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A B S T R A C T
Fluorescence microscopy is a powerful tool in the life sciences and is
used to study structure and function on length scales from cells down
to single molecules. In recent years, fluorescence microscopy has seen
enormous improvements on the sensitivity to detect single molecules
and on the resolution to look at ever smaller details. However, the
resolution of an optical microscope is fundamentally limited by the
diffraction limit of light. This limit can be bypassed using superreso-
lution methods, but they often come with a trade-off against the com-
plexity of the method which limits its wide application. In this thesis,
we present three techniques that each improve the resolution of fluo-
rescence microscopy: First, we increased the lateral resolution and the
contrast of a confocal spinning disk microscope with image scanning
microscopy. We developed a software package that controls the im-
age acquisition and performs the image reconstruction. This allows
to upgrade confocal spinning disk systems with a superresolution
option without changing the optical path of the microscope. Second,
we used metal-induced energy transfer to increase the axial resolu-
tion. We localized single emitters on DNA origami nanostructures
with a precision of 5 nm along the optical axis and demonstrated co-
localization of up to three emitters. This method allows exceptional
axial resolution within a range of 100 nm for microscopes which are
able to measure fluorescence lifetimes. Third, we developed an algo-
rithm to correct dead-time artifacts in fluorescence lifetime imaging.
This enabled us to accurately measure fluorescence lifetimes at high
count rates which allows to increase the frame rate and thereby the
time resolution of fluorescence lifetime imaging. All our methods ex-
tend the resolution in a different direction and thereby expand the
capabilities of fluorescence microscopy.
Z U S A M M E N FA S S U N G
Die Fluoreszenzmikroskopie ist eine bedeutende Methode in den Le-
benswissenschaften zur Erforschung von Struktur und Funktion auf
Längenskalen von Zellen bis hin zu einzelnen Molekülen. In den letz-
ten Jahren hat die Fluoreszenzmikroskopie enorme Verbesserungen
hinsichtlich der Empfindlichkeit der Detektion einzelner Moleküle
und der Auflösung immer kleinerer Strukturen erfahren. Die Auf-
lösung eines optischen Systems ist jedoch grundsätzlich durch das
Beugungslimit des verwendeten Lichts begrenzt. Dieses kann zwar
mit hochauflösenden Methoden umgangen werden, die gesteigerte
Auflösung geht allerdings oft auf Kosten erhöhter methodischer Kom-
plexität, was ihre breite Anwendung beschränkt. In dieser Arbeit stel-
len wir drei Methoden vor, die eine Verbesserung der Auflösung ei-
nes Fluoreszenzmikroskops bieten: Im ersten Teil haben wir die la-
terale Auflösung und den Kontrast eines konfokalen Spinning-Disk-
Mikroskops mithilfe des Image-Scanning-Microscopy-Verfahrens er-
höht. Wir haben ein Softwarepaket entwickelt, das die Bilderfassung
steuert und die Bildrekonstruktion durchführt. Dadurch können Spin-
ning-Disk-Mikroskope zu hochauflösenden Mikroskopen aufgerüs-
tet werden, ohne dass der Strahlengang des Mikroskops verändert
werden muss. Im zweiten Teil haben uns wir das Phänomen des
metallinduzierten Energietransfers zunutze gemacht, um die axiale
Auflösung zu erhöhen. Wir haben damit einzelne Emitter auf DNA-
Origami-Nanostrukturen mit einer Genauigkeit von 5 nm auf der op-
tischen Achse lokalisiert und die Kolokalisation von bis zu drei Emit-
tern gezeigt. Dieses Verfahren ermöglicht Fluoreszenzlebensdauer-
Mikroskopen eine herausragende axiale Auflösung innerhalb eines
Bereichs von etwa 100 nm. Im dritten Teil haben wir einen Algorith-
mus entwickelt, um Totzeit-Artefakte in der Fluoreszenzlebensdauer-
Mikroskopie zu korrigieren. Wir haben damit genaue Messungen der
Fluoreszenzlebensdauer bei hohen Zählraten durchführen können,
was es erlaubt, die Bildfrequenz und damit die Zeitauflösung der
Fluoreszenzlebensdauer-Mikroskopie zu erhöhen. Alle unsere Metho-
den erhöhen die Auflösung in eine andere Richtung und erweitern
dadurch das Anwendungsspektrum der Fluoreszenzmikroskopie.
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I N T R O D U C T I O N
Fluorescence microscopy has become a powerful tool in modern biol-
ogy and medicine [6, 7]. The high sensitivity of fluorescence detection
together with the high specificity of labeling allows studying living
and fixed cells in terms of structure and dynamics. However, fluores-
cence microscopy is limited by the diffraction of light, rendering all
detail smaller than about 200 nm invisible. Many cellular structures
are smaller and many cellular processes are carried out by molecules
only a few nanometers in size. Huge efforts have been made to over-
come this limitation. In the last thirty years, the field has seen tremen-
dous advances by the detection of single fluorescent molecule [8, 9]
and the development of superresolution techniques [10–13]. Single
molecule techniques have allowed for example to track labeled pro-
teins within cells with nanometer precision [14] and superresolution
microscopy techniques have looked at cellular structures with un-
precedented detail [15–17]. Spectroscopic techniques such as Förster
resonance energy transfer (FRET) have allowed to study biomolecules
of a few nanometers in size and advanced our understanding of
the structure and function of the cellular machinery at the single
molecule level [18, 19].
Improving the spatial resolution of fluorescence microscopy is of-
ten a trade-off against the speed or the complexity of the method.
The complexity of a method is connected to the alignment and main-
tenance required to operate the system and to the availability and
cost of the equipment needed. The speed of a method is important
for high-throughput screening applications which aim at optimizing
the data collection efficiency [20, 21]. Furthermore, it is connected to
the time resolution (e.g. the frame rate) which is crucial for following
fast processes within living cells.
The challenge of fluorescence microscopy today is to resolve fine
structures within the cell at the detail of cellular machinery. The de-
mand to optical microscopy and spectroscopy is thus to develop tech-
niques that enable measurements with high resolution in space and
time, and are low in complexity to be widely applied. In this work,
we present three techniques that each improve the resolution in a
different direction:
• Image Scanning Microscopy (ISM) improves the lateral resolu-
tion of a confocal microscope. We present an ISM upgrade for
a confocal spinning disk system which is easy to implement,
improves resolution and contrast, and offers fast image acquisi-
tion.
introduction
• Metal-induced energy transfer (MIET) is used to resolve single
emitters along the optical axis. With this method, emitters can
be localized with nanometer precision on the optical axis within
a range of more than 100 nm and it has the potential to measure
intra-molecular distances of large biomolecular complexes.
• A dead-time correction algorithm enables the accurate determi-
nation of fluorescence lifetimes even at high count rates. Be-
cause the dead-times induce distortions of the measured fluo-
rescence decay, this limited the acquisition speed of fluorescence
lifetime imaging (FLIM). The correction allows FLIM imaging at
higher frame rates, i.e. recording data at higher time resolution.
With these three techniques, we expand the toolbox of fluorescence




F U N D A M E N TA L S
In this chapter, we lay the theoretical foundations for the thesis. We
start with a general motivation on fluorescence and then explain the
physical background and some key parameters such as the fluores-
cence lifetime and quantum yield. Following this, we introduce time
correlated single photon counting (TCSPC) which we examine in
depth with respect to its accuracy at high count rates in Chapter 5.
TCSPC is a technique that allows measuring the fluorescence lifetime
which is a prerequisite for axial localization using metal-induced en-
ergy transfer (MIET) as in Chapter 4. To provide the theoretical back-
ground, we give an introduction to the theory of MIET at the end of
this chapter.
2.1 motivation
Fluorescence is an every-day phenomenon and can be observed in
nature in living as well as in non-living systems. A fluorescent object
has the ability to emit light in a different color than it is illuminated
with. Three examples are listed below:
• Minerals such as calcites (CaCO3) fluoresce in UV to visible
light. The source of the fluorescence are impurities in the crys-
tal. These ions are called activators and determine the emission
spectrum. Manganese (Mn2+) is the most common source for
the red to orange fluorescence of calcite under UV light. Other
impurities such as iron or copper may also act as quencher
and prevent fluorescence. The fluorescent properties can help
to identify origin or composition of a mineral [22].
• The jellyfish species Aequorea victoria is famous for its biolumi-
nescence. The protein aequorin can emit flashes of blue light
when stimulated by calcium ions. The so-called green fluores-
cent protein (GFP) converts it into green light that can be seen as
a glowing ring around the margin of the jellyfish. Although the
biological function of the bioluminescence is not well known,
GFP has become famous for many biochemical applications.
It is widely used for example in cell biology to study protein
expression and in biophysics to label cell structures of inter-
est [23].
• Quinine is probably best known for its use as a malaria drug
and as an ingredient of tonic water. The substance can be iso-
lated from the bark of cinchona trees and its fluorescence has
fundamentals
been described already in 1845 by Sir John Herschel which makes
it the first known fluorophore [24]. It absorbs UV light (around
350 nm) and fluoresces in bright blue (around 460 nm). Like
most organic dyes, quinine has an aromatic ring structure that
is responsible for the fluorescence. Electrons in aromatic rings
are delocalized in molecular π orbitals, making it an ideal struc-
ture for a Hertzian dipole which is the most simple theoretical
model of an emitter (see also Section 2.4.1).
The fluorescence can be used to label structures of interest in cells
or in biomolecular complexes. The already mentioned GFP can be
genetically encoded into proteins, and organic fluorophores can be
chemically bound to structures of interest or to antibodies, which in
turn bind to structures of interest. The fluorescence signal then is
specific to the structures of interest and can be measured with high
sensitivity. With appropriate filters in the illumination and detection
side of a microscope, the fluorescence from different components can
be distinguished and viewed separately. This is important to visual-
ize the interplay of cellular processes and structures. New develop-
ments such as superresolution methods have allowed to view cellular
machinery and structure in fixed and living cells at unprecedented
detail and enabled researchers to ask entirely new questions in bio-
logical research [16, 17, 25–27]. In summary, fluorescence microscopy
has become an indispensable tool for biological research. In the fol-
lowing section, we will look at fluorescence in more detail.
2.2 fluorescence
Fluorescence is the process of light absorption and re-emission. Light
as a form of energy can be transmitted only in quantized energy por-
tions, the photons. In the quantum mechanical picture, a fluorescent
emitter can be seen as an energetic two state system. The system is
excited into the higher energetic state by the absorption of a photon.
When the system returns back into its ground state, the energy can be
released in form of a fluorescent photon (radiative transition). Alter-
natively, the energy is dissipated into heat or transfered into another
excited state and no photon is emitted (non-radiative transition). This
model is visualized in a Jablonski diagram, see Fig. 2.1. A state is
displayed as a vertical line and transitions between the states by ar-
rows. Because electrons in the fluorescent material interact with the
light, the main states are called electronic states. The transition of the
singlet ground state S0 to the first excited state S1 requires the ab-
sorption of a photon with an energy equal to the energy difference of
the two states. However, the electronic states have additional vibronic
substates which allow many more transitions with slightly different
energies. Additionally, thermal fluctuations can slightly shift the ener-
getic states which is the reason that the absorption spectra are broad







Figure 2.1: Jablonski diagram. Straight black arrows indicate radiative transi-
tions between electronic states. Curly black arrows symbolize non-radiative
transitions, and curly colored arrows indicate photon absorption (blue) and
emission (red).
the vibronic ground states happens non-radiatively on the picosecond
time scale. This leads to a lower energy of the emission which is ob-
served as a shift of the emission spectrum to longer wavelengths as
can be seen in Fig. 2.2. The shift between the two spectra is known
as the Stokes shift. Furthermore, the fast relaxation of the vibronic
states is the reason that emission spectra are usually independent of
the excitation wavelength, known as Kasha’s rule.
The electronic transition from S1 to one of the vibronic states of
S0 can occur radiatively or non-radiatively with a probability given
by the transition rates kr and knr, respectively. In a non-radiative pro-
cesses to the ground state, the energy of the photon is released as
thermal heat to the environment, whereas in a radiative process a
photon is emitted by the system. The average time the emitter spends





This is the so-called fluorescence lifetime which is usually on the or-
der of nanoseconds (10−9 seconds) for organic fluorophores. Another





It gives the probability that a decay is a radiative process, i.e. what
fraction of absorbed photons is again emitted as photons, and is thus
connected to the brightness of the emitter. Together with the fluores-
cent lifetime, these two quantities are the most important characteris-
tics of a fluorophore to describe the interaction with a metal surface
in Section 2.4.
The above proposed model is of course a very simplified model.
For most organic dyes, an additional state exists: the triplet state (la-
beled by T in Fig. 2.1). The transition from the singlet S1 state to the
5
fundamentals
Figure 2.2: Spectrum of Atto 647N in PBS. The blue curve shows the ab-
sorption spectrum of the dye and the red curve the emission spectrum. The
peak of the emission is shifted to longer wavelengths which is known as the
Stokes shift. Data provided by the manufacturer (ATTO-TEC).
triplet state is called inter-system crossing (ICS) and occurs with a
rate kICS. Because the transition requires a spin change it belongs to
the so-called forbidden transitions. In practice, there is still a small
probability of the transition to occur, resulting in transition rates be-
tween the singlet and the triplet states that are several orders of mag-
nitude smaller than the rates between the singlet states. The average
residence time in the triplet states is on the order of microseconds to
milliseconds during which the emitter is dark. This is often referred
to as blinking.
Because the rate for inter-system crossing is orders of magnitude
smaller than the fluorescent rate, we can approximate fluorescence as
a two state system. Then, the probability that the system is still in the







where τ is the average time in the excited state as given in Eq. (2.1).
The fluorescent lifetime can be measured by exciting the molecule
with a short laser pulse and measuring the time t until a photon is
emitted. The arrival time t follows the probability distribution of a
fluorescence decay according to Eq. (2.3). The average arrival time is




dt tp(t) = τ. (2.4)
The uncertainty of this measurement is στ =
√
〈t2〉 − 〈t〉2 = τ. Re-






This is a simplification because in an experiment one has to account
for different factors such as a background or the finite response time
6
2.2 fluorescence
of the photon detector. Therefore, the lifetime is usually determined
in a different way: A histogram of arrival times is fitted with I(t) =
A · p(t) + b as fit function, where A is the amplitude of the fluores-
cence decay and b the background. However, Eq. (2.5) is still a good
approximation of the error as it provides a lower bound for the er-
ror of a fluorescence lifetime measurement. Experimentally, the mea-
surement can be realized by time correlated single photon counting
(TCSPC) and will be explained in detail in the next section.
7
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2.3 time correlated single photon counting
With the advent of pulsed lasers and single-photon sensitive detec-
tors, time-resolved spectroscopy has become an important tool in the
life sciences, fundamental physics, and chemistry. The sample is il-
luminated with a short laser pulse and the time-dependent intensity
decay of the sample is recorded. The direct recording of this decay is
very challenging: Fast processes on the order of nanoseconds require
a high time resolution on the order of picoseconds which cannot be
achieved with traditional photodiodes and amplifiers. Furthermore, a
high number of photons is required to observe the whole decay after
one excitation cycle which, for example, is impossible to obtain from
a single emitter. Time Correlated Single Photon Counting (TCSPC)
solves these problems by exciting the sample with a periodic train
of laser pulses. This extends the observation over multiple excitation
and emission cycles and the decay can be reconstructed from all sin-
gle photon events collected over many cycles. The photon flux on the
detector can be orders of magnitude less than the repetition rate of
the laser. Each detector signal indicates the arrival of a single pho-
ton which is recorded as a time stamp with respect to the laser pulse.
Only by recording a large number of these events and histogramming
the arrival times, the periodic signal is recovered. See Fig. 2.3 for an























Figure 2.3: TCSPC principle. Top row: A pulsed laser excites fluorescence.
The probability of a fluorescence decay is shown in the row below (in loga-
rithmic scale). Less than one photon is detected in one excitation period on
average. The detected photons (red dots) are histogrammed (bottom row).
Each excitation period shows the full histogram with new photons in red.
Right: After many excitation periods, the histogram resembles the decay
probability.
8
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Figure 2.4: A minimal TCSPC setup: A pulsed laser (left) excites fluorescence
in the sample which is detected by a fast single-photon counter. Both the
laser and the detector are connected to the TCSPC electronics which records
the time difference between the laser pulse and the detected photon.
Single-photon arrival times can be recorded at much higher time
resolution than analog intensity recording with a precision up to pi-
coseconds. TCSPC can then be used to measure the fluorescence life-
time by using a repetition rate smaller than the inverse of the fluo-
rescence lifetime. Apart from spectroscopy, an important application
of TCSPC is ranging with light (lidar) [28]: The reflected light from a
target is measured and the return time is proportional to the distance.
Combined with a laser scanning setup, this can be used to make a 3D
representation of the target and is employed, for example, to make
high-resolution maps in geodesy [29] or for control and navigation
for autonomous cars [30].
2.3.1 TCSPC Hardware
A TCSPC setup consists of a pulsed excitation source and a detector
which both are linked to the TCSPC electronics, see Fig. 2.4. The exci-
tation source provides a reference signal given by the repetition rate
of the light pulses, the so-called sync. The detector provides an elec-
trical pulse for each photon that it detects. In the TCSPC electronics,
both signals are processed and photon events are eventually stored
in a computer.
detectors Detectors generate an electrical signal proportional to
the incoming light flux. For single-photon counting applications, the
detectors generate an electrical pulse upon the incidence of a sin-
gle photon. Thus, detectors for photon counting applications need
to have a high gain in order to produce a useful signal for the TCSPC
electronics from a single photon. The signal is usually a short pulse
where the width limits the minimum distance between two arriving
photons, thus limiting the count rate. The minimum time between
9
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two successive signals is also called the dead-time of the detector.
However, for the timing precision of the TCSPC measurement, the
timing jitter or the transit time spread (TTS) of the pulse is more
important than the pulse shape. Because the TTS is typically much
smaller than the response signal of the detector, TCSPC has a much
better timing resolution in contrast to analog techniques that record
the photo-response of the detector directly [31].
Typical detector types are the photomultiplier tube (PMT) and the
single-photon avalanche photodiode (SPAD), and all detector types
have their individual strengths and shortcomings. For example, the
counting efficiency of PMTs is typically in the range of 10 % to 40 %,
limited by the frequency a photo-electron is generated by an incident
photon (the so-called quantum efficiency). For SPADs, the quantum
efficiency can be > 70 %, but a smaller active area makes focusing the
light on the SPAD more challenging [32]. Typical values for the dead-
time are in the tens of nanoseconds range, limiting the count rate to
a few tens of MHz. The timing jitter in SPADs is mainly due to the
different depth in which photons are absorbed, resulting in different
times for the avalanche built-up [33], and is on the order of 100 ps. A
comprehensive review on PMTs, SPADs, and more detector types can
be found in Ref. [32].
tcspc electronics The TCSPC electronics converts the output
pulses of the detector and an external sync into a timing information.
The most important building block in modern TCSPC hardware is
the time-to-digital converter (TDC), an electronic timer. It is typically
based on a crystal oscillator and converts a time into a digital output.
Because the output pulses of the detector may have different ampli-
tudes, a constant fraction discriminator (CFD) ensures triggering at
a constant fraction of the pulse amplitude and produces a normed
signal for the TDC [34]. Instead of an TDC, older TCSPC hardware
typically use a time-to-amplitude converter (TAC) together with an
analog to digital converter (ADC). When the TAC is activated, the
TAC charges a capacitor until stopped. The charge in the capacitor
is proportional to the time between start and stop of the TAC and
is read out and converted into a digital signal by the ADC. During
the time of the capacitor discharge and the read-out, the TCSPC elec-
tronics is unable to process further events. We refer to this as the
electronic dead-time. If the dead-time is much shorter than the aver-
age time between two photons, TCSPC reaches a near ideal counting
efficiency. In particular, the efficiency is much higher than for gated
techniques which shift a time-gate over the periodic signal (see for
example Ref. [24, Chapter 4]).
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tsync tphoton
Figure 2.5: TCSPC scheme. Laser pulses (black bars) excite the sample and
start a timer. The arrival of a photon (red circle) stops the timer. The mea-
sured time t = tsync − tphoton is used for the TCSPC histogram.
2.3.2 TCSPC Schemes
TCSPC records the the arrival time of a photon tphoton with respect
to a sync signal tsync. In Fig. 2.5, the vertical bars mark the beginning
of a new period from the sync signal. A photon is symbolized by
a circle and the arrival time of a photon relative to the laser pulse
t = tsync − tphoton is recorded. In a classical TCSPC system, this is
realized by starting a timer at each sync event and stopping it at the
arrival of a photon and called “forward start-stop TCSPC”. With the
advent of pulsed laser with repetition rates in the MHz regime, this
approach became unfeasible: Because in most excitation periods no
photon is detected, the TDC needs to be reset at each sync signal.
Photons detected during the dead-time of the electronics would be
discarded, thus limiting the count rate and making the system less
efficient. To avoid this, TCSPC electronics can be operated in reverse
mode. Here, the arrival of a photon starts the timer and the next
sync stops it. This avoids unnecessary resets of the TDC, and the
conversion rate of the timer is equal to the count rate which is usually
much smaller than the repetition rate. Care has to be taken if the
repetition rate of the laser is unstable. Then, the reference pulses from
the light source need to be shifted, so that they arrive after the pulses
from the detector. Furthermore, the time axis of the histogram needs
to be internally reversed to obtain the decay [35].
Recent TCSPC electronics works in forward start-stop mode, but
with an independent timing of the photons and the sync signal [36].
This works even with lasers with high repetition rates because a di-
vider in front of the sync input reduces the input rate so that the
period is at least as long as the dead-time of the TDC. Internal logic
determines the sync period and re-calculates the sync signals that
were divided out. Because the photon TDC is independent of the sync
TDC, no photon events are discarded as in classical forward TCSPC.
If a photon is detected, the times tphoton and tsync of the two TDCs are
used to calculate the time difference t = tsync− tphoton internally. This
allows – in principle – to detect several photons per excitation period
an furthermore to record the absolute times with respect to the start
of the experiment, as described below.
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tttr scheme The time t is also called the micro time and is dis-
tinguished from the global arrival time with respect to the start of
the experiment, the macro time. Modern TCSPC hardware allows the
simultaneous recording of both times, so that not only the TCSPC his-
togram can be constructed, but also the time trace of the count rate
with high time resolution [37]. The macro time is usually recorded on
the coarser timescale of the sync, tsync. In this so-called time-tagged
time-resolved (TTTR) data format, a stream of events is stored consec-
utively where each record consists of the arrival times (micro time t
and macro time tsync) together with information such as the detection
channel. Additional records can be added to synchronize the data
stream to the experiment. These so-called markers are for example
used in a scanning confocal microscope to indicate a line change or
the end of a frame. Later, each photon can be assigned to a line and
a pixel number and an intensity image can be constructed. TCSPC
histograms in a single pixels can be used to estimate the fluorescence
lifetime, enabling Fluorescence Lifetime Imaging (FLIM). The TTTR
recording scheme is thus a valuable extension to the above discussed
TCSPC schemes and allows to follow processes from picoseconds to
seconds in a single measurement.
TTTR is useful for a multitude of techniques in the life sciences
such as Fluorescence Correlation Spectroscopy (FCS) [38], Fluores-
cence Lifetime Correlation Spectroscopy (FLCS) [39, 40], photon-arrival-
time interval distribution (PAID) [41, 42], and others. Furthermore,
photon counting and antibunching experiments are extensively used
in quantum optics experiments and quantum sensing [43].
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2.4 theory of metal-induced energy transfer
Metal-induced Energy Transfer (MIET) describes the phenomenon
that a fluorescent emitter is quenched by a metal surface. Experimen-
tal studies by Drexhage, Kuhn, and Schäfer in 1968 showed how the
fluorescent lifetime of phosphorescent europium chelate complexes
changes in proximity to a metal mirror [44]. Their model included the
interference of the reflected wave with the electric field of the emitter
which was in agreement to the oscillations of the radiative rate they
observed. It failed however at distances shorter than the wavelength,
where the emitters are quenched due to non-radiative energy transfer
from the excited molecule to the metal.
The interaction of a dipole in close proximity to a metal surface has
been described theoretically by Kuhn where the dipole is considered
as a damped oscillator and involves the calculation of the reflected
field at the dipole’s position [45]. A few years later, Chance, Prock and
Silbey developed a comprehensive description of the energy trans-
fer from a dipole emitter to a metal surface which they termed the
energy-flux method [46]. This theory allows to separate the energy
flux into the bottom and top half-spaces and gives the exact amount
of radiation that propagates through a thin semi-transparent metal
film. In contrast to the experiments by Drexhage and coworkers who
used a thick metal mirror, the use of a thin metal film allows some
part of the radiation to propagate into the dielectric medium be-
low. This enables the optical detection of fluorescence through the
metal film which was experimentally demonstrated by Amos and
Barnes [47]. A few years later, the detection of single molecules through
a metal film was reported [48]. The quenching of the fluorescence due
to the interaction with the metal film has then been used to measure
nanometer axial distances [49]. Recently, the localization of single
fluorescent emitters along the optical axis with a precision of about
3 nm has been demonstrated [50].
An excellent introduction on the physics and the mathematical de-
scription of an oscillating dipole in the context of MIET is given in
Ref. [51]. In the following, we briefly state the main points and dis-
cuss how the properties of an emitter such as fluorescent lifetime or
brightness are changed close to a metal surface.
2.4.1 Oscillating Dipole
An oscillating dipole is a fundamental source of electromagnetic ra-
diation: a charge oscillating along a line. The charge generates an
electric field in space and the oscillations lead to changing electric
and magnetic fields, an electromagnetic wave. The emission of many
fluorescent molecules can be well described by such a dipole emitter.
We begin by recalling the electric field of a static dipole. The dipole
consists of two opposite charges q with a distance d apart and is
13
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characterized by its electric dipole moment p = qd. The embedding
medium is described by its permittivity ε which can be thought of as
the microscopic polarizability of the medium. The electric field of the
static dipole is given by
E(r) =
3(r̂ · p)r̂− p
εr3
, (2.6)
where r is the position, r = |r|, and r̂ = rr . When the charges oscillate
with a frequency ω, the electric field becomes a function of time. If
we switch to polar coordinates and assume that the dipole is oriented






















where k = k0n, k0 = ωc =
2π
λ with the velocity of light c is the
wave vector in vacuum, and n =
√
ε is the refractive index. The time
evolution of the field of the oscillating dipole is given by multiply-
ing E(r) with the phase factor e−iωt. Although all of the terms ex-
tend to infinity, only a part of it actually transports energy. The total
energy flux is given by the time-averaged Poynting vector S(r) =
c
8π< {E× B∗}, where < denotes the real part and ∗ denotes com-
plex conjugation. The magnetic field corresponding to Eq. (2.7) can
be computed by means of Maxwell’s equation in free space from
iωB(r, t) = ∇× E(r, t) [52].
Although the emitted energy is constant at any distance from the
dipole, it is spread over an area that increases with distance. The
surface area of a sphere with radius r around the dipole will increase
with r2, thus all terms that fall off faster than r2 will not contribute
to the energy flux far away from the emitter. One can show that the
contributing terms in Eq. (2.7) are proportional to r−1. These terms
are called the far-field and correspond to the part of the field that
contribute to the energy transport. In contrast to the far-field, one can
also define a near-field. Close to the dipole, the term r−3 dominates
the electric field and is thus called the near-field of the dipole. In the
static limit k → 0 the whole field reduces to the near field term and
is equal to the field of the static dipole in Eq. (2.6).
For the radiation that can be detected optically, we usually consider
the far-field. We can neglect components in E and B that fall off faster












where the last equal sign holds true when the dipole axis is oriented
along the polar axis. The power radiated in a solid angle element
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Figure 2.6: Angular distribution of radiation of a dipole. The black arrow
represents the orientation of the dipole moment and the color indicates the
radiation power which is weak (blue) along the direction of the dipole mo-
ment and strong (red) perpendicular to it.
i.e. the angular distribution of radiation follows a simple sin2(θ) law
with a toroidal shape, see Fig. 2.6 for an illustration. Note that here
and in the following we will use the terms “energy flux” and “emis-
sion power” synonymously. The total power of a free dipole is ob-












An interesting observation is that the dipole radiation depends on the
refractive index of the medium n which is related to the polarizabil-
ity of the medium. The dielectric properties of the environment thus
directly influence the emission of a dipole.
Until now we have used Maxwell’s classical field theory to derive
these results. In a quantum mechanical picture, energy is emitted in
discretized portions, the photons. A photon is characterized by its
energy h̄ω and its polarization state. Therefore, the photon energy is
given by the oscillation frequency of the dipole ω and Planck’s con-
stant h̄. The polarization is – in the classical sense – given by the direc-
tion of the electric field vector. The angular distribution of radiation
can be interpreted as a probability distribution in which direction a
photon is emitted. By exciting the molecule repeatedly and measur-
ing the direction of the emitted photons, the sin2(θ) distribution is
recovered. The magnitude of the radiation power is proportional to
the number of photons emitted by the molecule in unit time (the emis-
sion rate), thus for a high magnitude the time the molecule spends
in the excited state is reduced. The total radiation power is thus in-
versely proportional to the excited state lifetime τ. Along the same
lines, we can estimate the quantum yield in a different medium: As-
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suming that the radiative rate changes proportionally to the emission







where the subscript 0 denotes the known quantum yield and fluores-
cent lifetime in a medium with refractive index n0.
2.4.2 Electric Field of a Dipole Near a Metal Surface
We have already seen that the environment (i.e. the refractive index
of the medium) can have an influence on the dipole’s emission prop-
erties. When a dipole emitter is placed in the vicinity of a dielectric or
metallic surface, its local environment is not altered, but at each inter-
face the electro-magnetic (EM) waves can be reflected or transmitted.
Reflected waves will interfere with the waves emitted by the dipole,
changing the electric field. Furthermore, the near-field of the emitter
can couple to the metal and transfer energy which again changes the
emission properties, as we will see. Also the propagation of the EM
waves is affected: Inside a metal, the energy of an EM wave is attenu-
ated by absorption. This is reflected in the non-zero imaginary part of
the refractive index of a metal. As above, we will start the description
with the electric field and use it to calculate the energy flux.
We assume a dipole emitter with dipole moment p is located in
the vicinity of an infinitely extended planar interface. For plane wave,
Fresnel’s equations describe the transmission and reflection at a pla-
nar interface, see for example Ref. [52]. We assume the interface is in
the xy-plane at z = 0 and the incoming wave comes from the upper
half-space (z < 0). This situation is depicted in Fig. 2.7: the incoming
plane wave with wave vector k+1 is traveling in a medium with refrac-
tive index n1. At the interface to a second medium with refractive in-
dex n2, the wave is partly reflected ( k−1 ) and party transmitted ( k
+
2 ).
Here, we decompose the wave vector k+1 into a horizontal component
q (parallel to the surface) and a vertical component w1 (orthogonal to
the surface). For these components the relation w1 =
√
k21 − q2 with
k1 = n1k0 holds true. Furthermore, we define a new coordinate sys-
tem spanned by the orthogonal vectors k±1 , ê
±
1p , and ês. ê
±
1p is the
unit vector in the plane spanned by k±1 and the surface normal (p-
wave). ês is the unit vector orthogonal to the plane spanned by k±1
and the surface normal (s-wave) and is thus parallel to the surface
(see Fig. 2.7). Writing the electric field of the dipole in this new coor-









1p · p + ês(ês · p)
]
eiq·(ρ−ρ0)+iw1|z−z0|, (2.12)
with the position vector r = (ρ, z) and the position of the emitter
r0 = (ρ0, z0). This is the so-called Weyl representation and conve-
niently describes the electric field as a sum of plane waves [53]. In
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Figure 2.7: Geometry of a plane wave refracted at a planar interface. An
incoming wave with wave vector k+1 is traveling in a medium with refractive
index n1. At the interface to a second medium with refractive index n2, the
wave is partly reflected ( k−1 ) and party transmitted ( k
+
2 ). The coordinate
system is chosen so that the interface is in the xy-plane and êz parallel to
the surface normal.
this representation we can apply Fresnel’s theory to obtain the ampli-
tude of the electric field of the reflected and transmitted waves. For










for p-waves and s-waves respectively. Thus, the electric field of the













Similarly, the result for the reflected wave can be obtained. With this
result, we are able to calculate the electric field on both sides of the
interface: Below the interface it consists simply of the transmitted
electric field (Eq. (2.14)), but above the interface, one has to take into
account that the electric field is the superposition of the reflected field
and the field of the free dipole, Eq. (2.7). With this result, we are able
to calculate the Poynting vector S as in the previous section. Since we
are interested in the total energy flux only, we project the Poynting
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vector on ẑ and integrating over an area A, which encloses the dipole






dA ẑ · (E× B∗)
}
, (2.15)
where B can be obtained from iωB = ∇ × E as before. Using the
transmitted electric field according to Eq. (2.14) at the interface (z = 0)
and extending the area A to infinity, we obtain the energy flux into
the lower medium which we will denote as S↓. Note that because
of energy conservation, the result is identical if one uses the electric
field in the lower half-space (between the interface and the emitter
position) at the interface.
The total emission power S is obtained from the electric field at the
position of the dipole z = z0. One can either use the electric field in
the upper or in the lower half-space, yielding the same result.
We will now simply quote the emission powers into the lower
medium, S↓, and the total emission power S for the limiting cases
of a vertical dipole (denoted by ⊥) and a dipole parallel to the sur-
face (denoted by ‖). It can be shown that these allow us to calculate
the emission power of a dipole with any (fixed) orientation α with
respect to the surface normal as
S(α, z0) = S⊥(z0) cos2(α) + S‖(z0) sin
2(α). (2.16)











(1− Rp)(1 + R∗p)e2={w1}z0
}
, (2.17)
with Fresnel’s reflection coefficient Rp for p-waves and = denoting
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Figure 2.8: Emission power of a dipole emitter (λ = 688 nm) in water close
to a 10 nm gold film on top of a glass cover slip. a) The power is radiated into
the half space above the emitter (S↑) or into the lower half space (S↓). The
energy in the lower half space is partly transfered to the metal and partly
radiated into the far-field (L↓). The collection angle θmax of the objective
determines the amount of radiation collected by the objective. In b) the total
emission power into the lower medium (S↓, solid lines) is compared to the
emission power in the far field (L↓, dotted lines). For the calculation of L↓,
we assume an ideal collection angle of θmax = 90◦. The x-axis denotes the
height of the emitter above the metal surface and the color indicates the
orientation of the dipole (vertical: blue, parallel: red).
All integrals are carried out for q ranging from 0 to ∞ and for positive
imaginary solutions of w1(q) only. If one limits the range to q values
of propagating waves (i.e. 0 ≤ q ≤ k1), one obtains the energy flux
in the far field and thus the amount of radiation that can in principle
be detected. Of these propagating waves, only the ones collected by
our objective can reach the detector. The maximum collection angle
is given by the numerical aperture of the objective, NA = n sin(θmax).
Thus, by limiting the values of q = k sin(θ) to the angles below θmax,
one obtains the detectable emission power. In the further discussion,
we will use the symbol L instead of S to denote the detectable emis-
sion. In Fig. 2.8a, the difference between L and S is visualized. In
Fig. 2.8b, we show an example of the emission power of a dipole
close to a thin metal film. Whereas the emission power S↓ reaches its
maximum at the surface, the emission power L↓ drops to zero. The
energy contained in S↓ is thus not transmitted into the far-field but
transfered to the metal. Far away from the surface, S↓ and L↓ are al-
most equal and only differ by the amount that is absorbed by the
metal film.
Until now we considered two infinitely extended media with a sin-
gle interface for which the Fresnel coefficients are valid. For more
complex layer structures that are used in some experiments, one has
to take into account also all additional reflections at the interfaces
which introduce phase shifts to the reflected electric field. For the
ith layer, the phase shift will depend on the layer thickness di and
its refractive index ni. Effective reflection coefficients can be calcu-
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lated that consist of the Fresnel coefficients and the phase shift. These
can be calculated for any number of layers using the transfer-matrix
method [54]. These effective coefficients replace then the Fresnel co-
efficients in Eqs. (2.17) to (2.20) and allow the calculation of S for a
dipole emitter on top (or even in between) any structure of layered
media. More information on the formalism can be found in Refs. [51,
53, 54].
2.4.3 Metal-induced Energy Transfer
We have already seen earlier that the emission power of a dipole emit-
ter depends on its environment and thereby influences the emission
properties such as the fluorescent lifetime. We have extended this to
the effect of thin metal films in the proximity of the emitter with the
above derivation. We assume that the emitter’s internal non-radiative
rate knr stays constant and only the radiative rate kr (not to be con-
fused with the absolute value of the wave vector k in the previous







Here, kfreer and Sfree are the radiative rate and the power of a free
dipole in the same medium, i.e. far away from any interface (“free
space”). Sfree = nS0 = cnk40 p
2/3 was already calculated in Eq. (2.10).
Assuming the molecule has a quantum yield QY0 in free space, the
fluorescent rate kr + knr = 1/τ is obtained as
kr(α, z0) + knr
k0r + knr







Under the same assumption, we can define a local quantum yield
QY(α, z0) =
kr(α, z0)















In an experimental setting, a fluorescent emitter is often attached
to the object of interest by a flexible linker. In solution, the emitter dif-
fuses and randomly rotates. If this rotation diffusion is fast compared
to its fluorescence lifetime, the emitter can be considered isotropic.
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(a) (b)
Figure 2.9: a) Local quantum yield according to Eq. (2.23) of a dipole emitter
(λ = 688 nm, QY0 = 0.5) in water close to a 10 nm gold film on top of a glass
cover slip. b) Collection efficiency according to Eq. (2.26) of the emission
of a dipole as in a) with a 1.49 NA objective. The collection efficiency is
normalized to the collection efficiency far away from the surface (z = 10λ).
The color indicates the orientation of the dipole with blue for vertical, red
for parallel, and yellow for a randomly oriented emitter.
The emitter “samples” all possible orientations and thus decay prob-
abilities before the emission of a photon, therefore a rate averaging is
appropriate here. This result can be used to calculate the lifetime of a
quickly rotating emitter, e.g. a dye with a linker, by plugging the re-
sult into Eq. (2.22). Further information on the influence of the dye’s
rotational diffusion can be found in Ref. [55].
The case is slightly different when we look at an ensemble of ran-
domly oriented, but fixed emitters: Then, we measure the superpo-
sition of all the emitters’ lifetimes weighted by their brightness. The






dθ sin(θ)τ(θ, z0)b(α, z0). (2.25)
In addition to the rates, we can also estimate the relative bright-
ness of an emitter. Assuming a constant excitation rate, the brightness
should be proportional to the amount of energy the dipole emits. As
we have seen in Section 2.4.2, The amount of radiated energy we can
detect is given by the far-field energy L. This allows us to define the
collection efficiency η, i.e. the probability to collect a photon in the





An example for the collection efficiency is shown in Fig. 2.9b. Note
that the curves are similar to the curves of L↓/S in Fig. 2.8b. The
difference is that here we take into account the collection angle of
a 1.49 NA objective. Note that the curves are normalized to the col-




Figure 2.10: a) Brightness of a dipole emitter (λ = 688 nm, QY0 = 0.5) in
water close to a 10 nm gold film on top of a glass cover slip. b) Emission
channels of a dipole emitter with the same parameters.
close to the surface the energy transfer to the metal dominates and
the collection efficiency is low. But for vertical dipoles, the collection
efficiency at around λ/4 can be a factor 2 higher than in solution.
The collection efficiency is equal to the brightness if every absorbed
photon is emitted again. However, if the emitter has additional non-
radiative decay channels, we need to consider the local quantum
yield. The brightness b is then given as the product of the collection
efficiency (Eq. (2.26)) and the local quantum yield (Eq. (2.23))
b(α, z0) ∝ η(α, z0)QY(α, z0). (2.27)
In Fig. 2.10a the brightness is shown for an emitter on top of a thin
gold film. Because the local quantum yield is increased close to the
surface, the brightness there is larger as one would expect by looking
at the collection efficiency only. Furthermore, the oscillations at far-
ther distances due to interference effects, which can be seen in both
the local quantum yield and the collection efficiency, cancel out and
lead to an almost constant brightness.
The different emission channels are summarized in Fig. 2.10b. In-
ternal non-radiative decay channels of the emitter convert the energy
into heat (purple). This mechanism is strongly suppressed close the
surface (cf. also Fig. 2.9a). There, most of the energy is transfered into
the metal (blue). Only a small part is emitted into the far-field and
can be detected optically (red and orange). The light emitted into the
upper half-space or above the collection angle of the objective is lost
(orange), but the remaining part can be detected (red). Although the
losses seem very high, the collection efficiency is actually comparable
and can even be larger than far away from the surface as we have
seen in Fig. 2.9b.
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(a) (b)
Figure 2.11: Angular distribution of radiation d
2S↓
dΩ (r, z) of a dipole emitter
at z0 = λ/20 in water. a) shows the distribution on a 10 nm gold film and
b) on pure glass for different orientations of the dipole (which is located in
the top left corner). Additionally, the dashed gray line indicates the angle of
total internal reflection (TIR) for water and the solid gray line the maximum
collection angle of an NA 1.49 objective. Note that only the radiation into
the lower half-space is shown here because of its relevance for the collection
efficiency.
2.4.4 Angular Distribution of Radiation Near a Metal Surface
In the last two sections we have studied the total radiated power of a
dipole emitter close to an interface, independent of the angle under
which the power is emitted. For the angular distribution of a free
dipole emitter, we have seen that it follows a sin2(θ) law in the far-
field (see Eq. (2.10) and Fig. 2.6). If the dipole comes close to a thin
metal film, the near-field coupling increases the radiation towards the
metal film. In Fig. 2.8b, we saw that the dipole can emit up to 100 %
of its radiated energy into the metal. The angular distribution thus
becomes highly asymmetric towards the metal. Most of the energy
will be transfered to the metal at q = k1, i.e. via an EM wave traveling
along the surface [55]. This wave excites oscillations of the electrons
in the metal. The energy quanta of these waves are called surface
plasmons, thus one can say that the energy of the photons of the
dipole emitter is transfered to the surface plasmons of the metal.
Experimentally, the distribution of the far-field is more interesting
because it relates to the amount of collected radiation. In Fig. 2.11, the
distribution of d
2S↓
dΩ is shown for a dipole emitter close to a thin metal
film (Fig. 2.11a) in comparison to pure glass (Fig. 2.11b). The emission
of a vertical or randomly oriented dipole on gold is mostly above the
angle of total internal reflection (TIR) which underlines the need for
high NA objectives especially for single molecule studies with MIET.
With this, we conclude the theoretical description of MIET. We have
seen how MIET influences the emission power of a dipole emitter,
which in turn changes the fluorescence lifetime and the brightness
detected through the metal film. Furthermore, we studied the differ-
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ent emission channels and the influence of the dipole orientation in
dependence of the emitter height above the surface. Further informa-
tion on the MIET effect can be found in Refs. [51, 53, 54].
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C O N F O C A L S P I N N I N G D I S K I M A G E S C A N N I N G
M I C R O S C O P Y
The aim of this project was to supply a combined hard- and software
solution for upgrading a Confocal Spinning Disk (CSD) microscope
with a superresolution option. Image Scanning Microscopy (ISM) has
been shown to increase resolution and contrast in a CSD setup by
our colleagues Schulz et al. [56]. To achieve this, the key point is the
synchronization between the CSD and a stroboscopic illumination of
the sample. Here, we present a software that works with a commer-
cially available FPGA card and controls the complete image acquisi-
tion process. The software is written as a plugin in the open-source
microscopy software µManager [57, 58]. Furthermore, we developed
a stand-alone software for image reconstruction in Java. A manuscript
is in preparation.
This work was carried out as a joint project with my colleague
Shun Qin. My focus was on building the setup, testing the hard- and
software, and running measurements. Therefore, I will not focus on
the software itself, but on the general operating principle, a charac-
terization of the setup, and give some examples of its function. The
software will be covered in detail in Shun Qin’s doctoral dissertation.
3.1 introduction
The confocal spinning disk (CSD) microscope was developed to over-
come the speed limitation of confocal microscopes. In the latter, the
excitation light is focused into a diffraction-limited spot and fluores-
cence is detected by a point detector. A pinhole in the image plane
suppresses out-of-focus light which gives the confocal microscope its
unique sectioning capability. By shifting the laser focus relative to the
sample by a known distance, a scanned image can be obtained. Even
with a fast scanner the process is limited by the photon throughput of
the single point detection, i.e. in an image with 100× 100 pixels, each
pixel is illuminated only 1/10.000 of the time. A CSD parallelizes the
image acquisition by scanning hundreds of beams through the same
number of pinholes directly on a camera, achieving frame rates of up
to 1.000 Hz [59]. The idea to use a patterned disk is not new, Paul Nip-
kow patented this idea already in 1884. It was used in the beginning
of the twentieth century in mechanical television for both recording
and playback. Today, CSD systems can be found in many labs all over
the world and play an important role for fast 3D imaging of fluores-
cent samples. A good introduction to CSD systems and their applica-
tions can be found in Ref. [60, Chapter 10]. Besides its speed, one of
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Figure 3.1: Principle of CSDISM. The excitation light is focused through the
pinhole disk with the help of a second disk containing microlenses. The
light is focused in the sample by the objective which also collects the emis-
sion light. The latter passes the pinholes which suppress out-of-focus light.
The dichroic beamsplitter redirects the emission light onto the camera. By
stroboscopic illumination, raw images are obtained that show the sample
modulated by the pinhole pattern. For each frame, the disk is slightly ro-
tated, by which the sample is scanned. Averaging of the raw data yields
the standard confocal image. By reassigning the light to the most probable
origin, a superresolved ISM image is obtained.
the major advantages of CSD systems over single focus confocal mi-
croscopes is the reduced photobleaching of the sample. The quantum
efficiency of a modern camera can be an order of magnitude higher
than for a scanning confocal microscope with a photomultiplier tube.
This reduces the photobleaching and permits the acquisition of long
time series [60, 61].
Compared to conventional widefield microscopy, confocal images
usually have a better contrast due to sectioning, i.e. rejecting out-of-
focus light at the detector. In terms of resolution, a confocal micro-
scope should achieve a better resolution than a widefield microscope.
In theory, the effective point-spread function (PSF) is the product of
the detection PSF (given by the pinhole) and the excitation PSF. If
both PSFs are diffraction limited, a resolution improvement of
√
2
should be achieved with a confocal microscope [62]. In practice, this
is impossible because a diffraction limited detection PSF requires a
pinhole size close to zero which implies also zero signal at the de-
tector. Usually, the pinhole is chosen to be of similar size as the PSF
to detect most of the light emitted by the sample. It can be shown
that in this case the lateral resolution is not improved compared to
a conventional widefield microscope. However, by replacing the pin-
hole with a camera, each pixel can act as a very small pinhole without
loosing any light. Recording an image with the camera at each scan
position can be used to construct a superresolved image, increasing
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signal level and contrast. This idea has been theoretically described by
Sheppard [62, 63] in 1988 and first implemented by Müller and Ender-
lein in 2010 under the name of Image Scanning Microscopy (ISM) [64].
In this implementation, the point detector of a confocal microscope
is replaced by a camera. At each scan position, one camera frame is
read out which limits the acquisition speed. A straightforward way
to speed up the acquisition is to parallelize it using several scanning
beams.
As the CSD can be seen as a parallelized confocal microscope, the
CSDISM can be seen as a parallel image scanning microscope. The
scanning is achieved by using stroboscopic illumination where the
duration of illumination is so short that the rotating disk can be con-
sidered stationary. The image recorded by the camera is then the
product of the sample modulated with the pinhole pattern of the
disk. By successively recording images at slightly different disk posi-
tions until the disk is in its initial position again, the whole sample
is scanned. Figure 3.1 shows an overview of the technique. An imple-
mentation of the CSDISM was first realized by our colleagues Schulz
et al. in 2013 [56].
Apart from the CSDISM, a few other implementations of a paral-
lelized ISM have been realized. York et al. developed a multi-point
scanning system termed “Multifocal SIM” [65] due to its close rela-
tion to structured illumination microscopy (SIM) [66]. The multifocal
SIM system is based on a widefield microscope with scanning beams
generated by a digital micromirror device (DMD). Because it paral-
lelizes the acquisition of scan positions, it offers an improved tem-
poral resolution but loses the sectioning ability of confocal systems.
Software pinholing can be introduced to suppress out-of-focus light,
but will not work in thick samples. York et al. also developed “in-
stant SIM” [67] which is even faster: A microlens array produces the
multi focus excitation, a pinhole array rejects out-of-focus light, and
a second microlens array images the pinholes onto the camera with
a demagnification factor of 2. The whole image is scanned by means
of a galvo mirror. The 2× demagnification obviates the need for post-
processing, and the ISM image can be directly read from the camera.
This allows for very high speeds up to 100 Hz but comes at the cost
of high complexity in construction and maintenance. The idea to opti-
cally process the ISM image was also published around the same time
for a confocal microscope by Roth et al., termed optical photon reas-
signment (OPRA) [68]. Here, a scan unit scans the excitation beam
through the sample. The fluorescence light is separated from the ex-
citation by a dichroic mirror and passed through a pinhole after des-
canning. Then, the beam is magnified 2× via a telescope lens system
and again scanned by the same scan unit and imaged on a camera.
Around the same time, another optical processing method called re-
scan confocal microscopy was proposed by De Luca et al. [69]. The
re-scan microscope uses a second, synchronized scan unit to transfer
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the beam onto a camera with twice the scan angle which results in
a 2× demagnification. Both methods produce an ISM image directly
on the camera without further processing. By using a 2-photon laser,
Gregor et al. demonstrated that the pinhole can be omitted, obviating
the need to scan the beam twice [70].
Optical processing was also realized in a spinning disk by adding
a second microlens array to the pinhole disk [71]. This allows very
fast acquisition speed in a low maintenance system. Instead of pin-
holes, also lines have been used similar to the sinusoidal illumination
in classical SIM [72]. A review of implementations can be found in
Ref. [73].
Here, the aim was to construct and operate a CSDISM setup that
can be used as an upgrade kit to add a superresolution option to
existing CSD systems. To this end, we developed a plugin for the mi-
croscope control software µManager, enabling CSDISM imaging in
one click, and a program for reconstruction of the ISM image. We





The increase in resolution and contrast of the CSDISM technique is
based on image scanning microscopy (ISM). This technique enables
the same resolution as an ideal confocal microscope with infinitely
small pinhole as explained in the last Section 3.1. Here, we will give a
brief theoretical description and then focus on the image reconstruc-
tion for CSDISM.
3.2.1 ISM Theory
Müller and Enderlein describe ISM in terms of structured illumina-
tion microscopy (SIM). In SIM, a sinusoidal illumination pattern mod-
ulates the intensity of the recorded image. The optical transfer func-
tion (OTF) of the patterned illumination is mixed with the detection
OTF, shifting high spatial frequencies into the range of the detection
OTF. The illumination pattern usually has a spatial frequency close
to the cutoff frequency of the detection OTF, i.e. the maximum spatial
frequency moved into the supported region of the detection OTF is
doubled. The same holds true for ISM, only there the illumination
pattern is the PSF itself, containing all spatial frequencies up to the
cutoff. It can be shown that





where OTFWF(q) is the OTF of a widefield microscope [56]. The de-
pendence on q2 illustrates the twice higher cutoff of the spatial fre-
quency and is the reason we expect an increase in resolution by a
factor of 2. But because the OTF is squared, the amplitude distribu-
tion is different, i.e. higher spatial frequencies are more damped.
The result in Eq. (3.1) can be directly translated in terms of the
point spread function (PSF), since the PSF is the Fourier transform of
the OTF. The Fourier transform of Eq.(3.1) is
PSFISM (r) ≈ PSFWF (2r)~ PSFWF (2r) , (3.2)
where the symbol ~ denotes convolution. Assuming a Gaussian PSF
with a width σWF, the ISM width is σISM = σWF/
√
2. This is the reason
that the increase in resolution is not higher than 41 % when measured
by the full width at half maximum (FWHM) of the PSF. A deconvolu-
tion or reweighting of the amplitudes of the OTF can recover higher
spatial frequencies depending on the noise level and further increase
the resolution [56].
3.2.2 Image Reconstruction
A standard confocal image in the CSD is generated by exposing the
camera during the rotation of the disk. Within 1/12 of a full rotation
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Figure 3.2: Principle of ISM. Excitation light (blue) is focused in the sam-
ple. Emission light (red) passes the dichroic mirror and is detected by the
camera at pixel position d. The dotted blue line indicates the position of the
excitation PSF with respect to the camera. The corresponding excitation and
detection PSFs are shown on the right. The product of these is the effective
PSF shown in yellow. Its maximum is at d/2 which corresponds to the most
likely origin of light detected in pixel d. Reassigning the light to the most
probable position yields the superresolved ISM image.
of the disk, a full scan is obtained which we will call a cycle. Usually,
a CSD image is averaged over many cycles by adjusting the exposure
time of the camera to an integer multiple of the duration of one cycle.
If this condition is not met, the image is unevenly illuminated and
may show stripe artifacts. Especially for small exposure times it is
necessary to synchronize the camera to the spinning disk [59]. In the
case of CSDISM, scan images are not averaged during the exposure,
but instead the excitation light only illuminates the sample strobo-
scopically, i.e. for a fraction of a cycle when the disk is at a certain
position. Several images with shifted disk positions are acquired by
this procedure. This set of raw data we will call the CSDISM movie.
The sum of this movie recovers the standard CSD image (except for
read-out noise).
A superresolved ISM image can be obtained by using the ISM re-
construction method as described by Müller and Enderlein [64] and
Sheppard, Mehta, and Heintzmann (“Sheppard sum”) [74]. The im-
age of a diffraction limited spot is a mixture of light from different
positions and different angles. We describe this in terms of the PSF
on the imaging system. Let us consider the excitation PSF and the
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Figure 3.3: ISM image reconstruction algorithm. The bright spots (red) in
the raw image are cropped at the reference positions (marked by x). The
cropping window (blue rectangles) are centered around the reference posi-
tions and copied to the ISM image (middle) with twice the (pixel) distance
between the reference position. The physical dimensions of the image are
unchanged, resulting in a shrinking of the spot by a factor of 2.
uct of the two. The PSF of a confocal excitation spot is a diffraction
limited spot which can be approximated by a Gaussian function. Vice
versa, because a camera pixel is imaged as a diffraction limited object
into the sample plane, the detection PSF has approximately the same
shape. Assuming the excitation PSF at position zero and a detection
PSF that is shifted by some distance d, the effective PSF is located
at d/2. Thus, detecting a photon at position d most probably was
emitted at position d/2, see also Fig. 3.2. By reassigning the light de-
tected at d to d/2, the ISM image is constructed. Mathematically, this
corresponds to a shrinkage of the light spots by a factor of two. The re-
construction of a CSDISM movie can be implemented on a computer
in an efficient way by the following algorithm:
1. Initialize an empty image with twice the size as the raw image.
2. Crop a spot in the raw data at reference position r (measured in
pixels).
3. Place the spot at position 2r in the new image.
4. Repeat for all spots.
5. Repeat for all raw image in the CSDISM movie.
6. Sum up all new frames.
Thereby, the distance between spots is doubled which is equivalent
to shrinking the spots by a factor of 2, see Fig. 3.3 for a graphical
explanation. Here, the reference position corresponds to the position
of the excitation PSF on the camera and has to be determined before
reconstruction as described in Section 3.4.2.
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In the above algorithm the pixel values can only be placed with
the accuracy of one pixel. Since the PSF size is on the order of a few
pixels only, the positioning accuracy is limited. Thus, the raw images
are usually upsampled by a scaling factor M before applying the al-
gorithm. This allows an M-times higher position accuracy which is






The setup is based on a Yokogawa CSU-X1 (M1N-E) connected to
the side port of an Olympus IX71 microscope. The microscope is
equipped with a PIFOC objective scanner (P-725.2CD, Physik Instru-
mente) and controller (E-709.CRG, Physik Instrumente). The dichroic
mirror in the spinning-disk unit was replaced by a custom made quad
line beam splitter (zt405/473/556/640tpc, AHF) to match the laser
lines. Four lasers (638L-11A Matchbox 2, Integrated Optics; MGL-N-
556/500, MBL-FN-473,and MDL-III-405, all CNI Laser, China) were
combined by dichroic mirrors (LaserMUX 375-405R, LaserMUX 561-
594R, and LaserMUX 473-491R, all AHF) and guided into the AOTF
(AOTFnC-400.650-TN with driver AA.MDS4C-B65-22-74.158, AA Op-
toelectronic). The first diffraction maximum was coupled into a single
mode fiber (SMC-E-400Si-2.6-NA012-3-APC.EC, Schäfter and Kirch-
hoff) with a fiber coupler (60SMS-1-4-RGBV11-47, Schäfter and Kirch-
hoff) and connected to the CSU. The camera used for the measure-
ments was either an Andor iXon 888 Ultra (Andor) or an ORCA-
Flash 4.0 sCMOS (Hamamatsu). For some measurements, a quad-
band emission filter (BrightLine HC 446/523/600/677, Semrock) was
used. The microscope was controlled by a PC (Windows 10 x64, Intel
Core i5-4590, 16 GB RAM) with an FPGA board (NI PCIe-7842R, Na-
tional Instruments) using µManager (version 1.4). The triggering sig-
nals from the connector block (SCB-68A with SHC68-68-RMIO cable)
were connected to the camera, the AOTF driver, and to the control
unit of the CSU (CSUX1CU, Yokogawa). The setup with its connec-
tions is shown in Fig. 3.4.
The CSU provides an additional 1.2× magnification, so the pixel
sizes of the cameras were 108 nm for the EMCCD and 54 nm for the
sCMOS with a 100× objective which ensured Nyquist sampling.
The trigger signal for the camera was a TTL signal with HIGH
indicating to start the exposure until the signal was LOW again. The
time until the next HIGH was used for read-out (about 4 cycles for
the ORCA Flash and up to 40 cycles for the Andor EMCCD camera,
configured via the µManager control plugin). In order for the camera
to comply with these specifications, the trigger mode of the cameras
was set as following: for the Andor camera, the trigger setting was set
to external exposure, and for the ORCA Flash, the trigger source was set
to external, the trigger active property to level, and the trigger polarity
to positive.
3.3.2 Software
The CSDISM setup was controlled with the µManager [57] software.
A custom written plugin by Shun Qin allowed the recording of CS-
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Figure 3.4: The CSDISM setup. A personal computer runs µManager with a
custom CSDISM plugin which controls the camera (a). The FPGA computes
the disk position of the confocal spinning disk unit (CSU) from the CSU’s
trigger signal (c) and controls the camera (b) and the AOTF (d).1
DISM movies and also z-stacks of CSDISM movies. The plugin al-
lowed to control several parameters (typical values in brackets): the
number of frames for a CSDISM movie (100− 500), the number of
averaging cycles per frame (1− 100), the number of laser pulses per
cycle (4− 8), the illumination time in a pulse (6µs), and a delay for
the camera read-out (4− 40 cycles).
The image reconstruction was performed with custom written Mat-
lab scripts and a Java program written by Shun Qin.
1 The picture of the microscope with camera and CSU was taken by Shun Qin. The
pictures of the FPGA connector and the computer were taken from the National




The CSDISM image acquisition involves two steps: the data acquisi-
tion of a stroboscopically illuminated CSDISM movie and the recon-
struction of the superresolved image (see Section 3.2.2). The illumi-
nation time of the laser is limited by the rotation speed: a too long
illumination would smear out the foci. We used an illumination time
of 6µs for a disk rotation speed of 1800 rpm. 6µs is usually too short
to acquire sufficient fluorescence signal from most samples, so we
usually average over several illumination periods. The position of the
disk has thus to be known with sufficient precision so that the disk
can be illuminated repeatedly at the same microlens position. We in-
vestigate the trigger signal of the disk which corresponds to its posi-
tion in Section 3.4.1. For the image reconstruction it is vital to know
the position of the foci. We outline the procedure to take a reference
measurement in Section 3.4.2. Because most artifacts can already (and
best) be seen in the reference movie, we give a few examples in Sec-
tion 3.4.3. We finally illustrate the power of the CSDISM method on
three examples: fluorescent beads, a structured fluorescent slide with
known pattern, and multi-color 3D imaging of fixed cells.
3.4.1 Spinning Disk Trigger Signal
The trigger signal form the spinning disk control unit was measured
with an event timer (HydraHarp 400, PicoQuant). On the spinning
disk, the pattern for one full scan is repeated 12 times, so that a full
rotation corresponds to 12 full scans. For each full scan a trigger sig-
nal is given, and a full rotation is marked by a longer duration of the
trigger signal. At a set rotation speed of 1, 800 rpm, the time between
trigger events was 2.78 ms as expected. The standard deviation of the
measurement was < 0.1µs for all 12 trigger positions. Since each scan
pattern had its own trigger signal, we could measure the time to the
next trigger and average over full rotations. The result is displayed in
Fig. 3.5a. We expected no difference between the scan patterns, but we
found a sinusoidal pattern that is well visible at 5, 000 rpm (Fig. 3.5b).
The observed pattern could be due to a mechanical imbalance of the
disk. In this case, the rotation velocity would not be uniform which
would shift the pinhole position for repeated illuminations, resulting
in a blurring of the recorded spots. However, the maximum devia-
tion from the mean value was 0.17µs and thus much smaller than
the usual illumination time of 6µs or the 2.78 ms of a full scan. As-
suming a pinhole pitch of 250µm as given by the manufacturer, the
maximum shift of the pinhole position was less than 20 nm which is
much smaller than the size of the pinholes of 50µm. We therefore
neglected this effect and assumed a constant rotation velocity. This
allowed us to estimate the duration of the next scan period from the
last as implemented in our software for the FPGA.
35
confocal spinning disk image scanning microscopy
(a) (b)
Figure 3.5: Trigger signal timing. The time between successive trigger signals
was measured for each of the twelve scan patterns at a) 1, 800 rpm and b)
5, 000 rpm. The shape of the curve is probably due to a slight mechanical
imbalance of the disk, well visible at high speed. The overall timing error is
about 0.17µs.
3.4.2 Reference Measurements
As described in Section 3.2.2, the positions of the excitation PSFs are
needed to reconstruct the ISM image. These reference positions were
obtained by recording a CSDISM movie of a homogeneous fluores-
cent sample. Each spot in the raw data then corresponded to the
position of a pinhole. Localization of the center of the spots gave a
sub-pixel precise position of the pinhole. Because the excitation light
is focused through the pinholes, we did not distinguish between the
pinhole position and the position of the excitation PSF and use these
synonymously, or refer to it simply as the reference position.
A drop of homogeneous dye solution (e.g. 1µM Atto 655 in water)
on a cover slip sufficed for a measurement of the reference positions.
An example is shown in Fig. 3.6. Alternatively, autofluorescent plastic
slides (92001, Chroma) can be used.
In SIM, the illumination pattern is often estimated from the raw
data. If the SNR of the raw data is low, the estimation can be erro-
neous and introduce artifacts in the reconstruction. Here, we chose
a calibration approach to circumvent this problem. This introduces
an additional step to the measurement, but it only needs to be re-
peated in case of changes in the optical path, e.g. exchanging the
camera, which are not expected to occur often in a CSD. Unlike SIM,
where the pattern crucially depends on the excitation wavelength, the
distances between the pinholes do not change. However, we have ob-
served that chromatic aberrations of the setup influence the pattern.
In first order approximation, this introduces a global shift of the pat-
tern on the order of a few tens of nanometers. As long as the window
size in the reconstruction software is chosen large enough, this will
result in a global shift of the reconstructed image only. Thus, a refer-





Figure 3.6: Reference measurement with Atto 655 dye solution. a) First frame of the ref-
erence movie. b) A small detail of the first 16 frames is shown, ordered from left to right
and top to bottom. c) Sum of all frames. The scale bar is valid for all images except b).
d) ISM reconstruction with the movie as its own reference. The edges are excluded from
the reconstruction and thus appear black. An Andor EMCCD camera was used with the
640 nm laser for excitation. In total, 250 frames were acquired with the 4-pulse sequence
averaged over 200 cycles. The total illumination time was 1.2 ms per frame. All images
are min-max scaled.
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(a) (b)
(c) (d)
Figure 3.7: Reconstruction artifacts for a homogeneous sample. a) ISM re-
construction of the reference movie shown in Fig. 3.6 but with an upscaling
factor of 2 instead of 8. Reconstruction artifacts are visible as periodic struc-
tures and rings. b) Artificial reconstruction from the position data of Fig. 3.6.
A normalized Gaussian is placed at each position with the width set to
1.26 pixels as estimated from the raw data. c) Artificial reconstruction as in
b) but from simulated pinhole positions. The top left corner corresponds to
the center of the disk. d) ISM reconstruction with appropriate settings (same
as in Fig. 3.6d, shown here for comparison).
images in any color as long as no correlative measurements are per-
formed that require higher accuracies.
3.4.3 Image Artifacts
Sometimes, image artifacts were seen in the reconstructed images.
One example is shown in Fig. 3.7a for the reconstruction of a refer-
ence movie. We would expect a homogeneous intensity as in Fig. 3.6,
but instead there are concentric rings visible in the top left corner.
The source of the artifact can be found either in the hardware, the
reconstruction software, or in the acquisition process.
The most common encountered artifact is the appearance of stripes
in the ISM image. This is often due to non-constant signal intensity
caused by fluctuating excitation power or sample bleaching. The laser
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power itself can fluctuate, for example because of insufficient temper-
ature stability, low quality drivers, or a reflection causing a feedback
in the cavity. The fiber coupling can act as an unwanted vibration
sensor because any mechanical vibration will translate into fluctuat-
ing power if the coupler is not well aligned. With optimal coupling on
a damped table the changes are usually negligible. If the fluctuation
is on a similar timescale as the CSDISM image acquisition, the fluc-
tuation will be visible as stripes of higher and lower intensity. This
artifact is also visible in the sum image and can thus be easily identi-
fied. If the artifact is not visible in the sum image but only in the ISM
image, there are several possibilities:
• The reconstruction parameters, especially the scaling factor, are
chosen incorrectly. The scaling factor M determines the upsam-
pling of the final image and is important to place the spots at
the reference position with sub-pixel precision. The image is
upscaled by 2M and later rescaled by 1/M, so that the ISM im-
age has twice the size of the original image. For our setup, we
found an upscaling factor of 8 to be sufficient and used it for all
reconstruction images, for example in Fig. 3.6. This scaling fac-
tor corresponds roughly to a precision of σPSF/5 ≈ 30 nm. An
example of the ISM image of an insufficient scaling factor can
be seen in Fig. 3.7a.
• Because of a low SNR of the reference movie, the fit quality of
the position estimate will suffer. Because this determines how
accurate the reference positions can be estimated it can lead to
an incorrect reconstruction. For example, using an inaccurate lo-
cal maximum finder produces artifacts very similar to Fig. 3.7a.
• Insufficient sampling, i.e. too few frames, will also result in stripe
artifacts. Then, parts of the image have a lower intensity, result-
ing in regular patterns. For a very low number of frames (e.g.
120 images), this can already be seen in the sum image.
In addition to the above mentioned scaling factor, we also found that
the scaling method influences the final image quality. We tested three
different methods for up- and downscaling: nearest-neighbor (NN)
interpolation, linear interpolation, and Fourier interpolation. The NN
method simply copies the value of the nearest pixel during upscaling
and sums the pixel values to a superpixel for downscaling and was
used in Ref. [56]. The linear interpolation uses a triangular kernel to
interpolate pixel values in a 2× 2 pixel neighborhood. Here, we used
Matlab’s imresize function with the ’bilinear’ option. In Fourier in-
terpolation, the image is Fourier transformed and then zero padded
or cropped to the desired size. The inverse Fourier transform then cor-
responds to an interpolated version of the initial image and is optimal
in the sense that the frequency content of the image is unchanged (i.e.
the OTF is not altered). Here, we used a Matlab implementation by
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my colleague Simon Stein. We found that linear interpolation showed
less artifacts than nearest-neighbor or Fourier interpolation.
In the CSDISM reconstruction of the reference movie (Fig. 3.6) we
used the position and intensity from the same file. To eliminate the
effect of instrumental artifacts such as inhomogeneous illumination,
varying excitation power, or bleaching artifacts, we created an artifi-
cial ISM image: Normalized Gaussians were placed at each reference
position from the measured sample in an otherwise empty image and
summed up. Thus, only the position information was used to exclude
that the artifacts stem form the intensity or shape of the PSF in the
reference movie. The image obtained in this way corresponds to an
ideal homogeneous sample, excited with a uniform light source, and
imaged with a Gaussian PSF. This image (Fig. 3.7b) shows the same
reconstruction artifacts as before which means that the artifacts are
inherent in the scan pattern.
The above described artificial reconstruction excludes the influence
of an inhomogeneous intensity. To exclude that there is still an influ-
ence of the positions, for example by the fitting process, we simulate
an artificial pinhole pattern of the CSD based on the description of the
pinhole positions in Ref. [59]. In polar coordinates (r, θ), the position
of the nth pinhole is given by












where a is the pinhole pitch, m the number of spirals, and r0 the
innermost radius. We estimate the pinhole pitch from our data, set
the number of spirals to 1, and sample one quadrant of the disk.
The scanning is simulated by rotating the whole pattern. We place
Gaussians at the sampled pinhole positions as before and obtain a
pattern shown in Fig. 3.7c. The concentric ring pattern looks similar
to the ones found experimentally. Therefore, we conclude that these
artifacts are inherent in the scan pattern and cannot be completely
avoided. Note that the artifacts appear even stronger than in the best
experimental reconstruction (Fig. 3.6). This is due to a constant offset
in the raw images which decreases the contrast of the concentric ring
artifact.
3.4.4 Example 1: Fluorescent Beads
Fluorescent beads with a diameter of 100 nm (TetraSpeck, Invitrogen)
were spin coated on a glass cover slip. The CSDISM image is shown
in Fig. 3.8. The sum image was upsampled by linear interpolation to
match the image size of the ISM image. In both images, individual
beads were located by global thresholding the ISM image and then




Figure 3.8: CSDISM example 1. Image of spin-coated fluorescent beads. Top row: a) Sum
image and b) ISM image. Bottom row: line plot through the cluster in the left lower
corner of the image. The position of the two particles can be distinguished in the ISM
image. For this image, the Andor 888 Ultra EMCCD camera was used with a 640 nm
laser for excitation. 250 frames were acquired with the 4-pulse sequence averaged over
60 cycles.
Figure 3.9: Resolution enhancement factor measured with beads. Each bead in the image
was fitted by a 2D Gaussian. The width σ is a measure of resolution of the system. The
ratio of the widths in the sum image to the width in the ISM image gives the resolu-
tion enhancement by ISM. The experimentally obtained average of 1.36 is close to the
theoretically expected value of
√
2 ≈ 1.41 and in agreement with Ref. [56].
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(a) (b) (c)
Figure 3.10: CSDISM example 2. Fluorescent star structure on the Argo-SIM
slide. Top row: a) CSD image with 100 ms exposure time. b) Sum image of
the CSDISM raw data. c) CSDISM image. Bottom row: line sections through
the northern arm of the star. This image was acquired using the Orca Flash
camera with 2× 2 binning and the 4-pulse sequence for 250 images averaged
over 50 cycles.
A 2D Gaussian with constant offset was then fitted to a small area
around each detected spot. The width of the Gaussian σ is directly
related to the FWHM and shown in Fig. 3.9. The resolution improve-
ment factor (as measured by the FWHM) is thus σsumσISM . We find an
average resolution improvement of 36 %, close to the theoretically ex-
pected 41 % (cf. Section 3.2.1).
3.4.5 Example 2: Argo-SIM Fluorescent Slide
The Argo-SIM slide (Argolight) is a solid state fluorescent sample
that is designed for calibration and performance monitoring of SIM
microscopes. It comes with a variety of different patterns of which
we show one example in Fig. 3.10. There is no difference between the
standard CSD and the sum image, especially for the line sections. In




3.4.6 Example 3: 3D Multi-Color Imaging of Fixed Cells
CSDISM can be extended to 3D and multi-color imaging exactly as
for a normal CSD setup. Because of the sectioning capability of the
spinning disk, z-stacks can be recorded with the help of an objective
or sample scanner. This is supported by the µManager plugin that
is able to control any z-stage compatible with µManager. Multiple
color channels can be recorded sequentially, and the AOTF can be
used to easily switch between the colors. Because of the sequential
recording, acquiring a 3D multi-color image is time consuming. A
single ISM image in Fig. 3.12 takes about 40 s, thus the recording of
the z stack with 12 slices in three colors takes at least 24 minutes, not
counting filter changes. By decreasing the number of frames or the
number of averaging cycles and increasing the pulse sequence, the
imaging speed can be increased. Frame rates up to 1 Hz have been
demonstrated [56].
In Fig. 3.11, we show a multi-color CSDISM image of a fixed cell
from the vero cell line. For comparison, also the sum image of the
CSDISM movie is shown which corresponds to the conventional CSD
image. A z-stack of another cell is shown in Fig. 3.12. The z-stack can
be used to reconstruct a 3D image of which we show a YZ section in
Fig. 3.12b. The sample preparation procedure is described below.
immunostaining of cells Vero cells, grown on cover slips for
48 h, were fixed in 4 % paraformaldehyde in PBS for 15 minutes, per-
meabilized with 0.5 % Triton X-100 in PBS for 10 minutes and blocked
with 3 % (w/v) BSA-PBS for 30 minutes at room temperature. Then,
cells were incubated with mouse monoclonal anti-α-tubulin antibody
(T6199, Sigma-Aldrich) diluted at 1:200 in 3% (w/v) BSA-PBS con-
taining 0.005 % Triton-X 100 for one hour. Subsequently, the cells
were rinsed three times in PBS for 10 minutes each, followed by
a 1 h incubation with FITC-conjugated goat anti-mouse IgG (F0257,
Sigma-Aldrich) together with Atto 550-phalloidin (AttoTec) diluted
in 3 %(w/v) BSA-PBS containing 0.005 %Triton X-100. After immunos-
taining, cells were rinsed three times in PBS for 10 minutes each and
one time with distilled water and samples were mounted using Flu-
oroshield with DAPI (F6057, Sigma-Aldrich). The samples were pre-
pared by Eugenia Butkevich.
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(a) (b)
(c) (d)
Figure 3.11: CSDISM example 3. Multi-color CSDISM image of a fixed cell from the vero
cell line. The sum images of the raw data are on the left side and the ISM images on the
right side. The top row shows the complete field of view and the bottom row a zoomed-in
region (the thresholds of the color channels were separately adapted for these images). The
colors correspond to: blue – nucleus (DAPI), green – tubulin (FITC-α-tub), and red – actin
(Atto 550-phalloidin). This image was acquired using the Orca Flash 4.0 with 2× 2 binning





Figure 3.12: CSDISM example 3. 3D multi-color CSDISM imaging of a fixed cell. The top
images show individual slices with 300 nm distance. The bottom image is a YZ section
through the center of the image. The staining of the cell is the same as in Fig. 3.11. The
image was acquired using the Orca Flash camera and a 60× water immersion objective
(UPLSAPO 1.2 NA, Olympus).
45
confocal spinning disk image scanning microscopy
3.5 discussion
A standard CSD setup was upgraded with a superresolution option
for 3D multi-color imaging. We investigated the performance of the
setup and identified possible artifacts in the ISM image reconstruc-
tion.
For CSDISM, the CSD setup is extended by a stroboscopic illumina-
tion which requires precise timing of the illumination with respect to
the CSD rotation. We checked the accuracy of the CSD trigger signal
for the disk rotation and found the timing jitter to be at most 0.17µs
which corresponds to a shift of the position of less than 20 nm. This
allows the estimation of the next scan period from the last to accu-
rately predict the pinhole positions for the repeated stroboscopic illu-
mination. The function of the assembled CSDISM system was demon-
strated in three different examples including a sparse bead sample, a
solid state fluorescent resolution target, and 3D multi-color imaging
of fixed cells. With the bead sample, a resolution improvement of 36 %
was demonstrated which is close to the theoretically expected maxi-
mum of 41 %. The cell images show the 3D capability of the system
and the possibility to acquire three colors sequentially.
The superresolution of CSDISM is based on ISM image reconstruc-
tion of a movie of the sample with stroboscopic illumination. Typi-
cal artifacts which were observed in the reconstructed images were
studied and possible sources revealed. The reference image, i.e. the
CSDISM image of the reference movie, was found to be a good indi-
cator for image artifacts. It allows to determine whether the source
of the artifacts could be found in the hardware (fluctuating excitation
power), the acquisition process (low signal or suboptimal imaging
parameters), or in the reconstruction software (reconstruction param-
eters or method of localization).
The CSDISM is one of many methods that apply ISM in parallel
for fast superresolution imaging. In terms of resolution, the CSDISM
is close the theoretical maximum of ISM [56], thus on the same level
with the parallelized ISM systems introduced in Section 3.1. In terms
of speed, most of the other systems are actually faster than the CS-
DISM which is mainly due to its low duty cycle of excitation. Also,
the optical reassignment methods do not require post-processing but
directly deliver a superresolved image. However, these methods usu-
ally require an expensive, custom built setup and are difficult to align
and maintain. A notable exception of the complex ISM implementa-
tions is the CSD using optical photon reassignment by Azuma and
Kei of the Yokogawa company [71]. By adding a second microlens ar-
ray to the backside of the pinhole disk, a 2×magnification is achieved
so that the ISM image is directly built up on the camera. The setup
shares the ease-of-use and low maintenance of our CSDISM and addi-
tionally provides higher acquisition speed. In contrast to the CSDISM,
it needs an additional magnification to ensure Nyquist sampling of
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the superresolved image which crops the field of view. In CSDISM,
only the raw image needs to be Nyquist sampled and additional up-
sampling is only needed during post-processing.
The main advantage of the CSDISM is that any CSD system can
be easily upgraded with a superresolution option. The upgrade does
not require any changes in the optical path of the microscope since all
optical components in the CSD are pre-aligned by the manufacturer.
Furthermore, many existing CSD systems already use an AOTF to
select the wavelength for excitation. Some lasers allow a fast modu-
lation of the laser intensity, then no AOTF is needed at all. The syn-
chronization of the AOTF or the laser with the CSD can be achieved
with our µManager plugin and a commercially available FPGA card.
Then, the acquisition of an ISM image is a one-click process. Stan-
dard CSD systems are widely spread in labs all over the world and
we hope that our software will be used to upgrade them with a su-





A X I A L C O - L O C A L I Z AT I O N O F S I N G L E
M O L E C U L E S U S I N G M E TA L - I N D U C E D E N E R G Y
T R A N S F E R
In this chapter, we present a new method to measure distances along
the optical axis on the nanometer scale. We use single-molecule metal-
induced energy transfer (smMIET) with step-wise bleaching to mea-
sure intra-molecular axial distances in DNA origami structures. This
opens up new possibilities to study the structure of large biomolecules
or complexes.
Parts of this chapter have been published in:
Sebastian Isbaner, Narain Karedla, Izabela Kaminska, Daja Ruhlandt,
Mario Raab, Johann Bohlen, Alexey Chizhik, Ingo Gregor, Philip Tin-
nefeld, Jörg Enderlein, and Roman Tsukanov. “Axial Colocalization
of Single Molecules with Nanometer Accuracy Using Metal-Induced
Energy Transfer.” In: Nano Letters 18.4 (Apr. 11, 2018), pp. 2616–2622.
doi: 10.1021/acs.nanolett.8b00425.
4.1 introduction
Distinguishing fluorescent emitters from each other is a prerequisite
to resolve structural details in a fluorescent sample. The resolution of
an optical microscope is limited by the diffraction of light. The reso-
lution limit defines the closest distance of point emitters in focus so
they can be distinguished on a screen or a camera. A first theoretical





with λ being the emission wavelength and NA the numerical aperture
of the objective. For a typical optical microscope, the resolution limit








where θmax is half the opening angle of the objective given by NA =
n sin(θmax), and is usually several times larger than dxy, on the order
of 500− 800 nm.
Superresolution techniques developed in the past twenty years have
pushed the limits of the lateral resolution down to the nanometer
regime. Structured illumination microscopy (SIM) uses a diffraction
limited excitation pattern which reveals new spatial frequencies in
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the sample. Several recorded images are used to reconstruct an image
with doubled resolution [66]. Stimulated emission depletion (STED)
microscopy and other members of the reversible saturable optical
fluorescence transitions (RESOLFT) family use point-spread function
(PSF) engineering through optically saturable transitions of the fluo-
rescent labels. The size of the excitation PSF is effectively reduced
by an overlapping laser beam with a donut shaped PSF which de-
pletes the fluorescence of molecules [26]. Another class of superreso-
lution techniques is based on the precise localization of spatially well-
separated fluorescent molecules. The diffraction limit is bypassed be-
cause the center position of a single fluorescent emitter can be local-
ized much more precise than the width of the PSF [25, 76, 77]. To be
able to image densely labeled samples, spatial separation is achieved
by multiplexing the emission of several emitters in time: In a single
camera frame, only a sparse subset of all emitters is fluorescent and
can be localized. In subsequent frames, different subsets are fluores-
cent and the aggregated localizations can then be combined into a
superresolved image. The main difference between methods of this
class is the mechanism to switch molecules on or off. Stochastic opti-
cal reconstruction microscopy (STORM) and its variant direct STORM
(dSTORM) use the intrinsic blinking behavior of organic dyes [13,
78]. Photoactivation localization microscopy (PALM) uses photoacti-
vatable molecules that can be switched on by irradiation with UV
light [11]. In DNA points accumulation for imaging in nanoscale to-
pography (DNA-PAINT), fluorescently labeled oligonucleotides tran-
siently bind to the structure of interest [79]. All of the superresolution
methods above improve the lateral resolution beyond the diffraction
limit but do not change the resolution along the optical axis. This
limits these methods to very flat objects or poses the difficulty to in-
terpret the images as projections of 3D objects.
Several of the lateral superresolution techniques have been extended
to 3D and improved also on the axial resolution. For example, 3D-
SIM extends the planar structured illumination pattern to a 3D inter-
ference pattern. In 3D-STED, the size of the excitation PSF is reduced
along the optical axis by an additional depletion beam. In the localiza-
tion methods, a common approach is to introduce a cylindrical lens
into the emission path which introduces an artificial astigmatism in
the PSF, encoding the z-position of the emitter. In biplane imaging,
the emission light is split into two focal planes on the camera which
hold information on the emitter position [80]. An overview over the
lateral and axial resolution of the above mentioned methods can be
found in Table 4.1. Although these methods greatly improve on the
axial resolution, their axial resolution usually still remains a factor of
2 to 5 worse than their lateral resolution. An exception is the interfer-
ometric PALM (iPALM) method that combines localization of photo-
switchable proteins with interferometric imaging and achieves a sub-
20 nm isotropic resolution [81]. However, this comes at the cost of
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method lateral axial Ref.
resolution resolution
3D-SIM 120 nm 360 nm Fiolka et al. [82]
3D STED 50 nm 125 nm Harke et al. [83]
astigmatic imaging 20 nm 50 nm Huang et al. [84]
biplane imaging 30 nm 75 nm Juette et al. [80]
iPALM < 20 nm < 10 nm Shtengel et al. [81]
SAF (+ dSTORM) 20 nm 20 nm Bourg et al. [85]
vaTIRF ∼ 200 nm > 10 nm Olveczky et al. [86]
Table 4.1: Examples of the lateral and axial resolution of optical microscopy
methods. Comprehensive overviews can be found in Refs. [87] and [25].
increased complexity of the system: iPALM detects single molecules
with two objectives, interferes their emission in a custom-made 3-way
beamsplitter, and images them onto three cameras to reconstruct the
height information.
In contrast to the imaging methods discussed above, methods that
use a near-field coupling of the emitter have been used for distance
measurements as well. When the incidence angle of the excitation
light is higher than the critical angle, an evanescent wave along the
optical axis is produced which decays exponentially within a few hun-
dreds of nanometers above the coverslip, depending on the angle of
incidence. This can be used to selectively excite fluorescence close to
the coverslip and is known as total internal reflection fluorescence
(TIRF) [88]. Illuminating the sample with light at different incidence
angles changes the distance over which the evanescent wave decays
and thus the fluorescence intensity. The ratio of the observed fluores-
cence intensities allows to estimate the distance of an emitter from the
surface and is known as variable angle TIRF (vaTIRF) and achieves
an axial localization precision on the nanometer scale [86, 89, 90]. A
recent implementation showed an axial resolution of 20 nm by using
the intensity ratio of two excitation wavelengths in TIRF [91]. Apart
from the excitation, also the emission intensity can be used to infer the
height of an emitter above the coverslip. In supercritical angle fluores-
cence (SAF) microscopy, the emission light is split into two channels
corresponding to the light emitted above and below the critical an-
gle [92]. Because the angular distribution of radiation of an emitter
close to a glass-water interface changes with height, the intensity ra-
tio of the two channels can be used to estimate the emitter height. This
method can be used for confocal as well as widefield microscopes to
achieve nanometer axial resolution [93, 94]. A recent implementation
combined SAF with STORM and achieved an isotropic resolution of
20 nm within a range of 150 nm from the surface [85]. The high axial
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localization precision of both the SAF and the vaTIRF families de-
pend on the precise measurement of the fluorescence intensity which
suffers from cross-talk and background and thus requires careful cal-
ibration.
Another prominent example of the spectroscopic methods for dis-
tance measurements is Förster Resonance Energy Transfer (FRET): A
fluorescent molecule (the donor) transfers its excited state energy to
another fluorescent molecule (the acceptor). Since this process is me-
diated via dipole-dipole interaction, the rate of the energy transfer















where NA is the Avogadro constant, and depends on the mutual ori-
entation of the two dipole emitters κ2, the donor’s quantum yield
QYD, the refractive index of the medium n, and the overlap integral
of the donor’s emission spectrum FD(λ) with the acceptor’s absorp-
tion spectrum εA(λ) [95]. The value of the Förster radius is typically
on the order of 5 nm, limiting the useful range of FRET to distances
between 1 to 10 nm. In that range, FRET has been proven very success-
ful to measure intramolecular distances or to study conformational
dynamics in biomolecular complexes [19, 96–98].
One particularity of FRET is that it requires double labeling of the
molecule of interest which can be tedious to achieve if the yield of
one of the dyes’ coupling reaction is low. Especially in bulk measure-
ments, incomplete labeling leads to a skewed value of the FRET effi-
ciency because donor-only labeled molecules will show a low FRET
efficiency and acceptor-only labeled molecules show a high FRET effi-
ciency due to direct excitation of the acceptor dye. Several techniques
have been developed to overcome this limitation, notably alternat-
ing laser excitation FRET (ALEX-FRET) [99] and pulsed interleaved
excitation (PIE-FRET) [100] which both aim at distinguishing single
labeled from double labeled molecules.
To use FRET as a quantitative and accurate ruler, precise knowl-
edge of the Förster radius is essential. All contributing factors in
Eq. (4.4) can be measured with standard spectroscopic methods ex-
cept for the orientation factor κ2. This factor depends on the mutual
orientation of the labels
κ2 = (cos(θDA)− 3 cos(θD) cos(θA))2 , (4.5)
where the angles between the dipole moments of the two emitters are
defined in Figure 4.1. κ2 is often assumed to be equal to 23 for freely







Figure 4.1: Orientation factor in FRET. The emitters are characterized by the
emission dipole moment of the donor, pD and the excitation dipole moment
of the acceptor, pD, which are separated by a distance r. The angles between
the dipole moments and the distance vector r are θD and θA. θDA is the angle
between the planes spanned by r and the dipole moments.
co-linear dipoles, having a substantial effect on R0. But for the case of
fixed or partially restricted rotation (e.g. free rotation within a cone),
it is not possible to measure all angles in the above equation for κ2.
Even if the absolute orientations of the dipoles are known, the relative
orientation θDA depends on their relative position in space and thus
cannot be measured independently of the distance.
Here, we present metal-induced energy transfer (MIET) as a new
approach to measure axial distances in the range of 100 nm with
nanometer precision. A dipole emitter close to a metal surface can
transfer energy to surface plasmons of the metal. Similar to FRET, the
transfer efficiency yields information on the distance of the emitter
from the metal surface. But in contrast to FRET, the interaction range
between a fluorescent emitter and the metal film is roughly one or-
der of magnitude larger leading to an effective range of about 100 nm.
Since the optical absorption spectrum of a metal film is very broad,
almost any fluorescent dye within the visual spectral range can be
used. The fluorescent lifetime is measured and then converted into
an axial distance using a theoretical model [53, 54]. The energy trans-
fer depends on the orientation of the dye, similar to FRET. However,
the only relevant angle for MIET is the angle between the emission
dipole and the surface normal of the metal film. In contrast to FRET,
this angle can be measured by defocused imaging or other techniques
in case the dipole is not freely rotating [101–103]. Since only a single
position needs to be labeled, MIET also simplifies the sample prepa-
ration. No complex instrumentation is needed, because the transfer
efficiency can be accurately measured via the fluorescence lifetime.
A standard confocal microscope with fluorescent lifetime imaging
(FLIM) capability is thus sufficient.
MIET has been first used experimentally in 2014 to map the topog-
raphy of the basal membrane of fluorescently labeled live cells with
about 3 nm axial resolution [104]. The technique has been demon-
strated even for single molecules: Karedla et al. performed FLIM on
spin-coated single molecules on different spacer thicknesses on top
of a gold film and showed that the measured lifetimes agree with
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the theoretical model. Furthermore, these single molecule MIET (sm-
MIET) experiments reached about the same axial localization accu-
racy of 3 nm as in bulk [50]. In these two publications, the absolute
distances from the metal film were determined. To measure relative
distances, dual-color MIET was introduced by Chizhik et al. and used
to measure the distance between the two lipid membranes of the in-
ner and outer nuclear envelope in fixed cells. There, the distances
of the two differently labeled membranes from the surface were mea-
sured sequentially and afterwards the distance between them was cal-
culated [105]. Thus, MIET has been applied successfully to measure
axial distances on the single molecule level and relative distances in
bulk, but not relative distances in single molecules yet.
Here, we are interested in studying large (bio)molecular complexes
on the single molecule level and obtain intramolecular distances. Mea-
suring relative distances with dual color MIET has the disadvantage
that FRET between the labels influences the measurement. This can be
avoided by using only a single color for co-localization. Gordon and
colleagues combined the superresolution approach of single molecule
localization with step-wise photobleaching to co-localize fluorescent
emitters laterally. The technique was named single-molecule high-
resolution imaging with photobleaching (SHRImP) and allowed to
measure the lateral distance between two emitters with a precision
of 5 nm [106, 107]. Based on the same idea of step-wise bleaching, we
developed a new technique for axial co-localization.
The aim of this work is to measure intramolecular distances by us-
ing only one kind of label and to axially co-localize several individual
emitters on the same structure. The sample was subject to two major
challenges: First, in prospect of future applications, the environment
should be close to the native environment of biomolecules, i.e. aque-
ous solution. Second, the sample should be robust and the distances
of the labels should be known to verify our method. We chose DNA
origami as a reference sample because of its 3D structure, rigidity, and
easy addressability with fluorescent labels. DNA origami structures
are commonly employed as reference samples for superresolution mi-
croscopy and even have been recently used as a traceable distance
measurement standard for fluorescence microscopy [108].
In the following, we perform axial localization of single fluores-
cent emitters based on single molecule MIET. We use step-wise pho-
tobleaching to achieve axial co-localization of up to three emitters.
The accuracy of the method is verified by using three-dimensional





The DNA origami structures used for the experiments were designed
in the group of Philip Tinnefeld in Braunschweig. The design of the
DNA origami pillar from Puchkova et al. was used because the struc-
ture was designed to be rigid, upright on the surface, and with a total
height of 125 nm fitted the effective MIET range [109]. By using sta-
ple strands modified with a fluorescent dye, the structure could be
labeled at different positions. Eight anchoring sites with thiol groups
(or biotins) on the bottom of the structure were used to achieve a ver-
tical orientation of the surface-immobilized pillars. A schematic rep-
resentation is shown in Fig. 4.2a. All DNA origami structures used
in this work were prepared by Izabela Kaminska in the group of Philip
Tinnefeld in Braunschweig. Details of the assembly can be found in
Ref. [110] and on the original design in Ref. [109]. Briefly, all staple
strands were mixed with the scaffold strand in TE buffer contain-
ing Mg2+ and annealed. DNA origami structures were then purified
and AFM measurements validated the yield of the synthesis and the
completeness of the assembly, see Fig. 4.2b for an example. The fi-
nal sample concentration was 1–2 nM and was sent to Göttingen by
mail. The stock samples were diluted 30–50 times in imaging buffer
(Tris 10 mM, EDTA 1 mM, MgCl2 12.5 mM, Trolox 2 mM) to achieve
a low surface concentration (< 0.2µm−2). Prior to immobilization, a
silicone sheet (GBL664384, Sigma-Aldrich) with a hole of about 8 mm
diameter in the middle was placed on the coverslip. The so formed
chamber could easily be sealed by placing another coverslip on top.
For thiol immobilization, the MgCl2 concentration in the diluted sam-
ple was adjusted to 100 mM and directly incubated on a gold coated
coverslip for 30 minutes. The sample was then gently washed with
imaging buffer to remove structures that did not attach to the surface
and sealed with a coverslip.
For biotin-NeutrAvidin immobilization, silica coated coverslips were
used with the silicone sheet as described above. 80µL of BSA-biotin
(0.5 mg/mL, A7641, Sigma-Aldrich) were incubated for 60 minutes
and washed three times with 100µL of buffer A (Tris 10 mM, NaCl
100 mM). This was followed by the incubation of 80µL of NeutrA-
vidin (0.5 mg/mL, 31000, ThermoFisher) for 5 minutes, and finally
washed three times with buffer A. The stock solution containing the
DNA origami structures was diluted 30–50 times in TE buffer with
12.5 mM MgCl2 and incubated for 60 minutes. Finally, the sample was
washed at least three times with imaging buffer.
preparation of coverslips Glass coverslips (24 mm× 24 mm,
#1.5, thickness 0.17 mm, Menzel) were cleaned in KOH solution (10 g
KOH pellets in 240 ml Ethanol (80%)) in an ultrasonic bath for 10
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Figure 4.2: a) A DNA origami pillar was designed with dyes at different
distances from the surface. Here, eight thiol groups on the bottom of the
structure can bind to the gold directly to ensure the vertical orientation of
the pillar. This figure was adapted from Roman Tsukanov. b) AFM image of
the DNA origami pillars. This figure was reproduced from [110].
minutes, followed by three ultrasonic baths in deionized water for 2
minutes each. The clean coverslips were coated with a 10 nm thin film
of gold or silver on top of 2 nm titanium which improves the adhe-
sion to glass. The thin films were generated by chemical vapor de-
position using an electron beam source (Univex 350, Leybold) under
high-vacuum conditions (10−6 mbar). The lowest deposition speed of
1 Ås−1 was chosen and the film thickness monitored using an oscillat-
ing quartz unit. For coverslips with a silica spacer, additional layers
of 1 nm titanium and 10 nm SiO2 were deposited in the same way.
The surface roughness of the coverslips were measured by AFM
and showed a RMS roughness of 0.5 nm (cleaned glass coverslip),
1.5 nm (BSA-biotin coated on mica), and 1 nm (BSA-biotin coated on
cleaned glass).
The coverslips were prepared by Alexey Chizhik and the AFM mea-
surements for surface characterization were performed by Amna Khalid.
4.2.2 Setup
The experiments were carried out on the commercial Microtime 200
setup (PicoQuant, Germany). The light of a 640 nm pulsed diode laser
(LDH-D-C-640, PicoQuant), equipped with a cleanup filter (Z640/10,
Chroma Technology), was coupled into a polarization-maintaining
single mode optical fiber (Schäfter + Kirchhoff). An achromatic λ/4
wave plate (Thorlabs) was used to modify the polarization from linear
to circular. The light at the fiber output was collimated by an objec-
tive and reflected by a dichroic mirror (FITC/TRITC, Chroma Tech-
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nology) into an inverted microscope (IX71, Olympus). An objective
(UAPON 100× oil, 1.49 NA, Olympus) was used to focus the light
into the sample and to collect the fluorescence. A tube lens focused
the light on a 150µm pinhole to block out-of-focus light. A second
lens recollimated the light and a third lens focused it onto a single-
photon counting module (SPCM-CD 3516 H, Excelitas Technologies).
In the collimated beam path, a long pass filter (F76-649, AHF) and
an emission bandpass filter (BrightLine HC 692/40, Semrock) were
inserted. A laser driver (PDL 828 “Sepia II”, PicoQuant) controlled
the repetition rate of the laser which was set to 20 MHz. The pulses
were synchronized to the TCSPC electronics (HydraHarp 400, Pico-
Quant) which recorded the photon arrival times with a resolution
of 32 ps. A piezo stage (P-562.3CD with controller E-710.3CD, Physik
Instrumente) was used to move the sample relative to the objective
and scan images were acquired using the SymphoTime software (Pi-
coQuant). A schematic of the setup can be seen in Figure 4.3.
Figure 4.3: Schematic drawing of the setup. The excitation light is shown
in orange and the emission from the sample in red. Green lines indicate
electrical signals for the TCSPC system which was used for measuring the
fluorescence lifetime. A piezo stage could move the sample relative to the
objective to obtain a scan image of the sample.
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Figure 4.4: Scan image of the sample of the DNA origami pillar with two
dyes on gold. Scale bar is 3µm.
4.2.3 Measurement Procedure
The sample was scanned in confocal mode at a low laser power (usu-
ally by introducing a neutral-density filter (OD1) into the excitation
beam path) to avoid photobleaching. One scan region of 20µm ×
20µm contained about 50 to 150 labeled DNA origami structures. A
typical example of a scan image can be seen in Figure 4.4.
Single molecule traces were recorded in the following manner: The
laser was switched off, the focus was moved to the manually deter-
mined position of a bright spot in the scan image and a point mea-
surement was started. Then, the laser was switched on, and the time
trace was monitored until complete photobleaching of the dye, i.e. un-
til the background level was reached. The recording was stopped, the
laser switched off, and the focus could be moved to the next molecule.
Very bright or very large spots would not be measured because they
most probably contain aggregates (which was verified by observing
more than the expected number of bleaching steps). Also, very dark
spots were not recorded because they usually showed a very short
lifetime or pure scattering and were probably either pillars lying flat
on the surface or dirt.
In the SymphoTime recording software it was possible to define
multi-point measurements for a fixed amount of time which was used
to automate the process. However, we found it to be faster and more
efficient to control parts of the process manually: Because bleaching
time varied from a few seconds to several minutes, a large amount of
time would be needed for each measurement which would increase
the total measurement time. Furthermore, the software switches on




Figure 4.5: Data analysis. a) Recorded intensity time trace (blue) is analyzed
with a step detection algorithm. From the model time trace (red), average
intensities and transition times (yellow) can be computed. b) TCSPC his-
tograms of the three segments (as shown in the inset) with a corresponding
lifetime fit.
photons would be lost. Switching the laser on and off and stopping
recordings after bleaching was thus done manually.
4.2.4 Data Analysis
Custom software written in Matlab was used throughout the project.
The recorded TCSPC data files were first converted into time traces
with a binning of 20 ms. Then, the traces were analyzed by the step
transition and state identification method developed by Shuang and
coworkers [111]. This method is based on minimizing the minimum
description length (MDL) which takes into account the goodness of
fit and the complexity of the model. In a first step, the optimum MDL
for a given number of states is computed, and then the number of
states corresponding to the global minimum MDL value is consid-
ered the optimum solution. We used a slight modification by limiting
the maximum number of states to nE +nB + 2, where nE is the number
of expected labels on one structure and nB the number of background
states (nB = 2 if the laser was switched on and off during the record-
ing, nB = 1 otherwise). This was done to limit the fitting complexity,
and at the same time to account for additional states because of pho-
tophysics or aggregates. In the model, state changes were identified
and a TCSPC histogram was computed from the raw data for each
segment of the trace. An example of an intensity time trace with the
fitted model is shown in Figure 4.5a. As can be seen there, not all
transition steps correspond to bleaching events but also to blinking
such as at about 27 s where the intensity drops shortly to the back-
ground level. Thus, the TCSPC histogram of segments from the same
state were summed and then fitted to obtain the lifetime which will
be explained in more detail in the following.
59
axial co-localization using miet
4.2.4.1 Lifetime Fitting
As can be seen from the blue curve in Figure 4.5b, the lowest intensity
state corresponds to the background with all fluorescence bleached.
The peak visible is mainly due to photoluminescence of the gold [112].
For the other TCSPC histograms, fluorescent lifetimes can be fitted









τi + a0IRF(t) + b, (4.6)
where the τi are the fluorescence lifetimes of nj emitters with am-
plitudes ai, b is a constant background, a0 the scattering amplitude,
IRF(t) is the instrument response function, and ~ denotes convolu-
tion. For this fitting model, there are m = 2nj + 2 fit parameters. As a





where H(t) is the measured TCSPC histogram with M bins.
Assuming that the second state corresponds to a single dye, the
fit function I(t|n = 1) was used and a lifetime τ1 obtained. For the
higher state, the model I(t|n = 2) was fitted to the data with the
lifetime τ1 fixed from the previous fit to obtain a lifetime τ2.
Sometimes states did not correspond to bleaching molecules, which
made the data more difficult to analyze. Possible reasons for this in-
clude blinking of the dye and state switching (probably isomerization
of the dye Atto 647N or interactions of the dye with the environment).
To identity those states, each histogram was first fitted with the same
number of emitters as before and if the difference in lifetime was
smaller than 10 %, the state was considered to be the same as the
previous and histograms were summed up and fitted together.
The IRF was determined from measurements that contained no
fluorescence signal but only gold photoluminescence (such as the
blue TCSPC histogram in Fig. 4.5b). Time resolved measurements of
gold luminescence have shown that the decay is faster than picosec-
onds which is much smaller than the response time of our detectors
or TCSPC hardware. Because the gold photoluminescence has a rel-
atively broad emission spectrum, it can be used to measure the IRF
at the same wavelength as the fluorescence emission of the dye. This
is an advantage compared to other methods that use fore example
scattering to determine the IRF at a different wavelength since these
often suffer from artifacts due to color shifts of the IRF [113]. How-
ever, small shifts could still occur because of which our fitting routine
included the color shift of the IRF as an additional parameter. After a
first run of the lifetime fitting for all molecules measured on one day,
the mean value of all fitted color shifts was calculated and the data




Figure 4.6: Lifetime of a dipole emitter with a free-space lifetime of 4.56 ns
and a quantum yield of 82 % at 688 nm emission.
4.2.4.2 MIET Curve Calculation
Lifetimes were converted into heights by using the MIET curve shown
in Fig. 4.6 assuming a random orientation of the emitter. For the MIET
curve, a layered surface was assumed with glass as an infinite lower
halfspace and thin films of gold or silver on top. For the biotin-avidin
immobilization protocol on glass (biotinylated pillars), an additional
layer of silica (n = 1.46) was evaporated on top. The thin film layers
for all experiments can be found in Table 4.2 below and the refrac-
tive indices of the materials were taken from ellipsometry measure-
ments by Rakić et al. [114]. Furthermore, we assumed the embedding
medium to be water (n = 1.33).
sample T1/T2/T3 B1/B2 B1S
material
glass ∞ ∞ ∞
titan 2 nm 2 nm 2 nm
gold 10 nm 10 nm
silver 10 nm
titan 1 nm 1 nm
silica 10 nm 10 nm
Table 4.2: Thickness of the layers used for the calculating the MIET curve for
different samples (T/B: pillar immobilized via thiol groups or biotin-avidin;
1/2/3: number of dyes on the pillar; S: on silver, all other on gold).
The free space fluorescence lifetime of Atto 647N on the origami
pillars was measured in solution and found to be 4.56 ns. The manu-
facturer’s specification for the uncoupled dye are τuncoupled = 3.6 ns
with a quantum yield of QYuncoupled = 65 %. Assuming that coupling
of the dye to DNA only changes the non-radiative rate, we estimated
the quantum yield of the dye on the origami to be 82 % (cf. Eq. (2.11)).
We set the emission wavelength of the dye to 688 nm, which is the
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mean emission wavelength of Atto 647N within our emission filter
window (692/40 nm bandpass).
4.2.4.3 Distance Estimation
For samples with dyes at more than one position, also the distance
between the emitters along the optical axis can be estimated. Be-
cause the distance is non-negative, the distribution of distances is
expected to be asymmetric. This can skew the mean and standard
deviation of these distributions, especially when the error is close to
the expected distance. Therefore, we would prefer a model that de-
scribes the distribution. As an approximation, we will assume that
our measured heights are normally distributed. Churchman et al.
showed that under this assumption the distribution of the distance
is non-Gaussian [115]. Instead, the probability density to measure
a distance in one dimension r = |r2 − r1| given the true distance


















where σ2 = σ21 + σ
2
2 is the sum of the variances of the positions ri. We
use µ as an estimator for the average distance and σ for its precision.
Only for small measurement errors or large distances, the distribution
becomes approximately Gaussian. More precisely, for µr
σ2

































Fitting this distribution is accomplished by the maximum likelihood
method. For a set of observations {ri} the likelihood of these obser-
vation given the parameters µ and σ is
P({ri}|µ, σ) = ∏
i
p(ri|µ, σ). (4.10)
The parameters are estimated by finding the minimum of the negative
log-likelihood
− log P({ri}|µ, σ) = −∑
i




4.3.1 Axial Localization of Single Emitters
Here, we want to measure the height of single Atto 647N emitter
which is attached to a DNA origami pillar at a designed height of
82 nm. The bleaching time traces were analyzed as described in Sec-
tion 4.2.4. Since here only one lifetime is expected, all on-states in a
single time trace were combined and the TCSPC histogram was fit-
ted with a mono-exponential function. Three different samples were
studied:
T1: DNA origami pillar immobilized via thiol groups on 10 nm gold
B1: DNA origami pillar immobilized via biotin on 10 nm gold and
10 nm silica
B1S: DNA origami pillar immobilized via biotin on 10 nm silver and
10 nm silica
In case of the biotinylated pillars, the surface was additionally coated
with a BSA-biotin layer and incubated with NeutrAvidin to ensure
specific immobilization. Furthermore, a control measurement of bi-
otinylated pillars immobilized on pure glass was performed. For this
sample, we obtained an average lifetime of (4.2± 0.2) ns which agrees
with the theoretical expected value of 4.37 ns for the lifetime of the
dye at the design height of 82 nm on top of a pure glass surface.
The measured lifetimes of the three samples were converted into
heights using the MIET curves in Fig. 4.6. The histograms of lifetime
and height are shown in Fig. 4.7. In all cases, a unimodal distribution
was found and fitted with a Gaussian function with offset. We inter-
pret the offset as a result of bad fits or tilted pillars. The mean values
and standard deviations of the Gaussians are listed in Table 4.3.
The heights of all samples are very similar to each other, but do not
agree with the design height of 82 nm. Furthermore, we expected a
larger height for the biotinylated samples as the BSA layer should add
to the height of the pillar. Since the design height of the DNA origami
seemed to be underestimated in all cases, we performed an indepen-
dent measurement of the DNA origami size by 3D DNA-PAINT. For
this experiment, the pillar was labeled with docking strands at the
bottom and top with a designed distance of 90 nm between them.
The pillar was immobilized on a BSA-biotin coated glass coverslip
and 3D DNA-PAINT imaging was performed. By means of astigmatic
imaging, the 3D position of the docking sites could be measured, see
Fig. 4.8 for the results. The distance between the two docking sites
was (84± 10) nm, which is about 7 % less than the designed distance
of 90 nm. Furthermore, the 3D DNA-PAINT measurement showed a
tilt distribution with an average tilt angle of (35± 21)◦ with respect
to the surface normal.
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Figure 4.7: Lifetime and height histograms for the single labeled pillar on different sub-
strates (T/B: pillar immobilized via thiol groups or biotin-avidin; S: on silver, G: on glass,
all other on gold).
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design reference measured sample method
height (nm) height (nm) height (nm)
90 84* 84± 10 B2G DNA-PAINT
82 76.5 76.2± 3.8 T1 MIET
82 76.5 73.9± 4.5 B1 MIET
82 76.5 75.3± 5.1 B1S MIET
Table 4.3: Heights of single labeled pillars. Comparison of design heights
with the measured values for different samples (T/B: pillar immobilized via
thiol groups or biotin-avidin; 1/2: number of dyes on the pillar; S: on silver,
G: on glass, all other on gold). The independent experiment using 3D DNA-
PAINT suggests a shrinkage of the whole structure of about 7 %.
*) This value is used to compute the reference value from the other design
heights. smMIET experiments are in agreement with the reference values.
Deviations from the designed distances have been reported in the
literature before for DNA origami structures under similar experi-
mental conditions [116]. Furthermore, the design height was calcu-
lated using a simplified model of DNA which does neither take into
account interhelical distances, bending, nor twist. We therefore as-
sume that a deviation of the designed height from the actual height
is the most probable explanation for our observations. By assuming
a linear shrinkage of the whole structure, we calculated a new refer-
ence distance from the design height. This agrees with our measured
heights within the error (see Table 4.3). For the T1 sample, we assume
that the height of the immobilization layer (thiol bonds) is negligible
and the pillar is vertical. For the biotinylated samples, the situation
is more complicated: On one hand, the 3D DNA-PAINT suggest that
the pillars are tilted which reduces our observed height. On the other
hand, the immobilization layer thickness is unknown and adds to
the measured height. By assuming a tilt angle of 35◦ as measured by
3D DNA-PAINT, we estimate the height of the immobilization layer
to about 12 nm. A more detailed analysis of the immobilization layer
thickness can be found in Section 4.3.2.8. The above interpretation of
our measured heights for our three samples assumes that the heights
measured by MIET are unbiased. In the next section, we study how
the MIET curve can affect the accuracy of our MIET measurements.
4.3.1.1 MIET Curve Error Estimation
In the previous sections, we measured the height of emitters on a
DNA origami structure and found that the measured values deviated
from the design values. We could explain the deviations by sample
tilt and the unknown thickness of the biotin immobilization layer. An-
other possible bias can be introduced when converting the lifetime to
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Figure 4.8: 3D DNA-PAINT experiment. a) The same DNA origami pillar as
for the MIET experiments was used and immobilized via biotin to the glass
surface. Docking strands were attached with a design distance of 90 nm. b1)
Localization map of the DNA origami structures. b2) Astigmatic imaging
yields a z position of each blinking event. Each point is a localization event.
From the two point clouds, the length of the pillar and its tilt angle is esti-
mated. c) Length histogram. The mean length is about 7 % shorter than the
design value. d) Tilt distribution.
The experiment and the data analysis were performed by Mario Raab. The
figure was adapted from Ref. [110].
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the height by means of the MIET curve. Here, we investigate the in-
fluence of the MIET curve on the accuracy of the heights.
The theory of MIET enables us to calculate the exact dependence of
the fluorescent lifetime of a dipole emitter on top of a metal surface
with respect to its height. This curve, the MIET curve, is then used to
estimate the height from the measured lifetime. Its shape depends on
the layer system of the surface as well as intrinsic properties of the
dye (cf. Section 2.4). If these parameters are not precisely known, the
heights measured by MIET will not be accurate. To estimate the error,
we performed theoretical calculations of the MIET curve, varying the
parameters up to 10 %. Our experimentally determined parameters
from Section 4.2.4.2 were assumed as the ground truth and used for
the calculation of the true MIET curve τ(z|ptrue). Here, ptrue is the
parameter vector of all parameters entering the calculation. Usually,
a measured lifetime is converted into a height by using the inverted
curve z(τ|ptrue). This curve accurately predicts the height of an emit-
ter with lifetime τ. However, if one parameter in p is estimated er-
roneously, we would compute the corresponding MIET curve τ(z|p)
and use its inverse z(τ|p) to convert the lifetime into a height. The
height error is then ∆z = z(τ|p)− z(τ|ptrue).
In Fig. 4.9, we show the influence of six parameters on the axial lo-
calization error. Each parameter was allowed to vary by ±10 % from
the ground truth, and the height error is shown as a function of the
varied parameter and the true height. We investigated intrinsic pa-
rameters such as the free space lifetime, the free space quantum yield,
and the orientation1 as well as parameters of the metal film, such as
the thickness of the gold film, and the real and imaginary part of the
refractive index of the gold. For the intrinsic parameters of the dye,
the error increases with height whereas the parameters of the gold
film show a minimum error around 50 nm. Below 20 nm, the error
by variations of the intrinsic parameters is less than 2 nm, but can in-
crease to more than 5 nm above a height of 60 nm. Note that the error
has an opposite sign when the free space lifetime and the quantum
yield are over- or underestimated at the same time. In contrast, the
errors by over- or underestimating the imaginary part of the refrac-
tive index of gold and the film thickness correlate with each other.
Notably, the real part of the refractive index of the gold has almost
no effect on the MIET curve. Apart from that, all other parameters
influence the MIET curve.
The effect of a 10 % uncertainty in the parameters lead to an accu-
racy of MIET on the order of 5 nm which is comparable to the preci-
sion we obtained in our experimental results. However, the influence
was probably much smaller. Of all parameters we explored above,
the free space lifetime showed the maximum error of 15 nm which,
however, could be accurately measured in bulk. The measurement in
1 Here, the orientation was described by the ratio of vertical to parallel emitters in an
ensemble.
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Figure 4.9: Theoretical calculation of the height error when a parameter of the MIET curve
calculation varies up to 10 %. The black line indicates the “true” value of the parameter
that was used for the smMIET co-localization experiments. On the left side, we show the
influence of some parameters of the dye: a) free space lifetime, c) free space quantum
yield, and e) emitter orientation. On the right side, the influence of the metal thin film
is shown: b) gold thickness, d) real part of the refractive index of gold, and f) imaginary
part of the refractive index of gold. In the white parts of the plots, the absolute error is
larger than 5 nm.
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solution has a low background and is not limited by photobleaching,
so a large number of photons can be collected which allows to deter-
mine the lifetime with arbitrary precision. In the ideal case (Eq. (2.5)),
already 104 photons suffice for a precision of 1 %. The free space life-
time was used furthermore to estimate the quantum yield according
to Eq. (2.11) where QY0 ∝ τfree. But as we saw above, the errors of the
quantum yield and the free space lifetime have opposite signs, and
thus, a small error in the free space lifetime would be compensated
by the quantum yield. Wrong estimation of the orientation lead to an
error below 1 nm within a range of up to 70 nm, and thus was small
within the range of our DNA origami pillar. The parameters for the
gold film have been used in other studies using MIET [50, 104, 105],
including various control experiments, and we therefore regard the
parameters as sufficiently accurate. Also, the influence of the refrac-
tive index of the medium was found to be small [55].
In summary, the free space lifetime was found to have the highest
influence on the MIET curve, but can be measured with high preci-
sion. The errors introduced by other parameters were small compared
to the statistical variation of 5 nm in our experiments. Based on these
observations, we assume that errors for determining the parameters
of the MIET curve had a negligible influence on the accuracy of our
experiments. For our measurements this means that we were able to
accurately measure the distance of a single emitter from the surface
with a precision of about 5 nm using both gold and silver. The lo-
calization precision is not to be confused with the resolution of the
method, i.e. how well we can distinguish two emitters close to each
other. To investigate this further, we performed experiments on DNA
origami structures labeled with two emitters and show the results in
the next section.
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4.3.2 Co-localization of Two Emitters
In this section, we study a DNA origami structure that is labeled with
two dyes with a designed axial distance of 32 nm (cf. Fig. 4.2a). To be
able to distinguish between the two emitters, we chose a step-wise
bleaching approach. Therefore, we will start with an analysis of the
bleaching behavior of the sample. Afterwards, we will show how the
two-dimensional histogram of the lifetimes can be used to effectively
filter the data to obtain a high localization and co-localization pre-
cision. We will test the data analysis on simulated data to exclude
any kind of bias introduced by the lifetime fitting or further analysis.
Then, we will combine the results from the bleaching analysis and
the lifetime analysis to discuss how MIET can protect the fluorophore
from photobleaching.
As before, we have one sample that is immobilized on gold directly
via thiol groups and a biotinylated pillar for which we will use the
following abbreviations:
T2: DNA origami pillar immobilized via thiol groups on 10 nm gold
B2: DNA origami pillar immobilized via biotin on 10 nm silica on
10 nm gold
As we have seen in the previous section that the immobilization via
biotin leads to a tilt of the structure, we will first analyze the T2
sample in detail as the results are easier to interpret, and discuss the
results of B2 afterwards.
4.3.2.1 Step-wise Bleaching
With two emitters on a structure, we expect to see up to two bleaching
steps such as in Fig. 4.5a. For each trace, the number of states ns, their
intensity Ij, and their on-times Tj are obtained from a step transition
algorithm as described in Section 4.2.4. The states that showed simi-
lar fluorescent lifetimes were averaged by summing up the on-times
and calculating an average intensity weighted by the Tj. The distri-
bution of the on-times can be seen in Figure 4.10, roughly following
an exponential distribution. We observed that the emitter with the
high intensity usually bleaches first. The reason for this observation is
probably that photobleaching is related to the fluorescence lifetime of
the emitter. Photobleaching is a photo-chemical reaction and usually
occurs when the molecule is in the excited state. So one expects that
the on-time of the molecule should be inversely proportional to the
time it spends in the excited state, i.e. its fluorescence lifetime τ. In-
deed we find that the ratio of the on-times is T1/T2 = 2.8± 1.2 which
compares well with the lifetime ratio of τ2/τ1 ≈ 2.5, cf. Fig. 4.10b.
The different on-times create bleaching steps that are well separated
in time which simplifies the data analysis. The effect of the fluores-
cence lifetime quenching by MIET on the bleaching time are further




Figure 4.10: On-times of the filtered T2 data. a) The on-time distribution.
b) The on-times with their corresponding lifetimes. The red line shows the
mean value with a 3σSEM error region (shaded area). The average on-times
were Ton(τ < 1.7) = 30± 8 s and Ton(τ < 1.7) = 11± 4 s.
4.3.2.2 Lifetime Filtering
From each state in the time trace, a TCSPC histogram was extracted
and fitted as described in Section 4.2.4. In Fig. 4.5 we have already
seen a typical time trace with the corresponding TCSPC histogram.
In total, 481 point measurements were taken from two sample prepa-
rations, of which 348 were fitted with a lifetime curve. Point measure-
ments were excluded if the lowest intensity level exceeded a prede-
fined threshold (usually 30 % above the background level) to avoid
that the last emitter was not bleached at the end of the measurement.
The majority of time traces were excluded because the step-finding
algorithm found less than 3 intensity levels (two emitters and back-
ground). The fitted lifetimes were further filtered by including an
upper limit for the lifetime of 5 ns and a lower limit for the amplitude
of 5%. Finally, fits with χ2red < 2 were also excluded from further
analysis.
Up to 4 different lifetimes were fitted. As can be seen in Fig. 4.11a,
the first and second emitter fits make up the majority of the fits. These
two lifetimes are shown in Fig. 4.11b in a two dimensional histogram.
There is a clear peak visible, which was fitted with a 2D Gaussian (as
shown by the contour). The 3σ region around the center position (τc =
(1.03 ns, 2.61 ns), shown by the black square) contained 65 molecules
and was used for additional filtering in the following sections.
4.3.2.3 Height
The fitted lifetimes were converted into heights via the MIET curve
(see Section 4.2.4). Two populations can be distinguished in Fig. 4.12.
We associated these two populations with the two emitters at dif-
ferent heights and found the average position by fitting a sum of
two Gaussians to the histogram. In Table 4.4, we compare the fitted
heights with the reference heights which were computed from the de-
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(a) (b)
Figure 4.11: Lifetime Histograms of T2. a) The lifetime histogram of the last
bleached emitter is shown in yellow, the next in red, and all later emitters in
blue. b) Lifetime histogram of the last bleached emitter (lifetime 1) and the
second emitter (lifetime 2). The contours in black show a two-dimensional
Gaussian fit to the peak and the black square shows the 3σ area used for
filtering.
(a) (b)
Figure 4.12: Height histograms of T2. a) All data with peaks at (54± 11) nm
and (23.5± 5.4) nm, N = 137. b) Filtered data with peaks at (53.1± 4.5) nm




sign heights by assuming a shrinkage of the whole structure that was
found by 3D DNA-PAINT (cf. Section 4.3.1). By using the 2D lifetime
histogram filtered data only as described in Section 4.3.2.2, we find
that the width of the distribution is dramatically decreased, i.e. from
11 nm to 4.5 nm and from 5.4 nm to 3.5 nm. Within their errors, the
measured heights agree with the reference values. As an additional
check, we also compute the distance between the two emitters in the
next section.
design reference measured sample filtered
height (nm) height (nm) height (nm)
90 84* 84± 10 B
58 54.1 54± 11 T2 no
26 24.3 23.5± 5.4 T2 no
58 54.1 53.1± 4.5 T2 yes
26 24.3 23.6± 3.5 T2 yes
58 54.1 59.0± 4.7 B2 yes
26 24.3 34.9± 4.0 B2 yes
Table 4.4: Heights of dual labeled pillars. The last column indicates if the 2D
filtered data were used as described in Section 4.3.2.2.
*) This value from the 3D DNA-PAINT experiments was used to compute
the reference value from the other design heights. Results for B2 were added
for comparison, see Section 4.3.2.7 for the analysis.
4.3.2.4 Distance
With the two localized positions, we estimate the height difference be-
tween the two emitters simply from the difference of the heights in Ta-
ble 4.4. Alternatively, we can estimate the height difference from each
DNA origami structure individually and thus from the co-localization.
In other words, the first estimator corresponds to a difference of aver-
age heights, whereas the co-localization corresponds to the average of
height differences. The distribution of those co-localized height differ-
ences is shown in Fig. 4.13. For the heights we assumed a Gaussian
distribution. For the height difference, it is not a priori clear what
the distribution will be since it must go to zero as there are no neg-
ative distances. We use the distribution derived by Churchman et al.
which was introduced in Section 4.2.4.3. Fitting the data in Fig. 4.13
with this model, we obtain comparable distances as from the localiza-
tion, but with a smaller error (cf. Table 4.5). For the filtered data, we
even obtain a localization precision of less than 5 nm.
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(a) (b)
Figure 4.13: Distance histograms of the sample T2. In a) all heights as shown
in Fig. 4.12 give a distance of (28± 11) nm. If only the 2D filtered data are
used (see Fig. 4.11b), we obtain a distance of (28.5 ± 4.8) nm. While the
average distance stays approximately the same, the precision of the filtered
data has doubled. The histogram is shown as a probability density together
with a fit of Eq. (4.8).
design reference measured method filtered
distance (nm) distance (nm) distance (nm)
58− 26 = 32 29.8 30± 13 loc. no
58− 26 = 32 29.8 29.5± 5.7 loc. yes
58− 26 = 32 29.8 28± 11 co-loc. no
58− 26 = 32 29.8 28.5± 4.8 co-loc. yes
Table 4.5: Height differences of the T2 sample. The reference values are com-
puted from the 3D DNA-PAINT experiments and the design heights. The
method column refers to the method to calculate the height difference: Ei-
ther the mean values of the localized heights were subtracted (loc.), or the
mean value of the difference of all co-localized heights was computed (co-
loc.).
4.3.2.5 Simulation
We tested our data analysis on simulated data to estimate the influ-
ence of the fitting accuracy on the measured heights and distances.
The simulated sample was the DNA origami structures with two
dyes immobilized on gold via thiol bonds. We took the reference
heights from Table 4.4 and calculated the lifetimes from the MIET
curve as described in Section 4.2.4. For each emitter, the time un-
til photobleaching was drawn from a exponential distribution with
an average bleaching time inversely proportional to the lifetime (cf.
Section 4.3.2.6). We used an experimental IRF to simulate the decay
curve according to Eq. (4.6). The amplitudes of the lifetime compo-
nents were proportional to the brightness (Eq. (2.27)) and the bleach-




Figure 4.14: Simulation of the T2 pillar lifetime fitting. a) Height histogram
with a fit of two Gaussians (red) and the reference value (vertical black line)
for 1000 simulation runs. b) Height difference histogram of the data in a)
with a fit to Eq. (4.8).
3 · 104 photons before photobleaching. For the background as well
as the scattering amplitude we assumed a constant rate of 10% of
the emitter’s emission rate in free space. Two decay curves were con-
structed: one with a single lifetime component corresponding to the
emitter that bleached later, and the other with both lifetime compo-
nents. Then, the TCSPC histograms were generated by drawing a
Poisson random number, using the simulated decay curve as param-
eter. The two TCSPC histograms were then passed to the same func-
tion for lifetime fitting as the experimental data, using the same set-
tings. The analysis also used the same filter criteria as before, yielding
766 pairs of fitted lifetimes out of 1000. In contrast to the experimen-
tal data, the 2D histogram showed a single peak and no outliers so
that the 2D filtering was not necessary. The estimated heights were
histogrammed as before and are shown in Fig. 4.14. From a Gaus-
sian fit we obtained the heights of (24.3± 0.4) nm and (54.4± 1.2) nm
which agree with the simulated values. In the ideal case, we would
expect a precision of ∆h ≈ h/
√
N (using Eq. (2.1) and assuming
h ∝ τ). We estimate the number of photons from the fit amplitudes
and obtain (15.1± 0.4) · 103 photons for the low lifetime emitter and
(9.8± 0.3) · 103 for the long lifetime emitter. With these numbers we
find that the precision of the height estimation is roughly a factor two
larger than the ideal case. However, looking more closely at the dis-
tributions, they appear to have a larger tail than a Gaussian. We find
that the standard deviation is about a factor two larger than the width
of the Gaussian (mean and standard deviation of the two heights are
(24.3± 0.8) nm and (54.3± 2.5) nm) which is consistent with the ob-
servation of a long tail.
In Fig. 4.14b the height distance of the two simulated emitters is
shown together with a fit of Eq. (4.8). The fit result of (30.1± 1.3) nm
reproduces the distance of 29.9 nm. Again, the distribution appears
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(a) (b)
Figure 4.15: Protection from photobleaching by MIET. From emitters with
a shorter lifetime, more photons can be collected on average. a) Theoretical
calculations of the number of photons collected for the T2 sample. b) Fitted
number of photons of the filtered T2 data. The average number of photons
collected are N(τ < 1.7 ns) = (1.60± 0.14) · 105 (SEM) and N(τ > 1.7 ns) =
(1.15± 0.13) · 105 (SEM).
to have a larger tail (the mean and standard deviation are (30.0 ±
2.5) nm).
4.3.2.6 Protection from Photobleaching
Photobleaching is a non-reversible process, often a chemical reaction
of some part of the fluorophore with another molecule in the sol-
vent [24]. These reactions often are photo-induced and occur when
the molecule is in the excited state. We can assume the fluorophore
bleaches after some total time T in the excited state, for example by a
chemical reaction with a molecule in the solvent where the collision
probability is constant over time. The total number of photons emit-
ted by that molecule before photobleaching is then N = T/τ, where
τ is the excited state lifetime. On one hand, the quenching of the flu-
orophore by MIET reduces the lifetime and should lead to a higher
photon budget according to this model. On the other hand, one has to
consider the (radiationless) energy transfer to the metal which leads
to a reduction in collected photons. Taking into account the collection





where ηr is the collection efficiency and QYr is the local quantum
yield for a randomly oriented emitter as described in Section 2.4.3.
In Figure 4.15a the ratio N(τ)/N(τfree) is plotted. From the curve
we can see that for low lifetimes (i.e. a high energy transfer), more
photons can be collected from a molecule before photobleaching than
in free space. The theoretical prediction for T2 is that 13 % more pho-
tons should be collected from dye with lifetime around 1.0 ns than
from the dye with 2.6 ns. The estimated number of photons from the
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amplitudes of the lifetime fits of the T2 sample is shown in Fig. 4.15b.
The mean values N(τ < 1.7 ns) = (1.60 ± 0.14) · 105 (SEM) and
N(τ > 1.7 ns) = (1.15± 0.13) · 105 (SEM) show an increase of the low
lifetime photons by 40 %. Alternatively, the the number of photons
can be estimated from the intensity time trace. The number of pho-
tons obtained from both methods show a good correlation (Pearson’s
r = 0.92), but the mean values differ: The average number of photons
estimated from the intensity is N(τ < 1.7 ns) = (1.41± 0.12) · 105 for
the short lifetime and N(τ > 1.7 ns) = (1.30± 0.15) · 105 for the long
lifetime which corresponds to an increase of 9 %. Because the number
of photons is roughly exponentially distributed, the standard devia-
tion of the data is quite large (i.e. of the same order as the mean
value). Combined with the low number of data points (N = 65) this
makes a reliable estimation of the ratio impossible. But whether we
estimate the number of photons from fits or from the intensity levels,
the trend is confirmed: more photons can be collected from emitters
with low lifetime before bleaching as predicted by our simple model.
4.3.2.7 Results for B2
After the comprehensive analysis of the thiol immobilized pillar above,
we will briefly state the results for the biotinylated sample. The flow
of analysis was the same as above.
From 231 point measurements with fitted lifetimes, our filter crite-
ria excluded 70 from further analysis. In the 2D lifetime histogram,
we observed again a main peak and fitted it by a 2D Gaussian. In
the 3σ surrounding we found 132 points that were used for further
analysis. We observed that the width of the lifetime distribution is
increased compared to T2. Furthermore, we found a correlation be-
tween the short and long lifetimes with a Pearson coefficient of r =
0.51. With r = 0.79, the correlation is even higher for the unfiltered
data.
From the height histogram shown in Fig. 4.16b we obtain two
heights of (59.0± 4.7) nm and (34.9± 4.0) nm which are larger than
the heights obtained for the thiol immobilized pillar. The increased
height can be attributed to the different immobilization method: while
the thiol groups bind directly to the gold surface, the biotinylated pil-
lars need an additional layer on the surface. The silica spacer is coated
with biotinylated BSA and incubated with NeutrAvidin to which the
pillars can bind. If the only difference between the T2 and B2 sample
is the immobilization layer, we could estimate its thickness from our
data. However, in Section 4.3.1 we found that the biotinylated pillars
are tilted, which should result in a reduced height. The above men-
tioned correlation between lifetimes is an indicator for a tilt distribu-
tion, because the tilt would affect both heights and therefore lifetimes.
The correlation is much larger than in simulations, so the fitting error
does not explain the high correlation we observe here. It is also larger
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Figure 4.16: a) Height histogram of the biotinylated pillar. The heights ob-
tained by the Gaussian fit are (59.0± 4.7) nm and (34.9± 4.0) nm. b) Esti-
mation of the BSA-biotin-NeutrAvidin layer thickness and tilt angle. The
weighted regression of the heights of B1 and B2 versus T1 and T2 gives
a thickness of 15.8 nm and a tilt angle of 39◦ (blue line). The dashed line
represents the case of no tilt.
than in the thiol sample, consistent with the hypothesis of tilt in the
biotinylated sample but none (or less) in the thiol sample.
The distance distribution from co-localized emitters yields a dis-
tance of (25.0± 7.7) nm. Although the expected distance of 29.8 nm
is within the error of the measurement, it shows a tendency to be
underestimated. If we take the average tilt angle of 35◦ measured by
3D DNA-PAINT into account, the expected distance becomes 24.5 nm
and is close to the measured value. In the next section we will com-
bine the data with our results from the thiol immobilized pillar to
estimate the BSA layer thickness and the tilt.
4.3.2.8 Estimation of Immobilization Layer Thickness and Tilt
The measured heights of the B2 sample are significantly higher than
for T2 (cf. Table 4.4). On the one hand, we would expect an increase
in height because we do not know the height of the BSA-NeutrAvidin
layer below the pillar. On the other hand, we expect the biotin pillars
to be tilted as measured by 3D DNA-PAINT, which would again re-
duce the observed height. Assuming the heights measured for T1 and
T2 as ground truth and comparing them to the heights of the biotin
sample, we obtained an estimate of the shift and the tilt. A weighted
regression gave a layer thickness of 15.8 nm and a tilt angle of 39◦ (see
Fig. 4.16a). If using the reference values calculated from the 3D DNA-
PAINT experiment as ground truth instead, the values changed only
slightly (15.1 nm and 38◦). These estimates are comparable to litera-
ture values for BSA (14 × 4 × 4 nm3 for the dimer [117]) and Neu-
trAvidin (5.8 ± 1.8 nm [49]) and the average tilt angle of 35◦ mea-
sured by 3D DNA-PAINT. Ellipsometric measurements found that
the layer thickness of BSA depends on the surface density as this will
determine the orientation of the prolate BSA molecule in a mono-
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layer. For dry films, Scarangella et al. reports a thickness of 4.5 nm af-
ter 1 h incubation with 0.5 mg/ml [118]. The thickness was found to
vary between 3.1 nm (0.01 mg/ml) and 9.3 nm (2.5 mg/ml). Adding
the size of the NeutrAvidin molecules of 5.8 nm gives a thickness of
about 10.3 nm. For alternating layers of BSA and (poly)streptavidin in
aqueous solution, a layer thickness of 18.75 nm was found by Spaeth,
Brecht, and Gauglitz [119]. While the measurement on dry films by
Scarangella et al. probably underestimates the film thickness com-
pared to BSA in aqueous solution, the use of polystreptavidin by
Spaeth, Brecht, and Gauglitz likely increases the thickness compared
to NeutrAvidin.
About the origin of the tilt we can only speculate: One possibility
is that the surface roughness leads to the tilt. However, our AFM
measurement of a BSA-biotin coated surface suggest that the surface
roughness is below 2 nm (see Section 4.2.1) which would be too small
to explain the tilt angle of 35°. Another possibility is that not all of
the eight biotin groups bind to the surface which could result in a
tilt of the whole structure. The thiol immobilization binds to the gold
surface directly, so it is reasonable to assume that enough binding
partners are available for the thiol groups. Since this results in upright
pillars, we speculate that the surface density of NeutrAvidin is so low
that not enough biotin groups find a binding partner.
4.3.2.9 Discussion
In this section, we evaluated the results of pillars labeled with two
emitters. With the step-wise bleaching approach, two emitters could
be readily distinguished. We found that the bleaching time is in-
versely proportional to the lifetime, thereby facilitating the separation
of the bleaching steps. With this assumption we created a simple theo-
retical model which showed that MIET protects the fluorophore from
photobleaching. This means that a high energy transfer to the metal
leads to later photobleaching of the emitter and also to an increased
number of detectable photons before photobleaching. The T2 data
supported the model and showed an increase of detected photons
of the low lifetime emitters of 9 % or 40 %, depending on how the
number was estimated. This finding shows that MIET can facilitate
techniques using step-wise photobleaching, and in turn makes step-
wise photobleaching a good strategy for axial co-localization with
smMIET.
The co-localization of two emitters could be demonstrated in the
two-dimensional lifetime histogram which showed a single peak cor-
responding to the two emitter heights. The measured heights did not
agree with the design values, but with the reference values calculated
from the 3D DNA-PAINT experiment. This is consistent with the re-
sults for the single labeled pillars. The localization precision for the T2
sample was below 5 nm which is comparable to the result for the sin-
gle labeled pillar in spite of the more complex data analysis. Further-
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Figure 4.17: Measurement of the T3 sample. a) TCSPC histograms of the
background (blue) and the three bleaching steps as shown in the time trace
in the inset. The TCSPC histograms of one emitter (red), two emitters (yel-
low), and three emitters (purple) are shown with their corresponding life-
time fits (black lines). b) Histogram of all fitted lifetimes before filtering.
more, we could resolve the intramolecular distance of about 30 nm on
the single molecule level, again with a precision of 5 nm.
Furthermore, we checked the validity of the fitting and the anal-
ysis in a simulation. The fitting results indeed reproduced the sim-
ulated heights and distance. The precision of the fitting was about
a factor 4 lower than the ideal case – comparing to the experiment,
this would translate into a fitting uncertainty of about 0.1 nm. This is
much smaller than the experimentally obtained uncertainty of about
4 nm, so other factors must be responsible for this. Not included in
the simulations was the recognition of bleaching steps, the healing of
blinking events, or the merging of states with similar lifetimes. All of
these can contribute to the uncertainty in the analysis. Furthermore,
the IRF was assumed to be known exactly, which is not the case for
the experiment. Additional uncertainty is introduced by the sample
variance, for example due to slight tilt, and is probably the main con-
tributing factor.
In summary, we can localize two molecules with a precision of
5 nm and are not limited by our analysis, but probably mainly by
the variance in the sample. In the next section, we go one step further
and study multi-emitter co-localization of three emitters.
4.3.3 Multi-Emitter Co-localization of Three Emitters
A DNA origami pillar with three emitters with thiol immobilization
(T3) was designed to test the possibility for multi emitter localization.
The sample was prepared and measured as described above. The de-
signed heights correspond to the single labeled (82 nm) and double
labeled samples (58 nm and 26 nm) discussed in the previous sections.
Now we expect three bleaching steps and need to fit three lifetimes.
An example can be seen in Fig. 4.17a.
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279 point measurements were taken in total and 239 were used for
lifetime fitting. A similar filtering procedure as before was employed:
we exclude lifetimes that have the same value as the fitting parameter,
where the lifetime is larger than 6 ns, the amplitude is smaller 5%,
or the χ2red value is larger than 2. By this procedure we excluded
172 lifetimes of the 554 in total. The resulting lifetime histogram is
shown in Fig. 4.17b and feature three peaks as expected. The peaks
seem to have very different amplitudes, especially the short lifetime
peak at around 1 ns seems to be underrepresented. To be able to co-
localize all three emitters simultaneously, we selected only molecules
with three lifetimes. This reduced the number of molecules used for
further analysis to 19.
To convert the lifetimes to heights, the MIET curve was calculated
until 120 nm and heights are interpolated based on this curve. The
heights were then sorted and the smallest, intermediate, and largest
height of a pillar were separately histogrammed. A Gaussian distribu-
tion with offset was fitted to each histogram and the result is shown
in Fig. 4.18a. Height estimates correspond to the mean and standard
deviation of the Gaussian fits and are summarized in Table 4.6. The
reference height was calculated as before from the 3D DNA-PAINT
measurement. Within their errors, the measured values agree with the
reference values. These heights can be used to calculate the height dif-
ference between the emitters and can be found in the upper part of
Table 4.7 (method: loc.). This corresponds to the height difference of
the ensemble rather than a single structure.
Intramolecular distances are measured within a single structure.
Here, they are calculated by subtracting the sorted heights. These are
histogrammed in Fig. 4.18b and fitted with Eq. (4.8). The estimated in-
tramolecular axial distances are shown in the lower panel of Table 4.7
(method: co-loc.).
Compared to the T2 measurement, the errors of the estimates are
much larger. This is probably due to the increased complexity of the
fitting due to the higher number of fit parameters. The high corre-
lation between the three heights (Pearson’s correlation coefficient of
> 0.55 for all three) can be an indicator for errors due to the lifetime
fitting or due to tilt of the sample.
design reference measured
height (nm) height (nm) height (nm)
82 76.5 77.5± 8.1
58 54.1 55± 12
26 24.3 28.8± 4.7
Table 4.6: Heights of T3 pillars. The reference heights are computed from
the design heights and the result of the 3D DNA-PAINT experiments.
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Figure 4.18: Localization of three emitters. a) Height histogram of the sorted
height values of 19 molecules that showed three lifetimes. The smallest
height is shown in blue, the second largest in red, and the largest height in
yellow. Corresponding Gaussian fits are shown in the same color. b) Height
difference histograms for the design distances of 24 nm (upper panel), 32 nm
(middle panel), and 58 nm (lower panel). The reference distance is shown in
yellow and a fit to Eq. (4.8) of the data in red. The fit results can be found in
Tables 4.6 and 4.7.
4.3.3.1 Simulation
The simulation was carried out as described in Section 4.3.2.5 for
two heights, but adding the additional height at 76.5 nm. From 1000
simulated experiments, 548 fulfilled the filter criteria as used in the
experimental section and were subsequently used for the analysis.
The height distribution was fitted by the sum of three Gaussian func-
tions, yielding heights of (24.3± 0.4) nm, (54.3± 1.2) nm, and (75.8±
3.3) nm. These values agree with the simulated heights and the errors
of the two lower heights agree with the results of the simulation for
two emitters in Section 4.3.2.5. The standard deviations for the three
heights were 1.7 nm, 3.9 nm, and 9.2 nm, respectively. These values
were again higher than the Gaussian fits, and interestingly, they were
even higher than in the previous simulation and thus probably due
to the increased complexity of the fitting function. To test whether
the three components of the fit influence each other, we calculated
Pearson’s correlation coefficient for all the possible pairs of estimated
height. We found that the coefficient was lower than 0.2 in all cases.
We speculate that only a subset is correlated, producing the long tails
we observed in the simulated height distribution.
4.3.3.2 Discussion
In this section we studied a DNA origami pillar labeled with three
emitters at different heights. The three heights of the sample could be
well resolved and the height recovered within the error. Furthermore,
the distance along the optical axis of the three emitters could be recov-
ered using both localization and co-localization. However, the error
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design reference measured method
distance (nm) distance (nm) distance (nm)
82− 58 = 24 22.4 22± 15 loc.
58− 26 = 32 29.8 27± 13 loc.
82− 26 = 58 52.2 48.7± 9.3 loc.
82− 58 = 24 22.4 29± 15 co-loc.
58− 26 = 32 29.8 23± 9 co-loc.
82− 26 = 58 52.2 52± 14 co-loc.
Table 4.7: Summary of measured height differences for the T3 sample. In
the upper panel, the estimated heights (Table 4.6) were used to estimate
the distance. The lower panel shows the result of the fit of Eq. (4.8) to the
histograms in Fig. 4.18b. The reference values are computed from the design
values and the 3D DNA-PAINT experiments.
is relatively large (about 10 to 15 nm) and the number of 19 analyzed
molecules is small.
The simulation showed that the increased complexity leads to less
usable data, i.e. while about 25% for the two dyes simulation were fil-
tered, for three dyes the number of filtered fits was larger than 50%. A
similar trend holds for the experimental data and is probably due to
the decreased probability to find three well separated bleaching steps
with enough photons. Furthermore, the average bleaching times are
more similar than before. Assuming that the average bleaching time
is proportional to the lifetime, we find that the average bleaching
times of the two highest emitters only differ by about 50 % whereas
it is more than a factor of 2 for the two lower heights. Again, this
reduces the chance to find a molecule with well separated bleach-
ing steps. Additionally, the fit errors became larger, especially for the
highest emitter. This is probably on one hand due to its short time
until photobleaching, resulting in a low average photon number of
about 5500 photons, and on the other hand because the fit error addi-
tionally depends on the two previously fixed lifetimes. This increased
fit complexity however did not lead to a significantly higher correla-
tion between the estimated heights in the simulation. Only in the
experiment, the correlation was found to be much larger (0.55 com-
pared to < 0.2). This might indicate some variability in the sample
such as tilt, independent of the fitting errors.
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Figure 4.19: Summary of the smMIET experiments on the DNA origami
pillar. The mean values of the emitter height is shown with the 1σ error for
different samples (T/B: pillar immobilized via thiol groups or biotin-avidin;
1/2/3: number of dyes on the pillar; S: on silver, all other on gold). The
black lines indicate the reference heights computed from an independent
3D DNA-PAINT experiment.
4.4 discussion
In this chapter, we explored how single molecule MIET can be used
to measure distances on the nanometer scale along the optical axis.
We used DNA origami nanostructures that were labeled with dyes
at designed heights to perform the first single molecule MIET experi-
ments in aqueous solution. The obtained heights agree with the refer-
ence values from an independent 3D DNA-PAINT measurement and
reach a localization precision of about 5 nm. A similar precision was
obtained for the samples with two dyes, also for the co-localized intra-
molecular distances. A summary of the axial localizations is shown in
Fig. 4.19. The measured heights of the biotinylated pillars are larger
due to the additional immobilization layer of BSA-biotin and Neu-
trAvidin for which we estimated a height of about 15 nm from our
measurements, comparable to literature values as discussed in Sec-
tion 4.3.2.8.
We applied our data analysis to simulated data and verified that
the lifetime fitting is unbiased to ensure that the heights are accu-
rate. Furthermore, we found that the parameters of the MIET curve
calculation have a minor influence on the accuracy of our method
compared to the statistical variation. However, the observed lifetime
distributions were broader than the simulations suggested. Several
factors could be responsible for the additional broadening:
• The dye Atto 647N introduced some complications by its pho-
tophysics. Its blinking events have to be distinguished from
bleaching events, and different states of the emitter might even
influence the lifetime. It is known that the dye Atto 647N ex-
hibits different states due to isomerization that have a differ-
ent lifetime [120]. In principle, these states will have different
quantum yields as well which would require a separate analy-
sis. From the raw data we are not able to distinguish between
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the states, but since we know that the lifetime changes are small,
we expect that this effect simply adds to the broadening of the
measured lifetime distribution.
• A broadening is induced if the dipole of the emitter is not freely
rotating. Atto 647N is not well water-soluble and thus might
stick to the DNA origami or the surface. The influence of the
orientation could be alleviated by combining the lifetime mea-
surement with an orientation measurement. The orientation can
be measured simultaneously to the lifetime either by defocused
imaging [102] as proposed in Ref. [51] or by making use of the
angular distribution of emission (cf. Section 2.4) and calculat-
ing the polar angle from the intensity of the high-angle and
the low-angle emission as in Ref. [103]. The former method has
the advantage that the emitter can be localized laterally as well
and would allow localization in 3D. Alternatively, the orienta-
tion can be incorporated via modeling: It has been shown that
a combination of FRET measurements with molecular dynam-
ics simulation allows a direct comparison of the raw data with
the simulation and improves the accuracy of the FRET distance
distribution due to orientation effects [121]. This could also be
applied to MIET experiments to increase the accuracy since it
accounts also for restricted rotation which is difficult to mea-
sure.
• Additional broadening probably stems from tilt of the DNA
origami structure which was also found in the 3D DNA-PAINT
experiment. Because MIET measures the distance with respect
to the surface, the orientation of the structure with respect to the
surface normal is important. If the structure is immobilized on
the surface in a specific orientation (as our DNA origami struc-
ture via thiol bonds), the interpretation of the heights directly re-
lates to the axial distance on the structure. However, if the sam-
ple is randomly oriented on the surface, the measured heights
will vary from molecule to molecule because MIET measures
the projection of the 3D distance on the optical axis. It might
be possible to reconstruct the 3D distance by back-projection
which is commonly used in electron microscopy and tomogra-
phy [122].
MIET exploits the distance-dependent energy transfer to a metal and
is thus similar to FRET. However, MIET has some advantages in com-
parison to FRET: First, the orientation of the dyes plays a crucial role
for the accuracy of FRET and it is not possible to measure the orienta-
tion factor independently of the FRET distance. In contrast to this, the
orientation for MIET can be measured simultaneously as discussed
above. Second, multi-distance measurements are possible with multi-
pair FRET [123, 124], but are challenging due to the specific label-
ing of multiple positions with different dyes and the complex instru-
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mentation and data analysis. For MIET, only a single type of label is
needed and the setup can be a standard confocal microscope with the
capability to measure fluorescence lifetime. We have demonstrated
this by the co-localization of three emitters on the DNA origami pil-
lar. In comparison to other near-field methods such as vaTIRF or SAF
which are based on intensity measurements, MIET does not need
instrument-specific corrections for cross-talk or background intensi-
ties. Furthermore, these methods are not able to resolve two emitters
at the same time, limiting their applicability for intra-molecular dis-
tance measurements.
MIET can measure intra-molecular distances in a range of 100 nm
with a precision of 5 nm. This bridges the gap between conventional
3D superresolution methods with an axial resolution on the order
of 50 nm, and FRET with a sub-nanometer resolution but a limited
range of 10 nm. The combination of MIET with lateral superresolu-
tion techniques would enable the measurement of 3D distances. With
a beam splitter and a camera in the emission path, one could localize
the emitter laterally. This can be combined with defocused imaging to
measure the orientation of the dipole as discussed above, or with a su-
perresolution technique such as STORM, PALM, or DNA-PAINT. As
these methods multiplex the localization of several emitters in time,
this would also reduce the complexity of the lifetime fitting when
localizing many emitters. Alternatively, a method based on scanning
could be used: A fluorescence lifetime scan image was recently used
to localize single molecules in 3D using MIET [125]. For resolving
intra-molecular distances, one could use a maximum-likelihood ap-
proach as in Ref. [126] to co-localize two emitters with different fluo-
rescent lifetimes in a fluorescence lifetime image. Another scanning-
based method is MINFLUX, a recently developed concept for localiz-
ing emitters [127]. Here, the measured intensity at different positions
with a donut-shaped excitation PSF allows triangulating the emitter
position. The scanning-based methods have the advantage that all
detected photons can be used for the lateral and the axial localiza-
tion, whereas the fluorescence intensity needs to be split in a com-
bined wide-field/fluorescence-lifetime imaging setup. The combina-
tion of MIET with one of these techniques would be a step towards
3D isotropic imaging.
In summary, our experiments demonstrate that smMIET is able to
resolve two emitters at 30 nm distance with a localization accuracy of
less than 5 nm on a single DNA origami structure. This opens up new
possibilities for resolving structures or structural changes in biomolec-
ular complexes.
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4.5 outlook – miet with dna-paint
In the current approach for co-localization with smMIET we used
step-wise photobleaching to distinguish between different emitters.
The main limitations of this method are the limited photon number
and the need to fit a multi-exponential decay. Similar limitations are
encountered in conventional superresolution techniques based on the
localization of single molecules such as STORM or PALM. There, the
number of photons limits the localization precision in a single frame
and multiple emitters in a diffraction limited spot are difficult to
fit [128]. DNA-PAINT can avoid those problems by decoupling the
fluorophore from the label: The label is replaced by a short piece of
single stranded DNA (docking strand) and complementary strands
that are labeled with a dye (imager strands) freely diffuse in the
solution. The transient binding and unbinding mimics the blinking
(STORM) or photo-activation and bleaching (PALM). The advantage
is that the binding kinetics is well known and thus can be easily tai-
lored to the experiment. The applications of DNA-PAINT range from
model systems such as DNA origami [79, 129] to whole cells [130].
Usually, a TIRF illumination is used to avoid collection of light from
the imager strands in solution, but also a spinning disk confocal mi-
croscope has been used successfully [130].
A combination of DNA-PAINT with smMIET offers the advantage
that the fluorescence from different heights is multiplexed in time.
The transient binding of the imager strand leads to sparse events on
the target molecule that can be detected by any burst search method.
In contrast to photobleaching, this allows to label any number of dif-
ferent positions on a single structure and in principle collect as many
photons as desired. Additionally, it avoids fitting multi-exponential
decays which should increase the accuracy of the method. In order
to be able to resolve two label positions, the fitting precision needs
to be high enough. Long on-times are therefore desirable which can
be achieved by using a long sequence for the docking and imager
strands.
For a combination with MIET, the techniques must be compatible.
Since MIET is based on the fluorescence lifetime, it requires that the
dye’s fluorescence decay is mono-exponential. In STORM or PALM,
only a few labels show the desired blinking behavior and can be used
for those techniques which makes it difficult to find a dye that satis-
fies the condition of MIET at the same time. DNA-PAINT, in contrast,
works with almost any organic dye, so a dye can be chosen that is
bright and has a mono-exponential decay.
4.5.1 Proof-of-Principle Experiments
We performed preliminary experiments on DNA origami pillars. The
pillars were modified with DNA docking strands instead of dyes at
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Figure 4.20: smMIET combined with DNA-PAINT. a) Time trace of binding
events on a single pillar on a gold coated coverslip. The red curve shows the
detected bursts. b) Lifetime histogram of 15 time traces combined containing
214 bursts in total.
the designed heights of 26 nm (three docking strands) and 36 nm (two
docking strands). Multiple docking strands were used to increase the
chance of binding. The complementary imager strand was modified
with Atto 655. This dye was chosen as it does not stick to the surface
and thus avoids events from unspecific binding and it is quenched
by guanine in the imager strand sequence in solution which should
reduce the background of the freely diffusing imager strands [131].
Additionally, Atto542 was attached to the pillar to be able to localize
individual pillars independent of binding events. The pillars were im-
mobilized on a gold coated coverslip with 10 nm silica spacer via bi-
otin as before. The imaging buffer contained 10− 20 nM of the imager
strand. The sample was then scanned with 532 nm excitation to detect
fluorescence from Atto542 labeled pillars. By bleaching the Atto542,
aggregates could be identified as they would show multiple bleach-
ing steps and thus could be avoided for the PAINT measurement.
After confirming a single pillar, excitation was switched to 640 nm
and a long point measurement was taken. We were able to observe
single binding events to a single structure as shown in Fig. 4.20a. The
imager strand concentration has to be chosen carefully as a low con-
centration decreases the binding rate, but a high concentration leads
to increased background from diffusing imager strands and more fre-
quent multiple binding events (which is also seen in Fig. 4.20a).
A time trace was calculated by binning the recorded photon events
using a binwidth of 20 ms. In a histogram of the bins, the lowest
peak was identified as background peak and fitted to a Poissonian
with parameter λbg. The fitted value λbg + 3
√
λbg was then used as
a threshold to identify binding events in the time trace. For each of
these bursts, the corresponding TCSPC histogram is fitted to obtain
the fluorescence lifetime. We found that the background in addition
to the well known two components (constant component and scat-
tering component from gold luminescence) consisted of a third long
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lifetime component (3 ns). This component stems from the freely dif-
fusing imager strand in solution and roughly corresponds to the free
space lifetime of Atto 655 conjugated to DNA. For fitting the TCSPC
histogram of a burst, this component was kept fixed and only its am-
plitude was fitted. We excluded fits that have less than 103 photons or
a χ2red value larger than 1.5. In this way, we obtained the lifetime his-
togram combining 15 time traces of single pillars shown in Fig. 4.20b.
The distribution is relatively broad so that no clear peaks can be iden-
tified. It is most likely that the bad signal-to-background ratio of this
measurement is responsible for this. While for the step-wise bleach-
ing experiments the gold luminescence was the main background
contribution, here it is the fluorescence of diffusing imager strands.
The additional long lifetime component increases the uncertainty in
the fit. Moreover, assuming that the lifetime is mono-exponential is
a simplification. Although the MIET range of about 150 nm is small
compared to half the extent of the confocal volume along z, about
0.5µm, diffusing dyes close to the surface will be quenched by the
metal and contribute with a smaller lifetime.
The best strategy for improvement would thus be to minimize
the contribution of imager strands by either decreasing the excita-
tion volume or by chemically modifying the imager strand that it is
completely quenched in solution. The former can be achieved by us-
ing a focused total internal reflection (TIR) illumination such as in
Refs. [132–134] and the concept of the latter is also known as molec-





D E A D - T I M E C O R R E C T I O N F O R T C S P C S Y S T E M S
In this chapter, a new method for dead-time correction of TCSPC sys-
tems is presented. Our method is based on asynchronous recording
of photon arrival times as it is employed in modern TCSPC hardware.
We developed a theoretical model for the TCSPC histogram distorted
by the dead-time of the detector and the TCSPC electronics. Based
on this model, we implemented an algorithm to correct dead-time
artifacts in TCSPC histograms and verified the result by numerical
simulations and experiments.
This chapter is based on the publication:
Sebastian Isbaner1, Narain Karedla1, Daja Ruhlandt, Simon Christoph
Stein, Anna Chizhik, Ingo Gregor, and Jörg Enderlein. “Dead-time
correction of fluorescence lifetime measurements and fluorescence
lifetime imaging.” In: Optics Express 24.9 (May 2, 2016), pp. 9429–9445.
doi: 10.1364/OE.24.009429.
5.1 introduction
Fluorescence microscopy has become a powerful tool in biology and
bio-medical diagnostics [6, 7]. Fluorescence detection is highly sensi-
tive and stands out due to its superior selectivity with which struc-
tures of interest can be labeled. In particular, multi-color fluorescence
microscopy on differently labeled targets enables studying the rela-
tive structural organization and dynamics from organelles to mole-
cules of living cells. The labels are often distinguished based on their
spectral properties, i.e. their color or their excitation and emission
wavelengths. A further means of disentangling different dyes in a
fluorescence microscopy image is to use their fluorescence lifetime,
see e.g. [136]. As with the spectral properties, which differ from dye
to dye, also the fluorescence lifetime is different between different
dyes and can be used to distinguish between them. Moreover, fluo-
rescence lifetime measurements have become increasingly popular
for the quantification of Förster Resonance Energy Transfer (FRET)
measurements in bio-imaging [95, 137, 138], because they allow for
accurate FRET rate estimates which are independent of intensity mea-
surements that can be skewed by optical absorption, cross-talk, and
scattering.
In this work, we consider a FLIM system which is based on a confo-
cal scanning microscope [60] and uses TCSPC [33–35] for measuring
the fluorescence decay at every scan position. In TCSPC, one deter-
mines the decay curve by exciting molecules with a periodic train of
1 These authors contributed equally to this work.
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short laser pulses, and then measuring the time delay between the
recorded fluorescence photons and the exciting laser pulses. When
building a histogram of these delay times, one obtains an estimate of
the fluorescence decay curve which can be described with a single-
or multi-exponential decay function. Modern TCSPC systems mea-
sure the arrival times of detected photons and the laser pulses inde-
pendently from each other, thereby avoiding a preference for early
photons which is known as the pile-up effect for classical TCSPC
hardware [34]. Although TCSPC is a very efficient techniques, it only
works at moderate count rates of a few percent of the laser repetition
rate. This is due to the so-called dead-time of the electronics and the
detector: After the successful detection (detector) or timing (electron-
ics) of a photon, both detector and electronics need to recover and
to return to an active state before being able to detect or record the
next photon. These recovery times are typically on the order of tens of
nanoseconds and limit the photon count rate at which the devices can
operate. But even when the average time between photons is on the
order of some percent of these dead-times, this leads to an increas-
ing loss of detectable photons and to a distortion of the measured
fluorescence decay curve.
The common rule-of-thumb is to operate a TCSPC system only at
count rates below 1 % of the laser repetition rate because then photon
losses and distortions of dead-time effects are reduced. However, low
count rates increase the time to obtain sufficient statistics for a fluores-
cence decay curve which in turn limits the image acquisition speed
in scanning microscopy. In FLIM, at each scan position during the
sample scan with a laser-scanning confocal microscope, one records
a TCSPC curve from which not only the fluorescence intensity but
also a lifetime value is extracted. For rapid FLIM image acquisition,
one wants to maximize the count rate that should be limited only
by photobleaching and phototoxicity, but not by potential dead-time
effects in the TCSPC measurement. The demand for such fast FLIM
systems has led to the development of dedicated TCSPC systems such
as “FASTAC FLIM system” by the company Becker & Hickl or “rapid-
FLIM” by PicoQuant which both are based on dedicated hardware
with short dead-times. However, a data evaluation method that faith-
fully reproduces the correct fluorescence decay curve even at high
count rates would also enable unbiased fast FLIM on existing setups
without the need for dedicated hardware.
Here, we present a data evaluation method which provides dead-
time corrected fluorescence decay estimates from TCSPC measure-
ments at high count rates, and we demonstrate our method on FLIM




5.2.1 Distortion Effects in TCSPC Measurements
In a TCSPC measurement, the arrival time of photons is measured
with respect to an external sync source, usually provided by the
pulsed excitation laser. For each detected photon, the detector pro-
duces a normed signal pulse which is timed by the TCSPC electron-
ics. For the timing, different schemes exist that have been introduced
in Section 2.3.2. Here, we will briefly recapitulate these schemes and
discuss possible distortions at high count rates.
1. In (forward) start-stop TCSPC, the laser sync starts the timer
and a photon detection event stops the timer. After the stop,
there will be a certain dead-time of the timing electronics. The
first laser sync after the dead time starts the timer again. This
means that only the first photon in an excitation period can be
recorded, so there is a preference to detect the “early” photons
of the decay, also referred to as “classical pile-up” [31].
2. In reverse start-stop TCSPC, a photon detection event starts the
timer and the next laser sync stops the timer. After the stop
and the dead-time of the timing electronics, the next photon
can start the timer anytime during the sync period. This leads
to a lower detection probability in the beginning of the sync pe-
riod, also referred to as “inter-pulse pile-up” [31]. An additional
complication for such systems can be that the dead-time itself is
variable: The timer in these systems usually works by charging
a capacitor with a constant current so that the voltage is propor-
tional to the elapsed time. Since the read-out involves discharg-
ing the capacitor, the duration of the dead-time depends on the
start pulse and thus on the photon arrival time [31, 139].
3. A modern TCSPC system, such as described in Ref. [36], uses in-
dependent timers for the sync and detector pulses. Only when a
photon is timed, the start-stop time is recorded as the difference
of the detector timer and the sync timer. For sync periods longer
than the dead-time it is thus possible to record more than one
photon during one sync period.
In Fig. 5.1, the influence of the dead-time on these three systems is
shown schematically. In this example, photons (circles) arriving at the
TCSPC electronics which we assume has a constant dead-time after
the stop. Although the arrival times of all photons is the same, the
second photon recorded is different for the three TCSPC schemes.
The first two described TCSPC schemes have the limitation that
they can detect only one photon per sync period. This leads to a pref-
erence to detect the early photons of the decay which results in the
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Figure 5.1: Dead-time effects in different TCSPC schemes. In forward start-
stop TCSPC, the timer is started at each sync signal (black vertical bars)
and stopped at the arrival of the first photon (red circles). Photons arriv-
ing during the dead-time or before the start of the timer (blue circles) are
not recorded. In reverse start-stop TCSPC, the arrival of a photon starts the
timer and the consecutive sync stops it. Photons arriving after the dead-time
can immediately be recorded. Modern TCSPC hardware uses independent
timers for the sync and the photons and has a constant dead-time. Note that
the photon arrival times in all three cases are the same, but the second de-
tected photon (red) is always different due to the different timing schemes.
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pile-up effect [31]. Note that the pile-up effect is fundamentally dif-
ferent from dead-time distortions: Especially the classical pile-up of
forward start-stop TCSPC does not depend on the dead-time and has
been addressed in several publications, see for example Refs. [140,
141], and references therein. Reverse start-stop measurements suffer
from pile-up as well as dead-time distortions [142]. An overview on
different start-stop TCSPC architectures and their pile-up behavior is
given in Ref. [143]. Note that the independent timing scheme avoids
classical pile-up effects completely as the timing can be executed any-
time during the excitation period as soon as the electronics is ready.
However, dead-time effects still distort the recorded fluorescence de-
cay curve as we will see in the next section. In the following, we will
focus on TCSPC measurements with the recently developed new gen-
eration of counting electronics that use independent timers and have
a constant dead-time [36].
Apart from the TCSPC electronics, also detectors have a dead-time
(cf. Section 2.3.1). A general classification in the literature of detector
dead-times are the two categories of paralyzable and non-paralyzable
detectors [144]. In a non-paralyzable detector, any photons hitting the
detector during the dead-time are simply discarded. The photon hit
rate ε can be estimated from the count rate R of a non-paralyzable
detector with dead-time D as ε = Rnon−paralyzable1−DRnon−paralyzable . This detector type
reaches a constant count rate at saturation that is given as the inverse
of the dead-time. The situation is more complicated in a paralyzable
detector: There, each photon hitting the detector during the dead-
time is not counted but restarts the dead-time. At high photon fluxes,
a further increase in photons leads to a decreasing count rate until
the detector is incapable to detect any photons at all. Assuming Pois-
son statistics for the number of photons hitting the detector, one finds
Rparalyzable = ε · e−εD. In contrast to the equation for non-paralyzable
detectors, this equation can be solved for ε only implicitly, for ex-
ample by iteration. A typical example for a paralyzable detector is a
Geiger counter. Single-photon avalanche diodes (SPAD) that are ac-
tively quenched are an example of non-paralyzable detectors. After
the detection of a photon by an electron avalanche, the bias voltage
of the photo-diode is lowered so that no new avalanche can be pro-
duced (active quenching). When the bias is reset after the dead-time,
the next photo-electron can again create a new avalanche which will
trigger a new detection event. For TCSPC, SPADs are commonly em-
ployed as detectors. Because these detectors are most often actively
quenched, we assume a constant, i.e. non-paralyzable dead-time.
In this section we have reviewed the dead-times of detectors and
TCSPC electronics. Especially older TCSPC electronics has non-constant
dead-times, but also detectors can have variable dead-times. Here, we
will focus on the most recent generations of TCSPC electronics and
detectors that both have a constant dead-time.
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5.2.2 Dead-time Effects on TCSPC Histograms
After we have discussed dead-time effects on the recorded photons
separately for the electronics and the detector in the last section, we
focus now on the more realistic situation where the detector and the
electronics are connected in series, so both dead-time can affect the
measurement. The impact of both dead-times is schematically shown
in Fig. 5.2. After each photon detection, the single-photon detector
has to recover and is, during some dead-time D, unable to detect
another photon. This detector dead-time of length D is symbolized by
the small red rectangles in Fig. 5.2. In parallel, after timing a photon
detection event, the timing electronics has also to recover, with dead-
time E, before being able to record another photon detection event.
This dead-time of duration E is symbolized by large green rectangles
in Fig. 5.2. Typically, one has E > D, but in the case of E < D, the
electronics recovers faster than the detector so that it will be always
ready to time the next event from the detector. Then the problem





Figure 5.2: Schematic of possible effects of detector and electronics dead-
time. A successfully detected and recorded photon (red circles) results in
a dead-time of the detector (small red rectangles) and the electronics (large
green rectangles). Photons detected during the electronics dead-time are not
recorded (blue circles), and photons hitting the detector during the detector
dead-time are discarded (green circles). Note that the detector dead-time
occurs after successful detection of a photon (red and blue circles), while
the electronics dead-time only occurs after successfully timing a photon (red
circles).
Three scenarios for photons hitting the detector are now possible. In
the best case, both detector and electronics are in their recovered rest-
ing state and can detect and record the photon (red balls in Fig. 5.2).
Or, the detector has already recovered from the previous photon de-
tection event, but the electronics is still in its recovery and not yet
ready to record the detected photon (blue balls in Fig. 5.2). Or, in the
worst case, the next photon hits the detector so closely to the previous
one that the detector itself is still in its dead-time and cannot detect
the photon (green balls in Fig. 5.2). It is important to notice that this
can even happen while the electronics itself would be already capa-
ble to record another detection event (see the last event in Fig. 5.2
where the small rectangle, delimiting the detector dead-time, extends
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Figure 5.3: Schematic of two successive photon recording events. It shows
the electronics dead-time (large green rectangle) and the detector dead-time
(small red rectangle) after a successful photon detection at time t′. The dou-
ble arrow is the time span between the end of the electronics dead-time by
the last photon recording and the next photon recording at time t. The light
red rectangle marks the region where no photon must be detected in order
to record a photon between t′ + E and t′ + E + D.
This is similar to the dead-time of a paralyzable detector as discussed
in the previous Section 5.2.1. Although we assume the detector and
the electronics to be non-paralyzable, their combination results in a
semi-paralyzable system. As we have seen before, it is more difficult
to estimate the count rate from paralyzable system. This is also the
case for semi-paralyzable system as we will see later.
In the following, we give a probabilistic description of how these
dead-times affect a recorded TCSPC histogram. We consider a TCSPC
system which illuminates the sample with a train of short laser pulses
with period P. Let us denote the resulting photon hit rate (number
of photons per time hitting the detector) by k(t). This function is
periodic with period P, and its integral over one period is given by∫ P
0 dt
′k(t′) = εP, where ε is the photon hit rate (which is equal to
the average rate of detectable photons in one period if there would
be no dead-time of neither detector nor electronics). However, due
to the dead-time of both detector and electronics, the rate of actually
recorded photons h(t) is given by
h(t) = w(t)k(t) (5.1)
where w(t) is a weight function which accounts for the dead-time
effects. To find this function, let us consult Fig. 5.3, assuming that
there was a photon detection event at time t′. What is the chance
to record the next photon at time t with no other photon recorded in
between? If t− t′ is smaller than the electronics dead-time E, then this
chance is zero. If t− t′ is larger than E+D so that both electronics and
detector have been fully recovered, then this chance is proportional to
exp[−
∫ t
t′+E dτ k(τ)], which is the probability that no photon hit the
detector between the time of recovery of the electronics, t′ + E, and
the detection at time t. The situation is slightly more complicated if
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t′ + E < t < t′ + E + D because in that case, it is required that there
was no photon hitting the detector for the full interval from t−D till
t, otherwise the detector would still be in its recovery phase when
the next photon arrives at time t. Thus, for this case, the chance is
proportional to exp[−
∫ t
t−D dτ k(τ)]. One has to multiply this factor
by the probability density that there was indeed a photon recording
at time t′, which is given by h(t′) itself. Thus, we arrive for the weight












where we integrate over all possible recording times t′ of the photon
preceding the photon at time t. According to the lower bound of the
inner integral, we break this into two parts and express the infinite
















Taking into account the strict periodicity of all functions with period
P, and that the integral k(t) over one period is εP, a variable transfor-
mation t′ → t′ − lP for the inner integral of the second part leads to















Equations (5.1) – (5.4) show a very intricate connection between the
actual fluorescence decay curves, described by k(t), and the recorded
TCSPC curve, given by h(t). These equations determine h(t) via an in-
tegral equation involving the product of h(t) and a kernel containing
the unbiased decay function k(t).
With Eqs. (5.1) and (5.4), one can now calculate the dead-time dis-
torted curve h(t) if the "true" decay curve k(t) is known. One first
sets h(t) = k(t), then uses Eq. (5.4) for calculating w(t), which can be
used to update h(t) via Eq. (5.1), which is then again used to calculate
an updated w(t) and so on. This iteration converges already after a
few cycles, giving the correct shape of h(t) up to some constant fac-
tor. However, the recursion cannot yield the absolute values of h(t),
because any re-scaling of h(t) does not change Eq. (5.1). Figure 5.4
shows a Monte Carlo Simulation (MCS) of a TCSPC experiment with
a single exponential decay (see Section 5.3), together with recursively
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Figure 5.4: Monte Carlo Simulation (MCS, blue) of a TCSPC measurement
with an excitation period P = 256, electronics dead-time E = 64, and de-
tector dead-time D = 16. The photon hit rate ε was set to a value so that
εP = 2, i.e. that, on average, two photons hit the detector per excitation cy-
cle. The black line shows the underlying perfectly mono-exponential decay
curve with a decay time of 30 time units. The yellow line is the computed
h(t) using Eq. (5.1) and (5.4) after 10 iterations. The dead-time corrected de-
cay, as computed from the simulated h(t), is shown in red. The lower panel
shows the relative deviation of the reconstruction (red circles) from the ideal
decay (black line), normalized by the square root of the ideal decay.
calculated h(t) which is then linearly fitted against the simulated
curve. The figure shows the perfect match between the shape of the
MCS of h(t) and that of its recursive computation using Eqs. (5.1)
and (5.4). Furthermore, it can be seen that the dead-time effects con-
siderably distort the recorded TCSPC curve, mimicking a much faster
fluorescence decay at the high-intensity first part of the curve, much
faster than the actual decay which underlies the measurement.
Unfortunately, Eqs. (5.1) and (5.4) cannot be used to recover k(t)
from a measured h(t). The idea would be to first set k(t) equal to
h(t), then to calculate w(t) via Eq. (5.4), which can then be used to
update k(t) as h(t)/w(t) following Eq. (5.1), and so on. However, as
we have checked numerically, the result of this procedure depends
sensitively on the value of εP which occurs in Eq. (5.4). If one tries
to update this value via εP =
∫ P
0 k(t)dt, then the recursion does not
converge. Only if this value is known a priori, then a recursion using
Eqs. (5.1) and (5.4) converges to the correct curve k(t). Thus, the next
subsection focuses on how to independently determine εP from a
measurement.
5.2.3 Determination of the Photon Hit Rate
As we have seen in the previous sub-section, the photon hit rate
cannot be obtained from a measured TCSPC curve h(t) and using
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Figure 5.5: Measured histogram of the inter-photon time distribution (black
solid line) extracted from a TCSPC measurement on a fluorescence dye so-
lution. The yellow and red shaded regions on the left are the electronics and
detector dead-time intervals, respectively. The cyan bars are the calculated
values of mN , Eq. (5.6), for N = 0, ..., 5. The red dashed line shows the single-
exponential decay of mN . From this fit, we determined an average number
of photon hits per excitation cycle of εP = 1.0.
Eqs. (5.1) and (5.4), even if the dead-time values E and D of both
electronics and detector are known. However, by using the photon
detection raw data, one cannot only calculate the TCSPC curve h(t)
by correlating photon detection times with the laser sync, but one can
also calculate an Inter-Photon Time Distribution (IPTD) by building a
histogram of the time differences of photon detection times between
subsequent photons. An experimental example is shown in Fig. 5.5.
Sure enough, the IPTD, which we will denote by g(T), is zero if T ≤ E,
due to the electronics dead-time. If T > E + D, then the probability
to detect a next photon at time t + T if there was a detection event at
time t is given by the probability of not detecting any photon between
the end of the electronics dead-time, t + E, and the next photon de-
tection at time t + T, times the probability density to see a photon at
time t + T, i.e. k(t + T). Due to the effect of the detector dead-time, if
E < T ≤ E + D, then this probability is given by the product of the
probability of not detecting any photon between t + T−D and t + T,
and k(t + T). Finally, for finding g(T), one has to average the result










dτ k(t + τ)
]
k(t + T). (5.5)
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The important point now is that, if one sums g(T) over subsequent
time intervals E + D + NP ≤ T < E + D + (N + 1)P of width P, with




dT g(T) = C exp(−NεP), (5.6)
one finds that these integrals fall off as exp(−NεP), as also shown in
Fig. 5.5. Thus, by fitting the mN with an exponential function yields
the average number of photon hits per excitation cycle, εP. Knowing
this number, one can now use Eqs. (5.1) and (5.4) to recursively cal-
culate the dead-time-corrected decay k(t) from the measured decay
h(t).
5.2.4 Determination of Detector and Electronics Dead-times
For correctly recovering an unbiased decay curve from a measured
TCSPC curve, one needs to know the electronics and detector dead-
times, E and D. An elegant way to determine both values is to mea-
sure an autocorrelation function while illuminating the measurement
system with a continuous-wave constant-intensity light source. This au-
tocorrelation function A(t − t′) is proportional to the probability of
recording a photon at some time t if there was a photon record-
ing at time t′. If the light source has constant intensity (no time-
dependence), the autocorrelation function depends only on the time
difference t− t′.
For deriving a theoretical expression for the autocorrelation func-
tion, we will proceed in two steps. In a first step, we completely ig-
nore the dead-time of the electronics and consider only the effect of
the dead-time of the detector. Let us consider the probability den-
sity to record a photon at time t if there was a photon recording at
time t′, but no photon recording in between. This probability density
is zero if t − t′ ≤ D, and if t > t′ + D, it will be proportional to
exp[−ε(t− t′ − D)] which is the probability that no photon hits the
detector between time t′ + D and time t. Here, ε is the constant aver-
age photon hit rate. Thus, the normalized probability density f (t− t′)
for detecting a photon at time t if there was a detection event at time
t′ with no other photon detection in between is given by
f (t) =
0 if t ≤ D
ε exp [−ε(t− D)] if t > D.
(5.7)
Next, let us consider the same probability density but now with ex-
actly one intermediate photon recorded at any time t′′ in between.
This probability density is zero if t − t′ ≤ 2D, and is otherwise
equal to the auto-convolution of f (t),
∫ t
0 dt
′′ f (t− t′′) f (t′′), computed
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at time t − t′ − 2D > 0. By repeating this argument for all possible
numbers of intermediate photon recordings, one finds the following






where f (j)(t) is the j-th auto-convolution of the function f (t) which




dt′ f (t′) f (j−1)(t− t′) (5.9)
and setting f (1)(t) = f (t). The upper limit in the summation (5.8)
is the maximum possible number of photons which can be recorded
within time t for a given detector dead-time D, where bt/Dc denotes
the largest integer number smaller than t/D.
Now we are ready to consider the general case of both detector and
electronics dead-time, assuming that D ≤ E (the case D > E reduces
to the just considered case of a system having only detector dead-
time D). Analogously to the derivation of a(t), we will again start by
finding an expression for the normalized probability density F(t− t′)
to detect a photon at time t if there was a photon detection at time t′
but no other photon detection in between. Due to the electronics dead-
time, this probability density is zero if t− t′ < E. The interesting case
now occurs if t− t′ > E but also t− t′ < E + D. In that case, it can
happen that a photon hits the detector shortly before the electronics
recovers from its own dead-time so that no photon can be detected
due to the detector dead-time although the electronics is again ready
to process another detection event, see also Figs. 5.2 and 5.3. For this
intermediate time interval, E < t− t′ < E+D, the function F(t− t′) is
proportional to the previously found autocorrelation a(t− t′) which
is exactly the chance to be able to see another photon at t if there
was one at time t′, when taking into account the detector dead-time
alone. Finally, for time values t greater than t′+ E+ D, the probability
density F will fall off exponentially as exp[−ε(t− t′−D− E)], which
is the probability that no photon hits the detector between time t′ +
E + D and time t. In summary, we find
F(t) =

0 if t ≤ E
Z−1a(t) if E < t ≤ E + D




where Z is a normalizing constant, and a(t) is taken from Eq. (5.8). By
a similar reasoning as before, the final autocorrelation function A(t)






where F(j)(t) is the j-th auto-convolution of the function F(t), and
the upper limit in the summation (5.11) is the maximum possible
number of photons which can be recorded within time t when taking
into account the electronics dead-time E.
Figure 5.6: Autocorrelation functions for five different photon hit rates ε as
indicated in the legend. Measured curves are represented by circles, solid
lines show a global fit of Eq. (5.11) to all five measurements. The yellow and
red shaded regions on the left mark the fitted electronics and detector dead-
times, respectively. All autocorrelation functions were calculated at evenly
spaced time points with 1 ns spacing. At very high count rates, fit quality
starts to deteriorate due to increasing jitter of the detector dead-time. This
figure was created by Narain Karedla and was reproduced from [146].
Thus, the calculation of the full autocorrelation function, Eq. (5.11)
is as follows:
1. Calculate the function f (t) according to Eq. (5.7) using known
values of the detector dead-time D and the average photon hit
rate ε.
2. Calculate a(t), Eq. (5.8), via recursive convolutions of f (t) ac-
cording to Eq. (5.9).
3. Calculate F(t), Eq. (5.10), using a(t) and the known value of the
electronics dead-time E.
103
dead-time correction for tcspc systems
4. Calculate the final autocorrelation functions A(t), Eq. (5.11), via
recursive convolutions of F(t).
Although this may seem computationally expensive, it is not: The
numerical calculation for one autocorrelation function with ca. 1000
sampling points along the time axis needs only a fraction of a sec-
ond on a conventional PC and using a non-compiled Matlab script.
Thus, it can be easily used for fitting measured autocorrelation curves
and thus for extracting D, E and ε as fit parameters. An example for
five different count rates is shown in Fig. 5.6, using our TCSPC sys-
tem as described in Section 5.3.4 with the laser in continuous wave
mode. The sample was a dye solution of Atto 655 as described in
Section 5.4.2. Autocorrelation curves of different count rates were fit-
ted with a global model for E and D, but individual values for εP.
From the fitted curves, we determined a detector dead-time of D =
(39.5± 0.6) ns (red shaded region in Fig. 5.6), and an electronics dead-
time of E = (79.1± 0.4) ns (yellow shaded region in Fig. 5.6). The er-
rors were obtained by bootstrapping the data into 14 bunches of 106




5.3.1 Monte Carlo Simulations
Monte Carlo simulations of the TCSPC experiment were performed
in the following way: First, for each excitation cycle, the number of
hitting photons was randomly drawn from a Poissonian distribution
with mean value εP. For each of these photons, the hit times with re-
spect to the start of the corresponding excitation cycle were randomly
drawn from an exponential distribution with decay time τ, where τ
is the value of the mono-exponential fluorescence decay one wants to
model. Knowing the excitation cycle and the hit time within this cy-
cle for each photon, the global hit time is calculated for each photon,
and then all these times are sorted in time. Then, the algorithm steps
sequentially through these photon hit times and determines, for each
photon, whether its hit time is still within the detector or electronics
dead-time interval of the previous validated photon detection event.
If this is the case, then the photon is eliminated from the photon
stream, and the algorithm proceeds to the next photon. Finally, from
the remaining photon stream, the TCSPC and the IPTD histograms
are calculated.
5.3.2 Software
The software for the dead-time correction of fluorescence lifetime
measurements used in this study is available for download1. It is
written in Matlab with core parts outsourced to C++ MEX files for per-
formance acceleration, which can be compiled under Windows or
Linux using the provided build scripts. The algorithm recovers the
true photon hit rate k(t) from the measured curve h(t) in an iter-
ative fashion, starting from the guess k0(t) = h(t). In a next step,
w0 [t|k0(t)] is computed via Eq. (5.4), and is used to update k(t) as
k1(t) = h(t)/w0 [t|k0(t)]. This is repeated n times, until the relative
change in kn(t) is smaller than a predefined threshold. It was ob-
served that convergence is usually fast requiring only about 2 to 5
iterations.
5.3.3 Setup for Cell Measurements
For FLIM measurements, we used a setup based on a commercial con-
focal system (Microtime 200, PicoQuant, Berlin, Germany). Linearly
polarized light from a 640 nm diode laser (LDH-D-C-640, PicoQuant,
Berlin, Germany), equipped with a clean-up filter (Z640/10, Chroma
Technology, Rockingham, VT, USA), was coupled into a polarization-
maintaining single mode optical fiber. The laser driver (PDL 828 “Sepia
1 at https://projects.gwdg.de/projects/deadtimecorrectiontcspc
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II”, PicoQuant, Berlin, Germany) allows for continuous wave (cw) or
pulsed excitation mode of the laser (pulse width of 100 ps FWHM).
For all lifetime measurements, we used the pulsed excitation mode
with a repetition rate of 20 MHz. The light at the fiber output was re-
collimated and reflected by a dichroic mirror (FITC/TRITC Chroma
Technology, Rockingham, VT, USA) into the side port of an inverted
microscope (IX71, Olympus Deutschland, Hamburg, Germany). An
internal mirror reflected the beam into the back aperture of the ob-
jective (UPLSAPO 100× Oil, 1.4 N.A., Olympus Deutschland, Ham-
burg, Germany), which also collected the fluorescence light. After a
50 µm pinhole, the light was collimated and focused onto a single-
photon counting module (SPCM-CD 3516 H, Excelitas Technologies,
Wiesbaden, Germany). Back-scattered excitation light was blocked
with a long-pass filter (EdgeBasic BLP01-635R, Semrock, Rochester,
NY, USA). A single-photon timing electronics (HydraHarp 400, Pico-
Quant, Berlin, Germany) was used to record the detected photons
with an absolute temporal resolution of two picoseconds. The sam-
ple was mounted on a three-axis piezo stage (P-562.3CD with con-
troller E-710.3CD, both Physik Instrumente, Berlin, Germany), and
image acquisition was performed using the SymphoTime software
(PicoQuant, Berlin, Germany) in time-tagged, time-resolved (TTTR)
mode. See Fig. 5.7 for a schematic of the setup.
5.3.4 Setup for Solution Measurements
For the solution measurements, the same setup as described in the
previous section was used, but with a few modifications: We used
a water immersion objective (UPLSAPO 60×W, 1.2 N.A., Olympus
Deutschland, Hamburg, Germany) and a 150 µm pinhole and a band-
pass filter (BrightLine HC 692/40, Semrock, Rochester, NY, USA).
For data acquisition, the output of the detector was connected to an
inverter (SIA 400, PicoQuant, Berlin, Germany) followed by the tim-
ing electronics (HydraHarp 400, PicoQuant, Berlin, Germany). There,
events were recorded with 32 ps resolution with respect to the 20 MHz
sync signal provided by the laser driver. The timing data was recorded
with the original HydraHarp 400 software (version 3.0) in TTTR mode.
For the measurement of the autocorrelation function, the laser was
used in cw mode.
5.3.5 Cell Culture and Staining
Adult human mesenchymal stem cells from bone marrow (hMSCs, P4,
Lonza, PT-2501), have been cultivated in T75 cell culture flasks (Corn-
ing, 43061) in DMEM (Gibco, A18967-01), 10 % fetal bovine serum
(Sigma-Aldrich, F2442-500ML) and 1 % antibiotics (Penicillin/Strep-
tomycin, life technologies, 15140-122) at 37◦C and 5 % CO2 and split













Figure 5.7: Setup for FLIM and solution measurements. The light of a pulsed
laser (orange) is coupled into a fiber. The light is recollimated and reflected
into the microscope by a dichroic mirror. The emission light is passed by
the dichroic mirror and focused on a confocal pinhole, then recollimated
and focused on a single-photon counting modules (SPCM). The detector is
connected to the TCSPC system for recording the arrival times of photons.
The laser driver which triggers the laser pulses provides the “sync” signal
to the TCSPC hardware. This setup enables the measurement of the fluores-
cence lifetime. With the scan stage, the sample can be moved relative to the
objective to record fluorescent lifetime images.
slides in a density of 10, 000 hMSCs per glass in 6-well plates (Sarst-
edt, 83.3920). They were supplied with 2 ml medium per well at 37◦C
and 5% CO2. The cells have been fixed 24 h after seeding using 10 %
formaldehyde in PBS for 5 min. The cells were permeabilised using
0.5 % Trition X-100 in PBS for 10 min, blocked with 3% BSA in PBS
for 30 min, incubated in Triton X for 5 min and washed with PBS. All
antibodies were kept in 3 % BSA in PBS. Fluorescent staining was per-
formed with Phalloidin Atto 647N (Atto-Tec, AD647N-82) [1:250] for
1.5 h. The samples were mounted on microscope slides (VWR, 631-
1550) using Fluoroshield mounting medium (F6182-20ML).
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5.4 results
5.4.1 Numerical Simulation of Dead-time Correction
To check the performance of our algorithm of reconstructing an un-
biased TCSPC curve from one with dead-time effects, we performed
Monte Carlo simulations. All simulations were done with the same
electronics and detector dead-time values as used for Fig. 5.4, and
by assuming again a perfectly mono-exponential decay with a decay
time value of 30 time units. It should be emphasized that the partic-
ular shape of the decay curve is irrelevant for the correction, because
our algorithm will reconstruct an unbiased TCSPC curve whatever
the underlying decay curve is, and it is independent of the partic-
ular nature of this decay. In the simulations, we assumed that the
number of photons per sufficiently small time interval ∆t centered
at time t is described by a Poissonian probability distribution with
mean value k(t)∆t. Simulations were performed for two values of
total photon hits of 200 and 1000 photons, respectively, and for a
range of average photon hits per excitation, εP, between zero and
two. It should be mentioned that the actual number of counted pho-
tons, ε′P =
∫ P
0 dt h(t), becomes increasingly smaller, with increasing
value of εP, than the number of total photon hits due to dead-time
effects.
For each simulated experiment, we calculated the “measured” de-
cay curve, h(t), and the IPTD, g(T), from which the values mN were
calculated, see Eq. (5.6). From these values, an estimate of εP was
derived by fitting the mN to an exponential function in N. This esti-
mate was then used in the reconstruction of the dead-time corrected
decay k(t) from h(t), using Eqs. (5.1) and (5.4). Finally, both h(t) and
k(t) were fitted with a mono-exponential decay function for determin-
ing the decay time. For each pair of values of total photon hits and
εP, we performed 104 simulations, and we then fitted the resulting
decay-time distributions by Gaussians, for obtaining the mean value
and variance of the decay-time estimation. The final result of these
simulations is summarized in Fig. 5.8. It shows for both the raw and
dead-time corrected decay curves the mean value and variance of the
extracted decay-time value as a function of the average number of
photon hits εP per excitation cycle. With an increasing value of εP,
the dead-time distortion of the “measured” decay curve h(t) leads to
increasingly shorter apparent decay times. However, when fitting the
dead-time corrected decay-curves, one finds perfect agreement, on
average, between the fitted and the actual decay-time. Remarkably,
the dead-time correction even works well for as few as only 100 to
200 photons per measured decay curve. Only the variance of the fit-
ted decay-times becomes wider for smaller numbers of total photon




Figure 5.8: Results of Monte Carlo simulations of the performance of the
recovery algorithm for dead-time corrected decay curves from measured
TCSPC. Shown are the mean values (solid lines) and variances (shaded re-
gions) of mono-exponential decay time values which are obtained from fit-
ting the simulated decay curves. Simulations were performed for the same
dead-time values as used in Fig. 5.4, for a range of photon hit values per
excitation period, εP, from zero to 2, and for two different values of total
number of photon hits, i.e. εP times number of excitation cycles, of 200
(light shaded region) and 1000 (dark shaded region). The corresponding de-
cay curves have smaller number of photons, due to the dead-times of both
electronics and detector. The figure was reproduced from [146].
5.4.2 Fluorescence Decay Measurements on Dye Solution
As a first experimental proof of principle of the validity and perfor-
mance of our reconstruction algorithm, we recorded TCSPC data on
a sample of a pure dye solution, where we changed, from measure-
ment to measurement, the excitation intensity and thus the impact
of dead-time effects. A thick dye solution (10 µM) of Atto 655 (ATTO-
TEC, Siegen, Germany) in combination with a variable laser power
was used to generate different photon hit rates ε. For very high pho-
ton hit rates (εP & 1), buffer overruns were encountered after a few
seconds, but during that time, a sufficiently large number of photons
could be recorded. TCSPC histograms were constructed from the pho-
ton arrival times, examples are shown in Fig. 5.9a. For all histograms,
we used bunches of 106 photons, and for the dead-time correction
we used the a priori determined dead-time values E = 79 ns and
D = 39 ns. For each measurement, the parameter εP was estimated
from the IPTD of photon arrival times, separately for each bunch.
An example of a corrected TCSPC histogram is shown in Fig. 5.9b.
Lifetimes were determined by tail-fitting, starting 1 ns after the peak
of the decay curve, and using a mono-exponential fit function and
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(a) (b)
Figure 5.9: Measured TCSPC histograms of Atto 655 dye solution. a) Exam-
ple TCSPC histograms measured at different count rates. The fluorescence
intensity is given as photon hits per excitation cycle, εP, in the legend. At
high values of εP, dead-time artifacts distort the decay curve. b) TCSPC his-
tograms of a measurement at high count rate (blue), the same histogram
after dead-time correction (red), and a different measurement of the same
sample at a low count rate (yellow). All histograms were normalized to their
maximum. The first 20 ns of the 50 ns repetition period are shown.
a simplex fitting routine. This procedure was repeated for ten con-
secutive bunches of 106 photons each, yielding an average εP and
an average lifetime with standard deviation for each measurement,
which are plotted in Fig. 5.10. As can be seen from this plot, the
dead-time distortion effect leads to a decrease in fitted lifetime of the
uncorrected histograms with increasing excitation rate, i.e. increasing
number of photon hits per excitation cycle ε. The figure also shows
that the dead-time correction results in fitted lifetime values which
are unbiased and independent of εP, with an unbiased lifetime value
of τfl = (1.902± 0.005) ns (dashed line), in excellent agreement with
published lifetime values of Atto 655.
5.4.3 Fluorescence Lifetime Imaging
We performed FLIM measurements of fixed human mesenchymal
stem cells with actin filaments labeled with the dye Atto 647N. The
sample was imaged with a sample-scanning confocal microscope us-
ing a 640 nm excitation laser and a long-pass filter before the detec-
tor. Results are shown in Figs. 5.11 and 5.12. Both the intensity and
lifetime images are shown, with and without dead-time correction.
In the image in Fig. 5.11, the uncorrected image shows a lower life-
time on average than the dead-time corrected image. The variation
of the lifetime values in the uncorrected image is higher, with low
lifetime values especially common in areas with a high number of
photons. This correlation is expected for strong dead-time distortions
as we have seen in Section 5.4.2. In the dead-time corrected image,
the lifetimes show much less variation. The intensity image shows
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Figure 5.10: TCSPC measurements on Atto 655 dye solution at varying ex-
citation power and thus fluorescence intensity. The fluorescence intensity is
given here as dead-time corrected values of average number of photon hits
per excitation cycle, εP. The inset shows also the relation between the ac-
tual average number of detected photons per excitation cycle, ε′P, and εP,
showing the increasing dead-time related saturation of the measurement
system with increasing intensity. Red symbols show determined lifetime
values from uncorrected TCSPC curves, and blue symbols show lifetime
values determined from dead-time corrected TCSPC curves. The dashed
line shows the average over all lifetime values for all dead-time corrected
measurements.
an increase in contrast with an increase in signal strength in areas
with a high photon count in the uncorrected image. This can again
be explained as the loss of photons due to dead-time at high count
rates.
We verified the dead-time correction by recording an additional
image at a six times lower laser power, leading to a lower count rate.
The image in Fig. 5.12 was recorded with the maximum number of
photon hits per excitation cycle well below 0.1. The image shows very
little variation in the fluorescence lifetime and is similar to the dead-
time corrected lifetime image recorded at a high count rate (Fig. 5.11).
The dead-time corrected images of the low intensity measurement
show only small changes compared to the uncorrected as we would
expect for a low photon hit rate.
In the top row of Fig. 5.13, we show a line plot through the bright-
est pixel of Fig. 5.11. The pixels with highest intensity (top left) show
a substantially lower lifetime in the uncorrected lifetime data (top
right) due to dead-time distortion. This trend is not visible after the
correction: the lifetime stays constant within the statistical error. This
agrees with the results at low laser power (yellow curves in Fig. 5.13).
Note that the variation in the lifetime is higher at low laser power
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Figure 5.11: Human mesenchymal stem cell with actin filaments labeled by Atto 647N,
and imaged with a confocal scanning TCSPC microscope. The top row shows the inten-
sity image before (left) and after (right) dead-time correction, where the counts were de-
termined using the calculated hit rates (ε) for each pixel. Regions with high fluorescence
intensity show an increase in signal strength after the dead-time correction. The bottom
row shows the lifetime images before (left) and after the dead-time correction(right). In
regions of high intensity, the lifetime values in the left bottom image show a lower value
than in low intensity regions. In the dead-time corrected image (bottom right), the life-
time values are higher on average and more homogeneous. The images are 20× 20µm2
with a pixel size of 140 nm and a dwell time of 5 ms per pixel, the yellow scale bar is
5µm. The highest number of photon hits per excitation cycle in this image is 0.5. This
figure was created by Narain Karedla and was reproduced from [146].
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compared to the corrected lifetime at high laser power because the
number of recorded photons is smaller by about a factor of 5. If the
lifetime was used, for example, to report on the FRET value, the dip
in the lifetime curve (top right) can easily be misinterpreted as a
significant change. In the bottom row of Fig. 5.13 we show the TC-
SPC histograms of the brightest pixel at high (bottom left, εP = 0.50)
and low laser power (bottom right, εP = 0.09). The uncorrected and
corrected TCSPC curves show a negligible difference for the lower
photon hit rate which is not the case for the curves shown for the
high εP value. The fitted lifetime values of the corrected curves agree
within their errors, whereas the values differ substantially for the un-
corrected curves.
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Figure 5.12: Image of the same sample as in Fig. 5.11, but using a six times lower exci-
tation intensity. Now, the difference between the the dead-time corrected and the uncor-
rected images is small for both the intensity and the lifetime images. The lifetime images
are close to the dead-time corrected lifetime image of Fig. 5.11. However, due to the lower
fluorescence signal strength, the lifetime image is noisier than the dead-time corrected






Figure 5.13: a) Line plot of the uncorrected (blue) and corrected (red) intensity through
the brightest pixel of the cell measured at high laser power (Fig. 5.11). The dashed yellow
line shows the intensity at low laser power multiplied by a factor 5.35. b) Lifetime plot
of the same line as in a), showing the uncorrected (blue) and corrected (red) lifetime
at high laser power, and the uncorrected lifetime at low laser power. c) The TCSPC
curves of the brightest pixel (εP = 0.50) at high laser power with fitted lifetimes of
τuncorrected = (2.87± 0.02) ns and τcorrected = (3.42± 0.02) ns. d) TCSPC curve of the
same pixel at low laser power (Fig. 5.12, εP = 0.09), yielding τuncorrected = (3.36± 0.04) ns
and τcorrected = (3.47± 0.04) ns. The blue lines represent always the uncorrected curves
and the red lines the corrected curves.
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5.5 discussion
In this chapter, we have investigated how dead-time effects distort a
TCSPC histogram at high count rates and presented an algorithm that
corrects these effects in measurements. We developed a theoretical
model that describes the effects of constant detector and electronics
dead-times and have verified the model with simulations and mea-
surements of fluorescence lifetimes. The model was furthermore used
to correct dead-time distorted TCSPC histograms of fluorescence de-
cay and to estimate the actual photon hit rate from the data.
We measured the fluorescence lifetime of a dye in solution and of la-
beled cells to verify the correction algorithm and test its performance
in lifetime measurements and FLIM. With the correction, the fluores-
cence lifetime of a dye solution was accurately reproduced up to a
photon hit rate of more than 2 photons per excitation cycle (εP = 2).
In the uncorrected measurement, the lifetime was underestimated by
more than 50 % and the fluorescence intensity by a factor of 4. In the
FLIM images recorded at high laser power, we found similar distor-
tions that affected the lifetime accuracy and the image contrast. This
can have serious consequences on the interpretation of the data: In
FRET measurements in cells for example, a region with lower life-
times could be wrongly interpreted as increased FRET although the
real reason was dead-time distortions because the particular region
had a higher labeling density than its surrounding. With the correc-
tion, the measurement can be performed at a high count rate without
compromising the data accuracy.
Dead-time distortions in FLIM images are usually avoided by keep-
ing the count rate low. A typical rule of thumb is that the count rate
should not exceed 1 % of the laser repetition rate [34]. However, this
reduces the measurement speed as more time is needed to acquire
a sufficient number of photons. Because the dead-time correction al-
lows imaging at a much higher count rate, it allows to speed up the
image acquisition. We have successfully performed measurements at
εP = 2, which increases the photon hit rate by a factor of 200 com-
pared to the rule of thumb of εP = 0.01. However, this does not
translate in a speed up of 200×, because most of the photons are lost
and do not contribute to the photon statistics of the measurement. For
a realistic speed up for FLIM we need to consider the real count rate
ε′P instead of εP, so that the number of photons that can be used for
the lifetime estimation is the same. We achieved a realistic count rate
of about ε′P = 0.4, i.e. a realistic speed-up of 40×. This enables fast
FLIM measurements which, for example, can be used to increase the
frame rate of FLIM. Further, the speed-up makes it feasible to scan a
vast number of samples for high-throughput applications.
The dead-time correction can be useful also for other measurement
techniques apart from FLIM. The algorithm does not depend, in any
way, on the particular nature of the underlying fluorescence decay.
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This enables the correction of multi-exponential decays as well as
time-of-flight measurements which are employed for lidar [28] or in
particle physics [144]. In addition to restoring the shape of the decay
curve, also the intensity can be recovered. This increases the contrast
of FLIM, but could be beneficial also for time-resolved fluorescence
anisotropy measurements [24]. The algorithm is furthermore not re-
stricted to TCSPC measurements, but applicable to any single-event
counting or timing measurement of two devices with constant dead-
time connected in series.
We have shown that our dead-time correction algorithm recovers
the fluorescence lifetime and intensity from measurements at high
count rates. It can be applied to any event counting technique with
detector and electronics dead-time, and, thus, enable accurate mea-
surements at high count rates. This allows faster data acquisition for





C O N C L U S I O N
In this work, we investigated three methods that extend the resolution
of a fluorescence microscope in different directions.
In Chapter 3, we showed how image scanning microscopy (ISM)
can be used to increase the lateral resolution of a confocal spinning
disk setup. To this end, no modifications on the optical path of the mi-
croscope were necessary. We developed a µManager plugin to control
the synchronization of the spinning disk rotation with the illumina-
tion which will be freely available. The CSDISM resolution improve-
ment is comparable to other ISM based methods in the literature [65,
67–69], while maintaining a low complexity of the setup. In fact, it is
easily possible to upgrade existing confocal spinning disk systems to
a CSDISM system.
In Chapter 4, we used metal-induced energy transfer (MIET) to co-
localize single emitters on a DNA origami structure along the optical
axis. The axial resolution of most fluorescence microscopy methods
is lower than the lateral resolution. This is especially true for conven-
tional superresolution methods like STED, STORM, or PALM which
achieve a lateral resolution below 20 nm. With MIET, we resolved
two emitters 30 nm apart from each other and measured their intra-
molecular axial distance with 5 nm precision. MIET offers a range of
more than 100 nm which is an order of magnitude larger than the dis-
tances accessible by FRET. Thus, MIET can be used to study the struc-
ture of large biomolecular complexes that are too large for FRET yet
too small for conventional (lateral) superresolution microscopy. Fur-
thermore, the range and sensitivity of MIET can be tuned by choosing
different materials such as indium tin oxide, enabling measurements
with sub-nanometer accuracy [147]. The combination with a lateral
superresolution technique can enable 3D imaging with an isotropic
resolution of a few nanometers. This would allow to measure intra-
molecular distances with unprecedented resolution and open a new
chapter in the field of structure determination of biomolecular com-
plexes.
In Chapter 5, we developed a dead-time correction that can be used
for fast FLIM imaging. We estimated that a speed-up of 40× is possi-
ble which drastically increases the data acquisition speed. This allows
high-throughput applications of FLIM [148] or to increase the frame
rates to follow fast processes in cells. Apart from FLIM, the correction
algorithm is applicable to other TCSPC based techniques such as li-
dar or fluorescence anisotropy. In fact, the model of dead-time effects
can be applied to all single event counting devices with a constant
electronic and detector dead-time. Apart from correcting the TCSPC
conclusion
histogram, also the intensity is estimated. This might be interesting
for counting based method to measure radiation in particle and high-
energy physics.
In conclusion, we have presented the increase of the lateral resolu-
tion of a fluorescence microscope by CSDISM, the increase of the axial
resolution by MIET, and the possibility to increase the time resolution
(in terms of the frame rate) of a FLIM microscope by correcting dead-
time distortions that limit the frame rate. In addition to the resolution
improvement, the three methods have the advantage that they require
standard instruments with little to no additional hardware, making
them accessible for many researchers: For the dead-time correction,
any TCSPC-based FLIM microscope can be used. MIET requires a
standard FLIM microscope as well and metal-coated cover slips on
the sample side. For the CSDISM, an existing CSD setup can be up-
graded with an FPGA card and then used with our software. We hope
that this accessibility enables many researchers to make use of these
techniques and facilitate new discoveries.
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other contributions
a.1 cell–substrate dynamics of the epithelial-to-mesenchymal
transition
In this work, we studied the dynamics of the cell-substrate distance
during the epithelial-to-mesenchymal transition. Epithelial cells are
highly polar cells and connect to each other to form epithelial sheets.
These cells can become migratory mesenchymal stem cells which can
differentiate into a variety of other cell types. This process of chang-
ing the phenotype is called the epithelial-to-mesenchymal transition
(EMT) and is important in embryogenesis, fibrosis, wound healing,
and cancer progression. In contrast to the epithelial cells, mesenchy-
mal stem cells lack polarization and are usually widely dispersed.
Therefore, the EMT is accompanied by changes of the dynamics of
cell-cell and cell-substrate interactions. Two phases of the EMT have
been described: During the transitional state I, cells show an increase
in cell-substrate dynamics for 4-9 h. In the following transitional state
II, cell adhesion leads to an increase and suppression of the fluctua-
tions due to the complete loss of cell-cell contacts. However, a precise
picture of the process on a cellular or even subcellular level is lacking
due to limited spatial resolution especially along the optical axis.
Figure A.1: Cell–Substrate Dynamics of the Epithelial-to-Mesenchymal Tran-
sition. In the graph, the average cell-substrate distance is shown for un-
treated (blue) and TGF-β1 treated cells (red). The height initially increases
by more than 20 nm when EMT is induced by TGF-β1. The height is restored
about 20 h after the treatment. Above, schematic drawings of cells show the
ordered epithelial state, the transitional state I with dissolution of cell-cell
contacts, the transitional state II where cells adhere to the substrate by form-
ing actin stressfibers (red lines), and the mesenchymal state where cells are
fully spread. The figure was reproduced from Ref. [149].
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epithelial-to-mesenchymal transition
Here, we used metal-induced energy transfer (MIET) to follow the
dynamics of the cell-surface distance. MIET allows to measure the
distance of the basal membrane to the surface with about 3 nm accu-
racy. We used the transforming growth factor-β1 (TGF-β1) to induce
the EMT in NMuMG cells, and then measured the height of the basal
membrane above the surface at different stages of the EMT. Our re-
sults show that the cell-substrate distance increases during the initial
stage of the EMT (see Fig. A.1). We found that this is accompanied
by a reduction in the number of focal adhesion points which enables
the cells to lift-off from the surface. Then, the cell-substrate distance
decreases again until the initial distance is restored. We propose that
during EMT, the cells enter a state of increased vertical motility due
to dynamic remodeling of adhesion sites. This state is transient and
the mesenchymal cells eventually become quiescent again, assuming
the smaller cell-substrate distance is an indicator of higher adhesion
forces.
In conclusion, the MIET measurements enabled us to follow the
cell-substrate dynamics of NMuMG cells undergoing EMT with un-
precedented resolution. Our findings will help to better understand
cellular remodeling processes associated with wound healing, embry-
onic development, cancer progression, or tissue regeneration.
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a.2 quantifying microsecond transition times using fluo-
rescence lifetime correlation spectroscopy
In this work, we measure fast photophysical transitions within a fluo-
rescent protein which allows new insights into its complex photo-
physical dynamics. Many fluorescent proteins are complex emitters
and have more than one emission state. These states are often at-
tributed to local charge density fluctuations in the vicinity of the
chromophore, for example via the interaction of hydrogen bonds or
amino-acids with the chromophore. Conformational changes such as
amino-acid rotations or rearrangements have been also observed in X-
ray crystal structures. Although these states differ in their excitation
and emission spectra, they are difficult to resolve because the differ-
ences are small compared to the thermal broadening of the spectra at
room temperature. The excited state lifetime provides an alternative
means to probe the different states. Rapid switching between emit-
ting states leads to fluctuations in the excited state lifetime. However,
the ability to measure lifetime fluctuations with TCSPC are severely
limited by the count rate of a single emitter which are on the order of
103 − 104 Hz. Here, we used a correlation-based analysis to study the
lifetime fluctuations: Fluorescence lifetime correlation spectroscopy
(FLCS) enables the calculation of intensity correlation functions for a
specific lifetime. This is achieved by statistically unmixing the inten-
sity contributions of a mixture of emitters with different fluorescence
lifetimes.
Figure A.2: Quantifying Microsecond Transition Times Using FLCS. Auto-
and cross-correlation functions for the two EGFP states 1 and 2 are shown
together with their fits (solid lines). The measurement was performed in so-
lution at pH 6.0. The inset shows the proposed model of switching between
the two states and a dark state D together with the measured switching
times. On the right, the crystal structure of the inside of the β-barrel of
EGFP with the chromophore in the center is shown. The interaction of the
chromophore with a neighboring amino-acid residue that undergoes rota-
tional isomerization induces the microsecond fast switching. The figures
were reproduced from Ref. [150].
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A.2 quantifying microsecond transition times using
fluorescence lifetime correlation spectroscopy
Here, we studied the emission states of the enhanced green fluores-
cent protein (EGFP). This protein is widely employed in fluorescence
microscopy to label biological structures of interest and is known to
exhibit two bright states and a dark state. From the FLCS measure-
ment, we extracted the transition rates between the three states as
shown in Fig. A.2. The switching between the bright states was on the
order of microseconds, whereas the transition to the dark state was
an order of magnitude slower. The transition rate to the dark state
has been measured by ordinary fluorescence correlation spectroscopy
(FCS) before, but we showed that the transition rate estimated from
an FCS measurement is biased if there is an additional, fast switch-
ing between bright states as for EGFP. Furthermore, we measured the
emission and excitation spectra of EGFP based on the two distinct
fluorescence lifetimes of the protein. The spectra were highly overlap-
ping which emphasizes the benefit of using the fluorescence lifetime
to distinguish between the states. Moreover, we investigated the ori-
gin of the observed states: The origin of the dark state is known from
literature and is attributed to the protonation-deprotonation dynam-
ics of the chromophore. We related the observed two bright states to
two conformers of the amino-acid E222 inside the β-barrel. These con-
formers were reported by X-ray studies of EGFP and differ mainly by
a rotation of the E222 residue which changes the interaction with the
chromophore.
Our experiment is the first to quantify fast photophysical transi-
tions within a complex emitter using FLCS. We found a microsecond
fast switching between the two fluorescent states of EGFP which we
attribute to the rotational isomerization of an amino-acid close to the
chromophore. Our experiment demonstrated the power of FLCS to
study fast transition dynamics of a complex photophysical system
and we hope that the method will be applied to a broad range of




a.3 nanobody detection of standard fluorescent pro-
teins enables multi-target dna-paint with high re-
solution and minimal displacement errors
In this work, we demonstrate superresolution imaging of cellular or-
ganelles with nanobodies that minimizes the displacement error to
the structure of interest. Superresolution fluorescence microscopy al-
lows cell biologists to study cellular structures and proteins of interest
at the nanoscale. DNA-PAINT is a superresolution techniques that is
neither affected by fluorophore bleaching nor limited by the number
of spectrally distinguishable fluorophores for multi-target imaging.
It is based on the transient binding and unbinding of short fluores-
cently labeled oligonucleotides to complementary docking strands,
labeling the structure of interest. Because the binding of the oligonu-
cleotide to the docking strand is sequence-specific, sequential imag-
ing of different targets can be realized (Exchange-PAINT). A resolu-
tion below 10 nm for more than ten targets has been demonstrated
on DNA origami structures. However, if the protein of interest is la-
beled by conventional antibody immunostaining, the pure size of a
primary-secondary antibody complex introduces a displacement of
up to 25 nm between the target and the fluorophore. This is also
known as the linkage error and seriously limits the imaging reso-
lution of superresolution microscopy. Several small probes have been
developed to overcome this problem, among them aptamers and single-
domain antibodies (nanobodies). But of these, only few probes for dif-
ferent targets are available, limiting the applicability of these probes.
Figure A.3: Multi-Target Exchange-PAINT with Nanobodies. Fluorescent
proteins were fused to the protein of interest and expressed in cells. Nano-
bodies modified with a short oligonucleotide for DNA-PAINT bound specif-
ically to one of the fluorescent proteins (mTagBFP, EGFP, and mCherry).
DNA-PAINT imaging was performed with an imager specific to the dock-
ing strand on the nanobody. By sequentially introducing the different im-
ager strands, a multi-targt superresolution image was obtained. This figure
was created by Roman Tsukanov.
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A.3 multi-target exchange-paint with nanobodies
Here, we used small camelid nanobodies with a size of 2 to 3 nm
which effectively minimize the fluorophore-target distance. The nano-
bodies against three different standard fluorescent proteins were mod-
ified with a docking strand for DNA-PAINT imaging. Cells were
transfected with plasmids expressing the fluorescent proteins fused
to a protein of interest to label the chromatin, the mitochondria, and
the golgi-apparatus, respectively. We performed Exchange-PAINT ex-
periments for three targets on a custom-built widefield setup with a
programmable microfluidic setup. We achieved a resolution of 20 nm
within 35 minutes of acquisition per target. Superresolution images
of the mitochondria, the golgi-apparatus, and the chromatin distribu-
tion were obtained, see Fig. A.3. The structures in the superresolved
images were in agreement with the direct observation of the fluores-
cent proteins.
In summary, we demonstrated multi-target superresolution imag-
ing of cellular organelles with Exchange-PAINT and nanobodies. Since
we used readily available nanobodies against standard fluorescent
proteins, our method enables researchers who use conventional fluo-
rescent proteins to obtain superresolved images of at least three com-
mon proteins with minimal fluorophore-target displacement error.
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