For ease of notation, we define z 1 vu 2 ≡ E F * [Z 1 V U 2 ], Ω z 1 z 1 u 2 ≡ E F * [Z 1 Z 1 U 2 ] and Ω vvu 2 ≡ E F * [V V U 2 ]. The Jacobian matrices are
Let Z 2 = (Z 1 Z * ) . The variance-covariance matrix of the moment conditions is
By definition, Ω 1 F is the leading r 1 × r 1 submatrix of Ω 2 F . Let F denote the joint distribution of W = (Y Z 1 Z * X ) induced by θ 0 , δ 0 , and F * . By definition, we can write
where Ω 2 1r F = z 1 u 3 δ 0 + z 1 vu 2 = Ω 2 r1 F and
Therefore, the parameter v F defined in (3.4) depends on F through F * and δ 0 , and its dependence on F * is through v * F * , where v * F * = Ω u 2 u 2 Ω uu vec( z 1 x ) vec( ux ) vec( vx ) vech(Ω z 1 z 1 u 2 ) vec( z 1 u 3 ) vec( z 1 vu 2 ) vec( u 3 v ) vech(Ω vvu 2 ) (D.5)
Define
In the proof of Lemma D.1 below, we show that ρ 2 max < ∞ (see (D.14) and (D.18)). Moreover, we have ρ 2 min > 0, C W < ∞ and C < ∞ by Assumptions D.1(iii), D.1(ii) and D.1(vii) respectively. Define Let Θ 0 be a nonempty set in R d θ . Define B Θ 0 ≡ θ ∈ R d θ : θ − θ 0 ≤ ρ −4 2 min ρ 3 2 max C C 2 W for any θ 0 ∈ Θ 0 (D.8)
Let {c j C j } r * j=1 be a set of finite constants. We next provide the low-level sufficient conditions for Assumptions 3.1, 3.2, and 3.3.
Assumption D.1. The following conditions hold:
(i) E F * [V ] = 0, E F * [U] = 0, E F * [Z 1 U] = 0 r 1 ×1 and E F * [V U] = 0 r * ×1 for any F * ∈ F * ;
(ii) sup F * ∈F * E F * [ X 4+γ + Z 1 4+γ + V 4+γ + U 6 ] < ∞ for some γ > 0;
(iii) inf F * ∈F * E F * [U 2 ] > 0, inf F * ∈F * ρ min ( xz 1 z 1 x ) > 0 and inf F∈F ρ min (Ω 2 F ) > 0;
(iv) inf F * ∈F * inf δ∈B c ρ 2 δ −1 ( xz 1 Ω −1 z 1 z 1 u 2 z 1 vu 2 − xv )δ + xz 1 Ω −1 z 1 z 1 u 2 z 1 u 3 − xu > 0; (v) the set {v * F * : F * ∈ F * } is closed;
(vi) θ 0 ∈ Θ 0 , B Θ 0 ⊂ int(Θ) and Θ is compact;
(vii) δ = [c 1 C 1 ] × · · · × [c r * C r * ] where c j < 0 < C j for j = 1 r * .
Lemma D.1. Suppose that {W i } n i=1 are i.i.d. and generated by the linear model (3.6) and (3.8) in CLS. Then under Assumption D.1, F satisfies Assumptions 3.1, 3.2, and 3.3.
For the linear IV model, Lemma D.1 provides simple conditions on θ 0 , δ 0 and F * on which uniformity results are subsequently established.
Proof of Lemma D.1. By Assumption D.1(i) and the definition of G 1 F ,
which together with Assumption D.1(iii) implies that θ F = θ 0 and hence E F [g 1 (W θ F )] = 0 r 1 ×1 . Also θ F ∈ int(Θ) holds by θ F = θ 0 and Assumption D.1(vi). This verifies Assumption 3.1(i). By (D.9) for any θ ∈ Θ with θ − θ F ≥ ε and any F ∈ F
which combined with Assumption D.1(iii) and G 1 F = − xz 1 F * implies that
This verifies Assumption 3.1(ii). Next, we show Assumption 3.1(iii). Let Z 2 ≡ (Z 1 Z * ) . By the Lyapunov inequality, Assumptions D.1(i)-(ii) and D.1(vii),
By (D.12), the Hölder inequality, the Lyapunov inequality and Assumption D.1(ii),
which together with the definition of G 2 F and the Cauchy-Schwarz inequality implies that
Similarly, by the Cauchy-Schwarz inequality, the Lyapunov inequality, Assumptions D.1(ii) and D.1(vii), we have
By (D.12), (D.15), Assumption D.1(ii), the Lyapunov inequality, and the Hölder inequality, we have
By the definition of Ω 2 F , the triangle inequality, the Cauchy-Schwarz inequality and the results in (D.16) and (D.17),
We then show that θ * F ∈ int(Θ). By the triangle inequality, the Cauchy-Schwarz inequality and the Hölder inequality,
for any F ∈ F , where C W < ∞ by Assumptions D.1(ii) and (vii). Since
which implies that for any F ∈ F ,
To show Assumption 3.1(iii), we write
which together with (D.18), (D.21), and Assumption D.1(iii) implies that
This verifies Assumption 3.1(iii). Next, we verify Assumption 3.1(iv). Let Ω
where Ω 2 1r F and Ω 2 rr F are defined in (D.4). Then
by the formula of the inverse of partitioned matrix. For any δ 0 ∈ δ with δ 0 > 0, we have and
Therefore, for any F ∈ F with δ 2 F = Ω uu (0 1×r 1 δ 0 ) and δ 0 > 0,
2 F δ 0 and the inequality is by (D.28). By (D.28) and the definition of B c ρ 2 , δ 0 ∈ B c ρ 2 . Therefore, (D.29) implies that
Collecting the results in (D.18) and (D.30) and then applying Assumption D.1(iv), we get
which shows Assumption 3.1(iv) with τ = 1. Assumption 3.1(v) is implied by Assumption D.1(vii). This finishes the verification of Assumption 3.1.
To verify Assumption 3.2, note that g 2 (W θ) = Z 2 (U − X (θ − θ 0 )), g 2 θ (W θ) = −Z 2 X and g 2 θθ (W θ) = 0 (r 2 d θ )×d θ . Therefore, Assumption 3.2(i) holds automatically. Moreover, Assumption 3.2(ii) is implied by Assumption D.1(ii) and the assumption that Θ is bounded. Assumptions 3.2(iii)-(iv) follow from Assumption D.1(iii).
We next verify Assumption 3.3. By definition,
is the image of Λ * × δ under a continuous mapping. By Assumption D.1(ii) and the Hölder inequality, Λ * is bounded which together with Assumption D.1(v) implies that Λ * is compact. Since δ is also a compact set by Assumption D.1(vii), we know that Λ * × δ is compact. Therefore, Λ is compact, and hence closed. This verifies Assumption 3.3(ii).
for some fixed constants C 1 and C 2 . This verifies Assumption 3.3(i) with κ = 1/4. First, if δ = 0 r * ×1 , then we set F to be F which is induced by δ 0 , θ 0 and F * with δ 0 = 0 r * ×1 . By definition, G 2 F = G 2 F , Ω 2 F = Ω 2 F , and δ F = δ F = δ 0 Ω uu = 0 = δ which implies that (D.33) holds.
Second, consider any δ ∈ R r * with 0 < δ < ε F . Define δ 0 = δΩ −1 uu . Since δ < ε F and ε F = Ω uu c ,
which combined with the definition of δ implies that δ 0 ∈ δ . Let F be the joint distribution induced by δ 0 , θ 0 , and F * . By the definition of F , we have F ∈ F . Moreover,
which verifies the equality in (D.33). By definition,
which together with the Cauchy-Schwarz inequality and the Hölder inequality implies that
which together with (D.34), (D.37), and the definition of δ implies that
uu is finite. To show the last inequality in (D.33), note that by definition θ F = θ 0 = θ F , and hence
Collecting the results in (D.40), (D.41), (D.42), and (D.43), and applying the triangle inequality, we get
By Assumption D.1(ii) and the Lyapunov inequality,
By the Hölder inequality,
Similarly, we can show that
Combining the results in (D.44), (D.46), (D.47), and (D.48), and applying the Cauchy-Schwarz inequality, we get
where C 2 1 = C 2 0 (3c 3/4 + c 7/4 ), the second inequality is by (D.34) and the definition of δ.
By (D.45), Assumption D.1(ii) and the definition of c ,
Next, note that
uu c 7/4 }, the second inequality is by the Cauchy-Schwarz inequality, the third inequality is by the Hölder inequality. By Assumption D.1(ii) and the definition of c ,
By the definition of Ω 2 F in (D.2), we can use the triangle inequality and the results in (D.49) and (D.52) to deduce that
where C 2 = C 2 1 + C 2 2 and C 2 < ∞ by (D.50) and (D.53), which proves the second inequality in (D.33). This verifies Assumption 3.3(i) with κ = 1/4.
Proof of Lemma 3.1. Next, we apply Lemma D.1 to prove Lemma 3.1 in the paper. For convenience, the conditions of Lemma 3.1 are stated here. The proof verifies the conditions of Lemma D.1 with the following conditions in a Gaussian model. Let F * denote the set of normal distributions which satisfies:
3) in the Appendix of CLS);
(iv) θ 0 ∈ int(Θ) and Θ is compact and large enough such that the pseudo-true value θ * (F) ∈ int(Θ);
j=1 is a set of finite constants with c j < 0 < C j for j = 1 r * .
Specifically, we assume that Condition (ii) of Lemma 3.1 holds with some constants c ρ and C ρ such that
for some positive constant c and
By ρ min (Ψ ) ≥ c ρ and φ u = 0, we have E F * [U 2 ] ≥ c ρ for any F * ∈ F * , and hence inf F * ∈F * E F * [U 2 ] > 0. Let F denote the distribution of W induced by F * with mean φ and variance-covariance matrix Ψ . By definition,
holds by ρ min ( xz 1 z 1 x ) ≥ c ρ > 0 for any F * ∈ F * . Since z 1 u = 0 r 1 ×1 and vu = 0 r * ×1 for any F * ∈ F * , U is independent with respect to (Z 1 V ) under the normality assumption. Therefore, by Condition (i) of Lemma 3.1,
This completes the proof of Assumption D.1(iii).
By (D.61) and (D.62),
. Moreover, by φ u = 0, the normality assumption and the independence between U and (Z 1 V ) , we have Ω z 1 z 1 u 2 = Ω uu z 1 z 1 , z 1 vu 2 = Ω uu z 1 v , and z 1 u 3 = 0 r 1 ×1 , which implies that
Under Condition (i) of Lemma 3.1 and the normality assumption,
of Lemma 3.1 for any n. Let φ and Ψ denote the limits of φ n and Ψ n under the Euclidean norm, respectively. We first show that Conditions (i)-(iii) of Lemma 3.1 hold for ( φ Ψ ). Since φ u n = 0, z 1 u n = 0 r 1 ×1 and vu n = 0 r * ×1 for any n, we have φ u = 0, z 1 u = 0 r 1 ×1 and vu = 0 r * ×1 which shows that ( φ Ψ ) satisfies Condition (i) of Lemma 3.1. Since φ n → φ and φ n 2 ≤ C ρ for any n, we have φ 2 ≤ C ρ . By the convergence of (φ n Ψ n ), xz 1 n → xz 1 . Since the roots of a polynomial continuously depends on its coefficients, we have ρ min xz 1 n xz 1 n → ρ min xz 1 xz 1 ρ min (Ψ n ) → ρ min ( Ψ ) and
which together with the assumption that xz 1 n and Ψ n satisfy Condition (ii) of Lemma 3.1 implies that
This shows that Condition (ii) of Lemma 3.1 holds for ( φ Ψ ). For any δ ∈ B c N ρ , by the triangle inequality, the Cauchy-Schwarz inequality and δ ≥ c 2
which together with the convergence of (φ n Ψ n ) and Conditions (ii)-(iii) of Lemma 3.1 implies that
for any n. Let n go to infinity, we get
This shows that Condition (iii) of Lemma 3.1 also holds for ( φ Ψ ). Hence the set of (φ Ψ ) which satisfies Conditions (i)-(iii) of Lemma 3.1 is closed. By Conditions (i)-(ii) of the lemma, we know that this set is compact because it is also bounded. Let F * denote the normal distribution with mean φ and variance-covariance matrix Ψ . Then v * F * is the image of (φ Ψ ) under a continuous mapping, which implies that {v * F * : F * ∈ F * } is compact. Therefore, the set {v * F * : F * ∈ F * } is compact, and hence closed. This proves Assumption D.1(v).
Appendix E: Proof of some auxiliary results in Sections 4 and 5 of CLS
r 2 ) component of g 2 (w θ). By the mean value expansion, g 2 j (w θ 1 ) − g 2 j (w θ 2 ) = g 2 j θ (w θ 1 2 )(θ 1 − θ 2 ) (E.1) for any j = 1 r 2 , where θ 1 2 is some vector between θ 1 and θ 2 . By (E.1) and the Cauchy-Schwarz inequality
for any j = 1 r 2 . By (E.2), we deduce that
. This immediately proves the claim in (i). The claim in (ii) follows by similar argument and its proof is omitted.
(iii) By the mean value expansion,
for any j 1 j 2 = 1 r 2 , where θ 1 2 is some vector between θ 1 and θ 2 and may take different values from the θ 1 2 in (E.1). By (E.4), the triangle inequality and the Cauchy-Schwarz inequality
for any j 1 j 2 = 1 r 2 , where the second inequality is by the simple inequality that |ab| ≤ (a 2 + b 2 )/2. By (E.5),
Using the triangle inequality, and the inequality in (E.2), we deduce that
for any j 1 j 2 = 1 r 2 . By (E.7),
By the definition of Ω 2 F (θ), the triangle inequality and the results in (E.6) and (E.8)
which immediately proves the claim in (iii).
Proof of Lemma B.3. By Lemma B.1(i),
uniformly over θ ∈ Θ. As g 1 (W θ) is a subvector of g 2 (W θ), by (E.10) and Assumption 3.2(ii),
uniformly over θ ∈ Θ. By Assumptions 3.1(i)-(ii) and F n ∈ F , M 1 F n (θ) M 1 F n (θ) is uniquely minimized at θ F n , which together with the uniform convergence in (E.11) implies that
To show the consistency of Ω 2 , note that
where the first equality is by the definition of Ω 2 , the second equality holds by (E.10), Lemma B.1(ii) and Assumption 3.2(ii), the third equality follows from the definition of Ω 2 F n (θ), and the last equality holds by Lemma B.2(iii) and (E.12). This shows the consistency of Ω 2 .
In the rest of the Supplemental Appendix, we use C denote a generic fixed positive finite constant whose value does not depend on F or n.
Proof of Lemma B.4. As g 1 (θ) is a subvector of g 2 (θ), and Ω 1 n is a submatrix of Ω 2 n , using (E.10), (E.13), and Assumptions 3.2(ii)-(iii), we have
uniformly over Θ. By Assumptions 3.2(ii)-(iii),
which together with Assumptions 3.1(i)-(ii) implies that M 1 F n (θ) Ω −1 1 F n M 1 F n (θ) is uniquely minimized at θ F n . By the standard arguments for the consistency of an extremum estimator, we have
Using (E.16), Lemma B.1(iv) and Assumption 3.2(ii), we have
where the first equality follows from Lemma B.1(iii) and the second equality follows by (E.16) and Lemma B.2(ii). From the first-order condition for the GMM estimator θ 1 , we deduce that
where the second equality follows from Assumptions 3.2(ii)-(iii), (E.13), (E.17), and (E.18). By (E.19), E F n [g 1 (W θ F n )] = 0, and Assumption 3.2,
By Assumptions 3.2 and Lemma B.1(v), 1 F n = O(1), and μ n (g 1 (W θ F n )) = o p (1), which together with (E.20) implies that
where 1 F n μ n (g 1 (W θ F n )) = O p (1). This completes the proof.
Proof of Lemma B.5. By (E.10), (E.13), and Assumptions 3.2(ii)-(iii), we have
uniformly over Θ. By Assumption 3.1(iii), Q F n (θ) is uniquely minimized at θ * F n . The consistency result θ 2 − θ * F n → p 0 follows from standard arguments for the consistency of an extremum estimator.
Proof of Lemma B.6. By the definition of θ 2 ,
By (E.13) and Assumptions 3.2(ii)-(iii),
with probability approaching 1. By Lemma B.1(i), M 1 F n (θ F n ) = 0 r 1 ×1 and δ F n = o(1),
which combined with (E.23) and (E.24) implies that
Moreover, by (E.26), Lemma B.1(i) and the triangle inequality,
The first result in Lemma B.6 follows by (E.28) and the unique identification of θ F n maintained by Assumptions 3.1(i)-(ii).
Using θ 2 − θ F n = o p (1), Lemma B.1(iv) and Assumption 3.2(ii), we have
where the first equality follows from Lemma B.1(iii) and the second equality follows by θ 2 − θ F n = o p (1) and Lemma B.2(ii). From the first-order condition for the GMM estimator θ 2 , we deduce that
where the second equality follows from Assumptions 3.2(ii)-(iii), (E.13), (E.29), and (E.30). By (E.31) and Assumption 3.2,
Proof for the claim in equation (4.3). Consider the case n 1/2 δ F n → d ∈ R r * . By Lemma 4.1,
where Z d 2 F has the same distribution as Z 2 F + d 0 . This implies that
Now we consider E[λ F (ω)] using the equalities in Lemma B.9 below. First,
where the last equality holds by Lemma B.9. Third,
by Lemma B.9. Combining the results in (E.35)-(E.37), we obtain
It is clear that the optimal weight ω * F in (4.3) minimizes the quadratic function of ω in (E.38).
Proof of Lemma B.9. By construction, * 1 F d 0 = 0 d θ ×1 . For ease of notation, we write Ω 2 F and G 2 F as
To show part (c), note that *
Proof of Lemma 4.2. We first prove the consistency of Ω k , G k , and Σ k for k = 1 2. By Lemma 4.1, we have θ 1 = θ F n + o p (1). Using the same arguments in showing (E.13), we can show that
where the second equality is by the assumption of the lemma that v F n → v F for some F ∈ F . As Ω 1 is a submatrix of Ω 2 , by (E.42) we have
By the consistency of θ 1 and the same arguments used to show (E.30), we have
where the second equality is by (B.10) which is assumed in the lemma. As n −1 × n i=1 g 1 θ (W i θ 1 ) is a submatrix of n −1 n i=1 g 2 θ (W i θ 1 ), by (E.44) we have
From Assumption 3.2, (E.42), (E.43), (E.44), and (E.45), we see that Ω k and G k are consistent estimators of Ω k F and G k F , respectively, for k = 1 2. By the Slutsky theorem and Assumption 3.2, we know that Σ k is a consistent estimator of Σ k F for k = 1 2.
In the case where n 1/2 δ F n → d ∈ R r * , the desired result follows from Lemma 4.1, the consistency of Σ 1 F and Σ 2 F , and the CMT. In the case where n 1/2 δ F n → ∞, ω eo → p 0 because n 1/2 θ 2 − θ 1 → p ∞ and
by Lemma 4.1.
Proof of Lemma B.15. By definition,
where Z 1 ∼ N(0 r 1 I r 1 ×r 1 ). By Assumptions 3.2(ii) and 3.2(iv), and the fact that Υ is a fixed matrix,
where the second inequality is by E[(Z 1 Z 1 ) 2 ] ≤ 3r 1 + r 1 (r 1 − 1) = r 2 1 + 2r 1 which is implied by the assumption that Z 1 is a r 1 -dimensional standard normal random vector. The first inequality of this lemma follows as the upper bound in (E.49) does not depend on F .
For any F ∈ F , define
By the Cauchy-Schwarz inequality and the simple inequality |ab| ≤ (a 2 + b 2 )/2 (for any real numbers a and b),
where the equality is by * 1 F d 0 = 0 d θ ×1 (which is proved in Lemma B.9). By (E.50) and the simple inequality (a + b) 2 ≤ 2(a 2 + b 2 ) (for any real numbers a and b),
By the first inequality of this lemma, we have sup h∈H E[(ξ 1 F Υ ξ 1 F ) 2 ] ≤ C. Hence by (E.51), to show the second inequality of this lemma, it is sufficient to prove that
Recall that we have defined A F = Υ (Σ 1 F − Σ 2 F ) in Theorem 5.2. By the definition,
By Lemma 2.1 in Cheng and Liao (2015) , tr(A F ) ≥ 0 for any F ∈ F . This together with
By (E.54) and tr(A F ) ≥ 0,
where the equality is by A F = Υ (Σ 1 F − Σ 2 F ). By (E.55) and the simple inequality (a + b) 2 ≤ 2(a 2 + b 2 ),
By Assumptions 3.2(ii) and 3.2(iv),
for any F ∈ F and for k = 1 2. By (E.57) and the definition of Σ k F (k = 1 2),
for any F ∈ F . As Υ and Σ k F are positive definite symmetric matrix, by the standard trace inequality (tr(AB) ≤ tr(A)ρ max (B) for Hermitian matrices A ≥ 0 and B ≥ 0),
for any F ∈ F . Collecting the results in (E.56) and (E.59), we immediately get (E.52). This completes the proof.
Proof of Lemma B.16. First, note that
where the first inequality is by the Jensen's inequality, the second inequality is by the Markov inequality, the third inequality is by the monotonicity of expectation and the last inequality is by Lemma B.15. Using the same arguments, we can show that
Collecting the results in (E.61) and (E.62), and applying the triangle inequality, we deduce that
The claimed result of this lemma follows by (E.63) as C is a fixed constant. By the triangle inequality, the Jensen's inequality and Lemma B.15,
by definition and the Gaussian assumption. Let η(x) = x/(x D 2 x + 2k). Its derivative is
By Lemma 1 of Hansen (2016), which is a matrix version of the Stein's lemma (Stein (1981)),
where the fourth equality follows from
The asserted result follows from the fact that D 2 is positive semidefinite and the second term on the right-hand side of the second equality of (E.73) is always negative.
Appendix F: Asymptotic risk of the pre-test GMM estimator
In this section, we establish similar results in Theorem 5.1 for the pre-test GMM estimator based on the J -test statistic. The pre-test estimator is defined as
where J n = ng 2 ( θ 2 ) ( Ω 2 ) −1 g 2 ( θ 2 ) and c α is the 100(1 − α)th quantile of the chi-squared distribution with degree of freedom r 2 − d θ .
Theorem F.1. Suppose that Assumptions 3.1-3.3 hold. The bounds of the asymptotic risk difference satisfy
Proof of Theorem F.1. The two equalities and inequalities in the theorem follow by the same arguments in the proof of 
The asymptotic risk of the pre-test estimator θ p in Figure 2 is simulated based on the formula in (F.2).
The following lemma provides the asymptotic distribution of the pre-test GMM estimator under various sequence of DGPs, which is used to show Theorem F.1.
(a) If n 1/2 δ F n → d for some d ∈ R r * , then 0 1×r 1 d ) , and
Proof of Lemma F.1. (a) By Assumption 3.2(ii), (E.29), and (E.32),
which implies that
where d 0 = (0 1×r 1 d ) and Z is a r 2 × 1 standard normal random vector. By v F n → v F , (F.5), (F.6), and the CMT,
Recall that Lemma 4.1(a) implies that
which together with (F.7) and the CMT implies that
which completes the proof of the claim in (a). (b) There are two cases to consider: (i) δ F n > C −1 ; and (ii) δ F n → 0. We first consider case (i). As g 1 ( θ 2 ) is a subvector of g 2 ( θ 2 ), J n = ng 2 ( θ 2 ) ( Ω 2 ) −1 g 2 ( θ 2 ) ≥ nρ −1 max ( Ω 2 )g 2 ( θ 2 ) g 2 ( θ 2 ) ≥ nρ −1 max ( Ω 2 )g 1 ( θ 2 ) g 1 ( θ 2 ) (F.10) By (B.22) and (B.23) in the Appendix of CLS, θ 2 − θ F n ≥ C −1 with probability approaching 1, (F.11) which together with Assumption 3.1(ii) and Lemma B.1(i) implies that
with probability approaching 1. By (E.42) and Assumption 3.2(ii), we have ρ max ( Ω 2 ) ≤ C with probability approaching 1. (F.13)
Combining the results in (F.10), (F.12), and (F.13), we deduce that J n ≥ nC −1 with probability approaching 1, (F.14) which immediately implies that
with probability approaching 1, as c α is a fixed constant. By Lemma 4.1(b), (F.15), and the assumption that Θ is bounded, we have
where the convergence in distribution is by the CMT. We next consider the case that δ F n → 0 and n 1/2 δ F n → ∞. In the proof of Lemma 4.1, we have shown that θ 2 − θ F n = o p (1), and that (F.4) and (F.5) hold in this case. It is clear that n 1/2 g 2 (θ F n ) = μ n (g 2 (W θ F n ) + 0 r 1 ×1 n 1/2 δ F n (F.17) which implies that ng 2 (θ F n ) L F n g 2 (θ F n ) = μ n (g 2 (W θ F n ) L F n μ n (g 2 (W θ F n ) + 2 0 1×r 1 n 1/2 δ F n L F n μ n (g 2 (W θ F n ) + 0 1×r 1 n 1/2 δ F n L F n 0 1×r 1 n 1/2 δ F n (F.18) By Lemma B.1(v) and Assumptions 3.2(ii)-(iii), μ n (g 2 (W θ F n ) L F n μ n (g 2 (W θ F n ) = O p (1) (F.19)
In order to bound the third term in (F.18) from below, we shall show that for any d 0 = (0 1×r 1 d ) for d ∈ R r * with d = 1,
By definition, L F n has d θ many zero eigenvalues and r 2 − d θ many of eigenvalues of ones. The matrix G 2 F n contains the d θ many eigenvectors of the zero eigenvalues of L F n , because L F n G 2 F n = 0 r 2 ×d θ and ρ min G 2 F n G 2 F n ≥ C −1 (F.21)
Let G ⊥ F n denote the orthogonal complement of G 2 F n with G ⊥ F n G ⊥ F n = I r 2 −d θ . Then we have
for some constant vectors a 1 ∈ R d θ and a 2 ∈ R r 2 −d θ . As ρ min (G 1 F n G 1 F n ) ≥ C −1 by Assumption 3.2, we have 
which proves (F.20). By (F.20), 0 1×r 1 n 1/2 δ F n L F n 0 1×r 1 n 1/2 δ F n ≥ C −1 n δ F n 2 (F.28) which together with n δ F n 2 → ∞ implies that 0 1×r 1 n 1/2 δ F n L F n 0 1×r 1 n 1/2 δ F n → ∞ (F.29)
Collecting the results in (F.18), (F.19), and (F.29), and by the Cauchy-Schwarz inequality, we deduce that ng 2 (θ F n ) L F n g 2 (θ F n ) → p ∞, which together with (F.5) implies that
Using the same arguments in showing (F.16), we deduce that
This completes the proof. 
By the first inequality in (B.58) in the Appendix of CLS, we have sup h∈H E[(ξ 1 F Υ ξ 1 F ) 2 ] ≤ C. Hence by (F.33), to show the inequality in (F.32), it is sufficient to prove that
By definition,
for any z ∈ R, which together with Assumption 3.2 and (F.20) implies that
Under Assumption 3.2, B F ≤ C for any F ∈ F which together with the simple inequality (a + b) 2 ≤ 2(a 2 + b 2 ) implies that
for any z ∈ R. Collecting the results in (F.36) and (F.38), we get
This completes the proof. Appendix G: Simulation results on truncated risk for Section 6 Figure G .1. Finite sample truncated MSEs of the pre-test and averaging GMM estimators in S1. Note: "Pre-test(0.01)" refers to the pre-test GMM estimator based on the J -test with nominal size 0.01; "Emp-opt" refers to the averaging GMM estimator based on the empirical optimal weight; "Rest-JS" refers to the averaging estimators based on the restricted James-Stein weight, respectively. The truncation parameter for the truncated MSE is ζ = 1000. Figure G. 2. Finite sample truncated MSEs of the pre-test and averaging GMM estimators in S2. Note: "Pre-test(0.01)" refers to the pre-test GMM estimator based on the J -test with nominal size 0.01; "Emp-opt" refers to the averaging GMM estimator based on the empirical optimal weight; "Rest-JS" refers to the averaging estimators based on the restricted James-Stein weight, respectively. The truncation parameter for the truncated MSE is ζ = 1000. Figure G. 3. Finite sample truncated MSEs of the pre-test and averaging GMM estimators in S3. Note: "Pre-test(0.01)" refers to the pre-test GMM estimator based on the J -test with nominal size 0.01; "Emp-opt" refers to the averaging GMM estimator based on the empirical optimal weight; "Rest-JS" refers to the averaging estimators based on the restricted James-Stein weight, respectively. The truncation parameter for the truncated MSE is ζ = 1000.
Figure G.4. Finite sample truncated MSEs of the pre-test and averaging GMM estimators in S1. Note: "Pre-test(0.01)" refers to the pre-test GMM estimator based on the J -test with nominal size 0.01; "Emp-opt" refers to the averaging GMM estimator based on the empirical optimal weight; "Rest-JS" refers to the averaging estimators based on the restricted James-Stein weight, respectively. The truncation parameter for the truncated MSE is ζ = 1000.
Figure G.5. Finite sample truncated MSEs of the pre-test and averaging GMM estimators in S2. Note: "Pre-test(0.01)" refers to the pre-test GMM estimator based on the J -test with nominal size 0.01; "Emp-opt" refers to the averaging GMM estimator based on the empirical optimal weight; "Rest-JS" refers to the averaging estimators based on the restricted James-Stein weight, respectively. The truncation parameter for the truncated MSE is ζ = 1000.
Figure G.6. Finite sample truncated MSEs of the pre-test and averaging GMM estimators in S3. Note: "Pre-test(0.01)" refers to the pre-test GMM estimator based on the J -test with nominal size 0.01; "Emp-opt" refers to the averaging GMM estimator based on the empirical optimal weight; "Rest-JS" refers to the averaging estimators based on the restricted James-Stein weight, respectively. The truncation parameter for the truncated MSE is ζ = 1000. "Pre-test(0.01)" refers to the pre-test GMM estimator based on the J -test with nominal size 0.01; "Emp-opt" refers to the averaging GMM estimator based on the empirical optimal weight; "Rest-JS" refers to the averaging estimators based on the restricted James-Stein weight, respectively. Figure H. 2. Finite sample MSEs of the pre-test and averaging GMM estimators in S4. Note: "Pre-test(0.01)" refers to the pre-test GMM estimator based on the J -test with nominal size 0.01; "Emp-opt" refers to the averaging GMM estimator based on the empirical optimal weight; "Rest-JS" refers to the averaging estimators based on the restricted James-Stein weight, respectively. Figure H. 3. Finite sample biases and variances in S4. Note: "Pre-test(0.01)" refers to the pre-test GMM estimator based on the J -test with nominal size 0.01; "Emp-opt" refers to the averaging GMM estimator based on the empirical optimal weight; "Rest-JS" refers to the averaging estimators based on the restricted James-Stein weight, respectively.The truncation parameter for the truncated MSE is ζ = 1000. Figure H .4. Finite sample TMSEs of the pre-test and averaging GMM estimators in S4. Note: "Pre-test(0.01)" refers to the pre-test GMM estimator based on the J -test with nominal size 0.01; "Emp-opt" refers to the averaging GMM estimator based on the empirical optimal weight; "Rest-JS" refers to the averaging estimators based on the restricted James-Stein weight, respectively. The truncation parameter for the truncated MSE is ζ = 1000.
