Nowadays, Telemarketing is an interactive technique of direct marketing that many banks apply to present a long term deposit to bank customers via the phone. Although the offering like this manner is powerful, it may make the customers annoyed. The data prediction is a popular task in data mining because it can be applied to solve this problem. However, the predictive performance may be decreased in case of the input data have many features like the bank customer information. In this paper, we focus on how to reduce the feature of input data and balance the training set for the predictive model to help the bank to increase the prediction rate. In the system performance evaluation, all accuracy rates of each predictive model based on the proposed approach compared with the original predictive model based on the truth positive and receiver operating characteristic measurement show the high performance in which the smaller number of features.
Introduction
Telemarketing is an interactive technique of direct marketing that a telemarketer solicits prospective customers via the phone to make a sale of merchandise or service. The direct marketing is the marketing discovered pinpoint prospects for additional services based on the customer data collected in the database known as the database marketing. A database of potential customers can benefit greatly from the direct marketing such as communication, advertisement and analysis.
The most successful telemarketing is to focus on the quality of prospect data, attempting to predict the expected customers that have a higher probability to use the service by using data mining technique. To understand customer behavior, many banks have adopted the predictive technique based on the data mining to predict the customer data for classifying the customers before offering special services. The prediction or classification is the most important task in the data mining that is usually applied to classify the group of data [2] . Thus, many predictive models ( [3] , [4] , [6] , [7] , [9] , [10] ) have been proposed that each model has its own advantages and disadvantages vary.
One important factor affecting the performance of the prediction is the number of input feature. Especially, the information of bank customer is that normally has many features thus it makes forecasting performance of the prediction decrease. In this paper, we focus on how to reduce the feature of input data for predictive model to help banks to increase the prediction rate that the goal of scrutinization is to identify a group of customers who have a high probability to subscribe to a long term deposit. In data mining based on the feature selection, it helps the banks to predict customers' profiles whether they can trust on the customers' profiles or not if they will offer any services for customer.
The remainders of this paper are organized as follows: Section 1 describes the research objectives. Section 2 reviews of the feature selection, the predictive model algorithms and dataset. Section 3 describes the methodology in this paper. Section 4 illustrates the experimental results and discusses the performance evaluation. Finally, the conclusion is discussed in Section 5.
Related Work

Feature Selection
Feature selection ([4] , [9] ) is a method where only the relevant features will be selected, discarding the irrelevant or weak features in the dataset. Minimum set of features, which is close enough to represent the original dataset, will be selected. The selected features will form the smallest size of dataset to enable an efficient result. Feature selection algorithms typically fall into two categories; filter and wrapper approach. Filter approach filters irrelevant features out keeping a good Feature selection with data balancing 5669 feature set before learning process. On the other hand, wrapper approach searches for a good feature set using a learning algorithm.
Utilizing filter approach to generate a feature set is generally faster than wrapper approach because filter approach uses heuristics based on general characteristics of the data rather than wrapping a learning algorithm into the selection process to evaluate the merit of feature subsets.
Classification
Classification [5] is one of the most popular data mining techniques. Examples of classification applications based on classification include pattern recognition, medical diagnosis, detecting faults in industry application, and classifying financial market trends. Classification is a process of learning a function mapping a data item into one of some predefined classes. Every classification based on supervised learning is given as input a set of samples consisting of vectors of attribute values and a corresponding class.
The input of a classification is a training set which each record consists of attributes and a class label. The target of classification is to build a classification model or function, called as a classifier, which uses for predicting a class of objects whose class label that is unknown. In other words, classification is the process of finding a model which describes and distinguishes data classes in order to employ the model to detect class label. The built model may be represented in diverse forms such as IF-THEN rules, neural networks or decision trees. 
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Data Set
This study considers real data provided by The UCI Machine Learning Repository [1] . This dataset was collected from a Portuguese retail bank [8] , from May 2008 to June 2013, in a total of 41,188 phone contacts. The dataset is related with direct marketing campaigns of a Portuguese banking institution. The marketing campaigns were based on phone calls. Often, more than one contact to the same client was required, in order to access if the product (bank term deposit) would be ('yes') or not ('no') subscribed. The dataset is composed of 21 attributes including a label attribute shown in Table 1 .
Proposed Approach
In this study, the proposed approach used to enhance the predictive rate of the bank telemarketing dataset is a correlation-based feature subset selection algorithm and a dataset balancing technique. The study uses the dataset balancing techniques to make the label of dataset equivalent before using correlation-based feature subset selection algorithm to select the robust feature. In this paper, the dataset balancing technique is used for make the label of dataset equivalent by randomly selecting any data of each label out of a dataset equally. In meanwhile, the correlation-based feature subset selection algorithm is used to extract the robust features. The correlation-based feature subset selection algorithm is a heuristic for evaluating the worth or merit of a subset of features. This heuristic consider of individual features for predicting the class label including the level of inter correlation among them. Its hypothesis is "Good feature subsets contain features highly correlated with the classification, yet uncorrelated to each other" [6] . In equation (1), it shows the equation of heuristic.
Where is the heuristic merit of a feature subset S containing k features, ̅̅̅̅ is the average feature-class correlation, and ̅̅̅̅ is the average feature-feature inter correlation [10] . In fact, equation (1) 
Performance Evaluation
In order to evaluate our proposed approach, the data sets from the UCI repository [1] the bank telemarketing dataset and C4.5 algorithm are used. Moreover, 10-fold cross-validation which is Cross-Validation is a statistical method of evaluating and comparing learning algorithms by dividing data into two segments: one used to learn or train a model and the other used to validate the model is used also.
Note that the measurement in this paper of the experimental results is based on the standard metrics for evaluations of accuracy rate for truth positive (TP) and receiver operating characteristic (ROC) known as a relative operating characteristic curve that is used for comparing two operating characteristics (TPR and FPR) as the criterion changes.
This section shows the accuracy rate and ROC rate of the proposed approach compared with 2 methods as follows:
1. Method 1 -entire features without using the dataset balancing technique and the feature selection algorithm. 2. Method 2 -the correlation-based feature subset selection algorithm without employing the dataset balancing technique. From Table 2 , it shows all accuracy rates each method that is quite high; however, the proposed method can provide the highest rate than the others. Moreover, the method 2 that used the same algorithm as the proposed method but it did not utilize the dataset balancing technique can give higher rate than the method 1. In the meanwhile, when their ROC rate of each method was considered, the proposed method can demonstrate it has more effective than any other methods because its ROC rate is highest while the method 1 gives the worst ROC rate. Therefore, the proposed method can enhance the performance of the predictive model effectively as the proposed method can provide the highest rates of TP rate and ROC rate.
Conclusion
This paper presents an improved predictive model by utilizing the feature selection and the dataset balancing technique for the bank telemarketing prediction. The experimental results showed that our proposed approach can improve the performance of the predictive model with the number of smaller features. Note that our proposed method can enhance the predictive model performance both of the TP rate and the ROC rate while it employs the smaller storage space, reduces the computation time and gains the higher predictive performance.
