Choice-based revenue management (RM) problems use discrete choice models to predict product-level demands. The estimation of choice-based RM models involves solving for choice parameters as well as an arrival rate. The latter represents a measure of unconstrained demand, i.e., the population of customers who arrive and purchase a product from our firm as well as those who arrive and either decide to purchase a product from a competitor or not to purchase at all. Talluri and van Ryzin were the first to propose a parameter estimation method for this problem in 2004. However, their method, which uses ExpectationMaximization (EM) routines to solve an expected log likelihood function, exhibits prohibitively long estimation times and often leads to counter-intuitive results. We reformulate the Talluri and van Ryzin parameter estimation method using marginal (versus expected) log likelihood functions. This enables us to eliminate the use of the EM algorithm, which results in solution times that are improved by orders of magnitude. The marginal log likelihood formulation allows us to decompose the problem into two steps: one that estimates the discrete choice model parameters, and the other that estimates the arrival rate and overall market share. We discuss theoretical properties of our marginal log likelihood formulation and prove that it converges to a local (and often global) optima. The proof is based on showing how the multidimensional non-concave nonlinear objective function can be reformulated as smaller globally concave problem with an easy to find and unique solution, plus a single-dimensional nonlinear optimization problem. Simulations based on industry hotel data clearly demonstrate the superior computational performance of our decomposition method over existing methods. Our simulations also reveal that incorporating continuous (versus discrete) arrival rates into the parameter estimation method is critical in order to obtain unbiased parameter estimates.
Introduction
Understanding demand for products and services is an integral part of many fields. Recently, there has been increased interest in modeling demand as the collection of individuals' decisions using discrete choice models. In the field of revenue management, this interest is being driven by the fact that today the majority of travel reservations are made online, which makes it easy for customer to compare prices and product offerings across multiple competitors. In turn, today's market conditions are very different than those that existed when the first-generation decision support systems were developed. Traditional revenue management (RM) systems, which assume independence between the various customer segment demand distributions, have struggled to adapt to these new market conditions, leading to calls for fundamentally new "choice-based" RM systems that use discrete choice models to forecast demand. Discrete choice models are more appropriate to use in environments in which consumers can easily identify and compare multiple product offerings.
Although choice-based RM shows strong theoretical promise as a way to incorporate discrete choice models of customer behavior directly into RM systems, most firms and software providers have been reluctant to make the multi-million dollar investments required to transition to these new systems due to difficulties associated in estimating choice model parameters. In a talk at the 2011 INFORMS annual meeting, Scott Nason, the former vice-president of revenue management at American Airlines, said that the airlines will have to move to choice-based RM systems but the current methodologies are not yet sufficient to allow airlines to implement choice-based RM systems at this time. from two major complications: (1) firms using RM typically only have booking data from their own products; and, (2) a firm's booking data is often constrained because certain products are intentionally taken off of the market (this is an outcome from using capacity-based RM). Because of these complications, the estimation of choice models in RM applications is typically more challenging than in other applications, e.g., those in the retail industry. Retail sales panel data often contains the sales data of products provided by multiple firms; further, this sales data is constrained only when one of the products is out of stock. If a retailer typically stocks its products to meet predetermined high service levels, then ignoring the effect of using constrained sales data in the estimation process may not lead to significant errors in the estimated model parameter values, or to overall model forecasting performance. In RM applications, however, the decreased forecasting performance due to ignoring this constraining effect can overwhelm any benefits realized from using RM in the first place. Thus, the practice of unconstraining the historical booking data is much more critical in RM applications. Expectation-Maximization (EM) has been the dominant unconstraining method used in the choice-based RM context, but it is slow and often produces counter-intuitive results. Talluri and van Ryzin (2004) present the seminal work in this area, hereafter referred to as TvR. Their work provides a methodology for estimating a discrete choice model using data that is commonly available in an RM setting. They explicitly incorporate the discrete choice model of demand into their objective function to provide an exact analysis of the capacity allocation problem for a single-leg airline route (defined for an airline application as which set of products to offer for each time period prior to departure for each remaining unit of capacity). Subsequent research has focused on developing methods to more efficiently solve choice-based RM optimization problems or developing theoretical extensions to network-level models or models that incorporate customer segments (e.g., see Zhang and Adelman (2006) , Miranda Bront et al. (2009) , Kunnumkal and Topaloglu (2008) , Gallego et al. (2004) , Liu and van Ryzin (2008) , van Ryzin and Vulcano (2008) , Miranda Bront et al. (2009) ). However, with a few notable exceptions, the majority of the choice-based RM work to date has simply assumed that choice parameters were given. That is, only a handful of papers have investigated the estimation of choice-based RM parameters. Solving the underlying estimation problem is crucial before any of the choice-based RM work can be implemented in practice (one indication of this fact is that two of the co-authors of this paper are senior research scientists at a major U.S. airline).
In this paper, we re-examine the TvR formulation's estimation procedure for the multinomial logit (MNL) discrete choice model. We reformulate the estimation problem using marginal (versus expected) log likelihood functions, which enables us to avoid using EM and dramatically reduces solution times by orders of magnitude. We prove that our two-step algorithm, based on marginal log likelihoods, is guaranteed to converge to an asymptotically unbiased local optima. Our proof of convergence is based on showing how the multi-dimensional non-concave objective function can be reformulated as a smaller, globally concave problem with an easy to find unique solution, plus a single-dimensional nonlinear optimization problem. Our reformulation enables us to characterize local optima solutions that are likely to be encountered in practice and provides useful insights into why prior estimation results reported in the literature have been counter-intuitive. Simulations based on industry hotel data clearly demonstrates the superior computational performance of our decomposition method over existing methods and show that modeling arrival rates as continuous rates (rather than the traditional method of modeling them as discrete probabilities) is critical for obtaining unbiased parameter estimates.
Literature Review
Within the choice-based RM framework, the creation of a RM strategy, as outlined by TvR, requires finding the optimal set of products to offer for sale at any particular time in a booking curve. Solving their dynamic program formulation, however, requires that the revenue manager estimate the parameter values of the customer arrival and choice processes. The focus of our paper is on the estimation of those parameters.
We introduce a new marginal likelihood methodology for estimating choice models with constrained data, and compare our proposed methods against the estimation method of TvR, as it represents the method that is most frequently referenced in the choice-based RM literature. The difficulty in estimating the parameter values for choice models using only sales data with potential lost sales is not unique to the transportation industry, or even to the RM field. Choice models are frequently used to estimate product substitution patterns in retailing for use in determining pricing, stocking levels, and assortment planning. Vulcano, van Ryzin, and Ratliff (2011) , hereafter referred to as VvRR, provide a good review of the more general area (including non choice-based models) of estimating lost sales and substitution effects using retail transaction data, and Weatherford and Ratliff (2010) provide a review for the RM field. VvRR also provide a review of estimation methods for choice models. In particular, they review Anupindi et al. (1998) , Swait and Erdem (2002) , Campo et al. (2003) , Kök and Fisher (2007) , and Conlon and Mortimer (2009) , and point out the strengths and weaknesses of each procedure. We do not review these papers in detail here, as they do not apply to the single firm data RM problem that is the focus of our paper. In these settings, the firm often has sales data from all competing products; our focus here is on applications, such as RM in the airline and hotel industries, where the firm only has access to its own sales data.
TvR Formulation and Definition of the No Purchase Alternative
The TvR single-leg choice-based RM problem directly integrates customer choice behavior into the objective function of a dynamic program (DP). Within the DP formulation, time is divided into many small slices, each sized so that the probability that two customers might arrive in the same time slice is negligible, so that inventory can be managed in single units and each state transition within the DP only has two possible outcomes. Customer behavior is incorporated in this formulation by using discrete choice models to provide the choice probabilities in the DP. Discrete choice models are based on the concept of utility, which represents the "value" an individual places on different attributes and captures how individuals make trade-offs among different attributes. Individuals are assumed to select the alternative that offers them the maximum utility. Alternative i is chosen if the utility an individual obtains from alternative i at time t, Uti, is greater than the utility for all other alternatives in the choice set St that is available at time t. Although we cannot observe utility directly, we can observe some of the factors that influence it, allowing us to model it. The utility Uti has an observed component, Vti, and an unobserved random component, ti. The observed component, often called the systematic or representative component of utility, is typically assumed to be a linear-in-parameters function of attributes that vary across individuals and alternatives. Formally, Vti = β T Xti where β is an unknown vector of k parameters and Xti is a vector of k attributes of alternative i for a customer at time t. Those attributes often include a set of binary values which indicate the identity of each product (i.e., taking a value of 1 when the alternative is product i and 0 otherwise). In the original TvR formulation, the set of alternatives includes a "no-purchase" alternative, representing customers who decide to purchase a product from a competitor or decide not to purchase at all. As the "no-purchase" alternative has no measurable attributes, within the TvR formulation it has implied Xti values of 0 for all attributes, so that Vt = 0 for any t.
Different discrete choice models are derived via assumptions on the error terms. One of the most common discrete choice models (and the one that has been used in almost all choice-based RM problems, including TvR) is the multinomial logit (MNL) model (McFadden 1974) . The MNL model is derived by assuming the ti's are i.i.d. Gumbel random variables. Under this assumption, the choice probability for alternative i for a customer arriving at time t and the no-purchase probability are given, respectively, as:
(2.1) These probabilities are a function of not only the available choice set St, but also of the matrix of attributes Xt of the available alternatives in that choice set, attributes of the choice itself (in this context, most notably the relative time t within the booking curve that the customer arrives), and a set of parameters that need to be estimated.
It is well known that utility maximization models are only unique up to the scale of utility (Ben-Akiva and Lerman 1985) . Adding a constant to every utility value will result in an identical set of probabilities. Thus it is not possible to generate unique parameter estimates for alternative specific constants on all the alternatives, and at least one alternative in the model needs to have a fixed constant utility value in order to find the values of the other utilities in comparison to this fixed reference point. TvR choose the reference alternative to be the no-purchase alternative setting Vt = 0, but as will become evident in the next section, that choice will become restrictive. Instead, we parameterize the utility of the no-purchase alternative, denoting it as γ, and we assume that the modeler imposes other suitable restrictions (see Ferguson et al. 2011) within the β vector to ensure the parameters have unique likelihood maximizing estimates.
In the application of the MNL model in an RM dynamic program, the customer behavioral parameters β and γ, and usually the choice attributes X, are assumed fixed, and St (the set of choices to be made available at each distinct time period t) is used as the decision variable. However, finding the behavioral parameters requires observations of past behavior, where X and St are observed, and β and γ are estimated. Since our focus is on that step of the process, for notational clarity in the remainder of this article the probabilities indicated by the first expression in (2.1) are denoted simply as Pti(β, γ), the choice probability of the no-purchase alternative is denoted Pt (β, γ), and the conditionality upon the observed data is implied.
The TvR Parameter Estimation Approach
In the TvR formulation, the arrival probability (denoted by λ) is interpreted as the probability that a customer arrives to the system in a given time window of the booking horizon. Importantly, the population of customers includes those who arrive and purchase a product from our firm, as well as those who arrive and either decide to purchase a product from a competitor or not to purchase at all. However, the sales data used for estimation contains only observations of customers who arrive and purchase a product from our firm. Thus, it is impossible to distinguish between periods in which a customer arrived and did not purchase from our firm (i.e., purchased from a competitor or did not purchase at all) and periods in which a customer did not arrive.
To estimate this market size (i.e., the total number of "potential" customers) without having actual observations of no-purchase customers, TvR use the Expectation-Maximization (EM) method (e.g., see Dempster et al. (1977) , and described for the TvR application in Vulcano et al. (2010) ). The EM method avoids calculating the marginal log likelihood of only the data that is observed, and instead focuses on calculating the log likelihood of the complete data, which incorporates observed as well as some additional unobserved data. In their equation 13, TvR write a complete data log likelihood function for the sales model as
with δt as the product alternative (for example, a U-class ticket on a particular flight) that is observed to have been purchased at time t, and a(t) as an indicator variable, taking on a value of 1 if an arrival occurs at time t and 0 otherwise. The value of a(t) is observed to be 1 (and it is thus omitted as a coefficient) where t ∈ P. Where t ∈P, the value of a(t) cannot be observed, as either a customer arrives but chooses to purchase nothing, or no customer arrives. These two outcomes are indistinguishable in the data. The EM algorithm iterates between finding an expected log likelihood function given a distribution for the missing data and maximizing that function, a process which is widely accepted as effective but slow. Wu (1983) shows that when the EM algorithm converges, it converges to a local stable point of the likelihood function. Often, this represents a local maximum for the underlying marginal (i.e., observed data) log likelihood, but it could also be a saddle point or even a local minimum of that function.
Deficiencies of the TvR Parameter Estimation Approach
The only papers in the RM field that explicitly describe the choice model estimation procedure using constrained data from a single firm and that provide applications using real (or realistic) demand booking data are Vulcano, van Ryzin, and Chaar (2010) , hereafter referred to as VvRC, and VvRR. VvRC apply the TvR procedure to an airline dataset while VvRR focus on developing alternative methods to reduce the computational times associated with the TvR method. A third paper, from Talluri (2009) , also considers the parameter estimation problem, although utilizing only simplified simulations to test proposed algorithms from a theoretical point of view. All papers highlight the research need to develop computationally more efficient parameter estimation approaches. In the next two subsections, we breakdown the approaches of this recent research.
2.3.1 Attempts to improve the solution time of, or eliminate the need for, the EM algorithm.
Several authors have noted the prohibitively long computational times required by the TvR estimation procedure due to the underlying Expectation Maximization (EM) algorithm. One paper that addresses the speed of the TvR approach is VvRR, which reports on an implementation of the EM algorithm to estimate primary demands (i.e. demand that would be observed if every alternative was always available to every customer). They express time not in very small discrete slices but in larger continuous windows, which allows for the use of a Poisson arrival rate model within each window. However, they utilize an unusual MNL model form, which parameterizes choice "preference weights" (that are linearly proportional to choice probabilities) directly, which they express as v ∈ R + n , instead of beginning with choice utilities V ∈ R n and deriving the probabilities using the most common MNL construct. This approach has a few implications. Most importantly, by parameterizing the preference weights instead of the utility, they limit the application to a constants-only approach where the attributes of the alternatives beyond their identities cannot conveniently be included in the model. From a discrete choice modeling perspective, this means that no product or customer attributes are incorporated into the model (i.e., choice is not influenced by product attributes such as price). It also means that the estimated customer choice probabilities ignore the influence of relative changes in the attributes (such as the relative prices between products). To see why this is problematic, assume an airline offers a fully refundable coach class seat and a non-refundable coach class seat. If the price difference between these two products changed from a 500 dollar premium to a 100 dollar premium, then we would expect a higher percentage of customers to choose the fully refundable seat. The VvRR method, however, ignores this effect and simply estimates the probabilities as if the price difference between the products was constant over time. This assumption is particularly troubling in the airline business since most airlines have pricing departments that set prices independently of the airline's RM department and the relative price differences between the airlines' products are rarely kept constant over a booking horizon.
In addition to the lack of modeling customer utility, VvRR simplify their estimation problem by allowing the arrival rate to vary at every time period. This makes estimation easier, by allowing each period to be considered independently, but it requires the use of an exogenously determined "market potential" or market share measure, which is used to scale the modeled total arrival rate relative to the observed arrival rate. When moving from parameter estimation based on historic data to revenue optimization in future periods, the approach taken by VvRR is problematic. They suggest it is straightforward to forecast future time period arrival rates by implementing a time series analysis on the modeled and predicted arrival rate at each time period. However, in the likely event that the observed time periods contain a substantial number of periods with multiple cycles of periodicity, the user is then making predictions based on an assumption of periodicity that was ignored in the model estimation. If the arrival rate for one morning is expected to be correlated with the arrival rate for the next day (or one Monday like the next Monday, etc.) then that periodicity should be included in the modeling process as well. On the other hand, our two-step process (described in Section 3.1) incorporates stability in arrival rates over time, as well as stability in market potential over time. Although we do not address it directly in this paper, the extension of our methodology from stable constant rates to stable cyclical rates is straightforward.
2.3.2
The assumptions used to discretize time matter -especially when it comes to parameter estimation. Talluri (2009) notes another deficiency in the TvR EM approach, namely that changing the number and size of discrete time slices used can result in changes in the converged values of parameter estimates, a result which we find as well, as shown in Section 4. However, the derivation of the TvR approach assumes that the time slices are small enough to approximate a continuous arrival process. Therefore, changes in parameter estimates as the time slice size changes indicate that the discretization of time introduces a bias into the estimates.
As an alternative, Talluri (2009) proposes a heuristic for modeling the sales process as a series of purchase choices made by a finite population of customers, instead of customers arriving randomly within a finite number of time slices. The choices of the observed customers are considered first, and then the size of the population is determined based on a risk-ratio of customer counts, so that changes in the risk of no-purchases are matched against changes in the actual sales, to find an estimate of the number of potential sales. Although Talluri (2009) incorporates a number of simplifications in developing the proposed heuristic to avoid a few "messy technicalities," he finds that it still works reasonably well on a simple simulated data set. This parameter estimation approach is appealing, because, in addition to avoiding the time slice size issue, it obviates the need for the EM algorithm entirely. Thus, it is likely to be fast to compute and provide consistent results for most applications, as it incorporates solving only convex non-linear and ordinary least squares problems which have unique and generally easy-to-find solutions. However, Talluri (2009) does not yet provide direct comparisons against any other estimation methodologies, nor a test using a simulation that approximates an actual application scenario, so it is difficult to evaluate whether the simplifications incorporated in this heuristic will prove to be robust for realistic-sized problems. In addition, the implementation of the algorithm for realistic-sized problems is complicated, as it requires identifying numerous pairwise comparisons of sales rates in different time periods of each sample.
Empirical results reported in the previous literature are counterintuitive
Although numerous authors have noted computational difficulties associated with the TvR parameter estimation approach, few have noted that the model parameters estimated using the TvR procedure are dependent on the underlying starting values used in the estimation process. That is, the Expectation Maximization (EM) method used in the TvR procedure is an iterative method that requires starting values for the parameters being estimated. Using multiple starting values for the EM method is critical because the TvR procedure often converges at local saddle points or in regions of relatively slow improvement of fit. Compounding this problem, the EM formulation used by TvR excludes an error correction term which must be included in order to properly compare among converged parameter estimates and correctly select the estimates that maximize the log likelihood function. This subtle, yet important, point has been overlooked in prior empirical work and is likely one of the key reasons why arrival probabilities reported by VvRC across similar departure dates vary dramatically, to the point of being counter-intuitive.
Specifically, VvRC estimate models using actual observations of flights from New York to Florida for two particular days: March 25 and 26, 2005. Although the number of observed bookings is similar for the two days (549 and 506 recorded bookings, respectively), the estimated arrival probability, an indicator of latent demand, is much lower on the 25th than the 26th (0.1927 vs. 0.3485). This is surprising, especially in light of the fact that the apparently lower demand day, the 25th, was Good Friday, a public school holiday in New York and the start of a three day weekend for many vacationers. Both sets of these parameter estimates, however, are obtained after the EM algorithm maxed out at 300 iterations, instead of from an identified well-converged value. Selection of the "best" solutions appears to have been done against the expected log likelihood function (versus the marginal log likelihood function), which is also problematic.
TvR suggest that the log likelihood function with incomplete data is "typically ... very complex and difficult to maximize" (Talluri and van Ryzin 2004, p. 26) , although they do not actually show the formulation. If we sacrifice the separability of λ and β in the likelihood function, we can easily collapse the likelihood to its marginal form (i.e., not dependent on the unobserved a(t)),
( 2.3)
The marginal log likelihood does lack the two relatively easy to maximize components, and is indeed difficult to maximize for most practical applications, but it is not difficult to evaluate for a given set of parameters. Evaluating this function is essential in the event that the EM algorithm results in multiple candidate optimal points. The expected log likelihood generated by the EM algorithm is not the same as the marginal log likelihood given in (2.3), and having a superior expected log likelihood is not a guarantee, nor even an indicator, of having a superior marginal log likelihood. As will be shown later, sometimes the TvR algorithm can converge (or appear to converge, if the tolerances are set too loosely) to non-optimal locations. Comparing the marginal log likelihoods achieved from different starting points increases the odds of finding the true likelihood maximizing parameters.
Parameter Estimation
As described in the previous section, the TvR algorithm has two principle drawbacks. First, it utilizes the EM algorithm, which is notoriously slow. Second, it discretizes time into small slices, which either overwhelm the computations due to the enormous number of slices, or bias the estimation results due to the reasonable chance of multiple arrivals within the time slices. In this section, we propose a new parameter estimation methodology that solves each of these drawbacks.
Avoiding Expectation-Maximization
TvR simplify the estimation of choice parameters by separating the log likelihood into two easy to manage parts: a choice component and an arrival component. The choice component is a MNL model in which the alternatives represent the products offered by the firm of interest plus a no-purchase option. The log likelihood function associated with any MNL model (with linear-in-parameter utility functions) is globally concave and has a unique solution. The arrival component is a binomial customer arrival process that has a closed form solution.
The separation of the model into these components requires knowledge of the number of no-purchase customers, which is not observed by the modeler. Therefore, to achieve the model separation as envisioned by TvR, it is necessary to incorporate the expected values of the missing data, and thus employ the EM algorithm. The computational simplicity achieved by this separability is appealing, but it does require multiple iterations between the E and M steps. In practical applications, the number of iterations required to obtain an accurate parameter estimates can be prohibitively large. Fortunately, a different decomposition approach can be used, which eliminates the need to iteratively calculate expectations of missing data.
Our decomposition approach also has two components. The first represents a MNL model which contains alternatives based only on observed purchases, i.e., the no-purchase option is (initially) excluded from the MNL model. Based on discrete choice modeling proofs published in the 1970s, it can be shown that consistent parameter estimates can be obtained from a MNL model that includes only a subset of alternatives (in this case the observed purchases). The log likelihood of a MNL model is globally concave and has a unique maximum. Our second component represents the remainder of the marginal log likelihood function, incorporating both the customer arrival process and the purchase or no-purchase choice process. Once the second component is solved, the Independence of Irrelevant Alternatives (IIA) Property of MNL models can be used to add the no-purchase alternative back into the choice model. Although the second component lacks a closed form solution, it can be reduced to a one-dimensional non-linear function (the properties of this function are discussed in Section 3.3). Our decomposition approach is enticing, as it eliminates the need for the EM algorithm, is guaranteed to converge to a local optimum, and is computationally orders of magnitude faster than the current EM-based approach used in the literature.
Mathematically, we split the marginal log likelihood into two components,
The arrivals component represents the customer arrival process and the customers' decision to purchase a product from our firm or not. The choice component represents the probability of purchasing a particular product, conditional on the customer choosing to purchase a product from our firm. To simplify notation and facilitate this decomposition, we define the probability that a customer does not choose the no-purchase alternative as Pt , with
This gives rise to a set of choice probabilities for the alternatives conditioned on the fact that some purchase is made,
2)
which we abbreviate as P ti| (β). We can then write
and
On its face, the separation of the log likelihood into these two components does not simplify the problem, as there is still a component of log likelihood which is dependent on the complete set of model parameters.
But, as shown by McFadden (1978) , if St represents the entire available choice set at every time t, and Pti(β , St, Xt) denotes the true choice probabilities, then the MNL model embodies the Independence of Irrelevant Alternatives property. One outcome of this property is that consistent estimates for the parameters of the model can be found using only observations of choices in any arbitrary subset of alternatives, except for parameters linked exclusively to the utility of alternatives not in that subset.
As a result, consistent estimates can be found for MNL parameters when considering only a fixed subset of alternatives.
Theorem 1. If D is a fixed subset of alternatives from the complete set of alternatives S, and the choice model is MNL, then maximizing the log likelihood function
yields consistent estimates of β under normal regularity conditions.
Proof. Proof of Theorem 1. The proof follows the form of McFadden (1978) Theorem 2. Consider the probability limit plimLLN = LL, with
with p(z) the frequency distribution of z. Since the true choice model is MNL, we have
We can equivalently write
The parameters β enter this expression in a term of the form i∈D φi(β ) log φi(β), (3.6) with i∈D φi(β) = 1 and φi(β) > 0 for all t. The derivative of (3.6) is given by
, and i∈D ∂φ i (β) ∂β = 0, so clearly (3.6) exhibits a stationary point at β = β . Meanwhile, the second derivative of (3.6) is
which under normal regularity conditions is globally negative definite, so this stationary point is a maximum and is unique. It can be shown (Manski and McFadden 1981) that the maxima of LLN converges in probability to the maximum of LL, which establishes that the maximization of (3.5) yields consistent estimators.
We can use Theorem 1 to show that solving LL choice (β) without the no-purchase alternative yields consistent estimates for β. When parameters for a choice model are estimated in this manner, there is a loss of parameter estimation efficiency (i.e., the standard error of the estimate grows). The practical implication is that there is an increase in the probability that a significant parameter will be deemed not significant by a modeler. However, when the subset of modeled choices represents a large fraction of the total (in this case, just one fewer than the original set), the loss in efficiency is typically small (Nerella and Bhat 2004) .
We propose a two-step parameter estimation process to solve for the choice-based RM parameters.
Step 1: Findβ = arg max β {LL choice (β)} . We find estimates of the β parameter vector by maximizing the log likelihood of the customer choice model alone, using only the observed purchases (t ∈ P). As noted above, the resulting values forβ are consistent estimators for the true values of β. Because every alternative considered in this step is an observable choice, this is a MNL model with no missing data, and the log likelihood of this component is globally concave with respect to β (Ben-Akiva and Lerman 1985, Sec. 5.5). This allows for a fast convergence to a unique global maximum. The maximization in this step is what gives rise to the parameter γ, the no-purchase utility, as described in the previous section. TvR set the no-purchase alternative as the reference point for utility, but that alternative does not appear in this more limited conditional choice model, so it cannot be the utility reference point. Instead we let one observable alternative that does appear in this model be the reference, and in the next step we estimate the utility of the no-purchase alternative against that reference.
Step 2: Find γ,λ = arg max (γ,λ) LL arrivals β , γ, λ . By incorporating the previously estimatedβ into the LL arrivals component as a fixed set of parameters, we greatly simplify the resulting non-linear optimization. Instead of maximizing the log likelihood with respect to a large number of parameters, we need only maximize with respect to two parameters, γ and λ. Further, the entire term i∈S t exp β T Xti from (3.2), which is embedded in the calculation of probabilities in (3.4), is now a constant and can be pre-calculated before the maximization process, greatly speeding up the subsequent computations. This term represents the "composite" utility of being able to purchase one's choice of products from our firm, and we will denote it asVt .
Theorem 2. The maximization of (3.4), holdingβ fixed at previously identified consistent estimates, results in consistent estimators for γ and λ.
Proof. Proof of Theorem 2. The consistency of estimators found using the usual maximum likelihood method implies that if we find β ,γ,λ = arg max (β,γ,λ) {LL (β, γ, λ)}, then all ofβ,γ, andλ are consistent estimators for β , γ , and λ , the true values of those parameters. In other words, as the sample size goes to ∞,β converges in probability to
i.e., if we hold β fixed at the value for which LL (β, γ, λ) is maximized, then the values for γ and λ at which LL is maximized must be the same as if β was not fixed. If any other value of β could yield a superior log likelihood, then β would have been fixed at that value. In
Step 1, by Theorem 1, we havê β p → β . Two estimators that both converge in probability to a constant also converges in probability to each other, soβ p →β. Replacingβ withβ in (3.7) and following (3.1) yields max (β,γ,λ) {LL (β, γ, λ)} = max (γ,λ) LL arrivals γ, λ|β + LL choice β , and since LL choice β is effectively a constant, the arg max achieved on the right hand side is exactly that undertaken in Step 2 above.
Modeling Time as Continuous
The discretization of time slices offered by TvR is convenient when using this type of choice based model to solve a dynamic program to calculate an optimal revenue management strategy, but it can be inconvenient in parameter estimation. In order for the model to be reasonably valid as an approximation of a continuous time process, it is necessary for the time slices to be small, so that the chance of two arrivals within the same time window is negligible. As noted by Talluri (2009) , there is little guidance from the model itself as to how many time slices there should be, beyond that the number of them should be "large enough". As the size of the slices becomes ever smaller, the model more closely approximates a continuous time representation. However, VvRC find that if the time slices are too small, the estimation process exhibits "bad behavior"; we find that the EM process in this case still works, but is quite slow. Instead of trying to find a good compromise between large and small discrete time slices, it is reasonable to reformulate the two-step methodology as a continuous time model, which does not have any such restrictions.
Following from VvRR, we can express the marginal (incomplete data) log likelihood as a series of continuous time windows which exhibit homogeneity in alternative attributes and availability. Thus, we can write
where Pr (mt|t, β, γ, λ, Xt, St) is the probability of observing mt total purchases in time period t, zjt is the observed number of purchases of product j in time window t, and T is the set of time windows necessary such that each window represents a period of time where the attributes and availability of alternatives remains constant. (If X or S were to vary within a single time window, the rate of observed purchases within that window could be non-homogeneous, complicating the estimation process.) This can also easily be extended to a model where customer preferences (i.e., the β parameters) vary over time as well, as long as those preferences can be modeled as constant within each time window. We continue to describe customer arrivals with the parameter λ, which here represents a rate, i.e., the expected number of arrivals per time period, instead of the probability of an arrival in that period. In the limiting case of very small time windows, the values converge, although they are different for larger time windows, and in the continuous time model λ is not bounded from above by one, as it is in the discrete time model. As in Section 3.1, we can separate this log likelihood into two components. The final term in (3.8) exactly represents the same observed (purchases-only) choice model as from the two-step methodology presented above, so that our separation becomes
with LL choice (β) defined exactly as in (3.3) and
When maximizing with respect to the parameters β, γ, and λ, (3.9) can be simplified considerably. The first term is a value from a Poisson probability density function with an arrival rate of customers who purchase (as opposed to the arrival rate of all customers including those who choose not to purchase) which we denote as A, such that A (β, γ, λ) = l(t)λPt (β, γ), where l(t) is the length of time period t, in the same units as the arrival rate λ. If all of the time windows are the same length (e.g., one day), the l(t) term can be ignored by defining λ to be the expected number of all arrivals (i.e., including no-purchase customers) in each time window. As the continuous time periods can be subdivided arbitrarily, we can without loss of generality ignore l(t) in the remainder of this paper. The second term (the one with factorials) inside summation in (3.9) has no parameters and can be ignored in maximization. Thus the only relevant term in the maximization of LL continuous arrivals (β, γ, λ) is the log of the Poisson given by log (Pr (mt|t, β, γ, λ)) = mt log (A (β, γ, λ)) − A (β, γ, λ) − log (mt!) .
(3.10)
Again, the term in (3.10) with the factorial contains no parameters, and can also be ignored in maximization.
As we are looking to find the maximum of the log likelihood shown in (3.9), we can take an even further simplifying step. Holding β and γ constant, the first derivative of (3.9) is 11) and the second derivative is
mt is non-negative for all t ∈ T and should be positive for at least some t, as to be otherwise implies that within the data our firm has never made a successful sale, and estimating any parameters at all will be impossible. Therefore, the second derivative is always negative and thus the function is globally concave, at least in this one dimension. Setting (3.11) to zero makes it convenient to solve for the appropriate likelihood maximizing λ as a function of β and γ with
(3.13)
As a result, we can refine the previous two-step algorithm to write a substantially streamlined two-step parameter estimation procedure:
Step 1: Findβ = arg max β {LL choice (β)} . This exactly mirrors
Step 1 from the two-step maximization outlined in Section 3.1.
Step 2: Findγ = arg max γ t∈T m t log
As in the discrete time methodology, holdingβ constant greatly simplifies the maximization process in this second step, now limiting it to merely one dimension. The calculations in this maximization are also computationally simpler for each time unit, and need to be calculated for fewer time units (as T aggregates a large number of tiny discrete slices from P ∪P into a smaller number of homogeneous windows). Moreover, the analytic gradient for this function is easy to derive and compute,
(3.14) Since this formulation is derived from the same fundamental customer arrival and purchase model, it is practically equivalent to a well-defined discrete time model. It also avoids the problem inherent in the discrete time model where the probability of two arrivals within the same time slice is assumed to be negligible. During the TvR parameter search process, the arrival probability is typically not constrained to ensure the negligible chance of joint arrival condition is met; it is unclear where exactly that boundary should be, even if it was desirable to enforce it.
Characterizing Solutions
Unfortunately, within this final dimension of optimization embodied in the second step, the log likelihood is not necessarily well behaved. It is not guaranteed to have a unique interior point maximum, nor is it even guaranteed to be increasing or decreasing at any point. Moreover, due to the character of combining the stochasticity of arrival and choice processes, it is difficult to create specific rules or tests to identify problematic data. However, some general characterization is possible.
Multiple maximums may exist.
Even in a relatively simple three period model with customer behavior that appears generally rational, it is possible to have two or more local maximums in the log likelihood. One such case is illustrated in Figure 3 .1. In that case, the three periods have estimated composite product utility values (determined uniquely by the first step of the algorithm) of 1, 7, and 13, and composite product sales totals of 5, 9, and 50 respectively. The resulting log likelihood function clearly shows two local maximums, one at approximately 2.5, and the other at approximately 8. In this case, it is not difficult to identify which is the global maximum, but more complex functions may have even more local maximums.
For perspective, we can take a step back and plot the log likelihood with respect to both γ and λ, which is done in Figure 3 .2. The plot in Figure 3 .1 is a two-dimensional projection of the ridge line of the function shown in Figure 3 .2. Since, as shown in Section 3.2, the log likelihood is globally concave with respect to λ, the ridge line is guaranteed to be uniquely defined along its entire length.
Bad stationary points always exist, and good ones may not exist.
Unfortunately, in addition to not being guaranteed to be globally concave, the first derivative as given by (3.14) is not even assured to have any finite-valued roots, although it will approach 0 asymptotically as γ approaches either positive or negative infinity. When γ → −∞, then Pt → 0, zeroing out both terms of (3.14); and when γ → +∞, then Pt → 0 and the variance of Pt across t ∈ T also goes to 0, so that they can be brought out of the summations in (3.14) and be canceled out. Therefore, both of those values will map to stationary points of the overall log likelihood function, and potentially to a local maximum (or, in certain cases discussed below, even a global maximum), although neither solution will be realistic in most practical settings. The first case implies our firm is a autocratic monopolist, where customers will never purchase from other firms nor even choose to refrain from consumption no matter how high our price. The second case implies our firm's products are essentially worthless, and that the finite number of sales our firm makes are anomalies on the fringe of an infinite number of customers wanting to buy the product in general but not wanting our firm's offerings. Although neither of these extreme cases is realistic, the fact that they are guaranteed to exist, even if there are no other stationary points in the log likelihood function (and thus no useful finite-valued maximums), can be problematic for the EM algorithm. EM is only guaranteed to converge to a stationary point in the log likelihood, not to the global maximum. In practical testing, we have found that it converges to one of these boundary conditions with some regularity. Although it is easy to detect in the results that a boundary condition has been reached, it may not be easy to detect whether it is, in fact, the global maximum of the log likelihood. The typical presumption in RM will be that the boundary condition is not the maximum log likelihood (for if it is, there is no point to using sophisticated RM), and better solutions will be sought, even though they may not exist. Moreover, as will be shown in Section 4, every restart of the EM algorithm is computationally expensive, and the expected overall computation time will be greater given that we know that EM will sometimes converge to bad solutions. Implementing our proposed two-step algorithm in place of EM does not eliminate this problem per se, but it is much easier and faster to conclude that there is no finite-valued likelihood maximizing parameter estimate for γ when searching in only a single dimension.
3.3.3 Parameter estimates are unstable when a firms market share is small.
As noted by Talluri (2009) , the estimation of λ and γ is related to the estimation of the fixed but unknown parameters N (number of trials) and p (probability of success) of a binomial distribution, when given only a series of counts of successes. We term this the BE problem. The RM problem analyzed here incorporates additional complexities, as neither of the underlying parameters are fixed, with the number of customers in each time period varying stochastically and the probability of a sale to each customer (Pt ) varying parametrically.
One difficulty of the BE problem is that estimates of N are notoriously unstable when p is apparently close to 0 (Olkin et al. 1981, Carroll and Lombard 1985) . A similar problem occurs in RM: estimates of the population size will tend to become unstable (with a large standard error of the estimate) as the probability of a customer purchasing a product from our firm (Pt ) becomes small. The standard error of the MLE is related to the second derivative of the log likelihood, which decreases proportionally to the square of λ (ref . Equation 3 .12). This is visible in the long arm of the function shown in Figure  3 .2, which extends out and becomes very flat in the λ dimension. This result, although bothersome, is intuitive; it is reasonable to expect that it is hard to get a good measure of the overall market size when the data used in estimation is only a tiny sliver of the market.
Atypical samples can confound parameter estimation.
Another concern in the BE problem mirrors the possibility that finite-valued likelihood maximizing estimates for γ might not exist. In BE, maximum likelihood estimates of N will be infinite when the variance of the observed counts exceeds their average. In samples which are large enough, presuming the model for the underlying process is substantially correct, this should not occur, but it can easily occur when the sample size is small. The same simple threshold cannot be applied to the RM problem, as the observed purchase counts are tied to the probabilities of purchase in each time period, which also vary. But the same general concept still applies: if the excess variance in observed purchases, after accounting for variance in purchase probability, is too large, then the estimated market size will be infinitely large. This is illustrated in the three period model shown in Figure 3 .3, where in the third period sales increase much more than the utility model can explain. Conversely, if the covariance in observed sales and purchase probability is negative, the estimated market size will collapse toward zero, resulting in the autocratic monopolist condition described above. This is illustrated in Figure 3 .4. (This situation is never considered in the BE problem, as there cannot be negative covariance with a constant.)
Although the RM problem is similar to the BE problem, the stochasticity of customer arrivals introduces a further wrinkle. In the binomial problem, the number of trials (customers) is taken as fixed, and in our problem the average arrival rate remains constant, but the actual number of customers arriving in any particular time period is random. This, combined with the IIA property of the MNL model, results in the condition that the arrival rate and the no-purchase probability cannot be separately identified unless there is some variability over time in the composite utility of the alternatives sold by our firm (Vt ). If the variance ofVt is small, then the magnitude of (3.14) will be small, resulting in smaller second derivatives and larger standard errors of the estimate. In the extreme case, if the variance ofVt is 0, or equivalently if all of the time periods are collapsed into one homogeneous period, then all the terms in (3.14) will cancel out, leaving a globally flat likelihood function with respect to γ, preventing the identification of any estimate for the parameter.
Simulation Testing
The principal benefits of implementing our two-step algorithm are concrete: a reduction in computational time, and an avoidance of the discretization bias. To understand the magnitude of these benefits, it is useful to examine the performance of our two-step algorithm and the TvR approach in a realistic industry application. This section presents such an evaluation, through the use of a simulation of the purchase process that was modeled after an actual industry dataset. The reason for using simulated data versus the actual booking data becomes obvious when you consider the fact that we want to assess how well our estimation procedure captures the true customer choice probabilities and the total customer arrival rate when only a portion of this information is observed. With simulated data, we know the true underlying model parameter values but with real booking data, we do not. Using simulated data also allows us to increase the number of replications as well as the number of different market environments that we can test our procedure on. We generated the simulations based on a single large urban hotel, with attributes and customer parameters derived from publicly available data taken from Bodea et al. (2009) . We selected this hotel as it offered a variety of products (up to eight physically different room types could be available for booking at any given time). We then created a reasonable choice model specification, containing a complete set of alternative specific constants, along with three parameters for price: one to represent a baseline price elasticity, one to represent the change in elasticity between day-of bookings and bookings that were made anytime earlier, and one final parameter to differentiate elasticity in bookings made at least two weeks in advance.
We set the customer arrival rate at 40 per day, and set the no-purchase utility to be consistent with a roughly 10 percent market share, which is in the same order of magnitude as the actual market share of the hotel upon which the simulated data was based. With these parameters, we generated a simulated dataset containing 28-day booking curves for one year's worth of check-in days at a hotel with the same product types, average prices, and price variability as the real data. We simulated changes in product availability by imposing a 6 percent chance of randomly closing each product type in the last 21 days of the booking curve; once closed, a product type remained closed for the rest of the curve. This resulted in each product being available only about 65-75 percent of the time. The resulting data contained approximately 50,000 purchase observations across 10,000 booking curve days.
Comparing Two Step versus Expectation-Maximization
To apply the EM model, it is necessary to first select a time slice size. The EM models that have been estimated in the literature have used time slices of 10 to 15 minutes, and λ values between 0.01 and 0.7. In this simulation, we adopt a time slice of 15 minutes, which makes the true value of the probability of a customer arrival in each window about 0.42, although only about 4 percent of the time slices have an observed purchase, with the other arrivals being no-purchase arrivals. The application of our two-step algorithm does not require any a priori decisions regarding the time slice size.
The results of the model parameter estimations from this simulation are shown in Table 1 . In this and subsequent tables, the arrival parameter λ is translated into an expected effective rate for the EM method, and scaled to represent the expected number of arrivals per day, for ease of interpretation across methodologies. Also, because the underlying frameworks are different, the final log likelihood of each algorithm is not directly comparable to that of the other algorithm. Instead, each model was re-evaluated as a discrete time model with extremely small time slices (one second per slice) and the log likelihood of that (nearly) equivalent model is reported, so as to be able to generate directly comparable log likelihood measures.
Each algorithm was tested from 40 different starting points, across a range of initial parameter values. However, the first step of the proposed two-step algorithm is a globally concave maximization problem, so any starting point for those parameters will always converge to the same result. Therefore, re-starting the two-step algorithm from multiple initialization points for the entire parameter set is not required; only the one-dimensional γ (no-purchase constant) parameter space needs to be well explored with multiple starting points, so the re-start procedure only requires returning to the beginning of step 2. This alone provides a major advantage over the TvR algorithm, which requires restarting from new values for the entire parameter space each time.
For each starting point, the algorithm was allowed to converge to a solution, and the best overall (highest likelihood) solution among those converged solutions was used to determine the parameter estimates. Because this is a simulation, we do not expect the parameter estimates to match the known underlying true values exactly. However, for each of the parameters the deviation from the true value is (with one exception) larger for the EM algorithm than for the two-step algorithm. In the case of the arrival rate (λ) and the no-purchase constant (γ), the deviations from the true values are substantially larger, so much so that it is clear that the EM algorithm has converged to the wrong solution. Moreover, no other EM solution (i.e., with an inferior log likelihood) converged to parameter estimates that were near the true values for these parameters. Although it is reasonable to expect some additional error in these parameters because they are most closely tied to the unobserved data, the estimates derived from our proposed two-step algorithm are quite good, with less than 4 percent error for the arrival rate and less than 0.5 percent error for the no-purchase constant.
Understanding the Effects of Time Discretization
One other interesting outcome to note in the results reported in Table 1 is that the log likelihood associated with the solution from the EM algorithm is actually inferior to the log likelihood of the twostep algorithm. Given the derivation of the algorithms, this is asymptotically impossible, as the EM model is an unconstrained version of the two-step model. Yet in this case, the asymptotic assumptions used by TvR to derive the EM approach are violated: the time slice size of 15 minutes ends up being too large to be able to discount the chance of two arrivals in the same slice. Even though the observable arrival rate of about four sales per day makes a time slice discretization of 15 minutes appear reasonable (the chance of two arrivals in the same slice at this rate is 0.08 percent), during the estimation process the estimated arrival rate rises to account for no-purchase customers, and multiple arrivals becomes a reasonable possibility (at the true underlying rate of 40 per day, the chance of two arrivals in the same slice grows to 6.6 percent). By cutting the slice size down to one minute, at the rate of 40 per day the chance of multiple arrivals in a single slice falls to 0.04 percent. However, it is hard to tell a priori from the data alone (i.e., before estimating a model) what the total arrival rate (including no-purchase customers) is going to be, which makes selecting an appropriate time slice size cumbersome. Moreover, there is no previous guidance in the literature as to how small the chance of multiple arrivals needs to be in order to get reasonably unbiased results.
To investigate this problem in the EM algorithm, another simulation experiment was conducted, with the EM algorithm applied numerous times, adopting a time slices of one minute and one second, in addition to the original 15 minutes. The results are shown in Table 2 . Several trends emerge when the size of the time slices is decreased: the estimated parameters for the model move generally closer to the known true underlying values (especially for the λ and γ parameters), and the overall log likelihood of the results generated by the EM algorithm improves. Indeed, for the smallest time slices (i.e., the model that most closely represents the underlying continuous process) the marginal log likelihood found by the EM algorithm is technically superior to that found by our proposed two-step algorithm, which is the asymptotic result predicted by the derivations of the models.
One nefarious trend also appears as time slice sizes are shrunk: the computational time required to solve for those parameters grows dramatically. Changing from 15-minute slices to one-minute slices triples the computation time from around 15 minutes to around 45 minutes per starting point; changing again from one minute to one second increases the computation time to about six hours per starting point. Since the marginal log likelihood of this function is not globally concave, it is necessary to test several different starting points to achieve a high degree of confidence that a globally optimal solution has been found, so the long computation time is compounded. This contrasts against the solution times for our two-step algorithm, which requires only a few seconds per starting point, and achieves nearly identical results to the best (slowest) EM formulation.
Moreover, if the EM algorithm is employed, our simulations demonstrate that great care must be used in setting the convergence criteria, as the improvements in parameter estimates can be quite slow. Figure 4 .1 shows the convergence of three typical runs of the EM algorithm when using time slices of 15 minutes, one minute, and one second. In each case, the algorithm begins initially with some substantial parametric movement, and then improvement slows substantially. For the smaller time slices, this slowdown occurs well before convergence has been achieved. Figure 4 .2 shows the progression of the estimate of the λ parameter in these runs. It is clear that the slow convergence is not merely a matter of refining the estimate to numerous significant figures, and stopping the slowest (but most refined) model after an hour or two of computation will give notably biased parameter estimates. VvRC similarly report finding "bad behavior in the estimation procedure" when the time slices are too small. This slow convergence also spoils the potential of the obvious extension of our algorithm to a three-step process-using the two-step algorithm to generate a starting point for the EM algorithm to finish. In our testing, applying such a three step process to this sample data reduces the average six-hour computational time of the regular EM algorithm by only about an hour. The final bit of convergence is the slowest part. 
Empirical Unbiasedness
To further evaluate the two-step algorithm, we applied it to 50 distinct simulated data sets, and compiled the results in Table 3 . The average of the estimates in each case is quite close to the true value, and the standard errors of the estimates are all reasonably small. The coefficients of variation for the parameter estimates are mostly less than 0.1, and the mean estimate for each parameter is less than 0.2 standard errors from the true value. Due to the slowness of the EM algorithm, it was not feasible to benchmark these results against EM results. Comparisons against the faster EM models seem pointless as those models exhibit obvious parameter bias, and to compare against the one-second time slices model would require months of dedicated computational time on a modern desktop PC, versus just a few hours to generate the results seen in Table 3 for the two-step algorithm.
Conclusions
To date, there have been many theoretical papers that have examined the potential of using choicebased models for RM applications. However, only a few papers have examined how the underlying choice and arrival rate parameters needed for these RM applications can be estimated. In this paper, we propose a new estimation method and benchmark its performance against the TvR method, which is the method that is most frequently referenced in the choice-based RM literature. Our estimation method is based on marginal log likelihood functions (versus expected log likelihood functions used by TvR). From a theoretical perspective, our work contributes to the literature by deriving marginal log likelihood functions that retain one of the attractive properties of the TvR method: namely, the separability of the log likelihood function into choice parameters and arrival rate parameters. From a practical perspective, our method, in contrast to the TvR method, eliminates the need for the EM iterations, resulting in computational times that are orders of magnitude better. With respect to future research, it is interesting to note that our formulation of the choice-based estimation problem has a similar mathematical structure as limited information maximum likelihood (LIML) estimators, which have previously been developed in the transportation planning field, but have not yet been applied to the RM field. LIML is a sequential estimation approach that was used in the early 1980s to estimate nested logit parameters. Within the discrete choice modeling community, LIML has been more or less abandoned in the estimation of nested logit models in favor of full information maximum likelihood (FIML). Although LIML has been proven to provide consistent and unbiased parameter estimates, it does not necessarily provide asymptotically efficient (defined as variance-minimizing) estimates (Hensher 1986 ). The primary appeal of LIML had been a reduced computational burden when estimating model parameters, but as computing resources became cheaper and more abundant, this appeal waned and little further research on LIML has been completed since the late 1980s. We believe that sequential estimation techniques (such as, but not limited to, LIML) show strong promise as a theoretical framework that will enable researchers to solve open questions related to the incorporation of more realistic product substitution patterns and price elasticities (e.g., through the use of nested logit models) and incorporation of competitors' product information. For example, if an 8am flight on American Airlines becomes unavailable, the probability that a person who prefers that flight will switch to a 9am flight on American should be higher than the probability that the same person will switch to a 10am flight on another carrier. The MNL choice-based models incorporated in this paper and all of the aforementioned choice-based RM literature do not capture this distinction, but a correctly specified nested logit model would.
In a more general context, our formulation of the choice-based estimation problem represents a new approach for estimating discrete choice modeling parameters for datasets in which one of the alternatives is never observed to have been chosen. This is significant, as it suggests that other disciplines can forecast demand for a new alternative (such as a new express bus service or a new product on a retail shelf) or demand for alternatives that are expensive to collect via intercept surveys (such as auto drivers) without having observations for individuals who have chosen these alternatives. Newman et al. (2011) show how the choice-based RM estimation problem can be recast as an extension to the weighted exogenous sampling maximum likelihood estimation (WESML) technique (Manski and Lerman 1977) , which is a mainstay of the transportation and urban planning communities. This provides a second theoretical foundation by which the choice-based RM estimation problem could potentially be extended to more complex discrete choice model such as the nested logit model and other models belonging to the generalized extreme value class.
