Introduction {#s1}
============

Lung adenocarcinoma is a common histological type of lung cancer and the discovery of epidermal growth factor receptor (EGFR) mutations has revolutionised its treatment \[[@C1], [@C2]\]. In first-line treatment, detecting an EGFR mutation is critical since EGFR tyrosine kinase inhibitors can target specific mutations within the EGFR gene, and have resulted in improved outcomes in EGFR-mutant lung adenocarcinoma patients \[[@C3], [@C4]\]. Mutational sequencing of biopsies has become the gold standard of EGFR mutation detection. However, biopsy testing for measuring EGFR status probably suffers from having to locate tissue regions because of the extensive heterogeneity of lung tumours \[[@C5], [@C6]\]. In addition, biopsy testing raises a potential risk of cancer metastasis \[[@C7]\]. Furthermore, repeated tumour sampling, difficulty of accessing tissue samples, poor DNA quality \[[@C8]\] and the relative high costs can limit the applicability of mutational sequencing \[[@C9]\]. In these situations, a non-invasive and easy-to-use method for predicting EGFR mutation status is necessary.

Computed tomography (CT) as a routinely used technique in cancer diagnosis provides a non-invasive way to analyse lung cancer \[[@C10]--[@C12]\]. Recent studies revealed that features extracted from lung cancer CT images were related to gene expression patterns \[[@C13]--[@C16]\] and showed predictive power on EGFR profiles \[[@C17]--[@C19]\]. Although image assessment cannot replace biopsies, image-driven studies can provide additional information that is complementary to biopsies \[[@C5], [@C9]\]. For example, CT imaging provides a complete scope of a tumour and its microenvironment, enabling us to predict EGFR mutation status by considering intra-tumour heterogeneity. In addition, predicting EGFR-mutation status by CT imaging helps us to choose the most suspicious tumour for biopsy if multiple tumours present in a patient. Furthermore, CT imaging is non-invasive and easy to acquire throughout the course of treatment.

Early findings demonstrated that CT semantic features and quantitative "radiomic" features showed predictive value to EGFR mutation status \[[@C9]\]. However, these methods can only reflect generalised image features which lack specificity to EGFR mutation. In addition, the radiomics methods based on feature engineering rely on precise tumour boundary annotation, which requires human labelling efforts. Since radiomic features are computed only inside the tumour area, the microenvironment and tumour-attached tissues are ignored. In contrast, advanced artificial intelligence models can overcome these problems through a self-learning strategy such as deep learning methods \[[@C20]--[@C22]\]. Benefiting from a strong feature-learning ability, deep learning models have shown human expert-level performance in classification of skin cancer \[[@C23]\], diagnosis of eye diseases \[[@C24]\] and prediction of non-invasive liver fibrosis \[[@C25]\]. Moreover, deep learning models present a promising performance in assisting lung cancer analysis \[[@C26]--[@C29]\]. Compared with feature engineering-based radiomic methods, deep learning-based radiomics do not require precise tumour boundary annotation and learn features automatically from image data \[[@C30]\]. Furthermore, deep learning-based radiomics can extract features that are adaptive to specific clinical outcomes, while feature engineering-based radiomics can only describe general features that may lack specificity for outcome prediction.

In this study, we proposed a deep learning model to mine CT image information that is related to EGFR mutation status. Our method is an end-to-end pipeline that requires only the manually selected tumour region in a CT image without precise tumour boundary segmentation or human-defined features, which is different to conventional radiomic methods based on feature engineering. The proposed model can learn EGFR mutation-related features from CT images automatically and predicts the probability of the tumour being EGFR-mutant. Furthermore, the deep learning model can discover suspicious tumour subregions that are strongly related to EGFR mutation status, aiming to rapidly facilitate clinicians\' treatment decision-making for patients. To evaluate the performance of the deep learning model, we collected a large dataset from two independent hospitals (844 patients) and provided independent validation results of the proposed deep learning model.

Material and methods {#s2}
====================

Patients {#s2a}
--------

The institutional review board of Tianjin Medical University (Tianjin, China) and Shanghai Pulmonary Hospital (Shanghai, China) approved this retrospective study and waived the need to obtain informed consent from the patients. Patients who meet the following inclusion criteria were collected into this study. 1) Histologically confirmed primary lung adenocarcinoma; 2) pathological examination of tumour specimens carried out with proven records of EGFR mutation status; and 3) pre-operative contrast-enhanced CT data obtained. Patients were excluded if 1) clinical data including age, sex and stage was missing; 2) pre-operative treatment was received; or 3) the duration between CT examination and subsequent surgery exceeded 1 month. Finally, 844 patients from two hospitals were used for this study. We allocated the patients into a primary cohort and an independent validation cohort according to the hospital. The primary cohort included 603 patients from Shanghai Pulmonary Hospital between January 2013 and July 2014. The validation cohort included 241 patients from Tianjin Medical University between January 2013 and February 2014. The primary and validation cohorts were used for developing and validating the deep learning model, respectively. CT scanning parameters and detailed descriptions about the datasets are presented in the [supplementary methods](http://erj.ersjournals.com/lookup/doi/10.1183/13993003.00986-2018.figures-only#fig-data-supplementary-materials).

With regard to molecular profiles, tumour specimens were obtained using surgical resection. EGFR mutations were identified on four tyrosine kinase domains (exons 18--21), which are frequently mutated in lung cancer. The mutation status was determined using an amplification refractory mutation system with a human EGFR gene mutations detection kit (Beijing ACCB Biotech Ltd, Beijing, China). If any exon mutation was detected, the tumour was identified as EGFR-mutant; otherwise, the tumour was identified as EGFR-wild type. In this study, we therefore focused on predicting these binary outcomes (EGFR-mutant and EGFR-wild type) for patients with lung adenocarcinoma.

Development of the deep learning model {#s2b}
--------------------------------------

Deep learning is a hierarchical neural network that aims at learning the abstract mapping between raw data to the desired label. The computational units in the deep learning model are defined as layers and they are integrated to simulate the analysis process of human brain. The main computational formulas are convolution, pooling, activation and batch normalisation. The terms of the computational process in building the deep learning model are defined in the [supplementary methods](http://erj.ersjournals.com/lookup/doi/10.1183/13993003.00986-2018.figures-only#fig-data-supplementary-materials).

[Figure 1](#F1){ref-type="fig"} illustrates the pipeline of the EGFR mutation status prediction. For applying the deep learning model, a cubic region of interest (ROI) containing the entire tumour was manually selected (by J. Shi and Y. Liu) according to the following rule: the ROI should include the full tumour region, including the edges of tumours. This rule is easy to use in practice since we do not require the tumour to be precisely in the centre of the ROI ([supplementary figure S1](http://erj.ersjournals.com/lookup/doi/10.1183/13993003.00986-2018.figures-only#fig-data-supplementary-materials) illustrates several ROIs selected by users). Afterwards, the ROI was resized to 64×64 pixels by third-order spline interpolation in each CT slice, and fed into the deep learning model. Through a sequential activation of convolution and pooling layers, the deep learning model gave an EGFR-mutant probability for the image. To make a robust prediction, all the CT slices of the tumour were fed into the deep learning model, and the average probability is treated as the EGFR-mutant probability for the tumour. Specifically, all the adjacent three CT slices were combined as a three-channel image and were fed into the deep learning model for prediction ([supplementary figure S2](http://erj.ersjournals.com/lookup/doi/10.1183/13993003.00986-2018.figures-only#fig-data-supplementary-materials)).

![Illustration of the deep learning model. This model is composed of convolutional layers with kernel size 3×3 and 1×1, batch normalisation and pooling layers. Sub-network 1 shares the same structure with the first 20 layers in DenseNet \[[@C31]\], which was pre-trained using 1.28 million natural images. Sub-network 2 was trained in the epidermal growth factor receptor (EGFR) mutation dataset, aiming at capturing the association between image features to EGFR mutation labels. When we feed a tumour into the deep learning model, it predicts the probability of the tumour being EGFR-mutant. CT: computed tomography.](ERJ-00986-2018.01){#F1}

During model training, we used transfer learning to train the first 20 convolutional layers (sub-network 1 in [figure 1](#F1){ref-type="fig"}) by 1.28 million natural images from the ImageNet dataset \[[@C31]\]. This transfer learning technique has shown good performance in disease diagnosis since it enlarged the training data \[[@C23], [@C32]\]. Afterwards, the last four convolutional layers (sub-network 2 in [figure 1](#F1){ref-type="fig"}) were trained using 14 926 CT images from lung adenocarcinoma tumours in the primary cohort. Details about building the model are presented in the [supplementary methods](http://erj.ersjournals.com/lookup/doi/10.1183/13993003.00986-2018.figures-only#fig-data-supplementary-materials).

Given the CT image of tumour, the deep learning model predicts a probability of the tumour being EGFR-mutant directly without any pre- or post-processing or image segmentation. The deep learning model generated using the primary cohort of this study is available at <http://radiomics.net.cn/post/110>. Part of the CT images from the validation cohort can be downloaded as examples for testing the deep learning model.

Visualisation of the deep learning model {#s2c}
----------------------------------------

Due to the end-to-end manner of deep learning, the inference process of the deep learning model is not intuitive for users. To further understand the prediction process of the deep learning model, we used visualisation techniques to analyse features learned by the model. The most important component of the deep learning model is the convolutional layer. Therefore, we visualised convolutional layers from two perspectives to understand the inference process of the deep learning model: 1) visualising the feature patterns extracted by convolutional layer; and 2) visualising the response of each convolutional layer to different tumours.

A convolutional layer consists of multiple convolutional filters where each convolutional filter extracts different features. Through a filter-visualising algorithm \[[@C33], [@C34]\], we can visualise the feature pattern extracted by a convolutional filter, and we define this feature pattern as a deep learning feature ([supplementary methods](http://erj.ersjournals.com/lookup/doi/10.1183/13993003.00986-2018.figures-only#fig-data-supplementary-materials)).

To further explore the meaning of the deep learning features, we observed the response of each convolutional filter to different tumours. Given a tumour image, each convolutional filter in the deep learning model generates a response map indicating the corresponding feature patterns in the tumour. The average value of the response map is defined as response value. A good convolutional filter should have different response values between EGFR-mutant and EGFR-wild type tumours. Therefore, visualising the response values for a convolutional filter in different tumour groups can help us evaluate the performance of the convolutional filter.

Statistical analysis {#s2d}
--------------------

Statistical analysis was performed using SPSS Statistics 21 (IBM, Armonk, NY, USA). The independent-samples t-test was adopted to assess the significance of the mean value on ages between the patients in EGFR-mutant and EGFR-wild type groups. The same statistical analysis was performed to assess the difference of deep learning score between the EGFR-mutant and EGFR-wild type groups. The Chi-squared test was used to evaluate the difference of categorical variables such as sex and tumour stage in all the cohorts. In addition, we used the DeLong test to evaluate the difference of the receiver operating characteristic (ROC) curves between various models. A p-value \<0.05 was treated as significant. Our implementation of the deep learning model used the Keras toolkit and Python 2.7 (Python Software Foundation; [www.python.org/](www.python.org/)).

Results {#s3}
=======

Clinical characteristics of patients {#s3a}
------------------------------------

The clinical characteristics of patients are presented in [table 1](#TB1){ref-type="table"}. There was no significant difference between the primary and validation cohorts in terms of age and sex (p=0.083 for age, p=0.321 for sex). The tumour stage showed statistical differences between the two cohorts, probably because of regional differences, since patients in the two cohorts are from two different cities in China. To eliminate this difference, we performed a stratified analysis in the two cohorts to validate the robustness of the deep learning model. Clinical characteristics such as age, sex and stage illustrated difference between EGFR-mutant and EGFR-wild type patients; therefore, these characteristics were used to build a clinical model for comparison to the deep learning model.

###### 

Clinical characteristics of patients in the primary and validation cohorts

                       **Primary cohort**   **p-value**   **Validation cohort**   **p-value**                
  ------------------- -------------------- ------------- ----------------------- ------------- ------------- ---------
  **Subjects n**              603                                  241                                       
  **Age years**            59.50±9.72       61.36±8.96            0.016           59.59±8.83    59.21±7.28     0.716
  **Sex**                                                        \<0.001                                      \<0.001
   Female                  99 (39.76)       206 (58.19)                           52 (42.62)    79 (66.39)   
   Male                   150 (60.24)       148 (41.81)                           70 (57.38)    40 (33.61)   
  **Stage**                                                       0.047                                        0.017
   I                      181 (72.69)       240 (67.80)                           50 (40.98)    65 (54.62)   
   II                      27 (10.84)        27 (7.63)                            22 (18.03)     8 (6.72)    
   III                     36 (14.46)       69 (19.49)                            43 (35.25)    35 (29.41)   
   IV                       5 (2.01)         18 (5.08)                             7 (5.74)      11 (9.24)   
  **EGFR mutation**       249 (41.29)       354 (58.71)                           122 (50.62)   119 (49.38)  

Data are presented as mean±[sd]{.smallcaps}, or n (%), unless otherwise stated. EGFR: epidermal growth factor receptor.

Diagnostic validation of the deep learning model {#s3b}
------------------------------------------------

[Table 2](#TB2){ref-type="table"} lists the predictive performance of the deep learning model where we used area under the ROC curve (AUC), accuracy, sensitivity and specificity as main measurements. In our study, all the results were measured for tumour-level predictions, which are equivalent to reflect subject-level evaluations, since each patient only has﻿ one tumour. In the primary cohort, the deep learning model showed good predictive performance by five-fold cross-validation (AUC 0.85, 95% CI 0.83--0.88). This performance was further confirmed in the independent validation cohort (AUC 0.81, 95% CI 0.79--0.83). The close AUC between the primary and validation cohorts indicated that the deep learning model generalised well on predicting EGFR mutation status of unseen new patients. Benefiting from transfer learning with 1.28 million natural images, the deep learning model did not suffer from over-fitting. The ROC curves of the deep learning model in the two cohorts are presented in [figure 2a](#F2){ref-type="fig"}. Moreover, the deep learning score revealed a significant difference between EGFR-mutant and EGFR-wild type groups in the two cohorts (p\<0.001 in both the primary and validation cohorts; [figure 2b](#F2){ref-type="fig"}).

###### 

Predictive performance of various methods in the primary and validation cohorts

                        **AUC (95% CI)**        **Accuracy % (95% CI)**    **Sensitivity % (95% CI)**   **Specificity % (95% CI)**
  --------------------- ----------------------- -------------------------- ---------------------------- ----------------------------
  **Clinical model**                                                                                    
   Primary              0.66 (0.62--0.70)       61.60 (57.90--65.15)       64.39 (59.75--68.90)         56.75 (50.65--62.68)
   Validation           0.61 (0.58--0.64)       61.83 (58.88--64.88)       56.30 (52.41--60.41)         67.21 (63.20--71.20)
  **Semantic model**                                                                                    
   Primary              0.76 (0.72--0.80)       64.77 (61.31--68.22)       71.49 (67.86--75.09)         61.22 (57.45--65.12)
   Validation           0.64 (0.61--0.67)       62.24 (59.94--64.72)       63.03 (59.61--66.60)         61.48 (58.22--64.92)
  **Radiomics model**                                                                                   
   Primary              0.70 (0.66--0.74)       66.27 (62.96--69.83)       **85.05** (81.81--88.46)     40.98 (35.82--46.34)
   Validation           0.64 (0.61--0.67)       61.47 (58.69--64.69)       64.04 (60.34--68.34)         58.97 (55.10--63.10)
  **DL model**                                                                                          
   Primary              **0.85** (0.83--0.88)   **77.02** (74.02--79.97)   76.83 (73.17--80.49)         **79.03** (74.26--83.61)
   Validation           **0.81** (0.79--0.83)   **73.86** (71.82--75.82)   **72.27** (69.27--75.27)     **75.41** (72.32--78.32)

Data are presented as % (95% CI). All the results in the primary cohort were evaluated by five-fold cross-validation. Bold type represents the best performance. AUC: area under the receiver operating characteristic curve.

![Predictive performance of the deep learning model. a) Receiver operating characteristic curves of the deep learning (DL) model, radiomics model, semantic model and clinical model in the primary/validation cohorts. b) DL score between epidermal growth factor receptor (EGFR)-mutant and EGFR-wild type groups in the primary and validation cohorts. c) Decision curve of the DL model. The green line represents the benefit of treating all the patients as EGFR-wild type, and the blue line represents the benefit of treating all the patients as EGFR-mutant. The red line shows the benefit of using the DL model.](ERJ-00986-2018.02){#F2}

In addition, we performed a stratified analysis to validate the diagnostic performance of the deep learning model concerning tumour stage. [Supplementary table S1 and supplementary figure S3](http://erj.ersjournals.com/lookup/doi/10.1183/13993003.00986-2018.figures-only#fig-data-supplementary-materials) indicate that the deep learning model achieved good results in all the tumour stages. Moreover, the deep learning score showed a significant difference between EGFR-mutant and EGFR-wild type groups, regardless of tumour stages.

[Figure 2c](#F2){ref-type="fig"} plots the decision curve of the deep learning model. This curve shows that if the threshold probability of a patient or doctor is \>10%, using the deep learning model to predict EGFR mutation status in lung adenocarcinoma adds more benefit than either the treat-all-patients scheme or the treat-none scheme \[[@C35]\]. This highlights the clinical use of the deep learning model.

Comparison between the deep learning model and other methods {#s3c}
------------------------------------------------------------

In early studies, clinical characteristics, semantic features \[[@C17], [@C36]\] and quantitative "radiomic" features \[[@C9]\] were used for EGFR mutation status prediction. Therefore, we built a clinical model, a semantic model and a radiomics model as comparison to the proposed deep learning model. The clinical model involved sex, stage and age as features, and used a support vector machine (SVM) with radius-basis kernel for EGFR mutation prediction. The semantic model used 16 semantic features reported in the previous study and a multivariate logistic regression (details in [supplementary methods and supplementary table S4](http://erj.ersjournals.com/lookup/doi/10.1183/13993003.00986-2018.figures-only#fig-data-supplementary-materials)) \[[@C17]\]. The radiomics model extracted 1108 features by the PyRadiomics toolkit \[[@C37]\] and selected eight features using recursive feature elimination (RFE). Finally, a random forest containing 100 trees was built for EGFR mutation prediction in the radiomics model.

The quantitative performance in [table 2](#TB2){ref-type="table"} and the ROC curves in [figure 2a](#F2){ref-type="fig"} indicate that the deep learning model had better performance than the clinical model, with significant difference (AUC 0.66, 95% CI 0.62--0.70 in the primary cohort, p\<0.0001; AUC 0.61, 95% CI 0.58--0.64 in the validation cohort, p\<0.0001). In addition, a significant improvement over the semantic model was observed in the two cohorts (AUC 0.76, 95% CI 0.72--0.80 in the primary cohort, p\<0.0001; AUC 0.64, 95% CI 0.61--0.67 in the validation cohort, p\<0.0001). Similar improvement over the radiomics model was confirmed in the two cohorts (AUC 0.70, 95% CI 0.66--0.74 in the primary cohort, p\<0.0001; AUC 0.64, 95% CI 0.61--0.67 in the validation cohort, p=0.0002).

Suspicious tumour area discovery {#s3d}
--------------------------------

Since deep learning is an end-to-end prediction model that learns abstract mappings between tumour image and EGFR mutation status directly, it is important to explain the predicting process such that we can estimate how reliable the prediction is. We used a deep learning visualisation method \[[@C33], [@C34]\] to find the tumour region that was most related to EGFR mutation status ([supplementary methods](http://erj.ersjournals.com/lookup/doi/10.1183/13993003.00986-2018.figures-only#fig-data-supplementary-materials)). This important region was defined as the suspicious area in our study. When the deep learning model predicts an EGFR mutation status, it tells clinicians which area draws the attention of the model at the same time.

[Figure 3](#F3){ref-type="fig"} depicts the suspicious areas found by the deep learning model. For a lung adenocarcinoma tumour, the deep learning model generated an attention map indicating the importance of each part in the tumour; we used 0.5 as the cut-off value to reserve the high-response area (suspicious tumour area). These areas were more important than other regions of tumour since they drew the attention of the deep learning model. As shown in the bottom row in [figure 3](#F3){ref-type="fig"}, the suspicious areas found by the deep learning model varied in different tumours. For example, the suspicious area in [figure 3a](#F3){ref-type="fig"} was the tissue between tumour and pleura, whereas the suspicious area in [figure 3b](#F3){ref-type="fig"} was the tumour edge. Based on these observations, the deep learning model interpreted these two tumours as EGFR-mutant. In contrast, the deep learning model focused on the cavitary area in [figure 3c](#F3){ref-type="fig"} and predicted it to be EGFR-wild type. Since the deep learning model required only raw CT image of tumours as input without any tumour segmentation, some normal tissues can be fed into the model. However, the model was capable of finding suspicious areas inside tumours instead of being disturbed by normal tissues. [Figure 3d](#F3){ref-type="fig"} illustrates a tumour adjacent to the mediastinum. In this case, the ROI for the deep learning model included some normal tissues outside the tumour. However, the deep learning model found a suspicious area inside the tumour instead of the normal tissues. The suspicious tumour area was inferred to be strongly related to EGFR mutation status by the deep learning model. Therefore, it can potentially provide a biopsy position for clinicians to avoid false negative diagnoses caused by intra-tumour hetrogeneity. The difference between the suspicious tumour area and other tumour areas may be further explained by combining positron emission tomography--CT data.

![Suspicious tumour area discovery. We used 0.5 as cut-off value to acquire the suspicious areas according to the attention map of the deep learning (DL) model. EGFR: epidermal growth factor receptor.](ERJ-00986-2018.03){#F3}

Deep learning feature analysis {#s3e}
------------------------------

The advantage of deep learning mainly comes from its automatic feature-learning ability. By learning from 14 926 tumour images, the deep learning model detects features that are strongly associated with EGFR mutation status.

For a better understanding of the deep learning feature, we visualised several convolutional filters in the deep learning model ([figure 4a](#F4){ref-type="fig"}). The shallow convolutional layer learned low-level simple features such as horizontal and diagonal edges (Conv_2). A deeper convolutional layer learned more complex features such as tumour shape. For instance, the filters in layer Conv_13 had strong response to circle or arch shapes, because most tumours contain circular or arch-shaped structures. When going deeper, the features became more abstract and were gradually related to EGFR mutation status (Conv_20, Conv_24). In [supplementary figure S4](http://erj.ersjournals.com/lookup/doi/10.1183/13993003.00986-2018.figures-only#fig-data-supplementary-materials), we compared the convolutional filters before training and after transfer learning (trained in CT data). This figure indicates that the convolutional filters learned various feature patterns that are different with their initial status. Furthermore, transfer learning makes the filters more specific to CT data, especially in deeper network layers.

![Deep learning feature analysis. a) Convolutional filters (Conv\_) from the 2nd, 13th, 20th and 24th layers of the deep learning model. Each convolutional layer includes hundreds of filters, and only the first three filters are illustrated in each layer. b) Response of the negative filter and the positive filter in epidermal growth factor receptor (EGFR)-mutant/-wild type tumours. The positive filter has strong response to EGFR-mutant tumours and the negative filter has strong response to EGFR-wild type tumours. All the tumour images are from the validation cohort. c) Response value of the positive and the negative filters in the two cohorts. d) Unsupervised clustering of lung adenocarcinoma patients (n=844) on the vertical axis and deep learning feature expression (feature dimension=32, the Conv_24 layer) on the horizontal axis.](ERJ-00986-2018.04){#F4}

To further demonstrate the association between the deep learning features and EGFR mutation status, we extracted two convolutional filters from the last convolutional layer (the positive and negative filters). These two filters captured different texture patterns (the first column in [figure 4b](#F4){ref-type="fig"}) responding to EGFR-mutant and EGFR-wild type tumours. When we fed EGFR-wild type tumours to the deep learning model, the negative filter generated a strong response, while the positive filter was nearly shut down. Similarly, when we fed EGFR-mutant tumours to the deep learning model, the negative filter was depressed, but the positive filter was strongly activated. As depicted in [figure 4c](#F4){ref-type="fig"}, the response of the positive/negative filters on EGFR-mutant and EGFR-wild type tumours were significantly different in all the cohorts (p\<0.001). In [figure 4d](#F4){ref-type="fig"}, the clustering map of deep learning features from the last convolutional layer (Conv_24) in the whole dataset (844 patients) is illustrated. The deep learning features showed obvious clusters that had different responses to EGFR-mutant and EGFR-wild type patients. Meanwhile, tumours of different EGFR mutation status (EGFR-mutant/-wild type) can be roughly separated (vertical axis in [figure 4d](#F4){ref-type="fig"}).

To compare the importance of the deep learning features and the radiomic features, we combined the 32 deep learning features from the Conv_24 layer with the 1108 radiomic features, and used RFE to select the important features. In this step, the RFE used linear SVM and five-fold cross-validation to determine the optimal feature amount using the primary cohort, which is consistent with the RFE settings in building the radiomics model. Finally, 11 features were selected, including eight deep learning features and three radiomic features. This indicates that the deep learning features showed stronger association with EGFR mutation status than radiomic features. In addition, we calculated the univariate AUC for all the deep learning features and the radiomic features. As illustrated in [supplementary figure S5](http://erj.ersjournals.com/lookup/doi/10.1183/13993003.00986-2018.figures-only#fig-data-supplementary-materials), many of the deep learning features have higher AUCs than the radiomic features.

Discussion {#s4}
==========

In this study, we proposed a deep learning model using non-invasive CT images to predict EGFR mutation status for patients with lung adenocarcinoma. We trained the deep learning model in 14 926 CT images from the primary cohort (603 patients), and validated its performance in an independent validation cohort from another hospital (241 patients). The deep learning model showed encouraging results in the primary cohort (AUC 0.85, 95% CI 0.83--0.88) and achieved strong performance in the independent validation cohort (AUC 0.81, 95% CI 0.79--0.83). The deep learning model revealed that there was a significant association between high-dimensional CT image features and EGFR genotype. Our analysis provides an alternative method to non-invasively assess EGFR information for patients, and offers a great supplement to biopsy. Meanwhile, our model can discover the suspicious tumour area that dominates the prediction of EGFR mutation status. This analysis offered visual interpretation to clinicians about understanding the prediction outcomes in CT data. Moreover, the deep learning model requires only the raw tumour image as input and predicts the EGFR mutation status directly without further human assistance, is easy to use and very fast.

Previous studies used clinical factors \[[@C8]\] and radiomics based on feature engineering \[[@C9], [@C17], [@C18]\] to predict EGFR mutation status. For example, clinical factors such as age, sex, tumour stage and predominant subtype were used to build a nomogram for EGFR mutation status prediction \[[@C8]\]. In this study, the clinical factors achieved AUC 0.64 in a validation cohort including 464 Asian patients. The clinical model is interpretable, since clinical factors are widely used and the nomogram represents an intuitive linear model. However, clinical features such as stage and predominant subtype require invasive biopsy. In addition, clinical features only reflect few tumour information in pathological level. By contrast, radiomic methods used CT images to quantify tumour information at the macroscopic level, and built the relationship between tumour image and EGFR mutation status. Compared with clinical factors, radiomic analysis provides quantitative features to mine high-dimensional information associated with EGFR genotype. In a cohort including 353 patients, the radiomic method achieved AUC 0.69 by using hand-crafted CT image features \[[@C9]\]. Despite the advantages of the radiomic method, the hand-crafted feature requires time-consuming tumour boundary segmentation and may lack specificity to EGFR genotype. Consequently, we proposed a deep learning method to learn EGFR-related tumour features automatically and avoid complex tumour boundary segmentation. Furthermore, the deep learning method only requires a user-defined ROI of the tumour instead of four complex procedures in radiomics based on feature engineering (tumour boundary segmentation, feature extraction, feature selection and model building).

Advantages of deep learning {#s4a}
---------------------------

Previous studies suggested that CT-based semantic features \[[@C18], [@C19]\] and quantitative radiomic features \[[@C9], [@C17]\] reflected EGFR mutation status. However, they can only reflect low-order visual features or simple high-order features. There are abstract features that can probably be associated with EGFR mutation status; however, they are difficult to represent using hand-crafted feature engineering. In these situations, deep learning demonstrates its advantage since it can mine abstract features that are difficult to formulise but are important for identifying EGFR mutation status.

Compared with previously reported hand-crafted features, the deep learning model has the following advantages. 1) Through a hierarchical neural network structure, the deep learning model extracts multi-level features from visual characteristics to abstract mappings that are directly related to EGFR information; 2) the deep learning model does not require time-consuming tumour boundary annotation, which is a big advantage over hand-crafted feature engineering. Moreover, the microenvironment of tumours and the relationship between tumours and attached tissues (pleura traction, *etc*.) are considered in the deep learning model; 3) the deep learning model is fast and easy to use, requires only the raw CT image as input and predicts the EGFR mutation status directly without further human input.

Clinical utility of the deep learning model {#s4b}
-------------------------------------------

The deep learning model provides potential clinical utility from the following perspectives. 1) The proposed deep learning model provides a non-invasive method to predict EGFR mutation status, which can be used easily in routine CT diagnosis. 2) If the biopsy result of a tumour shows EGFR-wild type, the result may include false negatives because of intra-tumour heterogeneity. At this time, the deep learning model can be seen as an alternative validation tool. If the deep learning model predicts the tumour to be EGFR-mutant, clinicians may need to re-biopsy tissues \[[@C38]\]. 3) The deep learning model only requires routinely used CT images, without adding cost. Therefore, this model can be used multiple times throughout the course of treatment \[[@C9]\]. 4) Most importantly, although we studied only adenocarcinoma, the deep learning model shows predictive value in other histological types. This enables the deep learning model to be used directly in CT scans of lung cancer without identifying histological types. To validate this hypothesis, we additionally collected 125 patients with other lung cancer histological types from Shanghai Pulmonary Hospital between January 2013 and July 2014 (clinical characteristics described in [supplementary table S2](http://erj.ersjournals.com/lookup/doi/10.1183/13993003.00986-2018.figures-only#fig-data-supplementary-materials)). Quantitative results in [supplementary table S3](http://erj.ersjournals.com/lookup/doi/10.1183/13993003.00986-2018.figures-only#fig-data-supplementary-materials) indicate that the deep learning model can achieve AUC 0.77 (95% CI 0.73--0.81) in other histological types of lung cancer. Consequently, even without knowing the histological type of a lung cancer, the deep learning model can achieve AUC 0.81 in adenocarcinoma and AUC 0.77 in other histological types.

Despite the encouraging performance of the deep learning model, this study has several limitations. First, we only examined patients in an Asian population. However, EGFR mutation rate can be affected by race. In future work, populations from multiple sources will be necessary to test whether the deep learning model can be generalised to other populations. Second, although the deep learning model shows better performance than clinical, semantic and radiomics models, the combination of these models is unclear. The predictive performance may be improved if we combine these models together. Third, our study only focused on EGFR mutation status. The relationship between EGFR mutation and other genetic mutations (*e.g.* ROS-1, ALK) can be explored in future work.
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