Abstract-A decision-directed learning strategy is presented to recursively estimate (i.e., track) the time-varying a priori distribution for a multivariate empirical Bayes adaptive classification rule. The problem is formulated by modeling the prior distribution as a finite-state vector Markov chain and using past decisions to estimate the time evolution of the state of this chain. The solution is obtained by implementing an exact recursive nonlinear estimator for the rate vector of a multivariate discrete-time point process representing the decisions. This estimator obtains the Doob decomposition of the decision process with respect to the a-field generated by all past decisions and corresponds to the nonlinear least squares estimate of the prior distribution. Monte Carlo simulation results are provided to assess the performance of the estimator.
I. INTRODUCTION
T HIS paper addresses the problem of learning the prior l probability of occurrence (i.e., relative frequency) of a signal or class of signals with respect to the parameters of the classification system. This statistical representation of the signal occurrences leads to the development of decision techniques which may be tuned to the local characteristics of the signal and permit on-line tracking or learning of these characteristics. We pursue an empirical Bayes approach, wherein the prior distribution is estimated from the data. Empirical Bayes procedures are well known, [1] - [4] , but deal almost exclusively with the stationary case where the prior distribution is constant. For the stationary case, there exist asymptotically subminimax decision rules that approach the Bayes envelope. Our problem is somewhat more complex, however, since we permit the decision environment to be nonstationary and assume that the prior distribution may evolve with time.
One may not be able to wait until all the data are received to make decisions. In fact, a real-time classification capability is often necessary, and critically, it must be able to adjust the structure of the decision rule adaptively to ensure that the classification is being made as accurately as possible. These constraints on the empirical Bayes procedure are severe and render classical decision rules inadequate to deal with the tracking capability. As an alternative, the decision-directed approach represents a Manuscript received June 23, 1986 ; revised January 8, 1987 . Recommended for acceptance by J. Kittler.
The authors are with the Department of Electrical Engineering, Brighan Young University, Provo, UT 84602. IEEE Log Number 8715815. significant departure from classical empirical Bayes procedures, but fits well into the general class of adaptive detection procedures such as generalized likelihood ratio tests.
The philosophy of decision-directed procedures is illustrated in Fig. 1 . In this figure, we consider a received signal that is then subjected to processing, which involves decision-making procedures to detect and extract the signal. The outputs of the signal processor may be used to generate an estitnate of the signal model and feed it back into the classification block to modify the decision rule.
The problem of simultaneous detection and estimation is developed in a decision-theoretic setting in [5] , [6] , although these researchers do not discuss the decision-theoretic extensions to the problem. Decision-directed procedures have been used in [7] - [10] for adaptive (untaught) pattern recognition, wherein signal parameters are estimated using only observations classified as containing the signal. Other decision-directed adaptive classification schemes have been proposed for synchronous detection [11] and for adaptive equalization in the digital communications context [12] . Decision-directed procedures have been used for various unsupervised learning problems [13] - [20] and for analysis of Gaussian mixtures [21] . Perhaps the first rigorous analysis of the decision-directed empirical Bayes approach was conducted in [22] , which investigates the binary detection problem with unknown priors. These results have been further studied in [23] - [25] . Extension to the nonstationary case is provided in [26] - [28] .
The espousal of the Bayesian approach implies that the unknown state of nature is described by a prior probability distribution. The empirical Bayes decision problem is formulated in exactly the same way as a standard Bayes problem, except that the prior is unknown and must be estimated from the available data. Suppose that a particular decision problem occurs repeatedly and independently, with the same unknown prior distribution throughout the experiment. Under this supposition, it is logical to perform analysis on the observation in an attempt to discover the prior distribution. We may define an empirical decision procedure as a sequence of decision rules which learn or adapt from previous experiments and "converge" in some sense to the true prior. Robbins and related researchers [1] is the marginal distribution of the joint vector N(O), N( 1), * , but we will, for purposes of this analysis, be concerned only with these marginals and will investigate dynamical equations for them, rather than estimate the entire joint vector distribution. We will see that dynamical equations for PN(t)(a) will be suitable for purpose of tracking real-time behavior of the process N(t) whereas the joint distribution of the entire process will not be available in real time.
A. Probability Models Let G3t-1 denote a a-field generated by all of the factors that may affect the distribution of the process N(t) at time t, and define the joint conditional probability mass func-
This joint probability mass function may 1) The Markov structure permits the evolution of A (t) to be treated probabilistically via the state transition matrix. This representation may be contrasted with a stochastic differential or difference equation for A (t), which may be difficult to treat analytically.
2) The finite-state model permits limits on the range of A (t) to be imposed, and the rate may be restricted to the expected domain of the parameter space. Such a limitation may, for example, be chosen to reduce or eliminate the probability of runaway (i.e., divergence of the estimator), which is a possibility in the decision-directed estimation context. VII] process with respect to the family of a-fields { (i }. Notationally, we say { u } is a { 63 }-MD.
We may define the individual rates Xi (t) of the components of N(t) in terms of the elements of A (t). Since the 2m events 8r1 am = n im 1Si are mutually exclusive, the law of total probability requires that Xi(t) P{Ni(t) = 1 63, -1} = Z cXl .a m(t)
where the summation is taken over all cj, except for the ith term ai, which is set to unity. We may render this expression in matrix notation by defining the vector is an r x m matrix. As x(t) = sT(t) x(t). where k(t) is a {63 }-predictable process (i.e., X(t) E (B, -1 for all t) and w(t) is a {6(3}-MD sequence (i.e., w(t) e 63t and E(w(t)l63t I) = 0). From the above development, k(t) = E(N(t)1 63 1) and if we define (10) is the (unique) Doob decomposition of { N } with respect to { (3 }I Equations (7) and (10) represent a type of state-space model for the system under study. The dynamics equation (7) describes the evolution of the process x(t) over time and is analogous to a linear difference equation driven by a noise process. The observation equation (10) provides the relationship of the observed process N(t) to the state and is analogous to the signal-in-additive-noise process familiar to linear estimation problems.
Although (7) and (10) (11) is the conditional covariance of p(t) and v(t), and the matrix (v, V)t = E31-v(t) vT(t) (17) is the conditional variance of v ( t).
The conditional covariance (i, v), (see [32] ) is the r
where diag { *} denotes a diagonal matrix whose diagonal elements are composed of the elements of the vector argument.
The conditional variance (v, v)t [32] is the m x m matrix and compute the conditional expectation of x (t) given it-1. To do this, we draw upon two fundamental results of martingale theory, namely, the innovations theorem and the representation theorem [31] . Application of these theorems results in a nonlinear estimation procedure to obtain the Doob decomposition of { N} with respect to { 3 }, yielding
where { v } is an { I }-MD process and I (t t -1) is the conditional expectation of x ( t) given it -1
The process x (t) modulates the rate of the discrete-time vector process N(t) according to (7) and (10) . We wish to obtain equations of evolution of the process x(t + 1 t) = E{x(t + 41) I} -E = x(t + 1), the conditional expectation of x ( t + 1 ) given the a-field 5t. We follow the results of [32] and obtain an estimator of the form x(t + I t) = -E£1x(t + 1) + (jI, V)t(V, V)t Iv(t) (13) where Xjj(tI t 1) = s '(t) X(tj t -1). (21) and
Thus, the estimator becomes, using (18) and (19),
This estimator is recursive, which provides the capability (16) of real-time implementation. It is necessary, however, to 648 (14) .
[Eg: Equation (28) means that the hypothesis Ho,... ,,, is accepted at time t. Thus, the vector N(t) is
This vector is then used to update the estimate for A (t), yielding A (t t -1), which will be used to adjust the prior probabilities in the generalized likelihood ratio test for t + 1 in a recursive manner, as illustrated in Fig. 3 .
B. Bias Correction
Unfortunately, it is not generally true that X is an unbiased estimate of 7r, and we must investigate the effects (28) 
am).
This structure holds for all values of T" am and, in particular, holds when the partition regions T". a are specified by the previous best estimate of the prior, namely, 'i( t -1 ).
There are a number of issues to be considered concerning the removal of the bias. First, it is evident from the structure of (29) This distribution may be either time varying or constant, but is assumed to be unknown. For purposes of this simulation, 7r will be taken as a constant, and the process { n } will be taken as a Bernoulli process. Note that this structure is not required for the successful application of the algorithms, but it represents perhaps the simplest condition to simulate. In general, { n } may be a multivariate marked point process.
We consider here the performance of the algorithm for m = 4. The decision-directed estimator will yield estimates of Xa1U2'34 _p{8I1la2U3a43 ( 
B. Markov Chain Model
As the dimension m is increased, the number of possible states in the vector Markov chain tends to grow exponentially. The dimensionality of the problem may be greatly reduced if the joint probability possesses a special structure that may be exploited. In this study, we make the assumption that the density function for y (t) factors into the product of k marginal densities for each t as follows (dropping the time argument for brevity):
This factorization is motivated by the reasonable condition that the distribution of each component of the signal depends only upon its immediate neighbors and has application in a surveillance scenario wherein signals are to be detected in azimuthal sectors [33] . With this assumption, it is possible to deal with four 2-dimensional problems rather than one 16-dimensional problem, as follows. We may express the joint distribution of N(t) (for m = 4) as The columns of RT are the states of the vector Markov chain and represent the states to which the rate vector A may transit as time evolves. The values assumed by this matrix and the dimension r = 6 are not nearly as restrictive as they may appear, since the estimate xI will in general be a convex linear combination of all these states and the rate estimate A will range continuously over the convex closure of the vectors Pl*, Pr Since the estimated rate must lie in this convex closure, runaway may be eliminated by bounding the closure away from degenerate values (i.e., where all of the priors are zero except one). Runaway occurs when the decision-directed detector diverges to a degenerate probability distribution. In [22] , it is shown that the probability of runaway is exponentially small for the binary case with stationary priors. For the multivariate nonstationary case, no analytical results have been obtained, but simulation results indicate that runaway is not a problem with the finite-state Markov chain model. An element qi1 of QT represents the probability of transiting to state j of the vector Markov chain at time t + 1 given that the state is i at time t. Note that the strong diagonal structure of QT indicates that, given the Markov chain is in state i at time t, it will likely remain there at time t + 1. The fact that q44 iS smaller than the other diagonal elements indicates that the state PT = [0.475, 0.475] is a transitory one, which is a reasonable assumrption.
C. Estimation of Signal Strength
We may not assume that the signal strength bi is known a priori, and procedures must be developed to make an estimate bi. Probably the most straightforward method, and one that has previously been used with success in [10] , [26] , is to compute bi as the empirical average of those samples yi (t) for which a detection in sector i occurred (i.e., when Si occurs). This (31) where the -y is a constant such that 0 < -y c 1. This quantity represents a "forgetting factor," which permits earlier estimates to be discounted in favor of more recent data. Using such a model, smooth changes in bi (t) may be tracked.
The effect of this estimate on the detection procedure is to substitute an estimate B ( t) for B ( t) in the distribution used in (28) ]t. Note that both the recursion (31) and the decision rule (32) must be initialized with some a priori estimate B(0). Furthermore, the ratio Ni (t) t E yt -sN s=I must be initialized to zero at t = 0 to ensure that the estimate for bi is well defined and is equal to the a priori value until observations are obtained.
D. Simulation Results
We present selected simulation results to illustrate the performance of the proposed algorithm. If we let L be the number of simulations performed, the sample mean, sample variance, and mean-square estimation error may be computed, respectively, as follows: where X(t) is the true rate [either a marginal probability abilities for these cases are of the form 7r ( t) or an element of A( t) ] and X( t, i ) is its estimate F1 for the ith simulation. Fig. 4(a) In Fig. 9 , we show five selected examples of Monte Carlo sample means for estimates of individual elements of A(t), the prior probability distribution. The SNR in each of these simulations was 6 dB. Again, the ability of the algorithm to track time-varying rates is clearly evident.
Figs. 10 and 11 demonstrate how the estimated bias is reduced and how the responsiveness of the estimator to rapidly changing rates is enhanced as signal power is increased. The three SNR's considered are 6, 9.5, and 12 dB, and the plots shown are sample means of marginal probability estimates. These figures also demonstrate time-lag effects. As with any recursive filter (e.g., the Kalman filter), time lags are present when there are abrupt changes in the state that must be tracked. This phenomenon is due to the predictive nature of the estimator, and it can be seen from these figures that the size of the time lag decreases as the SNR increases. 
D. Probability of Error
As an indicator of the algorithm's performance, Figs. 12 and 13 show the probability of error versus SNR for the decision-directed empirical Bayes decision rule when testing against four hypotheses (a two-dimensional classifier). The curves on each plot correspond to the following three cases.
1) Prior probabilities and signal strengths are known exactly, i.e., the ideal classical Bayes case (plot indicated by thin line).
2) The signal strength is known exactly and priors are estimated by the recursive estimator (points on thicklined curve denoted by the symbol o).
3) Both priors and signal strength are estimated (points on thick-lined curve denoted by the symbol x ).
Note that in Fig. 13 Signal-to-Noise Ratio (dB) Signal-to-Noise Ratio (dB)
The decision-directed rule effectively tracks the timevarying prior distributions. A number of time-varying prior distributions have been simulated, and it has been shown that these rates may be effectively tracked with a decision-directed approach. 
