This paper examines the extent of state dependence in unemployment and the role played in this by intervening low-wage employment. A range of dynamic random and fixed effects estimators are compared. Low-wage employment is found to have almost as large an adverse effect as unemployment on future prospects and the difference in their effects is found to be insignificant. Evidence is presented that low-wage jobs act as the main conduit for repeat unemployment and considerably increases its probability. Obtaining a higherwage job reduces the increased risk of repeat unemployment to insignificance.
Introduction
Repeat unemployment is common: a significant proportion of the unemployed who get re-employed leave their jobs again relatively quickly.
1 As Heckman (2001) observes in his Nobel lecture, "a frequently noted empirical regularity in the analysis of unemployment data is that those who were unemployed in the past or have worked in the past are more likely to be unemployed (or working) in the future" (p. 706).
Is this, he asks, "due to a causal effect of being unemployed (or working) or is it a manifestation of a stable trait?" There is also strong persistence in wages, and these dynamics are also linked. Those in low-wage jobs are more likely to become unemployed, and the unemployed are more likely to be low waged on re-entry to employment. This paper investigates these inter-related dynamics of unemployment and low-wage employment.
Several previous studies have investigated the extent of state dependence in employment or unemployment. 2 Heckman (1981a) found significant state dependence in the employment probabilities of older US married women (but rather less for younger women). More recently Hyslop (1999) also finds strong state dependence in employment for US married women for the 1980s. Corcoran and Hill (1985) however find that past unemployment does not increase the probability of current unemployment for prime age men once unobserved heterogeneity and data collection procedures have been allowed for. 3 For Britain, Narendranathan and Elias (1993) and Arulampalam et al. (2000) find strong state dependence in unemployment. 4 Similar has also been 1 Clark and Summers (1979) for the US and Layard et al. (1991) for the UK inter alia. About half of those leaving the unemployed claimant count in Britain return within a year (Sweeney, 1996) .
2 While evidence on each is clearly indicative about the other, they are not equivalent. Flinn and Heckman (1983) find unemployment and out of the labour force to be behaviourally distinct states in the context of transitions. 3 Analyses of durations include Heckman and Borjas (1980) and Lynch (1989) , who find no evidence that previous occurrences or durations of unemployment affect the duration of current unemployment spells of US youths, and Omori (1997) , who in contrast finds that an increase in the duration of previous non-employment lengthens the duration of current non-employment. 4 For dependence between durations however, Lynch (1985) finds the length of previous unemployment spells (if any) not to have a significant effect on current duration of unemployment for British youths. Gregg (2001) , examining dependence over a longer time frame, finds that early cumulated experience of unemployment has a significant effect on unemployment experience later in life.
found for Germany (Flaig et al., 1993, Muhleisen and and Holland (Frijters et al., 2000) among other countries.
Much of the evidence indicates that experiencing unemployment makes future unemployment more likely. However we know little about the mechanism that lies behind this state dependence. The evidence presented in this paper suggests that an important part of the reason is the quality of the jobs taken by those who move into employment, which tend to be low paid and unstable. Thus a fuller picture of the dynamics of unemployment is provided by examining it in conjunction with the type of job taken when an exit from unemployment occurs. There is also evidence of persistence in low pay, 5 and of a link between them giving a cycle of unemployment and low-wage employment (Stewart, 1999) . 6 State dependence in unemployment is generally viewed as resulting from the nonaccumulation of new (and the deterioration of existing) human capital during an unemployment spell and from adverse signalling. Low-wage jobs may also not augment human capital and hence have similar adverse effects to unemployment. The distinction between low-and higher-wage jobs is one dimension of the "good" and "bad" jobs distinction (Burtless et al., 1990 , Acemoglu, 2001 . Layard et al. (1990) argue that "employers offering good jobs may well use a person's current position as a screening device. While unemployment is a bad signal, being in a low-quality job may well be a worse one" (p. 249). 7 McCormick (1990) terms such jobs "stigmatized"
and argues that, faced by uncertainty about worker quality, firms use type of job held, alongside unemployment duration (Blanchard and Diamond, 1994) , as a cheap indicator of future productivity. This paper examines the extent to which "bad" jobs have adverse effects on future employment prospects, alongside those of unemployment, 5 See Stewart and Swaffield (1999) . There is also an extensive literature on wage persistence and wage dynamics in general, not focusing specifically on the bottom end of the distribution. See Moffitt and Gottschalk (1993) , Baker (1997) and Dickens (2000) for recent contributions. 6 There is considerable US evidence of significant long-lasting earnings losses associated with job displacement (e.g. Jacobson et al., 1993 , Kletzer, 1998 . Gregg and Wadsworth (2000) and Gregory and Jukes (2001) find a negative impact of unemployment on subsequent earnings for Britain.
7 Such effects may also result from efficiency wage, insider outsider, or segmented labour market models. and the extent to which they act as the conduit to repeat unemployment. 8 This paper uses a discrete time framework to analyze the inter-related dynamics of unemployment and low-wage employment. While a continuous time multi-spell duration model might be a preferable framework to analyze unemployment alone, since the central focus here is the relationship with (low) wages, and since the dataset used (in common with others) provides wage information only at the interview point for each annual wave of the panel, a discrete time framework is adopted.
The central econometric issue in the dynamic models used is that of unobserved heterogeneity and initial conditions. The paper addresses this in a number of ways and presents and compares the estimates from a number of alternative estimators to assess the robustness of the results. A range of dynamic random effects probit model estimators is used. Both normal heterogeneity and a semi-parametric discrete mixture are used. Models with autocorrelated errors, with bivariate random effects and with random effects on slope as well as intercept, estimated by Maximum Simulated Likelihood, are also considered. The dynamic random effects probit model estimators are also compared with various GMM estimators in the context of a linear probability model, which handle unobserved heterogeneity in a less restrictive way.
The estimates show strong agreement between the estimators used. Significant state dependence in unemployment is found. Low-wage employment is found to have almost as large an adverse effect as unemployment on the probability of future unemployment, and the effects are insignificantly different from one another. In addition, low-wage jobs are found to act as the main conduit for repeat unemployment, those who get a better job reduce the impact of past unemployment to insignificance. 8 The link between low-wage employment and unemployment may also be related to unemployment benefits and relative incentives, since low-wage workers receive a higher replacement rate when unemployed (providing they qualify for benefits). While this is unlikely to influence the probability of entering unemployment, since those who quit do not receive unemployment benefit in the short-run, it may mean that the incentive to leave unemployment is lower for low-wage workers.
Data description
The data used in the paper are from the first six waves (1991) (1992) (1993) (1994) (1995) (1996) -6 (1992-1996) of the sample for various groups are presented in Table 1 . The raw unconditional probability of being unemployed at a point in time in this sample is 4.4%. 11 Columns 2 and 3 of the table give conditional probabilities by status at t-1, i.e. at the previous interview roughly 12 months previously. 12 The first row of the table shows that there is considerable state dependence in unemployment in the raw data: the probability of being unemployed at t is much higher for those unemployed at t-1. Someone unemployed at t-1 is more than 20 times as likely to be unemployed at t as someone employed at t-1.
Part, or even all, of the persistence exhibited in the first row of Table 1 could be due to heterogeneity. The probability of unemployment is higher for the young, for those with less education, for those with poor health, etc. Even if there were no structural 9 All time points are therefore prior to the introduction of the UK national minimum wage. 10 See Taylor (1996) for details. The sample used here contains only Original Sample Members, is restricted to those aged between 18 and the state retirement age (65 for men and 60 for women) and excludes full-time students.
11 Conditional on being in the labour force (i.e. either employed or unemployed) at t, but unconditional on status at t-1.
12 72% of the pooled sample are interviewed within 30 days of the anniversary of the previous interview, 91% within 2 months. persistence for individuals, this heterogeneity would cause the group of individuals unemployed at t-1 to have a higher aggregate probability of unemployment at t than those who were employed.
The remaining rows of Table 1 present unemployment probabilities (unconditional and conditional) for various subgroups of the sample distinguished by gender, education, experience, marital status, health, area of residence, and demand conditions in the local labour market (factors likely to influence the probability of unemployment and suitable variables for the models later in the paper.) The difference between the probabilities conditional on status at t-1 is evident within all subgroups.
The data also exhibits considerable persistence in wages and the aggregate dynamic processes are inter-related: the current probability of each depends on the past occurrence of the other. The role of low-wage employment is a focus of this paper.
If those employed at t-1 (column 2 of Table 1 ) are partitioned into those with a low wage (below £3.50 per hour in 1997 terms 13 ) and those with a higher wage, the conditional probability of being unemployed at t is 0.056 for the low-wage group and 0.020 for the higher-wage group. Employees with a low-wage at t-1 are 2.7 times as likely to be unemployed at t as those who were higher paid at t-1. Compared with the pairs of rows in column 2, a low wage at t-1 has a considerably more adverse effect on the probability of unemployment at t than the characteristics considered in Table 1 . Those unemployed at t-1 are also nearly three times as likely to be low wage if employed at t as those employed at t-1. There is therefore considerable crosspersistence in the aggregate data. Table 2 summarizes the definitions of these two variables and also those for the main explanatory variables used in the analysis and presents summary statistics (means and standard deviations) for these variables. 13 Wages throughout the paper are adjusted to April 1997 using the Average Earnings Index.
Models and estimators
This paper uses a range of dynamic models and estimators to model the probability of unemployment, both singly and jointly with the probability of low-wage employment.
The models include the previous state to allow for state dependence. An important focus is the treatment of unobserved heterogeneity and initial conditions. If the unobserved heterogeneity exhibits persistence over time, then ignoring it will lead to an overstatement of the true state dependence in unemployment.
A dynamic random effects probit model
The following dynamic reduced form model for unemployment is specified:
where y it is the indicator variable for being unemployed, x it is a vector of explanatory variables and u it ∼ N(0, σ 2 u ). The subscript i indexes individuals and t time periods.
N is large, but T is small and fixed, so asymptotics are on N alone. Although the u it are assumed iid, the composite error term will be correlated over time due to the individual-specific time-invariant ε i terms. The standard uncorrelated random effects model also assumes ε i uncorrelated with x it . Alternatively, following Mundlak (1978) and Chamberlain (1984) , correlation between ε i and the observed characteristics is allowed by assuming a relationship of the form:
and independent of x it and u it for all i, t. Thus the model may be written as:
The individual-specific random effects specification adopted implies that the correlation between v it = α i + u it in any two (different) periods will be the same: Chay and Hyslop, 2000) .
Heckman's estimator
The approach to the initial conditions problem proposed by Heckman (1981b) involves specifying a linearized reduced form equation for the initial period:
where z i1 includes x i1 and exogenous instruments and ζ i is correlated with α i , but uncorrelated with u it for t ≥ 2. Using an orthogonal projection, it can be written as:
, with α i and u i1 independent of one another. It is also assumed that u i1 satisfies the same distributional assumptions as u it for t ≥ 2. 14 The linearized reduced form for the initial period is therefore specified as
Since y is binary, a normalization is required. A convenient one is σ 2 u = 1. The outcome probabilities and likelihood for a random sample are then
where F is the distribution function of α * = α/σ α and
is taken to be normally distributed, the integral over α * can be evaluated using Gaussian-Hermite quadrature (Butler and Moffitt, 1982 ).
Wooldridge's CML estimator
The Heckman estimator approximates the joint probability of the full observed y sequence. Wooldridge (2005) has proposed an alternative Conditional Maximum Likelihood (CML) estimator that considers the distribution conditional on the initial period 14 Any difference in error variance will be captured in θ.
value (and exogenous variables) . Rather than modelling the density of (y i1 , . . . , y iT )
given x i , Wooldridge suggests modelling the density of (y i2 , . . . , y iT ) conditional on (y i1 , x i ). This produces a very simple estimation method which has the advantage that it can be implemented with standard random effects probit software.
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The estimator can be viewed as simply using a different approximation which has computational advantages. Specifying a model for y i1 given x i and α i is replaced by specifying one for α i given y i1 and x i . The model for α i is specified in its simplest form
(The Mundlak specification above has already incorporated x i .) Substituting into equation (2) gives
The estimates presented here also follow Wooldridge's suggestion of allowing a more flexible conditional mean by including interactions between y i1 and x i .
A discrete distribution for the unobserved heterogeneity
Both the Heckman and Wooldridge estimators are potentially sensitive to the normality assumption on the individual effects. An alternative specification, useful for assessing this sensitivity, is to model the unobserved heterogeneity using a discrete mass point distribution. In this specification the distribution of α i is taken to have mass points α (j) (j = 1, . . . , J) with corresponding probabilities w j satisfying 0 ≤ w j ≤ 1 ∀j and P J j=1 w j = 1. The outcome probabilities and likelihood are
Autocorrelated errors
Autocorrelation in the u it , perhaps reflecting correlation between transitory shocks, complicates estimation considerably. Extension of the Heckman estimator to this case requires the evaluation of T-dimensional integrals of Normal densities. Simulation estimators provide a feasible way to address this problem. A Maximum Simulated Likelihood (MSL) estimator based on the GHK algorithm (see for example Keane, 1994 ) is used in this paper. MSL provides a consistent estimator of the parameters as the number of simulation draws tends to infinity. In practice Monte Carlo evidence suggests that a relatively small number of draws is sufficient (e.g. Hyslop (1999) , App. 2). Train (2003) shows that the number of draws required can be further reduced (by a factor of 10 or more) by using Halton sequences. These provide better coverage than standard random draws and negative correlation results in variance reduction.
There is now considerable evidence for their greater efficiency (Train, 2003) .
The model is as above but with u it following an AR(1) process, with parameter ρ.
Ω, the covariance matrix of
0 is now a function of λ, θ and ρ. The error vector can be written v i = Cη i with η i ∼ N(0, I) and C the lower-triangular
Cholesky decomposition of Ω. The equations can therefore be written
where
uses the fact that the probability of an observed sequence of ys can then be written as the product of recursively defined conditional probabilities. Simulation of the probabilities requires draws from a truncated Normal. If ξ it is a draw from a standard uniform distribution, then these are constructed as
The steps in the GHK simulator for this model are therefore: (1) Calculate a i1 = μ i1 /c 11 . (2) Draw ξ i1 from a standard uniform and calculate η
and a 
Bivariate random effects models
The model of Section 3.1 can be extended to allow correlated random effects on two endogenous variables (e.g. unemployment and low-wage employment). The model used here is a modified version of that used by Alessie et al. (2005) . Let y 1it = 1 if individual i is unemployed at t and = 0 if employed. Let y 2it = 1 if i is in low-wage employment at t and = 0 otherwise. The model for t = 2, . . . , T is specified as
The time-means, x i , have been subsumed into the x-vectors to simplify notation. The errors (u 1 , u 2 ) are assumed independent over time and jointly normally distributed with unit variances and correlation ρ u . The random effects (α 1 , α 2 ) are assumed jointly normally distributed with variances σ If γ 12 = 0, equation (12) can be considered on its own and (β 1 , γ 11 , σ 1 ) estimated consistently by the Heckman estimator. If γ 12 6 = 0, but ρ u = ρ α = 0, then y 2it−1 is weakly exogenous in (12), which can again be considered on its own and (β 1 , γ 11 , γ 12 , σ 1 ) estimated consistently by the Heckman estimator with y 2it−1 included as a (weakly exogenous) regressor. In the cross-correlated case the bivariate model of this section is required.
The likelihood function is given by
where f is the joint density (bivariate normal) of (α 1 , α 2 ) and P i is the joint probability of the observed binary sequence for individual i (as a function of the random effects):
where q 2it = (2y 2it − 1), Φ 2 is the cumulative bivariate normal distribution function,
jit β j +γ j1 y 1it−1 +γ j2 y 2it−1 +α ji for j = 1, 2 and t ≥ 2 and an equivalent reduced form approximation for period 1 as in Section 3.2. The model is estimated by MSL.
Modified versions of this bivariate random effects model are also used to (i) address the distinction between quits and layoffs, and (ii) distinguish between continuing spells of unemployment and repeat or new unemployment spells. Both these applications require only minor definitional modifications to the model described above.
Heterogeneity in state dependence
A different bivariate random effects model that allows heterogeneity in a slope coefficient is also used. The model in Section 3.1 assumes a constant state dependence parameter, γ. A potentially useful generalization allows heterogeneity in this effect, possibly correlated with the heterogeneity in the intercept. This model is specified as
The model is estimated by MSL, with simulator as for the previous model and probabilities of observed sequences given by
where μ it = x 0 it β + (γ + α 2i )y it−1 + x 0 i a + α 1i for t ≥ 2 and with an equivalent approximation to the reduced form for the first period.
GMM estimation of a DLP model
The dynamic random effects probit models in the previous subsections require an auxiliary distributional assumption on the individual-specific effects. This subsection considers a GMM estimator, in the context of a dynamic linear probability (DLP) model, not requiring such an assumption. It can be viewed as semi-parametric, being non-parametric for the individual-specific effects. The model is specified as:
Differencing removes the individual-specific effects:
Even if the ω it are serially independent, ∆y it−1 and ∆ω it will be correlated and OLS applied to this differenced equation biased and inconsistent. A range of Instrumental Variable estimators have been proposed to provide consistent estimation. The now commonly used Arellano and Bond (1991) GMM estimator, involving a different number of instruments in each time period, is based on the moment conditions E(y it−s ∆ω it ) = 0, for t = 3, . . . , T and s ≥ 2.
This gives (T − 1)(T − 2)/2 orthogonality conditions (= 10 in the current context).
This estimator provides efficiency gains over the simpler IV estimators proposed by Anderson and Hsiao (1981) , which use for example y it−2 or ∆y it−2 to instrument ∆y it−1 . The results for these estimators are examined for comparison below. The consistency of all these estimators requires the ω it to be serially uncorrelated. The Arellano and Bond (1991) test on the second order residual correlation coefficient is used below, along with a Sargan test of the over-identifying restrictions.
For situations where T is small and δ 2 large Blundell and Bond (1998) propose a "system" GMM estimator based on stacking equations in first differences and equations in levels, with The Arellano-Bond instruments used for the first-differenced equations and ∆y i2 , . . . , ∆y iT −1 used as instruments for the levels equations. System GMM estimates are also examined below for robustness.
4 Empirical results
Random effects probit estimates
Estimates of the dynamic random effects probit model for the probability of being unemployed using the Heckman estimator are given in Column 2 of Table 3 . The x-vector contains the variables listed in Table 2 plus year dummies. The model also contains means over time for each time-varying variable (as specified in Section 3.1).
The corresponding pooled probit model (without random effects) estimated on the same sample is given in the first column for comparison. Parental variables and pre-first-wave variables related to labour market entry are used as instruments. 16 In the estimated linearized reduced form for the initial condition this set of instruments (i.e. the variables in z excluding the period 1 values of the x variables) are jointly highly significant. 17 Indicators for unemployment and low wage at t-1 are included, with those with a higher wage being the base group. In the context of the bivariate framework of Section 3.6 these estimates assume independence.
The dynamic random effects probit model and the pooled probit model involve different normalizations. 18 For comparisons the former needs to be multiplied by an
The scaled coefficient estimate on unemployment at t-1
in Column 2 is 1.01. Compared with the pooled probit estimate, the estimate of γ is reduced by almost half in the random effects model, but remains strongly significant. (12) and (13), but with dependent variables defined as y 1i = 1 if individual i is unemployed in a continuing spell, and 16 Specifically dummy variables for father's broad SEG at the time the respondent was 14 (together with dummies for father not working and father deceased), similar variables in relation to the respondent's mother at the same date, an indicator for whether or not the first labour market spell after leaving full-time education was an employment spell, dummy variables for the broad SEG of the first job held (after leaving full-time education), an indicator of whether this first job was a temporary job, and an indicator of whether the individual left this first job due to redundancy.
17 A χ 2 (13) Wald test statistic of 91.8, giving a p-value <0.0001. 18 See Arulampalam (1999) . The random effects probit estimates are normalized on σ 2 u = 1, while the pooled probit estimates are normalized on σ 2 v = 1. Thus random effects probit estimation provides an estimate of γ/σ u , while pooled probit estimation provides an estimate of γ/σ v .
19 Ellwood (1982) analysed the problem caused by continuing spells when the observation period does not correspond to the decision-making period for the economic agents. Ellwood's criticism is addressed at models with a dependent variable defined as whether the individual was unemployed at any point in a period (e.g. during the past year). As Ellwood points out, "one way to minimize these problems is to use point in time sampling" (page 363) as in the data used here. y 2i = 1 if individual i is unemployed in a new spell. In the case of independence, the equation for y 2 can be estimated on its own on the sample excluding continuing spells, the selection involved is exogenous, and the Heckman estimator of Section 3.2 can be used. The results are given in the fourth column of Table 3 . The pooled probit estimates are given in column 3 for comparison. For comparability with the corresponding models in the first two columns they are under the restriction γ 21 = γ 22 .
Excluding continuing spells cuts the scaled estimate of the coefficient on lagged unemployment by over two-thirds and that on lagged low wage by over one-third, although both remain significantly greater than zero.
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A bivariate model without independence imposed was also estimated (by MSL) to address the possible endogenous selection of excluding continuing spells from the estimates in column 4 of the table. 21 The coefficients on lagged unemployment and lagged low wage are similar to those in column 4 of Table 3 and the model does not reject independence.
There are a number of ways in which the partial, or marginal, effect of y it−1 on P (y it = 1) can be estimated for models and estimators of this type. The method used here is based on estimates of counter-factual outcome probabilities taking y t−1 as fixed at 0 and fixed at 1, and evaluated at x it = x:
Two comparisons are particularly useful for discussion: the average partial effects (APE) =p j −p 0 , and the predicted probability ratios (PPR) =p j /p 0 . Table 3 gives the three estimated probabilities, together with the APEs and the PPRs, for each model. When continuing spells are included, the pooled probit model 20 The scaled estimates are 0.322 for lagged unemployment and 0.161 for lagged low wage. The fall in the former contrasts with Arulampalam et al. (2000) , who retain those in a different unemployment spell but without any intervening employment and find a smaller fall. Corcoran and Hill (1980) find this data "overlap", as they term it, an important contributory factor to US aggregate persistence. 21 The results are given in the working paper version of this paper (Stewart, 2005) . The specification of the full model has to be modified slightly, since y 1t−1 = y 2t−1 = 0 implies y it = 0 (continuing unemployment requires unemployment at t-1). Inclusion of both would result in a "perfect classifier". Either γ 11 or γ 12 must therefore be set to zero. 22 Feedback from y 0 t−1 = 0/1 to α is explicitly excluded in this counter-factual calculation.
gives an APE of unemployment at t-1 of 0.42, only a slight reduction on the raw difference in conditional probabilities. The Heckman estimator of the random effects model reduces this APE by about two-thirds: to 0.15, and the PPR similarly. When continuing spells are excluded, the Heckman estimator of the random effects model reduces the APE by even more in proportional terms: from 0.13 to 0.035. Excluding continuing spells (and allowing for the initial conditions) reduces the degree of persistence exhibited considerably, but it remains significant. An individual with a given set of characteristics (observed and unobserved) is about twice as likely to be unemployed at t if they had been unemployed at t-1 as if they had been employed and higher wage at t-1. They are 1.4 times as likely if they had been low wage at t-1 as if they had been higher wage. Hence they are also 1.4 times as likely if they had been unemployed as if they had been low wage.
The coefficients on the indicator variables for being unemployed at t-1 and being in a low wage job at t-1 in column 4 are not significantly different from one another at conventional significance levels. 23 One cannot reject the hypothesis that the adverse effects of being unemployed at t-1 and of being in a low wage job at t-1 on the probability of being unemployed at t (excluding those continuously unemployed) are equal to one another.
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Looking at the impact of the exogenous variables, education has a significant negative effect when continuing spells are included, but not when they are excluded.
There is a U-shaped experience profile, a lower probability for women and a higher probability for those with health problems. The UV ratio in the individual's TTWA is the only variable whose time-mean has a significant effect. Permanently living in a TTWA with a higher UV ratio brings a higher probability of unemployment. However there is an offsetting effect in the short-run.
The cross-period correlation for the composite error term (λ) is estimated as 0.38 23 The Wald test of their equality gives a χ 2 (1) statistic of 1.56 (p-value = 0.21). 24 The effects on the probability of being on a low wage at t (given employment) of being unemployed at t-1 and of being on a low wage at t-1 are also insignificantly different from one another. when continuing spells are included and 0.26 when excluded. This is also the proportion of the error variance due to the individual-specific effects. The hypothesis θ = 0, exogeneity of the initial condition, is strongly rejected. Rather the estimate of θ is close to, and insignificantly different from, 1. The impact of the individual effects in the linearized reduced form for the initial period is not significantly different from the impact in the structural form for periods 2-6.
Pearson goodness-of-fit statistics are also presented for each of the estimated models, calculated from the actual and predicted frequencies of all possible binary employment sequences of length 6. 25 The statistic is calculated as
where n s andn s are respectively the observed and predicted frequencies of the sth cell.
The goodness-of-fit statistics in Table 3 The distinction between quits and layoffs was also examined to investigate to what extent the state dependence in the models in Table 3 might be due to individuals leaving jobs voluntarily. This can be considered in the bivariate random effects framework described in Section 3.6. The three states are unemployment entered as a quit, layoff and employment. The model is given by equations (12) and (13), but with the dependent variables defined as y 1i = 1 if individual i quit into unemployment, and y 2i = 1 if individual i was laid off. In the case of independence, with the selection exogenous, the Heckman estimator can be used on the sample who do not quit. This gives an estimate of γ very similar to (and in fact slightly larger than) that in column 4 of A potential alternative explanation for the low wage effect is a difference in elapsed job duration at time t-1 if low wage workers typically have shorter elapsed durations and if the probability of job loss is greater for those with shorter durations. This is tested by adding a variable measuring job duration at t-1, for those employed. This variable has a significant negative effect on the probability of being unemployed at t, but its inclusion alters the coefficients on unemployment and low wage at t-1 very little. The predicted conditional probability ratios remain 1.4 for both. Differences in elapsed job duration are not responsible for the low wage effects.
Alternative random effects probit estimators
The corresponding results from using the Wooldridge estimator of Section 3.3 are given in column 1 of Table 4 , and are similar to those from the Heckman estimator.
The estimated coefficients on unemployment and low wage at t-1 are virtually identical to the Heckman estimates. The APEs and PPRs are therefore also very close.
Combining the Wooldridge estimator based on t ≥ 2 with a simple probit model estimator for t = 1, to enable comparison, gives an inferior log-likelihood to the Heckman estimator, but a slightly improved GoF statistic.
Results for the model with the assumption of normality for α replaced by a discrete mass point distribution, as outlined in Section 3.4, are given in column 2 of Table 4 .
The results given are for a model with 3 mass points. 27 The discrete mixture gives a slightly improved log-likelihood over the Heckman estimator with normal α. However the improvement of 0.3 is at a cost of 3 extra free parameters. On the basis of 26 See the working paper version (Stewart, 2005) for more detail on these estimates. 27 This provides a significant improvement in log-likelihood over the model with 2 mass points, by 4.02, sufficient to justify the 2 additional parameters. However, adding a 4th mass point does not provide sufficient further improvement, improving the log-likelihood by only 0.01. The points presented in the table incorporate the intercept. standard information-based criteria, the normal model would be preferred. 28 The estimated coefficients on lagged unemployment and low wage and resulting APEs and PPRs are similar to those from the Heckman estimator.
Results from estimating the model with autocorrelated errors (Section 3.5) by MSL are given in column 3 of Table 4 . 29 The AR(1) coefficient is insignificantly different from zero with an asymptotic t-ratio of 0.31. 30 The coefficient on lagged unemployment is very similar to that from the Heckman estimator under serial independence, but with a considerably increased standard error, and the coefficient on lagged low wage is virtually identical to that from the Heckman estimator. The
Pearson GoF statistic worsens considerably compared with the model under serial independence.
Column 4 of Table 4 gives the results from MSL estimation of the model of Section 3.7, incorporating a random effect in the coefficient on lagged unemployment.
The estimate of σ 2 has an asymptotic t-ratio of 2.3. However the Pearson GoF statistic worsens considerably compared with the model without the second random effect.
The estimated correlation between the two random effects,ρ α , is insignificantly different from zero (an asymptotic t-ratio of -0.3). The coefficient on lagged unemployment at α 2 = 0 is slightly lower than for the single random effect model, but with a much increased standard error, so that any reasonable confidence interval easily includes the value from column 4 of Table 3 . The PPRs are very similar to those in the model without the second heterogeneity effect.
Estimation of the full bivariate model for unemployment and low wage employment, relaxing the assumption of independence gives a positive cross-correlation, although at the cost of a dramatic increase in computer time. Compared with the Heckman estimator under independence, the APE of lagged low wage rises rather 28 The GoF statistic also shows a small improvement. 29 100 replications are used for the MSL estimates. 30 This is very different from the corresponding model when continuing spells of unemployment are included where the AR(1) coefficient is significantly negative (with an asymptotic t-ratio of -5.4). Hyslop (1999) also finds negative autocorrelation in his model of labour force participation. more than that of lagged unemployment. The gap between them falls by about onethird(and is again not significant), strengthening the finding under independence.
GMM estimates
The results for the discrete mixture suggest that the potential sensitivity of the dynamic random effects probit estimator to the auxiliary distributional assumption for the individual-specific effects is not problematic. To investigate this issue in a different way, GMM estimates of a DLP model as described in Section 3.8 are also presented. The random effects estimator provides greater efficiency providing the auxiliary distributional assumption is valid, but is inconsistent if it is not. The GMM estimator of the "fixed effects" model does not require a distributional assumption, but is potentially less efficient. Comparing the two sets of results (on a comparable basis) provides an examination of the validity of the distributional assumptions.
Columns 1 and 3 of Table 5 give OLS estimates of the DLP model including and excluding continuing spells, comparable to columns 1 and 3 of Table 3 . The results are similar (once put on a comparable basis). The lagged unemployment and low wage coefficients are similar to the APEs for the pooled probit estimator. Columns 2 and 4 give the Arellano-Bond GMM estimates using only lagged unemployment variables as instruments. 31 The models pass the Arellano-Bond second-order residual correlation test and the Sargan test of over-identifying restrictions. 32 The estimates of δ 2 are not large, alleviating weak-instrument worries, and Blundell-Bond system GMM estimates are similar to the Arellano-Bond ones. When the Anderson-Hsiao IV estimator is used with either y t−2 or ∆y t−1 as instrument, the AR(2) test rejects the null in both cases. Overall the evidence supports the use of the Arellano-Bond GMM estimator.
31 The 1-step estimates are presented, as advised by Doornik et al. (1999) . The 2-step estimates and their standard errors are very similar to the 1-step estimates presented. Using as additional instruments those used in Table 3 produces very similar estimates.
32 If the ω it are not serially correlated, there should be evidence of significant negative first order serial correlation but no second order serial correlation in the differenced residuals. The test statistics presented are asymptotically N(0,1) under the null of no autocorrelation. The Sargan instrumentvalidity test presented is based on the 2-step GMM estimator and is heteroskedasticity-consistent.
Focusing on column 4, the APEs for both lagged low wage and unemployment are larger than those from the random effects probit model (Table 3 , column 4).
Relative to the Heckman estimator, the APE of low wage at t-1 has moved slightly closer to that of unemployment at t-1 : the gap is reduced from 0.020 to 0.014. The effects of unemployment and low wage at t-1 are again insignificantly different from one another. 33 In terms of predicting subsequent unemployment, the results of the random effects probit estimators indicated that low wage employment holds a position roughly half way between previous (but not continuous) unemployment and higher wage employment. The GMM estimates shift this position to nearly three-quarters of the way towards unemployment.
Low pay as a conduit to repeat unemployment
For those who experience repeat unemployment, the data do not provide information on the wage rates of the job(s) held between the unemployment at t-1 and that at t.
An alternative way to investigate this involves using a second-order model to provide an estimate for those unemployed at t-2 and employed at t-1 of the impact of their wage level at t-1 on their probability of repeat unemployment at t.
The results above from all the dynamic random effects probit model estimators (as well as the GMM estimators of the DLP model) show a strong degree of agreement. The advantage of the Wooldridge estimator is that it requires only standard random effects probit software, rather than specially written programs. It extends in a relatively straightforward manner to the second-order case and is therefore the most convenient to use to investigate the second-order model.
Column 2 of Table 6 gives the results for the Wooldridge estimator of the secondorder dynamic model. Column 1 gives the pooled probit estimates for comparison.
There are 9 combinations of states at t-2 and t-1. Dummy variables are included for 8 of these with those higher paid at both t-2 and t-1 as the base group. Initial values of both unemployment and low wage variables in both of the first two years are 33 The Wald test of coefficient equality gives a χ 2 (1)-statistic of 0.28, implying a p-value of 0.60.
included together with interactions between these and the time-averaged x-variables.
The coefficients for unemployment in both prior periods, unemployment followed by low wage, low wage followed by unemployment and higher wage followed by unemployment are all highly significant, of similar magnitude and insignificantly different from one another. The test of coefficient equality between low wage and unemployment at t-1 following unemployment at t-2 gives a p-value of 0.941. The coefficient on unemployed followed by higher wage is in contrast not significantly different from zero (a p-value of 0.092), i.e. this group's probability of unemployment at t is not significantly greater (at the 5% level) than that of those employed at a higher wage at both t-2 and t-1.
The coefficient estimates imply an APE on the probability of unemployment at t of unemployment at t-2 followed by low-wage employment at t-1 of 0.068, very similar to that of unemployment in both periods. Someone unemployed at t-2 and then low wage at t-1 is 3.2 times as likely to be unemployed at t as an equivalent person higher wage in both periods. The APE of unemployment at t-2 followed by higher-wage employment at t-1 is 0.019 (and insignificantly different from zero).
There is a significantly increased probability of being unemployed again at t having been so at t-2 if the intervening point at t-1 was one of low wage employment, but not if it was one of higher wage employment. Low wage jobs act as a conduit to repeat unemployment. Higher wage jobs reduce the increased risk to insignificance.
Conclusions
This paper examines the extent of state dependence in individual unemployment and the role played in this by low-wage employment. The three main findings are as follows.
First, the aggregate state dependence in unemployment considerably overstates an individual's risk of repeat unemployment. Over half the measured state dependence results from continuing unemployment spells (in the sense of there being no inter-vening employment) and about a third is removed when unobserved heterogeneity and initial conditions are taken account of. Despite this, an individual unemployed at t-1 who finds a job is still more than twice as likely to be unemployed again at t as someone who was employed at t-1, but otherwise has the same observed and unobserved characteristics; and this difference is statistically significant.
Second, low-wage employment at t-1 has almost as large an adverse effect as unemployment at t-1 on the probability of employment at t, and the difference between the estimated effects is insignificant with all estimators.
Third, low-wage jobs act as the main conduit for repeat unemployment. Those who get a better job reduce the increased risk of repeat unemployment to insignificance. The probability of re-entering unemployment for someone who gets a low-wage job after a spell of unemployment is three times as great as that for someone with the same observed and unobserved characteristics originally in employment.
In terms of future employment prospects, low-wage jobs are closer to unemployment than to higher paid jobs. The results in this paper suggest that not all jobs are "good" jobs, in the sense of improving future prospects, and that low-wage jobs typically do not lead on to better things. The results are consistent with the hypothesis that a low-wage job does not augment a person's human capital significantly more than unemployment. If unemployed individuals' employment prospects are to be permanently improved, they need to find jobs where they can augment their skills (for example through on-the-job training) raise their productivity and move up the pay distribution. -1977.76 -1969.91 -1969.65 -1967 Notes: See Table 3 . 2. All models also contain year dummies. 3.p 0 ,p 1 ,p 2 = predicted probabilities of unemployment at t given higher wage, unemployed, low wage at t-1 respectively.
4. APE = Average Partial Effect. PPR = Predicted Probability Ratio. -2, 2nd . is that at t-1.
3. All models also contain year dummies. 4. APE = Average Partial Effect, PPR = Predicted Probability Ratio.
