Electrical transport properties near an electronic Ising-nematic quantum critical point in two dimensions are of both theoretical and experimental interest. In this work, we derive a kinetic equation valid in a broad regime near the quantum critical point using the memory matrix approach. The formalism is applied to study the effect of the critical fluctuations on the dc resistivity through different scattering mechanisms, including umklapp, impurity scattering, and electron-hole scattering in a compensated metal. We show that electrical transport in the quantum critical regime exhibits a rich behavior that depends sensitively on the scattering mechanism and the band structure. In the case of a single large Fermi surface, the resistivity due to umklapp scattering crosses over from ρ ∼ T 2 at low temperature to sublinear at high temperature. The crossover temperature scales as q 3 0 , where q0 is the minimal wavevector for umklapp scattering. Impurity scattering leads to ρ − ρ0 ∼ T α (ρ0 being the residual resistivity), where α is either larger than 2 if there is only a single Fermi sheet present, or 4/3 in the case of multiple Fermi sheets. Finally, in a perfectly compensated metal with an equal density of electrons and holes, the low temperature behavior depends strongly on the structure of "cold spots" on the Fermi surface, where the coupling between the quasiparticles and order parameter fluctuations vanishes by symmetry. In particular, for a system where cold spots are present on some (but not all) Fermi sheets, ρ ∼ T 5/3 . At higher temperatures there is a broad crossover regime where ρ either saturates or ρ ∼ T , depending on microscopic details. We discuss these results in the context of recent quantum Monte Carlo simulations of a metallic Ising nematic critical point, and experiments in certain iron-based superconductors.
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I. INTRODUCTION
Many strongly correlated materials, such as high temperature superconductors, exhibit electrical transport properties that are markedly different from those expected in a Fermi liquid. Most famously, in many systems, the electrical resistivity is a linear function of temperature. Interestingly, it is often in this regime where the highest superconducting transition temperature is observed. Understanding the role of strong electronic correlations in such systems is of utmost importance. A natural way to explain these properties is to consider a metallic system tuned near a quantum critical point (QCP), i.e., a "quantum critical metal". This is further motivated by the observation that superconductivity is typically found near another electronically ordered phase [1] . The electronic order is suppressed by varying an external parameter such as electron concentration or pressure, leading to a putative QCP. The critical fluctuations of the order parameter mediate long-range, dynamical interactions between electrons. These interactions can lead to a breakdown of Fermi liquid behavior at the longest length and timescales.
Of particular interest is the electrical transport properties near an Ising-nematic QCP in two spatial dimensions [2] [3] [4] [5] . An Ising nematic phase refers to a rotationsymmetry-breaking electronic order where the square lattice tetragonal symmetry is spontaneously broken down to orthorhombic. It has been observed in various condensed matter systems [6] , notably in various high T c superconductors, including iron pnictides [7, 8] and iron chalcogenides [9, 10] . Evidence for nematic fluctuations has been found in the cuprate superconductors, as well [11, 12] . Recent experiments [13] [14] [15] [16] reported non-Fermi liquid transport in the vicinity of the nematic QCP.
On the theoretical front, several works have studied trasport near a nematic QCP [2] [3] [4] [5] , along with many other investigations of transport in different types of quantum critical metals [17] [18] [19] [20] [21] [22] [23] [24] [25] . However, the general picture remains unclear. Naively, since the singular fluctuations of the nematic order parameter occur at small wavevectors, one may expect them not to strongly modify transport properties. Treating the order parameter fluctuations as an external "bath", Ref. [2] found a resistivity that varies as T 3/2 near the QCP. However, in an electronic nematic transition, the order parameter fluctuations are a collective mode of the same electrons that carry the current. This issue was addressed in Ref. [5] , and the resistivity was found to vary as T 2 in the clean case, due to the long-wavelength nature of the nematic fluctuations. Ref. [3] treated the case where the main source of momentum relaxation is long-wavelength disorder that couples to the order parameter as a random field; a variety of behaviors was found depending on the dynamical critical exponent assumed for the QCP. Indications for non-Fermi liquid transport due to quantum critical nematic fluctuations were found in recent numerical simulations [4] ; however, these result suffer from the usual uncertainties associated with analytical continuation of numerical data, and need to be backed by analytical calculations. Clearly, a uniform theoretical framework to treat transport near an Ising-nematic QCP is highly desireable. the substantial progress made [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] , the theory of Ising-nematic quantum criticality at asymptotically low energies is not well understood. However, as we argue below, there is a broad range of energy scales where the theory can be controlled; this "Hertz-Millis-Moriya" regime is described in terms of coherent electrons interacting with strongly renormalized, overdamped collective fluctuations of the order parameter [39] [40] [41] . Evidence for the existence of such a regime has been found in recent quantum Monte Carlo simulations [4, 42, 43] . At lower temperatures, the theory becomes strongly coupled, with nematic-mediated superconducting fluctuations and strong non-Fermi liquid behavior onsetting at the same energy scale.
In this work, we develop a memory matrix approach for transport in the intermediate coherent electron regime. Transport in this regime can be described by a kinetic equation, where the effects of the quantum critical fluctuations are incorporated in the collision integral. At low temperatures (in the absence of a superconducting phase), the electrons become incoherent, and our approach breaks down; however, in the absence of a magnetic field, in this regime the system generically becomes a high T c superconductor mediated by the nematic fluctuations. Our theory is expected to hold down to temperatures of the order of T c .
We apply our technique to study situations where different scattering mechanisms dominate the transport behavior, including umklapp scattering, impurity scattering, and momentum-conserving electron-hole scattering in a compensated metal. We find that depending on the relaxation mechanism, the electrical resistivity exhibits rich features, including several regimes beyond the ones discussed in Refs. [2, 5] . Our main results are summarized as follows:
1. In a clean system with a large, generic Fermi surface, umklapp scattering has a low-momentum threshold q 0 determined by the smallest distance between Fermi surfaces in different Brillouin zones. At low temperatures, T T 0 ∼ q 3 0 , the typical momentum of the quantum critical fluctuations is smaller than q 0 . As a result, ρ(T ) ∼ T 2 , as in a Fermi liquid, despite the proximity to the QCP [5] . At higher temperatures, umklapp scattering is governed by critical fluctuations. In this regime, ρ(T ) is strongly enhanced, and the dynamics of the critical fluctuations is qualitatively modified by the umklapp processes, and deviates from the naive low-temperature scaling behavior (characterized by a z = 3 dynamical critical exponent). As a result, ρ(T ) exhibits a smooth crossover from T 2 at T T 0 to sublinear at higher temperatures.
2. In the presence of weak impurity scattering in a single electronic band and in the absence of umklapp scattering, the critical nematic fluctuations decouple from the transport properties to lowest order in temperature. This is since for a single convex Fermi surface, electron-electron scattering near the Fermi surface conserves the odd moments of the quasiparticle distribution function [5, 44] . Therefore, to lowest order, ρ(T ) = ρ 0 , and the correction scales as T β with β > 2. However, for a generic multiband system, we find ρ(T ) − ρ 0 ∝ T 4/3 due to quantum critical fluctuations.
3. For a clean compensated metal with an equal density of electrons and holes, the low-tempearture properties are strongly sensitive to the presence of "cold spots" on the Fermi sheets. At these points, the lowest-order coupling between the quasiparticles and the nematic fluctuations vanishes by symmetry. For instance, in the case of a B 1g nematic order parameter (of x 2 − y 2 symmetry), the cold spots occur at the intersection between the diagonals k x = ±k y and the Fermi surfaces. We show that the non-equilibrium distribution function displays a strongly non-harmonic form, changing abruptly at the cold spots. In the case where all the Fermi surfaces have cold spots, ρ ∼ T 2 ; if only some of the Fermi surfaces have cold spots and others do not [45] , then ρ ∼ T 5/3 . If none of the Fermi surfaces have cold spots, then ρ ∼ T 4/3 . At intermediate to strong coupling strengths [46] , there is a broad crossover regime where the resistivity either saturates or is linear in temperatrure, depending on microscopic details. The crossover behavior is due to near elastic scattering of electrons by thermal nematic fluctuations.
The outline of the paper is given as follows. In Section II, we introduce a model Hamiltonian that realizes a metallic Ising-nematic QCP, and argue that there is a parametrically broad temperature regime where electrical transport can be described by kinetic theory. In Section III, we derive a memory matrix formalism for calculating the linearized collision integral, and discuss various conservation laws. In Section IV, we study the temperature dependence of dc electrical resistivity near the QCP originating from various current-relaxation mechanisms, including impurity scattering, umklapp scattering, and momentum conserving electron-hole scattering in a compensated metal. We conclude in Section V.
II. MODEL
We consider a simple model on a two-dimensional square lattice that realizes a metallic Ising-nematic QCP. The Hamiltonian is given by
Here, c αk annihilates an electron of flavor α = 1, . . . , N with momentum k. ε k is the electron's energy dispersion, and µ is the chemical potential. Physically, N = 2 (for the two spin flavors), but we will keep N general -for some purposes it will be useful to consider the limit of large N . The nematic form factor f k,k+q satisfies f k,k+q = −f R π/2 k,R π/2 (k+q) , where R π/2 is a rotation by π/2 around the axis perpendicular to the plane. The interaction is written as U q = λ 2 D 0,q /N , where λ is the coupling constant (the normalization by N enables us to define the large-N limit), and we choose D 0,q = 1/[r 0 + 2(2 − cos q x − cos q y )] (the lattice constant is set to unity) [47] . r 0 is a tuning parameter used to approach the QCP.
Following the standard procedure, we use a HubbardStratonovich transformation with a real scalar field φ to decouple the interaction term, obtaining the Lagrangian
where L 0 is a free fermion Lagrangian corresponding to the first term in Eq. (1). The field φ can be thought of as describing the spatial and temporal fluctuations of the nematic order parameter; in the nematic phase, φ = 0. The low-energy continuum field theory governing the critical behavior has been studied extensively [34] . Here we briefly summarize the physical picture in the vicinity of the QCP:
1. The nematic fluctuations become overdamped as a result of their coupling to electrons near the Fermi surface. To leading order in λ, φ acquires a selfenergy of the form: Π(q, iν n ) ∝ f 2 q,q γ|νn| |q| , where ν n = 2πT n is the bosonic Matsubara frequency and
F is the Landau-damping coefficient (ε F is the Fermi energy). This leads to a quantum critical scaling with a dynamical critical exponent z = 3.
2. The feedback of the Landau-damped critical fluctuations on the electrons near the Fermi surface leads, to one-loop order, to an electronic self-
, where
is the fermionic Matsubara frequency. Below an energy scale Ω NFL ∝ λ 4 ε −1 F N −3 , the self-energy becomes dominant over the bare iω n term in the electron propagator, and the electrons become strongly incoherent. This regime is currently not well understood theoretically. Within a large-N expansion, terms which are naively of arbitrarily high order in 1/N turn out to be equally important as the leading ones in this regime. Superconducting fluctuations are also expected to become strong at the same energy scale, implying a nematic-mediated superconducting transition temperature T c ∼ Ω NFL . A dome-shaped superconducting phase with a maximum T c near the nematic QCP was indeed found in quantum Monte Carlo simulations [4, 43] .
These considerations suggest that in the weak coupling limit λ 2 ε F or in the large-N limit, there is a broad regime of temperatures Ω NFL T ε F above the QCP where the system can be described in terms of Landaudamped nematic fluctuations coupled to coherent electrons. Evidence for the existence of such a regime, even at moderate values of the coupling constant, has been found in numerical simulations [42] . In this regime, the use of a kinetic equation approach for computing transport properties is justified, with the effects of the scattering off critical fluctuations incorporated in the collision integral.
III. METHOD
In the previous section, we argued that above an energy scale Ω NFL , the normal state transport is governed by a kinetic (Boltzmann) equation. Deriving the kinetic equation requires special care: while the Lagrangian in Eq. (3) describes electrons coupled to a fluctuating boson φ q , it is important to keep track of the fact that the bosonic degrees of freedom do not act as a "bath" for the electrons; rather, they are collective modes of the same electron fluid [as is manifest in the original Hamiltonian in Eq. (1)]. Therefore, in the absence of an external momentum relaxation mechanism (such as umklapp or impurity scattering), the total electronic momentum is conserved.
In this section, we derive the kinetic equation based on the memory matrix method. This method has been applied widely for studying transport phenomena; see, e.g., Refs. [48] [49] [50] [51] [52] [53] [54] [55] [56] . It has the advantage that the "collision term" in the kinetic equation is formulated as a correlation function at equilibrium, that can be computed using standard perturbative techniques.
The dc resistivity can be calculated by taking the zero-frequency limit of the real part of optical conductivity, i.e., ρ −1 = lim Ω→0 Reσ(Ω). Within linear response, the optical conductivity is given by the retarded current-current correlation function:
A diagrammatic representation of this operator is shown in Figure 1(a) .
The real part of the memory matrix describes the scattering rate between different momentum states. Its eigenvalues are non-negative, and describes the decay rate of various collective modes on the Fermi surface. If there is a conserved mode, for example the total electron number, then the corresponding eigenvalue is zero. The memory matrix is related to the collision integral of the Boltzmann equation; as we demonstrate in Appendix F, the memory matrix formalism coincides with the standard Boltzmann kinetic equation away from the critical point (where the interactions between electrons can be treated as static), but incorporates more complicated scattering processes important near the QCP.
Below we first construct the memory matrix in the absence of any current-relaxing mechanisms, and study its structure and conservation laws. Next we will study how the memory matrix and the transport properties are affected by different scattering mechanisms.
A. Feynman diagrams and conservation laws
At temperatures T Ω NFL , we compute M αk,βk in a 1/N expansion. Depending on the placement of the two momentum states k and k , there are two classes of Feynman diagrams that contribute to leading order, as illustrated in Figure 1(b-d) . In these diagrams, the nematic propagator includes the one-loop self energy:
whereas the fermion propagators G 0 (k, iω n ) = 1/(iω n − ε k ) are the bare ones. At low frequencies, we write D −1 (q, iν n ) = r q + γ q |ν n |, where r q includes the renormalization effects from Π(q, iν n = 0), and The memory matrix M kk ′ (iΩ n ) can be calculated from the retarded response function (in Matsubara frequencies analytically continue to time-ordered one) to be:
There are three RPA diagrams as shown in the above figure. Mathematically, they can be shown to be: A detailed derivation of the expressions corresponding to these Feynamn diagrams is presented in Appendix A 2. For class I [ Fig. 1(b) ], we obtain:
where R k,k+q,νn is the polarization bubble summed over the internal fermionic Matsubara frequencies:
Here, n F (ε) is the Fermi function. Similarly, the expression for class II diagrams is
For simplicity, we have omitted the static part G Ṙ n αkṅβk (0) in the expressions. However, they are always subtracted in later calculations. The memory matrix are expressed in Matsubara frequencies. To obtain 5 real-time dynamics, we perform an analytic continuation iΩ n → Ω + iδ.
At high frequencies, these terms in the memory matrix reproduce the standard Feynman diagrams describing contributions to optical conductivity, namely Maki-Thompson (MT), Density of States (DOS) and Aslamazov-Larkin (AL) diagrams. This is shown in Appendix G. In particular, MT and DOS diagrams combine to give class I diagram, corresponding to the δ k −k,q and δ kk terms respectively. AL is equivalent to class II diagrams.
In the dc limit, our memory matrix approach is equivalent to the quantum Boltzmann equation discussed in the Kadanoff-Baym-Keldysh framework [60] [61] [62] , and that conservation laws are explicitly built in. We discuss the conservation laws and their implications for the structure of the memory matrix. One can easily check that αk M αk,βk = 0, corresponding to electron number conservation. Note that the two class of diagrams separately conserve particle number. In Appendix B we show that in the absence of impurity and umklapp scattering, the total electronic momentum is conserved:
αk kM αk,βk = 0. Momentum conservation crucially relies on the fact that the nematic fluctuations gain their dynamics only as a result of their coupling to the electrons. As a result, they do not act as a "sink" for the total electronic momentum. It is worth noting that momentum is conserved only when the two classes of diagrams are combined, but not for each class separately.
B. Low temperature and dc limit
At low temperatures compared to the Fermi energy ε F , the dominant scattering processes occur in the vicinity of the Fermi surface. For two given momentum states on the Fermi surface k and k , there are three types of processes described by class I and class II diagrams, as depicted in Figure 2 . Class I diagram describes the direct scattering between k and k states mediated by a nematic boson with momentum q = k − k. Class II diagram describes two-electron scattering which involves two additional momentum states k + q and k ± q. We consider a convex Fermi surface with inversion symmetry [63] . Due to the one-dimensionality of the Fermi surface, there are only two allowed scattering processes which satisfy that all four momentum states are on the Fermi surface, as shown in Figs. 2(b) and (c). Panel (b) describes momentum exchange scattering, with q = k − k. Here two electrons at k and k are scattered into each other. (c) is a head-on collision, with q = k + k . Here two electrons initially at k and −k are scattered into k and −k .
Since the dominant contribution to the memory matrix comes from the vicinity of the Fermi surface, we can approximate R defined in Eq. (7) as follows:
This approximation is justified in Appendix C. After per- forming summation over the bosonic Matsubara frequencies, we can simplify the memory matrix to be:
and
where we have defined
The imaginary part of the nematic propagator is ImD q,ω = γ q ω/(r 2 q + γ 2 q ω 2 ), and n B (ω) is the BoseEinstein distribution function.
In the case of a single convex Fermi sheet with no umklapp scattering, there are additional conservation laws 6 that emerge at low temperature. In particular, all the odd-parity deformations of the Fermi surface are quasiconserved, in the sense that the lifetimes of these modes are parametrically larger than those of the even-parity modes [5, 44, 64] . This is because the only possible collisions on a one dimensional convex Fermi surface are either forward scattering or head-on collisions, and in both cases the odd moments of the distribution function do not change. These approximate conservation laws are manifest in the structure of the memory matrix, as demonstrated in Appendix D.
IV. CURRENT RELAXATION MECHANISMS AND DC RESISTIVITY
We now turn to discuss how the quantum critical fluctuations manifest themselves in the temperature dependence of the dc resistivity, ρ(T ), through different current relaxation mechanisms. In a metal with a generic electron density, the electrical current cannot relax completely (and hence ρ = 0) unless momentum conservation is violated. Having a non-zero resistivity therefore relies crucially on the momentum relaxation mechanism, either through impurity or umklapp scattering. In the special case of a compensated metal with an equal density of electrons and holes, the resistivity is finite even if the total momentum is conserved.
We note that in our calculation, the temperature dependence comes from the scattering rates, encoded in the memory matrix. The thermodynamic susceptibilities, χ Jx,αk and χ αk,βk , defined in Eq. (4), can be regarded as temperature independent. While this is not true for the Ising-nematic (B 1g ) channel, where the thermodynamic susceptibility diverges at the QCP, this divergence does not affect the transport properties, since the current operator (as well as any other odd-partiy deformation of the Fermi surface) is orthogonal to the nematic order parameter.
We will present our results for ρ(T ) in dimensionless units. The temperature is rescaled by the energy scale set by the Landau damping term: Ω L ≡ ε 2 F λ −2 . As we discuss in Appendix A 2, the natural scale for the resistivity in our problem is
Note that in the large-N or weak coupling limits, where our approach is valid, ρ L is always much smaller than the quantum of resistance /e 2 .
A. Impurity scattering
We consider quenched disorder, modeled by a random potential: 
As a result, for weak disorder strength, the leading correction to the memory matrix is given by
where the correlator of the disorder potential is static and momentum-independent, i.e., D imp q,νn = g 2 imp δ νn,0 . To leading order in impurity strength, we neglect the crossterms involving both impurity and quantum critical scattering [65] . At low temperatures, T ε F , we project the processes onto the Fermi surface, and approximate R(k, k + q, iΩ n ) ≈ −π|Ω n |δ (ε k ) δ (ε k+q ). As a result, in the dc limit,
One can verify that momentum is no longer conserved under impurity scattering, by observing that
This expression does not vanish for a general value of k , due to the asymmetry of momentum states k ± q. We first show that when there is only a single convex electron Fermi surface, quantum critical scattering does not contribute to the dc resistivity within our lowestorder approximation in T /ε F . In this case, ρ ≈ ρ 0 ∝ g 2 ν F coming from impurity scattering, where ν F is the density of states at the Fermi level. To see this, we work in the basis of Fermi surface harmonics, e inθ k , where θ k is the angle between a point k on the Fermi surface and the x axis. Since our problem is inversion-symmetric on average, M imp αn,βm is non zero only if m and n have the same parity. Electron-electron scattering on a single, convex Fermi surface conserves all the odd-parity modes [5, 44, 64] (See Appendix D). Since the electrical current is parity-odd, it is completely decoupled from the quantum critical scattering to lowest order in T /ε F . Hence, to lowest order in T /ε F , ρ is temperature independent. Scattering processes away from the Fermi surface can give rise to ρ(T ) ∼ T 2+α , with α = 4/3, as argued in Ref. [5] . Next, we study the case of multiple Fermi sheets. Different sheets generically have different energy dispersions and are separated in momentum space. The smallmomentum nematic fluctuations induces intra-sheet scattering, while impurity scattering can be either intra-or inter-sheet. We write the electrical current operator as
(a) Resistivity due to impurity scattering for a system with a single Fermi surface (blue) and multiple Fermi sheets (red) cases. In (b) we plot d ln (ρ − ρ0) /d ln T for multi-sheet case to extract the power-law dependence on temperature. The dashed line marks the value 4/3. The dispersion used for one-band case is ε k = −2t (cos kx + cos ky)−4t cos kx cos ky − µ , with t = 1, t = −0.3 and µ = −1. In the multi-sheet case, we used three circularly-shaped Fermi pockets of equal size, with two electron-like and one hole-like dispersions. Impurity scattering strength is taken to be gimp = 0.02εF . The nematic-electronic coupling strength is λ 2 ≈ 0.83εF . The Fermi energy is defined as εF = vF kF FS.
exponent is determined by the decay of odd-parity modes on the Fermi surface. Scaling arguments suggest that nematic contrinbution to the current decay rate scales as
sp , whereq ∼ T 1/3 is the typical momentum transfer following quantum critical scaling, and τ
is the single-electron decay rate. As a result, for a multiband system subject to impurity scattering, we expect that ρ − ρ 0 ∝ T 4/3 . In Figure 3 , we present a numerical calculation of ρ(T ) for system with either a single Fermi surface or multiple Fermi sheets, supporting the scaling argument discussed above. More details of the numerical procedure are given in Appendix J. In the single Fermi surface case, the resistivity is completely temperature-independent; we expect that inclusion of scattering processes away from the Fermi surface will give rise to a weak temperature dependence. In the multi-Fermi sheet case, we find a substantial temperature dependence. In panel (b) we showd ln (ρ − ρ 0 ) /d ln T as a function of T for the multisheet case. At low temperature, the exponent approaches 4/3, as expected from the qualitative analysis above. However, at intermediate temperatures, the exponent drifts below 4/3 and can even exhibit sublinear behavior. The cause of the drifting exponent will be discussed in Sec. IV D.
B. Umklapp scattering
In the presence of an underlying lattice, the electronic momentum is only conserved up to a reciprocal lattice vector G. In an umklapp scattering process, two of the initial states and one of the final states are on the Fermi q 0 FIG. 4. Two-particle collision involving a Umklapp process. One of the final states is a different Brillouin zone. Therefore, the total momentum changes by the crystal momentum G. q0 is the minimal momentum transfer in an umklapp scattering event.
surface in the first Brillouin zone, while the other final state is in a neighboring Brollouin zone. An umklapp scattering process on the Fermi surface involves a minimum momentum transfer q 0 that depends on the geometry of the Fermi surface, as illustrated in Figure 4 . Since the critical nematic fluctuations carry small momentum, they cannot induce umklapp scattering at asymptotically low temperatures. Therefore, below a characteristic temperature T 0 that depends on q 0 , we expect the dc transport to be governed by non-critical fluctuations. For T T 0 , the Fermi liquid behavior ρ(T ) ∼ T 2 behavior should be recovered [5] . On scaling grounds, we expect T 0 ∼ |q 0 | z , where z is the dynamical critical exponent of the transition. At temperatures T > T 0 , there are two main factors determining the transport behavior: (1) As the typical wavevector for critical fluctuations |q| ∼ T 1/z > |q 0 |, critical fluctuations contribute to umklapp scattering and directly modify the dc transport properties. (2) The umklapp processes also modify the spectrum of the nematic critical fluctuations. In particular, they modify the coefficient γ q of the Landau damping term in the bosonic self-energy, which depends on the angle between the Fermi velocities at the points k and k + q on the Fermi surface. This can lead to a breakdown of the z = 3 quantum critical scaling, which relies on the relation γ q ∼ 1/|q|.
We study ρ(T ) for a model with a generic, large Fermi surface, similar to the one shown in Fig. 4 . This is done by numerically computing the memory matrix from Eqs. (10, 11) , including the effects of umklapp scattering, and inverting it to obtain the dc conductivity according to Eq. (4). In Fig. 5 (a) and (c), we present ρ(T ) at and away from the Ising-nematic QCP, with a nematic correlation length ξ −2 (T ) = T + r − r c . Here, we assume that the at r = r c , there is a "thermal mass" assumed to be proportional to T . The model parameters, listed in the caption of Fig. 5 , are chosen to be similar to the ones used in the quantum Monte Carlo simulations in Ref. [42] . . Away from the QCP, the crossover to T 2 occurs at higher temperatures, and T 0 scales linearly with the distance to the QCP r.
Although for r = r c and T > T 0 , there is a temperature window where ρ(T ) appears to be approximately linear ( Fig. 5c) , it is important to note that d ln ρ/d ln T actually changes continuously in this regime. It is also worth noting that the dc resistivity obtained in our calculation reproduces many of the qualitative features observed in the QMC simulations of Ref. [42] , including the broad quasi-linear regime near the QCP, and the gradual change of the slope of ρ(T ) as r is tuned away from the QCP.
C. Compensated metal
The mechanisms for current dissipation discussed so far rely on breaking the conservation of total electron momentum, either by impurity or by umklapp scattering. It is well-known that in a compensated metal with equal number of electron and hole-like charge carriers, electron-electron interactions alone can lead to a finite electrical resistivity, even in the absence of momentum relaxation [66] . This is because scattering events between electrons and holes can relax the current, despite the fact that momentum is conserved. In a compensated metal, the electrical current and the total electronic momentum are orthogonal to each other: χ JP = 0, and the current dissipation is driven by relaxation of other odd-parity modes of the Fermi surface. For completeness, this result is re-derived in Appendix H.
Several of the iron-based superconductors known for exhibiting non-Fermi liquid transport, such as FeSe 1−x S x [10] and BaFe 2 (As 1−x P x ) 2 [13] , are isovalently doped. These systems have multiple small Fermi surfaces (pockets) that are of either electron or hole character, with an equal density of electron and hole carriers. It is reasonable to assume that such materials are not far from being a compensated metal, and that normal electron-hole scattering mediated by quantum critical fluctuations plays an important role in their transport behavior.
In this Section, we study the temperature dependence of dc resistivity for a compensated metal near a nematic quantum critical point. Motivated by the case of the iron-based superconductors, we focus on the case where the electron and hole pockets are much smaller than the Brillouin zone size, such that umklapp scattering is negligible. Since the nematic critical fluctuations are centered at small momenta, we assume that they cannot scatter electrons from one pocket to the other. The Hamiltonian is given by
where i = 1, . . . , n is the pocket index, and the pocket dispersions ε ik are assumed to be such that the total area enclosed by the electron-like pockets is equal to that of the hole-like pockets. f i,k,k+q is the Ising-nematic form factor of the ith pocket, centered at wavevector Q i . Importantly, depending on the position of the Fermi pocket in the Brillouin zone, the form factor may or may not contain "cold spots" -points on the Fermi pocket where the form factor vanishes. For example, a pocket centered at the Γ point [Q i = (0, 0)] has cold spots where the diagonals k x = ±k y intersect the Fermi surface. In contrast, a pocket at the X or Y points [Q i = (π, 0) or (0, π), respectively] does not have any symmetry-imposed cold spots. The band structures of most of the iron-based superconductors contain pockets centered at both the Γ, X, and Y points (in the one Fe per unit cell scheme). As we shall see below, the presence of cold spots on the Fermi pockets, and whether they occur on all or only some of the pockets, changes qualitatively transport behavior at low temperature.
We study ρ(T ) in four different scenarios: in a clean system where (1) all the pockets have cold spots, (2) the hole pockets have cold spots but the electron pockets do not, (3) no pockets have cold spots, and (4) a disordered system where all the pockets have cold spots. For simplic-
ρ(T ) and the log-derivative plot at the QCP in a perfectly compensated metal with different arrangements of cold spots on the Fermi pockets. The model consists of two circular pockets with equal radii, one electron-like and one hole-like. The nematic form factor is either taken to be cos 2θ k when the corresponding pocket has cold spots, or unity for the case with no cold spots. The coupling constant is λ 2 ≈ 0.84εF . Red curve: both pockets have cold spots along the diagonals. Blue curve: cold spots on the hole pocket, but not the electron pocket. Green curve: neither pocket has cold spots. Magenta curve: both pockets have cold spots, but also subject to impurity scattering of strength gimp ≈ 0.1εF . The black dashed lines in (b) correspond to exponents of 4/3, 5/3 and 2.
ity, we considered a model with two circular pockets with identical radii, one electron-like and one hole-like. We do not expect the results to change qualitatively for pockets of a general shape, as long as the system is perfectly compensated (see Appendix I). The results are summarized in Fig. 6 . In the case when cold spots are absent or if there is weak impurity scattering ( Fig. 6 green and magenta lines), ρ(T ) − ρ 0 ∝ T 4/3 , which is the naive quantum critical scaling exponent discussed previously [5, 30] . However, in a clean compensated metal with cold spots on one or both of the Fermi pockets, the asymptotic lowtemperature behavior is different. When cold spots are present on some (but not all) of the pockets, ρ ∼ T
5/3
(blue curve), whereas when cold spots are present on all the pockets, ρ ∼ T 2 (red curve).
To understand the origin of the strong sensitivity of the low-temperature transport behavior to the presence of cold spots, we examine the non-equibrium distribution function in the presence of a current. It is convenient to parametrize the distribution function δn ik in terms of another function Φ ik such that δn k = [−∂ ε ik n F (ε ik )] Φ ik E x , where i is the band index, k is a point on the Fermi surface and E = E xx is the electric field applied along the x axis. Φ ik can be computed from the memory matrix according to:
ik,jk χ jk ,Jx . More details on relation between our memory matrix approach and the non-equilibrium distribution function are given in Appendix F. Fig. 7 (a) shows the clean case without hot spots. In this case,
However, when cold spots are present on at least one Fermi pocket, the distribution function on both pockets changes dramatically, as seen in Fig. 7 (b) and (c). In this case, the distribution function is nearly constant on different quadrants of the Fermi surface, bounded by the cold spots. In the presence of disorder, the distribution function becomes more regular and approaches a cosine at low temperatures, as seen in Fig. 7 (d).
The shape of the non-equilibrium distribution function in the presence of cold spots can be understood qualitatively as follows: at low temperatures, the characteristic momentum transfer q due to quantum critical scatter-
, is small. The scattering rate from a point k near one of the cold spots to a nearby point k + q is suppressed by the nematic form factor. Therefore, the cold spots effectively cut the Fermi surface into four nearly-disconnected patches. The equilibration within each patch is much faster than the equilibration between patches (see Fig. 8 ). In this situation, the nonequilibrium distribution is nearly constant in each patch, and the bottleneck for current relaxation becomes the slow inter-patch scattering. As a result, the resistivity in the presence of cold spots is reduced than the resistivity with no cold spots. In Appendix I, we analyze the transport properties in the presence of cold spots, using a piecewise-constant distribution function of the form shown in Fig. 7 (b,c) as a variational ansatz. We find that the power-law exponents observed in Figure 6 are exactly reproduced.
FIG. 8.
Electron scattering on the Fermi surface due to small wavevector nematic fluctuations. The intersection between the Fermi surface and the dashed lines are where the nematic form factor vanishes -the nematic "cold spots". Small wavevector scattering across the cold spots are strongly suppressed by the nematic form factor.
D. Quasi-elastic thermal fluctuations and intermediate temperature behavior
Having analyzed the asymptotic low-temperature behavior of the resistivity due to different scattering mechanisms, we turn to discuss the crossover behavior at higher temperatures. In particular, depending on microscopic parameters, there may be a regime where the temperature is comparable to or larger than the energy scale set by the Landau damping, Ω L , but still much smaller than the Fermi energy. Since Ω L = ε 2 F /λ 2 , this regime is accessible within our model at strong coupling (or, equivalently, if the Fermi energy is small). Formally, the calculation in this regime can still be controlled in the large N limit, as long as T Ω NFL . As we shall now show, the resistivity is determined by quasi-elastic scattering of electrons off thermally excited nematic fluctuations. Depending on the evolution of the correlation length with temperature, this may lead to either ρ ∼ T or ρ ∼ const. in the crossover regime.
We begin by examining the temperature dependence of the scattering cross-section between electrons and ne- q,νn = r q + γ q |ν n |) and
F (x) has the following asymptotic properties: for x 1, F (x) ≈ πx 2 /3, whereas for x 1, F (x) ≈ 4x. We can now estimate the resistivity in the regime T Ω L ∼ ω q∼k F , that corresponds to x 1 in Eq. (17) . In this regime, the dominant contribution to V q (T ) is from energies ω ∼ ω q T , corresponding to quasi-elastic scattering of electrons off thermally excited nematic fluctuations. We focus on the case of a compensated metal, where momentum conservation does not εF and large fermion flavor N , so that ΩL εF , and our memory matrix approach remains valid.
limit the resistivity. At high temperatures, we do not expect the nematic form factor to have a strong effect on the results, and will henceforth neglect it. The resistivity can then be estimated by overlapping the memory matrix described by class I diagram with the current operator:
Placing both k and k + q on the Fermi surface (recall that we are still considering T ε F ) constrains the allowed wave-vector q to a one-dimensional manifold. The first q 2 term in the integrand is the wellknown transport factor that suppresses the contribution of small angle scattering. This factor arises from the term
that appears when inserting Eq. (10) in Eq. (18) . When T > Ω L , nematic fluctuations with a large wavevector q ∼ k F become thermally excited. From the discussion above [Eq. (17)], we find that in this regime V q (T ) ∼ T /r q , and hence
where we have expressed r q (T ) = ξ −2 (T ) + q 2 . If ξ ≈ ξ 0 is only weakly dependent on temperature, or if ξ
k F , then the behavior of ρ(T ) is determined by the temperature dependence of ξ(T ). For ξ −2 ∼ T (as was observed in the QMC simulations of Ref. [4] , and experimentally in Ref. [67] ), ρ(T ) saturates to a constant at high temperature. In Figure 9 , we illustrate both types of high temperature behavior for a compensated metal without cold spots, as discussed in the previous section.
V. CONCLUSION
In summary, we have developed a memory matrix approach to derive a kinetic equation applicable in a broad temperature regime near an Ising-nematic QCP. The formalism is applied to study the behavior of the dc resistivity in the vicinity of the QCP. The resistivity exhibits a rich behavior that depends on the dominant mechanism for current dissipation and on the structure of the Fermi surface.
We find several regimes where the resistivity is strongly affected by nematic critical fluctuations, despite their long-wavelength nature. As long as the Fermi surface is not very small compared to the size of the Brillouin zone, there is a broad temperature range where the resistivity is strongly enhanced near the QCP due to umklapp scattering; in this regime, the umklapp processes also modify the spectrum of the critical nematic fluctuations, and z = 3 dynamical scaling does not hold. At asymptotically low temperatures, however, z = 3 scaling is recovered, and ρ ∼ T 2 . In multi-band systems in the presence of impurities, ρ − ρ 0 ∝ T 4/3 down to the lowest temperatures, as anticipated from z = 3 dynamical scaling. In a compensated metal with an equal density of electrons and holes, the quantum critical fluctuations can affect the resistivity even in the absence of impurities and at arbitrarily low temperatures. In this case we find that the dc resistivity is strongly affected by the presence of "cold spots" on the Fermi sheets, due to the symmetry of the nematic order parameter. In the clean limit, ρ ∼ T α , where α = 2, 5/3, or 4/3, depending on whether there are cold spots on all the Fermi sheets, on some of the sheets, or on none, respectively.
It is important to note that we have assumed a purely electronic mechanism for the Ising-nematic QCP, and have neglected the effect of coupling to the lattice. This effect is known to change the properties of the QCP, quenching most of the long-wavelength nematic fluctuations and making the transition more mean-field like [68] [69] [70] . As a result, the effect of the critical fluctuations on the resistivity is suppressed, recovering Fermi liquid behavior ρ − ρ 0 ∝ T 2 at the lowest temperatures. The scale at which the crossover to Fermi liquid behavior occurs depends on the strength of the coupling to the lattice.
Our analysis can be extended straightforwardly to other metallic QCPs in d = 2 dimensions that do not involve breaking of translational symmetry, such as ferromagnetic transitions. In the latter case, there are generically no cold spots on the Fermi surface.
The diversity of possible behaviors found in our study suggest that experiments in critical metals should be interpreted with great care. Nevertheless, it would be interesting to consider our results in the context of ongoing experiments [16] in FeSe 1−x S x , which is a compensated system that exhibits an apparent nematic QCP with no nearby magnetic phase. In this section, we briefly review the memory matrix formalism and its application to transport. We then discuss the validity of the approach in the vicinity of a QCP.
We closely follow the discussion of the memory matrix approach in Ref. [56] . To set up the formalism, we first define an inner product in the Hilbert space of operators. For two Hermitian operators A, B, the inner product is given by
Here, χ AB is a theormodynamic susceptibility relating the operators A and B.
The Liouville "super operator" is defined as L = −[H, ·]. The operators satisfy the Heiseberg equation of motion:
We are interested in calculating a retarded correlation function of two operators, characterizing the response of the system. This can be done through the relation [56] 
where C AB (t) ≡ (A(t)|B). Fourier transforming both sides, we obtain
where C AB (z) ≡´∞ 0 e izt C AB (t), z is a complex number in the upper half plane, and similarly forG
For example, the frequency-dependent conductivity can be written as
The key step in the memory matrix technique is to identify a set of slow (or nearly-conserved) operators, and project the dynamics onto these operators. We denote the set of slow operators by |A α ). We assumne that the current is a linear combination of |A α )'s. Then, to compute C JxJx (z), it is sufficient to compute matrix elements of the resolvent (or Green's function)Ĝ(z) = i z−L in the subspace of |A α ). To do this, we define the projection operator
onto the slow subspace, andQ = 1 −P is a projection onto the complementary subspace. The equation for the Green's function G is
From this we obtain the two equations
Solving forPĜP , we arrive atPĜP
The matrix elements ofĜ between two operators in the slow subspace can then be written as
where we have defined the matrices
So far, the manipulations have all been exact -we have not used the fact that the operators |A α ) are "slow". The slowness of the operators A α is typically employed when computing M αβ (z). We imagine that the Hamiltonian depends on a parameter g, such that to zeroth order in g, L(g = 0)A α = 0. Then, to leading order in g, we can drop the factors ofQ in the evaluation of the denominator in Eq. (A12), and the memory matrix becomes an ordinary dynamical correlation function with H(g = 0). 
Application to the quantum critical problem
In our quantum critical system, we choose the set of operators to be the occupations of particles per flavor in momentum space, {n αk }. In order to evaluate the memory matrix, Eq. (A12), we note that in the N → ∞ limit, the operators {n αk } become conserved quantities. This is sincė
We use a normalized set of operators, | n αk ) = (n αk |n αk ) −1/2 |n αk ). In the presence of time reversal and inversion symmetries, ( n αk |L| n α k ) = 0. Consider the matrix element of L between | n αk ) and the normalized operator
We can easily check that (
. This implies that, to leading order in 1/N , the memory matrix can be written as
where the correlation function is evaluated in the N → ∞ limit. In this limit, L does not connect the slow operators n αk to other operators, and the projectorQ in the denominator of Eq. (A12) is automatically accounted for.
To compute the memory matrix, we use Eq. (A3). The retarded response function can be computed from imaginarytime-ordered correlation function via analytic continuuation. In Matsubara frequency:
Hereṅ αk ≡ − [H, n αk ] denotes imaginary-time derivative. Let us first observe the general structure of the response function by treating λ as a small perturbation. To order O(λ 2 ):
After Fourier transformation:
To the next order O(λ 4 ), to see that
Here for convenience we have omitted the summation over repeated indices. The connected random phase diagram has the structure shown in Fig. 3 (b,c) in the main text. The idea is to contract the electron momenta {k, p 1 } and {k , p 2 }, and bosonic momenta as φ q φ q φ q1 φ q2 (b) or φ q φ q2 φ q φ q1 . In either cases, we obtain:
14 After Fourier transformation:
Within random phase approximation corresponding to leading order in 1/N , we use the dressed nematic propagator to be
0 − Π, but keep the fermion Green's function and the coupling vertex unrenormalized. We obtain the following expression for the memory matrix within the random phase approximation:
Here for simplicity of writing we have omitted the Ω n = 0 term inside the brackets. However, in following calculations the static contribution is always subtracted. We refer to the two contributions to the memory matrix in Eq. (A23) as class-I and class-II diagrams, respectively. Naively, the class II diagrams are O(N −2 ) while the class I diagram is O(N −1 ), both contributions need to be kept when studying transport properties. This is because in class I, the flavor indices α, α are constrained to be the same, while in class II they are not.
In the {n αk } basis, the optical conductivity is expressed as:
where χ Jx,αk ≡´β 0 dτ J x (τ )n αk (0) and χ αk,βk ≡´β 0 dτ [ n αk (τ )n βk (0) − n αk n βk ] are thermodynamic susceptibilities. A straightforward analysis from Eq. (A24) shows that σ(Ω) ∼ O N 2 , where one factor of N comes from the number of conducting channels, and the other factor comes from the fact that the eigenvalues of the memory matrix relevant to transport scale as O N −1 . As a result, the dc resistivity is ρ ∼ O N −2 in the large N limit, where our computation is formally justified.
Appendix B: Momentum conservation
We now demonstrate that in absence of umklapp scattering and impurity scattering, the total electronic momentum is exactly conserved within our formalism. To derive momentum conservation, it is sufficient to show that
Similarly the class II diagram contribution is:
By change of variables k → k − ζ q, and ζ → −ζ , we get
where
is the polarization bubble. Making use of Dyson's equation
0 − Π, we obtain:
Summing up the two classes of diagrams:
The first term is the static contribution G αk,α k (Ω n = 0) , and should be subtracted at the end of the computation. If the dynamics of nematic fluctuations is generated by coupling to the electrons, as discussed previously, then D 0 is frequency independent. In that case, the second term vanishes as well, and momentum is conserved. Whether nematic fluctuations can act as a "momentum sink" is fundamentally dependent on whether their propagator has its own independent dynamics.
Appendix C: Low temperature and dc limit
We derive the expressions of the memory matrix in the dc limit and for temperature T much smaller than the Fermi energy ε F . It is convenient to invoke spectral representation for the nematic propagator. Define D −1 q,νn ≡ r q + γ q |ν n |, we have
where the spectral function is
3
. This can be interpreted as the dispersion relation of Landau-damped nematic fluctuations. At small wave-vectors, ω q ε F . First, consider the class I diagram. The sum over bosonic Matsubara frequency ν n can be explicitly performed using spectral representation, giving rise to:
where n F,k is short for the Fermi-Dirac distribution function n F (ε k ), and n B (ω) is the Bose-Einstein distribution function. Following an analytic continuation iΩ n → Ω + iδ, we obtain:
Making use of
, and taking the dc limit Ω → 0, we observe that the principle part on the second line cancels the static part, and only the imaginary part contributes to the real frequency memory matrix. We obtain:
This is equivalent to the linearized collision integral studied in many previous works, e.g. Ref. [19] , where the class II diagrams were not considered. From the second line, we see that the leading contribution to the frequency integration comes from low frequencies, ω ∼ min (ω q , T ) ε F . As a result, the above expression can be further simplified to be:
where we have used n F,k+q − n F,k ≈ −ωδ (ε k ), and defined
We see that the dominant processes contributing to class I diagram comes from the Fermi surface. Next we derive the expression for class II diagrams in the dc limit. There are two terms shown in Eq. (A23), corresponding to Figs. 1(c) and (d) of the main text. We discuss the (c) contribution first. We can rewrite the memory matrix in the following way:
Here we defined two analytic functions f and g. Both f and g are analytic everywhere except on the real axis. Hence, we can use a spectral representation for both functions, to obtain:
Carrying out the Matsubara sum:
Following an analytic continuation, iΩ n → Ω + iδ, and taking the zero-frequency limit, we obtain:
The imaginary part of the f and g functions are, respectively:
and Img (ω) = ImD
Here we have used a short-hand notation:
Following a similar analysis, the second term in the bracket in the expression for M (2) [Eq. (A23)] can also be carried out, except in this case,f
As a result,
Combining the two contributions, we get the following expression for class II diagram in dc limit:
We see again that the frequency integration is constrained to be at small frequencies ω < min (T, ω q ). Approximating −πζ (n F,k+ζq − n F,k ) ≈ πωδ (ε k ) and −πζ (n F,k +ζ q − n F,k ) ≈ πωδ (ε k ), we see that:
Since the frequency is small compared to the Fermi energy, we can further approximate the two δ-function constraints as δ (ε k+ζq ) δ (ε k +ζ q ), placing all four momentum states on the Fermi surface. We then make use of the identity:
where V q (T ) is defined in Eq. (12) . The final expression for class II contribution to the memory matrix is:
Here we have made use of the invariance under (ζ, ζ ) → (−ζ, −ζ ) to eliminate ζ in the expression.
Appendix D: Harmonic basis and additional conservation laws
In this section we show that in a two-dimensional system with a single, convex Fermi surface and with no umklapp scattering, there are additional approximately conserved modes that emerge at low temperatures and frequencies due to projection of scattering processes onto the Fermi surface.
We start from Eqs. (10) and (11) for the memory matrix in the dc limit. It is convenient to split M
αk,α k as follows:
The two class II terms are related to each other via
The Landau damping parameter γ q appearing in M (2,±) αk,α k is self-consistently calculated from the electron polarization bubble:
Note that γ q ∼ O N 0 , since nematic boson can decay into all flavors of electrons. We define memory matrix in the harmonic basis:
where h nk = exp (inθ k ), and h n,−k = (−1) n h nk . By introducing a short-hand notation d nkk ≡ h nk − h nk , Class I contribution becomes:
Here we made use of symmetry under k ↔ −k to derive the above expression. Similarly, class II contributions can be shown to be of the form
For a convex Fermi surface and a given momentum transfer q, to place all four momentum states {k, k + q, k , k − q} on the Fermi surface implies that k = −k or k = k + q. As a result, the bracket on the second line can be simplied to be
By change of variables: k + q → k , we can combine the two class of diagrams to arrive at the final expression for memory matrix in the harmonics basis:
Eq. (D7) shows a dichotomy between even/odd parity modes. The second term in the bracket vanishes for even parity modes, and as a result, these modes are fast-relaxing from critical nematic fluctuations. In contrast, the relaxation of odd-parity modes is strongly renormalized by scattering processes described by class II diagrams. 
There is one zero mode associated with this matrix structure, with an eigenvector given by
corresponds to a conservation of the generalized current J n ≡ αk h nk c † αk c αk , whenever n is odd. Note that the total electron momentum P can be represented as a linear combination of J n , and therefore is also conserved.
We point out that except for momentum, all other odd-parity currents are only quasi-conserved. Scattering processes away from the Fermi surface will lift these zero modes to a decay rate which is O T 2 /ε 2 F smaller than the relaxation of even-parity modes [5, 44] .
Appendix E: Generalization to systems with multiple Fermi sheets
The generalization of the memory matrix to multiple electron bands is straightforward. For simplicity we omit the flavor index, and consider the case N = 1. The generalization to the case of a general N is straightforward. In addition, we assume that the critical nematic fluctuations can only scatter electrons within each band, since the fluctuations carry a small momentum. The Lagrangian is taken to be:
Here i = 1 . . . N band is the band label, and ε ik is the dispersion for the i-th electron band. The other terms in The derivation of the memory matrix parallels that of the multi-flavor, single-band scenario, with the only difference coming from different dispersions and form factors for different electron bands. There are two class of Feynman diagrams for the memory matrix, and at low temperatures and in the dc limit, the expressions for the two class of diagrams are:
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The Landau damping coefficient describes a sum of scattering processes on each electron band:
Similar to the discussion in Sec. IV, we can rewrite the memory matrix in the harmonics basis. Class I diagram can be shown to be:
where we have defined a short-hand notation: d in,kk = h ink − h ink . Similarly, class II diagrams are expressed as:
The term on the second line evaluates to:
where γ jq is the Landau damping due to j-th band, such that γ q = j γ jq . In Eq. (E7), the p j 's are solutions of the two equations ε jpj = 0, ε jpj −q = 0. Since the momentum is two-dimensional, there is a discrete set of such solutions. For a convex, inversion symmetric Fermi surface of the jth band, there are two solutions: p j and − (p j − q). We perform change of variables k = k + q, and the terms corresponding to the two classes to obtain the final expression:
It is easy to see how this reduces to the one band expression in Eq. (D7). In that case, the solutions to the equations ε p = ε p−q = 0 are p = −k or k . One for the second term in Eq. (E8), we get:
which is the same expression compared to Eq. (D7) in the case N = 1.
Appendix F: Connection to the Boltzmann equation and the non-equilibrium distribution function
Here we make explicit connection between our memory matrix approach with the familiar Boltzmann equation, and identify the non-equilibrium distribution function in the presence of an applied electric field within the memory function approach.
We begin with writing down the Boltzmann equation for the quasiparticle distribution function {n αk (t)}:
In the absence of an electric field, the steady state is given by the equilibrium Fermi-Dirac distribution n F,αk . When a small electric field E = E xx is applied, the distribution function deviates away from n F,αk , with the dominant response occuring near the Fermi surface. We write n αk = n F,αk + (∂ ε n F,αk )Φ αk , and the linearized Boltzman equation for the non-equilibrium distribuion {Φ αk (t)} has the form 
Comparison between Eq. (F6) and Eq. (4) in the main text shows that our memory matrix M corresponds to the collision kernel W of the Boltzmann equation. Due to the structure of the collision kernel, the non-equilibrium distribution function due to an applied electric field can be very different from the quasiparticle velocity vector V x . In particular we have shown that
In the main text, we address the functional form of Φ due to critical nematic fluctuations and how they lead to a temperature dependent resistivity very different than previously calculated.
In Figure 12 , we illustrate the properties of the eigenvalues of the memory matrix for a single Fermi surface. We present the case when only quantum critical scattering is present, as well as when current-relaxing mechanisms such as impurity and umklapp processes are incorporated.
In the absence of impurity or umklapp, there is a large number of zero modes, corresponding to the conservation of total electron number as well as the conservation of all odd-parity modes. This is expected since we are projecting scattering processes onto the Fermi surface. When either impurity or umklapp scattering is added, all odd-parity modes (including momentum) are lifted from zero, and only total number is conserved. However, the way these zero modes get lifted is different depending on the mechanism. In the case of impurity scattering, all odd-parity modes gain a finite decay rate ∼ g
