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ABSTRACT
We explore the massive bluer star-forming population of the Sloan Digital Sky Survey (SDSS)
III/BOSS CMASS DR11 galaxies at z > 0.55 to quantify their differences, in terms of redshift-
space distortions and large-scale bias, with respect to the luminous red galaxy sample. We
perform a qualitative analysis to understand the significance of these differences and whether
we can model and reproduce them in mock catalogues. Specifically, we measure galaxy
clustering in CMASS on small and intermediate scales (0.1 r 50 h−1 Mpc) by computing
the two-point correlation function – both projected and redshift-space – of these galaxies, and
a new statistic, (π ), able to separate the coherent and dispersed redshift-space distortion
contributions and the large-scale bias. We interpret our clustering measurements by adopting
a Halo Occupation Distribution (HOD) scheme that maps them on to high-resolution N-body
cosmological simulations to produce suitable mock galaxy catalogues. The traditional HOD
prescription can be applied to the red and the blue samples, independently, but this approach
is unphysical since it allows the same mock galaxies to be either red or blue. To overcome
this ambiguity, we modify the standard formulation and infer the red and the blue models
by splitting the full mock catalogue into two complementary and non-overlapping submocks.
This separation is performed by constraining the HOD with the observed CMASS red and
blue galaxy fractions and produces reliable and accurate models.
Key words: galaxies: distances and redshifts – galaxies: haloes – galaxies: statistics –
cosmology: observations – cosmology: theory – large-scale structure of Universe.
1 IN T RO D U C T I O N
In the last decade, an enormous effort has been spent to explore the
formation and evolution of the large-scale structure of our Universe.
The standard cold dark matter (CDM) model with cosmological
constant, together with the theory of cosmic inflation, has become
the leading theoretical picture in which structures can form, pro-
viding a clear prediction for their initial conditions and hierarchical
growth through gravitational instability (e.g. Primack 1997). Test-
ing this model requires one to combine large N-body simulations
with measurements from last generation large-volume photometric
E-mail: g.favole@csic.es (GF); cmcbride@cfa.harvard.edu (CKM)
†MultiDark Fellow.
and spectroscopic galaxy surveys, as the Sloan Digital Sky Survey
(SDSS), (York et al. 2000; Gunn et al. 2006; Smee et al. 2013)
and the SDSS-III Baryon Oscillation Spectroscopic Survey (BOSS;
Eisenstein et al. 2011; Dawson et al. 2013). In particular, BOSS
has been able to measure the Baryon Acoustic Oscillation (BAO)
feature in the clustering of galaxies and Lyman α forest with un-
precedented accuracy, by collecting spectra of 1.5 million galaxies
up to z = 0.7 (Anderson et al. 2014), over a 10 000 deg2 area of sky,
and about 160 000 Lyman α forest spectra of quasars in the redshift
range 2.2 < z < 3 (Slosar et al. 2011).
The CDM paradigm claims that galaxies form at the centre of
dark matter haloes, thus estimating the clustering features of such
complex structures, is currently one of the main targets of modern
cosmology (Kravtsov & Borgani 2012). Despite the recent dramatic
improvement in the observational data, what primarily prevents us
C© 2016 The Authors
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from achieving this goal immediately is the theoretical uncertainty
of galaxy bias i.e. the difference between the distribution of galax-
ies and that of the matter. Galaxies are treated as biased tracers of
the underlying matter distribution, and observations of their clus-
tering properties are used to infer those cosmological parameters
that govern the matter content of the Universe. In this context, the
Halo Occupation Distribution (HOD; Berlind & Weinberg 2002;
Kravtsov et al. 2004; Zheng et al. 2005; Zheng, Coil & Zehavi
2007) framework has emerged as a powerful tool to bridge the gap
between galaxies and dark matter haloes, providing a theoretical
framework able to characterize their mutual relation in terms of the
probability, P(N|M), that a halo of virial mass M contains N galaxies
of a given type. At the same time, it provides a robust prediction of
the relative spatial and velocity distributions of galaxies and dark
matter within haloes. In this approach, the use of large-volume N-
body cosmological simulations is crucial to produce reliable maps
of the dark matter sky distribution.
In this work, we explore the red/blue colour bimodality observed
in the BOSS CMASS DR11 (Alam et al. 2015) galaxy sample.
In order to quantify and model the differences between these two
galaxy populations, we measure their clustering signal on small and
intermediate scales, from r ∼ 0.1 h−1 Mpc up to r ∼ 50 h−1 Mpc.
Specifically, we compute the two-point correlation function (2PCF)
– both projected and in redshift-space – of these galaxies, and a new
metric, (π ), designed to extract the maximum amount of informa-
tion about the small-scale non-linear redshift-space distortions. We
map our results to the MultiDark cosmological simulation (Prada
et al. 2011; Riebe et al. 2011) using an HOD approach (Zheng
et al. 2007; White et al. 2011), to generate reliable mock galaxy
catalogues. In this context, we investigate whether we can find an
HOD parametrization able to model both the blue and red observed
clustering amplitudes, with small variations in its parameters. As
an alternative to HOD models, one can interpret clustering observa-
tions with an Halo Abundance Matching (HAM) prescription (e.g.
Trujillo-Gomez et al. 2011; Nuza et al. 2013) with the advantage of
avoiding free parameters, only assuming that more luminous galax-
ies are associated with more massive haloes, monotonically, through
their number densities. HAM is a straightforward technique that
provides accurate predictions for clustering measurements; never-
theless, we choose to model our CMASS clustering measurements
using a five-parameter HOD scheme because it is a general method,
based on a halo mass parametrization, and does not require a spe-
cific luminosity (stellar mass) function (Montero-Dorta et al. 2014)
to reproduce the observations.
The traditional HOD modelling reproduces well the clustering
signal observed in CMASS, but it provides unphysical predictions
when applied to the red and blue subsamples, independently. In
fact, in the process of populating a halo with central and satellite
galaxies, it allows the same galaxy to be either red or blue i.e. to be
placed in haloes with different masses. To overcome this ambiguity,
we propose an alternative prescription, that recovers the red and
the blue models by splitting the full mock catalogue into two non-
overlapping submocks. The separation is performed in a ‘natural’,
way by reproducing the observed CMASS red and blue galaxy
fractions, as a function of the central halo mass. The resulting
mocks are no longer independent – they are based on the same
HOD parameter set – and the total number of degrees of freedom is
reduced from 15 (three independent models, with five parameters
each) to 5 (full HOD) plus 2 (galaxy fraction constraint).
We investigate the impact of redshift-space distortions on the
clustering signal, both on small (one-halo term) and intermediate
(two-halo level) scales. Our new metrics,(π ), allows us to separate
and quantify both the non-linear elongation seen in the two-point
correlation function below 2 h−1 Mpc, and the Kaiser compression
at scales beyond 10 h−1 Mpc. We model these effects in terms
of two parameters, vσ and β, respectively encoding the galaxy
velocity dispersion with respect to the surrounding Hubble flow,
and the linear large-scale bias. In agreement with several previous
works (see, for instance, Zehavi et al. 2005b; Wang et al. 2007;
Swanson et al. 2008), we find that red galaxies are more clustered
(i.e. higher peculiar velocity contribution) and biased, compared to
their blue star-forming companions. Similar red/blue comparisons
in terms of redshift-space distortions and linear galaxy bias have
been performed in previous studies (e.g. Masters et al. 2011; Ross
et al. 2014). So far, however, most results for blue galaxies are for
much less massive samples than CMASS. In addition, CMASS is
a very large data set, and this provides a good motivation for being
quantitatively exact in estimating its large-scale bias and small-scale
peculiar velocities, even if the qualitative behaviour is standard.
The paper is organized as follows. In Section 2 we introduce
the methodology used to measure and model galaxy clustering in
the BOSS CMASS DR11 sample: we define the metrics used, the
correlation function and the covariance estimators. We then give
an overview of the MultiDark simulation, discuss the HOD formal-
ism adopted to create mock galaxy catalogues, and introduce the
analytic tools used to model both finger-of-god (FoG) and Kaiser
effects. In Section 3 we present the CMASS DR11 sample and the
specific red/blue colour selection used in the analysis, we illustrate
how to weight the data to account for fibre collision and redshift fail-
ure effects, and outline the procedure adopted to generate randoms.
Section 4 describes how we model our full CMASS clustering mea-
surements building reliable mock galaxy catalogues that take into
account the contribution of redshift-space distortions, and present
the first results for the three metrics of interest: ξ (s), wp(rp), (π ).
In Section 5 we apply the traditional HOD formulation individually
to the full, the red and the blue CMASS galaxy samples to create
their own independent mock catalogues. Then, we present an al-
ternative method to recover the red and blue submocks from the
full one, by splitting it using, as a constraint, the observed CMASS
red/blue galaxy fractions. Our data versus mock (π ) results, com-
pared to the vσ , β analytic models are shown in Section 6. Section 7
reports our main conclusions.
2 M E T H O D S
2.1 Clustering measurements
We quantify the clustering of galaxies by computing the two-point
correlation function i.e. the excess probability over random to find
a pair of galaxies typically parametrized as a function of their co-
moving separation (see e.g. Peebles 1980). The galaxy correlation
function is well known to approximate a power law across a wide
range of scales,
ξ (r) =
(
r
r0
)−γ
, (1)
where r0 is the correlation length, and γ is the power-law slope or
spectral index. However, improved models (see review at Cooray
& Sheth 2002) have been shown to better match the data (Zehavi
et al. 2004).
The redshift-space correlation function differs from the real-
space one due to the distortion effects caused by our inability to sep-
arate the peculiar velocities of galaxies from their recession veloc-
ity when we estimate distances from the redshift. These distortions
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introduce anisotropies in the 2PCF in two different ways. On large
scales, where the linear regime holds, galaxies experience a slow in-
fall towards an over-dense region, and the peculiar velocities make
structures appear squashed in the line-of-sight direction, an effect
commonly known as ‘Kaiser compression’ (Kaiser 1987; Hamilton
1998). At smaller scales, non-linear gravitational collapse creates
virialized systems and thereby relatively large velocity differences
arise between close neighbours resulting in structures appearing
significantly stretched along the line of sight (Jackson 1972). This
effect is commonly referred to as the ‘FoG’.
We are interested in using three related two-point clustering
metrics: the redshift-space monopole, ξ (s), the projected correla-
tion function, wp(rp), and a new line of sight focused measure-
ment to capture small-scale redshift-space distortion effects, (π ),
which we define below. In our formalism, s represents the redshift-
space pair separation, while rp and π are the perpendicular and
parallel components with respect to the line of sight such that
s =
√
r2p + π2. We can parametrize the redshift-space correlation
function as a function of redshift-space separation s or, equiva-
lently, in terms of rp and π . We can mitigate the impact of redshift-
distortions by integrating along the line of sight to approximate
the real-space clustering (Davis & Peebles 1983) in the projected
correlation function,
wp(rp) = 2
∫ ∞
0
ξ (rp, π ) dπ. (2)
This integration is performed over a finite line-of-sight distance as
a discrete sum,
wp(rp) = 2
πmax∑
i
ξ (rp, π ) πi, (3)
where π i is the ith bin of the line-of-sight separation, and π i
is the corresponding bin size. We use πmax = 80 h−1 Mpc and
π = 10 h−1 Mpc.
Since wp(rp) is not affected by redshift-space distortions, the
best-fitting power law is equivalent to a real-space measurement.
One can therefore quantify the deviation of the redshift-space ξ (rp,
π ) correlation function from the real-space behaviour by measuring
the ratio,
(π ) = ξ (r¯p, π )
ξ (π ) , (4)
where ξ (π ) is the best-fitting power law to wp(rp), evaluated at
the π scale, and r¯p indicates that we perform a spherical aver-
age in the range 0.5 ≤ rp ≤ 2 h−1 Mpc. This statistic illuminates
the non-linear FoG effects by normalizing out the expected real-
space clustering along the line-of-sight direction. We are interested
in the behaviour of pairs that potentially occupy the same halo,
hence our focus at small rp values. In the attempt to interpret the
small-scale non-linear redshift-space distortions, (π ) is prefer-
able to measuring the quadrupole-to-monopole ratio, ξ 2(s)/ξ 0(s)
(Hamilton 1992, 1998; Peacock et al. 2001), because it is a com-
pressed representation of ξ (rp, π ) which allows us to disentangle
the contribution of the distortions along the line of sight from the
effects across it. In Appendix A, we provide a comparison between
the (π ) and ξ 2(s)/ξ 0(s) statistics as a function of the physical
scale.
2.2 Correlation function estimation
For our clustering statistics, we use the estimator of Landy & Szalay
(1993):
ξ (s) = DD(s) − 2DR(s) + RR(s)
RR(s) (5)
where DD, DR and RR are the data–data, data–random and random–
random weighted pair counts computed from a data sample of N
galaxies and a random catalogue of NR points. These pair counts
are normalized by the number of all possible pairs, typically by
dividing by N(N − 1)/2, NNR and NR(NR − 1)/2, respectively, and
weighted by Ross et al. (2012)
DD(rp, π ) =
∑
i
∑
j
wtot,iwtot,jij (rp, π ) (6)
with wtot given by equation (31), and ij(rp, π ) represents a step-
function which is 1 if rp belongs to the ith and π to the jth bin, and
0 otherwise. These weights correct the galaxy densities to provide
a more isotropic selection, therefore they should not be applied to
the random catalogue, which is based on an isotropic distribution.
For randoms wtot, i = wtot, j = 1, therefore
DR(rp, π ) =
∑
i
∑
j
wtot,iij (rp, π ), (7)
RR(rp, π ) =
∑
i
∑
j
ij (rp, π ). (8)
To evaluate the correlation function, we create a random cata-
logue that has the same selection as the BOSS CMASS galaxy data
matching both the redshift distribution and sky footprint (see e.g.
Anderson et al. 2014). The method of random catalogue construc-
tion is almost identical to that described in Anderson et al. (2014),
but constructed to be 10 times as dense as the galaxy data. We down-
sample random points based on sky completeness, and ‘shuffle’ the
observed galaxy redshifts assigning them to random sky positions
so as to exactly reproduce the observed redshift distribution.
2.3 Covariance estimation
To estimate the uncertainties in our clustering measurements, we uti-
lize the jackknife re-sampling technique (Quenouille 1956; Turkey
1958; Miller 1974; Norberg et al. 2009, 2011). There are known
limitations to this type of error estimation (see e.g. Norberg et al.
2009), but they have proven sufficient in analyses on scales similar
to our analysis (Zehavi et al. 2002, 2005a, 2011; Anderson et al.
2012; Guo, Zehavi & Zheng 2012; Ross et al. 2012). The jackknife
covariance matrix for Nres re-samplings is computed by
Cij = Nres − 1
Nres
Nres∑
a=1
(
ξai − ¯ξi
) (
ξaj − ¯ξj
)
, (9)
where ¯ξi is the mean jackknife correlation function estimate in the
specific ith bin,
¯ξi =
Nres∑
a=1
ξai /Nres. (10)
The overall factor in equation (9) takes into account the lack of
independence between the Nres jackknife configurations: from one
copy to the next, only two subvolumes are different or, equivalently,
Nres − 2 subvolumes are the same (Norberg et al. 2011).
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2.4 The MultiDark simulation
MultiDark (Prada et al. 2011) is a N-body cosmological sim-
ulation with 20483 dark matter particles in a periodic box of
Lbox = 1 h−1 Gpc on a side. The first run, MDR1, was performed
in 2010, with an initial redshift of z = 65, and a mass resolution
of 8.721 × 109 h−1 M. It is based on the WMAP5 cosmology
(Komatsu et al. 2009), with parameters: m = 0.27, b = 0.0469,
 = 0.73, ns = 0.95 and σ 8 = 0.82. Here  is the present day
contribution of each component to the matter-energy density of the
Universe; ns is the spectral index of the primordial density fluc-
tuations, and σ 8 is the linear RMS mass fluctuation in spheres of
8 h−1 Mpc at z = 0.
MultiDark includes both the Bound Density Maxima (BDM;
Klypin & Holtzman 1997; Riebe et al. 2011), and the Friends-of-
Friends (FOF; Davis et al. 1985) halo-finders. For the current analy-
sis, we use only BMD haloes that are identified as local density max-
ima truncated at some spherical cut-off radius, from which unbound
particles (i.e. those particles whose velocity exceeds the escape ve-
locity) are removed. According to the overdensity limit adopted, two
different BDM halo catalogues are produced: (i) BDMV – haloes
extend up to vir × ρback, where vir = 360 is the virial overdensity
threshold, ρback = m × ρc is the background or average matter
density, and ρc is the critical density of the Universe. (ii) BDMW –
the maximum halo density is 200 × ρc, where 200 = 200, which
implies that BDMW haloes are smaller than BDMV ones. The
bound density maxima algorithm treats haloes and subhaloes (those
substructures whose virial radius lies inside a larger halo) in the
same way, with no distinction. In this work we use the BDMW halo
catalogues, since they resolve better the distribution of substruc-
tures in distinct haloes, leading to a clearer small-scale clustering
signal.
2.5 HOD model using subhaloes
The halo model (reviewed in Cooray & Sheth 2002) is a powerful
tool to understand the clustering of galaxies. The HOD (Berlind &
Weinberg 2002) is a commonly used method of mapping galaxies to
dark matter haloes, which characterizes the bias between galaxies
and the underlying dark matter distribution. The HOD is based
on the conditional probability, P(N|M), that a halo with mass M
contains N galaxies of a given type. In our analysis, we apply the
five-parameter HOD formalism presented in Zheng et al. (2007)
using the MDR1 simulation at z = 0.53. First, we populate distinct
haloes with central galaxies whose mean is given by the function
form of:
〈Ncen(M)〉 = 12
[
1 + erf
(
log M − log Mmin
σlog M
)]
, (11)
where erf is the error function, erf(x) = 2 ∫ x0 e−t2 dt/√π .
The free parameters are Mmin, the minimum mass scale of haloes
that can host a central galaxy, and σ log M, the width of the cut-off
profile. At a halo mass of Mmin, 50 per cent of haloes host a central
galaxy, which in terms of probability means that P(1) = 1 − P(0). If
the relation between galaxy luminosity and halo mass had no scatter,
〈Ncen(M)〉 would be modelled by a hard step function. In reality, this
relation must possess some scatter, resulting in a gradual transition
from Ncen 
 0 to Ncen 
 1. The width of this transition is σ log M.
In order to place the satellite galaxies, we assume their number
in haloes of a given mass follows a Poisson distribution, which is
consistent with theoretical predictions (Berlind & Weinberg 2002;
Kravtsov et al. 2004; Zheng et al. 2005). We approximate the mean
Figure 1. Five-parameter HOD model for MDR1, at z = 0.53. The
parametrization is from Zheng et al. (2007), and the input values from
White et al. (2011). The total (solid line) population of galaxies is the sum
of two contributions: central (dashed) and satellite (dot–dashed) galaxies.
number of satellite galaxies per halo with a power law truncated at
a threshold mass of M0
〈Nsat〉 = 〈Ncen(M)〉
(
M − M0
M ′1
)α′
. (12)
The parameter M ′1 corresponds to the halo mass where
Nsat 
 1, when (as in our case) M ′1 > M0 and M ′1 > Mmin. When
α′ = 1 and M > M0, the mean number of satellites per halo is
proportional to the halo mass. To populate with satellite galaxies,
we randomly extract from each host halo a certain number of its
subhaloes, following a Poisson distribution with mean given by
equation (12). The coordinates of these subhaloes become the lo-
cations for satellites. This approach, explored in previous works as
Kravtsov et al. (2004), White et al. (2011), is intrinsically different
from the more commonly used procedure, in which satellites are
assigned by randomly assigning the positions of dark-matter parti-
cles (see e.g. Reid & Spergel 2009). In our case, satellite galaxies
are assigned by reflecting the original halo structure made of one
central halo plus none, one, or many subhaloes.
Fig. 1 shows our HOD model built from MultiDark BDMW at
z = 0.53, for the full CMASS sample: central galaxies are repre-
sented by the dashed curve; satellites are the dot–dashed line and the
total contribution is the solid curve. As input parameters, we adopt
the values consistent with the BOSS CMASS HOD modelling in
White et al. (2011).
2.6 Analytic models
Kaiser (1987) demonstrated that on large scales, where the linear
regime holds, the redshift-space correlation function can be factor-
ized in terms of its real space version, ξ (r), as
ξ (s) = ξ (r)
(
1 + 2
3
β + 1
5
β2
)
, (13)
where β is the Kaiser factor encoding the compression effect
(Section 2.1) seen in the clustering signal and b is the linear bias
between galaxies and the underlying matter distribution. These two
quantities can be related (e.g. Peebles 1980; Linder 2005) through
the approximate expression
β 
 0.6m /b, (14)
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where the numerator in the right-hand side represents a parametriza-
tion of the growth rate of structures, which has been shown (see e.g.
Linder 2005; di Porto, Amendola & Branchini 2012; Hudson &
Turnbull 2012) that holds for the CDM model. In general, one
can decompose the redshift-space separation s into its parallel and
transverse components to the line of sight and approximate ξ (r)
with the power law in equation (1) to produce (Matsubara & Suto
1996):
ξ (rp, π ) = ξ (r)
{
1 + 2(1 − γμ
2)
3 − γ β
+ 3 − 6γμ
2 + γ (2 + γ )μ4
(3 − γ )(5 − γ ) β
2
}
. (15)
Here γ is the power-law spectral index and μ is the cosine of
the angle between the separation and the line-of-sight direction.
We include the small-scale non-linear FoG by convolving with a
pairwise velocity distribution (Fisher et al. 1994; Hamilton 1998;
Croom et al. 2005), which can be modelled as an exponential,
fexp(w) = 1√
2vσ
exp
(
−
√
2
|w|
vσ
)
, (16)
or a Gaussian form,
fnorm(w) = 1√2πvσ
exp
(
− w
2
2vσ 2
)
, (17)
where vσ is the pairwise velocity dispersion. The full model then
becomes
ξ (rp, π ) =
∫ +∞
−∞
ξ (rp, rz(w))f (w)dw, (18)
with ξ (rp, rz(w)) given by equation (15). The quantity rz(w) ≡
(π − w)/(aH(z)) is the line-of-sight component of the real-space
distance r, a = (1 + z)−1 is the scale factor, and H(z) is the Hubble
parameter evaluated at redshift z. The full (π ) analytic model, as
a function of vσ and β, is obtained by averaging equation (18) in
the range 0.5 ≤ rp ≤ 2 h−1 Mpc and integrating the result in π bins,
as explained in Section 2.1.
Combining these definitions and matching the binning in rp
and π , we have:
(π ) =
∫ dZ
π
∫ dR
rp
∫
ξ
(
R, Z−w
aH (z)
)
f (w)dw
∫ dZ
π
∫ dR
rp
(
r20
R2+Z2
)γ /2 (19)
The FoG and Kaiser effects could be overlapping and, as fit
parameters in a model, they are correlated. The importance of our
modelling is not to isolate their value, but to differentiate between
models and data with subpopulations of galaxies. Fig. 2 shows
how both effect contribute to modulate our (π ) model. There
is a degeneracy between the parameter values, in the sense that
both increasing vσ or reducing β produces an enhancement in the
(π ) peak. This dependence prevents us from interpreting the β
parameter as the only one responsible of the (π ) amplitude.
2.7 Fitting wp(rp)
To implement the integral in equation (2), to estimate the projected
correlation function wp(rp), we need to truncate it at some upper
value, πmax, above which the contribution to correlation function
becomes negligible. If one includes very large scales, the measure-
ment will be affected by noise; inversely, if we consider only very
small scales, the clustering amplitude will be underestimated. In our
Figure 2. (π ) analytic model as a function of the pairwise velocity dis-
persion, vσ , (top panel) and the Kaiser parameter, β (bottom panel). Solid
lines represent the Gaussian model given in equation (17); dashed curves are
the exponential functions in equation (16). We choose to model our (π )
measurements using the normal functional form only, since it reproduces
more accurately the small-scale feature provoked by the FoG distortions and
peak at larger scales.
case, CMASS results are not sensitive to π ≥ 80 h−1 Mpc, therefore
we adopt this value as our πmax limit. The projected auto-correlation
function is related to the real-space one by (Davis & Peebles 1983)
wp(rp) = 2
∫ πmax
rp
rξ (r)√
r2 − r2p
dr. (20)
Zehavi et al. (2005b) demonstrates that for a generic power law,
ξ (r) = (r/r0)γ , the equation above can be written in terms of the
Euler’s Gamma function as
wp(rp) = rp
(
rp
r0
)γ

(
1
2
)

(
γ − 1
2
)
/
(γ
2
)
. (21)
allowing one to infer the best-fitting power law for ξ (r) from wp(rp),
corresponding to the full CMASS galaxy sample, blue and red
subsamples. Fig. 3 presents the power-law fits to the full, red and
blue CMASS projected correlation functions, and the resulting (r0,
γ ) optimal values.
3 BO SS C MA SS DATA
BOSS target galaxies primarily lie within two main samples:
CMASS, with 0.43 < z < 0.7 and LOWZ, with z < 0.43 (Anderson
MNRAS 462, 2218–2236 (2016)
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Figure 3. Power-law fits to the CMASS full, red and blue projected cor-
relation functions, which define the denominator in equation (19). The r0
and γ values we find are consistent with Zehavi et al. (2005a), and show
that red galaxies cluster more than blue star-forming ones. The error bars
correspond the 1σ uncertainties estimated using 200 jackknife resamplings
(Section 2.3).
et al. 2012; Bolton et al. 2012; Ross et al. 2012). These samples are
selected on the basis of photometric observations done with the ded-
icated 2.5-m Sloan Telescope (Gunn et al. 2006), located at Apache
Point Observatory in New Mexico, using a drift-scanning mosaic
CCD camera with five colour-bands, ugriz (Fukugita et al. 1996;
Gunn et al. 1998). Spectra of the LOWZ and CMASS samples are
obtained using the double-armed BOSS spectrographs, which are
significantly upgraded from those used by SDSS-I/II, covering the
wavelength range 3600–10 000 Å with a resolving power of 1500–
2600 (Smee et al. 2013). Spectroscopic redshifts are then measured
using the minimum-χ2 template-fitting procedure described in Ai-
hara et al. (2011), with templates and methods updated for BOSS
data as described in Bolton et al. (2012).
We select galaxies from CMASS DR11 (Alam et al. 2015) –
North plus South Galactic caps – which is defined by a series of
colour cuts designed to obtain a galaxy sample with approximately
constant stellar mass. Specifically, these cuts are:
17.5 < icmod < 19.9 (22)
rmod − imod < 2 (23)
d⊥ > 0.55 (24)
ifib2 < 21.5 (25)
icmod < 19.86 + 1.6(d⊥ − 0.8), (26)
where icmod is the i-band cmodel magnitude. The quantities imod and
rmod are model magnitudes, ifib2 is the i-band magnitude within a
2 arcsec aperture and d⊥ is defined as
d⊥ = rmod − imod − (gmod − rmod)/8.0. (27)
All the magnitudes are corrected for Galactic extinction using the
dust maps from Schlegel, Finkbeiner & Davis (1998). In addition
to the above colour cuts, CMASS objects must also pass two star-
galaxy separation constraints:
ipsf − imod > 0.2 + 0.2(20.0 − imod) (28)
Figure 4. BOSS CMASS DR11 colour selection: the (g − i) colour cut
divides the full sample into a red dense population (above the blue horizontal
line) and a sparse blue tail (below the line).
zpsf − zmod > 9.125 − 0.46zmod, (29)
unless the objects also pass the LOWZ criteria. Therefore, to dis-
tinguish CMASS from LOWZ candidates, it is necessary to select
them by redshift.
3.1 Colour selection
The CMASS sample is mainly composed of massive, luminous, red
galaxies, which are favourite subjects to study galaxy clustering.
Among them, however, there is an intrinsic bluer, star-forming pop-
ulation of massive galaxies (Guo et al. 2012; Ross et al. 2012; ), of
which little is known. In the attempt to explore this bluer component
to understand its contribution in the clustering properties, we split
the CMASS sample into its blue and red components by applying
the colour cut
0.55(g − i) = 2.35 (30)
constant in redshift and K-corrected to the z = 0.55 rest-frame using
the code by Blanton & Roweis (2007). Masters et al. (2011) applied
this same colour cut, with no K-corrections, to the BOSS CMASS
DR8 sample to study the morphology of the LRG population; Ross
et al. (2014) used a similar selection, 0.55(r − i) = 0.95, to measure
galaxy clustering at the BAO scale in CMASS DR10. Fig. 4 presents
our CMASS colour selection, splitting the full sample into a red
denser population (above the blue horizontal line) and a sparse blue
tail (below the line), whose completeness dramatically increases
when we move towards high-redshift values (z > 0.55). For our
analysis, we focus on the high-redshift tail of the CMASS sample,
selecting only galaxies with redshift beyond z > 0.55.
3.2 Weights
Due to its structural features, a survey inevitably introduces some
kind of spatial variation in its measurements. To avoid these distor-
tions, we weight our pair counts by defining a linear combination
of four different weights (Anderson et al. 2012; Ross et al. 2012;
Sa´nchez et al. 2012):
wtot = wFKP wsys(wfc + wzf − 1), (31)
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each one correcting for a different effect. In the expression above,
wzf accounts for targets with missing or corrupted redshift (z fail-
ure);wfc corrects for fibre collision, compensating the fact that fibres
cannot be placed closer than 62 arcsec on the survey plates. This
limitation prevents obtaining spectra of all galaxies with neigh-
bours closer than this angular distance in a single observation.
The default value of wzf and wfc is set to unity for all galax-
ies. When a fibre collision is detected, we increment by one the
value of wfc for the first neighbour closer than 62 arcsec. In the
same way, for the neighbour we increase by one the value of
wzf of the nearest galaxy with a good redshift. To minimize the
error in the measured clustering signal, we also require a cor-
rection based on the redshift distribution of our sample, namely
the wFKP factor Feldman, Kaiser & Peacock (1994), that weights
galaxies according to their number density, n(z). It is defined
as
wFKP = 11 + n(z)PFKP , (32)
where PFKP is a constant that roughly corresponds to the ampli-
tude of the CMASS power spectrum P(k), at k = 0.1 h Mpc−1. We
assume PFKP = 2 × 104 h3 Mpc−3, in Anderson et al. (2012). The
last weight, wsys, accounts for a number of further systematic effects
that could cause spurious angular fluctuations in the galaxy target
density. These effects are treated in detail in Ross et al. (2012), but
we do not include them in this analysis, since they are not relevant
at the scales considered in this work. Therefore we set in wsys = 1
in the following analysis.
4 MOD ELLING FULL CMASS SAMPLE
4.1 Full CMASS clustering
We construct an HOD model using MultiDark haloes and subhaloes
(see model description in Section 2.5), and produce a mock galaxy
catalogue which we compare to the full CMASS DR11 population.
This mock is built by varying the HOD parameters to match ξ (s),
populating the MD simulation in each step, and using the peculiar
velocities in the simulation to model redshift-space distortions. The
intention is that changing the HOD will constrain the overall galaxy
bias, hence we fit only one statistic. We then evaluate and further
investigate these fits over the three clustering metrics: ξ (s), wp(rp)
and (π ).
However, since implementing a formal fit to determine the opti-
mal HOD parameters is beyond the scope of this work, we improve
the matching empirically, changing the input values until we find a
suitable (log Mmin, M0, M ′1, α′, σ log M) set that reproduces the ob-
served ξ (s) amplitude. We fit only Mmin (the minimum halo mass),
M ′1 (the mass scale of the satellite cut-off profile) and α′ (the satellite
slope). The remaining parameters are fixed to their default values
given by White et al. (2011): log M0 = 12.8633, σ log M = 0.5528.
The specific choice of these three parameters arises from their
connection to two physical quantities we want to measure: (i) the
satellite fraction, fsat, that controls the slope of the one-halo term
at small scales, where substructures of the same halo dominate;
(ii) the galaxy number density, n(z), affecting the two-halo term at
larger scales, where correlations between substructures of differ-
ent hosts become appreciable. Fig. B1 in the appendix illustrates
how a change in Mmin, M ′1 and α′ affects the projected correlation
function.
Fig. 5 displays the redshift-space monopole corresponding to our
empirical best fit (χ2 = 11.08/7 dof including the full covariance
Figure 5. Redshift-space monopole correlation functions of our z = 0.53
MultiDark full mock galaxy catalogue (solid line) compared to BOSS
CMASS DR11 measurements. Error bars are estimated using 200 jackknife
regions.
Table 1. Our best empirical estimates of the HOD parameters for the total,
red and blue independent models of the CMASS populations. We obtain
these values only by fitting ξ (s) with a three-dimensional grid in log Mmin,
log M ′1 and α′. The resulting χ2 values are: 11.08/7dof (full CMASS),
13.54/7dof (red) and 14.91/7dof (blue).
Total Red Blue
log Mmin 13.00 13.10 12.50
log M ′1 13.30 13.02 13.85
α′ 0.20 0.22 0.15
fsat 0.27 0.33 0.11
〈log Mh〉 12.75 13.00 12.50
matrix computed with jackknife; the HOD parameters are given in
Table 1) mock galaxy catalogue from the MultiDark simulation. The
projected correlation function, wp(rp), and the line-of-sight statistic,
(π ), corresponding to this model are shown in Fig. 6. In agreement
with many previous works (Zehavi et al. 2004, 2005b; Guo et al.
2012), we find that CMASS galaxies are more highly clustered at
small scales (one-halo regime); then, as the spatial separation be-
tween the pairs increases, the clustering strength drops (two-halo
term). Compared to White et al. (2011), our best-fitting mock has a
much lower satellite slope, α′, and M ′1, resulting in a higher satellite
fraction (about 27 per cent); however, our mean satellite occupation
function is compatible with results from Guo et al. (2015). Over-
all, the amplitude of our model galaxies is in good agreement with
observations. Error bars are estimated using 200 jackknife regions
gridded in right ascension and declination as follows: 10 RA ×
15 DEC cells for the CMASS North Galactic Cap (Nres = 150), plus
5 RA × 10 DEC regions for the South Galactic Cap, (Nres = 50).
This approach produces 200 equal areas of about 100 deg2
each.
To compute (π ) through equation (4) for the full CMASS
galaxy sample and MD mock, we use the best-fitting power law
to their projected correlation functions, wp(rp). The relative r0 and
γ estimates are shown in Fig. 3. Beyond 8–10 h−1 Mpc, where the
Kaiser squashing becomes predominant, the jackknife uncertainties
on (π ) are wider. This measurement reveals that the deviation
MNRAS 462, 2218–2236 (2016)
Understanding BOSS/CMASS galaxies 2225
Figure 6. Projected correlation function (top) and (π ) (bottom) for the
z = 0.53 MultiDark full mock galaxy catalogue (solid line), compared to
BOSS CMASS DR11 measurements. Error bars are estimated using 200
jackknife regions containing the same number of randoms.
of ξ (r¯p, π ) from the real-space behaviour dramatically changes
according to the scale of the problem: at very small redshift sep-
arations i.e. π ≤ 2 h−1 Mpc, where the FoG dominate, the con-
tribution of peculiar velocities pushes (π ) below unity. Above
3 h−1 Mpc, (π ) increases sharply and peaks around 8 h−1 Mpc.
On larger scales, the correlation between pairs of galaxies is com-
pressed along the line of sight since the Kaiser infall dominates
and (π ) drops. The (π ) measurement shows very different and
characteristic features according to the scale of interest, therefore it
is a valuable tool to quantify both small and large-scale clustering
effects.
4.2 Modelling redshift-space distortions and galaxy bias
In redshift-space, two different distortion features are observed: the
FoG effect which dominates below 2 h−1 Mpc, and the Kaiser flat-
tening, which becomes important beyond 10–15 h−1 Mpc. These
phenomena preferentially manifest themselves on different scales,
but a certain degree of entanglement is unavoidable in both regimes.
In order to better separate the two effects, we examine (π ) in our
Figure 7. (π ) in real-space (dot–dashed line), redshift-space with only
Kaiser contribution (dashed) and Kaiser plus FoG (solid). As expected, the
real-space behaviour is close to unity at all scales.
MultiDark full mock catalogue in three different configurations:
real-space, redshift-space with only Kaiser effect and full redshift-
space (FoG+Kaiser), as shown in Fig. 7. The real-space (π ) is
defined in equation (4), omitting the peculiar velocities both in the
numerator and in wp(rp) to which we fit the power law at the de-
nominator. Since(π ) is the ratio between two spherically averaged
power laws, we expect it to be close to unity at all scales. Hence,
the dot–dashed line in Fig. 7 is compatible with expectations. The
redshift-space case with only Kaiser contribution (dashed line) is
computed by assigning satellite galaxies their parental vpec value.
In this way, each satellite shares the coherent motion of its parent,
but it does not show any random motion with respect to it. The
last case considered is the full redshift-space (π ) (solid line), in
which satellite galaxies have their own peculiar velocity, which is
independent from their parents.
We are now able to provide a full description of our (π )
results by modelling them through equation (19), in terms of
four parameters: the power-law correlation length, r0, its slope γ ,
the pairwise velocity dispersion, vσ and the β parameter, which
is inversely proportional to the linear galaxy bias, b, through
equation (14).
The linear galaxy bias is scale dependent and has been computed
(e.g. Nuza et al. 2013) as the ratio between the galaxy and matter
correlation functions,
b(s) =
√
ξ (s)
ξm(s)
. (33)
Our goal is to provide an estimate of both the peculiar velocity
field causing the distortions we observe in redshift-space in our
clustering measurements and the large-scale bias, using the vσ , β
values we find from our full, red and blue CMASS and MultiDark
(π ) modelling. To this purpose, we do not compute the bias as
Nuza et al. (2013), through equation (33), but we estimate it from
equation (14).
Fig. 8 displays the vσ , β models (dashed curves) for our CMASS
measurements (left-hand panel, squares) and full MultiDark mock
catalogue (right-hand panel, crosses). All the model fits are per-
formed including the full covariance matrix, estimated by using
200 jackknife re-samplings (Section 4.1). For the MultiDark mock,
we assume the same scatter of the CMASS data.
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Figure 8. (π ) full CMASS DR11 measurement (left-hand panel) and our MultiDark z = 0.53 mock (right-hand panel), versus their vσ , β analytic model
(dashed lines). For both data and mock sets we assume the errors are given by our jackknife estimate, computed using 200 resamplings. The fits are performed
by using the full covariance matrix. These plots reveal that the full CMASS sample and the MultiDark model galaxies share almost the same large-scale bias
value, while the peculiar velocity contribution is higher in the mocks.
Table 2. Best-fitting values of the vσ , β parameters that model (π ) in
both full, red, blue CMASS measurements and MultiDark mocks. All the
fits are fully covariant. The bias is computed using the approximation given
in equation (14).
vσ (km s−1) β b χ2
Full CMASS 384 ± 6 0.15 ± 0.01 ∼3 16.89/5dof
Full mock 402+9−6 0.14
+0.01
−0.02 ∼3 24.04/5dof
Red CMASS 402+8−9 0.15
+0.01
−0.02 ∼3 24.00/5dof
Red mock 432+10−8 0.13 ± 0.01 ∼3.5 27.21/5dof
Blue CMASS 364+47−39 0.21
+0.05
−0.04 ∼2 8.14/5dof
Blue mock 268 ± 35 0.16+0.07−0.09 ∼2.8 2.61/8dof
Adopting a normal function (equation 17) to mimic the contri-
bution of peculiar velocities (see Table 2), results in the MD model
galaxies that have slightly higher bias – which means a lower β
value – than the full CMASS population and higher peculiar ve-
locity contribution – higher vσ value. This result is in agreement
with the bottom panel of Fig. 6: CMASS data points (diamonds)
experience a stronger Kaiser squashing at ∼10 h−1 Mpc i.e. they
have a smaller large-scale bias, compared to the MultiDark model
galaxies (solid line). From these vσ , β values, we conclude that our
full MD mock catalogue can be considered a reliable representation
of the full CMASS sample.
The reduced χ2 values we derive from the full CMASS and Mul-
tiDark (π ) model fits are less stringent compared to the estimates
for ξ (s) reported in the caption of Table 1. The main reason for this
result resides in how we build the vσ , β model (see equation 19) to
reproduce the (π ) feature, which is the ratio of a 2PCF, spherically
averaged in the range 0.5 ≤ rp < 2 h−1 Mpc, over a real-space term.
To mimic this average in our model, we convolve (numerator in
equation 19) a real-space correlation function with a peculiar veloc-
ity term, f(w), and integrate the result to eliminate the dependence
on rp. Such an integration is performed numerically in (rp, π ) bins,
by stacking rp into a single average value per bin. The denominator
in equation (19) is a real-space term, given by best-fitting power law
to wp(rp), spherically averaged in the same way as the numerator.
Thus, the vσ , β model reproduces the (π ) measurement numer-
ically in bins of (rp, π ) and not analytically in each point. The
approximations adopted to define our (π ) model are justified by
the fact that our goal is to provide a qualitative prediction of the
linear bias and redshift-space distortions in the full, red and blue
CMASS samples. For this reason, we do not heavily focus on the
goodness of our model fits, but instead stress the importance of a
cross-comparison in terms of vσ , β values.
From the full CMASS model, we find a bias of b ∼ 3, which
is relatively high compared to the estimate reported in Nuza et al.
(2013), b ∼ 2. This discrepancy is due to the fact that we select only
the massive bright high-redshift tail (i.e. z > 0.55) of the CMASS
sample; for these specific galaxies the bias is expected to be higher
than in Nuza et al. (2013).
4.3 Full CMASS covariance
We compute the full CMASS jackknife covariance matrix for the
three metrics of interest using equation (9), in which ξ is either ξ (s),
wp(rp), or (π ). We estimate the goodness of our model fits to the
CMASS measurements by computing the relative χ2 values as
χ2 = ATC−1 A, (34)
where A = (ξ idata − ξ imodel) is a vector with i = 1, ..., nb components
and C−1 is an unbiased estimate of the inverse covariance matrix
(Hartlap, Simon & Schneider 2007; Percival et al. 2014),
C−1 = (1 − D)C−1, D =
nb + 1
Nres − 1 . (35)
In the equation above, nb is the number of observations and Nres the
number of jackknife re-samplings. For the full CMASS population,
the correction factor (1 − D) represents a 8 per cent effect on the
final χ2 value.
In Appendix D, we test our jackknife error estimates using a set
of 100 Quick Particle Mesh (QPM; White, Tinker & McBride 2014)
galaxy mock catalogues.
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Figure 9. Independent mock catalogues designed to model CMASS DR11 red and blue ξ (s), wp(rp) and (π ) measurements (points and squares). The error
bars are the 1σ regions estimated using 200 jackknife re-samplings of the data. Despite we fit only ξ (s), we find good agreement between data and mocks in
all our three statistics. As expected, red galaxies show a higher clustering amplitude compared to the blue population.
5 MO D E L L I N G C O L O U R S U B S A M P L E S
We repeat the same analysis described in Section 4 on the red
and blue colour subsamples. We first use ξ (s) to fit an HOD
and match the overall clustering, then use our analytic model
to obtain fits for vσ and β. There remains a question on how
to model the subpopulations in the mocks; we explore two
methods.
5.1 Independent red and blue models
For simplicity, our first attempt at the colour subsamples is to in-
dividually model the red and the blue CMASS populations. That
is, we assume the clustering comes from a complete sample and
we generate an HOD populating haloes independently of whether
a galaxy is red or blue. By definition, there is no connection in the
overlap and the same halo or subhalo could host either a red and blue
galaxy in the corresponding mocks. This is an over-simplified view,
as clearly a galaxy can be either red or blue and not both. However,
it is an assumption that is embedded within several related analyses
(Zehavi et al. 2004, 2005b; Guo et al. 2012, 2014).
Fig. 9 shows the agreement between the CMASS monopole,
projected 2PCF and (π ) measurements and our independent red
and blue model galaxies. Our empirical best-fitting HOD parameter
values are reported in Table 1, together with the satellite fraction;
the fraction is higher for red than for blue galaxies, confirming
that luminous red galaxies tend to live in a denser environment
(Zehavi et al. 2005b; Wang et al. 2007; Swanson et al. 2008).
We conclude that we are able to fit correctly all our red and blue
CMASS clustering results, by means of the same HOD technique,
with small variations in its input parameters. However, these red
and blue independent models are non-physical, because they allow
the same galaxy to be either red or blue. In other words, they place
both red and blue galaxies in the same hosting haloes, which is not
the case.
To overcome this problem, we propose an alternative HOD ap-
proach (see next section) in which the red and the blue models are
obtained by splitting the full mock catalogue into subpopulations
that match the observed red/blue CMASS galaxy fractions. In this
way, the red and blue model galaxies are no longer independent
and, by construction, they cannot occupy the same positions in a
given halo.
5.2 Splitting colour samples using galaxy fractions
Inspired by the result in the previous section, we develop a more
physically motivated model of red/blue colour separation. In line
Figure 10. Blue galaxy fraction models, fb, and the corresponding Poisson
error, as a function of the central halo mass: linear (dashed line), log-normal I
(dot–dashed), log-normal II (dotted), inverse tangent (solid). The red galaxy
fractions are recovered by fr = 1 − fb.
with the standard halo model, we explore a splitting method based
entirely on host halo mass, with each of them matching the cor-
responding observed CMASS galaxy fraction. By modelling these
red/blue fractions, fb, r, as a function of the central halo mass, we
are able to correlate the red and the blue mock catalogues to the full
one, reducing the number of free parameters from 15 (5 for each
independent HOD) to 5 (full HOD) plus 2 (constraint on galaxy
fractions). Our galaxy fraction model must verify two conditions:
(i) to obtain reliable results, the models must reproduce the overall
fb, r values observed in our CMASS red/blue selection; this is done
by requiring that
Ni=1fb(log Mh(i))/N = 0.25,
fr (log Mh) = 1 − fb(log Mh) = 0.75 (36)
where we allow 20 per cent of scatter, and (ii) the red (blue) fraction
must approach zero at low (high) mass scales. We build our theory as
a function of the central halo mass only, omitting the dependence on
satellite masses. Despite this simplifying assumption, the resulting
red and blue mocks match correctly the observed clustering ampli-
tude. To mimic the red/blue split, we test different functional forms
of fb, r, starting with a basic linear one (Fig. 10, dashed line) and
two different log-normal models (dot–dashed and dotted curves)
with three degrees of freedom each; they are treated in detail in
Appendix C. In order to produce a clear separation between the two
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Figure 11. CMASS DR11 red and blue clustering measurements versus mocks. The models are obtained by splitting the full MultiDark mock into its red and
blue components, matching the observed CMASS red/blue galaxy fraction, fb, r. In this way, we prevent the same mock galaxy to be either red or blue, and
guarantee the reliability of the model. We find good agreement between the CMASS measurements and our MultiDark mocks, and confirm that red galaxies
reside in more dense environments compared to the blue population.
Figure 12. Red–blue CMASS DR11 (diamonds) versus inverse tangent mock (lines) cross-correlation functions. These plots are useful to check the mutual
behaviour of the red and the blue CMASS samples. In fact, as expected, we find that the cross-correlation of these galaxies lies in between their auto-
correlation functions, and the size of the error bars (computed with 200 jackknife resamplings) is consistent with the uncertainties on their individual clustering
measurements.
populations, the best compromise is an inverse tangent-like function
(solid line), with only two free parameters. The resulting functional
form, as a function of the central halo mass, is
fb(log Mh) = 12 −
1
π
tan−1
[
log Mh − D
10C
]
,
fr (log Mh) = 1 − fb(log Mh) (37)
where the parameter C determines how rapidly the blue fraction
drops and D establishes the half-width of the curve. Applying
equations (36), (37) to the full CMASS mock catalogue, we se-
lect the (C, D) combination that globally best fits the observed red
and blue redshift-space auto-correlation functions, ξ (s). The best-
fitting values are C = −0.50, D = 12.50, with χ2red = 15.43/5dof,
χ2blue = 6.20/5dof and χ2tot = 10.82/10dof. We use these red and
blue inverse tangent mocks to match the other two statistics, wp(rp)
and (π ), which are shown in Fig. 11 and the cross-correlation
functions in Fig. 12. The ξ (s) fit is performed using the full co-
variance matrix and the uncertainties are estimated via jackknife
resampling (Section 2.3). The red and blue MultiDark models
for the monopole 2PCF – both the independent (left-hand panel,
Fig. 9) and the fb, r mocks (left-hand panel, Fig. 11) – show a
remarkable agreement with the CMASS measurements. In the pro-
jected correlation function (central panels, same figures), we find
overall good agreement between the red mocks and the CMASS
data points. The blue models show, instead, some deviations in
wp(rp): the blue independent model under predicts the clustering,
and the deviation is larger towards smaller scales (rp  2 h−1 Mpc);
the blue fb, r model reveals good agreement with the CMASS results
at rp  2.5 h−1 Mpc, and slightly deviates on smaller scales. For
what concerns (π ), in general we find less agreement with the
observations, compared to the previous measurements. As already
discussed in Section 4.2, this is mostly due to the fact that (π ) is a
quantity built from two-point correlation functions using several ap-
proximations i.e. it is a ‘derived’ measurement. The fr, b red and blue
(π ) models (Fig. 11, right-hand panel) match better the CMASS
data than the independent mocks (Fig. 9, right plot), especially in
the range of the peak, 2  π  20 h−1 Mpc. The (π ) model can,
of course, be refined to improve the agreement with the observa-
tions; consider, however, that we are fitting our mocks only to the
monopole CF. The models for wp(rp) and (π ) do not involve any
fitting routine, and correspond to the monopole best-fitting mocks.
The agreement we find between models and data even without a
fit is therefore quite impressive. The main purpose of this paper is
to provide a straightforward model to characterize the full, red and
blue CMASS clustering both in terms of redshift-space distortions
and linear bias, thus we do not focus on improving the (π ) model
construction.
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Figure 13. Red and blue HOD models obtained by applying the galaxy
red/blue fraction condition to the MultiDark mock catalogue for the full
CMASS population. The lines are the predictions computed by normalizing
〈Nc〉, 〈Ns〉, 〈Nt〉 by fb, r. For red galaxies, the HOD shape is consistent with
Fig. 1, confirming that the red/blue galaxy separation we are imposing with
the satellite fraction constraint is reliable for the red population. For blue
mocks, the expected average number of galaxies per halo mass is about
10 times less than for red ones at log Mh = 13.5, and drops almost linearly
as the halo mass increases. This reveals that blue star-forming galaxies
preferentially populate low-mass haloes.
The cross-correlations between red and blue CMASS galaxies
(see Fig. 12) behave similarly to the auto-correlation functions: they
are stronger on small scales and weaker when the pair separation
increases. These functions represent a consistency check of our
red/blue fitting scheme and they provide robust information about
red and blue galaxy bias: the younger and more star-forming is the
galaxy, the lower are its clustering amplitude and bias.
Fig. 13 displays the red and blue HOD models inferred by split-
ting the full MultiDark mock using the observed CMASS red/blue
galaxy fraction. The lines are the predictions computed normalizing
〈Nc〉, 〈Ns〉, 〈Nt〉 by fb, r. For red galaxies the HOD shape is compat-
ible with the model shown in Fig. 1, confirming that the red/blue
separation we imposed with the galaxy fraction constraint is reli-
able for the red population. For blue mocks, the average number of
galaxies per halo mass is ∼10 times less compared to the red 〈Ncen〉,
at Mh = 1013.5 h−1 M and drops almost linearily (3 per cent factor)
as the halo mass increases. Such a trend reflects the preference of
blue star-forming galaxies to populate low-mass haloes. From this
analysis, we estimate the conditional probability, P(Mh|G), that a
galaxy β with a specific colour is hosted by a central halo having
mass Mh; see Fig. 14. As expected, the result demonstrates that
CMASS early-type redder galaxies are associated with more mas-
sive haloes (Mh ∼ 1013.1 h−1 M), compared to the late-type bluer
(Mh ∼ 1012.7 h−1 M) companions.
6 R ESULTS
6.1 Red and blue vσ , β models
We apply the same vσ , β modelling performed in Section 4.2 on
the full CMASS sample and the MultiDark full mock galaxy cata-
logue to the red and blue data samples and fb, r mocks, to quantify
how significant their differences are at the level of large-scale bias
and redshift-space distortions. Our results are presented in Fig. 15:
the top row displays the red and blue (π ) CMASS measurements
(points and squares), versus the analytic models (dashed lines); in
the bottom row are the results for the red and blue MD mocks (solid
lines), versus their models (dashed curves). For both CMASS data
and MD mocks we assume the errors are given by our jackknife
estimate, done using 200 resamplings. All the model fits are fully
covariant and our best estimate of the vσ , β parameters are re-
ported in Table 2. As expected, the blue CMASS galaxies are less
biased and have lower peculiar velocity contribution (i.e. smaller
FoG elongation effect) compared to the red sample. A similar be-
haviour is seen in a comparison of the red and the blue MultiDark
model galaxies, suggesting that we are correctly modelling our
results in terms of redshift-space distortions and large-scale bias.
Our relatively high bias values are due to the specific high-redshift
CMASS selection we are considering. In fact, for CMASS galaxies
at z > 0.55, the bias is expected to be higher than the typical value
reported by Nuza et al. (2013), b ∼ 2. As discussed in Section 4.2,
the relatively high χ2 values we find from our model fits are due
to the numerical limitations in the (π ) definition. However, since
the goal of this work is a qualitative comparison of the full, red and
Figure 14. Conditional probability that a given galaxy β with a specific colour is hosted by a central halo with mass Mh obtained from our red and blue
independent mock catalogues (left) and applying the galaxy fraction constraint (right). In both cases, as expected, we find that red galaxies live in more massive
haloes compared to the blue ones.
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Figure 15. Top row: CMASS DR11 (π ) red (left) and blue (right) measurements and the vσ , β analytic models (dashed lines). Bottom row: fb, r MultiDark
mocks (solid curves) and their models (dashed lines). For the mocks we adopt the jackknife errors estimated for the blue CMASS data doing jackknife. These
fits are fully covariant. From these plots we conclude that blue CMASS galaxies are less biased and show a lower peculiar velocity contribution compared to
the red population.
blue CMASS redshift-space clustering and bias features, we do not
heavily focus on the goodness of the fits and give priority to the
qualitative interpretation.
Fig. 16 presents the 68 per cent and 95 per cent covariant confi-
dence regions of the vσ , β models for the CMASS measurements.
The 1σ blue region is spread out: due to their larger uncertainties,
blue galaxies have less power to constrain the vσ , β values com-
pared to the red and full CMASS populations. The dots indicate the
position of the best-fitting models for the three samples. As seen
in Fig. 15, red CMASS galaxies possess higher velocity dispersion
and large-scale bias compared to the blue sample.
6.2 Large-scale bias
The linear bias factor b, defined in equation (33), is related to the
red–blue cross-correlation, ξ×(s), by
br (s)bb(s) = ξ×(s)
ξm(s)
. (38)
where the subscripts r, b indicate, respectively, red and blue galaxies,
and ξm(s) is the dark matter correlation function. We then expect that
the ratio ξ×(s)/
√
ξr (s)ξb(s) – where each term in the denominator
is given by equation (33) – is close to unity. Fig. 17 shows that our
Figure 16. 68 per cent and 95 per cent confidence levels of the full (solid),
red (dashed) and blue (dotted) (π ) CMASS measurements shown in Figs 8
(left-hand panel) and 15 (top row). All the contours include covariances.
Consistently with the size of the error bars in Fig. 15, the blue contours are
much less tight than the red and full ones. The blue CMASS galaxies are less
biased and have lower velocity dispersion than the red and full populations.
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Figure 17. Ratio of the quantity bbbr computed using the red-blue cross-
correlation function, over the same quantity computed using the red and
blue auto-correlation measurements. CMASS data (solid) versus indepen-
dent (dot–dashed) and inverse tangent (dashed) mocks. Compatibly with
expectations, the result is consistent with unity within 5 per cent and the
fluctuations are Poisson noise.
analysis produces a result that is consistent with expectations within
5 per cent.
7 D I S C U S S I O N A N D C O N C L U S I O N S
We have presented a qualitative analysis, as a function of colour, of
the clustering signal in the high-redshift tail (i.e. z > 0.55) of the
BOSS CMASS DR11 massive galaxy sample. Applying the colour
cut defined in equation (30), we have divided the full CMASS sam-
ple into a redder and a bluer population of galaxies, and there we
have computed the redshift-space and projected correlation func-
tions at small and intermediate scales (0.1 ≤ r ≤ 50 h−1 Mpc). Our
measurements (see Section 4) are consistent with previous results
by Wang et al. (2007), Zehavi et al. (2005b), Swanson et al. (2008)
and show that blue star-forming galaxies preferentially populate less
dense environments, compared to the red ones. Besides the 2PCF re-
sults, we have defined and measured a new quantity, (π ) (equation
4), which is able to disentangle the non-linear small-scale redshift-
space distortions (i.e. FoG) from the large-scale Kaiser flattening,
respectively along and across the line of sight.
We have then mapped these results on to the MultiDark cos-
mological simulation (Section 2.4) using a five-parameter HOD
model (Section 2.5), to generate reliable mock galaxy catalogues
that reproduce the observed clustering signal in all the CMASS
subsamples considered. First, using a traditional HOD approach,
we have separately fit ξ (s) of the full, red and blue CMASS popu-
lations building three independent mock catalogues (three different
HOD models, with independent parameters). Instead of performing
a formal fit, we have empirically tuned the HOD input parameters
until we found suitable values that reproduce the observed cluster-
ing amplitude. To simplify the task, we chose to vary only three
parameters, specifically those values related to physical quantities
we want to measure: Mmin, the minimum host halo mass, which is
connected to the galaxy number density, M ′1, governing the satel-
lite fraction, and α′, the slope of the satellite contribution. Our
best empirical estimates for the independent HODs are reported in
Table 1, and confirm that red galaxies preferentially populate more
clustered environments, where the satellite fraction is higher than
for blue-star forming galaxies. From this results we conclude that
we are able to individually match the clustering of the full, the red
and the blue CMASS samples with small variations in the input pa-
rameters. Using these independent mocks, we have calculated the
probability, P(Mh|G), that a specific galaxy β is hosted by a halo
with central mass Mh (left-hand panel of Fig. 14), and estimated
the mean central halo masses of our red and blue model galaxies.
We found Mh ∼ 1013.1, 1012.5 M h−1, respectively for star-forming
bluer and late-type redder galaxies, which again confirms that red
galaxies live in more massive haloes.
The traditional HOD formulation reproduces both red and blue
CMASS clustering; however, it is based on a non-physical assump-
tion: being independent, the red and blue models share a certain
number of mock galaxies. This means that the same galaxy can be
either red or blue, whatever its mass is. To overcome this failure, we
have modified the standard HOD assignment to infer both red and
blue models from the full one, in such a way they are complemen-
tary and do not overlap. We have split (see Section 5.2) the full mock
catalogue into a red and a blue submock by constraining it with an
appropriate condition that mimics the observed CMASS red/blue
galaxy fraction, fb, r (equation 36). We have tested four different
functional forms of fb, r (see Appendix C for details), depending on
a different number of parameters, and concluded that the best func-
tional fb, r form is an inverse-tangent-like function (equation 37). It
only depends on two free parameters, C and D, which respectively
determine how fast the blue (red) fraction drops (grows) as the halo
mass increases and the position of the half-width point of the curve.
Our results, presented in Fig. 11, show good agreement between the
MultiDark model galaxies and the CMASS observations.
We have then quantified the differences in the blue and red
CMASS subpopulations from the point of view of the redshift-
space distortions and large-scale bias (Section 6). Two regimes are
interesting to this purpose: on large scales, the gravitational infall of
galaxies to density inhomogeneities compresses the two-point cor-
relation function along the line-of-sight direction; on small scales,
the 2PCF experiences an elongation effect due to the non-linear
peculiar velocities of galaxies, with respect to the Hubble flow (see
Section 2.1). In order to separate the two contributions and iso-
late the small-scale elongation effect, we have built the new metric
(π ), defined in equation (4) as the ratio between a 2PCF – spher-
ically averaged in the range 0.5 ≤ rp < 2 h−1 Mpc to maximize the
FoG effect – and the best-fitting power law (spherically averaged) to
the projected correlation function. This quantity is preferable then
the quadrupole-to-monopole ratio in the attempt to maximize the
FoG contribution on small scales, because it permits to separate
the redshift-space features along and across the line of sight (see
Section A). We have then modelled (π ) by convolving the real-
space best-fitting power law to wp(rp), with a peculiar velocity term,
assumed to be a normal function (equation 17) and the Kaiser factor
(equation 15). The resulting model only depends on two parame-
ters: β, that measures the Kaiser compression and is proportional
throughout equation (14) to the inverse of the linear bias, b, and vσ ,
that is the pairwise velocity dispersion, which quantifies the FoG
elongation effect.
Fitting this vσ , β parametrization to our full, red, blue (π )
BOSS CMASS DR11 and MultiDark mock results, we found (see
Table 2) that blue galaxies are less biased than red ones and have
a lower peculiar velocity contribution, which leads to a smaller
clustering amplitude.
In conclusion, we have performed a qualitative clustering analysis
as a function of colour in a specific massive galaxy sample, the
BOSS CMASS DR11, selecting only galaxies at z > 0.55. We have
divided the sample in a redder and a bluer subpopulations, and here
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we have measured the monopole, the projected 2PCF and a new
quantity, (π ), which is a compression of ξ (rp, π ), specifically
designed to study the FoG distortions and the linear bias. We have
proposed and tested a straightforward model for (π ), depending
only on two parameters, that allows us to disentangle and constrain
both the large-scale bias and the galaxy peculiar velocities, and
provides a more exhaustive vision of the red/blue galaxy bimodality.
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A P P E N D I X A : QUA D RU P O L E - TO - M O N O P O L E
RATI O V ERSUS (π ) STATISTIC S
The novelty of our (π ) statistics is that it allows one to extract
the maximum contribution of small-scale redshift-space distortions
separating the effects along the line of sight (i.e. FoG) from the
effects (i.e. Kaiser squashing) across it. In fact, (π ) is defined
(see equation 4) by normalizing out the real-space contribution
from the redshift-space 2PCF, spherically averaged in the range
MNRAS 462, 2218–2236 (2016)
Understanding BOSS/CMASS galaxies 2233
Figure A1. (π ) (points) versus ξ2(s = π )/ξ0(s = π ) (triangles) measure-
ments for the full (black), red and blue CMASS samples. The advantage of
measuring (π ) is that, by construction, it allows us to disentangle the small-
scale non-linear redshift-space distortion effects from the Kaiser squashing
on larger scales.
0.5 ≤ rp ≤ 2 h−1 Mpc to maximize the FoG effect. In alterna-
tive to (π ), one could measure the quadrupole-to-monopole ratio,
ξ 2(s)/ξ 0(s), to extract information about the redshift-space clus-
tering features. However, this ratio is computed as a function of
the redshift-space distance s =
√
r2p + π2, and does not permit to
disentangle the FoG elongation from the Kaiser flattening. By mod-
elling (π ) in a straightforward way only as a function of two
parameters vσ , β (see Section 4.2), we are able to separate the
small-scale non-linear FoG regime, where the peculiar velocities
(quantified by vσ ) dominate, from the large-scale linear regime,
where the Kaiser compression becomes important, and the linear
bias (quantified by β) can be estimated. In Fig. A1 we show a com-
parison of the full, red and blue CMASS DR11 (π ) measurements
and quadrupole-to-monopole ratios, these latter evaluated at s = π .
The feature of the two metrics is not comparable, nor the informa-
tion they carry. The advantage of using ξ 2(s)/ξ 0(s) is the smaller
size of the error bars, which would lead to tighter constraints in
the analysis. On the other hand, the advantage of using (π ) is, as
explained above, that it permits to quantify both linear galaxy bias
and FoG contribution in a straightforward way, disentangling the
effects as a function of the physical scale. In Fig. A2 we display
Figure A2. Two-point correlation function of the full CMASS MultiDark
mock galaxy catalogue. The orange shaded area represents the (π ) domain
where the FoG effect is maximized.
the 2PCF of the MultiDark model galaxies for the full CMASS
sample, given as a function of the parallel (i.e. π ) and perpendicular
(i.e. rp) components to the line of sight. The orange shaded region
highlights the (π ) domain, where the FoG effect is maximized.
APPENDI X B: C LUSTERI NG SENSI TI VI T Y O N
H O D PA R A M E T E R S
The left column in Fig. B1 presents our HOD model (see
Section 2.5) as a function of three parameters: Mmin (top row), M ′1
(middle), and α′ (bottom); the remaining two parameters are fixed
to the default values given by White et al. (2011): log M0 = 12.8633,
σ log M = 0.5528. The projected correlation functions based on these
mocks are shown in the right column. Increasing the value of Mmin
(top row, from lighter to darker solid lines) globally enhances the
clustering amplitude, with a strong contribution from substructures
belonging to different hosts (two-halo term). On the other side,
the interaction between satellites belonging to the same central
halo (one-halo term) weakens as M ′1 increases (bottom row, from
lighter to darker solid lines), resulting in a smoother slope at scales
rp ≤ 1 h−1 Mpc. The extreme case is achieved when log M1 =
16.00, where the satellite contribution becomes almost negligible,
and fsat = 5.45 × 10−4 
 0.
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Figure B1. Implication of a change in the HOD input parameters (left column) on the projected correlation function (right column). We allow only one
parameter to vary at a time: Mmin, in the top row, especially affects the two-halo term; M ′1 (log Mmin = 13.00) and α′, respectively in the middle and bottom
row, have a strong effect on the one-halo term. The resulting correlation functions are degenerate with respect to the variation of these three parameters. The
remaining two parameters are fixed at the default values given by White et al. (2011): log M0 = 12.8633, σ log M = 0.5528.
A P P E N D I X C : R E D A N D B L U E G A L A X Y
F R AC T I O N M O D E L S
In addition to the inverse tangent fraction model defined in equa-
tion (37), to mimic the red and blue galaxy fractions as a function
of the central halo mass, we test also a linear model
fb(log Mh) = −M log Mh + N, (C1)
and two log-normal like functions, with three degrees of freedom
each. The first one (Logn I) is given by
fb(log Mh) = Pb
Pb + Pr , (C2)
where
Pb,r = exp
(
− (log Mh − μb,r )
2
2σ 2
)
(C3)
is a density function. The parameters μb, r are the blue and red,
mean galaxy masses, respectively, and σ is the log-normal width.
The second version (Logn II) has fixed amplitude σ , and a new
parameter k, that controls the mutual heights of the red and blue
peaks. We have
fb(log Mh) = Pb
Pb + kPr , (C4)
where Pb,r is given by equation (C3). After applying these con-
straints to the full MultiDark mock catalogue, we split it into its red
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Figure D1. Covariant (thick contours) versus non-covariant (weak lines)
68 per cent and 95 per cent confidence levels of the vσ , β models for the
(π ) full (black solid), red (red dotted) and blue (blue dashed) CMASS mea-
surements versus QPM mocks (orange long-dashed). QPMs have slightly
different cosmology: m = 0.29. The inclusion of covariances is almost
negligible for the blue population, and weakly appreciable in the full case.
Inversely, in the red population, covariances slightly move the fit towards
higher velocity values; for QPMs, this shift is significant and drives the
contours towards smaller bias values and slightly higher velocities.
and blue components. We then fit the clustering amplitudes of our
model galaxies to the CMASS red and blue samples.
A P P E N D I X D : T E S T I N G T H E ER RO R S –
JAC K K N I F E V E R S U S Q P M M O C K S
We test our full CMASS jackknife error estimates by computing
the ξ (s), wp(rp), and (π ) covariance matrices from a set of 100
Quick Particle Mesh (QPM; White et al. 2014) mock catalogues,
with slightly different cosmology: m = 0.29. Since these mocks
are all independent of each other, we can compute their covariance
as
C
QPM
kl =
1
NQPM − 1
NQPM∑
b=1
(ξbk − ¯ξk)(ξbl − ¯ξl), (D1)
where NQPM = 100, and ¯ξk is the mean QPM correlation function
in the kth bin,
¯ξk =
NQPM∑
b=1
ξbk /NQPM. (D2)
Fig. D1 shows the covariant (thick lines) and the non-covariant
(weak) vσ , β contours of the full, red and blue CMASS (π ) mod-
els versus QPM mocks (orange long-dashed). The inclusion of co-
variances is almost negligible for the blue CMASS model, while
it moves the full and red models towards smaller bias values and
higher velocity dispersion values, respectively. QPM contours are
narrow, analogously to the full CMASS sample, and the inclusion
of covariances in this case significantly moves the fit towards lower
bias values and slightly higher velocities. Fig. D2 compares the
normalized ξ (s), wp(rp), and (π ) (respectively from left to right
column) covariance matrices estimated using the QPM mocks (top
row) and the jackknife re-samplings of the full, red and CMASS
galaxy samples, to test the correlation between our observations
at different scales. Overall, the QPM mocks show stronger covari-
ances than jackknife in all three metrics. (π ) is less correlated
than the redshift-space and projected correlation functions; this is
due to its definition, see equation (4). Since (π ) is the ratio of two
clustering measurements, both errors propagate in it, resulting in a
smoother correlation at all scales. The red CMASS sample includes
the majority of the CMASS galaxies, thus it is reasonable that its
covariance matrices behave similarly to the ones of the full sample.
The blue case is slightly different: errors are larger and covariances
are almost negligible in all the three measurements, especially in
(π ).
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Figure D2. Normalized QPM (first row from the top) versus full (second row), red (third row) and blue (bottom row) CMASS jackknife covariance matrices
for ξ (s) (left column), wp(rp) (central), and (π ) (right), as a function of the s, rp and π bins, respectively. We adopt a 10-step logarithmic binning scheme in
the range 3–50 h−1 Mpc for s, 0.1–35 h−1 Mpc for rp, and 0.1–40 h−1 Mpc for π . Overall, QPM mocks show higher covariances compared to the full, red, and
blue CMASS samples, confirming the result shown in Fig. D1. The left column reveals that covariances become appreciable in the red and full redshift-space
2PCFs at intermediate scales (i.e. s ≥ 8 h−1 Mpc), while they are almost negligible in the blue population. The red and full CMASS projected 2PCF (central
column) are covariant at rp ≥ 2 h−1 Mpc, while the blue case is almost covariance-free at all scales. The (π ) measurements (right column) are significantly
less covariant than the other two clustering statistics: QPM mocks show appreciable covariances only above π ∼ 3 h−1 Mpc, while the three CMASS samples
are substantially covariance-free.
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