This paper considers the subject of information losses arising from finite datasets used in the training of neural classifiers. It proves a relationship between such losses and the product of the expected total variation of the estimated neural model with the information about the feature space contained in the hidden representation of that model. It then shows that this total variation drops extremely quickly with sample size. It ultimately obtains bounds on information losses that are less sensitive to input compression and much tighter than existing bounds. This brings about a tighter relevance of information theory to the training of neural networks, so a review of techniques for information estimation and control is provided. The paper then explains some potential uses of these bounds in the field of active learning, and then uses them to explain some recent experimental findings of information compression in neural networks which cannot be explained by previous work. It then uses the bounds to justify an information regularization term in the training of neural networks for low entropy feature space problems. Finally, the paper shows that, not only are these bounds much tighter than existing ones, but that these bounds correspond with experiments as well.
I. INTRODUCTION
An estimator can only be as good as the information it has about the variable its estimating. But it can only retain as much information as it has seen from the samples training it. Thus full information of a random variable cannot be transferred to an estimator by finite samples -some information is lost. This paper attempts to estimate such losses for neural network classifiers.
Estimates of these losses do exist, but, like many learning theories, they overestimate the problem. This can lead to misinterpretations of data, and to the development of algorithms guided by a shaky hand. Such algorithms would be expected to lead to significant improvements according to theory, but end up lackluster in practice.
In this paper, we aim to derive bounds which are much tighter than the existing ones. This will lead to a better understanding of the information relationships found in neural networks, and to a better understanding of neural networks in general. This better understanding will allow guided development of algorithms which are theoretically sound.
The rest of this paper is organized as follows. Section II introduces some notation that will be used throughout the paper. Section III provides relevant background to the theoretical framework of this paper. Section IV derives the novel theoretical framework provided by this paper. Section VI goes over several applications of this theory, and section VII provides experimental evidence that the bounds derived in this paper are tight. 
II. NOTATION
Capital letters denote random variables. Lower case letters describe instances of the corresponding random variable. We will denote D as the set of features in which we have (labeled or unlabeled) data. Let D l denote the set of labeled pairs
where m is the number of training data points. Figure 1 depicts the classification model used in this paper. A class variable y generates a feature vector x according to a fixed (unknown) distribution P X|Y . This feature vector is then fed through a learned distribution P Z|X , which acts as a lossy compressor of x. z is then used to form an estimator of y, denotedỹ. We will drop the subscripts on probability distributions when the context is clear. The calligraphic symbols X and Y refer to the set of values that X and Y can take on. We assume that X is a Polish space such as R d and that Y is a finite set with the discrete topology.
This model has three variables of interest, X, Y and Z which satisfy the Markov chain Y − X − Z. We denote the true model as P XY Z = P X P Z|X P Y |X and consider the case of estimating the conditional probability distribution P Y |X . We denote this estimate asP Y |X and denote the estimated full model asP XY Z = P X P Z|XPY |X . We will use the hat notation for all information theoretic quantities referring to the estimated model. For example:
Finally, we assume that all distributions can be written as density functions such as p XY (x, y). We will occasionally drop the variable-specifying subscript when the context is clear.
III. BACKGROUND

A. The Information Bottleneck Principle
The use of the compressor p Z|X comes from the Information Bottleneck Method [1] which attempts to find a variable Z that is minimally sufficient for the input pair of variables (X, Y ). The minimal sufficiency of Z refers to the following two properties. First, X and Y must be conditionally independent given Z. Second, for any other sufficient statistic T , I(X; T ) ≥ I(X; Z).
The Information Bottleneck Problem can be solved approximately by minimizing the following Lagrangian:
B. Information as Generalization
The Information Bottleneck method uses the idea that I(Y ; Z) is a good measure for generalization. This is backed somewhat by information theory. First, if I(Y ; Z) = H(Y ), then having an instance z would completely determine the corresponding instance y. This notion can be expanded to I(Y ; Z) < H(Y ) by Fano's inequality and its generalizations [2] [3] . Fano's inequality provides the following bound on estimation error for any estimator of Y defined as a function of Z:
where P e is the error rate of the estimator. This inequality has a left hand side that is strictly increasing in P e for P e ≤ 1 2 . Thus the restriction of the LHS to [0, 1 2 ] is invertible. Call this inverse f . Then f is also increasing, is equal to zero only at zero, and P e ≥ f (H(Y |Z))
C. Information Curves and Finite Data Estimates
Minimizing (1) over a range of β yields an information curve. This is a plot of I(Y ; Z) against I(X; Z) for the resulting constructed variable Z over the given range of β. Such curves illustrates the power of the information bottleneck method. When the curve is plotted for an optimal Z found from true joint distribution p XY (x, y), we obtain an upper bounding curve. The curve is monotonic in I(X; Z). Thus, if one has the true joint distribution, then minimizing I(X; Z) can only hurt our estimator. But if we only have an estimate of the distribution, a different phenomena occurs. This scenario will result in a lower curve with a distinct peak. A lower bound on such curves can be derived from [4] :
Thus when we only have access to an estimate of p(x, y), we can reduce the risk of error by limiting I(X; Z).
D. Automatic Implementation via Neural Networks
There is evidence [5] [6] that neural networks automatically solve the information bottleneck problem. The first set of evidence is experimental. Authors of [5] found that a wide range of neural networks undergo training in two phases. In the first phase, the neural networks memorized the inputs. This corresponded to an increase of I(X; Z) and I(Y ; Z) simultaneously. During this phase, the average magnitude of backpropagated gradients surpassed the variance. In the second phase, this dynamic swapped and the variance surpassed the average. During this phase, I(Y ; Z) increased, but I(X; Z) dropped -the neural networks were compressing the input to learn more about Y .
The second set of evidence is theoretical. The authors of [6] show that I(X; Z) is tightly related to the information between the weights and the data I(W ; D l ). This relationship holds with only a few assumptions on the corresponding neural network. They then shown that I(W ; D l ) is small when the network converges to a wide local minimum of the cross entropy loss function. Finally, they argue that stochastic gradient descent tends to converge to such minima.
Some more recent experimental evidence [7] counters these two arguments. This new evidence shows that some networks can achieve high I(Y ; Z) without compression. Thus some networks can significantly outperform the lower bound of inequality (3). This paper presents new lower bounds which are much tighter and less sensitive to I(X; Z) than (3). These bounds -while useful on their own right-helps to explain this counter evidence.
IV. NEW BOUNDS ON INFORMATION LOSSES
We derive bounds on the sub-optimality of estimated information bottleneck problems. The first theorem relies heavily on the concept of a probabilistic coupling [8] . Thus we will first review this concept and apply it to the classification model.
Definition 1 (Coupling). Given two probability models PS and Q S on a list of variables S, a coupling of these models is a pair of random variables (S,Ŝ) with joint distribution γS ,Ŝ such that the marginal distributions satisfy γS = PS and γŜ = Q S .
Couplings, as used in this paper, are convenient because they allow us to manipulate integral quantities relating the true and estimated models. For example, f (p(s))dP S − f (q(s))dQ S = (f (p(s)) − f (q(ŝ))) dγ (4) We will be dealing with a specific coupling which is derivative of the well studied maximal coupling [9] . The emphasis is that, in translating from P XY Z toP XY Z , only P Y |X changes. Thus we focus on coupling P Y |X toP Y |X while leaving the rest of the model unchanged.
Construction 1 (Conditional Maximal Coupling). We set our coupling (X,Ỹ ,Z), (X,Ŷ ,Ẑ) as follows. First, define the function m l :
Next, define a real number ρ as
and define J as a Bernoulli random variable with success probability ρ. Then define variables
Next define (X,Ỹ ,X,Ŷ ) as functions of the above random variables as follows:
Finally, we defineZ andẐ through
With the coupling defined, we begin with two lemmas.
Lemma 1. Construction 1 yields a valid coupling.
Proof. We first check that the defined variables J, U, V and W have valid distributions. For J to be valid, we need only check that ρ < 1. Indeed by replacing the min operation in
The variable U is similarly valid as can be seen as follows:
And the variables V and W follow similarly:
We then need to show that the marginals of the coupling satisfy γX ,Ỹ ,Z = P XY Z and γX ,Ŷ ,Ẑ =P XY Z . To begin, we first show that γX ,Ỹ (x, y) = p X,Y (x, y) and that γX ,Ŷ (x, y) =p X,Y (x, y) as follows:
γX ,Ŷ (x, y) = ρ p(x)m l (x, y) ρ
Finally, since we definedZ andẐ through the distributions γZ |X (z|x) = γẐ |X (z|x) = p(z|x), we have γX ,Ỹ ,Z (x, y, z) = γX ,Ỹ (x, y)γZ |X (z|x) = p(x, y)p(z|x)
Lemma 2 (Coupling-Total Variation). The definitions of Construction 1 satisfy the following relationship:
Proof. To prove the first equality, define the following subsets of Y.
Then For any coupling of these two models,
It follows that:
But we also have for this particular coupling:
Thus we must have equality: P(Ỹ =Ŷ ) = ρ.
To prove the second equality, we will use the fact that min{a, b} = a+b−|a−b|
Thus
Motivated by Lemma 2, we will denote 1 − ρ asδ T V (P,P). This notation emphasizes its role as an average total variation distance. With these lemmas at hand, we can describe the main results of this paper. We begin with a bound on the estimated information for any random variable Z defined as a stochastic function of X.
Theorem 1 (Estimated Information Bound).
Proof. We will use several Markov chains in this proof. All of them follow from the following Bayesian network describing the generative process of all relevant random variables which is shown in figure 2 . Each Markov chain that we use comes from the fact that the X variables d-separate the Z variables from the rest of the network.
First, via coupling, we have
We decompose the above terms as follows:
But, due to the Markov chainsZ −X −Ỹ andẐ −X −Ŷ , we have I(Ỹ ;Z|X) = I(Ŷ ;Ẑ|X) = 0. Furthermore, I(X;Z) = I(X;Ẑ) = I(X; Z), so:
We can further decompose each of these terms as: 
But we have from the Markov chainsẐ −X − J and Z −X − J that I(Ẑ; J|X,Ŷ ) = I(Z; J|X,Ỹ ) = 0. Next, we break down I(Ẑ;X|J,Ŷ ) and I(Z;X|J,Ỹ ):
and similarly, 
And so, in total, we have
The expected total variation term can be related directly to the usual cross entropy loss term by an application of Pinsker's inequality [10] . 
where H P,P (Y |X) is the conditional cross entropy between P andP, i.e. the usual cross entropy loss function.
Proof.δ
Thus minimizing the standard cross entropy loss in a model also bounds the expected total variation in that model, and therefore reduces information losses by Theorem 1.
Theorem 1 provides a new view of information losses in general -showing an explicit relationship between the loss, the representation, and the expected total variation in of our estimated model. There is no reason apriori to believe that this bound is small, sinceδ T V (P,P) is model dependent and may itself depend onÎ(X; Y ). We will spend the later half of this section showing that, for neural networks in particular, δ T V (P,P) decreases very quickly with sample size.
A useful special case of this bound occurs when we set Z = X.
which can be viewed as a bound on the amount of information lost in a training dataset.
Theorem 1 works for all random functions of X. We can obtain another useful bound if we consider specifically random variables which perform well on information bottleneck problems. That is, random variables that are explicitly found to maximize their mutual information with the class variable. With this in mind, we define random variables Z * andẐ as follows.
Definition 2 (Information Bottleneck Solutions). Let ǫ > 0. We denote as Z * ǫ andẐ ǫ any random variables that are at most ǫ-suboptimal for the following information bottleneck problems respectively:
subject to I(X; Z) = I With these random variables defined, we can bound the suboptimality of Information Bottleneck solving random variables learned from estimated distributions.
Corollary 2 (Optimal Estimated Information Bound).
Proof. Let h =δ T V (P,P)I + h 2 δ T V (P,P) . Then from Theorem 1, we have:
The above relationships depend linearly on the quality of the estimate and linearly on I(X; Z). However,p(y|x) is typically learned jointly with Z and thereforeδ T V (P,P) may itself depend on I(X; Z). If this is the case, the relationship between the sub-optimality and I(X; Z) may be more complicated. Yet we can explore these bounds more thoroughly in the discrete case due to the following theorem.
Theorem 2 (average total variation bound for discrete X). Let 0 < ν < 1. Let X be discrete. Suppose further that we can choose which data points to label. If we then choose to label m(x i ) = ⌈mp(x)⌉ points for each x, then with probability at least 1 − ν:
That is, if Q ∈ P, then the i th row of Q is an estimated conditional probability distribution that is obtainable by the sampling procedure defined in the statement of the theorem.
Here k i j is to be interpreted as the number of occurrences of class j when sampling from p(·|i). We call an element of P a multi-type. Multi types are slightly different from the well known conditional types. To each multi-type Q, there is an associated distribution q(y|x) given by q(y = j|x = i) = Q ij . We will abuse notation by using these somewhat interchangeably when the corresponding multi-type is clear. We will further often write terms like p(j|i) as a stand in for p(y = j|x = i).
The next few steps develop a Large Deviations inequality for the multi-type object. It follows closely to the standard development of Large Deviations theory for discrete random variables [11] (Chapter 2).
First, we wish to find the probability that our sampling procedure will yield the multi-type Q. To this end, let
That is, T (Q) is the set of sequences which yield the multitype Q. Let s be a random sequence of samples from the true distribution p(y|x). Letp be the corresponding multi-type from s. Then:
We next wish to bound |T (Q)|. To do so, let s q be a random sequence of samples from the distribution q(y|x). Letq be the multi-type obtained from s q . By then applying Equation (49) toq, we have:
so |T (Q)| ≤ e i ⌈mp(xi)⌉H(q(·|i)) . Thus, in total, we have:
Now, let ǫ > 0 and let
Further, by Pinsker's inequality [10] , we have for all
We then have:
Finally, we desire P(p ∈ Γ) ≤ ν. This will be guaranteed as long as ν ≥ m |X | + 2
|X ||Y| e −2mǫ 2 , which occurs so long as
Thus the right hand side of the above equation is a valid value of ǫ for this confidence interval, completing the proof.
Finally, we will derive a rate of decrease forδ T V (P,P) in a general continuous learning algorithm. We thus introduce the following notation: [12] (Chapter 3) denote the quotient space of bounded p(x)-almost everywhere functions on X equipt with the ess-sup norm. Let L ∞ (X ) |Y| be the product space [13] (Section 2.19) of L ∞ (X ). Let Σ |Y| be the probability simplex in |Y| dimensions and let C b (X , Σ |Y| ) be the set of continuous functions from X to Σ |Y| with the relative topology [13] (Chapter 2.16) from L ∞ (X ) |Y| . Finally, let F : M 1 → C b (X , Σ |Y| ) be a continuous mapping with the denotation ν → f ν . Then the f estimate of p(y|x) is given by:
We will re-labelδ T V (P,P) toδ T V (P, P f ) whenever we are using an f estimate. We will denote as δ ν (x) the total variation between p(y|x) and f ν (x). The requirement that f ν (x) be continuous in x implies that δ ν (x) is continuous in x as well -so long as p(y|x) is continuous in x. We then have the following theorem on the rate of decay forδ T V (P, P f ):
the 'training total variation' is bounded). Then, denoting as P m
f the random sequence of empirical models using a specified f-estimate, we have:
Proof. Denote as F ι the composition of F with the inclusion map from C b (X , Σ |Y| ) into L ∞ (X ) |Y| . Then viewing L ∞ (X ) as a first countable [13] (page 190) topological vector space [14] (page 7), we have that the mapping δ = y |F y ι − p(y|x)| is sequentially continuous (and therefore continuous). Here we have used the fact that f n → f =⇒ |f n | → |f | in L ∞ (X ) [15] (as the absolute value function is a continuous Borel measurable function of R). Finally, since X has finite measure, the expectation operator on L ∞ (X ) is linear and bounded, and therefore continuous. In total, we then have that the mapδ :
By the above continuity and by the fact that [ǫ, ∞) is closed in R, we have then Γ is closed. Then, by Sanov's Theorem [11] :
Thus we wish to bound D KL (ν||p(x, y)) over Γ. With this in mind, we use the Donsker-Varadhan variational representation of KL divergence [16] [17] for probability measures in M 1 :
refers to the set of bounded continuous random variables from X × Y to R. Specifically, the above equality holds when ν is absolutely continuous with respect to p(x, y), and the KL divergence is ∞ for any other ν. Thus we can find a lower bound of D KL (ν||p(x, y) 
where α > 0 and η is a function of α defined in that reference. The (α, η) pair yielding the tightest bound is
which yields
Finally, we know by the assumptions on the learning algorithm that E ν [−δ ν (x, y)] ≥ −ζ. So in total, we have for ν ∈ Γ:
This theorem says that the probability of the event {δ T V (P, P m f ) ≥ ǫ} decays exponentially in the training data size with rate greater than ζ + log 1 − 1 − 1 e ǫ |Y| . Thus we have 
Note that this bound cannot say anything for ǫ ≤ ζ. That is, it can say nothing about the probability ofδ(P, P m f ) being less than the algorithm's 'bias total variation'. But ζ decreases with more expressive models. Indeed, we have by [19] that there exists a sufficiently large neural network that can output a function f such that E ν [|p(y i |x) − f i (x)|] ≤ η for all i, for any η > 0 and for any ν ∈ M 1 . And, of course, ζ is bounded by the training cross entropy due to Lemma 3 which itself can often be brought to zero with a large enough network. Thus, ζ can be taken to be arbitrarily small by increasing the size of the neural network.
To summarize this section, we combine theorems 1 and 3 which together derive the following inequalities for information losses in neural networks:
and the approximation in the second inequality becomes exact for large enough training data sizes and large enough neural networks.
V. ESTIMATION AND CONTROL OF MUTUAL INFORMATION -A REVIEW
The bounds derived in this paper are less sensitive to I(X; Z) than previous bounds. But the dependence is still there. In many cases, accuracy can still be gained by limiting the information present between X and Z. Even in cases where generalization accuracy cannot be gained by these limits, it may still be desirable to estimate I(X; Z) and I(Y ; Z). For example, one may wish to visualize the evolution of these mutual informations as a neural network trains as was done by the authors of [5] . Here we will give a review of information estimators/controllers. We have divided the methods into two groups -methods which act like variational Inference (VI), and methods which act like Generative Adversarial Networks (GAN).
A. VI -like methods
Several methods of limiting I(X; Z) have been proposed. Authors of [6] found a tight relationship between I(X; Z) and I(W ; D l ) where W is a random vector of neural network weights. They then noted that
where q(w) is any assumed marginal distribution on the weights. Thus regularizing the KL divergence term E log 2
will lead to regularization of I(W ; D l ). This term is the same as that used in variational inference (e.g. Bayesian Neural Networks [20] ). Thus methods such as variational dropout [21] [22] may be used. Unfortunately, this has two drawbacks. First, it suffers from the standard problem present in variational inference. That is, we must choose weight distributions p(w|D) and q(w) that lead to a tractable KL divergence. This limits our search space for the random variable Z. Second, we do not get this information regularization for free. Instead, it comes coupled with a second regularization term E[log 2 p(w) q(w) ]. This term penalizes any distribution whose marginal distribution differs from the assumed one. Both of these drawbacks will lead to further sub-optimality of our optimized variable Z.
A similar method called Information Dropout [23] regularizes
where q(z) is again an assumed marginal distribution. Regularization of this term leads to methods similar to Variational Autoencoders [24] . These methods can be expanded by using Auxiliary Deep Generative Models [25] or Normalizing Flows [26] [27] . Doing so increases the expressibility of p(z|y)effectively re-expanding the search space over Z. However, these methods still suffer from the second drawback. But the authors of [23] have slightly reduced this problem by providing cases of networks where assumed marginals are almost correct.
B. GAN -like methods
Another class of Mutual Information Estimators/Controllers arise as a special case of f-GAN [28] . These rely on the following specified versions of Lemma 1 from reference [29] : Lemma 4. Let φ : R → R be a convex lower semi-continuous function that is differentiable on the interior of its domain. Let φ * (t) denote its convex conjugate. Let F denote a function class. Then
The LHS of these bounds correspond directly to mutual information when φ(t) = −log(t) in Equation (74) and φ(t) = tlog(t) in Equation (75). In either of these two cases, if the corresponding optimization problem is consistent, then maximizing an empirical estimate of this functional then yields an estimator of mutual information. Reference [29] proved this consistency in the case of Equation (74) with φ(t) = −log(t).
But other φ can be used to estimate mutual information as well. Since the optimal solution to each objective func-
respectively, the empirically optimized function f * will be an estimate of that derivative. In many cases, this derivative contains the log ratio log dPXZ d(PX ⊗PZ ) directly. Then taking an empirical estimate of this log-ratio will yield an estimate of mutual information. For example, a regular GAN [30] can be used in this way as was done in reference [31] with the following objective function:
Finally, we can substitute the convex conjugacy inequalities of Lemma 4 with the Donsker-Varadhan representation to achieve
optimizing this representation leads to biased gradients [32] , but that problem is taken care of in the reference. Consistency of this estimator is proved in that paper as well. Further, while this representation has the same supremum as the convex conjugate representations, it is tighter for all in-optimal f [17] .
VI. APPLICATIONS
A. Active Learning and algorithmic development
When it comes to finite sample information losses, an important component of learning to consider is the selection of training data -after all, it's in the sampling of this training data that information is 'lost' in the first place. This is the subject of of active learning [33] [34] [35] [36] [37] . Due to Theorem 1, we have a new relationship between information losses and expected total variation which may be useful in the development of new algorithms. For example, since total variation directly relates to conditional probabilities, we can easily construct estimates of p(y|x) by hand and argue that the classification model will beat these estimates. Then each hand-crafted estimate will correspond to an upper bound on information losses, and minimizing over these estimates will yield the tightest lower bound. Such a minimization procedure can be cast as an active learning strategy.
B. Information Bottleneck Experiment Explanations
The information bottleneck method [1] poses itself as a potential theory of deep learning. The theory argues that neural networks generalize well because of input compression. Many experiments [5] have shown that this indeed the case, and other theoretical work has linked convergence properties to compression [6] . However, recent work [7] has found cases of neural networks that do not compress. In particular, neural networks with relu activation functions did not compress on MNIST and a few other small datasets. Yet the authors of [5] have found that compression does occur on the cifar-10 dataset -even with relu layers. Thus there remain some open questions over when neural networks will actually compress their inputs.
We argue that the bounds presented in this paper explain this experimental discrepancy. These tightened, less sensitive bounds imply that, in many cases, it is simply not optimal in terms of information losses to compress a neural network's input. This can be seen visually in . The information quantities in this toy example are thus similar to MNIST [38] . We have plotted I(Y ; Z * ) along with the bounds of this paper for m = 10000, 2500, and 1500 data points. We see that, for m = 10000, nothing can be gained from compression, and that very little can be gained by compression in the m = 2500 case. Serious gains can only be obtained in the m = 1500 case.
We compare this to the old bounds in Figure 4 . Here we have plotted a limited domain and only the m = 10, 000 case due to the fact that the old bounds become extremely negative for larger I(X; Z) and smaller training datasets. But we see that, even given these 10, 000 training examples, the old bounds predict a strong peak at around 5.75 bits. Thus the lack of compression found experimentally on smaller datasets is explained by our new bounds, but not by the old ones.
Finally, if we consider the case of a much more entropic input space -for example, ten times that of MNIST, then a clear optimum appears even with these new bounds at m = 10, 000 training data points as can be seen in Figure 5 Thus mutual information control becomes very important for problems of such high entropy input spaces.
C. Low Entropy Feature Space Problems
In many practical problems, it may be known that the entropy of the feature space is fairly low. In such cases, we would not want to lose any information about X in the representation Z, since no local optimum of I(X; Z) will exist. However, a learning method which uses training data alone will automatically lose information to stochastic gradient noise [39] , model stochasticity [40] [41] , and to finite information losses in X of the form |I(X; Z) −Î(X; Z)|. While the first two of these can be removed by simply using a deterministic network with full-batch gradient descent, the third type of loss is not so easy to remove. In these cases, it may be helpful to perform the exact opposite of the information bottleneck problem. That is, we would wish to regularize our objective function to maintain information in I(X; Z) instead of lose it. Specifically, if L is our original loss function, then we wish to augment the objective function to
where I(X; Z) can be estimated from an entire unlabeled set by any of the methods in subsection V.
VII. EXPERIMENTS
The bounds presented in this paper are tighter than those previously known and are useful in at least all of the ways previously mentioned. However, there are two ways in which the bounds of this paper may possibly disagree with experiment. The first possibility is that these bounds still highly overestimate losses despite being tighter than existing bounds. The second is that the o(m) terms neglected from inequality 67 are substantial, complicating the use of these bounds. We will attempt to show that neither of these are the case until very low levels of m, and that the bounds do agree with experiment.
For these experiments, we have used the MINE-f [32] variant of GAN-like estimators of I(X; Z) and I(Y ; Z). For example:
We parameterize f as a five-layer feed-forward neural network with layers widths 1000, 500, 100, 10, and 1. We trained each estimator with mini-batch sizes of 100 using the Adam optimizer [42] with a learning rate of 5 × 10 −5 .
Since our experiments will be based on testing sensitive changes inÎ(Y ; Z), we first attempt to establish the bias and variance of the estimator. We note that, if the estimator is biased, it is biased low because of inequality 79. To do so, we first trained a fairly standard 3-layer convolutional neural classifier on the MNIST training set for 50 epochs. To make the classifier representation stochastic, we used dropout with a rate of 0.1. Once the classifier was trained, we trained theÎ(Y ; Z) estimator for 50 epochs. Both of these training sessions were performed for 20 trials. In doing so, we obtained a meanÎ(Y ; X) of 3.30 (a loss of 0.022). This empirical mean corresponds pretty closely with the bounds of this paper, so the estimator seems to have very little bias. Next, to analyze variance, we trained the classifier a single time and then retrained the I(Y ; Z) estimator 20 times. In doing so, we found a standard deviation of 0.017 bits. Training the estimator was mostly stable. However, there is a local optima at f = 1 which was often converged to when we used a high learning rate. Convergence to this local optima does not appear to occur with a low enough learning rate.
We next tested information quantities over a range of different training sizes. We trained the network 10 times for each number of tested training data points (selected randomly). The results are plotted in Figure 6 . Training data sizes of 500, 1000, 2000, 5000, 10000, 20000, 35000 and 50000 are plotted with an estimated 99% confidence interval (after correcting the sample variance with the assumed estimator variance from above). The corresponding bounds are plotted as well where we have set ν = 0.01 so that it corresponds to the 99% confidence interval. From this plot, we can see a few properties. First, the bound is fairly tight except for in the case of very small training data sets. Second, the bound predicts tail behavior very well, but becomes a bit looser at lower training data levels. This is almost certainly due to the o(m) terms. Nonetheless, it appears that their effect does not become problematic until we have used less than about 5000 training data points. The theoretical development of o(m) will be considered in future work so that we may obtain tightness at very low m as well.
VIII. CONCLUSION
This paper presented new bounds on information losses from finite data. This began in the form of a relationship between these losses, the expected total variation of the neural model, and the information held in the hidden representation of the feature space. Then, by showing that the total variation term drops quickly with sample size, we obtained bounds that are much tighter and less sensitive to I(X; Z) than previous theory. The paper provided several applications of this theoretical framework, including an argument for using this research in the development of active learning strategies, an explanation of relevant contradictory experimental work that previously went unexplained, and an application of this theory to low entropy feature space problems. It concluded with experiments showing that the bound presented in this paper are tight to experiment.
