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Summary
:
This study investigates the effect of changes in the general price level
on the time-series properties of quarterly earnings per share (EPS). It is
shown thaft quarterly EPS have a marked tendency to increase in variance over
time. This is true for both differenced and non-differenced series. It was
found that the changing variance has an adverse effect on the accuracy of the
earnings forecast. This was attributed to the fact that the Box-Jenkins
method assumes a variance which does not change over time. Furthermore, it
was found that deflating the EPS series by the GNP implicit price deflator
reduces the problem of changing variance and leads to improved forecasts.

Recently forecasted earnings have come to be accepted as an
important variable in the investment decision making process. This
is evidenced by the fact that the Securities and Exchange Commission
has been considering making earnings forecasts a required item for
public reporting [Vfell Street Journal, 197B]. In addition, the Finan-
cial Accounting Standards Board has made the importance of future
earnings a primary consideration in their conceptual ft'amework [Finan-
cial Accounting Standards Board, 1977]. ' :;:;ic;!ft -j.'
In response to the importance of forecasted earnings, there has
been a large amount of research on the time-series properties of
earnings. Notable, however, is that little or none of this research
has considered the impact of price level changes. The present study
deals with this mpact and its relevance to the forecasting of quar-
terly earnings per share. A fM^iraary reason for conducting such
research lies in the possibility that the impact of changing price
levels on the earnings series tends to reduce predictability. In
addition the Financial Accounting Standards Board is involved in an
ongoing process of considering the implementation of price level
adjusted statements as a required reporting procedure [Financial
Accounting Standards Board, 1979]. ',.'
The objectives of this study include a specific determination
of the effect of changing general price levels (GPL's) on the time
series properties of quarterly earnings per share (EPS) with particu-
lar reference to the effect on time series modeling using Box-Jenkins
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[1973] niodeling techniques. In the first section, a priori reasoning
is set forth v#iich demonstrates the potential problems of changing
GPL's on the application of the Ftox-Jenkins method. Section two f^e-
sents the research methodology and empirical results, and section three
discusses conclusions and implications for future research.
THE IMPACT OF CHANGING PRICE LEVELS
The standard procedure in the time-series modeling of EPS is to
make adjustments for stock splits and dividends as a first step. This
is done to eliminate sudden jumps Ln the level of the series due to an
event such as a split. For example, a 2 for 1 split will cause the
earnings per share to roughly dtxjp in half. The adjustment procedure
eliminates this problem by effectively holding constant the number of
shares outstanding.
Since the adjustment procedure tends to hold the denominator of
EPS constant while allowing the numerator (income) to Increase, the
adjusted EPS can be expected to increase, holding other factors con-
stant, as the price level increases. The result is that the variance
of EPS may increase over time as the magnitude of earnings increases.
This is important because the Box-Jenkins method assumes that the
variance is constant over time [Box and Jenkins, 1973, d. 26]. There-
fore, to the degree that this assumption is violated, there can be a
loss in predictive power of the statistical model. Evidence is presented
belov; v^riiich demonstrates that this assumption is in fact violated for
quarterly EPS series.
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METHODOLOTrY
Sample
A sample of 50 firms was randomly selected from calendar year-end
firms (appendix) whose reported earnings were available for 96 quarters
beginning in the first quarter of 1951. These observations were
obtained from The Value Line Investment Survey and the Compustat file.
Tests for Increasing Variances
To assess the possibility of increasing variances the first 86
quarters of earnings for each firm were divided into two equal periods..
Table 1 presents the sample variances for this data. Note that 46
out of the 50 firms demonstrated an increase in the sample variance.
fable 1 About Here
The null hypothesis of equal variances between the two periods can be
tested by a sign test i^^ere there are ^(6 +'s and ^ -'s. Thiis leads to
an easy rejection of the null at a = .1.
Table 2 presents the same results as Table 4, but a first differ-
ence is taken. This is done because there is a possibility that the
Table 2 About Here
differenced series are constant in variance v*iile the raw series are
not. Note that in Table 2, ^^3 out of the 50 firms are still increasing
in variance; this is also significant at a = .1.
Deflated FPS :,
.
,
Since it is likely that rising price levels were responsible, at
least in part, for the increasing variances observed, it was decided
to deflate the series and again consider the possibility of increasing
variances. It was decided to use the Gross National Product Implicit
Price Deflator (GNPIPD) to accomplish this goal. This was accomplished
by dividing the EPS for each quarter by the GNPIPD for the same quarter.
It is acknowledged that the deflating procedure used does not
directly correspond to procedures considered by authoritative bodies,
however it is very difficult to obtain any reasonably large quantity
of data required for the detailed adjustments required to be consis-
tent with methods as set forth by the Financial Accounting Standards
Board." While the data may be available for some firms for a limited
number of quarters it is not generally available for a long enough time
frame needed for Box-Jenkins modeling. Therefore the use of the GMPIPD
has the advantage of allowing random sampling (within the above described
limits) of firms series for sufficiently long time fi^ames.
Table 3 presents the sample variances for the deflated data. Note
Table 3 About Here
4
that ^0 out of the 50 firms have increasing variances (significant at
a = .1) however cross comparison with Table 1 reveals that the r^tio
4
—
P is reduced for 45 out of the 50 firms. (In addition it was found
^1
that for differenced series deflation resulted in all 50 firms having
2 2
a smaller ratio of Sp to S,.
Overall the results of the variance comparisons indicate that the
deflation process decreases the degree to ii/bich the constant variance
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ass'jmptions are violated; however, even after deflation an excessively
large number of firms exhibited increased variances.
Time Series Modeling
Since deflation reduced the problem of increasing variance, both
deflated and undeflated series were modeled using the Box-Jenkins method.
This was done by including 86 periods in the base period for identifi-
cation and estimation, and generating forecasts for a hold-out period
corresponding to 1 to 10 quarters in the future. Since the forecasts
from the deflated series v;ere on a different scale than those of the
undeflated series, the deflated forecasts were inflated using the known
GMPIPD in order to facilitate accuracy comparisons.
Table 4 presents a firm by firm comparison of the total absolute
error for the 10 quarters forecasted. There are 35 firms which have a
Table H About Here
smaller total error on the series modeled after deflation. Tne null
hypothesis of equality between the modeling with and without deflation
is easily rejected with a binominal ?. tailed test at a = .1. The re-
sults indicate that the deflation procedure resulted in Improved fore-
casts.
Since the results do not indicate the relative accuracy within the
10 period forecast horizon, Table 5 presents descriptive statistics for
purposes of making this assessment.
Table 5 About Here
-6-
The results of Table 5 indicate that the results of the differences
in Table 4 are due to differences in accuracy beyond 2 quarters ahead
on the forecast horizon (under the null hypothesis, each cell has an
expected frequency of 25.) Note that for two throufth ten quarters over
one half of the 50 firms have more accurate forecasts provided by the
deflated series model. The implication is that deflated earnings may
be most useful for long range forecasting.
SWfllARY AW CONCLUSIONS
The effect of changing price levels on the time-series properties
of EPS was considered. It was shown that EPS have a marked tendency to
increase in 'v^ariance over time.
It wa^ found that the changing variance has an adverse effect on
the accuracy of the earnings forecast. This vias attributed to the fact
that the Box-Jenkins method assumes a variance ijhich does not change
over time. Furthermore it was found that deflating the EPS series by
the GNP implicit price deflator leads to improved forecasts.
The results are suggestive of a need for further research on the
impact of changing price levels on the time-series properties of account-
ing variables.
D/^6
i'able i
Sample Variances for the First
and Second Half of the Sample Period
(Data Not Differenced)
Firm
^1 ^2 V^i
1 .0890 .2550 2.8652
2 .0670 .1^60 2.02Q9
3 .0810 .1380 1.7037
H .0080 .0300 3.7500
5 .0370 .0680 1.8378
6 .0220 .0700 3.1818
7 .3040 .1630 .5362
8 .0520 .0800 1.5385
9 .1000 .1690 1.6900
10 .0600 .1430 2.3833
11 .2590 .2970 1.1467
12 .0790 .lliJO 1.4iJ?0
13 .4460 .3790 .8408
14 .1160 •'.1330 1.3966
15 .1160 .1330 1.1466
16 .1030 .1600 1.5534
17 .0300 .11^0 3.7667
18 .0740 .2580 3.4865
19 .0910 .1280 1.4066
20 .0810 .1350 1.6667
21 .1230 .1230 1.0000
22 .2670 .2960 1.1086
23 .0910 .1030 1.1319
24 .4500 .2650 .5889
25 .2700 .3610 1.3370
26 .1260 .1380 1.0952
27 .0760 .1910 2.5132
28 .1570 .3170 2.0191
29 .1210 .1950 1.6116
30 .0950 .1390 1.4632
31 .1420 .5160 3.6338
32 .0790 .1810 2.2911
33 .1140 .1310 1.1491
34 .1260 .1860 1.4762
35 .1130 .0650 .5752
36 .0920 .2570 2.7935
37 .0390 .0700 1.79i<9
38 .1790 .1980 1.1061
39 .1270 .2210 1.7402
40 .1160 .1380 1.1897
41 .0540 .2000 3.7037
42 .2000 .2900 1.^500
Table 1 (cent.)
4?
45
46
47
48
49
50
5190 .5860 1.1291
1390 .3210 2.3094
9790 1.7810 1.8192
0480 .1720 3.5833
4310 .7890 1.8306
1010 .1640 1.6238
1150 .1790 1.5565
1430 .3110 2.1748
Legend
:
S, = Sample Variance in Periods 1 to 43
Sp = Sample Variance in Periods 44 to 86
Table 2
Sample Variances for the First
and Second Half of the Sample Period
(First Differenced Data)
Pirn i 4 ? 2S /S
1 .0750 .1900 2.5333
2 .0i!70 .IIQO 2,5319
3 .0760 .1^60 2.0526
H .0110 .0180 1.6^64
5 .0510 .0370 . .7255
6 .0240 .0510 2.1250
7 .3120 .1570 .5032
8 .0290 .0640 2.206Q
9 .1280 .1800 1.4063
10 .0580 .2140 3.6897
11 .3730 .4330 1.1609
12 .0720 ' .0Q20 1.2778
13 .2880 .4370 1.5174
14 .0620 .1910 3, 0806
15 .0730 .0900 1.2^29
16 ,1840 .1640 .8913
17 .0210 .0290 1.3810
18 ,0880 .1220 1.3864
19 .0590 .0670 1.1356
20 .0490 .0820 1.6735
21 .1330 .1520 1.142<5
22 .3260 .4100 1.2577
23 .0660 .1180 1.7879
24 .6370 .^480 .5463
25 .3530 .4350 1.2323
26 .0920 .0860 .9348
27 .0800 .1630 2.0375
28 .1140 .3710 3.2544
29 .0490 .1190 2.4286
30 .0700 .1600 2.2857
31 .0360 .11^0 3.1389
32 .0900 .2100 2.3444
33 .1100 .0900 .8182
34 .1060 .2090 1.9717
35 .1620 .0450 .2778
36 .1030 .^320 3.2233
37 .0260 .0600 2.^077
38 .2370 .3260 1.3755
39 .1540 .1990 1.2922
40 .0830 .1540 1.8554
41 .0500 ,1590 3.1800
Table 2 (cont.)
42 .1500 .3310 2.2067
43 .JJ640 .5360 1.1552
44 .1910 .2970 1.5550
45 1.3120 2. 2700 1.7302
46 .0380 .0930 2.4474
47 .6010 1.1330 1.8852
48 .0Q70 .1380 1.4227
49 .0840 .2070 2.4643
50 .2440 .5210 2.1352
2
Legend: S = Sample Variance in Periods 1 to 43
Sp = Sample Variance in Periods 44 to 86
Table 3
Sample Variances for the First
and Second Half of the Sample Period
(Deflated Data)
(and No Differencing)
^irm 4 4 9 /^"2 n
1 .0880 .1600 1.8182
2 .0570 .0910 1.5965
3 .0550 .0860 1.5636
H .0070 .0170 2.4286
5 .0320 .0320 1.0000
6 .0200 .0410 2.0500
7 .2680 .1040 .3881
8 .0360 .0650 1.8056
9 .0890 .1410 1.5843
10 .OitSO .0^30 1.9375
11 .2320 .2150 .9267
12 .0700 .0900 1.2857
13 .3500 .3820 1.0914
14 .0Q40 .lli^O i.2128
15 .0860 .1180 1.^721
16 .0890 .0940 1.0562
17 .0240 .0600 2.5000
18 .0710 .1710 2.4085
19 .0690 .0700 1.0145
20 .0590 .0610 1.0339
21 .1040 .0960 .9231
22 .2350 .2150 .9149
23 .0690 .0910 1.3188
2U .4020 .1930 .4801
25 .2410 .2730 1.1328
26 • .1160 .0980 .8448
27 .0650 .1170 1.8000
28 .1350 .2180 1.6148
29 .1020 .1070 1.04qo
30 .0760 .0960 1.2632
31 .1140 .2670 2.3421
32 .0640 .1110 1.7344
33 .1070 .0740 .6916
34 .1100 .1420 1.2909
35 .0960 .0360 .3750
36 .0760 .1770 2.3289
37 .0290 .0380 1.3103
38 .1630 .1380 .8466
39 .1180 .1370 1.1610
40 .0850 .1370 1.6118
Table ? (cont.)
hi .0430 .1160 2.6977
42 .2100 .2550 1.2143
43 .5010 .3890 .7764
44 .1290 .2210 1.7132
45 .8960 1.2110 1.3516
46 .0370 .1230 3.3243
47 .3810 .5400 1.4173
48 .0840 .0860 1.0238
49 .0930 .1020 1.0968
50 .1280 .2230 1.7422
Table H
Comparison Between Forecast Errors
of Deflated and Nondeflated flodels
'inn
1
2
^
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
Undeflated Deflated
Errors Errors
* 5.57^7040 5.1818452
* a. 80498^0 3.5187817
1.6575223 2.0997150
.12684^3 .1504407
» 1.6753441 .4205365
* 3.056?q05 2.9850768
i. 4064473 1.7077014
* 1.4576982 .6127199
» 4.^850514 2.6731979
* 1.6068163 1.1500422
3.9173009 4.2372769
* 5.6531745 5.3678904
* 6.4790300 5.5161861
« 4.5672333 2.9835153
« 7.0952671 5.I807668
» 2.84044^^2 1.3534801
» 1.1103654 .7046^05
« 5.7591639 5.7556873
* 5.6839457 4.Q589606
* 4.0383698 3.9^170735
»
.9927590 .7942110
» 3.4089626 3.0510787
*
.7535001 .6004883
* 7.^955509 5.^272991
* 7.9534753 5.817&892
*
.7529580 .4600984
* 2.4247532 2.2311602
* 5.0890530 4.4428853
» 2.3621160 1.3529142
*
.8519134 .7829538
» 3.7075880 1.6366180
•29.9297150 1.4373166
2.2674843 2.7651572
» iJ.5Q67682 2.3854546
» ,454iJ832
.^298706
2.7285JJ9O 2.8919616
1.3821761 1.7199999
» 2.2909120 1.8926*^95
« 2.7024192 2.1806^48
.9914538 1.1821925
1.258767Q 1.5110314
4.4304820 5.0639736
*17. 1640406 15.3257602
Table H (cont.)
H5
46
47
iJ8
4Q
50
3.1628263
7.i|QiJ0024
5.1684968
1.8517488
.6867560
1.3294503
1.6703994
3.1770985
7.4528663
5.2587137
1.9642148
.6166923
1.9485455
2.0014283
Legend
;
* denotes that undeflated error is smaller than
deflated error (two tailed binominal probability
of 35 successes out of 50 = ,0058)
Table 5
Relative Accuracy of Deflated and tJndeflated
Earnings Broken Down from One to 10 Steps Ahead
No steps -' 1,
ahead 1 2 3 4 5 6 7 8 9 10
Number of
firms for
''
which the
deflated
forecast 22 28 32 35 37 35 32 36 34
!
32 1
is more
accurate
than the
undef lated
forecast
2 tailed
bionominal .4798 .4798 .064 .0066 .00009 .0066 .0666 .0026 .01534 .064
probability
...
.
1
APPErroix
Listing of Sample Firrris
1. Abbott Laboratories
2. Allied Chemical
3. Anierican Cyanamid
H. AiDerican Seating
5. American Smelting
6. Bethlehen Steel
7. Eorg-Warner
8. Bucyrus-Erie
9. Clark Equipment
10. Consolidated Natural Gas
11. Cooper Industries
12. Cutler - Hammer
13. Dr. Pepper
1^. Dupont
15. Eastman Kodak '
16. Eaton Corporation
17. Federal - flogul
18. Freeport Minerals Co.
19. General Electric
20. Gulf Oil
21. Hercules, Inc.
22. Hershey Foods
23. Ingersoll - Rand
2^. International Business Machines
25. International Nickel Co.
26. Lamsas City Southern Industries
27. Lehigh - Portland
28. Mead Corporation
29. Merck and Company
30. Mohasco Corp.
31. Koore McCormack
32. Nabisco, Inc.
33. National Gypsum
34. National Steel
35. Northwest Airlines
36. Peoples Drug Stores
37. Pepsico, Inc.
38. Rohjn and Haas
39. Safeway Stores
HO, Scott Paper
m. Square D
42. Stev«Qrt - Warner
43. Texaco, Inc.
44. Trans World Airlines
45. Union Carbide
46. Union Oil (Cal.)
47. U.S. Tobacco
48. Westinghouse Electric
49. Weyerhaeuser, Inc.
50. Zenith Radio
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Notes
"Some examples are Brown and Rozeff [1978, 1979], Cragg and Malkiel
[1968], Elton and Gruber [1972], Foster [1977], Griffen [1977], Lorek
[1979] and Watts [1975]. Also Abdel-khalik [1977-78] summarizes a large
body of forecast literature.
^Also see FASB [197^1].
The problem of data availability is discussed in detail by Ketz
[1978].



