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The present study investigates the neuronal activities and local neuronal circuits which are
involved in the cortical processing of sensory information. The mechanism by which
circuitry in the cerebral neocortex performs this task has been an intruiging issue in
neuroscience for many years. Progress has particularly been made in the primary
somatosensory and visual cortices. In this study, our attention is focussed on the processing
of signals conveyed by the specific somatosensory afferents in the primary somatosensory
cortex of rats.
The neocortex is composed of 6 layers, usually referred to by the Roman numerals I to
VI, each characterized by cells of distinct size and shape, packing density and connections.
The layers differ in the inputs they receive and in the sites onto which their cells project. As
soon as the cortical lamination became evident, it was postulated that it might play an
important role in cortical function (Brodmann, 1909).
In many studies designed to study the cortical circuits - including the present one - the rat
is used as a model-system, allowing for intracerebral recordings and experimental
manipulations which are not easily feasible in humans. Moreover, the lissencephalic
character of rat neocortex permits a reconstruction of the geometric arrangement of the
generators of brain potentials, while the cortical architecture in the rat is similar to that in
other mammals, including the human species (Mountcastle, 1979; Hofman, 1985; White,
1989; Abeles, 1991).
The ideas about the cortical processing subsequent to the arrival of the thalamocortical
afferents have been strongly influenced by the so-called "modular principle of cortical
architecture" (Mountcastle, 1957, 1979; Szentágothai, 1975; Eccles, 1984). Although
generally accepted, the principle has been questioned (e.g., Swindale, 1990). It states that
the cortex is composed of replicated functional entities in the form of columns (about 300
Itm in diameter), running from the cortical surface to the white matter. Each column or
module processes information from its input to its output and in that processing imposes
transformations determined by its general properties and its extrinsic connections. Within an
individual column the cells of different layers are heavily interconnected. Individual columns
interconnect to form "segregates" which most probably reflect higher order processing.
Because of the similarity in cytoarchitecture of neocortex across mammals, it is generally
assumed that the basic processing function of neocortical columns or modules is qualitatively
similar in all cortical regions of all mammals. Therefore, the elucidation of the mode of
operation of the local cortical circuit anywhere in the cortex will be of great generalizing
significance (cf. Mountcastle, 1979). It should be noted, though, that some differences are
likely to exist between modalities and species.
In accordance with the modular principle, the initial flow of information upon arrival of
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the thalamocortical input is supposed to develop mainly along the vertical cortical diameter.
However, its exact pathways remain largely to be elucidated. The functional significance of
the laminar processsing remains even more obscure. The most detailed model of local
cortical circuitry (in terms of both anatomy and functional significance) has probably been
given for the cat visual cortex (Gilbert and Wiesel, 1979; Wiesel and Gilbert, 1983). These
authors, using single unit recording techniques, describe an interlaminar flow of information
which starts in layer IV (input from the lateral geniculate nucleus; with a subsidiary
projection terminating in layer VI). Layer IV projects onto the superficial layers II and III,
which in turn project onto layer V. Layer V projects onto layer VI; and layer VI closes the
loop by projecting back onto layer IV. This flow corresponds with an increase in complexity
and variety of the receptive field (RF) properties of individual cells in the subsequent layers.
It remains to be seen to what degree this model applies to the somatosensory cortex. The
pattern of intracolumnar connections of the somatosensory cortex still is not well understood
(cf. Chapin and Lin, 1990). Electrophysiological studies of the cutaneous RFs of single
neurons in the primary somatosensory cortex of the rat have provided some clues. Cutaneous
RFs appeared to vary markedly in size as a function of cortical layer (Simons, 1978). Chapin
(1986) found in the "barrel cortex" of the rat (see next section) that RFs in layer V could
be several times larger than those in layer IV, while the RFs in layers II, III and VI were
also larger than those of layer IV but smaller than those of layer V. These findings suggest
a serial processing within columns of the rat somatosensory cortex from layer IV via layers
II-III and VI towards layer V. Possibly, cortico-cortical connections, originating in adjacent
somatosensory areas, are additionally involved in the generation of the large RFs of layer
V neurones (Guise and Chapin, 1986).
The anatomical substrate:
1. The somatosensory system.
The somatosensory system conveys information on touch, pressure, limb- and joint-
position, pain and temperature. This information is mediated through receptors in the skin
and deeper tissues (muscles and viscera), and is conveyed through ascending tracts towards
the cerebral cortex. The ascending tracts are formed by the dorsal columnlmedial lemniscal
system (touch, pressure and position sense) and the anterolateral system (pain and
temperature sense). For both systems, the thalamic relay is mainly formed by the nucleus
ventroposterolateralis (VPL), which projects directly onto the somatic sensory cortices
(Brodal, 1981).
In the somatosensory cortex, as in the thalamus and the dorsal column nuclei, a distinct
somatotopic map exists. That is, in each of these higher relay stations, the bodily surface is
represented in such a way that neighbouring parts of the body occupy neighbouring areas.
The more sensory receptors a bodily area contains, the more space its cortical representation
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occupies (Woolsey, 1958; Kaas et al., 1979; see Kaas, 1983, for ~ review). Additionally, in
the rat and other small rodents, the somatotopic organization can be directly inferred from
morphological experiments. Well documented in this respect are the mystacial vibrissae on
the face of the rodent. Each vibrissa corresponds to a discrete group of cells (called a
"barrel") in the fourth layer of the primary somatosensory cortex (first described by Woolsey
and Van der Loos, 1970). Dawson and Killackey (1987) demonstrated the cortical map of
the entire body surface - including the forepaw and hindpaw - with the succinic
dehydrogenase stain.
2. The primary somatosensory cortex.
Cortical lamination:
Systematic differences in packing densities and in sizes and shapes of the somata of the
cells are responsible for the "laminar" appearance in sections stained for cell-bodies (Fig. 1).
Fig. 1. A Nissl-stained coronal section of rat sensorimotor cortex (AP-f1.2 mm). Electrode track is
faintly visihle (arrow). Cortical laminae are indicated hy Roman numerals. Note the prominent layer IV
and the relatively pale upper part of layer V(indicated as layer Va). CC: corpus callosum.
Sensory cortex is called "granular", which means that a prominent layer IV is present,
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consisting of relatively small, densely packed, granule cells. Their dendrites extend radially
and remain largely within layer IV. In contrast, "agranular" or motor cortex does not contain
a layer IV (cf Brodal, 1981). Cortex superficial to layer IV is called "supragranular"; cortex
below layer IV is called "infragranular". Layers II and III are usually collectively referred
to as "layer II-III" because of their indistinct boundary. However, the part of layer II-III
bordering on layer IV will be referred to as "layer III", and the part bordering on layer I as
"layer II". The architecture of neocortex in general is dominated by pyramidal cells, which
can be found in all layers except for layers I and VI (Fig. 2A).
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Flg. 2. Illustration of several characteristicfeatures of neocortical architecture and local circuitry. A:
Typical cells of the cerebral cortez and their position with respect to the cortical lamination. 'A' is a
fusiform cell of layer VI; 'B', 'C and 'D' are pyramidal cells in layer V III and II, respectively; 'E'
Ls a spiny stellate cell with a narrnw nscending band of axntrs (udcrpted from, Jones, 1981). B.
Connections between pyramidal cells based on the characteristic arborization pattern of lheir axon-
collaternls. Only the collaterals of the black pyramidal cell are indicated. The proximal collaterals
ascend almost vertically and have ample opportunity to form multiple synaptic contacts ("cartridge"
synap.ses) with apical dendrites of neighbouring pyramida! cells. More distal axon-collaterals have an
increasingly horizontal and eventually descending direction which does not allowfor multiple contacts
with apiccr! dendrites, but instead primes them to establish multiple contacts with basal dendrites of
pyramidal cells located somewhat further away (adapted from Szentágothai, 1975). C: Schematical
drawing of some of the basic neuronal elements within a cortical column and their assumed
interconnections. Specific thalamocortical afferents are shown to form terminal branches at two different
sites alarg the vertical cortical axis: one in the layer VbI VI border and the other in layer IIIb-IV. These
terminal branches are thought ta establish synapses on all neurona! membranes they encaunter, except
for the somata. Axons of stellate cells and axon-collaterals of pyramidal cells are shown to ascend to
form "cartridge" synapses on the apical dendrites of layer III and V pyramidal ce11s. Basket cell
inhibition is shown to be directed to the pyramida! cell somata. Excitatory cells are shown in white,
inhibitory cells in black. Spec. aff.: specifrc thalamocortical afferents, st: stellate cell, pyr.~ pyramidal
cell, bas: basket cell, fus: fusiform cell, coll: axon-collateral, car. cartridge synapses (cf. Szentagotai,
1984).
Layer II-III possesses relatively small pyramidal cells (those of layer II are smaller than
those of layer III), whereas the pyramidal cells of layer V are relatively large. Layer V is
subdivided into an upper part "Vá' and a lower part "Vb" on the basis of histological
criteria: Layer Va is characterized by a pale appearance in Nissl stained sections (indicating
the relative absence of somata), whereas layer Vb is chazacterized by the presence of
relatively large somata of pyramidal cells. The pyramidal cells of layer Vb may span the
entire cortical thickness, i.e., their apical dendrites extend to the cortical surface, while their
basal dendrites occupy a large part of layer VI. The pyramidal-like cells in layer VI are
called fusiform cells, and their apical dendrites do not reach the cortical surface. The exact
location of the border between layer Vb and VI was often hard to determine by histological
means. Layer I contains relatively few neurons. Inhibitory interneurons, like the axo-axonic
cells and the large basket cells, aze located throughout the cortica] layers.
The specific thalamocortical afferents:
Specific thalamocortical afferents, originating in the VPL, have been reported in the
anatomical literature to establish a dual projection onto the somatosensory cortex: one site
of projection is located in layer IV and in the lower part of layer III (called IIIb), the other
site in the layer VNI border (Herkenham, 1980; Landry and Deschênes, 1981; Jones, 1981).
Afrer entering the cortex they branch richly in the layer(s) of termination to form a dense
terminal plexus (Jones and Burton, 1976; Landry and Deschênes, 1981; see Fig. 3). The
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thalamocortical synapses are assumed to be excitatory on the basis of electrophysiological
(e.g. Ferster and Lindstrom, 1984) and morphological (e.g. Jones and Powell, 1970)
evidence.
Fig. 3. Illustration of the terminal arborizations of specific thalamocortical fibres. After entering the
cortex these frbres branch richly in the layers of termination to form a dense terminalplexus. Both frbres
shown originated in the VPL andprojectedto SI in the cat. Adaptedfrom Landry and Deschênes (1981).
a) Thalamocortical projection to layer IIIb 8t IV:
The specific thalamic afferents were believed to terminate almost exclusively on
nonpyramidal stellate cells (granule cells) in layer IV (Ramón y Cajal, 1922; Lorente de Nó,
1938). Szentágothai (1984) pointed out that the earlier cortical circuit models were biased
with an overestimation of "target specificity" (the type and site of neuron contacted). There
is now much evidence that thalamocortical afferents are able to establish synapses on the
dendrites of about all neuron-types they encounter in the cortical depth of termination,
whether these cells are spinous or aspinous, pyramidal or stellate, excitatory or inhibitory
(Jones, 1975, 1986; Peters and Fairen, 1978; Freund et al., 1985a,b; Benshalom and White,
1986; White, 1989). These studies were mostly of a qualitative nature. However, the relative
numbers (and strength) of thalamic synapses on the cortical cells of different types are
crucial. Such quantitative data are more difficult to obtain because of the sampling problem
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(see, e.g., Benshalom and White, 1986).
The cellular membranes which happen to be located in layer IIIb-IV, and hence are likely
to receive the specific thalamocortical projection terminating in layer IIIb-IV, are essentially
formed by 1) the dendrites of the spiny- and non-spiny stellate cells of layer IV, 2) the
basilar dendrites of the layer III pyramidal cells, 3) the middle part of the apical dendrites
of layer V pyramidal cells, and 4) the arborizations of inhibitory interneurons (most notably
axoaxonic cells and large basket cells). Inhibitory interneurons have been reported to receive
monosynaptic thalamic inputs (e.g. Steriade and Deschênes, 1973) (Fig. 2C).
b) Thalamocortical projection to the layer VNI border:
The projection onto the layer VNI border, which is considerably smaller than the one
onto layer IIIb-IV, has received relatively little attention in the literature. Several studies
have provided evidence for a second specific thalamocortical projection (originating in the
VPL), directed towards the infragranular layers. A number of authors, studying the
thalamocortical projection system by means of autoradiographic methods, reported a zone
of labeling in layers V and VI in monkeys (Wiesel et al., 1974; Jones, 1981), cats
(Rosenquist et al., 1974) and rats (Ribak and Peters, 1975; Wise, 1975; Herkenham, 1980).
Studies in which axonal arborizations were visualized via Horseradish peroxidase showed
specific thalamocortical afferents, which, apart from their main termination in layer IV and
IIIb, branched into the upper part of layer VI, in the striate cortex of cats (Ferster and
Levay, 1978) and in the SI cortex of cats (Landry and Deschênes, 1981) (see Fig. 3).
However, reports providing electrophysiogical evidence for the existence of this infragranular
thalamocortical projection in the rodent have been rare (e.g., Agmon and Connors, 1991).
Cellular membranes which are encountered in the layer VNI border are essentially formed
by basilar dendrites and large somata of layer Vb pyramidal cells, and by apical dendrites
of layer VI pyramidal-like cells (Fig. 2C). The large somata of layer Vb pyramidal cells can
be disregarded as possible candidates for receiving the thalamic contacts since pyramidal
somata are thought to be innervated predominantly by inhibitory fibres (Garey, 1971; Strick
and Sterling, 1974).
Excitatory connections:
Local circuit excitatory intracortical connections are largely formed by axon-collaterals
of pyramidal cells (Figs. 2B, C) and by the axons of the spiny stellate cells of layer IV
(Figs. 2A, C) (Szentágothai, 1975; Scheibel and Scheibel, 1975). There is overwhelming
evidence that these cells are excitatory (Szentágothai, 1975). Both fibre-systems are able to
follow an almost vertical trajectory in an upward direction to form "cartridge" (also called
"rope ladder" or "climbing") synapses in the supragranular layers on the distal apical
dendrites of pyramidal cells whose somata are in layers II-III and V(Fig. 2). These fibres
seem to be especially suited for interlaminar processing within a cortical column. The
orientation of the axon-collaterals appears to be fairly rigidly determined by the location of
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their origin. That is, collaterals which originate proximally to the cell body tend to follow
an almost vertical trajectory in an upward direction to form the cartridge synapses. Those
collaterals originating more distally tend to follow a more horizontally directed trajectory,
projecting towards other, horizontally distributed, columns. The axon-collaterals do not seem
to address specific cells, but rather seem to establish contact with whatever neuron they
happen to meet (Szentágothai, 1975, 1984; Eccles, 1984).
Glutamate is probably the most prominent excitatory neurotransmitter active in the
somatosensory cortex of rats (Cotman and Iversen, 1987). This transmitter seems to play a
role in the generation of both fast and slow excitatory postsynaptic potentials (EPSPs). The
former action is thought to be mediated by the kainate and quisqualate receptor subtypes,
whereas the relatively slow EPSPs are associated with the N-methyl-D-Aspartate (NMDA)
receptor subtype (MacDermott and Dale, 1987).
Inhibitory connections:
A number of inhibitive cortical cells has been identified, of which the large basket cells
(see Fig. 2C) and the axoaxonic cells (also called "chandelier" cells; not shown in Fig. 2C)
are most prominent (Szentágothai, 1975; Jones, 1981). Both types of local-circuit
interneurons are GABAergic (Hendry and Jones, 1982; Peters et al., 1982). The axoaxonic
cell is a multipolar neuron whose soma lies mainly in layers II and III, and which forms
synapses on the initial segments of, mostly supragranular, pyramidal cell axons. The large
basket cells have cell bodies in all layers, but especially in layers III and V, and form
synapses on pyramidal cell somata. The span of their inhibitory connections (up to 1500 pm)
considerably exceeds the width of the cortical columns (about 300 pm) (Szentágothai, 1984).
The cortical inhibitive interneurons can be excitated directly (i.e. monosyaptically) by
thalamocortical afferents, and indirectly via di- and poly-synaptic excitatory intracortical
connections (Steriade and Deschênes, 1973; Jones, 1984).
Gamma-amino-butyric acid (GABA) appears to be the most prominent inhibitory
neurotransmitter in the somatosensory cortex (Dykes et al., 1984; Connors et al., 1988).
Connors and coworkers (1988) found that the initial brief (EPSP) in layer III pyramidal cells
of rats and cats (after electrical stimulation of the deep cortical layers) was followed by two
different inhibitory postsynaptic potentials (IPSPs): 1) a fast IPSP, most probably mediated
through GABAa receptors that act by increasing the membrane chloride conductance, and
2) a longer-lasting IPSP, most probably mediated through GABAb receptors that are coupled
to a potassium conductance.
Output cells:
There are several kinds of output cells. Projections onto other cortical areas arise in large
part from layer III pyramidal cells, and tend to terminate in superficial layers (II, III and IV)
(Jones, 1981). Projections onto thalamic relay nuclei arise mainly from layer VI pyramidal
cells (Wise, 1975). Projections onto many other subcortical structures (e.g. spinal cord, pons,
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thalamus, striatum) arise mainly from layer V pyramidal cells (Jones, 1981).
In the rat, the motor and somatosensory representations of the forelimb overlap
considerably, as holds for most of the body-representations (Hall and Lindholm, 1974).
Consequently (and sometimes confusingly) the terms "sensorimotor cortex" and
"somatosensory cortex" are often used to denote the same cortical area. In the present study
both terms are used interchangeably and denote the area onto which the specific
thalamocortical afferent fibres, which originate in the VPL, project.
Different approaches to the studv of cortical circuits
A widely used approach to the study of local cortical circuits is the recording with
(micro)electrodes of the electrical activity generated at the neurons in response to
experimentally induced afferent signals, i.e., the recording of evoked potentials. This method
is employed in the present study. Besides the recording of electrical activity, many other
methods exist for monitoring the activity of nerve cells. The neurochemical, metabolic and
ionic correlates of neuronal activity are all eligible for study; each of these approaches has
its own level of spatial and temporal resolution (cf Stamford, 1992). Recently developed
imagíng techniques such as Positron Emission Tomography (PET), Single Photon Emission
Computerized Tomography (SPECT), Nuclear Magnetic Resonance Imaging (NMRI) and
Magneto-encephalography (MEG) enable one to study physiological parameters of brain
activity in the waking state. They are non-invasive, but up to now, they have not provided
a sufficient spatial and temporal resolution. It is expected that in the near future, with further
improvement of techniques, these approaches will become increasingly important.
The earliest accounts of efforts to record evoked brain potentials were given by Caton
(1875, 1877). For a review of the early work in the field of evoked potentials see Brazier
(1961). Potentials which are generated by a population of synchronously activated neurons
in the extracellular space are called field potentials (FPs). The generation of FPs can be
viewed as follows: a localized change in the membrane conductance, mostly because of
synaptic activation, results in a current influx or efflux and a change in membrane potential.
The local influx (or efflux, respectively) of currrent has physically to be associated with an
efflux (or influx, respectively) of current in other parts of the cell (the change in membrane
potential will do just that). Hereby a current is set intracellularly as well as extracellularly,
be it in the opposite direction. Because the extracellular medium is conductive, this current
will generate a voltage drop in the vicinity of the activated cell, which can be recorded as
the FP. The relatively large and slow (excitatory and inhibitory) summated postsynaptic
potentials predominantly contribute to the generation of FPs (cf Llinas and Nicholson,
1974). When an ensemble of parallel oriented elongated cells, like the cortical pyramidal
cells, is activated by a synchronously depolarizing synaptic input onto the distal (apical)
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dendrites, inward directed membrane currents at the site of the postsynaptic depolarization
will form a current sink in the extracellular space, while outwardly directed membrane
currents at the level of the proximal apical dendrite, soma and basal dendrites will act as a
current source. The resulting dipole-like sink-source configuration can generate a relatively
large extracellular FP, which can easily be picked up with extracellular electrodes (cf Llinas
and Nicholson, 1974; Mitzdorf, 1985).
Techniques to reveal the Qenerators of evoked brain potentials:
In order to localize and identify the generators (i.e. the distribution of sinks and sources)
of the recorded FPs several approaches may be adopted. Widely employed is the recording
of electrical activity from the skull at various sites (electro-encephalogram, EEG) which is
subsequently subjected to dipole source localization techniques (e.g., Wood, 1982). This is
the so-called "inverse" problem, i.e., the calculation of the source location and orientation
from a given surface potential field. The inverse problem can only be solved for extreme
limitations of the source configuration, such as multiple dipoles at unknown locations. This
dipole-model represents a rather simplified view of the neuronal generators. Since no
electrodes are introduced into the brain, no damage is inflicted upon the structures about
which inferences have to be made. Intracranial recording of electrophysiological activity
constitutes another widely used approach (employed in the present study). The main
disadvantages are its invasive character, (it inevitably causes damage to the brain), and the
ethical limitations in humans. Under certain conditions, for example in epileptic seizures, it
can provide a localization of the neuronal generators.
Current source density (CSD) analysis:
An examination of FP depth profiles recorded along the cortical depth will not suffice in
the search for the cortical generators of the evoked potentials. FPs sum up algebraically at
any given point. Therefore, conclusions drawn from FP depth profiles (based on the location
of polarity reversal and the location ofmaximal amplitudes) are quite ambiguous (Nicholson
and Freeman, 1975). However, by means of the current source density (CSD) analysis, first
introduced by Pitts (1952), the spatio-temporal distribution of the sinks and sources can be
estimated from the FP depth profiles (Chapter IL7). Sinks and sources can be either "active"
or "passive". An "active" sink or source is located at the synaptic site and involves a change
in permeability of the postsynaptic membrane. A"passive" sink or source consists of the
compensatory membrane currents that do not require a change in membrane conductance.
An "active" sink is flanked by "passive" sources; an"active" source is flanked by "passive"
sinks. If several conditions of the anatomical organization are fulfilled (cf Nicholson 8t
Llinas, 1971; Nicholson, 1973; Nicholson and Freeman, 1975) a 1-dimensional CSD analysis
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may be performed instead of the general 3-dimensional CSD analysis. If combined with the
necessary anatomical data, this can elucidate the dynamic synaptical patterns of the neuronal
network. A 1-dimensional CSD analysis is relatively easy to perform since it merely requires
FP recordings sampled along a single dimension. In the neocortex this dimension is formed
by the axis perpendicular to the cortical layers (the vertical axis).
Since the dendritic trees of the densily packed granule (or stellate) cells of layer IV extend
radially over relatively short distances, a synchronous synaptic input directed at layer IV will
result in a"closed field" (Lorente de Nó, 1947). The close overlap of a large number of
radially symmetric cells creates a situation in which each point within the pool of cells will
be traversed by dendrites spreading in all directions. The extracellular currents along these
dendrites are not aligned and will tend to cancel each other. Therefore, no net field will be
generated and the activity of these neurons can hardly be detected by extracellular electrodes.
Alternatively, the activity of well-aligned pyramidal cells is likely to dominate the electric
field. Because of their orderly arranged elongated processes, orthogonally oriented with
respect to the cortical surface, the pyramidal cells are able to generate spatially separated
sinks and sources in response to a synchronous synaptic input. They generate a so-called
"open field" (Lorente de Nó, 1947). It is important to realize that the electric field generated
by a large neuronal network can be heavily biased towards some of the neurons and may not
reflect the high activity of other neurons.
The present study:
Research into the (neo- and allo-)cortical circuits involved in the processing of sensory
information often implies that the afferent pathways conveying the sensory information are
stimulated. This can be done by applying natural stimuli such as flashes of light (e.g., Kraut
et al., 1985), auditory clicks (e.g., Barth and Di, 1990) or manipulation of vibrissa (e.g., Di
et al., 1990). Alternatively, the afferent nerves can be electrically stimulated at some stage
between the periphery and the cortex (e.g., Mitzdorf, 1987; Berkelbach van der Sprenkel et
al., 1987; Rodriguez and Haberly, 1989; McCarthy et al., 1991). Or, rather than the afferent
pathways of subcortical origin, the cortex itself can be electrically stimulated, i.e. the Direct
Cortical Response (e.g., Bishop and Clare, 1953; Barth and Sutherling, 1988; Barth and Di,
1991). In the present study, FPs were evoked by electrical stimulation of the median nerve,
just proximal to the carpal ligament, by means of bipolar cuff electrodes (Chapter II.S). The
median nerve just proximal to the carpal ligament was chosen since it is relatively easily
accessible and widely employed in monkey and human SEP research. Electrical stimulation,
administered via the cuff electrode, has the advantage of allowing a large degree of control
over the stimulus, resulting in highly reproducible responses.
Experiments were performed in acute (Chapter IL 1) and chronic (Chapter IL2)
preparations. Epicortical maps were made, under Ketamine anesthesia, in order 1) to
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determine the horizontal extent of the SEP and to investigate a possible synaptical processing
along the horizontal dimension, 2) to detennine the assumed site of termination of the
primary thalamocortical projection, characterized by maximal amplitudes of the primary
biphasic response (P1-N1) of the SEP. At this site most of the intracerebral FP recordings
were made. The intracerebral recordings were performed at various sites, perpendicular to
the surface of the sensorimotor cortex of the rat, with a 12-channel needle-shaped micro-
electrode array (electrode spacing 150 pm; Chapter IL5).
Combining anatomy with the 1-dimensional CSD distribution should give a clue about
which pyramidal cells are involved in the generation of the sinks and sources and about the
synaptic organization of the local neuronal circuit. An additional problem is that
simultaneously occurring synaptic activities result in sink-source configurations which
(partially) overlap. This may be hard to disentangle (Llinas and Nicholson, 1974). To
interpret the CSD distribution, several experimental manipulations were used to modify
specific components in the CSD:
1) Stimulus intensitv. The intensity of the electrical stimulus applied to the median nerve
was varied to investigate thresholds for monosynaptic and polysynaptic components of the
cortical response. The first sinks and sources to appear when the stimulus intensity was
gradually increased from zero were assumed to reflect predominantly monosynaptic
activities, whereas at higher intensities polysynaptic components become more and more
involved.
2) Double pulse stimulation. Double pulses, of identica] duration and amplitude, with
varying inter-stimulus-intervals (ISIs) were also applied to investigate monosynaptic and
polysynaptic components. The conditioning pulse causes an initial fast excitation (EPSP)
followed by a relatively long-lasting inhibition (GABA mediated IPSP and intrinsic after-
hyperpolarizations) for 60-90 ms, during which period spike generation in pyramidal cells
is strongly depressed (Connors et al., 1988). The response to test pulses administered within
this period (ISI ~ 90 ms) is strongly reduced, since the inhibitory intracortical connections
are activated (cf. Mitzdorf and Singer, 1978; Haberly and Bower, 1984). This effect will be
more pronounced during the early phase of the inhibition period (the fast-IPSP, assumed to
be mediated through GABAa receptors) than during the late phase (assumed to be mediated,
among others, through GABAb receptors) (Connors et al., 1988).
3) Anesthetics. Pharmacological manipulation by different anesthetics, i.e. Ketamine and
Pentobarbital, to determine their effects upon cortical responses recorded under comparable
conditions. Pentobarbital is reported to enhance the inhibitory actions of GABA, resulting
in reduced neuronal excitability (Ransom and Barker, 1976; Curtis and Lodge, 1977). Hence,
the components of the SEP which reflect inhibitive (GABA-mediated) synaptic activities are
expected to be augmented and polysynaptic activities are expected to be reduced. Ketamine
is considered to be a noncompetitive antagonist of the N-Methyl-D-Aspartate (NMDA)
receptor, which is widely distributed in the cerebral cortex (cf Lodge and Johnson, 1990).
4. Chronic recordine. In chronic experiments recordings were made from rats that were fully
awake, during periods in which the animal was sitting quietly, without moving its limbs.
This condition is called "quiet waking". Attention was paid especially to the late components
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which are strongly influenced by anesthetics, while the primary response is relatively
insensitive (e.g., Teas and Kiang, 1964; Arezzo et al., 1981).
The SEP, evoked by median nerve stimulation, consists of a chazacteristic sequence of
potential waves, lasting for up to 800 ms. These subsequent waves - recorded under
Ketamine anesthesia from the epicortical site which corresponded with the assumed
projection site of the specific thalamo-cortical afferents - were used to split up the response
in time-periods (see Fig. 4), each of which is treated sepazately in the following chapters.
In summary:
ep riod wave-complex Chapter
0- 20 ms P1-N1 III
The primary response
4- 12 ms nl, pl, n2...p5 IV
Fast synchronous components
20 - 125 ms P2-N2 V
125 - 800 ms Cyclical P3-N3 V






































Fig. 4. Illustration of the subsequent time periods of the SEP and the epicortical wave-complexes by
which they are def:ned. These periods are employed in the present study to subdivide the cortical
response evoked by median nerve stimulation. A: A typical averaged (n-100) epicortical FP, shownfrom
-200 to 1000 ms (at t-0 the stimulus was applied). Stimulation strength was 3 times the value required
for eliciting ajust noticeable twitch of the thumb. The response was digitized at I.S kHz. B: The,first
I25 ms following stimulation, showing in more detail PJ, Nl, P2 andN2. C: The PI-NI wave-complex,
with superimposed some small in~lections (positive in~lections are marked by dots; response is digitized
at 14 kHi). D: The trace shown in C after digital highpass filtering at 330 Hz (-3dB). The low
frequencies are attenuated with respect to the high ones. Fast synchronous components are indicated as
nl to p4. Data derivedfrom rat 5.
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CHAPTER II: GENERAL METHODS
Electrophysiological recordings were made in seventeen adult male Wistar rats. Thirteen
rats (375 - 467 g) were used in acute experiments (epicortical and~or intracerebral
recording), four rats (412 - 450 g) in chronic experiments (intracerebral recording).
II.1 ACUTE EXPERIMENTS
Animal preparation:
The rats were housed in groups (2 - 4) in standard cages in a room in which the air-
humidity, light-regime (12~12 hr lightldark) and temperature (18 - 22oC) were controlled.
They had free access to food and water.
The animals were initially anesthetized for surgery via intraperitonial (i.p.) injection of
Chloralhydrate (300 mglkg, with supplements of 100 mglkg when indicated). About 2'~2
hours before the start of the first recording session, and throughout the experiment,
Ketamine-HCL was administered (i.p., initial dose 50 mglkg, supplementary doses 35 mglkg
when indicated). In determining the initial dose of Ketamine the addition to Chloralhydrate
was taken into account; in the awake rat 100 mg~kg would have been appropriate (Dafny and
Rigor, 1978). The cornea reflex was used to monitor the level of Ketamine anesthesia. In
two acute experiments Pentobarbital Sodium was administered (i.p., initial dose 40 mglkg,
supplementary doses 8 mglkg when indicated). Anesthetic levels were maintained throughout
all experiments such that the inter-toe reflex and~or the comea reflex could barely be
elicited. Body temperature was continuously monitored by a rectal probe and kept between
36.5 and 37.5 oC with a thermostatically controlled heating plate.
At the volar side of the forearm, just proximal to the carpal ligament, the median nerve
was exposed (Fig. 5). The wound was prevented from drying by applying warm
physiological saline. The exposed nerve was positioned in a bipolar cuff electrode for
stimulation purposes. The two Nichrome electrode wires (diameter 60 pm) were separated
by 1.7 mm in the cavity of the cuff, which was made of a polyether rubber impression
material (Impregum; see Section II.6). Subsequently, the aperture was closed, allowing the
two electrode leads to leave the forearm.
The head of the animal was placed in a stereotaxic frame, with the skull oriented
horizontally (Paxinos and Watson, 1986). To prevent cortical swelling due to craniotomy,
the cisterna magna was opened. All locations on the skull were determined with respect to
bregma, being more stable than the inter-aural line when brain structures close to, or anterior
to, bregma are investigated (Fig. 6) (Whishaw et al., 1977). Bregma was marked with a
water-proof pencil. The distance between bregma and the inter-aural line was also measured.
A craniotomy was made to expose a region over the right hemisphere, usually extending
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Fig. S. Yolar aspect of the left antibrachium of the rat. The
median nerve is exposed, justproxima! to the carpal ligament.
The dashed line indicates the position of the bipolar cuff
electrode. a: median nerve; b: carpal ligament; I- IV: digits
innervated by the median nerve.
from about 2.0 to 5.5 mm lateral to the midline, and from about 4.0 to -2.0 mm in anterior-
posterior direction, with respect to bregma (Fig. 6). Vaziation in the extent of the craniotomy
between experiments reflected different experimental goals. The coordinates were chosen to
include the region of rat sensorimotor cortex which is reported to receive the specific
somatosensory afferents (Welker, 1971; Hall 8c Lindholm, 1974; Zilles and Wree, 1985;
Sievert 8z Neafsey, 1986). In most of the experiments the dura was cut or removed to
facilitate penetration of electrodes into the cortex. Drying of exposed cortex was prevented
by applying warm mineral oil.
Fig. 6. A craniotomy made over the right
hemisphere of the rat brain, exposing most of the
sensorimotor cortex of this hemisphere. The skin
between the temporal ridges has been reJlected.
The dashed line marks the contours of the dorsal
aspect of the cerebrum. a: exposed cortical
surface; b: Bregma; c: stainless steel screw for
reference purposes.
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Electrical stimulation of the median nerve:
The median nerve was electrically stimulated with help of a bipolar cuff electrode (cf.
Julien and Rossignol, 1982), just proximal to the carpal ligament (Fig. 5). The inside
diameter ( I mm) was chosen to closely envelop the median nerve in order to minimize
shunting of the stimulation leads by external fluids and to prevent the nerve from drying.
After an exposed nerve was gently positioned on the electrodes in the cavity of the cuff,
freshly mixed Impregum (sets in 2-4 min.) was put on top to seal the cuff.
Single rectangular voltage pulses ( duration 0.3 ms, cathode proximal) were applied at a
frequency of 0.2 to 0.3 Hz, as a rule 100 times per session. Stimulus strength ranged from
0.6 V to ] 3 V, in which range large systematic changes in cortical response morphology
occurred ( at 0.6 V a minimal cortical response appeared, at 13 V the response was
saturated). The pulses were generated by a Grass S88 stimulator and fed through a stimulus
isolation unit (Grass SILJS). The stimulation strength was expressed as a multitude of the
voltage required to elicit a just noticeable twitch of the thumb and~or digits II and III (all
of which are innervated by the median nerve), and was called the behavioral threshold (Tb).
Mean Tb was 1.4 f 0.3 V (n-17). In each experiment a stimulus strength of 3 Tb was
employed (among other intensities), to facilitate comparison among animals. 3 Tb was
chosen as a"standard" since at this moderate intensity a remarkable trial-to-trial variation
in the amplitude of N1 occurred which we assume to be related to the functional synaptic
cortical organization (Chapter III). Adjustment of the stimulus threshold value during an
experiment was rarely necessary, indicating, among other things, a constant performance of
the electrode. In some experiments double shocks of identical duration and amplitude were
delivered at an interstimulus delay ranging from 20 to ] 00 ms.
The recording apparatus:
For the recording of electrophysiological brain activity two types of multi-wire electrodes
were employed: comb-like multi-electrodes for epicortical recording and needle-like multi-
electrodes for intracerebral recording. The comb-like electrodes were constructed from 7
Formvar coated Nichrome wires (o.d. 80 ltm, core d. 60 Itm), whose cut endings formed an
array of ineasuring points along a straight line with 1 mm spacing. Impedances of individual
channels ranged from 150 to 220 kS2 at 1 kHz in saline. The needle-like multi-electrode
(Jellema and Weijnen, 1991) is described in Section ILS. Four such electrodes have been
used, two electrodes of the acute type were employed in the eight acute intracerebral
experiments, and two electrodes of chronic type were employed in the four chronic
experiments (see below). Usually, the recordings were referenced against a stainless steel
screw which was placed in the skull, approximately 8 mm anterior to bregma (Fig. 6). A few
recordings were referenced against a Nichrome wire positioned several mm anterior or
posterior to the active electrode and gave similar results.
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Field Effect Transistor headstage:
A headstage equipped with field effect transistors (FETs) linked the multi-electrode to the
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Fig. 7. Diagram of the FET recording assembly for two of the twelve electrodes. The FET-headstage
fits directly on the multi-electrode implanted in the rat brain. A shielded cable conveys the signals to the
ancillary circuitry, where the output is taken from the source resistor. The schematic representation is
a modification of the one shown by Weijnen and Chehade (1987). INI and INl: input from electrodes
I and 2; OIITI and OUT2: output to amplifiers 1 and 2; D, G and S: drain, gain and source,
respectively, of a FET (BFT46); Vt and V-: poles of the battery power supply (Vt-t13.5V, V---
13.SV). GND.~ grounding of the animal; SW: power supply switch; R: 100 kOhm; C: 1 nF (high cut-off
filter).
The FET-circuit functioned as a unity gain source follower. The very high input impedance
(about 106 MS2) of these transistors implied that differences in impedance between the
channels of the multi-electrodes (impedance: 0.5 - 1.5 MS2) were of no consequence. The
headstage incorporated thirteen matched FETs (BFT46) (Fig. 8). The reference signal was
also led through a FET. Additionally, there were two leads without FETs which were used
for stimulation purposes in chronic experiments. A shielded cable connected the outputs of
the headstage to the ancillary circuitry, located in a compartment next to the test cage, where
also the battery power supply was housed. Twelve laboratory-built amplifiers were used,
amplification 1250 or 625, bandpass filtering: 0.32 or 3.2 Hz (-3 dB, 20 dB~decade) to 3.2
kHz (-3dB, 40 dB~decade). The amplifier output was stored on magnetic tape (TEAC SR-58




B 7 e5ionuRG RF7 23466 A
-- INPUT --
Fig. 8. The double-sided printed circuit which comprises the FET headstage. Side 1 carries 7 FETs:
6 for electrodes 1- 6, and i for the reference signal (RF); side 2 carries 6 FETs for electrodes 7- Il.
FETs are indicated by broken lines. In the original design of this printed circuit, FETs were linked with
the leads labelled A and B, respectively. In orderto accommodate the leadsfor stimulation purposes they
have been removed. Bar indicates S mm. RF: leadfor the rejerence signal ltnked with a FET; F.~ lead
for the reference signal not linked with a FET; G: leadforgrounding the animal; Vf: lead carrying the
power supply to the FETs; A and B.~ leadsfor stimulation purposes (only used in chronic experiments).
Recording procedure:
1) Epicortical recording.
Each acute experiment (n-13) started with an epicortical mapping of the response to
median nerve stimulation. In 6 of these experiments, rectangular matrices of recording sites
were made by subsequent placement of the comb-shaped multi-electrode (electrode spacing
1 mm) on the surface of the exposed sensorimotor cortex in lateral steps of 1 or 0.5 mm
(rats 1, 2, 3, 4, 5, 17). Matrices varied from 6x7 to 4x5 sites and were centered around the
assumed projection site of the thalamocortical afferents. This site was characterized by
maximal amplitudes of the primary response, i.e., the P 1-N 1 wave complex. The amplitude
of this response was defined as the difference between the peak values of P 1 and N1(called
the "P1-N 1 amplitude"). The site of maximal P 1-N 1 amplitude is refen ed to as the "maximal
P1-N1 position". In the other 7 experiments (rats 7, 9, 10, 11, 12, 13, 18), epicortical
mappings were limited to a single row of recording sites along the anteroposterior
dimension, made by a single placement of the multi-electrode (always including the
"maximal P1-N 1 position").
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2) Intracerebral recording.
In 8 rats ( rats 5, 7, 9, 10, 1 l, 12, 13, 18) the needle-like multi-electrode was inserted into
the cortex at the "maximal P1-Nl position". In two rats intracerebral recordings were also
made from locations neighbouring this optimal position. The intracerebral recordings
presented in this report were performed at the "maximal P1-N1 position", unless indicated
otherwise. The electrode was stereotaxically lowered into the cortex under microscope
control, until the upper contact (channel 1, see Fig. 14D in Section IL5) had just disappeared
beneath the cortical surface. After each insertion, at least 45 minutes passed before
recording, to allow brain tissue to recover.
The angle of penetration was adjusted to achieve alignment of the electrode channels with
the cortical columns (which are oriented perpendicular to the cortical surface). The required
angle ( in the coronal plane) at for example AP-tl.2 mm varied from l0o at LAT-2.0 mm
to 49oat LAT-5.5 mm, with respect to the vertical stereotaxic axis (see Fig. 1). Angles were
determined with the help of a stereotaxic atlas (Paxinos and Watson, 1986). Although in the
sagittal plane the longitudinal axis of the cortical columns also deviates from the vertical
stereotaxic axis, no attempt was made to correct for this deviation (approximately So, as
determined from sagittal Nissl stained sections).
In some acute intracerebral experiments one ofthe electrode channels malfunctioned (i.e.
channel 9 in rat 5, channel 4 in rat 11 and channel 4 in rat 18). The FPs recorded by them
revealed no gross abnormalities ( apart from an enlarged stimulus artefact at t-0). They were
therefore not removed from the FP depth profiles. However, in the corresponding CSD
profiles large artefacts were seen. The malfunctioning channel was eliminated in the CSD
calculations; this procedure is described in Section IL7.
IL2 CHRONIC EXPERIMENTS
Animal preparation:
At least three weeks before the start of a chronic experiment, the animals (rat 14, 15, 16,
19) were individually housed and adapted to handling. Following implantation of the
electrodes, and in between recording sessions, the animals were again individually housed.
The procedures of administration and the doses of Chloralhydrate, Ketamine-HCL and
Pentobarbital were the same as those for the acute experiments. In two animals Pentobarbital
Sodium (Doléthal) was administered on the day following the implantation of the electrodes,
when the animal was fully recovered from the Ketamine anesthesia, for an optimal
comparison of the responses under both anesthetics. All surgical manipulations were
performed under aseptic conditions. The scalp, from the nasal bone up to the neck, and the
skin of the volar side of the left forearm, were shaved. Body temperature was controlled in
the same way as in the acute experiments.
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Implantation of the chronic cuff electrode:
The median nerve was exposed as in acute experiments. Through an aperture in the skin
covering the neck (just posterior to the caudal edge of the skull) a cannula was introduced
(consisting of a 10 cm length of silastic tubing, inner diameter (i.d.) 2 mm, outer diameter
(o.d). 3 mm, provided with a pointed tip). The cannula was pushed forward just beneath the
skin until it reached the exposed median nerve at the volar side of the forearm. Then a 20
cm length of silastic tubing (o.d. 1.8 mm) into which the two electrode leads of the chronic
cuff electrode were stuck, was pulled through the cannule, in paw to neck direction, until
the cuff-electrode lay alongside the exposed median nerve. Subsequently the cannula was
removed, leaving the cuff electrode in its place, with the two electrode leads protruding from
the aperture in the skin covering the neck.
The exposed part of the median nerve was placed in the cavity of the cuff electrode,
whereupon the cuff was sealed with a thin layer of Impregum. The two electrode leads
(shielded by flexible silastic tubings) were sutured to muscle membrane adjacent to the cuff.
The cuff itself was fixed by suturing overlying membranes which had been cut previously
to expose the median nerve. In this way, forces exerted upon the electrode leads (e.g. by
bending the elbow) did not affect the position of the cuff. The skin was sewed.
Implantation of the chronic intracerebral multi-electrode:
The head of the animal was placed in a stereotaxic frame, with the skull oriented
horizontally (Paxinos and Watson, 1986). Rounded ear bars were used to avoid breaking the
tympanic membranes. Scalp and membranes covering the skull between the two temporal
ridges were reflected. The temporal ridges were cleaned carefully so that they could serve
as anchors for the cement. Two stainless steel screws were tapped into the skull over the
right hemisphere, one at approximately AP f6 mm, LAT 1 mm for grounding purposes, the
other at approximately AP fl l mm, LAT 1 mm for reference purposes (Fig. 9A). I cm
lengths of inetal wire had been soldered to both screws previously. The screws also served
as anchors for the cement. A hole with a diameter of 2.5 mm was made in the skull at LAT
4.7 mm, AP f1.2 mm, with a drill attached to a micromanipulator (under visual guidance
through a dissecting microscope) (Fig. 9A, B). At this location the specific thalamo-cortical
afferents were most likely to terminate. The coordinates were the average of the coordinates
at which in 13 epicortical mapping studies a maximal P1-N1 amplitude was found (4.7 f
0.16, 1.2 t 0.28). The dura was cut to facilitate insertion of the electrode. The parts of the
electrode assembly which were to contact the cement were provided with a film of mineral
oil. This facilitated removal of cement after the rat was sacrificed, at the completíon of the
experiment. The procedure made a repeated use of the electrode assembly possible. The
electrode assembly, attached to a micromanipulator, was positioned above the hole. The
electrode leads for grounding and reference purposes were soldered to the metal wires of the
appropriate stainless steel screws (using a forceps as heat sink).
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Fig. 9. Lateral (A) andfrontal (B) view of the electrode assembly after chronic implantation in rat
neocortex. a.~ the electrode array containing the 12 measuring points; b and c: stainless steel screwsfor
grounding and reference purposes, respectively; d.~ two-component epoxy adhesive for fixating and
protecting of the electrode wires; e: block of Amphenol connector strips; f.~ leads for electrical
stimulation of the median nerve; g: sterile wax; h: cement; i: skull; j: neocortex.
The female connectors of the two electrode leads of the cuff (protruding from the aperture
in the skin at the neck) were pushed into a block of connector-strips (Amphenol), which was
attached to the electrode assembly (Fig. 14C, Section IL5). The multi-channel electrode was
lowered (under an angle of 27o with the vertical stereotaxic axis) into the cortex until the
upper electrode channel just disappeared beneath the cortical surface. The angle of 270
ensured that the direction of the electrode-track was perpendiculaz to the laminae (parallel
to the cortical columns). The remainder of the hole was filled with sterile wax to prevent
cement from dripping into it, which would damage the cortex. A firm connection between
the exposed part of the skull and the electrode assembly was formed by applying successive
layers of dental cement (Paladur). Finally, the wound was closed and an antibiotic was
administered. The final arrangement is shown in Fig. 9.
Electrical stimulation of the median nerve:
The construction and chazacteristics of the chronic cuff electrode are described in Section
IL6. The procedures and parameters for electrical stimulation of the median nerve in chronic
experiments were the same as described for the acute experiments, except regarding the way
the stimulation strength was expressed. In chronic experiments visual inspection of digits
was impaired or impossible. Therefore, a cortical response threshold was employed ( i.e., the
stimulus voltage which yielded a just detectable primary cortical response), instead of a
behavioral threshold. In two chronic experiments double shocks of identical duration and
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amplitude were delivered with interstimulus delays ranging from 20 to 100 ms.
Recording apparatus:
The dimensions of the acute 12 fold multi-electrode assembly were reduced somewhat to
make it suitable for chronic implantation (see Section IL5). Furthermore, the longitudinal
axis of the strip containing the measuring points formed an angle of 27o with the vertical
axis of the block of Amphenol connector strips, to prevent this connector block from
sticking out laterally after implantation (see Fig. 9B). The connector block was provided
with two extra inputs to accomodate the two leads attached to the cuff electrode (f in Fig.
9A).
The same FET headstage as used in the acute experiments linked the animal to the
amplifiers. The output leads of the FETs were led through a shielded flexible cable which
was connected to a commutator, pennitting the animal relatively unrestricted movement (Fig.
10). The shielded cable also carried the power supply for the FETs and the two leads for
stimulation purposes.
Recordings were referenced against a stainless steel screw which was placed in the skull
at approximately 10 mm anterior to the active electrode. The animal was grounded via a
stainless steel screw which was positioned halfway between recording electrode and
reference electrode (Fig. 9A). Other recording apparatus and settings were identical to those
in the acute experiments.
In the chronic experiments a few recording channels (in the middle of the electrode anay)
were hampered by a large stimulus artefact, which could last for up to 500 ms. This
seriously hampered the analysis. Therefore, selected parts of the chronically recorded depth
profiles are shown.
II.3 EXPERIMENTAL MANIPULATIONS
Several experimental manipulations were performed to elucidate the functional synaptic
organization inherent to the neocortical processing of the specific afferents:
1: Stimulus intensity. The intensity of the electrical stimulus applied to the median nerve was
varied to investigate thresholds for monosynaptic and polysynaptic components of the
cortical response. The first sinks and sources to appear when the stimulus intensity was
gradually increased from zero were assumed to reflect predominantly monosynaptic




Fig. 10. Recording from the waking rat. A
FET-headstage has been plugged into the
connector-block of an implanted chronic multi-
electrode. The connector block has been
cemented to the skull of the rat. A shielded
~lexible cable transmits the signals via a
commutator (attached to the ceiling of the test
cage) to the amplrfiers, permitting the animal
rather unrestricted movement. a: FET
headstage; b: connector-block; c: cement; d:
flexible cable; e: commutator.
Stimulus intensity was manipulated in 5 acute intracerebral experiments with a range from
0.6 Tb to maximally 9 Tb, and in 3 chronic experiments with a range from 1.3 Tc (cortical
threshold) to 10 Tc.
2. Double pulse stimulation. Double pulses, of identical duration and amplitude, with varying
inter-stimulus-intervals (ISIs) were also applied to investigate monosynaptic andpolysynaptic
components. The conditioning pulse caused an initial fast excitation (EPSP) followed by a
relatively long-lasting inhibition (GABA mediated IPSP and intrinsic after-
hyperpolarizations) for 60-90 ms, during which period spike generation in pyramidal cells
is strongly depressed (Connors et al., 1988). The response to test pulses administered within
this period (ISI ~ 90 ms) is strongly reduced, since the inhibitory intracortical connections
are activated (cf. Mitzdorf and Singer, 1978; Haberly and Bower, 1984). This effect will be
more pronounced during the early phase of the inhibition period (the fast-IPSP, assumed to
be mediated through GABAa receptors) than during the late phase (assumed to be mediated,
among others, through GABAb receptors) (Connors et al., 1988). ISIs ranged from 20 to 100
ms in two acute experiments under Ketamine anesthesia. In one chronic experiment double
pulses were applied under Ketamine anesthesia (50 mg~kg; ISI-80 ms), Pentobarbital
anesthesia (40 mg~lcg; ISI-80 ms) and during quiet waking (ISI-40, 80 ms), respectively.
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3. Anesthetics. Pharmacological manipulation by different anesthetics, i.e. Ketamine and
Pentobarbital, to determine their effects upon cortical responses recorded under comparable
conditions. Pentobarbital is reported to enhance the inhibitory actions of GABA, resulting
in reduced neuronal excitability (Ransom and Barker, 1976; Curtis and Lodge, 1977). Hence,
the components of the SEP which reflect inhibitive (GABA mediated) synaptic activities are
expected to be augmentented and polysynaptic activities are expected to be reduced.
Pentobarbital (40 mg~kg, with supplements as necessary) was used as anesthetic in two
acute experiments (rats 17 and 18) and in two chronic experiments (rats 16 and 19). To be
able to assess the differences in the cortical responses, recordings under Ketamine (50
mglkg, with supplements as necessary) had been performed prior to the recordings under
Pentobarbital in the two acute preparations. Recordings under Pentobarbital started about
three hours after the first Pentobarbital injection. In the two chronic experiments, depth
recordings were performed under Ketamine, during the absence of anesthesia (see below)
and under Pentobarbital (one and the same electrode track for all three conditions in each
animal). Interaction of anesthetics is unlikely to occur in the chronic experiments because
the animal was awake for 16 to 20 hours in between the Ketamine and pentobarbital
conditions.
4. Chronic recordine. In chronic experiments recordings were made in fully awake rats
during periods in which the animal was sitting quietly, without moving its limbs. This
condition is called "quiet waking". Attention went especially to the late components (P2, N2,
cyclical sequence of P3 and N3). Late cortical components are strongly influenced by
anesthetics, while the primary response is relatively insensitive (e.g., Teas and Kiang, 1964;
Arezzo et al., 1981).
Recordings during the recovery from Ketamine anesthesia and eventually during the quiet
waking condition, were made in all 4 chronic animals, at intervals ranging from 30 minutes
to several hours.
IL4 DATA ANALYSIS
Analog-to-digítal (AD) conversion of the FM recorded responses was performed off-line
on a VAXIab Data Acquisition System, consisting ofa MicroVAX II computer, a RA82 disk
unit and a ADQ32 AD-converter. AD conversion, with 12-bit resolution, at 14 kHz per
channel was employed to study the relatively early and fast components of the cortical
response (sampling interval -20 to f60 ms, at t-0 the electrical stimulation was delivered).
AID conversion at 1- 2.5 kHz per channel was employed to study the relatively late and
slow components (sampling interval -500 or -200 to f1000 ms).
Selection at the single trial level prior to averaging was performed in one acute
experiment (rat 5) which suffered from a repeatedly coming and going of electrical
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interference of external origin, and occasionally in a few other acute experiments. In the
chronic, awake animal, selection at the single trial level was sometimes necessary to exclude
movement artefacts. When the animal moved his right forearm at the very moment the
stimulus was applied to the median nerve of this arm, the amplitude of the primary cortical
response (P1-Nl) was strongly reduced. Great effort was made to avoid stimulation during
movement, but it could not be avoided at all times. Such movement resulted in a strong, at
least 5 fold, reduction of the amplitudes of the response, so that selection could easily be
performed. The number of skipped trials never exceeded 10 0~0.
Averaging was done on a VAX 8700 computer. The number of trials used for averaging
was usually ]00 (range: 60-120). Only in a few, exceptional, cases 10-20 trials were
averaged. The pre-stimulus period of the sampling interval was used to adjust the baseline.
To adjust for differences in amplification between channels, weights were derived from
external calibration signals ( bifasic block pulses, 2x100 ms, 100 pV), which were
simultaneously applied to the inputs of the FET-headstage, prior to the start of the recording.
Even small differences in amplification between channels can significantly influence the
estimation of the second derivative in a CSD analysis ( cf. Rappelsberger et al., 1981)
(Section II.7).
An unexpected error was introduced by the TEAC SR-58 instrumentation recorder: a time-
shift of about 70 ps between odd and even channels, because it incorporated separate
recording and reproducing heads for the odd and even channels. When CSD analysis was
employed, a time-shift of 70 ps among successive channels appeared to alter the CSD-
waveform remarkably. This error was corrected by shifting the signal from the appropriate
channels one point ( at a digitization rate of 14kHz, the sample point resolution is 71 ps).
High pass digital filtering:
To elucidate the synchronous fast components of the primary cortical response - which
components can be discerned as small high frequency variations on the contour line of the
relatively slow FPs (Arezzo et al., 1979; Allison and Hume, 1981; Eisen et al., 1984) - the
averaged FPs (digitized at 14 kHz) were high pass digitally filtered. A high pass software
filter (Hilberttransformer) with cut-off frequency of 330 Hz (3 dB) was used based on the
power spectrum (Fig. 11). Fig. 12 shows the result of high pass digital filtering of an
averaged FP recording at increasing cut-off frequencies. Stimulus artefacts were removed
before filtering was done.
Histology
The precise location of the recording sites in the cortical laminae was essential for this
study. Immediately after the last recording session ofeach experiment with the multi-channel
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Fig. 11. Power spectrum analysis
of the primary cortical response.
A: An avercrged ("n-100) FP depth
recording is shown (bundpass:
0.32 Hz - 3.2 kHz, Ketamine
anesthesia, 3 Tb). The response
was recorded in layer III at the
"maximal PI-NI position'; at
which location the fast
components tended to reach
maximal amplitudes. Positive
inflections of the fast components
are marked by dots. B: Power
spectrum performed upon the
response in (A). In this example,
the optimal cut-off frequency to
d~erentiate between stimulus
related 'fast' and 'slow' activity is
at about 380 Hz (interrupted line).
4, 7, and 12), by passing anodal current of 5 pA for 25 s. Subsequently, the deeply
anesthetized rat was perfused transcardially with 0.90~o saline followed by a l00~o buffered
formalin solution. The brain was removed and stored in 300~o sucrose in formalin solution
for several days. The brain was embedded in gelatine to avoid distortion during cutting (see
below). Shrinkage of brain tissue during fixation posed no serious problem since lesions
were produced at various cortical depths in each experiment. Serial coronal sections were
cut at 30-40 pm through the area of interest with a freezing microtome and were stained
with the Einarson method for Nissl substance (Einarson, 1932; Luna, 1968). Electrolytic
lesions had a blurred, spheric, appearance with a diameter of 150-200 pm (Fig. 13). Camera
lucida reconstructions showed the positions of the electrode channels relative to the cortical
lamínae. The laminar position ofelectrode channels through which no lesions had been made
were determined by interpolation. Photographs were taken from sections containing lesions.
In addition to the histological verification of electrode positions at the end ofan experiment,
electrophysiological criteria were applied, based on the consistency of the laminar
distribution of identified sinks and sources.
The external boundaries of SmI, i.e., the somatosensory part of the sensorimotor cortex,
are indicated by dashed lines in the schematic drawings of the cerebral cortex in the figures


















of the primary cortical
response. Top trace:
averaged (n-100) FP
response, recorded in layer
II-III (bandpass: 0.32 Hz -
3.2 kHz). Middle and lower
trace: the result of high pass
filtering of the crveraged FP
response at increasing cut
-off frequencies (100 and
300 Hz, respectively).
Fig. 13. A Nissl stained coronal section of the sensorimotor cortex, revealing 4 electrolytic lesions
(arrow heads) which had been produced through electrodes 1, 4, 7 and 12 of a multi-electrode
positioned perpendicular to the cortical layers.
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IL5 12-CHANNEL MULTI-ELECTRODE FOR DEPTH RECORDING.
Electrode arrays are powerful tools in electrophysiological research involving the
recording of spatiotemporal patterns of neuronal activity. The simultaneous recording of
potentials at different points in the brain that can be obtained with such an assembly has
certain distinct advantages over successive recordings with a single electrode that has to be
moved to new locations. This latter method is time consuming and is susceptible to changes
in external conditions and in the internal state of the animal, which are particularly difficult
to control in chronic studies. Simultaneous recording of brain potentials offers - compared
to successive measurements - a marked reduction in variability ofdata over time and a great
increase of efficiency in data collection. Moreover, simultaneous recording of FPs will,
compared to successive recording, greatly enhance the accuracy of a current source density
analysis performed upon the FPs (Rappelsberger et al., 1981) (see Section IL7).
There are basically two different kinds of multi-channel micro-electrodes which are used
in studies requiring the simultaneous recording of signals at different locations: multi-wire
electrodes and printed-circuit electrodes.
Multi-wire electrodes, also called bundle electrodes, consist of individual wires, glued
together in such a way that their cut endings form an array of electrode channels along a
straight line at predetermined equal distances. There are arrays in which the electrode
channels reach out like the teeth of a comb (e.g. Verloop and Holsheimer, 1984), and arrays
in which these channels are positioned above each other on a needle-like carrier (e.g. Barna
et al., 1981). As a rule bundle electrodes aze handmade at the laboratory of the experimenter.
They are usually relatively bulky and frequently lack precision in the spacing of the
electrode channels.
Printed-circuit electrodes overcome these two disadvantages, but at the cost of an
advanced lithographic technology. This technology will not be available in most
neurophysiological laboratories. Their use in chronic studies has been questioned
(Eichenbaum and Kuperstein, 1986). Reviews of both types of multi-channel micro-
electrodes have been published (Pickazd, 1979; Kruger, 1983; Eichenbaum and Kuperstein,
1986; Prohaska et al., 1986).
The main practical problems in the manual construction of the bundle electrode used in
this thesis were: (1) controlling the spacing of the channels of the micro-electrode and (2)
limiting the outer dimensions of the electrode assembly to minimize tissue damage while
maintaining strength and electrical insulation.
The fabrication procedure:
Most of the manipulations described below were performed under visual guidance with
the help of a dissecting microscope. Nichrome wire, insulated with Formvaz, was used. From
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into two identical halves. One half was used as a temporary substrate for fixing the electrode
wires. The inner dimension of this length of teflon could be reduced to about 200 pm by
compressing the lateral walls.
With a fine metal needle which was attached to a micromanipulator ( David Kopf
Instruments), 12 tiny holes were pierced in the teflon tubing from the outer side at
equidistant points ( 150 pm apart). The holes were made in the middle section of the tubing,
in a straight line along the long axis. The metal needle should have a tip-diameter of 40 pm
over a length of at least 250 pm, slightly longer than the thickness of the wall of the teflon
tubing. It can be produced from a hypodermic needle by grinding the tip carefully. Next, the
piece of teflon tubing was put on one of its sides on a mounting plate and was fixed in this
position with tape.
The 12 Nichrome wires were put, one by one, from the outer side of the tubing through
the punctured holes and were bent at a right angle so that they fitted into the hollow part of
the teflon tubing (Fig. 14A).
C





Fig. 14. A and B: Two stages in the construction of the 12-channel multiwire electrode. In (A) the first
two Nichrome wires have been put through punctured holes in the teflon mould and bent subsequently
at a right angle. (B) shows the removal of the teflon mould, after curing of the epoxy resin which is
employed for embedding the electrode wires. Numbers 1-12 indicate individual wires. C.~ Overall view
of the completed electrode assembly; (a) and (b) mark extra leadsfor reference and grounding puposes.
D: Enlarged view of the encircledpart of (C). This part of the electrode assembly contains the exposed
tips of the Nichrome wires: left: side view, right:frontal view with the I2 electrode channels (black dots)
which are spaced by 150 ~m.
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The individual wires were straightened and subsequently attached on either side to the
mounting plate with heat-resistant tape. Each wire was marked with a channel identification
number.
After the wires were brought into a fixed position, they could be glued together. The
tellon tubïng was used as a casting mould. Epoxylyte resin (Clark Electromedical
Instruments) was evenly spread at room temperature in the cavity of the tubing, just enough
to embed the wires within the mould. One should avoid trapping air bubbles in the resin.
After curing, for 30 min at 100aC to drive off the solvents and for another 30 min at 180oC
to complete the curing process, the teflon tubing was removed (Fig. 14B), leaving the wires
embedded in the resin. Teflon is temperature resistant up to 250oC, and did not stick to the
epoxylite resin.
The electrode wires that protruded from the cast at the recording end were removed by
bending them back and forth until they broke at the point where they emerged from the cast.
It was possible to improve the shape of the cast by tapering the tip and cutting off redundant
epoxylite resin along the shaft with a scalpel blade (Fig. 14D).
The other ends of the Nichrome wires were soldered to micro-miniature connectors
(Amphenol, 221 series). Soldering was done in two stages. First, the Nichrome wire ends
were tinned with SnAgS solder, under application of a soldering fluid that was suitable for
stainless steel. Subsequently, the wires could be fixed into the gold-plated connectors with
ordinary multicore solder. The connectors were pushed into a block made of connector strips
(Amphenol). The same block also holded the connectors for reference and grounding
purposes, and in addition a piece of inetal tubing cut from a hypodermic needle that holded
the electrode assembly. The strip of cured epoxilyte resin which contained the electrode
channels was glued to this piece of inetal tubing. The whole assembly was strengthened and
insulated at the same time, by applying fast-setting 2-component epoxy adhesive (Fig. 14C).
Evaluation of the electrode:
. Shape, dimensions and applicability:
The maximal dimensions of the needle electrode contacting brain tissue were 100 x 180
pm. These proportions decreased linearly from the level of the first electrode channel to 100
x 100 p.m at the tip position of the 12`s channel (Fig. 14D and Fig. 15). The spacing of the
electrode channels was verified with a microscope that was equipped with a calibrated
micrometer, with an accuracy of approximately 2 pm. Three electrode assemblies were
investigated. The mean interchannel distance was 149.5 t 14 pm (Mean t SD). Accurate
measurement of the channel spacing, and use of these values in the CSD calculation, is
essential. Even small variations in the spacing of the electrode channels can yield a
considerable effect upon the CSD distribution (see Section IL7). Repeated use of the
electrode assembly in up to 8 acute experiments, or chronic implantation for up to two
weeks, did not affect the channel spacing. The physical appeazance of the surface of the
electrode channels was quite regular, as revealed by light microscopy (Fig. 15).
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Fig. 1 S. Photomicrograph oJthe needle-shaped
multiwire microelectrode. The bar indicates 200 ~.m
(see also Fig. 14D).
Breaking off the electrode wires by bending them back and forth resulted in a smooth
fracture surface, flush with the surface of the electrode assembly. Cured epoxylite resin stíll
possesses a certain flexibility; this property reduces the chance of damaging the electrode.
The electrode is composed of biocompatible materials and is suited for the study of FPs and
multiple-unit activity in both acute and chronic experiments. The construction of the
electrode assembly can be easily adjusted for application in chronic preparations. Shortening
of the piece of inetal tubing, which is used for mounting the strip containing the electrode
channels, reduces the overall size of the assembly and makes it suitable for implantation.
The evoked potential studies in chronic experiments required a few days of testing; similar
results were obtained over this period.
. Recording characteristics:
The impedance of the individual channels, measured with an electrode impedance meter
(Corti Electronik Labor) at 1 kHz in a 0.9a~o NaCI solution, ranged from 0.5 to 1.5 Mohm.
Cross-talk between channels was measured by applying a rectangular pulse with an
amplitude of 0.5 mV and a duration of 10 ms to individual channels, at a point between the
32
electrode and the attached FET headstage. The electrode assembly itself was lowered in a
grounded bath of 0.90~o NaCI. Cross-talk could only be detected in a neighbouring channel
and did not exceed a value greater than 1.So~o of the original signal.
Within the frequency band of interest (3 Hz-3 kllz), the noise level of the recording
system with attached electrode, which was immersed in a grounded 0.9 o~oNaCl solution, was
5 pV (eff).
Marking the electrode position in cerebral tissue:
Electrolytic lesions which can be used to mark the location of selected electrode channels
are easily produced. Passing an anodal current of S pA through a Nichrome electrode wire
for 25 s produces a spherical lesion with a diameter of about 150 pm (see Fig. 13).
However, this current causes some erosion of the uninsulated end of the wire, due to
dissolution of inetal ions into the surrounding medium. It appeared that passing a lesioning
current through the same electrode channel in 8 successive experiments increased its
impedance 2- 4 times (measured at 1 kHz in saline). Selecting different electrode channels
every time that marking is required is recommended. After each experiment the electrode
was cleaned with trypsin to remove proteins and was subsequently stored in a dry
environment.
Section IL5 was adapted from: T. Jellema and J.A.W.M. Weijnen (1991), A slim needle-
shaped multiwire microelectrode for intracerebral recording. Journal of Neuroscience
Methods, 40: 203-209.
IL6 CUFF-ELECTRODE FOR NERVE STIMULATION
The cuff-electrode used in this study was made of a rubber impression material and was
suited for acute and chronic studies. Minimal dimensions were achieved, which was
especially important in the chronic studies. The cuff was small enough not to inflict too
much pressure, or damage, to the surrounding tissue and permitted the animal to use the
operated limb without any visible discomfort (in chronic preparations). The cuff closely
enveloped the nerve which prevented the nerve from drying and minimized shunting between
the two leads in its cavity. Manually fabricated cuff electrodes for stimulation of andlor
recording from peripheral nerves - made out of a rubber or polyether impression material -
are not uncommon (e.g. Julien and Rossignol, 1982). However, their fabrication appears to
be quite difficult when small dimensions are required.
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Fabrication procedure:
The cuff was made of Impregum, a polyether rubber impression material used for dental
impressions (ESPE GmbH). T'he working time of freshly mixed Impregum is 2-4 minutes,
depending on the quantities of the base and catalyst used, which also determines the rigidity
of the material. Impregum behaves as an excellent electrica] insulator and is not known to
release any bio-hazardous products.
The dimensions of the cuff were tuned to the median nerve (diameter ~ lmm) just
proximal to the carpal ligament of the rat forepaw. Most of the manipulations described were
performed under visual guidance through a dissecting microscope. Dimensions given below
hold for the chronic cuff electrode, for which the achievement of minimal dimensions was
more crucial than for the acute cuff electrode. For each electrode two 30 cm lengths of
Fonnvar-insulated Nichrome wires (outer diameter 80 pm, core diameter 60 pm) were used.
From both wires a 1 mm length of insulation was stripped (halfway the wire). Freshly mixed
Impregum was put in the cavity of one half of a leng[hwise split teflon tubing (length about
2 cm, inside diameter 1.4 mm) (Fig. 16A).
A
Ftg. 16. A- C: Yarious steps in the construction of a bipolar cuff electrode made of a polyether
impression material (hatched). In C two electrode wires have been pushed through both walls of the cuff,
perpendicular to its longitudinal axis. See text for details. D.~ A cuff electrode of the chronic type is
shown. Dashed lines indicate the insulated electrode wires which had been led through slots in the outer
surface of the cuff, in order to keep the outer diameter as small as possible. E.. A cuff electrode of the
chronic type is shown in its frnal arrangement, closely enveloping a nerve.
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Immediately hereafter, a metal rod (diameter 0.9 mm) was lowered into the impregum with
its longitudinal axis parallel to that of the teflon tubing (Fig. 16B). After setting, the metal
rod and the teflon tubing were removed, as well as redundant Impregum, leaving a cuff of
Impregum. The two Nichrome wires were subsequently pushed, 1.7 mm apart, trom the
outer side through both walls of the cuff (perpendicular to its longitudinal axis) until the
exposed parts of the wires were situated in the cuff's cavity (Fig. 16C).
At one side of the cuff, the protruding Nichrome wires were cut 1 mm from the outer
surface. They were bent and pushed into prepared slots in the wall of the cuff, oriented
perpendicular to the cuff's long axis (see Fig. 16E). A thin layer of freshly mixed Impregum
was used to fix the wires in these slots which also insulated the cut ends. Likewise, the
electrode wires protruding from the other side of the cuff were fixed in previously prepared
slots with a longitudinal orientation as depicted in Fig. 16E. All slots had been cut with the
tip of a hypodermic needle. Submerging the electrode wires into slots had the advantage of
not increasing the outer dimensions of the cuff. The two Nichrome wires which protruded
from the cuff, after being led through the longitudinal oriented slots, were coated by 10 cm
lengths of silastic tubing (i.d. 0.25 mm, o.d. 0.75 mm, Dow Coming). These tubings were
attached to the cuff with additional Impregum. Female micro-miniature connectors
(Amphenol, 221 series) were soldered to the Nichrome wires. Finally, the length of the cuff
was reduced to 2.3 mm and a longitudinal strip of Impregum was cut from its underside
(Fig. 16D), resulting in the following outer dimensions: 2.3 x 1.4 x 1.1 mm (length x width
x height).
After positioning the exposed median nerve on the electrodes in the cavity of the cuff,
freshly mixed Impregum was put on top to seal the cuf. Figure 16D shows a cuff electrode
of the chronic type in its final arrangement, closely enveloping a nerve bundle. In the acute
type, for which minimal dimensions were less crucial, the electrode wires were not
submerged in the lateral walls of the cuff but were attached to its outer surface with
additional Impregum.
Evaluation:
The stimulus strength required to elicit a just notíceable twitch of the thumb, i.e., the
behavioural threshold (Tb), was 1.3 -~ 0.3 Volt (Mean f SD; n-17). Single rectangular
pulses of 0.3 ms (cathode proximal) were used, generated by a Grass S88 stimulator via a
Grass SIUS stimulus isolation unit. Adjustment of the behavioural threshold stimulus strength
during experiments appeared to be rarely necessary, indicating a constant impedance of the
cuff electrode.
There were no gross changes in the nerve as a result of the implantation of the cuff for
several days, although a slight reduction in the number of large diameter myelinated fibres
was evident in the part of the nerve which was enclosed in the cuff, as revealed by light
microscopy of myelin-stained cross-sections of the nerve. This reduction is probably due to
compression of the nerve caused by the growth of connective tissue within the cuff (cf. Stein
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et al., 1977). It is known that large diameter fibres are the first to suffer from compression,
whereas small diameter fibres remain relatively unaffected (Strain and Olson, 1975). We
have no indication (morphologically or electro-physiologically) that chronic stimulation
during a 2-day implantation period was affected by this problem.
IL7 CURRENT SOURCE DENSITY (CSD) ANALYSIS
The neurons of the central nervous system are embedded in a conductive extracellular
medium. When activated, ionic currents flow through their membranes, from the extra- to
the intracellular medium and viceversa. These ionic currents underly the synaptic potentials
and action potentials. The membrane currents form to extracellular sinks and sources. A
sink, confined to a certain area of the extracellular space, is a location where current
effectively flows from the extracellular space into the neuron. In a source there is a net
current in the opposite direction, flowing from the intracellular space into the extracellular
space.
Ionic currents, flowing from sources to sinks through the resistive extracellular medium,
generate potentíal gradients, which are generally referred to as field potentials (FPs) and can
be recorded with extracellular electrodes. Because these potentials are always measured in
respect to a certain reference, a direct interpretation of FPs in terms of their generators is
bound to be ambiguous (Nicholson and Freeman, 1975).
Current source density (CSD) analysis, first introduced by Pitts in 1952, tries to estimate
the spatio-temporal distribution of sinks and sources in the extracellular space from the
recorded electrical field. The technique has been further elaborated and applied by e.g.
Howland et al (1955), Freeman and Stone (1969), Nicholson and Llinás (1971), Haberly and
Shepherd (1973), Nicholson (1973), Nicholson and Freeman (1975), Freeman and Nicholson
(1975) and Mitzdorf and Singer (1979). An extensive review is given by Mitzdorf (1985).
The accuracy of the CSD method in localizing sinks and sources
was elegantly demonstrated by Nicholson and Freeman (1975). With micropipettes they
injected known current sources and sinks into the cerebellar cortex at different depths and
recorded FPs along the z-axis at equal distances of 50 pm. It appeared that neither the
amplitudes nor the reversal points of the FPs could indícate the con ect location of the
current sources and sinks, whereas the CSD analyses offered a quite accurate localization.
"Active" and "passive" sinks and sources:
A sink and source that form a current-loop between different parts of the same neuronal
element are said to form a sink-source configuration. At least one of them will be "active",
which implies that a change in membrane conductance underlies the current flow. Dependent
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of the ions involved this can be either a sink or a source. In case of an excitatory synaptic
action onto the apical dendrites of a pyramidal cell, an "active" sink will develop at the
synaptical site involving a change in permeability of the postsynaptic membrane for certain
ion species induced by the transmitter substance. This sink can be flanked by a"passive"
source at the soma and basal dendrites (if no other "active" processes are involved). In case
of an inhibitory synaptical action on the soma, an"active" source will develop at the soma,
flanked by a"passive" sink at the apical (and basal) dendrites. The interpretation of a CSD
profile must heavily rely on anatomical information to exclude this kind of ambiguity.
The relation between FP and CSD:
The calculation of the CSD from the electrical field, see eq. 1, is based on the assumption
that for the frequencies encountered during normal physiological activity (0 - 1kHz), the
capacitive, inductive and magnetic effects of the bioelectrical signals in the extracellular
space may be ignored. This allows a quasi-stationary Maxwell description of the electric
field and ofthe flow ofcurrent, restricting the properties of the extracellular space to simple
resistivity (Freeman, 1975). The CSD (Im) represents a continuous spatial distribution of
sinks and sources. The relationship between these two scalaz quantities, the potential (~) and
Im, is:
Im -- div 6. grad ~ [eq. 1]
where 6 is the conductivity tensor of the medium. A derivation of eq. 1 is given by e.g.
Nicholson and Llinas (1971) and Nicholson (1973).
Rectangular Cartesian coordinate system:
Expressing eq. 1 in a particular coordinate system is a prerequisite for making practical
measurements from which the CSD can be estimated. The choice of a certain coordinate
system has up to now always been in favor of the rectangular Cartesian coordinate system,
because of the basic intrinsic rectangulaz organization that various neuronal stuctures possess.
This holds especially for the cortices (neo-, paleo- and archicortex). The intrinsic axes of
these structures can be considered to be the principal axes x, y and z. Eq. 1 expressed in a
rectangular Cartesian coordinate system becomes:
d6 dd~ d2~ da d~ d2~ d6 d~ dzQ~
-Im-(-~-ta~ )~-(-.-t6. )f(-.-t6. )dx dx dxz dy dy dyz dz dz dzz
[eq. Z]
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The 1-dimensional CSD analysis:
In rat sensorimotor cortex, as is the case in many other cortices, a number of conditions
aze met which favor the assumption that current flows mainly along the vertical axis,
perpendicular to the cortical laminae, and only scarcely in the horizontal plane, parallel to
the laminae. These conditions include the following: Neocortical cells form numerous
connections with each other but the predominant connections are assumed to be fonned
between cells that are situated along one and the same vertical axis (i.e. the axis
perpendiculaz to the cortical surface crossing all 6 layers). In this way, columns of heavily
interconnected cells are created extending from the cortical surface to the white matter
(Mountcastle, 1957, 1979). The columns are dominated by large numbers ofpyramidal cells,
whose apical dendrites extend over considerable distances along the vertical axis (Hendry
and Jones, 1982). Ensembles of pyramidal cells in a certain area of cortex can be excitated
synchronously and uniformly, especially when caused by discrete (electrical) stimuli applied
to the afferent pathways of primary sensory cortices ( e.g. Mitzdorf and Singer, 1978).
The synchronous and uniform excitation of a cortical area should result in large vertical
voltage gradients and relatively small lateral gradients. In the cortical azea directly
sun ounding the "maximal P1-N 1 position" ( within a radius of 1 mm) the vertical potential
gradients indeed by far exceeded the horizontal gradients in magnitude. This is illustrated
in Fig. 17. The data in Fig. 17 were obtained from two different vertical tracts, sepazated
by I mm, both located in the area of maximal P1-N1 amplitudes. T'he assumption permits
to reduce the 3-dimensional CSD analysis to a 1-dimensional CSD analysis, where recording
of FPs along the vertical axis at discrete neighbouring locations suffices to quantify the
electric field.




so that eq. 2 reduces to:
da d~ dz~
-Im - - . - t a .
dz dz Z dz2 [eq.3]
Homogeneity and isotropy:
Tissue is considered homogeneous when the conductance is not a function of location. If
the tissue is approximately homogeneous, i.e.,
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Fig. 17. A: Two FP depth profiles recorded with a 12fold multi-electrode from two different sites,
separatedby 1 mm (AP-f2,LAT-S and AP-f1,LAT-S). Both penetration sites were located in the
part ojrat sensorimotorcortex where maximal epicortical PI-Nl amplitudes were obtained to median
nerve stimulation (3Tb, Ketamine anesthesia). As can be seen, potential gradients in the horizontal plane
were quite small compared to those along the vertical a.Yis. B: CSDs corresponding to the FPprofrles
in A. The two tracks revealed quite similar CSD distributions. Note that at AP-f 1 the multi-electrode
was positioned about 150 pm deeper into the cortex than at AP-t2. Vertical lines are drawn at 8 ms






then eq. 3 will reduce to:
[eq. 4]
This assumption is corroborated by several studies in which the relative conductivity along
the cortical z-axis was investigated (e.g. Haberly and Sheperd, 1973; Hoeltzell and Dykes,
1979; Rappelberger et al., 1981; Rodriguez and Haberly, 1989). These studies revealed quite





estimations of the CSD profiles in which the conductivity term was included with those in
which this term was omitted consistently showed only minor differences. This holds even
for the hippocampus (Wadman pers. comm.; Holsheimer, 1987), where much sharper
boundaries exist between soma and dendritic layers than in neocortex.
Anisotropy of the medium implies that conduction in a certain location is direction-
sensitive. Neuronal tissue is likely to be anisotropic (Freeman and Stone, 1969; Yedlin et
al., 1974; Hoeltzell and Dykes, 1979) as a consequence of the fact that fibertracts have clear
orientation. As long as the reduction to a 1-dimensional CSD is valid, anisotropy is identical
to inhomogeneity.
Estimation of the second derivative:
In order to determine the 1-dimensional CSD distribution, one has to estimate the second
order spatial derivative of the FPs. The simplest approximation is the so-called nearest-
neighbour second-difference method (Nicholson, 1973), in which FPs from 3 or 5 equidistant
locations (h) along the z-axis are used to estimate the CSD at the central point. If ~(z - h),
~(z) and ~(z -~ h) are 3 successive potentials, then the first spatial derivative at the point
z}'~zh can be approximated by
~(z f h) - ~(z)
h
and the first spatial derivative at the point z- ~2h by
~(z) - ~(z - h)
h
The second spatial derivative at the point z will then be approximated by
d2~(z) ~(z f h) - 2~(z) f~(z - h)
dzz ~ hz (Freeman and Nicholson, 1975)
Eq. 4 will then become:




The actual distances between the successive measuring points, which in the present study
were determined with a microscope equipped with a calibrated micrometer, can be
introduced into eq. 5. If the FPs measured with 3 consecutive electrode channels are ~1, ~2
and ~3, respectively, and the actual distance between ~I and ~2 is d1, and between ~2 and
~3 is d2, we can estimate the CSD by:
(~3 - ~2) (~2 - ~1)
d2 dl
'~z (d2 f d 1) [eq. 6]
For the homogeneous case 6 merely constitutes a scale factor related to conductivity. We
did not try to estimate its numerical value and will express the CSD amplitude in mvlmm2.
Malfunctioning of electrode channels:
In some acute intracerebral experiments one of the electrode channel malfunctioned (i.e.
channel 9 in rat 5, channel 4 in rat 11 and channel4 in rat 18), signaled by an unusual high
impedance. The FPs recorded by them revealed no gross abnormalities (apart from an
enlarged stimulus artefact). They were therefore not removed from the FP depth profiles.
However, in the corresponding CSD profiles abnormalities were seen as compared to profiles
not hampered by this problem. In these situations the malfunctioning channel was not used
and the CSDs were calculated using [eq. 6], locating it at the correct position in depth.
Obviously, this procedure implied a loss in resolution.
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CHAPTER III: THE P1-N1 TIME-PERIOD
IIL 1 INTRODUCTION
The primary response to stimulation of specific somatosensory afferents, recorded from
the cortical surface, has persistently been described in the literature as a fast bifasic
(positive-negative) wave of relatively large amplitude and relatively short duration (from
about 4 to 25 ms following stimulation at t-0) (e.g., Bishop and Clare, 1953; Steriade, 1984;
Di et al., 1990; Barth and Di, 1990, 1991). In the present study this response is called the
P1-N1 wave-complex. The response has been associated with the primary cortical processing
of the specific thalamocortical afferents, presumably dominated by excitatory synaptic
activities (cf. Bishop and Clare, 1953; Arezzo et al., 1981; Allison and Hume, 1981;
Steriade, 1984; Di et al., 1990; Barth and Di, 1990). In this Chapter, the neuronal activities
which form the generators of the P1-N1 wave-complex are investigated.
IIL2 METHODS
A full description of the methods used in the acute epicortical, the acute intracerebral and
the chronic intracerebral experiments is given in Chapter II. It also contains a description
of the manipulation of stimulus intensity, double pulse stimulation, pharmacological
manipulation by anesthetics and the quiet waking condition.
Although, in each intracerebral experiment, it was attempted to position the upper
electrode channel of the multi-electrode (channel 1) just beneath the cortical surface (in layer
I), histological verification of the produced lesions at the end of the experiments showed that
some variation existed in the depth of insertion of the electrode. In the recordings performed
in rat 12, channel 1 was located in the fluid just above the cortex. From this channel
passively conducted FPs were recorded (similar in appearance to the FPs recorded from
channel 2 which was located in layer I). The response from channel 1 was used in the
estimation of the CSD for channel 2(cf. Mitzdorf and Singer, 1978; Arezzo et al., 1986;
Vaknin et al., 1988; Cauller and Kulics, 1991), despite the conductivity changes associated
with the tissue-fluid boundary. This large conductivity gradient will influence the CSD.
Therefore, the CSD corresponding to channel 2 in rat 12 should be regarded with some
caution (Fig. 25). In rat 18 the electrode was positioned relatively deep in the cortex such
that the upper channel was located in layer III.
Grand average CSD:
Averages of CSD profiles across all animals could not be constructed by simply averaging
the individual CSD profiles, since considerable variation in the absolute thickness of the
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cortex and of individual layers existed among the animals (Fig. 23). Moreover, the depth of
insertion of the 12-channel multi-electrode varied among animals, despite the strategy to
position the upper electrode channel just underneath the cortical surface (under visual
control). The length of the electrode array (11 x 150 lrm - I6~0 pm) was not sufrlcient to
cover ail of the cortical thickness (on the average 1.9 mm). Consequently, some of the depth
profiles did not cover the upper part of layer II-III, while others did not cover the lower part
of layer VI.
IIL3 RESULTS
. EPICORTICAL DISTRIBUTION OF THE P1-N1 WAVE-COMPLEX
Fig. 18B shows a typical epicortical distribution of P1 and N1, recorded over the
sensorimotor cortex of the right hemisphere under Ketamine anesthesia. Across all animals
(n-13), employing a stimulus strength of 3Tb, it was found that:
(1) The response with maximal P 1-N 1 amplitude was quite consistently located at AP-} 1.3
f 0.28 mm (Mean } SD; range 1.0-1.8 mm), LAT-4.7 f 0.16 mm (range 4.4-5.0 mm). This
location was cleazly situated within SmI (Welker, 1971; see Fig. 18A). The variation in the
onset and peak latencies of P 1 and N 1 at the "maximal P 1-N 1 position" was quite small
across animals (Table I). However, the P1-N1 amplitude varied considerably (1.37 t 0.9
mV, range: 0.45-2.9 mV), as is illustrated in Fig. 19B.
(2) The P1-N1 amplitude tended to decrease with increasing distances from the "maximal
P1-N1 position" in all directions along the cortical surface (Fig. 18B and Fig. 19B).
(3) The areas where P1 and N1, respectively, were of large amplitude tended to overlap
considerably.
(4) At the "maximal P1-N1 position" the peak latencies of PI and N1 were the shortest (P1:
8.3 t 0.6 ms, N1: 12.7 f 0.6 ms, Mean t SD). With increasing distances from this site,
along the A-P dimension, the latencies tended to become larger ( Figs. 20A and B). A similar
tendency was found for the mediolateral (M-L) dimension (see Fig. 18B; found in 3 out of
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Fig. 18. Typical epicortical distribution of the PI-NI wave-complex over the sensorimotor cortex of the
right hemisphere. A: Schematic representation of the rat brain revealing the recording sites (). The
dashed line indicates the approximate border of Sml (Welker, 1971). The representation of the brain is
a modiftcation of the one used by Hall and Lindholm (1974). B: Distribution of epicortical responses






M 3.7 8.3 12.7
SD 0.2 0.6 0.6
range 3.4-4.1 7.6-9.7 12.0-15.4
f
0.4 mV
Table I. Onset andpeak latencies of
epicortically recorded PI and NI. Data from 7
rats were pooled (same animals as shown in Fig.
19B). Measurements were made on averaged
(n-100) responses reeordedfrom the "maximal
PI-NI po.sition"at 3 Tb. NB.: on.set latency ofNl
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Fig. 19. Consistency of the epicortical response across animals shown at several sites over the
sensorimotor cortex. A: Schematic representation of the ratbrain, revealing the approximate epicortical
recordingsites () alongtheanteroposteriordimension, includingthe "maximal PI-NI position". Dashed
line marks the approximate border of Sml (Welker, 1971). B: Simultaneous recordedaveraged (n-100)
epicortical responses to median nerve stimulation from 7 animals are superimposed (3 Tb, Ketamine
anesthesia).
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Fig. 20. Variation in onset andpeak
latency of PI and Nl, respectively, along
the anteroposterior dimension, including
the "maximal Pl-NI position".
Recording sites have a I mm spacing
(locations as depicted in Fig. 19A).
Latencies are defined with respect to the
time of stimulus administration (t-0). A:
The mean values of the onset andpeak
latencies (Mean t SD, n-7). Peak
latency of PI is equal to onset latency of
NI. B: Typical distribution of the P1-NI
response, from rat 9. "Maximal P1-NI
position" is at about AP-t1.5 mm.
The results sofar were based on averages (n-100). At the single trial level, however, a
remarkable phenomenon was encountered in all animals (illustrated in Fig. 21 and Fig. 22)
which was not apparent from the averages. In 180~0 of the single trials the amplitude of N1
was relatively large (2.75 mV), in 490~0 of the single trials the amplitude of N 1 was
relatively small (0.98 mV), while the remaining trials showed intermediate amplitudes (1.19
mV). The amplitude of N1 over all trials was 1.37 mV (the values are the averages from 6
animals; see Table II). However, the appearance and amplitude of P1 were not much
different across these groups. So this phenomenon appears to affect selectively N1. The
percentages were based, in each of the animals, on a single session of 100 trials (from which
usually averages were computed).
Fig. 21. Trial-to-trial variation in the epicortical response withln a single recording session. A:
Epicortical responses recorded from the "maximal PI-NI position" in 60 successive trials are
superimposed (inter-trial-interval-5 s; rat 9). Note the relatively large, heavily skewed, variation in the
amplitude ofNI compared to the relatively small variation in the amplitude of PI. Traces were baseline-
corrected. (3 Tb, Ketamine anesthesia). B: Various percentiles are shown for the total sequence of 100
trials (of which trial 1 to 60 are depicted in A). The scores shown represent the 97th, 90th, 80th, 701h,
60th, SOth, 40th, 30th, 20th, ]Oth and 3rd percentiles, respectively. The percentile rank of a specific
value concerns the relative location of this value within the distribution. It is defined as the percentage
of values which falls at or below this speciftc value. For example, the 80th percentile at a certarn time-
moment represents a value jor which holds that 80 r of the values, across all trials at this time-moment,
was equal or smaller than this value.
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~- s Fig. 2Z. Anteriorposterior
t2
5
distribution of averages ofsimultaneous
recorded epicortical responses which
~ had been selected for the presence of a
S relatively large and a relativelv small
Nl, respectively. The subsets were
~ derivedfrom a single session of 100
trials from rat 5. L: subset of trials
M (n-19) selected for the presence of a
S relatively large NI (upper traces at
each recording site); S: subset of trials







M relafively small NI (lower traces at
S each recording site); M.~ average of the
total set of trials (n-100) (middle
M lraces). Recording sites were located as
S depicted in Fig. 19A. Selection was
performed on the responses reeorded at
i AP-t1 (3 Tb, Ketamine anesthesia).
20
- I 0.4 mV
t
trials revealing trials revealing
a large N1 a small N1 all trials
X amplitude X amplitude amplitude
(mV) (mV) (mV)
M 18.3 2.75 49.3 0.98 1.37
SD 7.0 1.1 22.0 0.8 0.9
range 10-27 1.8-4.8 17-83 0.0-2.1 0.45-2.90
Table II. The mean percentages of trials, across animals (n-6), which revealed a relatively large NI,
crnd a relatively small NI, respectively. The mean amplitude of NI found in each of the subsets and in
the average of al! 100 trials are also given. One recording session of 100 trials was examined in each
animal (at 3 Tb).
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. 1NTRACEREBRAL FP RECORDINGS AND THE CORRESPONDING CSDs
(acute experiments)
Averaged FP depth profiles:
The waveform of the individually averaged (n-100) laminaz FPs was highly consistent
across the 8 animals investigated (6 of them are shown in Fig. 23). The FP depth profiles
revealed a rather characteristic spatio-temporal pattem of polarity changes. Pl was of
maximal amplitude in layer I(peak latency 7.2 t 1.1 ms) and extended into layer IV with
gradual decreasing amplitude and decreasing duration, but with constant onset latency (3.9
f 0.1 ms). N1 (peak-latency 12.2 t 1.1 ms in layer I) was the superficial end of a large
negative wave-complex which was manifest in all layers (except for the deeper part of layer
VI). This negative wave-complex, which dominated the depth profile, reached a maximal
amplitude in layer II-III (peak latency 9.9 f 0.7 ms) and diminished slowly into layers V
and VI. In upward direction, from halfway layer II-III to layer I, its onset and peak latency
gradually increased while its amplitude decreased. In the lower part of layer VI a positive
wave developed (peak latency 10.7 f 0.5 ms). The pattern just described (from 4 to 20 ms
latencies) can be visualized as a broad diagonal band of negativity running from the lower
left to the upper right, leaving two sites of positivity, one in the upper left corner, the other
in the lower right corner. Similar distributions of polarity are found in the FP depth profiles
in auditory cortex (e.g. Barth and Di, 1990), visual cortex (e.g. Vaknin et al., 1988) and
somatosensory cortex (e.g. Di et al., 1990). FP depth profiles evoked by direct cortical
stimulation (DCR) also revealed a similar polarity-pattern (e.g. Barth and Sutherling, 1988).
Single trial FP depth profiles:
Within animals there was a rather large trial-to-trial variability in waveform, which was,
however, not randomly distributed in time. Usually, trial-to-trial homogeneity of single
event-related potentials is inherently assumed when applying averaging. In the present study
the trial-to-trial variation was restricted in time and space in a specific manner. Its most
prominent features (illustrated in Figs. 24, 27, 28 and 29) were:
1) A large variability in the amplitude of a relatively fast distinct potential component with
a peak latency of about 7.5 ms and a duration of about 1.5 ms. The potential was of positive
polarity in layers I-IV and of negative polarity in layers Vb and VI (reversal of polarity in
layer Va). In Chapter IV on the fast synchronous components, the depth distribution of this
potential is labelled as the p3InI configuration. It was manifest in about 200~0 of the trials,
whereas other trials revealed no such a configuration at all (about 230~0) or some intennediate
form (see Table III).
2) A considerable vaziation in the maximal amplitude of N1 in layer I-II, whereas the
maximal amplitude of P1 (layer I-II) showed a relatively small variability (similar results
















































Fig. 23. Averaged (n-100) FP depth profiles recorded in 6 animals (rats 5, 7, 9, I1, 12, 18; acute
experiments) are shown, to illustrate the consistency in waveform across animals. At t-0 the median
nerve was electrically stimulated (3 Tb). ln this and the following figures in which depth profrles are
shown, the cortical laminae are indicated by Roman numerals at the lef't-hand .cide the profrle. h~ ra[ 12,
the upper channel was situatzdjust above the cortical surface. Note the differences between animals in














Table III The percentage of single trials which revealed a relatively
large and distinct p3~n1, and which revealed no (or a very faint) p3~n1,
respectively, are given jor each animal. On the remaining trials
(56.8 r) intermediate forms ofp3~n1 were present. In each of these
animals a single session of 100 trials was examined (Ketamine
anesthesia, 3 Tb).
A distinct p3lnI configuration and a large N1 always coincided, i.e., the one never
occurred without the other. Also, a small N1 and a very small or absent p3InI always
coincided, and an N 1 of intermediate amplitude and a p3lnI of intermediate amplitude
always coincided (Figs. 24, 27, 28 and 29). This phenomenon was encountered in 8 out of
8 animals.
CSDs corresponding to the laminar FPs:
In Fig. 25 the CSDs estimated from the FPs depicted in Fig. 23 are shown. The sinks and
sources described below were identified in all 7 rats investigated, unless noted otherwise.
Sinks are marked by a letter: sink-a, b, c, d, e and f. Sources are marked by a number, most
of them were split up in A and B on the basis of latency changes with depth: source-lA, 1B,
2, 3A, 3B, 4A and 4B (A denotes a more superficial location than B). The sinks and sources
were identified on the basis of correspondence between animals in onset latency, peak
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-I o.5 mV.
Fig. 24. Illustration of the trial-to-trial variability of the intracorticaJ FP responses. A and B were
derived from the same set of !00 trials (stimulus frequencv 0.2 Hz, 3 Tb, Ketamine anesthesia; rat S).
A: The averages of the following sets of trials are superimposed.~ 1) all trials (uninterrupted lines,
n-100), 2) trials selectedfor the presence of a distinct p3InI, with a peak latencv of 7.5 ms (dotted lines,
n-17), 3) trials selected for [he absence ofp3~nl (dashed lines, n-9). B: Various percentiles are shown
for the total set of 100 trials. The traces represent the 98th, 75th, SOth, 25th and 2nd percentiles,































































Fig. 25. CSD profiles corresponding to the averaged (n-100) FP depth profrles shown in Fig. 23,
illustrating the consistency of the CSD distribution across animals. The identified sinks (a to ~ and
sources (1 to 4) are indicated. N.B.: The upper trace in the profile of rat 12 (dashed line) needs to be
regardedwith caution since it made use of channel-1 which was located just above the cortical surface
(see IV.2 methods).
onset latency (ms) peak latency (ms) duration (ms)
layer M SD range M SD range M SD range N Nt
sink-a border IVIVa 4.9 0.4 4.2-5.5 6.2 0.7 5.4-7.5 2.4 0.6 1.4-3.5 7 7
sink-b border III7IV 5.6 0.3 5.2-6.0 7.8 0.3 7.4-8.3 5.8 1.0 4.8-7.4 7 7
sink-c halfway IIBIII 6.6 0.3 6.1-7.0 9.1 0.5 8.5-9.8 9.7 2.0 7.3-10.0 6 6
sink-d border IIiI 8.7 0.9 8.1-9.7 11.8 0.5 11.5-12.3 11.3 0.9 10.3-12.0 3 3
sink-e border Vb7VI 5.0 0.3 4.5-5.4 7.4 0.2 7.3-7.7 12.2 4.0 4.5-16.0 7 7
sink-f Vb 6.7 0.8 5.2-7.4 8.5 0.6 7.7-9.5 5.7 3.3 2.6-9.5 7 7
source-lA border IIII 4.7 0.5 4.3-5.2 7.4 0.8 6.5-7.9 4.0 1.2 3.2-5.4 3 3
source-16 halfway IIBIII 4.4 0.4 4.0-5.2 5.8 0.3 5.3-6.1 2.1 0.3 1.7-2.5 6 6
source-2 III 11.2 0.9 10.2-12.0 13.8 1.3 12.4-15.5 7.8 0.5 7.0-8.2 5 7
source-3A border IVIVa 7.2 0.3 6.9-7.6 8.5 0.4 8.0-9.0 2.8 1.6 2.2-5.1 5 5
source-3B Va 5.5 0.6 5.0-6.5 8.0 0.3 7.7-8.5 9.9 5.6 5.9-20.0 6 6
source-4A upper VI 6.1 0.9 5.0-7.4 9.6 0.6 6.6-10.4 8.6 1.8 5.5-10.7 7 7
source-46 middle VI 5.2 0.4 4.8-5.8 8.2 0.5 7.7-8.7 11.2 1.1 9.7-13.0 6 6
Table IV. The onset latency, peak latency and duration of the identified sinks (a to~ and sources (1
to 4) are given. Data from 7 animals were pooled. Nt indicates the number of animals in which a
specified cortical depth ("layer') was monitored (depending on the depth of insertion of the multi-
electrode). N indicates the number of animals from these groups in which !he specifted sink or source
was found.
A grand average CSD is shown in Fig. 26. The procedure for computing the grand average
CSD was as follows:
The grand average CSD was based on individual CSD profiles from 6 of the 8 animals
(which are shown in Fig. 25). The results from 2 animals were excluded because they
contained 2 successive malfunctioning electrode channels each. The lamination of the
profiles was based on histological verification of the lesions and on the assumption that
identified sinks and sources occupied corresponding layers in each animal. (In 4 animals
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Fig. 26. Grandaverage CSD across
animals (n-6). The number of rats on
which each trace was based is indicated
on the right-hand side between
parentheses. The identified sinks (a to
~ and sources (1 to 4) are indicated. In
the construction of this profile from the
individual profiles (which are shown in
Fig. 25), account was taken of variation
between animals in the thickness of the
cortical layers, and in the depth of
insertion of the multi-electrode.
T'he average of these individual laminations was used as the "standard-lamination" for the
grand average. A linear interpolation was performed upon each individual profile (3 traces
were interpolated between successive channels which increased the total number of traces
from 10 to 37). Next, from each individual profile of 37 traces, those traces were selected
which corresponded best with 13 predetermined sites along the standazd-lamination at 150
~m separation. To this end, for each of the predetermined sites along the standard
lamination, the distance to the borders of the layer in which the site was located was
expressed as a percentage of the diameter of that layer. For example, when a predetermined
site in layer II-III of the standard-lamination was located at a distance from the layer I~II
border equal to 35a~o of the diameter of the standard layer II-III, in each individual profile
(37 traces) the trace was selected which was located at the corresponding relative position.
The selected traces were averaged; the number of rats used for averaging at each
predetermined site are indicated on the right-hand side of Fig. 26.
All sinks and sources identified by means of compazisons of CSD profiles obtained from
individual animals were found in the grand average CSD, which indicates a large consistency
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across animals. All analyses were performed separately upon each animal (n-7).
Sinks:
The averages given below are computed from values obtained in individual animals (not
from the grand average; see Table IV). The eazliest sinks were found in the layer IVN
border (sink-a, onset latency 4.9 ms), and in the layer VNI border (sink-e, onset latency 5.0
ms). Although sink-a was of quite small amplitude, it is included in this description since
it was found in all 7 animals. The CSD distribution in the supragranular layers was
dominated by a large sink-complex of which the onset and peak latency increased with
decreasing distance from the cortical surface: sink-b, sink-c and sink-d, respectively. They
were treated as sepazate sinks because of their different onset and peak latencies. Of these
3 supragranular sinks, sink-b, located in the layer IIUIV border or in the lower part of layer
III, was of eazliest onset and peak latency (5.6 ms and 7.8 ms, respectively). Followed by
sink-c, located halfway layer II-III (onset latency 6.6 ms, peak latency 9.1 ms), and sink-d
located in the border of layer UII (onset latency 8.7 ms, peak latency 11.8 ms). Maximal
amplitudes of sink-c and sink-d were 2-3 times as large as that of sink-b.
With similaz onset latency as the small sink-a in the layer IVN border, sink-e developed
in the layer VNI border. The extension of sink-e in upward direction is called sink-f
(located halfway layer Vb). With respect to sink-e, sink-f was of increased onset latency (6.7
ms vs 5.0 ms) and of decreased duration (5.7 ms vs 12.2 ms). In some recordings sink-f in
layer Vb contained a prominent fast peak (duration 1.3 f 0.08 ms; see rat 5 and rat 11 in
Fig. 25).
Sources:
The supragranular sink-complex was flanked by 3 sources: source-1, 2 and 3. Source-1
was located in the layer I~II border, directly above the early part of sink-b and sink-c. Its
deeper part (source-1B), located in layer II, was of quite short duration (2.1 ms) and of
relatively small amplitude. The extension towazds layer I(source-lA) was associated with
an increase in both duration (4.0 ms) and amplitude. Source-2, located in layer III, was of
quite small amplitude (sometimes hardly discernible).
The source-complex situated in between the supragranular sink-complex (sink-b, c, and
d) and the infragranular sink-complex (sink-e and f) was called source-3. It was located in
layer Va (source-3B) and the layer NN border (source-3A). The onset latency ofsource-3A
was consistently larger than that of source-3B and its duration shorter.
The infragranular sink-complex was flanked by sources directly above in layer Va (source-
3) and directly below in layer VI (source-4). Source-4A (peak latency 9.6 ms) was located
in the upper 1~3 of layer VI, source-4B (peak latency 8.2) was located in the middle ll3 of
layer VI. In the lower ll3 of layer VI, directly bordering the white matter, no source (or
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sink) was found.
In the proíiles in which sink-f in layer Vb contained a fast peak at about 7.5 ms latency
(duration 1.5 ms), source-3 in layer Va contained a fast peak of similar latency and duration
(Fig. 25: rat 5 and rat 11).
On the basis of proximity of prominent sinks and sources, two large sink-source
complexes can be discemed. One located mainly in the supragranular layers which will be
called the "supragranular sink-source complex" (sink-b, c and d, and source-l, 2 and 3), the
other located entirely within the infragranular layers which will be called the "infragranular
sink-source complex" (sink-e and f and source-3 and 4).
Single trial CSD depth profiles:
CSDs were estimated from averages of subsets of trials which had been selected for the
presence of the p3InI configuration (called the "yes-p3~nI subset") or absence of the p3~nI
configuration (called the "no-p3~nI subset") (illustrated in Figs. 27, 28 and 29; see Table III).
The CSD distribution corresponding to p3~nI consisted of a distinct fast sink in layer Vb
(duration 1.3 t 0.05 ms), flanked by an equally fast source just above in layer IV, with a
transition zone in layer Va. In the CSDs estimated from the no-p3~nI subsets, such a sink-
source configuration was absent. This fast sink-source configuration was encountered in all
animals investigated, although the maximal amplitude of the sink (106 f 78 pVlmm2, range
38-230 pV~mmz) and source varied across animals.
Furthermore, comparison of the CSD profiles of the two types of subsets (Figs. 28 and
29) revealed that the maximal amplitude of sink-d had increased by 1720~o in the yes-p3InI
subsets with respect to the no-p3~nI subsets, whereas the maximal amplitudes of sink-b and
sink-c had increased only slightly (on the average 80~o for sink-b and l00~o for sink-d; see
Table V). In only 3 rats was the upper electrode contact located sufficiently superficial to
reveal the CSD in the layer I~II border, i.e., sink-d. Two of them are included in Table V,
the third one (which was omitted because of malfunctioning of two of the middle channels)
did corroborate the findings about the supragranular sink-source complex. The onset latency
of sink-d in the yes-p3~nI subsets was consistently about 0.5 ms shorter than in the no-p3InI
subsets (Figs. 27, 28 and 29).
In addition to the large increase in the maximal amplitude ofsink-d, the yes-p3InI subsets
were also characterized by a great enhancement of the amplitude of source-2 (increase by
6500~0; in 4 out of the 6 animals source-2 was absent in the no-p3~nI subsets). The maximal
amplitudes of the remaining sinks and sources were quite similar in both types of subsets.
The enhancement of source-2 was comcomitant with a decrease in the duration of sink-c
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Fig. 27. A and B: Two single trial FP depthprofrles, accompanied by the corresponding CSDs, which
had been selectedfor the presence (A; trial 95) and absence (B; trial 47) of a distinct ni in layer Vb,
respectively. The trials belonged to the same recording session (n-100,- Ketamine, 3Tb, rat 5). Stimuli
were applied at 5 s intervals. Vertical line at 7.6 ms after stimulation (t-0) indicates the time at which
the p3~nl configuration reached a maximal amplitude. The sink and source associated with the p3~nl
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Fig. 28. Averaged FP depth profrles (lejt-hand side) and the corresponding CSDs (right-hand side) of
two selected groups of trials are superimposed. One group was selected for the presence of a distinct
nl (n-17; thick lines). The other group was selected jor the absence of nI (n-9; thin lines). The two
groups were selected from one and the same set of 100 trials (inter-tria! interval 5 ms; rat 5). ['ertical
line marks 7.6 ms after stimulation at t-0. The sink and source associated with the p3~nl confrguration
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Fig. 29. Profiles, analogous to those presented in Fig. 28, derivedfrom another animalfor comparison
(rat 11). One group of trials was selected for the presence of a distinct nI (n-12; thick lines), the other
for the absence of nl (n-12; thin lines). The p3~nl configuration reaches a maximal ampliude at 7.5 ms
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With increasing stimulus intensities (0.6 Tb to 8 Tb) the following trends were found in
theFP and corresponding CSD depth profiles: At stimulus intensities below the threshold for
eliciting a twitch of the thumb (0.6 Tb - 0.9 Tb) the FP response consisted of a positive
wave in layer I-II, which reversed polarity in layer II-III and extended as a negative wave
throughout the cortical depth (found in 3 out of the 3 rats in which these relatively low
intensities were employed). In 1 animal (rat 5, Fig. 30) an additional eazly positivity
developed in the lower part of layer VI. With increasing stimulus intensity the negative
wave-complex extended into layer I(N1), while its onset latency, peak latency and duration
decreased with increasing intensity. Simultaneously with the development of N1 in layer I,
a positive wave developed in layer V and VI, eventually resulting in the distribution of
polazity described in Section III.4. From about 1 Tb onwards, some fast synchronous
components were superimposed on the relatively slow FPs, between about 4- 12 ms
following stimulation (these fast components are analysed in Chapter IV).
In the CSDs corresponding to the FP profiles at stimulus intensities below 1 Tb, sink-c
(located halfway layer II-III) was most prominent (in 3 out of the 3 rats; rat 4, 5 and 7).
Sink-d was present in rat 5(Fig. 30), barely discernable in rat 4 and absent in rat 7(Fig.
31), at 0.7-0.9 Tb. In rat 7 source-1 was located directly above sink-c (Fig. 31). Sink-e
waspresent in 3 out of the 3 rats, sink-f in 2 out of the 3 rats, at these low intensities.
With increasing stimulus intensity, all sinks and sources increased in amplitude. Sink-c
andsink-d showed the largest relative and absolute increases in amplitude (see Figs. 30, 31
and32). From 3 Tb to 9 Tb, sink-d increased by 85a~o (absolute increase 68 pV~mm2) and
sink-c increased by 37a~o (absolute increase 101 pVlmm2), whereas sink-b only increased by
15o~o(abolute increase 26 pVlmmz) (results were based on 4 rats, each of which received
stimulation at 3 Tb and 9 Tb). Concomitant with the increase in amplitude of sink-d, source-
2 developed. In addition to the increases in amplitude, the duration of all identified sinks and
sources shortened, except for sink-d and source-2 (see Fig. 32; Table VI). The shortening
of the duration of sink-c coincided with the development of source-2 in the same cortical
depth.
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Fig. 30. FP depth profiles (A) and their corresponding CSDs (B) evoked by electrical stimulation of
the median nerve with increasing stimulus intensities: 0.7 Tb, 0.9 Tb and 8 Tb (Ketamine anesthesia;
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Fig. 31. SupragranularFP depth profrles (A) and their corresponding CSDs (B), evoked at increasing
stimulus intensities: 0.7 Tb, 3 Tb and 8 Tb (Ketamine anesthesia; rat 7). In this example the
simultaneous development of sink-d andsource-2 with increasing stimulus intensity is clearlyshown. Note
the difference in amplitude calibration between 0.7 Tb and 3 Tb.
duration (ms)
stim- 0.7 Tb stim- 3 Tb stim- 9 Tb
M SD n M SD n M SD n
sink-a 7 1.4 2 2.1 0.7 4 2.1 0.6 4
sink-b 21 3.6 3 7.9 3.4 4 7.8 3.9 4
sink-c 21 1.2 3 9.7 0.7 4 8.4 0.9 4
sink-d 13 - 1 10.0 1.8 3 11.6 0.7 3
sink-e 22 1.5 3 9.7 3.8 4 9.7 3.8 4
sink-f 20 7.8 2 3.8 0.8 4 4.4 0.8 4
Table VL The durations of
sink-a to f are shown at
increasing stimulus
intensities: 0.7 Tb, 3 Tb and
9 Tb. Stimulation at 0.7 Tb
was applied in rat 4, 5 and
7, stimulations at 3 Tb and
9 Tb were applied in rat S,
7, II and 12. N indicates
the number of rats that
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Fig. 32. Illustration of the decrease of the duration of sink-c, in contrast to the rather constant duration
of sink-d, when the stimulus intensity is gradually increased from 0. 7Tb via 0. 9Tb and 3Tb to BTb;
rat 5).
Double pulse stimulation:
Test pulses delivered less than 40 ms after the conditioning pulse did not elicit a cortical
response. At ISI~O ms a small amplitude FP wave-complex developed of which the onset
latency, peak latency and duration were relatively long. With increasing ISI the second
response resembled the fust more and more, and eventually, at ISI-100 ms, their amplitudes
were similar (Fig. 33). However, at ISI-100, the onset latency, peak latency, rise-time and
duration were still somewhat larger than those of the first response (Table VII). These were
consistent findings in the 3 experiments in which double pulses at varying ISIs were applied.
The CSD data were limited because of malfunctioning of certain channels. They suggested
that the first sinks to appear (at about 40 ms ISI) were sink-b, c, d and e, while sink-a and
f were absent. With further increasing ISI sink-d and source-2 tended to develop
simultaneously.
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Fig. 33. Double pulse stimulation. The FP depth profiles (A) and the corresponding CSDs (B) are
shown in response to a conditioning stimulus (Ist; left-hand side) and to test stimuli delivered at various
delays from the conditioning stimulus (30, 40, 60 and 100 ms). In this experiment the multi-electrode was
positioned relatively deep in the cortex as a consequence oj which layers I and II were excluded from




onset latency peak latency rise-time duration
(ms) (ms) ( ms) (ms)
M range M range M range M range
2.2 1.1-3.3 3.5 2.0-4.9 1.2 0.4-1.9 6.1 5.7-6.4
Table VII Double pulse stimulation. The differences of the onset latency, peak latency, rise-time and
duration of [he response to the Ist stimulus and the response to the lnd stimulus are given (ISI - 100
ms). Measurements were made from the large negative wave-complex in layer III (in which layer this
complex was of maximal amplitude), in two rats under Ketamine anesthesia (3 Tb). Onset and peak
latencies were determined with respect to the time of administration of the respective stimuli. The rise-
time of the initial limb is equal to the difference behveen peak latency and onset latency. Duration was
ciefined as the interva! between the points where the rising andfalling limbs of the negative wave-
complex crossedIhe zeropotential line. A1! 4 parameters were oflargest value in the response to the 2nd
stimulus.
At ISI-100 ms the CSD was similar to the CSD corresponding to the response to the first
pulse. More experiments are needed to make reliable inferences about the changes in CSD
distributions with increasing ISIs.
The fast synchronous components which were clearly visible as small inflections on the
contour-line of the response to the conditioning stimulus (throughout the cortical depth),
were abseni in the response to the test stimuli at each ISI employed in this study (including
ISI-100 ms; see Chapter IV)
Pentobarbital versus Ketamine anesthesia:
At least two differences were immediately evident when recordings under Pentobarbital
and Ketamine were compared (at identical stimulation strengths, usually 3 Tb):
1. Amplitudes of corresponding FPs were larger under Pentobarbital than under Ketamine:
in epicortical recordings a two-fold increase in Nl amplitude was seen (rat 17; Fig. 34), and
in intracerebral recordings, the maximal amplitude of the large negative wave-complex
(located in layer III) showed a 1.5 fold increase under Pentobarbital (n-3; rats 16, 18, 19).
The onset latency, peak latency, duration and rise-time of the negative wave-complex also
tended to be larger under Pentobarbital than under Ketamine.
2. The fast synchronous components which were so conspicuous in recordings under
Ketamine, were absent or reduced in amplitude under Pentobarbital (probably depending on
the depth of Pentobarbital anesthesia) (see Chapter IV).
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Fig. 34. Averaged (n-100) epicortical recordings
made at the "maxin:al PI-1V1 positior." under
Ketamine anesthesia (continuous line) and
Pentobarbital anesthesia (dashed line),
respectively. 3 ~~ hours elapsed between the two
recordings. Pentobarbital was injected directly
after the recording under Ketamine, with







Comparison ofrecordings under Ketamine, during the recovery from Ketamine and during
the subsequent "quiet waking condition" (rats 14, 15, 16, 19) revealed a gradual increase of
all potential amplitudes. The maximal amplitude of the dominant negative wave-complex
located in layer III showed a 3-fold increase after complete recovery (Fig. 35). The fast
synchronous components were also recovered in the anesthetic-free condition (see Chapter
N for details).
Fig. 35. The effect of recovery from Ketamine
anesthesia upon the primary cortical response.
The traces shown are averages (n-100)
successively recorded from one and the same
electrode contact located in layer III (rat 16).
Uninterrupted line: recording under Ketamine
anesthesia (50 mg~kg with supplements as
necessary); interrupted line (long stripes):
recording under light Ketamine anesthesia,
3 hours after the last Ketamine injection;
interrupted line (short stripes): recording
without anesthesia in the "quiet waking











Our primary epicortical P 1-N 1 wave-complex is in good agreement with other studies
employing similaz paradigms in the visual, auditory and somatosensory cortices in a variety
of species (e.g., Bishop and Clare, 1953; Arezzo et al., 1981; Allison and Hume, 1981;
Steriade, 1984; Kulics and Cauller, 1986; Di et al., 1990; Barth and Di, 1990, 1991; Cauller
and Kulics, 1991). Kulics and Cauller showed recordings that consistently contained N1, but
they ignored this. They preserved the term N1 for our N2 (see Chapter V).
The large variation in the amplitude of N1 within animals could reflect differences in the
strength of the intracortical projection upon layer I-II. This will be discussed later in
conjunction with the variability in waveform in the depth recordings. The encountered
differences between animals in the absolute amplitude of the P 1 and N 1 amplitude could
arise from differences in level of anesthesia, temperature or from the degree in which the
assumed projection site of the specific thalamocortical fibres matched the actual projection
site.
With increasing distances from the "maximal P 1-N 1 position" the onset and peak latencies
ofboth P1 and N1 increased (Fig. 20), which suggests that intracortical processing along the
horizontal dimension exists (cf. Luhmann et al., 1990). This fmding limits the extent of the
1-dimensional CSD analysis to a small local area and could in extreme cases lead to the
interpretation of a lateral current as a sink or source. To minimize this error the intracerebral
electrode was positioned in the centre of the area of maximal P 1-N 1 amplitudes. It was
shown that intracerebral recordings made within this area, sepazated by 1 mm, revealed
similar FP and CSD profiles, in which the changes along the vertical dimension by far
exceeded those along the horizontal dimension.
Intracerebral recordings:
The CSD distribution suggested a dual projection from the VPL onto different layers of
the same area of the sensorimotor cortex (reflected by sink-b and sink-e, respectively). Such
a dual projection has been previously described (Herkenham, 1980; Landry and Deschênes,
1981; Jones, 1981), though much more attention has been paid to the larger of the two,
which projects to layer III-N. Classically, the specific thalamic afferents were believed to
terminate almost exclusively on stellate cells of layer IV (Ramón y Cajal, 1922; Lorente de
Nó, 1938). There is now evidence that these afferents are capable of forming synaptic
terminals on any dendrite that traverses the layers onto which the projection is aimed (Jones,
1975, 1986; Peters and Fairen, 1978; Freund et aL, 1985a,b; Benshalom and White, 1986).
The large somata of the pyramidal cells, however, do not receive thalamic afferents (Gazey,
1971; Strick and Sterling, 1974).
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Fig. 36 summarizes the basic sink-source configurations which occur during the P1-N1
time period, in response to median nerve stimulation, as suggested by the present data. Time-






Fig. 36. The basic sequence of sink-source conf:gurations, in response to median nerve stimulation
under Ketamine anesthesia, during the PI-NI timeperiod (0 - 20 ms latencies following stimulation;
open arrow indicates the time of stimulus administration at t-0). The configurations are indicated on
the schematical drawing of two pyramidal cells whose somata are located in layer III and V,
respectively. These cells are thought to form the major anatomical substrate for membrane currents
detected with the CSD method. Segments of the cells where inward membrane currents prevai! (sinks)
are hatched, segments where outwardmembrane currentsprevail (sources) are dotted. Sinks andsources
are labelled as in Fig. 25. Timing of the successive sink-source configurations with respect to the
epicortical FP response is indicated by arrowsat top.
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Sink-a:
Sink-a (not shown in Fig. 36) was encountered in each animal (see Fig. 25), despite its
relatively small amplitude. It is the first sign ofactivity. The complementary source of sink-a
is not directly evident, possible candidates being source-1B (layer II-III) and the early part
of source-3B (layer V). Or, because of the small amplitude of sink-a, the distributed
accompanying source could be too small to be detected. The physiological activity which
is reflected by sink-a remains to be elucidated. Taking into account its early onset latency
(sink-a starts about 0.7 ms earlier than sink-b) and small amplitude, sink-a might reflect the
synaptic activation of layer IV stellate cells. Its small amplitude could be due to cancellation
of most of the currents: synaptic activation of cells of which the dendrites are oriented
radially (as holds for the stellate cells) will result in "closed fields", in which the radially
symmetric currents tend to cancel each other (Lorente de Nó, 1947; Llinas and Nicholson,
1974). Hence, synaptic activation of radial cells is difficult to detect by the CSD method.
Altematively, sink-a might reflect the branching of thalamo-cortical fibres in the cortex.
Single afferent myelinated tibres branch into numerous unmyelinated fibres just before
reaching their layer of termination (see Fig. 3, Chapter I; Landry and Deschênes, 1981). This
event is thought to be signaled by a small sink near the branching point in the layer IV-V
border (cf Mitzdorf and Singer, 1980). This would imply that a similar small sink should
be present just below sink-e. Such a sink was in fact consistently found (see Fig. 25). It has
also been postulated that the depolarization of the axonal plexus in the layer(s) of
termination would generate a distinct extracellular sink within the confines of the terminal
plexus, flanked by a source in deeper layers (Schroeder et al., 1991; Steinschneider et al.,
1992). Timing and location of sink-a and of the early small sink just below sink-e, seem
compatible with a depolarization of the terminal branches. The necessary, loop-closing,
passive sources should be very small, since they are distributed over a relatively large part
of the thalamocortical fibres, compared to the part occupied by the active sink.
Sink-b:
Sinks-b to f were of considerably larger amplitude than sink-a. Most likely, these sinks
were located in the dendrites of pyramidal cells. The CSD method will preferentially detect
currents generated at the membranes of pyramidal cells. The elongated structure of these
cells permits a sufficient spatial separation of sinks and sources to be detected with the 150
pm electrode distance that limits our spatial resolution. Their orderly arangement in the
cortical layers ensures that, in case of a uniform activation, net CSD distributions are
detectable afrer volume averaging of the individual membrane currents (Llinas and
Nicholson, 1974; Mitzdorf; 1985). Sink-b is most likely complemented by source-lA located
more superficially in layer I-IL CSDs were not available for layer I because it is adjacent
to the border of the tissue which will introduce a large change in conductivity and make
adequate estimation difficult to impossible. Still, it is assumed that source-lA extends into
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layer I, with increasing duration and magnitude (cf Bode-Greuel et al., 1987). This
assumption is based upon the following:
(1) Ideally, the sum of sinks and sources from white matter to cortical surface. should be
zero at each time-moment, because the total of inward and outward currents balance each
other at each time-moment (cf. Vaknin et al., 1988). Usually, this will not hold because
several assumptions made for the 1-dimensional CSD analysis will influence this balance
(see Chapter IL7). The finding that the supragranular sink-complex was to a large extent
unbalanced by sources does, however, suggest the presence of a considerable source in the
upper part (layer I) of the cortical depth.
(2) The relatively large P 1 in epicortical recordings suggested the existence of a considerable
source in the superficial layers.
(3) The upper trace in the CSD-profile of rat 12 (see Fig. 25) which corresponded to layer
I(the upper electrode-channel was located just above the cortical surface in the liquor)
revealed a very robust source-1 A.
A configuration consisting of sink-b and source-lA suggests that layer III pyramidal cells
- whose dendritic processes extend from layer III-IV to layer I- are involved. Since layer
III-IV is also traversed by the middle part of the apical dendrites of layer V pyramidal cells,
these cells might additionally be involved. However, their role is expected to be relatively
small since apical dendrites offer fewer opporiunities for thalamocortical fibres to establish
synaptic contacts than basilar membranes. Anatomy suggests that sink-b most likely consists
of active inward currents, associated with excitatory synaptic actions at the basal dendrites
and soma, induced by the monosynaptic thalamocortical afferents (thalamocortical synapses
are excitatory, Jones and Powell, 1970; Ferster and Lindstrom, 1984). Source-lA most likely
consists of passive outward currents located in layer I-II on the apical dendrites.
Sink-c:
The complementary sources of sink-c are not directly evident from the CSD profiles. It
is assumed that sink-c is flanked by two sources, one located above in layer I(source-lA),
the other located below in layer III-IV (source-2). Thus, source-lA (which is assumed to
extend into layer I for the reasons given above), is thought to complement both sink-b and
sink-c. The other source which might complement sink-c, i.e., source-2, is of relatively small
amplitude. It is assumed that the small amplitude of source-2 resulted from cancellation due
to a considerable overlap with a part of sink-b (and also with a part of sink-c, see below).
Evidence for this notion comes mainly from the experiments in which the stimulus strength
was varied. With increasing stimulus intensity the durations of sink-b and sink-c decreased,
whereas the duration of sink-d did not change much (Fig. 32). The unexpected, selective,
decrease in the duration of sink-b and sink-c can be explained by assuming that both sink-b
and sink-c have a considerable overlap in time and space with source-2, and hence are
masked by source-2. Alternatively, it could be argued that the shortening of the duration of
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sink-b and sink-c with increasing stimulus intensity was due to a progressively stronger
recurrent inhibition or afterhyperpolarization.
There is anatomical evidence indicating that both monosynaptically activated cell types
(i.e. the layer IV stellate cells and the layer III pyramidal cells) project heavily onto the
supragranulaz layers. The stellate cells do this by means of their efferent axons, the
pyramidal cells by means of axon-collaterals (Szentágothai, 1975, 1984). Both cell types are
assumed to be excitatory (Szentágothai, 1975). The upward directed axon(-collateral)
establishes "cartridge" or "rope ladder" synaptic contacts with the apical dendrites, whose
orientation is parallel to that of the ascending axons (Szentágothai, 1975; Eccles, 1984; see
Fig. 2, Chapter I). These axon-collaterals will induce the lazge sinks because of the ample
opportunity to form multiple synaptic contacts (cartridge synapses).
The source-lAlsink-clsource-2 configuration is confined to the supragranular layers which
are primazily the domain of the layer III pyramidal cells and, to a lesser extent, of the apical
dendrites of layer V pyramidal cells. Most likely, sink-c reflects the active depolarization of
the apical dendrites of layer III and V pyramidal cells halfway layer II-III, mediated by
disynaptic excitatory intracortical connections. These connections aze formed by the axons
of layer N stellate cells and the proximal axon-collaterals of layer III pyramidal cells (cf.
Mitzdorf and Singer, 1980). Its passive source-lA is generated at the distal apical dendrites,
the passive source-2 at the basilar dendrites of layer III pyramidal cells and at the proximal
apical dendrites of the layer V pyramidal cells.
The differences in onset and peak latency between sink-c and sink-b (1.0 ms and 1.3 ms,
respectively) could be explained by assuming that these sinks are sepazated by a single
synaptic delay. Durations of synaptic delays in the cortex aze reported to be of this order of
magnitude (e.g. Desmedt and Cheron, 1980). Altematively, different amplitudes of
overlapping sinks and sources in layer I-III without delays might also be able to explain the
configuration. The strict separation of sink-b and sink-c is a simplification, since there will
inevitably be some overlap of projections in time and space.
Sink-d:
Besides being complementary to sink-c, source-2 is also likely to be complementary to
sink-d. The large difference in amplitude and onset and peak latencies of sink-d compared
to source-2 can be explained by assuming that an overlap of sink-c with source-2 existed.
There are no indications that a source complementary to sink-d is located above sink-d in
layer I. Probably sink-d extends into layer I (cf Mitzdorf and Singer, 1980). An argument
for the notion that sink-d and source-2 are complementary is that they were similarly
influenced by manipulation of the stimulus intensity: both were absent at relatively low
stimulus intensities and appeared simultaneously only at relatively high intensities (see Fig.
31).
Since the sink-d~source-2 configuration is confined to layers I- III, the small layer II
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pyramidal cells and the distal apical dendrites of Layer III and V pyramidal cells are likely
to be involved. Any hypothesis concerning the generation of sink-d will have to take into
account two conspicious findings:
1) Sink-d was of a relatively large amplitude in single trial responses whenever an(assumed)
population spike (PS) in layer Vb occurred. Whereas sink-d was of relatively small
amplitude whenever such a PS did not occur (Figs. 27, 28 and 29).
2) With increasing stimulus intensity the durations of sink-b and sink-c strongly decreased,
whereas the duration of sink-d did not change much (Fig. 32).
Two hypotheses will be put forward. The first assumes that merely excitatory processes
are required to explain the two findings, the second requires excitatory and inhibitory
processes to occur simultaneously.
The first hypothesis assumes that axon-collaterals of layer III and V pyramidal cells
generate sink-d. The peak latency of the fast sink corresponding to the assumed PS in layer
Vb (7.9 ms; Table XI, Chapter IV) was about equal to the onset latency of the enlarged
sink-d (Figs. 27, 28 and 29). This might suggest that the layer V pyramidal cells establish
a(monosynaptic) excitatory connection with the distal dendrites in layer I-II (sink-d).
Regular spiking (RS) pyramidal cells, located in layer Vb of rat somatosensory cortex, are
reported to establish such a projection by means of their upward directed axon-collaterals
(Chagnac-Amitai et al., 1990). The relatively small sink-d present in trials not revealing the
assumed PS is produced merely via intracortical excitatory axon-collaterals of layer II-III
pyramidal cells. The differences between sink-d and sink-c in onset latency ( 2.1 ms) and in
peak latency (2.7 ms) suggest that these sinks are separated by at least one synaptic delay
(cf. Mitzdorf and Singer, 1980). In this view, source-2 is a passive source, generated mainly
at the somata and basilar dendrites of layer III and II pyramidal cells, complementary to the
active sink-d. The selective decrease in duration of sink-b and sink-c (but not of sink-d) at
higher stimulus intensities might result from cancelation due to overlap of the later parts of
sink-b and c with source-2.
The second hypothesis assumes that an intracortical inhibitory projection directed at the
somata of pyramidal cells in layer II-III contributed to the described enlargement of sink-d
(inhibitory synapses are predominantly located on the cell soma and the axon-hillock,
Szentágothai, 1973). In this view, an active source develops at the layer II-III pyramidal
somata which is complemented by a passive sink at the apical dendrites in layer I and II.
Then, the enlargement of sink-d reflects the addition of a passive sink to an active sink, and
the enlargement of source-2 reflects the addition of an active source to a passive source.
Most likely, the development of an(assumed) PS in layer Vb and the excitation ofinhibitory
interneurons had a common cause. Excitation of the inhibitory interneurons (located
throughout layer II-VI) can result from monosynaptic thalamic inputs (Steriade and
Deschênes, 1973), and can be mediated by intracortical connections (Szentágothai, 1984).
The Pentobarbital experiments might provide a clue about the impact of the actions of the
inhibitive interneurons. Pentobarbital is thought to enhance selectively the inhibitory actions
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of GABA, resulting in a decreased neuronal excitability (Ransom and Barker, 1976; Curtis
and Lodge, 1977). The distinct increase in the P1-N1 amplitude under Pentobarbital
(compared to Ketamine) in epicortical reordings (cf. Borbely and Hall, 1970; Fig. 34)
supports this hypothesis: the reported increase might result from an additional passive sink
in the supragranular layers, flanked by an active source at the somata in layer II-III,
generated by the enhanced actions of the inhibitory interneurons. However, in intracerebral
recordings, a decrease in the amplitude ofsource-2 was found under Pentobarbital compared
to Ketamine (concomitant with an increase in the duration of sink-b; n-1), whereas an
increase would be expected. Unfortunately, the quality of the in vivo depth recordings in the
freely moving animals were not good enough to analyse the Pentobarbital effects on the
CSDs. Most likely the relatively long durations of sink-b and sink-c at relatively low
stimulus stimulus intensities reflected the real shape of the EPSP. At higher intensities a
second component might overlap with the later part. Inhibitory interneurons will not reach
firing level at low intensities, and will only fire at relatively high intensities, which can
explain this observation.
S ink-e:
Sink-e (located in the border of layer VNI) is thought to be the complement of source-3B
(located above in layer Va) and source-4B (located below in layer VI), on the basis of the
correspondence of onset latencies, peak latencies and durations. The location of this assumed
source-sink-source configuration suggests that layer V pyramidal cells andlor layer VI
fusiform cells are involved.
The very short onset latency of sink-e suggests that it is induced by a monosynaptic
(excitatory) input mediated by thalamo-cortical afferents. Several anatomical studies have
provided evidence for a second specific thalamocortical projection (originating in the VPL)
which projects upon the infragranular layers ofprimary somatosensory cortex. A number of
authors, studying the thalamocortical projection system by means of autoradiographic
methods, have reported a zone of labeling in layers V and VI (Rosenquist et al., 1974;
Wiesel et al., 1974; Ribak and Peters, 1975; Wise, 1975; Herkenham, 1980; Jones, 1981).
Studies in which axonal arborizations were visualized, using Horseradish peroxidase, showed
specific thalamocortical afferents, which, apart from their main termination in layer IV and
IIIb, branched into the upper part of layer VI (e.g. Landry and Deschênes, 1981; see Fig.
3, Chapter I).
Sink-e could reflect mainly the depolarization of the proximal basilar dendrites of layer
Vb pyramidal cells, while sink-f reflects the depolarization of the relatively large pyramidal
cell bodies located in layer Vb. In this view, the sources flanking sink-e consist of passive
outward currents along the distal basilar and proximal apical dendrites of the layer Vb
pyramidal cells. Additionally, sink-e may be located on the apical dendrites of layer VI
fusiform cells. The efferent axons of the layer VI fusiform celis project back to the thalamic
nuclei (e.g. Jones, 1981), so that a very fast thalamo-cortico-thalamic loop would be formed,
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involving just one cortical synaptic delay.
Sink-f:
Sink-f appeared to be complemented by source-3A and source-4A, on the basis of
correspondence of onset latencies, peak latencies and durations. It is hypothesized that sink-f
reflects the synchronous depolarization of the relatively large pyramidal cell bodies located
in layer Vb and the subsequent firing of APs by these cells. Most likely, the p3InI
configuration which was found in about 20 a~o of the single trial FP depth profiles (at 3Tb),
reflected the generation of a PS in pyramidal cells of layer Vb (Figs. 27, 28 and 29). The
various lines of evidence which point in this direction are summarized in Chapter IV.3. Sink-
f appeared as an extension of sink-e and reached its peak consistently about 1 ms later than
sink-e (8.5 ms vs 7.4 ms after stimulation). This delay might account for the time required
to set up an AP. In this view, the complementary sources of sink-f are passive. Source-4A
is generated at the proximal basilar dendrites of layer Vb pyramidal cells and source-3A at
the middle part of the apical dendrites.
The present data suggest that P 1 results from the superficial passive source-1 A in layer
I-II, which is complementary to the active sink-b in layer III, reflecting monosynaptic
thalamocortical excitation of mainly pyramidal cells of layer III. N 1 results from the
superficial active sink-d in layer I-II, reflecting polysynaptic excitatory activities at the distal
apical dendrites of layer II, III and V pyramidal cells, mediated by intracortical connections.
Additionally, sink-d might reflect a passive sink complementary to an active source located
at the somata of layer II-III pyramidal cells, mediated through inhibitive intracortical
connections. The contribution of the infragranular sink-source configurations to the
generation of PI and N1 is expected to be quite small, taking into account the relative small
amplitudes of the infragranular sinks and sources, and the relatively large distance to the
cortical surface.
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CHAPTER IV: FAST SYNCHRONOUS COMPONENTS OF THE Pl-N1 TIME-PERIOD
IV.1 INTRODUCTION
The primary response of the SEP recorded from the cortical surface (P 1-N 1 wave-
complex) looks alike in various species. Allison and Hume (1981) showed that the frontal
P 19-20, or parietal N 19-20 in humans, the P 10 in monkeys, the P 11.4 in cat, and the P7.5
in rat can be regarded as homologous. This seems to hold as well for the fast synchronous
components which appear as small inflections superimposed upon the primary cortical
response of the SEP or VEP (visually evoked potential). The fast synchronous components
are reported e.g. in rat (Wiederholt and Iragui-Madoz, 1977), in cat (Iragui-Madoz and
Wiederholt, 1977; Mitzdorf and Singer, 1980), in monkey (Arezzo et al., 1979), in humans
(Eisen et al., 1984; Maccabee et al., 1986), and in all four species by Allison and Hume
(1981). Although the existence of these fast components has frequently been reported, little
effort has been devoted sofar to elucidate their cellular origin. Several ideas exist however:
(1) Eisen et al (1984), employing median nerve stimulation in humans, proposed that the
high frequent inflections discernable on the rising limb and, to a lesser extent, on the falling
limb of the N19 (negativity up) reflected a thalamic oscillatory discharge, recorded
synchronously from the cortex.
(2) Allison and Hume (1981), employing median nerve stimulation in humans, suggested that
their P 16-P 18 complex on the initial limb of N20 reflected burst discharges in thalamic
neurons ancUor activity in the thalamocortical radiations.
(3) Arezzo et al (1979), employing median nerve stimulation in monkeys, assumed that the
initial inflections on the rising limb of P10 (positivity up) represented activity in the
thalamocortical radiations, while an inflection at 9 ms latency was thought to represent the
initial firing of cortical neurons in response to the thalamic input.
(4) Mitzdorf and Singer (1980), employing stimulation of the ipsilateral optic nerve in cats,
assumed that the first positive inflection recorded from the visual cortex reflected afferent
activity, while the subsequent small inflections were thought to reflect monosynaptic activity
in layer IV, disynaptic supragranular activity and trisynaptic activity in layer II, respectively.
In this chapter the fast synchronous components are investigated, with help of the CSD
technique, in acute and chronic preparations.
IV.2 METHODS
A full description of the methods used in the acute epicortical, the acute intracerebral and
the chronic intracerebral experiments is given in Chapter II. It also contains a description
of the manipulation of stimulus intensity, double pulse stimulation, pharmacological
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manipulation by anesthetics and the quiet waking condition. The recordings examined in this
chapter are from the same experiments as those in Chapter III on the primary cortical
response (P 1-N 1 wave-complex). The difference is that in Chapter III a relatively broad
frequency band was examined (bandpass: 0.3 Hz - 3.2 kliz), while in this chapter the signals
were digitally high pass filtered, usually at 330 Hz, to emphasize the fast synchronous
components (by attenuation of the slow components) (cf Eisen et al., 1984; Maccabee et al.,
1986; see Fig. 12, Chapter IL4). The cut-off frequency was based on the power spectrum
(see Fig. 11, Chapter IL4). The successive fast synchronous components are indicated by the
small letters p and n(positive and negative) followed by a number to denote the order of
appearance (see Fig. 38B). (The FPs on which they are superimposed are indicated by the
capital letters P and N). It is important to realize that the linear filters used here will only
attenuate high or low frequency responses. It cannot really isolate different components. This
also implies that the closer the frequency contents of two components are, the less they will




Fig. 37B shows the epicortical distribution of the synchronous fast components derived
by high pass filtering at 330 Hz from the epicortical FP distribution depicted in Fig. 18B of
Chapter III (Ketamine anesthesia; rat 17). The main, consistent, findings are:
(1) The area where the fast synchronous components were of maximal amplitude coinci
ded with the area where the P1-N1 amplitude was maximal (located in the centre of the
matrix of recording sites, from LAT-4 mm to LAT-S mm, and from AP-f 1 mm to AP-f2
mm) (compare Fig. 37B with Fig. 18B).
(2) The sequence of the fast synchronous components was highly reproducible across
animals, although the relatively late inflections (n4, p4, n5 and p5) showed some more
variability in latencies than the early inflections (nl to p3) (Fig. 38C). In some animals the
late inflections were small or absent. The averaged peak latencies and inter-peak-intervals
are summarized in Table VIII (pooled data from 9 rats).
(3) The components that were present at the site of maximal amplitudes (see above) were
also present - with reduced amplitudes - at the surrounding sites. No additional components
emerged at the surrounding sites.
(4) There was no obvious latency-shift for individual components across recording sites
(see Fig. 37B and Fig. 38C). This contrasts with the epicortical distribution of P1 and N1:
the onset and peak latency of P 1 and N 1 tended to increase with increasing distances from
the "maximal P1-N1 position" (Fig. 20, Chapter III).
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Fig. 37. Typical epicortical distribution of the synchronous jast potentia! components over the
sensorimotor cortex of the right hemisphere. See Fig. 18A, chapter III, for the relative locations of the
recording sites. Responses derived by high pass digital filtering (330 Hz) of the FPs (bandpass: 0.32 Hz-
3.2 kHz) depicted in Fig. 18B (Ketamine anesthesia, 3Tb). The responses are shown from 2 to 12 ms








Fig. 38. Consistency of the high passfiltered epicortical responses across animals is shown for several
recording sites over the sensorimotor cortex. A: Schematic representation of the rat brain revealing ihe
epicortical recording sites () along the anteroposterior dimension, including the "maximal PI-Nl
position ". The dashedline indicates the approximate border of the Smi (Welker, 1971). B: The successive
inJlections n1 to p5 which constituted the fast synchronous wave-complex (recorded at AP-t1 mm,
LAT-4.7 mm; high pass 330 Hz; rat 9). C: Simultaneous recorded epicortical responses which were
derived by high pass frltering (330 Hz) of averaged (n-100) FPs (bandpass: 0.32 Hz-3.2 kHz).
Responses from 7 ratsare superimposed. To stress the reproducibility of the waveforms, small time-shifts
(of maximally 0.3 ms) had been applied to some of the responses to achieve an optimal match in time
of n2 across animals.
m pi nz p2 ns ps
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peak latency (ms) inter-peak-interval (ms)
M SD range N M SD range N
nl 3.5 0.25 3.0-3.8 9 nl-n2 1.3 0.2 1.0-1.6 9
pl 4.2 0.2 3.8-4.5 9 n2-n3 1.9 0.2 1.7-2.1 9
n2 4.7 0.1 4.6-5.0 9 n3-n4~ 2.0 0.4 1.4-2.7 7
p2 5.7 0.2 5.5-6.0 9 n4-n5 1.8 0.5 1.4-2.5 4
n3 6.6 0.2 6.3-6.8 9
p3 7.5 0.2 7.1-7.8 8 pl-p2 1.5 0.2 1.3-1.7 9
n4 6.6 0.5 8.0-9.3 7 p2-p3 1.8 0.2 1.6-2.3 8
p4 9.3 0.7 8.6-10.2 5 p3-p4 1.9 0.6 1.2-2.7 5
n5 10.1 0.8 9.4-11.2 4 p4-p5 2.6 0.2 2.4-2.8 4
p5 11.8 0.8 11.0-12.8 4
Table VIIL At the left-hand side the peak latencies of the successive inflections (nl to p5) which
constitute the fast synchronous wave-complex are shown. At the right-hand side, the intervals between
successive negative and positive inflections, respectively are shown. Data from 9 rats were pooled.
Measurements were made on digitalJy high pass filtered (330 Hz) epicortical responses recorded from
the "mczximal PI-NI position" (corresponding to AP-fI in Fig. 40C). In some rats, one or more of the
late inJlections (n3 to p5) could not be identified. N indicates the number of rats in which a certain
inflection was identified.
INTRACEREBRAL FP RECORDINGS:
Representative depth profiles of fast synchronous activity from three rats are shown in
Fig. 39. They were derived by high pass filtering at 330 Hz of the averaged FP depth
profiles (bandpass: 0.32 Hz-3.2 kHz) shown in Fig. 23 of Chapter III (rats 5, 7 and 11).
nl, P1, n2, P2:
Peak latencies were derived from epicortical recordings (Table VIII). None of the first 4
inflections, nl, pl, n2 and p2, revealed a clear polarity reversal along the cortical depth. nl
(peak latency 3.5 ms) was present only in the superficial layers I-IV (in 8 out of 8 rats). pl
(peak latency 4.2 ms) tended to be of maximal amplitude in layer IV, with gradually
decreasing amplitude towards the superficial and deep layers (in 7 out of 8 rats). n2 (peak
latency 4.7 ms) tended to be of maximal amplitude in layer V, with a gradually decreasing
amplitude towards layer I(in 8 out of 8 rats). n2 showed a polarity reversal in layer VI in
4 out of 8 animals. p2 (peak latency 5.7 ms) was rather variable across animals.
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Fig. 39. Depth profiles ojjast synchronous FP activity, recordedfrom the "maximal Pl-NI position".
Digitally high passfiltered (330 Hz) depth profilesfrom rat S, 7 and 11, respectively, are shown. At t-0
the median nerve was electrically stimulated. The averaged FPsfrom which these profiles were derived
are shown in Fig. 23, Chapter III. Electrode spacing is I50 pm. On top oj each proftle the
corresponding epicortical response is depictedjor comparison (Ketamine anesthesia, 3Tb). The vertical
lines mark the peak latency ojthe p3~n1 configuration.
n3, p3, n4, p4, n5, p5:
The epicortical inflections n3 up to and including p5 could all be recorded throughout the
supragranular layers without a noticeable latency-shiR (Fig. 39 and Fig. 40). In layer Va they
showed polarity reversal and extented with inverted polarity throughout layer Vb and VI (in
7 out of 8 rats). This resulted in two wave patterns, one in the supra- and one in the
infragranular layers, which were inversed in polarity. The inflections from p3 onwards were
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Fig. 40. Depth profrle of
synchronous fast FP activity
(~330 Hz), illustrating the p3~nl,
p4~nII andp5~n1lI confrgurations.
The vertical arrows indicate the
extent of these configurations
along the cortical depth shown. It
is suggested [hat they re,Jlect
population spikes generated in
layer Vb (see text).
0.2 mV
p3InI:
As mentioned above, p3 reversed polarity in layer Va and extended as a negative
inflection throughout layer Vb and VI. This infragranular negative inflection is called nI
(peak latency 7.6 ms, duration 1.6 ms; Fig. 40) and deserved special attention. nI was very
conspicuous in some of the averaged FP depth recordings (bandpass: 0.32 Hz - 3.2 kHz) due
to its relative large amplitude (see e.g. rat 5 in Fig. 23, Chapter III). It reached a maximal
amplitude in layer Vb (Figs. 39 and 41). Moreover, nI showed an "all or none" behaviour





Flg. 41. Two simultaneous recorded single
trial FPs (bandpass: 0.32 Hz-3.2 kHz) are
shown, illustrating the correspondence in
time and appearance ofp3 and nI. Upper
trace (channel 2) was recorded in layer II,
the lower trace (channel 8) in layer Vb (rat
5). Dashed lines denote a possible




In many recordings, nI was followed by one and sometimes two similar inflections of
progressively smaller amplitude, which are called nII and nIII, respectively (Fig. 40). nII
coincided in time with p4, and nIII with p5. p4InII and pSínIII possessed basically the same
pattern of polarity reversal throughout the cortical depth as p3InL The extent of nIIIípS was
limited to layers V and VI (Table IX). The inter-peak latency between nII and nIII tended
to be somewhat larger than between nI and nII (2.05 f 0.42 ms vs 1.65 f 0.62 ms).
onset latency peak latency duration maximal
(ms) (ms) (ms) amplitude (mV)
M SD range M SD range M SD range M SD range N
nI 6.9 0.3 6.4-7.4 7.6 0.3 7.3-8.2 1.6 0.3 1.3-2.2 0.41 0.18 0.20-0.66 8
nII 8.4 0.4 7.9-9.1 9.2 0.6 8.5-10.5 1.5 0.5 1.2-2.6 - 8
nIII 10.1 0.8 9.2-11.7 11.2 1.0 10.2-13.2 2.3 0.3 2.0-2.7 - 7
Table IX. Mean on.set latency, peak lateney, duration and maximal amplitude of nI, nll and nIII,
respectively. Data from 8 rats were pooled (Ketamine anesthesia, 3 Tb). Latency and duration
measurements were made on high passfiltered (330 Hz) averaged (n-100) FP recordings in layer Vb
(in which layer the amplitude of nl reached a mazimal value). The peak latency of the positive inflection
just preceding nI (or nl7 or nlll) was used as onset latency for nl (or nll or nlll). Amplitude
measurements were made on averaged (n-100) FP recordings (bandpass: 0.32 Hz-3.2 kHz) in layer Vb.
Amplitude was measuredfrom the initial deJlection to the peak of [he potential. N indicates the number
of animals used for measurements.
So far we have exclusively examined averages. As reported in Chapter III.3 when
discussing the variability of the P1-N1 response, at the single trial level nI shows a large
variability in amplitude. In 20 0~0 of the trials (belonging to a session of 100 trials with ISI-S
s), nI was relatively large and distinct (Fig. 27A, Chapter III), whereas in the remaining
trials hardly any sign of nI (23 0~0, Fig. 27B) or some kind of intermediary form of nI (570~0)
was found (see Table X). This "all or none" phenomenon was encountered in all 8 acute
preparations (Ketamine anesthesia, 3 Tb). It is further illustrated by two typical depth
profiles in Fig. 28A and 29A (Chapter III) derived from rat 5 and rat 11, respectively. In
each of these figures, the averages of subsets of trials selected for the presence and absence,
respectively, of a distinct nI are superimposed.
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Table X. The mean percentages of the single trialsYES nI NO nI
(X) (X) (n-100) which revealed a distinct nl ("YES nI') and
which revealed no or a very faint nt ('NO nI'),
M SD range M SD range respectively. Pooled measurements from 8 rats
(Ketamine, 3 Tb). On the remaining trials an
20.3 8.5 8-34 22.9 15.7 9-55 intermediaryform of nI was forpercentages in the
individual animals.
CSD profiles of p3~nI.
The CSD analysis performed on single trials or averages of subsets of trials, which were
selected for the presence of a distinct nI (bandpass: 0.32 Hz - 3.2 kHz), revealed that the
CSD distribution corresponding to p3InI was lazgely confined to layer V. A fast sink (x1.3
ms) with relatively lazge amplitude was located in layer Vb (see Table XI), and an equally
fast source of about equally lazge amplitude was located in layer Va. In the border area of
layer Va and Vb, a transition form existed (Figs. 27, 28 and 29, Chapter III). The CSD-
patterns associated with single trials in which nI was not discernable differed from those
associated with trials containing nI in two aspects:
onset latency peak latency duration
(ms) (ms) (ms)
M SD range M SD range M SD range
7.2 0.2 6.9-7.4 7.9 0.2 7.6-8.1 1.3 0.05 1.2-1.3
Table XI. Onset latency, peak latency and duration of the fast sink in layer Vb which corresponded to
nl. Measurements were made on the averages of subsets of trials (bandpass: 0.32 Hz-3.2 kHi) which had
been selected for revealing a distinct nl. Data from 8 rats were pooled.
(1) The fast sink-source configuration in layer V, described above, was absent in trials not
containing nI (without exception).
(2) The supragranulaz sink in layer I-II (sink-d, Chapter III) and the (assumingly)
complementary supragranulaz source in layer III-IV (source-2) were both of markedly lazger
amplitude in trials containing nI than in trials not containing nI. A 2-3 fold increase in the
amplitude of sink-d was found in 3 out of the 3 animals which revealed a sink-d (two of
them are shown in Figs. 28 and 29, respectively, Chapter III). All 7 animals which revealed
a source-2 showed a comparable increase in the amplitude of source-2 ín trials containing
nI. Trials in which nI was absent never exhibited such an enlarged sink-dlsource-2





The following tendencies could be inferred from experiments in which the stimulus
intensity had been varied, illustrated in Fig. 42: At low intensities a small cortical response
was evoked, which did not contain fast synchronous components (in 2 out of 2 animals)(0.7
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Fig. 42. Depth profrles offast synchronous activity at increasing stimulus intensities. The FPproftles
(bandpass: 0.32-3.2 kHzJ from which these profiles were derived by high pass fltering (330 Hz) are
depicted in Fig. 30 and Fig. 25, Chapter III, respectively. On top, the FP responses recordedfrom
channel-3 in layer 1I7-IV are shown. The depth profiles have identical amplitude calibrations. Channel
9 malfunctioned during these recordings (as evidenced by reduction in amplitude of nl with respect to
the responses from channels 8 and 10) (rat 5).
At higher intensities (from about 0.9 Tb onwards) some small inflections were seen,
which increased in amplitude when the intensity increased up to about 3Tb. With further
increase in stimulus intensity the small waves did not increase in amplitude, although the Pl-
N 1 amplitude did increase (in 4 out of 4 animals). The number of fast waves did not




At ISIs up to about 55 ms, the P1-N1 response to the test stimulus did not contain fast
synchronous components (Fig. 43).













Fig. 43. Double pulse stimulation. Depth profrles of fast synchronous activity, derived by high pass
filtering (330 Nz) of averaged (n-100) FPprofiles (bandpass: 0.32 Hz-3.2 kHz) which were evoked by
test stimuli delrvered at several delays (40, 60 and 100 ms) following the conditioning stimulus. The
original FPprofrles are shown in Fig. 33, Chapter III. On top, the FPresponses (bandpass: 0.32 Hz-3.2
kNz) recordedfrom channel I, located in layer III, are shown. At the Left-hand side the response to the
conditioning stimulus is shown for comparison. Channel 4 was malfunctionrng during these recordings
and should be disregarded(rat 18).
At intervals of about 60 ms, some small inflections arose which increased in amplitude with
further enlargement of the ISI. The response to the conditioning stimulus always revealed
the fast components. Even at ISI-100 ms, where the FP response evoked by the test stimulus
was equal in amplitude to the response evoked by the conditioning stimulus, but delayed in
time, only few and small fast components were detected (in 3 out of 3 rats). Fig. 44 provides
another illustration of the impairment of the fast synchronous components by a preceding
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stimulus. The single trial shown (bandpass: 0.32 Hz-3.2 kHz) was selected for the presence
of a large nI in the response to the conditioning stimulus. In the response to the test










Fig. 44. A single trial FP depth recording (bandpass: 0.32 Hz-3.2 kHz; rat 18) in which two stimuli
were applied at a l00 ms delay (times of stimulus administration are indicated by arrows). Small arrow
marks nI in layer Vb in the response to the conditioning pulse. Note the absence ofp3In1 in the response
to the test pulse. Channel4 was malfunctioning.
Pentobarbital vs Ketamine anesthesia:
Under a sufficient deep level of Pentobarbital anesthesia the synchronous fast components
were abolished, or strongly reduced, compared to the recordings under Ketamine (Fig. 45;
in 2 out of 2 chronic rats). This is in sharp contrast with the amplitudes of P1 and N1 which
were enhanced under Pentobarbital anesthesia (Fig. 34, Chapter III).
Chronic recordines:
In the quiet waking condition the fast synchronous components were present just as in the
Ketamine condition, with one striking difference. The number of individual inflections had




f 1 r-T ~r
10 150 5 10 15 20 0 5
ms ms
}I 0.4 mV }I 0.05 mV
Fig. 45. Digital high pass frltering oj FP response recorded under Ketamine and Pentobarbital
anesthesia, respectively. Chronic recordings were made from one and the same electrode channel located
in layer III (rat 19). Left-hand side: FP recordings (bandpass: 0.32 Hz-3.2 kHz) under Ketamine
anesthesia (SO mg~kg, with supplements as necessary) and under Pentobarbital (40 mg~kg, with
supplements as necessary), respectively. Right-hand side: same recordings after high passfiltering at 330
Hz to elucidate the fast components, iJpresent.
In the 3 anesthetic-free chronic rats, 2, 2 and 4 positive inflections appeared, respectively,
to be added to the fast synchronous wave complex compared to the recordings under
Ketamine (illustrated in Fig. 46).
IV.S D[SCUSSION
The initial negative inflection in layers I to IV, which is epicortically reflected by nl
(peak latency 3.5 ms; Fig. 39), merely resulted from enhancement of the transition point
between baseline and the descending limb of P 1. It is postulated that a part of p 1, n2 and
p2 (peak latencies 4.2, 4.7 and 5.7, respectively), reflect the conduction of synchronous
afferent volteys of APs along thalamocortical fibres, as they pass by the successive
recording-channels of the multi-electrode. These fibres terminate in layer IV-IIIb, and to a
lesser extent in the layer VNI border. The assumption is based on the following:
1) p 1, n2 and p2 do not reveal a clear reversal of polaríty along the vertical cortical
dimension, whereas the later inflections (p3 to n5) do. Such a reversal of polarity is
considered indicative of the existence of a cortical generator (e.g., Arezzo et al., 1981;
Steinschneider et al., 1992).
2) The event of a compound AP propagating along a fibre-tract is typically detected as
a triphasic signal (positive-negative-positive) when it passes by an extracellular electrode (cf.
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Fig. 46. Fast synchronous components recordedduring the recoveryfrom Ketamine anesthesia, via one
and the same electrode channel located in layer III (rat I5, chronic experiment). Left-hand side: FP
recordings (0.32 Hz-3.2 kHz) under Ketamine anesthesia (50 mg~kg, with supplements as necessary),
under light Ketamine anesthesia, and without anesthesia during quiet waking, respectively. Stimulus
strength was 3 Tb. Time-intervals between successive recordings are indicated. Right-hand side: same
recordings after high passfiltering at 330 Hz. Numbers indicate the successive positive jast synchronous
components. K: Ketamine anesthesia; LK: light Ketamine anesthesia; QW.. guiet waking.
3) It is a point of controversy whether afferent thalamocortical activity is reflected by
specific sinks and sources in the corresponding CSD distribution. On one hand, the
contribution of activity in the afferent fibre tracts to the CSD distribution has been
considered to be minimal (e.g., Mitzdorf, 1985; Kulics and Cauller, 1986). It has also been
proposed that the only, barely distinguishable, sinks and sources associated with afferent
activity reflect the transition at the branching points of the thalamocortical fibres (Mitzdorf
and Singer, 1980). Thalamocortical fibres from the PVL branch richly in the layer(s) of
termination to form a dense terminal plexus (Jones and Burton, 1976; see Fig. 3, Chapter
I). On the other hand, it has been postulated that the depolarization of the axonal plexus in
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the layer(s) of termination would generate a distinct extracellular sink within the confines
of the terminal plexus, flanked by a source in deeper layers ( Schroeder et al., 1991;
Steinschneider et al., 1992). This sink-source configuration generates a surface-negative
dipole with polarity reversal in the layer IVN border. In our CSD distributions ( Fig. 25,
Chapter III), the first sinks detected are located in the layer IVN border (sink-a, onset
latency 4.9 ms) and in the upper part of layer VI (sink-e, onset latency 5.0 ms). These sites
correspond with the infra- and supragranular projection sites, respectively, of the
thalamocortical fibres. Timing and location of these earliest sinks seem compatible with a
depolarization of the terminal branches.
4) The 4 to 7 ms latency range is in the rat the time-period that contains thalamocortical
volleys (e.g., Wiederholt and Iragui-Madoz, 1977; Allison and Hume, 1981).
It is postulated that the relatively late inflections (n3, p3, n4, p4, n5, p5) reflect the
synchronous firing of populations of pyramidal cells, i.e., population spikes (PSs). Many
studies indicate that a synchronous activation ofdiscretely localized cell somata can produce
a relatively large field potential transient (cf. Humphrey, 1968; Llinas et al., 1969; Andersen
et al., 1971). This potential transient will correspond in the CSD distribution to an active
sink at the soma, flanked by a passive source at the apical dendrite (cf Langdon and Sur,
1990).
All of these inflections reversed polazity, mainly in layer Va. The present data favors the
assumption that the p31nI, p4InII and p51nIII configurations reflect the (repeated)
synchronous firing ofpyramidal celis whose somata are located in layer Vb. Since the p3InI
configuration is by far the most prominent, most of the arguments concern this
configuration:
1) The fast time course of the sink and source corresponding to the p3InI configuration.
The mean duration of the sink associated with nI was 1.3 ms -~ 0.05, which is much shorter
than is expected for a sink associated with EPSPs or IPSPs.
2) The specific distribution of the corresponding sink and source: a sink located in layer
Vb and upper part of layer VI, flanked by a source just above in layer Va and lower part
of layer IV (Fig. 27, Chapter III). In layer Vb, the relatively large somata of pyramidal cells
are located, which send their apical dendrites towards the superficial cortical layers (Jones,
1981; see Fig. 2, Chapter I). In this view, the sink, mainly concentrated in layer Vb,
represents active inwazd currents at the pyramidal somata, associated with synchronous firing
of APs. The source, located mainly in layer Va, represents passive loop-closing outward
currents generated lazgely from the proximal parts of the apical dendrites. The resistance of
the apical dendrites to the intracellular currents leaving the soma is lower than for the basilar
dendrites (cf Humphrey, 1968; Llinas et al., 1969).
3) The observation that in the upper part of layer VI, the sink ís somewhat smaller with
slightly shorter latency (Figs. 27, 28 and 29, Chapter III), for, APs are generated at the
axon-hillock (located just beneath the pyramidal somata) after which they propagate into the
somata, where their amplitude will reach a maximal value (cf Mitzdorf, 1985).
4) The "all or none" nature of p3InI at the single trial level (i.e., 20 0~0 of the trials showed
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a large p3~nI, 23 0~o showed no p3~nI, while the remaining trials showed an intermediate
form) may be considered indicative of PSs.
5) The consistent finding that sink-f was of considerable shorter duration in trials in which
a large p3~nl configuration occurred than in trials not revealing a p3~nI configuration. It may
seem paradoxical that the suprathreshold sink (generation of APs) is of shorter duration than
the subthreshold sink (no generation of APs). However, the large conductance changes which
occur during the generation of APs are thought to shunt the synaptic inward currents
(Mitzdorf and Singer, 1978; Kossut and Singer, 1991), which explains the short duration of
sink-f whenever a PS occurred.
6) At relative low stimulus intensities (0.7-0.9 Tb) fast synchronous components were not
detected, probably because none or few pyramidal cells were depolarized to firing level. This
notion is supported by the finding that mainly monosynaptic sinks and sources were detected
at these low intensities (Chapter III), while sinks and sources mediated by excitatory
intracortical connections (e.g. sink-d and source-2) were absent or very small. The finding
that the amplitude of the fast components was graded with respect to stimulus strength rules
out the possibility that single-unit spikes rather than PSs are seen (cf. Langdon and Sur,
1990).
7) The cortical response to a test stimulus, applied within about 55 ms from the
conditioning stimulus, did not contain any fast synchronous components, and only minor
ones when applied within 100 ms. The conditioning pulse causes an initial fast excitation
(EPSP) in pyramidal cells, followed by relatively long lasting GABA mediated IPSPs and
afterhyperpolarizations. In this latter period spike generation in pyramidal cells is strongly
depressed (Connors et al., 1988). The response to a test stimulus applied within this period
is therefore unlikely to contain PSs (cf. Mitzdorf and Singer, 1978; Haberly and Bower,
1984).
8) The finding that under Pentobarbital anesthesia all fast synchronous components had
disappeared or were strongly reduced in amplitude. Pentobarbital will impede the generation
of spikes by means ofenhancement of the GABAergic actions of the inhibitory interneurons
(Curtis and Lodge, 1977).
9) The increase in the number of fast synchronous components in the quiet waking
condition, compared to the Ketamine condition, might reflect the decreased inhibitory control
in the absence of an anesthetic, allowing a larger sequence of PSs to develop.
If we assume that the p3InI configuration reflects a PS in layer Vb, then it is tempting to
assume that the subsequent configurations (p4~nII, pS~nIII and sometimes p6InIV), which are
of similar appearance and polarity distribution as p3~nI, also reflect PSs. The small
amplitudes of these subsequent configurations, however, prevented their identification in the
corresponding CSD distributions. The mean time-interval between nI and nII was 1.6 ms,
between nII and nIII 2.0 ms (Table VIII), resulting in a mean frequency of the assumed
burst of PSs of about 550 Hz. Based on their firing pattern, pyramidal cells have been
labelled as either regular spiking (RS) or intrinsically bursting (IB), determined in slices of
sensorimotor cortex ofmouse, guinea pig and rat during injection ofsustained suprathreshold
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current pulses (Connors et al., 1982; McCormick et al., 1985; Connors and Gutnick, 1990).
In favor of the IB cells as candidates for the generation of the PSs sequence is that 1) IB
cells usually generate 2-5 spikes at a frequency of about 250 Hz. Although the frequency
we encountered was about twice as large, Connors and Gutnick (1990) reported that the
tiring frequency can still be augmented by injecting larger depolarizing currents. 2) Within
a burst each successive spike usually declined in amplitude, presumably because the
sustained depolarization inactivated sodium conductances (Connors and Gutnick, 1990). 3)
IB cells seem to be located exclusively in layer Vb, as determined in rats (Silva, et al., 1989)
and mice (Agmon and Connors, 1989), while RS cells are found in all layers except layer
I. 4) IB cetls have a relatively elaborate dendritic branching and large somata (and hence are
able to produce large somatic spikes).
RS cells generate the initial 2 or 3 spikes at a similar frequency (about 320 Hz), after
which they decline to much lower sustained frequencies. The appearance of an enhanced
sink-d (layer I-II, onset latency 8 ms) whenever a distinct PS was present in layer Vb, might
be explained in favor of the RS cells. The axon-collaterals of RS cells all ascend to branch
profusely within the supragranular layers, whereas axon-collaterals of IB cells stay within
layer V and often extend faz in the horizontal dimension (Chagnac-Amitai et al., 1990).
It might be conceived that an ensemble of IB and RS cells is synchronously activated, of
which the IB cells primarily generate the sequence of PSs, whereas the RS cells exert, by
means of their vertically ascending axon-collaterals, a depolarizing action on the distal apical
dendrites in layer I-II, thereby producing the enlazged sink-d.
Alternatively, the sequence of PSs might reflect the sequential activation of populations
of layer Vb pyramidal cells by means of short-latency recurrent excitatory connections,
formed by axon-collaterals. Such intracortical connections have been reported (Kang et al.,
1988). A similaz mechanism was described by Langdon and Sur (1990) for layer III
pyramidal cells (in isolated slices of primary visual cortex). It is however doubtful whether
this mechanism is able to generate PSs at the relatively high frequency of 550 Hz.
The finding that in the quiet waking condition the fast synchronous components were
present (and in fact had increased in number), excludes a specific role for Ketamine in the
generation of the fast components. This had been considered since in all experiments
employing Ketamine anesthesia, the fast components were present, while under sufficient
Pentobarbital anesthesia they were not.
The PSs are most probably generated at the primary projection site of the thalamocortical
afferents, without a significant active horizontal spread (only passive conduction). This is
suggested by the finding in the epicortical mapping studies that the onset and peak latencies
of each identified fast synchronous component was about identical at different locations on
the cortical surface, while the respective amplitudes diminished with increasing distances
from the presumed projection site of the TC afferents (Fig. 37). This is in sharp contrast
with the horizontal distribution of P1 and N1, whose onset and peak latencies did change
along the cortical surface (Chapter III), suggesting that horizontal neuronal processing was
involved.
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Conditions in favor of the development of PSs in layer Vb Ryramidal cells.
The development of a PS implies that the members of a population of neurons fire their
APs synchronously. This event is highly- facilitated by synchronicity of the depolarizïng
inputs (cf. Rodriguez and Haberly, 1989). In the present study, in which the median nerve
was electrially stimulated (0.3 ms duration pulses at 0.2 Hz) employing stimulus intensities
of up to 8 Tb which is still submaximal (assumingly exciting only large diameter fibres), it
is to be expected that the afferent activity shows a limited spread in latencies (mainly caused
by different conduction velocities of the fibres involved). This is in line with our conclusion
that the afferent thalamocortical volley reaches the cortex between about 4 to 7 ms following
stimulation. The presence of a dense horizontal neuropil in layer Vb, formed by
intertwinements of the basilar dendrites of neighbouring giant pyramidal cells of layer Vb
(Scheibel et al., 1974) might have further facilitated the development of a PS in layer Vb.
Although no direct evidence is available to support this notion, such an intertwinement could
offer ample opporlunity for the basilar dendrites to establish dendro-dendritic contacts (cf.
Van der Loos, 1960), allowing for a synchronous depolarization of many pyramidal cells
within the population.
Pyramidal cells in layer Vb are clearly in the position to play an important integrative role
in the primary cortical processing. They are assumed to be monosynaptically depolarized by
both thalamocortical projections. The projection aimed at layer IV-IIIb will probably
depolarize the middle parts of the apical dendrites, the projection aimed at the border of
layer VNI will depolarize the basilar dendrites. Indirectly, layer V pyramidal cells may be
depolarized via axon-collaterals of supra- and infragranular pyramidal cells, which terminate
on the distal parts of the apical dendrites. In addition, the axons of layer IV stellate cells
contribute to this intracortical projection.
95
CHAPTER V: THE P2-N2 TIME-PERIOD AND THE CYCLIC P3-N3
TIME-PERIOD.
V.1 INTRODUC"I'ION
The neuronal generators of the relatively late and slow potential components of the SEP
are investigated: the P2-N2 wave-complex and the cyclical P3-N3 wave-complex. The
relatively late components are more susceptible to anesthetics than the primary response (cf.
Teas and Kiang, 1964; Arezzo et al., 1981), and hence are more variable. The wave-complex
directly following the primary response of the SEP (i.e. the P2-N2 complex) has been
associated with fast and slow IPSPs (of 30-200 ms duration) (e.g., Carvell and Simons,
1988; Connors et al., 1988) and with long lasting hyperpolarization processes (Steriade,
1984).
The repetitive waves which are consistently encountered in the present study (the cyclical
P3-N3 complex) have been reported by other investigators (e.g., Adrian, 1941; Chang, 1950;
Bishop and Clare, 1953). Various hypotheses have been put forward concerning the
neurogenesis of the repetitive waves, like thalamic after-discharges (Adrian, 1941), repetitive
discharges of cortico-thalamic reverberating circuits (Chang, 1950) and activation of the
same cortical elements that are responsible for the spontaneous alpha rhythm (Bishop and
Clare, 1953).
V.2 METHODS
A full description of the methods used in the acute epicortical, the acute intracerebral and
the chronic intracerebral experiments is given in Chapter II. It also contains a description
of the manipulation of stimulus intensity, double pulse stimulation, phannacological
manipulation by anesthetics and the quiet waking condition. The experiments and responses
examined in this chapter are the same as those of Chapter III on the P 1-N 1 wave-complex.
However, to encompass the relatively late potential components, a time period of -500 (or -
200) to ~-1000 ms (stimulation at t-0) was digitized at 1- 2.5 kHz, whereas the primary
response was digitized at 14 kHz to encompass the fast synchronous components (Chapter
III and IV). The pre-stimulus interval was used to zero the baseline. Intracerebral recordings
were performed at the "maximal P1-N1 position", which is not necessarily the location
where the amplitude of each of the late components reaches its maximal value. Grand
averages of CSD profiles (see Chapter III) were not constructed, since the variation in the





In Fig. 47 a typical epicortical distribution of P2 and N2 is shown (up to 160 ms after
stimulation), which was recorded over the sensorimotor cortex under Ketamine anesthesia
at 3 Tb.
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Fig. 47. Typical distribution oj the P2-N2 wave-complex over the sensorimotor cortex oj the right
hemisphere. A: schematic representation ojthe rat brain revealing the recording sites O. The dashed
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line indicates the approximate border of Sml (Welker, 1971). B: The epicortical distribution at 3 Tb
under Ketamine anesthesia (rat 17). The "maximal PI-N] position" is presumably between
AP-t1~LAT-4 and AP-t2ILAT-S.
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Fig. 48. Illustration of the consistency of the epicortical P2-N2 response across animals. A: Schematic
representation of the rat brain revealing the epicortical recording sites () along the antero posterior
dimension of the sensorimotor cortex, including the "maximal PI-NI position" (at about AP-f1.5). B:
Simultaneous recorded averaged (n-100) responses to median nerve stimulation (3 Tb, Ketamine
anesthesia) from 7 animals are superimposed.
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Examination of the shape of the P 1-N 1-P2 wave-complex at various locations along the
horizontal dimension suggest that P2 and P1 are the same wave component (Fig. 49). The
appearance of P2 as a distinct potential component then resulted from a superimposed wave
N1. Fig. 49 shows that at positions anterior and posterior to the "maximal P1-N1 position"
a continuous positive P 1-P2 wave existed, due to the fact that the horizontal extent of N 1
was more limited than that of P1 (see Chapter III.3) (found in all 10 animals).
Fig. 49. The epicortical response
from rat 5 is shown (taken from
Fig. 48) to illustrate a possible
interpretation in which NI is
superimposed upon a positive
wave-complex which encompasses
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Like P2, N2 was found in all 10 animals investigated (at 3 Tb; Fig. 48). The amplitude
of N2 reached a maximal value at locations surrounding the "maximal P1-N1 position",
within a radius of 1-2 mm with a preference for the medial direction, in 3 out of the 5
animals (Figs. 47 and 50). In these animals, the N2 amplitude was relatively small at the
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Fig. S0. Distribution of the epicortica! response, up to 800 ms after stimulation, over the sensorimotor
cortex of the right hemisphere (rat 17). Same responses as used in Fig. 47B, but now including the
cyclical P3-N3 timeperiod. See Fig. 47A for the locations of the recording sites. (3 Tb, Ketamine
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Fig. 51. Another epicortical mapping (rat 5) shown for comparison with Fig. 50. In this animal the
cyclical P3-N3 wave-complex was clearly present. The repetitive waves all reached their maximal
amplitude at the "maximal PI-Nl position"at about AP-t1~LAT-5.0. Note that lateral steps are in 0.5
mm (vs 1.0 mm in Fig. 50).
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onset latency peak latency duration
(ms) (ms) (ms)
layer M SD range M SD range M SD range N
sink-g VI 16 1 15-17 28 3 25-31 47 4 46-50 5
source-5 I-II 20 2 17-21 28 2 27-31 40 20 23-65 5
source-6 Vb 21 5 13-21 46 12 24-59 75 23 45-100 7
Table XII. The onset latency, peak latency and duration of sink-g, source-5 and source-6, respectively,
which are manifest during the P2-N2 timeperiod. Pooled data from 7 rats.
Fig. 50 and Fig. 51 illustrate the epicortical distribution of the late part of the SEP up to
1000 ms after stimulation, consisting of a complex of repetitive waves of similar appearance
and gradually diminishing amplitudes, called the cyclical P3-N3 wave-complex. The complex
was found in 7 out of the 10 animals, while in the remaining 3 animals only P3 was present
with no sign of subsequent repetitions (Fig. 50). The cyclical P3-N3 sequence was quite
distinct with 4-8 repetitions of P3-N3 (in 4 out of the 7 animals; Fig. 51) or somewhat less
pronounced (in 3 out of 7). The mean frequency of occurrence of the repetitive waves
accross animals was 14.1 t 0.7 Hz (Mean f SD).
The epicortical site where the cyclical P3-N3 wave-complex reached its maximal
amplitudes coincided with the "maximal P1-N1 position" (found in all 7 animals in which
the cyclical P3-N3 sequence was present (Fig. 51). In 5 of these animals this conclusion was
based upon a set of recording sites located merely along the AP-dimension (including the
"maximal P1-N1 position"), with no sites along the LAT dimension available.
1NTRACEREBRAL FP RECORDINGS AND THE CORRESPONDING CSDs OF THE
P2-N2 TIME-PERIOD:
The intracortical response during the P2-N2 time period (from 20 to 110-125 ms
following stimulation), recorded from the "maximal P1-N1 position", was of small
amplitudes (compared with the P1-N1 amplitude; Figs. 52, 53 and 54). The epicortical P2
extended through layers I-V, reversed polarity in the upper part of layer VI, and extended
as a negative wave through the lower part of layer VI. The epicortical N2 reversed polarity
more superficially, in layer II-III, and extended as a positive wave throughout the rest of the
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Fig. 52. The FP and corresponding CSD depth proftles of the first 125 ms following stimulation,
illustrating the P2-N2 timeperiod (3 Tb, Ketamine anesthesia; rat 5).
Although the sinks and sources corresponding to the FP depth profiles were small (Figs.
52, 53 and 54), an attempt was made to label and describe the most prominent ones (Table
XII). During the P2 time-period, a source was located in the layer I-II border (source-5;
from about 20 to 60 ms following stimulation), found in 5 out of the 5 rats in which the
upper trace of the CSD profile was located as superficially as the layer I-II border. Rather
inconsistently, a very low amplitude sink (not labelled) was encountered in layer II-III, just
beneath source-5 (in 3 out of the 7 rats). In all profiles a source (source-6) was found in
0 25 50 75 100 125 0 25 50 75 100 125
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layer Vb subsequent to the infragranular sinks of the primary response (sink-e and sink-f),
which lasted for most of the P2-N2 time period. A sink (sink-g) was present halfway layer
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Flg. 54. Idem as Fig. 52 and Fig. 53. Data derived from rat 9.
As described in Chapter IIL3, the amplitudes of the responses evoked by test pulses
delivered at a variable delay (up to 100 ms) following a conditioning pulse, depended on the
ISI used. Test pulses delivered within about 40 ms after the conditioning pulse did not elicite
a visible cortical response. From an ISI of 40 ms onwards, the response to the test pulse
increased gradually in amplitude, and eventually, at ISI-100, the responses to the test
stimulus and to the conditioning stimulus were of about equal amplitudes.
SOURCE
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INTRACEREBRAL FP RECORDINGS AND THE CORRESPONDING CSDs OF THE
CYCLICAL P3-N3 TIME-PEWOD:
From about 125 to 600 ms after stimulation the FP depth profiles were dominated by an
oscillating pattern ofalternating positive and negative waves, which we called the cyclic P3-
N3 wave-complex ( Figs. 55, 56 and 57). The mean number of negative repetitive peaks in
layer III-IV ( in which layer they reached their maximal amplitudes) was 7.4 f 2.1 (Mean
t SD; range 5- 10), in the 7 acute rats examined (at 3 Tb stimulation strength under
Ketamine anesthesia).
Each of the peaks reversed its polarity twice along the vertical cortical axis. One polarity
reversal was consistently found in the layer I-II border or lower part of layer I, the other in
the upper or middle part of layer VI. The mean inier-peak-interval (i.e. the average of all
subsequent peak intervals across all animals) was 64.4 } 6.1 ms (Mean f SD), which is a
frequency of I5.5 Hz, with a range of 52-70 ms (Table XIII). The subsequent inter-peak-
intervals of a single sequence did not show a specific trend, although there was a tendency
for the first two intervals (peak 1-peak 2, peak 2-peak 3) to be the shortest ( see Table XIII).
In 4 out of the 7 animals, peak 1(peak latency 77 ms) was ofrelatively small amplitude (see
Fig. 55), in the 3 other animals, peak 1 was not, or barely, distinguishable (Figs. 56 and 57).
From about peak 5 onwards, the amplitudes tended to decrease; the last one or two peaks
were often of small amplitude.
CSD analysis (Figs. 55, 56 and 57) showed that the patterns of alternating positive and
negative potential waves corresponded to patterns of distinct sinks and sources, whose extent
in the cortical space was more limited than that of the potential waves, as to be expected.
The sinks constituted two clusters, one in layer II-III, labelled hl, h2 etc, the other in layer
Vb, labelled il, i2 etc. The cluster of i-sinks was considerably less pronounced than the h-
sinks. Sources were located in between the sinks. The h-sinks were flanked by sources in
layer Va. The i-sinks were flanked by these same sources in layer Va and by sources in
layer VI. The number of h-sinks ranged from 5 to 9, with a mean of 7.1 f 1.6 (SD). The
successive peaks were quite regularly spaced, their mean inter-peak-interval was 64.5 f 3.7
ms, i.e., a mean frequency of occurrence of 15.5 Hz (see Table XIV). The number of i-sinks
ranged from 2 to 7, with a mean number of 5 f 1.8. Their mean inter-peak interval was
about equal to that of the supragranular h-sinks, namely 65.0 f 4.7 ms. Sink-hl coincided
in time with sink-il, sink-h2 with sink-i2 and so on. Sink-hl was present in only 3, and
sink-il in only 2 out of the 7 rats. If present, both sinks were of relatively small amplitude
(see e.g. rat 5 in Fig. 55). The amplitudes of h-sinks were 2-3 times as lazge as the
amplitudes of corresponding i-sinks.
Increase of the stimulus intensity (from 3 to 9Tb) revealed a more pronounced cyclical
P3-N3 wave-complex with slightly enlarged amplitudes, but with the same number of
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PEAK LATENCIES (ms)
peak-1 peak-2 peak-3 peak-4 peak-5 peak-6 peak-7 peak-8 peak-9 peak-10
Mean 77 136 187 258 323 389 458 513 593 663
SD 9 6 11 13 15 19 21 22 0 4
range 67-89 125-140 178-200 239-273 302-341 360-410 423-477 487-527 - 660-665
n 4 6 6 6 6 5 5 3 2 2
INTER-PEAK-INTERVAIS (ms)
1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-9 9-10
Mean 58 52 71 65 64 68 64 68 70
SD 7 9 5 5 6 5 3 2 4
range 48-65 38-65 61-76 57-69 58-72 63-75 62-67 66-69 67-72
n 4 6 6 6 5 5 3 2 2
Table XIII. Peak latencies and inter peak-intervals of the successive potential peaks (peak-1 to 10)
which comprise the cyclical P3-N3 wave-complex. Measurements were made on FP recordings in layer
III, in which layer the peaks reached their maximal amplitudes. n: the number of animals in which a
specific peak(-interval) was found; 6 animals were investigated.
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PEAK-LATENCIES (ms)
hl h2 h3 h4 h5 h6 h7 h8 h9
M 73 132 192 258 323 390 454 532 595
SD 5 5 7 12 15 16 19 13 -
range 68-78 125-138 182-202 237-270 303-342 363-412 428-473 522-547 -
n 3 6 6 6 6 6 4 3 1
il i2 i3 i4 i5 i6 i7
M 71 133 191 261 326 389 452
SD 6 8 10 13 23 20 -
range 66-75 122-143 175-200 245-275 300-355 363-410 -
n 2 5 5 5 5 5 1
INTER-PEAK INTERVALS (ms)
hl-h2 h2-h3 h3-h4 h4-h5 h5-h6 h6-h7 h7-h8 h8-h9
M 58 61 66 65 66 63 70 67
SD 5 6 6 7 5 2 5 0
range 54-64 52-70 55-70 51-72 60-75 61-65 65-74 -
n 3 6 6 6 6 4 3 1
íl-i2 i2-i3 i3-i4 i4-i5 i5-i6 i6-i7
M 70 58 70 66 62 64
SD 11 8 8 11 6 0
range 62-77 45-66 57-77 55-80 53-68 -
n 2 5 5 5 5 1
Table XIV. Peak latencies and inter peak-intervals of the supragranularsinks (hl to h9) and of the
infragranularsinks (i1 to i7). These were the main sinks corresponding to the cyclical P3-N3 wave-
complex. Measurements on the h-sinks were made in layer III and on the i-sinks in layer Vb, in which
layers they reachedmaximal amplitudes, respectively. n: the number of animals in which a specifre sink(-
interval) was found; 6 animals were investigated.
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Pharmacological manipulation of the late components:
Under Pentobarbital anesthesia the spatio-temporal distribution of the SEP was restricted,
compared to the Ketamine condition. All late components decreased in amplitude under
Pentobarbital (cf. Teas and Kiang, 1964; Borbely and Hall, 1970). This is opposite with the
increase (2-3 fold) of the P1-N1 amplitude under Pentobarbital (see Chapter IIL3; cf.
Borbely and Hall, 1970; Haberly, 1973). N2 (duration about 75 ms under Ketamine) was
absent under Pentobarbital (in 4 out of 4 animals). Instead, in two of these animals, a
surface-negative wave of much shorter duration (about 20 ms) was present which peaked at
about 50 ms after stimulation and reversed polarity in layer V(whereas N2 reversed polarity
in layer III). A barely visible cyclical P3-N3 complex did exist under Pentobarbital in one
acute experiment (rat 18) while the complex was present under ketamine in the same animal.
In the two chronic experiments the complex was present under ketamine, but absent under
Pentobarbital (recordings were made the same animal with one day delay between the
conditions; rats 16 and 19). During the early phase of the recovery from Ketamine anesthesia
in chronic animals, the number of repetitive waves of the cyclic P3-N3 complex tended to
increase (mean increase of the number of negative repetitive waves in layer II-III was 1.7
f 0.6 (SD); n-3) (see Fig. 58). In addition, their amplitudes tended to increase. This state
is called the 'light Ketamine anesthesia' condition (lasting for 1-3 hours after the final
Ketamine injection). The animal did not yet make any limb movements; at the most it
blinked its eyelid. Later the amplitude of the cyclic P3-N3 wave-complex decreased.
Eventually, at 4-5 hours following the last injection, at which time the animal was fully
recovered from the anesthesia (quiet waking condition), the P3-N3 complex had vanished.
The eventual abolition of the cyclical P3-N3 complex is in sharp contrast with the strong
increase in the amplitude of the primary response (P1-N1) during recovery (Chapter III.3;
Fig. 58). Three of the chronic animals in which the recovery process was monitored (at
intervals varying from '~z hour to several hours) revealed this tendency (Fig. 58). The 4th
chronic rat, in which recordings were not made during recovery, also revealed an abolition
of the P3-N3 wave complex during quiet waking.
V.4 DISCUSSION
The P2-N2 time-period is characterized by potential waves of relatively small amplitude
and correspondingly small sinks and sources. It is a period of inhibition of spike generation,
directly following the initial excitation that results in the P1-N1 complex described in
Chapter III. The period has been associated with relatively long-lasting after-
hyperpolarizations (30-200 ms) (Steriade, 1984; Carvell and Simons, 1988; Connors et al.,
1988). For example, Connors and colleagues (1988) described pyramidal cells in layers II
and III of slices of rat primary somatosensory cortex whose initial brief EPSP, evoked by
electrical stimulation of the deep cortical layers, was followed by a fast II'SP (GABAa
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The epicortical mappings revealed that N2 reached its maximal amplitude at positions
surrounding the "maximal P1-N1 position" (within a radius of 1-2 mm), with a slight
preference for the medial direction. This might indicate that a significant processing in the
P2-N2 time-period takes place outside the primary thalamocortical projection site. Three-
dimensional information will be needed to check whether surround inhibition exists in this
situation. The location of maximal N2 values medial to the "maximal P 1-N 1 position"
coincided with the motor part of the sensorimotor cortex (e.g. Hall and Lindholm, 1974;
Donoghue and Wise, 1982). Microstimulation studies (not included in the thesis) revealed
that the sites where only minimal currents were required to elicit a just noticeable twitch of
a muscle of the forepaw were located 1-2 mm medial to the "maximal P1-N1 position".
Further studies will be needed to see whether a relation exists with motor processes. 1'he




Fig. 59. The basic sequence of sink-source
configurations during the P2-N2 time period, in
response to median nerve stimulation under
Ketamine anesthesia. Each configuration is
indicated on the schematical drawing of two
pyramidal cells whose somata are located in
layers III and [! respectively. These cells are
thought to form the major anatomical substrate
for membrane currents detected with the CSD
method. Segments of the cells where inward
membrane currents prevail (sinks) are hatched,
segments where outward membrane currents
prevail (sources) are dotted. Sinks and sources
are labelled as in Figs. 52 - 54. Timing with
respect to the epicortical FP response is
indicated by arrows at the top.
t-28ms t-75ms
Source-5:
Source-5 was consistently found in layer II and probably extended into layer I. The latter
is suggested by the fmding that epicortically a positivity (P2) was recorded in this time
period. A complementary small sink was often located below in layer III-N. The extent of
this presumed sink-source configuration suggests that supragranular pyramidal cells of layer
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II-III are involved. The location of source-5 in the layer I-II border area, makes it unlikely
that this source is "active", i.e., reflecting inhibitory synaptic actions (IPSPs). Inhibitive
synapses are thought to be preferentially located on the somata of pyramidal cells (Jones,
1984) of which relatively few are found in the layer UII border area. "l~herefore, it seems
more likely that source-5 reflects activity of excitatory synapses or an afterhyperpolarization
in the distal apical dendrites (cf. Di et al., 1990).
No evidence was found in the CSD distributions for the notion that P1 and P2 denote the
same single positive wave (see Fig. 49), generated by a single physiological process. The
relatively large latencies of source-5 (peak latency 28 ms, duration 40 ms) make it unlikely
that source-5 is a passive loop-closing source complementary to an active sink in layer III,
comparable to the conclusion reached for source-1 (Chapter III).
Source-6 and sink-g:
Quite consistently, source-6 followed sink-e and sink-f within layer Vb. Sink-g, located
directly below source-6 in layer VI, is the only major sink present in the proximity of
source-6, and therefore the only candidate to complement source-6, although their durations
do not perfectly match (Table XII). The location of the assumed source-6lsink-g
configuration suggests that layer V and VI (pyramidal) cells are involved.
From the CSD profiles it is not directly apparent which sink might constitute the generator
of the epicortical N2. The small sink which tended to develop in some rats in layer II
(following source-5; see Fig. 55), possibly extended with increasing amplitude into layer I,
to generate N2. This latter assumption is supported by the consistent finding that N2
reversed its polarity quite superficially (in layer II-III),
suggesting that its generator was located superficially. None of the other sinks available
could possibly account for the generation of N2.
The notion that the P2-N2 period reflects a period of inhibition of spike generation is
supported by the following findings:
1) The failure of a test pulse to evoke a major cortical response when ít was delivered
within about 90 ms from the conditioning pulse strongly suggests that the pyramidal cells
were in a state of reduced excitability which prevented them from generating APs. The
response to such a test pulse is thought to consist predominantly of monosynaptic potentials
(cf. Haberly and Bower, 1984). However, it can not be excluded that the strength of the
thalamo-cortical volley generated by the test pulse was reduced due to inhibitive actions in
e.g. the thalamic relay neurons induced by the conditioning pulse (cf. Kossut and Singer,
1991). Barth and Di (1991) applied paired electrical stimuli directly to the cortical surface,
thereby avoiding the possible confounding influences of earlier subcortical stages. They
found an enhanced responsiveness during P2 in supragranular cells, followed by a reduced
responsiveness during N2. The enhanced responsiveness during P2 might reflect a secondary
excitation (cf. Steriade, 1984).
Inhibition of the pyramidal cells is most probably mediated by GABAergic interneurons,
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like the axoaxonic cell and the large basket cells. These cells are excited by direct
thalamocortical input and via excitatory intracortical connections (e.g., axon-collaterals of
pyramidal cells) (see Fig. 2C, Chapter I).
2) The finding that sink-h 1 and sink-i I, which were both situated within the P2-N2 time-
period (peak latencies 73 ms and 71 ms, respectively) were of very small amplitude (see
Figs. 52 and 55) or absent (see Figs. 53 and 54).
3) The differential effects of Pentobarbital on components of the SEP, i.e. enhancement
of the primary response (P1-N1) and depression of the later components (including P2 and
N2). Pentobarbital is thought to enhance the GABA-ergic actions exerted by interneurons
(Ransom and Barker, 1976; Curtis and Lodge, 1977).
Cyclical P3-N3 time-neriod:
The possibility that the cyclical P3-N3 wave-complex merely reflects subcortical activity
can be excluded. The FP depth profiles showed that each component of the wave-complex
reversed its polarity twice along the cortical depth which implies the presence of intracortical
generators. This conclusion was confirmed by the CSD analysis which revealed distinct sink-
source configurations for the repetitive wave-complex. The h-sinks and the i-sinks best
reflected the repetitive nature of the P3-N3 wave-complex. Fig. 60 shows the sink-source
configurations generated during the epicortical P3-N3 wave. Clear phase locked repetition
of this sink-source pattern accounts for the subsequent repetitive waves.
sink-h 1, sink-h2 etc.:
The successive h-sinks, largely confined to layer II-III, appeared to be flanked by small
sources in layer Va and probably by sources in layer I-II that could however not be detected
in CSD profiles since the upper channel is lost in the CSD calculation. The following
observations support this hypothesis:
1) The FP response recorded through the upper electrode, channel located in the upper
part of layer I, revealed that the occurrence of each of the h-sinks coincided in time with a
positive potential peak, belonging to the repetitive wave- complex (see Fig. 55). Additional
superficial sources have to be assumed to explain the FP response in layer I.
2) At each point in time the sinks and sources, distributed along the vertical cortical axis,
should ideally sum to zero (cf Vaknin et al., 1988). In practice this is never realized since
conductivity gradients will inevitably exist in the cortex. Nevertheless, it suggests a shortage
of sources during the occurrence of each h-sink. Layer I-II is a good candidate to
accommodate these "missing" sources.
3) One rat in which the upper electrode channel was located just above the cortical surface
in the liquid (rat 12; see also Chapter IIL3) revealed sources in layer I which coincided in
time with the h-sinks. However, since conductivity changes associated with the tissue-fluid




Fig. 60. The basic sequence of sink-source
configurations during the P3-N3 wave-
complex, in response to median nerve
stimulation under Ketamine anesthesia.
Repetition of the P3-N3 wave-complex
constitutes the cyclical P3-N3 wave-complex.
Sinks and sources are labelled as in Figs. 55
- 57. Timing with respect to the epicortical
FP response is indicated by arrows at the top.
See legend to Fig. 59for further details.
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The extent of the sink-source configurations described above, from layer I to layer Va,
suggests that pyramidal cells of layer III and possibly of layer V are involved.
sink-i 1, sink-i 2 etc.:
The almost perfect phase-locking of the i-sinks (confined to layer Vb) and the sources
located directly above and below them suggests that they form sink-source configurations
at the pyramidal cells of layer V and possibly those of layer VI.
Comparison of the CSD profiles during the time periods in which a h-sink (and the
temporally corresponding i-sink) were present, with the CSD profile of the primary response
(P 1-N 1), reveals remarkable similarities:
1) The CSD profile of the primary response was dominated by a supragranular sink-complex
(sink-b, c and d) and an infragranular sink-complex (sink-e and f). This pattern seemed to
return repetitively during the next 600-800 ms, with the h-sinks corresponding to sink-b and
c, and the i-sinks corresponding to sink-e and f.
2) The amplitudes of the h-sinks were 2-3 times larger than those of the corresponding i-
sinks, which ratio was also found for the supra- vs the infragranular sink-complexes of the
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primary response.
3) The peak latency of each of the supragranulaz h-sinks matched very closely with the peak
latency of each of the corresponding infragranulaz i-sinks (see Table XIV). The same was
found for the peak latencies of the supra- and infragranular sink-complexes of the primary
response.
However, there is one conspicuous dissimilarity: the subsequent h-sinks were confined to
layer II-III and did not extend into the border area of layer UII (where sink-d was located).
Thus, the late response contained no equivalent for sink-d of the primary response.
Essentially identical neuronal elements could be involved in the generation of both the
primary response and the cyclical P3-N3 wave-complex. This statement is based on the
similarities in the respective CSD distributions and on the finding that in epicortical
mappings the site where each of the components of the P3-N3 complex reached a maximal
amplitude coincided with the "maximal P1-N1 position". The fmding that the h-sinks do not
extend into layer I-II could indicate that they primarily represented an excitation of the
pyramidal cells in layer II-III, without further intracortical processing towards more
superficial layers (in Chapter III it was concluded that sink-d was a polysynaptic sink
mediated by excitatory intracortical fibres).
Possibly, the cyclically P3-N3 sequence reflects a repetitive activation of the cortex (cf.
Rodriguez and Haberly, 1989), or activity in a reverberating circuit in the cortex consisting
at least of layer III-IV and layer Vb pyramidal neurons. The frequency is probably too low
to indicate intrinsic bursting (see chapter IV), so that the oscillations aze more likely to be
produced at the population level in a local network.
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CHAPTER VI: SUMMARY AND GENERAL DISCUSSION
We set out to analyse the cortical neuronal circuitry involved in the generation of
somatosensory-evoked potentials in the rat. The one-dimensional CSD analysis was used to
reveal the generators of the complex potential fields, which is only allowed when certain
restrictions in the anatomical and physiological organization are met. Under our conditions
it was shown that the necessary conditions are fulfilled, but we should realize that this
analysis strongly emphasizes the generators that produce "open fields" in particular in
elongated aligned neurons, such as the cortical pyramidal cells (Lorente de Nó, 1947; Llinas
and Nicholson, 1974). CSD analysis is unlikely to detect activity generated at cells with
radially oriented dendrites, such as the stellate cells of layer IV, which will generate "closed
fields". However, from the sink-source distribution generated at the pyramidal cells,
inferences can be made about the activity of other neurons, most notably about activity from
inhibitive interneurons. The CSD analysis does not give simple, objective answers; certainly
not in a structure as complicated as the neocortex. T'herefore, the CSD has to be interpreted
using a number of limiting conditions and using knowledge about the anatomy and
physiology.
The complex response, lasting for up to 800 ms after stimulation of the median nerve, has
been subdivided into three time-periods (Fig. 61), each of which reveals characteristic
potential waves. In summary:
Period I: 0- 20 ms. The P 1-N 1 wave-complex or primary
response (Chapter III). This response contains fast synchronous components, nl
to p5, from about 4 to 12 ms (Chapter IV).
Period IL 20 - 125 ms. The P2-N2 wave-complex (Chapter V).
Period III: 125 - 800 ms. T'he cyclical P3-N3 wave-complex
(Chapter V).
Most phenomena discussed were present in all animals investigated. However, because of
variability, averaging across animals was not possible except for the primary response which
was highly reproducible. For this response a grand average CSD across animals was possible
(Fig. 62). All sinks and sources identified in the individual profiles were present in the grand
average, which emphasizes the high reproducibility of the CSD distribution.
Variability of the primary response within animals allowed us to subdivide the single trial
responses of each recording session (n-100) into two groups: one group containing a
population spike (PS) in layer Vb, the other group not containing a PS. T'he consequences
of the occurrence of this PS for the local cortical circuit were investigated.
Fig. 63 gives an overview of the CSD depth profiles for each of the time-periods, derived
from rat 5. Fig. 64 summarizes the time-periods in a single scheme of cortical processing.
It shows the basic sink-source configurations responsible for the generation of the subsequent




























Fig. 61. Illustration of the time periods of the SEP and the epicortical wave-complexes by which they
are defined. These periods were employed in the present study to subdivide the cortical response evoked
by median nerve stimulation. A: A typical averaged (n-100) epicortical FP, shown from -200 to 1000
ms (at t-0 the stimulus was appliedJ. The response was digitized at 1.5 kHz. B.~ The ftrst 125 ms
following stimulation, showing in more detai! Pl, Nl, P2 and N2. C: The PI-NI wave-complex, with
superimposed some small in.Jlections (positive inflections are marked by dots; response was digitized at
14 kHz). D: The trace shown in C after digital highpassfrltering at 330 Hz (-3dB). Fast synchronous
components are indicated as nl to p4. Data derivedfrom rat 5.
Period I: P 1-N 1 wave-complex
The primary response of the SEP (Chapter III) is of relatively large amplitude and
relatively short duration (from about 4 to 25 ms post-stimulus). In epicortical recordings, the
response is reflected by a biphasic positive-negative wave P1-N1 (Fig. 61C). The primary
P 1-N 1 response is a well-documented finding in many comparable studies in the visual,
auditory and somatosensory cortices in a variety of species (cf. Bishop and Clare, 1953;



















Flg. 62. The grandaverage CSD
across animals (n-6). The identified
sinks (a to ~ and sources (1 to 4) are
indicated In the construction of this
profile from the individualprofiles
(which are shown in Fig. 2.5 of
Chapter 111), account was taken of
variation between animals in the
thickness of the cortical layers, and in
the depth of insertion of the multi-
electrode (the method of construction
of the grandaverage is described in
Chapter IIL 2 ).
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Two large sink-source complexes can be discerned in this period, one located mainly in
the supragranular layers, called the "supragranular sink-source complex" (sinks b, c and d,
and sources 1, 2 and 3), the other located entirely within the infragranular layers, called the
"infragranulaz sink-source complex" (sinks e and f and sources 3 and 4) (Figs. 62 and 63A).
Both complexes are assumed to reflect the initial cortical processing of somatosensory input
conveyed by the thalamo-cortical (TC) afferents. The eazly part of the supragranular sink-
source complex reflected depolarization of basilar dendrites ofpyramidal cells in layers IIIb
and IV (sink-b), induced by activity in TC afferents. The late part reflected the subsequent
transmission via intracortical connections towards more superficial layers (sinks c and d).
SOURCE
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Flg. 64. ,Summar-y of the basic seyuence of sink-source configurations responsible for the generation
nf ihe different components of the FP response, evoked by electrical stimulation of the median nerve
znzder Ketarnine anesihesia. Each configuration is indicated on the schematical drawingof two pyramidal
cells tir~hose somata are located in laver III and V, respectively. These cells form the major anatomical
~ubsrrate,for rnembrane currents detected with the C.SD method. Segments af the cells where inward
memhrcma currents prevail (sinks) are hatched, segments where outward membrane currents prevail
Isuzrrces~ ure dotted. ldentifred sinks and sources are labelled (sinks from a to i; sources from I to 6).
Time relntinns with respect to the epicortical FP response and to the CSD distribution in layer III are
indiccrted bv lozTg, ihin arrows (daza derivedfrom rat 5). Open arrows at the bottom indicate the times
ut which a rather uniform repetitive excitation of the sensorimotor cortex is thought to occur, induced
hi~ the udmini.ctration of a single stitnulus at t-0.
Simultaneously, the intragranular cells in layers V and VI are depolarized by activity in
collaterals of the TC tibres just mentioned (Fig. 2, Chapter I), giving rise to the infragranular
sink-source complex.
Such a dual TC prqjection upon layer IIIb-IV and the layer V-VI border of the
sensorimotor cortex has been described (Herkenham, 1980; Landry and Deschênes, 1981;
Jones, 1981). Generally, though, most attention is paid to the largest of the two projections
aiming at layer IIIb-IV. There is ample anatomical evidence that the TC fibres additionally
terminate - to a large extent - upon stellate cells of layer IV (Jones, 1981). However, due
to the aeneration of "closed tields" the excitation of these cells is not reflected in the CSD
distribution.
The increase in onset and peak latencies of the supragranular sink-complex with
decreasing distance from the cortical surface (from sink-b via sink-c to sink-d) is postulated
to reflect a sequence of synaptic delays. The layer IV stellate cells and the layer IIIb
pyramidal cells project heavily upon the superficial layers. The stellate cells do so by means
of their efferent axons, and the pyramidal cells by means of axon-collaterals (Szentágothai,
1975. 1984; Fig. 2, Chapter I). Because of the ample opportunity to form multiple synaptic
contacts (cartridge synapses), these intracortical tibres can produce relatively large sinks and
sources. The differences in onset and peak latencies of sinks b, c and d(Table IV) are in
line with the notion that the successive sinks are separated by at least one synaptic delay (cf.
Mitzdorf and Singer, 1980).
Period I: Fast synchronous com~onents
Additionally, the P 1-N 1 time-period contained, from about 4 to 12 ms after stimulation,
some very small and fast synchronous components, called nl, pl ... p5 (Figs. 61C, D). These
components were analysed after digital high pass filtering of the FP responses at 330 Hz.
[~hough the fast synchronous components have rarely been investigated, various suggestions
concerning their generators have been made. These include a thalamic oscillatory discharge
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(Eisen et al., 1984), burst discharges in thalamic neurons and~or activity in the
thalamocortical radiations (Allison and Hume, 1981), activity in the thalamo-cortical
radiations and firing of postsynaptic cells (Arezzo et al., 1981), or activity in thalamo-
conicai fibres foliowed 'by mono-, di- and tri-synaptic cortical activity (Mitzdorf and Sïnger,
1980).
From our data it was concluded that the components between 3.5 and 7 ms after
stimulation reflect, at least partly, the arrival of the afferent TC volleys, originating in the
VPL. Sink-a and the early part of sink-e (Figs. 62 and 63A), which are the main sinks
occurring within this time-period, probably reflect the depolarization of the axonal plexus
of the TC fibres in the respective layers of termination (cf. Steinschneider et al., 1992). The
fast synchronous components as a whole probably reflect synchronous spike activity of
cortical cells. The depolarization induced by the infragranular TC projection, aiming at the
border of layer VNI, may result in one or more PSs, generated at the somata of the large
layer Vb pyramidal cells. The firing of these cells may be synchronized by bursting cells.
The superficial TC projection can additionally contribute to the depolarization of layer Vb
cells. Segregation of synaptic inputs from different sources onto different parts of the
pyramidal cells is frequently encountered (cf. Rodriguez and Haberly, 1989). Although the
functional significance of this phenomenon has not yet been unraveled, it is tempting to
suggest that the elongated pyramidal cells of layer V- whose dendrites may span the entire
cortical diameter - play an integrative role in the primary cortical processing.
The finding that at the single trial level the occurrence of an assumed PS in layer Vb
always coincided with an enhancement of sink-d (compared to responses in which no PS
occurred; see Fig. 63B), could reflect increased inhibitory synaptic actions at the level of the
somata of layer III pyramidal cells, giving rise to an active source in layer III (source-2).
The complementary passive sink in layers I-II then adds to sink-d, resulting in the reported
enhancement of sink-d. Alternatively, or additionally, activation of a projection of layer Vb
pyramidal cells upon layer I-II could be responsible for the enhancement of sink-d. This
intracortical pathway could be formed by upward directed axon-collaterals of the layer Vb
pyramidal cells of the "regular spiking" type, which are specifically located in layer Vb of
the somatosensory cortex of rats (Chagnac-Amitai et al., 1990).
Period II: P2-N2 wave-complex
The primary P1-N1 wave-complex is followed by a period of relatively small amplitude
FPs and CSDs, from about 20 to 100-125 ms after stimulation, i.e., the P2-N2 wave-
complex (Fig. 61B). Whereas the primary cortical response is dominated by excitatory
synaptic activities, inhibitory processes are thought to play a dominant role during the P2-N2
time-period (cf. Di et al., 1990; Barth and Di, 1990). The type of inhibitive activities are,
however, difficult to infer from the present experiments. N2 appeared to reach its maximal
amplitude at sites surrounding the "maximal P1-N1 position", and was consistently of a
relatively small amplitude at the "maximal P1-N1 position". Barth and Di (1991) reported
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an enhanced responsiveness during P2 in supragranular cells, followed by a reduced
responsiveness during N2. They applied paired electrical stimuli directly to the cortical
surface, thereby avoiding possible confounding influences of earlier subcortical afferent
stages. Possibly, a secondary excitation occurs during P2 (cf. Steriade, 1984) in which view
the superficial source-5 is complementary to a deeper active sink. The reduced
responsiveness during N2 corresponds to the long-lasting period of hyperpolarization (up to
200 ms after stimulation; Steriade, 1984) or the long-latency inhibition (Connors et al.,
1988), which are due to a Ca-dependent increase in K conductance.
Period IIL cyclical P3-N3 wave-complex
From about 100 to 600-800 ms after stimulation a wave-complex is manifest, consisting
of 5-9 repetitions of a relatively slow positive and negative wave: the cyclical P3-N3 wave-
complex (Fig. 61A). Some authors have reported a similar late repetitive wave-complex
(e.g., Adrian, 1941; Chang, 1950; Bishop and Clare, 1953), but in most reports the time-
periods given were not long enough to encompass these waves. Several hypotheses have
been put forward such as repetitive discharges within a cortico-thalamic reverberating circuit
(Chang, 1950), or a repetitive activation of the cortex (Rodriguez and Haberly, 1989).
From our data we concluded that the cyclical P3-N3 wave-complex did not merely reflect
subcortical activity. The CSD distribution revealed distinct repetitive sink-source
configurations, confined to certain cortical layers. The h-sinks located in layer II-III, and the
i-sinks located in layer V best reflected the oscillatory nature of the P3-N3 wave-complex
(Fig. 63D).
We postulate that the generators of the primary P 1-N 1 wave-complex and those of the
cyclical P3-N3 wave-complex are basically the same. The primary supragranular sink-
complex (b, c and d) is thought to reflect activities analogous to those underlying the
repetitive h-sinks, while the infragranular sink-complex (e and f) is thought to reflect
activities analogous to those underlying the repetitive i-sinks. There is, though, one
remarkable dissimilarity: the h-sinks were confined to layer II-III and did not extend into
the border of layers IIII, where sink-d was located. Thus, the late response contained no
equivalent for sink-d of the primary response. This might indicate that the h-sinks primarily
represented an excitation of the pyramidal cells in layer II-III, without further intracortical
processing towards more superficial layers.
The striking similarities in the respective CSDs of the primary response and of the
subsequent repetitive responses, and the finding that all these components reached their
maximal amplitude at one and the same epicortical site, might imply that identical neuronal
elements are involved. Possibly, the cyclically P3-N3 sequence reflects a repetitive activation
of the cortex (cf. Rodriguez and Haberly, 1989), or activity in a reverberating circuit in the
cortex consisting at least of layers III-IV and layer Vb pyramidal neurons. The frequency
is probably too low to indicate intrinsic bursting, so that the oscillations are more likely to
be produced at the population level in a local network.
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The experiments by Di et al. (1990) closely resemble ours. They evoked a SEP in
vibrissalbarral cortex of rats by displacement of contralateral vibrissa. In their view, based
on CSD analysis combined with principal component analysis, a sequential activation of first
the supragranular pyramidai cells and then the infragranular pyratiiidal cells (resembling our
sinks c and d) takes place during the P1-N1 time-period, reflecting depolarizing activities.
At about 8 ms post-stimulus they found a source in layers I-II and a sink in layers IV-V
(resembling our source-lAlsink-b configuration), and at 12 ms post-stimulus a sink in layers
I-IV (resembling our sinks c and d) and a source in layers V-VI (which is absent in our
profiles). This is followed by hyper- or repolarization processes during the P2-N2 time-
period, also beginning in supragranular cells followed by infragranular cells. A wave-
complex resembling our cyclical P3-N3 complex is absent (though latencies up to 500 ms
after stimulation are shown). The overall view of the activities during the P1-N1-P2-N2
time-period is similar, although the typical sequence from supragranular to infragranular cells
is not revealed by our data. Other notable differences are the absence of an infragranular
sink-complex during the P 1-N 1 time-period, and a much more pronounced source in layers
III-IV during the P2-N2 time-period in their profiles. Possibly, part of the differences can
be explained by cytoarchitectonic differences between the respective cortical areas, and by
their rather low sampling frequency for the primary response (500 Hz vs 14 kHz), which
also prevented possible PSs from being captured.
Similar activity patterns have been reported in the auditory cortex of rats (Barth and Di,
1990), in the SmI cortex of monkeys (Kulics and Cauller, 1986) and the visual cortex of cats
(Mitzdorf and Singer, 1978; Mitzdorf, 1985), which suggests that basically similar local
circuits are involved in the primary cortical processing of sensory information in different
species and with respect to different sensory modalities. In particular, the model ofMitzdorf
and Singer for the primary visual response in the cat (they did not analyse later components)
shows remarkable similarities with our model for the somatosensory cortex ofrats. Basically,
their model shows TC input onto layer N, which is conveyed to the supragranular layers
by means of intracortical connections passing several synaptic delays. They also recognize
a direct TC input onto layer VI but do not use this pathway in their model. An additional
intracortical connection from deep layer IV to layer V is also featured, for which no
equivalent exists in our model. This latter connection might very well be typical of the visual
cortex in which layer IV receives two separate TC inputs (X and Y fibres).
This study provided an analysis of the complex potential fields with relatively high spatial
and temporal resolution, using simultaneous recordings. A grand average across animals of
the CSD of the primary response could be made, taking into account the individual
differences in thickness of the cortical layers. The CSDs clearly revealed a second thalamo-
cortical input onto the border of layers V and VI (in addition to the major input onto layer
IV-IIIb). Fast synchronous components, present during the primary response, were subjected
to a detailed laminar analysis, revealing a burst of PSs in pyramidal cells of layer Vb.
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Occurrence of the PSs apppeared to be correlated with an increase in the amplitude of a sink
in layers I-II (sink-d). There are indications that this latter sink, which is the generator of
N 1, consists of both an active sink and a passive sink. The active sink reflects depolarizing
activity at the distal apical dendrites, mediated by intracortical pathways, the passive sink
complements an active source in layer III, reflecting inhibitory activity. Relatively late and
slow, oscillatory waves, lasting for up to 800 ms after stimulation, showed a resemblance
in their CSD with the CSD of the primary response which led us formulate the hypothesis
that, at least under Ketamine anesthesia, identical cortical neuronal elements are repeatedly
activated after arrival of a single TC volley.
128
SAMENVATTING
Deze studie heeft tot doel de neuronale corticale circuits, betrokken bij de verwerking van
somatosensorische input, te analyseren. Verscheidene typen neumnen, verdeeld over de zes
lagen van de neo-cortex, zijn door synaptische contacten met elkaar verbonden tot circuits,
die tot doel hebben de informatie uit de periferie te analyseren en te verwerken. Hoewel de
circuits zich in principe in alle richtingen uitstrekken, blijkt een belangrijk deel te bestaan
uit neuronen die langs één en dezelfde verticale as zijn gelegen. De verticale circuits vormen
in de cortex functionele kolommen waarin alle corticale lagen betrokken zijn. Waarschijnlijk
vormt een verzameling van een groot aantal onderling verbonden kolommen, gelegen in
verschillende corticale gebieden, het neuronale substraat van cognitieve functies.
Corticale neuronale activiteit veroorzaakt veranderingen in de potentialen die epi- en
intracorticaal gemeten kunnen worden met micro-electrodes. Deze veld-potentialen worden
veroorzaakt door extracellulaire ionen-stromen in het geleidende medium. Belangrijke
bronnen zijn de synaptische activiteit en synchroon optredende actie-potentialen in een
populatie van neuronen (populatie-spike: PS). De current source density (CSD) analyse
berekent uit het elektrische veld (de veld-potentialen) de onderliggende verdeling van
extracellulaire stroom-bronnen. In de hier beschreven studie zijn bij zowel geanesthetiseerde
als vrij bewegende ratten door elektrische stimulatie van de nervus medianus in de poot
potentialen opgewekt in de cortex, die vervolgens aan de CSD analyse zijn onderworpen.
De neocortex van de rat mist de groeven en windingen die karakteristiek zijn voor hogere
zoogdieren, terwijl de cytoarchitectuur niet wezenlijk verschilt. Dit maakt de cortex van de
rat bij uitstek geschikt om tot een reconstructie van de geometrische organisatie van de
generatoren van hersenpotentialen te komen. De CSD analyse levert het netto resultaat van
alle synaptische en compenserende stromen. Kennis van de anatomie van de cortex en de
toepasssing van een aantal experimentele manipulaties zijn nodig om tot een werkelijke
interpretatie van CSD verdeling te komen. Via de manipulaties - waaronder toenemende
stimulatie-sterkte, farmacologische beïnvloeding en dubbel-pulse stimulatie - kunnen selectief
delen van het corticale circuit worden uit- of ingeschakeld.
De met elektrische stimulatie opgewekte potentiaal is onderverdeeld in een primaire
response van relatief korte duur en grote amplitudo van 0 tot 20 ms na stimulatie (P1-N1
golf-complex), een response van relatief kleine amplitudo van 20 tot 125 ms (P2-N2 goll-
complex), en een repeterende golf van 125 tot 800 ms (cyclisch P3-N3 golf-complex). Op
de primaire response zijn een aantal snelle componenten gesuperponeerd tussen ongeveer 4
en 12 ms na stimulatie. Op grond van de data kan het volgende beeld van de corticale
processen geschetst worden:
Naast een relatief grote thalamocorticale projectie op laag IV en IIIb (supragranulair) is
er een kleinere thalamocorticale projectie op de grens van laag Vb en VI (infragranulair).
Beide inputs bereiken de cortex tussen 4 en 7 ms na stimulatie. De supragranulaire input
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wordt, via één of ineer synapsen, naar de oppervlakkige lagen I en II geleid. De
infragranulaire input is waarschijnlijk van belang voor het ontstaan van PSs in laag Vb op
de soma's van grote piramidecellen. Een bijdrage van de supragranulaire input aan het
ontstaan van een PS middels depolarisatie van de distale apicale dendrieten van de laag Vb
cellen ligt voor de hand. Van ongeveer 7 tot 12 ms na stimulatie vuren populaties van
corticale cellen synchroon, resulterend in een hoogfrequente burst van spikes. Mogelijkerwijs
oefenen de synchroon vurende cellen in laag Vb via opstijgende axon-collateralen een
depolaziserende invloed uit op de oppervlakkige lagen I en II. Daamaast vindt waarschijnlijk
ook een inhibitie van de piramidecellen van laag III plaats, volgend op de primaire excitatie.
Beide scenazio's resulteren in een specifieke vergroting van de synaptische input in laag I-II,
hetgeen zonder uitzondering wordt waargenomen zodra een PS zich voordoet in laag Vb.
De volgende periode tot 100-125 ms na stimulatie wordt gedomineerd door relatief langzame
inhibitoire processen. Reeds in deze periode (op gemiddeld 77 ms na stimulatie), en in de
hierop volgende periode tot aan 800 ms na stimulatie, doet zich een repeterende reactivatie
van de cortex voor, steeds gescheiden door intervallen van ongeveer 60 ms. Er zijn
aanwijzingen dat dezelfde neuronale elementen die bij de primaire response betrokken zijn
ook bij de opeenvolgende reactivaties betrokken zijn.
Het model van corticale generatoren dat deze studie oplevert, is gedetailleerder dan dat
van vergelijkbare studies. Toch is het verre van volledig en het zal wellicht op een aantal
punten bijgesteld moeten worden. In tenminste twee opzichten geeft het in ieder geval een
onvolledig beeld van de corticale processen. Ten eerste produceert de CSD analyse een
vertekend beeld van de relatieve bijdragen van de verschillende cel-typen aan de synaptische
activiteit: ze benadrukt zeer sterk de activiteit op de langgerekte piramidecellen, terwijl ze
nauwelijks de activiteit op cellen met korte radiale dendrieten detecteert. Ten tweede is in
deze studie de aandacht speciaal op de circuits binnen de celkolommen gericht, omdat zij
zich het best laten bestuderen met behulp van de één-dimensionale CSD analyse. Het lijdt
echter geen twijfel, gezien de aanwezigheid van vele horizontale anatomische verbindingen,
dat de verwerking zich ook langs de horizontale dimensie van de cortex afspeelt.
Toekomstige studies zullen met name dit drie-dimensionale aspect in ogenschouw moeten
nemen. Het identificeren van de corticale generatoren van de verschillende componenten van
de somatosensorisch opgewekte hersenpotentialen (SEPs) kan van belang zijn in de
neurologische praktijk waar de SEP gebruikt wordt om de integriteit van het
somatosensorisch systeem te testen en lesies op te sporen.
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