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WN+1-CONSTRAINTS FOR SINGULARITIES OF TYPE AN
BOJKO BAKALOV AND TODOR MILANOV
Abstract. Using Picard–Lefschetz periods for the singularity of type AN ,
we construct a projective representation of the Lie algebra of differential
operators on the circle with central charge h := N + 1. We prove that
the total descendant potential DAN of AN -singularity is a highest weight
vector. It is known that DAN can be interpreted as a generating function of
a certain class of intersection numbers on the moduli space of h-spin curves.
In this settings our constraints provide a complete set of recursion relations
between the intersection numbers. Our methods are based entirely on the
symplectic loop space formalism of A. Givental and therefore they can be
applied to the mirror models of symplectic manifolds.
1. Introduction
It was conjectured by E. Witten [37] and proved by M. Kontsevich [25]
that the stable intersection theory on the moduli space Mg,n of Riemann sur-
faces is governed by a unique solution of the KdV hierarchy. Following A.
Givental [16], we denote this solution by Dpt and we refer to it as the Witten–
Kontsevich τ -function. More generally, given a compact Ka¨hler manifold X ,
let Mg,n(X, d) be the moduli space of equivalence classes of degree-d stable
holomorphic maps with values in X , whose domain is a genus-g Riemann sur-
face equipped with n marked points. Similarly to Mg,n, there are intersection
numbers in Mg,n(X, d), called Gromov–Witten invariants [3], [4], [26], [27],
[32]. One can organize them in a generating function DX , similar to Dpt. It
is natural to ask whether DX can be uniquely identified with the solution of
some integrable hierarchy. In general, it is very hard to approach this question.
However, there is a class of manifolds for which the problem looks manageable.
To specify them, one has to introduce the notion of Frobenius structure on a
vector space H . It consists of a family of Frobenius algebra structures – one on
each tangent space TtH, t ∈ H – satisfying certain integrability conditions (see
[6]). The Frobenius structure is called semi-simple if the multiplication in TtH
is semi-simple for generic t ∈ H . The genus-0 Gromov–Witten invariants of X
give rise to a Frobenius structure on H∗(X). In case it is semi-simple, Givental
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conjectured (see [17]) that DX is given by a closed formula, which depends only
on the semi-simple Frobenius structure and the Witten-Kontsevich τ -function
Dpt. Givental’s formula was recently proved by C. Teleman [36]. Since the
formula for DX makes sense for any semi-simple Frobenius structure, it is nat-
ural to investigate a more general problem. Namely, what is the connection
between integrable hierarchies and semi-simple Frobenius structures – see [7]
and [8].
In this article we pursue a different direction, which in some sense is parallel
to the above discussion. To begin with, let us recall that there is a different way
to characterize Dpt. According to V. Kac and A. Schwartz [24], Dpt is a highest
weight vector of the Virasoro algebra, which is a central extension of the Lie
algebra of vector fields on the circle. Combinatorially, the meaning of the Vi-
rasoro constraints is the following. The intersection numbers are obtained by
integrating overMg,n certain monomial expressions of the cohomology classes
ψ1, . . . , ψn, where ψi is the first Chern class of the line bundle onMg,n formed
by the cotangent lines at the i-th marked point. The Virasoro constraints give
rise to a rule for removing the powers of ψn and thus they express each intersec-
tion number in terms of simpler ones, depending on fewer ψ’s or lower genus.
The Gromov–Witten invariants are obtained by integrating over Mg,n(X, d)
monomial expressions in cohomology classes of the type ev∗i (φ)ψ
k
i , where evi
is the evaluation map at the i-th marked point and φ ∈ H∗(X). One of the
fundamental questions in Gromov–Witten theory, which is still open for mani-
folds X whose quantum cohomology is not semi-simple, is whether DX satisfies
the Virasoro constraints (see [10, 11, 12] and also [9] and [16]). They could
also be interpreted as rules for removing ev∗n(1)ψ
k
n, where 1 ∈ H∗(X) is the
unity. More generally, one could ask whether there are rules for removing all
cohomology classes ev∗n(φ)ψ
k
n, φ ∈ H∗(X), or in terms of generating functions,
is it possible to prove that DX is a highest weight vector for an algebra larger
than the Virasoro algebra?
The above question makes sense for any DX arising from a semi-simple
Frobenius structure. In [16], A. Givental introduced a certain symplectic loop
space formalism, which allowed him to prove that his formula satisfies Virasoro
constraints. The problem then is to find a larger algebra such that DX is still
a highest weight vector. There is one case in which the answer is known (see
[5]). Namely, the space of miniversal deformations of an AN -singularity has a
semi-simple Frobenius structure and for it DAN is given by Givental’s formula.
In [17], it was proved that DAN is a solution to the h-KdV hierarchy, where
h := N + 1. In addition, according to the results of [16], DAN satisfies the
string equation, which is just one of the Virasoro constraints, corresponding
to removing 1 from the intersection numbers. Finally, it was proved in [1]
that a solution to h-KdV satisfying the string equation is unique and it is a
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highest weight vector of the vertex algebra Wh. We are not going to use the
theory of vertex algebras here. The last statement can be reformulated also in
the following way (see [13]). The algebra of differential operators on the circle
has a unique central extension which is usually denoted by W1+∞. The above
statement means that there is a representation of W1+∞ with central charge
h, such that DAN is a highest weight vector.
In the present article we prove that DAN is a highest weight vector for some
algebra of differential operators defined in terms of Picard–Lefschetz periods
and vertex operators. Our methods are based entirely on the symplectic loop
space formalism of A. Givental developed in [16] and pursued further in [17]
and [18]. We also prove that after an appropriate change of the variables our
constraints coincide with the Wh constraints.
1.1. Formulation of the main result. Let T ∼= CN be the space of miniver-
sal deformations of f(x) = xN+1/(N + 1), i.e., the points t = (t1, . . . , tN) ∈ T
parametrize the polynomials
(1.1) ft(x) =
xN+1
N + 1
+ t1xN−1 + · · ·+ tN .
To avoid cumbersome notations we put h := N + 1. Each tangent space TtT
is naturally identified with the algebra of polynomial functions on the critical
set Crit ft:
∂/∂ti ∈ TtT 7→ ∂ft/∂ti (mod f ′t(x)) ∈ C[x]/〈f ′t(x)〉.
In particular, the tangent space TtT is equipped with an associative, commu-
tative multiplication, which will be denoted by •t. In addition to the mul-
tiplication we introduce also a flat structure on T via the following residue
pairing:
(1.2)
(
∂/∂ti , ∂/∂tj
)
t
:=
∑
i=1
resx=ξi
∂tift ∂tjft
(ft)′x
ω, ω = dx,
where ξi, 1 ≤ i ≤ N, are the critical points of ft. The flatness here means that
we can find a holomorphic coordinate system (τ 1, . . . , τN ) on T , in which the
above pairing is constant.
It follows from the definitions that the multiplication •t is Frobenius with
respect to the residue pairing. It is also known that the following integrability
condition holds (for example see [19]): the family of connection operators
(1.3) ∇ = ∇L.C. − 1
z
N∑
i=1
(∂/∂ti•t)dti
is flat, where ∇L.C. is the Levi–Cevita connection of the residue pairing.
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Let H = C[x]/〈xN 〉 and vi, 1 ≤ i ≤ N be the basis obtained from the
projection of the monomials xN−i on H . Put
0 = (0, . . . , 0, 0) ∈ T , 1 = (0, . . . , 0, 1) ∈ T .
Let τ i = τ i(t), 1 ≤ i ≤ N be flat coordinates on T such that τ i(0) = 0 and
the restriction of the coordinate vector field ∂i := ∂/∂τ
i to the tangent space
T0T ∼= H coincides with vi. Let us point out that tN = τN , so ∂N is a unity
with respect to the Frobenius multiplication •t. Also, the flat structure allows
us to identify T ∼= H , t 7→∑Ni=1 τ i(t)vi and so we may assume that 1 = ∂N .
By definition, the symplectic loop space H is the space of formal Laurent
series in z−1 with coefficients in the vector space H (these are series with
finitely many positive powers of z and possibly infinitely many negative ones).
The space H is equipped with a symplectic structure:
Ω(φ1, φ2) := resz=0 (φ1(−z), φ2(z)) dz, φ1(z), φ2(z) ∈ H.
The Darboux coordinate system for Ω is provided by linear functions qik, pk,i
defined by the following formula:
φ(z) =
∞∑
k=0
qikviz
k +
∞∑
k=0
pk,i v
i(−z)−k−1
where {vi}1≤i≤N is a basis of H dual to {vi}1≤i≤N with respect to the residue
pairing. We also introduce the Fock space, which by definition is the space of
formal power series in the vector variables q0, q1+1, q2, . . ., with coefficients in
the field Cǫ = C((ǫ)), where qk =
∑
i q
i
kvi.
By definition, a vertex operator is an operator acting on the Fock space of
the following type:
(1.4) exp
( ∞∑
k=0
(−1)k+1 (I(−1−k), vi) qik
ǫ
)
exp
( ∞∑
k=0
(
I(k), vi
)
ǫ
∂
∂qik
)
,
where I(n) ∈ H. In the context of the symplectic loop space formalism the
vertex operators will be interpreted as follows. Put φ(z) =
∑
n∈Z I
(n)(−z)n ∈
H. The symplectic loop space H is a direct sum of two Lagrangian subspaces:
H− := H [[z−1]]z−1 andH+ := H [z].We denote by φ+ (resp. φ−) the projection
of φ onto H+ (resp. H−). The first and second exponent in (1.4) are then
quantizations of the linear Hamiltonians Ω( , φ−) and Ω( , φ+) respectively,
where the quantization rules are defined by: q̂ik = q
i
k/ǫ and p̂k,i = ǫ∂/∂q
i
k.
The period vector I
(0)
a (t, λ) ∈ H , (t, λ) ∈ T × C is defined by the following
formulas:
(1.5)
(
I(0)a (t, λ), vi
)
:=
∫
a
∂ift
ω
dft
, 1 ≤ i ≤ N,
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where a ∈ H0(f−1t (λ); 12Z) is a 1-point cycle and the integral is interpreted as
evaluation at a (the coefficients of the cohomology may be chosen even in C,
but 1
2
Z suffices for our purposes).
The value of I
(0)
a (t, λ) is well defined only if (t, λ) is a point outside the
discriminant locus {(t, u) | u is a critical value of ft}, and it depends on the
choice of a path, avoiding the discriminant, from a fixed reference point in T ×C
to (t, λ). It is convenient to choose (0, 1) for a reference point, although any
other point outside the discriminant locus would work too. Furthermore, near
λ =∞, the period vector expands as a Laurent series involving only fractional
powers of λ. In particular, it makes sense to put I
(n)
a (t, λ) = ∂nλI
(0)
a (t, λ), where
for negative n the operator ∂nλ is interpreted as formal integration.
We are ready to define the vertex operators that will be needed in this
article. Let Γa(t, λ, s) be the vertex operator corresponding to the series
φa(t, λ, s) = φa(t, λ+ s)− φa(t, λ), φa(t, λ) =
∑
n∈Z
I(n)a (t, λ)(−z)n,
where s is a formal variable. In other words, our definition should be inter-
preted as a formal Taylor series in s :
φa(t, λ, s) =
∞∑
k=1
(∑
n∈Z
I(n+k)a (t, λ)(−z)n
)sk
k!
.
Using (1.4), it is easy to see that the action of the vertex operator Γa on an
element D(q) of the Fock space is given by:
(1.6) Γa(t, λ, s)D(q) = e 1ǫΩ(q(z),φ−)D(q+ ǫφ+),
where φ := φa(t, λ, s).
Finally, we need also the so called phase form:
(1.7) Wa,b =
(
I(0)a (t, s)− I(0)a (t, 0)
)
•t
(
I
(0)
b (t, s)− I(0)b (t, 0)
)
.
Here
I(0)a (t, s)− I(0)a (t, 0) =
∞∑
k=1
I(k)a (t, 0)s
k/k!
is interpreted via the Taylor’s formula as a formal power series in s. Each
product I
(k)
a (t, 0) •t I(l)b (t, 0) is a vector in H , which should be identified with
TtT and then (via the residue pairing) with the co-tangent space T ∗t T . So
Wa,b is a formal power series in s whose coefficients are 1-forms on T . Notice
that the phase form is multi-valued and has poles.
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We say that a function D from the Fock space satisfies WAN -constraints if
the expression
(1.8)
∑
a∈f−1
0
(1)
ca(0, λ, s)Γa(0, λ, s)D
is regular in λ. Here ca(0, λ, s) = e
1
2
R
−λ 1
−1
Wa,a , where the integration path is
chosen as follows: first we fix a one point cycle a0 ∈ f−10 (1) and then we pick
a path from −1 to −λ1. For each a ∈ f−10 (1), we precompose this path with
a closed loop going several times around 0, such that the parallel transport of
a0 is a.
Expression (1.8) is independent of the choice of a0 and the path from −1 to
−λ1, because we can interpret (1.8) as the sum over all branches of ca0Γa0D.
The later means also that (1.8) is invariant under the analytical continuation
along a loop around λ = ∞. Therefore, the operator acting on D expands as
a power series in s and a formal series in integral powers of λ:
(1.9)
∑
a
ca(0, λ, s)Γa(0, λ, s) =
∞∑
k=0
∑
n∈Z
W kn λ
−n−ksk,
where W kn are some differential operators. The regularity of (1.8) means that
only non-negative powers of λ are present, i.e., W knD = 0 for n + k > 0.
Our main result is the following theorem.
Theorem 1.1. The total descendant potential DAN satisfies theWAN -constraints.
It is easy to obtain the genus-0 limit of the WAN -constraints. Let ha(p,q)
be the linear Hamiltonian Ω( , ∂φa
∂λ
(0, λ)). Then for each k ≥ 2 we have the
following expansion:∑
a
ca(0, λ, s) (ha(q,p))
k =
∑
n∈Z
hk,n(q,p)λ
−n−k.
Using the polarization H = H− ⊕ H+ we identify H with the cotangent
bundle. On the other hand, the total descendant potential has the form
DAN = eǫ
2g−2F(g) . It is known that the graph of the differential dF (0) is a La-
grangian cone L inH, which has some very special properties (see [14] for more
details). By taking only the lowest degree terms in ǫ in our WAN -constraints
we get:
Corollary 1.2. The Hamiltonians hk,n vanish for k ≥ 0, n > −k when re-
stricted to the the Lagrangian cone L.
WN+1-CONSTRAINTS FOR SINGULARITIES OF TYPE AN 7
1.2. W1+∞-constraints. Let Γ(w, ζ) be a vertex operator, acting on the Fock
space Cǫ[[t1, t2, . . .]], obtained from the composition of the vertex operator
(1.10) exp
(
−
∞∑
n=1
(wn − ζn)tn
)
exp
( ∞∑
n=1
1
n
(w−n − ζ−n)∂tn
)
and the dilaton shift th+1 7→ th+1 − 1h+1 . We define the differential operators
Jkn by the following Taylor expansion:
(1.11)
∑
w−N/2ζ−N/2(w − ζ)−1 Γ(w, ζ) = h
s
+
∞∑
k=0
∑
n∈Z
Jknλ
−n−k−1s
k
k!
where w = (h(λ+ s))1/h, ζ = (hλ)1/h and the sum on the left-hand side is over
all branches of λ1/h.
On the other hand, using the change of variables:
(1.12) t−i+kh =
qik−1
(−i+ h)(−i+ 2h) · · · (−i+ kh)
and the dilaton shift th+1 7→ th+1− 1h+1 we identify the Fock space Cǫ[[q0, q1 +
1, q2, . . .]] with the subspace of Cǫ[[t1, t2, t3, . . .]] consisting of all series inde-
pendent of th, t2h, t3h, etc. Therefore, given an element D from the Fock space
Cǫ[[q0, q1 + 1, q2, . . .]] it makes sense to consider the action of J
k
n on D.
Theorem 1.3. The following statements hold:
a) The regularity conditions W knD = 0 (n + k > 0, k ≥ 0) are equivalent
to JknD = 0 (n+ k ≥ 0, k ≥ 0).
b) The map −λn+k∂kλ 7→ Jkn is a representation of W1+∞ with central
charge h.
c) If the regularity condition JknD = 0, n+k ≥ 0, holds for k = 0, 1, . . . h−
1, then it holds for all k ≥ 0.
This theorem will be proved in Section 2. The proof of a) amounts to
changing the variables in (1.9) via (1.12) and observing that we get (1.11)
up to factor, which is invertible and regular in λ. Part c) is a corollary from
[13] and b). Finally, to prove b), we construct a representation of W1+∞ (see
[29]) in the Fermionic Fock space and we prove, using the Boson–Fermion
isomorphism, that the representation is the same as the one stated in the
lemma.
1.3. Higher spin curves. By definition, an h-spin smooth curve is a Riemann
surface Σ equipped with n marked points x1, x2, . . . , xn, a line bundle L on
Σ, n integer labels m1, m2, . . . , mn, 0 ≤ mi ≤ N − 1, and an isomorphism
between L⊗h and the twisted canonical bundle K⊗⊗iO(−mixi). The moduli
space of equivalence classes of h-spin curves is denoted by Mmg,n, where m =
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(m1, . . . , mn). It is non-empty iff the degree compatibility condition is met: h
is divisible by 2g−2−∑imi. In this case the forgetful map π :Mmg,n →Mg,n,
which remembers only Σ and the marked points, is a degree h2g covering.
It is known that Mmg,n has a natural compactification M
m
g,n, obtained by
analyzing what happens to the sections of the line bundle L when Σ acquires
a node (see [37] and [20]). Another important ingredient is the Witten’s top
Chern class cmg,n ∈ H∗(M
m
g,n,Q). Using the spin structure isomorphism L
⊗h ∼=
ωΣ⊗
⊗
iO(−mixi), one can define a map w : Ω0,0(L)→ Ω0,1(L), s 7→ ∂¯s+sN .
This construction, which so far is only over a single point of Mmg,n is natural,
so w can be interpreted as a map between two bundles overMmg,n. Then cmg,n is
Poincare´ dual to the pushforward of the zero locus of w toMmg,n. More details
can be found in [33], [31], and [37].
Let H be an N -dimensional vector space with basis v1, . . . , vN and a non-
degenerate bilinear paring defined by (vi, vj) = δi+j,N+1. Put
〈vi1ψk1, . . . , vinψkn〉g,n :=
∫
M
m
g,n
ψk11 · · ·ψknn cmg,n
where ψj is the first Chern classes of the line bundle on Mmg,n formed by the
cotangent lines T ∗xjΣ, and m = (N − i1, . . . , N − in).
It follows from the work of [20], [31], [33], and [36] (see also [35]), that
the total descendant potential of AN -singularity coincides with the following
generating function:
DAN = exp
(∑ 1
n!
ǫ2g−2〈q(ψ), . . . ,q(ψ)〉g,n
)
,
where the summation is over all g, n ≥ 0,
q(ψ) =
∑
k≥0
N∑
i=1
qikviψ
k,
and we have to shift qN1 7→ qN1 + 1, so that we have a formal series in qN1 + 1
and qik, (k, i) 6= (1, N). It is easy to see the following. The J0-constraints are
empty, because J0 is a constant, the constraint J i−i−kD = 0 comes from a rule
for removing vN+1−iψ
k (1 ≤ i ≤ N, k ≥ 0), and the rest of the constraints,
according to Theorem 1.3, are corollaries from the the preceding ones. In
particular, the J1-constraints coincide with the Virasoro constraints.
1.4. Final remark. The Virasoro constraints for a point, which in our case
correspond to N = 1, can be proved directly, without using [24] and [25].
The argument, given by M. Mirzakhani [28], is based on an interpretation of
the intersection numbers in terms of symplectic volumes. Then by using the
Duistermaat–Heckman formula Mirzakhani obtains some recursion relations,
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which turn out to be the same as the ones provided by the Virasoro algebra.
It would be interesting to see whether our constraints can also be proved
geometrically.
2. From WAN to Wh.
The goal in this section is to give a proof of Theorem 1.3.
2.1. Reduction modulo h. The change of variables (1.12) looks mysterious
but it has a very simple purpose: up to terms depending only on th, t2h, t3h, . . .
it just transforms the vertex operator Γa(0, λ, s) into Γ(w, ζ) where w = (h(λ+
s))1/h and ζ = (hλ)1/h – see (1.10). Indeed, by definition
(I(0)a (0, λ), vi) =
∫
a
xN−i/xN =
∫
a
x−i = (hλ)−i/h.
Therefore, for k ≥ 0 we have:
(2.1) (I(k)(0, λ), vi) = (−1)ki(i+ h) · · · (i+ (k − 1)h)(hλ)−k−i/h,
and
(2.2) (I(−k−1)(0, λ), vi) =
(hλ)k+1−i/h
(−i+ h) · · · (−i+ (k + 1)h) .
Since (vi, vj) = δi+j,N+1, as one can easily verify from (1.2), using our quanti-
zation conventions we get:(
(I(n)(0, λ), vi)v
i(−z)n)̂= {−t−i+(k+1)h(hλ)k+1−i/h if n = −k − 1 < 0,1
i+kh
∂ti+kh(hλ)
−k−i/h if n = k ≥ 0.
It follows that the substitution th = t2h = · · · = 0 transforms the vertex
operator Γ(w, ζ) into Γa(0, λ+s, λ). We call this operator the mod-h reduction
of Γ(w, ζ) and denote it by redΓ(w, ζ).
2.2. The phase factors. Our next goal is to compute the coefficient ca(0, λ, s) =
e
1
2
R
−λ1
−1
Wa,a . The restriction of the phase form Wa,a to the complex plane in T
spanned by 1 is: (
I(0)a (0,−tN , s), I(0)a (0,−tN , s)
)
dtN .
Using the above formula for the period I
(0)
a we get:
1
h
N∑
i=1
(
(−tN + s)− ih − (−tN)− ih
)(
(−tN + s)−h−ih − (−tN )−h−ih
)
.
One ckecks directly that an anti-derivative of this function is
2 log
((−tN + s)h)−
N
2h − (−tNh)−
N
2h
((−tN + s)h)
1
h − (−tNh)
1
h
.
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If we substitute in this formula tN = −λ we get 2 log
(
c(s/λ)
hs
)
where
(2.3) c(s) := (1 + s)−
N
2h
s
(1 + s)
1
h − 1
= h+
h2 − 1
24h
s2 − h
2 − 1
24h
s3 +O(s4).
Therefore, the coefficient ca(0, λ, s) = e
1
2
R
−λ1
−1
Wa,a equals c(s/λ)/c(s).
Proof of Theorem 1.3, a). Recalling the definition (1.9) of W kn we get:
c(s)
∞∑
k=0
∑
n∈Z
W knλ
−n−ksk =
∑
c(s/λ)redΓ(w, ζ)
where the last sum is over all branches of λ1/h.
On the other hand, we have w−N/2ζ−N/2(w−ζ)−1 = c(s/λ)/(hs). Therefore,
equation (1.11) assumes the form:∑
c(s/λ)Γ(w, ζ) = h2 + hs
∞∑
k=0
∑
n∈Z
Jknλ
−n−k−1s
k
k!
.
Let D be an element of the Fock space Cǫ[[q0, q1+1, q2, . . .]]. We need to prove
that
∑
c(s/λ)Γ(w, ζ)D is regular in λ if and only if ∑ c(s/λ)redΓ(w, ζ)D is
regular in λ. But this is obvious because Γ(w, ζ) and redΓ(w, ζ) differ by an
invertible factor regular in λ, namely exp
∑∞
k=1 tkh
(
(λ+ s)k − λk
)
hk. 
2.3. The algebra of differential operators on the circle. The Fermionic
Fock space Λ• (C[ζ, ζ−1]) is a Z-graded vector space, whose degree-m part
Λm (C[ζ, ζ−1]) is spanned by infinite-wedge monomials
ζ i0 ∧ ζ i1 ∧ ζ i2 ∧ . . .
such that i0 > i1 > i2 > . . . and is = m− s− 1 for s≫ 0 (see [23]). Denote by
ψ−i+ 1
2
the operator of wedging by ζ i and by ψ∗
i− 1
2
the operator of contraction
by ζ i.
The Lie algebra gl∞ of all Z×Z matrices having only finitely many non-zero
entries can be represented in the Fock space via:
r(Eij) = ψ−i+ 1
2
ψ∗
j− 1
2
where Eij ∈ gl∞ is the matrix defined by Eijek = δjkei. This representation
can be extended to a projective representation of g˜l∞ – the Lie algebra of
infinite matrices with finitely many non-zero diagonals. Namely, the formulas
r̂(Eij) = : ψ−i+1/2ψ
∗
j−1/2 : =
{
ψ−i+1/2ψ
∗
j−1/2 for j > 0
−ψ∗j−1/2ψi−1/2 for j ≤ 0.
WN+1-CONSTRAINTS FOR SINGULARITIES OF TYPE AN 11
define representation of a central extension ĝl∞ = g˜l∞ + C c, with central
charge c = 1 (see [23]).
Let −λn+k∂kλ (k ≥ 0, n ∈ Z) be a basis of the algebra w∞ of differential
operators on the circle, and let
ei = ζ
−i−N
2 , ζ = (hλ)1/h .
Then −λn+k∂kλ is identified with the infinite matrix:
(2.4) − h−n−k
∑
i∈Z
k−1∏
l=0
(
− i− N
2
− lh
)
Ei−nh,i ,
and thus we get an embedding of Lie algebras φ−N/2,h : w∞ →֒ g˜l∞ (see [22, 2]).
On the other hand, w∞ has a unique central extension W1+∞ = w∞ +
CC, which can be described as follows. Fix a basis ei = ζ
−i, then each
differential operator −ζn+k∂kζ is represented by an infinite matrix, so we have
an embedding φ0,1 : w∞ →֒ g˜l∞. The central extension ĝl∞ of g˜l∞ induces a
central extension of w∞, which is isomorphic to W1+∞. In other words, the
map
φ̂0,1 : W1+∞ → ĝl∞, ζn+k∂kζ 7→ φ0,1(ζn+k∂kζ ), C 7→ c
is a Lie algebra embedding. We are going to make use of the following explicit
formula for the commutator in W1+∞ (see [22]):
(2.5)
[
ζkexDζ , ζmeyDζ
]
W1+∞
=
(
exm − eyk) ζk+me(x+y)Dζ + δk,−m exm − eyk
1− ex+y C,
where Dζ = ζ∂ζ .
The next lemma is essentially the same as formula (19) in [2]. There is,
however, a slight difference in the set up here and there, so we will give a
separate proof.
Lemma 2.1. The embedding φ−N/2,h : w∞ →֒ g˜l∞ can be extended to a Lie
algebra embedding φ̂−N/2,h : W1+∞ →֒ ĝl∞ in the following way:
λnexDλ 7→ φ−N
2
,h
(
λnexDλ
)
+ δn,0
( e−xN2h
1− ex/h −
h
1− ex
)
c
C 7→ hc
where Dλ = λ∂λ.
Proof. Notice that φ−N/2,h = φ0,1 ◦ π−N/2,h, where
π−N/2,h : w∞ →֒ w∞, λkDmλ 7→
ζkh
hk
(1
h
(Dζ −N/2)
)m
.
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Therefore, it is enough to construct an extension π̂−N/2,h : W1+∞ → W1+∞ of
π−N/2,h. We are going to look for α ∈ w∗∞ and K ∈ C such that:
π̂−N/2,h(L) = π−N/2,h(L) + 〈α, L〉C, π̂−N/2,h(C) = K C, L ∈ w∞.
Then
π−N/2,h(λ
kexDλ) =
e−
Nx
2h
hk
ζkhe
x
h
Dζ
and using (2.5) it is easy to see that π̂−N/2,h is a Lie algebra homomorphism if
and only if
〈α, λk+me(x+y)Dλ〉 = δk,−m
(e−(x+y)N/(2h)
1− e(x+y)/h −
K
1− ex+y
)
.
Replacing, k +m by n and x+ y by x, we get:
(2.6) 〈α, λnexDλ〉 = δn,0
( e−xN2h
1− ex/h −
K
1− ex
)
,
which equals
δn,0
1− ex
(
e−
xN
2h + e−
x(N−2)
2h + · · ·+ e−x(N−2(h−1))2h −K
)
.
For the RHS in (2.6) to be a well defined formal power series in x, it is necessary
and sufficient that K = h. 
2.4. Boson–Fermion isomorphism. Using the morphism constructed in Lemma
2.1 and the standard representation r̂, we get a representation of W1+∞ on the
Fermionic Fock space with central charge h. We would like now to use the
Boson–Fermion isomorphism and obtain a representation in the Bosonic Fock
space.
Put
ψ(ζ) =
∑
i∈Z
ψi+ 1
2
ζ−i−1 and ψ∗(ζ) =
∑
j∈Z
ψ∗
j+ 1
2
ζ−j−1.
The Boson–Fermion isomorphism identifies Λm (C[ζ, ζ−1]) and C[[t1, t2, . . .]]q
m
in such a way that
ψ(ζ) 7→ Γ+(ζ), ψ∗(ζ) 7→ Γ−(ζ),
where the vertex operators are defined by:
Γ±(ζ) = q
±1ζ±m exp
(
±
∞∑
n=1
tnζ
n
)
exp
(
±
∞∑
n=1
∂
∂tn
ζ−n
−n
)
,
and the following anti-commutation relations are preserved:
(2.7) [ψ(ζ), ψ∗(w)]+ = δ(ζ − w) =
∑
n∈Z
ζnw−n−1,
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(2.8) [ψ(ζ), ψ(w)]+ = [ψ
∗(ζ), ψ∗(w)]+ = 0.
It is easy to verify that we have the following Operator Product Expansion:
−ψ(ζ)ψ∗(w) = iζ,w 1
w − ζ + : ψ
∗(w)ψ(ζ) :
where iζ,w means that we have to expand as a geometric series in the region
|ζ | > |w|.
Lemma 2.2. The following equality holds:∑
n∈Z
∞∑
k=0
r̂ ◦ φ̂−N/2,h(−λn+k∂kλ)λ−n−k−1sk/k! = −
h
s
−
∑
w−
N
2 ζ−
N
2 ψ(ζ)ψ∗(w)
where w = (h(λ+s))1/h, ζ = (hλ)1/h, each summand on the RHS is interpreted
as a formal Taylor series in s, and the sum is over all h branches of λ1/h.
Proof. First, we prove that:
(2.9)∑
n∈Z
∞∑
k=0
r̂ ◦ φ−N/2,h(−λn+k∂kλ)λ−n−k−1sk/k! =
∑
: w−
N
2 ψ∗(w)ζ−
N
2 ψ(ζ) :
Using Taylor’s formula we get:
(λ+ s)−
N
2hψ∗((λ+ s)1/h) =
∑
k≥0
∑
i∈Z
∂kλ
(
λ−
N
2h
− i
h
)
ψ∗
i− 1
2
sk
k!
.
Differentiating with respect to λ, then multiplying by the series
λ−
N
2hψ(λ1/h) =
∑
j∈Z
λ−
N
2h
−
j
N+1ψj− 1
2
,
and rescaling λ and s by h we get that the RHS in (2.9) equals the sum (over
all k ≥ 0, i, j ∈ Z) of the following terms:
(2.10)
k−1∏
l=0
(
− i− N
2
− lh
)
(hλ)−
i+j−1
h
−k−1 : ψ∗
i− 1
2
ψj− 1
2
:
sk
k!
.
Note that averaging a formal series in λ±1/h over all branches of λ1/h kills all
fractional powers and leaves the integral ones unchanged. Therefore if we sum
(2.10) over all branches of λ1/h, then we get a non-zero answer only for k ≥ 0,
i ∈ Z and j = nh − i + 1. Notice that under the above conditions (2.10) is
independent of the branch and that
: ψ∗
i− 1
2
ψj− 1
2
: = : ψ∗
i− 1
2
ψ−i+nh+ 1
2
: = − : ψ−i+nh+ 1
2
ψ∗
i− 1
2
:
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By definition, the above operator is −r̂(Ei−nh,i). Therefore, the coefficient in
front of λ−n−k−1 s
k
k!
in (2.10) coincides with (2.4). Notice that the additional
factor of h comes from the summation over all branches of λ±1/h.
The next step will be to use Lemma 2.1. In order to do this, we notice
that
∑
k≥0 λ
k∂kλs
k/k! = exDλ where 1 + s = ex. Indeed, λk+1∂k+1λ = λ
kD∂kλ =
(D− k)λk∂kλ, so if we denote the LHS by F (x,D) where s = ex − 1, then it is
easy to check that ∂xF = DF and since F (0, D) = 1 the identity follows.
So in (2.9) if we replace φ−N/2,h on the LHS by φ̂−N/2,h then according to
Lemma 2.1 we have to add to the RHS the following expression:
−1
λ
( e−xN2h
1− ex/h −
h
1− ex
)
where 1 + s/λ = ex. Recall that w = (h(λ + s))1/h and ζ = (hλ)1/h, so the
above expression is equal to:
−h
s
+ h
w−N/2ζ−N/2
w − ζ = −
h
s
+
∑ w−N/2ζ−N/2
w − ζ
where the sum is over all branches of λ1/h. It remains only to notice that
: ψ∗(w)ψ(ζ) : + ιζ,w
1
w − ζ = −ψ(ζ)ψ
∗(w)
where ιζ,w means that we have to expand in the region |ζ | > |w|. 
Proof of Theorem 1.3, b) According to the Boson–Fermion isomorphism, the
operator −ψ(ζ)ψ∗(w) is transformed into
−Γ+(ζ)Γ−(w) = −ζ−1e
P
∞
n=1 tnζ
n
e−
P
∞
n=1 ζ
−n/n∂tne−
P
∞
n=1 tnw
n
e
P
∞
n=1 w
−n/n∂tn .
Given two operators A and B such that [A,B] = AB − BA commutes with
both A and B, we have eAeB = e[A,B]eBeA. Applying this for A the translation
term of Γ+ and B the multiplication term of Γ−, we get:
e[A,B] = exp
∞∑
n=1
(w/ζ)n/n = exp
(
log
1
1− w/ζ
)
=
1
1− w/ζ
and so
−h
s
− w−N/2ζ−N/2ψ(ζ)ψ∗(w) = −h
s
+
w−N/2ζ−N/2
w − ζ Γ(w, ζ)
where Γ(w, ζ) is the vertex operator defined in (1.10). Comparing the above
formula with Lemma 2.2 and formula (1.11) we get that
r̂ ◦ φ̂−N/2,h(−λn+k∂kλ) = Jkn .
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Notice that even if we perform the dilaton shift in Jkn , the commutation re-
lations do not change, so we still have a representation of W1+∞ with central
charge h. 
2.5. Example. We compute explicitly redJ1(λ), where the left superscript
means that we set th = t2h = · · · = 0. We do not incorporate the dilaton shift
in our computation for typographical reasons. The reader interested in the
applications of J1 to higher spin curves should dilaton-shift th+1 7→ th+1− 1h+1
our final answer.
Put E = Z \ hZ and denote by Jm the multiplication operator −mt−m for
m < 0 and the differential operator ∂/∂tm for m > 0. Then we have: φa(λ) =
−∑m∈E Jm (hλ)m/h/m, where a corresponds to a choice of h-th root of λ.
Using the Taylors formula, we get:∑
a
redΓ(w, ζ) = h +
∑
a
: (∂λφa)
2 :
s2
2!
+O(s3)
Since w−N/2ζ−N/2(w − ζ)−1 = c(s/λ)/hs, using the expansion in (2.3), we get
w−N/2ζ−N/2(w − ζ)−1 = 1
hs
(
h +
h2 − 1
24h
λ−2s2 +O(s3)
)
Substituting in (1.11) we get:
redJ1(λ) =
1
2
∑
a
: (∂λφa)
2 : +
h2 − 1
24h
λ−2
or in components:
(2.11) redJ1n =
h−n−1
2
∑
m∈E
: JmJnh−m : +δn,0
h2 − 1
24h
.
2.6. WA1 and Virasoro constraints. Assume now that N = 1 and so h = 2.
By definition, the Witten–Kontsevich tau-function is the following generating
series:
(2.12) Dpt = exp
(∑
g,n
1
n!
ǫ2g−2
∫
Mg,n
n∏
i=1
(q(ψi) + ψi)
)
,
where q(ψ) =
∑
k qkψ
k, (q0, q1, . . .) are formal variables, ψi (1 ≤ i ≤ n) are
the first Chern classes of the cotangent-line bundles on Mg,n, and we have to
expand in the powers of q0, q1 + 1, q2, . . ..
The substitution (1.12), together with the dilaton shift, gives us qk + δk,1 =
(2k+1)!!t2k+1. According to the main result in [24], Dpt is a highest weight vec-
tor for the Virasoro algebra, where the Virasoro operators are Ln = h
n(redJ1n).
On the other hand, it is very easy to see that if D is a series independent of
th, t2h, . . . then
redJ1nD = J1nD, so Theorem 1.3, c) and a) imply
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Corollary 2.3. Dpt satisfies the WA1-constraints.
3. The total descendant potential DAN
The goal here is to define DAN following A. Givental [17]. The starting point
is a system of differential equations, corresponding to the flat connection (1.3)
(see also (3.1) below). The connection has two singularities and we construct
two fundamental solutions – one near each singularity. It turns out that such
solutions are symplectic transformations in H and we can quantize them. This
way we obtain certain differential operators, which are applied to a product of
N copies of the Witten–Kontsevich tau-function Dpt.
3.1. The system of Frobenius differential equations. Let E be the vector
field on T , whose value at a point t ∈ T is [ft] ∈ C[x]/〈∂xft〉 ∼= TtT , i.e.,
E =
N∑
i=1
1
h
(i+ 1)ti
∂
∂ti
.
Notice that if we assign to x and ti (1 ≤ i ≤ N) degrees 1/h and (i + 1)/h,
then ft(x) is homogeneous of degree 1. Moreover, the residue pairing and the
structure constants of the multiplication •t are also homogeneous.
The various homogeneity properties can be expressed in terms of the con-
nection operator (1.3). Namely, ∇ can be extended to a flat connection on
T × C∗ in the following way:
(3.1) ∇∂/∂z = ∂
∂z
− z−1 µ+ z−2E• ,
where the linear operator µ : TtT → TtT is defined by
µ(∂/∂ti) = (i/h− 1/2)∂/∂ti (1 ≤ i ≤ N)
and E• is the operator of multiplication by the Euler vector field E. The
connection ∇ acts on the sections of the pullback bundle π∗TT , where π :
T × C∗ → T is the projection map.
The connection ∇ is gauge equivalent to d − (µ/z)dz in a neighborhood of
z =∞. There exists a unique gauge transformation St, which has the form
St(z) = 1 + S1(t)z
−1 + S2(t)z
−k + · · · ,
where Sk(t) are linear transformations of H ∼= TtT . Equivalently, St is the
unique solution to the following system of differential equations:
(3.2) z∂iSt = vi • St , (z∂z + E)St = [µ, St].
It is easy to see that St satisfies also the initial condition S0 = 1.
Near z = 0 the system of ordinary differential equations ∇J = 0 (see (3.3)
below) has a formal solution of the type ΨtRte
Ut/z, where the notations are as
follows. Let ui(t) (1 ≤ i ≤ N) be the critical values of ft. It is known that for
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a generic t they form a local coordinate system on T in which the Frobenius
multiplication and the residue pairing are diagonal. Namely,
∂/∂ui •t ∂/∂uj = δij∂/∂uj ,
(
∂/∂ui, ∂/∂uj
)
=
δij
∆i
,
where ∆i is the Hessian of ft at the critical point corresponding to the critical
value ui. We denote by Ψt the following linear isomorphism:
Ψt : C
N → TtT , ei 7→
√
∆i∂/∂u
i.
Note that Ψt identifies the residue pairing on TtT with the standard Eu-
clidean pairing (ei, ej) = δij . We let Ut be a diagonal matrix with entries
u1(t), . . . , uN(t). The series
Rt(z) = 1 +R1(t)z +R2(t)z
2 + . . . ,
where Rk are linear operators in C
N , is uniquely determined by the following
differential equations:
(3.3) z∂i
(
ΨReU/z
)
= vi •t
(
ΨReU/z
)
, (z∂z + E)
(
ΨReU/z
)
= µ
(
ΨReU/z
)
.
3.2. Quantization of symplectic transformations. By definition, the twisted
loop group L(2)GL(H) is the group of all symplectic transformations of H of
the type: M(z) =
∑
kMkz
k, where Mk are linear operators in H , z
k acts on
H by multiplication, and the sum is over finitely many k. It follows from the
definition of the symplectic structure Ω that M(z) is symplectic if and only
if MT (−z)M(z) = 1, where the transposition is with respect to the residue
pairing on H.
It is known that both series St and Rt (see Subsection 3.1) are symplectic
transformations of H. Notice that St and Rt have the form eA(z), where A(z)
is an infinitesimal symplectic transformation. On the other hand, a linear
transformation A(z) is infinitesimal symplectic if and only if the map f ∈
H 7→ Af ∈ H is a Hamiltonian vector field with Hamiltonian given by the
quadratic function hA(f) =
1
2
Ω(Af , f). By definition, the quantization of eA is
given by the differential operator e
bhA, where the quadratic Hamiltonians are
quantized according to the following rules:
(pk,ipl,j)̂= ǫ2 ∂2
∂qik∂q
j
l
, (pk,iq
j
l )̂= (qjl pk,i)̂= qjl ∂∂qik , (qikqjl )̂= qikqjl /ǫ2.
By linearity we obtain a projective representation of the Poisson Lie algebra of
quadratic Hamiltonians of H on the Fock space. Namely,
{F,G}̂= [F̂ , Ĝ] + C(F,G),
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where the cocycle C is 0 on all pairs of quadratic Darboux monomials except
for
C(pαpβ, qαqβ) =
{
1, if α 6= β
2, otherwise
, α = (k, i), β = (l, j).
The action of Ŝt on an element F (q) of the Fock space Cǫ[[q0, q1+1, q2, . . .]]
is given by the following formula (see [16]):
(3.4) Ŝ−1t F (q) = e
1
2ǫ2
Wt(q,q)F ([Stq]+),
where the quadratic form is defined by:
(3.5) Wt(q,q) =
∑
k,l
(vj,Wklvi)q
i
lq
j
k,
∑
k,l
Wklw
−kz−l =
STt (w)St(z)− 1
z−1 + w−1
,
and [ ]+ means truncation of all negative powers of z. Similarly (see [16]),
(3.6) R̂−1t F (q) =
(
e
ǫ2
2
VtF
)
(Rtq),
where Vt is a second order differential operator defined by:
(3.7)
∑
(vi, Vklv
j)
∂2
∂qik∂q
j
l
,
∑
k,l
Vklw
kzl =
1− Rt(w)RTt (z)
z + w
.
Notice that on the RHS in formula (3.6) we first apply the differential operator
e
ǫ2
2
Vt to F (q) and then we make the substitution q 7→ Rtq.
3.3. The total descendant potential. Let t ∈ T be a semisimple point,
i.e., such that the critical values ui(t) (1 ≤ i ≤ N) form a coordinate system.
We denote by τ = (τ 1, . . . , τN) the flat coordinates of t. The total descendant
potential of AN -singularity is defined in a formal neighborhood of the point
τ − 1z ∈ H+ by the following formula:
(3.8) DAN (q) = eF
(1)(t) Ŝ−1t Ψ̂t R̂t e
dUt/z
N∏
i=1
Dpt(ǫ
√
∆i;Q
i
√
∆i),
where:
– Qi = (Qi0, Q
i
1, . . .), 1 ≤ i ≤ N , are N sequences of variables.
– The formal series Dpt(ǫ
√
∆i ;Q
i
√
∆i) is obtained from the total descen-
dant potential of a point (2.12) via the dilaton shift: t(z) = Qi(z) + z
and rescaling of ǫ and Qi by
√
∆i.
– (Ψ̂tF )(q) = F (Ψ
−1q), i.e., this is simply the change of variables:
Qjk
√
∆j =
N∑
i=1
∂uj
∂τ i
qik (k ≥ 0, 1 ≤ j ≤ N).
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– The genus-1 potential F (1)(t) is defined in such a way that the RHS
of (3.8) is independent of t. The precise value is irrelevant for our
purposes.
The product in (3.8) is a formal power series with coefficients in Cǫ in the
following variables:
(3.9) Qi0
√
∆i, Q
i
1
√
∆i + 1, Q
i
2
√
∆i, . . . (1 ≤ j ≤ N).
The operator e
dUt/z is redundant, because its exponent Ût/z is known to an-
nihilate the product of the Witten–Kontsevich τ -functions. The action of the
operator R̂−1t is given by formula (3.6), where instead of q =
∑
k,i q
i
kviz
k one
has to use Q =
∑
k,iQ
i
keiz
k. In particular, R̂−1t preserves the space of formal
power series in the variables (3.9).
Furthermore, we have 1 =
∑
i(1, v
i)vi and
Qj1
√
∆j + 1 =
N∑
i=1
∂uj
∂τ i
(qi1 + (1, v
i))−
N∑
i=1
∂uj
∂τ i
(1, vi) + 1.
The second sum is equal to 1, because the unity in TtT is
∑
i ∂/∂u
i. There-
fore, the change of variables Ψ̂t is an identification between the Fock space
Cǫ[[q0, q1 + 1, q2, . . .]] and the space of formal series in the variables (3.9).
Finally, by using formula (3.4), it is easy to see that Ŝ−1t is a map from the
Fock space Cǫ[[q0, q1 + 1, q2, . . .]] to the space of formal series in q0 − τ, q1 +
1, q2, . . .. Here one needs to use that S11 = τ . This follows from the differential
equations (3.2), which imply ∂iS11 = vi, and the initial condition S0 = 1 which
implies S1(0) = 0.
More details can be found in [17].
4. Symplectic Action on Vertex Operators
Let S = 1 + S1z
−1 + S2z
−2 + · · · and R = 1 + R1z + R2z2 + · · · be two
symplectic transformations of H. The adjoint action of their quantizations Ŝ
and R̂ on a vertex operator of the type e
bφ(λ,s), where φ(λ, s) = φ(λ+ s)−φ(λ)
is given by the following formulas (see [15]):
(4.1) Ŝ e
bφ(λ,s) Ŝ−1 = eW (φ(λ,s)+,φ(λ,s)+)/2e(Sφ(λ,s))ˆ ,
where W is the quadratic form defined by (3.5), and
(4.2) R̂−1 e
bφ(λ,s) R̂ = eV φ(λ,s)
2
−
/2e(R
−1φ(λ,s))ˆ ,
where φ(λ, s)− is identified with the linear function Ω(φ(λ, s)−, ) and V is the
second order differential operator defined by (3.7).
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4.1. Remark. In our settings the exponents of the vertex operators have the
form:
φ(λ, s) =
∑
n∈Z
(
I(n)(λ+ s)− I(n)(λ)) (−z)n, I(n+1)(λ) = ∂λI(n)(λ).
In formula (4.1), the expression Sφ(λ, s) could be interpreted in the formal λ−1-
adic sense, provided that each period I(n)(λ) expands as a Laurent series near
λ = ∞. Similarly, formula (4.2) admits a formal (λ − u)-adic interpretation,
provided that I(n) expands as a Laurent series near λ = u for some u ∈ C.
4.2. Symplectic translation. We recall the fields φa(t, λ, s) ∈ H, which were
introduced in the introduction. They satisfy the following differential equa-
tions:
(4.3) z∂i φa(t, λ, s) = vi • φa(t, λ, s), 1 ≤ i ≤ N, z∂λ φa(t, λ, s) = φa(t, λ, s).
The last equation is trivial. The rest follow from the fact that the form ω =
dx is primitive in the sense of K. Saito [34] (see also [19], Chapter 11). An
elementary proof, using only Cauchy residue theorem, can be found in [30].
The argument in [30] is for the space of miniversal deformations of a Laurent
polynomial in one variable, but after a minor modification it works for AN
singularity as well.
Lemma 4.1. The following formula holds: Stφa(0, λ, s) = φa(t, λ, s).
Proof. Both Stφ(0, λ, s) and φ(t, λ, s) satisfy the same ordinary differential
equations in t and since S0 = 1, they satisfy the same initial condition at
t = 0. 
Let t ∈ T be a semisimple point. Let ui = ui(t) be one of the critical
values. We fix a pair of 1-point cycles a, b ∈ H0(f−1t (λ); (1/2)Z) such that
β := (a − b)/2 is a vanishing cycle, i.e., β vanishes when transported from
(t, λ) to (t, ui).
Notice that in the case of A1 singularity u
i(t) = t and
φβ(t, λ, s) =
∑
n
(−z∂λ)n
( 1√
2(λ+ s− t) −
1√
2(λ− t)
)
(−z)n.
We will denote the above sum by φA1(t, λ, s).
Lemma 4.2. For λ near ui the following formula holds:
φβ(t, λ, s) = ΨtRtφA1(u
i, λ, s)ei = ΨtRte
Ut/z φA1(0, λ, s).
Proof. According to A. Givental (see Theorem 3 in [15]) we have:∑
n∈Z
I
(n)
β (t, λ)(−z)n = ΨtRt
∑
n∈Z
(−z∂λ)n 1√
2(λ− ui) ei.
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Replacing λ with λ+ s and then subtracting the above formula we obtain the
formula stated in the lemma. 
4.3. Phase factors and the symplectic structure Ω. The phase factors
in (4.1) and (4.2) can be expressed in terms of the symplectic structure.
Lemma 4.3. Let us identify the vectors f , f ∈ H− with linear functions via
Ω(f , ) and Ω(f , ). Then we have
V ff = Ω
(
[R−1f ]+, [R
−1f ]−
)
.
Proof. Using the definition of Vkl and induction on l, it is easy to prove that
Vkl = (−1)l+1Rk+l+1 + (−1)lRk+lRT1 + . . .+ (−1)l+1−lRk+1RTl .
Putting
f =
∑
k≥0
fk(−z)−k−1 and f =
∑
l≥0
f l(−z)−l−1
we obtain
V ff =
∑
k,l
(fk, Vklf l) =
∑
k,l
l∑
i=0
(−1)l+1−i(RTk+l+1−ifk, RTi f l).
The last expression should be compared with
resz=0
(
[RT (z)f(−z)]+, [RT (−z)f (z)]−
)
dz.
The lemma follows, because RT (−z) = R−1. 
The next lemma can be proved by a similar argument.
Lemma 4.4. For q,q ∈ H+, the following formula holds:
W (q,q) = Ω([Sq]+, [Sq]−).
4.4. The Phase form. The symplectic pairing Ω(φα(t, λ, s)+, φβ(t, λ
′, s)−)
does not make sense, because the coefficient in front of sk for a fixed integer
k is an infinite sum. However, if we pick u ∈ C ∪ {∞} and expand the
periods I
(n)
α (t, λ), I
(n)
β (t, λ
′) (n ∈ Z) as Laurent series near λ = u and λ′ = u
respectively, then the symplectic pairing determines a well defined element in
the following space of formal Laurent series in two variables:
C((λ− u, λ′ − u)) := C((λ− u))((λ′ − u)) ∩ C((λ′ − u))((λ− u)),
where λ− u and λ′ − u should be replaced by λ−1 and (λ′)−1 if u =∞.
Lemma 4.5. Let α and β be arbitrary cycles. Then
dΩ(φα(t, λ, s)+, φβ(t, λ
′, s)−) = I
(0)
α (t, λ, s) • I(0)β (t, λ′, s),
where d is the de Rham differential on T .
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Proof. By definition, Ω(φα(t, λ, s)+, φβ(t, λ
′, s)) equals
∞∑
k=0
(−1)k+1
(
I(k)α (t, λ, s), I
(−k−1)
β (t, λ
′, s)
)
.
On the other hand, using the differential equations (4.3) we get:
∂iI
(n)
α (t, λ, s) = −vi •t I(n+1)α (t, λ, s).
So if we differentiate with respect to τ i we get
∞∑
k=0
(−1)k
((
vi • I(k+1)α (t, λ, s), I(−k−1)β (t, λ′, s)
)
+
(
I(k)α (t, λ, s), vi • I(−k)β (t, λ′, s)
))
.
The only term in the above sum that survives is
(
I
(0)
α (t, λ, s), vi • I(0)β (t, λ′, s)
)
.

Let t be a semi-simple point and ui(t) be one of the critical values of ft.
Given λ sufficiently close to ui we pick a pair a and b of one point cycles from
H0(f
−1
t (λ), (1/2)Z) such that β = (a− b)/2 is a vanishing cycle.
Lemma 4.6. The following formula holds:
dVt(φβ(t, λ, s))
2
− = −Wβ,β(t− λ 1) +
( 1√
2(λ+ s− ui) −
1√
2(λ− ui)
)2
dui,
where d is the de Rham differential on T .
Proof. Put f = Ψ−1φβ(t, λ, s) and f
′ = Ψ−1φβ(t, λ
′, s) for brevity. According
to Lemma 4.3, Vtf−f
′
− is equal to:
Ω([R−1t f−]+, [R
−1
t f
′
−]−) = Ω([R
−1
t f−]+, [R
−1
t f
′]−) = Ω([R
−1
t f ]+ −R−1t f+, R−1t f ′).
Therefore, we get
(4.4) Ω([R−1f ]+, [R
−1f ′]−)− Ω(f+, f ′−).
On the other hand (see Lemma 4.2)
R−1t fβ(t, λ, s) =
∑
n
I
(n)
A1
(ui, λ, s)(−z)n.
For A1 singularity we have
I
(0)
A1
(ui, λ, s) =
( 1√
2(λ+ s− ui) −
1√
2(λ− ui)
)
and thus the lemma follows by applying Lemma 4.5 and setting λ′ = λ. 
A similar argument yields that (see also Section 7 in [15])
dWt(φa(0, λ, s)+, φa(0, λ, s)+) =Wa,a(t− λ1).
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On the other hand W0 = 0 because S0 = 1. Therefore, we get
(4.5) Wt(φa(0, λ, s)+, φa(0, λ, s)+) =
∫ τ−λ1
−λ1
Wa,a.
Finally, in a neighborhood of λ = ui we have the following vertex operators
factorization (see Proposition 4 in [15]):
Γa(t, λ, s) = e
KaΓα(t, λ, s)Γβ(t, λ, s)
where α = (a + b)/2 and
Ka = −Ω
(
(φα(t, λ, s))+, (φβ(t, λ, s))−
)
.
Notice that φα is analytic near λ = u
i. This is because each period I
(0)
α (t, λ)
expands in the powers of (λ− ui)1/2 and has a pole of order at most 1/2. On
the other hand, the cycle α is invariant under the local monodromy and so
the period I
(0)
α (t, λ) must be single-valued near λ = ui, i.e., the corresponding
expansion has only integral powers of λ − ui. Now it is easy to see that the
symplectic pairing of φα+ and φβ− is well defined in the (λ− ui)-adic sense. It
follows from Lemma 4.5, with λ = λ′ that dKa = −Wα,β(t− λ1).
4.5. Periods of the phase form. A crucial step in our proof of Theorem 1.1
is that certain periods of the phase form vanish. Using the map
(4.6) T × C→ T , (t, λ) 7→ t− λ1
we interpret the integral
∫
γ
Wα,β , where γ is a path in T × C and α, β are
cycles, as
∫
γ
W˜α,β , where W˜α,β is the pullback via (4.6) of Wα,β .
Lemma 4.7. Let γ be a small loop around a generic point on the discriminant
and β be a cycle vanishing at that point. Then
∫
γ
Wβ,β = 0.
Proof. We may assume that γ is in the λ-plane {t} × C. By definition, the
restriction of the pullback via (4.6) of Wβ,β to γ has the form:
Wβ,β = −
∞∑
n=2
( ∞∑
k≥1,l≥1
k+l=n
1
k!l!
(
I
(k)
β (t, λ), I
(l)
β (t, λ)
))
sn dλ.
Using that I
(k)
β (t, λ) = ∂
k
λI
(0)
β (t, λ) and integration by parts we get∫
γ
Wβ,β = −
∞∑
n=2
∫
γ
( ∞∑
k≥1,l≥1
k+l=n
(−1)k
k!l!
(
I
(0)
β (t, λ), I
(k+l)
β (t, λ)
))
sn dλ.
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On the other hand,
0 = (1− 1)n =
n∑
k=0
(
n
k
)
(−1)k
and thus ∑
k+l=n
(−1)k
k!l!
= − 1
n!
(1 + (−1)n).
We get that n =: 2m should be even and that the period of the phase form
turns into
∞∑
m=1
∫
γ
(
I
(0)
β (t, λ), I
(2m)
β (t, λ)
) s2m
(2m)!
dλ =
∫
γ
(
I
(0)
β (t, λ), I
(0)
β (t, λ, s) + I
(0)
β (t, λ,−s)
)
dλ.
On the other hand, according to Lemma 4.2 we have
I
(0)
β (t, λ) = Ψt
∑
k
Rk∂
−k
λ I
(0)
A1
(ui, λ), I
(0)
β (t, λ,±s) = Ψt
∑
l
Rl∂
−l
λ I
(0)
A1
(ui,±s, λ).
However, Ψt is an isometry and R
T
t (−∂λ)Rt(∂λ) = 1, because Rt is a symplectic
transformation. Using these two facts and integration by parts we get that the
period equals∫
γ
(
I
(0)
A1
(ui, λ), I
(0)
A1
(ui, s, λ)
)
dλ+
∫
γ
(
I
(0)
A1
(ui, λ), I
(0)
A1
(ui,−s, λ)
)
dλ.
Expanding in the powers of ±s via the Taylor’s formula we get
I
(0)
A1
(ui,±s, λ) =
∑
k≥1
(∓s)k
k!
(2k − 1)!!(2(λ− ui))−1/2−k ei.
Therefore,∫
γ
(
I
(0)
A1
(ui, λ), I
(0)
A1
(ui,±s, λ)
)
dλ =
∑
k≥1
(∓s)k
k!
(2k − 1)!!
∫
γ
(2(λ− ui))−1−kdλ = 0.

Now we are ready to prove the following global vanishing property.
Lemma 4.8. Let γ be any loop in T × C avoiding the discriminant and α is
a cycle invariant under the parallel transport along γ. Then
∫
γ
Wα,α = 0.
Proof. The proof here follows the argument in [15], Proposition 1. The par-
allel transport along a closed loop determines a monodromy transformation
in H0(f
−1
0 (1);C). It is not hard to see that all monodromy transformations
form a group isomorphic to the quotient of the braid group on N + 1 strands
by the relations: r21 = 1, . . . , r
2
N = 1, where ri is the braid whose strands are
straight except for the ones from i to i + 1 and from i + 1 to i. In fact, all
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vanishing cycles form a root system (in H0(f
−1
0 (1);R)
∼= RN+1) of type AN
and the monodromy group is isomorphic to SN+1 – the Weyl group of the root
system of type AN .
Now we use the fact that if a vector α ∈ RN+1 is invariant under a permuta-
tion σ then σ can be decomposed into a product of transpositions that leave α
invariant. This means that our path γ can be decomposed into γ′1 . . . γ
′
kγ
2
1 . . . γ
2
l
where γ′i and γj are simple loops around the discriminant and the cycle α is
invariant along γ′i.We have
∫
γ′i
Wα,α = 0, because α is invariant along γ′i, which
in particular implies that the periods I
(n)
α (t, λ) – hence the phase form Wα,α –
are holomorphic.
The loop γj goes around a generic point (t, u
i(t)) on the discriminant. Let
β be a vanishing cycle. Put α = α′ + 〈α, β〉β/2, where α′ is invariant along γj
and 〈 , 〉 is the intersection pairing. Then we have:
(1)
∫
γ2j
Wα′,α′ = 0, because Wα′,α′ is holomorphic near (t, ui(t)),
(2)
∫
γ2j
Wα′,β = 0, because the parallel transport along γj transforms β into
−β. So the period may be written as:∫
γ2j
Wα′,β =
∫
γj
Wα′,β +
∫
γj
Wα′,−β = 0.
(3)
∫
γ2j
Wβ,β = 0, according to Lemma 4.7.
It follows that
∫
γ2j
Wα,α = 0. 
5. Proof of Theorem 1.1
We split the proof of Theorem 1.1 into 3 steps.
5.1. From descendants to ancestors. The following formal series is called
the total ancestor potential of the AN -singularity:
At := Ψ̂tR̂te dUt/z
N∏
i=1
Dpt(ǫ
√
∆i;Q
i
√
∆i).
We have DAN = eF (1)(t)Ŝ−1t At. Using the conjugation formula (4.1), Lemma
4.1, and formula (4.5) we get that the proof of Theorem 1.1 amounts to proving
that the series
(5.1)
∑
a
ca(t, λ, s)Γa(t, λ, s)At
is regular in λ, where ca(t, λ, s) = e
R t−λ1
−1
Wa,a . The integration path in ca is the
composition of the path from −1 to −λ1 used in the definition of ca(0, λ, s)
and an arbitrary path from −λ1 to t−λ1. The regularity of (5.1) is interpreted
the same way as that of (1.8).
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5.2. From regularity at λ = ∞ to regularity at the critical values of
ft. The total ancestor potential At has the following crucial property. If we
write
At = exp
∞∑
g=0
F (g)(q)ǫ2g−2 ∈ C[[q, ǫ±1]],
then each F (g) satisfies the following (3g − 3 + r)-jet constraints:
∂rF (g)
∂qi1k1 . . . ∂q
ir
kr
∣∣∣∣∣
q(z)=−z
= 0 if k1 + . . .+ kr ≥ 3g − 3 + r.
Notice that
Γa(t, λ, s)At ∈ C[[q, ǫ±1, λ±1, s]].
Given a multi-index of the type I = {(k1, i1), . . . , (kr, ir)}, we put qI =
qi1k1 . . . q
ir
kr
and we say that I has length l(I) := r.
Lemma 5.1. The coefficient in front of each qI ǫG sM in Γa(t, λ, s)At depends
polynomially on finitely many periods I
(n)
a (t, λ).
Proof. For brevity, put φ = φa(t, λ, s). Using that the action of the vertex
operator on the Fock space is given by (1.6) we get
(5.2) Γa(t, λ, s)At = exp
(1
ǫ
Ω(q(z), φ−) +
∞∑
g=0
F (g)(q + ǫφ+)ǫ2g−2
)
.
Expanding the genus-g term in the above sum in the powers of φ+ we get:∑ 1
|Aut|ǫ
2g−2+r ∂
rF (g)
∂qi1k1 . . . ∂q
ir
kr
(q)(I(k1)a , dτ
i1) . . . (I(kr)a , dτ
ir),
where the sum is over all multi-indexes {(k1, i1), . . . , (kr, ir)}, ordered lexico-
graphically, and |Aut| is the corresponding number of index-automorphisms.
Since we are interested in the coefficient in front of ǫG for a fixed G we get that
g ≤ G and r ≤ G, i.e., there are only finitely many combinations of genus-g,
partial derivative of order r terms which contribute to our coefficient. On the
other hand among all monomials in F (g) only the ones of length less or equal
to r + l(I) could contribute and thus due to the (3g − 3 + r)-jet property we
have ki ≤ 3g − 3 + r + l(I). We get that we have finitely many choices for
k1, . . . , kr. Finally, since
I(ki)a (t, λ, s) =
∑
n≥1
I(ki+n)a (t, λ)
sn
n!
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and we are interested in the coefficient in front of a fixed sM , we get that the
coefficient in front of qIǫGsM in the exponent of (5.2) depends polynomially
on the periods I
(n)
a (t, λ). Notice that we also have the following relations:
M + G ≥ 0 and M > 0. The remaining term ǫ−1Ω(q, φ−) also has this form.
Therefore, the exponent in (5.2) has the following property:
(*) it is a series of the type
∑
cI,G,Mq
IǫGsM , where the sum is over all
multi-indexes I, integers M ≥ 1, and integers G ≥ −M , whose coeffi-
cients cI,G,M depend polynomially on finitely many periods I
(n)(t, λ).
It is straightforward to check that property (*) is preserved under exponenti-
ation. The lemma follows. 
Using Lemma 5.1, we get that the regularity condition is equivalent to the
polynomiality of certain meromorphic functions, which are given by some poly-
nomials of the periods I(n)(t, λ). Apriory, such functions are defined and single
valued in the whole complex plane except possibly for λ = ui (1 ≤ i ≤ N) –
the critical values of ft. So we have to prove that for each λ = u
i the expression
(5.1) has no pole at λ = ui.
5.3. Regularity at the critical values. Let ui be any of the critical values
of ft. All one point cycles in the sum (5.1), except for two, which will be
denoted by a and b, are invariant under the local monodromy transformation
around the discriminant near the point (t, ui). This means that all terms in
the sum are regular at λ = ui, except for the two exceptional ones. Therefore,
we have to prove that the expression
(5.3)
(
ca(t, λ, s)Γa(t, λ, s) + cb(t, λ, s)Γb(t, λ, s)
)
At
expanded as a formal series in (λ− ui)±1 has no poles.
Put α = (a + b)/2 and β = (a − b)/2. Then we have the following vertex
operators factorization (using a = α + β and b = α− β):
(5.4) Γa = e
KΓαΓβ, Γb = e
−KΓαΓ−β, K = −Ω(φα(t, λ, s)+, φβ(t, λ, s)−).
The ancestor potential At has the form Ψ̂tR̂t
∏
iAi. In (5.3), we factorize
the vertex operators according to (5.4). We can drop the vertex operator Γα
because it is analytic near λ = ui. Then after conjugating by Ψ̂tR̂t and using
formula (4.2) and Lemma 4.2 we see that the regularity of (5.3) is equivalent
to the regularity of the following expression:(
ca(t, λ, s)Γ+(u
i, λ, s) + cb(t, λ, s)Γ−(u
i, λ, s)
)
Ai,
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where Γ+(u
i, λ, s) = e±
bφA1 (ui,λ,s)−e±bφA1(ui,λ,s)+ and the coefficients are given by
the following formulas:
log ca =
1
2
∫ t−λ1
−1
Wa,a − Ω(φα(t, λ, s)+, φβ(t, λ, s)−) + 1
2
V φβ(t, λ, s)
2
−
and
log cb =
1
2
∫ t−λ1
−1
Wb,b + Ω(φα(t, λ, s)+, φβ(t, λ, s)−) + 1
2
V φβ(t, λ, s)
2
−.
Let us rewrite the first formula in a slightly different way. We put a = α + β
and so we have Wa,a = Wα,α + 2Wα,β +Wβ,β. Also we add and subtract the
integral:
1
2
∫ ui−λ
−1
I
(0)
A1
(ξ, 0, s) • I(0)A1 (ξ, 0, s) =
1
2
∫ ui−λ
−1
( 1√
2(s− ξ) −
1√
2(−ξ)
)2
dξ.
It should be clear that log ca is a sum of the following three functions. The
first one:
(5.5)
1
2
∫ t−λ1
−1
Wα,α + 1
2
∫ ui−λ
−1
I
(0)
A1
(ξ, 0, s) • I(0)A1 (ξ, 0, s),
the second one:
(5.6)
∫ t−λ1
−1
Wα,β − Ω(φα(t, λ, s)+, φβ(t, λ, s)−),
and the third one:
(5.7)
1
2
V φβ(t, λ, s)
2
−+
1
2
∫ t−λ1
−1
Wβ,β − 1
2
∫ ui−λ
−1
( 1√
2(s− ξ) −
1√
2(−ξ)
)2
dξ.
Notice that both (5.6) and (5.7) are single-valued near λ = ui. Indeed, let γ be
a small loop – based at (t, λ) – going around (t, ui), then the analytical continu-
ation around γ transforms Ω(φα(t, λ, s)+, φβ(t, λ, s)−) into Ω(φα(t, λ, s)+, φ−β(t, λ, s)−).
However, the differential of Ω(φα(t, ξ, s)+, φβ(t, ξ, s)−) is Wα,β(t − ξ 1) (see
Lemma 4.5), so using the Stoke’s theorem we get:
(5.8) Ω(φα(t, λ, s)+, φβ(t, λ, s)−)− Ω(φα(t, λ, s)+, φ−β(t, λ, s)−) =
∫
γ
Wα,β.
The analytical continuation along γ, changes the value of the integral in (5.6)
also by
∫
γ
Wα,β, which implies that the function (5.6) is single valued near
λ = ui. Moreover, using Lemma 4.5 and the Leibniz rule, we get that (5.6) is
independent of t and λ, so (5.6) is just a constant.
A similar argument proves that (5.7) is also a constant. It remains to analyze
(5.5). The first integral is an analytic function in λ, because the cycle α is
invariant under the local monodromy. The exponent of the second integral is
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exactly the coefficient, which our general theory would prescribe for the WA1-
constraints of the ancestor potential of A1-singularity (see Subsection 5.1).
For log cb, the only difference is that in (5.6) we have to replace β with −β.
Therefore, the regularity of (5.3) would follow from the WA1 constraints for
the ancestor potential of A1-singularity, if we manage to prove that ca = cb.
The difference log ca − log cb is equal to:
(5.9)
1
2
∫ t−λ1
−1
Wa,a − 1
2
∫ t−λ1
−1
Wb,b − 2Ω(φα(t, λ, s)+, φβ(t, λ, s)−).
By definition β = (a−b)/2, so we have−2φβ(t, λ, s)− = φb(t, λ, s)−−φa(t, λ, s)−.
Therefore, using Lemma 4.5 and the Stoke’s theorem we get that the last term
in (5.9) – with the coefficient (−2) included – equals ∫
γi
Wα,a, where γi is a
simple loop around the discriminant going around (t, ui). Using that a = α+β
we get ∫
γi
Wα,a =
∫
γi
Wα,β = 1
2
∫
γi
Wa,a,
where for the last equality we used that
∫
γi
Wα,α =
∫
γi
Wβ,β = 0. The first
integral vanishes, because Wα,α is analytic near λ = ui, while the second one
is zero thanks to Lemma 4.7.
Recall that the integration paths of the integrals in (5.9) have the form C and
C ◦γ0, where C is a path from −1 to t−λ1 and γ0 is a loop, based at −1, such
that the parallel transport of a along γ0 is b. Therefore, (5.9) can be interpreted
as: 1
2
∮
γ
Wa,a, where γ is the composition of the paths: γ−10 ◦ C−1 ◦ γi ◦ C. On
the other hand, the cycle a is invariant along γ. Recalling Lemma 4.8 we get∫
γ
Wa,a = 0.
It remains only to prove WA1 constraints for the ancestor potential of A1
singularity. However, they follow from Subsection 5.1 and theWA1 constraints
for Dpt – see Corollary 2.3. Theorem 1.1 is proved. 
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