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INTRODUCTION 
In a monograph published in 1923, Hadamard [6] stated three principles that 
determined whether a problem involving a partial differential equation was well posed. 
The solutions of such well posed problems are unique and depends continuously on the 
data. The problems that failed to satisfy the requirements of Hadamard's principles 
are called ill posed. The term ill posed has the connotation that the mathematical 
model had been arrived at through faulty reasoning. However, as years passed it has 
been found that a large number of problems do not belong to the class of well posed 
problems. However, we hasten to add that such problems are not arrived at through 
faulty reasoning. Thus, it became apparent that there are problems which are not 
well posed in Hadamard's sense, but it is inappropriate to label them as ill posed and 
mark them as unsolvable. In recent years, such problems are appropriately labeled 
as inverse problems. 
The mathematical model of a physical situation is "usually" obtained as a dif­
ferential equation with known coefficients multiplying the derivatives, a domain of 
validity of the equation where the boundary of the domain is well defined, and a 
set of specified boundary data. Such "usual" problems are well posed, and are often 
called direct problems. The fact that the conductivity of a piece of material can be 
obtained from surface measurements or the shape of a submarine can be detected by 
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reflecting sound waves show that the inverse problems, although not properly posed, 
can be solved. 
In many situations involving inverse problems, one should not ask the questions 
regarding existence or uniqueness. In those situations where the uniqueness of the 
solution cannot be established, the researcher looks for the best possible solution. In 
some other situations, the researcher should look for a closely related reformulation 
of the problem such that a unique solution can be obtained. 
The examples of inverse problems can be found in various disciplines of sci­
ence and engineering. Some well known examples are: the determination of a wave 
scatterer using scattered wave data [12], determination of thermal conductivity [9], 
inverse heat conduction [1], determination of tool shape in electrochemical machining 
[10], non-destructive determination of flaws inside materials [12], inverse problems in 
astronomy [3], etc. 
Although well-known analytical techniques exist for the solution of direct prob­
lems, the ill posed nature of the inverse problems usually forces one to use numerical 
techniques. Some inverse problems when discretized for the numerical solution lead 
to a set of algebraic equations with a singular coefficient matrix. Various regulariza-
tion techniques were developed for their solution. In other problems, a part of the 
boundary of the domain is unknown. For these problems, a certain functional was 
minimized to arrive at the actual boundary by distorting a guessed boundary. 
In this difsertation, two classes of inverse problems are solved, and the utility of 
the regularization or the minimization scheme is demonstrated. In the first class of 
problems, a part of the boundary is unknown, and in the second class, the condition on 
a part of the boundary is unknown. It is only natural to anticipate that for problems 
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where the information regarding the boundary condition is unknown, the Boundary 
Integral Equation Method (BIEM) will perform well. The disadvantage of finite 
difference or the finite element method is that investigators are mainly interested in 
the boundary or the boundary conditions, and not in the additional information that 
these methods generate concerning the interior of the domain. In the present study, 
three inverse problems are examined, and algorithms based on BIEM are proposed 
for their solution. 
The alternate thesis format has been used to write this dissertation. Three papers 
are included, each forming a separate part. The first part titled " An Algorithm for 
the Solution of Inverse Laplace Problems and its Application in Flaw Identification 
in Materials" describes an algorithm for locating an unknown boundary. In this 
method the perturbation in a temperature field on the known outer boundary is used 
to locate the boundary of a flaw inside the domain. The algorithm described in this 
part is based on the boundary element method coupled with non-linear optimization 
techniques. The three examples included in the paper show the superior performance 
characteristics of the algorithm. This paper has been accepted for publication in the 
Journal of Computational Physics. 
The second part titled "Use of Boundary Element Method for the Determination 
of Tool Shape in Electro-Chemical Machining" also deals with a problem of unknown 
boundary determination. In electro-chemical machining process a tool with a partic­
ular shape produces a job having a complementary shape. As a result, to obtain a 
specified final shape of the workpiece one needs to know the shape of the tool to be 
used before starting the machining process. This inverse problem is similar to the 
problem in the first part since the un! nown in the problem is part of the boundary. 
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An algorithm, very similar to that in the previous part, is formulated for solving this 
problem. Instead of locating the inner boundary in a doubly connected domain, this 
algorithm determines part of the outer boundary in a simply connected domain. The 
performance of this algorithm is found to be much better than the existing methods 
based on finite differencing. This paper has been communicated to the International 
Journal of Numerical Methods in Engineering. 
The third part deals with the inverse problem of determining unknown boundary 
conditions. It is titled "Solution of Inverse Heat Conduction Problems using Bound­
ary Element Method". In this problem, of transient heat conduction the boundary is 
known but the boundary conditions on part of the boundary are not. Data obtained 
through experimental measurement at several interior points are used in an algo­
rithm to solve for the unknown boundary conditions. The boundary element method 
is used in this algorithm. Extensive studies on the effect of probe locations and time 
steps have been included. Through three examples the versatility of the algorithm is 
shown. This paper haS been communicated to the Journal of Computational Physics 
for possible publication. 
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PART I. 
AN* ALGORITHM FOR THE SOLUTION OF INVERSE LAPLACE 
PROBLEMS AND ITS APPLICATION IN FLAW IDENTIFICATION 
IN MATERIALS 
6 
CHAPTER 1. ABSTRACT 
An algorithm for solving an inverse problem in steady state heat conduction 
is developed. In this problem, the location and shape of the inner boundary of a 
doubly connected domain is unknown. Instead, additional experimental data are 
provided at several points on the outer boundary. Through an iterative process, the 
unknown boundary is determined by minimizing a functional. Convergence properties 
of the algorithm are .examined, and the stopping criterion for the iterative process 
is developed from numerical experiments in a simple case. The scheme is shown to 
perform well for the complex case of an L-shaped crack in a square domain. 
CHAPTER 2. INTRODUCTION 
In a direct problem, all the information necessary for the solution of the problem 
are given as boundary conditions. In inverse problems, sufficient boundary conditions 
are not provided. In some problems, additional information at some interior points 
may be known, and the conditions on the boundary are unknown. For other problems, 
the conditions on some portions of the boundary of the domain are over-specified 
while the shape of or condition on some other portions of the boundary is unknown. 
In this paper, a problem of the latter kind is examined. Such problems naturally occur 
in non-destructive testing where the shape of a flaw in the interior is determined by 
utilizing measurements on the boundary. 
Consider the problem of steady state heat conduction in a two-dimensional do­
main D shown in Figure 6.1. Some parts (51n) of the boundary of the domain are 
insulated, and the rest (Slj) is exposed to a steady temperature distribution. The 
temperature in this steady heat conduction problem satisfies the Laplace equation. 
Also consider that the temperature at 5In is obtained experimentally at several 
selected points. If the domain is punctured or contains a flaw (52) as shown in Fig­
ure 6.2, the measured temperature will be different from that for an unpunctured 
clean domain. Conversely, this difference in temperature indicates the presence of 
the flaw. Further, one can use the specified temperature and flux conditions on 
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51n + 51^, and the additional experimental information, and attempt to determine 
the location and shape of the flaw. The uniqueness of the solution to the problem of 
this nature has been discussed by Ramm [7]. 
In a recent review, Tanaka [10] has outlined several algorithms that have been 
employed in the solution of various kinds of inverse problems involving potential 
fields, elastostatic fields, and scalar wave fields. Murai and Kagawa [6j employed the 
influence coefficient approach in which the influence coefficient matrix is obtained 
by calculating the effect of shifting one node on all other nodes. In an iterative 
process, the nodes on the guessed boundary are shifted until the desired effect on 
a known boundary is achieved. Yoshikawa et al. [11] obtained the solidification 
line in a blast furnace by minimizing a functional which is formed by squaring and 
adding the differences between experimental and computed temperatures. However, 
the iterative method converges only when it is coupled with a regression analysis. 
Tanaka and Masuda [9] used a Taylor series expansion of the boundary integral 
equation to obtain the unknown boundary by distorting a guessed boundary in an 
iterative process. This method requires additional care in evaluating singular integrals 
which appear due to the differentiations in the Taylor expansion. 
In the present paper, an algorithm is presented in which a functional, which is 
substantially different from that used by Yoshikawa et al. [11], is minimized in an 
iterative process to arrive at the unknown boundary by distorting a guessed boundary. 
The method converges without any difficulty, and the procedure does not involve 
evaluation of singular integrals. The algorithm is employed in solving three example 
problems. For one of the examples, the convergence pattern and its dependence 
on the number of experimental data points are demonstrated, and the relationship 
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between the minimum value of the functional and the accuracy of the solution is 
examined. 
The present work is similar to some recent research or. optimal shape design. In 
such design problems, a functional is minimized in order to arrive at the optimum 
geometry. Mota Soares et al. [4| and Mot a Scares and Choi [5] have used the 
boundary integral equations in conjunction with non-linear programming techniques 
to determine the optimal shape of a shaft. In these works, the set of nodal coordinates 
on the required geometry were treated as the degrees of freedom. 
In the present work, the emphasis is on the algorithm rather than the use of such 
technique in a practical situation. Further work on the applicability is anticipated. 
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CHAPTER 3. THE PROBLEM 
Consider the problem of steady state heat conduction through a two dimensional 
domain D whose outer boundary is 51(Figure 6.1). Certain temperature distribution 
is maintained on a portion of the outer boundary (51^), and the rest of the boundary 
( 5 In )is insulated. 
The temperature distribution on the insulated boundary, Sin , can be obtained 
numerically by solving the boundary value problem for the Laplace equation, and also 
experimentally by attaching temperature recording probes to the insulated bound­
ary. Ideally, the experimentally recorded and the numerically obtained values should 
match within certain acceptable limits. But, this may not always happen. There 
could be a flaw at an unknown location, and of unknown shape and size inside the 
domain D. Being unaware of the existence of the flaw, it will not be included in the 
numerical calculation. Yet it will affect the experimental recordings. As a result, 
the two values, numerical and experimental, of the temperature would not match. 
This matching procedure can thus be used as a test for establishing the existence of 
flaws. Such a procedure will be applicable in the laboratory only when the actual 
disturbances caused by the flaw are not masked by the errors in computation and 
measurements. If the numerical and experimental temperature values match, then 
there is no flaw. In the present work we have assumed that there could only be one 
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flaw in the domain D. 
Once it is clear from the test that the flaw exists, the domain of the problem 
changes from a simply connected to a doubly connected one with 52 (Figure 6.2), 
the flaw, as its inner boundary. Although the location and the geometry of the 
flaw are unknown, the boundary condition on 52 is known to be the homogenous 
Neumann condition. This corresponds to the physical situation of a flaw with very 
small conductivity. Our aim is to determine 52 from the measured temperature data 
on 5ln- The scheme for solving this inverse problem is described in the following 
section. 
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CHAPTER 4. THE TECHNIQUE 
The differential equation which governs steady state heat conduction is ; 
V"^r = 0, inD, (4.1) 
and the boundary conditons are: 
T { q )  =  T o ( g ) ,  ? € 5 1 ^ ,  
d T { q )  
d n q  
=  0  ,  q e  S i n ,  
=  0  ,  g e 5 2  ( 4 . 2 )  
OTiq 
where nq is the outward normal drawn at q .  The differential equation can be con­
verted into the boundary integral equation [1]: 
77T(p) =  /  ( G  T ( q )  -  G T  i q ) ) d S  (4.Î) 
J 51^+5 In "I" *5^2 
which connects the temperature at any point p with the boundary data. The (') 
denotes the derivative the points p and q are known as the source and the field 
points respectively. The coefficient rj is given as: 
7/ = 0, if p lies outside/) + 51^ + S i n  +  S 2  
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2ir, if p lies inside the domain/? 
Q, if p lies on5l^ + S i n  +  S 2  (4.4) 
where a  is the included angle between two adjacent tangents at p .  The function G  is 
the fundamental solution of Laplace equation in two dimensions, and is known to be 
In \ p - q\. Inserting the boundary conditions from Eq.(4.2), Eq.(4.3) simplifies to : 
n T { p )  =  f  { G T Q ( q ) - G T { q ) ) d S +  f  G T { q ) d S  
< / 5 1 ^  J S l n  
+  /  G T { q ) d S  (4.5) 
J S 2  
The first step of the scheme is to assume a flaw boundary 53 (Figure 6.3) . 
Ignoring the real flaw for the time being, the boundary integral equation, for the 
domain bounded externally by 51^ + 51n and internally by 53, is 
7,T(p) = f  { G T o i q )  -  G T i q ) ) d S  +  f  G T { q ) d S  
' / 5 1  j  J S l j i  
+  !  G . T { q ) d S  (4.6) 
J  S Z  
in which the following boundary conditions have been applied: 
T { q )  
d T j q )  
dnq 
d T { q )  
d n a  
= ^0(9), 9 G 51 j 
= 0, 9 e Sin 
= 0, g e 53 (4.7) 
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We now plan to develop an algorithm which would distort the assumed flaw 
53 until 52 = 53. However, at the beginning of the procedure, 52 ^ 53, and 
the teniperature(T) and the flux (T ) values appearing in Eq.(4.5) and Eq.(46) are 
different. Hence, for clarity, we add a subscript 2 to T and T when the inner 
boundary is 52, and use subscript 3 when the inner boundary is 53, and rewrite 
equations (4.5) and (4.6) as 
r j T i i p ) -  i  G T 2 { q ) d S  =  f  { G  T Q { q )  -  G T 2 { q ) ) d S  
J S l n  ^ 5 1 j  
+  /  G T 2 { q ) d S  (4.8) 
J  S I  
-  /  G T z { q ) d S  =  [  ( G T o ( q )  -  G T ^ ( q ) ) d S  
J S l j i  
+ J G T 3 ( q ) d S  (4.9) 
If one substitutes 52 = 53, T2(?) — ^3(9), and T2{q) = 7g(g) in all the terms on 
the right hand side of Eq.(4.8), this equation will not be satisfied any more. Denoting 
the error in Eq.(4.8) after such a substitution by 6, we can write 
v T 2 i p )  - / G T 2 { q ) d S  = 
J S l n  
+ f G  T ^ i q ) d S  +  6 { p )  (4.10) 
J  53 
Now subtracting equation (4.9) from (4.10) we get: 
L  (G W - GT3(?)M5 
J S l j  
15 
7 ( T2 ( p )  -  T3 ( p ) )  +  /  ( d T ^ ( q ) ) d S -  f  i a T 2 { q ) ) d S  
J S l n  J  S  i n  
=  6 { p )  (4.11) 
The temperature T2{p) is assumed to be known from experiments for the real flaw 
at N number of selected points, pj, P2, •pyy on Sin- The Eq.(4.11) for one such 
selected point p%is 
Now, each term of Eq.(4.12) will be examined 
Term 1: T2{pn) is obtained from experiments; and T^ipn) is obtained from 
numerical solution and can be updated as the minimization proceeds. 
Term 2: Temperature T^{q) at 5ln can be obtained numerically for the guessed 
Haw boundary S3 and updated as the minimization proceeds. 
Term 3: The experimentally measured data, T2{pn)i on the boundary Sin is 
interpolated to obtain T2{q)-
Altogether, one can evaluate N quantities [Sn^n = 1,2,3... A'"] for the N number 
of selected points P=P1,P2'••• iPN' T^ken one can form the functional 
V { T 2 i p n )  -  T ^ i P n ) )  +  /  { G  T ^ ( q ) ) d S  
J S l n  
L  i G T 2 ( q ) ) d S  
J S l n  
=  S { p n )  =  S n  (4.12) 
N  
n=l 
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and minimize it. During the minimization process, the quantities 53 and are 
modified, and at the conclusion of the process 53 converges to 52. The formulation 
of the problem as a minimization procedure has enabled us to use a commercially 
available package for the solution. The details of the algorithm for updating the 
unknowns at the end of each cycle is presented in the following section. 
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CHAPTER 5. THE ITERATIVE PROCESS 
In all the problems considered here, the outer boundary is a square which is 
divided into 8 elements. On each element, the temperature and flux are assumed to 
be linear. 
The real unknown flaw, 52, could be of any general shape. A very precise 
description of an odd shaped flaw by using only straight elements, which we plan to 
use for simplicity, will require very fine discretization. The co-ordinates of the end 
points of such elements will then be the ultimate unknowns in the problem. For each 
additional element, the size of the problem is increased by two unknowns which are 
the coordinates of one end point of the added element; Soon, the procedure becomes 
computationally lengthy, and economically unsound. As a remedy, in the present 
scheme, all flaws are assumed to be elliptic. 
There are two reasons behind such an assumption. Firstly, in non-destructive 
evaluation, the location of the flaw and an estimate of the linear dimensions of the 
flaw is usually adequate. The precise shape of the flaw is not required. Secondly, it 
has been found "by the authors and other researchers [4,5] that the nodal coordinates 
are not the suitable variables. Mota Soares and Choi [5] have observed that when 
the nodal variables are used, too much freedom is given to the problem which gives 
rise to kinks on the boundary 32. This author's preliminary calculations support 
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this observation. During the iterative refinement of S2, the nodal coordinates can 
move in such a fashion that the boundary S2 wraps around itself and finally lead to 
unrealistic solution. In order to avoid such unrealistic solutions, Saigal and Kane [8], 
while studying a shape optimization system for aircraft components, restricted the 
movement of the nodal points by retaining them on B-splines. 
The assumption that all flaws are elliptic reduces the degree of freedom, and 
thereby reduces the computation time. The possibility of unrealistic solutions is also 
avoided by restraining the movement of the nodal points. Further, the elliptic shape 
covers a wide range of shapes from circular holes to straight cracks. In addition, the 
assumption regarding elliptic flaws is found to work well for a flaw which is very much 
different from an ellipse (see example 3). The algorithm yields excellent estimates 
for the location, area, and linear dimensions of the flaw. 
The ellipse is discretized by 8 elements. Instead of considering the coordinates 
of the end points of these elements as the unknowns (degrees of freedom = 16), the 
semi-major axis (a), the semi-minor axis(b), location of the center (a:c,3/c), and the 
angular orientation {4>) of the major axis with a fixed global direction are considered 
as the ultimate unknowns of the problem (degrees of freedom = 5). Ideally one 
must obtain T2{pn) from experiments, however, for want of any experimental data, a 
Laplace solver, based on boundary integral equation method , was used to compute 
T2{pn)- This Laplace solver is also used in conjunction with the minimization routine 
in the following calculations. 
At the beginning of the iteration process, an initial guess for S3 is chosen, and 
for this guessed flaw, the Tg(g) is calculated by using the Laplace solver. A sub­
routine named as FCN then calculates the functional using the description of S3 
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(as given by the 5 degrees of freedom), T ^ ( q ) ,  and T'lipn)- For minimization, the 
IMSL subroutine called UNLSF has been used. This subroutine uses the functional 
calculated by FCN, and updates the 5 degrees of freedom that define S3. The sub­
routine UNLSF is based on the Levenberg-Marquardt [2,3] algorithm. The routine 
UNLSF calculates the derivatives of the functional internally, and the user need not 
furnish expressions for these. The updated S3 is then used by the Laplace solver to 
update Tg(g). The functional is then calculated by FCN, and the process continues 
till convergence. During each cycle of the iterative minimization process, the Laplace 
solver updates 7g(g), and UNLSF updates S3. This division of duties is computa­
tionally more efficient. If one forces UNLSF to update all the unknowns, e.g., 53 
and %g(g), then it would have to deal with too many variables, and would slow down 
the convergence significantly. Further, solution for too many variables would require 
a large value of N, and would entail an unreasonable experimental effort to obtain 
at too many points. Although the method, outlined above, involves repeated 
solution of discretized integral equations, the computational cost is acceptable since 
the convergence is fast. 
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CHAPTER 6. EXAMPLES 
In this section the results for three example problems are presented. Through 
these examples, the convergence properties of the scheme, and its performance for a 
non-elliptic flaw will be demonstrated. In all the examples, the outer boundary is a 
2x2 square. The origin of the cartesian axis system is located at the center of the 
square, with x-axis horizontal, and y-axis vertical. The vertical sides of the square 
are held at temperatures of 400 and 50 degrees. The other two sides are insulated. 
Computations in all the cases begin with a guessed flaw in the shape of a circle of 
radius 0.1 which is located symmetrically at the center of the domain. 
Example 1 
In this example the actual flaw is elliptic, with a = 0.05, b = 0.025, x c  =  y c  =  0, 
and (/> = 0. The geometry of the problem is shown in Figure 6.4. The problem is 
solved for N = 8, 10 and 12. Recalling that N is the number of probes used for 
the experimental measurements, half of these probes are placed on the top and half 
on the bottom surface of the square domain. The performance of the algorithm for 
these values of N is shown in Table 6.1. For all values of N, the minimization process 
was continued until the value of the functional reduces to the order of 3 x 10"^^. 
The relative errors in semi-major and semi-minor axes at the "convergence" (which 
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corresponds to F = 0(10~^^) for the present discussion) are shown in columns 4 
and 5 of Table 6.1. The data show that the number of iterations is independent of 
the number of probes. Further, N has no influence on the accuracy of the solution. 
However, one should not choose N < 5, because that would lead to an underdeter-
mined problem, and the results are found to be markedly inferior. Next we would 
examine, how far one should continue the minimization process. We begin with the 
notion that the relative errors in each of the five unknowns at any stage of iteration 
depends on the value of the functional at that stage. The relationship between the 
value of the functional and the percent error in the value of semi-major axis of the 
ellipse is shown in Figure 6.5. This diagram shows that at the initial stages, the 
value of the semi-major axis improves very slowly. In the intermediate stage, the 
convergence is rapid, and in the final stage, any further reduction in the value of the 
functional causes insignificant improvement in accuracy. However, Figure 6.5 shows 
that the value 10~^^ of the functional corresponds to roughly 1 % error, and for 
the following examples the iteration was stopped when the minimization reaches this 
stage. In Figure 6.6, the number of iterations necessary for attaining different levels 
of accuracy is shown. 
Example 2 
In this example, the flaw is still elliptic but is now located ofF-center. The 
variables deflning the flaw are a = 0.05, b= 0.025, xc = î/c = 0.2, (f> = 45°. In 
Figure 6.7, the dynamics of the iterative process is simulated by showing the shape 
of the octagon (discretized ellipse) at various stages of iteration. This diagram shows 
that after 21 iterations the predicted flaw closely resembles the actual flaw. However, 
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the computer program arrives exactly at the real flaw only after 80 iterations. The 
value of N was chosen to be 8, and the execution was stopped when the value of the 
functional reached 10"^^. 
Example 3 
In order to demonstrate the superior performance of the scheme for non-elliptic 
flaws, it was employed in detecting an L-shaped crack shown schematically in Fig­
ure 6.8 which is not drawn to scale. The crack width is 0.1 and the length of the 
arms is 0.3. Once again, the number of probes used was 8. The coordinates of the 
corners of the crack and converged octagon are shown as a blow up in Figure 6.9. 
The algorithm identifies the location of the crack very well, and provides an excellent 
estimate of the linear dimensions of the crack. The area of the crack is 0.055, and 
the area of the octagon is 0.06. The centroid of the crack is located at (0.383,0.383) 
and the centroid of the octagon at (0.383,0.342). The number of iterations required 
for this solution is 29. The value of the functional at convergence is of the order 
of 10~^. This is understandable since the elliptic shape cannot exactly model an 
L-shaped flaw. 
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Figure 6.1: Domain without flaw. 
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Table 6.1: Functional value at convergence and percent error in a 
and b for different values of number of probes 
N® FUNCTIONAL l b  percent error in a percent error in b 
8 2.623 E-19 81 0.1 0.04 
10 2.623 E-19 83 0.1 0.04 
12 2.623 E-19 83 0.1 0.04 
= number of probes on the boundary 
= number of iterations 
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Figure 6.2: Domain with a real flaw. 
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Figure 6.3: Domain with the guessed flaw. 
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Figure 6.4: Geometry of Example 1. 
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Figure 6.5: Relationship between the value of the functional and the error in the 
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Figure 6.6: Variation of the value of the functional with the number of iterations. 
Figure 6.7: Predicted flaw at different stages of iteration for Example 2. 
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Figure 6.8; Geometry of Example 3. 
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Figure 6.9: Blow up of predicted and actual flaws of Example 3. 
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CHAPTER 7. DISCUSSION 
The performance of the simple algorithm based on the minimization of a func­
tional was found to be excellent in several test cases. In this algorithm, the flaw is 
assumed to be an ellipse which is uniquely defined by five quantities. This assump­
tion would enable one to extend the method to three dimensions where the number 
of variables will be nine. Numerical experimentation for a simple case provided 
good guidelines for fixing the number of experimental data points and established 
the criterion for stopping the iterative process. Employment of these guidelines pro­
duced excellent solution for a non-elliptic flaw. The algorithm developed here for 
the temperature field could presumably be extended to elastostatics, scattering, and 
electromagnetic fields. 
An attempt has been made to evaluate the applicability of this method for real 
experimental data which may have measurement errors. Although, the observations 
are inconclusive, the algorithm does not tolerate experimental errors which mask the 
effect of the flaw. For practical applications, this deficiency should be eliminated. 
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PART II. 
USE OF BOUNDARY ELEMENT METHOD FOR THE 
DETERMINATION OF TOOL SHAPE IN ELECTRO CHEMICAL 
MACHINING 
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CHAPTER 9. ABSTRACT 
The problem of cathode shape determination for a given anode shape in electro­
chemical machining is considered. An algorithm based on boundary integral equation 
technique and non-linear optimization for this inverse problem is developed. The ad­
ditional fliix condition at the anode is used as the constraint in this ill-posed problem. 
Through an iterative process, the shape of the cathode is determined by minimizing 
a functional. The algorithm is tested on two examples. It is shown that the per­
formance of the algorithm is consistently superior compared to published numerical 
techniques based on the embedding method or the method of lines. 
38 
CHAPTER 10. INTRODUCTION 
In electrochemical machining (ECM) processes, thé tool, the workpiece, and 
the electrolyte comprise the electrolytic cell. The tool forms the cathode, and the 
workpiece forms the anode. A constant electric potential is maintained across the 
two electrodes. The machining proceeds by constant discharge of material from thé 
anode. The rate at which the metal is removed from the anode is approximately 
inversely proportional to the distance between the electrodes. During the machining 
process, the cathode is moved towards the anode with a constant velocity such that 
the gap between the two is kept constant. Under such conditions, the workpiece 
slowly takes a shape that is complementary to the shape of the tool. Unlike other 
machining processes, the hardness of the workpiece does not affect the rate of material 
removal,.thé tool does not wear out, and complicated shapes are quite easily produced 
(McGeough [8]). 
The two basic problems in ECM are : (i) job shape determination when the tool 
shape is known, and (ii) tool shape determination for a given shape of the job to 
be produced. Whereas the first problem is a direct problem and thus easy to solve, 
the second one is an inverse problem, and obtaining a solution for it is much more 
difficult. Our work here focuses on the second problem. 
Analytical solutions to these kinds of inverse problems do exist, but they have 
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limited applicability( Lacey [5]). Numerical techniques are thus more popular. Many 
researchers have used different numerical techniques in their effort to solve such prob­
lems. Hunt has used multigrid method [4] and an embedding method [3] to solve the 
problem. Meyer [9] has proposed the method of lines. All these numerical techniques 
are based on the finite difference method. Even though they provide very good solu­
tion for certain anode surfaces, they fail to generate a converged solution for certain 
other cases. 
The authors feel that the boundary element method (BEM) is ideally suited for 
such problems. Since, the unknown to be calculated is a part of the boundary of the 
domain, it is only natural that a boundary method will perform well. By using this 
method, the problem is posed in a simply connected domain with an unknown bound­
ary (the cathode). The unknown boundary is represented by a truncated Fourier 
series involving a set of unknown coefficients. An iterative process begins with a 
guessed boundary and a certain functional which indirectly represents the difference 
between the guessed boundary and the actual boundary is formed. Minimization of 
this functional with respect to the unknown coefficients completely determines the 
truncated Fourier series representing the unknown boundary. A similar algorithm 
which was applied to a boundary determination problem in a multiply connected 
domain (see Das and Mitra [1]) was found to perform very well. 
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CHAPTER 11. THE PROBLEM 
Consider the two dimensional electrolytic cell shown in Figure 14.1. The two 
side walls are represented by the vertical lines at x = 0 and at x = 1. The cathode 
and the anode surfaces are represented by the two curves y = f(x),' and y = g(x) 
respectively. If U is the electric potential, then it satisfies the Laplace equation 
inside the electrolytic cell which is the domain of our problem. 
In the inverse problem, the anode surface (workpiece, y=g(x)) is known, since 
the desired shape of the workpiece is specified. But the cathode surface (tool, y=f(x)) 
is unknown. The boundary conditions at the two electrodes are known as they are 
kept at certain fixed potentials. There is no net flux across the two side walls of the 
cell since the current flows parallel to these walls. Even though all the boundary con­
ditions are known, part of the boundary is unknown and some additional information 
is necessary to solve this inverse problem. 
When a constant potential difference is maintained between the two electrodes, 
a constant current flows between the electrodes and the anode wears off at a certain 
rate. The rate of wearing is proportional to the normal component j • n of the current 
at the anode surface, where j is the current and n is the outer normal at the anode 
surface. To maintain a constant gap between the cathode and the anode, the cathode 
is moved towards the anode at a constant speed, say v. At steady state, this is 
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the same rate at which the workpiece wears off in the y-direction. By using this 
information, it can be shown (Hunt [3]) that the normal derivative of the potential 
at the surface of the anode (workpiece) is given as: 
K^^ = vcosO (11.1) 
on 
where K is the erosion rate, and 9 is the angle between the normal at a point on the 
anode and the y-direction. In other words, tan# is the slope of the curve g(x) at any 
point. Thus, for specified values of K and v, Eq.(ll.l) provides the normal derivative 
of potential on the anode surface. Recalling that the potential is specified on the 
anode, Eq.(ll.l) amounts to an overspecification in the boundary value problem. 
Such overspecification is employed in the solution of the inverse problem. 
The differential equation which governs the electrochemical machining is: 
v2f/ = 0, inD, (11.2) 
where D is the interior of the electrolytic cell. The boundary conditions are: 
U { q )  =  0, gef(x), 
U { q )  = 1, ?eg(x), 
d U { q )  
dnq 
= 0 , 7 e X = 0 , (11.3) 
where nq is the outward normal drawn at q .  In addition, the condition which makes 
the problem overspecified is 
= ^cos#, g ey = g(x) (11.4) 
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CHAPTER 12. INTEGRAL EQUATION FORMULATION 
The governing differential equation (11.2) can be converted into the following 
boundary integral equation by using a well known technique [2]. 
n i p W i p )  = / { G u ( q ) - G u ' { q ) ) d s  (12.1) 
J  s  
This equation connects the potential at any point p with the boundary data. The 
(') denotes the derivative ,the points p and q are known as the source and the 
field points respectively. The coefficient t) is given as: 
vip) — 0, if p lies outside D+S 
= 27r, if p lies inside the domain D 
= a, if p lies on S (12.2) 
where a is the included angle between two adjacent tangents at p. The function G is 
the fundamental solution of Laplace equation in two dimensions, and is known to be 
In \p — q\. The integral of Eq.(12.1) is over the boundary S of the domain D, where 
S is the union of four surfaces as 
5 = {x = 0} U {« = 1} U {i/ = f(x)} U {î/ = g(x)}. 
Since, the cathode (y=f(x)) is unknown, the integral on the right hand side of 
Eqn.(12.1) is not computable. Thus, instead of y=f(x), a guessed boundary y = f*(i) 
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is chosen as a starting approximation for the cathode surface. With this modification, 
the boundary integral equation (12.1) can be written as: 
r j i p W i p )  =  /  { G U { q ) - G u \ q ) ) d S  (12.3) 
All the boundaries along x = 0, x = 1, y = g(x) and y = f*(x) are discretized 
by using straight elements. On each such boundary element, the potential and its 
normal derivative are assumed to vary linearly. By performing the integrals on this 
discretized boundary, and after collocating at the nodal points on the boundary, one 
obtains a system of linear equations: 
[A]{X} = {6} . (12.4) 
The vector {6} in Eq. ( 12.4) contains the integrals involving all the specified boundary 
data(given by Eq. (11.3)). The vector {%} contains the unknown boundary data, 
namely the potential at the boundary nodes on the Neumann boundary, and the 
normal derivative of the potential at the boundary nodes on the Dirichlet boundary. 
The solution of this set of linear equation gives, among other things, the normal 
derivative of the potential at the anode. Since the actual cathode surface, f(x), is 
different from the assumed cathode surface, f*(z), this derivative calculated at the 
anode surface is different from the expected value of the derivative given by Eq. 
(11.4). If {^)calc. tke flux calculated by solving Eq. (12.4), and {^)act. is 
the required flux given by Eq. (11.4) then for the i-th nodal point on the anode, the 
difference between these two quantities can be written as : 
(fW(c.-(f)ac(, = h  (12-5) 
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where 6^ is a non-zero quantity since f(x) 7^ If there are N nodes on the anode 
a functional can be formed as 
N  
F  =  (12.6) 
i=l 
A minimization of this functional by deforming the assumed cathode boundary 
(/*(x)) such that the two normal derivative values match each other in the least 
square sense ensures the convergence of the assumed boundary to the real cathode 
b o u n d a r y  f ( x ) .  
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CHAPTER 13. THE ITERATIVE PROCESS 
In the boundary element formulation the boundaries are represented in a dis-
cretized form, and a precise description of the cathode may require a fine discretiza­
tion. Thus the nodal points of the straight boundary elements are the ultimate 
unknowns in the problem. As a result, for each additional element introduced, the 
size of the problem increases by two unknowns. Soon, the procedure becomes com­
putationally lengthy and economically unsound. 
In addition, it has been found by the authors [1] and other researchers [10,11] 
that the nodal coordinates are not the best choice of variables. Mot a Soares and Choi 
[11] have observed that when the nodal coordinates are chosen as variables, too much 
freedom is given to the problem, and the iterative' updating may produce kinks on 
the unknown boundary. During the iterative refinement of the cathode surface, the 
nodal coordinates can move in such a fashion that the surface wraps around itself and 
finally lead to unrealistic solution. In order to avoid such unrealistic solutions, Saigal 
and Kane [12], while studying a shape optimization system for aircraft components, 
restricted the movement of the nodal points by retaining them on B-splines. 
As a remedy, a Fourier series representation is used to model the cathode surface. 
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Thus, f*(z) is written as: 
r s 
f*(x) = ag + ^ «J cosiTTX 4- ^ fej sin JTTX (13.1) 
i=l J=1 
The higher the value of r and s the better is the Fourier series representation of any 
arbitrary curve. For our calculation purpose though, the value of r and s were chosen 
in a way such that r.+s+l is restricted to 6. 
At the beginning of the iterative process, the shape of the cathode is given 
by the guessed function f*(x). Further, the cathode surface is discretize'd by using 
straight elements. During the iterative minimization process, the updating of f*(x) 
is equivalent to moving the end points of the straight elements. Identifying these end 
points as the nodes on the cathode surface, one can view the solution process to be 
an iterative updating of the nodal coordinates. 
However, the unknowns in the problem are the a f s  and the bj^s instead of the 
nodal coordinates. As mentioned before, the degrees of freedom in the problem r+s+1 
is restricted to 6. If one uses the nodal coordinates as the ultimate unknowns instead 
of the coefficients in the truncated Fourier series, the number of degrees of freedom is 
usually much larger than 6. Thus, the use of the Fourier series results in a reduction 
in the number of degrees of freedom and consequent reduction in the computational 
effort. Further, the possibility of unrealistic solutions (kinks and loops on the cathode 
surface) is eliminated. 
The cathode and anode, both of which are curved, are discretized by 9 straight 
elements. Each of the straight side walls is discretized by 2 elements. A Laplace 
solver based on boundary integral formulation coupled with a minimization routine 
performs all the calculations. 
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At the beginning of the iteration process f*(z) given by Eq. (13.1) is chosen with 
guessed values of a^'s and 6j's. The initial choice of a^'s and bj^s is not very critical 
in the sense that the choice does not have strong influence on the convergence of 
the iterative process. One simple restriction on the initial choice is that the cathode 
surface f*(z) must not intersect the anode surface g(x). For this guessed cathode 
boundary, the normal derivative of the potential at g(x) is calculated.by using the 
Laplace solver. A subroutine named as FCN then calculates the functional using 
the Eqns. (12.4), (12.5)and (12.6). For minimization, the IMSL subroutine called 
UNLSF has been used. The routine UNLSF is based on the Levenberg-Marquardt 
[6,7] algorithm. The routine UNLSF calculates the derivatives of the functional 
internally, and the user need not furnish expressions for these. The routine UNLSF 
updates the 6 degrees of freedom that define the cathode. The updated f*(x) is then 
used by the Laplace solver to update the normal derivative at g(x). The functional is 
then calculated by FCN, and the process continues till convergence when f*(x) = f(x). 
During each cycle of the iterative minimization process, the Laplace solver updates 
the normal derivative of the potential at g(x), and UNLSF updates f*(x). This 
division of duties is computationally more efficient. If one forces UNLSF to update 
all the unknowns, e.g. f*(®) and the derivative on g(x), then it would have to deal with 
too many variables, and the iterative process will converge very slowly. Although the 
method, outlined above, involves repeated solution of discretized integral equations, 
the computational cost is acceptable since the convergence is fast. 
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CHAPTER 14. EXAMPLES 
In this section, the results for two example problems are presented. These two 
examples are identical to two examples in Hunt's [3] work and have been chosen so 
that the results obtained using the proposed method can be compared with those 
of Hunt's [3]. Through these examples, the convergence properties of the scheme", 
and its performance for an anode surface denoted by a trigonometric function and 
another denoted by an algebraic function are demonstrated. 
Example 1 
In this example, the anode boundary is represented by a function 
g(x) = l3 cos irx 
where ^ is a parameter, and its magnitude determines the position of the curve on 
the y axis. The quantity 'x' varies between 0 and 1. For the minimization procedure, 
the number of Fourier terms are restricted to 6 with r=3 and s=2 in Eqn.(13.1) (thus 
including 3 cosine and 2 sine terms). The ratio ^ in the constraint equation (11.4) is 
taken to be 5,10 and 20, and the results are computed. It is found that the higher the 
value of and the lower the value of /3, the better is the converged solution. This 
observation matches with that of Hunt [3] for his embedding method. However, at 
certain values of namely 5, and (3 > 0.3, the embedding method has been found 
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to produce converged solutions which are highly distorted. According to Hunt(3), 
none of these solution surfaces are mathematically wrong, because they are different 
solutions to the inverse problem. But due to the rapid change in the curvature in 
all of these surfaces, they are quite difficult to manufacture. Besides, none of these 
surfaces match the analytical solution as shown by Hunt(3). 
The algorithm proposed here, on the other hand, converges to solutions which 
match very closely with the analytical solution for lower values of jS and reasonably 
closely for higher values of j3. The rapid change in curvature, as seen in Hunt's 
solution, is also absent here. 
Figure 14.2 and Figure 14.3 show plots of the final converged solution for /(x) 
for 13 = 0.3 and 0.35 and various values of The corresponding plots in Hunt's 
[3] work show highly oscillatory results. The final functional value, F at convergence 
with the number of iterations required for /3 = 0.1,0.2,..., 1.0 and ^ = 5 is shown 
in Table 14. For this example. Hunt's algorithm does not converge for any value of 
(3 > 0.4 when ^ = 5'. 
The data for the solution of the problem with ^ = 10 and ^ = 20 have not 
been included here since they show similar trend as the solutions shown here. 
Example 2 
In this example, the anode boundary is represented by an algebraic equation 
g(x) = l3x^{l8 - 32a: + 15x^). 
The problem is solved for values of 5, 10, 20. The number of terms in the Fourier 
series is still restricted to 6. The results obtained for this example are not as good 
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as in the previous problem. The performance of this algorithm in this example is 
similar to that of Hunt's algorithm. Hunt's embedding method does not converge 
for /3 > 0.2 when ^ = 5, for /3 > 0.4 when ^ = 10 and for (3 > 0.7 when = 
20. The algorithm proposed here, converges at values of higher than the ones for 
Hunt's method for all the three cases. However, at higher values of (3 the value of the 
functional 'F' at convergence is quite high. The data provided in Table 14 are for ^ 
= 10, and shows the performance of the algorithm. 
The two plots in Figure 14.4 and Figure 14.5 show the converged solution for (3 
= 0.2 and 0.7 for ^ = 10. 
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y-f(x) [Tool] 
Figure 14.1: An electrolytic cell. 
52 
Table 14.1: The value of the functional at con­
vergence and number of iterations 
for different values of (3 and ^ = 
5 • 
FUNCTIONAL la 
0.1 6.089 E-4 13 
0.2 1.837 E-3 25 
0.3 2.293 E-3 27 
0.4 3.991 E-2 31 
0.5 0.9436 36 
0.6 3.8776 40 
0.7 8.5269 51 
0.8 11.232 49 
0.9 11.538 50 
1.0 11.651. 50 
®I = number of iterations 
Table 14.2: The value of the functional at con­
vergence and number of iterations 
for different values of and = 
10. 
( S  FUNCTIONAL ja 
0.1 4.645 E-2 14 
0.2 0.2357 21 
0.3 0.7517 21 
0.4 6.4651 26 
0.5 19.849 44 
0.6 44.254 52 
0.7 68.605 50 
= number of iterations 
53 
06 
anode 
cathode 
0 4  
0 2  
00 
0 8 
I  0  06 08 00 02 0 . 4  
X-coordinate 
Figure 14.2: Converged cathode surface for l3 = 0.3 »nd ^ = 5, 10, 20. 
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Figure 14.3: Converged cathode surface for /3 = 0.35 and ^ = 5. 
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Figure 14.4: Converged cathode surface for /3 = 0.2 and y = 10. 
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Figure 14.5: Converged cathode surface for /3 = 0.7 and ^ = 10. 
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CHAPTER 15. DISCUSSION 
The performance of the simple algorithm based on the minimization of a func­
tional was found to be excellent for anode surfaces represented by trigonometric and 
algebraic functions. The results show convergence properties that are better than 
Hunt's [3] embedding method. The converged solution produced by the algorithm is 
much closer to the analytical solution and shows very little oscillation in compari­
son to the solutions obtained by Hunt's embedding method. Unlike Hunt's method, 
for higher values of /?, a converged solution can be computed even though the final 
functional value is not quite as low as one would like it to be. The authors feel that 
this value might be lowered by varying the number of terms in the truncated Fourier 
series that has been used to model the tool surface. 
Alternatively, performance of the algorithm may improve if orthogonal polyno­
mials like Legendre polynomials are used instead of the form given by Eq.(13.1). 
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PART III. 
SOLUTION OF INVERSE HEAT CONDUCTION PROBLEMS USING 
THE BOUNDARY ELEMENT METHOD 
61 
CHAPTER 17. ABSTRACT 
In the inverse problem considered in this paper, required boundary conditions 
are not provided on a portion of the boundary which will be called the unnatural 
boundary. However, the temperature at certain probe locations interior to the do­
main are known. The goal is to obtain the value of the heat flux at the unnatural 
boundary. The algorithm is based on the solution of the boundary integral form of 
the governing differential equation. In general, the number of nodes on the un natural 
boundary is larger than the number of probes. This results in an under-determined 
system of linear equations. Various aspects of the algorithm are examined by using 
a simple example problem. The scheme is then applied to more complex cases and 
its performance is found to be very satisfactory. 
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CHAPTER 18. INTRODUCTION 
The phenomenon of transient heat conduction is governed by a parabolic partial 
differential equation. In a direct problem of transient heat conduction, the tem­
perature or the flux is specified on the boundary and one needs to calculate the 
temperature inside the domain for all times. There are well-known methods for solv­
ing such problems. For an inverse problem, the boundary condition on a part of or 
the whole boundary could be unknown. One has to use some additional data, e.g., 
the temperature at some discrete points inside the domain, to solve for the unknown 
boundary conditions. A typical example of an inverse problem of this type is a space 
vehicle re-entering the earth's atmosphere, and the heat flux on the outer surface of 
the vehicle needs to be calculated. 
Over the last couple of decades, the inverse problem in heat transfer (IHCP, as 
some researchers choose to call it) has generated lot of interest. Substantial work 
has been done in the area. Since finding analytical solution of such problems is quite 
difficult, numerical techniques are usually employed. Beck etal.[5] have significant 
contribution in the area of IHCP. A monograph [5] contains an exhaustive bibliog­
raphy and significant details of past research. In all these work, the unknown flux 
on the unnatural boundary (the part of the boundary where none of the condition is 
known) is the primary unknown. Beck etal.[5] remarked " ...the heat flux is more 
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difficult to calculate accurately than the surface temperature. For this reason the 
emphasis is on the surface heat flux history." Besides Beck, similar work has been 
done by Alifanov and Kerov [2], Lazuchenkov and Shmukin [12], Alifanov and Egorov 
[1], Hensel and Hills [7], Blackwell [6], Imber [8,9], and many others. 
Most of these researchers have used the finite difference method for their solution. 
They have examined the simpler problem where the flux on the outer boundary is 
dependent only on time, and is independent of the space variables. Further, in most 
of these methods, one needs to know the temperature measured by the probes at the 
internal points for future time steps to calculate the flux at the boundary for the 
present time step. 
The authors feel that the boundary element method (BEM) is ideally suited for 
the IHCP. Since the unknowns to be calculated are the boundary unknowns, it is 
only natural that a boundary method will perform well. 
In the present research, the restriction, imposed by previous investigators, that 
the flux is independent of spatial variables is removed. From this standpoint, the 
present method is more powerful compared to the published procedures. It will be 
shown in section 5 of this paper that the problem with space-independent flux is 
trivial if one employs the BEM. Further, the present method is much more efficient 
compared to the published procedures in the sense that the temperature data for 
future time steps are not required for the calculations for the present time. 
The use of BEM in solving IHCP is not new. Zabaras and Liu [15] have used 
BEM to solve the problem. In their work, the problem is posed as a fully determined 
system. Such a formulation is possible only when the number of temperature probes, 
in the interior of the domain, is equal to the number of boundary nodes at which the 
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flux is unknown. However, such an arrangement is rather restrictive. One may have 
to use large number of nodes on the unnatural boundary to approximate a rapidly 
varying flux, but attaching a large number of probes is experimentally unfeasible. 
The generality of the present work lies in the fact that we show that the problem 
can also be modelled as an under-determined system. The number of probes can 
be substantially less than the number of unknowns and still reasonably good results 
can be obtained. The practical necessity of such a model is discussed in one of the 
following sections. 
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CHAPTER 19. THE BOUNDARY ELEMENT METHOD 
Consider a domain D  with boundary S  as shown in Figure 25.1. The differential 
equation which governs unsteady heat conduction is : 
V2r = inZ), (19.1) 
where the difFusivity K is assumed to be a constant. The boundary and initial 
conditions for the inverse problem are: 
T { q , t )  =  ro(g), 9e5^, 
d n q . t )  
d n  q 
0  ,  q e S n ,  
T { q , t ) ,  - are unknown g e 5*, 
OTiq 
T ( q , 0 )  =  T j ( q ) ,  q e D ,  (19.2) 
where n g  is the outward normal drawn at q ,  and the outer boundary of the domain D  
is S = S+ Sn + S*. On part of the boundary, 5*, none of the boundary conditions 
is known. By using the fundamental solution for Laplace equation, the differential 
equation for heat conduction can be converted into the integral equation 
v T ( p )  = J (a T i q ) - a T \ q ) ) d S + j^ ^ ^ K G d D  (19.3) 
which connects the temperature at any point p  with the boundary and internal data. 
The (') denotes the partial derivative the points p and q are known as the source 
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and the field points respectively. The coefficient r j  is given as: 
T} = 0, if p lies outside D + 5; 
2it, if p lies inside the domain D 
a, if plies on S (19.4) 
where a is the included angle between two adjacent tangents at p. The function G 
is the fundamental solution of Laplace equation in two dimensions, and is known 
to be In 1 p — g I. By using a simple backward difference representation for the time 
derivative in Eq.(19.3), we can write : 
,r"(p) = f  { G T " { g )  -  a T ' ' \ q ) ) d S  4^^" "J" KOdD (19,5) 
where the superscript n denotes the n-th time step. 
The integral equation (19.5) is discretized by approximating the boundary S 
by straight boundary elements. On each such boundary element, the variables (i.e., 
temperature and the flux) are approximated by a quadratic function as 
X = (19.6) 
where denotes the value of the variable (temperature or flux) at a boundary 
node and at the n-th time step, and S's denote the Lagrangian polynomials. The 
details of such a discretization can be found in any standard text on BEM [3]. 
For N number of boundary nodes, N number of equations of type (19.5) can be 
written. For every node on the natural boundary one of the variables (temperature 
or the flux) is known and the other unknown. However, for all the nodes on the 
unnatural boundary, both the variables are unknown. As a result, for C nodes on 
the unnatural boundary, the total number of unknowns on the boundary is N+C. 
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The domain D is approximated by constant triangular elements. On the j-th 
domain element, the temperature at the n-th time step is : 
(19.7) 
It should be noted from Eqns.(19.6) and (19.7) that the subscripts of X denote 
the node number, the superscript n denotes the n-th time step, the superscript b 
signifies that X belongs to a boundary node, and the superscript i signifies that X 
belongs to a domain or internal node. 
After inserting the boundary and domain approximation given by Eqns. (19.6) 
and (19.7) into Eq.(19.5), the integrations over each boundary and domain element 
are performed analytically. The domain iiitegral term in Eq.(19.5) can be written as 
y=i 
where Aj is the area and qj is the centroid of the jth domain element. Inserting 
the results of all the integrations, the N equations for the N boundary nodes can be 
written in the matrix form as: 
[A]{XM")} + + {P} (19.8) 
The known boundary data are included in the vector {P} after appropriate matrix 
multiplications. The vector contains N+C unknowns from the nodes on 
natural and unnatural boundaries. If the number of interior nodes is M, the vector 
l^i(n)} contains M unknowns from the interior nodes. is also a vector of 
length M, but it is known from the initial condition or from the calculations performed 
in previous time step. 
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By writing the discretized form of Eq.(19.5) for M number of all the interior 
nodes one gets M number of equations of the type , 
+ {(?} (19.9) 
The known boundary data are included in the vector { Q } .  Thus, one could write 
a set of M+N equations connecting M+N+C unknowns by writing the boundary 
integral equation for all the boundary and domain nodes. Since the total number 
of unknowns is greater than the number of equations, this set of equations is not 
sufficient to solve for all the unknowns. 
The extra conditions that are required for the solution are provided as measured 
temperature data at a set of interior points. If temperature is measured at G number 
of internal points, Eq. (19.5) can be written for all these points as : 
= [W^]{.Y'("-l)} + {iZ} (19.10) 
All the known boundary data and the measured data for the interior points are 
included in the vector {i2}. 
Following Ingber and Mitra [10], one can combine Eqns. (19.8) and (19.9), and 
eliminate {%*(^)} to obtain N number of equations as : 
+ {P-BE-^Q} (19.11) 
Similarly, by combining Eqns. (19.9) and (19.10) one obtains G number of equations 
as : 
[ J  - T E ~ ' ^ D ] { X ^ ^ ^ ^  =  [ W  - T E ~ ' ^ F ] { X ^ ( ^ ~ ^ ^  
+ {R-TE-^Q} (19.12) 
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If one now forms a collection of the Eqns. (19.11) and (19.12) (in other words, the 
union of two sets of equations), one gets 
+  { Z }  (19.1.3) 
where the matrix S is N+G by N+C. After this rearrangement, one obtains a set 
of N+G equations (Eq.(19.13)), and another set of M equations (Eq.(19.9)). For 
convenience in calculation, Eq.(19.9) is written as; 
+ (19.14) 
In principle, at every time step, one has to first solve N+G equations (Eq.(19.13)) 
for N+C boundary unknowns,and then M equations (Eq.( 19.14)) for M 
domain unknowns {%'(")}. 
The coefficient matrices, [>1], [5], [C], [Z?], [E], [F], [J], [T], and [P^] are all con­
stant with respect to time. Consequently the matrices [5], [if], [£"], [i^] and [D\ need 
only be evaluated once. Only the vectors {Z} and {Q} need to be updated at every 
time step. 
The solution of Eq.(19.14) for each time can also be made inexpensive. The 
matrix E can be stored in a L-U decomposed form right at the beginning of the 
solution process. At every time step, the solution for the internal unknowns requires 
simple matrix inultiplications, vector additions, and back substitutions. 
On the other hand, the procedure for solving Eq.(19.13) is much more compli­
cated, and one has to take different approaches depending on the relative magnitudes 
of N+C (the number of unknowns) and N+G (the number of equations). If N+C 
= N+G, the system is determined. If N+C < N+G, one gets an over-determined 
system, and if N+C > N+G the system is under-determined. 
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On the unnatural boundary, neither the temperature nor the flux is known, 
and one does not know how these quantities vary along this particular boundary. 
These quantities could be constant throughout the boundary or varying rapidly along 
it. As a result, one needs to model the problem in a way such that the values of 
the temperature or the flux on the unnatural boundary can be calculated within 
acceptable levels of accuracy, no matter what their distribution is like. Hence, the 
boundary has to be divided into sufficient number of elements, or use higher order 
Lagrangian polynomials. In either of these cases the unnatural boundary may have 
large number of nodes. As a result, to accurately model the physical system, the 
magnitude of C could be fairly large. 
The number of probes fixed to the interior points to measure the temperature is 
represented by G. These probes have to be physically affixed to the domain. Some 
practical constraints are introduced into the problem because of this fact. An un­
natural boundary of length 1 inch may contain 40 nodes for calculation purposes. In 
order to keep the problem determinate, one needs 40 temperature probes. Affixing 
40 temperature probes at 40 different points on an area of 1 square inch to measure 
temperature at those 40 points might be very difficult. In addition, a large number 
of probes fixed on to the domain would disturb the temperature field substantially. 
This influence of the measurement devices on the model of homogenous isotropic 
medium would be extremely difficult to account for in the calculations. Therefore, 
the number of probes used should be limited such that their influence on the system 
is limited. Due to these reasons G should be kept small. Thus, in general C > G, 
and one will more often end up with an under-determined system of equations rather 
than an over-determined or a determined system. 
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Determined and Over-Determined Systems 
If N+C = N+G, the system of equations (19.13) is a determined system, and 
S is a square matrix. If N+C < N+G the system of equations becomes an over 
determined system. The S matrix is rectangular, and one can modify Eq.(19.13)by 
multiplying by 5^ to get : 
= [5^][iï|{X»'("-l)} + [5^]{Z} (19.15) 
The matrix 5^5 can be stored in a L-U decomposed form outside the time loop. 
Finding the solution, {%^("^)}, at every step then involves simple matrix multiplica­
tion and back substitution. 
Under-Determined Systems 
If N+C > N+G the system of equations become an under-determined system, 
and matrix S is rectangular. One can transform Eq.(19.13) into Eq.(19.15), but now 
the matrix 5^5 is singular. One needs to explore further to find a worthwhile way 
to solve these equations. This is where the procedure for regularization enters the 
algorithm. 
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CHAPTER 20. REGULARIZATION 
The form of the equation for the underdetermined case is: 
|S^I(S|{-Ï} = W  (20.1) 
where the square matrix on the left hand side of Eq.(20.1) is singular. To be able to 
solve for the unknowns from this equation, the singular matrix has to be augmented 
in such a way that it is transformed to a non-singular matrix. But this change should 
not be so large that the solution is substantially affected, and loses all connection to 
the physical problem at hand. This method of augmentation of a singular matrix is 
called regularization. 
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There are many ways of regularizing the matrix S-^ S. Although the procedure 
is more or less the same in all these methods, the difference between any two methods 
lies in the kind of regularization quantity one uses for the process. One such method 
uses spatial regularizers as shown by Beck etal.[5]; another method uses Ridge regu-
larizers as shown by Beck and Arnold [4] and Lawson and Hanson [11]. In either of 
these two methods the equation is augmented in the following way : 
where [A'] is known as the regularization matrix and a is the regularization parameter. 
{[5^'s|+a(irl}{X} = {6} (20.2) 
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If one is using spatial regularizers, matrix K is of the form: 
[A'] = q^dS + (20.3) 
where q  is the heat flux at a point on the unnatural boundary ( S * )  and WO and 
W1 are two positive constants; usually much less than 1 and ^ is the tangential 
derivative of flux. 
If one is using the Ridge regularizer the matrix K is the identity matrix. 
[K] = [I] ' (20.4) 
The Ridge regularization procedure is frequently employed in many minimization 
algorithms like the Levenberg [13] and Marquardt [14] method of minimization. 
The constant a is usually chosen to be a small number such that the original 
matrix is disturbed just enough to make it non-singular but not quite enough to intro­
duce substantial amount of error in it. The Ridge regularizer is simpler to compute 
than the spatial regularizer and some preliminary calculations by the authors showed 
that the Ridge regularizers perform very well for the present problem. Consequently, 
for all the examples discussed here, the Ridge regularizer has been used to augment 
the singular matrix. 
Beck and Arnold [4] have found that values of a between 1 and 10"'^ are typical 
for most calculations. The authors have found, through preliminary calculations, 
that a"= 10~® is a very good choice. For all the examples, the value of a = 10"^ 
will be used. 
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CHAPTER 21. THE MODEL PROBLEM 
Employment of the BEM together with the Ridge regularization procedure, as 
described in the previous section, yields a solution of the IHCP. However, there are 
several factors which influence the accuracy of the solution. In particular, one must 
examine the influences of the size of time step At, distance of probes from S*, and 
the regularization procedure on the accuracy. For such a study a model problem is 
chosen. 
Consider a square domain with sides of unit length. The known solution for this 
model problem is ; 
T  =  e  3 cos( —) 
2 ' 
The boundary conditions and the unnatural boundary are shown in Figure 25.2. 
It can be easily seen that for the chosen variation of T, the flux at the unnatural 
boundary is independent of the spatial coordinates. As a result, the length of the 
vector in Eq.(19.13) will be N+1 even when more than one nodes are placed 
on the unnatural boundary. Thus, for a successful solution of one needs G  
= 1, which corresponds to only one temperature probe in the interior. Further, in 
this trivial case, matrix S of Eq. (19.13) is square and regular. 
In the following paragraphs, a modified version of this trivial problem will be 
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solved. In this modification, we will pretend that the information regarding inde­
pendence of flux from spatial variation is unavailable. This modification changes the 
problem from trivial to under-determined. 
The model problem is considered with 5 nodes on the unnatural boundary which 
are located at (0,1),(0.25,1),(0.5,1),(0.75,1),(1,1). Two probes are placed symmetri­
cally on the probe line at (0.333,0.95) and (0.667,0.95) at a depth of d = 0.05 units 
from the unnatural boundary. Table 25 shows the distance from each probe to the 
five unnatural nodes. 
The numbers in the first column of Table 25.2 show thé percentage error in the 
flux calculated at the five nodes by using the regularization method. It is apparent 
from the data provided, that the error gets larger as the distances from the probes 
get larger. Further, the overall error is quite high. Postponing a discussion on what 
is or should be the acceptable limits of error, or whether the probes are placed at the 
best possible location, the possibility of improving the solution will now be explored. 
By regularizing the 5^5 matrix, certain amount of error is introduced into it. The 
solution that one obtains is the solution of a modified matrix, and it is natural to 
conclude that this modified matrix violates physical laws of conservation. Hence, 
the first step one can take in improving the quality of the solution is by enforcing a 
simple conservation rule. 
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CHAPTER 22. CONSERVATION CONDITION 
The conservation condition can be derived from the original differential equation 
(19.1). Integrating the right-hand and the left-hand sides of this equation over the 
domain Z), one gets: 
/  V ^ T d D =  !  K ^ d D  ( 2 2 . 1 )  
J d  J D  o t  
which simplifies to : 
where Aj- is the area of the ith domain element. By employing the approximation of 
Eq.(19.6), replacing the time derivative by backward difference, and performing the 
integration over the boundary elements one obtains : 
4- (22.3) 
By using Eq.(19.14) to eliminate the from Eq.(22.3), one gets: 
+ + (22.4) 
This equation enforces the physical condition which connects the rate of change of 
temperature inside the domain with the net outward flux across the boundary. All 
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physical solutions of the differential equation must satisfy this condition, but the 
solution obtained from a regularized and modified matrix may not automatically 
satisfy this condition. Thus the inclusion of this equation with the existing set of 
equations will not only close the gap between the number of equations and unknowns 
by one, but will enforce the physical conservation constraint. 
The model problem is solved again, with the same probes, but this time by 
including the additional condition. The percentage errors are shown in the second 
column of Table 25.2. These data show that the inclusion of the extra equation 
substantially improves the solution at the three central nodes. The solution at the 
two corner nodes, which are located furthest away from the probes, are not affected 
as much. 
To substantiate the claim that the extra condition improves the solution, the 
model problem is solved with the number of probes increased to 3. The probes 
are spaced equally apart, at (0.25,0.95),(0.5,0.95), and (0.75,0.95). The problem is 
solved with and without the extra condition, and the errors at all the five nodes on 
the unnatural boundary are shown in Table 25.3. From this table, it is clear that 
with all other factors remaining the same, inclusion of the extra condition improves 
the solution. 
In the two following sections, we continue with the model problem to establish 
the influence of probe location and time step, on the quality of the solution. 
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CHAPTER 23. PROBE DEPTH AND TIME STEP 
The temperature readings from the probes are noted at every time step and 
they are used to calculate the flux on the unnatural boundary and all other bound­
ary unknowns at that particular time step. The accuracy of the solution obviously 
depends on the distance between the unnatural boundary and the line parallel to this 
boundary on which the probes are located. The accuracy of the solution is also de­
pendent on the size of the time step, A(, taken for the finite differencing. The results 
of some numerical experiments are given in the following paragraphs to demonstrate 
the effects of probe depth and on the accuracy. 
The number of nodes on the unnatural boundary was taken to be 5. The number 
of probes were also taken to be 5, such that we have a determined system of equations. 
Consequently, the contribution to the error in the solution from an under-determined 
system, the regularization, etc., are absent. The distance'd' between the unnatural 
boundary and the straight line on which the probes are placed was varied from 0.05 
to 0.25 units and the time step was varied from 0.01 to 0.1 units. The maximum 
percentage error in each case is shown in Table 25.4. The data in this table show 
that the further the probes are from the unnatural boundary the inferior is the result. 
Also the larger the time steps are the inferior is the result. The best combination in 
Table 25.4, with a distance of 0.05 units and a time step of 0.01 units, is used in all 
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subsequent calculations. 
Although it is now decided that the probes will be placed on a line at a distance 
0.05 units from the unnatural boundary, but the locations of the probes on this line 
is still undecided. In the following section, we attempt to provide some guidelines 
regarding probe location. 
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CHAPTER 24. PROBE LOCATION 
The data of Table 25.2 show that when two probes were placed in a way such that 
they divide the probe line into three equal parts, the error at the corner nodes were 
much higher than the error at the central nodes. The reason behind this is apparent 
when one examines Table 25 which tabulates the distance between the nodes on the 
unnatural boundary and the probes. It shows that the distance between either of 
the corner nodes and the probes is much bigger than the corresponding distance 
between the central nodes and the probes. Consequently, the influence of the corner 
nodes on the probes is smaller compared to the influence of the central nodes on the 
probes. As a result, the error at the corner nodes is higher. It was observed that if 
the probes are moved closer to the corner nodes thé accuracy of the solution, for the 
corner nodes increases while that of the central nodes deteriorates. It is natural to 
conclude that the spacing of the probes on the line parallel to the unnatural boundary 
is an important factor in the accuracy of the solution. Numerical calculation shows 
that locating probes at one set of points gives better solution than locating them at 
another set. This means that, if 3 probes are being used on an unit length, placing 
them at locations of 0.25, 0.5, 0.75 might be significantly better than placing them 
at 0.1, 0.5 and 0.9. 
If one assumes that the phenomenon of ^best probe Ideations' exist, one would 
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be interested to know these locations prior to actually solving a particular problem. 
For the lack of any prior information being available on this subject, the authors 
have experimented with some ad-hoc methods. These methods will now be described 
and the results presented. None of these methods provides the 'absolute best probe 
locations', and authors doubt whether any such procedure exists, but the following 
numerical experiments show some pointers which can be used effectively. These 
pointers do not determine the absolute 'best', but would certainly be better than 
placing them at random locations. 
Uniformly Distributed Points 
The easiest way to place the probes on the probe line is to distribute them 
uniformly. Thus, if one is using 4 probes on an unit length one would place them at 
0.2, 0.4, 0.6 and 0.8. 
Gauss Points 
The authors feel that the present situation has a similarity with numerical 
quadrature using Gaussian points. The locations of Gauss points are optimally cho­
sen in such a fashion that the linear, quadratic, or any such variation of the integrand 
is approximated in the best possible way. Since in the present situation, we are at­
tempting to calculate the variation of a function along a line, the Gauss points appear 
to be an attractive choice. Hence, without going into any mathematical proof or con­
firmation, Gauss quadrature points are chosen from standard integration tables, and 
after appropriate scaling used as the probe locations. 
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Numerical Experiments 
The model problem is considered with G = 9 nodes,on the unnatural boundary. 
The problem is solved with 2, 3, 4, 5, 6 and 7 probes. All the probes are placed on 
the probe-line at a distance d=0.05 from the unnatural boundary (see Figure 25.2). 
In each case two solutions are obtained; with uniformly distributed probes and with 
pirobes placed on Gauss points. In all these cases, the percent error in the solution 
for flux at the unnatural nodes are computed. From these error values, the mean 
and the maximum percent error are calculated, and plotted against the ratio of the 
number of probes to the number of nodes on the unnatural boundary ( ^ )• These 
plots are shown in Figure 25.3, Figure 25.4 and Figure 25.5. 
The plot in Figure 25.3 shows that for Gauss as well as uniform probe location, 
the mean percent error decreases as the probe-to-node ratio increases. This behavior 
is consistent with the observation that an increase in probe-to-node ratio corresponds 
to a reduction in the indeterminacy of the problem. For probe-to-node ratio less than 
0.5, the Gauss points are slightly inferior, and for the ratio greater than 0.5 the Gauss 
points are slightly superior compared to the uniform distribution. The encouraging 
fact is that for probe-to-node ratio more than 0.5, the mean percent error is less than 
10 %, which, in the authors' opinion, is an excellent performance of the algorithm 
in an indeterminate problem. However, Figure 25.3 does not identify Gauss or the 
uniform distribution as markedly superior when compared among themselves. 
In Figure 25.4, the variation of the maximum percent error shows that the Gauss 
distribution is slightly inferior compared to the uniform distribution for probe-to-node 
ratio less than 0.5. However, Gauss distribution is markedly superior for probe-to-
node ratio greater than 0.5. For the Gauss distribution, and for the probe-to-node 
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ratio of 0.7, the maximum percent error is less than 10 %. The authors recommend 
an experimental set-up with probe-to-node ratio of 0.7 with probes located at the 
Gauss points to be a good arrangement for IHCP measurements. 
Another attractive property of the Gauss distribution is shown in Figure 25.5. 
The standard deviation of percent error is much smaller for Gauss distribution com­
pared to that for the uniform distribution. This means that all the nodal values of 
flux calculated by recording the temperatures at the Gauss points are equally reliable. 
For the recommended Gauss distribution with probe-to-node ratio of 0.7, the scatter 
in error is about 2%. 
Recommended Numerical and Experimental Set-up 
The numerical experiments with the model IHCP provide the following guidelines 
for the numerical and the experimental procedure. 
(a) All the boundary unknowns, including the additional unknowns on the un­
natural boundary, should be obtained by solving Eq.(15). 
(b) For the singular nature of the coefficient matrix on the left-hand-side of 
Eq.(19.15), the Ridge regularizer should be added as shown in Eq.(20.2). In the 
regularizer, a = 10""^ and [K] = [/] work well. 
(c) In order to improve the accuracy, one must add the conservation condition 
(22.4) to the set of equations of (20,2). 
(d) The time step of At = 0.01 is adequate in the finite differencing of the time 
derivative of temperature. 
(e) For a domain with linear dimension of unity, the probes on a line at a distance 
of 0.05 from the unnatural boundary yield good solution. 
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( f )  The ratio 
Number of probes 
Number of nodes on the unnatural boundary 
should be around 0.7 or higher. 
(g) The probes should be placed on the Gauss points that are usually employed 
for numerical quadrature. 
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CHAPTER 25. RESULTS 
The example problems are model problems in the sense that their solutions are 
already known. The numerical solutions are compared with the known solutions to 
gage the accuracy. The three example problems are chosen to illustrate the essential 
features of the algorithm in the sense that good accuracy and resolution can be 
obtained for cases with space-dependent flux and flux varying rapidly with time. 
All the example problems are posed in a 1 by 1 square domain. The general 
geometry of the problems is shown in Figure 25.6. 
Example 1 
In this example, the flux on the unnatural boundary is independent of space co­
ordinates but rises sharply with time like a rounded corner pulse. Although the flux 
at the unnatural boundary is independent of spatial variables, but that information 
is unknown to the computer program. Consequently, the program solves an. under-
determined problem. A pulse shaped heat flux is applied at the unnatural boundary 
to demonstrate that the algorithm can detect sharp rise or fall of variables without 
much oscillation or instability. The boundary and the initial conditions are 
d T  
— = 0 on AD, AB, BC for all t 
on 
d T  
—, T — are unknown on CD for all t 
on 
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T  —  0, on D for t = 0 (25.1) 
On the unnatural boundary, 5 nodes are placed and three probes are placed on Gauss 
points along the probe line. The situation corresponds to probe-to-node ratio of 0.6. 
The problem is first solved with the pulse shaped flux 
specified on CD and the temperature at the probe locations are calculated. These 
temperature values are then inserted in the IHCP algorithm to solve the problem 
defined by Eqn.(25.1). The numerical solution for the flux on CD is then compared 
with Eq.(25.2). Such comparison for the first ten time steps for each of the 5 unnatural 
nodes is shown in Figure 25.7. 
In this example, the flux on the unnatural boundary is dependent on space co­
ordinates. The temperature distribution on the domain is given by: 
(25.2) 
Example 2 
(25.3) 
The boundary and the initial conditions are: 
= 0, on AB, BC for all t 
T  = 0, on AD 
d T  
-r-^T — are unknown on CD for all t 
on 
T  = cos( ^  ) sin( ^  ) on D for t = 0 . (25.4) 
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On the unnatural boundary, 5 nodes are placed and three probes are placed on Gauss 
points along the probe line. This situation corresponds to a probe-to-node ratio of 0.6. 
The under-deterniined problem is solved for ten time steps. The numerical solution 
for flux on side CD is compared with the analytical solution. Such comparisons for the 
1st, 5th and 10th time steps are shown in Figure 25.8, Figure 25.9 and Figure 25.10. 
Example 3 
In this example, the variation of the flux with the spatial variable on the unnatu­
ral boundary is more rapid compared to the variation in Example 2. The temperature 
distribution on the domain is given by; 
T  = e 2 cos(^)sin(^), (25.5) 
The boundary and the initial conditions are: 
0,on AB, BC for all t 
0, on AD 
are unknown on CD for all t 
cos(^^) sin(^^) on D for t = 0 (25.6) 
On the unnatural boundary, 9 nodes are placed, and five probes are placed on 
Gauss .points along the probe line. This situation corresponds to a probe-to-node 
ratio of 0.55. The under-determined problem is then solved for ten time steps. The 
results of the 1st, 5th and the 10th time step along with their comparison with the 
analytical value of the flux are shown in Figure 25.11, Figure 25.12 and Figure 25.13. 
d n  
T  
âïT' 
T  -
T  =  
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The smooth fit through the numerical data points are obtained by using 5th order 
polynomial functions. 
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T given 
M number of mterior 
nodes 
G number of 
N number of boundary 
nodes 
Flux given 
C number of nodes 
onS* 
T and flux 
are unknown 
Figure 25.1: Definition of IHCP. 
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Table 25.1; Distance of the probes 
from each node 
Node Distance Distance 
from probe 1 from probe 2 
Node 1 0.3367 0.668 
Node 2 0.0968 0.4199 
Node 3 0.1743 0.1743 
Node 4 0.4199 0.0968 
Node 5 0.668 0.3367 
Table 25.2; Percent error in Flux at the 5 nodes, calculated 
using two equally spaced probes 
Node Percent Error; Percent Error; • 
Without With 
Conservation Condition Conservation Condition 
1 55.54 55.2 
2 5.03 0.11 
3 19.36 0.62 
4 14.12 1.15 
5 39.35 46.83 
Table 25.3: Percent error in Flux at the 5 nodes, calculated 
using three equally spaced probes 
Node Percent Error; Percent Error; 
Without With 
Conservation Condition Conservation Condition 
1 22.43 11.55 
2 4.27 3.02 
3 4.24 3.15 
4 4.77 4.59 
5 32.63 31.58 
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(0,1) 
Flux -0 
(0,0) 
Unnatural Boundaiy (14) 
r d 
\ 
Plrobe Line 
Flux -0 
Flux -0 (1.0) 
Figure 25.2: Definition of the model problem. 
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Table 25.4: Maximum percent error for different 
probe depth and time step 
d >
 
Il p
 
o
 
H-
* At = 0.02 A< = 0.05 At = 0.1 
0.05 1.75 1.95 2.75 5.02 
0.1 2.41 2.6 3.53 6.15 
0.15 3.29 3.54 4.69 7.73 
0.2 3.53 3.82 5.59 9.11 
0.25 9.22 4.11 5.86 9.99 
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•B GAUSS 
•0 UNIFORMLY DISTRIBUTED 
Figure 25.3: Mean percent error plotted against probe-to node ratio ( ^  ) for probes 
at uniformly distributed points and Gauss points. 
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•e GAUSS 
•0 UNIFORMLY DISTRIBUTED 
Figure 25.4: Maximum percent error plotted against probe-to node ratio (0) for 
probes at uniformly distributed points and Gauss points. 
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O GAUSS 
•A UNIFORMLY DISTRIBUTED 
0.2 0.3 0.4 0.5 0.6 0.7 0 8 
G/C 
Figure 25.5: Standard Deviation of error plotted against probe-to node ratio ( ^ ) 
for probes at uniformly distributed points and Gauss points. 
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Y 
D (0,1) C (1,1) 
{ 0.05 
\ 
Probe Line 
A (0,0) B (1,0) 
Figure 25.6: Geometry of the problems in Examples 1, 2, 3. 
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S 
S 
(A 
0.6 
I 
s; 0.4 
0.2 
« EXACT 
- NUMERICAL SOLUTION 
0.0 
0.08 0.06 0.04 0.02 0.00 
time • 
Figure 25.7: Calculated flux at the five nodes on CD (for ^ =0.6), and the exact 
flux for Example 1. Values shown for first 10 time steps. 
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•© CALCULATED 
- EXACT 
0.5 
0.0 
1 0 0.2 0.4 06 08 0.0 
X-coordinate along CD 
Figure 25.8: Calculated flux at the five nodes on CD (for ^ =0.6), and the exact 
flux for Example 2. 1st time step. 
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2.0 
•Q CALCULATED 
- EXACT 
% 2 
0.5 
0.0 
1 0 0.8 0.6 0.2 0.4 0.0 
X-coordinate along CD 
Figure 25.9: Calculated flux at the five nodes on CD (for ^ =0.6), and the exact 
flux for Example 2. 5th time step. 
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2.0 
•O CALCULATED 
- EXACT 
X 
3 
0.5 
0.0 
04 0.0 02 0.6 t 0 0.8 
X-coordinate along CD 
Figure 25.10: Calculated flux at the five nodes on CD (for 0 =0.6), and the exact 
flux for Example 2. 10th time step. 
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NUMERICAL SOLUTION 
SMOOTH FIT THROUGH SOLUTION 
EXACT 
Q i C  
0.4 10 0.2 0.6 0.0 0.8 
X-coordinate along CO 
Figure 25.11: Calculated flux at the five nodes on CD (for ^ 
flux for Example 2. 1st time step. 
=0.55), and the exact 
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NUMERICAL SOLUTION 
SMOOTH FIT THROUGH SOLUTION 
EXACT 
3 
-2  
I 0 0.2 0.6 0.8 0.4 0 0  
X-coordinate along CD 
Figure 25.12: Calculated flux at the five nodes on CD (for 0 =0.55), and the exact 
flux for Example 2. 5th time step. 
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04 
NUMERICAL SOLUTION 
SMOOTH FIT THROUGH SOLUTION 
EXACT 
0.2 
S 0.0 
-0.2 
-0.4 
1 0 0.6 0.8 0.2 0.4 0.0 
X-coordinate along CD 
Figure 25.13: Calculated flux at the five nodes on CD (for 0 =0.55), and the exact 
flux for Example 2. 10th time step. 
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CHAPTER 26. CONCLUSION 
An algorithm based on BÉM for the solution of IHCP is proposed. It has been 
found that for the cases where the flux on the unnatural boundary is independent of 
the spatial coordinates, application of BEM leads to a very simple situation requir­
ing only one temperature probe in the interior of the domain. Further, this situation 
leads to a determined set of simultaneous equations. However, when the flux on the 
unnatural boundary depends on spatial coordinates a realistic experimental set up 
leads to an under-determined set of simultaneous equations. Although this situation 
entails regularization, but unlike previously published works the present algorithm 
does not require a tirrie history of temperature in the interior of the domain. We have 
also demonstrated the utility of a conservation condition in reducing the error intro­
duced by the process of regularization. By performing some numerical experiments, 
we have been successful in recommending some guidelines regarding the location of 
the temperature probes. The performance of the present algorithm is demonstrated 
through three example problems where the flux on the unnatural boundary has rather 
rapid variation with time and the spatial coordinates. 
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CONCLUSION 
The boundary element method was first used in the mid sixties [11]. Over the 
last two decades it has developed into a powerful tool in the hands of researchers. It 
has been used to solve problems in different fields of engineering like Elastostatics [4], 
Fluid Flow [2], Potential Theory [5,7], Wave Scattering [13], etc. The use of the BIEM 
in the solution of inverse problems is quite new [8]. The three algorithms described in 
this dissertation show that the method can be very effective in the solution of inverse 
problems. A set of experimentally measured data is at central point of all of these 
algorithms. For the purpose of this work, such data have been generated through 
numerical solutions instead of actual measurements. A study of the influence of noise 
in the experimental measurements is essential before any practical implementation of 
the proposed methods. However, the emphasis throughout this work has been on the 
development of algorithms rather than the actual practical implementation of them. 
The algorithm described in the first part has excellent convergence properties 
and worked exceedingly well even for highly non-elliptic flaws. Despite this fact, the 
author-concludes that temperature fleld is probably not the right fleld to use for flaw 
detection. The difference between the temperature field in a domain with no flaw and 
in a domain with a small flaw is of the same order as the noise in the measurement by 
the probes. The method of ultrasonic wave scattering is a very popular technique for 
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NDE. The effect of flaw on the ultrasonic sound wave field is more pronounced than 
it is on a temperature field and, as a result, the above mentioned masking effect of 
measurement errors will have less influence. As a possible future work this algorithm 
can be applied to the problem of flaw determination using wave scattering. The 
author feels that the algorithm will work as well for Helmholtz equation as it did for 
Laplace equation. 
In the second part, a variation of the algorithm from the first part has been 
used to solve a different inverse problem involving unknown boundary. This problem 
has been attempted before by researchers using the finite difference method. The 
algorithm proposed here works better than those methods in some cases and as good 
as those methods in some other cases. An incomplete Fourier series representation 
has been used to model the unknown surface with only 6 terms from the series. Some 
more work can be done on this problem by including more (or less) terms from the 
series and examining how it affects the convergence properties. Besides, a different 
set of orthogonal terms like Legendre polynomials can be used instead of the Fourier 
series. 
Part three of this dissertation contains an exhaustive study on the solution of 
inverse heat conduction problem. The author feels that the solution procedure for 
this problem has been examined from different angles and detail studies have been 
made on the influence of several factors on the solution to the problem. The ques­
tion of "optimum probe location" still needs to be conclusively resolved. Although 
numerical experiments showed that the location of probes affect the solution sub­
stantially, no method could be found which would determine the absolute best probe 
position. The author feels that the only way one can come across such a method is 
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by chance. However, this is an area which can be explored in the future. Besides 
this, the algorithm or different forms of it can be applied to other inverse problems 
like determination of internal heat generation, determination of thermal conductivity 
and the application of the algorithms to real boundaries rather than some model 
boundary. 
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