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ABSTRACT 
In this thesis, four different methods of constructing confidence 
intervals and confidence regions for parameters in a partially linear 
regression model in which the dependent variable y. is being transformed 
in Box-Cox transformation are studied. Three of the considered methods 
> 
rely on asymptotic results and the fourth one is an exact test. The 
exact test does not only avoid using asymptotic results, but also need 
not have to estimate the variance of the error terms. For the sake of 
comparison among these methods, a simulation study is conducted. In 
addition, an illustrative example is given in each case. Furthermore, 
another simulation result is also provided as well when the normal 
assumption on the error terms are replaced by some c-contamination 
'normal distributions so as to roughly check the robustness of each 
method. 
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confidence interval, confidence region, Neymann 
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Chapter 1. Introduction 
1.1 Why transformation of variables in regression analysis is needed? 
In our daily lives, we always come across many problems in 
which we have to investigate the relation between different variables. 
For instances, we are interested in the relationship between the IQ 
scores and verbal ability for children; the relationship between 
household consumption pattern and monthly income,... etc. Most of these 
relationships can be easily explained by a regression model if sufficient 
data are being collected. 
Usually, in a linear regression model, a dependent variable Y 
is expressed as a linear combinations of a set of parameters plus an 
error term. Based on the well established theories in regression 
analysis, we assume the model linear. (For details, see Draper (1981) and 
Weisberg (1985)). However, in some circumstances, the assumption of 
linearity may not be valid. In such cases, it is a usual practice to 
transform the variables in order to attain a linear relationship between 
the dependent and the independent variables. Thus, the functional forms 
of variables are important on statistical grounds. 
For example, in monetary theory, we always want to figure out 
1 
the relationship between the money demand (M°) and income (Y) and 
interest rate (r). Apparently, Y and r are known as independent 
D • 
variables, which are non-random. However M is a dependent variable, 




 = /3 + 浮 Y + 13 r + e 
t 'o ' i t ' 2 t t 
where M^ is the demand for money in real terms； 
Y is real income； and 
t 
r is the interest rate 
t 
at time t, t = 1 , 2 n . 
e is a random variable from some distribution, 
t 
identically and independently distributed. 
|3
q
 , and are unknown parameters of the above equation. 
However, others argued that the relationship should be 
log M° = + /3*log Y + r + c* 
e t 0 l e t 2 e t t 
来 
where e is a random variable from some distribution, 
t 
identically and independently distributed. 
来 来 来 — 
I3
q
 , IS! and |3
2
 are unknown parameters of the model. 
In the literature, Eisner (1963), Chow (1966) and Zarembka 
(1968) suggested that the logarithmic functional form is appropriate for 
money stock defined as the sum of currency and demand deposits. For money 
2 
stock that defined as the sum of currency, demand deposits and time 
deposits, neither the linear nor the logarithmic forms seems appropriate. 
Thus, we are always interested in the investigation of the required 
transformation so that either the dependent variable or the independent 
variables to make the assumed model being reasonable. 
1.2 Suggested functional transformation --- Box-Cox Transformation 
Now let us consider a partially linear model: 
y U ) = X^ + e (1.2.1) 
where y(X) is a nxl vector of response variables; |3 is a bxl vector of 
unknown parameters; X is a nxb matrix of constants; A is a unknown 
parameter such that E[Y(X)J = X/3; e is a nxl random vector of independent 
. 2 
random variables with mean zero and variance-covariance matrix <r I. 
For a fixed ；V, the model is a standard linear model with 
"linear" parameters vector /3 and parameter cr . Here \ is called a 
"non-linear" parameter of the model (see El-Shaarawi and Shah (1978)). 






 if x ^ o 
y (X) = (y ) = - 入 
i A, l 
、 log y if X = 0 
e i 
where y^ are observations, y^ > 0, Vi = l，...，n; 
and A € (R. 
This kind of transformation is known as Box-Cox 
Transformation. It was first introduced by Box and Cox (1964). 
It is worth to note that the above kind of transformation has 
the following nice properties: 
i ) the range of 入 can be very wide; 
ii ) if we plot 少、（y) against y ’the curves are monotonic increasing 
so that for each X, preserves the order of the data being 
A 
transformed. 
iii) the curves also share a common point, (1,0) for all X; 
iv) the curves nearly coincide at points very close to (1,0); that 
is, they share a commom tangent line at that point. 
( F o r further details, see Hoaglin, Mosteller and Tukey (1983)) 
v) (y)> is a family of functions that is indexed continuously 
A 
by the parameter 入 ， i . e . is a smooth function, in the 
4 
sense that can be differentiable infinitely many times. 
A 
Property (v) can be proved by considering the limit of for 
all values of X except X^O since y
X
-l and X are continuous functions of 
入’ so is their quotient. In the case of 入 = 0 , the quotient is an 
indeterminate form. With the help of L,Hospital rule, we differentiate 




we have lim $(入，y) = where 入’y) = ^ ( y )； 
二
 1
 lny = log y. 
X->0 e 
= l o g y. 
e 
Therefore lim = $(0,y). 
X-^0 
1.3 Methodology 
With y(入）=〜（y), we rewrite model (1.2.1) as: 
" A 
y U ) = X C + X C + e (1.3.1) 
X = ( Xi : x
2
 ) ; = ( < , 《 ） . 
where X^ ^ is a nxq^^ matrix of independent variables; 
5 
X is a nxq matrix of independent variables; 2 2 
《1 is a q
i
xl vector of parameters; 
〜 i s a vector of parameters; 
q , q ^ 0 and q + q^ = b. 
' 1 2 
Normally we have the following distribution assumptions: 






; e 二 N(0,<r I). 
Obviously, once the model is assumed, we will be able to 
2 
estimate all the parameters. In model (1.3.1), the parameters are A, cr 
and the vector 卩 . N o r m a l l y , we are interested to estimate X first because 
八 
in practice, we may simply replace the parameter X by the estimate X and 
carry on the estimation procedure with model (1.3.1) assuming 入 is known. 
Note that if the null hypothesis of X - 1 is not rejected, then no 
transformation of y is required. 
In the literature, constructing confidence intervals for the 
transformation parameter X has received a fairly large amount of 
attention. See for examples Box and Cox (1964) for classical maximum 
likelihood method; Carroll (1980, 1982), Bickel and Doksum (1981) and 
Carroll and Ruppert (1987) for robust methods; Box and Cox (1964), 
Pericchi (1981) and Sweeting (1984) for Bayesian methods. However little 
6 
exists in the literature concerning constructing confidence regions for 
parameters of the Box-Cox transformation model. Atkinson (1985) mentioned 
the methods based on the likelihood ratio statistics, the asymptotic 
normality of the maximum likelihood estimates and the score statistics. 
However, detail discussions and examples have been done on the methods 
based on the likelihood ratio statistics. 
In this thesis, joint confidence regions for parameters A and 
and marginal intervals for 入 are constructed based on: 
i ) the likelihood ratio statistic (or log-likelihood ratio statistic); 
ii ) the asymptotic normality of the maximum likelihood estimates; 
iii) the score statistics; and 
iv ) an exact test. 
In addition, some simulation results will be provided for 
comparing the performance of the above four methods. Note that methods 
i), ii) and iii) depend on asymptotic results, whereas method iv) is 
exact. Theoretically, method iv) should be superior than the others in 
the sense that it does not depend on the sample size. In addition, 
throughout the work in the exact test, we will note that there is no need 
2 
to estimate <r . 
Atkinson (1985) have done some work on the interval estimation 
7 
Of X based on the likelihood ratio test with wool-data. In addition, he 
compared some asymptotically equivalent forms. For further reference, see 
chapter 6 of Atkinson (1985). 
For the method based on the likelihood ratio test, there are 
some asymptotically equivalent forms. I will try to go through them as 
well. The general theory of each method will be discussed in section 
(1.4) and section (1.5). Afterwards, the theory of constructing 
confidence intervals for the non-linear parameter \ in the Box-Cox 
transformation model will be presented in Chapter 2 in details. Some 
simulation results are given for comparisons. 
A 100(l-a)% confidence region for a vector of parameters, 0 is 
defined as a random subset of the parameter space which covers the true 
value of 0 with probability at least 1-a. To construct a 100(1-a)% 
confidence region for 0, it is equivalent to carry out a hypotheses 
testing with H : 0 = 0 versus H : 9 ^ 0 . And a 100(l'a)% confidence 
&
 o o 1 o 
region for 6 contains all values of 9〇 that are not the elements of the 
rejection region at level a. For further reference, see section (5.3) of 
Bickel and Doksum (1977). 
In Chapter 3 , procedures which construct confidence regions by 
the four stated methods i) - iv) are discussed. For the model (1.3.1), we 
2 








). However the method of constructing 
X 2 
confidence regions for ), (CJ and ( C , ^
2
) are equivalent to the 
2 - 2 “ 
form of (X,C ), (C ) and (C ,cr
2
) respectively. So without loss of 
l i l 
generality, we only work on constructing confidence regions for (入’、）， 






). The rest will be skipped in this thesis 
2 2 
because we have no interest concerning the estimate of <r since (r is 
usually treated as an nuisance parameter. In Chapter 2, a simulation 
study is provided for comparing the goodness of the various methods of 
constructing confidence regions. 
1.4 General theory of constructing asymptotic confidence intervals and 
confidence regions 
The following discussions are mainly concerned with the theory 
of constructing confidence regions rather than confidence intervals. It 
is because the theory of constructing confidence intervals is regarded as 
restricted cases only. 
1.4.1 Method based on log-likelihood ratio statistic 
Consider the parameter space 0, and 0 , 0 Q S
t
 0 n = 0 . To 
. o 1 o 1 
test H : 0 € 0 versus H : 0 € 0 . Suppose 5, be two level a tests of 
o o l l * 
9 
H versus H with power functions t(0) and c
#
(9) respectively. Then d . is 
o 1 
uniformly more powerful than 5 if 
L.(e) ^ c(0) V 0 € ©
r 
Furthermore, S来 is said to be uniformly most powerful (UMP) if it is 
uniformly more powerful than any other level a tests. See Berger and 
Casella (1990), Statistical Inference, Chapter 8. 
For the testing hypotheses H
q
： G = 0
q
 versus ^ : 9 = 0 ^ 
consider the ratio: 
f C e ^ y) 









； y) is the likelihood function of y under H〇. 
Remark: If f(0 ; y) = 0 < f (9 ； y), then 1 ( 0 , 0
n
; y ) =⑴ . A n d if both 
0 1 1 0 
f(e ； y) = f(0^, y) = 0, then 1(9^ e
Q
;y) = 0. 
1(9 , 9 ； y) is named as a likelihood ratio statistic. The Neymann 
i o 
Pearson Lemma guaranteed that rejecting H〇 for large values of the 
likelihood ratio statistic is the most powerful test among all other 
tests with less size. To generalize this idea, let us consider H: 0 € 6
q 
versus K: e € 0 , where 0 is a vector of parameter. Put 
10 
* . sup { f (9, 7)； y I 0 € 0 , all 7?) > 
1 ( y ) = 
sup { f (0, 7)； y I 0 e 0
Q
, all 7?) } 
where 0 is the vector of parameters of interest; 
tj is the vector of "nuisance" parameters. 
来 
With the argument of Neymann Pearson Lemma, large 1 (y) 
indicates that K provides a better fit of the data to the model than does 
H. 
To simplify calculation, we may consider the following test 
statistic: 
sup { f (9, 7?; y I 0 e 0 u 0 , all 7?) > 
Hy) • 
sup { f(0, T)； y I 0 e 0
Q
, all n) > 
Since rejecting large value of £(y) is equivalant to rejecting large 
value of l*(y). Each supremum will be replaced by the m. 1. e.'s under the 
corresponding constraints. Hence the testing statistic becomes: 
八 八 
#
 f(e, 7)； y) 
t ( y ) = — 
f( e, T?(e)； y) 
八 八 
where 0, r) is the m.l.e. of e and tj respectively under H u K; 
9, 7)(e) is the m.l.e. of 9 and v respectively under H. 
Once we obtain the test statistic, we are going to determine 
its distribution, or in some cases, its asymptotic distribution under H 
if the exact distribution is too complicated. In many cases, it is 
11 
difficult to find the exact distribution of i (y). Natural logarithm 
来 、 
function is a monotonic increasing function, thus, we can use l o g ^ (y) 
来 奈 
instead of i (y). It is because we want to obtain a large i (y), it is 
来 
equivalently to obtain a large log I (y). 
e 
log l{y) = log [f(0, 7)； y)] 一 log [f(0, 7)(0); y)] 
e e e 
来 
To determine the critical region for log i (y), we first note 
e 
rsj rsj 
that by Taylor series approximation obtained by expanding l o g ^ t f ( 6 , t?(G); 
八 
y)] about the maximum likelihood estimator 0 is 
L(e;y) ^ L(e
;
y) + (e - e)
T
-u(0) + + . (e — e)
T
-iH(e) • (e 一 e) 
where L(§;y) = log [f(9, ^(0);y)]; 
e 
A /v 
L(9;y) = log [f(9, 7?;y)]; 
e 
U(0) = i … ； 
se e=e 
八 d L . , 




IH(0) is named as the Hessian matrix. 
A 
By the definitions of maximum likelihood estimate and U, U(0) = 0. Also 
A A 八 
for large samples IH(6) can be approximated using 0 (9) = E[-IH(0) ]. Hence, 
A 八 * p A A 
2-[L(0;y) - L(0;y)] 二 （ 9 一 6) •D(9)•(0 一 0). Dobson (1983) suggested 
that, for large samples, when H is true, 




where x is the chi-square distribution with degree of freedom q . 
q
i 
Here the notation denotes convergence in distribution. 
Hence an approximate 100(l-a)% confidence region for 0 based on 
the log-likelihood ratio test contains all values of 0 satisfying the 
inequality: 
来 〜 2 
21og i (0;y) ^ ^ 
e q , a 
1 




degree of freedom q
i
 at level a. 
1.4.2 Method based on the asymptotic normality of the maximum 
likelihood estimates 
T 
Let y be the vector of all parameters, in our case, y =(入，玲， 
A 
(T ) , and r be its maximum likelihood estimate. Then it is well known y 
is asymtotically distributed as a multivariate normal with mean r and 
variance D (y). 
0(30 = E{U(r)'U(y)
T
> = - J E(
 9 L ( y )




is the expected information. 
13 
In general, the expected information is too complicated or even 
impossible to calculate. However, Cox and Hinkley (1974) suggested an 




L ( r ) 
information D (y) by the observed information I (r J • 
dlfdif 
J k 
Let -x = , with dim(0)=q , dim(刀）=q。and +q = dim(y). 
77 1 2 1 £5 V
 1
 / 
Since (y - r) ^ N C O / l ' ^ r ) ) 





 、 N ( 0 , I
_ 1
( r ) ) 
A 
、 刀 一 T) J 
f ^ \ f ， 
e - e l




 N 0 , 1 
八 了 
、T? - T) J I J 
r
 I I i 
l
 t
 「 ee er) 1 , 
where I = ,
 T
 and 
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/ /V \ f 、 
0-0 l
 XT
 ^ T i i 1 
o 八 N 0, ii 12 
7J-7) L i i J 
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- 1 -1 
where i = - I I : ) ； 
11 60 67) VV V0 
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 if a l l i n v e r s e s e x i s t . 
22 7)7] 7)9 ee Ql) 
A 
Hence the asymptotic marginal distribution of (0 - 0) is 
- i - i 
multivariate normal with mean 0 and variance il
QQ
 一 I g ^ I ^ I
7 ) 0
J . 
Therefore an approximate 100(1-a)% confidence region for 0 
based on the asymptotic distribution of the maximum likelihood estimates 
contains all values 6 such that 
o 
re _ Q )
T
.ri - i i
 _ 1




e e Vr? 7)7) 、 o' q ^ a 
yv 
—1 








刀 a t y = y [or 
G, ^(e)]. Therefore an approximate 100(l-a)% confidence region for 0 
based on the asymptotic distribution of the maximum likelihood estimates 
contains all values of 0 such that 
(e - e)
T
[ - . i. . . ：
1




ee erjCe) 7](e)7)(e) i)ie)e i, 
1.4.3 Method based on score statistic 
Knowledge of the maximum likelihood estimate is not required 
for the method based on score statistic, which is based on the observed 
15 
values of the efficient scores at y〇.To test H
Q
: IF = LF
Q
 versus H^.飞本 
-y，recall U(y) defined as in section (1.4.1), if H is true, we have 
o
 u 






] = 0 ( 〜 ） ， t h e expected 
information matrix. For reference, see Theoretical Statistics, Cox and 
Hinkley (1974). By Central Limit Theorem, U(r
Q
) follows a multivariate 
normal distribution with mean 0 and variance 0 u n d e r certain 











 , let U and U be the score statistics of 0 and 
1 2 
I ^ J 






) , where U is the score statistic 
. 上 
of j. 
Let the inverse of the expected information matrix be of the 
r





 .21 .22 , 
l l • 







asymptotically multivariate normal with mean zero and variance-covariance 
matrix i
1
 . Thus we have 

















which is asymptotically distributed as x^ • This expression may depend on 
the nuisance parameters, and in this case, the nuisance parameters are 
16 
simply replaced by the conditional maximum likelihood estimates. By 
definition of the restricted；maximum likelihood estimates, = 0, 






where U and i
1 1




 evaluated at the 
l i 
conditional maximum likelihood estimates of the nuisance parameters. 
Thus an approximate 100(1-a)% confidence region for e contains 





 U ^ / • (1-4.3.1) 
1 1 q,,a 
1 
1.5 General theory of constructing exact confidence intervals and 
confidence regions 
El-Shaarawi and Shah (1978) introduced an exact method to 
construct confidence .region of partially linear model. In this section, 
we review the exact method in constructing confidence regions for C and 
in the following model: 
Y(^) = X/3 + e where e N(0,cr ). (1.5.1) 
where |3 is a bxl vector of linear parameters; and 
5 is a lxl vector of non-linear parameters. 
17 
The least squares estimates of |3 and ？ are the solution by solving the 
equations: — [Y(?)-Xp]
T












D = 0 
where is written as Y; 
i 」 SYi . , „ 
D with elements d ； l = 1,... ,n; 
j J
 =
丄 , . • • , 丄 * 
As suggested by El-Shaarawi and Shah (1978), we consider the 
model: 
Y(^) = X3 + D5 + e . (1.5.2) 
Note that when 8 = 0’ model (1.5.1) and (1.5.2) are the same. (I-P)Y 〜 
N[0, (I-P)(T
2




. It is because (I-P)Y is 






o (I-P)Y 〜NLO, (I-P)<r
2
] because (I-P) is an idempotent and 
symmetric matrix. 
yv 







(I-P)Y, if D does not involve 13 and Y. Then 
Var(6) = [ D
T




( I - P ) ( t
2
I { [ D
T




































In addition, El-Shaarawi and Shah (1978) stated that for a 
fixed ？ we shall replace /3 by ( X ^ ) " ^ ^ = The resulting 
八 A A A 
expressions for D and 8 will be denoted by D and 6(/3) respectively. 
As stated in the theorem of Graybill (1976, p. 135), if W ~ 





. Now we know that (I-P)Y 〜 N [ 0 , (I-P)cr
2













(I~P)D]5 2 and Y
T


























1 2 1 
CT 
where A = b [ i )
T





















2 2 2 
(T 
where A = [ I-{D[D
T




> ]； 2 







1 2 2 
CT 
19 
where A = I. 
Using the theorem stated in Searle (1971, p.60-61), we can show 
that U x if the following conditions are held: 
2 ~ n-r-1 
(i) A is idempotent; 
(ii) rank (A) = rank(Aj + rank(A ); and 
1 ^ 
(iii) A, A and A all are symmetric. 
1 2 
Obviously A = I which is idempotent indeed. Also, rank(A) = n-r 
= 1 + fn-r-1) = rank (A ) + rank (A )• Furthermore, A and A are trivially 
1 2 .
 1 
symmetric. Hence k^ is also symmetric because k^ is defined as (I - A j . 








〜 义 . 
2 n-r-1 
CT 
assuming n > r+1. 
Claim: U and U are distributed independently. 
1 2 
Proof: Since 8 = [D
T
 (I-P)D] " ^ ^ C I - P ) Y and 
O A A A A 
U = <r" 5 [D (I-P)D]S 
l 




















= < R " 2 { Y T ( I - P ) T [ D ( D T ( I - P ) D ) " 1 D T ] ( I - P ) Y > 
u = < t " 2 [ Y T ( I - P ) T ( I - P ) Y ] - U because ( I - P ) is 
2 1 
symmetric idempotent. 
= T R "
2 { Y T ( I - P ) T [ I - { D [ D T ( I - P ) D ] " 1 D T } ] ( I - P ) Y } 
As a theorem stated, if X 〜N(jn,S), X
T
A X and X
T
B X are 
distributed independently if and only if AZB = 0.(See Graybill 
(1976), page 139, Theorem 4.5.3) 
Hence, it suffice to show 
( I - P ) T D [ D T ( I - P ) D ] " 1 D T ( I - P ) ( L - P ) T { I - [ D ( D T ( I - P ) D ) ' 1 D ] } ( I - P ) = 0 
, t h e n U and U are independently distributed. 
1 2 
Obviously, 
( I - P ) T D [ D T ( I - P ) D ] " 1 D ( I - P ) ( I - P ) T { I - [ D ( D T ( I « P ) D ) " 1 D ] } ( I - P ) 
T 八 A 丁 A 一 1 A 丁 
= ( I - P ) T D [ D T ( I - P ) D ] D ' C I - P ) 
- C I - P ) T D [ D T ( I - P ) D ] " 1 [ D T ( I - P ) D ] [ D T ( I - P ) D ] " 1 D ( I - P ) 
because (I-P) is symmetric idempotent. 
= ( I - P ) T { D [ D T ( I - P ) D ] " 1 D - D [ D T ( I - P ) D ] _ 1 D } ( I - P ) 
= 0 
Therefore the claim is followed. • 
U / 1 
Clearly, Z(^) = ^ F(l.n-r-l), (1.5.3) 
U / n-r-1 2 




MSR(X D) 八 
Equivalently, Z(?) can be viewed as
 !
— —， w h e r e MSR(X,D) 
MSE 
八 
is the mean square for regression when y(A) is regressed on X and D. 
Hence an exact 100(l-a)% confidence region for ？ contains all 
values ？ with 
、 l,n-r-l,a 
where F denotes the percentage point of F(l,n-r-1) distribution 
l,n-r-l,a 
with level a. 
By similar arguments stated in El-Shaarawi and Shah (1978), we 
can obtain the confidence region for (5,卩）by considering the following 
test statistic: 









) = 、 a 八 八…、 (1.5.4) 
(r +1) { Y
T
( I - P ) Y - 5
T
0 ) [ D
T
( I - P ) D ] 6 0 ) > 
八 
It is just a ratio of





) ’ where MSR(X,D) is the mean square for 
"‘ 、 MSE 
A 
regression when y(入）is regressed on X and D. 




An exact 100(1 — a)% confidence region for is the set of 
all values of for which ^
 F







However, refer to Seber and Wild (1988), there is no exact 
method for just 13 and subsets of /3 have been developed. 
1.6 Summary 
Throughout this chapter, we review some ways of constructing 
confidence intervals and confidence regions for the power transformation 
model with different methods. Those methods are based on either 
asymptotic results or exact result. The general theories mentioned in 
sections (1.4) and (1.5) will be the base for further discussions in this 
thesis. In chapters 2 and 3, we will respectively try to construct 
confidence intervals and confidence regions in our concerning model = — -
the Box-Cox transformation model. Moreover some simulation studies will 




Chapter 2. Confidence Intervals for the non-linear parameter A in 
the Box-Cox transformation models 
In this chapter, our main goal is to construct confidence 
intervals for the non-linear parameter \ by the four methods stated in 
chapter 1. Moreover, we intend to compare the results of the methods and 
find out the difference among them by a simulation study. An 
illustrative example is given as well. 
Consider the power transformation model: 
y(A) = X/3 + e ⑵
1
) 
A , • 
r y - 1 
— i f入实 0 
来 来 丁 来 
where y(A) = (y .......,y
n
) , y. = i 入 
‘log y if 入 = 0 . 
e i 
y are observations, for i = 1 n. 
i 
liC • • • • X 
11 lb-1 
X is a nxb design matrix, with the form: : • • 
• • 
X x • • • • x ^ 





, where is the parameter, 
for j = 0,1,...,b-1• 
e = (e ’ ••..，.，e )
T
, with e,




I n i 〜 
V i = 1, . n. 
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In the following sections, we will concentrate on constructing 
confidence intervals for the non-linear parameter 入 of the above power 
transformation model (2.1) by methods based on log-likelihood ratio 
statistic, asymptotic normality of the maximum likelihood estimates, 
score statistic and an exact test. 
In practice, we intend to carry out a small simulation studies 
of some data. A simple partially linear regression model is introduced: 




 l l d
 N(0,cr )； 
i ~ 
in which 入 ’ 〜 , 〜 , ？ are scalar parameters. 
For the illustrative example, we generate data as follows: 
Firstly, we fix n = 20, x^ = x ^ ^ + 0.5 for j = 2,3,...,20; 
2 2 
x = 0.5 and <r = ( 0 . 1 ) . 
l 
Secondly, we generate the error terms, e., for i = 1,2,... ,20, by the 
RNNOR, standard normal random number generator of the International 
2 2 
Mathematical and Statistical Library with cr being adjusted to (0.1) • 
Thirdly, we calculate y. ’ i = 1,2, ...,20, fixing 入 ， 卩 〜 a l l equal to 
25 
1. then the model become: 
y
1
 - i 
^ = l + x + e i = 1, . . . ,n. 
1 i i 
v = 2 + x + e (2.2) 
i i 
where e





2.1 Confidence intervals based on the log-likelihood ratio statistics 
From the model (2.1), the joint probability density 










n ay (A) 
where J is the Jacobian, i.e. J q - • (2.1.1) 
i 
Note that the Jacobian J does not depend on <r . For a fixed 
X, the expression (2.1.1) can be used to find the conditional maximum 
likelihood estimates of 卩 and <r
2
. Now let's consider the log-likelihood 
^ • 
function given observations (y" x ^
 X
ib-i),
 f o r 1
 : 


















Thus the log-likelihood function would be maximized by: 
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L i i I max log f (y; A,/3,<r
2
) = log f (y;,X,^,?
2
). (2.1.2) 
max 2 e . e 
/3’CT 
2 
where ^ and cr are the maximum likelihood estimates of 浮 and cr 
conditioned on 入 ， r e s p e c t i v e l y . 
Here § and ？
2
 can be obtained by solving, 
_ ^ _ l o g
e









) = o . (2.1.4) 
e 
acr 




[ y U ) - X ^ ] = 0 
Therefore 百=(X^)"^^(^), (2.1.5) 
assuming the inverse exists. 
From (2.1.4), we have 
一 j l _ + = o 













y ( A ) ]
T










y ( A )
T














3 y ( X ) 
n 
= y ( A )
T


















 = y U )
T






Here 百 and both depend on 入 only, so we can write /3 and 
?
2
 as 玲U) and ?
2
(X) respectively. 
To find X, the maximum likelihood estimate of 入 ， w e first 
substitute (2.1.5) and (2.1.6) into (2.1.2), 
L (A) = max log f(y;X,^,cr
2
) = -n/2 log (2 t t?
2
(X)) + log J 
max A
 e 
Apart from the constant, it can be rewritten as 
L * ( 入 ） = _ n / 2 log (<r~
2
(X)) + log J (2.1.7) 
max e
 e 
With the help of the normalized transformation: 
z U ) = y(A)-j"




 入 - 1 
i) if o o,
 a y
 = y, ’ 
n 




 e 1 
n 
mm _ 




- i = l 」 
r
 n 、 1/n 
T
l/n „ A - l 
J = IT y i = l
 J


















 入一丄 if X ^ 0 
Thus, z U ) = - Ay (2.1.8) 
[ y l o g
e
y . if 入 = 0 
Therefore, (2.1.7) can be rewritten as 
L
#
 U ) = - - f l o g [
 y U )
^
A y U )
 1 + log
e
J 
max Z e n e • 
= - T
 l 0 g
e _ J +




n ， ，2/n n ， 「 z U ) A z U ) 1
 L
 …









n , T Z ( A ) T A Z U ) _ 
= - 了 log
e 、 L. -
1 
=-iL-iog [
 R ( A )
 1 where R(X) = z ( A )
T
A z U ) (2.1.9) 
2 e n 
Thus \ can be found by minimizing R(X). 
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By the discussion in section (1.4.1), an approximate 100(l-a)% 
confidence interval for 入 based on the log-likelihood ratio method is 
the set of A satisfying the inequality: 
2.{ L * (又）一 L * (入） > (2.1.10) 
max max 1, a 
And (2.1.10) is equivalent to (2.1.11), as follows: 
n-log IR(X)/R(X)] ^ x
2
： (2.1.11) 
e 1, tx 
In the following section (2.1.1), we will discuss the 
asymptotically equivalent forms according to the expression (2.1.11). 
2.1.1 Asymptotically equivalent forms for constructing confidence 
intervals based on the log-likelihood ratio statistics 
If we write s
2
 be the residual mean square estimate of the 




 = where p is the dimension of vector 玲. 
n-p 
Based on the normal linear model theory, an approximate 
八 
100(1 -<x)% confidence interval for A is the values satisfying R U ) - R U ) 
< s
2
 F . 
l,n-p,a 
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i.e. (n-p)[R(A) - R(X)3 / R(X) ^ F
1
 (2.1.1.1) 
Moreover, (2.1.11) can be written as 
n.log {1+[R(A,)-R(A)]/R(X)} ^ \ (2.1.1.2) 
e l, 
A 八 
In the neighbourhood of 入 ， t h e difference R(A)-R(A) should be 
A . 
small relatively to R(A). Thus, the expression (2.1.1.2) is 
approximately equivalent to 
n[R(X) - R(X)1 / 心 . （2.1.1.3) 
Figure (2.1) shows the plots of the pivotal quantities, i.e. 
the right hand sides of the expression (2.1.11) (solid line), (2.1.1.1) 
(dotted line) and (2.1.1.3) (dashed line) based on the data generated as 
in the illustrative example (2.2). For a given level of significance a, 
we can have an approximate 100(l-a)% confidence interval for A 
corresponding to this a. According to the figure, since the pivotal 
quantities for different lines are not the same, (the pivotal values for 
2 • 
both solid line and dashed line are value, whereas dotted one is F 
value), thus we cannot draw any conclusion about the goodness among the � 
methods. Roughly speaking, these three methods are very closed in the 
illustrative example. 
2.2 Confidence intervals based on the asymptotic normality of the 
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maximum likelihood estimates 
According to section (1.4.2) and the model (2.1), we can 
construct an approximate 100(l-a)% confidence interval for 入 by 
substituting appropriate vector of parameters in expression (1.4.2.1). 




























入入 ^ X v ^ - L T ^ T 
Now = 工 工
 1
 , , where n = ( 、 ) ’ 
、At? 7)V ^  lf-K 
r、 ~ T ~ T 
r = ’C
2
 ’f ) • 
As we can see that all 《 J , are the conditional maximum 
likelihood estimates, they depend on the single parameter 入 only. In 
A A 
this case, we can write I(y) = I(X). 
2 











) which is a 1x3 row vector, 
均 气 axar,
1 
I ( 万 ） = I (y)
T
 which is a 3x1 column vector, 
T)入 入T) 
2 
I = 一  d
 L ( y
) which is a 3x3 matrix. 
训 d W 
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一 1
 if a ^ o 
Since y ^ r ) = Yj ( 入 ） = - 入 
log y
5
 if 入 = 0 , 
v e i 
。，、 ,y U)[log y-X"
1
] + log y /A if 入实 o 
ay.(r) i e i
 e 1 
then = , ^ 
3入 1 0 if 入 = 0 
( 2 . 2 . 1 ) 
















if A ^ 0 
0
 if 入 = 0 
( 2 . 2 . 2 ) 
= - 丄 [ ( 2 . 2 . 3 ) 
dX .〜 2 dX
 m <r
 u 
n , 、 r 3y (方） 5y (y) 
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, obtained from the expression (2.1.5), 
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 L dx J 
a
2
L(y) _ n _ _ [y(y)-xg3
T
[y(y)-xg]
 ( 2 2 1 0 ) 







 J 即 
T
 r 、 a \ ( y ) . 
I
0







⑷ 一 ^ 
T
 , 、 a
2
L(y) 
(r) = [ I. 2 ](r), where I W 入刀 入玲 Act 八P dXdfB 




V ⑷ ： w ) T . 
Hence, from (1.4.2.1), an approximate 100(l-a)% confidence 










! ) < y
2
 . (2.2.11) 
入入 入 7 ) ( 入 ） 7 ) ( 入 ） 7 ) ( 入 ） T)(入）入 
Figure (2.2) shows the plots of the pivotal quantities against 
X based on expressions (2.1.11), (solid line) and (2.2.11), (dotted 
line) using the data in our illustrative example. We can see that the 
dotted line is slightly shifted to the left about true parameter 入 = 1 ， 
whereas the solid line is slightly shifted to the right. However, if we 
fix a, the level of the test, as some sufficiently small value, say a = 
0.05, both methods contain true parameter X in our illustrative example. 
2.3 Confidence intervals based on the score statistics 
For the model (2.1), we shall find U(r), and then by 
(1.4.3.1), an approximate 100(l-a)% confidence interval for 入 can be 
computed. Since U(y) so an approximate 100(l-cx)% confidence 













 X 7 } U )





maximum likelihood estimate of 7] = O , cr ). 
Using the data in the illustrative example, Figure (2.3) shows 
the plots of the pivotal quantities against 入 based on the expressions 
(2.1.11) (dotted line) and (2.3.1) (solid line). Obviously, the latter 
one gives a discontinuous curve while the former one does not. Since the 
curvature of the solid line is uncertain, it seems not good for us to 
construct a 100(l-a)% confidence interval for the parameter. 
2.4 Confidence intervals based on the exact test 
Recall the section (1.5), all the theories developed can be 
applied. Model (2.1) can now be rewritten as: 
y U ) = X|3 + D(X)8 + e (2.4.1) 




where d is the element of D, d • 
i i dX 





Refer to (1.5.1), Z(X) Y 7 T
f























According to the expression (1.5.3), an exact 100(1-a)% 
confidence interval for 入 contains all values of X with 
Z{\) ^ F
1
 ’ （2,4.2) 
1, n-r-l, CX 
Figure (2.4) shows the plot of the pivotal quantities for 
the expressions (2.1.11) (solid line) and (2.4.2) (dotted line) 
respectively against A using the data in the illustrative example. We 
can see that method based on (2.4.2) is slightly shifted to the left 
about the true parameter X. 
2.5 Small simulation studies of constructing confidence intervals for 
入 based on the four different methods 
In this section, we will use different approaches to see the 
'goodness, among different methods. The most intuitive one is to measure 
the average length t)f the obtained intervals for each method. The 
shortest the average length, the most powerful of the method provided 
that most of the intervals contain the true parameter 9. However, we 
note that the method based on score statistic produces the intervals 
that are unbounded. It seems odd to measure the average length of those 
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intervals. Thus second approach to compare the 'goodness, of methods is 
considered. 
The second one is to investigate the probability of coverage 
for the true parameter e in different methods. 
Definition: The random interval [L,U] with L 彡 U is a level (1-cx) or 
a 100(l-a)% confidence interval for G if 
P r . ( L ^ U ) 2： 1-a 0 
is called the probability of coverage of the interval. 
In the following discussion, we denote Pr
0
(L^9^U) by p. We can 
now compare methods of constructing confidence interval for the true 
parameter 6 for a given sample size using the idea of the probability of 
coverage for 0. 
Suppose many experiments have been performed to evaluate G. If 
the outcomes of each experiment are used to calculate a level (1-a) 
confidence interval for 9, then approximately at least 100(l-a)% of the 
intervals would cover the actual value of 6. To check whether the 
estimated probability of coverage is larger than the nominal value p
Q
, 
say PQ = 0.95, we can try to consider testing Hq: p ^ P Q versus H ^ p < 
p with a large number of trials N. Under the null hypothesis, p has the 
广o A A 
specified value p〇 and the distribution of p, where p is the estimated 
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p (l-pj 
0 0 、 T"F 
coverage probability, is approximately N( p ’ J ‘









/ V W “ ’ 
then the null hypothesis H〇 is not rejected at confidence level (1-a). 
This method seems to be appropriate to justify that which 
methods of constructing confidence interval for 9 can have sufficient 
confidence to be used in practice. In addition, the merit of this 
approach can help us to avoid calculating the average width of unbounded 
intervals. 
t v 4 • 
In addition, a direct assessment of accuracy involves 
estimation of the changes of the interval containing values e. other 
than the true parameter G, i.e. we are looking into the neighbourhood B 
of the true parameter 6 in the simulation studies with the above method. 
Let {9 > be a set of values inside B and 0.本 9. The power of each 
i
 1 
method of constructing confidence interval for 9 can be revealed from 
the corresponding probability of coverage for each Among each 
method of constructing confidence interval for 0, the higher the 
probability of coverage of corresponding , the less powerful of the 
method of constructing confidence interval for 6. 
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Therefore, in the simulation studies, we take the following 
procedures: 






parameter. (If p > p - z ( — — — — ) , t h e method is regarded 
' o a
 N 
as an appropriate one.) 
ii) Calculate the estimated coverage probabilities of some values in 
the neighbourhood of the true parameter. (The smaller the 
probabilities, the more powerful of the method.) 
iii) Calculate the average width of the attained intervals.(The shorter 
the average width, the more powerful of the method.) 
2.5.1 Design of the simulation studies 
In this section, we use the model (2.2) with some 
modifications as follows: 
v (入）=1 + x + e where e




 i i i i ~ 
i = 1,2,…’n (2.5.1.1) 
The parameter of interest 0 is now A, the non-linear parameter 
in our model. We try to choose different values of X as our true 
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parameter to compare each method of constructing confidence interval for 
X with different sample size n. It is important to see the different 
behaviour for each method with different sample size. It is because some 
methods rely on large sample results. 
We are interested to see some meaningful X , 入 = 0 , 1/2, 1 
and 2. As X is fixed, we vary the sample sizes to look at the behaviour 
among different methods. Samples of size 20, 50, and 100 are used. In 
the simulation studies, we choose the simulation run N being 200, which 
is sufficiently large to perform the large sample test about p, the 
probability of coverage. Besides, the simulation with the number of 
replicates being 1000 had been performed for some cases. However, these 
results are very near to those with simulation run N being 200. Thus, 
for the sake of saving the prohibitive cost of a large number of 
replications, we choose the simulation run N being 200. 
As 入 and sample size n are fixed, we are going to see the 
probability of coverage of X-0.01, X-0.005, X,入+0.005 and 入 + 0 . 0 1 . As N 
八 
is fixed as 200 and a = 0.05, then from section (2.5) (i), we have p < 








 - 0.925. That is H
q
 is rejected at 95% 
200 
八 
confidence level if p < 0.925. 
2.5.2 Simulation results 
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The results are tabulated as in Appendix A. For n = 20, X = 
1/2, 1 and 2, we can see that the methods based on the asymptotic 
normality of the maximum likelihood estimate and score statistic are not 
appropriated to find the 95% confidence interval for X in order to 
control the confidence level = 0.95. It is revealed from the coverage 
probability of the true parameter comparing with the critical value, 
0.925 for those methods. 
On the other hands, the exact method and methods based on the 
log-likelihood ratio statistics can be applied in the same case. For 
comparison between these two methods, we can see that the latter ones 
give shorter average width of the intervals than the former one. 
Besides, the power of the methods based on the log-likelihood ratio 
statistics seems to be better than the exact one, which can be observed 
from the coverage probabilities of the neighbourhood of the true 
parameter X. The smaller of those probabilities, the better of the 
method to be. However, if one argues that the probability of coverage of 
the true parameter A, the exact method performs better than that of the 
methods based on the、 likelihood ratio statistics, there is a tradeoff 
between the power and the a c t u a l accuracy of coverage probability of 
true parameter A. For n = 20 and 5 0 , 入 = - 1 and 0, no method can be 
recommended according to the simulation results. 
42 
For n = 5 0 , 入 = 1 / 2 , 1 and 2, methods based on the 
log-likelihood ratio statistics and exact test can be used. The 
simulation results are similar to the case, n = 20. 
For n = 1 0 0 , 入 = 0 , 1/2, 1 and 2, all methods give 
satisfactory results, except the asymptotic normality of the maximum 
likelihood estimates in the case of 入二 0. For 入 = 一 1 , only exact method 
gives satisfactory result in the simulation results. 
In general, we have the following observations: 
i) In practice, the method based on the score statistic is much 
troublesome than others. It is because we cannot find its lower 
bound and upper bound for the intervals, which has been discussed 
in section (2.3). 
ii) Methods based on the the log-likelihood ratio statistics are the 
most conservative relative to others. In addition, they give the 
shorter average width of the attained intervals. 
iii) Among the asymptotically equivalent forms of the methods based on 
the log-likelihood ratio statistics, we realize that the coverage 
probabilities of true parameter have no significant difference in 
the simulation results no matter \ and sample size are. However the 
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average widths turn up an order, that is methods based on (2.1.11), 
(2.1.1.1) and (2.1.1.3) are in an ascending order in the width. 
iv) For n = 20, both the methods based on the asymptotic normality of 
the maximum likelihood estimates and exact test are shifted to the 
left about the true parameter. They may be suspected to be biased. 
2.6 Summary 
According to the simulation results, we know that the exact 
method can be applied to construct the 100(l-a)% confidence interval for 
入 fcir most of the cases we have considered. In the simulation studies, 
the methods based on the log-likelihood ratio statistics can be used 
when n = 20, 50 or 100’ except A = -1 and 0. We should beware that the 
methods based on the log-likelihood ratio statistics rely on the 
a s y m p t o t i c results, whereas the exact method does not. Hence, in theory, 
the exact method is more superior than others in the sense that the 
exact method does not depend on the sample size. Apparently, the methods 
based on the asymptatic normality of the maximum likelihood estimates 
and score statistic cannot be applied when the sample size being 20 or 
50 revealed from the simulation studies. 
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Chapter 3. Confidence Regions for the parameters in the Box-Cox 
transformation models 
The discussions among the different methods of constructing 
confidence intervals for the non-linear parameter 入 in the Box-Cox 
transformation model have been mentioned in the previous chapter. In this 
chapter, the methods of constructing confidence regions for the 
parameters of interest in the Box-Cox transformation model are discussed. 
Those methods are based on the log-likelihood ratio statistics, the 
asymptotic normality of the maximum likelihood estimates, the score 
statistics and an exact test. 
3.1 Confidence regions based on the log-likelihood ratio statistics 
For the established model (2.1): 
y(A) = X^ + e 
we are interested in constructing confidence region for U’、）and (、）， 






, 《。is q xl vector of parameters; 
1 2 z 上 
r is q xl vector of parameters; and 
、2 2 
q + q = b . 
The following sections are the methods based on the 
log-likelihood ratio statistics for the Box-Cox transformation model. 
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3.1.1 Confidence region for ( 入 , 、 ） b a s e d on the log-likelihood ratio 
statistics 
Since the log-likelihood function is 
L(X,|3,<r
2
) = - — log (27KT
2
) + log J - ； . 
2 2cr
2 
For given \ and 、， the log-likelihood function would be maximized by： 
2 
L ( 入 d ?
2
) = m a x log f ( y ； 入 ， , C » ^ ) 
max 1 2 w •
 e 
= l o g f(y ； X, C；, 5少，？
2
) (3,1.1.1) 
e 1 ^ 
2 
where C and ？
2
 is the maximum likelihood estimate of C and cr 
2 
conditioned on X and 、 , respectively. 
n [ y U ) - X 引
 T
[ y U ) - X 玲] 




) = - iL log 2tt?
2
+
 (A-l) [ log Y. ^ 
max 1 2 2 i = l 2<T 
(3.1.1.2) 
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where X, 各
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Therefore L(A, l ？) 一 ^  c a n b e computed 
using (3.1.1.2) and (3-1.1.3). 
i.e. L( A, ) - L
m a x




= - - H - l o g ^
2
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 U - D [ l o g ^ , 
2 e n 2 I 2 e 
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[ y U ) - x g ]
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[ y U ) - X 百] 
V (3.1.1.4) 
、 2?2 J 
where R U ) = z U )
T



















 if 入 实 0 





y. if 入 = 0 . 
Again by the discussion in section (1.4.1), an approximate 
100(l-a)% confidence region for ( X , ^ ) based on the log-likelihood 
statistic method is the set of satisfying the inequality: 
2 t L U , l ？ ) " D A , 、 ’ 1
2
’ ？ 2 ) ] - < + q i , a . ⑶ 1 . 1 . 5 ) 
f 2 〜 〜2 n r 











H ( X , C ) 
r 1 ' 




 一 了 . 
m a x 1 2 2 L n J 2 
As in (2.1.11)， (3.1.1.5) becomes : 
R U , 、 ） 




By (3.1.1.6), an approximate 100(l-a)% confidence region for 
) in the illustrative example (2.2) can be obtained by substituting 
' l 
X = 1 , X = (x , — — . • ,x )
T
, q = 1 and q = 1. 
2 1 1 n 1 匕 
� 
As in chapter 2, we provide some asymptotically equivalent 
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forms according to (3.1.1.6). 
As in (2.1.1.1), we have 
( n - p H R U ,、） - R U ) ] / R(^) ^
 F








As in (2.1.1.3), we have 
yv 





n x X . a 
R U ) 
Based on the data generated in the illustrative example, Figure 
(3.1) shows the plots of the approximate 95% confidence regions for 
U’|3 ) from the expressions (3.1.1.6) (solid region), (3.1.1.7) (dotted 
' l 
region) and (3.1.1.8) (dashed region). 




 c s ^ (3.1.1.9) 
where S = j G = (A,j3 )
T
 : 9 satisfying (3.1.1.6) V; 
1 \ � 1 J 
S
2
 = I 0 = ( X , ^ )
1
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since log (1 + 5) < 5 if 5 is a sufficiently small positive number. 
‘一 e 
R(G) - R(X) R(e) - R U ) 
Thus log
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R U ) H(X) 
A 
It is because R(e) - R(A) is relatively small to R(A) as 0 in the 
八 
neighbourhood of X. 
A 
R(e) _ R(X) H(e) - R(入） 
^ rsj � Jt 
Therefore n x log
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 < n x 
e yv J ^ 
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R U ) ‘ 
e € S (by definition of S j 〜 
i.e. S
o
 c s 
2 1 
Secondly, to show S
3
 ^ (3.1.1.10) 
(3.1.1.10) is not always hold, because it involves the 
relationship between x _ distribution , F - distribution and their 
corresponding degree of freedom. In our case, the illustrative example 
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(2.2), we have 
2 
F X 
l+q ,n-p,a :l+q ,a 1
 < because n = 20, p = 3, = 1 
n - p n 
and a = 0.05. 
I . E . 3 ' 5 9 1 5 < 5 - 9 9 1 5 O 0 . 2 1 1 2 6 4 ^ 0 . 2 9 9 5 7 5 . 
" 17 20 
Therefore , in our case, S
3
 Q S^. 
Hence, we have S c S c S in our case. 
3 2 1 




 is not always true. 
3.1.2 Confidence region for ( 、 ） based on the log-likelihood ratio 
statistics 
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Based on the log-likelihood ratio method, an approximate 
100(l-a)% confidence region for C
1
 is the set of ^ satisfying the 
inequality: • 
2[L(A, ^ ？ ) - L (A, C , L , ？
2
) ] - \ a (3.1.2.3) 
' max 1 2 q^»认 
By (3.1.2.3), an approximate 100(l-a)% confidence region for 、 






 ^ = (B , ^ ) a 2x1 vector of parameters and C = °> 
x x x ...x * i 0， l 〜 L
 1 2 3 n
J 
i.e. 13 = 、 ， q
2
 = 0 and q
i
 = 2. 
Besides, we can obtain asymptotically equivalent forms of 
confidence region for 、 based on the log-likelihood ratio statistics 
method. We have to attain R ( ^ ) first. By the definition of R(): 




)] ； (3.1.2.4) 
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Thus an approximate 100(l-a)% confidence region for ( 、 ） is 
* r\J 
r
 R ( C
1 ) 1 .< y
2
 (3.1.2.5) n l o g
e
 — \ ’a . e
i- R(、）J 1 
As before, we have some asymptotically equivalent forms 
according to expression (3.1.2.5). 
(n-p)[R,(?
1








 . (3.1.2.6) 
nxtRC^) " / ^ (3.1.2.7) 
Hence, based on the data generated in the illustrative example, 
Figure (3.2) shows the plots of the approximate 95% confidence regions 
for (/3 3 ) from the expressions (3.1.2.5) (solid region^, (3.1.2.6) 
'o' 1 
(dotted region) and (3.1.2.7) (dashed region) respectively. In addition, 
we observe the phenomenon (3.1.1.9). The argument is the same as the 
discussion already. 
3.2 Confidence regions based on the asymptotic normality for the 
maximum likelihood estimates 
3.2.1 Confidence region for U , ^ ) based on the asymptotic normality 
of the maximum likelihood estimates 
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An approximate 100(l-a)% confidence region for U ,、） based on 
the asymptotic normality of the maximum likelihood estimates for A and 、 
contains all the values which satisfy: 
L zj I ^ J
 1
 W
 J 1 
A 
入 f 入 ’ 
where I [ | is the observed information matrix evaluated at . as in 
I 、 J ^ 
the expression (1.4.2. 
1). 
八 
( \ 、 
In this section, we shall put much effort to find out I . • 
八 




pp p7)l (3.2.1.2) 
A > 
-I I J 
VP 
T T T T ~ T 〜2、T 
where y = (p , 刃 ） = ( 入 ’ 、 ， , 『 J ; 




 and v = 
Apply to our illustrative example (2.2): 
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Since the log-likelihood function for the illustrative example 
(2.2) can be written as: 
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 - and — have been given as in (2.2.1) and (2.2.2) 
3入 ‘ S入2 
respectively. 
Put all the quantities from (3.2.1.7) to (3.2.1.16), (2.2.1) 
八 A 〜 〜2 
and (2.2.2) into (3.2.1.2) as well as substitute A , 〜 ， a n d €t into A, 
g S and <r
2
, respectively. We can have an approximate 100(l-a)% 
'l' o 
confidence region for ( 入 ,  ） b a s e d on the asymptotic normality of the 
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maximum likelihood estimates method. Figure (3.3) shows the approximate 
9 5 % confidence regions for (入 ,〜） i n the illustrative example based on 
the expressions (3.1.1.6) (solid region) and (3.2.1.1) (dotted region). 
The solid region seems to be larger than dotted one. Moreover, the dotted 
region is slightly shifted to the left comparing with the solid region. 
3.2.2 Confidence region for ^ based on the asymptotic normality of 
the maximum likelihood estimates 
An approximate 100(l-a)% confidence region for 、 based on the 
asymptotic normality of the maximum likelihood estimate ^ contains all. 
values satisfying! 








where K ^ ) is the observed information matrix evaluated a t、 • 
A 
Since we have the maximum.likelihood estimate 、 for 、’ we can 
find the conditional maximum likelihood estimates X and <r
2
 for A and cr
2 
(I I 1 
〃 A pp pT) 
given C . Besides, 1 ( C ) can be partitioned as the form - » 5
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A 八 〜 
We can just replace by 俘 〇 ， X and others remain unchanged 
in the expressions from (3.2.1.7) to (3.2.1.16) and (2.2.1), (2.2.2). 
Then we can obtain K ^ ) . Thus the required 100(l-a)% confidence region 
for C can be found. Figure (3.4) shows the approximate 95% confidence 
l 
regions f o r 、 = ( 卩 。 ，  ） b a s e d on the expressions (3.1.2.5) (solid 
region) and (3.2.2.10 (dotted region) for our illustrative example. We 
observe that the area of solid one is roughly larger than that of dotted 
one and the dotted one is shifted the left relative to the solid one. 
3 . 3 Confidence regions based on the score statistics 
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3.3.1 Confidence region for (X,C ) based on the score statistic 
An approximate 100(l-a)% confidence region based on the score 
statistics for (X,C ) contains all values of ) which satisfy: 
l
 1 
u V ' C r ^ ^ X, (3.3.1.1) 
l+q , a 
1 
( S L U , 〜 ’ § o , ? 2 ) )飞 T 
where U = » ； 
V d 入 d(3
 ; 
l 
f i i r
1 
i ^ C r ) =







 T T、T 
r = (A, /3
o
, cr ) = (p , 7 ) ) ； 






 for the illustrative example. 
1 0 










d i is equal to the expression (3.2.1.3), (3.2.1.4), 
pp’ PT)， rjp W 
(3.2.1.5) and (3.2.1.6) respectively.) and substitute them into 
(3.3.1.1). We can have .the required confidence region for ( 入 , 、 ） • 
Actually, the approximate 100(1-oc)% confidence region for U ,、） m a y not 
be a closed contour based on the score statistic. It is because the 
expression (3.3.1.1) with the inequality sign replaced by an equality 
sign does not give a closed curved. The reason is that the convexity of 
is not always globally concave. It is hard to check the convexity 
of I ^ C y ) indeed, so we cannot conclude that the curve is closed or not. 
Hence, in practice, the attained confidence region for U ,、） b a s e d on 
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this method may be unbounded. Thus, constructing confidence region for 
(X,C ) based on score statistics method is not appreciated, though it is 
' l 
a method of constructing confidence region for the parameters of interest 
without finding their maximum likelihood estimates. 
3.3.2 Confidence region for 、 based on the score statistic 
An approximate 100(l-a)% confidence region based on the score 
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 for the illustrative example. 
厂
 1
 o 1 
w T
 T x and I is equal to the expression H e r e 丄 p p , pr) ’ VP -nv 
(3.3.1.2), (3.3.1.3), (3.3.1.4) and (3.3.1.5) respectively. However, the 
confidence region for ^ is still unbounded. The reason is similar to 
that of the confidence region for ( A , ^ ) based on the score statistic. 
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3 . 4 Confidence region based on an exact test 
For constructing confidence region for U ,、） b a s e d on an exact 
test for the Box-Cox transformation model y U ) = X ^ + + e , we 
have to rearrange y(A) = + + e into 




 + 05 + e (3.4.1) 
where ? = U , a (1+q^xl vector of parameters; 
a y , ( 5 ) 
X 
D with elements: d.
 s




j = 1 , 2 , … ’ （ 1 + q J . 
Then the theory developed in section (1.5) can be applied in 
(3.4.1). The test statistic is now: 
U / 1 
Z(?) = 〜 F ( l , n - r - l ) 
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Hence an exact 100(l-a)% confidence region contains all values 
« 
e
 w i t
h Z(^) 彡 F • Figure (3.5) shows the exact 95% s
 1, (n-r-l) ,<X 
confidence region for (X,^) based on an exact test (dotted region) and 
the approximate 95% confidence region based on the expression (3.1.1.7) 
(solid region) as well. Roughly speaking, the dotted region seems to be 
completely contained in the solid region. It is suspected that the power 
for the exact test is higher than that of the method based on the 
expression (3.1.1.7) in this case. 
As we have mentioned already that there is no exact test for 、 
in the section (1.5). No 100(l-a)% exact confidence region obtained. 
3.5 Small simulation studies of constructing Confidence Regions for 
the parameters of interest based on the four different methods 
The following discussions all are based on the illustrative 
example (2.2), but with different sample sizes. The methodolgy is the ‘ 
same as in section (2.5) but we ignore the computation of the area for 
each region (in section (2.5)’ we.calculate the width of the intervals), 
because the computational time would be tremendously large if we do so. 





) are tabulated as in Appendix B. 
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Case (A) Simulation results of constructing confidence region for U , / ^ ) 
with different methods 
The simulation results seem to be agreed with that of the 
results in confidence intervals. The exact method gives higher 
probability of coverages for the true parameters U , ^ ) than other 
methods for sample size n = 20. In addition, it is ‘ the only possible 
method can be applied in our simulation studies in the cases of A = -1 
and 0. 
For n = 50, all methods can be applied, except methods based on 
the asymptotic normality of the maximum likelihood estimates and score 
statistic in the case of A = -1. 
F o r n
 = 100, all methods can be used to construct confidence 
region for U’~ ) , though the method based on the score statistic gives 
some odd result in the values other than the true parameters value of 
U,j3 )• See Table B2.3, B3.3, B4.3 and B5.3. It is because the pivotal 
' l 
quantities for the parameters are equal to some negative values. We have 
discussed this phenomenon in section (3.3). 
For comparing the power among each method, the method based on 
the log-likelihood ratio statistic in the expression (3.1.2.6) is the 
best one as n is sufficiently large, say n = 100. For n = 20 and 50, this 
63 
method seems to be the worst one relative to the methods based on the 
log-likelihood ratio statistics in the expressions (3.1.2.5) and 
(3.1.2.7). 
One special care should be imposed in the study in A = -1. That 
is 13 = -50. It is used to ensure that every observation y. being 
'o 
positive. Otherwise, the logarithm of y. may be meaningless. 
Case (B) Simulation results of constructing confidence region for 
(卩0,卩l) w i t h d i f f e r e n t methods. 
The simulation results are similar to that in the results of 
constructing confidence region for U’!^). All of them do not give 
satisfactory results for n = 20. Since no exact method have been 
discussed here for Thus if one tries to use one of the methods 
discussed to construct confidence region for with small sample 
size, one should beware of the reliability for the results. 
For n = 50, all of the methods are inadequate for constructing 
95% confidence region for except methods based on the 
log-likelihood ratio statistics. Those methods may be the most 
conservative ones revealed from the simulation results. 
For n = 100, all of them perform well except the method based 
64 
on the asymptotic normality of the maximum likelihood estimates as X = 1 
and the method based on the score statistic as A = 2. However, the method 
based on the asymptotic normality of the maximum likelihood estimates 
gives a higher power than others. 
To compare the asymptotically equivalent forms of the methods 
based on the log-likelihood ratio statistics, we are going to investigate 
their performance in different sample sizes. For n = 20, method based on 
(3.1.2.5) gives the higher coverage probability for the true parameters 
among the other two though the coverage probability of the true 
parameters is not significantly greater than the critical value. For n = 
50 and 100’ the coverage probabilities of the true parameters by the 
methods based on (3.1.2.5) and (3.1.2.7) are roughly the same. On the 
contrary, the coverage probability of the true parameters based on 
(3.1.2.6) is still smaller than the others. 
In addition, we note that method based on (3.1.2.6) gives the 
coverage probability for other values apart from the true parameters are 
smaller than the others. Moreover, method based on (3.1.2.7) gives the 
smallest coverage probabilities for the values except the true parameters 
than (3.1.2.5). 
To sum up, if all three asymptotically equivalent forms based 
on the log-likelihood ratio statistics are appropriate for constructing 
100(l-a)% confidence region for parameters, method based on (3.1.2.6) is 
65 
more powerful than that based on (3.1.2.7), and method based on (3.1.2.7) 
is more powerful than that based on (3.1.2.5). This phenomenon agrees 
with (3.1.1.9). 
The method based on the score statistic gives the probabilities 
of coverages being 1 for the values other than true parameters … 
The reason has been discussed in section (3.3). 
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Chapter 4. Robustness and Discussion 
In this chapter, we try to vary the assumptions by letting 
e





]}, where 0 < a < 1 and k € R
+
, in order 
i 〜 
to check the robustness of each method. For the simulation studies, the 
model is the same as in chapter 2 and chapter 3, execpt the distribution 
of error terms being changed. 
4.1 Contamination normal distribution 







In particular, we choose a = 0.1 and k = 9. The variance of c. can be 
calculated as follows: 








] ； b / ^ U(0,1). 
and b X and X all are mutually independent, 
t 1 2 
By definition of contamination normal distribution, if a = 0.1: 
e = X if b ^ 0.9; 
t i t 
e = X if b > 0.9. 




= P ( e <e, b 彡 0 . 9 ) + P(e <e, b >0.9) 
t t t t. 
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= 0 . 9 P ( X <e) + 0.1PCX <e) 
1 2 
= 0 . 9 ^ ( e ) + O.10
2
(e) 








) = E C e J ) 一 0 
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[0.9f (e) + O.lf (e)] de 
1 2 J
 -00 
where f and f is the p.d.f. of X and X respectively. 
1 2 丄 e 
r
 +co p
 + c o
 2 
= 0 . 9 e f j e ) dc + 0.1 I e f ^ e ) de 
」-00 




 + 0.1 (9<r)
2 
= ( 0 . 9 + 8 . l)<r
2 
2 
• = 9cr 
s.d. (e ) = 3cr 
Obviously, the contamination normal distribution here has a 
thicker tail than the normal distribution with mean zero and variance <r
2
. 
In the following discussion, we are going to see the simulation results 
of constructing confidence intervals and confidence regions for the 
parameters of interest with various methods based the error's 
distribution being contamination normal. 
4.1.1 Confidence intervals for the non-linear parameter A based on 
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the contamination normal distribution of error terms 
For a = 0.1, and k = 9, the results are tabulated as in 
Appendix C. In the simulation studies, we select the true parameter value 
of X as -1, 0 and 1 respectively. For each case, the sample size varies 
from 20, 50 and 100. 
According to the simulation results, we realize that the exact 
method, methods based on asymptotic normality of the maximum likelihood 
estimates and score statistic are very sensitive to the assumptions. It 
c a n
 be revealed from the results that, these three methods cannot be used 
because of insufficiently large coverage probabilities whenever A = 0 
or 1. 
On the contrary, methods based on the log-likelihood ratio 
statistics are not affected much as the error distribution being 
contamination normal with a = 0.1. For X = 1, these methods can be 
applied no matter the sample size is. However, if A is varied, say X = 0 
or -1, in some occasions, say 入 = a n d n = 50, these methods can be 
used while in other cases cannot, say n = 20 or 100. Hence, we may 
suspect these methods cannot be regarded as appropriate methods for 
constructing 100(l-a)% confidence interval for parameter X when 
assumptions are violated. 
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To compare the performance among the asymptotically equivalent 
forms of the log-likelihood ratio statistics, similar results in section 
(2.5.2) are obtained. However, we should notice that the coverage 
probabilities for the true parameter are not significantly larger in 
these three methods. 
To sum up, no method we have considered can be regarded as a 
robust one for constructing 100(l-a)% confidence interval for A . 
4.1.2 Confidence regions for the parameters of interest based on the 
contamination normal distribution of error terms 
Case (A) Confidence regions for ( 入 ,  ） 
For a = 0.1 and k = 9, the results are tabulated as in Appendix 
D. We choose X = -1, 0 and 1/2, B always be 1. In the case of 入 = _ 1 , ~ 
X ‘ 
is taken as -52, same argument as in section (3.5.1). All other c a s e s ,〜 
is taken as 1. -
For n = 20 and X = -1 or 1/2, only the method based on the 
log-likelihood ratio statistic in the expression (3.1.2.5) can be used. 
In the case of A = 0’ all methods can be used, except the method based on 
the log-likelihood ratio statistic in the expression (3.1.2.6). 
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For n = 50 and 100, method based on the log-likelihood ratio 
statistic in the expression (3.1.2.6) and exact test sometimes give 
unsatisfactory results while others do not. Hence we may conclude that 
these two methods cannot be viewed as suitable methods for constructing 
100(1-a)% confidence region for parameters if assumptions no longer hold. 
Case (B) Confidence regions for (〜’  ） 
For a = 0.1 and k = 9, the results are also tabulated as in 
Appendix D. 
For n = 20, only method based on the log-likelihood ratio 
statistic in the expression (3.1.2.5) can be used for different X we have 
considered. This method seems to be the most conservative one among 
others. 
For n 5Q and 100, only method based on the log-likelihood 
ratio statistic in the expression (3.1.2.6) seems to be inappropriate. 
For the method based on the score statistic, the coverage 
probabilities for all values are equal to 1. It seems to be ridiculous, 
so this method may be used rarely if other methods are being considered. 
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According to the simulation results, for constructing 100(l-a)% 
confidence region for ( % , 、 ） , method based on the log-likelihood ratio 
statistic in the expression "(3.1.2.5) may be the most reliable method if 
assumptions are being violated. 
4.2 Summary 
In conclusion, we can construct both confidence intervals for 
the non-linear parameter A in y and confidence regions for the parameters 
of interest in the Box-Cox transformation model with at least four 
methods. Although some rely on the asymptotic results, we have at least 
o n e
 the Exact method, which can be applied in the Box-Cox 
transformation model. In addition, this method has the merit that t h e r e 
i s
 no need to estimate the variance of the error terms. 
For the most commomly used method — - methods based on the 
log-likelihood ratio statistics, these are quite powerful and have slight 
influence when the a-ssumptions of c 二^ 1 N(0,cr2) being violated relative 
to other mentioned methods. In practice, method based on the score 
statistic may not be highly appreciated because of the convexity on the 
observed information matrix in which may not be always positive definite. 
In addition, we have observed that the assumptions of the model 
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I 
are significantly important for the methods we have concerned, especially 
in the Exact method. Thus, when we use our method to construct either 
confidence interval or confidence region for the parameter(s) in the 
Box-Cox transformation model with real data, we should pay much attention 
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(I) ： Method based on the log-likelihood ratio statistic in the 
expression (2.1.11); 
(II) ： Method based on the log-likelihood ratio statistic in the 
expression (2.1.1.1); 
(HI )： Method based on the log-likelihood ratio statistic in the 
expression (2.1.1.3); 
(IV) : Method based on the Asymptotic Normality of the Maximum 
likelihood estimates; 
(V) : Method based on the Score statistic; 
(VI) : Method based on the Exact Test; 
(a) : the average lower bound for the attained intervals; 
(b) : the average upper bound for the attained intervals; 
(c) : the average width for the attained intervals. 
(Table A1) Coverages by the confidence interval for X with true parameter 入二 -1 
(All 200 cases )• 
sample size = 20 
values of lambda 
Methods (a) (b) (c) 1 1 ^ 0 1 -1.005 -1.000 -0.995 -0.990 
~ ( I ) -1.02596 -0.97724 4.87200E-2 0.775 0.870 I 0.870 0.825 0.750 
~ 7 l f T " ^ T 0 2 6 0 T ^ o J m T T 8 8 4 0 0 E - 2 0.870 ~ 0.870 0.825 0.750 
— ( n f ) ~ 】 0 . 8 8 0 _ 0.880 0.835 0.755 
- T l v V -1 01R16 -0.97216 4.60005E^" 0.640 0.770 0.770 0.845 0.790 
— J y J — OIST"" 0.765 _ 0.765 0.875 0.845 
P T v i r i l -1.02128 -0.96564 5.56402ET11 0.715 0.835 \ 0.835 0.905 0.885 ] 
sample size = 50 
I II II values of lambda 
Methods (a) (b) (c) | r T o i r 1 -1.005 -1.000 -0.995 -0.990— 
~ ( I ) ~ | | - 1 00557 I -0.99463 I 1 . 0 9 3 0 . 1 5 5 0.605 | 0.885 0.560 0.045 
— ( I f ) -j Q0557 -0.9946T 1.09311E-2 0.155 0.605 0.885 0.560 0.045 
" T n n ~ T0056TTQ.99459 1.102UET" 0.160— 0.610 0.890 0.570 0.045 
(IV) -1 00414 -0.993461.06902E-2 一0,065 0.390 0.865 0.675 0.085 
( v )
— ^ - Z q ^ Z Z ^ I I o.
785 0 8 1 5
 °-
425 
‘ T v r r ~ ~ 0 0 4 4 5 -0.99307 1.13805E-21 0.070 0.450 0.895 0.690 0.125 
sample size = 100 
values of lambda 
Methods (a) (b) (c) IrToTo" -1.005 -1.000 -0.995 | -0.99 厂 
^ ( T ) ^ -1 QQ172 -0.99789 3.83770E-3 0.000 0.000 0.920 0.000 0.000 
— n f ) 1 m r -n Q d ^ ^ s r m g f l __°1
00()
 0.




0 0 0 
— n n T " -1 00173 -0^97^"T85040ET" 0.000 0.000 0.920 0.000 0.000 
- J i y T ~ 1 』CKTM7 ^ QUX^K--? "~QjoT"_o
:
ooo • 0.900 0.020 0.000 
、 ( v ) 1"""" - 0-030 0.240 
I-1.00142 丨 - 0 . 9 9 7 4 1 丨 4.005551T1 0.000 1 0.000 0.925 0.010 0.000 
(Table A2 ) Coverages by the confidence interval for X with true parameter 入 二 0 
(All 200 cases )• 
sample size = 20 
values of lambda 
Methods (a) (b) (c) I h ^ l O -0.005 0.000 0.005 0.010 
(I ) M -5.22E-3 丨 4.56E-3 丨 9.77288E-3 厂 0.065 0.595 0.855 0.405 。 • 
T ^ F T “ 0.600 0.865 0.405 0.050 
^ T n T T " 4.68E-3 1.00564EIT 0.065~" Q-605 0.885 0.471 0.055 
(IV) -182E-2""“l3TE^^ 一 m v 0.68厂 0.780 0.315 0.060 
— ^ V ) = 1 ~ - ""0435 0 l 5 T ~ 0.895 0.475 0.225 
~CvTT -0.19924 I 4.07E-3 0.203309 1.000 1-Q00 0.860 0.380 0.035 \ 
sample size = 50 
values of lambda 
Methods (a) (b) (c) |h"0.010 -0.005 0.000 0.005 U.U1U — 
= = =
r n - 4 59E-4 4.62E-4 9.21250E-4 0.000 0.000 0.835 0.00。 0.000 
— ( U ) ~ -4 59E-4 4.64ET" 9.22625E-4 0.000 0.000 0.835 0.000 0.000 
(HI) -4 62E-4""""4.68E-4 9.29500ET" 0.000 0.000 0.845 0.000 0.000 
• ^ T r v T " -<； ^ QR-4 4.10E-4 9.48751E-4 0.000 0.825 0.000 0.000 
- - J y j ^ : ~ ~ - ~ L 0 0 0 ~ 1.000 0.900 1-000 1.000 
h l W i -9.28E-2 I 4.07E-4 I 9.32390E"Tl 1.000 1.000 0.9U5 0.000 0.000 
sample size = 100 
values of lambda 
Methods (a) (b) (c) lho-010 捕 0 5 0.000 0.005 0.010 
" T n = .1 38E-4 1.41E-4 2.79524E-4 0.000 0-000 0-925 0.000 0.000 
(II) -1 38E-41.50E-4 0.000 0.000 0.925 0.000 0.000 




 22E-4"""f39&4"“A AHS9QF-4 一 0.000 O.OOF" 0-915 0.005 0.000 
- - T y ) ^ 1 " " " - ； i . o o o i.ooo 
T W T " -5.32E-3 9.31E-4 6.25225ETll 0.000 0.000 0.940 0.000 0.000 
(Table A3 ) Coverages by the confidence interval for X with true parameter X = 
1/2 
(All 200 cases )• 
sample size = 20 
丨 丨 丨 丨丨 values of lambda 
Methods (a) (b) (c) |""5：490 0.495 0.500 0.505 0.510— 
(I、 0 47671 0.52054 4.38269E-2 |「0.855 0.880 0.920 0.890 0.785 
— ( H ) Q47661 0.52062" 4.40007E-2 0.855 0.885 0.920 0.890 0.890 
" ^ T l n ^ "047614”""“0l2U0 4.49525E-2 • 0.860 0.905 0.925 0.895 。"95 
(IV) 0 47058 0.51353"•“4 9.Q454H-2 0.855 0.905 0.870 0.755 0^65 
- T y f •二 " I ~ - ""0835 0^65^" 0.840 0.720 0.625 
h ^ r r l 0.46459 I 0.51576 I 5.11696E-2 I 0.995 0.965 ^ 0.935 0.790 0-700 | 
sample size = 50 
values of lambda 
Methods (a) (b) ( O 0-490 0.495 0.500 0.505 0.510 _ 
— f l ) ~ 0 49598 0.50410 8.11872E-3 0.000 0.335 0.925 0.330 0.005 
"049597""""0.50410 8.12587ET" "~OlOOT" 0.335 0.925 0.330 0.005 
- 7 n f ) 049595""""n^n R T T g n ^ ^ O O O T " 0.340 0.925 0.335 0.005 
(IV) 0 49515"“n《nrr7 R n 舰 F J 0m0_0.540 0.910 0.185 0.000 ^ 
- " Y v ) ^ : - "~0050 O ^ O T " 0.915 0.185 0.045 
h r w i 0.49485 0.50341 8.56027E-3 0.010 0.565 0.930 0.210 0.000 
sample size = 100 
values of lambda 
Methods (a) (b) (c) |"1.490 0,495 0.500 0.505 0.510 
(T) n s n n i J ^ g S g E j n i 0.000 0.000 0.920 0.000 0.000 
— n n 0 4 9 8 9 5 o ^ j ^ r 0-920 QQOQ
 Q Q 0 Q 
(III) 0 49895""“0.50132 2.37140ET" 0.000 0.000 0.920 0.000 0.000 
(IV) 0 4 9 8 6 8 " “ o n 000 0.000 0.945 0.000 0.000 
- j y j ^ - 1.000 " ^ 0 7 5 " " 0.955 0.040 1.000 
~ C V T T ~ 0.49865 0.50119 2.54303E-3 ||OjOOO 0.000 0.960 0.000 0.00^1 
(Table A4 ) Coverages by the confidence interval for X with true parameter X 二 1 
(All 200 cases ). 
sample size = 20 
values of lambda 
Methods (a) (b) (c) \  0.990 0.995 1.000 1.005 1.010 
~ ( T ) ~ Q.95986 1.03540 7.55460E-2 0.900 0.910 0.925 0.915 Q . m _ _ 
~ ( n ) Q^597T"" 1.03555 7.58404E-2 0.910一 0.925 0.915 0.880 
~ 7 n n 0^5892 1.03636 7.74485E-2 ^Q^To"" 0.915 “ 0.925 0.920 0.890 
(IV) o 94695""""1.02143"""7.44798H-2 ""0900_ ^ 0.880 0.850 0.765 0.715 
—JV) — — ^ ： " " " " - o.73o 0.690 
(VI) Q.93638 1.0249T" 8.85465E-2 0.975 0.965 0.940 0.825 0.755 
sample size = 50 
一 values of lambda 
Methods (a) (b) (c) |""0.990 0.995 1.000 1.005 1.010 
~ ( T ) ~ 0.99262 1.00753 1.49055E-2 0.240 0.755 0.930 0-740 0.26j__ 
— ( i f ) Q^926r""T00754 1.49497E^T 0.240 0.755 0.930 0.740 0.270 
n i i r T " "099258 L00759 L50033E-2 _0：755___ 0.930 0.745 0.280 
(IV) o 9 9 0 8 2 L 0 0 5 6 7 T 0.465 0.835 0.920 0.580 0.135 
( v )





1 2 0 
" T v T f ^ Q.99017 1.00596 1.57-918E-2 1^505 0.860 0.930 0.605 0A50\ 
sample size =100 
|p * values of lambda 
Methods (a) (b) (c) 1^0-990 0.995 1.000 1.005 1.01U 
~ ( I ) 0 . 9 9 7 9 8 1.00252 4.53359E-3 0.000 0.000 0.930 0 . 0 『 0.000_ 
~ [ U ) 0.99798 1.00252" 4.53448ET" 0.000 “ 0-000 0-930 0.030 0.000 
(HI) 0,99797 1.00252" 4.55451ET" 0.000 “ 0.000 0.930 0.030 0.000 
( I V
) o 9 9 7 3 8 L 0 ^ 1 4 4 _JL025~" 0-965 0.005 0.000 
( v )
 : “ 0,175 ~"0JQ30~ 0.955 0.005 0.095 
(
V I
) 0.99731 1.00222" 4.90773E-3 0.000 0.350 0.960 0.000 0.000""] 
(Table A5 ) Coverages by the confidence interval for X with true parameter X = 2 
(All 200 eases). 
sample size = 20 
values of lambda 
Methods (a) (b) (c) 1.990 1.995 2.000 2.005 2.010 
~ O ) ~ 1.92724 2.06479 0.137551 0.910 0.900 0.925 0-915 0-915_ 
(in 1 1 92699 1.06505 0.138057 0.910 0.925 0.920 0.915 
( ITT ) 1 Q.920 0.925 0.920 0.920 
(IV) 1 899782.03510""""n IT^IQ 0.880 0.885 0.815 0.780 0.730 
( V ) • — ~ ~ ~ ： ^ 0 ^ 4 5 ^ 0.810 0.775 0.730 0.705 
— ( V i y 1.88152 2.04064 0.159124 0 995 0.990 0.955 0.820 0.115 \ 
sample size = 50 
values of lambda 
Methods (a) (b) (c) 1.990 1.995 2.000 2.005 2.01U 
~ ( I ) ~ 1 98593 2.01438 2.844l8E31| 0.730 0.880 0.935 0.895 0.695 
— ( I f ) 1.98592 2.0143T" 2.84737EX 0.735 0.880 0.935 0.895 0.700 
(HI) 1 98584 2.01446 2M202ET 0.735 “ 0.880 0.935 0.895 0.700 
( I V ) r 9 8 1 8 2 " " " 1 0 1 0 2 6 2 . 8 4 4 0 1 E - 2 0.835 0.940 0.915 0.750 0.515 
— ( W r 1.98044 2.01071 3.02727ETI1 0.860 0.945 0.935 0.775 0.540 
sample size = 100 
values o f ~ lambda 
Methods (a) (b) (c) | h W o 1.995 2.000 2.005 2.0l0^ 
~ ~ ( T ) ~ 1.99607 2.00498 8.90362ET]|- 0.000 0.330 0.925 0.495 0.020 
( I I
 ) 1.99607 2.00498~ 8.90458ET" 0.000 “ 0.330 0.925 0.495 0.020 
( I I I
 ) 1.99606 2.00499" 8 . 9 2 4 6 0 ^ __0：000__0330__ 0.925 0.505 0.020 
( V
j ) f99475""""2.00408Q " 0 ^ 2 0 0^565^ 0.940 0.320 0.000 
- " V y f 1"""" - —0.020 0.525 0.955 0.315 0.000 
~ 1 W ~ 1.99455 2.00418 9.62412E-3 |[~0035 0.570 0.960 0.355 0.00F"| 
Appendix B: 
We label: 
(1) ： (X-6, |3 -5); (2) : (X, S S ) ; (3) : U + S , 厂 S ) ; 
l
 1 
(4) : (A-5, ); (5) ： U , /3)； ⑷ ： U + S , ^ ) ； l 1 
(7) I (X-5, /3 +6); (8) : (X, /3+5); (9) : U + S , 
l
 1 
5 = 0.0005. 
(a) : (l3
o
-v, (b) : IS
r





 13^; (e) : (/3
o
, ^)； (f) ： (/3
0
+义 ~ ) ; 
(g) ： , 产 f t (h) ： ⑴ • 〜 
v = 0.005. 
(I) Method based on the log-likelihood ratio statistic in the 
expression (3.1.2.5); 
(II) Method based on the log-likelihood ratio statistic in the 
expression (3.1.2.6); 
( H I ) Method based on the log-likelihood ratio statistic in the 
expression (3.1.2.7)； 
(IV) Method based on the asymptotic normality of the maximum 
likelihood estimates; 
(V) Method based on the score statistic; 
(VI) Method based on the Exact test statistic. 
(Table B l . l ) 
Coverages by confidence region for ( ^ , pi ) with true parameter X = -1，P。= -50 
and P i= l . (A l l 200 cases) 
sample size = 20 
r S ^ T T n ) I (2) I ⑴ I (4) I (5) (6) I (7) (8) 
= m ^ ^ OR^n 0.885 0.905 0.860 0.895 0.895 U . m 0.905______0M5__ 
~ H T 1 0 7 2 5“0 J 5 5 ~ 0 . 7 0 5 0.745 0.760 0.660 0.750 0.750__0.635 
— 7 W ) 0 820 0 . 8 5 5 0 ^ 4 5 __0850_ _0.855 一 0.845 0.850____0.805 
— H V ) 0 l 9 5 0 J 8 0 “ h T T T " 0 195 0.180 0.170 0.195 0.175_____0.170 
— T y ) 0 l 5 0 0 ^ 3 0 " " " 0 . 1 2 0 0.155 0.135 0.135 0.150 0.120___0.115 
— f y f y — Q.925 0.940 0.945 0.940 0.950 0.945 0.940 0.945 0.935 
Coverages by confidence region for ( P。，Pi) with true parameter X = -l9 P。二 -50 and 
p p l J A l l 200 cases ) 
sample size = 20 
Methods m m m ⑷
( 5 ) ( 6 ) ( 7 )
 M 國 
= m n ⑶ 0R7S 0.875 0.890 0.895 0.890 0.910 0.910 0.910 
— f n l — — O ^ 0 J 5 5 " " " " r w ? ? - fV745 0745^ 0.745 0.760 0.760___0.760 
— T n n O ^ " " " " e s o K ^ c r ^ W O.SSO O.SSO O.SSO 0.8500.855 
IV) " 0 4 5 0 “ 0 ^ 5 0 ？ 7 7 ^ ^ 4 4 0 0.440 0.440 0.425 0.425___0.425 
^ T y T 0.195 0.190^ 0.205 一0.200 0.205 0.205 0.205 
(Table B1.2) 
Coverages by confidence region for (X，pi ) with true parameter X = -1, P。= -50 
and pi = 1. (All200cases) 
sample size = 50 
Methods (1) (2) (3) (4) (5) (6) | (7) (8) (9) 
~ ( T ) ~ i r 0 8 0 5 1.000 0.955 0.915 1.000 0.875 0.975 0.990 
""""(U) 0^35~" 0.990 0.875 0.805~ 0.990 0.775 0.905 0.970 0.610 
( W )”~ 0 ? 7 9 5 ^ " ^ 0 0 0 ~ 0.950 0.910 1.000 0.870 “ 0.975 0.990 0.760 
~ H v l 0.
815
 0-415 0.835 0.765 0.250 







6 0 0 
~ ( V I ) ~ 0.655 0.625 0.910 0.820 0.945 0.810 0.885 0.925 0.670 
Coverages by confidence region for ( p。，pi) with true parameter X = -1，(3。= -50 and 
Pi = 1. (All 200 cases) 
sample size = 50 
F M S I (1) m ⑴ ⑷ （ 5 ) (6) ( 7 ) ⑷ ( 9 ) 1 
= m = 1 nnn l ooo l.ooo 1.000 l.ooo i.ooo 0.995 0.995 0.995 
~ o n 0990"""""0990""""HQQO 1.000"" 0-960 0.960 0.960 
( m )
 0 9 8 0 " " " " 0 . 9 9 0 0.990 0.990 0.990 





865 0 8 6 5 0 8 6 5 
( V
) OQ^O """"0.930 0.930 0.930 0.915 0.915 0.915 
(Table B1.3) 
Coverages by confidence region for ( X, Pi ) with true parameter X =_1，p。=-50 
and pi = 1. (All200 cases) 
sample size = 100 
H m S s (1) (2) (3) (4) (5) (6) (7) j (8) ( ^ T l 
~ ( I ) 0.000 0.940 0.495 0.070 1.000 0.080 0.530 0.945 
H T ) ~ " T o o o o^8o~ 0.310 
~ O i l ) ~ 0 . 4 8 5 0.065 ~ T o o T " 0.075— 0.520 0.945 0.005 
~ ( W j ~ 0 . 0 0 5 1.945 0.010一 0.185 0.775 0.000 
(V)""" "0485^""IjOO^"_ 0.775 0.650 0.915. 0.600 0.820 0.890 0.470 
~ ( V I ) ~ Q.OOO Q.815 0.215 0.010 0.955 0.010 0.185 0.785 0-000| 
Coverages by confidence region for ( p。，Pi) with true parameter 入=-1，p。= -50 and 
p p l J A l l 200 cases ) 
sample size = 100 -
Methods ⑴ ⑵ O ) 丨 ⑷ ( 5 ) (6) ( 7 )丨（ 8 ) (9) 
m 0 700 丨 0 730 丨 0.770 0.995 0.995 0.995 0.715 0.685 0.635 
~ ( i n 0 ^ 7 5 — ^ ^ _ A
9 8 Q 0 9 8 0
 °-
495 0 4 9 0
 °-
475 




995 0.995 0.685 0.665 0.625 
(IV) 0 3 4 0 ^ ^ n r T S - f ^ ^ 0.955 0.955 0.335 0.320 0.300 
— T V ) ~ 0 805 0 . 8 3 0 ^ ^ 0 j 3 5 ^ ~ 9 4 0 0.945 0.940 0.870 0.875 0.875 j 
(Table B2.2) 
Coverages by confidence region for ( A,, (3i ) with true parameter X = 0，P。二 1 and 
p,= l . (Al l 200 cases) 
sample size = 20 
H M B ( 1 ) ( 2 ) ( 3 ) ( 4 ) ( 5 ) ( 6 ) ( 7 ) ( 8 ) ( 9 ) ， 
~ n ) ~ | [ ~ 0 ^ 0 5 0.910 0.855 0.900 0.915 0.870 0.855 0.925 
( H ) ~ " n T T T " " " n g g " " 0 . 7 3 5 _ 0.625 0.830 0.775 
~ ( I K ) ~ " " O ^ ^ ^ O W " 0.815 0.825 ~ 8 9 0 0.830 “ 0.785 0.900 0.850 
~ ( I V ) n«ns 0.835 0-765 0.900 0.850 
~ ( V ) ~ T 8 8 0 0 ^ 2 T " 0.880 0.875 0.910, 0.885 0.850 0.900 0.900 
~ f v i ) ~ 0.935 0.980 0.890 0.930 0.985 0.900 0.930 0.985 0.910 | 
Coverages by confidence region for ( p。，Pi) with true parameter X = 0, p。= 1 and pi 
= 1.(A11200 cases) 
sample size = 20 
Methods ( 1 ) ⑵ O ) ⑷ ⑴ (6 ) ⑴ ⑷ ⑴ 
“( T )““ 0 720 I 0 850 I 0.950 0.995 0.995 0.995 0.950 0.850 0.755 
O n 0 ^ 0 5 0 J 6 5 " 0 8 7 0 O M r 0.950 0.965 0.875 0.740 0.565 
( m ) 0 7 1 5 0 8 5 0 " " " " Q Q ^ f V O ^ J ^ g S 0.995 0.940 0.850 0.750 
— H v ) 0 ^ 9 0 0 8 9 0 0 . 9 0 0 _ 0.900 0.895 0.895 0.900 0.900 
( V ) Q 890 0 895 Q 9 5 5 7 8 9 5 0.905 0.905 0.890 0.905 0.905 | 
(Table B2.2) 
Coverages by confidence region for ( A,, (3i ) with true parameter X = 0，P。二 1 and 
p,= l . (Al l 200 cases) 
sample size = 50 
r m ^ r i l (1) (2) (3) (4) (5) (6) (7) (8) (9) 
• ~ ( I ) 0 . 0 0 0 0.980 0.000 0.000 0.985 0.000 0.000 0.975 0.000 
~ ( I I ) n^no"" 0000__ I ^ 0 0 0 _ _0-960 0.000 0.000 0.890 0.000 
~ ( W ) 0.000 Q.990一 0.000 0.000 0.000 0.000 0.980 0.000 
~ n v ) oooo 0.910 o o o o ^ a o o o 一 0 . 9 3 0 o.ooo 0.000 0.900 o.ooo 
~ O O ( M M 0.315 0.250 0.900 0.345 
~ ( W ) ~ Q.OOO 0.97。 0.00。 0.000 0.985 0.00Q 0.000 。.955 O.OOO 
Coverages by confidence region for ( (3。，pi) with true parameter 入=0，p。= 1 and (3i 
= 1.(A11200 cases ) 
sample size = 50 
r g S T T ⑴ (2) ⑴ ⑷ ⑴ ⑷ ⑴ 1 (8) (9) 
= m ^ ^ Q70S 0RQ5 0.865 1.000 I 1.000 1.000 0.97 厂 0.975 0.945 
~ O n 0 5 0 5 0 ^ 1 5 — " 0 ? 7 9 0 " 0.965 • 0.980 0.980 0.740 0.635 0.550 
— T m ) 0 7 0 5 " " " " 0 ^ 0 0 n g ^ innn__J.QQ0 1.000 0.970 0.965 0.935 
— H V ) 0 7 8 0 0 ? 7 8 5 ？ T ^ T " O R9.0 0.820 0.825 0.855 0.855 0.855 
— 7 v f ^ T s 0 ^ 7 5 0 ^ 7 5 0 . 8 7 5 0.875 0.875 0.870 0.870 0.870 1 
(Table B2.2) 
Coverages by confidence region for ( A,, (3i ) with true parameter X = 0，P。二 1 and 
p,= l . (Al l 200 cases) 
sample size = 100 
Methods (1) (2) (3) (4) (5) (6) (7) (8) (9)_| 
(I) 0.000 1.000 0.000 0.000 1.000 0.000 0.000 1.000 0jQ0_ 
~ n n ~ T o o o loooT 0.000 0.000 —1.000 0.000— 0.000 1.000 0.000 





~ ( W ) 0.000 0.000 1.000 0.000 
~ ( V ) LOOP LOOP" 1.000 1.000 "Tooo 1.000 1.000 1.000 1.000 
~ C V l ) ~ I r a o o r j 0.875 0.000 0.000 0.990 0.000 0-000 0.835 0.000 
Coverages by confidence region for ( p。，Pi) with true parameter X = 0, p。= 1 and Pi 
= 1.(A11200 cases ) 
sample size = 100 
F M S T (1) ( 2 ) ⑴ ⑷ （ 5 ) (6) ( 7 ) ⑷ （ 9 ) q 
^ m “ 0 620 I 0 755 1 0.850 1.000 1.000 1.000 0.865 0.750 0.665 
~ H i ) 0500~"“0^55""""0?78Q" 0.980 “ 0.980 0.980 0.770 0.630 0.495 
( I I I )
 0 ^ 1 5“" "“0 7 5 0 ^ f T " m n n I.QQO 1.000 0.830 0.755 0.660 
H V ) 0 9 8 5 0 9 8 5 0 . 9 8 5 0985 0.985 ~ ~ 0 M 5 ~ 0.990 0.958 0.985 
( V ) 1 QOO 1 000 LOOP""""LOOP 1.000 1.000 1.000 1.000 
(Table B2.2) 
Coverages by confidence region for ( A,, (3i ) with true parameter X = 0，P。二 1 and 
p,= l . (Al l 200 cases) 
sample size = 20 
Methods (1) (2) (3) (4) (5) (6) (7) (8) (9) 
~ ( T ) ~ 0.930 0.905 0.880 0.920 0.915 0.890 0.910 0.925 0.905 
~ H i ) ~ " T 7 8 5 0JlT~ 0.800 “ 0.760 ~0.820 0.815一 0.745 0.795 0.825 
~ ( H I ) ~ 0 . 8 5 5 0.895 ~ 8 8 0 0.865 “ 0.895 0.885 0.870 
~ ( T V ) ~ _ 0 j 7 0 _ __Q1885_ _ 0 8 8 0 _ _ 0 j 4 T " 0.895 0.890 
~ ( V ) ~ " ^ 8 9 5 0 W " 0.860 0.850 ~ 8 5 0 0.850 “ 0.830 0.850 0.850 
~ ( V I ) ~ 0.925 0.905 0.905 0.920 0.905 0.905 0.915 0.910 0-900| 
Coverages by confidence region for ( p。, (3i ) with true parameter X = 1/2，p。= 1 and 
(3i = l . (Al l 200 cases ) 
sample size = 20 
Methods (1) (2) (3) (4) (5) ( 6 )丨（ 7 ) (8) (9) 
“ F T ) ^ 0 870 I 0 900 0.900 0.895 0.915 0.905 0.915 0.905 0.895 
~ ( I I ) 0735 ^ ^ 0 7 ^ " (V7R0_ ^ 7 8 T ； _0.780 0.785 0.790 0.790 
n n ) 0 830 0 855 0.885 一 0.855 ~ 0 8 8 0 " 0.890 0.870 0.880 0.870 
~ M V ) 0^30 0.870 " 0 M 5 ~ 0.890 0.870 0.880 0.865 
""“(V) 0 830 0 850~" 0.865 0.860 0.875 0.880 0.870 0.885 0.865 
(Table B2.2) 
Coverages by confidence region for ( A,, (3i ) with true parameter X = 0，P。二 1 and 
p,= l . (A l l 200 cases) 
sample size = 50 
r ^ S T l l (1) (2) (3) (4) 1 (5) (6) (7) (8) (9) 
~(T)"""" Q.750 0.960 0.470 0.610 0.970 0.620 0.400 0.950 0.800 
(II) 0540 O^IT" 0.205 0.335 0.880 0.405 0.180 0.810 0.535 
Hl f ) 0 7^0 0^40 0.600 —0.370 0.940 0.780 
(IV) Q.670 0.930 0.475 0.930 0.550 0.305 0.895 0.700 
~ f V ) 0.695 0.945— 0.455 0.485 " ^ 9 4 0 " 0.540 0.315 0.900 0.735 
~ ( V I ) Q . 7 4 0 0.930 0.385 0.570 0.940 0.570 0.360 0.915 0.730 
Coverages by confidence region for ( p。，pi) with true parameter X = 1/2，p。= 1 and 
pi = l. (A11200 cases ) 
sample size = 50 
• || Methods (1) (2) I ( 3 ) ⑷ ⑴ ⑷ （ 7 ) (8) (9) J 
= m ^ Q74S 0 820 0.890 0.950 0.955 0.950 0.90 ~ 0.875 0.770 
~ h i ) C T 5 1 0 0 ^ 3 5 0 . 7 1 5 0.810 0.865 0.860 0.770 0.675___0.540 
— H n ) O^""""0W5—""0.870 0.925 0.945 0.940 0.900 0.850 0.750 
— h v f 0^6800?760"""""0.840 0.895 0.920 0.910 0.870 0.810 0.710 
( V
) Q 6 5 0 " " " " 0 7 6 5 O P T " 0.900 0.915 0.900 0.860 0.800 0.705 
(Table B2.2) 
Coverages by confidence region for ( A,, (3i ) with true parameter X = 0，P。二 1 and 
p,= l . (Al l 200 cases) 
sample size = 100 
p M ^ d s (1) (2) (3) (4) (5) (6) (7) (8) (9) 
~ ( T ) ~ i r a O O O 0.965 0.000 0.000 1.000 0.000 0.000 0.975 0.000_ 
~ ( I I ) ~ " " O O O O 0 l 3 T " 0.000 O.OOO 一 l.OOO 0 .00~ O.OOO Q.930 0.000 
~ ^ n f ) o.ooo o.97~ o.ooo
 0
.
9 7 5 q
-
0 0 0 
~ ( I V ) 0^00 0J5r~ 0.000 0.715 0.000 
f v > ~ n r o o o rooo~ l.OOO l.OOO ~0.995, 1.000— 1.000 1.000 1.000 
~(vT)""" 0.000 0.795 0.000 0.000 0.955 0.000 0.000 0.780 0.000 
Coverages by confidence region for ( p。，pi) with true parameter X = 1/2，p。= 1 and 
p p l . XA l l 200 cases) 
sample size = 100 
Methods (1) (2) I (3) (4) (5) (6) (7) (8) (9)口 • 
“ ( T ) ^ 0 390 0.580 0.765 l.OOO 0.995 0.990 0.755 0.620 0.405 
~ n i l 0210"""""0.405 “ 0.990 0.985 0.605 0.415 0.235 
~ ( i n ) 0 375 0.555一““0?755"" 1.000 0.995 “ 0.990 0.750 0.605 0.400 
~ ( I V ) Q075 0.13厂 0.310 0.890 " T 9 4 p T 0.910 0-340 0.160 0.050 
( V ) LOOP LOOP" 0.015 0.725 0.945 0.800 0.005 1.000 1.000 
(Table B4.1) 
Coverages by confidence region for ( X，Pi ) with true parameter X 二 1，P。二 1 and 
p i= l . (A l l 200 cases) 
sample size = 20 
Methods (1) (2) ( 3 )丨（ 4 ) (5) (6) (7) | (8) ( 9 ) 1 
“
55
fi)““ Q.930 0.905 0.885 0.930 0.910 0.905 0-925 0.925 0.905 
~ n r r ~ 0.785 oj io " o.sos 0.780 0.815 o.sio 0.770 0.790 0.815 
~ n n ) ORRO Qj7Q~ " 0.870 0885 0.875 
(XV) 0.89Q 0.890一""~0MT~ 0.865 0.890 “ 0.890 0-850 0.900 0.890 
f v ) 0S55 0.870 _0j70~_0.900 ~0.885, 0.900 0.880 0.885 0.900 
(VI) "^905"T 0-900 0.910 0.905 0.900 0.895 0.905 0.905 0.900 | 
Coverages by confidence region for ( p。，Pi) with true parameter X = 1，po= 1 and (3i 
= 1.(AU 200 cases) 
sample size = 20 
Methods If (1) ⑵ 1 O ) ⑷ ⑴ ⑷ ⑴ ⑷ （9) 
= m O R R S 0.905 0.905 0.895 0.920 0.905 0.915 0.910____0.895 
HI) " 0 * 7 5 0 0 7 7 0“ 0 J 7 5 0?770" 0.780 0.780 0.785 0.800 0.785 
( m )
 ol35""""0 8 7 0 " " " " 0 . 8 9 0 0.865 0.880 0.875 
- ^ J W ) 0 ^ 4 0 — " 0 ^ 7 5 " " " " 0 . 8 8 5 0.895 0.875 0.875 0-865 
— J y ) 5 1 5 0 O T S S O " " " " 0 . 8 7 0 0.880 0.890 0.870 0.870 ^ 0.850 
(Table B2.2) 
Coverages by confidence region for ( A,, (3i ) with true parameter X = 0，P。二 1 and 
p,= l . (Al l 200 cases) 
sample size = 50 





 0.960 0.690 l i U 0.97^ 0.850 0.700 ~0.955 _ 0 9 3 5 _ 
~ O O ~ 0.750 0^815~ 0.485— 0.620 0.875 0.620 0.405— 0.805 _ _0^755_ 
~ Q H ) 0 ^ 0 5 ^ 0.960 ‘ 0.670 T 7 9 T " 0.955 0.825 ' ^ O M ^ 
~(W)""“ __0：845_^0925^ 0.610~ 0.720 0.930 0.775 0.550 “ 0.895 0.880 
~ ( V ) ~ 0.830 0.925 _ 0.645 0.750 0.935 0.765 0.570 0.910^_0j80_ 
~ f V I ) 0.880 0.920 0.600 0.800 0.930 0.775 | 0.650 0.905 0.860 [ 
Coverages by confidence region for ( P。，Pi) with true parameter X = 1, p。= 1 and Pi 
=1. (All 200 cases ) 
sample size = 50 
r B d s II (1) I (2) (3) (4) (5) (6) (7) (8) " T ] 
(T)~~|[~08"10 0.875 0.910 0.950 0.955 0.945 0.930 0.905 0.825 
~ H i ) OSQO 0.810 ""0-725 0.625 
~ O H ) ~ ~ Q J 8 T " 0.900 0.935 1.940 0.940 0.915 0.860 0.820 
~ ( T V ) " " " 0 . 9 3 0 0.865 0.840 0.755 
(V) Q?700"" 0.840 0.850 0.870 0.925 0.940 0.850 0.855 0.780^1 
(Table B2.2) 
Coverages by confidence region for ( A,, (3i ) with true parameter X = 0，P。二 1 and 
p,= l . (Al l 200 cases) 
sample size = 100 
Methods (1) (2) (3) (4) (5) (6) (7) (8) (9) 
~ ( T ) 0.600 0.970 0.000 0.115 1000 0.095 0.005 I 0.975 0.625 
~ H i ) ~ 0.380 1.930 0.000~ 0.030 1.000 0.030 0.000 0.930 0.420 
~ ( W j ~ 0j70 ^ 0 9 6 5 ^ 0.000 0.100 “ 1.000 0.095 0.005 0.975 0.600 
~ ( W j ~ OOOO 1.000 0.000一 0.000 0.955 0.0Q0 0.000 “ 0.000 0.000 
~ ( y ) ~ _ 1 0 0 0 一 1 - 0 0 0 1 - 0 Q 0 
~ ( V I ) ~ 0.000 0.000 0.000 0.000 0.950 0.000 0.000 0-000 0.000 
Coverages by confidence region for ( P。，Pi) with true parameter 入 二 1, p。= 1 and Pi 
= 1.(A11200 cases) 
sample size = 100 
r g d s (1) (2) (3) (4) (5) (6) (7) (8) (9) 
~ ( ! ) " "” Q.605 0.745 0.905 1.000 0.995 0.990 0.910 0.775 0.605 
~ ( I T ) ~ 3 g g g Z _°-
98Q
 0.770 0.600 0.920 
( In ) 0.990 0.905 0.770 0.600 
~ H v ) nonn O j ^ O ^ ^ 0-920"" 0.825 "1.010 0.000 0.000 
~ ( V ) 1.000 1.000— 0.050 0.720 0.940 0.840 0.015 1.000 1.000 
(Table B2.2) 
Coverages by confidence region for ( A,, (3i ) with true parameter X = 0，P。二 1 and 
p,= l . (Al l 200 cases) 
sample size = 20 
f M S s (1) (2) (3) (4) (5) (6) (7) (8) C W 1 
~ ( J ) ~ I f p ^ O 0.905 0.895 0.930 0.910 0.905 0.930 0.925 0.915_ 
H f ) ~ " 0 8 0 0 0^05~ 0.810 0.790 0.815 
~ ( W ) 0 . 8 7 0 0.880 0.885 
""“^V) 0 8 7 0 ^ _ 0 8 9 5 _ 0.810 0.875 0.885 0.840 0.865 0.875 
~(V) 0-^75 Q j ^ 0-890 ~ 0.830 0.850 0.890 
~ ( W ) ~ 0.905 0.900 0.900 0.900 0.905 0.900 0.905 0.900 0.905\ 
Coverages by confidence region for ( p。, Pi) with true parameter X 二 2，p。= 1 and p! 
= 1.(A11200 cases ) 
sample size = 20 
Methods (1) (2) (3) I (4) (5) (6) (7) (8) 
T T )“ Q88Q 1 0 900 I 0.910 0.900 0.910 0.900 0.910 0.910 0.900 
O f ) ~ " " " " " 0 ? 7 6 5 ' O J T O " 0.755 _ 0.760 0.770 0.765 0.795 0.780 
(HI) 0.840""""0.875 0.875 "~0865"""O^T" 0.880 0.860 0.880 0.865 
~ ( I V ) " " " 1 ^ 5 0 0 ^ 7 0 ° -
8 9 0
 °-
870 0 8 6 5
 °-
870 
O O ~ ~ ~ ~ 0 885""""0^850.860 0.885 0.885 0.870 0.870 0.875 
(Table B5.2) 
Coverages by confidence region for (入，pi ) with true parameter X 二 2，Po = 1 and 
p p l . (Al l 200 cases) 
sample size = 50 
Methods (1) (2) (3) (4) (5) I (6) (7) (8) C W l 
~ ( T ) | [ ^ 0 9 6 5 0.960 0.850 0.915 0.965 0.935 0.805 0.955 Q-965_ 
~ H i ! ~ 0 . 5 9 5 “ 0.760 0.870 0.755一 0.625 0.805 0.835 
~ ( n f ) ~ ~ T 9 s T
: :
' ^ 9 5 5 ~ Q.825 0.900
 0 9 4 0 0 9 5 5 
(IV) 0.910 0j3F]__0
:
780_ 0.830 0.890 0.725 0.885 0.935 
~ ( V ) ~ " 1 l 9 0 0 0935"" 0.795 “ 0.815 (^925^ 0.880一 0.705 0.850 0.815 
~ ( V [ ) ~ 1 | 0 9 0 0 " 0.815 j 0.780 0.865 0.930 0.855 0.785 0.895 0.920 
Coverages by confidence region for ( p。，pi ) with true parameter X = 2, p。= 1 and pi 
= 1.(A11200 cases ) 
sample size = 50 
Methods (1) (2) (3) (4) (5) (6) (7) (8). j ( 9 ) ; 
“
5
f T ) Q 8 3 5 0.895 0.925 0.950 0.950 0.945 0.935 0.925 0.890 
~ O f ) 0630 0 740 0j0T" 0.810 “ 0.855 0.850 0.825 0.775 0.670 
(HI) 0 815 0.885 一 0.920 0.945 0.940 0.940 0.920 0.920 0.850 
~ n v l 0780 n g m Q R ^ 0.925 " 0.905 0.875 0.825 
( V ) 0 750 ^ 7 9 5 _ _ 0 j 4 5 1.845 0.915 0.925 0.870 0.850 0.815 
(Table B2.2) 
Coverages by confidence region for ( A,, (3i ) with true parameter X = 0，P。二 1 and 
p,= l . (Al l 200 cases) 
sample size = 100 
H m S (1) (2) (3) I (4) (5) (6) (7) (8) ( 9 口 
~ ( I ) 0 . 9 7 5 0.965 0.160 0.715 1.000 0.745 0.285 0.975 0.965 
~ ( i f ) ~ 0 . 5 7 0 _ 0.195 0.935 0.940 
~ ( H f ) 0.980 _0j65^_0
1
160 0.695 ~T000~" 0.745 0.285 0.975 0.970 
O V ) ~ ~ 0 ? 7 6 0 ^ " T 7 9 0 ~ 0.015 0.235 —0.940 0.265— 0.020 0.740 0.820 
""""(V) 1 nnn inon~ _J_nnn__ _JL00Q_ ^ 0 9 8 0 ^ 1.000 — 1.000 1.000 1.000 
(
V I
) Q . 8 3 5 0.780 0.020 0.285 0.955 0.265 0.030 0.785 0.80TH 
Coverages by confidence region for ( p。，Pi) with true parameter X = 2, p。= 1 and Pi 
= 1.(A11200 cases) 
sample size = 100 
T M S T I I (1) ( 2 ) ( 3 ) ⑷ （ 5 ) (6) (7) ( 8 )丨（ 9 ) | 
( T ) Q 7 1 5 I 0 875 I 0.950 1.000 0.995 0.990 0.955 0.895 0.765 
~ n n 0 I 5 0 — 0 .
9 6 0
 一 °-
890 0 > 7 5
° o.
5 7 5 
~ n i l ) 0 7 1 0 n o s n _ _ ^ ^ Q Q ^ ^0j>95 0.990 0.950 .895 0.755 
"""HV) 0^15 0 490 0.610 0.900 0.930 0.905 0.685 0.495 0.325 
( V ) 1 000 1 000一 ““0040"" 0.745 0.920 0.815 0.015 1.000 1.000 
Appendix C: 
We label: 
(I) : Method based on the log-likelihood ratio statistic in the 
expression (2.1.11); 
(II) ： Method based on the log-likelihood ratio statistic in the 
expression (2.1.1. 1); 
(HI )： Method based on the log-likelihood ratio statistic in the 
expression (2.1.1.3); 
(IV) : Method based on the Asymptotic Normality of the Maximum 
likelihood estimates; 
(V) ： Method based on the Score statistic; 
(VI) : Method based on the Exact Test; 
(a) : the average lower bound for the attained intervals; 
(b) : the average upper bound for the attained intervals; 
(c) : the average width for the attained intervals. 
(Table C I ) 
Coverages by the confidence interval for X with true parameter X = -1 in the model with 
contamination normal distribution of 8 with a = 0.1. (All 200 cases ) 
sample size = 20 
values of lambda 
Methods (a) (b) (c) 11-1.010 -1.005 I -1.000 -0.995 -0.99g_ 
( I ) I N . 10446 -0.89163 0.212830 0.920 0.920 0.915 0.910 0 侧 
"~TTTT~ "Tl0489_^ 0.8913T 0.213554 0.925 0.920 0.920 0.910 0-890 
0 9 2 5 0.880 0.925 0.915 0.895 
~ 7 1 V T " -1 61195 -0.4062~ 1.205740 0-875 0.905 0.920 0.935 0-955 
。 • 0.425 0.440 0.445 
~ ^ ** 一 0.455 0.485 | 0.515 0.545 0.560 
sample size = 50 
II values of lambda 
Methods (a) (b) ( O 1^-1.010 ！ ].005 -1.000 卜-0.995 -0.990 
—Tin""“IIT02051 -0.97982 4.069E-2 0.805 0.895 0.925 0.9 lj 0.760 
" - ^ • ^ ^ [ ^ ^ ^ ^ ^ • ！ ^ 係 - 7 0 8 0 5 0.895 0.925 0.910 0.760 
"^TtTTT" "TQ2Q7T -0.97973 4.097E-2 0-805 0.900 0.923 0.910 0.160 
~7RRT~ 1 Q^QN D ^ F - ? 0.480 0.675 0.735 0.825 
t： 0 3 2 0 ~ 0 490 0.685 0.780 0.890 
( " T W r j -1.00400 -0.57857 0.425435 110350 0.480 0.685 0.780 0.89『 
sample size = 100 
j
= = = = = : = =
J
= = = = = = = = : = = = = = = = = =
 values of lambda 
— J " 、 m ( O I r a T o -1.005 -1.000 -0.995 -0.9『 
「I; -1 QQ617 -0.99377 1.240E-2「0.235 0.605 0.875 0.555 0.135 
" T t t T ~ ^TooSTT" -0.99376 1.241E-2 “ 0-235 0.605 0.875 0.555 0135 
nilTT"" "TOQ619~ -0.99374 1.245E-2 “ 0-240 0.605 0.873 0.555 0A35_ 
-1 00178 -0 98919 1.260E-2 “ 0.030 0.190 0.755 0.770 0.435 
— ~ 0 0 1 5 ~ 0 195 0.790 0.940 0.945 
R R V H .1,00188 -0.65287 0.349015 0.030 0.195 0.790 I 0.940 0.945 
(Table C2) 
Coverages by the confidence interval for X with true parameter X = 0 in the model with 
contamination normal distribution of s with a = 0.1. (All 200 cases ) 
sample size - 20 
“ values of lambda 
Methods (a) (b) (c) -0.010 -0-005 。.⑷。 肌 0 5 0.010 
(I) |n,30E-2 1.35E-2 2.647E-2 0.555 0.740 0.865 0.760 0.475 0 5 5 5 0
.




4 7 5 
(J1I) Q-560 0.750 0.870 0.775 0.485 
^ ^： ** 0.055 0.125 0.180 0.110 0.015 
~ ~ : - - “ 0.720 ~ 7 8 5 0.825 0.695 0.320 
" T ^ T T " -0.19676 1 5.87E-3 0.202629 0.960 0.930 0.805 0.665 0.210 
sample size = 50 
values of lambda 
Methods (a) (b) ( O -0.01。 -0.005 0.000 | 0.005 0.010 一 
―“ff)""“ir743E-3 3.11E-3 1.054E-2 0.365 0.620 0.890 0.750 0.435 
~ H r i I7"45eT" 3.11E-3
 0 8 9 0
 °-
750 0 4 5 0 
"^TTTTT" "^747ET 3.12E-3 1.059E-2 “ 0-620 0.895 0.750 0.450 
( I V )
 ^ ** _ ** “ Q.050 0.155 0.250 0.140 0.020 
1 " " " " I Z ^ g ^ Z
 0 8 5 0 0 7 0 0 0 1 9 0 
h r w r i l -0.12316 8.31E-3 0.131469 110.925 0.900 0.845 0.570 0.200 
sample size =100 
IT values of lambda 
Methods (a) (b) ( O -0-010 孔 哪 0.000 0.005 0.010 
~ff)~~l[T38E-3 1.37E-3 3.744E-3 0.060 0.400 0 . 9 0 ^ 0.555 0.215 
~ 7 1 n ~ ^2j9gT_L37E-T" 3.760E-3 0.060 0.400 0.900 0.555 0.215 
( I I
I) -2 40E-3 L37E-3 3.772E3~ 0.060 0.400 0.900 0.555 0.215 
( I V )
 ^ ^ ** 0.Q4Q 0 145 0.340 0.105 0.010 




89^ 0.855 0.260 0.020 
| ~ 7 v r r i r 8 3 4 E l 4.84E-3 8.826E-2 0.520 0.865 0.850 0.265 0.200 
(Table C3) 
Coverages by the confidence interval for X with true parameter 入=1 in the model with 
contamination normal distribution of 8 with a 二 0.1. ( All 200 cases). 
sample size = 20 
:
 ~ values of lambda 
Methods (a) (b) (c) 0.990 0.995 1.000 1.005 1.010 
(I) HT90277 1,10065 0.197882 0.940 0.930 0.930 0.915 。•_ 0 9 4
0 0.930 0.930 0-915 0.905 
_
0 9 4 5
 0.935 0.935 0.925 0.910 
(iv) _
n R 7 0
~
 0 R 6
°





—___- — -- —0.560 0 ^ 40 0.505 0.475 0.460 
~ T v r r ~ 0.45400 1.05400" 0.6000001 0.640 0.610 ‘丨 0.595 0.555 0.515 
sample size = 50 
values of lambda 
Methods (a) (b) ( O 丨 0.995 1.000 1.005 1.010 









(III) "0,97932 0.750— 0.875 0.950 0.910 0.770 
(IV) 0 962101.00484 "T274E-2 0.8?T" 0-745 0.510 0.315 
1 ~ ~ ~ ~ ~ I - ~08LFT~ QR9.0 0.725 0.475 0.285 
h r ^ r r i 0 . 9 5 7 8 1 1.00512 4.73m-2 lro.86o 0.850 0.765 0.550 0.320 
sample size = 100 
values of lambda 
Methods (a) (b) (c) - f 0.990 0.995 1.000 1.005 1.010 
~~TT)""“ir0 99374 1.00648 1.274E-2 0.130 0.555 0.930 0.670 0.195 
~ 7 T n ~ ~0 99374_ JJ00648~ 1.274E-2 0.130 0.555 0.930 0.670 0.195 
"^TTTF^ 1.00649" 1.277E-2— 0.130 0.555 0.930 0-675 0.195 
( I V )
 o 9 8 9 5 4 1 00238 1.284E-2 0 465 0.800 0.805 0.280 0.030 
: 1 - 0S4Q 0.880 0.800 0.265 0.025 
~ T v v T ' 0.98907" 1.00249 1.342E-2 0.500 0.840 0.835 0.285 0.035 
Appendix D: 
We label: 
(1) : (A-5, ^ - 5 ) ; (2) : U , 厂 5 ) ; (3) ： U + S , ^ - 6 ) ; 
(4) : (A-5, ); (5) : U , 3 ); (6) : U + S , /3 )； i
 1 
(7) i (X-6, ^ + 5 ) ; _ i (X, ^ + 5 ) ; (9) : U + S’ Z^+S). 







u); (b) : (|3
0
,〜-”）；（c) ： ( / 3
0
+仏〜^) ; 
( d ) : 〜）；(e) : 〜）； （f)：(〜+仏〜）； 
(g) ： ( / 3
o
- v ,  顿 ( h i ： (i)：(〜+”’ 〜+”）• 
v = 0.005. 
(I) Method based on the log-likelihood ratio statistic in the 
expression (3.1.2.5); 
(II) Method based on the log-likelihood ratio statistic in the 
expression (3.1.2. 6); 
( H I ) Method based on the log-likelihood ratio statistic in the 
expression (3.1.2.7); 
(IV) Method based on the asymptotic normality of the maximum 
likelihood estimates; 
(V) M e t h o d based on the score statistic; 
(VI) Method based on the Exact test statistic. 
(Table D l . l ) 
Coverages by confidence region for ( X，pi ) with true parameter X = -1，P。= -52 
and (3i= 1 in the model with contamination normal distribution of s, with a = 0.1. 
(All 200 cases) 
sample size = 20 
Methods (1) (2) (3) (4) ( 5 )丨（ 6 ) (7) (8) (9) 1 
~ ( T ) ~ 0.905 0.925 0.930 0.915 0.930 0.930 0.915 0.935 0.925 








~ T m ) 0 7R5 QjQ0~ 3 9 0 0 ^ 0.905""" 0.910 ""0.890 0.900 0.895 
~ O V ) O R ^ Q j ^ 0.840 ""0.865 0-845 0.835 
~ r V ) 0 820 0.810— 0.800 0.820 "T805~" 0.795 0.810 0.800 0.795 
—(VI)~1[^0610""1 0.610 0.610 0.610 0.610 0.610 0.610 0.610 | 0.595 ] 
Coverages by confidence region for ( p。, P丨）with true parameter 入二 -1，P。= -52 and 
p, = 1 in the model with contamination normal distribution of s，with a = 0.1. 
(All 200 cases) 
sample size = 20 
Methods (1) (2) (3) (4) (5) (6) (7) (8) j _ ( 9 ) | 
m “ Q930 0,930 0.930 0.925 0.925 0.925 0.930 0.930 0.930 
―“MI) 0 810 0.810一 0.810 0.820 ~ 0 8 1 5 ~ 0.815 0.815 0.815 0.815 
T m ) 0 % 0 nonn 0.915
 _
 0.915 0.915 0.915 
~ n V ) 0900 nonn O R ^ O j ^ ^OjOO"^ 0.900 0.905 0.905 0.905 
( V
) 0 895 ^ 9 ^ ^ 0 8 9 0 0 . 9 8 5 0.895 0.895 0.900 0.900 0.900 
(Table D1.2) 
Coverages by confidence region for (入，P! ) with true parameter X = -1, P。二 -52 
and Pi = 1 in the model with contamination normal distribution of s, with a 二 0.1. 
(All 200 cases) 
sample size = 50 
Methods (1) (2) (3) ( 4 )丨（ 5 ) (6) (7) (8) (9) 
“ f H 0 . 9 1 0 0.985 0.975 0.960 0.985 0.935 0.980 0.980 0.910 
H i ) 0.745 0.860"~ 0.825 0.795 T 8 6 5 0.800 0.850 0.855 0.735 
~ H l T ) 0.905 0.965— 0.930 0.920 0.885 0.940 0.965 0.855 
~ ^ V ) 0.895 0.935— 0.885 0.940 " T 9 3 T " 0.855 0.940 0.910 0.820_ 
~ ~ I V ) 1 000 1.000一 1.000 1.000 ""T555"" I.OOO 1.000 1.000 1.000 
~ r v n ~ I Q J I O 0.780 .770 0.755 0.790 0.735 0.765 0.780 0.685 
Coverages by confidence region for ( p。，pi ) with true parameter 入 = - 1 二p。二 -52 and 
= 1 in the model with contamination normal distribution of s，with a = 0.1. 
(All 200 cases) 
sample size = 50 
F M S T I I (1) (2) (3) (4) (5) (6) (7) (8) 
^ m Q Q ^ 0.965 0.965 0.970 0.970 0.970 0.965 0.965 0.965 
H I ) 0 ^ 6 0 " " " " N ^ N J NRG^_0.86Q 0.860 0.860 0.860 0.860 
n i I )
 0960""""0^60""""^Qgn^OQ^n_;_0.960 0.960 0.950 0.945 0.945 
H V ) 0 9 3 0 0 ^ 3 0 " " " " 0 ^ 3 0 0935~ 0.935 0.905 0.905 0.905 0.905 
( v ) 1000 J I O ^ ^ T O O O LOOP 1.000 1.000 1.000 1.000 • 
(Table D1.3) 
Coverages by confidence region for ( X , pi ) with true parameter X = -1, p。= -52 
and Pi = 1 in the model with contamination normal distribution of 8, with a = 0.1. 
(All 200 cases) 
sample size = 100 
I T M S (1) (2) (3) (4) 1 ( 5 )丨（ 6 ) (7) (8) (9j_| 
( T ) Q 5 5 0 0.955 0.860 0.780 0.955 0.745 0.905 0.935 0.540 
~ n T j 0 3 0 ? " " " " o . 4 6 5 “ o. 6 3 5 ° - 7 9 0 0 , 3 2 5 
~ n n l 0l20 0 940 0.855 0.700 0.955 0.730 0.845 0.940 0.545 
— ( W ) 0 1 0 0 『 厂 0-635 0.830 0.910 0.475 
~ ( V ) 1 * 0 0 0 “ • " “ W ^ i n n n _ _ i n n o l.QOO 1.000 1.000 1.000 
[ • " T W i N l i T j " 0.790 0.745 0.515 0.825 0.590 0.655 0.815 0.430 
Coverages by confidence region for ( P。，(3i ) with true parameter X = -1 二p。= -52 and 
p} = 1 i n the model with contamination normal distribution of 8, with a = 0.1 • 
(All 200 cases ) 
sample size = 100 
r = d T l ⑴ ( 2 ) (3) (4) (5) (6) (7) (8) (9) 
= m n « 7 0 o 0.880 0.965 0.965 0.965 0.925 0.925__0.925 
— H i ) — 0.855 0.705 0.705___O705 
— H l f ) 0 ^ 6 5 “ 0 7 0 n R7S 0.Q6Q 0.960 0.960 0.925 0.925___0.925 
— T f v i """"0 8 3 0 " " "川 noan 0.Q40 0.940 0.880 0.880 0.870 
L O O P “ r o o F - loop 1.000 LOOP i-ooo ⑶㈨ 
(Table D1.1) 
Coverages by confidence region for ( X , pi ) with true parameter X = -1, p。= -52 
and Pi = 1 in the model with contamination normal distribution of 8, with a = 0.1. 
(All 200 cases) 
sample size = 20 
F M S s (1) I (2) (3) (4) (5) (6) (7) (8) (9) 
““(T ) ^ 0 910 I 0.940 0.920 0.905 0.940 0.925 0.900 0.940 0.935 
~ O I ) 0.795 0.845 O^OT" 0.775 0.850 一 0.800 0.775 0.850 0.800 
(HI) 0.890 0.925— 0.890 0.880 ~0i92T" 0.895 0.865 0.820 0.905 
MV) 0 l 9 0 W T 0 . 8 8 5 0.925 ^0905"" 0.865 0.920 0.910 
C V ) 0^95 0 935 0 8 9 5 ^ 0 8 9 0 一0.930 0.910 0.875 0.930 0.925 
— J W ) ~ i T m 0.990 0.895 0.885 0.990 0.900 0.875 0.995 0.900 
Coverages by confidence region for ( p。，pi) with true parameter X =0, (3。= 1 and pi 
=1 in the model with contamination normal distribution of s，with a = 0.1 • 
(All 200 cases) 
sample size = 20 
I Methods 1 ⑴ ( 2 ) O ) (4) • ⑷ ⑴ ⑷ W 
= m “ “ OQ^O 0 920 0.920 0.930 | 0.930 0.930 0.930 0.920 0.920 
— H O O'SOO""""0^00n«nn O ^ ^ O ^ ^ I S _ 0.805 0.805__0.805 
— r m 0900"“~0 . 900 0.900 " o m o " " “ o ^ T o " 0.910 0.910 0.910__0.910 
— h v i O ^ " " " " 0 ^ 9 5 H R Q S 0.900 0.900 0.895 0.900 0.905 
( T ^ " L T 8 9 R " ^ A 8 9 5 " " " " 0 ^ 0 0 " 0.900 0.900 0.900 0.900 。.卯 0 
(Table D1.2) 
Coverages by confidence region for ( X , pi ) with true parameter X = -1, p。= -52 
and Pi = 1 in the model with contamination normal distribution of 8, with a = 0.1. 
(All 200 cases) 
sample size = 50 
I T M S ( 1 )丨（ 2 )丨（ 3 ) (4) (5) (6) (7) ⑷ (9) 1 
= ( f ) = 0,395 0.955 0.310 0.335 0.960 0.350 0.290 0.955 0.415 
~ H O 0 190 0.830一 0.180 0.160 " " " " o W 0.200 0.135 0.810 0.235 
~(III) 0.375 0.950一 0.285 0.325 0.945 0.325 0.280 0.950 0.375 
" " " ( W ) °-330 0 2 6 5 0.920 0.365 
~ r v ) fooo 1 000 LOOO^" 1.000 " T 0 0 0 ~ l.OOO l.OOO l.OOO 1.000 
(VI) " T 4 i r l 0.990 0.265 0.390 0.985 0.315 0.300 0.985 0.320 
Coverages by confidence region for ( p。，Pi ) with true parameter X = 一0, p。= 1 and pi 
二 1 in the model with contamination normal distribution of s，with a = 0.1. 
(All 200 cases ) 
sample size = 50 
Methods (1) (2) (3) (4) (5) (6) U ) (8) ( 二 
= m O Q ^ n 0Q60 0.960 0.970 0.970 0.970 0.960 0.960___0.960 
— f i n O ^ “ 0865"“ ~ 0 . 8 6 5 ^ O M S " 0.865 0-865 0.865___0.865 
— H n l O ^ " " " " 0 ^ 5 0 " " " " " 0 9 5 0 0 ^ 5 0 O ^ S T " 0.950 0.945 0.940__0.940 
— h v l 0 9 2 0 " " " " 0 ^ 2 5 Q Q 9 ? - - g 9 2 5 - 0.925 0.925 0.925 0.925__0.925 
- T v y f o o o ^ l o o p “ r o o o l o o p " l.ooo _ i-ooo i.ooo I.00。 1 0 0 0 
(Table D2.3) 
Coverages by confidence region for ( X , Pi ) with true parameter X = 0，P。= 1 and 
pi = 1 in the model with contamination normal distribution of s，with a 二 0.1. 
(All 200 cases) 
sample size = 100 
H M S s (1) (2) (3) (4) (5) (6) (7) (8) (9) 
( I ) ~ 0.000 0.975 0.000 0.000 0.980 0.000 0.000 0.980 0.000 
~ I n ] o.ooo 
~(iif) nonn o j ^ O ^ O ^ I O ^ ^ I ^ T " O.OQO 一 0.000 0.995 0.000 
~ ( I V ) 0.000 0.630— 0.000 0.000 "^670^" 0.000 0.000 0.625 0.000 
( V ) 1 nnn 1.000 1-000 1.000 l.000_ 
( V X ) 0 . 0 0 0 0.980 0.000 Q.00Q Q.99Q 0.00。 。.00。 0-975 0.000 
Coverages by confidence region for ( p。，(3i) with true parameter X = 一0, p。= 1 and pi 
=1 in the model with contamination normal distribution of s, with a = 0.1. 
(All 200 cases ) 
sample size = 100 
f M S l ⑴ ( 2 ) ⑴ ( 4 ) (5) ( 6 ) ⑴ ( 8 ) (9) 
^ m 1 nno 1 000 LOOP l.OOQ 1.000 1.000 1.000 1.000 1.000 
(U) 0 9 0 0 0 ^ 0 0 n o n n r ^ n j j v y o 0.940 0.905 0.905 0.905 
— f m fooo"""""looo—"l.ooo l.ooo i.ooo i.ooo l.
0 0 0 丄 0 0 0 _ _ _ 
— T l V ) 0945""""0945"“0.945 0.945 0.945 0.945 0.945 0.945___0.945 
— j v f f o o o l o o p " " " " l o o o " i.ooo i.ooo i.ooo I.。
00 L Q 0 0 1：
0°° 
(Table D3.1) 
Coverages by confidence region for ( , pi ) with true parameter X = 1/2, (3。二 1 and 
Pi = 1 in the model with contamination normal distribution of s, with a = 0.1. 
(All 200 cases) 
sample size = 20 
Methods II (1) I ( 2 )丨（ 3 ) (4) | (5) (6) (7) (8) J F ] 
( T ) 0 935 I 0 935 I 0.935 0.925 0.930 0.935 0.920 0.935 0.935 
~ n f ) 0 835 0 845 0.835 ~ 8 3 0 0.840 0.850 0.820 0.845 0.860 
— n i l ) 0 ^ 9 5 0 9 2 0 ” 0 ^ 0 0 " " 0.900 — 0.915 0 . 9 ~ 0.890 0.910 0.915 
— H V ) 0 ^ 7 5 0 9 1 0 0.905 0.865 ~900 0.905 0.885 0.885 0.910 
— T v l 0 8 7 5 0 ^ 0 0 " " " 0 W 0.885 0.895 0-895 0.870 0.875__0.890 
—(VI) 0.795 0.780 0.750 0.785 0.790 0.745 0.775 0.785 0.760 
Coverages by confidence region for ( p。，Pi) with true parameter X = 1/2, p。二 1 and 
p, = i in the model with contamination normal distribution of s，with a = 0.1 • 
(All 200 cases ) 
sample size = 20 
r ^ g l ⑴ ( 2 ) ⑴ ( 4 ) ( 5 ) ⑷ C7) (8) (9) 
= m “ nons 。们 0 0.930 0.920 0.925 0.930 0.920 0.930_____0.925 
— n n 0T900^10H7Q0 ^ ^ 0 l l 5 - 0.815 0.820_____020__ 
— T W ) 0 8 5 5 n … Q Q H L , 1 ^ 8 8 5 0 . 9 1 5 0.910___0915_____0,900 
- T i v l 0 8 5 5 " " " " 0 8 5 n o m 0.885 0.910 0.910 0.910 0.900___0885^ 
— T V T m o ” 0 ^ 9 0 0 ^ 0 0 Q M S 0 . 9 0 0 0-910 0.900 0-895 
(Table D1.2) 
Coverages by confidence region for ( X , pi ) with true parameter X = -1, p。= -52 
and Pi = 1 in the model with contamination normal distribution of 8, with a = 0.1. 
(All 200 cases) 
sample size = 50 
P M S s (1) (2) (3) (4) (5) (6) (7) (8) ( 9 ) T 
~(T)"""" 0.890 0.955 0.83。 0.860 0.955 0.865 0.830 | 0.935 0.905 
~ H i ) n 7 0 T " ^ 0 7 9 0 ^ _ H 0 5 _ '_0M5 0.790 0.745 
" " " ( I N ) ~ 0 . 8 0 0 0.930 0.895 
~ ( l v ) J [ ！ 0 . 7 7 0 0.910 0.905 | 
~ ( V ) Tooo LOOP" 1.000 1.000 1.000 1.000 1.000 1.000 
~ ( V I ) ~ 1 1 0 8 0 5 0.820 0.720 0.785 0.825 0.760 0.760 0.845 0.785 
Coverages by confidence region for ( po, pi) with true parameter X = 1/2，p。= 1 and 
p, = 1 in the model with contamination normal distribution of s，with a == 0.1 • 
(All 200 cases) 
sample size = 50 
Methods (1) (2) (3) (4) (5) (6) (7) j (8) (9) 
^ 7 T ) 0 915 0.925 0.940 0.945 0.960 0.955 0.940 0.925 0.910 
~ n n 0750 0 760 0 7 9 5 ^ 0 8 1 0 0.835 0.785 0.765 0.715 
(III)
 0910”""“nox (V935__0.945 0.950 0.925 0.925 0.900 
HV) 0^15 ncnn n o ^ ( ^ 9 ^ ^ 9 5 0 " " 0.945 0.925 0.915 0.895 
~ ( V ) 1000 ^ 0 0 0 ^ ^ . 0 0 0 ~ . o o o 1.000 1.000 i-ooo 1.000 1.000 
(Table D3.3 ) 
Coverages by confidence region for ( , p. ) with true parameter X = 1/2，po = 1 and 
Pi = 1 in the model with contamination normal distribution of s，with a = 0.1. 
(All 200 cases) 
sample size = 100 
Methods (1) (2) (3) (4) (5) (6) (7) (8) (9) 1 
( J ) ~ 0,570 0.925 0.285 0.430 0.950 0.410 0.215 0.945 0.565 






5 5 Q 
~ ( T V ) M e m 0.165 0.885 0.495 
""“(V) 1 ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ [ ^ ^ ^ j ^ ^ i o o o 1.000 1.000 1.000 
Tvi) 0.550 0.855 0.165 0.325 0.795 0.280 | 0.210 0.775 0.415 
Coverages by confidence region for ( p。，(3! ) with true parameter X = 1/2，p。= 1 and 
pi = 1 in the model with contamination normal distribution of s, with a 二 0.1 • 
(All 200 cases) 
sample size = 100 
I T M S s (1) (2) (3) (4) (5) (6) (7) (8) (9) 
^
3 5 3
^ m ^ Q785 0.830 0.860 0.945 0.955 0.935 0-870 0.830 0.790 
n n 0.570 0.620— 0.700 0.810 ~ ^ 8 2 0 ~ 0.810 0.700 0.630 0.560 
( m ) 0 780 0.820一 0.845 0.945 0.935 0.865 0.840 0.785 
H V ) 0 710 0.755"" 0.805 0.920 0.925 ~ 0.935 0-820 0.765 0.715 
""“(V) looo looo i.ooo i.ooo i.ooo i-ooo i.ooo I i.ooo 1.000 
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