Abstract. We describe a high-order method for computing the monostatic and bistatic radar cross section (RCS) of a class of three-dimensional targets. Our method is based on an electric field surface integral equation reformulation of the Maxwell equations. The hybrid nature of the scheme is due to approximations based on a combination of tangential and nontangential basis functions on a parametric reference spherical surface. A principal feature of the high-order algorithm is that it requires solutions of linear systems with substantially fewer unknowns than existing methods. We demonstrate that very accurate RCS values for medium (electromagnetic-) sized scatterers can be computed using a few tens of thousands of unknowns. Thus linear systems arising in the highorder method for low to medium frequency scattering can be solved using direct solves. This is extremely advantageous in monostatic RCS computations, for which transmitters and receivers are co-located and hence the discretized electromagnetic linear system must be solved for hundreds of right-hand sides corresponding to receiver locations. We demonstrate the high-order convergence of our method for several three-dimensional targets. We prove the high-order spectral accuracy of our approximations to the RCS for a class of perfect conductors described globally in spherical coordinates.
Introduction.
Computer simulations of the radar cross section (RCS) of three-dimensional model targets through electromagnetic scattering are a cost effective tool for designing stealth objects. The RCS values (measured using simulated transmitters and receivers) reflect the stealth property of an obstacle [20] . Hence a prerequisite for manufacturing vehicles such as stealth aircraft is to simulate the monostatic and bistatic RCS of various geometries [30] at several frequencies to high-order accuracy. Such simulations are also useful in biological applications. For example, it is common to use light scattering measurements in laboratories to count erythrocytes (red bloods cells). Of recent interest [19, 31] is the simulation of the RCS of a celebrated model of an erythrocyte, which is biconcave, for an incident plane wave whose wavelength is about one tenth the diameter of the erythrocyte. Computational electromagnetic scattering algorithms with high-order accuracy facilitate efficient simulations of the RCS values.
In this work we develop, implement, and analyze a high-order algorithm to compute the monostatic and bistatic RCS of a perfectly conducting obstacle D ⊆ R 3 , with surface ∂D, situated in a homogeneous medium with vanishing conductivity, the free space permittivity 0 = 10 7 /(4πc 2 )F/m, and permeability μ 0 = 4π × 10 −7 H/m, where c = 299 792 458m/s is the speed of light. Our simulation geometries include benchmark radar targets [30] and erythrocytes [19, 31] . The RCS of the obstacle, induced by a transmitter located in the direction − d 0 and measured in decibels by a receiver located in the direction (1.1) x = p(θ, φ) = (sin θ cos φ, sin θ sin φ, cos θ) T , θ,φ∈ R, is a functional on the unit sphere (denoted by ∂B) and is defined as where n(x) denotes the unit outward normal at x ∈ ∂D. The boundary condition in (1.5) (and hence the RCS in (1.2)) is induced by the incident plane wave E i , H i , with direction d 0 and polarization p 0 (perpendicular to d 0 ), which originates from the transmitter and is defined as
When the transmitter and receiver are co-located, d 0 = − x, and σ dB in (1.2) is called the monostatic RCS. When the transmitter and receiver are not co-located and d 0 is fixed, σ dB in (1.2) is called the bistatic RCS. The RCS with receiver polarization p 1 is defined by (1.7) σ dB ( x, p 1 ; d 0 ) = 10 log 10 4π
The industrial standard tool for simulation of electromagnetic scattering from a perfect conductor is the Fast Illinois Solver Code (FISC); see [25, 6] and references therein for related boundary integral algorithms. FISC is based on a surface integral reformulation of the Maxwell equations and is solved using the method of moments. For medium frequency scattering problems, implementation of FISC requires solution of a dense complex linear system with hundreds of thousands of unknowns to achieve a couple of digits of accuracy. (For example, in a FISC simulation exterior to a sphere of diameter 12 times the incident wavelength, 602 112 unknowns are required to compute the RCS with just one decimal place of accuracy [25] .) Solution of large dense linear systems in FISC calculations is made possible only by using an iterative solver with matrix vector products implemented using the fast multipole method (FMM), and recently by using modified FMM algorithms based on efficient spherical harmonic expansions. A high-order algorithm for acoustic scattering was given in [4] and applied to electromagnetic scattering in [3, p. 56] . We refer the reader to [2, 3, 6, 9, 10, 19, 21, 23, 31] and references therein for the current state of the art in computational electromagnetics. The existing three-dimensional electromagnetic scattering algorithms with demonstrated numerical experiments do not achieve spectral accuracy. Spectral boundary integral methods for three-dimensional model problems in acoustic, elasticity, and potential theory were considered in [12, 13, 14, 17, 29] .
In [15] we considered an electromagnetic counterpart of [12] using vectorial basis functions that are tangential on the reference surface. Such vector spherical harmonics are widely used in many applications involving vector valued quantities on the sphere [11, 26, 28] . However, the approach in [15] does not yield spectrally accurate approximations [16, Remark 2] . In [16] we used a componentwise basis that is not tangential, for which we proved and demonstrated spectral accuracy. However, tangential basis functions are a natural choice for the surface integral formulation of the Maxwell equations. Further, for spherical scatterers, approximation of surface currents using tangential spherical harmonics can give almost a one third reduction in the number of unknowns required in [16] . This work is motivated by the desire to obtain this reduction by using tangential harmonics and yet obtain a spectrally accurate algorithm. We achieve the reduction and spectral accuracy in this paper with hybrid approximations, combining ideas from [15] and [16] and involving a combination of tangential and nontangential harmonics.
A clearly described parametrization of the two-dimensional manifold ∂D (based on a reference domain or surface) is essential for computer implementation of any surface integral equation algorithm. We assume throughout the paper that each coordinate (x, y, z) on the bounded target surface ∂D can be parametrized as
for some nonlinear functionals q j : R 2 → R for j = 1, 2, 3 that yield, via p in (1.1), a bijective parametrization map q : ∂B → ∂D. In fact, it is sufficient to know a suitable approximation to the parametrization map q, for example, based on the Fourier coefficients of q j for j = 1, 2, 3. Our algorithm has spectral accuracy only when q is smooth.
Such a specific description of the target is required in our mathematical analysis to prove the spectral accuracy of the method. Many benchmark radar targets, such as those described in [30] , satisfy the specific description (1.8) after converting the material construction (cylindrical) coordinates [30] to spherical coordinates [12] , and biologically interesting models such as the erythrocyte [19, 31] can be written in the parametric form (1.8). Simulation geometries considered in this work and those in [12, 16] demonstrate the wealth of obstacles satisfying (1.8) . Application of the algorithm in this paper to complicated geometries is restricted by the difficulty of finding globally smooth parametrizations. Application to such geometries would require partition of the conductor surface into several charts, with appropriate use of local mappings. This approach was used in combination with a partition of unity to evaluate weakly singular integrals to spectral accuracy in [4] . Such an extension to our algorithm is nontrivial and not considered in this paper.
In many cases the obstacle restriction imposed in this paper is not a disadvantage. For example, in forward scattering by complex structures the surface integral equation often arises through introduction of a smooth artificial interface surrounding the scatterer [1, 2, 21] . A partial differential equation form of the Maxwell equationsformulated in the interior of the artificial interface and coupled with the surface integral equation on the interface-is solved by finite elements. In inverse scattering, obtaining general qualitative information about the scatterer is more important than resolving fine details such as corners and edges.
We test our algorithm on a range of perfectly conducting scatterers. We include scatterers with concave surface features, and nonsmooth scatterers. We show that just a few tens of thousands of unknowns are sufficient in our algorithm to obtain satisfactory solutions for medium electromagnetic-sized scatterers. Such relatively small linear systems allow us to use direct solves as well as iterative solves. In the case of smooth scatterers our solutions are very accurate, with several decimal places of accuracy. In the case of nonsmooth scatterers with singularity points in their surface, our algorithm yields visually accurate solutions but does not yield the rapid convergence demonstrated for smooth scatterers. In general, only a few decimal places of global accuracy are possible for nonsmooth scatterers.
The possibility of using direct solves is a great advantage in monostatic RCS computations. For the monostatic case, since the transmitter and receiver are co-located and because hundreds of receiver measurements are required for the RCS analysis, the exterior Maxwell equations are to be solved with hundreds of boundary conditions induced by various receiver directions. This leads to the requirement of solving hundreds of linear systems with one electromagnetic discretization matrix and hundreds of different right-hand sides. A direct LU factorization of the electromagnetic matrix is very cost effective in this case. Such factorizations are not possible using surface discretization based algorithms such as FISC, because they lead to dense complex linear systems with hundreds of thousands of unknowns. We demonstrate that we can compute the monostatic RCS of medium (electromagnetic-) sized scatterers at over one thousand points in a few hours of CPU time.
The structure of the paper follows that in [16] , and we recall various derivations from [16] that are essential for this paper. We follow [16] in section 2 to describe the electric field surface integral equation reformulation of (1.4)-(1.5) using a standard ansatz for electromagnetic fields exterior to the conductor surface ∂D, and we use (1.8) to appropriately transplant the equation onto the surface ∂B, the set of all unit directional vectors. In section 3 we give the details of our method based on tangential and nontangential bases for computing a spectrally accurate approximation to the surface current on ∂D that solves the surface integral equation. In section 4 we describe an efficient way to use the surface current to compute the RCS of the scatterer. In section 5 we present numerical results showing the high-order convergence of our method.
Throughout the paper we denote by C(∂D) and C 0,α (∂D), respectively, the spaces of all continuous and uniformly Hölder continuous vector fields on ∂D, where α is the Hölder exponent. We denote by T (∂D) and T 0,α (∂D), respectively, the spaces of all continuous and uniformly Hölder continuous tangential vector fields on ∂D.
Reformulation of the exterior Maxwell equations.
Standard boundary integral formulations for the time harmonic Maxwell equations restrict the domain of the magnetic dipole operator to T (∂D) [8, p. 167 ]. The restriction is useful because it reduces the order of the singularity of the operator. In fact, it is sufficient to project the density in the integral operator to T (∂D) (rather than restricting the domain) to achieve the reduction in the order of the singularity. Any vector field in C(∂D) can be projected onto T (∂D) by applying the 3 × 3 matrix projection operator P(y) = I − n(y)n(y)
T for y ∈ ∂D. For a ∈ T (∂D), since Pa = a, the generalized magnetic dipole operator 
Using (1.5) , the boundary data f ∈ T 0,α (∂D), and so if w ∈ C(∂D) is a solution of the surface integral equation
. If the wavenumber k is not an interior Maxwell eigenvalue, then (2.3) has a unique solution [7, Theorem 4.23] . Throughout the paper we assume that k is not an interior Maxwell eigenvalue.
Using the unique tangential solution w of (2.3), we define
Then E, H comprise a unique radiating solution of the harmonic Maxwell equations that satisfies the boundary condition n(x)×E(x) = f (x), x ∈ ∂D [7, Theorem 4.19] . A representation of the far field pattern required for RCS calculations can be obtained from the following asymptotics of the fundamental solution in (2.2): For a ∈ C(∂D) and as |x| → ∞ uniformly for all y ∈ ∂D [8, p. 164],
where x = x/|x| ∈ ∂B. Using (2.4) and (2.5) in (1.3), the electric far field pattern of the scattered electric field E in (2.4) can be represented as
Thus high-order approximate solutions of (2.3) facilitate accurate simulation of the electromagnetic waves and measurement of the RCS using (2.6) and (1.2)-(1.7). Using the following identity for a tangential field b [8, p. 166],
and (2.1), (2.7), and (2.2), the generalized magnetic dipole operator can be written as
where for i = 1, 2,
with I being the 3 × 3 identity matrix, m 2,3 = 0 the 3 × 3 zero matrix, and
It is important for our spectrally accurate method to separate the kernel of M in (2.1) into its weakly singular and smooth parts in this way. Next we use the bijective parametrization q : ∂B → ∂D to transplant (2.8) onto the reference spherical surface, which facilitates exact treatment of the weakly singular part using a singularity division technique.
For a given density field A ∈ C(∂B), using the change of variables, we derive the equivalent form of (2.8), (2.13) where for each x, y ∈ ∂B, M 1 ( x, y) and M 2 ( x, y) are 3 × 3 matrices defined by
J is the Jacobian of q, and
The integral operator M 2 has a smooth kernel that can be approximated to spectral accuracy using spherical polynomials. Spectrally accurate approximation of the weakly singular operator M 1 can be achieved by introducing a rotated coordinate system on ∂B, under which the weak singularity in the transformed operator occurs only at the north pole. To this end, we first define the 3 × 3 rotation matrices corresponding to positive rotations by ψ about the z-axis and y-axis:
For each x = p(θ, φ), the orthogonal matrix
maps x to the north pole n = (0, 0, 1) T . The matrix T x induces a linear transformation
and its bivariate analogue
Using the orthogonality of T x , we have, for x, z ∈ ∂B and y = T −1
Using (2.12) and the fact that the surface measure on ∂B is invariant,
The transformed coordinate system has two crucial benefits. First, in spherical polar coordinates, with z = p(θ , φ ), the denominator | n − z| = 2 sin θ /2 in (2.22) is canceled out by the surface element sin θ dθ dφ . Second, the operator (θ , φ ) → T x M 1 ( n, p(θ , φ )) is infinitely continuously differentiable, with all derivatives 2π-periodic in each variable, and each partial derivative is uniformly bounded with respect to x ∈ ∂B (see the proof of [16, Theorem 1] ). Finally, we write W ( x) = w(q( x)) and F ( x) = f (q( x)), and we use (2.22) and (2.13) to derive the transplant of (2.3) onto ∂B,
In (2.23) we have an ideal reformulation of (2.3) to obtain high-order approximation of the surface current w through a spectrally accurate evaluation of (2.11), where we approximate both the smooth kernels and the transplanted surface current in a hybrid way from the space of vector spherical polynomials.
A computer implementable spectral algorithm.
In this section, we describe a high-order fully discrete algorithm that requires no further approximations (such as approximations of Galerkin integrals) to compute spectrally accurate approximate solutions of (2.23). Details required for computer implementation of our algorithm are in section 3.3.
In the special case where the scatterer ∂D is spherical, we seek a spectrally accurate tangential approximation to the solution of (2.23) in the tangential harmonics
where Grad is the surface gradient [8, p. 167] and using (1.1),
with P |j| l being the associated Legendre functions. The vector spherical harmonics Y (1) l,j and Y (2) l,j are tangential on ∂B.
In the case of a nonspherical scatterer, since the solution of the transplanted equation (2.23) need not be tangential on ∂B, we seek a spectrally accurate approximation in the augmented space
Using (1.1), (3.2), (3.1), and (3.4), for k = 1, 2, 3, we have the convenient representation
where, denoting the normalizing coefficient in (3.2) by c
The standard Galerkin scheme for (2.23) requires evaluation of the L 2 inner product integrals
In practice, a quadrature rule on ∂B is required to evaluate the integrals in (3.6). We approximate the inner product integrals using the Gauss-rectangle quadrature rule
where, using (1.1), z 
Since the quadrature (3.7) is exact for spherical polynomials of degree at most 2N , it induces the discrete inner product
on P N , the space of vector spherical polynomials whose Euclidean components are spherical polynomials of degree not greater than N . That is, (G,
is a vector spherical polynomial of degree n + 1, we have Q n ⊆ P n+1 , and hence the vector spherical harmonics in (3.1) and (3.4) are orthonormal with respect to the discrete inner product (3.9) with N = n + 1.
We approximate the transplanted surface current in (2.23) by a computable projection onto the finite dimensional space Q n . In particular, we approximate the theoretical solution W of (2.23) using a computable representation O n W , where O n is a fully discrete projection operator defined as
where, for convenience, throughout the paper, we use the notation Y 
Throughout the paper, when ∂D is a sphere, we replace , and Q n by T n .
Fully discrete approximations of magnetic dipole integrals.
For evaluation of inner integrals in the Galerkin scheme, for example, M 1 A( x), we need to approximate the integrand
One approach is to project this integrand using the fully discrete operator O n in (3.10), as in [15] . However, as described in [16, Remark 2] , using a technical analysis, such an approximation, leads to stagnated convergence instead of the spectral accuracy we seek in this work. In this hybrid scheme, to approximate the inner integral, we use the componentwise nontangential harmonics defined using (3.2) as
where e k denotes the kth Euclidean vector. To this end, analogous to (3.10), using the discrete inner product (3.9), we define a fully discrete orthogonal projection operator
Here, n depends on n and will be specified later in this section. We approximate
·)} and follow the details in [16] . More precisely, for A ∈ C(∂B) and x ∈ ∂B, using (2.22) and (3.12), the approx-
In the last step we have used the standard eigenfunction property of the spherical harmonics [11] . Using (3.9), we expand the discrete inner product and obtain
Using the addition theorem for the spherical harmonics [8, Theorem 2.8], this simplifies to We use a similar approximation for the smooth part of the operator. We write (2.13) in the rotated coordinate system as
Our approximation to M 2 A is then
Expanding the discrete inner product using (3.9),
Combining (3.14) and (3.17), we approximate the reformulated and projected magnetic dipole operator (2.11) by the computable representation
Finally, we must choose n to ensure that M n A converges to MA with spectral accuracy. Following the proof of [16, Theorem 1] it can be shown that if n = an + 1 for some fixed constant a > 1, and n − n ≥ 3, then for any s ∈ N, there exists c s > 0, independent of n and n , such that
As in [16, Theorem 1] , if the conductor surface is smooth then (3.19) holds for any number s. We remark that in our computational algorithm, the density function of the fully discrete magnetic dipole operator is a spherical polynomial of degree at most n + 1. For computations in section 5 we set n = 2n + 1.
Complete algorithm.
We are now ready to describe the complete algorithm to solve (2.23), using the various spectrally accurate approximations described above. Our fully discrete scheme for (2.23) is as follows: compute W n ∈ Q n such that (3.20)
Since W n ∈ Q n can be written as
the operator equation (3.20) is equivalent to the requirement that the coefficients w lj k solve the fully discrete Galerkin system 
Our corresponding approximation to the solution w of (2.3) is then
Using (3.19) and following the proof of [16, Theorem 3] (with L n replaced by O n ), it can be shown that for smooth conductors, w n (and W n ) are spectrally accurate approximations to the unique solutions w (and W ) in the maximum norm: w − w n ∞,∂D = O(n −q ) (and W − W n ∞,∂B = O(n −q )) for any positive integer q, provided that the Lebesgue constant of O n is O(n α ) for some α < 1. The proof of [16, Theorem 3] is based on the known result that the Lebesgue constant of L n is O( √ n) [16, 22, 24] . In this work, we conjecture that the Lebesgue constant of O n is the same as that of L n ; a complete proof of this result similar to the theoretical analyses in [22, 24] is beyond the scope of this paper.
Computer implementation details.
As a prerequisite for implementation, special care must be taken to avoid overflow in the evaluation of the basis functions-in particular the associated Legendre values in (3.5) when l is large. We compute directly the normalized associated Legendre values
using the relation
and the recurrences
with the seeds
Overflow in computing η(j) is avoided using the stable expression
As in [16] , we describe an efficient way to set up the N × N electromagnetic scattering matrix M in only O(N 2.5 ) operations, where N = 3(n + 1) 2 − 2. This complexity can be reduced further by utilizing fast transforms. We also describe a parallel implementation.
Using (3.23), (3.18), (3.17), (3.14), and (3.9), we write We write y r s
From [11, (12.7.4) , p. 341] the rotated vector spherical harmonic T xrs Y ( k) l,j can be written as a linear combination of vector spherical harmonics of the same degree. As in [12] , the complexity of computing M can be reduced by taking advantage of this property. A stable and efficient representation based on [11, (12.7.4) 
For given nonnegative integers a, b and s ≥ 0, P (a,b) s (0) is the normalized Jacobi polynomial evaluated at zero,
When a or b is negative, d
can be computed using the symmetry relations
Using (3.26), (3.2), and (3.5), we get 
Once E has been used to compute D, it is discarded. Similarly, D is discarded after it has been used to compute C, and so on. The fast Fourier transform (FFT) can be used to speed up the computation of the arrays above, and for calculating f and F in (3.23) and (3.26), respectively. As we shall demonstrate in the numerical experiments section, 5 ≤ n ≤ 125 is sufficient for low to medium frequency problems because of the high-order spectral accuracy of our algorithm. Hence we can use direct or iterative solves in a single or multiprocessor environment. For a cluster computing-type environment (with multiple processors and limited RAM for each processor), we consider a parallel implementation of the above algorithm. For a cluster computer implementation with n proc free CPUs, we partition the s index set {1, . . . , n + 2} into n proc disjoint sets S p for p = 1, . . . , n proc . The array B sj t lj k for s ∈ S p is computed and stored on processing node p.
High-order RCS and exterior field approximations.
In this section, we follow a variant of the approach in [16] to describe a fully discrete high-order approximation to the monostatic and bistatic RCS of the perfect conductor D, and the exterior electromagnetic fields. We use the spectrally accurate numerical solution W n of (3.21)-(3.23) for this purpose.
Spectrally accurate RCS computations.
The monostatic and bistatic RCS measurements in (1.2) and (1.7) require high-order approximations of the electric far field. Using (2.6), the electric far field corresponding to the unique solution w = Pw of (2.3) can be written as
where for each fixed x ∈ ∂B, the smooth function M x is defined by
and W is the solution of (2.23).
Using the approximation W n to W given by (3.21)-(3.23), our fully discrete approximation E n,∞ ( x) to E ∞ ( x) for x ∈ ∂B is given by
where, for convenience, we set w 001 = w 002 = 0. Using (3.10) and (3.7),
where
Only the integrals (l , j , k ) ∈ {(0, 0, 3), (1, ±1, 1), (1, ±1, 2)} are nonzero, and they can be easily computed analytically. Proceeding as in [16] , we have
The quantities M n+1 lj k do not depend on W n and can be precomputed independently. As in [16, Theorem 3] , assuming the conjecture of section 3.2, we can prove that E n,∞ is a spectrally accurate approximation to E ∞ .
The approximation σ dB n to the RCS σ dB is obtained by replacing E ∞ by E n,∞ in (1.2) and (1.7) . That is, we compute the spectrally accurate approximation to the RCS of the perfect conductor D ⊆ R 3 using the fully discrete formulas
has O(n 2 ) entries, and each entry requires O(n 2 ) function evaluations to approximate an integral over ∂B. However, E n,∞ ( x) can be computed in O(n 3 ) operations by successively computing the quantities below to obtain M n+1 :
The computation of B n+1 can be accelerated using the FFT. Once M n+1 ( x) has been evaluated, it can be used for computation of the far field induced by many incident directions in the monostatic RCS approximations.
Spectrally accurate exterior field computations.
We compute a fully discrete approximation to the electric field E(x) in the exterior region, given by (2.4), using the approach similar to the far field computation in section 4.1, but we replace M x by M x , where
We have used (2.4) and the identity curl {φv}
These computations can be accelerated as in section 4.1.
Simulated RCS and exterior electromagnetic fields.
We consider the RCS simulation problem (1.1)-(1.7) for various test obstacles including the benchmark radar target cone-sphere [30] and a biologically interesting erythrocyte in standard oblate and in oval of Cassini prolate form [19, 31] . For an incident wave with incident polar and azimuthal angles θ and φ, the direction of the plane wave is given by d 0 = − (sin θ cos φ, sin θ sin φ, cos θ) T . The incident wave is then vertically polarized when p 0 = (cos θ cos φ, cos θ sin φ, − sin θ)
T and horizontally polarized when p 0 = (− sin φ, cos φ, 0) T [27, pp. 8-9] . Throughout this section we denote the RCS σ
Given the spatial component of an electric field, denoted by E, in R 3 \ D, the corresponding time harmonic electric field is given by
In our numerical experiments we simulate the monostatic and bistatic RCS and exterior electromagnetic fields induced by smooth convex and nonconvex obstacles, and by the cone-sphere, a benchmark radar target that has conical singularities. The smooth obstacles are a sphere, sph(siz obs); a beehive shape, hive(siz obs); a Cassini shape in prolate form, cas(siz obs); an erythrocyte, eryth(siz obs); and a submarine shape, sub(siz obs). The nonsmooth benchmark radar target is the perfectly conducting cone-sphere, cone sphere(siz obs). Here siz obs is the diameter of the obstacle. These obstacles are shown in Figures 1-3 . The erythrocyte is constructed according to [31, equation (3) ]. As described in [19, 31] , the biconcave cross section of the erythrocyte has the shape of the Cassini obstacle in two-dimensional form. The cone-sphere is constructed according to [30] . The hull of the submarine is constructed, as in [18] , from an ellipsoid with aspect ratio 10:1:1. The cone-sphere and submarine have higher aspect ratios than the other obstacles considered.
For a fixed positive integer n, the linear system we need to solve to achieve the reported accuracy has 3(n + 1)
2 − 2 unknowns in general. For spherical scattering the linear system has 2(n + 1)
2 − 2 unknowns. The maximum n we used in all the experiments is only 125. Thus we are able to present results obtained with both direct and iterative linear system solvers. In the case of iterative solvers, we use GMRES preconditioned with the inverse of the diagonal part of our matrix. For our experiments, we used a cluster with 2GHz Dual-core Opteron (DcOp) processors. DcOp CPU time mentioned in this paper is for the combined set up, GMRES solve, and error calculation phases of the algorithm.
In the case of plane wave scattering by a sphere, an analytical representation of the scattered field is given by the Mie series. For the sphere case our choice of frequency for the incident wave (and hence of the electromagnetic scattering problem) is motivated by those considered in established electromagnetic scattering algorithms Fastscat [5] and FISC [25] . To compare the efficiency of our algorithm with [5, 25] , in the tabulated results we use the RMS error (denoted by dB ) in the bistatic RCS, measured in decibels per square meter. The RMS error is defined as
where σ dB and σ dB n are, respectively, defined by (1.2)-(1.7) and (4.5). We numerically approximate the integral in dB using over 1300 quadrature points on ∂B. To demonstrate the spectral convergence of our method for plane wave scattering by nonspherical perfect conductors, we tabulate the monostatic or bistatic RCS at various receiver direction angles. Similar convergence studies for acoustic scattering in two and three dimensions are, respectively, in [8, p. 72] and [12, p. 234] .
For the erythrocyte an incident wave with wavelength 632.8 nm (or one tenth the diameter of the erythrocyte) is of considerable recent interest [19, 31] . Hence, for RCS computations of a fixed target, we choose two incident waves: one with wavelength equal to the diameter of the target, and the other with wavelength one tenth the diameter of the target. We observed similar performance for various other targets considered in [16] .
The results in Tables 1-15 demonstrate the spectral accuracy of our algorithm. As would be expected, the spherical perfect conductor requires fewer unknowns than the high aspect-ratio and nonconvex obstacles. In general, the number of unknowns depends on the shape and electromagnetic size siz obs/λ of the conductors, where λ = 2π/k = c/ω is the wavelength. The cone-sphere possesses a conical singularity. This nonsmoothness in the object surface precludes spectral accuracy, but our efficient algorithm is able to produce visually accurate results using only a few tens of thousands of unknowns. We conclude this work by presenting visualizations of RCS values and exterior fields of all the described obstacles simulated using the medium frequency electromagnetic scattering model described in the introduction (see Figures 4-9) . The left colorbar values in the figures correspond to the intensity of the surface current. The RCS plots (for all geometries considered in this paper) are given in polar form. For comparison of the experimental and simulated RCS for the cone-sphere benchmark target in [30] , we also give the cone-sphere RCS plot in Cartesian form. (All figures in this paper are also at http://www.mines.edu/∼mganesh/ GH pap2 figures/ GH RCS figures.html, to facilitate the viewing of larger pictures.) Table 1 Convergence of bistatic RCS for sph(λ) at 299.8MHz for various observed angles (H-H polarization). Monostatic RCS and surface current Monostatic RCS Fig. 9 . Visualizations of the surface current and monostatic RCS induced by a vertically polarized plane wave impinging on cone sph(10λ) at 4.35GHz.
