Semantic similarity is a key issue in many computational tasks. This paper goes into the development and evaluation of two common ways of automatically calculating the semantic similarity between two words. On the one hand, such methods may depend on a manually constructed thesaurus like (Euro)WordNet. Their performance is often evaluated on the basis of a very restricted set of human similarity ratings. On the other hand, corpus-based methods rely on the distribution of two words in a corpus to determine their similarity. Their performance is generally quantified through a comparison with the judgements of the first type of approach. This paper introduces a new Gold Standard of more than 5,000 human intra-category similarity judgements. We show that corpus-based methods regularly outperform (Euro)WordNet on this data set, and that the use of the latter as a Gold Standard for the former, is thus often far from ideal.
Introduction
One of the great challenges in computational linguistics is the modelling of natural language semantics. For instance, practical applications like Question Answering or Query Expansion often need to know the semantic similarity between two words in order to decide if their results are indeed relevant to the question or query at hand. There are two common ways of addressing this problem. The first makes use of manually compiled resources, like machinereadable dictionaries or thesauri, in order to determine the similarity or dissimilarity between two terms (Rada and Bicknell, 1989; Wu and Palmer, 1994; Jiang and Conrath, 1997; Leacock and Chodorow, 1998) . The second relies on large corpora of texts, and calculates the semantic similarity between two words on the basis of their distributional similarity in such a corpus (Landauer and Dumais, 1997; Schütze, 1998; Lin, 1998; Padó and Lapata, 2007) . In this paper, we will focus on the evaluation of these two approaches, which has so far been suffering from a number of weaknesses. We will use each of the two methods to automatically determine the semantic similarity between words from fifteen semantic categories in Dutch, and compare those scores with similarity ratings given by the participants in a psycholinguistic experiment. For the first approach, we turn to Dutch EuroWordNet (Vossen, 1998) . While quite a few previous studies have evaluated (English) WordNet against human similarity scores, the data sets were very small and mostly consisted of similarity judgements across categories. We will now extend the Gold Standard from a few dozen to a few thousand similarity scores, and focus on judgements between two words that belong to the same category, like blackbird and robin. For the second approach we will construct two so-called Word Space Models: one on the basis of a popular corpus of Dutch newspaper text, the other on the basis of a tailormade web corpus that was specifically designed to cover the word pairs we are investigating here. Again, we will compare their similarity judgements to the psycholinguistic data. Here we are concerned with two questions. First, we want to find out whether a tailor-made web corpus indeed leads to the expected improvement in performance, as compared to a standard newspaper corpus. Second, we want to contrast the results of these Word Space Models with those of EuroWordNet. We would specifically like to determine whether it is justified to use the latter as a Gold Standard for the evaluation of the former, as is often done in the literature.
2. Dutch EuroWordNet as a source of semantic similarity
WordNet and Dutch EuroWordNet
It is hardly possible to imagine Natural Language Processing today without WordNet (Fellbaum, 1998) . WordNet is a lexical database that brings together groups of synonyms (so-called synsets) in large networks, which show the semantic relationships between them. On the basis of the position of two words in such a network, it is in theory possible to determine how different or similar the concepts are that they represent. WordNet is used in NLP in many different ways: on the one hand, it is often employed as an external knowledge source for systems in Word Sense Disambiguation, Information Retrieval and many other applications; on the other it often also serves as an evaluation framework for algorithms in the field of thesaurus extraction, for example. Thanks to this success, WordNets for many other languages have been developed, of which Dutch EuroWordNet is one example (Vossen, 1998) . Although it is smaller than the English WordNet (it contains almost 34,000 nouns) and not freely available, it is also often relied on as a knowledge source or a Gold Standard for evaluation. For instance, Van de Cruys (2006) uses it to evaluate his clusters of semantically similar words, while Van der Plas and Tiedemann (2006) rely on the database to measure the success of their algorithm that automatically retrieves synonyms from parallel corpora.
While most researchers agree that (Euro)WordNet may not be an ideal Gold Standard for such applications, this fact has triggered hardly any research. Not only is there no thorough evaluation of EuroWordNet's strengths and weaknesses as a Gold Standard for semantic similarity ratings; there has not yet been any serious attempt to propose another Gold Standard that may serve the needs of the NLP community better, at least for a number of tasks. This is precisely the goal of our first set of experiments. By comparing similarity judgements based on the EuroWordNet hierarchy with those given by the participants of a psycholinguistic experiment, we will find that EuroWordNet is not able to give reliable similarity scores for quite a number of categories.
2.2. Measures of semantic similarity in (Euro)WordNet There are many ways to measure the semantic similarity between two words on the basis of a lexical hierarchy like Dutch EuroWordNet. An excellent overview is given in Budanitsky and Hirst (2006) . In particular, there is an important distinction between those measures that use only information contained in the thesaurus on the one hand, and those that combine it with statistics gathered from corpora on the other.
1 These last ones bring together information from two knowledge sources, and could thus be more robust than measures on the basis of the lexical hierarchy only. In this paper, we will investigate four semantic similarity measures. The first three use information from EuroWordNet only, the fourth adds a web corpus as an extra knowledge source.
Path length The path length measure is probably the most intuitive way of determining the semantic distance between two words w 1 and w 2 on the basis of their position in a hierarchical tree. It simply looks for the shortest path that connects any meaning i of w 1 with any meaning j of w 2 and counts the number of steps in this path:
This metric was applied successfully to MeSH (Medical Subject Headings) by Rada and Bicknell (1989) , among other studies.
Inverse path length Before we evaluate the path length measure, we turn it into a measure of semantic similarity instead of distance. We do this by taking its inverse, and refer to this similarity metric as the inverse path length measure:
This transformation has the added advantage that it reduces the influence of individual steps in longer paths.
Leacock and Chodorow Of course, a lexical hierarchy like EuroWordNet contains more relevant information than just the number of steps between two words. Leacock and Chodorow (1998) formalize the intuition that the semantic similarity between two words does not only depend on the number of steps between them, but also on the maximum depth of the hierarchy, D. They moreover transform the normalized path lengths by taking their negative natural logarithm:
Wu and Palmer Not only the depth of the entire hierarchy plays a role. Intuitively, two words that are two steps from each other should be rated more semantically similar as they lie deeper in the hierarchy. This idea was operationalized by Wu and Palmer (1994) , who took into account the lowest hypernym shared by the two words, w l . Their measure divides twice the depth of w l by the sum of the path lengths from w 1 and w 2 to the top of the hierarchy:
Jiang and Conrath Finally, Jiang and Conrath's (1997) similarity measure combines information from EuroWordNet with word frequency statistics gathered from a large corpus. It specifically takes into account the information content of a concept c, − log(p(c)), where p(c) is the probability of encountering an instance of concept c in a corpus. For any given word, this involves the word itself, together with all its synonyms and hyponyms. We calculated this metric on the basis of our tailor-made web corpus, which we present in the next section. The semantic distance between two words is then defined as the sum of their information contents, minus twice the information content of their lowest shared hypernym, w l :
The philosophy behind this idea is that the more information w 1 and/or w 2 add to their lowest shared hypernym, the more dissimilar they are. Jiang and Conrath is thus a measure of semantic distance. We again took its inverse to quantify semantic similarity.
2.
3. An evaluation of Dutch EuroWordNet 2.3.1. Relevant work An obvious way of evaluating the distance or similarity scores obtained from EuroWordNet is by comparing them to human judgements of semantic similarity. In research on English WordNet, this has been done a few times before. Rubenstein and Goodenough's (1965) or Miller and Charles' (1991) psychological experiments often serve as a human Gold Standard. The former study uses 65 word pairs, while the latter focuses on a subset of a mere 30 instances. All pairs were rated by people for semantic similarity on a scale ranging from 'highly synonymous' to 'semantically unrelated'. A replication by Resnik (1995) The first problem with the data set is its size -65 word pairs is an absolute minimum for the evaluation of a specific similarity metric. This weakness has been noted before, for instance by Budanitsky and Hirst (2006, p.32) : "While comparison with human judgments is the ideal way to evaluate a measure of similarity or semantic relatedness, in practice the tiny amount of data available [...] is quite inadequate." Moreover, Rubenstein and Goodenough's data set presents a rather easy rating task. Among its least similar words are cord and smile or automobile and wizard; among its most similar we find gem and jewel or automobile and car. With such a varied set of word pairs, it is not surprising that WordNet is able to produce similarity judgements that correlate well with the human ratings. It would therefore be interesting to see how robust (Euro)WordNet's similarity ratings are when it is asked to rate the similarity between two words in the same category. In the case of vehicles, for instance, we would like it to find that a car and a truck are more semantically similar than a car and an airplane. As a human Gold Standard for this task, we used a set of intra-category similarity ratings for fifteen categories, which were obtained through a series of psycholinguistic experiments at the University of Leuven, Belgium. Part of this data is presented in Ruts et al. (2004) . 3 Ruts and colleagues asked people to rate on a scale from 1 to 20 the semantic similarity between two exemplars from the same category, like pigeon and sparrow or guitar and piano. Each category contained between 5 and 30 exemplars, and all possible pairs were rated by at least 14 and at most 17 different participants. Split-half correlations showed the reliability of these ratings to be high or extremely high. People thus agree very well on these intra-category similarity ratings. This data set is not only far richer than the English sets of a few dozen words; the differences and similarities between two concepts from the same category are also more finegrained than those between concepts from different categories. We can therefore expect a thesaurus such as EuroWordNet to give results that are clearly inferior to those for inter-category judgements. Yet, the task is not unreasonable, either. Given that (Euro)WordNet is often used to evaluate algorithms that return possible synonyms of a given word, it should be able to discern relatively subtle semantic differences.
Results
On the basis of Dutch EuroWordNet, we thus computed the pairwise exemplar similarities for the following fifteen categories: musical instruments, vehicles, tools, weapons, professions, mammals, birds, reptiles, fish, insects, fruit, vegetables, kitchen utensils, clothing and sports. For each category, this gave between 78 and 465 similarity ratings, with a total of 4,263. If a word did not occur in EuroWordNet, the word pairs of which it was a part were simply ignored. The Pearson correlation of the EuroWordNet results with the human judgements can be found in table 1. The results of the three similarity measures that use only EuroWordNet as a knowledge source display the same pattern. They all give poor similarity scores for categories like fruit, insects or birds, but much better figures for classes like musical instruments, sports or tools. This clearly indicates that for a number of the investigated classes, EuroWordNet as a thesaurus is simply not able to give similarity ratings that approximate the human scores. Interestingly, the simplest measure, Inverse Path Length (IPL) clearly beats the more advanced ones. This is probably due to the fact that we are dealing with intra-category judgements. The more advanced features that Wu and Palmer's (WP) and Leacock and Chodorow's (LC) metrics add might be better geared towards inter-category judgements, by contrast, for which similarity scores are much more diverse, and on average much lower. Why could this be the case? Remember that Leacock and Chodorow's measure is merely the negative natural logarithm of a normalized path length score. Often logtransformed values are useful, since the difference between path distances of two and three steps is much larger intuitively than that between path distances of fourteen or fifteen steps, at least in terms of semantic similarity. However, such a log-transformation might lose its usefulness when we stay within the same category, where the number of steps between two exemplars will generally be much lower. Wu and Palmer's measure, next, takes into account the depth of the lowest shared hypernym of the two words. The fact that this does not lead to an improvement for intracategory judgements suggests that the subclassification of 
Discussion
In summary, our results clearly show that often, Dutch EuroWordNet is not able to approximate human similarity ratings for two words from the same category. For a total of fifteen categories, the best-performing single measure gave an average correlation of .34 with the human similarity ratings. If we choose for each category the measure with the best result, this gives an average correlation of .40. The implications of this finding are twofold: first, as a computational model of intra-category semantic similarity, Dutch EuroWordNet only performs well for a number of categories -those where its structure is sufficiently rich. Second, computational approaches that are meant to predict or model such human similarity scores are thus better compared against these human judgements directly than against an intermediate Gold Standard like EuroWordNet.
Large corpora as a source of semantic similarity
Next, we turn to the second type of computational models of human similarity ratings. In contrast to thesauri like EuroWordNet, Word Space approaches are not designed manually: they are constructed on the basis of a large corpus of data in order to model the distribution of the target words.
Word Space Models
Word Space Models are inspired by the so-called distributional hypothesis (Harris, 1954) , which states that words that occur in similar contexts will also be semantically similar. The semantic similarity between two words is thus operationalized as their distributional similarity in a corpus. In practice, the methods work as follows. For each of the target words, they build a so-called context vector, which records how often each contextual feature co-occurs with the target word. The nature of these contextual features may vary. Some models keep track of the documents a target word appears in (e.g., Latent Semantic Analysis, Landauer and Dumais (1997)), others look at the context words of the target within a window of a pre-defined size (Schütze, 1998; Levy and Bullinaria, 2001) , still others rely on the syntactic relationships in which the target takes part (Lin, 1998; Padó and Lapata, 2007) . They all, however, compute the similarity between two words by comparing their context vectors. In general, the more features the two words share, and the more similar their values for those features, the higher the estimate of semantic similarity will be. For a comparison of the results given by different context definitions, see Peirsman, Heylen and Speelman (2007; 2008) .
Experimental setup
In our second series of experiments, we compare two bagof-word approaches, which model a word on the basis of its context words. They are called bag-of-word because they treat the context of a target as an unstructured set of words. Our model used a window of two words on either side of the target word as its definition of context. With the exception of semantically empty words in our stop list, it recorded how many times each word in the corpus co-occurred with the target word within this window. On the basis of this frequency, the log-likelihood scores between a target word and all of its context words were computed. This log-likelihood score is a statistical measure that expresses whether the two words co-occur together more or less often than we expect on the basis of their individual frequencies, and is generally more informative than simple frequency counts. It is these scores that we used as the value of each context word in the target vectors. Context words that occurred less than two times together with the target were ignored. The similarity between two target words, finally, was calculated as the cosine of the angle between their two context vectors. We investigated the performance of this Word Space Model based on two corpora. The first is the Twente Nieuws Corpus (TwNC), a Dutch corpus of about 300 million words, mainly consisting of newspaper articles from between 1999 and 2002. It was compiled at the University of Twente and later parsed by the Alpino parser at the University of Groningen (van Noord, 2006) . In recent years, it has become a very popular resource in NLP research. One problem with the Twente Nieuws Corpus is that it focuses on one genre only: newspaper texts. Obviously, newspaper articles will lack frequent reference to many of the concepts we are investigating here, like reptiles and insects. For this reason, we also built a Word Space Model on the basis of a web corpus, which was specifically compiled for the categories in the psycholinguistic experiments we introduced above. The main advantage of such a tailor-made web corpus is that all words in the investigation will occur frequently enough for the model to find context vectors with a large number of non-zero entries. The downside, however, is that data on the internet may be rather noisy and thus less reliable a basis for the construction of Word Space Models. The web corpus has also not been lemmatized and tagged for part of speech. The web corpus was constructed as follows. For each of the words in the study, 1,000 documents were retrieved from the Internet. Doubles or documents with very similar text to another URL in the set were ignored, as were instances with less than 2 or more than 1,000 sentences. Sentences longer than 3 but shorter than 100 words were tokenized and checked for language: a sentence was allowed into the corpus only if more than 60% of its word forms occurred in the Dutch CELEX word-form dictionary (Baayen et al., 1993) . This process resulted in a corpus of more than 750 million words.
Results
For each of the fifteen categories in the psycholinguistic data, we computed the similarity judgements on the basis of the two Word Space Models. As above, we determined the correlation between the computers' judgements and the human similarity ratings. The results are given in Table 2 . Not surprisingly, for thirteen out of fifteen categories, the judgements on the basis of the tailor-made corpus correlate better with the human similarity ratings than those on the basis of the Twente Nieuws Corpus. Sometimes the difference is only marginal, as with birds and vegetables, but usually it is far larger, with regular gains of over .20. On average, the correlation of the newspaper corpus amounts to .31, far below the .43 of the web corpus. Note also that the Twente Nieuws Corpus does not always give a similarity score for all word pairs in the categories. This was due to one of two reasons: either the word did not occur in the newspaper corpus, or it did occur, but without context words with a frequency of two or more. The percentage of word pairs in each category for which the model returns a similarity rating are given in Table 2 as the coverage of the Word Space Model. Obviously, since the web corpus was specifically targeted towards the investigated words, its coverage is always 100%. In conclusion, despite the fact that newspaper corpora generally contain less noisy data than web corpora, quantity trumps quality here. Let us see if there are interesting differences between categories. Again, there appears to be a discrepancy between the "natural" and "cultural" categories, particularly for the results of the model based on the web corpus. Table 2 with those in Table 1 . Interestingly, the performance of the two investigated corpora with respect to the human similarity judgements often surpasses that of Dutch EuroWordNet. The judgements on the basis of the Twente Nieuws Corpus show a higher correlation with the human judgements for five out of fifteen categories. For the tailor-made web corpus, this is true for nine of out fifteen classes. This substantiates our claim from the previous section: for computational models of human similarity ratings, direct comparison with such ratings should be preferred over the use of EuroWordNet as a Gold Standard.
Conclusions
In recent years, there has been considerable interest in computational models of the semantic similarity between two words. Both machine-readable thesauri like (Euro)WordNet and large text corpora often serve as resources for such approaches. Moreover, the former are often used as a Gold Standard for the evaluation of the latter.
As this paper has shown, the quality of that type of evaluation may often be questionable. We have presented the first comparison of Dutch EuroWordNet intra-category similarity judgements with human ratings from a large psycholinguistic experiment. We showed that the performance of EuroWordNet differs considerably from category to category, depending on the amount of detail that the EuroWordNet tree contains for that category. In particular, we noted a difference in performance between "natural" categories like insects and birds, for which there was hardly any correlation, and the more "cultural" categories like musical instruments and vehicles, for which EuroWordNet judgements were much more reliable. Next, we investigated the performance of two Word Space Models. While parameters like context size or similarity metric were kept constant, they were constructed from very different data. One was based on a standard corpus of Dutch newspaper text of about 300 million words, the other on a corpus of possibly noisy data from the web, totalling 750 million tokens. This web corpus was specifically tailored for an investigation of the categories in this paper, so that each target word occurred frequently enough. Not surprisingly, in the rule the similarity judgements of this tailormade web corpus correlated better with the human similarity ratings than those of the newspaper corpus. Moreover, for nine out of fifteen categories they also outperformed EuroWordNet -the Gold Standard against which these Word Space Models are usually evaluated. This shows that corpus-based models are often better able to estimate semantic similarity as rated by humans than those based on a manually constructed thesaurus. For such computational models of human similarity ratings, we thus advise the use of psycholinguistic data like those in Ruts et al.'s (2004) experiments as a Gold Standard.
