Abstract-We show how the new approximation algorithms by Garg and Könemann with extensions due to Fleischer for the multicommodity flow problem can be modified to solve the linear programming relaxation of the global routing problem. Implementation issues to improve the performance, such as a discussion of different functions for the dual variables and how to use the Newton method as an additional optimization step, are given. It is shown that not only the maximum relative congestion is minimized, but the congestion of the edges is distributed equally such that the solution is optimal in a well-defined sense: the vector of the relative congestion of the edges sorted in nonincreasing order is minimal by lexicographic order. This is an important step toward improving signal integrity by extra spacing between wires. Finally, we show how the weighted netlength can be minimized. Our computational results with recent IBM processor chips show that this approach can be used in practice even for large chips and that it is superior on difficult instances where ripup and reroute algorithms fail.
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I. INTRODUCTION

R
OUTING is usually split up into two subtasks: global routing, which gives the approximate area for the Steiner tree for a net, and detailed routing, which assigns the actual tracks and vias to the nets. In this paper, we consider the problem of global routing only.
Many global routers are based on an initial route of all nets followed by a ripup and reroute procedure that tries to reduce the congestion of the edges by rerouting segments of nets on overloaded edges. For difficult instances, these algorithms may run forever and not come up with a solution, even though a solution exists.
Ting and Tien [1] present such an iterative improvement algorithm for global routing. Their work was later improved by Shragowith and Keel [2] , who present an algorithm that terminates in some cases with a proof that a solution does not exist. Meixner and Lauther [3] consider several nets which have one terminal in common at the same time by a single commodity flow formulation.
Our algorithm is based on linear programming relaxation and randomized rounding. This approach is not new. It was proposed by Raghavan and Thompson [4] , [5] . However, they do not state explicitly how to solve the linear programming relaxation. Solving the linear program directly is possible for very Manuscript received July 24, 2000; revised November 13, 2000 . This paper was recommended by Associate Editor D. Hill.
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small instances only and a simple formulation as a multicommodity flow problem works only for nets with two terminals. Early work on linear programming approaches has already been done by Aoshima and Kuh [6] , Hu and Shing [7] , who use the column generation technique, and Huang et al. [8] . Carden IV et al. [9] , [24] use the approximation algorithm for multicommodity flow by Shahrokhi and Matula [10] . Their basic approach is similar to ours. However, we use a new and different approximation algorithm with various extensions with which we can solve much larger instances than in [9] and [24] . Finally, we show how the weighted netlength can be minimized, which is important for the approach to be used in practice.
Other global routers use a hierarchical decomposition approach, for example, Brouwer and Banerjee [11] and Dai and Kuh [12] . Cong and Preas [13] give a spanning forest formulation.
Our contribution is to show that the new combinatorial approximation algorithm by Garg and Könemann [14] for the maximum concurrent flow problem can be modified to solve the linear programming relaxation of the global routing problem and to show that an idea introduced by Fleischer [15] , [25] to improve the theoretical worst case running time of the maximum multicommodity flow problem can be used to speed up the approximation algorithm in practice while the same upper bound on the worst case running time can be proved. We use a function for the dual variables that is different to the one used by Garg and Könemann and give a comparison of the results for both functions in practice. Further performance improvements are achieved by using the Newton method as an additional optimization step. We show that the algorithm computes a solution for which the congestion of all edges is minimized and distributed equally: the vector of the relative congestion of the edges sorted in nonincreasing order is minimal by lexicographic order. Finally, it is possible to minimize the total weighted netlength with respect to a given maximum relative congestion. Our computational results show for the first time that these approximation algorithms give good results in practice even for very large chips.
The approximation algorithm also provides a solution for the dual linear program. By linear programming duality, the value of any feasible solution for the dual linear program is a lower bound on the optimum maximum relative congestion and, therefore, gives a factor by which the capacities of the edges have to be multiplied at least in order to make the chip routable.
It is possible to add additional constraints for some nets. Nets that are timing-critical may be routed with minimum length only, perhaps even with respect to a given delay optimal topology, or a bound for the length of the net may be given. The rest of this paper is organized as follows. In Section II, we introduce some notation and terminology, formulate a mixed integer program for global routing, give the linear programming relaxation, and derive a lower bound on the optimum maximum relative congestion by linear programming duality. In Section III, we describe the approximation algorithm for minimizing the maximum relative congestion and give the complete proof that it can achieve any desired approximation ratio. In Section IV, we compare different functions for the dual variables and compare the results achieved in practice. In Section V, we describe how the Newton method can be used to improve the results in practice. In Section VI, we show that not only does the approximation algorithm minimize the maximum relative congestion, but it also "works toward" a solution that is optimal by lexicographic order. In Section VII, we show how the total weighted netlength can be minimized and in Section VIII, we describe our computational results.
II. PROBLEM FORMULATION
In global routing, an undirected grid graph is constructed: a two-dimensional grid is placed over the chip. For each tile, there is a vertex and two vertices corresponding to adjacent tiles are connected by an edge.
It is also possible that the grid graph consists of different layers such that via capacities as well as capacities for different layers can be considered. Fig. 1 shows a global routing graph with two layers: one for wiring in direction, the other for wiring in direction, and via edges in between.
We denote by the number of edges in . For global routing, only nets with pins in different tiles are considered. Let be the total number of these nets and for each net , , let be the set of vertices for which there exists a pin of the net in the corresponding tile. We call the vertices of the terminals of net . In addition, for each net and each edge , a width is given. The width of a net may vary from edge to edge because the width of a wire of a net may be different for different layers.
For a given net , let be the set of all possible Steiner trees. This set might be restricted such that it contains only a subset of all possible Steiner trees, for example, for timing-critical nets, only the Steiner trees with minimum length. We assume that given any nonnegative lengths for the edges, the algorithm can query a subroutine to compute a Steiner tree of minimum length with respect to these lengths.
In practice, a heuristic that does not necessarily return the optimum Steiner tree is often good enough. However, to compute a lower bound on the optimum solution, a subroutine that computes a lower bound of the minimum length for all Steiner trees in with respect to given nonnegative lengths on the edges is needed.
For each edge , a capacity is computed according to the number of free channels between the two tiles corresponding to and , taking into account the tanglement of the nets which have all pins either in or in .
Global routing asks for a Steiner tree for each net . Given these Steiner trees, the relative congestion of an edge is defined as and the maximum relative congestion is . As a first approach, we will consider the task to find a Steiner tree for each net such that the maximum relative congestion is minimized. Later, we will consider another version of the global routing problem: find Steiner trees such that the maximum relative congestion is at most one and the total weighted netlength is minimized.
With the notation above, the global routing problem can be formulated as a mixed integer program subject to for for for (1) Instead of solving the mixed integer program directly, we consider the linear programming relaxation by substituting the last constraint in (1) by for We call the problem of finding an optimal solution to this linear program the fractional global routing problem and we denote the value of the optimum solution by . For any feasible solution of this linear program, the relative congestion of an edge is given by . We will sometimes write a solution for the fractional global routing problem simply as a vector .
The dual of this linear program is given by subject to for for (2) By linear programming duality (a good overview can be found in [16] ), any feasible solution of the dual linear program provides a lower bound on the optimum solution for the fractional global routing problem and for the optimum solutions equality holds. According to the second inequality in (2), has to be smaller than the minimum length of all Steiner trees with respect to the length for edge . As is maximized, can be substituted by this minimum value and by rescaling such that the first inequality in (2) holds, we get the following theorem.
Theorem 1: Given any nonnegative values for the edges , the expression provides a lower bound on the optimum value of the fractional global routing problem.
Moreover, there exist nonnegative values , such that the expression above is equal to the optimum value of the fractional global routing problem.
III. SOLVING THE FRACTIONAL GLOBAL ROUTING PROBLEM
The approximation algorithm that solves the fractional global routing problem for any given approximation ratio is shown in Fig. 2 .
The variables are initialized in lines 1 to 3. The algorithm is called with the parameters , , and . The proof of the theorem in this section will show which value to choose for these parameters in order to get the desired approximation ratio. The same holds for and .
The algorithm runs through several phases. A phase starts in line 5 and ends in line 16. In the first phase we have and, therefore, for each net , a minimal Steiner tree with respect to lengths , is computed (line 10). Variable stores the Steiner tree found for net and in variable , the length of this Steiner tree at the time it was computed is stored (line 11).
During a phase for each net , the variable is increased by one (line 13). To achieve that for each net , the variables , sum up to one; all variables are divided by the total number of phases at the end of the algorithm. Finally, the dual variables are increased for all edges used by the Steiner tree (line 14); they are increased more if the net uses a greater fraction of the capacity of the edge.
In subsequent phases, a new minimal Steiner tree for net is only computed if the length of the last Steiner tree found with respect to the updated edge lengths , has increased by more than , where is a parameter of the algorithm (line 8). This is a modification of the algorithm by Garg and Könemann [14] for the maximum concurrent multicommodity flow problem. This idea was used by Fleischer [15] , [25] to reduce the theoretical worst case running time for the maximum multicommodity flow problem. Here we prove that it does not increase the worst case running time complexity and practical results show that much better results can be obtained in the same running time. This is a substantial improvement to previous implementations (for example [9] , [17] , [24] ), which loop over all nets (commodities) and compute a Steiner tree (min cost flow) for each net.
We use an update rule for the dual variables (line 14) that is different from the one used by Garg and Könemann. A comparison will be given in the next section. The total number of phases of the algorithm depends on , but usually in the application of global routing, is not arbitrarily small, for example, we can assume . To prove this theorem, we basically follow the proof by Garg and Könemann [14] , but we repeat it here in order to show that the modifications [a new Steiner tree has to be computed only if its length has increased by at least a certain amount (line 8)] do not increase the worst case running time complexity. The proof of the modified update rule for is due to Fleischer and will appear in [25] .
For the analysis of the algorithm, we need to assume that the set is restricted to Steiner trees with for all . Since we are finally interested in an integral solution with maximum relative congestion at most one, this is no restriction.
Proof: Let be the total number of phases executed by the algorithm. We will prove that if the algorithm had stopped one phase before the last one, namely, after phases, the solution would have had the desired approximation ratio.
Let be the value of variable after net has been considered in phase and has been increased in line 14 and let be the value at the end of phase . At the beginning we have (3) When the dual variables are increased in line 14 after a Steiner tree has been found, the expression increases and we have For the last inequality, we used for . (By the assumption on the set , we have for all and we assume .) For the same reason we get
In the following phases, a new Steiner tree for net is only computed if the length of the last Steiner tree found has increased by more than . Since is increased only during the algorithm, we always have at the beginning of line 14 which means that at the end of phase , we have (4)
For the last inequality, for is used. An upper bound on the relative congestion of an edge can now be derived. Suppose edge is used times by some tree during the first phases and let the th increment in the relative congestion of edge be for the appropriate . After rescaling the variables , the relative congestion of edge is . Since and (because the condition in line 4 still holds before the last phase is executed) and since we get It follows that and, hence, we get . After all, we have and also . Since , we get from (6) which means that the maximum number of phases is bounded by Fig. 3 . Maximum relative congestion in terms of running time for the algorithm in Fig. 2 for different values of for the test case quorina ( = 2:0).
The last expression can be bounded by . In the implementation, we do not have a variable for each possible Steiner tree (which would be impossible because of memory limitations), but only one variable for each Steiner tree generated by the subroutine in line 10 is needed. These Steiner trees are simply stored in a list. Fig. 3 shows how the maximum relative congestion decreases during the algorithm for different values for for the test case quorina (see Section VIII for details). If , we have the algorithm by Garg and Könemann. With larger values for , a better relative congestion is achieved in the same running time.
IV. DIFFERENT FUNCTIONS FOR DUAL VARIABLES
Garg and Könemann [14] use a different function for the dual variables. The same function was also used in an earlier version of this paper (see [18] ). Here, the update rule for the dual variables in line 14 of the algorithm in Fig. 2 was (14) Set for all
For small values of , we have , but for larger values of , this approximation does not hold. In practice, much larger values for than the ones given by theory (Theorem 2) are necessary for the algorithm to make progress. If the fraction is different during the algorithm with the function , the maximum relative congestion diverges for larger values of . It is possible to construct small examples to see this phenomenon. The reader is asked to consider the result of the algorithm for both functions for the dual variables for the following instance of the global routing problem: with and with , , and only one net, that is with and for . In Figs. 4 and 5, we show the maximum relative congestion in terms of the running time for the two different functions for the dual variables for the testcase quorina. The advantage of the new function is obvious. 
V. NEWTON METHOD FOR AN ADDITIONAL OPTIMIZATION STEP
The function for the dual variables used by the algorithm in Fig. 2 is the same that is used by earlier approximation algorithms (for example Shahrokhi and Matula [10] and Plotkin et al. [19] ). The function for of these algorithms is for given and the idea is to minimize the potential for fixed (a nonlinear optimization problem subject to the linear constraints of the fractional global routing problem), to increase afterwards, and to continue to minimize . For the algorithm in Fig. 2 , at the end of phase we have . So, and increases by with each phase.
We use the Newton method as an additional optimization step to minimize the potential . Goldberg et al. [17] used the same technique for their implementation of an approximation algorithm for the minimum cost multicommodity flow problem.
By the Newton method, for each net , a convex combination of the current fractional solution for net and the new Steiner tree is computed. For this, line 13 of the algorithm in Fig. 2 is exchanged as follows.
At the beginning of phase , the expression has value . It has to be increased by one when net is considered. If the current fractional solution for net is not changed, we would get the solution for and for If only the new Steiner tree found for net was taken for the solution for net , we would get for and for By the Newton method, the optimal step size is computed such that the potential is minimized for the new solution . For the algorithm without the Newton method, we always have . This can be used as a starting solution for the Newton method.
With and the potential can be expressed as a function of the step size
The function is convex and if for at least one edge , is strictly convex. In this case, there exists a unique optimal step size , which minimizes the potential . The first and second derivative of are easy to compute. After the new coefficients for the fractional solution of net have been computed, the dual variables have to be recomputed also for all It is possible to implement the Newton method in such a way that to compute the step size for one net , only those edges have to be considered that belong to one of the Steiner tree already computed for net .
In practice, a better relative congestion of the edges could be achieved by the Newton method in the same running time. Fig. 6 shows the results with and without the Newton method for the test case quorina.
If the step size is greater than , the relative congestion for some edges decreases and so does the value of some dual variables . To derive (4), increases only. It is an open problem to derive a polynomial bound on the number of phases under the assumption that the step size can computed optimally by the Newton method.
We have a gradient method with line search. The Newton method is a heuristic that gives better results in practice.
VI. OPTIMALITY OF THE SOLUTION BY LEXICOGRAPHIC ORDER
The approximation algorithms, which minimize the potential , does not only minimize the maximum relative congestion of the edges.
If the chip was split into different regions, which are either separated from each other by blockages or are far away from each other such that the edges in between the regions are not used, the algorithms would compute a solution such that the maximum relative congestion of each region is minimum. Here, we show that they "work toward" a solution for that the vector of the relative congestion of the edges sorted in nonincreasing order is minimal by lexicographic order. 1 The following lemma shows the following. Suppose the vector is a solution for the fractional global routing problem such that the congestion of the edges is not optimal by lexicographic order and assume that for given , the algorithm could compute a solution that minimizes the potential , then there exists an such that for all the algorithm could not come up with the solution . In the lemmaf, represents the congestion of the optimum solution and of the solution .
Lemma 1: Let , , and by lexicographic order. Then, there exists such that for all the following holds:
Proof: Assume for and . Then
Choose . For , the last expression is zero because then and for , the last expression is greater than zero. In practice, it is desirable not only to minimize the maximum relative congestion of the edges. If the congestion of the edges is smaller, extra spacing between the wires to ensure signal integrity is possible. The coupling capacitance is smaller and so is crosstalk. Finally, the running time of the local router decreases if the congestion is smaller.
Another advantage compared to ripup and reroute algorithms that minimize only the maximum relative congestion of the edges is that the congested areas can be detected easier from congestion maps (a picture of the chip where the congestion of the edges is displayed by different colors). This is important if a solution for the global routing problem does not exist. The following theorem shows that congestion maps for solutions that are optimal by lexicographic order look exactly the same.
Theorem 3: Let and be two solutions for the fractional global routing problem such that the vector of the relative congestion of the edges sorted in nonincreasing order is minimal by lexicographic order.
Then, the relative congestion of each edge is the same for both solutions.
Proof: Suppose the relative congestion of the edges is different. Let us consider the solution . If is the relative congestion of edge for and resp. for , then is the relative congestion of edge for .
Choose such that is maximal among all edges with , and let us assume w. l. o. g. . Then, for all edges with , but for edge , we have such that the relative congestion of the edges for is better by lexicographic order than for .
VII. MINIMIZING THE TOTAL NETLENGTH
Minimizing the maximum relative congestion is not the only objective in global routing. Here, we show how to modify the algorithm described in Section III such that the total weighted netlength is considered and minimized subject to the condition that the maximum relative congestion of the edges is at most 1. We follow the approach by Garg and Könemann [14] for the minimum cost multicommodity flow problem.
In addition to the capacity for each edge , the length is given, that is, for an edge in or direction, the distance between the midpoints of the tiles corresponding to and . For each net , a weight is given. Let be a target for the total weighted netlength; then, the constraint (7) is added to the linear program (1) of the fractional global routing problem. This constraint is very similar to the capacity constraints for the edges, the first constraint in (1), and the algorithm can be modified to treat this new constraint in the same way as the capacity constraints. To minimize the total weighted netlength, we want to be as small as possible such that , the maximum relative congestion, is at most one. This is achieved by binary search over . In practice, the netlength in the final solution is only slightly higher compared to the minimum netlength if each Steiner tree is as short as possible ignoring capacities. This gives a good estimate for .
For the dual of the linear program an additional dual variable for constraint (7) is needed. The dual linear program is given by subject to for for Fig. 7 shows the modified algorithm. During the algorithm, minimal Steiner trees are computed with respect to the length for net and edge (line 10). The length of an edge is a linear combination of , measuring how much the edge is used, and the weighted length of the edge.
With the assumption that for each Steiner tree found in line 10 (which usually holds for the global routing problem), the proof in Section III can be extended to show that a approximation for the fractional global routing problem with constraint (7) is found by the algorithm in Fig. 7 in phases. If for some Steiner tree , we have , variable in line 13 is increased only by , and another Steiner tree has to be found for the same net until the total increment of is one (for details, see [14] ). To apply the Newton method as in Section V, we define for constraint (7) and the potential . Higher values for relax constraint (7) and, as a result, the congestion of the edges is decreased further.
VIII. COMPUTATIONAL RESULTS
We have implemented the algorithm in C. All runs are on an IBM workstation RS/6000 model 270. The global routing algorithm has been used together with a local router in the routing package XRouter (see [20] - [22] ) for several IBM processor chips.
For computing the Steiner trees, we use a subroutine that computes the optimum Steiner tree for nets with two or three terminals. For nets with more terminals, it is a heuristic: it computes the Steiner points of the minimal Steiner tree with respect to length (see [20] ), then performs a Dijkstra search using the Steiner points as additional targets. However, these Steiner points do not necessarily have to belong to the Steiner tree, as antennas are removed in the end.
The condition in line 4 of the algorithm in Figs. 2 and 7 is not checked. Instead, the algorithm stops when a desired maximum relative congestion is achieved. Table I shows some chips with their grid size, number of global routing nets (nets with pins in different tiles), average number of pins per net, and average capacity for the edges in TABLE I  CHARACTERISTICS OF CHIPS FOR THE GLOBAL ROUTING PROBLEM   TABLE II  MINIMIZING THE MAXIMUM RELATIVE CONGESTION -, -, and direction. PRIZMA is a chip used for telecommunication, 630 fpp is a followup of the Power3 microprocessor, and MBA00 is part of the S/390 processor chip set. All other chips are different ASICs.
All chips are placed flat, except for 630 fpp and m_3l, which are hierarchically designed and placed in blocks. The difference for the global routing problem is that these two chips have more nets which are longer. The chip m_3l has seven layers of metal for routing, chip 630fpp, PRIZMA, and MBA00 have six routing layers, and WIND_PCI has five layers of metal. The chip quorina has only three routing layers. The chip WIND_ICP is in technology SA-12E, the chip PRIZMA is SA-27 (for details see [23] ).
In the current implementation, all routing layers in direction are condensed into a single layer for global routing and the same is done for all routing layers in direction. The graph for the global routing problem is the same as in Fig. 1 . Table II shows the running times of the approximation algorithm in Fig. 2 with the Newton method (Section V) for these chips and how the maximum relative congestion and the lower bound improve during the algorithm. The running time to compute the lower bound (compute a minimal Steiner tree for each net according to Theorem 1 at the end of a phase) is not included in the time given in the last column. The lower bound is based on the assumption that the subroutine computes the optimum Steiner tree, which is not the case for nets with more than three terminals. Table III shows the results of the algorithm in Fig. 7 , which also considers the netlength. In the fourth column, the weighted netlength of the fractional solution is shown. For the target netlength , we always chose the minimum netlength (each Steiner tree routed as short as possible-ignoring capacities), which is found in the first column.
The computational results also show that the running time needed for a phase is smaller if the netlength is also considered. The reason is the following. The dual variables increase more for highly congested edges and these edges build up barriers that have to be broken by the Dijkstra search for those nets that need to cross these barriers and, hence, more nodes have to be labeled. If the netlength is also considered, the length of an edge is the sum of the usage and the weighted length and the Dijkstra search can go straighter to the target if the terminals of the net lie in uncongested regions. For the same reason, the running time for a phase increases during the algorithm if the netlength is not considered. We compared the algorithm with the following ripup and reroute algorithm: In the first phase each net is routed with minimum length. The length of the overloaded edges is increased by a very small value, such that the total number of overloaded edges used is minimized as a second objective for the case that there are several routes of minimum length. In a second phase, the congestion of overloaded edges is reduced by rerouting all segments crossing an edge with maximum overload and finally exchanging that segment for which the length increased by as little as possible. When segments are rerouted, edges with the maximum overload are either forbidden or the edges have high exponential cost as a function of their congestion.
For chip PRIZMA, this ripup and reroute algorithm failed and increased the netlength by more than 3% starting from the minimum netlength (each net routed separately), whereas the approximation algorithm found a solution with the total netlength being only 1.7% greater than the minimum netlength.
On easy instances, for example, chip 630 fpp, routing each net with minimum length gave almost a feasible solution. In this case, the running time of the approximation algorithm was much higher and there was almost no improvement in the quality of the solution. Fig. 8 shows a comparison of the congestion of the edges for the ripup and reroute algorithm and of the approximation algorithm: (a) shows the congestion of the edges for the initial solution (each net routed as short as possible but overloaded edges are already avoided); (b) the final solution of the ripup and reroute algorithm; and (c) shows the fractional solution after 10 ten phases of the approximation algorithm in Fig. 7 , which also considers the netlength. The number of edges, which are highly congested (for example, have a relative congestion between 0.85 and 1.0), is considerably smaller.
After solving the fractional global routing problem, randomized rounding is applied. For each net , independently one Steiner tree is chosen at random and the probability that Steiner tree is chosen is . For details, see [4] and [5] . Randomized rounding is not at all critical during the whole process. We have not even implemented a derandomized version; we simply perform 100 randomized rounding steps and chose the solution for which the maximum relative congestion is minimum. The maximum relative congestion increased only on very few edges and by using the ripup and reroute algorithm, the congestion could be reduced to almost the value of the solution for the linear program in a few seconds.
For the chip MBA00, the distribution of the congestion of the edges after randomized rounding looked exactly the same as the distribution before randomized rounding. There was no difference in the Fig. 8(c) .
We would also like to mention another advantage that we experienced by our comparison with the ripup and reroute algorithm. For each net, we computed the factor of how much longer the net is in the final solution compared to the minimum length possible. For the ripup and reroute algorithm, there were several nets with a high factor; for the approximation algorithm (the version which considers the netlength), the maximum factor and also the number of nets with a high factor was much smaller. When a ripup and reroute algorithm decreases the congestion of an edge, it has a very limited view and limited number of choices, so it may have to increase the length of the Steiner tree for a net substantially.
IX. CONCLUSION
We have presented an approximation algorithm for solving the linear programming relaxation of the global routing problem. If a solution for the fractional global routing problem with maximum relative congestion at most one does not exist, the global routing problem is not solvable. In this case, the algorithm provides a proof by the dual solution. This is one of the advantages over many other algorithms for global routing.
Our computational results show that the algorithm is superior on difficult instances where ripup and reroute algorithms fail.
