Estimating the size of animal populations is essential for understanding the demography and conservation status of species. Genetic Non-Invasive Sampling (gNIS) combined with Spatially Explicit Capture-Recapture (SECR) modelling may provide a practical tool to obtain such estimates. Here, we evaluate for the first time the potential and limitations of this approach to estimate population densities for small mammals inhabiting patchily distributed habitats, focusing on the endemic Iberian Cabrera vole (Microtus cabrerae). Using 11 highly polymorphic microsatellites and two sex-linked introns, we compared population estimates in November/December 2011 based on live-trapping and gNIS and assessed the impact of distinct consensus criteria to differentiate unique genotypes. Live-trapping over 21 days captured 31 individuals, while gNIS over 5 days recorded 65-69 individuals. SECR models indicated that individual detectability was positively affected by live-trapping capture success on the previous occasion, while for gNIS, it was mainly affected by genotyping success rates and patch size. Live-trapping produced the lowest density estimates (mean ± SE) of 16.6 ± 3.2 individuals per hectare of suitable habitat (ind/ha). Estimates based on gNIS were higher and varied slightly between 25.2 ± 4.0 and 28.8 ± 4.5 ind/ha depending on assuming one or two genotyping errors, respectively, when differentiating individual genetic profiles. Results suggest that live-trapping underestimated the vole population, while the larger number of individuals detected through gNIS allowed better estimates with lower field effort. Overall, we suggest that gNIS combined with SECR models provides an effective tool to estimate small mammal population densities in fragmented habitats.
Introduction
Estimating the size of animal populations is crucial to determine species conservation status and to provide a baseline to assess population trends (Stem et al. 2005; Traill et al. 2007 ). However, obtaining precise and accurate estimates of the number of animals within an area and evaluating demographic changes over time still remain challenging (Efford 2004; Schwartz et al. 2007 ). Estimating population size may be particularly difficult in the case of rare and elusive species inhabiting patchy environments and thus showing a metapopulation-like spatial structure. These species are inherently difficult to sample, and densities may differ widely among occupied patches, while other patches may be unoccupied at the time of sampling (e.g. Thompson 2004; Conroy et al. 2008 ). This makes the use of conventional approaches, such as capture-mark-recapture (CMR) based on trapping grids, particularly ineffective and costly, as they typically involve great sampling effort and frequently provide insufficient data to employ most traditional CMR models (e.g. Waits and Leberg 2000) .
A promising solution to overcome these difficulties may be the combination of genetic Non-Invasive Sampling (gNIS) with Spatially Explicit Capture-Recapture (SECR) modelling (Lukacs and Burnham 2005; Kéry et al. 2010; Rodgers et al. 2014) . On the one hand, gNIS avoids the need to capture animals by making use of DNA extracted from hair, faeces and other sources to obtain individual identifications (e.g. Beja-Pereira et al. 2009; Luikart et al. 2010; Lampa et al. 2013 ). This may substantially reduce field costs, particularly where the animals are difficult to capture, and at the same time eliminate the welfare risks associated with the capture and handling of individuals (Fletcher and Boonstra 2006; Sikes et al. 2011) . On the other hand, explicit incorporation of the spatial component in CMR data may counteract critical problems of non-spatial CMR models, such as ill-defined sampling areas, heterogeneous detection probabilities due to the uneven spatial distribution of animals relative to traps as well as spatial variation in animal densities due for instance to variation in habitat conditions among patches (Borchers and Efford 2008; Efford and Fewster 2013) . Despite this potential, the combination of gNIS and SECR to estimate patchily distributed animal populations remains relatively little explored (but see, e.g. Murphy et al. 2017; Slauson et al. 2017; Royle et al. 2018) , thus making it still uncertain how to deal with a number of logistic and technical difficulties (Kéry et al. 2010; Rodgers et al. 2014; Royle et al. 2018) .
Problems often associated with the use of gNIS in population studies include the low quantity and poor quality of target DNA, which reduces amplification success rates and increases genotyping errors (e.g. allelic dropout, false alleles), as well as high probability of contamination (Waits and Leberg 2000; McKelvey and Schwartz 2004) . Genotyping errors are particularly problematic, because they may contribute to under-or overestimate the number of individuals detected and thus bias population estimates (Waits and Leberg 2000; McKelvey and Schwartz 2004 ). This problem is usually overcome by obtaining independent genotypes from the same sample to generate a consensus genotype (Taberlet et al. 1999; Bonin et al. 2004 ). However, a central decision for using gNIS in population estimates is setting the genotype similarity threshold among samples, which determines whether they came from the same individual or from different ones (Macbeth et al. 2011) . Deciding how many loci mismatches may be allowed for individual identification is difficult and depends on how accurate and cost-effective a consensus must be (Kalinowski et al. 2006) . Usually, rigid criteria in scoring and accepting consensus genotypes are used to minimise the impact of potential genotyping errors (e.g. Okello et al. 2005) . However, there is scarce information on how the criteria to obtain consensus genotypes affect population estimates and how these estimates based on gNIS compare to traditional live-trapping approaches (Waits and Leberg 2000; Rodgers et al. 2014) .
Here, we explore the application of gNIS in combination with SECR modelling to estimate the population size of small mammals inhabiting patchy habitats and with a metapopulation-like spatial structure, focusing on the endemic Iberian Cabrera vole (Microtus cabrerae). While gNIS-based SECR studies have become increasingly popular for medium and large mammal species (e.g. Thompson et al. 2012; Arandjelovic and Vigilant 2018; López-Bao et al. 2018; Morin et al. 2018) , this approach has been little used for small mammals (but see Rehnus and Bollman 2016; Cheng et al. 2017) . Evaluating this is important, however, as small mammals are traditionally sampled with costly and timeconsuming live-trapping methods. At the same time, gNISbased methods may be challenging due to relatively little DNA from small-sized faeces, which can result in low genotyping success and high genotyping errors (Barbosa et al. 2013; Lampa et al. 2013) . We consider the Cabrera vole to be an appropriate animal model for our purposes, since it is a globally near-threatened species with overall low abundance that typically occupies patchily distributed damp herbaceous habitats (Pita et al. 2007) , and thus would benefit from a costeffective method to monitor its populations (Fernández-Salvador et al. 2005; . Our study used the structure and parameters of SERC models to compare conventional live-trapping and gNIS-based approaches, for estimating (i) population size and density, (ii) detectability of individuals, (iii) factors affecting spatial and temporal variation in detectability and (iv) factors affecting spatial variation in density. In addition, we tested how parameters derived from gNIS-based modelling were affected by different genotype consensus criteria for individual identity assignment. Finally, we discuss the wider potential and limitations of combining gNIS and SECR in population studies of small mammals and suggest procedures for enhancing the performance of this approach.
Methods

Study area and species
The study was conducted in a 1-km-diameter circular area (ca. 78.5 ha) located in the coastal plateau of southwest Portugal (Fig. 1) . The region is characterised by a Mediterranean climate, with mean monthly temperatures ranging between 10°C in January and 22°C in August, and average annual precipitation of 650 mm, 80% of which falls between October and March (AEMET and IM 2011) . The 1-km-diameter area was predominantly flat and dominated by natural grassland (29.9% cover), arable crops (17.9%), scattered houses (14.9%) and sown grassland (9.3%). Tree cover was restricted to arboreal windbreaks and a few woodlots of pine and eucalyptus (7.6%).
Cabrera voles are habitat specialists with very restricted ecological requirements, and in our study area, they show a metapopulation-like spatial structure, being restricted to discrete and easily recognisable habitat patches, embedded in a largely unsuitable matrix composed by agricultural fields and pastures (Pita et al. 2007) . Patches have specific microhabitat features: dense and tall damp herbaceous vegetation (100% cover and mean height of 30-40 cm), including abundant grasses, sedges, rushes and reeds, often with scattered shrubs and trees (Pita et al. 2007 (Pita et al. , 2011 . These habitats are largely restricted to the margins of shallow temporary ponds or small irrigation ditches along field margins, which are subject to strong seasonal fluctuations in environmental conditions, and are frequently disturbed by farming operations (Pita et al. 2007 (Pita et al. , 2016 . Within habitat patches, Cabrera voles typically occur as monogamous breeding pairs, and individuals generally show reduced mobility and strong site fidelity, with mean ± SE (range) home ranges of 418.2 ± 56.3 m 2 (39.3-1075.6 m 2 ) (Pita et al. 2010) . Previous studies based on radio-tracking have shown no evidence of Cabrera voles using the surrounding inhospitable agricultural matrix within their Fig. 1 Map of the study area used to estimate population densities of Cabrera vole in November/ December 2011, showing the 1-km-diameter circle where sampling was carried out (broken lines) and the 37 patches of suitable habitat recorded at the time of sampling. The 23 patches in black were occupied by Cabrera voles, while the 14 in dark grey were empty. Patches outside the sampling circle are given in light grey. Live-trapping was carried out within occupied patches (patches A to W) using Sherman traps placed at 371 locations (white squares), while genetic Non-Invasive Sampling (gNIS) involved the collection of 487 faecal samples (green diamonds). In gNIS, patches C and G were not surveyed, and patches A, D, H and S were surveyed only once (see text for details) routine movements, as no signs of their activity were ever recorded outside the tall herb damp habitat patches (Pita et al. 2007 (Pita et al. , 2010 , except during dispersal movements (Pita et al. 2010) .
Study design
Because a substantial proportion (40-50%) of suitable habitat patches for Cabrera voles are often unoccupied (Pita et al. 2007 , 2011), we followed a two-phase 'adaptive' sampling design (Manly 2004; Conroy et al. 2008) , in which we first assessed the occupancy status (presence-absence of the species) of all suitable habitat patches identified in the study area and then we restricted population sampling (live-trapping and gNIS) to confirmed occupied patches. The first phase was conducted from 2 to 4 November 2011, and patch occupancy status was assessed based on intensive searches for speciesspecific signs such as faeces, runways in ground vegetation and remains of grass clippings (Pita et al. 2007 (Pita et al. , 2011 GarridoGarcía and Soriguer 2014) . Faeces of Cabrera voles are easily identifiable in field surveys and are readily distinguishable from those of other species occurring in our study area . These surveys identified 37 habitat patches covering 11.1 ha (including patches located at the boundary of the study area; mean ± SD area = 0.30 ± 0.28 ha), of which 23 patches (71.7% of suitable habitat area) were occupied by Cabrera voles (Fig. 1) . The second phase was carried out between 7 November and 16 December 2011 and involved population sampling within occupied patches using both livetrapping and the collection of faecal pellets for subsequent genetic analyses. Population density was then estimated with SECR modelling, and the results of live-trapping and gNISbased estimates were compared. In the case of gNIS, estimates were obtained considering two criteria for identity assignment from genotypes (described below).
Field sampling
Live-trapping
Because simultaneous sampling of all 23 patches was not possible due to logistic constraints, live-trapping was conducted during two periods, with 11 patches surveyed between 7 and 17 November 2011 and 12 patches surveyed between 23 November and 2 December 2011. Sherman live traps (7 × 23 × 9 cm 3 , H.B. Sherman Inc.) were placed at 371 likely capture sites (e.g. along runways, near latrines) with an average spacing of 5 m, and trap locations were recorded with a Garmin eTrex® handheld GPS device yielding an error of ± 4 m (Fig. 1) . We assumed that such GPS measurement error was negligible for the purposes of the study. Hydrophobic cotton was provided for bedding, and apple slices were used as bait, supplemented with cat food to minimise mortality of any shrews captured (Do et al. 2013) . Traps were monitored every 12 h (approx. 08.00 and 20.00 h), corresponding to 16-20 possible capture occasions per trap. All Cabrera voles captured for the first time were weighed, sexed and marked with an individual Passive Integrated Transponder (PIT) tag. Reproductive status was assessed from testis position in males and pregnancy and nipple size in females (McCravy and Rose 1992) . Animals weighing > 27 g were considered adults or sub-adults (Fernández-Salvador et al. 2005) . Non-target species were released without intervention at the point of capture.
Faecal sampling
Fresh faecal samples of Cabrera voles were collected in occupied patches during 12-16 December 2011. Due to logistic constraints, only 21 of the 23 confirmed occupied patches could be surveyed for gNIS, but these accounted for 98.0% of the area where live-trapping was conducted (Fig. 1) . Each patch was surveyed over four consecutive days, and new faeces were collected on each day to allow for the 'capture' and 'recapture' of individuals. Four patches were only surveyed on the first day, because no fresh faeces suitable for genetic analysis were found (Fig. 1) . The duration of daily surveys searching for faeces was directly proportional to patch area, ranging between 20 and 120 min. The sampling preferentially targeted faeces that were either isolated or in small latrines (< 20 faeces), to minimise the risk of different individuals contributing to the same sample. Each sample consisted of up to 20 faeces (mean ± SD = 5.8 ± 3.0), collected with sterilised tweezers and stored in a 2-mL microtube containing 96% ethanol. The location of every sample was recorded with a GPS device (Fig. 1 ). Samples were stored for an average of 494 days (ranging from 95 to 699 days) at − 20°C, prior to DNA extraction.
Genetic analysis
To reduce costs, genetic analyses were performed on a subset of 66.3% of samples, chosen to provide a comprehensive spatial coverage of each patch and to maximise the number of individuals detected. Within each patch, we selected samples that included a large number of pellets (> 3) and were preferentially > 2 m from the nearest location with samples collected in the same occasion. All samples were analysed in patches where less than 10 samples were collected.
DNA was extracted from each sample and genotyped for 11 microsatellite markers and two sex-linked introns to allow individual identification and sexing, as described by Ferreira et al. (2018) . The microsatellite genotyping followed a stepwise approach, in which an initial set of three loci was used to screen for sample quality (see Ferreira et al. 2018 for details). Samples that failed to amplify this first set were discarded from further analyses. Because eventual cross-specific amplification with our markers could not be fully discarded (see Ferreira et al. 2018 for details), we confirmed species identification of all successfully genotyped samples using a small fragment of the cytochrome b (cyt-b) gene, developed for all Iberian rodents (Barbosa et al. 2013) . All samples that were successfully genotyped for the initial set of three loci, and confirmed to be from Cabrera voles, were subsequently amplified for the additional eight microsatellites and the two sex-linked introns, following Ferreira et al. (2018) . To ensure that genotyping success was not affected by sampling of nontarget species, we also amplified the cyt-b gene in 26% of the samples discarded after the first set of three loci. This subset was selected randomly from the overall pool of discarded samples, and it comprised 9.1 to 100% of samples discarded in each patch (Table S1 , Online Resource).
The set of 11 loci used for individual identification yielded a high probability of exclusion (PE = 0.999) and low probability of identity for all individuals (PI = 3.3 × 10 −12 ) and among siblings (PIsibs = 4.2 × 10
), given the high diversity of the loci (average observed heterozygosity H O = 0.75; average expected heterozygosity H E = 0.76; Ferreira et al. 2018) . These values are within the range recommended for non-invasive sampling (Mills et al. 2000; Waits et al. 2001; McKelvey and Schwartz 2004) . For each marker, we performed four to eight PCR replicates to minimise and correct genotyping errors (Taberlet et al. 1999; Bonin et al. 2004 ). Genotyping error rates were estimated using the software Pedant (Johnson and Haydon 2007) . Since Pedant only allows pairwise comparisons of two replicates, we made all pairwise comparisons for four PCR replicates selected randomly and then averaged the results to obtain the dropout and false allele rates. Consensus genotypes for each faecal sample were constructed by analysing all replicate genotypes with the software Gimlet (Valière 2002). Sample consensus genotypes were then compared with each other. For genotypes differing by up to two loci or with data missing for up to three loci, additional PCR reactions were performed for those loci, to further check for the presence of genotyping errors and, whenever possible, to complete the genotype.
Samples successfully amplified for at least 8 out of the 11 microsatellite loci were used to identify the number of individuals. In addition to the microsatellite loci, data on sexlinked introns were also used to assign samples to individuals. We defined the threshold number of matching loci that would minimise assignment errors in two ways. Initially, we used PI and PIsibs values to estimate the probability that two random genotypes of unrelated individuals or siblings match at an increasing number of loci (0 to 11), as described in Lounsberry et al. (2015) . This analysis indicated that the probability of siblings sharing nine and eight loci was < 1 and < 2.5%, respectively (Fig. S1 , Online Resource). In addition, we analysed the frequencies of all pairwise comparisons between consensus genotypes (which could potentially be from the same individual or from different individuals) determining whether they matched when considering varying numbers of loci between 0 and 11 (McKelvey and Schwartz 2004; Fig. S2, Online Resource) . We obtained a bimodal distribution which is consistent with genotypes of the same individual sharing nine loci or more and genotypes from different individuals sharing less than eight loci (Fig. S2, Online Resource) .
Based on these analyses, the most conservative method for sample identity should cluster consensus genotypes with matches at eight loci, and this method should also provide the most conservative density estimate. However, we additionally wanted to test the influence that a lower stringency in sample identity would have on density estimations. Hence, we defined two criteria for sample identity (Mills et al. 2000; Lampa et al. 2013 ). The first criterion (gNIS1) incorporated the highest influence of genotyping error rates, by allowing samples from the same individual to differ by up to two loci. The second criterion (gNIS2) assumed a minimal influence of genotyping errors, with samples from the same individual differing by one locus at most. For both criteria, we accepted multiple comparisons with incomplete genotypes of up to two missing loci.
Data analyses
Model structure and assumptions
We used maximum likelihood SECR models implemented in the R package 'secr' (Efford 2014; R Development Core Team 2014) to estimate Cabrera vole density, based on either the live-trapping dataset (TRAP) or each of the two datasets generated from gNIS (gNIS1 and gNIS2; e.g. Borchers and Efford 2008) . SECRs combine a spatial sub-model describing the number and distribution of home-range centres over an area of interest (population density, D), with a spatial submodel describing the detection process, which is based on the detection probability (g0, the intercept of the detection function) and a parameter (σ) scaling the detection function (Borchers and Efford 2008) . Density was estimated considering the same area for the TRAP and gNIS datasets; in each set of analyses, we used the overall area of suitable habitat, defined by the 37 extant habitat patches, as the region of integration (habitat mask) and considered a pixel size of 4 m (total = 6944 pixels). We did not extend the habitat mask to patches of suitable habitat outside of the study area, as Cabrera voles are typically restricted to a single habitat patch within their routine movements, rather than spread over multiple patches (Pita et al. 2010 ). In addition, we performed retrospective buffer checks with the final fitted models (described below), which provided evidence that increasing buffer width beyond the study area had no discernible effect on the respective density estimates. All models were fitted using an exponential detection function, and considering a non-homogeneous point Poisson process, with density on a logscale (Borchers and Efford 2008) . The selection of the detection function was based on preliminary runs, where null models fitted using the exponential and half-normal distributions were compared via the Akaike Information Criterion adjusted for small samples (AICc; Burnham and Anderson 2002) .
For the TRAP dataset, spatial detection histories were fitted using a 'competing-risk' model for multi-catch traps (see, e.g. Borchers and Efford 2008) , given the lack of maximum likelihood estimators for single-catch traps, and because density estimates using multi-catch traps are only slightly biased when trap saturation is relatively low (Borchers and Efford 2008; Efford et al. 2009; Royle et al. 2014) . Data from the two trapping periods were pooled and modelled as a single sampling session with 20 capture occasions, assuming negligible births, deaths and migration movements in and out of the study area. Models were adjusted to incorporate varying sampling efforts resulting from unequal duration of trapping among habitat patches, and from variable numbers of active traps within a patch across sampling occasions, due for instance to incorrect trap functioning, trap saturation with nontarget species or trap disappearance/stealing from the site (Efford 2014) . For the gNIS datasets, we conducted a modelling procedure with four detection occasions, using each surveyed patch as a 'polygon detector' (sensu Efford 2011). The 'polygon detector' type is used for data from searches of one or more areas and differs from other types of detectors in that each detection may have different coordinates that are continuously distributed rather than constrained to fixed points, as in the case of 'point detectors' such as 'single or multi-catch' traps (see Efford 2018) . Since there may be multiple detections from an animal on one occasion, detection data are counts of successfully identified faecal samples per animal per 'polygon' per occasion, where each detection is supplemented with the precise x-y coordinates at which each faecal sample was found (see Efford 2018) . Since four of the 21 patches were surveyed only in the first sampling occasion, we also incorporated varying sampling efforts for each 'polygon' detector.
Model building and selection
For each dataset, model building and selection was made through a two-step procedure, based on the AICc (Burnham and Anderson 2002) . The first step consisted of building for each dataset several alternative SECR models testing the effects of each predictor alone (univariate tests) on each model parameter separately (g0, σ and D). Covariates for the detection processes (g0 and σ) included (i) patch area (A; log-transformed), which may correlate negatively with detectability (Scharine et al. 2011) ; (ii) one of two possible time effects, testing whether detection varied with the sampling occasion (t) or whether there was a tendency for higher or lower individual detectability along the course of the study (T; Borchers and Efford 2008; Efford 2014) ; (iii) one of six alternative behavioural effects (b, B, bk, Bk, k and K; see Table 1 for a detailed description), in the case of live-trapping related to animal trap avoidance or attraction after previous captures (Efford 2014) , and in gNIS related to possible changes in marking behaviour of voles following removal of faeces or bias from observers due to repeated surveys at previously successful locations (Lampa et al. 2013; Mollet et al. 2015) ; and (iv) for the gNIS datasets, the genotyping success within each habitat patch relative to the number of samples analysed (GS; see Table 1 for a detailed description of the tested covariates). For the density parameter (D), the predictors considered were (i) the patch area (A; log-transformed), which was included since the density of patchy populations occurring in small habitat patches often correlates negatively with patch size (Bowers and Matter 1997) and (ii) patch isolation, chosen from either the minimum distance to the nearest habitat patch (Dist) or the average minimum distance to the five nearest patches (Dist5), as isolation metrics are expected to negatively affect density (Johannesen et al. 2000 ; Table 1 ). The best models for time, behavioural and isolation effects were chosen from the set of alternatives based on AICc values. We also attempted to include patch identification as a sitespecific effect on both detectability and density, but models including this categorical variable always failed to converge, possibly due to the large number of levels involved.
Univariate models including each of the three to four predictors potentially affecting detectability (i.e. patch size, time, behaviour and genotyping success) and each of the two predictors thought to affect density (i.e. patch size and isolation) were then compared with the null model of constant parameter values. Models yielding AICc values at least 10 units lower than the null model were taken to provide support for the importance of the tested predictor effect on vole detectability and density (Burnham and Anderson 2002) . Such predictors were incorporated into a second analytical step, which consisted of building for each dataset a series of alternative multivariate models underlying different hypotheses, by including all possible combinations of main predictors on both the detection process and density. Candidate models were ranked using the Information Theoretical Approach (ITA) of Burnham and Anderson (2002) based on AICc and Akaike weights.
For each set of analyses, density (D) and detection parameters (g0 and σ) were estimated from the best ranking models. Population size was estimated considering the region of integration specified in the SECR models, i.e. the overall area of suitable habitat defined by the 37 habitat patches present in the study area. Differences between density estimates were considered statistically significant when they had nonoverlapping confidence intervals at 84%, which corresponds to a P level of 0.05 (MacGregor-Fors and Payton 2013).
Data availability
The datasets generated and analysed during the current study are available from the corresponding author upon request.
Results
Population estimates from live-trapping data
There was a total of 1567 small mammal captures, with at least one capture in 22 out of 23 patches surveyed, including Algerian mice (Mus spretus; 84.2% of overall captures), greater white-toothed shrews (Crocidura russula; 5.8%), rats (Rattus sp.; 4.5%) and southern water voles (Arvicola sapidus; 0.3%). Cabrera voles were captured 81 times (5.2% of overall captures) in nine habitat patches, corresponding to 31 different individuals, 48.4% of which were females (Table 2 ). Adults and sub-adults comprised 90.3% of the captured Cabrera voles, of which 21% of males and 14% of females were reproductively active. More than half of the individuals (54.8%) were captured more than once (Table 2) , but none were recaptured in different patches, supporting the geographical closure assumption. Nearly half the individuals (48.4%) were captured in a single patch, which accounted for 70.4% of overall Cabrera vole captures (Table S1 , Online Resource).
Preliminary univariate screening of covariates for detectability parameters (g0 and σ) provided strong support for a behavioural transient response to capture in the preceding occasion (B), as well as for a time-related linear trend over the course of the study (T; Table S2, Online Resource). A site-learned response (k) was also apparent in the scaling of the detection function (σ), though in the case of baseline detectability this response was much less supported (g0) than the transient response B (Table S2 , Online Resource). All covariates tested for density (D) were only weakly supported (Table S2 , Online Resource). Given the above results, and since only a single behavioural effect can be included at the same time in both detection parameters (Efford 2014) , only the two predictors affecting detectability (B and T) were carried forward to subsequent multivariate analyses, resulting in a set of 16 alternative candidate models (Table 3) .
The top ranking multivariate model was over four times more likely to be the best model than the second highest ranking model and included a transient behavioural response (B) on both detectability parameters g0 and σ and a time trend (T) effect on g0 (Table 3 ). The negative value of the coefficient σ(B) and the positive value of the coefficient g0(B) (Table 4) suggest that individuals captured on one occasion tended to reduce their movement ranges and to increase their recapture probability on the following occasion. On the other hand, the positive coefficient g0(T) suggests that overall capture probability tended to increase over the course of the study (Table 4) . Based on the best model, we estimated the presence of 184 Cabrera voles in the study area, with a density of 16.6 individuals per hectare of suitable habitat (Table 5) .
Population estimates from genetic non-invasive sampling
We collected 487 faecal samples in 18 of the 21 patches surveyed (mean ± SD [range] = 28.6 ± 16.3 [1-58] samples per Npar number of parameters in the model, logL model log-likelihood, AICc Akaike Information Criterion corrected for small samples, ΔAICc difference between the AICc of the model in question and the model with lowest AICc, AICcwt model Akaike weights, g0 baseline detection probability, σ spatial scale of detection, D density patch; Fig. 1 ), of which 323 (1 to 39 per patch) were selected for genetic analysis (Table S1 , Online Resource). A total of 115 samples were successfully amplified at eight or more loci (36% overall genotyping success, 0-68% per habitat patch; Table S1 , Online Resource), all confirmed to be from Cabrera vole through cyt-b sequencing. From the remaining 208 discarded samples, we identified the species of 54 (26% of the total), of which 53 were from Cabrera vole and only one from southwestern water vole (A. sapidus; Table S1 , Online Resource). The genotyping error rates were low, with an average dropout rate of 0.007 and no false alleles detected. Likewise, missing data of the genotyped samples was low (3.4%). The criteria used to assign samples to individuals only slightly affected the number of individuals recorded, ranging from 65 (gNIS1) to 69 (gNIS2), as an increasing number of samples were identified as belonging to new individuals when the assumed influence of genotyping errors decreased (Table 2) . There was a similar increase in the mean number of individuals detected per patch, and the proportion of individuals detected more than once decreased from 40% (gNIS1) to 34.8% (gNIS2). Preliminary univariate screening showed consistent effects for the two gNIS datasets, indicating that patch size (A) and patch-specific genotyping success (GS) were the main covariates affecting baseline detectability (g0), while patch size (A) and distance to the nearest five patches (Dist5) were the main covariates of density (D; Tables S3-S4, Online Resource). These effects were carried over to subsequent multivariate analyses, resulting in a total of 16 candidate models (Tables 6 and 7) .
For each dataset, the ranking of multivariate models highlighted four top models that were relatively well supported (Tables 6 and 7) . They all included the negative effect of patch size (A) and the positive effect of genotyping success (GS) on baseline detectability (g0; Table 4), differing only in the density sub-models, with each one including one of all possible combinations of patch size and mean distance to the nearest five patches (Dist5 , Tables 6 and 7) . Since the incorporation of density covariates resulted in small changes in overall model fit relative to the model without them (similar log-likelihood values), we retained the model incorporating only covariates to baseline detectability (g0).
Based on the best models, population density estimated from gNIS was 1.5× to 1.7× higher than those from livetrapping (live-trapping 16.58 ± 3.17 (mean ± SE) individuals ha −1 ; gNIS1 25.19 ± 3.95; gNIS2 28.83 ± 4.52; Table   5 ). There was major overlap in the 84% confidence intervals of estimates obtained from gNIS1 ), but their overlap was small or null, respectively, with the corresponding 84% CI of the livetrapping estimate (12.71-21.64). Baseline detectability (g0) was low for both sampling methods, while the scale parameter (σ) did not differ greatly among sampling techniques (Table 5) . The model for TRAP includes a time trend effect on the baseline detection probability [g0(T)] and a behavioural transient response on detection probability and spatial scale parameter [g0(B), σ(B)]. Models for gNIS1 and gNIS2 include an effect of genotyping success and patch size on detection probability [g0(GS), g0(A)] Table 5 Parameter estimates (mean ± SE) and 95% confidence intervals based on the best model assigned to the live-trapping (TRAP) and genetic noninvasive sampling datasets (gNIS1 and gNIS2)
0.0036 ± 0.0001 (0.0035, 0.0037) 0.07 ± 0.03 (0.04, 0.14) 0.07 ± 0.02 (0.03, 0.13) σ 6. 31 ± 0.06 (6.19, 6.44) 5.11 ± 0.59 (4.09, 6.40) 5.23 ± 0.59 (4.19, 6.53) D 16.58 ± 3.17 (11.44, 24.04) 25.19 ± 3.95 (18.56, 34.19) 28.83 ± 4.52 (21.24, 39.14) Population size 184. 24 ± 35.21 (127.11, 267.05) 279.85 ± 43.89 (206.18, 379.85) 320.36 ± 50.25 (236.01, 434.86) g0 average baseline individual detection probability, σ spatial scale parameter of the detection function (m), D number of individuals per hectare of suitable habitat, Population size number of animals estimated in the 37 suitable habitat patches existent in the study area
Discussion
In this study, we estimated for the first time the density of a patchy population of a small mammal with a metapopulationlike spatial structure using gNIS in combination with SECR modelling and compared the estimates with those from more conventional live-trapping approaches. Overall, we found that gNIS provided higher population estimates than live-trapping. There was only little variation in gNIS-based estimates irrespective of the criteria used to differentiate individuals, Npar number of parameters in the model, logL model log-likelihood, AICc Akaike Information Criterion corrected for small samples, ΔAICc difference between the AICc of the model in question and the model with lowest AICc, AICcwt model Akaike weights, g0 baseline detection probability, σ spatial scale of detection, D density suggesting they were not critically affected by genotyping errors. Overall, our study confirms the potential of gNIS for estimating small mammal densities in patchy habitats and illustrates some caveats that need to be considered in practical applications (Waits et al. 2001; Lampa et al. 2013 ).
Population size estimates
The higher population estimates obtained with gNIS-based models were likely closer to reality, as live-trapping probably underestimated population size due to the lower detection efficiency of individuals. In fact, there seemed to be a 'trap-shy' response by part of the population that never enters traps and therefore was systematically lost with this approach. This is clearly underlined by the number of different individuals recorded, with 31 detected through live-trapping in 21 sampling days, while 65 to 69, depending on the genotyping consensus criteria, were detected with gNIS in just 5 days and in more habitat patches. This was not a consequence of a larger searching area for gNIS, as we surveyed for faeces in only 21 of the 23 live-trapped patches, albeit corresponding to 98% of the area with occupied habitats. Furthermore, we have not analysed genetically one third of the samples collected, which might have resulted in the detection of even more individuals. While it is conceivable that the 10-day interval between live-trapping and gNIS could possibly have affected the results due to breeding output resulting in slight temporal changes in vole abundance, the 1.5× to 1.7× increase observed over such a short period is unlikely to be due to new individuals recruiting into the population . This is supported by the observed low numbers in both juveniles and reproductively active adults live-trapped, which may be a consequence of the dry conditions and general poor habitat quality (lack of lush herbaceous vegetation), suggesting a delay in the onset of breeding in our study year . Overall, the marked differences between estimates obtained from live-trapping and those from gNIS seem to reflect a systematic underestimation of the number of individuals by live-trapping, likely due to behavioural heterogeneity beyond that compensated for by the models. A clear advantage of gNIS is that it is not susceptible to this same bias. Variation among gNIS-based population estimates was small irrespective of the criteria used to build consensus genotypes and thus the number of different individuals detected. The mean estimated number of individuals was lower when assuming higher genotyping error rates in scoring, i.e. when we considered samples to come from the same individual even if genetic profiles differed in up to two alleles (gNIS1), rather than only a single allele (gNIS2). Because of this, the mean estimated population size based on gNIS1 was 87.4% of that estimated based on gNIS2, with notably overlapping confidence intervals. The confidence interval width increased from gNIS1 to gNIS2, but this was because the standard error of the estimate was proportional to the mean. These results suggest that the effect of genotyping errors was not critical when estimating population size with gNIS.
Comparisons with other studies were difficult, because the size of Cabrera vole populations varies substantially through the year and among years (Landete-Castillejos et al. 2000; Fernández-Salvador et al. 2005; Rosário 2012 ), which together with differences in methodological approaches make direct comparisons impossible. Nevertheless, our density estimates (16.6-28.8 individuals ha ern Portugal (Rosário 2012) . One of the reasons for the lower density estimates in our study may be that we computed densities considering the total area of habitat available, whereas previous estimates were made in relation to the catchment area of the trapping grid, which could lead to biased estimates (Efford 2004; Borchers and Efford 2008) . Another possibility is that our study sampled the population when it was particularly low due to the delay in the onset of the breeding season, while other studies already reflected population increases that generally occur in autumn and early winter ).
Factors affecting detectability and density
Besides the difference in population estimates, models obtained from live-trapping and gNIS also incorporated different covariates affecting detectability. This might be expected, because the factors affecting the probability of vole captures and recaptures in traps should be widely different from those affecting detections through genotyping faecal samples. In fact, while detectability in live-trapping was mainly affected by individual responses to traps, detectability in gNIS was mainly related to the genotyping success rate. Cabrera voles showed a 'trap-happy' behavioural response, expressed as an increased probability of an individual being recaptured and even lowering its movement ranges if (re)captured in the previous occasion, together with an increased probability of (re)capture along the course of the study. This suggests that, despite the generally low capture probabilities possibly reflecting a 'trapshy' response before the first capture, Cabrera voles may actually become familiar with traps and with being trapped.
in the local presence of detritivores that feed on and decompose vole excrement might also be influential (Santini et al. 2007; Piñero et al. 2012) . Variation among patches was not caused by species misidentification, as 98.1% of the discarded faecal samples identified through molecular methods were confirmed to belong to Cabrera vole. Detectability with gNIS also declined with patch size, even though we increased sampling effort linearly with patch size. This was likely because large patches should have more individuals and may be more heterogeneous in terms of vegetation structure (Turner et al. 2001) , thus making it more difficult to detect every individual.
No effects of covariates on density estimates were found for the live-trapping data, and there were only weak covariate effects for gNIS-based estimates. This may be a consequence of the small number of patches with detection data, for both live-trapping (9) and gNIS (14). However, we found weak negative relations between density and patch area, which is in line with previous observations showing that the density of small mammals is typically lower in larger patches (Bowers and Matter 1997) . The positive relation between density and patch isolation is more difficult to explain, as isolation is normally expected to affect density negatively (Johannesen et al. 2000) . However, it is possible to hypothesise the occurrence of crowding in isolated patches, due for instance to the reluctance of individuals to disperse when there are no patches nearby. Clearly, further research is needed on how and why Cabrera vole densities vary among patches, requiring a detailed study based on larger sample sizes and covering different ecological conditions in space and time.
Potential and limitations of gNIS-based population estimates
Our study highlighted the value of combining genetic noninvasive sampling with spatially explicit capture recapture modelling to estimate the population size of small mammals inhabiting patchy habitats. gNIS proved particularly valuable as it was not subject to behavioural biases as live-trapping was, and a higher number of individuals could be detected in a much shorter time than live-trapping. This makes the costs of fieldwork much lower than with live-trapping, though this needs to be weighed against the laboratory time and costs (see Ferreira et al. 2018) . It should be recognised, however, that gNIS based on DNA extracted from small mammal faeces may be limited by the low genotyping success rate (Barbosa et al. 2013; Ferreira et al. 2018) , compared with that achievable for larger species that produce faeces with higher amounts of extractable DNA (e.g. Solberg et al. 2006; Mondol et al. 2009; Lampa et al. 2013; Brazeal et al. 2017 ). This increases the risk of missing individuals and implies that a large number of faecal pellets should be collected and analysed to reduce such risk. This limitation can also be tackled with new technical approaches (e.g. high-throughput sequencing) that have the potential to offer substantial improvements of genotyping success, by improving the amplification success of a larger number of loci in the same PCR reaction (De Barba et al. 2017) . Overall, we suggest that gNIS based on faeces is a promising tool to estimate population sizes and trends for small mammals such as the Cabrera vole (Alasaad et al. 2011; Barbosa et al. 2013) , as already suggested for other larger species (e.g. Solberg et al. 2006; Mondol et al. 2009; Lounsberry et al. 2015) .
