We consider the problem of sparsity testing in the high-dimensional linear regression model. The problem is to test whether the number of non-zero components (aka the sparsity) of the regression parameter θ * is less than or equal to k 0 . We pinpoint the minimax separation distances for this problem, which amounts to quantifying how far a k 1 -sparse vector θ * has to be from the set of k 0 -sparse vectors so that a test is able to reject the null hypothesis with high probability. Two scenarios are considered. In the independent scenario, the covariates are i.i.d. normally distributed and the noise level is known. In the general scenario, both the covariance matrix of the covariates and the noise level are unknown. Although the minimax separation distances differ in these two scenarios, both of them actually depend on k 0 and k 1 illustrating that for this composite-composite testing problem both the size of the null and of the alternative hypotheses play a key role. Along the way, we introduce a new variable selection procedure, which can be of independent interest.
Introduction
In the last decade, a lot of effort has been devoted to developing sound statistical methods for highdimensional data. Most of the estimation procedures rely on the assumption that the parameter of interest has some possibly unknown structure. A prominent example is the high-dimensional linear regression problem where it is usually assumed that the regression parameter is sparse [8] . Despite the pervasiveness of the sparsity assumption in the literature, very few contributions challenge this assumption.
In this work, we tackle the largely ignored problem of assessing the sparsity of the regression parameter. Henceforth, we consider the random design high-dimensional linear regression model
where the unknown parameter θ * belongs to R p , the noise vector ǫ ∈ R n follows a standard normal distribution and where the rows of X are i.i.d. sampled according to the normal distribution N (0, Σ). For a given integer k 0 , we study the problem of testing whether the vector θ * has at most k 0 non-zero components.
Minimax separation distance
Before discussing our contribution, we first formalize the sparsity testing problem. For a vector θ, θ 0 denotes its number of non-zero entries. Then, given a non-negative integer k 0 ∈ [0, p], write B 0 [k 0 ] = {θ ∈ R p : θ 0 ≤ k 0 } for the set of k 0 -sparse vectors θ. Rephrasing our aim, we want to test whether θ * belongs to B 0 [k 0 ].
In order to assess the quality of a testing procedure, we rely on the framework of minimax separation distances [29] which is described in the following paragraphs. Let . 2 denote the l 2 distance in R p . For any θ ∈ R p , d 2 (θ, B 0 [k 0 ]) := inf u∈B 0 [k 0 ] θ − u 2 stands for its l 2 distance to the set of k 0 -sparse vectors. Intuitively, any α-level test φ of the null hypothesis {θ ∈ B 0 [k 0 ]} cannot reject the null with high probability when d 2 (θ * , B 0 [k 0 ]) is too small. In this work, we aim at characterizing the smallest distance ρ, such that some tests achieve a small type I error probability and reject the null with high probability whenever d 2 (θ * , B 0 [k 0 ]) is larger than ρσ. These informal definitions are made precise in the next subsection. In the sequel, P θ * ,Σ,σ stands for the distribution of (Y, X) in (1) .
In high-dimensional linear regression, the intrinsic difficulty of the intrinsic of estimation or testing problems sometimes depends on some specific features such as the knowledge of the noise level σ 2 or the knowledge of the distribution of the design. In this work, we focus on two emblematic settings. In the independent setting, we assume that the covariates are independent (Σ = I p ) and the noise level σ is known. In the general setting, both the covariance of the covariates and the noise level are unknown.
Independent setting
Fix a positive integer 1 ≤ ∆ ≤ p − k 0 , we consider the alternative hypothesis where θ * is k 0 + ∆-sparse. Given ρ > 0 and a test φ, we introduce its risk R(φ; k 0 , ∆, ρ) as the sum of the type I and type II error probabilities 
where we only consider parameters θ in the alternatives that lie at a distances d 2 higher than ρσ from the null. For a fixed γ ∈ (0, 1), the separation distance ρ γ [φ; k 0 , ∆] of φ is the largest ρ such that its risk is higher than γ, i.e. ρ γ (φ; k 0 , ∆) := sup {ρ > 0 |R(φ; k 0 , ∆, ρ) > γ}. Parameters θ lying at a distance larger than σρ γ (φ; k 0 , ∆) from the null are therefore detected with probability higher than 1-γ by φ. Finally, the minimax separation distance is
where the infimum is taken over all tests φ.
General setting
In the general case, neither the covariance matrix Σ of the covariates, nor the noise level σ is known. We only assume that the the eigenvalues of Σ are bounded away from zero and from infinity. Respectively write η min (Σ) and η max (Σ) for its smallest and largest eigenvalues. Given η > 1, define U (η) = {Σ : η −1 ≤ η min (Σ) ≤ η max (Σ) ≤ η} .
Fix ρ > 0. In this general model, the risk of a test φ is now taken as Since both Σ and σ are unknown, we evaluate the type I and type II error probabilities uniformly over all σ > 0 and all Σ ∈ U [η]. The class of covariance matrices is constrained in U [η] in order to preclude trivial settings such as Σ = 0. Then, as in the previous subsection, the separation distance of a test φ is ρ g,γ (φ; k 0 , ∆) := sup {ρ > 0 |R g (φ; k 0 , ∆, ρ) > γ} and the minimax separation distance in the general setting is defined by
In this work, we address both independent and general settings. More specifically, (i) We characterize the minimax separation distances in both the independent (ρ * γ [k 0 , ∆]) and the general (ρ * g,γ [k 0 , ∆]) setting by providing upper and lower bounds that match (up to a polylogarithmic loss in some regimes).
(ii) We introduce computationally feasible testing procedures that (almost) simultaneously achieve this minimax separation distance over all ∆.
Previous results and related literature
Before further describing our contribution, we first discuss related results in the literature.
Signal detection. The signal detection problem which amounts to testing whether θ * = 0 is a special instance of the sparsity testing problem (corresponding to k 0 = 0). Signal detection in the Gaussian vector model (which corresponds to an orthogonal design) has been extensively studied [3, 19, 20, 24, 29] in the last fifteen years. More recently, this problem has also been investigated in the random design linear regression model [1, 17, 28] .
To simplify the discussion, let us consider the high-dimensional setting where p ≥ n 1+ζ for some fixed constant ζ > 0. Then, one can deduce from [28] that the minimax separation distance in the independent setting satisfies , where f (∆, n, p) ≍ γ,ζ g(∆, n, p) means that there exist positive constants c γ,ζ and c ′ γ,ζ (possibly depending on γ and ζ) such that f (∆, n, p) ≤ c γ g(∆, n, p) ≤ c ′ γ f (∆, n, p) for all ∆, n, and p. For ∆ ≤ √ n/ log(p), this separation distance is achieved by measuring the raw correlations between the response and the covariates and rejecting when too many of these correlations are unusually large. This can be done through the Higher-Criticism scheme [1, 28] . For denser alternatives (∆ ≥ √ n/ log(p)), we observe that Var (Y ) = σ 2 + θ 2 2 . Then, a test rejecting when the empirical variance of Y is significantly larger than σ 2 achieves the optimal n −1/2 separation distance [1, 28] . In the specific regime where p is of the same order as n, and ∆ is close to √ n, the analysis has to be refined, see [17] .
In the general setting (unknown Σ and unknown σ), it has been proved in [45] that,
for any fixed ξ ∈ (0, 1/2) ;
However, for sparse alternatives, the corresponding test in [45] relies on a l 0 type variable selection method and has therefore exponential computationally complexity. For denser alternatives (∆ ≥ √ p), the lower bound entails that the minimax separation distance is large whenever p ≥ n 2 .
Comparing both the independent and the general settings, we observe that the separation distance is significantly larger in the general setting for dense alternatives ∆ ≥ √ n/ log(p).
Composite-composite testing problems and related work. An important difference between the signal detection (k 0 = 0) problem and the general sparsity testing problem (k 0 > 0) is that, in the latter, the null hypothesis is composite, thereby making the analysis of the problem more challenging. Up to our knowledge, the analysis of such composite problems has been considered only in a few work [4, 16, 21, 35] , although the problems of constructing adaptive confidence regions (e.g. [9, 10, 13, 14, 27, 39] ) or of functional estimation (e.g. [11, 12, 15, 25, 38] ) are also related to such testing problems. In particular, [39] consider the problem of constructing adaptive and honest confidence sets for θ * in the linear regression model (1) with known variance σ 2 . To achieve adaptivity to the unknown sparsity of θ * , Nickl and van de Geer need to test hypotheses of the form θ * 0 ≤ k 0 . Following the so-called "infimum testing" principle, described in a systematic way in [26] , they consider the statistic inf θ∈B 0 [k 0 ] Y −Xθ 2 2 /n. This statistic corresponds to the infimum of the empirical variance when one corrects Y by a k 0 -sparse vector θ. Under the null, this statistic is not be much larger than the noise level σ 2 . This leads them to derive
for some c γ > 0. Comparing this bound with its counterpart in the signal detection problem (k 0 = 0), we observe an increase by an additive term k 0 log(p) n accounting for the complexity of the null hypothesis.
Up to our knowledge, it is still unknown whether the upper bound of Nickl and van de Geer is optimal (that is whether ρ * 2 γ [k 0 , ∆] actually depends on k 0 log(p)/n). In this manuscript, we answer this open question, this for all k 0 and ∆.
Sparsity testing in the Gaussian sequence model. The Gaussian sequence model Y = θ * +σǫ corresponds to case p = n and X = I p . In [18] , we have pinpointed the minimax separation distances for all k 0 and ∆ both when σ is known and σ is unknown. In particular, the optimal separation distance actually depends on the size k 0 of the null hypothesis for large k 0 but is significantly smaller than what is obtained by infimum tests strategies such as those in [26] .
Generally speaking, [18] is closely related to the aims and results of this paper, but there is a significant challenge in adapting the results in [18] which are available for the Gaussian sequence setting, to the linear regression setting.
Related to this problem, some authors [11, 12, 33, 34] have considered the problem of estimating θ * 0 in the Gaussian sequence model in a Bayesian framework where all θ i 's are sampled according to some mixture distribution. Although some of the ideas can be borrowed from their work, this Bayesian setting is quite different (see [18] for a discussion).
Our results
In this paper, we characterize the minimax separation distances ρ * γ [k 0 , ∆] and ρ * 2 g,γ [0, ∆]. To alleviate the discussion, we restrict ourselves throughout this paper to the high dimensional regime p ≥ n.
Independent setting. We establish matching (up to a multiplicative constants depending on γ) upper and lower bounds for ρ * γ [k 0 , ∆], this for almost all values of k 0 and ∆; see Table 1 for a summary of these results. An aggregated test is also shown to simultaneously achieve the optimal separation distance for all ∆ > 0, entailing that adaptation to the sparsity is possible for this problem. In our exhaustive picture of ρ * γ [k 0 , ∆], some of the regimes in k 0 and ∆ are addressed by Table 1 : Square minimax separation distances ρ * 2 γ [k 0 , ∆] see Subsection 1.5 in the independent setting ) for k 0 ∈ [1, p − 1] and ∆ ∈ [1, p − k 0 ] when p ≥ n 1+ζ with a fixed ζ > 0. Separation distances are given up to constants that may depend on γ and ζ.
simple extensions of signal detection tests. However, other regimes turn out to more challenging and require novel ideas. In what follows, we briefly mention these original aspects.
• We prove that, when k 0 ≥ cn/ log(p), then the testing problem becomes extremely difficult, in the sense that the separation distance ρ * γ [k 0 , ∆] is very large. For k 0 ≥ n, this separation distance is even infinite. This is not unexpected since identifiability problems arise in this regime.
• For moderate k 0 ∈ [ n log(p) , p 1/2−ζ ] and large ∆, we prove that the upper bound of [39] turns out to be optimal, i.e. the squared minimax separation distance is achieved by their infimum test and is of the order of
. The general idea is to reduce the problem of sparsity testing (with known variance) to a detection problem with unknown variance.
• For larger k 0 ∈ [p 1/2−ζ , cn/ log(p)] (where ζ > 0 is an arbitrarily small absolute constant, and where c > 0 is an absolute constant), then both upper and lower bounds are new. The lower bound is based on moment matching strategies and best polynomial approximation akin to those of [18] in the Gaussian model. But the derivation is significantly more involved in the regression setting. For small ∆ (∆ ≤ k 0 ), an optimal test is built using any estimator of θ * achieving a small l ∞ error (see e.g. [31, 32, 44, 48] ). The test simply rejects when this estimator has more than k 0 unusually large entries. For denser alternatives (∆ ≥ k 0 ), the approach is quite different. We build a statistic based on the empirical Fourier transform of some correction of the raw correlations between the covariates and the responses Y . This approach is reminiscent of sparsity estimators in [17, 33] in the Gaussian sequence model.
General setting. We derive lower and upper bounds of the minimax separation distance ρ * g,γ [k 0 , ∆]. These bounds match except in the large k 0 , large ∆ case, where there is a log 2 (p) mismatch. See Table 2 for a summary of the results. As in the independent setting, we emphasize below the most novel ingredients of our analysis.
• Achieving the optimal squared distance ∆ log(p)/n could be easily done if one has access to an estimator whose l ∞ distance to θ * is less than σ log(p)/n with high probability. However, such an estimator is unknown for general covariance matrices Σ ∈ U (η). For θ * 0 ≥ √ n, it is even proved that no such estimator exists [10] . Here, we first introduce a l 0 -type variable selection strategy allowing to recover most of the important features of θ * . Using a samplesplitting scheme, we then prove that a test based on the restricted least-squares estimators Table 2 : Square minimax separation distances in the general setting (in the ≍ γ,η sense, see Subsection 1.5) We report in this table only the case where n 1+ζ ≤ p ≤ n 2−ζ , where ζ ∈ (0, 1) can be chosen arbitrarily small. LB stands for Lower bound and UB stands for upper bound.
to the selected subset achieves the desired separation distance. Unfortunately, the procedure is not feasible in polynomial time.
• For this reason, we also build another variable selection method based on iteratively projected square-root Lasso. The corresponding procedure turns out to be almost optimal and only suffers a poly-log(n) loss. This variable selection scheme is of independent interest. Up to our knowledge, it is the first provably polynomial time scheme that correctly selects the nonzero entries of θ * whenever all of them are large compared to σ log(p) log(n) n (see [2] for a discussion), this uniformly over the class of covariance U (η) with bounded eigenvalues. We then provide another test based on this construction, which is running in polynomial time (depending on p, n).
Other related work
Two recent work [30, 49] have among other things consider general testing problems that encompass the sparsity testing problem. These two contributions assess the quality of their tests according to the l ∞ separation distance (instead of l 2 as we do here) to the null hypothesis, i.e.
In their setting, the covariance Σ of the covariates is unknown but its inverse Σ −1 is assumed to be sparse (each row of Σ −1 has at most than n/ log(p) non-zero entries) so that it can be reasonably well estimated. In that setting, the computationally feasible test in [49] has a small type II error probability when k 0 log(p) is much smaller than n 1/4 and when
In [30] , Javanmard and Lee use a test based on the debiased Lasso. It achieves a small type I error probability. Whenever (k 0 + ∆) log(p) is much smaller than √ n, and also
cσ log(p)/n, its type II error probability is also small. Translating these results in the l 2 separation distance setting, we observe that this test achieves a squared separation distance ∆ log(p)/n which, in view of Table 2 , is optimal for small ∆. Their approach could be used instead of ours in their setting. However, we stress out that they achieve this bound to the price of considering a much more restricted class of covariance matrices than U (η) -they need that each row of Σ −1 is at most n/ log(p) sparse, while U (η) contains all matrices Σ that have their spectrum contained in [η −1 , η].
A recent line of work has focused on testing the nullity of a given subset of coordinates of θ * (e.g. [7, 10, 32, 44, 48, 50, 51] ), but both the settings and the methodology are quite different.
Notation
For any positive integer d and u ∈ R d , we write S(u) = {i : u i = 0} for the support of a vector u. For u ∈ R d and S ⊂ [d], we write u S = (u i 1 i∈S ) i for the vector in R d whose values outside S have been set to 0. For a vector γ, γ (i) stands for its i-th largest (in absolute value) entry. Given S ⊂ {1, . . . , p}, S stands for its complement.
In the sequel, c, c 1 , c ′ denote numerical positive constants that may vary from line to line. Given some quantity δ, c δ stands for a positive constant possibly depending on δ that may vary from line to line. Underlined constant such as c, c (1) do not vary in the paper.
Let a, b ∈ R two functions that may depend on several quantities such as n, p, ∆, k 0 and say u ∈ R. We write a u b (resp. a ≈ u b) if there exists a constant c u > 0 that depend only on u (resp. two constants c + u , c − u > 0 that depend only on u) such that a ≤ c u b (resp. such that
. For x > 0, ⌊x⌋ (resp. ⌈x⌉) stands for the largest (resp. smallest) integer which is less (resp. greater) or equal to x. Also, log 2 stands for the binary logarithm.
Independent setting
To simplify the notation, we denote P θ * ,σ the distribution of the data when Σ is the identity matrix. Recall that it is assumed throughout the paper that p ≥ n.
Minimax lower bound
As a starting point, we prove that, when the size k 0 of the null hypothesis is too large, consistent testing is impossible. Indeed, assume that k 0 ≥ n. Then, for any (Y, X) ∈ R n × R n×p such that Rank(X) ≥ n, there exists θ ∈ B 0 [k 0 ] that perfectly fits this sample (Y = Xθ) and it is therefore impossible to decipher whether θ * is k 0 -sparse or not. The following proposition formalizes this observation.
In the sequel, we therefore restrict ourselves to the case where k 0 < n. The next theorem provides a lower bound for the minimax separation distance of the sparsity testing problem. 
Furthermore, if p ≥ c 2 n 2 and k 0 ≥ c 3 n/ log( √ p/n), then
for all 1 ≤ ∆ ≤ p − k 0 .
In particular, (7) entails that the sparsity testing problem turns out to be extremely difficult in the regime n/ log(p) k 0 n (at least when p ≥ n 2 ).
The different regimes in (6) will be discussed together with the upper bounds at the end of the section. Let us shortly comment on the proof of Theorem 1. The functional ρ * γ [k 0 , ∆] is (almost) nondecreasing with respect to k 0 . As a consequence, the lower bound
is a straightforward consequence of the analysis of the detection problem e.g. in [28] .
The two lower bounds
and (7) are based on a reduction argument. The proof stems from the fact it is impossible to decipher between two sets of hypothesis if these two sets of hypotheses are almost indistinguishable from a third party hypothesis. Here, the third party hypothesis corresponds to θ * = 0 and a tailored noise variance σ ′ > σ. Plugging minimax lower bounds for detection with unknown variance allows us to get the desired rate. See the proof for more details.
In fact, it is most challenging to prove the minimax lower bound in the regime ∆ > k 0 > √ p as we cannot do any reduction to signal detection problem and we need to take into account that both the null and the alternative hypotheses are composite. As for the Gaussian sequence model [18] , we use a general moment matching technique [38] , but the non-orthogonal design matrix X makes the computations more tricky.
Testing procedures
In this subsection, we fix α and δ ∈ (0, 1). We now introduce three testing procedures whose combination leads to matching the previous minimax lower bound. Without loss of generality, we assume that n is divisible by 3 and we divide the sample (Y, X) into three subsamples (Y (1) , X (1) ) and (Y (2) , X (2) ) and (Y (3) , X (3) ) of equal size m = n/3. For i = 1, 2, 3, we write P (i) θ * ,σ for the probability according to the i-th sub-sample. In fact, some of the tests introduced below only use the first two subsamples. Nevertheless, we use three subsamples throughout the paper to simplify the presentation.
To characterize the performances of the testing procedures, we shall control the type I error probability uniformly over the null hypothesis and control the type II error probability on some 'large' parameter subset of the alternative. To simplify the statements of the results we shall refer to these two properties as (P1) and (P2) as defined below.
Property P1. A test φ satisfies (P1[α]) if its type I error probability is less than or equal to α, that is sup
) on a set Θ if its type II error probability is uniformly less than or equal to β, uniformly on Θ, that is inf θ∈Θ P θ,σ [φ = 1] ≥ 1 − β Following the discussion in the previous subsection, we restrict our attention to sparsities k 0 that are less than n/ log(p). This is formalized in the following condition (A[α]) where c (A) , c (A) ′ are numerical constants (respectively small enough for c (A) and large enough for c (A) ′ ) whose values are constrained in Propositions 2-5.
The first test aims at detecting whether θ * contains at least k 0 + 1 'large' entries. In order to do so, we need to build a reasonable l ∞ estimator of θ * . Note that estimators based on the debiased Lasso have already been considered in the literature (see e.g. [32] ) for performing a similar task. For the sake of completeness and as a gentle introduction to more challenging settings, we introduce here a slightly different estimator.
As a first step, we rely on a square-root Lasso [5] estimator based on the first subsample. From the design matrix X (1) , we build its column normalized modification T (1) .
The square-root Lasso estimator is then defined by
.,i 2 , i = 1, . . . , p .
In this section, we could replace the square-root Lasso estimator by a classical Lasso estimator since the noise level σ is known. Then, given θ SL , we use the second sample to improve the estimation of θ * . The estimator θ I is based on the empirical raw correlations between the covariates and the residuals.
Since the design is independent, θ I is an unbiased estimator of θ * . It is not hard to show (see the proof of the next proposition) that, under weak assumptions, this estimator satisfies has θ I − θ * ∞ cσ log(p)/n with high probability. This is why we define the test φ (t) rejecting the null if 
Again, we emphasize that similar performances are achieved by the debiased Lasso test of Javanmard and Lee [30] .
Test φ (χ) based on the l 2 norm of the residuals
The second test is also simple. We heavily rely on the knowledge of the noise level σ. In the detection setup (k 0 = 0), [1, 28] consider a test rejecting the null when the squared norm Y 2 2 /(nσ 2 ) is large compared to one. Indeed, in expectation, Y 2 2 /(nσ 2 ) is equal to θ * 2 2 + 1. Here, we have to adapt this statistic as θ * is allowed to be non-zero under the null.
First, we project the θ SL onto the parameter set corresponding to the null hypothesis. More precisely, we define θ SL,
2 . In other words, θ SL,k 0 is obtained from θ SL by thresholding its (p − k 0 ) smallest entries to zero. Then, given θ SL,k 0 , we use the second sample to assess whether θ * is significantly different from θ SL,k 0 . Define the residuals vectors
, we consider the test φ
α,δ , where the numerical constant c (χ) is introduced in the proof of the following proposition. 
It turns out that a combination of φ (t) and φ (χ) is matching the minimax lower bound of Theorem 1 when k 0 ≤ √ p. For larger null hypotheses, we need to rely on more intricate tests that are discussed in the next section.
Test φ (f ) based on the empirical Fourier transform of the raw covariances
In the Gaussian sequence framework (p = n and X = I p ), [18] have recovered the optimal separation distance using test based on the empirical Fourier transform of the data. In this section, we shall adapt this approach in the Linear regression model.
Conditionally to Y , it is shown in the proof of Proposition 4 below that the normalized raw covariances X T Y / Y 2 follow a normal distribution with parameters follow a normal distribution with mean θ * Y 2 /[σ 2 + θ * 2 2 ] and variance
2 ] and assuming that θ * 2 2 is small compared to σ 2 , this implies that the raw covariances are almost distributed as a normal distribution with mean √ nθ * /σ and covariance I p . This observation leads us to adapt the Fourier tests of [18] in our setting through raw covariances.
First, we define a suitable estimator θ I of θ * using the two first subsamples (Y (1) , X (1) ) and (Y (2) , X (2) ). This will allow us to apply the statistic to a linear regression model with parameter θ * − θ I , thereby considering a parameter with small l 2 norm.
As in Subsection 2.2.1, the first two samples are respectively dedicated to build the Lasso estimator θ SL and the debiased estimator
introduced below rejects the null hypothesis, otherwise we define θ I as
In Subsection 2.2.1, we argued that θ I achieves, with high probability, a l ∞ error less than c (t) σ log(2p/α)/n. As a consequence, under such an event, the non-zero entries of θ I all correspond to non-zero entries of θ * .
Then, we use the third subsample to compute the corrected raw covariances
θ I relative to the linear regression model with parameter θ * − θ I . If i belongs to the support of θ I , we know that θ * i is non zero, whereas, outside this support we have (θ * − θ I ) i = θ * i . The purpose of the Fourier transform statistic considered in [18] (but see also [33, 34] for previous work), is to approximate the discontinuous function
For X ∼ N (a, 1), standard computations lead to E[ϕ(s; X)] = 2 1−cos(sa) (sa) 2 =: g(sa). In particular, the function g takes values in [0, 1] with g(0) = 0 and lim |a|→∞ g(sa) = 1 (see [18] ). In some way,
is almost normally distributed, this leads us to considering the statistic
with tuning parameter s = log(e k 0 √ p ) ∨ 1. Note that for j in the support of θ I , we are already confident that θ * j is non zero and we do not have to rely on ϕ. Finally, the test φ (f ) rejects the null when
In comparison to the original statistic of [18] for the Gaussian sequence model, we use here a slightly smaller tuning parameter s and the threshold v 
The test φ (f ) rejects the null hypothesis when there are many small non-zero coefficients in θ * . In particular, if θ * contains 2k 0 > 2 √ p coefficients of order σ 1/(n log(p), then the null hypothesis is rejected with high probability. Note that σ(n log(p)) −1/2 is much smaller than the value needed to recover the position of these non-zero coefficients, which is of the order σ log(p)/n. This behavior is reminiscent of the minimax lower bound in Theorem 1, where the squared separation distance is proven to be at least of the order
when there are a few entries in θ * that are neither large nor small -see below for more precisions. It turns out that the separation distance only matches the minimax lower bound up to some log log(p) multiplicative factor. To address this issue we need to introduce an additional test φ (i) .
Test φ (i) based on the empirical Fourier transform of the raw covariance
In this subsection, we focus on entries θ * i that are neither large (with respect to σ log(p)/n) as in the analysis φ (t) nor small (with respect to σ 1/(n log(p))) as in the analysis of φ (f ) . This setting turns out to be relevant for large k 0 only and we assume henceforth that k 0 ≥ 2 11 √ p. As in the previous section, we adapt a test from [18] in the Gaussian sequence setting by applying the empirical Fourier transform to the raw covariances.
Given two tuning parameters r and l, define the function
and the statistic
In order to get a grasp this statistic let us consider the expectation of η r,w (X) for X ∼ N (x, 1). Simple computations (see [18] 
r −r φ(ξ) cos(ξx w r )dξ, which for large r, is close to 1 − exp(−x 2 w 2 2r 2 ). Thus, in contrast to the population function g introduced in the previous subsection, which converges to 1 at a quadratic rate, this function converges to one at an exponential rate, thereby better handling moderate values of θ * i . The downside of using this statistic is that
The test φ (i) is an aggregation of multiple tests based on the statistics V (r, w) for different tuning parameters r and w. Define l 0 = ⌈k
Then, the test φ (i) rejects the null hypothesis if, for some l ∈ L 0 ,
In comparison to the test in [18] , the collection of tuning parameters L 0 is slightly narrower and the threshold v i α,l has an additional corrective term of the order of ω 2 l . Proposition 5. There exist positive constants c, c α , c ′ α such that the following holds under Condi-
In Comparison to Proposition 4, |θ (k 0 +q) | is possibly much smaller than for φ (f ) in the regime where k
Aggregated test
To conclude this section, we evaluate the performances of the combination of all the previous tests. In fact, φ (i) is only defined in the large k 0 regime. We take the convention that φ (i) is a trivial test that always accepts the null hypothesis in the small k 0 regime. Consider the aggregated test
is introduced for technical purpose to handle very dense alternatives ( θ * 0 ≥ cn/ log(p/δ)). 
The test φ (ag) satisfies (P1[δ + 4α]) and (P2[δ + α + e −n/27 ]) on the collection of parameters
The case k 0 + ∆ ≤ cn/ log(p/δ) is a simple corollary of the previous results, whereas the dense case k 0 + ∆ > cn/ log(p/δ) requires further work.
To further compare this result with the minimax lower bound of Theorem 1, we assume that p = n 1+ς for some ς > 0. Recall that we also suppose k 0 ≤ cn/ log(p). From Theorems 1 and 2, we deduce that
Case 2: k 0 ≥ p 1/2+κ with an arbitrary κ ∈ (0, 1/2). For any ζ ∈ (0, 1/2) arbitrarily small, we have
and that all these bounds are simultaneously achieved by the test φ (ag) . As a consequence, φ (ag) is simultaneous minimax over all k 0 and all ∆ except in the regimes when k 0 is close to √ p or when ∆ is close to k 0 , in which case, there is possibly a polylogarithmic difference between the minimax lower and upper bound.
Let us summarize the different regimes
• If ∆ is small -first result in Cases 1 and 2 -then the squared minimax separation distance (∆ log(p)/n) is the same as for signal detection (k 0 = 0). The upper bound can be achieved using any log(p)/n l ∞ -consistent estimator of θ * and simply counting the number of its large entries. In the independent setting such estimator is easily built using the raw correlation ( θ I ) between the variables and the response. Alternatively, one could use the debiased Lasso [31, 32, 44, 48] which is valid for a wider class of Σ.
• If ∆ is large and k 0 is small -second result in Case 1 -then the squared minimax separation distance can be understood as the sum of the quantity n −1/2 arising in signal detection and the complexity k 0 log(p)/n of the null hypothesis. The matching upper bound is achieved by computing the l 2 norm of the residuals when plugging a suitable estimator of θ * . The upper bound was already obtained in [39] (for a computationally inefficient method) but the matching minimax lower bound is new.
• Finally, if ∆ is large and k 0 is large -second result in Case 2 -then the minimax separation distance is highly non standard and depends on the complexity of the null hypothesis. Both the lower and upper bound are new. In some way, they both draw inspiration from the analysis [18] of the same problem in the Gaussian sequence framework.
There are two gaps in our analysis:
• Fist, when p ≥ c 2 n 2 and k 0 ∈ (n/ log(p), n), our minimax lower bounds in Theorem 1 imply that the testing problem is almost impossible. However, for p ≤ c 2 n 2 , we did not manage to prove similar lower bounds. We conjecture that, for p ≤ c 2 n 2 and k 0 ∈ (n/ log(p), n), ρ * γ [k 0 , p] is huge, but we did not manage to prove it.
• Some poly-log terms mismatch between the upper and lower bounds arise when k 0 is close to
for some ζ > 0 and when ∆ gets close to k 0 from below -i.e. k 0 p −ζ ≤ ∆ ≤ k 0 for some arbitrarily small universal constant ζ > 0. In that regime, we could improve our upper bounds by adapting some higher-criticism [24] procedures as it was done in the sequence model [18] . However, even with this new procedure this would not completely close the gap. We conjecture that our minimax bound (6) is not completely sharp in that regime (see its proof for a tentative explanation).
General Setting
In this section, we focus on the general setting where Σ is unknown and is only assumed to belong to some class U (η) (4) for some η > 1. The noise variance σ 2 is also assumed to be unknown.
Minimax lower bound
is at least as large as ρ * γ [k 0 , ∆] since the covariance matrix Σ is unknown and I p belongs to U [η]. Therefore, Theorem 1 in the previous section provides a lower bound on
It turns out that that this lower bound is sometimes loose and that the general setting is actually more challenging in some regimes as shown by the following proposition. 
In fact, this result is a combination of Theorem 1 together with known minimax lower bounds for the detection problem (k 0 = 0) with unknown variance [45, 46] .
In comparison to the independent setting, one cannot achieve anymore the rate 1/ √ n+k 0 log(1+ √ p/k 0 )/n. Most importantly, the testing problem becomes almost impossible for dense alternative (∆ n/ log(p)) in the high-dimensional regime p ≥ n 2 .
Testing procedures
We cannot rely anymore on the test φ (χ) as the noise level is unknown nor on φ (t) and φ (f ) as their reconstruction relies on the independence of the covariates.
As in the previous sections we introduce two properties (gP1) and (gP2) characterizing the type I and II error probabilities in this setting where the noise level σ and the covariance matrix Σ are unknown. Property gP1. A test φ satisfies (gP1[α]) if its type I error probability is less or equal to α, that is sup
Property gP2. A test φ satisfies (gP2[β]) on the collection Θ of parameters if its type II error probability is uniformly less or equal to β that is inf σ>0,
Note that that in the above bound θ is rescaled by σ for homogeneity purpose. As in Section 2, we restrict our attention to sparsities k 0 that are less than n/ log(p). In the following condition, the numerical constants c (B) and c (B) ′ are introduced in the proof of Propositions 7 and Corollary 1.
In this section, we divide the sample in two subsamples (Y (0) , X (0) ) and (Y (1) , X (1) ) of equal size m = n/2. As previously, we shall combine several tests to match the minimax lower bounds.
The first test is specific to the moderate regime p ≤ n 2 . For known σ, we introduced in the previous section a statistic relying on the idea on the observation Y 2 2 /n − σ 2 estimates well θ 2 2 . Then, relying on a good k 0 -sparse estimator θ SL,k 0 of θ * and computing the square norm of the residuals, we estimate θ * − θ SL,k 0 2 2 , which under the null, should be small. Here, we follow the same strategy by considering an estimator the signal strength, still valid for unknown σ.
In [23] , Dicker tackled the problem of estimating the signal strength θ * 2 2 in the setting where Σ = I p and σ 2 is unknown. This lead him to introduce the U -statistic
which is unbiased and √ p/n consistent. For general Σ, this statistic is concentrated around the quadratic form θ * T Σ 2 θ * . As a consequence, one can use this statistic to test the nullity of θ * . For composite alternatives, we use (Y (1) , X (1) ) to build θ SL,k 0 as in Subsection 2.2.2 and then compute the residuals R SL with respect to the the second sample,
which, conditionally to θ SL,k 0 , is an unbiased estimator of
Setting the threshold
We consider the test φ (u) rejecting the null hypothesis when
α .
Proposition 7. There exist three constants c (u)
η , c η and c ′ η such that the following holds under
Recovering the ∆ log(p)/n rate with variable selection
To achieve the ∆ log(p)/n rate, it would suffice to estimate θ * at the l ∞ rate σ log(p)/n as we did for the test φ (t) in the previous section. However, we are unaware of any estimator achieving this rate uniformly over the class U (η) of covariance matrices Σ. For k 0 ≥ √ n, it is even proved that no such estimator exists [10] . Here, we adopt another strategy. We shall first estimate the support S(θ * ) of θ * and count the number of large entries of the least-squares estimator of θ * restricted to the estimated support S. Of course, if S = S(θ * ) with high probability, then the restricted least-squares estimator θ S (see below for a definition) will be close to θ * in l ∞ norm. Unfortunately, it is impossible for an estimator S to estimate exactly the support S(θ * ), especially when θ * contains arbitrarily small coordinates. This is why we shall require that the estimator S satisfies a weaker property. Given a > 0, let
/m}| be the number of small but non zero coefficients of θ * . Below a 1 , a 2 , a 3 refer to three positive quantities. Recall that S is the complement of S. 1 , a 2 , a 3 ] ). A (possibly random) set S is said to satisfy this property if
Property (S[a
In other words, the cardinal of S is not too large compared to the sparsity of θ * and the square norm of θ * outside S is at most as large as that of the small entries of θ * . Observe that the large entries of θ * are not required to belong to S.
Then, given S, we consider the restricted least-square estimator and the plug-in variance estimators θ S = arg min 
we have
, then the test φ (th) [S; c] with a suitable tuning parameter c has a controlled type I error probability. Besides, its square separation distance over B 0 [k 0 + ∆] is (up to constants depending on a 1 and a 3 ) of the order of ∆ log(p)/n.
In view of this general result, it suffices to build an estimator S of the support based on (Y (1) , X (1) ) that satisfies (S[a 1 , a 2 , a 3 ]) for small a 1 , a 2 , a 3 to get the squared separation distance ∆ log(p)/n.
l 0 variable selection
In this section, we prove that l 0 penalized variable selection procedures achieve S[a 1 , a 2 , a 3 ]. Given a subset S of {1, . . . , p}, let Π S denote the projector onto the space spanned by the columns of X (1) S . The l 0 penalized (or BIC type) criterion is defined as
The numerical constant c (l 0 ) is introduced in the proof of the next proposition. Then, the subset S l 0 is selected by minimizing the criterion over the collection of subsets S of size less that m/[10c (l 0 ) log(p)]. S l 0 = arg min S, 10c (l 0 ) |S| log(p)≤m Crit(S). 
for all 1 ≤ ∆ ≤ c ′ η,δ n/ log(p).
Aggregated tests and summary
Consider some δ > 0. Since the performances of the test φ (u) are only assessed in the regime p ≤ c η n 2 log ]. Combining Proposition 7 and Corollary 1 to evaluate the separation distance of the aggregated test and comparing them with the minimax lower bounds of Proposition 6, we obtain the following characterization.
Case 1: p ≤ n 2−κ with an arbitrary but fixed κ ∈ (0, 1/2) and k 0 ≤ √ pp −ς .
Case 2: p ≤ n 2−κ with an arbitrary but fixed κ ∈ (0, 1/2) and k 0 ≥ √ p.
For any k 0 and ∆ smaller than c η n/ log(p), we have
whereas the problem become much more difficult for larger ∆ or k 0 .
In conclusion, the aggregated test achieves the minimax separation distance except in the regime where √ p ≤ k 0 ≤ ∆ ≤ n where there is log 2 (p) gap between the two squared rates. Summing up our findings, we observe that . It would be straightforward to achieve this distance if we had at our disposal a log(p)/n l ∞ -consistent estimator of θ * . However, this is not possible over the class of Σ ∈ U (η) (Σ unknown in this class) [10, 32] . This is why we use a slightly different approach that focuses on selecting most of the relevant features (as in Property S[a 1 , a 2 , a 3 ] (24) ). Unfortunately, the corresponding test has exponential polynomial complexity. This is why we introduce a polynomial time method in the next subsection, which however, achieves the optimal separation distance up to a poly-log(n) factor.
• If ∆ is large and k 0 is small -second result in Case 1 -then the squared minimax separation distance is of the order of √ p/n and is the same as for signal detection (k 0 = 0). It is achieved by a U -statistic originally introduced for estimating θ * 2 2 when Σ = I p [23, 47] .
• If ∆ is large and k 0 is large -second result in Case 2 -then the lower bound on the minimax separation distance reflects the complexity of the null hypothesis. The lower bound is the same as in the independent setting, described in the previous section. The upper bound is based on the same U -statistic as in the previous case. Unfortunately the upper and lower bounds only match up to log 2 (p) factor. In this general setting, we doubt that adapting the Fourier statistic of the previous section is possible and we conjecture that the squared separation distance is actually of the order k 0 log(p)/n.
• Finally, we emphasize that, for ∆ large compared to n/ log(p) and p ≥ n 2 , the optimal separation distance is huge (Proposition 6). Without further assumptions, it is therefore almost impossible to test whether θ * is k 0 -sparse or if θ * is a dense vector when p ≥ n 2 . This result is in sharp contrast with the independent setting.
Polynomial time testing procedures
Unfortunately, S l 0 is not computed in polynomial time and we are not aware of any polynomial time procedure achieving similarly S[a 1 , a 2 , a 3 ]. In this subsection, we introduce a new estimator S (ith) based on iterated thresholded square-root Lasso.
Starting from S 0 = ∅, the algorithm builds a subset S t of variables iteratively from a subset S t−1 of variables. It is done by applying a thresholded square-root lasso to the data projected on the orthogonal of the variables in S t−1 . Then, S t is the concatenation of S t−1 and the variables selected by the thresholded square-root Lasso. The procedure stops after approximately log(n) iterations, and returns the current subset. The general idea is to iteratively remove non-zero coordinates of θ * so that the projected square-root Lasso estimator is less perturbed by large coordinates of θ * .
We need to introduce some notation for the formal definition of the procedure. Define T = ⌊log 2 (n)⌋ + 1. Assume without loss of generality that m/T = n/(2T ) is an integer. We divide the sample (Y (1) , X (1) ) into T subsamples {(Y (t) , X (t) )} of size m/T . Given r × d matrix M, we write M S for the r × d matrix defined by (M S ) i,j = M i,j 1 {j∈S} . Given some S ⊂ {1, . . . , p} and any 1 ≤ t ≤ T , define the subspace V [S,
S ) whose corresponding linear application is null on V [S, X (t) ] and maps isometrically the orthogonal of V [S,
Next, we define the Thresholded square-root Lasso estimator. Let m > 0 and let δ > 0. Given a m × p matrix X and a size m vector Y , we write X c the subdesign matrix of X where its null rows have been removed. Then, θ SL (X, Y ) stands for the square-root Lasso estimator (see Equation (8)) of (X c , Y ) with parameter λ = 2 Φ −1 (δ/(2p)/m. For the purpose of notation, we consider that θ SL (X, Y ) ∈ R p and that its entries θ SL (X, Y ) corresponding to null rows of X are equal to zero. Using the plug-in variance estimatorσ
where the constant c (SL) η is introduced in Lemma 1.
The set S (ith) is constructed as follows. We start with the empty support S 0 = ∅. At each step t = 1, . . . , T , we project both X (t) and Y (t) along the space V [ S t , X (t) ] spanned by the variables in S t−1 . Then, we apply thresholded square-root Lasso to these projected data to select new variables. Finally, S (ith) is the last set S T .
Algorithm 1 Iterative construction of a set of relevant coordinates
Input: η, X, Y {η is required to compute c 
With probability higher than 1 − T p −2 , the estimator S (ith) satisfies S[c
It turns out that S (ith) satisfies the desired property S[a 1 , a 2 , a 3 ] but with a 1 and a 3 that are logarithmically large.
We believe that this result is of independent interest, as a corollary from this is that under the assumptions of the previous theorem, if all non-zero coordinates of θ * are larger in absolute value than a large enough constant times σ log(p) log(n) n , then all non-zero coordinates of θ * will be in S (ith) with high probability, which allows to achieve perfect support selection in this cases. Besides, this procedure is feasible in polynomial time, in contrast to available procedures (such as [2] ) in the literature that the general case Σ ∈ U (η). However, this comes to the price of log(n) factor. Theorem 4 is also interesting when no assumption is made on the magnitude of the non-zero coordinates of θ * . In this case the property S[c
T /2] ensures that the l 2 norm of the coefficients missed by S (ith) is not too large compared to the l 2 norm of the small coefficients of θ * . Also the number of non-zero coordinates of θ * that are not in S (ith) is with high probability not too large compared to the number of the small coefficients of θ * -see the induction property Q T in the proof of Theorem 4.
To the best of our knowledge, the closest existing polynomial time strategies that obtain related guarantees (without the log(n) gap that we have) are related to the idea of debiased Lasso [31, 32, 44, 48 ] -but they require additional assumption on Σ, namely that its inverse has a sparsity property. Now, we can plug the support S (ith) into the test φ (th) . Take 
As a consequence, the squared separation distance of φ (th) [ S (ith) ; c (ith), * η ] is optimal in the regime ∆ ≤ k 0 ∧ √ p up to an additional log(n) term. Also, this polynomial time test handles sparsity k 0 up to n/[log(p) log 2 (n)] (instead of the desired n/ log(p)).
Discussion
In this section, we briefly discuss several related problems.
Low-dimensional problems
As it is arguably the most interesting regime, we focused our attention on the high-dimensional regime p ≥ n. Let us briefly discuss the low-dimensional case p ≤ n. In the independent setting, the main difference is that the n −1/2 rate can be improved to √ p/n + k 0 log(p)/n by considering the ordinary least-square estimator and computing its l 2 -norm when its k 0 largest entries are removed.
In the general setting, we can recover similar upper bounds as in Section 3, but at least when p ≤ n/2, the procedures are now much simpler as we can use the ordinary least-squares estimator.
Sparse inverse covariance matrices Σ −1 and debiased Lasso
Consider an intermediary setting where both σ and Σ are unknown but Σ −1 is also restricted to have less than √ n/ log(p) non-zero entries on each rows. In this setting, the minimax lower bounds of Proposition 6 in the general setting turn out to be still valid. Indeed, the proof of Proposition 6 holds in the simpler setting where Σ = I p and σ is unknown. As in the general setting, the upper bound k 0 log(p)/n + √ p/n is achieved by the polynomial time U -statistic of Section 3.2.1. In contrast, achieving the ∆ log(p)/n separation distance in the small ∆ regime is now much easier than in the general setting. Whereas we introduced a non-polynomial time l 0 variable selection method or used an iterated thresholded Lasso to the price of a poly-log loss, one can now rely on the debiased Lasso method [31, 32, 44, 48 ] to obtain a log(p)/n l ∞ -consistent estimator of θ * and then simply count the number of its large entries. This was already done in [30] as discussed previously.
Know Σ and unknown σ
2 .
Consider the intermediate scenario where Σ = I p is the identity matrix, but σ 2 is unknown. As explained in the previous subsection, the minimax lower bound of Proposition 6 stated for the general setting are still valid in this intermediate scenario. Obviously, we can also apply the testing procedures of Section 3. However, in the general scenario, our lower and upper bounds are only matching up to a log 2 (p) factor in the large k 0 , large ∆ setting. More specifically, when k 0 ≥ p 1/2+ζ (for some ζ > 0) and ∆ ≥ k 0 , the lower bound of Proposition 6 is of order k 0 /[n log(p)] whereas Proposition 7 provides an upper bound of the order of k 0 log(p).
It turns out that, in this intermediate scenario, the gap is easily closed by adapting the Fourierbased test φ (f ) and φ (i) introduced in Section 2. Indeed, the only place where the knowledge of σ occurs in these two tests is in the definition of the pre-estimator θ I which is thresholded version of θ I (9). If we replace σ in this threshold by plug-in estimator of the variance based on the squareroot Lasso and if we increase some constants, this modification of the tests φ (f ) and φ (i) does not depend anymore on σ. Besides, one can easily check that (up to some changes in the numerical constants) Propositions 4 and 5 are still valid for these tests.
Proofs of the minimax upper bounds

Some results on the square-root Lasso and a simple debiased Lasso
We start with a few probability bounds for the square-root Lasso θ SL and its thresholded modification θ SL,k 0 where only the k 0 largest values of θ SL are not set to 0. They almost follow straightforwardly from earlier results [5, 36, 40, 42] . As we shall apply this lemma in different contexts, we reintroduce the setting here. We consider a m × q linear regression model Y = Xθ * + σǫ with ǫ ∼ N (0, I m ) and where the rows of X are independent and follow a centered normal distribution with common covariance matrix Σ. The m × q matrix T is the column normalized version of X. We take
and consider the square-root Lasso estimator [5, 42] ,
Then, we take ( θ SL ) as ( θ SL ) i = ( θ SL ) i / X .,i 2 for any i = 1, . . . , q and θ SL,k 0 = arg min θ∈B 0 [k 0 ] θ− θ SL k max log(q/δ) + log(1/δ) log(q) ≤ m , For any σ > 0, Σ ∈ U [η] and θ * with θ * 0 ≤ k max , there exists an event E of probability higher than 1 − δ, such that
Proof of Lemma 1. We first argue that the design matrix T satisfies the compatibility property (see [36, 42] ) with any set of size less than k max and constant depending on η. Indeed, Corollary 1 in [40] enforces that this property holds with probability higher than 1 − qe −cm ≥ 1 − δ/2. Then, we are in position to apply Theorem 1 in [42] , which implies that σ SL /σ belongs to [3/4, 5/4] and that
Turning to the second result of the lemma, it is a consequence of the first result. Denote S 1 (resp. S 2 ) the subset of the k 0 largest entries of θ SL (resp. θ * ). From the definition of θ SL,k 0 , we deduce that
The result follows.
Analysis of the tests φ (t)
, φ (χ) , and φ (u)
Proof of Proposition 2 (Test φ (t) )
We start with a l ∞ error bound on θ I .
Lemma 2. There exists a constant c such that the following holds under (A[α ∧ δ]).
For any θ * ∈ R p with θ * 0 ≤ k max (with k max as in Lemma 1), we have
with probability higher than 1 − δ − α. Besides, for any θ * ∈ R p , we have
with probability higher than 1 − α.
From Lemma 2, we derive that with probability higher than 1 − δ − α, we have θ * − θ I ∞ ≤ cσ log(p/α) n . Setting c (t) as c in Lemma 2, we derive that the test φ (t) has a type I error probability less or equal to α + δ. Now consider a vector θ * ∈ B 0 [k 0 + ∆] such that |θ * (k 0 +1) | ≥ 2.1c (t) σ log[p/(α ∧ β)]/n. From Lemma 2, we deduce that, with probability higher than 1 − α − β,
and the test φ (t) therefore rejects the null hypothesis, which concludes the proof.
Proof of Lemma 2. Set γ = θ * − θ SL . If θ * 0 ≤ k max , the conditions of Lemma 1 are satisfied and it follows from this lemma that
with P
θ * ,σ probability higher than 1 − δ. In the second result of Lemma 2, we restrict ourselves to the case γ 2 2 ≤ 2σ 2 . Hence, it suffices to prove that, conditionally to γ satisfying γ 2 2 ≤ (2 ∨ c ′ )σ 2 , we have θ * − θ I ∞ ≤ c 1 σ log(p/α) n with probability higher than 1 − α.
Write Z the statistic defined by (2) and Γ its diagonal part. We have
We control each of these three quantities independently.
Lemma 3. Let Q be a d × d symmetric matrix and let
with probability higher than 1 − e −t . Here Q F and Q op respectively correspond to the Frobenius and operator norm of Q.
This result is a slight extension of Lemma 1 in [37] (that requires Q to be positive). The extension to general symmetric matrices proceeds from the same arguments and we omit the proof.
Let us first control A 3 . Each of the p entry of σm −1 X (2)T ǫ (2) is distributed as a quadratic form of 2m standard normal random variables. The correspond matrix Q satisfies T r(Q) = 0, Q 2 F = σ 2 /(2m). Since Q op ≤ Q F , it follows from the above lemma together with an union bound that
θ * ,σ probability higher than 1 − α/3. As for A 1 and A 2 , we first work conditionally to γ. Fix i ∈ {1, . . . , p}, Γ ii is distributed as quadratic form of m standard normal variable and the corresponding matrix Q satisfies tr(Q) = 1, Q F = m −1/2 and Q op ≤ 1/m. It then follows from Lemma 3, that conditionally to γ,
θ * ,σ probability higher than 1 − α/3. As for A 2 , observe that, conditionally to γ,
where the U q 's and U ′ q 's are independent standard normal random variables. Again, we deduce from Lemma 3, that conditionally to γ,
θ * ,σ probability higher than 1 − α/6. Finally, we gather (31) with (32) (33) (34) to conclude that there exists c δ > 0 such that
with probability larger than 1 − δ − α.
Proof of Proposition 3 (Test φ (χ) )
We first state the following lemma that characterizes the deviations of
Lemma 4. For any t > 0, any θ * ∈ R p , any σ > 0, and any fixed θ, we have for,
with P (2) θ * ,σ probability higher than 1 − e −t .
Proof of Lemma 4. Since the random variable R 2 2 [σ 2 + θ * − θ 2 2 ] −1 follows a χ 2 distribution with n degrees of freedom, this is a simple consequence of deviations inequalities for χ 2 distributions (see Lemma 3) .
First assume that θ * belongs to B 0 [k 0 ]. With P (2) θ * ,σ probability higher than 1 − α, we have
where we used Condition (A[α ∧ δ]). Then, we apply Lemma 1 to control θ * − θ SL,k 0 2 2 with probability higher than 1 − δ. With probability higher than 1 − α − δ, we get
so that choosing the constant c (χ) large enough leads to (P1[α + δ]).
. Then, Lemma 4 enforces that, for log(1/β) small enough in front of n (which is ensured by Condition (A[α ∧ β ∧ δ])), one has
θ * ,σ probability larger than 1 − β. As a consequence, under condition (11) with a constant c large enough, the type II error probability is less than β.
Proof of Proposition 7 (test φ (u) )
The following lemma is borrowed from Theorem 2.1 in [47] .
Lemma 5. Assume that p ≥ n. There exist numerical constants c > 0 and c ′ > 0 such that the following holds. Assume that p ≥ m. Consider any θ * ∈ R p , any σ > 0, and any Σ ∈ U (η).
Given any estimator θ based on the subsample
for all t ≤ n 1/3 .
First, assume that θ * belongs to
is satisfied with a constant c η B large enough, we can apply (36) . With probability higher than 1 − α, one has
Then, we use Lemma 1 to conclude that
with probability higher than 1 − α − δ. Setting the constant c
η small enough, we conclude that the type I error probability of φ (u) is less than α + δ.
. Then, Lemma 5 enforces that, for log(1/β) small enough in front of n, with proba-bility larger than 1 − β, one has
where we used in the second and fourth line that Σ belongs U (η). Now assume that
is large enough so that Condition (23) is satisfied. Choosing the constant c ′ η in (23) large enough and the constant c η small enough, it then follows that the type II error probability is smaller than β.
Analysis of φ (f ) and φ (i) (Propositions 4 and 5)
Let θ = θ * − θ I . To alleviate the notation, and since θ I only depends on the first two subsamples, θ can be considered as fixed when we condition to these subsamples. To simplify the notation, we respectively write henceforth Y and X for Y (3) and X 
), where δ k,l is the indicator function of k = l. This implies
As a consequence, given Y 2 and θ,
behaves almost like a standard Gaussian vector. We shall prove that, under the condition of the propositions, the term 
Consider any l ∈ L 0 . If ω l θ ∞ ≤ σ, we have
Also, the next lemma enforces that the deviations of the statistics Z f and V (r l , ω l ) are almost the same as if the covariance W/ Y 2 was the identity matrix.
Besides, for any l ∈ L 0 and any t > 0, one has
Analysis of the tests under the null hypothesis. The assumptions of Lemma 2 are fulfilled. As a consequence, we have θ * − θ I ∞ ≤ c (t) σ log(2p/α)/n with probability larger than 1 − δ − α/2. Henceforth, we call this event B and work conditionally to it. Thus, the support of θ I is included in that of θ * which in turn implies that
Thus, we are in position to apply Lemma 6. As explained in Section 2.2.3, we have g(0) = 0 and g(x) ∈ [0, 1], it follows from that Lemma that E (3)
Then, we apply the deviation inequalities of Lemma 7 and integrate them with respect to Y 2 to conclude that P (3)
Taking the probability of the event B into account, we conclude that the type I error probability of both tests is bounded by α + δ.
Analysis of the tests under the alternative hypothesis. Since θ * 0 is not too large, the assumptions of Lemma 2 are fulfilled. As under the null hypothesis, we have θ * − θ I ∞ ≤ c (t) σ log(2p/α)/n with probability higher than 1 − δ − α/2 and we still work conditionally to this event called B. If
, then both tests reject the null hypothesis, so that can assume henceforth that (θ I ) k 0 +1 = 0.
Since (42) is still valid, we are in position to apply again Lemmas 6 and 7. Hence, conditionally on θ and Y 2 , we have
with probability higher than 1 − α/2. Recall that lim x→+∞ g(x) = 1. If, for i ∈ S(θ I ), we set v i = +∞, we have
Also, for any l ∈ L 0 , we have
with probability larger than 1−α/2. As above, we have lim x→∞ Ψ l (x) = 0, so that setting v i = +∞ for i ∈ S(θ I ), we obtain
In the sequel, we show that (43) and (44) imply the desired type II error probability bounds.
Case 1: Analysis of (43) for φ (f ) . Write s = log(e k 2 0 p ) ∨ 1 the tuning parameter used in [18] for the corresponding test in the Gaussian sequence model. Note that s ≥ s/ √ 2, se s 2 /2 ≤ 2s −1 e s 2 /2 , and s 2 /5 ≤ se s 2 /2 . We have shown in the proof of Proposition 2 in [18] that for a vector x ∈ R p and any α ∈ (0, 1)
as soon as one of the two following condition holds for constants c α , c ′ α , c ′′ α positive and large enough, depending only on α
It then follows from (43) , that, given θ and Y 2 2 satisfying B, the test rejects the null with probability higher than 1 − α/2 if
Recall that, for i / ∈ S(θ I ),
2 ) follows a χ 2 distribution with n/3 degrees of freedom, we have Y 2 2 ≥ n(σ 2 + θ 2 2 )/6 with probability higher than 1 − e −n/27 (see Lemma 3) . This implies that for any i = 1, . . . , p, we have
.
Lemma 8. Assume that the event
As a consequence, on the intersection of B and an event of probability higher than 1 − e −n/27 , we have
Together with (45) and (46), we have characterized the type II error probability of φ (f ) . Case 2: Analysis of (44) for φ (i) . Observe √ eω 2 l /2 is at most of the order of log(p) and is therefore negligible compared to p 1/2 l. We have shown in the proof of Proposition 3 in [18] that, for a vector x ∈ R p , and for any α in (0, 1) we have
for some l ∈ L 0 , if for constants c α , c ′ α positive and large enough, depending only on α
Actually, in Proposition 3 in [18] , we had considered a wider range of q's as the collection L 0 was slightly larger, but this does not change the arguments here. In our setting, Condition (47) and (44) 
Then, arguing as in Case 1, we have |v i | ≥ c ′ |θ i |/σ on the intersection of B and an event of probability higher than 1 − e −n/27 . Putting everything together, we have controlled the type II error probability of φ (i) .
Proof of Lemma 6. In view of the conditional distribution of W j given Y , one has
Since s θ ∞ ≤ σ, the remainder term is (in absolute value) less than
Summing over all j = 1, . . . , p such that (θ I ) j = 0, we obtain the first result of Lemma 6. Turning to V [r l , ω l ], we have
As a consequence,
, where we used the condition ω l θ ∞ ≤ σ in the second line. Summing this bound over all j such that (θ I ) j = 0 yields the desired result.
Proof of Lemma 7.
We shall apply the Gaussian concentration theorem (see e.g. [6] ) to both Z f and V [r l , ω l ]. The covariance matrix Γ associated to the conditional distribution W/ Y 2 decomposes as
] ∈ [0, 1) and in particular its operators norm is less than one. Write Γ 1/2 for a square-root of this matrix and let U denote a standard Gaussian vector.
Given two vectors u and u ′ , one has
since the cosinus function is 1-Lipschitz. As a consequence, the function u → Z(u) is se s 2 /2 √ pLipschitz. The deviation inequalities (40) then follow from the Gaussian concentration theorem (see e.g. [6] ).
As for V [r l , ω l ], we argue similarly that, for ω l > r l , it is conditionally distributed as a Lipschitz function of a standard Gaussian vector with Lipschitz constant
Since l ≥ k 4/5 0 p 1/10 , we have ω 2 l − r 2 l ≥ 2ω l for any l ∈ L 0 and the Lipschitz constant is therefore less than
where the last inequality is a consequence of the definition of r l and ω l and is detailed in the proof of Lemma 6 in [18] .
Proof of Lemma 8. Under B, we have θ * − θ I ∞ ≤ c (t) σ log(2p/α)/n. Hence,
where we used in the second line the definition of θ I and (θ I ) k 0 +1 = 0 and we used d 
Proof of Theorem 2
Consider any θ ∈ B 0 [k 0 ]. In view of Propositions 3-5, we can bound the rejection probability as follows
Since, under the null hypothesis, θ * is k 0 -sparse, we have
Applying Lemma 1, we derive that, with probability higher than 1−δ,
From (49), we derive that P θ,σ [φ (ag) = 1] ≤ 5δ + 4α. Looking more closely at the proof of Propositions 3-5, we observe that each occurrence of the probability δ corresponds to the same control of the square-root Lasso estimator θ SL . As a consequence φ (ag) satisfies (P 1 [δ + 4α]). Turning to the Type II error, we fix ∆ ≤ p − k 0 and assume that θ * ∈ B 0 [k 0 + ∆]. (19) is a consequence of Propositions 2 and 3 and is achieved by the combination of φ (t) and φ (χ) . If k 0 ≥ p 1/2+ς . The squared separation distance ∆ log(p)/n is still achieved by φ (t) . To prove the last part of the result, let us assume that θ * is such that max(φ (t) , φ (χ) , φ (f ) , φ (i) ) does not reject the null with high probability. We shall prove that this implies
In view of Proposition 4, we have
In view of Proposition 5, we have
,
. Putting everything together, we obtain
where we used that, for q ≥ k 0 , θ * (k 0 +q) is small compared to σ/ n log(p). This concludes the proof for Case 1.
Case 2: ∆ ≥ cn/ log(p/δ). In that case, ∆ log(p)/n is larger than k 0 log(p)/n + n −1/2 and the first result in (19) is a consequence of the analysis of φ (χ) in Proposition 3. We now turn to the case k 0 ≥ p 1/2+ς and we need to prove that the squared separation distance is less than
rejects the null hypothesis with high probability. Thus, we can assume that d 2 2 (θ * ; B 0 [k 0 ]) ≤ σ 2 . Also, we can assume that θ SL − θ SL,k 0 2 2 ≤ σ 2 /2, otherwise the test φ (ag) rejects the null. Finally, we can assume that θ * − θ SL,k 0 2 2 ≤ σ 2 /2, otherwise the test φ (χ) also rejects the null with high probability. By triangular inequality, θ * therefore satisfies θ * − θ SL 2 2 ≤ 2σ 2 and we are in position to apply Lemma 2, which implies
with probability higher than 1−α/2 conditionally to θ SL . As a consequence, the event B involved in the proof of Propositions 4 and 5 is true. As ensuring this event is the only occurrence in the proof of these propositions where the restrictions θ * 0 ≤ cn/ log(p/δ) is needed, we conclude that, given B, max(φ (f ) , φ (i) ) rejects the null with probability higher than 1 − α/2 if any of the conditions (13), (14) , or (18) is satisfied. Similarly, Condition (50) (with α/2 replaced by α) allows to adapt the proof of Proposition 2 without the restriction on θ * 0 . Thus, φ (t) rejects the null with conditional probability higher than 1 − α under (10) . Arguing as Case 1, we conclude that the aggregated test rejects the null with high probability
Proof of Theorem 3, Theorem 4 and Proposition 8
Let d denote any positive integer. Let S ⊂ {1, . . . , d}. For u ∈ R d , we write u S = (u i 1 i∈S ) i for the vector in R d whose values outside S have been set to 0. These notation are also extended to matrices. Given r a positive integer and a r × d matrix M, we write M S for the r ×d matrix defined by (M S ) i≤r,j≤d = (M i,j 1 {j∈S} ) i≤r,j≤d . For R ⊂ {1, . . . , r}, we also write M R,S for the r × d-dimensional matrix such that (M R,S ) i≤r,j≤d = (M i,j 1{i ∈ R, j ∈ S}) i≤r,j≤d .
Proof of Theorem 3
Let δ > 0 and consider any subset S satisfying the property (S[a 1 , a 2 , a 3 ] ). there exists an event B 1 of probability higher than 1 − δ/2 such that
where λ min,S and λ max,S respectively refer to the smallest and largest eigenvalue of a matrix restricted to its coordinates in S × S.
So on the event B 1 defined above, the matrix X S ) −1 by considering its inverse when restricted to S × S and fixing all its remaining entries to 0. The restricted least-squares estimator θ S is then conditionally distributed as follows
Define the bias B = θ * − E (0) [ θ S |X (0) ]. On the event B 1 , it follows from (24) and Lemma 9 that
(54) Next, since θ S follows a normal distribution (53), we can easily bound its deviations. In particular, we deduce from (51) that there exists an event B 2 of probability higher than 1 − δ/3 such that on B 1 ∩ B 2 , one has
Lemma 10. Assume that log(6/δ) ≤ cn. There exists an event B 3 of probability higher than 1−δ/6 such that on B = ∩ 3 i=1 B i , we have
Putting everything together, we derive that, under B, one has
This implies that, for all i = 1, . . . , p,
Under the null hypothesis. Suppose that θ * ∈ B 0 [k 0 ]. Note that (25) implies that
Assume that θ * belongs to B 0 [k 0 ]. From (56), we deduce that Conditionally on the event B, one has
As a consequence, the test accepts the null hypothesis under the event B.
Under the alternative hypothesis. We now assume that θ * belongs to B 0 [k 0 + ∆] and satisfies
Consider the set
On the event B, it follows from (56) that
2 in terms of the bias B 2 2 and then use (54) and (57).
where the inequality M [a 1 , θ * σ ] ≤ ∆ is a consequence of (57) and c * ≥ 2a 1 . In view of Equation (58), we have θ *
The test therefore rejects the null hypothesis under the event B, which concludes the proof.
Proof of Lemma 9. We first show (51) . Recall that X (0) is independent of S and that the restriction of
S,S to S × S follows a standard Wishart distribution -all coordinates outside S × S being 0. by S[a 1 , a 2 , a 3 ] , the size of the corresponding covariance matrix is less than |S| ≤ a 2 θ * 0 . From e.g. [22] , we deduce, on an event B (1−1) of probability larger than 1 − δ/4, we have
where c R is an universal constant. Assuming that a 3 |θ * 0 | + log(4/δ) is small compared to m, we deduce that the spectrum of N lies in 
log(4/δ). So from Equation (51), we deduce that, on
Proof of Lemma 10. σ 2 S / Var(Y |X S ) follows a χ 2 distribution with m degrees of freedom. Using a deviation inequality for χ 2 distribution (Lemma 3), we derive that σ 2 S / Var(Y |X S ) ∈ (1/2, 2), with probability higher than 1 − e −cm ≥ 1 − δ/6 Thus, it remains to bound Var(Y |X S ). From the definition of the property S[a 1 , a 2 , a 3 ], we deduce that
Proof of Proposition 8
To alleviate the notation, we write S * for S(θ * ) and we simply write Y , X for Y (1) and X (1) . We also write Π ⊥ S = (I m − Π S ) for any subset S. Consider any subset S. The criterion difference decomposes as
Rewriting the difference
and using Cauchy-Schwarz inequality, we arrive at
Coming back to the criterion difference, we obtain
, and Π ⊥ S * ǫ 2 2 respectively follow χ 2 distributions with |S \S * | and |S * \S| and m − |S * | degrees of freedom. Also, (
Next, we apply deviation inequalities for χ 2 distributions to all these random variables ( Lemma 3) simultaneously over all S such that 10c (l0) |S| log(p) ≤ m. As (Π S∪S * − Π S * )ǫ 2 2 only depend on S \ S * , we take an union bound over all such possible S \ S * . For (Π S∪S * − Π S )ǫ 2 2 and (Π S∪S * − Π S )Xθ * 2 2 , we take an union bound over all bound possible S∆S * . Assuming that c (l0) is large enough, the following inequalities hold with probability higher than 1 − p −2 simultaneously over all subsets S such that 10c (l0) |S| log(p) ≤ m,
where c ′ is an universal constant. Coming back to the criterion difference and relying on the assumption 10c (l0) |S| log(p) ≤ m, we obtain
To conclude, it remains to prove that, if |S| ≥ 2|S * | or if, for some constant c
is we take c (l0) such that c (l0) > 22c ′ /7.
We start from (59).
since 9c (l0) ≥ 22c ′ . It remains to prove that this last expression is positive. We partition S * = S * 1 ∪S * 2 into two sets depending whether θ * i is smaller or equal or higher than c
m . Finally, we conclude that
Choosing c
, we conclude that (60) is positive which concludes the proof.
Proof of Theorem 4
To alleviate the notation, we simply write S t for S t in this proof. For a random vector X ∼ N (0, Σ), we write Σ (t) for the conditional variance of X given (X S t−1 , S t−1 ). Standard computations for conditional variance based on Schur complement lead to
where (Σ S t−1 ,S t−1 ) −1 is the pseudo-inverse of Σ S t−1 ,S t−1 obtained by considering its inverse when restricted to S t−1 × S t−1 and setting all remaining entries to 0. In the sequel, we denote Y
The following lemma ensures that the linear regression of Y (t) on X (t) ⊥ involves the restriction of θ * to S t−1 . 
The next lemma ensures that the population covariance matrix of the projected design still belongs to U [η].
Lemma 12. For any Σ ∈ U (η) and any set S t−1 , The restriction of Σ (t) to S t−1 × S t−1 belongs to U (η).
Induction step: Assume that (Q t−1 ) holds for some T − 1 ≥ t ≥ 1. By (Q t−1 ) and on ξ t−1 , we have that |S t−1 | ≤ 2(t − 1) θ * 0 ≤ m/(2T ) by Condition (27) . Thus, m/T − |S t−1 | is large enough and we may apply Lemma 13. As a consequence, there exists an event E t of probability higher than (1 − η) t such that
Together with (Q (t−1) ), this implies |S t | ≤ 2(t − 1) θ * 0 + 2 θ * 0 = 2t θ * 0 . As for the proof of (Q 1 ), we lower bound θ * St 2 2 by considering separately the entries larger than (in absolute value) than 2σ c η T log(p/δ)/m. This leads us to
where we used (Q t−1 ) in the second line. We have proved (Q t ). This concludes the proof.
Proof of Lemma 11.
To alleviate the notation, we simply write S for S t−1 ,Ŝ forŜ (ith) , X (resp. Y ) for X (t) (resp. Y (t) ), E for the expectation E (t) , and Π ⊥ S for Π ⊥ t,S (in the proof of this lemma only). Besides, since S has been built thanks to independent samples, we consider it as fixed. Also, without loss of the generality, we assume that S = {1, . . . , |S|}.
Define
Since X follows a normal distribution, Z is independent of X S . Besides, the rows of Z are i.i.d. distributed according to centered normal distribution with covariance matrix Σ (t) . Since the rows of X are i.i.d., each column of E[X|X S ] is a linear combination of the columns of X S . As a consequence, there exists a |S| × p matrix R such that E[X|X S ] = X S R.
Since T |S| < m and since Σ is invertible, the rank of V [S, X] equals |S| almost surely. As a consequence, applying the orthogonal projection along V [S, X] to X leads to
Since the rows of Z are i.i.d. with covariance Σ (t) , there exists a matrix U with i.i.d. standard normal entries such that Z = UΓ (t) where Γ is a square root of Σ (t) . As a consequence, Π ⊥ S X = Π ⊥ S UΓ. Since X S is independent of U it follows that, given X S , the (m/T − |S|) × p matrix Π ⊥ S U is made of independent standard normal entries and the rows of X (t) ⊥ = Π ⊥ S X therefore follow independent normal distributions with covariance matrix Σ (t) . Also we have Y (t)
since the columns of X (t)
⊥ outside S are equal to zero. Given X S , Π ⊥ S ǫ is projection of a standard normal vector onto a subspace of dimension m/T − |S|. As a consequence, Π ⊥ S ǫ follows a normal distribution with covariance matrix I m/T −|S| and is independent of X. The result follows.
Proof of Lemma 12. For simplicity, we write S for S t−1 . Let u be a normed vector whose support is in S. We shall prove that u T Σ (t) u belongs to (1/η, η). Consider a random vector X ∼ N (0, Σ) so that u T Σ (t) u = Var u T X|X S . Consider the |S| + 1 size covariance matrix Γ of ((X i ) i∈S , u T X). Then, Γ ∈ U (η) and Var u T X|X S = 1/(Γ −1 |S|+1,|S|+1 ), which therefore lies in (1/η, η).
) , which in view of (63) leads us to |S t+1 \ S(θ * St )| ≤ θ * St 0 and
St 0 , which concludes the proof.
Proofs of the minimax lower bounds
We first state the following classical lemma that links the total variation distance with the performance of a test with composite hypotheses. Some variants of it may be found in textbooks such as [43] . For a sake of completeness, we provide a proof below. Lemma 14. Consider a parametric model {P θ , θ ∈ Θ} and two subsets Θ 0 ⊂ Θ, Θ 1 ⊂ Θ. Let µ 0 and µ 1 be any probability measures on Θ. Denote 
By triangular inequality, one has
Obviously, the total variation distance,
Arguing similarly for P ′ µ 1 − P µ 1 T V and plugging these bound into (65) concludes the proof.
Proof of Proposition 1
Proof of Proposition 1. Intuitively, testing the sparsity for k 0 ≥ n is impossible because θ * cannot be even recovered in noiseless setting (σ = 0) when it contains more than n non-zero entries. As the design matrix X is random, this argument needs to be slightly refined. Without loss of generality, we consider the case p = n + 1, k 0 = n and ∆ = 1. Let us write X the submatrix of X made of its n first columns. In order to apply Lemma 14, we shall build two suitable prior distributions on the set of n and n + 1 sparse vectors. With probability one, the square matrix X is invertible. Also denote s min (resp. s max ) the smallest (resp. highest) singular values of of X. Fix any δ ∈ (0, 1). As stated for instance in [41] , there exist c − (n, δ) = c − > 0, c + (n, δ) = c + > 0 such that the following holds P X s min > c − ; s max < c + ; c − < X .,p 2 < c + ≥ 1 − δ ,
where P X stands for the distribution of X. Here, X .,p stands for the p-th column of X. Although the exact expression of c − and c + is not relevant in this proof, these two quantities are of the order n −1/2 and n 1/2 .We call A the event defined in the above probability bound.
Let µ 0 stand for the centered Gaussian measure in R n+1 with covariance matrix I n 0 0 0 .
We write P 0,0 = R n+1 P θ,0 µ 0 (dθ). Given any r > 0, define the vector v r = (0, . . . , 0, r) T . We fix P 1,r,0 = R n+1 P θ+vr,0 µ 0 (dθ). We argue that, for r small enough, the total variation distance P 0,0 − P 1,r,0 T V is smaller than 2δ. Under P 0,0 , for a fixed X, it holds that Y ∼ N (0, XX T ) whereas, under P 1,r,0 , it holds that Y ∼ N (Xv r , XX T ). When X satisfies A, these two covariance matrices are invertible with eigenvalues in (c 2 − , c 2 + ) and Xv r 2 ≤ rc + . Thus, for r going to zero, the total variation distance between these conditional distributions goes to zero uniformly over all X satisfying A. In particular, there exists some r 0 such that these distances are uniformly smaller than δ. Since P(A) ≥ 1 − δ, it follows that P 0,0 − P 1,r 0 ,0 T V ≤ 2δ.
Consider σ 0 > 0 whose value will be fixed later. Define P 0,σ 0 = R n+1 P θ,σ 0 µ 0 (dθ) and P 1,r 0 ,σ 0 = R n+1 P θ+vr,σ 0 µ 0 (dθ) the distributions associated to the linear regression models. By contraction properties of the total variation distances, one has P 0,σ 0 − P 1,r 0 ,σ 0 T V ≤ P 0,0 − P 1,r 0 ,0 T V ≤ 2δ.
When θ is sampled according to µ 0 , then the smallest (in absolute value) entry of θ among the n first entries is larger than some positive quantity c − , with probability larger than 1 − δ. Let us call B the corresponding event. Define µ as the measure µ 0 conditioned to the event B, i.e. µ(C) =
The following lemma provides the key new lower bound. It corresponds to the regime where both k 0 and ∆ are large. Its proof relies on more advanced arguments than the other regimes. 
Proof of Theorem 1. First we prove (6) . The case k 0 ≤ √ p is a consequence of Lemmas 16 and 17.
As for the case k 0 ∈ ( √ p, n), we divide the analysis into several subcases. If ∆ ≤ p 1/4 , it follows from Lemma 17 that ρ * 2 γ [k 0 , ∆] is at least of the order of ∆ log(p)/n which is larger than the lower bound in (6) . For ∆ ≥ p 1/4 ∨ k 2/3 0 we rely on Lemma 18. Finally for ∆ ∈ (p 1/4 , k 2/3 0 ), we define k ′ 0 = ⌊∆ 3/2 ⌋. From the reduction (68) and Lemma 18, we derive that
Finally, the lower bound (7) is a consequence of the second part of Lemma 17 together with the reduction lemma 15. 
Considering the infimum over all ζ > 0, we obtain (68).
Proof of Lemma 18 . Without loss of generality we assume that the noise level σ is equal to one and we write P θ for P θ,1 . Since the minimax separation distance ρ Step 3 below, we show that this moment matching property ensures that the corresponding mixture distributions of (Y, X) are close in total variation distance.
Step 1. Construction of the priors. As in [18] , we build prior measures µ 0 and µ 1 in such a way that their first moments are matching. Define the two quantities m = 4 log(p) , M = c log(p)/n ,
for some universal constant c whose value will be fixed later. The following result is borrowed from [18, Lemma 3] .
Step 3. Control of P 0 − P 1 T V . For j = 0, . . . , p, define the distribution P only differ by one coordinate. Unfortunately, we conjecture that our minimax lower bound in Theorem 1 is suboptimal in the regime where k 0 is close to √ p precisely because of this decomposition.
In the arguably simpler Gaussian sequence model [18] , we have directly computed the χ 2 distances between the corresponding distributions P 0 and P 1 to obtain the sharp separation distance in all regimes. If we use instead the decomposition (80) for the Gaussian sequence model, this leads to a suboptimal lower bound for k 0 close to √ p. To close this gap in the linear regression, one would therefore need to directly handle the χ 2 distance between P 0 and P 1 but we were not able to do it.
In the following, we shall bound independently each of these p distances P , only differ by the distribution of the j + 1-th coordinate of θ. The general idea is to condition with respect to all the coordinated except the j + 1-th one so that we consider a linear regression model with only one covariate.
Let us write g Writing down E X the expectation with respect to X, we have 2 P Let Ω be the event such that Ω = {|ω p | ≤ 5 n log(p), ξ p ≤ 2n}. Fix any θ ∈ R p such that θ ∞ ≤ M . Then, under P θ , ξ p follows a χ 2 distribution with n degrees of freedom. As a consequence of deviation inequalities for χ 2 distributions (Lemma 3), its probability to be larger than 2n is smaller than e −n/16 . Besides, conditionally to X, ω p follows a normal distribution with mean θ p X .p 2 2 and variance X .p 
