From the database DBTropes.org, we have created a dataset of films and the tropes that they use, which we have called PicTropes. In this report we provide the descriptive analysis and a further discussion on this new dataset: The extracted features will help us decide the best values for a future recommendation system and content generator, whereas the analysis of the distribution functions that fit the best will help us interpret the relation between the films and the tropes that were found inside them. Additionally, we provide rankings of the top-25 tropes and films, which will help us discuss and formulate questions to guide future extensions of the PicTropes dataset.
Introduction
A trope can be defined as a recurring narrative device [1] ; it can be a technique, a motif, an archetype or a clich, used by the authors to achieve specific effects that might vary from increasing the interest, surprising, recall familiarity, entertaining, etc, in their creative works, such as books, films, comics or videogames. Some tropes are broadly adopted, academically studied and promoted, such as the Three-act Structure formulated by Syd Field [2] , the Hero's Journey studied by Vogler [3] , the McGuffin popularized by Hitchcock [4] and the Chekhov's Gun developed by the Russian writer with the eponymous name [5] , but there are thousands of not-so-widely used tropes as well, discovered and catalogued everyday by professionals and enthusiastic of the storytelling; their study is organic, dynamic and extensive. All of these tropes are described in a live wiki called TVTropes.org [6] , that is being collecting thousand of descriptions and examples of tropes from 2014 until now. As the data is fed by a community of users, we could find the bias that popular films are better described and analysed in terms of the tropes than independent films, and that popular tropes are more recognised than very specific ones. The semantic network of knowledge behind TVTropes.org is huge and complex; it massively links hierarchies of tropes to their usage in creations for digital entertainment. The data, however, is only available through its web interface, which is why, in order to make it usable by the scientific community, Kiesel [7] extracted all their data to a database so-called DBTropes.org.
DBTropes.org is released as a NTriples formatted RDF file that can be downloaded directly from their official site [7] . The last release available was built in July 2016 and contains 2,1057,602 RDF statements, a large amount of data that makes it hard to import it in a RDF visualization tool.
In this work, we extract part of its information to a new dataset in JSON format, readable by most of the programming languages in a friendly manner, that is called PicTropes and contains just the films and the name of the tropes they use.
The goal of this report is to extract valuable statistical data from the dataset PicTropes that shall be used in further researches and experiments related to machine learning and narrative generation. In particular, the results will be directly applicable to different researches in the context of the PhD Bio-inspired techniques for procedural generation of backstories in literature and open world videogames.
Following the principles of the Open Science, the dataset and the source files of the report are released under the Attribution-ShareAlike 3.0 Unported License (CC BY-SA 3.0) in a public repository [8] . The values and graphs included in the current report are dynamically calculated using pweave, scipy, numpy and matplotlib in order to allow the reproducibility. The class that handles the Python code for the different calculations can be found in the same repository.
In order to ease the data analysis we will use two data structures: a dictionary of films where the values are lists of the tropes they use, analized in Section 2, and the reverse dictionary, whose keys are the tropes and values are lists of films that they are used in, analyzed in Section 3. The information extracted from the dataset is discussed in Section 4 and Section 5 summarizes the conclusions.
Descriptive analysis of the number of tropes per film
The dataset PicTropes contains 5,925 films with the tropes that have been found in each of them. The number of tropes in a film goes up to 515 (GuardiansOfTheGalaxy); however, the great majority of films have just a few dozens of tropes (43.433999999999997 on average and 29.0 on median). As shown in Figure 1 the data fits a log-logistic distribution (location=1.9450000000000001, shape=0.053999999999999999, scale=29.292000000000002). The features of the descriptive analysis can be found in Table 1 whereas the top-25 ranking of films by the number of tropes is provided in Table 2 for further analysis.
Number of films 5,925
Tropes per film The dataset PicTropes contains 18,270 tropes with the films where they have been found. The number of films where a specific trope appears goes up to 1502 (ShoutOut); however, the great majority of tropes are only found in a few films (14.086 on average and 5.0 on median). As shown in Figure 2 the data fits a folded Cauchy distribution (location=0.13, shape=1.0, scale=3.7349999999999999).
The features of the descriptive analysis can be found in Table 3 whereas the top-25 ranking of tropes by the number of films they appear in is provided in Table 4 for further analysis.
Number of tropes 18,270
Films per trope 
Discussion
The descriptive analysis of the data shows that, on average, a film contains 43.434 tropes and that a trope is contained in 14.086 films. However, the distribution in both cases is long tailed.
In the case of the films, some of them include hundred of tropes, but the majority include just a few dozens. That's clearly visible in the top-25 ranking, where the difference between the top (GuardiansOfTheGalaxy) and the bottom (ThorTheDarkWorld ) is 41.359 %. The reason why this difference is so big is not clear but, as mentioned in the introduction, it could be because they actually use more tropes or because of the bias that the bigger the fandom is the more the analysis is performed and the more the tropes are found. It is specially noticeable that 22 out of the 25 belong to the adventure genre, that 10 out of the 25 are about super-heroes of the comics, that most of the films belong to this millennium and are super-productions.
In order to fully analyze the results we should study a possible correlation between the "attention" and the number of tropes. External movie databases as IMDB or Movielens provide the popularity of the films, votes, genres and release dates; with this extra information we could make solid statements that could help us to ignore tropes or find hidden ones. Furthermore, knowing the rating of the films would help apply Machine Learning techniques to predict the intrinsic quality of a set of tropes.
When we analyze the tropes, the effect of the long tail is even more noticeable and the difference between the top (ShoutOut) and the bottom (PrecisionFStrike) in the top-25 ranking is 70.24 %. The trope Shout out, deliberate allusions to other sources of inspiration, is by far the most used and appears in the 25.35 % of the analyzed films. Looking at the long-tailed distribution function and the big differences in the top-25, we could ask ourselves new interesting questions: is the variance so considerable because of the popularity in the films or in the fandom? Is the top-25 so widely discovered in the films because they are the master formula of the entertainment or it is because they are easy to apply in every story? In order to answer these questions, again, we would require extra information, and, perhaps, a good ontology of tropes by different features.
Finally, it is important to remark that the last dump of DBTropes.org was extracted in 2016. With newer data the analysis could've been updated as we could've consider newer films and tropes.
Conclusions
The goal of the following report is to provide the descriptive analysis and a further discussion on the dataset PicTropes, that links 5,925 films with 18,270 tropes from the database DBTropes.org.
In order to achieve the goal, two analysis have been performed, one on the tropes by film and other on the films by trope. Both analysis included statistical descriptive analysis, probability distribution fitting and a list of the top elements.
The results show the number of tropes in a film goes up to 515 (GuardiansOfTheGalaxy); however, the average of tropes by film is (43.433999999999997) and the data fits a log-logistic distribution (location=1.9450000000000001, shape=0.053999999999999999, scale=29.292000000000002). This distribution is characterized by a long tail and by a mode that is close to the minimum, that means that all the films tend to have just a dozen of tropes, and a great minority have hundred of them. In the discussion, we point out the fact that most of the films with more tropes are super-productions, a dozen of years old at maximum and in the adventure genre.
Regarding the tropes, the number of films by trope goes up to 1502 (ShoutOut); however, the average of films by trope is (14.086) and the data fits a folded Cauchy distribution (location=0.13, shape=1.0, scale=3.7349999999999999). This distribution is also characterized by a long tail and by a mode that is close to the minimum, that means that all the tropes tend to be discovered in a few films, but a great minority are present un a huge number of films. In the discussion, we show the need to have a good ontology of tropes so we can determine the root of the popularity of a small minority of tropes: if they are just easy to use or if their use correspond to other creative decisions.
This analysis is useful because it can be used together with the dataset PicTropes to automatically generate plots that follow the canonical appearance of tropes based on empirical observations, by using data mining and machine learning techniques. The results will be directly applicable to different researches in the context of the PhD Bio-inspired techniques for procedural generation of backstories in literature and open world videogames.
Finally, as future work, we could avoid some current limitations of the dataset PicTropes by adding films meta information (as genre ontology, votes, popularity or release date) and tropes meta information (as the ease of application and the effects of this application), so the automatic generation could lead to plots with higher quality. It would imply retrieving data from movie databases using different techniques and prepare it so it matches with the tropes and films uniquely. Regarding DBTropes.org, as its last dump was extracted in 2016, it could be interesting to contribute to the project in order to have a newer version, with the latests additions and contributions.
