In the paper the question of invariance of Lyapunov exponents for regular and non-regular linearizations under the change of coordinates and time reparametrization is considered. The relation between Lyapunov exponents and Lyapunov characteristic exponents is discussed. Definition of Lyapunov dimension is generalized for non-regular linearization. The invariance of Lyapunov dimension and under time rescaling, which preserves direction, and under diffeomorphism of the phase space is demonstrated.
Introduction
Consider a continuous autonomous systeṁ
where F is a sufficiently smooth vector-function. Suppose, x(t, x 0 ) is a solution of system (1) with the initial data x 0 = x(0, x 0 ) uniformly bounded for t ∈ [0, +∞). Consider the linearization of system (1) along the solution x(t, x 0 )ẋ = J(t, x 0 )x, t ∈ [0, +∞),
where J(t, x 0 ) = {∂F i (x)/∂x j }| x=x(t,x 0 ) is (n × n) Jacobi matrix. Consider a fundamental matrix X(t, x 0 ) = x 1 (t), ..., x n (t) , which consists of the linearly independent solutions {x i (t)} n 1 of linearized system (2) . The fundamental matrix is often assumed to satisfy the following condition: X(0, x 0 ) = I n , where I n is a unit (n × n)-matrix.
For time-varying linearization of nonlinear systems, A.M. Lyapunov introduced the so-called Lyapunov characteristic exponents (LCEs) as the upper bounds of the exponential growth rates of solutions [34] .
Definition The Lyapunov characteristic exponents (LCEs) of matrix X(t, x 0 ) are the numbers (or symbols ±∞):
ln |x i (t)|, i = 1, .., n.
For convenience, introduce a function X (·) = 1 t ln | · |, where | · | is the Euclidian norm. Then LCE i (t, x 0 ) = X (x i (t)) and X (|x i (t)||x j (t)|) = X (|x i (t)|) + X (|x j (t)|).
Nowadays LCEs are widely used for the study of the existence of chaotic behavior in the theory of chaos, the computation of entropy and the dimension of chaotic attractors. For invariant compact set of trajectories, various coverages and their change along trajectories can be considered in the computation of dimensions (see, e.g., [8] ). If it is considered a coverage of attractor by small hypercubes (see, e.g., survey [18] ), then LCEs characterize the exponential growth rates of hypercube's edges lengths under the linearized map (a unit hypercube is transformed by a fundamental matrix to a parallelotope, which edges are the columns x i (t) of fundamental matrix, and the volume is equal to | det X(t, x 0 )|). Often in the dimension theory it is considered a coverage by balls. Here a unit ball B is transformed into the ellipsoid X(t, x 0 )B and the exponential growth rates of its principal semiaxis lengths is considered. The principal semiaxis of the ellipsoid X(t, x 0 )B are coincides with singular values of the matrix X(t, x 0 ): σ i (t, x 0 ) = σ i (X(t, x 0 )), which are defined as the square roots of the eigenvalues of matrix X(t, x 0 ) * X(t, x 0 ).
Definition The Lyapunov exponents (LEs) of matrix X(t, x 0 ) are the numbers (or symbols ±∞):
In contrast to the stability, where it is important to know only the largest LCE or LE, in the dimension theory it is important to know all their possible values. Therefore it is natural to consider the ordered sets LCEs and LEs. For this purpose, considering the decreasing sequences
) for each t = t ′ , one obtains the ordered (for all considered t) of sets of functions
Using, e.g, Courant-Fischer theorem [22] , it is possible to show that the ordered LCE o s majorizes the ordered LE o s:
. For the sums of exponents, the above fact has a simple geometric sense: the volume of n-dimensional parallelotope (n-dimensional parallelepiped) is less or equal to the volume of n-dimensional rectangular parallelotope with the
same length of edges:
If in the above definitions there exist limits, then, obviously, it is sufficient to order the limit values LCE i (x 0 ) and LE i (x 0 ). Lyapunov suggested to define a special class of regular linearizations for which there exist exact values of LCEs (i.e. there exist exact limits in Definitions). For example, the linearizations along stationary and periodic trajectories are regular and have exact LCEs and LEs. Note that in the general case the existence of exact LCEs does not imply the regularity of linearization (see, e.g., [5, 9, 33] ). For regular systems the sign of the largest LCE defines the stability/instability of behavior of original nonlinear system in the neighborhood of the considered solution (see, e.g., the theorems on stability by the first approximation in the sense of Lyapunov and on instability in the sense of Krasovsky and their various generalizations in the survey [33] ). In the general case the sign of the largest LCE does not guarantee the stability or instability (and, therefore, a positive largest LCE does not guarantee chaos!) since there are known the Perron effects of the largest LCE sign reversal for non-regular linearization [27, 28, 33] . The regularity of almost all linearizations of dynamical system (for almost all x 0 ) with respect to invariant measure results from Oseledets theorem [39] . However in the general case there are no effective methods for the construction of invariant measure in a phase space of system, the support of which is sufficiently dense. More essential justification of the existence of exact values of LCEs and LEs in computer experiments may be the following: in calculations with finite precision any bounded pseudo-trajectory x(t, x 0 ) has a point of self-intersection: ∃t 1 , t 2 : x(t 1 , x 0 ) = x(t 1 + t 2 , x 0 )). Then for sufficiently large t ≥ t 1 the trajectory x(t, x 0 ) may be regarded as periodic. From a theoretical point of view this fact is relies on the shadowing theory, the closing lemma and its various generalizations (see, e.g., the surveys [20, 35, 43, 45] ).
Note that there are various essential generalizations of LCEs or LEs (see, e.g., [9, 13, 23, 41] ). However LCEs and LEs themselves are used because of their geometric meaning.
Various characteristics of chaotic behavior are based on LCEs and LEs. The sum of positive exponents is used [37, 41] as the characteristic of KolmogorovSinai entropy rate [25, 46] . Another measure of chaotic behavior is Lyapunov dimension [24? ? ] .
Consider j(t, x 0 ) ∈ [1, n], which is equal to the largest natural number m such that
Define the function LD(t,
Definition A local Lyapunov dimension at the point x 0 is as follows
The Lyapunov dimension of invariant compact set K of dynamical system is defined by the relation dim L K = sup
The properties of Lyapunov dimension are considered in details in the books [8, 42, 49] (see also the recent surveys [6, 32] ). In particular, it is proved that Lyapunov dimension is the upper bound for Hausdorff and fractal dimensions. For numerical computation of LCEs and LEs there are developed various continuous and discrete algorithms (see, e.g., [7, 15, 29] ), based on QR and SVD decompositions of fundamental matrix. However such algorithms perform poorly in the case of coincidence or closeness of two or more LCE i or LE i and in the case of non-regular linearizations. Various methods (see [1, 19, 44, 51] and others) are also developed for the estimation of LEs from an experimental time series produced by some unknown system. However there are known examples in which the results of such computations differ substantially from the analytical results [4] .
The change of coordinates and time reparametrization
For the correctness of definition of Lyapunov dimension it is necessary to show that the definition is independent of the choice of fundamental matrix of linearized system. Also, for unified study of the classes of dynamical systems, it is often used the different changes of coordinates and time reparametrizations (see, e.g., recent papers on Lorenz-like systems [2, 3, 10, 30? ] ). Thus, the question arises whether LCEs, LEs, and related characteristics are invariant under such changes (see, e.g., [40] "Is the Dimension of Chaotic Attractors Invariant under Coordinate Changes?" and [14, 21, 47] ).
For LCEs such investigations is due to A.M. Lyapunov: he introduced a notion of normal fundamental matrix whose sum of LCEs is less or equal to the sum of LCEs of any other fundamental matrix. Since the columns with different LCE are linearly independent, then a linear system can have no more then n different values of LCE. For any fundamental matrix X(t, x 0 ) there exists a non-singular linear transformation Q such that the fundamental matrix QX(t, x 0 ) is a normal fundamental matrix. Note that all fundamental matrices have the same largest LCE which coincides with the largest LE. For regular linearizations the set of LCEs of normal fundamental matrix coincides with the set of LEs. But in the general case the set of LCEs of a normal fundamental matrix may not be equal to the set of LEs.
Also A.M. Lyapunov showed that the so-called Lyapunov transformation
,L(t) are bounded and continuous) of coordinates of linear systems (2) preserves LCEs of this linear system. In particular, the study of linearization along a bounded trajectory of nonlinear system (1) under the diffeomorphism y = D(x) of the phase space of nonlinear dynamical systems is reduced to such consideration (see, e.g., [16] ).
Next it is shown that LE o s of linearized system (2) are independent of the choice of fundamental matrix (i.e. the nonsingular linear change of coordinates of linearized system does not change LE). Suppose that X(t, x 0 ) is a fundamental matrix of linear system (2) and all its LEs are finite. Consider a nondegenerate matrix Q (det Q = 0) and suppose X(t, x 0 ) = QX(t, x 0 ).
Proof. Consider the sets of singular numbers of matrices X(t, x 0 ), X(t, x 0 ), Q, and Q −1 in descending order (all singular numbers is strictly greater 0 since the matrices are nonsingular):
By Horn inequality for singular values (see [22] ) for X(t, x 0 ) = QX(t, x 0 ) and X(t, x 0 ) = Q −1 X(t, x 0 ) one obtains
and by (3)
It can be found a constant c > 0 such that
Then
Since, by assumption, LEs of matrices X(t, x 0 ) are finite, then LEs of the matrix X(t, x 0 ) are also finite. Finally one has
Consider nonlinear system (1) under the change of coordinates y = D(x), where D is a diffeomorphism. Let x(t, x 0 ) be a bounded solution of nonlinear system (1) and X(t, x 0 ) be the corresponding fundamental matrix of (2) . Under the change of coordinates, the trajectory x(t, x 0 ) is mapped to the bounded trajectory y(t, D(
is a fundamental matrix of linearization (2) along y(t, D(x 0 )) (see, e.g., [16, 31] ). Since x(t, x 0 ) is assumed to be bounded and D Now, following the works [36, 38, 48, 50] , one considers influence, on LE o s, of the simplest change of time t = r(τ ) = aτ , a > 0. After the change, to the trajectory x(t, x 0 ) corresponds the trajectory x(τ, x 0 ) = x(aτ, x 0 ). For corresponding fundamental matrices the following relation X(τ, x 0 ) = X(aτ, x 0 ) is satisfied. It should be noted that the local Lyapunov dimension may be not invariant under more complicated changes of time t → τ (t, x) (see, e.g., [17] ). For example, in the case of time inversion (t = −τ, X(τ, x 0 ) = X(−τ, x 0 )) it is possible to consider dynamics on invariant compact set in the backward time (see, e.g., [11] ), but 
If all bounded trajectories are supposed to be periodic from the computational point of view, then there is exact limit in (6) and on invariant compact, all LE i (t, x 0 ) and LCE i (t, x 0 ) change their signs only. In general, absolute values of LE o s and LCE o s in direct and backward time can be quite different. Thus the suggestion in [2, 3] to consider systems in backward time is not suitable for the study of Lyapunov dimension of their invariant sets.
Summary
In the paper the invariance of Lyapunov characteristic exponents, Lyapunov exponents under diffeomorphism of the phase space is shown. Definition of Lyapunov dimension is generalized for non-regular linearization. The invariance of Lyapunov dimension and under time rescaling, which preserves direction, and under diffeomorphism of the phase space is demonstrated. Similar results can be obtained for a discrete system x(k + 1) = F (x(k)) (see, e.g., [26, 28, 33] ). The existence of different definitions of exponential growth rate, computational methods and related assumptions makes very reasonable the advice "Whatever you call your exponents, please state clearly how are they being computed" from the book [12] .
