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Boundary Asymptotics for Solutions of 
the Poisson-Boltzmann Equation* 
AVNER FRIEDMAN AND KYRXL TINTAREV 
The Poisson-~o~tzmanu equation which arises in the theory of polyelectrolytes is 
an elliptic equation du =f(rr) where f(u) is a nonlinear and nonlocal functional of 
U. Existence, uniqueness and asymptotic estimates are established. < 1987 Academic 
PiW, 11s. 
1. Trfri MAIN RESULTS 
A mathematical model of polyelectrolytes is developed in [l-9]. 
Polyelcctrolytes are polymeric chains which, while in solution, dissociate 
into a charged polymeric core and mobile counterions; they redistribute 
freely in the solution by diffusion and migration in the electric held 
produced by the charged core and the mobile ions. When the length of 
each linear polyelectrolyte is much larger than the mean separation dis- 
tance, and the latter is large compared to the individual core thickness, the 
polyelectrolyte solution can be rnodelled by an array of infinite parallel 
cylindrical cells with an equipotential boundary, each cell containing a 
polyelectrolyte core. The electric potential is then given by the Poisson 
equation du = J’(U), where the charge density ,f is distributed in accordance 
to the Boltzmann law: f(u) = Ce”“; the constant C is given by the nor- 
malization condition: for the unit charge density per unit length of the 
polymer, C = l/j eau. 
We shall consider a more complicated right-hand side corresponding to 
the presence of additional ions (an electrolytic medium). Then u satisfies 
the following relations: 
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Au =f(u) in 52, 
(1.1) 
where CI, /I, N are positive constants, D = Q2,\8,, B, = { 1x1 <a}, is the 
cross section of the cylindrical core and Q,, is a 2-dimensional bounded 
domain containing x. In addition, u satisfies 
au 1 -= -- 
ar r on 8J2 (r= 1x1), (1.2) 
u=o on aen, (1.3) 
where djO = (1x1 = LZ} = aB, and a,52 = XL?,,; here, and in the sequel, x 
denotes a variable point in lw’. 
Set 
y = max(U, D). (1.4) 
The potential on the surface of the polyelectrolyte core has a remarkable 
property called “counterion condensation.” Although one might expect that 
the free potential of the polyelectrolytic core will dominate at 1x1 = a the 
total potential (i.e., u w log l/n as Ix/ = a as a + 0), this is true only for 
small charge densities (or, in our normalized formulation (l.l)-(1.3) for 
y < 2). Otherwise the potential becomes smaller than log l/u, reduced by 
the influence of the counterions. For more details on the physical 
background we refer to [lo]. 
In [lo], a radial case of (1.1 t( 1.3) is considered and the asymptotics for 
u at 1x1 = a is derived: if a + 0 then 
U(a)=min 1, f logk+O(l) 
i i 
provided y # 2. In case 7 = 2 the asymptotic formula involves an additional 
term -log log l/a. 
Most of the physical models of polyelectrolyte solutions deal with non- 
radial geometry (in particular, with cylinders whose cross section is a 
square); cf. [lo]. The case of a general L2 and non-cylindrical polyelec- 
trolyte core, which is not considered here, is also of physical interest. 
In this article we consider the case of a general bounded domain Q, with 
(say) piecewise C’ boundary having no cusps. Our main results are: 
THEOREM 1.1. There exists CI unique solution of (l.l)-( 1.3). 
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THEOREM 1.2. As a+ 0 the following asymptotic estimates hold 
uniformlJ~ jbr x E 852;: 
Theorem 1.1 is proved in Section 2. Theorem 1.2 is proved in Section 4, 
using some estimates obtained in Section 3. 
Using the results of this paper one can construct a fundamental solution 
for (0.1) [ll]. 
Remark 1.3. Consider the problem (1.1) with 
Then the same proofs with trivial changes extend Theorem 1.1, 1.2 to this 
case with j’ = max(4 PI ,...,B,,,). 
2. EXISTENCE AND UNIQUENESS 
We introduce C” functions a,,(‘t;) satisfying: 
I 
au if [L’/ d II 
cc,,(u) = cr(rz + 1) if v>n+l 
-a(n + 1) if D < ---(I2 + 1), 
0 < &Jo) d 2cf, 
(2.1) 
and set 
(2.2) 
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Consider the functional 
for D in the class 
K= (~EH’(O), v=O on a,Q}. 
By Jensen’s inequality 
log~+logJpfd.~$~/-logfd,~ (f > 01, (2.4) P 
where 1521 =meas( Hence 
Since, for any E > 0, 
it follows that 
(2.5) 
Consider the minimization problem: Find u,, such that 
J,*(u,) = min Jn(tl), u, E K. (2.6) 
L’ E K 
In view of (2.5), the right-hand side of (2.6) is a finite number; further, for 
any minimizing sequence ii’, , 
s I VW,, 1 2 d c. 
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holds. We may therefore assume that 
LCr?, + \I’ a.e., 
RI’,, + VW weakly in L*(Q), 
J lb\‘,,,-111’1 +o. 
La,0 
Since e”““’ is a bounded function of the variable of 11, L> ER’. we deduce, by 
the Lebesgue bounded convergence theorem, that 
lim ’ ! 
r”“l”‘“’ I = ex”‘” ,. 
,,1 - % Q -a 
the terms involving c*B,li’rrnt can be treated similarly. We thus conclude that 
lim inf J( ,P~) 3 J( 11‘ );
,,I -+ x 
consequently 11‘ is a solution of (2.6). 
We shall denote one particular solution of (2.6) by II,, and set 
LEMMA 2.1. There exist positiue constants c, C .such that 
c 6 A,, d c, i2.7) 
CbP*,dC, (2.8) 
for all n sufficientlq~ large. 
Proqf: Noting that J,(u,) <J,(O) < C and recalling (2.5), we get 
-C<J,,(u,)<C. (2.4) 
By (2.5) we also have 
s lVu,,l 2 d c. (2.10) R 
20 FRIEDMAN AND TINTAREV 
From (2.9), (2.10) and (2.3) we easily deduce that 
The lower bound for l/A,, is obtained by Jensen’s inequality: 
and similar estimates for ,uin. But then also each term in the middle 
expression of (2.11) can be estimated from above by the lower bounds on 
the other two terms, and the lemma follows. 
LEMMA 2.2 There exists a positive constant M, such that 
I4,l d M* 
for all n sufficiently large. 
(2.13) 
ProoJ: From the variational principle for U, we easily derive the elliptic 
equation 
(2.14) 
where 
.fi2(L1)=2~[/2,e”n(a’+N~+,eB~‘“‘-N/1_,,e-B”’~’l. (2.15) 
We shall compare U, with 
11’ ,L, = -log r - M (M> 0). 
By Lemma 2.1 and the definitions of CI,, j?,,, 
f,bhd < 0 in !S if M3M,, n3rz, (2.16) 
where AI,, 12~ are sufhciently large constants. For such M and n, 
We shall henceforth restrict M,, to be such that also 
“‘MO < 0 on d,O. (2.18) 
(2.17) 
POISSON-BOLTZMANN EQUATION 21 
Now fix II such that n > n, and denote by Z the set of all numbers hl 
such that M > M, and U, >, wII in Q. Clearly ME Z if h4 is large enough. 
Let 
&= inf(M; MEC)-. 
We claim that k = M,. Indeed, suppose ff > M,. Then we have 
II,, 3 )1‘.&, in Q 
with 
l&x0) = \v.&“) for some x”ED. 
Observe, by (2.17), that 
(2.19) 
<a+(S)(U,-H’,,f) (since z1,, - I\‘,~, 3 0 ). 
Recalling (2.18) we can then apply the maximum principle to deduce that 
II,, - II’,M > 0 on Q u 8,R. Since further 
~(u,,-wI)=O on d,Q, 
IA,, - ri’nl cannot attain minimum zero on 8,Q. It follows that II,, - 1~~~ > 0 in 
Sz, a contradiction to (2.19). 
We have thus proved that u,, > IVY,,, in R for any 12 >, 11~. Similarly one 
can prove that u,, < --lrMO in 8, and the assertion (2.13) follows (with 
M, = MO + log( l/a)). 
From Lemmas 2.1 and 2.2 and (2.14) we see that jdu,,\ < C. We can now 
apply standard elliptic theory in order to deduce that, for a subsequence, 
U, + u uniformly in a, u,, -+ u in C2(Qu c?$), and u is a solution of 
(1.1 )-( I .3 ); 24 is actually analytic in Q. It remains to prove uniqueness. 
Suppose u and v are two solutions. Subtracting the differential equation 
for u from that for U, multiplying by u - ~7, and integrating over 52, we 
obtain 
(2.20) 
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A,=1 
i 
1 e”“, * p, = 1 e”“, eBu, 
R R 
j 
D 
(2.21) 
p2 = N epL’, l3 = -N j e--flu, p3= -N 
i j 
epP”. 
s-2 R 
Set 
s (e 
X(U + I) -e x’L’+‘Fr)j(u + I- (Li + tn)) 3 0. (2.22 j 
R 
LA, j ero(z4-v)-p, 
s 
e”(u - v). 
5? B 
Since LL-+ eXU is a monotone function, 
Setting ctl= log A,, am = log ,u~, we then have 
3= (exlui~I)_ez(~+“‘))(U-v) 
s R 
a- e 1 (by (2.22 j) s? 
1’“+/)(1-111)+ j~e“.+m’(z-nl) 
= 
[ j 
-A, enu + A, 
J I 
’ e*” (Z-m)=0 (by (2.21)). 
B Q 
Further, equality holds if and only if 
u+l-L~+m in I? 
and, since u = v on d,Q, this identity holds if and only if I= nz and u E u. 
Since the last two expressions in brackets on the right-hand side of (2.20) 
can be treated similarly to J, we deduce from (2.20) that II 3 v. 
Remark 2.1. The solution u of (l.l)-(1.3) is a minimizer of the function 
in the class of functions Kn L”(Q). However, it seems technically incon- 
venient to establish the existence of u by working directly with the 
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minimization problem for J, since it is not so clear how to establish the 
boundedness of the integrals 
for a minimizing sequence 
Remark 2.2. Note that 
r f(u) dx = 27c. ‘R (2.23) 
3. AUXILIARY ESTIMATES 
Denote by B, the smallest disc (1x1 < Rj, which contains 0, and let B, 
be a disc in Q,. Denote by 27x0(r) the Lebesgue measure of dB, n Q,,. Then 
w(r) measures the average density of ?B,.n .Q, in SB,; in particular. 
O(T) = 1 if 0 < I’ < 7. If p is sufficiently small (p < i-) then 
log R/j 
w(rja----- 
1% Rip 
forall p<r-cR (3.1) 
is true. Indeed, (log R/r)j(log R/p) is very small for 7 < r < R and tends to 
zero as I’ + R with slope which can be made arbitrarily small if p is chosen 
small enough. On the other hand m(r) stays positive for F < I’ < R (co(r) = I 
if 0 < r < 7) and tends to zero, as r + R, with slope which is bounded away 
from zero (since a,Q has no cusps). 
Since we are interested in a + 0, we shall always assume that CE < y. 
We introduce an auxiliary function t’ defined as the solution of 
817 1 -= -- 
dr a 
on i?B,, 
where 
(3.3) 
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and where u is the solution of (l.l)-(1.3). The solutions u can be construc- 
ted by the method of Section 1, using the approximations E,(U), J?Jv) {but 
keeping /2, pt fixed). In fact, v can be constructed as a radial function g(r), 
if we replace 
J ~Vvl’dx byR 2n j” (~‘(I-))*r dr n 
Since F(o) 30, uniqueness follows by considering the difference of two 
solutions u and C, and applying the maximum principle to v - 5 
The function t’ can be represented by means of Green’s function in the 
form 
(J-6) 
LEMMA 3.1. The equaIify 
holds. 
fYuo$ Let 
Aif0 = - min 2’. 
a,a 
Then MO 2 0. Since a,Q c i?,@,. 
V-t”M,>l4 
Also, 
on SB. 
so that 
A(v + M,) = dv = F(v), du = F(u). 
since F >O. Applying the maximum principle, we conclude that 
u + n/r, >, u; thus the second inequality in(3.7) follows. The proof of the first 
inequality in (3.7) is similar. 
25 
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LEMMA 3.2. Either 
u’(r) < 0 for a<r< R, 
or there exists an rOE (a, R) such that 
u’(r) < 0 if a < r < rO, v’(r) > 0 if r0 < r < R. (3.9) 
Proof. If the assertion is not true then there exist points rl, r2 satisfying 
u’(rI) = u’(rz) = 0, a<r,<r2.<R. 
But the function 11’ satisfies 
and F’ > 0; hence, by the maximum principle, u’(r) = 0 if r1 < r < rz and, by 
analyticity, for a d I’ < R, which is a contradiction to (3.4 j. 
LEMMA 3.3. [f (3.8) holds then 
v(r)<logf-+C, 
r 
where C is a constant independent of a. 
ProoJ: Set 
/(u)=2n++ZnN&- &. 2rUv 
oe 
From (3.8) and Lemma 3.1 we deduce that 
14 < v 
and therefore 
(3.10) 
(3.11) 
(3.12) 
consider the function 
iv = v -log 5 
r 
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Clearly 
dw=F(u) (3.13) 
and, by integration, 
(3.14) 
Since F(v(r)) is strictly monotone decreasing in r, one of the following cases 
must hold: 
(i) w’(r)>0 for all r, a<r<R, 
(ii) bv’(r)>O if a<r<& w’(r)<0 if ?<r<R, for some fe(a, R), 
(iii) w’(r) < 0 for all r, a < r < R. 
Indeed, (i) occurs if F(v(aj) >O and 1: F(u(r)jr dr 30; (ii) occurs if 
F(o(a)) > 0, 5: F(u(rj)r dr < 0, and (iii) occurs if F(u(a)) < 0. 
Since Sn f(v) = 275 f(tl(a)) = maxf> 0 and therefore by (3.12), 
F(v(a))>O. From (3.14) we then see that w’(r) >O if r is near a; conse- 
quently, case (iii j cannot take place. 
When case (i) occurs then 
1 
0’3 -- 
r 
and therefore u < log R/r, which yields the assertion (3.10). Thus it remains 
to consider case (ii). 
We shall first show that 
p < F. (3.15) 
Indeed, suppose that p 3 E Since w(r) takes maximum at r = f, 
F(v(?))= dw(r)<O and, by (3.12) and (3.8), 
We now compute, by Green’s formula (3.6) and by (3.12), 
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Using (3.1) and (3.16), we get 
Since n”(v) < 0 if UC I’ < R whereas w(p) < 0, n’(R) = 0, we get a contradic- 
tion to the assumption that p > r’. This completes the proof of (3.15 j. 
By Green’s formula, 
Since d(l‘j = 0, we see from (3.14) that the first integral on the right-hand 
side of (3.17) is equal to zero. Hence 
(by (312)j 
$log$ [;R(-~j+o(sjsds 
-, 
by (3.1), (3.15)) 
Recalling that 
rv(Pj=max rv=max[o-log:], 
the assertion (3.10) follows. 
LEMMA 3.4. if (3.9) holds, then 
u(r) 6 log !. 
t 
(3.18) 
ProojY Since v takes minimum at r = rO, 
F(u(r,)) = du(r,) 2 0. 
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By monotonicity of F(D) we then have 
Hu(r)) 3 0 for all r. 
Since, by integration, 
(3.19) 
u’(r)= -;+fj:F(n(s))sds, 
we conclude that t)‘(r)> -l/r, and (3.18) follows. 
LEMMA 3.5. Zf (3.9) holds, then there exists a point p’ in [p, R] such that 
u(p’) = 0. 
ProoJ: Recall that L’(Y) is decreasing for a < r < r0 and increasing for 
r0 < r < R. If the assertion is not true then v(p) ~0 and thus 
maxp G ,.< R u(r) = 0. From Lemma 3.1 we then deduce that 
We now compute 
U3V in Q. (3.20) 
-R 
! II 
s 
P 
= 
(1 
40)logRr~~r+SRF(li)logRd, 
P P r 
(by (3.1), (3.19)) 
=logR. 
P 
Thus, by Green’s formula (3.6), o(p) 3 0, a contradiction. 
LEMMA 3.6. There holds: 
R-P 
212 --. 
P 
(3.21) 
ProojI If (3.8) holds then u 2 0. Thus it remains to consider the case 
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(3.9). Recalling that u’>, -l/r and that, by Lemma 3.5, u(p’) = 0 where 
p < p’ < r0 < R, we have 
min u(r) = v(rO) = u(rO) - o(p’) = v’(r’)(ro - p’) 
ll<r<R 
3 -&-pp’)> -- R-P 
P’ P 
Combining Lemmas 3.1 and 3.3-3.5 we get 
LEMMA 3.7. The equalities 
o-C<udt’+C in 52, (3.22 
-C<o<logl+c in BH’\,,B,, (3.23 
I 
hold, where C is a positive constant bzdependerzt oj’ a, 01, and /I. 
4. ASYMPTOTIC BEHAVIOR AS a-+0 
We consider first the case 1’ < 2, 7 as in (1.4). 
THEOREM 4.1. If7 < 2 then 
where C is a constant independent of a. 
Proof. By Lemma 3.7, 
2ze”” 2nNeP” 
F(v(s)) d 7 + ___ J 
D eau 
SaeBU <Cc’. 
Substituting this estimate into (3.6) and recalling that 1~ <2, we get 
(4.1) 
(4.2) 
Using also Lemma 3.7, the assertion (4.1) readily follows. 
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To prove (4.2) let 
where h, is the solution of 
Ah,=0 in 0, 
h,= -lo& on d,Q, 
Y 
ah,- 
aI -0 on d,Q. 
By the maximum principle 
VLl d c C independent of a. 
Also, by integrating by parts in jR h, Ah, = 0 we get 
I IVk12 <C, C independent of a. n 
(4.3) 
(4.4 j 
Set u = ~17~ + h. Then, by Remark 2.1, 12’~ is the minimizer of 
in the class of all functions of H’(Q) n L”(Q) which vanish on d,Q. 
Since y < 2, s(O) is a finite number; hence T(w,) < Co < a. Using (2.4) 
and recalling (4.3) we deduce that 
Since 
u-logl=bv,,+h, 
r 
and h, satisfies (4.4), the estimate (4.2) follows. 
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In order to study the asymptotic behavior in case 7 > 2, we recall [10-j 
that the solution of 
34 = MP”~ in Q2, = BR’,.,B, (4 = d(r))7 
&(a,= -’ 
(4.5) 
a’ 
d(R)=0 
is constructed with the aid of the substitution .Y = log r,'R, u = ~4 + 2.u, and 
can be written either in the form 
h(p) = -: log i -i log [!!!!$!C sinh’ (h!!? log $ 
\ 2 
- arcsinh J5 ((2 --;,)2/2 - B)‘,2 ’ 
where 3 is a positive constant satisfying 
or in the form 
where B, is a positive constant satisfying either 
or 
By uniqueness, only one of the two formulas is applicable. 
14.6) 
(4.7 1 
(4.8) 
(4.9a) 
(4.9b) 
LEMMA 4.2. For y > 2 and M fixed, if a is sujyiciemtlJ* small then on/~ 
(4.8). (4.9a) is applicable. 
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ProoJ: Let us prove the assertion for I’> 2. The proof in case I’= 2 is 
similar. Suppose (4.6), (4.7) is applicable and set 
D = arcsinh 
v/Z 
((2 -1, y/2 - By’ 
From the boundary conditions in (4.5) we get 
vFB coth D = 7 - 2, (4.10) 
sinh’ $og~+D)= B 
MyR” 
(4.11) 
a 
Note that 0 < B < (2 - ~~)*,i2 if (4.6), (4.7) make sense. Hence, if a --f 0 then 
(4.7) implies that B-+ (2 -JJ)‘/~ and then (4.10) shows that coth D -+ 1; 
this contradicts (4.11) as a + 0. 
Suppose now that (4.9b) defines B,. Then necessarily B, + 0 if a + 0 and 
(4.9b) then implies 
- 
\llB L 
’ 1 
i 
+og~+o(l) =o 
J2 ) 
which is a contradiction. 
LEMMA 4.3. If y 3 2 and A4 is fixed, then 
d(a) = 
;log~+O(l) if y>2 
(4.12) 
logi-loglog$(I+o(l)) (f’ y = 2 
as a ---f 0, and 
2 R 
&l-)3-log--C if a<r<R, (4.13) 
Y r 
M#~ere C is a constant independent of a. 
Prooj: By Lemma 4.2, C$ is given by (4.8), (4.9a). From (4.9a) we see 
that 
27c2 
B1 = (log R/a)’ ( I+ o(l)) 
for y>2, 
(1 + 41)) for y=2 B,= d 2(log R/a)” 
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as a -+ 0. Hence from (4.8 j, if I’> 2 then 
2 1 
&a)= --log;--log 
!&f R’ 
*I J “, i (2-;!)‘/2+ B, 
Similarly, if y = 2 then 
d(a)= -log~-flog~=log~-*oglog~~.i +0(I)). 
I 
The proof of (4.13 ) is similar. 
LEMMA 4.4. [f y > 2 then, as a -+ 0, 
da) 3 I 
f;log1(. gr y>2 
J a 
logi-loglog~(l+0(1)) 
(4.14) 
if i’=2, 
1 
;1og5 
a 
on mi [f 7 > 2 
u3 \ (4.15j 
l 
log~-loglog~(l+o(l)i on m; if i’ = 2; 
u>Sog% (f aCr<R, (4.14) 
1’ f 
2 R 
U3-log--C in R, 
1’ r 
(4.17 j 
,for some constant C inclependent qf a. 
ProojI By Lemma 3.7, 
F(u) < coen’- + clebu, 
where cO, c, are positive constants independent of a. Hence, 
Au < Mei” 
with A4 a positive constant independent of a. Denote by C# the solution of 
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(4.5) with this M. Then, by comparison, 213 4. Now apply Lemmas 4.3 and 
3.1. 
LEMMA 4.5. [f 1’ B 2 then there e.vists a constant c > 0 independent of a, 
such that 
1 
-d&SC, (4.18) 
c 
1 
-1 <d+dc: (4.19) c 
1 -<A- <CT (4.20) 
c 
ProoJ: The left inequalities in (4.18 j, (4.19 j and both inequalities in 
(4.20) follow immediately from Lemma 3.7. We next prove that 
a0 < c; (4.21) 
the proof that I+ <c is similar and will therefore be omitted. 
If (4.21) is not true then 
ao+ ici (4.22) 
for a sequence a--f 0. We proceed to derive a contradiction; for simplicity 
we shall denote the index for the subsequence again by a. 
By Lemma 3.7, u is bounded from below. Suppose 
Then X,EQ and 
27CN 
O<du(x,)=,e Buhl) _ 2nN - ,-b~~c.w1 + o( 1). 
+ a- 
(4.23 j
Consider first the case 1, < C < cc (as a --f 0). Then also A_ < C, < cc (by 
(4.20)) and the right-hand side of (4.23) is equal to 
27cN 
s A,L Q 
[epP(u-U(XOJ) _ eB(U--Ut.YO))] + o(l j < 0 (4.24) 
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since u - u(x,-,) 3 0 and u - u(,Y~) 3 c > 0 in R n B, where c, 6 are positive 
constants independent of a (by (4.17)); this is a contradiction to the 
inequality in (4.23 ). 
Consider next the case A+ + ,x,. Then the right-hand side of (4.23) is 
equal to 
27cN 
--e~~““~‘+o(l)<o: 
I. _ 
which is again a contradiction. 
Similarly one shows that u cannot take minimum 0 in Q. Consequently 
U>O in R. (4.25) 
We next claim that u > 0 in 52. Indeed, if 
D(.Y~) =min c < 0 
0 
then 
2nN prcr,, 
0 6 dc(x,) =/1 e 
2nN --e-l~lr.QJl+o(l)~ 
A- 
(4.26) 
+ 
If A+ < C then analogously to (4.24) we deduce that the right-hand side of 
(4.26) is negative ( note that u - v(xO) 3 0, since u > 0, c(x~) < 0), which is 
a contradiction. Similarly we get a contradiction if i., + ,z. 
If v takes its minimum zero at an interior point, then we again get a con.- 
tradiction. Thus, indeed, u > 0 in Q. Recalling Lemma 3.1 we conclude that 
O<udv in Q. (4.27) 
From Lemmas 3.2, 3.3 it then follows that 
v’( 1.) < 0 if. a<r<R. (4.28) 
We may assume that S,Q is not a circle, for otherwise the solution u is 
radial and the analysis is much simpler. But then, by applying the 
maximum principle to L’ - u in S2\,B,, for any 6 > 0, we deduce from (4.27) 
that, in fact, 
u - u 2 c in S?i6’,,,Bn , (4.29) 
where Q, = (X E Q; dist(x, a,Q) > 6} and c is a positive constant depending 
on 6; 6 and c are independent of a. 
Consider the case A+ d Cd M. By (4.16), there exists a positive number 
y0 independent of a such that 
eBL+) e - Bt-tr) 
y-----o (4.30) 
A, A- 
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if r = rO. In view of (4.28) the left-hand side of (4.30) is increasing in r. 
Hence there is a QE (rO, R] such that (4.30) holds if a < Y < C? and the 
reversed inequality holds if 0 < r < R; note that 0 < R since A + > 1~. 
By Green’s formula (3.6), 
R 
-271N --- 
j! 
,Pu e -Pl 
0 1, A- > log E s ds. S 
The first term on the right is ,<O since u < v. The second term on the right 
is o( 1) as a + 0, by (4.22). Recalling the definition of 0 and using (3.1) we 
find that 
provided p <(T which we may assume to be the case. It follows that 
v(a)< -Nlog~j&f-$]+o(l,< -c,+o(l)<o, 
where c, >O by (4.27), (4.29); this is a contradiction. 
We next consider the case 1, + m and again proceed to derive a con- 
tradiction. By Green’s formula, 
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The first term on the right is < -N log R/p and the second term is o(1). 
Using (3.1) we find that the last two terms sum up to a quan- 
tity < N log Rip. Hence L?(P) < o( 1 j. which is a contradiction to (4.29). 
We have thus completed the proof of (4.21). 
LEMMA 4.6. If y 3 2 then 
u<~log~+C 
y a 
on L7!2,, (f1’ > 3, (4.31) 
I, < log -! - log log ; (1 + of 1)) on S,R, if i’ = 2 (4.32) 
a 
where C is a constant independent of a. 
Proqf: From Lemma 4.5 we deduce that 
F(L)) 3 ce”’ - G, , 
where c, C, are positive constants. Let 
for some positive constant M independent of a. Also 
1 
b\?‘(a) > --, M’(R) = 0. 
a 
Let 4 be the solution of (4.5) corresponding to this M. By comparison 
w < d and therefore ~7 < 4 f C, R2/4. Now apply Lemmas 4.3 and 3.7. 
Note finally that Theorem 1.2 is a consequence of Theorem 4.1 and Lem- 
mas 4.4 and 4.6. 
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