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Resumen
El reconocimiento de objetos es algo innato en el
ser humano. Cuando las personas miramos una
fotograf´ıa, somos capaces de detectar sin esfuer-
zo elementos como animales, sen˜ales, objetos de
intere´s, etc. En el campo de la visio´n por compu-
tador este proceso se lleva a cabo mediante herra-
mientas de Inteligencia Artificial, con el fin de ob-
tener informacio´n sobre el contenido de una ima-
gen. Esta tarea, aunque ampliamente investigada,
au´n sigue siendo un campo de estudio activo de-
bido a los grandes retos que conlleva: la deteccio´n
de objetos en distintas condiciones luminosas, con
posibles oclusiones, distintos taman˜os y perspecti-
vas, etc. Este art´ıculo describe las tareas a com-
pletar en el desarrollo de un sistema de reconoci-
miento de objetos exitoso, y proporciona al lector
una serie de directrices pra´cticas sobre como rea-
lizarlas. El trabajo viene acompan˜ado de una serie
de scripts Python para experimentar con las di-
ferentes te´cnicas descritas, pretendiendo servir de
apoyo en tareas docentes o de iniciacio´n a cual-
quier entusiasta en la materia.
Palabras clave: reconocimiento de objetos, inte-
ligencia artificial, aprendizaje automa´tico, Python
1. INTRODUCCIO´N
El objetivo de un sistema de reconocimiento de
objetos es identificar elementos en una escena co-
mo pertenecientes a ciertas categor´ıas (e.g. mesa,
silla, tazo´n, plato, etc.) a partir de una imagen
de la misma. Las personas realizamos esta tarea
de manera innata, pero resulta muy compleja su
definicio´n algor´ıtmica para poder ser implemen-
tada con e´xito en un computador [11]. Dentro de
la Visio´n por Computador [6], el Aprendizaje Au-
toma´tico o Artificial (Machine Learning, ML) es
uno de los enfoques ma´s empleados a la hora de
abordar el disen˜o de estos sistemas [2]. Los me´to-
dos basados en ML tratan de, sobre la base de
una serie de datos de entrenamiento, ajustar sus
para´metros internos para reconocer exitosamente
nuevos objetos.
Son diversas las te´cnicas y enfoques que han si-
do propuestos a la hora de modelar los objetos
a reconocer. Entre los ma´s populares se encuen-
tran los basados en caracter´ısticas extra´ıdas de los
propios objetos, aunque tambie´n los hay que em-
plean su apariencia, conocimiento sobre ellos (in-
formacio´n sema´ntica), o incluso modelos geome´tri-
cos (e.g. modelos CAD). Cabe sen˜alar que, actual-
mente, las te´cnicas de reconocimiento basadas en
Aprendizaje Profundo (Deep Learning) esta´n con-
siguiendo grandes resultados (e.g. [7, 13]). No obs-
tante, estas te´cnicas requieren de un hardware con
altas prestaciones y gran cantidad de datos de en-
trenamiento, los cuales no esta´n siempre disponi-
bles [4]. Es por ello que en este art´ıculo nos vamos
a centrar en los sistemas de ML basados en carac-
ter´ısticas, entre los que destacan los que emplean
descriptores de ciertos puntos de intere´s [22], co-
mo es el caso de HOG [5], SIFT [9] o SURF [8],
o los que describen geome´trica (taman˜o, orienta-
cio´n, forma, etc.) y visualmente (color) la regio´n
de la imagen correspondiente al objeto en s´ı [1].
Previa a su etapa de funcionamiento, estos siste-
mas necesitan completar una fase de disen˜o. La
Fig. 1 ilustra los pasos necesarios para ello, in-
cluyendo: un ana´lisis del conjunto de datos con
el que se cuenta, una divisio´n de este en datos
de entrenamiento y de evaluacio´n, un preprocesa-
miento de los datos donde los objetos son caracte-
rizados, el ajuste del me´todo en s´ı, y la evaluacio´n
del mismo. Dada la popularidad de estas te´cni-
cas, actualmente hay disponibles multitud de im-
plementaciones que permiten manipular y testear
me´todos de ML para el reconocimiento de obje-
tos [3, 12, 15, 17, 19]. Desafortunadamente, lo que
no es tan frecuente es encontrar soluciones simples
y bien documentadas para completar los pasos ne-
cesarios en el disen˜o de un sistema exitoso.
En este trabajo se proporcionan una serie de
directrices para completar con e´xito la fase
de disen˜o de un sistema de reconocimiento
de objetos basado en caracter´ısticas. La finali-
dad del mismo es eminentemente pra´ctica, por
lo que una serie de scripts Python, disponi-
bles en https://github.com/jotaraul/object_
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Figura 1: Pasos t´ıpicos a seguir en la etapa de disen˜o de un sistema de reconocimiento de objetos.
cripciones y ana´lisis contenidos en este art´ıculo.
Concretamente, los scripts proporcionados se ba-
san en las siguientes librer´ıas: Pandas para la car-
ga y el procesamiento de conjuntos de datos [10],
Seaborn para las representaciones gra´ficas [20], y
Scikit-learn para el ajuste de me´todos de recono-
cimiento (e.g. a´rboles de decisio´n, ma´quina de vec-
tores de soporte, regresio´n log´ıstica, k-vecinos, cla-
sificador bayesiano ingenuo, etc.) [12].
Para ejemplificar las tareas realizadas en cada pa-
so del disen˜o se emplea el conjunto de datos (o
dataset) Robot@Home [14]. Este dataset contie-
ne ima´genes RGB-D [18], que proveen informacio´n
tanto de intensidad como de profundidad de la es-
cena, capturadas por un robot mo´vil en distintas
casas. Robot@Home provee etiquetas asignando a
regiones de estas ima´genes la categor´ıa de objeto a
la que pertenecen [16], y adema´s, facilita una des-
cripcio´n de cada uno de estos objetos que incluye
caracter´ısticas tanto geome´tricas como visuales.
En el resto del art´ıculo, la Sec. 2 introduce breve-
mente las librer´ıas Python empleadas1. La Sec. 3
describe buenas pra´cticas a la hora de manejar y
analizar el conjunto de datos con el que se cuente,
mientras que la Sec. 4 comenta co´mo describir los
objetos y preparar estas descripciones para ser em-
pleadas en el ajuste del me´todo de reconocimiento.
La Sec. 5 describe co´mo ajustar, evaluar y validar
me´todos empleando distintas te´cnicas y me´tricas,
mientras que la Sec. 6 cierra el art´ıculo con una
breve discusio´n sobre el alcance del mismo.
1Con el fin de no dificultar la lectura, las librer´ıas
Python y componentes/funciones empleadas so´lo se
comentan en puntos clave del art´ıculo. Esta informa-
cio´n esta´ disponible en los scripts facilitados, los cua-
les, para una fa´cil interpretacio´n, siguen la misma es-
tructura que la de los pasos aqu´ı descritos.
2. LIBRERI´AS PYTHON
Pandas . Esta librer´ıa pretende facilitar el traba-
jo con conjuntos de datos y proveer los compo-
nentes necesarios para implementar modelos es-
tad´ısticos. Entre sus utilidades permite: leer y es-
cribir datos entre estructuras de datos cargadas en
memoria y ficheros con distintos formatos (CSV y
ficheros de texto, Microsoft Excel, SQL databases,
y HDF5), y reestructurar, pivotar, o mezclar con-
juntos de datos, entre otras. Con el objetivo de
ser ra´pida y eficiente, esta´ optimizada para ma-
ximizar su rendimiento con partes cr´ıticas imple-
mentadas en Cython o C. Pandas tambie´n provee
modelos estad´ısticos de regresio´n lineal, pero co-
mo los mismos desarrolladores comentan (u´ltima
pa´gina en [10]), su idea es trabajar estrechamen-
te con los homo´nimos de Scikit-learn para aunar
esfuerzos y proveer me´todos cohesionados a la co-
munidad.
Seaborn . Esta librer´ıa escrita en Python y basada
en matplotlib, provee una interfaz de alto nivel pa-
ra mostrar gra´ficas estad´ısticas atractivas visual-
mente. Una de sus caracter´ısticas ma´s relevantes
es que incluye soporte para estructuras de datos
de Pandas , por lo que pueden usarse en el mis-
mo co´digo sin necesidad de conversio´n de tipos de
datos. El objetivo de Seaborn es hacer de la vi-
sualizacio´n una parte central en la exploracio´n y
comprensio´n de los datos. Algunas de las funcio-
nalidades que ofrece son: varios temas y paletas de
colores para crear representaciones gra´ficas visto-
sas, funciones para visualizar y comparar distribu-
ciones de una o dos variables, herramientas para
ajustar y mostrar modelos de regresio´n lineal, o
funciones para visualizar matrices de datos.
Scikit-learn . Posiblemente la librer´ıa Python
ma´s popular de ML. Esta engloba una gran va-
riedad de algoritmos para problemas tanto super-
visados (donde los datos vienen con los atributos
que se quieren predecir, e.g. las categor´ıas de los
objetos) como no supervisados (datos sin dichos
atributos). Su objetivo principal es hacer llegar
estos algoritmos a personas no expertas en la ma-
teria a trave´s de un lenguaje de alto nivel y de
propo´sito general como es Python. Para ello po-
nen e´nfasis en su facilidad de uso, alto rendimien-
to, buena documentacio´n, y consistencia de sus
APIs. Entre otras funcionalidades permite entre-
nar me´todos de prediccio´n, convertirlos en mode-
los persistentes en disco, y evaluarlos empleando
distintas te´cnicas y me´tricas.
3. MANEJO Y ANA´LISIS DEL
CONJUNTO DE DATOS
El primer paso en el disen˜o de un sistema de re-
conocimiento es el estudio del conjunto de datos
de partida (ver Fig. 1). Un conjunto de datos u´til
en este punto ha de contener instancias de obje-
tos pertenecientes a las categor´ıas que se quieran
reconocer. Estas instancias vienen principalmente
en forma de observaciones (informacio´n sensorial)
de los objetos, y/o caracter´ısticas extra´ıdas de los
mismos.
El ana´lisis del dataset es un paso fundamental,
permitiendo comprender mejor la informacio´n que
este contiene, disen˜ar una estrategia para atacar
el problema con ma´s posibilidades de e´xito, e in-
cluso detectar limitaciones sobre las conclusiones
que podremos alcanzar al evaluar el me´todo [21].
Concretamente, se pretende obtener informacio´n
sobre: la distribucio´n de las instancias de cada ca-
tegor´ıa de objetos (balance), el comportamiento
de las caracter´ısticas empleadas para describirlos,
y la capacidad discriminatoria de estas. La realiza-
cio´n de este ana´lisis puede ahorrar tiempo de desa-
rrollo al detectar anticipadamente posibles errores
que producir´ıan un ajuste erro´neo del me´todo. En
este punto se ha empleado la librer´ıa Pandas, es-
pecialmente indicada para la carga de datos de
gran magnitud y la obtencio´n de esta informacio´n
ba´sica de manera eficiente.
3.1. Distribucio´n de Instancias
El objetivo de este ana´lisis es determinar el balan-
ce existente entre el nu´mero de instancias y cate-
gor´ıas de objetos en el conjunto de datos. Para el
caso de Robot@Home , los resultados del ana´lisis
arrojan 2,309 instancias de objetos pertenecientes
a 180 categor´ıas, aunque este nu´mero no es real si
se usa con el fin de reconocer objetos, ya que apa-
































Instances distribution in Robot@Home
Figura 2: Nu´mero de instancias de las 30 ca-
tegor´ıas de objetos que ma´s se repiten en
Robot@Home
recen categor´ıas con pocas instancias (o incluso
so´lo una). Este es el caso por ejemplo de las clases
fax, radiador, yogur, o balo´n de yoga. Adema´s, co-
mo se intuye de ese resultado y tal y como muestra
la Fig. 2, el conjunto de datos no esta´ balancea-
do, hecho que habra´ que tener en cuenta durante
el ajuste del me´todo ya que, segu´n el elegido, su
rendimiento puede verse afectado. No obstante, si
fuera el caso, el conjunto de datos puede balan-
cearse para solventar este problema.
3.2. Ana´lisis Descriptivo
Este ana´lisis busca describir las diferentes carac-
ter´ısticas a utilizar para categorizar a los obje-
tos, permitiendo comprender la tendencia central,
dispersio´n y forma de sus distribuciones, validar
inicialmente su uso, y detectar comportamientos
erro´neos (t´ıpicamente provenientes de fallos en la
implementacio´n).
La Tab. 1 muestra la descripcio´n ba´sica de algu-
nas caracter´ısticas para el caso de Robot@Home
(computada por Pandas ). El tipo de comproba-
ciones que se pueden hacer son, por ejemplo, que
la altura mı´nima (altura de la parte del objeto ma´s
cercana al suelo) es de media menor (lo´gicamente)
que la ma´xima, que en el conjunto de datos hay
ma´s objetos con orientacio´n vertical que horizon-
tal (por su valor medio), o como la distribucio´n del
volumen de los objetos esta´ positivamente sesga-
da con un predominio de objetos pequen˜os (segu´n
los percentiles). Tambie´n se puede apreciar como
Cuadro 1: Descripcio´n ba´sica de la tendencia central, dispersio´n y forma de las distribuciones de 6
caracter´ısticas en Robot@Home .
Caracter´ıstica Altura min. Altura max. Orientacio´n Volumen Planaridad Tono
Media 0.54m. 1.44m. 66.15o 0.80m3. 0.21 117.37
Desv. t´ıptica 0.59m. 0.66m. 32.33o 1.57m3. 0.12 54.50
Mı´nimo -0.50m. -0.01m. 0.01o 0.00m3. 0.00 24.65
25 % 0.00m. 0.87m. 57.21o 0.03m3. 0.11 75.20
50 % 0.41m. 1.54m. 84.76o 0.23m3. 0.19 108.95
75 % 0.95m. 2.00m. 88.36o 0.83m3. 0.30 154.26
Ma´ximo 2.37m. 2.61m. 89.99o 13.16m3. 0.49 299.10
segu´n los valores mı´nimos y ma´ximos del tono (o
matiz) de los objetos, el rojo puro no aparece en
los datos (se corresponde con un tono igual a 0).
Este tipo de informacio´n nos permite comprobar
que los valores de las variables dadas/computadas
tienen sentido, as´ı como aprender algo ma´s sobre
los objetos observados.
Para cada categor´ıa en el dataset tambie´n puede
mostrarse de forma visual la distribucio´n de es-
tas caracter´ısticas. Por ejemplo, la Fig. 3 muestra,
empleando herramientas de Seaborn , las distribu-
ciones de las caracter´ısticas planaridad (arriba) y
altura del centroide (abajo). En las gra´ficas, las
cajas coloreadas muestran donde se encuentra el
50 % de los datos, mientras que sus l´ımites infe-
rior y superior se corresponden con el percentil
25 y 75, respectivamente. La linea interior verti-
cal sen˜ala la media, mientras que las rayas exte-
riores verticales sen˜alan mediciones alejadas has-
ta 1.5 veces la distancia entre los percentiles 25
y 75. Por u´ltimo, las mediciones ma´s alejadas de
estas se representan como puntos y se consideran
valores ano´malos u outliers. Intuitivamente, para
que una caracter´ıstica permita discriminar entre
categor´ıas, esta debe tomar valores concentrados
(poca dispersio´n) y diferentes para cada una de
ellas. Podemos ver como en el caso de la planari-
dad la dispersio´n es considerable, y los valores que
toman no muestran una gran diferencia en funcio´n
de las categor´ıas. Podemos ver como el caso de la
altura del centroide es opuesto, con una dispersio´n
bastante menor, y una mayor diferenciacio´n entre
clases. Esto indica que, a priori, la segunda carac-
ter´ıstica tiene un mayor poder discriminatorio y
ayudara´ en mayor medida en el reconocimiento.
3.3. Ana´lisis de Influencia
Este ana´lisis realiza una estimacio´n del poder de
discriminacio´n de las caracter´ısticas con respecto a
las categor´ıas de los objetos, esto es, como de pro-
metedoras son a la hora de discernir las distintas
categor´ıas con su uso. Este estudio se hace de ma-
nera individual, ya que sera´ el me´todo de recono-
cimiento el encargado de combinarlas. Un me´todo


































Figura 3: Distribucio´n de las caracter´ısticas PLA-
NARITY (planaridad) y CENTROID Y (altura
del centroide desde el suelo) segu´n la categor´ıa de
los objetos.
simple y efectivo es realizar a cada caracter´ıstica
un test chi-cuadrado (χ2), el cual hace la hipo´tesis
de que no existe relacio´n entre una caracter´ıstica y
las categor´ıas de los objetos, construye un modelo
como si tal relacio´n no existiera, y devuelve una
medicio´n del error obtenido al comparar el modelo
con los datos reales. La ejecucio´n del test tambie´n
devuelve un p-valor que, de tomar valores bajos,
valida estad´ısticamente su resultado. De este mo-
do, para que una caracter´ıstica tenga poder dis-
criminatorio interesa que el test chi-cuadrado de-
vuelva un resultado alto con un p-valor reducido.
Cabe mencionar que para poder realizar este test
las caracter´ısticas han de binarizarse. Tambie´n se
puede realizar con caracter´ısticas tomando ma´s de

































Figura 4: Resultados del test chi-cuadrado para
todas las caracter´ısticas en Robot@Home .
dos valores, pero esto requiere una etapa posterior
de chequeo o post-hoc, por lo que en este trabajo
vamos a mostrar la versio´n ma´s ba´sica.
La Fig. 4 muestra los resultados de este test pa-
ra todas las caracter´ısticas en Robot@Home . Po-
demos ver como hay 6 caracter´ısticas que obtie-
nen un valor claramente mayor que el resto (color
azul/verde), rechazando fuertemente la hipo´tesis
de que no hay relacio´n entre ellas y las categor´ıas
de los objetos. Tras estas, hay otras variables (co-
lor naranja) con un valor tambie´n alto para este
estad´ıstico, mientras que las restantes (en tonos
rojo) son poco prometedoras. En todos los casos
los p-valores asociados son bastante inferiores a
0.05, valor umbral considerado t´ıpicamente para
dar validez estad´ıstica a dicho rechazo.
4. PREPROCESAMIENTO
En la seccio´n anterior se ha completado un pri-
mer estudio del poder discriminatorio de las carac-
ter´ısticas describiendo los objetos. Este paso se ha
podido realizar directamente ya que Robot@Home
proporciona, entre otra informacio´n, los objetos ya
descritos conforme a las caracter´ısticas que apare-
cen en la Fig. 4. Si el conjunto de datos con el que
se trabaja no facilitara esta informacio´n, o el resul-
tado del estudio concluyera que las caracter´ısticas
no son apropiadas, habr´ıa que completar los datos
con un conjunto de caracter´ısticas variado y rea-
lizar de nuevo los ana´lisis. En este sentido, y tal
y como se comprueba en la seccio´n de evaluacio´n,
el conjunto de caracter´ısticas de Robot@Home es
bastante completo, ya que describe el taman˜o, la
forma, la posicio´n espacial y la apariencia de los
objetos.
Como se ha mencionado, los objetos pueden des-
cribirse a partir de caracter´ısticas de distinta na-
turaleza, incluyendo caracter´ısticas HOG, SIFT,
o SURF, o incluso las de Haar. En algunos de
estos estos casos los ana´lisis anteriores no ser´ıan
aplicables, mientras que en otros tendr´ıan que ser
adaptados para que tengan sentido y produzcan
resultados va´lidos.
En cualquier caso, los me´todos de aprendizaje au-
toma´tico suelen beneficiarse si las caracter´ısticas
son pre-procesadas para estandarizar su valores,
esto es, que sigan una distribucio´n Gaussiana de
media cero y desviacio´n t´ıpica uno. Esto se de-
be a la forma en la que son entrenados, donde si
una caracter´ıstica tiene una varianza superior a la
de otra, esta podr´ıa dominar el ajuste del mode-
lo y comprometer su validez. Scikit-learn incluye
distintas te´cnicas de estandarizacio´n que incluso
permiten trabajar con datos dispersos o con valo-
res ano´malos. Esta librer´ıa tambie´n permite, me-
diante herramientas de su mo´dulo preprocesing,
realizar transformaciones no lineales de las carac-
ter´ısticas, normalizar los datos (escalar cada des-
cripcio´n para que tenga norma unitaria), binari-
zar, o incluso generar caracter´ısticas polinomiales
para an˜adir complejidad al modelo.
5. AJUSTE Y EVALUACIO´N
DEL ME´TODO
Una vez los descriptores de los objetos han sido
procesados, ya esta´n listos para participar en la
fase de ajuste del modelo (ver Fig. 1). En esta
fase, los para´metros internos del me´todo se ajus-
tan en funcio´n de los datos de entrenamiento de
tal manera que, dada una nueva descripcio´n de un
objeto, sea capaz de inferir su categor´ıa con e´xito.
Me´tricas. Ya ajustado el me´todo, los datos de
evaluacio´n se emplean para comprobar si el ajus-
te de sus para´metros es correcto. Esta compro-
bacio´n se hace en funcio´n a cierta me´trica, o un
conjunto de estas, y se considera que el me´todo es
va´lido cuando cumple con los requisitos de e´xito
para la aplicacio´n concreta en la que quiera em-
plearse. Las me´tricas ma´s populares son exactitud
(accuracy), ratio entre el nu´mero de objetos co-
rrectamente reconocidos y el nu´mero de objetos
en el dataset, precisio´n (precision), que expresa la
habilidad del me´todo para no etiquetar un objeto
como perteneciente a una categor´ıa que no es real-
mente la suya, y exhaustividad (recall) que mide
la capacidad para reconocer como perteneciente a
una categor´ıa un objeto que realmente pertenece
a ella.
Estas me´tricas pueden calcularse a nivel de ins-
tancia (objeto), con lo cual suelen llevar el prefijo
micro, o a nivel de categor´ıa de objeto, macro.
Tambie´n hay me´tricas que combinan las anterio-
res, como es el caso del F1 score, un promedio
ponderado de la exhaustividad y la precisio´n. La
me´trica a emplear va a depender de los requisitos
que deba cumplir el sistema.
Validacio´n cruzada. Por otro lado, co´mo dividir
el conjunto de datos en subconjuntos de entrena-
miento y de evaluacio´n no es trivial y, si no se hace
correctamente, la validez de las conclusiones so-
bre el e´xito del me´todo puede verse comprometida.
Para ello suelen emplearse te´cnicas de validacio´n
cruzada. Estas te´cnicas persiguen la validacio´n de
un modelo mediante un ana´lisis estad´ıstico que re-
fuerza los resultados obtenidos da´ndoles un cierto
grado de generalidad, limitando la posibilidad de
obtener un buen resultado debido simplemente al
azar en la divisio´n de los datos en entrenamien-
to y evaluacio´n. Ba´sicamente, consiste en realizar
una iteracio´n donde el conjunto de datos se divi-
de en dos grupos, empleando uno de ellos para el
ajuste y el otro para la evaluacio´n. Para reducir
la variabilidad del resultado obtenido, esta itera-
cio´n vuelve a realizarse usando distintos grupos, y
los resultados de validacio´n son combinados para
estimar el rendimiento predictivo del me´todo.
Existen distintas te´cnicas de validacio´n cruzada
que definen distintas maneras en las que dividir los
datos, y consideran un distinto nu´mero de itera-
ciones a realizar. En conjuntos de datos donde no
es factible comprobar todas las divisiones posibles,
una de las te´cnicas ma´s usadas es la de k-grupos,
donde en cada iteracio´n se dividen aleatoriamente
los datos en k grupos distintos del mismo taman˜o,
empleando uno de ellos para evaluar el me´todo y el
resto para ajustarlo. El e´xito del me´todo se obtie-
ne tras realizar un nu´mero elevado de iteraciones
(cuanto ma´s alto, ma´s seguros estaremos de que
el resultado es va´lido) y promediar los resultados
obtenidos en cada una de ellas.
Me´todos. Scikit-learn ofrece una gran variedad
de me´todos de clasificacio´n que se pueden emplear
para el reconocimiento de objetos. Entre ellos se
encuentran: a´rboles de decisio´n, bosques aleato-
rios, a´rboles-extra, ma´quina de vectores de sopor-
te, regresio´n log´ıstica, k-vecinos, o el clasificador
bayesiano ingenuo. Este trabajo no persigue eva-
luar concienzudamente cada uno de ellos, pero s´ı
se van a emplear para ilustrar ciertos hechos. Por
ejemplo, la Fig. 5 muestra co´mo var´ıa la me´trica
exactitud en funcio´n del nu´mero de iteraciones de
validacio´n cruzada completadas (datos obtenidos






















Figura 5: Exactitud de una serie de me´todos para
el reconocimiento segu´n el nu´mero de iteraciones
de validacio´n cruzada realizadas.
empleando las 15 categor´ıas de objetos con ma-
yor nu´mero de instancias y todas las caracter´ısti-
cas disponibles tras estandarizarlas). Esto es, el
eje vertical muestra la media de esta me´trica pa-
ra las iteraciones completadas hasta el momento.
Se puede ver co´mo, con un nu´mero bajo de itera-
ciones, el resultado para un mismo me´todo oscila
considerablemente, por lo que no se puede conside-
rar fiable. Una gra´fica de este tipo puede mostrar-
nos el nu´mero de iteraciones necesario para que la
me´trica se estabilice y sea realmente informativa.
En el caso que nos ocupa, podemos ver como a
partir de 100 iteraciones los valores se mantienen
estables para la mayor´ıa de los me´todos.
Cada uno de los me´todos, aparte de sus para´me-
tros internos a ajustar durante el entrenamiento,
tambie´n cuenta con una serie de para´metros de
configuracio´n que influyen directamente a su ren-
dimiento, y que se ajustan en funcio´n de las pecu-
liaridades de la aplicacio´n. Para el ajuste de estos
para´metros tambie´n se puede utilizar validacio´n
cruzada, an˜adiendo los para´metros de configura-
cio´n a ajustar a las variables nu´mero de iteracio-
nes y nu´mero de grupos.
Matriz de confusio´n. Una forma gra´fica de com-
probar distintos aspectos del rendimiento de un
me´todo es usar la llamada matriz de confusio´n.
Esta matriz indexa en sus filas las categor´ıas de
los objetos en el conjunto de datos de evaluacio´n,
mientras que las columnas indexan las categor´ıas
a las que han sido asignados por el me´todo. As´ı,
cuanto mayor concentracio´n haya en la diagonal
de la matriz, ma´s exitoso sera´. Esta matriz tam-
bie´n nos permite observar para que´ categor´ıas de
objetos el modelo tiene un rendimiento inferior, de
cara a poder reajustar la fase de disen˜o para sol-
ventarlo. La Fig. 6 muestra la matriz de confusio´n
usando el me´todo de bosques aleatorios, construi-
da acumulando los resultados reportados por es-
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Figura 6: Matriz de confusio´n para las 10 cate-
gor´ıas con mayor nu´mero de instancias empleando
bosques aleatorios.
mejorar la visibilidad, se muestran so´lo las 10 ca-
tegor´ıas con ma´s instancias). Podemos ver co´mo
el comportamiento del me´todo en general es bas-
tante bueno (valores pro´ximos a 1 en la diagonal),
y que la categor´ıa ma´s conflictiva es armario. La
categor´ıa con la que ma´s lo confunde es silla, se-
guida de pared, por lo que si se quiere mejorar
estos resultados ser´ıa necesario an˜adir alguna ca-
racter´ıstica que permita discriminar mejor entre
estas categor´ıas.
Caracter´ısticas. En la Sec. 3 se analizo´ el
poder discriminatorio de las caracter´ısticas en
Robot@Home . El uso de caracter´ısticas poco dis-
criminatorias afecta de distinta forma a los me´to-
dos: algunos son capaces de aislarlas y darles me-
nos peso, no afectando a su rendimiento, mientras
que otros s´ı sufren con su uso. La Fig. 7 muestra la
evolucio´n de la exactitud de los me´todos emplea-
dos en este trabajo dependiendo del nu´mero de
caracter´ısticas usadas (empleando de nuevo 200
iteraciones de validacio´n cruzada). Este nu´mero
siempre se refiere a las caracter´ısticas ma´s prome-
tedoras segu´n se mostro´ en la Fig. 4. Otro factor
a tener en cuenta es el del tiempo empleado en
el ajuste de los modelos, el cual puede ser cr´ıtico
segu´n la aplicacio´n. Por ejemplo, mientras que el
ajuste empleando 6 caracter´ısticas requiere en to-
tal 32seg., usando las 32 asciende a 72seg. (datos
tomados con un procesador Intel(R) Core(TM) i7-
3820 CPU @ 3.60GHz y 16GB de memoria RAM).
6. DISCUSIO´N
Este trabajo ha proporcionado una serie de direc-
trices para el disen˜o de me´todos basados en apren-
dizaje automa´tico capaces de reconocer objetos.
El texto lo completan scripts Python, disponbi-






















Figura 7: Exactitud de los me´todos dependiendo
del nu´mero de caracter´ısticas empleadas.
les en https://github.com/jotaraul/object_
recognition_in_python, que permiten probar de
manera pra´ctica cada uno de los pasos descri-
tos para completar la fase de disen˜o. Emplean-
do herramientas de las librer´ıas Pandas , Seaborn y
Scikit-learn se puede analizar un conjunto de da-
tos, dividirlo entre datos de entrenamiento y eva-
luacio´n, describir los objetos en e´l para el ajuste
del modelo de reconocimiento, ajustarlo, evaluarlo
y validarlo, sirviendo este trabajo de hilo conduc-
tor para el disen˜o de me´todos exitosos. Pensamos
que el art´ıculo puede ser u´til en tareas docentes,
as´ı como para cualquier entusiasta de la materia
que quiera construir su propio reconocedor.
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English summary




When people look at pictures, we are able to ef-
fortlessly detect elements like animals, signals, ob-
jects of interest, etc. Object recognition is a com-
puter vision technique that, through tools from Ar-
tificial Intelligence, aims to carry out such an ac-
tion with the goal of retrieving information from
the content of an image. This task, although wi-
dely investigated, is an active research fied due to
the challenges that it has to face: the detection of
objects in different lighthing conditions, with pos-
sible occlusions, different sizes and perspectives,
etc. This paper describes the typical actions to be
completed in the development of a successful ob-
ject recognition system, and provides the reader a
number of practical guidelinesabout how to address
them. The work is accompanied by a Python script
(available at https: // github. com/ jotaraul/
object_ recognition_ in_ python ) to put them
into practice using state-of-the-art techniques
(from libraries like Pandas or Scikit-learn ), and
aims to be a valuable resource for education, or as
initiation to any enthusiastic in the topic.
Keywords: object recognition, artificial intelli-
gence, machine learning, Python.
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