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Povzetek
Lokalizacija na osnovi zvoka postaja vedno bolj razsˇirjena. Kljub temu, da
se zˇe uporablja na velikem sˇtevilu podrocˇij, obstaja sˇe veliko mozˇnosti za njeno
uporabo.
Glavni cilji magistrske naloge so predstavitev postopkov za lokalizacijo oseb v
prostoru na osnovi zvokov, ki jih povzrocˇajo, izdelava in ureditev zbirke zvocˇnih
posnetkov ter preveriti nekaj postopkov lokalizacije na ustvarjeni zbirki. V prvem
delu so opisani podrocˇje in primeri uporabe lokalizacije z zvokom ter razlicˇni
postopki za njeno izvedbo. Na kratko je predstavljena tudi zgodovina in obstojecˇa
dela na tem podrocˇju.
V nadaljevanju so podrobneje predstavljeni postopki lokalizacije z uporabo
racˇunanja cˇasovne razlike pri prihodu zvoka v posamezen mikrofon (v anglesˇcˇini
so poznani pod kratico TDOA). Predstavljenih je vecˇ nacˇinov za racˇunanje
cˇasovnega zamika. Predstavljena je tudi geometrija problema in razlicˇni nacˇini
za izracˇun polozˇaja govorca.
Zadnji del magistrske naloge je namenjen eksperimentalnemu delu. Najprej
je predstavljena zbirka zvocˇnih posnetkov in njeno pridobivanje. V nadaljevanju
je opis izvedbe razlicˇnih, prej predstavljenih postopkov in preizkus na pridobljeni
zbirki podatkov. Sledi sˇe analiza rezultatov in njihovo ovrednotenje.
Kljucˇne besede: lokalizacija na osnovi zvoka, TDOA
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2 Povzetek
Abstract
Sound source localization is becoming increasingly popular localization tech-
nique that has a wide range of applications. The aim of this master thesis is to
present diﬀerent sound source localization methods by creating and transcribing
a collection of audio recordings in order to test some of the described methods.
In the ﬁrst part the main concepts and methods of sound source localization are
presented.
The examples of the applications of sound localization methods are listed
together with the short history overview. The existing work in the ﬁeld is also
described. The thesis gives a more detailed description of the methods based on
time diﬀerence of arrival in each microphone.
The thesis presents diﬀerent methods for calculating time diﬀerences and
explains the geometry of the problem along with several methods used to cal-
culate the speaker position. Experimental work is described in the last part of
the thesis. First, the sound recordings and protocols used for recording them are
presented. Next, the implementation of some previously mentioned methods is
described. In conclusion is given the analysis and the evaluation of the results.
Key words: sound source localizaton, TDOA
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4 Abstract
1 Uvod
1.1 Lokalizacija izvora zvocˇnega vira
Lokalizacija izvora zvocˇnega vira je podrocˇje, ki se ukvarja z dolocˇanjem polozˇaja
zvocˇnega vira na podlagi meritev zvocˇnega polja. Tega se lahko opiˇse s ﬁzikalnimi
kolicˇinami, kot sta zvocˇni tlak in hitrost delcev. Z merjenjem teh kolicˇin je mogocˇe
dolocˇiti smer in posledicˇno izvor zvoka.
Zvocˇni tlak se najpogosteje meri z mikrofoni. Obicˇajno se za namene loka-
lizacije uporabljajo vsesmerni mikrofoni, ki so enako obcˇutljivi v vseh smereh.
Obstajajo pa tudi dolocˇeni nacˇini lokalizacije s pomocˇjo usmerjenih mikrofonov
[30].
Za uspesˇno lokalizacijo zvocˇnega vira v ravnini so potrebni najmanj 3 mi-
krofoni. Za 3-dimenzionalen prostor pa se potrebujejo najmanj sˇtirje mikrofoni,
kolikor jih je bilo uporabljenih tudi v tej nalogi. Za boljˇso lokalizacijo se po na-
vadi uporablja vecˇ senzorjev od zahtevanega teoreticˇnega minimuma, saj dodatni
mikrofoni povecˇajo natancˇnost lokalizacije [6].
Ljudje znamo izvor zvoka zelo dobro lokalizirati. Nasˇ slusˇni sistem namrecˇ
zdruzˇuje razlicˇne postopke za ucˇinkovito lokalizacijo. Uposˇteva razliko v glasnosti
zvoka v posameznem usˇesu, zamik prihoda zvoka v posamezno uho, opravlja
spektralno analizo zvoka in primerjavo vzorcev. Uposˇteva oviro, ki jo predstavlja
glava pri poti zvoka do usˇesa, in speciﬁcˇne frekvencˇne vzorce, ki nastanejo zaradi
telesa in oblike usˇesa. Veliko algoritmov za lokalizacijo zvoka poskusˇa posnemati
dele cˇlovekovega slusˇnega sistema.[22]
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1.2 Uporaba lokalizacije na osnovi zvoka
Lokalizacijo z uporabo zvoka se uporablja na veliko razlicˇnih podrocˇjih. Uporaba
je pogosta v vojski, industriji, pametnih hiˇsah, varnostnih sistemih, na konferen-
cah, v algoritmih za izboljˇsanje kakovosti zvoka itd.
Lokalizacija govorca je zelo pomemben del algoritmov za locˇevanje virov zvoka
oziroma izboljˇsanje kakovosti govora.
Pri telekonferenci, kjer je dobra kakovost zvoka zelo pomembna, se velikokrat
uporabljajo algoritmi za izboljˇsanje kakovosti zvoka. Sˇum, zvoke iz okolice, ter
odmeve je treba cˇim bolj zmanjˇsati. Ker pa je govorec najvecˇkrat na neznani
lokaciji, se za njegovo lokalizacijo velikokrat uporabljajo postopke lokalizacije na
osnovi zvoka.[14]
V ”pametnih hiˇsah”, kjer umetno-inteligenten sistem upravlja razne sisteme,
se lokalizacijo govorca lahko uporabi za lazˇjo interpretacijo ukazov. Umetno in-
teligenten sistem lahko dolocˇi, kje natanko oseba je, kar bi omogocˇilo lazˇjo ko-
munikacijo. Mozˇna pa bi bila tudi uporaba algoritmov za izboljˇsanje kakovosti
zvoka, kar bi olajˇsalo prepoznavo govora umetni inteligenci.
V vojski ima lokalizacija zvoka zelo dolgo zgodovino uporabe pri dolocˇanju
polozˇaja sovrazˇnika. Primeri predstavljajo dolocˇanje polozˇaja ostrostrelca s
pomocˇjo zvoka, ki ga ob strelu odda piˇstola. Drugi primer je pasivni sonar,
ki je bil razvit za namene odkrivanja polozˇaja podmornic. Velika prednost teh
postopkov je v tem, da ne oddajajo nobenega signala in zato je njihovo uporabo
nemogocˇe zaznati.[27]
Lokalizacija zvoka je uporabna tudi na varnostnem podrocˇju. Za nadzor se za
zdaj uporabljajo predvsem video kamere, ki delujejo dobro v normalnih pogojih.
Njihova pomanjkljivost je, da odpovejo v zahtevnih razmerah, kot so na primer
dezˇ, megla, nocˇ itd. Njihova slabost je tudi ta, da pokrijejo le del obmocˇja in
imajo mrtve kote. Kot alternativa oziroma dodatek kameram bi se lahko uporabil
sistem za lokalizacijo oseb na osnovi zvoka. Z analizo zvoka je mogocˇe zaznati
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sumljivo dogajanje izven vidnega polja kamere. Cˇe bi izvor zvoka racˇunalnik
lokaliziral, bi se kamera lahko obrnila proti izvoru in posnela dogajanje. [4]
1.2.1 Prednosti pred ostalimi postopki lokalizacije
Lokalizacija izvora s pomocˇjo zvoka ima dolocˇene prednosti pred drugimi lokaliza-
cijskimi tehnikami, kot so na primer vizualna lokalizacija, lokalizacija s pomocˇjo
cˇipa, aktivne metode lokalizacije z zvokom ... V dolocˇenih okoljih, kot so na pri-
mer zasebni prostori, je precej manj vsiljiva kot pa lokalizacija s pomocˇjo kamer.
Zvocˇna lokalizacija lahko tudi zelo enostavno razlocˇi med razlicˇnimi tipicˇnimi
zvocˇnimi viri, kot so na primer pogovor, zapiranje vrat, televizija itd. Tako je
mogocˇe, poleg zgolj polozˇaja osebe, dobiti tudi priblizˇno predstavo o dogajanju
v prostoru.
Za vojasˇke namene je najbolj ocˇitna prednost pasivne lokalizacije pred aktivno
ta, da s pasivno lokalizacijo ne izdamo svojega polozˇaja. Najbolj znan primer je
pasivni sonar, ki se sˇe danes uporablja za lokalizacijo podmornic.[27]
Velika prednost pred lokalizacijo s kamerami je tudi manjˇse sˇtevilo ustvarjenih
podatkov. Nizko locˇljiva kamera z resolucijo 320x160 in 16 slikami na sekundo
naredi 2.3 Mb podatkov na sekundo. Stereo sistem z veliko locˇljivostjo zajemanja
zvoka (44.1 K) pa ustvari samo okrog 88 kB podatkov na sekundo.
1.3 Zgodovina
Z lokalizacijo na osnovi zvoka se je najprej zacˇela ukvarjati vojska. Zacˇetki segajo
v prvo svetovno vojno.
Z mikrofoni, postavljenimi za bojno linijo, je bilo uspesˇno lokaliziranih na sto-
tine nemsˇkih topov. Mikrofoni so posneli tri zvoke; zvok izstrelka, ki je potoval
hitreje od zvoka, nato zvok izstrelitve in nato sˇe zvok eksplozije, ko je izstrelek
padel na tarcˇo. S pomocˇjo razlike v cˇasih, ko je bila posneta izstrelitev, hitrosti
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Slika 1.1: Lokalizacija topov na osnovi zvoka
zvoka in znane razdalje med mikrofoni se lahko izracˇuna polozˇaj topa. Uposˇtevani
so bili tudi majhni popravki pri hitrosti zvoka zaradi atmosferskih vplivov. Ana-
lizirali so sˇe zvok, ki ga je oddal letecˇi izstrelek in koncˇno eksplozijo. S tem so
potrdili pravilnost izracˇuna, saj so morali zvok izstrelitve, izstrelek in eksplozija
vsi lezˇati na isti premici. Ta postopek se je izkazal za zelo uspesˇnega. Z njeno
pomocˇjo so bil unicˇeni tudi zelo dobro skriti nemsˇki topovi, ki bi jih bilo drugacˇe
nemogocˇe odkriti.[26]
Pasivna lokalizacija zvoka se je uporabljala tudi v zracˇni obrambi od zacˇetka
prve, do prvih let druge svetovne vojne. Cilj je bil dolocˇitev polozˇaja sovrazˇnih
letal s pomocˇjo zvoka njihovih motorjev. Te metode so nato zamrle z odkritjem
radarja, ki je bil veliko bolj ucˇinkovit. Pasivne akusticˇne metode so ostale le sˇe
kot rezerva. Vojasˇke uporabe teh postopkov vkljucˇujejo sˇe odkrivanje polozˇaja
podmornic (pasivni SONAR) in odkrivanje ostrostrelcev.[27]
Osnove algoritmov za dolocˇanje lokacije izvora zvoka, ki se danes uporabljajo,
izhajajo iz prvih radarjev in sonarjev. Vendar v teh primerih je izvor vecˇinoma
oddajal signal z zelo omejeno frekvencˇno sˇirino in razmerje signal-ˇsum je bilo zelo
veliko. Zato te tehnike vecˇinoma odpovejo v drugih okoljih in jih je bilo treba
nadgraditi.
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Temelje za lokalizacijo zvocˇnih virov na osnovi zvoka sta postavila Knapp in
Carter, ko sta leta 1976 objavila cˇlanek o uporabi posplosˇene krizˇne korelacije za
lokalizacijo zvocˇnih virov [15]. Od takrat je bilo na to temo izdanih sˇe precejˇsnje
sˇtevilo cˇlankov. Velika vecˇina obravnava nize mikrofonov [30],[2]. Razvite so
bile sˇtevilne metode za uporabo informacij iz dodatnih mikrofonov [8]. Nekatere
sˇtudije so usmerjene samo na posamezna podrocˇja uporabe, kot so na primer
telekonference [14], vojasˇki nameni [27] in varnostni sistemi [24].
1.4 Motivacija
V prejˇsnjih poglavjih smo spoznali, da se lokalizacija zvoka uporablja v zelo
razlicˇnih primerih in okoljih. Postopki lokalizacije morajo delovati z zvoki, ki
imajo razlicˇne karakteristike.
V ta namen je bilo razvito veliko sˇtevilo razlicˇnih metod. Vsaka najbolje
deluje v okolju in za namen, za katerega je bila razvita. Nekaj skupin metod je
v nadaljevanju na kratko predstavljenih. Podrobneje pa je opisana podskupina
metod, ki je najbolj primerna in daje najboljˇse rezultate v nasˇem primeru. To
so metode, ki temeljijo na racˇunanju zamika med prihodom zvoka na posamezen
mikrofon.
Obstaja veliko eksperimentalnih sˇtudij, ki so zˇe uspesˇno potrdile ucˇinkovitost
predstavljenih postopkov, vendar lokalizacija zvoka vedno znova predstavlja pre-
cejˇsen izziv. Postavitev mikrofonov, geometrija prostora in karakteristike zvokov
so drugacˇni v vsakem okolju in namenu uporabe. Cˇe metoda deluje v dolocˇenem
okolju, nimamo zagotovila, da bo delovala tudi v nasˇem. Vecˇina raziskav se
namrecˇ osredotocˇa na lokalizacijo zvokov s pomocˇjo nizov mikrofonov, ki so po-
stavljeni blizu skupaj. Preizkusa lokalizacije zvoka z mikrofoni, postavljenimi na
robovih prostora, pa nisem zasledil.
Eden izmed glavnih ciljev te magistrske naloge je bil tudi ustvariti in urediti
zbirko zvocˇnih posnetkov, v katerih ena oziroma vecˇ oseb ustvarja razlicˇne zvoke.
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Ta zbirka bi se lahko v prihodnosti uporabljala pri preucˇevanju ucˇinkovitosti
razlicˇnih postopkov za lokalizacijo zvocˇnega vira. Prav tako pa se na njej lahko
tudi testirajo postopki za locˇevanje posnetih zvokov, ki so jih proizvedli posamezni
govorci.
Posneta je bila v ucˇilnici LUKS, na Fakulteti za elektrotehniko, kjer je posta-
vljen sistem za zajem zvokov s sˇtirimi mikrofoni, pritrjenimi na stropu ucˇilnice.
2 Pregled postopkov
2.1 Postopki lokalizacije
Postopki za lokalizacijo na osnovi zvoka lahko razdelimo na aktivne in pasivne. V
tej nalogi so obravnavani le pasivni postopki. Pri njih opazovalec ne oddaja no-
benega zvoka oziroma elektromagnetnega sevanja, ampak s pomocˇjo mikrofonov
le meri zvok, ki ga ustvari opazovan objekt.
Obstaja veliko razlicˇnih postopkov za pridobitev lokacije zvocˇnega vira, saj
ima vsaka skupina dolocˇene prednosti in slabosti v dolocˇenih okoljih in posta-
vitvah mikrofonov. Primeren postopek pa je treba izbrati tudi za posamezno
podrocˇje uporabe. Nekateri postopki so primerne za dolocˇanje polozˇaja izvora
zvoka iz oddaljenih virov (razdalja do vira je vecˇja od dimenzij niza mikrofo-
nov). Pri drugih mora biti izvor v neposredni blizˇini mikrofonov. Z nekaterimi
tehnikami ne dobimo samo tocˇke v prostoru, v kateri je zvocˇni vir, ampak lahko
izracˇunamo tudi zvocˇne vibracije na povrsˇini zvocˇnega vira.
Pasivni postopki lahko najprej razdelimo v 4 razlicˇne skupine:
• Postopki TDOA
• Oblikovanje snopa
• Inverzne metode
• Akusticˇna holograﬁja
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Prva dva postopka sta vecˇinoma uporabljeni za racˇunanje polozˇaja zvocˇnega vira,
ki je oddaljen od senzorjev. Druga dva postopka pa se uporabljata v blizˇini virov
in za izracˇun vibracij ter zvocˇnega tlaka na sami povrsˇini vira.
2.1.1 Oblikovanje snopa
Pri tehniki oblikovanja snopa (v anglesˇcˇini Beamforming) se uporablja niz mi-
krofonov, ki je postavljen dalecˇ od izvora zvoka. Dimenzije oziroma premer niza
mikrofonov so torej vecˇje od oddaljenosti od vira. Geometrija postavitve mikro-
fonov vpliva na tocˇnost lokalizacije in na njeno zanesljivost. Resolucija je obratno
sorazmerna z dimenzijo niza, ki je lahko razlicˇnih oblik. [16]
Postopek predpostavlja, da so zvocˇni valovi, ki dosezˇejo mikrofone, planarni.
To se dosezˇe s postavitvijo mikrofonov dovolj dalecˇ od izvora zvoka. Pod temi
pogoji je mogocˇe zvocˇno polje propagirati nazaj na objekt, ki proizvaja zvok. Ker
je zvocˇni tlak mogocˇe izracˇunati kjer koli pred mikrofoni, se lahko tako zvocˇno
polje propagira na povrsˇino objekta kakrsˇne koli oblike.
Tega postopka v nasˇem primeru ne moremo uporabiti, saj je izvor zvoka po-
ljubno blizu mikrofonom in zato ne moremo predpostaviti planarnih zvocˇnih va-
lov.
2.1.2 Akusticˇna holografija
Predstavljena je bila sredi 80. let, v industriji pa so se uporabljale zˇe 10 let zatem.
Ta postopek uporablja mikrofone, postavljene v blizˇini zvocˇnih virov. Mikrofon
je blizu zvocˇnega vira, cˇe je blizˇje zvocˇnemu viru kot ena ali dve valovni dolzˇini
najviˇsje frekvence zvocˇnega vira. [20]
Ti postopki po navadi uporabljajo veliko sˇtevilo mikrofonov, ki so postavljeni
v ravnini in so enako oddaljeni drug od drugega. Zvocˇni tlak v tej ravnini se
nato propagira nazaj na povrsˇino objekta. Ta mora biti vzporedna z ravnino
mikrofonov. Postavitev mikrofonov dolocˇa najmanjˇso in najvecˇjo frekvenco, ki jo
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prostoru potrebujemo najmanj 4 mikrofone, za lokalizacijo v ravnini pa 3. Vecˇje
sˇtevilo mikrofonov izboljˇsa natancˇnost lokalizacije. [9] Mikrofoni so lahko posta-
vljeni v blizˇini vira, lahko pa so od njega oddaljeni. Le ta skupina postopkov
zadostuje vsem zahtevam lokalizacije v nasˇem primeru. Podrobneje so predsta-
vljene v naslednjem poglavju.
2.2 Sorodna dela
Narejenih je bilo zˇe veliko prakticˇnih raziskav, ki primerjajo in potrjujejo
ucˇinkovitost delovanja posameznih postopkov lokalizacije. Nekaj cˇlankov upora-
blja signale, ki so bili ustvarjeni racˇunalniˇsko in ne posneti v dejanskem prostoru.
[8], [5] Najpogostejˇsa so dela, ki za zajemanje podatkov uporabljajo nize mikrofo-
nov [3], [27], [29] oziroma mikrofone, ki so precej blizu skupaj (< 50 cm) [18], [2]
Nisem pa zasledil sˇtudije, ki bi preucˇevala ucˇinkovitost postopkov s pomocˇjo mi-
krofonov, ki so oddaljeni drug od drugega za vecˇ kot par metrov. V tem primeru
se pojavijo nekatere dodatne tezˇave pri lokalizaciji izvora.
3 Opis uporabljenih postopkov
3.1 TDOA postopki
V tem poglavju so najprej predstavljeni izzivi, ki jih morajo TDOA postopki
premagati in omejitve teh algoritmov, nato sledi njihova predstavitev ter nekaj
razlicˇnih nacˇinov za izracˇun zamika prihoda zvoka med posameznimi pari mi-
krofonov. V naslednjem poglavju je predstavljena geometrija izracˇuna polozˇaja
govorca s podatki o zamiku prihodov zvoka.
Slika 3.1: Primer zvocˇnih signalov
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3.1.1 Omejitve TDOA postopkov
Natancˇna lokalizacija izvora je zahteven postopek. Zavedati se moramo dolocˇenih
omejitev uporabljenih postopkov. Za njihovo cˇim boljˇse delovanje je pomembno,
da zagotovimo cˇim boljˇse pogoje.
Najbolj pomembno je, da je razmerje signala proti sˇumu cˇim vecˇje. Sˇum
ozadja je lahko precej kompleksen in se spreminja glede na to, v kaksˇnem oko-
lju smo. V domacˇem okolju lahko imamo sˇume, ki izvirajo iz hladilnika, klima
naprave, televizije. Zunaj so zvoki prometa in zvoki iz narave.
Naslednja velika tezˇava so odmevi. Te je v zaprtih prostorih zelo tezˇko mode-
lirati, zaradi sˇtevilnih razlicˇnih poti zvocˇnih valov od izvora zvoka do mikrofona.
Posamezne sobe imajo tudi drugacˇno geometrijo prostora, stene imajo razlicˇne
akusticˇne lastnosti, pohiˇstvo se tudi lahko premika. To lahko predstavlja velik
problem pri postopkih, ki temeljijo na korelaciji med signali, saj lahko za rezultat
dobimo cˇasovni zamik, ki predstavlja odmev signala. [31] Odmevi so tudi pri tej
nalogi precej vplivali na tocˇnost lokalizacije. Mikrofoni so bili postavljeni v precej
majhni ucˇilnici in blizu sten, kar je ta ucˇinek sˇe okrepilo.
Naslednji izziv predstavlja velika frekvencˇna sˇirina signala. Veliko postopkov,
ki so narejene za ozke frekvencˇne pasove, bo tukaj odpovedalo. Razlicˇni izvori
zvoka imajo razlicˇne frekvencˇne karakteristike. Cˇe signal preﬁltriramo pred pro-
cesiranjem, moramo vedeti, v katerem frekvencˇnem pasu je uporabni signal.
Glasnost zvoka se prav tako precej spreminja. Sistem mora biti sposoben
zaznati tihe in glasne zvoke. Ker so mikrofoni zelo dalecˇ narazen en od drugega,
se velikokrat zgodi, da je na enem mikrofonu amplituda uporabnega signala precej
velika, na drugem pa premajhna za uspesˇno lokalizacijo.
Vecˇina postopkov predvideva, da imamo opravka s stacionarnim izvorom
zvoka. V praksi to ni vedno tako, saj se govorec lahko premika. To omejuje, kako
dolg signal se lahko vzame za procesiranje. Izbrati je treba dolocˇeno dolzˇino si-
gnala, pri kateri predpostavimo, da je govorec stacionaren. Vendar se pri krajˇsem
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signalu pojavijo vecˇje napake pri krizˇni korelaciji. Narediti je treba dolocˇen kom-
promis med natancˇnostjo in robustnostjo postopkov. Nadalje je lahko v prostoru
vecˇ kot en izvor zvoka, zaradi cˇesar postane detekcija polozˇajev sˇe kompleksnejˇsa.
Zaradi vseh teh zgoraj omenjenih tezˇav je izvedba sistema, ki bo deloval v
realnem, kompleksnem okolju precej tezˇavna. Na uspesˇnost detekcije vpliva tudi
geometrija postavitve mikrofonov. Obstaja vecˇ standardnih postavitev nizov mi-
krofonov. Ti so v obliki cˇrke L, kvadrata, romba, kroga itd. [19] Tega parametra
ni bilo mogocˇe spreminjati, saj so bili mikrofoni pritrjeni na stropu prostora.
3.1.2 Dodatne omejitve zaradi geometrije postavitve
Kot zˇe omenjeno, se v veliki vecˇini eksperimentalnih sˇtudij uporabljajo mikrofoni,
ki so postavljeni blizu skupaj. V nasˇem primeru pa so mikrofoni oddaljeni drug
od drugega par metrov. V tem primeru se pojavijo dodatne tezˇave, saj se ampli-
tuda signala zelo spreminja med posameznimi mikrofoni. Tezˇje je dolocˇiti, kdaj
imamo opravka z uporabnim signalom, kdaj pa samo s sˇumom. Blizˇnji mikrofon
lahko zajame uporaben signal, hkrati pa je lahko v posnetku najbolj oddaljenega
mikrofona premalo uporabnega signala za izvedbo lokalizacije. Cˇe so mikrofoni
dalecˇ narazen, so tudi cˇasi prihoda istega zvoka na posamezen mikrofon precej
razlicˇni. To se pozna pri racˇunski zahtevnosti postopkov, ki uporabljajo krizˇno
korelacijo. Ker so mozˇni cˇasovni zamiki precej vecˇji, je treba racˇunati z daljˇsim
zvocˇnim signalom kot cˇe bi bili mikrofoni bolj skupaj.
Zaradi te postavitve tudi ne moremo uporabiti najbolj enostavnih postopkov
za izracˇun zamikov prihodov zvoka do posameznega mikrofona. Algoritem zamika
dominantne frekvence namrecˇ uposˇteva le fazni zamik dominantne frekvence si-
gnala v posameznem mikrofonu.
Najvecˇja fazna razlika, ki jo lahko izmerimo znasˇa, |π|. Vse fazne razlike, ki so
izven intervala [−π, π], se namrecˇ preslikajo v ta interval. Cˇe zahtevamo omejitev,
da je fazna razlika signalov v posameznem mikrofonu manjˇsa od π, mora veljati
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enacˇba:
2πfmaxτ ≤ π, (3.1)
kjer je τ najvecˇji cˇasovni zamik med prihodom zvoka v posamezen mikrofon.
Ta zamik je izracˇunan z enacˇbo:
τ =
d
c
, (3.2)
kjer je d razdalja med mikrofonoma, c pa hitrost zvoka. Dobimo torej enacˇbo:
fmax ≤ c
2d
(3.3)
oziroma:
d ≥ λ
2
(3.4)
Razdalja med mikrofonoma mora biti torej vecˇja od polovice najmanjˇse va-
lovne sˇirine, ki se sˇe pojavi v signalu. [29]
V nasˇem primeru je razdalja med mikrofonoma d = 6, 6m, kar pomeni, da
znasˇa maksimalna frekvenca, ki jo lahko ima signal za pravilno dolocˇitev faznega
zamika, fmax = 25Hz. Vse viˇsje frekvence je treba odﬁltrirati.
Maksimalna energija cˇlovesˇkega govora je med 250 Hz in 500 Hz. To pomeni,
da velik del uporabnega spektra izgubimo. Ta postopek torej ni uporaben v tem
primeru. Cˇe bi hoteli uporabiti veliko vecˇino spektra, kjer je cˇlovesˇki govor (to
je do 1000 Hz), potem bi morali biti mikrofoni narazen najvecˇ 17 cm.
3.1.3 Izracˇun TDOA s krizˇno korelacijo
Postopki v tej kategoriji so najbolj raziskani. Uspesˇno se uporabljajo v radarskih
in sonarskih sistemih, kjer je frekvencˇni pas ozek, razmerje signal-ˇsum pa veliko.
Vecˇ tezˇav imajo v domacˇem okolju, kjer je sˇumov veliko, frekvencˇni pas opazo-
vanega signala je sˇirok, pojavlja pa se tudi veliko odbojev zvoka. Zato moramo
uporabiti tehnike preﬁltriranja signalov in naknadno obdelavo. [9]
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Bistvo teh postopkov je v cˇim bolj tocˇnem izracˇunu cˇasovnega zamika med
prihodom zvoka v posamezen mikrofon. S pomocˇjo tega podatka je mogocˇe iz ge-
ometrije mikrofonov izracˇunati polozˇaj izvora zvoka. Izracˇun zamika med prihodi
zvoka v posamezen mikrofon temelji na izracˇunu krizˇne korelacije med signaloma.
Signala, ki prideta v par mikrofonov, lahko zapiˇsemo kot:
x1(t) = s(t) + n1(t),
x2(t) = αs(t−D) + n2(t),
(3.5)
kjer s(t) predstavlja zvok, ki ga oddaja vir, n1 in n2 pa sta nekolerirana sˇuma.
Ta model predpostavlja, da ni prisotnih odmevov oziroma so ti zelo majhni. D
predstavlja cˇasovni zamik, ki ga zˇelimo cˇim bolje oceniti. To storimo z uporabo
krizˇne korelacije:
Rx1x2(τ) = E[x1(t)x2(t− τ))], (3.6)
kjer E, predstavlja pricˇakovano vrednost. Vrednost τ , ki maksimira zgornjo
enacˇbo predstavlja oceno cˇasovnega zamika D. Zaradi koncˇnega cˇasa opazovanja
pa lahko funkcijo Rx1x2(τ) zgolj ocenimo. Za ergodicˇne procese oceno krizˇne
korelacije zapiˇsemo kot:
Rx1x2(τ) =
1
T − τ
∫ T
τ
x1(t)x2(t− τ)dt, (3.7)
kjer T predstavlja interval opazovanja. Zaradi manjˇse racˇunske zahtevnosti
krizˇno korelacijo izvedemo v frekvencˇnem prostoru z enacˇbo:
Rx1x2(τ) =
∫ ∞
−∞
X1(f)X
∗
2 (f)e
j2pifτdf =
∫ ∞
−∞
Gx1x2(f)e
j2pifτdf, (3.8)
kjer je X∗2 (f) konjugirano kompleksna funkcija X2(f). Zaradi sˇuma in odbo-
jev signalov v prostoru daje uporaba samo krizˇne korelacije v prakticˇnih primerih
neuporabne rezultate. Signale je treba predhodno ﬁltrirati. Tu pride v posˇtev
posplosˇena krizˇna korelacija (GCC). Ta postopek je tudi najbolj uporabljana za
dolocˇitev zamika prihoda zvoka. V nadaljevanju je podrobneje opisana, predsta-
vljene pa so tudi njene sˇtevilne razlicˇice. [2]
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Pri teh postopkih je zelo pomembna izbira pravilne dolzˇine okna signala, upo-
rabljenega v korelaciji. Krizˇna korelacija je deﬁnirana za neskoncˇno dolge signale,
kar je v praksi nemogocˇe dosecˇi. Zaradi koncˇne sˇirine signalov se pojavijo napake
in vrh krizˇne korelacije postane manj izrazit. Ob uporabi daljˇsega okna pride
informacija o zamiku z dolocˇeno zamudo. Pomembno je tudi, da je v dolocˇenem
oknu izvor zvoka cˇim bolj stacionaren. Pri dolocˇanju sˇirine okna torej vedno
naredimo dolocˇen kompromis med hitrostjo in natancˇnostjo, glede na podrocˇje
uporabe.
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Slika 3.2: Primer krizˇne korelacije
Na sliki 3.2 so prikazani rezultati cˇasovnega zamika, dobljenega z navadno
krizˇno korelacijo. Opazimo lahko, da je prakticˇno nemogocˇe dolocˇiti pravi vrh
korelacije in s tem pravilen cˇasovni zamik med signaloma.
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Slika 3.4: Krizˇna korelacija po postopku GCC
Rgy1y2(τ) =
∫ ∞
−∞
Ψg(f)Gx1x2(f)e
j2pifτdf, (3.11)
kjer je
ψg(f) = H1(f)H
∗
2 (f) (3.12)
ψg(f) predstavlja utezˇevanje frekvenc. V praksi lahko seveda dobimo le pri-
blizˇek Gˆx1x2(f) zaradi koncˇnih opazovalnih cˇasov x1(t) in x2(t). Enacˇba se torej
zapiˇse kot:
Rˆgy1y2(τ) =
∫ ∞
−∞
Ψg(f)Gˆx1x2(f)e
j2pifτdf (3.13)
V dolocˇenih primerih, odvisno od postopka in vnaprej poznanih informacij, je
treba oceniti tudi funkcijo ψg(f). Na primer, ko zˇelimo s ﬁltriranjem poudariti
tiste frekvence, kjer je razmerje signal/sˇum najvecˇje, mora biti funkcija ψg(f)
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odvisna tudi od spektrov sˇuma in signala. Le-ti pa obicˇajno niso predhodno
znani in se lahko ocenijo. [2]
3.2.1 Funkcije utezˇevanja
Izbira funkcije utezˇevanja Ψg(f), z namenom optimiziranja dolocˇenih kriterijev,
je dobro raziskana. Razlicˇni avtorji so predlagali razlicˇne funkcije. V naslednjih
podpoglavjih je predstavljenih nekaj najpogostejˇsih izbir za Ψg(f). Nekaj najbolj
uporabljenih funkcij je [15]:
Ime funkcije Ψg(f)
Krizˇna korelacija 1
ROTH 1
Gx1x1 (f)
SCOT 1√
Gx1x1 (f)Gx2x2 (f)
PHAT 1|Gx1x2 (f)|
ECKART
Gs1s1 (f)
Gn1n1 (f)Gn2n2 (f)
ML ali HT |γ12(f)|
2
|Gx1x2 (f)|(1−|γ12(f)|
2)
Tabela 3.1: Funkcije utezˇevanja
3.2.2 Ucˇinki utezˇevanja
Za modele, ki so oblike 3.11, se lahko krizˇno korelacijo zapiˇse kot:
Rx1x2(τ) = αRs1s1(τ −D) +Rn1n2(τ), (3.14)
kjer je s1 zvok, ki ga je oddal vir, n1 in n2 pa sta sˇuma iz mikrofonov.
Fourierova transformacija enacˇbe 3.14 da krizˇni mocˇnostni spekter:
Gx1x2(f) = αGs1s1(f)e
−j2pifD +Gn1n2(f) (3.15)
Cˇe sta signala n1(t) in n2(t) nekolerirana, potem je Gn1n2(f) = 0 . Krizˇni
mocˇnostni spekter med x1(t) in x2(t) je torej skaliran krizˇni mocˇnostni spekter
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signalov, pomnozˇen s kompleksno eksponentno funkcijo. Mnozˇenje v frekvencˇni
domeni predstavlja konvolucijo v cˇasovni, zato ob predpostavki, da je Gn1n2(f) =
0, lahko zapiˇsemo:
Rx1x2(τ) = αRs1s1(τ −D) ∗ δ(t−D) (3.16)
Ena izmed interpretacij zgornje enacˇbe pravi, da je delta funkcija, ki pred-
stavlja cˇasovni zamik, razsˇirjena oz. razmazana s Fourierevo transformacijo
spektra signala. V primeru, da s1(t) predstavlja beli sˇum, potem je njegova Fou-
riereva transformacija delta funkcija in ne pride do nobene razsˇiritve. To se pri
realnih signalih seveda ne zgodi, zato je razsˇiritev vrha vedno prisotna.
Krizˇna korelacija ima vrh sˇe vedno pri zamiku D, spekter signala s(t) zgolj
razsˇiri vrh. To po navadi ni prevelik problem, cˇe imamo opravka zgolj z enim
cˇasovnim zamikom. Cˇe pa imamo opravka z vecˇ razlicˇnimi zamiki, je prava krizˇna
korelacija podana kot:
Rx1x2(τ) = Rs1s1(τ) ∗
∑
i
αiδ(τ −D), (3.17)
kjer je αi amplituda posameznega signala. V tem primeru lahko konvolucija
z Rs1s1(τ) razsˇiri eno delta funkcijo v podrocˇje druge, zaradi cˇesar je nemogocˇe
razlocˇiti posamezne vrhove oziroma cˇas zakasnitve. Zato je treba izbrati funkcijo
ψg(f) tako, da so vrhovi v krizˇni korelaciji cˇim ozˇji. S tem je zagotovljena boljˇsa
resolucija izracˇunanega cˇasovnega zamika. Pri tem pa nastane problem, da so
ostri vrhovi bolj obcˇutljivi na napake, ki nastanejo zaradi koncˇnega opazovalnega
cˇasa, predvsem ko imamo majhno razmerje signal sˇum. Izbira utezˇevalne funkcije
ψg(f) je torej vedno kompromis med locˇljivostjo in stabilnostjo. [15]
3.2.3 ROTH funkcija
Utezˇevalna funkcija, ki jo je predlagal Roth, je oblike:
ΨR =
1
Gx1x1(f)
(3.18)
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Cˇe jo vstavimo v enacˇbo generalizirane krizˇne korelacije 3.13, dobimo:
RˆRy1y2(τ) =
∫ ∞
−∞
Gˆx1x2(f)
Gx1x1(f)
ej2pifτdf (3.19)
Ta enacˇba ocenjuje impulzni odziv linearnega (Wiener-Hopf) ﬁltra:
Hm(f) =
Gˆx1x2(f)
Gx1x1(f)
, (3.20)
ki najbolje opisuje preslikavo x1(t) v x2(t). Cˇe n1(t) 6= 0, potem velja
Gx1x1(f) = Gs1s1(f) +Gn1n1(f) (3.21)
in dobimo enacˇbo
RˆRy1y2(τ) = δ(t−D) ∗
∫ ∞
−∞
αGs1s1(f)
Gs1s1(f)Gn1n1(f)
ej2pifτdf (3.22)
To pomeni, da razen, cˇe je Gn1n1(f) enak produktu med neko konstanto in
Gs1s1(f), bo delta funkcija sˇe vedno razsˇirjena. ROTH procesor bo zmanjˇsal
vplive obmocˇij, kjer je Gn1n2(f) velik in je vecˇja verjetnost, da je ocena Gx1x2(f)
napacˇna.
3.2.4 Funkcija SCOT
Napake ocene Gx1x2(f) se lahko pojavijo v tistih frekvencˇnih obmocˇjih, kjer je
funkcija Gn1n1(f) velika ali pa kjer je funkcija Gn2n2(f) velika. Zato se pojavlja
vprasˇanje, ali za utezˇevanje uporabiti funkcijo Ψg =
1
Gx1x1 (f)
ali ΨR =
1
Gx2x2 (f)
Pri tem postopku zato izberemo za funkcijo utezˇevanja:
ΨS =
1√
Gx1x1(f) +Gx2x2(f)
(3.23)
Dobimo torej enacˇbo:
RˆSy1y2(τ) =
∫ ∞
−∞
Gˆx1x2(f)√
Gx1x1(f) +Gx2x2(f)
ej2pifτdf (3.24)
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Postopek SCOT lahko interpretiramo kot ”prewhitening”ﬁlter, ki mu sledi
korelacija, cˇe za ﬁltra H1 in H2 izberemo H1 =
1√
Gx1x1 (f)
in H2 =
1√
Gx2x2 (f)
Cˇe velja Gx1x1(f) = Gx2x2(f), je SCOT postopek enak Roth postopku. Cˇe
sˇuma nista konstantna, ima SCOT postopek podobno sˇirjenje vrha kot Roth
postopek. To se zgodi, ker ne dovolj dobro prewhithening spektra krizˇne ko-
relacije. [15]
3.2.5 Postopek PHAT
Da bi se izognili razsˇirjanju vrha, postopki PHAT uporablja utezˇevalno funkcijo
oblike:
Ψp(f) =
1
|Gx1x2(f)|
(3.25)
Iz tega dobimo enacˇbo za izracˇun krizˇne korelacije:
RˆPy1y2(τ) =
∫ ∞
−∞
Gˆx1x2(f)
|Gx1x2(f)|
ej2pifτdf (3.26)
Za modele z nekoleriranim sˇumom Gn1n2(f) = 0, velja enacˇba:
Gˆx1x2(f)
|Gx1x2(f)|
= ejΘ(f) = ej2pifD (3.27)
Velja torej:
RˆPy1y2(τ) = δ(t−D) (3.28)
Za modele z nekoleriranim sˇumom, se pri postopkih PHAT vrh korelacije
ne razsˇiri. V praksi pa, ko Gˆx1x2(f) 6= Gx1x2(f), korelacija vseeno ne bo delta
funkcija. PHAT ima tudi slabost, da utezˇuje Gx1x2(f) z inverzom Gs1s2(f). Zato
so napake poudarjene, kjer je mocˇ signala najmanjˇsa. Cˇe za kaksˇen frekvencˇni
pas velja Gx1x2(f) = 0, je faza nedeﬁnirana, ocena faze pa je nepredvidljiva. [9]
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3.2.6 Postopek PHAT v cˇasovni domeni
V dolocˇenih primerih je postopek PHAT v cˇasovni domeni racˇunsko manj zah-
tevna. To se zgodi v primeru, ko je niz mikrofonov blizu skupaj. V primeru, ko
sta dva mikrofona na razdalji 10 cm in je frekvenca vzorcˇenja 16 kHz, vsebuje
korelacija samo 9 tocˇk, ki nas zanimajo. Ostale predstavljajo nemogocˇe cˇasovne
zamike. Cˇe za izracˇun uporabimo signal dolzˇine N = 256 (kar predstavlja 16 ms),
mora algoritem PHAT v frekvencˇni domeni izracˇunati 2N korelacijskih tocˇk.
Cˇe racˇunamo v cˇasovni domeni, pa lahko izracˇunamo korelacijo le za tiste
tocˇke, ki predstavljajo mogocˇe zamike. Phat postopek v cˇasovni domeni zapiˇsemo
kot:
RL,R[M ] =


∑N−1−m
n=0 L[n+m]R[n], 0 ≤ m ≤ N∑N−1+m
n=0 L[n]R[n−m], −N ≤ m ≤ 0
(3.29)
Isti ucˇinek, kot ga ima PHAT utezˇ v frekvencˇni domeni, lahko v cˇasovni
domeni dosezˇemo z whithening vhoda pred racˇunanjem krizˇne korelacije. Ena
mozˇnost je z uporabo adaptivne linearne predikcije (LP ﬁlter). LP ﬁlter se lahko
izvede na naslednji nacˇin:
L[n] =


Lin[n− 1]
...
Lin[n− 1−K]

 (3.30)
Lout[n] = Lin[n]− L[n]TW [n]
W [n+ 1] = W [n] + ρLout[n]L[n]
(3.31)
Lin predstavlja en signal iz para mikrofonov, W[n] so trenutni koeﬁcienti adap-
tivnega ﬁltra, ρ pa predstavlja velikost adaptivnega koraka. Lout[n] je izhod ﬁltra
in predstavlja ﬁltriran signal. Ker je za izracˇun pomembno, da se ohrani faza med
signaloma, moramo posodabljati samo ﬁlter za en signal. Drugi signal pa ﬁltri-
ramo s kopijo istega ﬁltra. Ker je spekter podoben pri obeh signalih, se v praksi
whitening tudi drugi signal. Izvedba v cˇasovni domeni je predvsem ucˇinkovita
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za majhne nize mikrofonov, saj je racˇunska zahtevnost manjˇsa. Lazˇje tudi izbe-
remo razmerje med kompleksnostjo in natancˇnostjo, saj lahko spreminjamo red
LP ﬁltra. Slabost je v tem, da ima ta postopek dva dodatna parametra, ki ju je
treba nastaviti. To sta red LP ﬁltra in velikost koraka ρ. Zviˇsanje reda izboljˇsa
natancˇnost ﬁltra, ampak povecˇa racˇunsko kompleksnost. [30]
3.2.7 Eckart filter
Eckartov ﬁlter maksimizira kriterij deformacije. Deﬁniran je kot velikost spre-
membe v povprecˇnem izhodu korelatorja zaradi signala, ki je prisoten zaradi
sˇuma. Za dolg cˇas povprecˇenja je ta kriterij:
d2 =
L(
∫∞
−∞
H1(f)H
∗
2 (f)Gs1s2(f)df)
2∫∞
−∞
|H1(f)|2|H2(f)|2Gn1n1(f)Gn2n2(f)df
, (3.32)
kjer je L konstanta proporcionalna s T . Cˇe pri zgornji enacˇbi uposˇtevamo
Schwartovo neenakost, ugotovimo, da
H1(f)H
∗
2 (f) = ψE(f)e
j2pifD (3.33)
Maksimizira d2, kjer je
ΨE(f) =
αGs1s1(f)
Gn1n1(f)Gn2n2(f)
(3.34)
To utezˇevanje vsebuje nekatere lastnosti SCOT ﬁltra. Njegova prednost je, da
zatre frekvencˇne pasove z velikim sˇumom. V nasprotju s PHAT ﬁltrom, da nicˇelno
utezˇ frekvencam, kjer je Gs1s1(f) = 0. V praksi ta ﬁlter potrebuje poznavanje
oziroma oceno spektra signala in sˇuma. Za α = 1 lahko ΨE(f) to dosezˇemo tako,
da zapiˇsemo: [15]
ΨE(f) = |Gˆx1x2(f){Gˆx1x1(f)− |Gˆx1x2(f)|[Gˆx2x2(f)− |Gˆx1x2(f)|]} (3.35)
3.2.8 Metoda najvecˇjega verjetja
Utezˇevalna funkcija metode najvecˇjega verjetja (MLE) je:
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ΨML(f) =
|γ12(f)|2
|Gx1x2(f)|(1− |γ12(f)|2)
(3.36)
Cˇe poznamo funkciji Gx1x2(f) in |γ12(f)|2, potem je to idealna utezˇ. V na-
sprotnem primeru jih je treba oceniti. Zamenjava utezˇi z ocenami je popolnoma
hevristicˇen postopek, s katerim lahko MLE dosezˇemo v praksi. Podobno kot
SCOT, metoda najvecˇjega verjetja utezˇuje fazo po mocˇi koherence. [1]
3.3 Analiza napake GCC postopku
Privzamemo, da imamo dva stacionarna signala, ki ju zapiˇsemo z enacˇbama:
x(t) = s(t) + n1(t)
y(t) = αs(t−D) + n2(t),
(3.37)
kjer s(t) predstavlja signal, n1(t) in n2(t) pa sta sˇuma. (D) predstavlja neznan
zamik, T pa je cˇas opazovanja. Privzamemo dolocˇene predpostavke:
• Signal s(t) in sˇumi so stacionarni, frekvencˇno omejeni, s povprecˇjem nicˇ in
nekorelirani,.
• Cˇasi korelacije signalov s(t), n2(t) in n1(t): |D|+ τs, τn1, τn2 so zelo majhni
v primerjavi s cˇasom opazovanja T. Signal s(t) je ergodicˇen.
Zamik D ocenimo s krizˇno korelacijo:
Φ(Dˆ) = max
t
Φ(τ) = max
t
∫ T/2
−T/2
x(t)y(t+ τ)dt (3.38)
Pokazati hocˇemo, da je ocena D nepristranska in da je MSE funkcija opazo-
valnega cˇasa in spektra signala ter sˇumov.
Cˇe je ocena nepristranska, mora veljati enacˇba E(Dˆ−D) = 0 Krizˇno korelacijo
lahko zapiˇsemo kot vsoto dveh cˇlenov:
Φ(τ) = Φss(τ) + ΦN(τ), (3.39)
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kjer je signal deﬁniran kot
Φss(τ) =
∫ T/2
−T/2
s(t)s(t+ τ −D)dt (3.40)
cˇlen s sˇumom pa
ΦN(τ) =
∫ T/2
−T/2
ds(t)n2(t+τ)dt+
∫ T/2
−T/2
n1(t)s(t+τ−D)dt+
∫ T/2
−T/2
n1(t)n2(t+τ)dt
(3.41)
Cˇlen s signalom zapiˇsemo kot Taylorejevo vrsto v okolici t = D in dobimo
Φss(τ) ≈ Φss(D) + 1/2Φ′′ss(D)(τ −D)2 (3.42)
prvi odvod je 0, kar sledi iz druge predpostavke.
(
dΦss
dτ
)(τ=Dˆ) ≈ 0 (3.43)
Cˇe odvajamo enacˇbo 3.39, dobimo:
(
dΦ
dτ
)(τ=Dˆ) = (
dΦss
dτ
)(τ=Dˆ) + (
dΦN
dτ
)(τ=Dˆ) = 0 (3.44)
Ob uporabi enacˇbe 3.42 dobimo:
Φ
′′
ss(D)(Dˆ −D) + Φ
′
N(Dˆ) = 0 (3.45)
Dˆ −D = −1
Φ′′ss(D))
Φ
′
N(Dˆ), (3.46)
kjer sta:
Φ
′′
ss(D) = [
d2
dτ
∫ T/2
−T/2
s(t)s(t+ τ −D)dt](τ=D) (3.47)
Φ
′
N(D) = [
∫ T/2
−T/2
s(t)n
′
2(t+τ)dt+
∫ T/2
−T/2
n1(t)s
′
(t+τ−D)dt+
∫ T/2
−T/2
tn1(t)n
′
2(t+τ)dt](τ=Dˆ)
(3.48)
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Uporabimo teorem pogojne pricˇakovane vrednosti:
E{E(u|v)} = Eu (3.49)
Cˇe uporabimo enacˇbo (3.46), dobimo:
E(Dˆ −D) = E{ −1
Φ′′s (D)
E[Φ
′
N |s, Dˆ]} (3.50)
Iz prve predpostavke vemo, da je E(Φ
′
N |s, Dˆ) = 0. Dobimo torej {E(Dˆ−D) =
0} [2]. Ocena cˇasa zamika D je torej res nepristranska. Aazaria in Hertz v cˇlanku
[2] pokazˇeta tudi, da je napaka ocene cˇasa zamika D, funkcija opazovalnega cˇasa
in spektra signala ter sˇumov.
3.4 Dolocˇanje polozˇaja v prostoru
Drugi del dolocˇanja polozˇaja govorca v prostoru predstavlja izracˇun njegovih ko-
ordinat iz izracˇunanih cˇasov zamika prihoda zvoka na mikrofone. V tem poglavju
je predstavljena geometrija prostora in nekaj postopkov za izracˇun koordinat go-
vorca v prostoru.
3.4.1 Pregled problema
Zvok se v zraku pri sobni temperaturi sˇiri s konstantno hitrostjo, ki je odvisna
od temperature zraka. Izracˇuna se jo lahko s formulo:
c = 20.05 +
√
(T + 273.15)m/s (3.51)
Iz cˇasovnih zamikov prihoda zvoka je mogocˇe z enacˇbo (3.52) izracˇunati razlike
v dolzˇini poti od izvora do posameznih mikrofonov. [7]
dij = c ∗ tij (3.52)
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V primeru poljubne postavitve mikrofonov je izracˇun tocˇnega polozˇaja kom-
pleksen. Posamezen par mikrofonov deﬁnira z enacˇbo 3.53 dvodelni hiperboloid,
na katerem je izvor zvoka. Tocˇen polozˇaj izvora je dolocˇen s presecˇiˇscˇem tako
dobljenih krivulj. Zaradi nelinearnosti enacˇb iskanje resˇitev ni trivialno. [23]
D =
(|L− L1| − |L− L2|)
cs
(3.53)
Rm = |~Pm − ~E| =
√
(xm − x)2 + (ym − y)2 + (zm − z)2 (3.54)
L v enacˇbi 3.53 predstavlja polozˇaj izvora zvoka, L1 je polozˇaj prvega, L2 pa
polozˇaj drugega mikrofona.
Iz treh mikrofonov je mogocˇe dobiti dve neodvisni enacˇbi hiperboloidov.
Zvocˇni vir je na krivulji, ki je presecˇiˇscˇe med njima. Ob neplanarni postavitvi
mikrofonov je torej mogocˇe s pomocˇjo treh mikrofonov izracˇunati polozˇaj izvora
zvoka v ravnini. Ob dodatnem mikrofonu, je mogocˇe izracˇunati presek prejˇsnje
krivulje z novim hiperboloidom, rezultat je tocˇka v prostoru.
Sˇtirje mikrofoni in trije pari cˇasovnih zamikov so torej minimum za dolocˇitev
tocˇke v 3-dimenzionalnem prostoru. Za enolicˇno dolocˇitev tocˇke v prostoru mikro-
foni ne smejo lezˇati v isti ravnini. V nasprotnem primeru sta resˇitev dve razlicˇni
tocˇki, ki sta simetricˇni glede na ravnino mikrofonov. Prava tocˇka se lahko vseeno
dolocˇi, cˇe poznamo geometrijo prostora (mikrofoni so na stropu ali steni).
Lokacija tocˇke v prostoru je torej v nasˇem primeru presecˇiˇscˇe treh hiperbolo-
idov. Izracˇun presecˇiˇscˇa ni trivialen, saj imamo opravka s sistemom nelinearnih
enacˇb.
Analiticˇna resˇitev obstaja, prvi jo je objavil Fang v cˇlanku [10], v katerem je
izracˇunal tocˇen polozˇaj presecˇiˇscˇa v 3D prostoru za primer poljubno postavljenih
4 senzorjev. Slabost tega postopka je v tem, da ne uposˇteva informacij iz vecˇ
senzorjev, cˇe so te na voljo. Najvecˇja prednost tega postopka je ta, da poda
tocˇno resˇitev in ni racˇunsko zahtevna. Problemi se lahko pojavijo, cˇe so meritve
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pridobljene s TDOA postopkom prevecˇ zasˇumljene. Cˇe je sˇum vecˇji, se lahko
zgodi, da tocˇna resˇitev ne obstaja in analiticˇen postopek lahko odpove. [25]
Cˇe so mikrofoni postavljeni v linearen niz, ki je blizu skupaj, je racˇunanje
polozˇaja poenostavljeno. Ti postopki predvidevajo izvor zvoka, ki je dalecˇ stran
v primerjavi z dimenzijami niza. Uporabljajo se vecˇinoma skupaj z Beamforming
lokalizacijo.
3.4.2 Postopki
Postopke za izracˇun polozˇaja lahko v grobem razdelimo na dve skupini: neitera-
tivne in iterativne. Prednost neiterativnih postopkov je ta, da so manj racˇunsko
zahtevni. Iterativni postopki lahko dajo zelo dobre rezultate, uposˇtevajo infor-
macije iz poljubnega sˇtevila mikrofonov, vendar so racˇunsko bolj zahtevni. Pogo-
steje uporabljani iterativni postopki so Gauss-Newtonova metoda in gradientna
metoda. Na zacˇetku postopka izbere uporabnik zacˇetno oceno, ki jo nato algo-
ritem vsako iteracijo popravi s pomocˇjo izracˇuna kriterijske funkcije najmanjˇsih
kvadratov. Ti postopki so precej robustni in dajejo dobre rezultate. Uposˇtevajo
tudi dodatne meritve, cˇe imamo na voljo vecˇ senzorjev. Slabosti pa so, da potre-
bujejo neko zacˇetno oceno in cˇe je ta preslaba, se lahko ulovijo v lokalni minimum
in ne najdejo prave globalne resˇitve. Prav tako ni zagotovljena konvergenca teh
postopkov. [12]
3.4.2.1 Tocˇna resˇitev
Predpostavimo, da je izvor zvoka polozˇaju ~E = (x, y, z), ki ga zˇelimo dolocˇiti.
Mikrofoni so na polozˇajih ~P0, ~P1, ~P2 ~P3, kjer je ~Pm = (xm, ym, zm). Razdaljo med
izvorom in mikrofonom zapiˇsemo kot:
Rm = |~Pm − ~E| =
√
((xm − x)2 + (ym − y)2 + (zm − z)2) (3.55)
Razdalja Rm predstavlja hitrost zvoka, pomnozˇeno s cˇasom sˇirjenja zvoka
do mikrofona. Brez izgube splosˇnosti lahko postavimo izhodiˇscˇe koordinatnega
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sistema na polozˇaj mikrofona P0. Zapiˇsemo lahko tri enacˇbe za tri mikrofone:
ct1 = R1 =
√
((x1 − x)2 + (y1 − y)2 + (z1 − z)2)
ct2 = R2 =
√
((x2 − x)2 + (y2 − y)2 + (z2 − z)2)
ct3 = R3 =
√
((x3 − x)2 + (y3 − y)2 + (z3 − z)2)
(3.56)
Imamo torej sistem treh enacˇb s tremi neznankami, vendar zaradi kvadratnih
cˇlenov sˇe ne pridemo do resˇitve. Zato je treba dodati sˇe enacˇbo za cˇetrti mikrofon.
[23]
t4 = R4 =
√
((x4 − x)2 + (y4 − y)2 + (z4 − z)2) (3.57)
Analiticˇna resˇitev sistema enacˇb (3.56) je:
z =
N
2M
+
√
N
2M
2
− O
M
x = Gz +H
y = Iz + J
(3.58)
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Kjer so:
A =
(R13x21 −R12x31)
(R12y31 −R13y21)
B =
(R13z21 −R12z31)
(R12y31 −R13y21)
C =
R13(R
2
12 + x
2
1 − x22 + y21 − y22 + z21 − z22)−R12(R213 + x21 − x23 + y21 − y23 + z21 − z33)
2(R12y31 −R13y21)
D =
(R34x23 −R32x43)
(R32y43 −R34y23)
E =
(R34z23 −R32z43)
(R32y43 −R34y23)
F =
R34(R
2
32 + x
2
3 − x22 + y23 − y22 + z23 − z22)−R32(R234 + x23 − x24 + y23 − y24 + z23 − z34)
2(R32y43 −R34y23)
(3.59)
G =
E − B
A−D
H =
F − C
A−D
I = AG+B
J = AH + C
(3.60)
V nasˇem primeru, ko mikrofoni lezˇijo v isti ravnini na stropu, dobimo za
rezultat dve razlicˇni tocˇki. Z koordinata je v enem primeru pozitivna, v drugem
pa negativna. To pa ne predstavlja problema, saj so mikrofoni postavljeni na
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stropu, govorec pa vemo, da je vedno pod njimi v prostoru. [5]
Ker izracˇun TDOA ni tocˇen in lahko ima veliko napako, se lahko zgodi, da
zgornji postopek odpove. V nasˇem primeru se je izkazalo, da ta postopek ni
uporaben, saj cˇe je bila napaka ocenjenega cˇasovnega zamika prevelika, so bile
koordinate oseb postavljene tudi dalecˇ izven prostora. Z koordinata pa je bila v
veliko primerih tudi kompleksno sˇtevilo.
3.4.2.2 Metoda nelinearnih najmanjˇsih kvadratov
Za izracˇun koordinat je v algoritmu uporabljena Levenberg-Marquardt metoda.
Ta postopek adaptivno spreminja velikost spremembe parametrov med posame-
zno iteracijo. To dosezˇe z racˇunanjem parametra λ med vsako iteracijo. Cˇe je
ta parameter majhen, se ta postopek priblizˇa Newton-Gaussovi, cˇe je velik pa je
podobna gradientni metodi.
Na zacˇetku je parameter λ velik, tako da so spremembe iskanih parametrov
majhne v smeri najvecˇjega gradienta. Cˇe med iteracijami nastopi resˇitev, ki je
slabsˇa od prejˇsnje, se λ povecˇa. V nasprotnem primeru se zmanjˇsuje in resˇitev se
pospesˇeno priblizˇuje lokalnemu minimumu, podobno kot Gauss-Newton metoda.
Algoritem je izveden v Matlabovi funkciji. Prednost tega postopka je v tem,
da uposˇteva meritve iz vecˇ parov mikrofonov. V nasˇem primeru, ko imamo na
voljo 4 mikrofone, lahko dobimo 6 razlicˇnih ocen TDOA za vsako lokacijo. S
pomocˇjo tega postopka lahko uposˇtevamo vse te ocene in dobimo resˇitev, ki ima
najmanjˇsi kvadrat napake. [12]
3.4.2.3 Neiterativna metoda najmanjˇsih kvadratov
Koordinate polozˇaja izvora zvoka je mogocˇe izracˇunati tudi z neiterativno metodo
najmanjˇsih kvadratov. [13]
xk = (xk, yk, zk) predstavlja polozˇaj k-tega mikrofona, xs = (xs, ys, zs) pa
predstavlja polozˇaj izvora zvoka. Cˇasovni zamik med prihodom zvoka na posa-
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mezen mikrofon je deﬁniran kot:
τk0 =
(Dk −D0)
c
(3.61)
Kjer je c hitrost zvoka. Razlika v razdalji, ki jo je zvok naredil do posameznega
mikrofona dk0, je deﬁnirana kot:
dk0 = τk0c = Dk −D0 (3.62)
Cˇe imamo m+ 1 mikrofonov, lahko polozˇaj izvora izracˇunamo kot:
Am×nxn×1 = wm×1 (3.63)
Kjer je:
A =


x0 − x1 y0 − y1 z0 − z1 −d10
x0 − x2 y0 − y2 z0 − z3 −d20
...
...
...
...
x0 − xm y0 − ym z0 − zm −dm0


(3.64)
x =


xs
ys
zs
D0


(3.65)
w =


w10
w20
...
wm0


(3.66)
Za neplanarne sisteme mikrofonov se lahko enacˇba 3.63 resˇi z naslednjo
enacˇbo:
xls = (A
TA)−1ATw = A†w, (3.67)
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kjer simbol † predstavlja pseudo inverz.
V nasˇem primeru pa so vsi mikrofoni koplanarni, zato je matrika A singularna
in posledicˇno njen inverz ne obstaja. Ta sistem enacˇb se zato resˇi z dekompozicijo
singularnih vrednosti. [21].
Matriko A lahko zapiˇsemo kot:
A = UrΣrV
H
r , (3.68)
kjer je r rank matrike A. V nasˇem primeru je to 3. Resˇitev z najmanjˇsim
kvadratom napake dobimo nato po enacˇbi:
xLS = VrΣ
−1
r U
H
r w (3.69)
Ker A matrika ni polnega ranka, za z koordinato vedno dobimo 0. Vendar jo
lahko izracˇunamo s pomocˇjo D0 po enacˇbi:
zs = z0 +
√
D20 − (xs − x0)2 − (y − y0)2 (3.70)
Izkazˇe se, da ta postopek v nasˇem primeru ne da najboljˇsih rezultatov, zato
je za izracˇun koordinat uporabljena iterativna metoda najmanjˇsih kvadratov.
4 Ustvarjanje zbirke podatkov
Za eksperimentalni del je bila uporabljena zbirka podatkov, ustvarjena za potrebe
magistrske naloge v ucˇilnici Fakultete za elektrotehniko. Snemanje je potekalo
po protokolu, ki je predstavljen v naslednjih podpoglavjih. Izvedena je bila tudi
transkripcija vsakega posnetka, ki je shranjena v XML formatu. Postopek in
format transkripcije sta predstavljena v nadaljevanju.
4.1 Uporabljene naprave
Za snemanje podatkov je bila uporabljena snemalna naprava Scarlett 18i8, ki ima
4 vhode, kar omogocˇa snemanje zvoka iz sˇtirih mikrofonov. Podatke lahko zajema
s frekvenco do 192 kHz. [11] Posnetki za nasˇo zbirko so bili zajeti s frekvenco
44.1 kHz.
Mikrofoni, uporabljeni pri snemanju podatkov, so usmerjeni s proﬁlom hi-
perkardioide. Velikost kota, iz katerega mikrofoni zaznavajo zvok, je 100◦. [28]
Mikrofoni so postavljeni v kote prostora in so usmerjeni proti srediˇscˇu ucˇilnice.
Vecˇina izvorov zvoka je bila v obmocˇju, kjer je obcˇutljivost vseh mikrofonov
najvecˇja. Usmerjenost mikrofonov bi lahko imela vpliv na napako izracˇuna
polozˇajev izvorov zvoka ob robu ucˇilnice. Ti izvori so namrecˇ na meji najvecˇje
obcˇutljivosti mikrofonov.
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Slika 4.1: Razporeditev polozˇajev in mikrofonov
4.2 Geometrija prostora
Zbirka podatkov je bila posneta v ucˇilnici LUKS na Fakulteti za elektrotehniko.
Na stropu ucˇilnice so namesˇcˇeni 4 mikrofoni. Tocˇna postavitev mikrofonov in
geometrija ucˇilnice je razvidna iz Slike 4.1. Na tleh ucˇilnice so bili postavljeni
listi papirja s sˇtevilkami, ki so predstavljali vnaprej izmerjene lokacije. S pomocˇjo
teh lokacij lahko dolocˇimo tocˇen polozˇaj osebe v prostoru.
V prostoru so postavljene mize, stoli in omare vzporedno z mikrofoni. Osebe
so se zato lahko premikale le vzporedno z mikrofoni.
Polozˇaja 11 in 12 sta za leseno predelno steno. Ta sicer ne sega do stropa
prostora, vendar predstavlja veliko oviro pri sˇirjenju zvoka. Uspesˇna lokalizacija
teh dveh polozˇajev je zato sˇe toliko bolj zahtevna.
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4.3 Protokol snemanja podatkov
Za snemanje je bilo sestavljenih vecˇ razlicˇnih protokolov. S posameznim proto-
kolom je bilo narejenih vecˇ posnetkov. V posnetkih je sodelovalo od 1 do 4 oseb.
Prvi posnetki so enostavnejˇsi (ena oseba, tleskanje s prsti), nato pa postajajo
kompleksnejˇsi (vecˇ oseb, hkratno govorjenje, sˇumi). Posnetki se zacˇnejo, ko go-
vorec izrecˇe besedo Action, koncˇajo pa se z besedo Cut. Narejenih je bilo
10 razlicˇnih protokolov. Pri nekaterih protokolih je bilo posnetih vecˇ posnetkov,
vendar z drugimi govorci in na razlicˇnih polozˇajih. Na spodnjem seznamu je
opisan postopek snemanja posameznega posnetka:
• Posnetek 1. Oseba hodi po prostoru. Ko pride do oznacˇene lokacije, stopi
na list s sˇtevilko in se ustavi. Nato pove sˇtevilko lokacije, na kateri je in
nekajkrat tleskne s prsti.
• Posnetek 2. Oseba hodi po prostoru in neprestano tleska s prsti. Ko pride
do oznacˇene pozicije se ustavi in pove sˇtevilko pozicije, na kateri je. Nato
nadaljuje pot po prostoru.
• Posnetek 3. Dve osebi hodita po prostoru. Ko prideta do oznacˇenega
polozˇaja se ustavita, izgovorita sˇtevilko polozˇaja, kjer sta in zacˇneta tleskati
s prsti. Nato nehata tleskati in nadaljujeta do naslednjega polozˇaja.
• Posnetek 4. Tri osebe hodijo po prostoru in neprestano tleskajo s prsti. Ko
pridejo do dolocˇene pozicije, se ustavijo in izgovorijo sˇtevilko pozicije, kjer
so nahajajo. Nato nadaljujejo s hojo po ucˇilnici.
• Posnetek 5. Ena oseba hodi po prostoru med oznacˇenimi lokacijami. Ko
prispe na lokacijo, se ustavi in pove sˇtevilko lokacije, kjer je. Nato prebere
sˇe en stavek iz predpripravljenega besedila ter nadaljuje s hojo po prostoru
do naslednje lokacije.
• Posnetek 6. Ena oseba se sprehaja po prostoru. Ko pride do dolocˇene
lokacije, se ustavi in pove sˇtevilko lokacije, kjer je. Nato se obrne proti mi-
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krofonu sˇtevilka 1 in prebere predpripravljen stavek, zatem se obrne proti
mikrofonu sˇtevilka 2 in spet prebere isti stavek. Enako naredi sˇe za mikro-
fona sˇtevilka 3 in 4. Nato nadaljuje pot proti naslednji lokaciji, kjer vse
spet ponovi.
• Posnetek 7. Ena oseba je ves cˇas trajanja posnetka na ﬁksni lokaciji, druga
oseba pa se premika po prostoru. Ko pride do dolocˇene lokacije, se ustavi in
prebere sˇtevilko lokacije, kjer je. Nato prebere stavek iz predpripravljenega
besedila ter nadaljuje s hojo proti naslednjemu polozˇaju. Medtem prva
oseba ves cˇas govori stavke iz predpripravljenega besedila. Osebi govorita
neodvisno ena od druge, tako da se govor tudi prekriva.
• Posnetek 8. Dve osebi sta ves cˇas na svojih lokacijah in izgovarjata stavke iz
predpripravljenega besedila. Medtem se tretja oseba premika po prostoru.
Ko pride do dolocˇene lokacije, se ustavi, pove sˇtevilko lokacije in pripravljen
stavek. Osebe govorijo neodvisno druga od druge.
• Posnetek 9. Sˇtiri osebe se premikajo po prostoru. Ko posamezna oseba
pride do dolocˇene lokacije, se ustavi in prebere sˇtevilko lokacije, kjer je.
Nato prebere stavek iz predpripravljenega besedila ter nadaljuje s hojo proti
naslednjemu polozˇaju. Osebe se premikajo in govorijo neodvisno ena od
druge.
• Posnetek 10. Dve osebi se sprehajata po prostoru in med hojo povzrocˇata
razne hrupe, kot so sˇumenje z listi, premikanje stolov in miz, glasna hoja
ipd. Ko prideta do dolocˇene lokacije, se ustavita in prebereta sˇtevilko lo-
kacije, kjer sta. Nato prebereta stavek iz predpripravljenega besedila ter
nadaljujeta s hojo proti naslednjemu polozˇaju. Osebi se premikata in govo-
rita neodvisno ena od druge.
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Slika 4.2: Program EXMARaLDA
4.4 Oznacˇevanje in urejanje posnetkov
Vsakemu posnetku v zbirki pripada svoja XML datoteka, ki ga opisuje. Datoteka
vsebuje podatke o tem, kdaj, kje in kaksˇne zvoke so osebe v prostoru ustva-
rile. Njen namen je mozˇnost avtomatizacije vrednotenja rezultatov lokalizacije.
Spremljevalna datoteka je bila ustvarjena s programom EXMERaLDA. Ta pro-
gram omogocˇa enostavno oznacˇevanje cˇasov govora in dodajanje komentarjev za
dolocˇen odsek govora. Zelo dobro je mogocˇe tudi oznacˇiti posnetke, kjer se govor
prekriva.
Oznacˇevanje sem poskusˇal narediti tudi s programoma Audacity in Transcri-
ber. Ta dva programa imata tezˇave pri oznacˇevanju posnetkov v primeru vecˇ
govorcev, ki govorijo istocˇasno.
Datoteko je iz programa EXMARaLDA mogocˇe izvoziti v vecˇ razlicˇnih for-
matov. Odlocˇil sem se za XML format, saj omogocˇa najbolj enostavno branje
datoteke z racˇunalniˇskim programom.
4.4.1 Transkripcija
V XML datoteki, ki je rezultat transkripcije, je opisan vsak zvocˇni odsek posebej.
Zvocˇni odsek je enota posnetka poljubne dolzˇine, ki vsebuje zvok. Med sosednjimi
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Slika 4.3: Primer dela XML datoteke
odseki ni nobenega povzrocˇenega zvoka, temvecˇ je le sˇum.
Vsak odsek ima svoj komentar, ki pove, kje se je dolocˇen zvok zgodil in kaj
predstavlja. Komentar je sestavljen iz dveh delov. Najprej je v oklepaju lokacija
osebe v prostoru, oznacˇena s sˇtevilko od 1 do 12. Te sˇtevilke se kasneje prevedejo
v koordinate v prostoru. Pred sˇtevilko lokacije je znak @, kar omogocˇa lazˇjo
racˇunalniˇsko obdelavo koncˇne XML datoteke. Za oklepajem je tekst, ki ga je
oseba izgovorila. Cˇe je oseba povzrocˇila kaksˇen drugacˇen zvok, na primer tleskanje
s prsti ali premikanje stolov, je to zapisano v komentarju. Zacˇetek in konec
komentarja sta oznacˇena z znakom * (Primer: *Snapping ﬁngers*).
Na zacˇetku datoteke je polje referenced-ﬁle. Njegova vrednost oznacˇuje
ime zvocˇnega posnetka, kateremu pripada XML datoteka.
Na Sliki 4.3 je del XML datoteke, ustvarjene s programom EXMARaLDA.
Vrednost oznake start dolocˇa zacˇetek govornega odseka v dolocˇenem posnetku.
Vrednost oznake ”end”pa njegov konec. Vrednosti so v sekundah in predstavljajo
cˇas od zacˇetka posnetka. Na koncu oznake event je opis dogodka. V primeru
na sliki sta se oba dogodka zgodila na polozˇaju sˇtevilka 12. Prvi dogodek se je
zacˇel ob cˇasu 46 sekund in je trajal priblizˇno eno sekundo do 47. sekunde. Oseba
pa je izgovorila stavek: Position number 11.
V primeru, da je v posnetku vecˇ oseb, so v datoteki najprej zapisani do-
godki, ki jih je povzrocˇila prva oseba, nato druga in tako naprej. Zvocˇni dogodki
prve osebe se zacˇnejo z oznako: <layer l-id=”SPK1”> in trajajo do oznake:
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</layer>. Nato so opisani zvocˇni dogodki, ki jih je povzrocˇila druga oseba.
Ti se zacˇnejo z oznako: <layer l-id=”SPK2”> in tako naprej, cˇe je v posnetku
prisotnih vecˇ oseb.
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5 Rezultati
5.1 Izvedba Algoritma
Lokalizacija je bila izvedena s postopkom TDOA-PHAT, ki je bil izveden v Ma-
tlabu. Uporabljena sta bila posnetka, posneta po protokolu sˇtevilka 1 in 5.
Program najprej prebere shranjene posnetke, ki so bili pridobljeni iz 4 mikro-
fonov. Ker se oseba premika po prostoru, program najprej razdeli posnetek na
krajˇse dele, kjer je bil polozˇaj osebe priblizˇno stacionaren. Te dolzˇine ne smejo
biti prekratke, saj je v nasprotnem primeru napaka pri izracˇunu krizˇne korelacije
vecˇja. Izkazalo se je, da so rezultati najboljˇsi, cˇe znasˇa dolzˇina 1 sekundo. Re-
zultati so bili tudi boljˇsi, cˇe so se ti izseki prekrivali in je algoritem izracˇunal za
vsako tocˇko v posnetku vecˇ ocen cˇasovnega zamika.
V naslednjem koraku program dolocˇi, kateri deli posnetka vsebujejo zvoke, ki
jih povzrocˇa oseba, kateri deli pa predstavljajo samo sˇum. Za posnetek, v katerem
oseba tleska s prsti, program zazna maksimalno amplitudo signala v zvocˇnem
odseku. Cˇe je ta amplituda vecˇja od dolocˇene vrednosti, ta izsek vsebuje uporaben
signal. Tako so tleski locˇeni od govora, ki se tudi pojavlja v istem posnetku. Pri
posnetkih z govorom pa program racˇuna energijo signala v dolocˇenem odseku. Cˇe
je te energija nad pragom, ki je eksperimentalno dolocˇen, potem ta del vsebuje
uporaben signal.
Program nato z GCC-PHAT algoritmom izracˇuna cˇasovne zamike med vsemi
pari mikrofonov. Ker je dolzˇina odsekov ena sekunda in se le-ti prekrivajo, do-
bimo za vsako lokacijo vecˇje sˇtevilo izracˇunanih cˇasovnih zamikov. Iz teh zamikov
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je nato treba dolocˇiti pravi cˇasovni zamik za posamezno lokacijo. Program iˇscˇe
skupine cˇasovnih zamikov, ki so ob dolocˇenem cˇasu blizu skupaj. Te vrednosti
nato povprecˇi, rezultat pa je cˇasovni zamik med prihodom zvoka na posamezen
mikrofon ob danem trenutku. Ko program izvede izracˇun cˇasovnih zamikov med
vsemi pari mikrofonov, izracˇuna z metodo nelinearnih najmanjˇsih kvadratov ab-
soluten polozˇaj osebe v prostoru. Ta polozˇaj nato primerja z znanim polozˇajem
osebe ob tistem cˇasu, ki ga dobi iz XML datoteke, ustvarjene za vsak posnetek.
Polozˇaj osebe in izracˇunan polozˇaj seveda nikoli nista povsem enaka. Oseba
nikoli ni stala tocˇno v centru oznacˇenega polozˇaja, spreminja pa se lahko tudi
sam polozˇaj ust glede na to, v katero smer je bila oseba obrnjena oziroma polozˇaj
roke med tleskanjem s prsti. Za namen predstavitve rezultatov se zato za vsako
uspesˇno izvedeno lokalizacijo sˇteje rezultat, ki je za manj kot pol metra odda-
ljen od pravega polozˇaja.
5.2 Rezultati
Algoritem je bil najprej preizkusˇen na posnetku, ki je bil sneman po protokolu
sˇtevilka 1. Lokalizacija je bila opravljena za tleske s prsti. Najprej so rezultati
preverjeni za vsak par mikrofonov posebej. Zbrani so v tabeli 5.1. V prvem
stolpcu je par mikrofonov, za katerega je bil izracˇunan cˇasovni zamik, v drugem
sˇtevilo uspesˇnih lokalizacij, v tretjem pa sˇtevilo neuspesˇnih. V 4. stolpcu je stan-
dardna deviacija polozˇaja uspesˇnih lokalizacij (σ1[m]), v zadnjem pa standardna
deviacija vseh lokalizacij (σ2[m]). Zaradi lazˇje predstave je cˇasovni zamik prihoda
zvoka pomnozˇen s hitrostjo zvoka.
Nato je s postopkom nelinearnih najmanjˇsih kvadratov izracˇunan sˇe absoluten
polozˇaj osebe v prostoru, ki je primerjan s pravimi lokacijami. Rezultati so vidni
na Sliki 5.1. S sˇtevilkami so oznacˇene lokacije, z modrimi krogci so narisani
izracˇunani polozˇaji, z rdecˇimi pa pravi.
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Par mikrofonov
Sˇtevilo pravilnih
lokalizacij
Sˇtevilo napacˇnih
lokalizacij
σ1(m) σ2(m)
(1, 2) 8 2 0,4 0,8
(1, 3) 9 1 0,14 0,7
(1, 4) 6 4 0,4 2,6
(2, 3) 6 4 0,3 1,7
(2, 4) 7 3 0,3 2,1
(3, 4) 8 2 0,27 2,1
Tabela 5.1: Rezultati lokalizacije tleskov
σ1[m] predstavlja standardno deviacijo polozˇaja uspesˇnih lokalizacij, σ2[m] pa
standardno deviacijo vseh lokalizacij.
Slika 5.1: Rezultati lokalizacije tleskov
Algoritem je le 3 lokacije dolocˇil z napako, ki je manjˇsa od 0,5 metra. Sˇtiri
meritve imajo napako med pol in enim metrom. Dve lokaciji imata napako malo
vecˇ kot en meter. Le ena sama lokacija pa je izracˇunana povsem napacˇno. Stan-
dardna deviacija brez napacˇne lokalizacije znasˇa 1,2 m. Polozˇaja 11 in 12 imata
pricˇakovano slabsˇi rezultat, saj sta za predelno steno in zato pridejo odmevi bolj
do izraza. Polozˇaja 5 in 6 sta tudi blizu stene, kar ima morda za posledico
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mocˇnejˇse odmeve. Mogocˇe pa je tudi, da je to posledica uporabe usmerjenih
mikrofonov. Signal, ki izvira iz roba zaznavanja mikrofona, je lahko sˇibkejˇsi kot
odmev, ki pride do mikrofona iz smeri najvecˇje obcˇutljivosti.
Naslednji analiziran posnetek je bil posnet po protokolu sˇtevilka 5. Oseba je
na vsaki lokaciji, kjer se je ustavila, izgovorila pripravljen stavek. Kot v prejˇsnjem
primeru, je uspesˇnost lokalizacije najprej predstavljena v tabeli za vsak par mi-
krofonov posebej.
Par mikrofonov
Sˇtevilo pravilnih
lokalizacij
Sˇtevilo napacˇnih
lokalizacij
σ1[m] σ2[m]
(1, 2) 6 4 0,4 3
(1, 3) 3 7 0,27 5
(1, 4) 5 5 0,4 4,7
(2, 3) 3 7 0,4 3
(2, 4) 6 4 0,2 3,1
(3, 4) 6 4 0,4 3,3
Tabela 5.2: Rezultati
Rezultati lokalizacije v prostoru so predstavljeni na Sliki 5.2.
V tem primeru sta le dva izracˇunana polozˇaja oddaljena od pravega za manj
kot pol metra. Dve lokalizaciji imata napako med pol in enim metrom. Tri
lokacije imajo napako med enim in dvema metroma. Dve lokaciji pa sta povsem
narobe izracˇunani. Kot v prejˇsnjem primeru se tudi tu pojavi zelo velika napaka
pri polozˇajih 11 in 12, ki sta za predelno steno.
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Slika 5.2: Rezultati lokalizacije govorca
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6 Zakljucˇek
Glavni prispevek te magistrske naloge na podrocˇju lokalizacije zvocˇnih virov je
posneta in urejena zbirka zvocˇnih posnetkov. Na tej zbirki je mogocˇe testirati
algoritme za lokalizacijo s pomocˇjo zvoka. Mogocˇe pa je tudi testiranje algoritmov
za locˇevanje zvoka iz razlicˇnih zvocˇnih virov, saj v nekaterih posnetkih istocˇasno
govori vecˇ oseb.
Predstavljen in izveden je bil izbran algoritem za lokalizacijo govorca. Re-
zultati so delno uspesˇni. V veliki vecˇini primerov je algoritem uspel izracˇunati
vsaj priblizˇno lokacijo osebe v prostoru. Ima pa precej majhno natancˇnost, saj
je bil polozˇaj osebe le malokrat izracˇunan z napako, manjˇso od pol metra. Za
nenatancˇno lokalizacijo je najverjetneje kriva postavitev mikrofonov in odmevi
zvoka v prostoru. Ti vplivi so sˇe bolj izraziti pri polozˇajih sˇtevilka 11 in 12, ki
sta za leseno steno. Na mocˇ odmevov pa lahko vpliva tudi postavitev mikrofonov
blizu stropa prostora. Usmerjenost mikrofonov je morda tudi pripomogla k slabsˇi
lokalizaciji izvorov na robu prostora.
Za izboljˇsanje lokalizacije na osnovi zvoka v ucˇilnici LUKS bi bilo treba najti
nacˇin, kako sˇe izboljˇsati postopek GCC-PHAT. Bolj enostaven in prakticˇen nacˇin
pa bi bil postavitev dodatnih mikrofonov na strop ucˇilnice. Dodatni podatki, ki
bi jih s tem dobili, bi pomagali pri natancˇnejˇsi lokalizaciji.
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