In this work, we study the problem of testing properties of the spectrum of a mixed quantum state. Here one is given n copies of a mixed state ρ ∈ C d×d and the goal is to distinguish (with high probability) whether ρ's spectrum satisfies some property P or whether it is at least -far in 1-distance from satisfying P. This problem was promoted in the survey of Montanaro and de Wolf [MdW13] under the name of testing unitarily invariant properties of mixed states. It is the natural quantum analogue of the classical problem of testing symmetric properties of probability distributions.
INTRODUCTION
A common scenario in quantum mechanics involves an experimental apparatus which outputs a particle whose state is a random variable. For example, in a version of the the famous Stern-Gerlach experiment by Phipps and Taylor, the experimental apparatus produced a hydrogen atom whose electron was either in state + 1 2 or − 1 2 , each with probability 1 2 . More generally, one can describe the output of such an apparatus as falling in an orthonormal set of states |Ψ1 , . . . , |Ψ d ∈ C d , distributed according to a probability distribution D = (η1, . . . , η d ). Such an object is called a mixed state and is often conveniently represented using the density matrix ρ = pi · |Ψi Ψi|. Given such an apparatus, a fundamental task-known as quantum state tomography-is to produce an estimate ρ ∈ C d×d which well-approximates ρ according to some distance measure (typically, the trace distance). To do this, one repeatedly runs the apparatus to produce many (say, n) independent copies of ρ and then performs an appropriate measurement on ρ ⊗n to produce the estimate ρ. It is known that O(d 4 log(d)/ 2 ) copies of ρ are sufficient to output an estimate which is -close to ρ in the trace distance. Unfortunately, the quartic dependence on d can be prohibitively large, even for quite reasonable values of d; further exacerbating this is the fact that many quantum systems are formed as the tensor product of many smaller subsystems, in which case d is exponential in the number of subsystems.
One potential way around this problem is to note that if our actual goal in producing ρ is to determine whether ρ satisfies some property (e.g., is maximally mixed, has low rank, etc.), then our estimate ρ may be giving us far more information than we need. Thus, we can possibly test whether ρ has the property in question using a much smaller number of copies. This is the motivation behind the model of property testing of mixed states, as promoted in the recent survey of Montanaro and de Wolf [MdW13] . In the case when the property in question depends only on the spectrum of the mixed state, this model is equivalent 1 to the following: Definition 1.1. A property of spectra P is testable with f (d, ) copies if for every d ≥ 2, > 0 there is an algorithm T which, when given f (d, ) copies of a mixed state ρ ∈ C d×d with spectrum η = (η1, . . . , η d ), behaves as follows:
• If η satisfies P, then Pr[T accepts] ≥ 2/3.
• If η is -far in total variation distance from every η satisfying P, then Pr[T rejects] ≥ 2/3.
The choice of probability 2/3 here is essentially arbitrary, and it can be amplified to 1 − δ at the expense of increasing the number of copies by a factor of O(log(1/δ)).
Many natural properties of mixed states only depend on their spectra, such as being the maximally mixed state, having low rank, or having low von Neumann entropy. (An example of a natural property which is not of this form is the property of being equal to a fixed mixed state σ, so long as σ is not the maximally mixed state.)
Mixed states are the quantum analogue of probability distributions, so the general model of testing mixed states can be seen as the quantum analogue of the model of testing properties of probability distributions. In the above case of testing spectra, we note that the spectrum of a matrix is more properly thought of as an unordered multiset of eigenvalues rather than an ordered tuple, and therefore any property of spectra P by necessity depends only on the multiset of values {η1, . . . , η d } and not on their ordering. Hence, quantum spectrum testing corresponds in the classical world to the model of testing symmetric properties of probability distributions. As we will soon see, Definition 1.1 allows us to show a formal correspondence between these two models.
We note that the problem of testing properties of mixed states has also appeared in the area of quantum algorithms. For example, the work of [CHW07] considers Graph Isomorphism algorithms which output a mixed state ρ satisfying a certain property if and only if the input graphs are isomorphic. 1 In the model of property testing of mixed states, a property P of mixed states depends only on their spectra iff P is unitarily invariant, i.e. ρ ∈ P iff U ρU † ∈ P for all unitaries U . It is easy to see that any unitarily invariant property of mixed states corresponds to a property of spectra, and vice versa. However, what is less easy to see is that the general model of property testing mixed states is equivalent, in the case when P is unitarily invariant, to the above model of testing spectra. We learned this fact from Ashley Montanaro [Mon14] , and it is proven in the full version.
Classical property testing of probability distributions
The topic of property testing was introduced by Rubinfeld and Sudan in [RS92, RS96] in the context of testing algebraic properties of polynomials over finite fields, and it has since found applications in a wide variety of areas. Over the past fifteen years, an extremely successful branch of property testing, first explicitly defined in [BFR + 00] (see also [BFR + 13]), has focused on testing properties of discrete probability distributions. In the model of testing properties of probability distributions, there is an unknown distribution D on the set {1, . . . , d}, and the tester may draw a random word of length n from D ⊗n ; i.e., obtain n i.i.d. samples from D. Its goal is to decide whether D has some property P or is -far from P in total variation distance, while minimizing n.
It is well known [DL01] (cf. [Dia14] ) that after taking n = Θ(d/ 2 ) samples from D, the empirical distribution is -close to D with high probability. As a result, any property of probability distributions is testable with a linear (in d) number of samples; thus research in this area is directed at finding algorithms of sublinear sample complexity for various properties. That such algorithms could exist is suggested by the following Birthday Paradox-based fact:
samples are necessary and sufficient to distinguish between the cases when the distribution is uniform on either r or 2r values.
Perhaps the most basic property of probability distributions one can test for is the property of being equal to the uniform distribution, Unif d . Following, the early work of [GR11, BFR + 00, BFR + 13], Paninski determined the correct sample complexity for this problem: The property of being the uniform distribution falls within the class of symmetric properties of probability distributions. These are the properties P for which the distribution D = (p1, . . . , p d ) ∈ P if and only if (p π(1) , . . . , p π(d) ) ∈ P for every permutation π. Other interesting symmetric properties include having small entropy or small support size. Testing for small support size does not appear to have been precisely addressed in the literature; however the following is easy to derive from known results (in particular, the lower bound follows from the work of [VV11]):
Theorem 1.4. To test whether a probability distribution has support size r with a constant, O(r) samples are sufficient and Ω(r/ log(r)) samples are necessary.
Let us now relate this section back to the main topic of this paper. As we saw earlier, the spectrum of a mixed state is a probability distribution on the numbers {1, . . . , d}, and so any property of mixed state spectra is simply a symmetric property of probability distributions. This correspondence allows us to directly compare the difficulty of testing properties of mixed state spectra and of probability distributions. In fact, the quantum case is always at least as difficult as the classical case; the reason is that the classical problem is equivalent to the quantum problem under the promise that the n "samples" provided are known orthogonal pure states, |1 , . . . , |d . (Alternatively, as shown in the full version, the quantum problem is equivalent to a version of the classical problem in which the sample data is first processed by a certain combinatorial algorithm before being given to the tester.) Thus we may record the following fact:
Fact 1.5. Let P be a symmetric property of probability distributions which requires f (d, ) samples to test. Then testing whether a mixed state's spectrum satisfies P requires at least f (d, ) copies of the mixed state.
Related work
Returning to quantum spectrum testing, we would like to mention two prior lines of research that are directly relevant. The first is an algorithm -which we call the empirical Young diagram (EYD) algorithm -for learning the spectrum of an unknown mixed state. This algorithm is naturally suggested by the early work of Alicki, Rudnicki, and Sadowski [ARS88] and was explicitly proposed by Keyl and Werner [KW01] . Regarding its performance guarantee, Hayashi and Matsumoto [HM02] gave explicit error bounds and a short proof, but their work contained some small calculational errors, subsequently corrected by Christandl and Mitchison [CM06] . From the last of these it is easy to deduce the following:
Theorem 1.6. The empirical Young diagram algorithm, when given O(d 2 / 2 · log(d/ )) copies of a mixed state ρ with spectrum η, outputs with high probability an estimate of η that is -close in total variation distance.
We will give a description of this algorithm later in the full version of the paper; for now, suffice it to say that it can be viewed as the quantum version of the natural classical algorithm for learning an unknown distribution, viz., outputting the empirical distribution. The EYD algorithm gives a nearquadratic improvement over quantum state tomography for the problem of estimating a mixed state's spectrum. 2 As a result, testing properties of quantum spectra is easy with a quadratic number of copies, and so we hope for subquadratic algorithms.
The second line of research comes from the work of Childs et al. [CHW07] . It can be thought of as a quantum analogue of Fact 1.2:
Theorem 1.7. Θ(r) copies of a state ρ are necessary and sufficient to distinguish between the cases when ρ's spectrum is uniform on either r or 2r values.
(Indeed, they also prove the same bound for r vs. cr, for integers c > 2.) Setting r = d 2 , Theorem 1.7 gives a linear lower bound of Ω(d) for various properties of spectra. This is in contrast with property testing of probability distributions, in which sublinear algorithms are the main goal, with the Birthday Paradox typically precluding sub-O( √ d)sample algorithms.
Our results
We have four main results. The first concerns the property that Montanaro and de Wolf refer to as Mixedness:
Theorem 1.8. Θ(d/ 2 ) copies are necessary and sufficient to test whether ρ ∈ C d×d is the maximally mixed state; i.e., whether its spectrum is η = (1/d, . . . , 1/d). This is the quantum analogue of Paninski's Theorem 1.3. We also remark that Childs et al.'s Theorem 1.7 can be obtained as a very special case of this theorem. A highly abridged proof of Theorem 1.8 appears below in Section 4.
Our second result gives new bounds for testing whether a state has low rank.
Theorem 1.9. Θ(r 2 / ) copies are necessary and sufficient to test whether ρ ∈ C d×d has rank r with one-sided error. With two-sided error, a lower bound of Ω(r/ ) holds.
We note that the copy complexity is independent of the ambient dimension d. Knowing that a state is low rank can often make solving a given problem much simpler. For example, quantum state tomography can be made more efficient when the state is known to be low-rank [FGLE12] . Compare this to Theorem 1.4. The proof of Theorem 1.9 can be found in the full version.
Next, we extend Childs et al.'s Theorem 1.7 to r vs. r for any r + 1 ≤ r ≤ 2r. A qualitative difference is seen when r = r + 1; namely, nearly quadratically many copies are necessary.
Theorem 1.10. Let 1 ≤ ∆ ≤ r. Then O(r 2 /∆) copies are sufficient to distinguish between the cases when ρ's spectrum is uniform on either r or r + ∆ eigenvalues; further, a nearly matching lower bound of Ω(r 2 /∆) copies holds.
As above, we note that these bounds are independent of the ambient dimension d. The proof of Theorem 1.10 can be found in the full version.
Our final result shows that the analysis of the EYD algorithm from Theorem 1.6 is tight up to logarithmic factors.
Theorem 1.11. If ρ ∈ C d×d is the maximally mixed state, the algorithm from Theorem 1.6 fails to give an -accurate estimate (with high probability) unless Ω(d 2 / 2 ) copies are used.
To our knowledge, no such lower bound was known previously. We remark that it is an interesting open question whether some other algorithm can estimate an unknown state's spectrum with from a subquadratic number of copies. The proof of Theorem 1.11 can be found in the full version.
Acknowledgments
We thank Ilias Diakonikolas, Rocco Servedio, Greg Valiant, and Paul Valiant for helpful discussions regarding classical testing and learning of probability distributions. We thank Ashley Montanaro for helpful discussions regarding quantum property testing.
TECHNIQUES AND PRELIMINARIES

Weak Schur sampling
Following [ARS88, Har05, CM06, CHW07], we use techniques from representation theory of the symmetric group Sn. Standard definitions (including partitions and representations) can be found in the full version. In this section we will introduce the weak Schur sampling algorithm. Our treatment of this topic will heavily follow the treatments given in Aram Harrow's thesis [Har05] and the paper [CHW07] .
The groups Sn and U d each have a natural, unitary action on the space (C d ) ⊗n ; the associated representations P and Q (respectively) are defined on the standard basis vectors |a1 ⊗ |a2 ⊗ · · · ⊗ |an (for ai ∈ [d]) via
The irreps of Sn are indexed by partitions λ n, and the irreps of U d are indexed by partitions λ of length at most d. P and Q commute, so PQ is a representation of the direct product group S k ×U d . Schur-Weyl duality decomposes this representation as follows:
Theorem 2.1 (Schur-Weyl duality).
To restate Schur-Weyl duality, there exists a certain d n × d n unitary matrix U Schur such that
for all π ∈ Sn, U ∈ U d . We view U Schur as a unitary linear transformation that performs a change-of-basis, from the standard basis into the Schur basis. We may now state the weak Schur sampling algorithm:
Definition 2.2 (Weak Schur sampling). Given ρ ⊗n , where ρ is a d-dimensional mixed state, the weak Schur sampling algorithm works as follows:
1. Measure ρ ⊗n in the Schur basis, receiving basis state |λ ⊗ |p ⊗ |q .
2. Output λ, a partition of size n and length at most d.
We will write SW n ρ for the distribution on partitions induced from ρ ⊗n by the weak Schur sampling algorithm. We will also use the shorthand
The following lemma, implicit in [CHW07] (explicit in [MdW13] ) shows that performing weak Schur sampling is without loss of generality in the context of testing unitarily invariant properties. Thus, we focus exclusively on weak Schur sampling in this paper.
Lemma 2.3. Let P be a unitarily invariant property of d-dimensional mixed states. Assume there exists a tester which uses n copies of the input state ρ, accepts all states ρ ∈ P with probability at least 1 − δ, but accepts all states which are -far from P with probability at most 1 − f ( ) for > 0. Then there exists a tester with the same parameters which consists of performing weak Schur sampling on ρ ⊗n and then classically postprocessing the results.
There are a several ways to understand the probability distribution induced by weak Schur sampling algorithm, each of which proves advantageous in different settings. One of these is a direct calculation that expresses the probabilities in terms of the Schur polynomials. The following known fact may be attributed to Alicki et al.
[ARS88].
Proposition 2.4. Let ρ be a d-dimensional density matrix with eigenvalues η1, η2, . . . , η d . Then
In particular, SW n ρ depends only on the spectrum of ρ.
In case ρ = 1 d I d×d is the maximally mixed d-dimensional state, the distribution SW n ρ has been fairly well-studied, starting with the works [TW01, Joh01, Bia01, Kup02] (see [Mél10a] for a recent, comprehensive treatment).
Definition 2.5. The Schur-Weyl distribution with parameters n and d, which we denote SW n d , is the distribution on partitions λ n of length at most d given by SW n ρ in the case that ρ is the maximally mixed state of dimension d.
(In the limit as d → ∞, it converges to the well-known Plancherel distribution.) The exact distribution on partitions given by SW n d is quite complicated and difficult to work with, and so various works have instead sought to describe large-scale features of a "typical" λ ∼ SW n d . For example, Biane [Bia01] showed that, up to small fluctuations, the "shape" of the random Young diagram λ ∼ SW n d tends toward a certain limiting shape Ω which depends only on the ratio √ n d . Furthermore, Meliot [Mél10a] has characterized these small fluctuations as being distributed according to a certain Gaussian process. The second of these results borrows heavily from a proof of the analogous result by Kerov (see [IO02] ) for the Plancherel distribution, and we will give an overview his techniques below.
Kerov's algebra of observables
Kerov's approach involves studying a certain space of symmetric polynomial functions on Young diagrams. For example, if one is interested in showing that a random λ ∼ SW n d tends to have some coordinates which are much larger than the rest, then it would be natural to study "moments" of the form i λ k i . However, the approach of Kerov would suggest studying the following "moments" instead:
The polynomial family (p * k ) inhabits (in fact, generates) the so-called algebra of polynomial functions on the set of Young diagrams Λ * (also known as Kerov's algebra of observables). To define this formally, let x1, x2, . . . be indeterminates. The algebra Λ * of shifted symmetric polynomials (formally introduced in [OO98]) consists of those polynomials which are symmetric in the "shifted" indeterminates xi := xi − i + c, where c is any fixed constant. (The definition does not depend on the constant c.) When we view the inputs to the shifted symmetric functions x1, x2, . . . as the values λ1, λ2, . . . of a partition λ, the result is (isomorphic to) Kerov's algebra of observables.
In a nutshell, the importance of this algebra is that, on one hand, it still contains polynomials that are similar to "power sums" or "moments" of the λi's; and, on the other hand, it is easier to compute their expected value under SW n ρ distributions. Below we survey the various important polynomial families in Λ * . There are methods for passing from one polynomial family to another, and it is often the case that a problem most easily stated in terms of one polynomial family is most easily solved in terms of another. Only some of these families will make an appearance in this extended abstract. See the full version for a more comprehensive treatment of Λ * .
Definition 2.6. The following polynomials are known to be elements of Λ * (see [KO94, IO02] for proofs). We describe the first four as observables of Young diagrams.
• For k ≥ 1, we have already seen:
where σ(x) := 1 2 (λ(x) − |x|). These polynomials can be shown to be the "moments of the local extrema of λ(x)", and are also useful for studying continuous analogues of Young diagrams.
• For λ n and µ k, the central characters are defined by
Note that we are somewhat unexpectedly applying the character χ λ to (an extension of ) µ, and not the other way around. The advantage of the p µ polynomials is that, by virtue of them being characters of the symmetric group (up to some normalizations), their expectations under SW n ρ can be easily calculated exactly, as we will see below.
• For µ k, the shifted Schur polynomial in indeterminates x1, . . . , x d is
These polynomials are the shifted analogues of the Schur polynomials. In addition, we will make heavy use of the fact that they appears as the Fourier coefficients of the central characters [OO98] , [IK01] (see also [Mél10b] ).
As mentioned, the p µ polynomials are especially important for us as because there is a simple expression for their expectation under any Schur-Weyl distribution.
Proposition 2.7. Let ρ be a d × d density matrix with eigenvalues η1, . . . , η d , and let µ k. Then where pµ denotes the (symmetric) power sum polynomial.
Note that in the case of η1 = . . . = η d = 1/d, we have that pµ(η1, . . . , η d ) = d (µ)−k . This gives us the following important corollary:
THE EMPIRICAL YOUNG DIAGRAM AL-GORITHM
The empirical Young diagram (EYD) algorithm works as follows:
Definition 3.1 (The EYD algorithm). Given ρ ⊗n :
2. Output λ := (λ1/n, . . . , λ d /n).
This algorithm has, either implicitly or explicitly, arisen in several independent research threads. The first was the work of Alicki, Rudnicki, and Sadowski [ARS88], who showed that if ρ has eigenvalues η1 ≥ . . . ≥ η d , then λ → η as n → ∞, and furthermore sketched a central limit theorem for the fluctuations. Ten years later, Keyl and Werner [KW01] independently reproved the first part of this result (and showed an "error rate" for the EYD algorithm which, for any fixed d, decreases exponentially in n); they also explicitly suggested the EYD algorithm for spectrum estimation. Further independent work, developing the research on the "Gaussian Unitary Ensemble" nature of the fluctuations, was performed by Its-Tracy-Widom, Houdré and coauthors, and others [ITW01, Lit08, HX13]
The lower bound
Our main result of this section is Theorem 1.11, which shows that the EYD algorithm requires a quadratic number of samples. In particular, we show the following lower bound:
Theorem 3.2. There is a δ > 0 such that for sufficiently small values of ,
Here Unif d is the uniform distribution on d elements. We will split the lower bound into two cases. To prove Theorem 3.2, let C and δ1 be the constants in Theorem 3.4. Apply Theorem 3.3 with the value of C, and let δ2 and 0 be the resulting constants. Set δ := min{δ1, δ2}. Then we see that for all ≤ 0, Pr λ∼SW n d [dTV(λ, Unif d )) > ] ≥ δ unless n = Ω(d 2 / 2 ), giving Theorem 3.2.
Theorem 3.3 might appear somewhat superfluous, as Theorem 3.4 already proves the lower bound for sufficiently large values of n (i.e., n ≥ Cd 2 ), and intuitively having fewer copies of ρ shouldn't improve the performance of the EYD algorithm. However, this intuition, though it may be true in some approximate sense, is false in general: there are regimes of state estimation where the performance of the EYD algorithm does not increase monotonically with the value of n. For example, if n is a multiple of d, then when λ ∼ SW n d , λ will equal Unif d with some nonzero probability. On the other hand, a random λ ∼ SW n+1 d will never be uniform, because n + 1 is not a multiple of d. Thus, decreasing the value of n can sometimes help (according to some performance metrics), and this shows why we need Theorem 3.3 to supplement Theorem 3.4.
The proof of Theorem 3.3 is quite technical, and we defer it to the full version. Our proof of Theorem 3.4 is simpler and appears below. It is a good illustration of the basic technique of using polynomial functions on Young diagrams. The intuition behind the proof is as follows: By the (traceless) Gaussian Unitary Ensemble fluctuations predicted in [ITW01] , we expect that for λ ∼ SW n d , the empirical distribution λ will deviate from Unif d by roughly Θ(1/ √ n) in each coordinate. This will yield total variation distance Θ(d/ √ n), meaning that n ≥ Ω(d 2 / 2 ) is necessary to achieve dTV(λ, Unif d ) ≤ . Actually analyzing the precise rate of convergence to Gaussian fluctuations in terms of n is difficult, and is overkill anyway; instead, we use the Fourth Moment Method to lower bound the fluctuations.
Proof Proof of Theorem 3.4. Our goal is to show that for n ≥ 10 10 d 2 , with 1% probability over a random λ ∼ SW n d , at least d
When this event occurs,
which is bigger than unless n = Ω(d 2 / 2 ). Showing this will prove Theorem 3.4 with the parameters C = 10 10 and δ = .01. To begin, let us define a family of polynomials.
Definition 3.5. Given k ≥ 1 and c ∈ R, we define p * k,c (λ) :
This generalizes the definition of the p * k polynomials, as p * k,− 1 2 = p * k .
Fact 3.6. Let c ∈ R. Then
• p * 2,c = (−2c − 1)p 1 + p 2 , and
• p * 4,c = (−4c 3 − 6c 2 − 4c − 1)p 1 + (6c 2 + 6c + 4)p 2 + (−6c − 3)p (1,1) + (−4c − 2)p 3 + 4p (2,1) + p 4 .
Proof. By explicit computation, one can check that
The claim now follows from the fact that p * 1 = p 1 , p * 2 = p 2 , p * 3 = p 3 + 3 2 (p 1 ) 2 − 5 4 p 1 , p * 4 = p 4 + 4p 2 p 1 − 11 2 p 2 , which is shown in the full version.
For any c, these formulas allow us to compute the expected value of p * 2,c and p * 4,c over a random λ ∼ SW n d , by using Corollary 2.8. Furthermore, for any k and d, d i=1 (−i − c) k is a constant which doesn't depend on λ. Combining these two facts allows us to compute average value over a random λ ∼ SW n d of d i=1 (λi − i − c) k , for k = 2, 4. In particular, we are interested in computing this expectation when c = n d .
where in the last step we used the fact that n/d ≤ nd/4 because d ≥ 2. Similarly, as n ≥ 10 10 d 2 ≥ d 2 , we can use the bound
where in the last step we have used only trivial bounds involving the facts that n ≥ d 2 and d ≥ 2. For a fixed λ, let L(λ)
Thus, by (2),
Now define
and let E be the event that |M(λ)| ≥ d/200. We claim that p = Pr[E] ≥ 1/100. This is because if p < 1/100, then
which is a contradiction. Now let us use the assumption that n ≥ 10 10 d 2 . Consider
.
By our assumption that n ≥ 10 10 d 2 , this implies that
As a result, when E holds, which happens with at least 1% probability, there are at least d
This completes the proof.
A QUANTUM PANINSKI THEOREM
In this section, we sketch the proof of Theorem 1.8, that Θ(d/ 2 ) copies are necessary and sufficient to test whether or not a given state ρ ∈ C d×d is the maximally mixed state, i.e., has spectrum ( 1 d , . . . , 1 d ).
The upper bound
The upper bound for Theorem 1.8 will follow from our analysis of the following simple algorithm. We remark that the tester Childs et al. [CHW07] used to distinguish the maximally mixed states of dimension d 2 and d also depended only on the magnitude of p 2 (λ); see [CHW07] .
Theorem 4.2. The Mixedness Tester can test whether a state ρ ∈ C d×d is the maximally mixed state using n = O(d/ 2 ) copies of ρ.
Proof. We will run the Mixedness Tester with parameter n = 200d/ 2 . Both the "completeness" and the "soundness" analysis will require the following identity from the full version:
(p 2 ) 2 = p (2,2) + 4p 3 + 2p (1,1) .
(3)
Completeness..
Suppose first that ρ is the maximally mixed state, so that in fact λ ∼ SW n d . We compute the mean and variance of p 2 (λ) using (3) and Corollary 2.8:
and
Thus by Chebyshev's inequality,
by our choice of n. Thus indeed when ρ is the maximally mixed state, the Mixedness Tester accepts with probability at least 2/3.
Soundness..
Suppose now that ρ is a density matrix whose spectrum η = (η1, . . . , η d ) satisfies dTV(η, Unif d ) > . Writing ηi = 1 d + ∆i, this means that
i , using Cauchy-Schwarz; hence (dropping the factor of 2 for simplicity)
Using (3) and Proposition 2.7, we can calculate the difference between the mean of p 2 (λ) and the cutoff used by the Mixedness Tester as
where the last line follows from (5). Similarly, we can calculate the variance of p 2 (λ) as Var λ∼SW n ρ p 2 (λ) = n(n − 1) 2 + 4n
Applying Chebyshev's inequality gives us
Pr
using (5) in step two. By our choice of n, this is at most 1/3. Thus, when ρ is -far from the maximally mixed state, the Mixedness Tester rejects with probability at least 2/3, as required.
The lower bound: overview
The meat of our lower bound is found in the next theorem, whose proof we defer to the full version:
(The sum has only finitely many terms since n ↓|µ| = 0 when |µ| > n.)
The proof uses a variety of techniques, including the "Binomial Formula" expressing ratios of Schur functions in terms of shifted Schur functions [OO98] , a formula for the structure coefficients of Λ * [IK01], and some Fourier analysis over the group Sn. Once this theorem is established, the following consequence is essentially immediate:
Corollary 4.4. Let x ∈ R d satisfy x1 + · · · + x d = 0 and xi ≥ −1 for all i. We write Qx for the probability distribution on [d] in which i has probability 1+x i d . Then
Proof. By definition, d χ 2 (SW n Qx , SW n d ) is equal to where we used Proposition 2.4. In turn, this equals the quantity on the left in Theorem 4.3 after canceling the common factor of d −|λ| dim λ in the fraction (recall the homogeneity of the Schur polynomials).
The next major step in the proof is to establish the below formula for sµ(+1, −1, +1, −1, . . . ). The proof of this formula (deferred to the full version of the paper) uses the technology of partition"2-quotients", some representation theory of the symmetric group, and a formula due to [RSW04] for the specialization of the Schur polynomials to roots of unity. Here we are using the following definition:
Definition 4.6. Given a partition µ we write [µ]even (respectively, [µ] odd ) for the set of boxes ∈ [µ] with even (respectively, odd) content c( ).
The overall proof of the testing lower bound is now completed as follows. We apply Corollary 4.4 with x = (+2 , −2 , +2 , −2 , . . . ).
Using Theorem 4.5 and the homogeneity of Schur polynomials, we obtain the following after a few manipulations:
Theorem 4.7. For d even and 0 ≤ ≤ 1 2 , let P d denote the probability distribution on [d] with probabilities
).
(Note that dTV(P d , Unif d ) = .) Then d χ 2 (SW n P d , SW n d ) = k=2,4,6,...
To estimate this quantity we derive the following very crude bound:
Proposition 4.8. Let d ∈ Z + and let µ k be balanced, with 0 < (µ) ≤ d. Then
By character orthogonality relations we also have µ k balanced 0< (µ)≤d χµ(2, . . . , 2) 2 ≤ µ k χµ(2, . . . , 2) 2 = z (2,...,2) = k!!.
Combining (7), (8), we get that the parenthesized expression in (6) is at most 2 k/2 /k!! = 1/(k/2)!. Using also n ↓k ≤ n k , the right-hand side of (6) is thus bounded by k=2,4,6,... n k (2 ) 2k d −k /(k/2)! = exp((4n 2 /d) 2 ) − 1.
Recalling that dTV(P, Q) ≤ 1 2 d χ 2 (P, Q) always, we finally conclude:
Theorem 4.9. For P d as in Theorem 4.7, we have dTV(SW n P d , SW n d ) ≤ 1 2 exp((n 2 /d) 2 ) − 1.
In particular, the distance is less than 1 3 if n ≤ .15d/ 2 .
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