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Abstract—Online documents on the Internet are represented as
a document stream because the documents have a temporal order.
This has resulted in numerous studies on extracting a frequent
phenomenon (involving keywords, users, locations etc.) known
as a burst. Recently, with the growth of interest in social media,
the number of documents created on the Internet has increased
exponentially. Therefore, the speed-up of burst detection in
a large-scale document stream is one of the most important
challenges. In this paper, we propose a novel parallelization
method for the parallel processing of Kleinberg’s burst detection
algorithm in a large-scale document stream. Specifically, we
present a technique to combine the inter-task parallelization
model with the intra-task parallelization model. This combination
can achieve seamless dynamic load balancing and detect bursts
in a large-scale document streams in memory.
Index Terms—document stream; burst detection; parallel pro-
cessing; dynamic load balancing; text mining;
I. INTRODUCTION
TOPIC detection and tracking in documents on the In-ternet, as well as those on micro-blogs (e.g., Twitter),
online news, and blogs, has been attracting researchers in
the text mining domain ever since people began to exchange
information through the Internet [1]. In particular, with the
growth of interest in social media, documents on the Internet
have begun including not only technical but also social topics.
Therefore, extracting specific patterns from these documents is
one of the most important challenges in social topic analysis,
mark analysis, emergency management, and search engine
performance improvement.
Documents on the Internet are represented to as a document
stream because the documents have a temporal order [2]. Thus,
numerous studies have been conducted on the extraction of
a frequent phenomenon (involving keywords, users, locations
etc.) known as a burst. Burst measurement is one of the
simplest ways of detecting a sudden increase in the frequency
of a certain phenomenon. Detecting bursts in a document
stream assists topic detection and tracking, because increased
attention of people on certain events and topics increases the
frequencies of terms related to the events and topics in a
document stream.
Kleinberg’s burst detection algorithm [3] was proposed for
detecting bursts in a document stream. Kleinberg defines a
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bursty term as one that increasingly occurs in a document
stream. Some terms are highly bursty in the sense that the
frequency of their occurrence rises when a particular event
or topic attracts public attention. Kleinberg’s burst detection
algorithm aims to find certain time periods in which terms
occur with a high frequency. When a term related to an
attention-attracting event or topic becomes extremely bursty,
the interarrival time between documents that include the term
becomes smaller. Therefore, the time period when a term be-
comes extremely bursty can be detected using the interarrival
time between the documents.
Recently, with growing worldwide interest in social media,
the number of documents created on the Internet has increased
exponentially. In this situation, burst detection presents three
challenges. First, the computation time for detecting bursts in
a document stream is increasing, because there are numerous
terms in a large-scale document stream. Second, the size of
the time-series data of a term is increasing. Kleinberg’s burst
detection algorithm needs memory space equal to the product
of the number of occurrences of a term and the number of
states. Thus, when the document stream is large, the algorithm
is unable to perform efficiently using only the main memory
of the computer. This causes serious performance degradation.
Third, it is difficult for a simple parallelization model to
balance loads efficiently because terms occur with widely
varying frequencies.
In this paper, we propose a novel parallelization method for
the parallel processing of Kleinberg’s burst detection algorithm
in a large-scale document stream. The main contributions of
this study are as follows:
(1) To parallelize Kleinberg’s burst detection algorithm, we
define two types of parallelization models: the inter- and
intra-task parallelization models. The processing of burst
detection for one term in a document stream is defined
as a task. The burst detection for each term using Klein-
berg’s burst detection algorithm can be performed inde-
pendently. Thus, tasks can be performed concurrently.
The inter-task parallelization model is defined as one in
which tasks are performed simultaneously. Conversely,
the time-series data of one term can be divided into
several sub-time-series data called partitions. The intra-
task parallelization model is defined as one in which
burst detection for each partition using Kleinberg’s burst
detection algorithm is performed simultaneously.
(2) To balance work loads dynamically, we propose com-
bining the inter- and intra-task parallelization models. If
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the frequency of term occurrence in a task is less than a
threshold σ, the proposed parallelization model performs
the task normally. Otherwise, the task is divided into
several sub-tasks comprising partitions that constitute
the entire time-series data of the task. Sub-tasks are
performed simultaneously. By adjusting the size of the
partition, we can perform large tasks in a computer’s
main memory.
(3) To evaluate the proposed model for parallel processing
of Kleinberg’s burst detection algorithm, we used an ac-
tual large-scale document stream composed of crawling
tweets on Twitter. The number of tweets is 1,280,000
and they were collected from June to December in
2009. The experimental results show that the proposed
parallelization model addresses the above three chal-
lenges faced by burst detection in a large-scale document
stream.
The rest of this paper is organized as follows: Section 2
overviews related work. Section 3 defines a burst and describes
Kleinberg’s burst detection algorithm. Section 4 explains the
problem definition and proposes our novel parallelization
method. Section 5 presents the experimental results of perfor-
mance evaluation experiments. Section 6 concludes this paper.
II. RELATED WORK
With the widespread of use of the Internet, many techniques
for topic detection and tracking have been proposed [1]. In par-
ticular, many studies have been conducted on topic detection
and tracking in a document stream. This section overviews
related work on burst detection and parallel processing of the
Viterbi algorithm and dynamic programming, which is based
on Kleinberg’s burst detection algorithm.
To track and detect topics in a document stream that have
public appeal, burstiness is the simplest but the most effective
criterion. A number of studies have been conducted on burst
detection algorithms [3], [4] [5], [6], [7], [8], [9], [10], [11].
Of these, Kleinberg’s burst detection algorithm [3] has had
the most significant impact on many studies. It is based on a
queuing theory for bursty network traffic. The shorter the data
arrival time interval, the higher is the degree of burst state and
vice versa. The algorithm is explained in detail ahead in the
paper. It is applicable to various document streams such as
e-mails [3], blogs [4], [5], online publications [6], and social
tags [11].
Kleinberg’s burst detection algorithm is known as one of
the most efficient algorithms for burst detection. However,
with the rapid growth of social media sites, the number of
online documents created on the Internet has been increasing
exponentially. Thus, we meet a new challenge: How do we
detect bursts in large-scale document streams? Kleinberg’s
algorithm is based on the Viterbi algorithm. Several studies
have attempted to parallelize the Viterbi algorithm on the
basis of hardware [12], [13], [14]. Hui et al. [12] proposed
a method for parallelizing the Viterbi algorithm using a multi-
microprocessor. Yeo et al. [13] performed parallelization on
a certain hardware chip, while Wang et al. [14] used a field-
programmable gate array (FGPA). These studies focused on
document stream
t
 
interarrival time xt
dt!1 dt dt+1dt+2 dt+3 dt+4
highly bursty
Fig. 1. Document stream, in which documents arrive in a temporal order.
real-time processing on hardware. However, our goal is to
develop an efficient parallelization method for use on software
and not hardware.
The Viterbi algorithm involves dynamic programming.
Many studies have been conducted on the parallel processing
of dynamic programming [15], [16], [17], [18], [19], [20].
Recently, several parallelization methods for dynamic load
balancing on multi-core processors were proposed [18], [19],
[20]. These methods focus on memory or cache use efficiency.
However, almost all studies on parallelization for dynamic
programming address the processing of only one large task. To
the best of our knowledge, little attention has been paid to the
case where many dynamic programming tasks are executed.
In this study, we propose a novel parallelization method for
this case.
III. BURST DETECTION
In this section, we define a document stream and burst detec-
tion, and briefly explain Kleinberg’s burst detection algorithm.
A. Document Stream
A document stream, which resembles a data stream, is
defined as a sequence of documents that have a temporal order.
Fig.1 shows an example of a document stream. In this figure,
the documents arrive in a temporal order. The time interval
xt between document dt+1 and document dt is called the
interarrival time. Examples of a document stream include, but
are not limited to, tweets on Twitter. Tweet i is represented as
document di. The interarrival time xi is defined as the time
interval between the posting time of tweet i + 1 and that of
tweet i.
B. Burst
The number of documents that include particular terms
related to a certain event or topic increases gradually as more
and more people become interested in that event or topic and
vice versa. Furthermore, as the number of documents that
include a term related to a certain event or topic increases
in a document stream, the interarrival time between these
documents becomes smaller. A term is considered highly
bursty during a period in which the interarrival time is shorter
than usual.
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C. Kleinberg’s Burst Detection Algorithm
Kleinberg defined a model with an infinite-state automaton
in which bursts are represented as state transitions. Suppose
that there are m states in the infinite-state automaton. Each
interarrival time is a probabilistic output that depends on the
internal states of the infinite-state automaton. In the model, a
state is associated with the degree of burstiness: a higher state
indicates a higher degree of burstiness, and vise versa.
Let the sequence of interarrival times between document
postings be x = (x1, x2, · · · , xn). The problem is de-
fined as finding the optimal state-transition sequence s =
(s1, s2, · · · , sn) that will minimize the cost function
C(s|x) = (
n−1
∑
i=1
τ(si, si+1)) + (
n
∑
i=1
−lnfsi(xi)). (1)
The function τ(si, si+1) returns a state-transition cost from
state i to state j. It is defined as
τ(i, j) =
{
(j − i)γ, if j > i,
0, otherwise,
(2)
where γ(> 0) is a user-given parameter and n is the number
of documents in the concerned document stream. Equation
(2) indicates that moving to a higher state incurs a cost which
moving to a lower state incurs no cost.
Function fk(xi) is the exponential density function for the
probability of outputting the interarrival time xi in state k, and
is defined as
fk(xi) = λke
−λkxi , (3)
where λk is the arrival rate of documents associated with state
k and is defined as
λk =
n
T
βk, (4)
where n is the number of documents, T is the entire time
range, and β(> 1.0) is a user-given parameter.
The Viterbi algorithm for hidden Markov models, which
is a dynamic programming approach, is the most effective
solution for determining an optimal state-transition sequence
s = (s1, s2, · · · , sn) to minimize Equation (1). First, we
calculate the cost Cj(i):
Cj(i) = −lnfj(xi) +minl(Cl(i − 1) + τ(l, j)), (5)
where Cj(i) is the minimum cost of a state-transition sequence
that ends with state j at the i-th time interval in the document
stream. Equation (5) can be calculated using the previous (i−
1)-th Cl(i−1)(0 ≤ l ≤ m−1). Second, we find the minimum
cost in Cj(i)(0 ≤ j ≤ m−1). Suppose that the minimum cost
in Cj(n)(0 ≤ j ≤ m− 1) is Cmin(n). Finally, we trace back
with Cmin(n) as the starting point.
IV. PROPOSED METHOD
This section gives the problem definition, and presents two
types of parallelization models: the inter- and intra paralleliza-
tion models. Furthermore, we propose a novel parallelization
model that combines these two models.
T k P las  oo
Task1 Task2 Taskm
PE PE PE1 2 p
Fig. 2. A parallelization environment containing task pool and several PEs.
A. Problem Definition
Let a document di on a document stream DS =
{d1, d2, · · · , dn} be di =<altimei, texti>, where texti is
the text data and alvtimei is the arrival time. In addition,
we consider a set of all the terms appearing in text data,
T = {term1, term2, ..., termm}. The number of documents
termi is denoted by |termi|. Here, we define the inter-arrival
time sequence of documents that include termi as
TALTi = (talti,1, talti,2, · · · , talti,|termi|), talti,j ∈ ALT,
(6)
where ALT = {altime1, altime2, · · · , altimen} is a set of
all arrival times for all the documents.
The goal of this study is to parallelize the processing of
burst detection that extracts all the state-transition sequences
of all the m terms using Kleinberg’s burst detection algorithm.
B. Parallelization Model
In this subsection, we describe the inter- and intra-task
parallelization models. There are many parallelization envi-
ronments for parallel processing (e.g., PC clusters, multi-core
CPUs, SMPs, and GPUs). In this study, we focus only on
environments in which the task pool model is executable
(Fig.2). In the task pool model contains a task pool and a
Processor Element (PE). The task pool stores tasks and a
PE is a processing unit such as a CPU and a CPU-core in
a multi-core CPU. Each PE gets a task out of the task pool
and performs the task while the task pool is not empty.
1) Inter-Task Parallelization Model: The processing of
burst detection for one term in a document stream is defined as
a task. Thus, if there are m terms in a document stream, there
are m tasks. In the inter-task parallelization model, tasks are
performed simultaneously, because each task can be performed
individually (Fig.3).
The procedure steps of the inter-task parallelization model
are as follows:
(1) For each interarrival time sequence, TALTi is put into
the task pool as task i.
(2) Each PE gets a task from the task pool. Suppose that
the task is the k-th term. The PE obtains the state-
transition sequence s, which is an output of performing
Kleinberg’s burst detection algorithm on the inter-arrival
time sequence TALTk. A pair of the term termk and
the state-transition sequence s is put into the result pool.
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Fig. 3. Inter-task parallelization model.
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Fig. 4. Intra-task parallelization model.
(3) When a PE finishes a task, it gets its next task out of
the task pool and performs the task while the task pool
is not empty.
2) Intra-Task Parallelization: Each interarrival time se-
quence is divided into several sub-sequences called partitions.
The intra-task parallelization model is defined as parallel
processing in which burst detection is simultaneously for each
partition using Kleinberg’s burst detection algorithm (Fig.4).
First, the inter-arrival sequence TALTi is divided into p
partitions. Let a partition PTALT li be
PTALT li = (talti,d×l, talti,d×l+1, · · · , talti,d×l+d−1),
talti,j ∈ ALT, 1 ≤ l ≤ p,
where
d =
|TALTi|
p
. (7)
For each PTALTi, the intra-task parallelization model
obtains the sub-state-transition sequence, sk, by performing
Kleinberg’s burst detection algorithm on PTALTi, as follows:
s = s1 ∪ s2 · · · ∪ sp (8)
Following are the procedure steps of the intra-task paralleliza-
tion model:
(1) For each inter-arrival time sequence, TALTi is put into
the task pool as task i.
(2) A task is obtained from the task pool. Suppose that the
task is the k-th term’s task. We divide TALTk into
p (p is the number of PEs) partitions. The partition
PTALT lk is assigned to the l-th PE. Each PE that is
assigned a partition performs Kleinberg’s burst detection
algorithm on that partition. The state-transition sequence
s constitutes all the sub-state-transition sequences si
after all the sub-tasks are finished. A pair of the term
termk and the state-transition sequence s is put into the
result pool.
(3) We get the next task out of the task pool and perform
the task according to Steps (1) and (2) while the task
pool is not empty.
C. Inter-Task with Intra-Task Parallelism
The inter-task parallelization model is the simplest paral-
lelization model; however, there are two inherent issues: (1) It
is difficult for this model to balance loads efficiently because
the frequency of term occurrences differs very widely; (2)
Kleinberg’s algorithm cannot perform on memory in a large-
scale document stream because it needs memory space equal
to the product of the number of term occurrences and the
number of states.
To address these two issues, we combine the inter-task
parallelization model with the intra-task parallelization model.
In our parallelization model, each PE performs a task indi-
vidually in the same manner as in the inter-task paralleliza-
tion model; however, in our model, a PE divides the task
into sub-tasks if |TALTi| ≥ σ. The task is divided into
div = |TALTi|/range partitions. A sub-task is one that
finds the optimal state-transition sequence on a partition. We
call a regular task an “ordinary-task” and call this sub-task a
“divided-task.”
Below are the procedure steps of the proposed paralleliza-
tion model are:
(1) For each inter-arrival time sequence, TALTi is put into
the task pool as ordinary-task i.
(2) Each PE gets a task from the task pool.
a) If the task is an ordinary-task and |TALTk| < σ,
the PE gets the state-transition sequence s, which
is the output of performing the Kleinberg’s burst
detection algorithm for the inter-arrival time se-
quence TALTk. A pair of the term termk and
the state-transition sequence s is put into the result
pool.
b) If the task is an ordinary-task, but |TALTk| ≥
σ, TALTk is divided into div (div =
(|TALTi|)/range) partitions. For each partition,
the partition PTALT lk is put into the task pool as
a divided-task.
c) If the task is a divided-task, the PE performs
Kleinberg’s burst detection algorithm on it.
(3) When a PE has finished the task, it obtains the next task
out of the task pool and performs the task according to
Step (1) and Step (2), while the task pool is not empty.
V. PERFORMANCE EVALUATION
To evaluate the proposed parallelization model, we per-
formed three experiments. This section presents the experi-
mental results.
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Fig. 6. Speed-up ratio (Task-1000).
A. Experimental Setup
We implemented the proposed parallelization model on a
multi-core CPU using the master worker model with multi
threads. In our implementation, therefore, a thread on a CPU
core represents a PE. We used a PC that having a multi-core
CPU (CPU: Phenom II X6 1090T Six-Core/3.2G/L3, Memory:
4GB RAM).
Our performance evaluation constituted three experiments.
Experiment 1 was performed to evaluate the speed-up ratios
of the inter-task, intra-task, and the proposed parallelization
model. Experiment 2 showed the error in the results of intra-
task parallelization. Experiment 3 compared the inter-task
parallelization model with the proposed one in terms of the
perspective of adaptive ability.
In the experiments, we used an actual large-scale document
stream composed of crawling tweets on Twitter. The number
of tweets was 1,280,000; they were collected from June
to December in 2009. We extracted 10,000 terms from the
documents. We created three types of tasks: task-100, task-
1000, and task-10000, which consisted of 100, 1,000, and
10,000 tasks and detected the bursts of 100, 1,000, 10,000
terms, respectively.
B. Experiment 1
In Experiment 1, we compared the speed-up ratios of
the inter-task, the intra-task, and the proposed parallelization
model. Figs.5, 6, and 7 show the results of task-100, task-1000,
and task-10000, respectively. The vertical axis represents the
speed-up ratios, while the horizontal axis shows the number
1
2
3
4
5
6
sp
e
e
d
u
p
1 2 3 4 5 6
0
Number of Threads
inter_task intra_task
interintra_task
Fig. 7. Speed-up ratio (Task-10000).
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Fig. 8. Processing time (Task-1000).
of threads. In these figures, “inter task,” “inter task,” and
“interintra task” denote the inter-task parallelization model,
the intra-task parallelization model, and the proposed par-
allelization model. The length of the divided range in the
interintra-task parallelization model is 1,000. The gamma
value is 1.1, and the beta value is 0.05.
There is no difference between the performance of the
inter-task and the proposed parallelization model for task-
100, because load unbalancing does not occur in either of the
cases. However, the intra-task parallelization model performs
poorly in comparison with both these models. The intra-task
parallelization model is necessary to synchronize each other
thread. In the case of task-1000, the proposed parallelization
model outperforms inter-task parallelization. Fig.8 shows the
processing time of each thread. Load unbalancing occurs in
the inter-task parallelization model, which leads to a decline
in the performance of the inter-task parallelization model.
On the other hand, in the case of task-10000, the inter-
task parallelization model outperforms the other parallelization
models. task-10000 contains many small-sized tasks; therefore,
it does not benefit from dividing the task.
To evaluate the length of the divided range in the proposed
parallelization model, we changed its size to 1,000, 5,000, and
10,000 terms. Fig.9 shows the speed-up ratio of each divided
range size. The results show that for the small divided tasks
of 1,000 and 5,000, the performance of the proposed model is
good. This indicates that by reducing the size of the divided
task, overload can be reduced.
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C. Experiment 2
In Experiment 2, we investigate the precision of the intra-
task parallelization model. Errors occur in this model, because
it divides an inter-arrival time sequence into partitions and
detects bursts in each partition individually. In this experiment,
we measured the error between a state transition sequence
obtained in the proposed model and an original state transition
sequence that is obtained using Kleinberg’s burst detection
algorithm. An average error is defined as
averageerror =
∑|s|
i=1 |si − s
r
k|
|s|
(9)
Fig.10 shows all the average errors. The vertical axis of the
figure represents the average error while the horizontal axis
denotes the number of documents that include a certain term.
Overall, almost all the average errors are less than 1.5. This
indicates there is no problem to assessment of accuracy.
D. Experiment 3
In Experiment 3, we created six virtual tasks in which the
length of the inter-arrival time sequence is 4.6 million. Not
more than one task can be performed on the memory in a PC.
because the size of the required memory is more than that of
the PC. We compare the proposed, inter-task, and intra-task
parallelization models.
Table 1 shows the results of the experiment. In the case
of more than two threads, the inter-task parallelization model
needs more processing time. In the inter-task parallelization
model, two tasks are performed at the same time. Therefore,
TABLE I
RESULT OF EXPERIMENT 3.
Thread
Inter-Task
Parallelization
Model(s)
Intra-Task
Parallelization
Model(s)
Proposed
Parallelization
Model(s)
2 4299.58465 369.043796 294.083362
3 29897.8395 263.967795 202.185169
6 - 183.964157 120.792438
the parallelization model uses considerably more memory than
the main memory. This causes OS thrashing. On the other
hand, the processing times of the proposed parallelization
model and intra-task parallelization do not increase. The
proposed parallelization model performs tasks on memory
because it utilizes the intra-parallelization model.
VI. CONCLUSION
In this paper, we proposed a novel parallelization model for
burst detection in a large-scale document stream. The proposed
method combines the inter-task and intra-rask parallelization
models. This combination provides seamless dynamic load
balancing, and detects burst in a large-scale document stream
on memory. The experimental results showed the efficiently
of the proposed method. In our future work, we intend to
investigate the trade-off relationship between speed-up and
accuracy. In addition, we will develop a real time algorithm
for burst detection in a large-scale document stream using
parallelization.
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