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Abstract
In this work, we propose numerical scheme for the Riesz space fractional advection-
dispersion equations with delay (RFADED). Firstly, we find the analytical so-
lution for RFADED in terms of the functions of Mittag-Leffler type. Secondly,
we introduce fractional backward differential formulas (FBDF) method and
shifted Gru¨nwald method. Stability and convergency of these methods have
been proved. Thirdly, Crank-Nicolson scheme for solving this problem is pro-
posed. We prove that the scheme is conditionally stable and convergent with
the order accuracy of O(κ2+h2). Finally, some numerical examples are given to
show the effectiveness of the numerical method and the results are in excellent
agreement with the theoretical analysis.
Keywords: Riesz fractional derivative, Fractional advection-dispersion
equation with delay, Fractional backward differential formulas method,
Stability and convergence.
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1. Introduction
In the past few decades, fractional calculus has attracted increasing interest
due to its applications in science, for examples, physics, engineering, biology,
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economics and finance [1, 2, 3, 4]. Some numerical methods to solve the FDEs
have been discussed in [5, 6, 7, 8]. Numerical methods for solving delay fractional
differential equations are very important. Recently Saedshoar Heris and Javidi
have been introduced fractional backward differential formulas method(FBDF)
for solving FDEs with delay ([9]-[10]).
Partial differential equations with delays appear in many fields such as in bi-
ology, medicine, population ecology, control systems and climate models [11].
Some numerical methods for solving delay partial differential equations are stud-
ied in [12, 13, 14]. Numerical methods for solving fractional partial differential
equations are investigated in [15, 16, 17].
The fractional advection–dispersion equation is used in groundwater hydrol-
ogy to model the transport of passive tracers carried by fluid flow in a porous
medium [18, 19, 20]. Other works in this field are [21] , [22], [23, 24], [25, 26, 27].
In this paper, we consider the following Riesz space fractional advection-dispersion
equations with delay:
∂u(x, t)
∂t
+
∂γu(x, t− τ)
∂tγ
= Kα
∂αu(x, t)
∂|x|α
+Kβ
∂βu(x, t)
∂|x|
β
+ f(x, t), (1)
subject to the initial condition:
u(x, t) = g(x, t), −τ ≤ t ≤ 0, 0 ≤ x ≤ L,
u(0, t) = µ1(t), u(L, t) = µ2(t), 0 ≤ t ≤ T,
(2)
where 0 < γ < 1, 0 < α < 1, 1 < β ≤ 2, Kα ≥ 0, Kβ ≥ 0 and τ > 0. The
Riesz space fractional operator on a finite domain [0, L] is defined as [27]
∂ζu(x, t)
∂|x|
ζ
= −(−∆)
ζ
2 u(x, t) = −cζ [
RL
0 D
ζ
xu(x, t) +
RL
x D
ζ
Lu(x, t)], (3)
where
cζ =
1
2 cos(piζ2 )
, 0 < ζ ≤ 2, ζ 6= 1 (4)
2
and we have
RL
0 D
ζ
xu(x, t) =
1
Γ(1−ζ)
∂
∂x
x∫
0
(x− η)
−ζ
u(η, t)dη, 0 < ζ < 1,
RL
x D
ζ
Lu(x, t) =
−1
Γ(1−ζ)
∂
∂x
L∫
x
(η − x)
−ζ
u(η, t)dη, 0 < ζ < 1,
RL
0 D
ζ
xu(x, t) =
1
Γ(2−ζ)
∂2
∂x2
x∫
0
(x− η)
1−ζ
u(η, t)dη, 1 < ζ ≤ 2,
RL
x D
ζ
Lu(x, t) =
1
Γ(1−ζ)
∂2
∂x2
L∫
x
(η − x)1−ζu(η, t)dη, 1 < ζ ≤ 2.
(5)
In this paper, we consider Eqs.(1-2). Firstly, we obtain analytical solution of this
equation. Secondly, we use fractional backward differential formulas method of
second order for 0 < α < 1 and shifted Gru¨nwald difference (WSGD) operators
for 1 < β ≤ 2 to approximate the Riesz space fractional derivative. Next, we
obtain the Crank-Nicolson scheme by using the finite difference method for the
RFADED. Also, we prove that the Crank-Nicolson scheme is conditionally sta-
ble and convergent with the accuracy O(κ2 + h2).
The paper is organized as follows. In Section 2, we recall some basic definitions
of fractional calculus. In Section 3, analytical solution of problem is presented.
Fractional backward differential formulas(FBDF) method of second order is in-
troduced in Section 4. In Section 5, shifted Gru¨nwald method is presented. The
presented numerical method is proposed and applied to solve the Riesz space
fractional advection-dispersion equations with delay (RFADED), stability and
convergency of method are proved in Section 6. Finally, some numerical results
are given in order to confirm the theoretical analyzes in Section 7.
2. Preliminaries
In this section, we will introduce some of the fundamental definitions.
Definition 2.1 ([28]). Euler’s gamma function is defined by the integral
Γ(z) =
∫ ∞
0
e−ttz−1dt, Re(z) > 0. (6)
3
C(J,R) denotes the Banach space of all continuous functions from J = [0, T ]
into R with the norm
‖u‖∞ = sup{|u(t)| : t ∈ J}, T > 0. (7)
Cn(J,R) denotes the class of all real valued functions defined on J = [0, T ],
T > 0 which have continuous nth order derivatives.
Definition 2.2 ([29]). The fractional integral of order α > 0 of the function
f ∈ C(J,R) is defined as
Iαf(t) =
1
Γ(α)
t∫
0
f(s)
(t− s)
1−α ds, 0 < t < T. (8)
Definition 2.3 ([29]). The Riemann-Liouville fractional derivative of order
α > 0 of the function f ∈ C(J,R) is defined as
RLDαf(t) =


DnIn−αf(t) = 1Γ(n−α) (
dn
dtn
)
t∫
0
f(s)
(t−s)α−n+1
ds,
n− 1 < α < n, n ∈ N,
f (n)(t), α = n.
(9)
Definition 2.4 ([29]). The Caputo fractional derivative of order α > 0 of
the function f ∈ Cn(J,R) is defined as
CDαf(t) =


In−αDnf(t) = 1Γ(n−α)
t∫
0
f(n)(s)
(t−s)α−n+1
ds,
n− 1 < α < n, n ∈ N,
f (n)(t), α = n.
(10)
Definition 2.5 ([29]). Mittag-leffler functions defined by
Eα,β(x) =
∞∑
k=0
xk
Γ(αk + β)
, x, β ∈ C,Re(α) > 0, Eα(x) = Eα,1. (11)
Definition 2.6 ([30]). The generalized delay exponential function (of Mittag–
Leffler type) is given by
Gλ,τ,mα,β (t) =
∞∑
j=0

 j +m
j

λj(t− (m+ j)τ)α(m+j)+β−1
Γ(α(m+ j) + β)
H(t−(m+j)τ), t > 0,
(12)
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where λ ∈ C , α, β, τ ∈ R and m ∈ Z and H(z) is the Heaviside step function.
If λ ∈ C , α, β, τ ∈ R and m ∈ Z then laplace transform of Gλ,τ,mα,β (t) is:
L(Gλ,τ,mα,β (t))(s) =
sα−β exp{−msτ}
(sα − λ exp{−sτ})m+1
, s > 0. (13)
3. Analytical solution of problem
Lemma 1. ([31]) suppose the one–dimensional Laplacian (−∆) defined
with Dirichlet boundary condition at x = 0 and x = L has a complete set of
orthonormal eigenfunctions ϕn corresponding to eigenvalues λ
2
n on a boundary
region Ω = [0, L], if (−∆)ϕn = λ
2
nϕn then, the eigenvalues are given by λ
2
n =
n2pi2
L2
for n = 1, 2, ... and the corresponding eigenfunctions are nonzero scalar
multiples of ϕn =
√
2
L
sin(npi
L
).
We consider Eqs. (1–2), where µ1(t) and µ2(t) are nonzero smooth functions
with order–one continuous derivatives. Let
u(x, t) = V (x, t) +W (x, t), (14)
where
V (x, t) = µ1(t) + x
µ2(t)− µ1(t)
L
. (15)
By using Eqs. (14–15), we can transform the nonhomogeneous condition into a
homogeneous boundary condition. By substituting (14) into (1), we have
∂W (x,t)
∂t
+ ∂
γW (x,t−τ)
∂tγ
+Kα(−∆)
α
2W (x, t) +Kβ(−∆)
β
2W (x, t) = fw(x, t), t > 0,
W (x, t) = φw(x, t), −τ ≤ t ≤ 0, 0 ≤ x ≤ L,
W (0, t) =W (L, t) = 0, t ≥ 0,
(16)
where
fw(x, t) = f(x, t)−
∂γV (x,t−τ)
∂tγ
− ∂V (x,t)
∂t
−Kα(−∆)
α
2 V (x, t)−Kβ(−∆)
β
2 V (x, t),
φw(x, t) = g(x, t)− µ1(t)−
µ2(t)−µ1(t)
L
x.
(17)
We assume that the solution of (16) has the form:
W (x, t) = X(x)T (t). (18)
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By substituting (18) into (16), we obtain the Sturm–Liouville problem with
λ > 0 as the following form.
−Kα(−∆)
α
2X(x)−Kβ(−∆)
β
2X(x) + λX(x) = 0,
X(0) = 0, X(L) = 0
(19)
and the following ODE with delay
dT (t)
dt
+ d
γT (t−τ)
dtγ
+ λT (t) = 0,
T (t) = ρ(x, t), −τ ≤ t ≤ 0.
(20)
By using Lemma 1, eigenvalues and corresponding eigenfunctions of the Sturm–
Liouville problem (19)–(20) have the following form
λn =
n2π2
L2
, Xn(x) = sin(
nπ
L
x), n = 1, 2, ...· (21)
Therefore, we set
W (x, t) =
∞∑
n=1
Bn(t) sin(
nπ
L
x). (22)
By substituting (22) into (16), we can write
dBn(t)
dt
+ d
γBn(t−τ)
dtγ
+ΘnBn(t)+ = fwn(t),
Bn(t) = ϕ(t),
(23)
where Θn = Kαλn
α +Kβλn
β and
fwn(t) =
2
L
∫ L
0 fw(x, t) sin(
npi
L
x)dx,
fw(x, t) =
∞∑
n=1
fwn(t) sin(
npi
L
x),
ϕ(t) = 2
L
∫ L
0
φw(x, t) sin(
npi
L
x)dx.
(24)
Firstly, we have
L{ d
γBn(t−τ)
dtγ
, s} = sγL{Bn(t− τ), s} − s
γ−1Bn(−τ)
= sγ{e−sτBn(s) + e
−sτ
0∫
−τ
e−sτBn(ν)dν} − s
γ−1ϕ(−τ),
(25)
where L is the Laplace operator. By using Laplace transform for (23) and Eq.
25, we can write
Bn(s) =
s−γ f¯wn(s)
s1−γ+e−τs+Θns−γ
+ s
−γϕ(0)
s1−γ+e−τs+Θns−γ
+ s
−1ϕ(−τ)
s1−γ+e−τs+Θns−γ
−
e−τs
∫ 0
−τ
e−sνϕ(ν)dν
s1−γ+e−τs+Θns−γ
,
(26)
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where
Bn(s) = L(Bn(t)), f¯wn(s) = L(fwn(t)). (27)
Also, we can write
1
s1−γ+e−τs+Θns−γ
= 1Θns−γ
Θns
−γ
s1−γ+e−τs
1
1+ Θns
−γ
s1−γ+e−τs
=
∞∑
k=0
(−Θn)
k
ekτs s
1−γ−(kγ−γ+1)e−kτs
(s1−γ+e−τs)k+1
.
(28)
Therefore
L−1(
1
s1−γ + e−τs +Θns−γ
) =
∞∑
k=0
(−Θn)
kG−1,τ,k1−γ,(k−1)γ+1(t+ kτ)H(t+ kτ).
(29)
We assume that
Z(s) =
∫ 0
−τ
e−sνϕ(ν)dν (30)
and
L−1(Z(s)) = z(t). (31)
Therefore, we have
L−1( s
−γϕ(0)
s1−γ+e−τs+Θns−γ
) = ϕ(0)
∞∑
k=0
(−Θn)
k
G−1,τ,k1−γ,kγ+1(t+ kτ)H(t+ kτ),
L−1( s
−1ϕ(−τ)
s1−γ+e−τs+Θns−γ
) = ϕ(−τ)
∞∑
k=0
(−Θn)
kG−1,τ,k1−γ,(k−1)γ+2(t+ kτ)H(t+ kτ),
L−1( s
−γ f¯wn(s)
s1−γ+e−τs+Θns−γ
)
=
∞∑
k=0
(−Θn)
k ∫ t
0
G−1,τ,k1−γ,kγ+1(t− p+ kτ)H(t− p+ kτ)fwn(p)dp
(32)
and
L−1(
e−τs
∫ 0
−τ
e−sνϕ(ν)dν
s1−γ+e−τs+Θns−γ
)
=
∞∑
k=0
(−Θn)
k ∫ t
0 G
−1,τ,k
1−γ,(k−1)γ+1(t− p+ (k − 1)τ)H(t− p+ (k − 1)τ)z(p)dp.
(33)
Therefore, we have
Bn(t) =
∞∑
k=0
(−Θn)
k
[
∫ t
0
(G−1,τ,k1−γ,kγ+1(t− p + kτ)H(t− p + kτ)f(p)
−G−1,τ,k1−γ,(k−1)γ+1(t− p + (k − 1)τ)H(t− p + (k − 1)τ)z(p))dp
+ϕ(0)G−1,τ,k1−γ,kγ+1(t+ kτ)H(t+ kτ)
+ϕ(−τ)G−1,τ,k1−γ,(k−1)γ+2(t+ kτ)H(t+ kτ)].
(34)
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Finally, the analytical solution of (16)–(17), is
u(x, t) = µ1(t) +
µ2(t)−µ1(t)
L
x
+
∞∑
n=1
∞∑
k=0
(−Θn)
k
[
∫ t
0 (G
−1,τ,k
1−γ,kγ+1(t− p + kτ)H(t− p + kτ)f(p)
−G−1,τ,k1−γ,(k−1)γ+1(t− p + (k − 1)τ)H(t − p + (k − 1)τ)z(p))dp
+ϕ(0)G−1,τ,k1−γ,kγ+1(t+ kτ)H(t+ kτ)
+ϕ(−τ)G−1,τ,k1−γ,(k−1)γ+2(t+ kτ)H(t+ kτ)]sin(
npi
L
x).
(35)
4. Fractional Backward Differential Formulas(FBDF) method of sec-
ond order
4.1. Discrete convolution quadratures
We consider the initial value problem
C
t0
Dαt y(t) = f(t), 0 < α < 1, (36)
y(t0) = y0,
where f is a sufficiently smooth function. Problem (36) can be written in the
form (see [29])
y(t) = y0 +
1
Γ(α)
∫ t
t0
(t− τ)α−1f(τ)dτ . (37)
Integral (37), may be approximated by
Iαh f(tn) = h
α
n∑
j=0
ωjf(tn−j) + h
α
s∑
j=0
ωn,jf(tj), tj = t0 + jh, (38)
by means of Eqs. (37) and (38), we obtain
yn = y0 + h
α
n∑
j=0
ωjfn−j + h
α
s∑
j=0
ωn,jfj , (39)
where ωj are coefficients in the formal power series ω(z) =
∞∑
j=0
ωjz
j and ωn,j
are starting quadrature weights ([8, 32]).
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4.2. Fractional linear multistep methods
Fractional linear multistep methods (FLMMs) for the approximate solution
of Eq. (36) is as the following form (see[8])
n∑
j=0
αjyn−j = h
α
n∑
j=0
βjfn−j , (40)
which
ρ(ξ) =
n∑
j=0
αjξ
j , σ(ξ) =
n∑
j=0
βjξ
j ,
where ρ and σ denote the generating polynomials of the method (see [32]).
As shown in [33], FLMMs ([8, 32]) can be equivalently reformulated as Eq. (39)
with weights ωj obtained as the coefficients in the FPS of the fractional-order
power of the generating function (see [8]):
ω(α)(ξ) =
(
σ(1
ξ
)
ρ(1
ξ
)
)α
=
∞∑
j=0
ωjξ
j . (41)
Methods of this kind, named as FLMMs, when applied to (36) we will have Eq.
(39) where weights are given in (41).
4.3. The second order FBDF
The n-step backward differentiation formulas is the implicit linear multistep
formula with β0 = β1 = ... = βn−1 = 0 in (40). The second order BDF formulas
for ODEs is given by
3yn+1 − 4yn + yn−1 = 2hfn+1.
We take ρ(ξ) = 3ξ2 − 4ξ + 1 and σ(ξ) = 2ξ2.
By using Eq. (41), we have
ω(α)(ξ) = (
3
2
− 2ξ +
1
2
ξ2)α =
∞∑
j=0
ωjξ
j .
By means of Miller’s recurrence ([34]), we can obtain
ω0 = 1 , ω1 = −
4
3
α, ωk =
4
3
(1−
α+ 1
k
)ωk−1+
1
3
(
2(1 + α)
k
−1)ωk−2, k = 2, 3, · · · ,
(42)
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the weights of fractional backward differentiation formulas of second order (FBDF2)
will be as
̟k = (
3
2
)αωk, k = 0, 1, · · · .
4.4. Numerical method (FBDF2)
By using (9) and (10) in (36) at t = tj , we have
C
t0
Dαt y(t) =
RL
t0
Dαt (y(t)− y(t0))
= RLt0 D
α
t y(tj)−
t−αj
Γ(1− α)
y(t0) = f(tj), 0 < α < 1.
Gru¨nwald approximation is as the following form ([28])
RL
t0
Dαt y(tj) ≈ h
−α
j∑
k=0
̟ky(tj − kh), (43)
where
(1− ξ)α =
∞∑
k=0
̟kξ
k. (44)
By using (43), we can rewrite
C
t0
Dαt y(t) ≈ h
−α
j∑
k=0
̟ky(tj − kh)−
t−αj
Γ(1− α)
y(t0) = f(tj), 0 < α < 1.
If we take
j−α
Γ(1− α)
= bj, yj−k = y(tj − kh), fj = f(tj), (45)
we obtain
j∑
k=0
̟kyj−k − bjy0 = h
αfj. (46)
Therefore FBDF2 is defined as
j∑
k=0
̟kyj−k − bjy0 = h
αfj, (47)
with weights
ω0 = 1,
ω1 = −
4
3α,
ωk =
4
3 (1−
α+1
k
)ωk−1 +
1
3 (
2(1+α)
k
− 1)ωk−2,
̟k = (
3
2 )
αωk, k = 0, 1, · · · .
(48)
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4.5. Analysis of linear stability and consistency
In order to study consistency and linear stability of FBDF consider the linear
test problem
C
t0
Dαt y(t) = λy(t), λ ∈ C, 0 < α < 1. (49)
Theorem 1. ([35] ) The steady-state y = 0 of (49) is stable if and only if
λ ∈
{
υ ∈ C : |arg(υ)| > α
π
2
}
. (50)
4.5.1. Consistency of FBDF2
Theorem 2. The FBDF2 method is consistent of order 2.
Proof. A convolution quadrature ω(α) is consistent of order p if
h−αω(α)(e−h) = 1 +O(hp),
(see [8]).
Thus we have
ω(α)(z) =
(
3
2
− 2z +
1
2
z2
)α
.
For proof we have
h−αω(α)(e−h) =
(
h− 13h
3 + ...
h
)α
=
(
1−
1
3
h2
)α
= 1 +O(h2).
Therefore, FBDF2 method is consistent of order 2.
4.5.2. Stability of FBDF2
Lemma 2. For weights of FBDF2 we have 1− ε < ωn
ωn−1
< 1 for n ≥ 4 and
0 < ε < 13 .
Proof. The proof is by induction on n. The relation is true for n = 4.
Suppose 1 − ε < ωn−1
ωn−2
< 1 , 0 < ε < 13 is true. We will prove it for n. If
ςn =
α+1
n
and n ≥ 4 then we have
1− ςn > 0 , 1− 2ςn > 0
and
1 <
ωn−2
ωn−1
<
1
1− ε
→ −
1
1− ε
< −
ωn−2
ωn−1
< −1. (51)
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By using (51), we can rewrite
4
3
(1−ςn)−
1
1− ε
1
3
(1−2ςn) <
4
3
(1−ςn)−
1
3
(1−2ςn)
ωn−2
ωn−1
<
4
3
(1−ςn)−
1
3
(1−2ςn).
Since 0 < ςn <
1
2 we have
4
3 (1 − ςn) −
1
1−ε
1
3 (1 − 2ςn) > 1 −
1−2ε
3−3ε . Now put
ε∗ = 1−2ε3−3ε then from 0 < ε
∗ < 13 we have
4
3
(1− ςn)−
1
1− ε
1
3
(1 − 2ςn) > 1− ε
∗.
Finally
1− ε∗ <
4
3
(1 − ςn)−
1
3
(1− 2ςn)
ωn−2
ωn−1
< 1,
from the above relation we obtain
1− ε <
ωn
ωn−1
< 1 , 0 < ε <
1
3
, n = 4, 5, · · · .
Lemma 3. For weights of FBDF2 and 0 < α < 1 we have
ω0 > 0 , ωj < 0 , j = 4, 5 · · · . (52)
|ωj| < |ωj−1| < ω0 , j = 4, 5, · · ·
∞∑
k=0
ωk = 0,
m∑
k=0
ωk > 0, m > 3.
Proof. We proof this Lemma by means of Lemma 1. Proof is by induction on
n. The relation is true for j = 4. It is obvious that
ω0 = (
3
2
)α > 0 , ω4 = −
1
486
(
3
2
)αα(1 − α)(64(1− α)2 + 48(1− α) + 11) < 0,
Now suppose that ωj < 0 , j = 5, 6, ...n− 1. We can write
ωn = ωn−1(
4
3
(1− ςn)−
1
3
(1− 2ςn)
ωn−2
ωn−1
).
Suppose ϑ = 43 (1− ςn)−
1
3 (1 − 2ςn)
ωn−2
ωn−1
, since ωn−1 < 0 and by using Lemma
1, we have
4
3 (1− ςn)−
1
1−ε
1
3 (1− 2ςn) < ϑ <
4
3 (1− ςn)−
1
3 (1− 2ςn),
4
3 (1− ςn)−
1
1−ε
1
3 (1− 2ςn) > 1− ε
∗, 0 < ε∗ < 13 ,
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such that
4
3
(1− ςn)−
1
1− ε
1
3
(1 − 2ςn) > 0.
Then ϑ > 0. Therefore, we have
ωn = ϑωn−1 < 0.
By means of Lemma 1 :
ωn < 0 → ωn−1 < ωn → |ωn| < |ωn−1| < ω0 , n = 4, 5, · · · .
Therefore, we have
∞∑
k=0
ωk = 0 →
j−1∑
k=0
ωk = −(ωj + ωj+1 + ....) > 0 → bj > 0.
Figure 1: Weights of FBDF2 for α = 0.3(left) and α = 0.7(right).
Theorem 3. Numerical solution of problem (49) obtained by FBDF2 is
unconditionally stable.
Proof. By using FBDF2 for (49), the matrix form of problem is the following
13
form

̟0 − λh
α 0 · · · 0
̟1 ̟0 − λh
α 0 · · · 0
...
...
...
...
̟n−1 ̟n−2 · · · ̟0 − λh
α




y1
y2
...
yn


= y0


b1
b2
...
bn


(53)
If λ < 0 then by means of Lemma’s 2-3, coefficient matrix is strictly diagonally
dominant. Therefore numerical solution of problem obtained by the FBDF2 will
be unconditionally stable.
4.6. Stability regions of FBDF method
By using (16), the relation (49) can be written as
n∑
k=0
̟kyn−k −
n−α
Γ(1− α)
y0 = h
αλyn.
Assume that z = hαλ, we obtain
n∑
k=0
̟kyn−k −
n−α
Γ(1− α)
y0 = zyn.
Let us yn = ξ
n, we obtain the discrete stability polynomial
n∑
k=0
̟kξ
n−k −
n−α
Γ(1− α)
= zξn,
or
z =
̟0ξ
n +̟1ξ
n−1 +̟2ξ
n−2 + ...+̟n−1ξ + (̟n −
n−α
Γ(1−α) )
ξn
.
If we let ξ = eiθ, θ ∈ [0, 2π], we have
S =

z| z =
̟0(e
iθ)n +̟1(e
iθ)n−1 +̟2(e
iθ)n−2 + ...+̟n−1(e
iθ) + (̟n −
n−α
Γ(1−α) )
(eiθ)n

 ,
where weights are given in (17). In figure 2, we present stability regions (the
grey areas) of the FBDF2 at α = 0.4, 0.6, 0.8, 1. In this figures we observe that,
as α increases, the stability region of FBDF2 method decreases.
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Figure 2: Stability regions of FBDF2 for α = 0.4, 0.6, 0.8, 1.
4.6.1. Convergent of FBDF2
Theorem 4. ([8]) A convolution quadrature ω(α) is convergent of order p if
and only if it is stable and consistent of order p.
Theorem 5. The FBDF2 method is convergent of order 2.
Proof. Since FBDF2 is consistence of order 2 and stable by means of Theorem
4, therefore the present method is convergent of order 2.
5. Shifted Gru¨nwald method
The Shifted Gru¨nwald difference operators is as the following form
M ζh,pu(x) = h
−ζ
∞∑
k=0
ω
(ζ)
k u(x− (k − p)h),
N ζh,qu(x) = h
−γ
∞∑
k=0
ω
(ζ)
k u(x+ (k − q)h).
(54)
Therefore, we have
M ζh,pu(x) = −∞D
ζ
xu(x) + O(h),
N ζh,pu(x) = xD
ζ
+∞u(x) + O(h),
(55)
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where p, q ∈ Z and ω
(ζ)
k = (−1)
k

 ζ
k

.
Lemma 4. ([36]) Suppose that 1 < ζ ≤ 2, then the coefficients ω
(ζ)
k satisfy
ω
(ζ)
0 = 1, ω
(ζ)
1 = −ζ, ω
(ζ)
2 =
ζ(ζ−1)
2 ,
1 ≥ ω
(ζ)
2 ≥ ω
(ζ)
3 ≥ ... ≥ 0,
∞∑
k=0
ω
(ζ)
k = 0,
m∑
k=0
ω
(ζ)
k < 0, m ≥ 1.
(56)
Theorem 6. ([36]) Let 1 < ζ ≤ 2 and u ∈ L1(R), −∞D
ζ
xu, xD
ζ
+∞u and
their Fourier transforms belong to L1(R) and define the weighted and shifted
Gru¨nwald difference (WSGD) operator by
LD
ζ
h,p,qu(x) =
ζ−2q
2(p−q)M
ζ
h,pu(x) +
2p−ζ
2(p−q)M
ζ
h,qu(x),
RD
ζ
h,p,qu(x) =
ζ−2q
2(p−q)N
ζ
h,pu(x) +
2p−ζ
2(p−q)N
ζ
h,qu(x),
(57)
then we have
LD
ζ
h,p,qu(x) = −∞D
ζ
xu(x) + O(h
2),
RD
ζ
h,p,qu(x) = xD
ζ
+∞u(x) + O(h
2),
(58)
where p and q are integers and p 6= q.
If for well defined function u(x) on the bounded interval [a, b], we have u(a) = 0
or u(b) = 0, the function u(x) can be zero extended for x < a or x > b. Therefore
the left and right Riemann–Liouville fractional derivatives of u(x) at each point
x can be approximated by the WSGD operators with second order accuracy
aD
ζ
xu(x) = η1h
−ζ
[ x−ah ]+p∑
k=0
ω
(ζ)
k u(x− (k − p)h)
+η2h
−ζ
[ x−ah ]+q∑
k=0
ω
(ζ)
k u(x− (k − q)h) + O(h
2),
xD
ζ
bu(x) = η1h
−ζ
[ b−xh ]+p∑
k=0
ω
(ζ)
k u(x+ (k − p)h)
+η2h
−ζ
[ b−xh ]+q∑
k=0
ω
(ζ)
k u(x+ (k − q)h) + O(h
2),
(59)
where η1 =
ζ−2q
2(p−q) , η2 =
2p−ζ
2(p−q) .
For 1 < ζ ≤ 2, if we take (p, q) = (1, 0), therefore Eq (59) on the domain [0, L],
16
will be as the following form
0D
ζ
xu(xi) = h
−ζ
i+1∑
k=0
ϑ
(ζ)
k u(xi−k+1) + O(h
2),
xD
ζ
Lu(xi) = h
−ζ
m−i+1∑
k=0
ϑ
(ζ)
k u(xi+k−1) + O(h
2),
(60)
where
ϑ
(ζ)
0 =
ζ
2
ω
(ζ)
0 , ϑ
(ζ)
k =
ζ
2
ω
(ζ)
k +
2− ζ
2
ω
(ζ)
k−1, k ≥ 1. (61)
Lemma 5. ([36]) Suppose that 1 < ζ ≤ 2, then the coefficients ϑ
(ζ)
k satisfy
ϑ
(ζ)
0 =
ζ
2 > 0, ϑ
(ζ)
1 =
2−ζ−ζ2
2 < 0, ϑ
(ζ)
2 =
ζ(ζ2+ζ−4)
4 ,
1 ≥ ϑ
(ζ)
0 ≥ ϑ
(ζ)
3 ≥ ϑ
(ζ)
4 ≥ ... ≥ 0,
∞∑
k=0
ϑ
(ζ)
k = 0,
m∑
k=0
ϑ
(ζ)
k < 0, m ≥ 2.
(62)
6. Numerical method for the RFADE with delay
In this section, we approximate the Riesz space fractional derivative and
derive the Crank-Nicolson scheme of the equation. We partition the interval
[0, L] into an uniform mesh with the space step h = L/M and the time step
t = T/N , where M , N being two positive integers. The set of grid points are
denoted by xi = ih and tj = jκ for i = 1, ...,M and j = 1, ...,M .
We consider Eq (1) and Suppose u(xi, tj) = u
j
i , f(xi, tj) = f
j
i and
dγg(x,t)
dtγ
=
g(x, t). We take ηα =
cακKαh
−α
2 and ηβ =
cβκKβh
−β
2 . Therefore, we have
uji + ηα(
i∑
k=0
̟
(α)
k u
j
i−k +
M−i∑
k=0
̟
(α)
k u
j
i+k) + ηβ(
i+1∑
k=0
ϑ
(β)
k u
j
i−k+1 +
M−i+1∑
k=0
ϑ
(β)
k u
j
i+k−1)
= uj−1i − ηα(
i∑
k=0
̟
(α)
k u
j−1
i−k +
M−i∑
k=0
̟
(α)
k u
j−1
i+k )− ηβ(
i+1∑
k=0
ϑ
(β)
k u
j−1
i−k+1 +
M−i+1∑
k=0
ϑ
(β)
k u
j−1
i+k−1)
+κ2 (f
j
i + f
j−1
i )−
κ
2 (g
j
i + g
j−1
i ),
(63)
17
we take
A =


̟
(α)
0 0 0 · · · 0
̟
(α)
1 ̟
(α)
0 0 · · · 0
...
...
...
...
...
̟
(α)
M−2 ̟
(α)
M−3 · · · · · ·̟
(α)
0


,
B =


ϑ
(β)
1 ϑ
(β)
0 0 0 · · · 0
ϑ
(β)
2 ϑ
(β)
1 ϑ
(β)
0 0 · · · 0
...
...
...
...
...
ϑ
(β)
M−1 ϑ
(β)
M−2 · · · · · · ϑ
(β)
1


(64)
and
D = ηα(A+A
T ) + ηβ(B +B
T ),
U j = [uj1, u
j
2, ..., u
j
M−1]
T .
(65)
Therefore, Eq. (63) can be written as
(I +D)U j = (I −D)U j−1 +Qj , (66)
where
Qj =


κ
2 (f
j
1 + f
j−1
1 )−
κ
2 (g
j
1 + g
j−1
1 )− Λ
κ
2 (f
j
2 + f
j−1
2 )−
κ
2 (g
j
2 + g
j−1
2 )− Λ2
κ
2 (f
j
3 + f
j−1
3 )−
κ
2 (g
j
3 + g
j−1
3 )− Λ3
...
κ
2 (f
j
M−1 + f
j−1
M−1)−
κ
2 (g
j
M−1 + g
j−1
M−1)− ΛM−1


and
Λs = (ηα̟
(α)
s +ηβϑ
(β)
s+1)(u
j
0+u
j−1
0 )+(ηα̟
(α)
M−s+ηβϑ
(β)
M−s+1)(u
j
M+u
j−1
M ), s = 2, 3, ...,M−1,
Λ = (ηα̟
(α)
1 + ηβ(ϑ
(β)
0 + ϑ
(β)
2 ))(u
j
0 + u
j−1
0 ) + (ηα̟
(α)
M−1 + ηβϑ
(β)
M )(u
j
M + u
j−1
M ).
6.1. Stability of method
Lemma 6. ([37]) Let A be an m− 1 order positive define matrix, then for
any parameter ν ≥ 0, the following two inequalities
18
∥∥∥(I + νA)−1∥∥∥
∞
≤ 1
and ∥∥∥(I + νA)−1(I − νA)∥∥∥
∞
≤ 1
hold.
Theorem 7. Matrix D for h < (−
3β(β−1)(2−β)(3+β) cos(αpi2 )
4( 32 )
α
α(8α−5) cos( βpi2 )
)
1
β−α , is strictly
diagonally dominant matrix.
Proof. We have
Di,j =


ηα̟
(α)
j−i + ηβϑ
(β)
j−i+1, j > i+ 1,
ηα̟
(α)
1 + ηβ(ϑ
(β)
0 + ϑ
(β)
2 ), j = i+ 1,
2ηα̟
(α)
0 + 2ηβϑ
(β)
1 , j = i,
ηα̟
(α)
1 + ηβ(ϑ
(β)
0 + ϑ
(β)
2 ), j = i− 1,
ηα̟
(α)
i−j + ηβϑ
(β)
i−j+1. j < i+ 1,
where ηα > 0 for 0 < α < 1 and ηβ < 0 for 1 < β ≤ 2. According to Lemma 3,
when k ≥ 4, ηα̟
(α)
k < 0 and according to Lemma 5, when k ≥ 4, ηβϑ
(β)
k < 0.
For k = 2, 3, if 0 < α ≤ 58 , 1 < β < 2, then ηα̟
(α)
2 < 0 and ηα̟
(α)
3 < 0.
Therefore, Di,j < 0 when j > i + 1 or j < i − 1. According to the Lemmas 3
and 5, we have ̟
(α)
0 > 0, ϑ
(β)
1 < 0, thus
2ηα̟
(α)
0 + 2ηβϑ
(β)
1 > 0.
Therefore Di,i > 0. For Di,i+1 and Di,i−1, we have
ϑ
(β)
0 + ϑ
(β)
2 =
β
2 +
β(β2+β−4)
4 =
β(β+2)(β−1)
4 > 0,
̟
(α)
1 < 0.
Since ηα > 0 and ηβ < 0, then
Di,i+1 = Di,i−1 = ηα̟
(α)
1 + ηβ(ϑ
(β)
0 + ϑ
(β)
2 ) < 0.
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For a given i, we can write
M−1∑
j=1, j 6=i
|Di,j | =
i−2∑
j=1
|Di,j |+
M−1∑
j=i+2
|Di,j|+ |Di,i−1|+ |Di,i+1|
= −
i−2∑
j=1
(ηα̟
(α)
i−j + ηβϑ
(β)
i−j+1)−
M−1∑
j=i+2
(ηα̟
(α)
j−i + ηβϑ
(β)
j−i+1)
−2ηα̟
(α)
1 − 2ηβ(ϑ
(β)
0 + ϑ
(β)
2 )
<
i−2∑
j=−∞
(ηα̟
(α)
i−j + ηβϑ
(β)
i−j+1)−
+∞∑
j=i+2
(ηα̟
(α)
j−i + ηβϑ
(β)
j−i+1)
−2ηα̟
(α)
1 − 2ηβ(ϑ
(β)
0 + ϑ
(β)
2 )
= −2ηα
+∞∑
k=2
̟
(α)
k − 2ηβ
+∞∑
k=3
ϑ
(β)
k −2ηα̟
(α)
1 − 2ηβ(ϑ
(β)
0 + ϑ
(β)
2 )
= −2ηα
+∞∑
k=0
̟
(α)
k −2ηβ
+∞∑
k=0
ϑ
(β)
k + 2ηα̟
(α)
1 +2ηβϑ
(β)
1
= 2ηα̟
(α)
1 + 2ηβϑ
(β)
1 = |Di,i| ,
(67)
Therefore
M−1∑
j=1, j 6=i
|Di,j | < |Di,i| .
Also, if 58 < α < 1, 1 < β < 2, for h < (−
3β(β−1)(2−β)(3+β) cos(αpi2 )
4( 32 )
α
α(8α−5) cos( βpi2 )
)
1
β−α , we can
write
ηα̟
(α)
2 + ηβϑ
(β)
3 < 0,
ηα̟
(α)
3 + ηβϑ
(β)
4 < 0.
Therefore, Di,j < 0 when j > i + 1 or j < i − 1. Then relation (67) is valid
for 58 < α < 1, 1 < β < 2. Such that matrix D is strictly diagonally dominant
matrix.
Lemma 7. The matrixD for h < (−
3β(β−1)(2−β)(3+β) cos(αpi2 )
4( 32 )
α
α(8α−5) cos(βpi2 )
)
1
β−α , is symmetric
positive definite.
Proof. The matrix D by using Eq. 65 is clearly symmetric. Let η0 be one
eigenvalue of the matrix D. By using the ([38]), we can write
|η0 −Di,i| ≤
M−1∑
j=1, j 6=i
|Di,j | ,
or
Di,i −
M−1∑
j=1, j 6=i
|Di,j | ≤ η0 ≤ Di,i +
M−1∑
j=1, j 6=i
|Di,j |,
20
by using Theorem 7, we have
η0 ≥ Di,i −
M−1∑
j=1, j 6=i
|Di,j | ≥ 0,
thus D is positive definite.
Theorem 8. The numerical method (66) for h < (−
3β(β−1)(2−β)(3+β) cos(αpi2 )
4( 32 )
α
α(8α−5) cos( βpi2 )
)
1
β−α ,
is unconditionally stable.
Proof. Let U j be the numerical solution and uj be the exact solution. Since
the matrix (I + D) is invertible, then if we take
εj = U j − uj, P = (I +D)−1(I −D). (68)
Therefore, we have
εj = Pεj−1.
Then
εj = P j−1ε0.
By using Lemma 6, we have
∥∥εj∥∥
∞
=
∥∥P j−1ε0∥∥
∞
≤ ‖P‖j−1∞
∥∥ε0∥∥
∞
=
∥∥∥(I +D)−1(I −D)∥∥∥j−1
∞
∥∥ε0∥∥
∞
≤
∥∥ε0∥∥
∞
.
Such that numerical method (66) is conditionally stable.
6.2. Convergence of method
In this subsection, we study the local truncation error of method, Therefore
we can write
u(xi,tj)−u(xi,tj−1)
κ
= 12 (Kα
∂αu(xi,tj)
∂|x|α +Kβ
∂βu(xi,tj)
∂|x|β
)
+ 12 (Kα
∂αu(xi,tj−1)
∂|x|α +Kβ
∂βu(xi,tj−1)
∂|x|β
) + O(κ2)
Kα
∂αu(xi,tj)
∂|x|α = ηα(
i∑
k=0
̟
(α)
k u
j
i−k +
M−i∑
k=0
̟
(α)
k u
j
i+k) + O(h
2),
Kβ
∂βu(xi,tj)
∂|x|β
= ηβ(
i+1∑
k=0
ϑ
(β)
k u
j
i−k+1 +
M−i+1∑
k=0
ϑ
(β)
k u
j
i+k−1) + O(h
2).
(69)
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Thus the local truncation error of (66), will be as the following form
Ti,j = O(κ
3 + κh2).
Theorem 9. Let U j be the numerical solution and uj be the exact solution of
(63), if h < (−
3β(β−1)(2−β)(3+β) cos(αpi2 )
4( 32 )
α
α(8α−5) cos( βpi2 )
)
1
β−α , Then we have
∥∥U j − uj∥∥
∞
≤ CO(κ2 + h2), (70)
where C denotes a positive constant.
Proof. We have
uji + ηα(
i∑
k=0
̟
(α)
k u
j
i−k +
M−i∑
k=0
̟
(α)
k u
j
i+k) + ηβ(
i+1∑
k=0
ϑ
(β)
k u
j
i−k+1 +
M−i+1∑
k=0
ϑ
(β)
k u
j
i+k−1)
= uj−1i − ηα(
i∑
k=0
̟
(α)
k u
j−1
i−k +
M−i∑
k=0
̟
(α)
k u
j−1
i+k )− ηβ(
i+1∑
k=0
ϑ
(β)
k u
j−1
i−k+1 +
M−i+1∑
k=0
ϑ
(β)
k u
j−1
i+k−1)
+κ2 (f
j
i + f
j−1
i )−
κ
2 (g
j
i + g
j−1
i )
(71)
and
U ji + ηα(
i∑
k=0
̟
(α)
k U
j
i−k +
M−i∑
k=0
̟
(α)
k U
j
i+k) + ηβ(
i+1∑
k=0
ϑ
(β)
k U
j
i−k+1 +
M−i+1∑
k=0
ϑ
(β)
k U
j
i+k−1)
= U j−1i − ηα(
i∑
k=0
̟
(α)
k U
j−1
i−k +
M−i∑
k=0
̟
(α)
k U
j−1
i+k )− ηβ(
i+1∑
k=0
ϑ
(β)
k U
j−1
i−k+1 +
M−i+1∑
k=0
ϑ
(β)
k U
j−1
i+k−1)
+κ2 (f
j
i + f
j−1
i )−
κ
2 (g
j
i + g
j−1
i ).
(72)
Let eji = U
j
i − u
j
i and by using (71) and (72), we have
eji + ηα(
i∑
k=0
̟
(α)
k e
j
i−k +
M−i∑
k=0
̟
(α)
k e
j
i+k) + ηβ(
i+1∑
k=0
ϑ
(β)
k e
j
i−k+1 +
M−i+1∑
k=0
ϑ
(β)
k e
j
i+k−1)
= ej−1i − ηα(
i∑
k=0
̟
(α)
k e
j−1
i−k +
M−i∑
k=0
̟
(α)
k e
j−1
i+k )− ηβ(
i+1∑
k=0
ϑ
(β)
k e
j−1
i−k+1 +
M−i+1∑
k=0
ϑ
(β)
k e
j−1
i+k−1).
(73)
We can write
(I +D)εj = (I −D)εj−1 +O(κ3 + κh2)χ,
where
εj = [ej1, e
j
2, ..., e
j
n]
T , χ = [1, 1, ..., 1]T , D = ηα(A+A
T ) + ηβ(B +B
T ).
Let we take
L = (I +D)−1(I +D), X = O(κ3 + κh2)(I +D)−1.
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We can rewrite
εj = Lεj−1 +X,
with iterating and by using initial condition of main problem, we have
εj = (Lj−1 + Lj−2 + ...+ I)X.
By Lemma 6, we can write
∥∥εj∥∥
∞
≤ (
∥∥Lj−1∥∥
∞
+
∥∥Lj−2∥∥
∞
+ ...+ ‖I‖∞)‖X‖∞
= (‖L‖
j−1
∞ + ‖L‖
j−2
∞ + ...+ ‖I‖∞)‖X‖∞
≤ (1 + 1 + ...+ 1)‖X‖∞
≤ jO(κ3 + κh2) = TO(κ2 + h2).
Therefore, we have ∥∥εj∥∥
∞
≤ CO(κ2 + h2).
7. Test examples
In this section, some examples are given to demonstrate the applicability
and accuracy of the presented numerical method.
Example 1. We consider the following Riesz space fractional advection-
dispersion equation with delay (RFADED)
∂u(x, t)
∂t
+
∂γu(x, t− 1)
∂tγ
=
∂αu(x, t)
∂|x|
α +
∂βu(x, t)
∂|x|β
+ f(x, t), (74)
subject to the initial condition:
u(x, t) = x2(1− x)2eγt, −1 ≤ t ≤ 0, 0 ≤ x ≤ 1,
u(0, t) = 0, u(1, t) = 0, 0 ≤ t ≤ 1,
(75)
where 0 < γ < 1, 0 < α < 1, 1 < β ≤ 2 and
f(x, t) = γx2(1− x)2eγt + x2(1 − x)2t−γE1,1−γ(γt)
+ e
γt
2 cos(αpi2 )
(24((1−x)
4−α+x4−α)
Γ(5−α) −
12((1−x)3−α+x3−α)
Γ(4−α)
+ 2((1−x)
2−α+x2−α)
Γ(3−α) ) +
eγt
2 cos( βpi2 )
(24((1−x)
4−β+x4−β)
Γ(5−β) −
12((1−x)3−β+x3−β)
Γ(4−β)
+ 2((1−x)
2−β+x2−β)
Γ(3−β) ),
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where E.,.(.) is Mittag–Leffler function (11). Its exact solution is u(x, t) =
x2(1 − x)2eγt. Some numerical results are reported at Tables 1–3.
Example 2. We consider the following RFADED
∂u(x, t)
∂t
+
∂γu(x, t− 1)
∂tγ
=
∂αu(x, t)
∂|x|
α +
∂βu(x, t)
∂|x|β
+ f(x, t), (76)
subject to the initial condition:
u(x, t) = x2(1− x)2t2, −1 ≤ t ≤ 0, 0 ≤ x ≤ 1,
u(0, t) = 0, u(1, t) = 0, 0 ≤ t ≤ 1,
(77)
where 0 < γ < 1, 0 < α < 1, 1 < β ≤ 2 and
f(x, t) = 2x2(1− x)2t+ 2Γ(3−γ)x
2(1− x)2t2−γ
+ t
2
2 cos(αpi2 )
(24((1−x)
4−α+x4−α)
Γ(5−α) −
12((1−x)3−α+x3−α)
Γ(4−α)
+ 2((1−x)
2−α+x2−α)
Γ(3−α) ) +
t2
2 cos( βpi2 )
(24((1−x)
4−β+x4−β)
Γ(5−β) −
12((1−x)3−β+x3−β)
Γ(4−β)
+ 2((1−x)
2−β+x2−β)
Γ(3−β) ).
Its exact solution is u(x, t) = x2(1 − x)2t2. Some numerical results are reported
at Tables 4–6.
8. Conclusion
In this paper, the numerical schemes are proposed for Riemann–Liouville
derivatives (and Riesz derivatives) by fractional backward differential formulas
method of second order for 0 < α < 1 by using shifted Gru¨nwald method
for 1 < β ≤ 2. The presented numerical method is proposed and applied to
solve the Riesz space fractional advection–dispersion equations with delay. We
prove that the difference scheme is conditionally stable and convergent with
the accuracy O(κ2 + h2). Furthermore, we find the analytical solution for this
equation RFADED in terms of the functions of Mittag–Leffler type. Finally, two
numerical examples have been given to show the effectiveness of the numerical
scheme. In the future, we would like to investigate this method and technique
of high order for solving this problem.
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Table 1: The absolute errors and the convergence orders of presented method (66) for example
1 with γ = 0.6.
β = 1.2 β = 1.6 β = 1.9
Error Order Error Order Error Order
α = 0.2, h = κ
1/16 9.7302e-004 – 0.0013 – 0.0014 –
1/32 2.8594e-004 1.77 3.1998e-004 2.02 3.5847e-004 1.97
1/64 8.5050e-005 1.75 7.7457e-005 2.04 8.8888e-005 2.01
1/128 2.3207e-005 1.87 1.8657e-005 2.05 2.1917e-005 2.01
α = 0.5, h = κ
1/16 6.1152e-004 – 0.0010 – 0.0012 –
1/32 2.1439e-004 1.51 2.5882e-004 1.95 3.1425e-004 1.93
1/64 6.9837e-005 1.62 6.2727e-005 2.04 7.8259e-005 2.01
1/128 2.0230e-005 1.77 1.5049e-005 2.05 1.9320e-005 2.01
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Table 2: The absolute errors and the convergence orders of presented method (66) for example
1 with α = 0.5.
β = 1.2 β = 1.6 β = 1.9
Error Order Error Order Error Order
γ = 0.1, h = κ
1/16 4.1269e-004 – 6.9553e-004 – 8.1577e-004 –
1/32 1.3289e-004 1.63 1.6932e-004 2.04 2.0327e-004 2.00
1/64 4.2945e-005 1.63 4.0635e-005 2.06 5.0210e-005 2.02
1/128 1.2376e-005 1.80 1.0166e-005 2.00 1.2343e-005 2.02
γ = 0.4, h = κ
1/16 5.2173e-004 – 8.8700e-004 – 0.0010 –
1/32 1.7710e-004 1.59 2.1824e-004 2.02 2.6387e-004 1.92
1/64 5.7498e-005 1.62 5.2684e-005 2.05 6.5500e-005 2.01
1/128 1.6621e-005 1.79 1.2610e-005 2.06 1.6143e-005 2.02
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Figure 3: The numerical approximation and exact solution by the presented method
for example 1, for α = 0.1, γ = 0.7, β = 1.9, when T = 1.
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Table 3: The absolute errors and the convergence orders of presented method (66) for example
1 with β = 1.9.
α = 0.2 α = 0.5 α = 0.8
Error Order Error Order Error Order
γ = 0.2, h = κ
1/16 0.0010 – 8.8693e-004 – 4.9635e-004 –
1/32 2.5310e-004 1.98 2.2171e-004 2.00 1.4603e-004 1.76
1/64 6.2354e-005 2.02 5.4855e-005 2.01 3.8827e-005 1.91
1/128 1.5323e-005 2.02 1.3496e-005 2.02 9.8575e-006 1.98
γ = 0.7, h = κ
1/16 0.0016 – 0.0014 – 7.5464e-004 –
1/32 3.9122e-004 2.03 3.4303e-004 2.03 2.2589e-004 1.74
1/64 9.7167e-005 2.01 8.5566e-005 2.00 6.0588e-005 1.90
1/128 2.3979e-005 2.02 2.1142e-005 2.02 1.5452e-005 1.97
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Figure 4: The numerical approximation and exact solution by the presented method
for example 2, for α = 0.8, γ = 0.7, β = 1.2, when T = 1.
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Table 4: The absolute errors and the convergence orders of presented method (66) for example
2 with γ = 0.5.
β = 1.2 β = 1.6 β = 1.9
Error Order Error Order Error Order
α = 0.2, h = κ
1/16 3.8676e-004 – 5.3220e-004 – 6.0947e-004 –
1/32 1.4692e-004 1.40 1.3873e-004 1.94 1.6150e-004 1.92
1/64 4.4836e-005 1.71 3.4679e-005 2.00 4.1138e-005 1.97
1/128 1.2423e-005 1.85 8.5082e-006 2.02 1.0283e-005 2.00
α = 0.5, h = κ
1/16 2.4977e-004 – 4.2841e-004 – 5.3059e-004 –
1/32 1.1031e-004 1.18 1.1294e-004 1.92 1.4195e-004 1.90
1/64 3.6830e-005 1.58 2.8289e-005 2.00 3.6317e-005 1.97
1/128 1.0832e-005 1.77 7.1049e-006 2.00 9.0898e-006 2.00
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Figure 5: The numerical approximation by the presented method for example 2, for
various α = 0.1, 0.7, 0.9, 0.95, 0.99, when T = 1 and γ = 0.3, β = 1.2.
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Table 5: The absolute errors and the convergence orders of presented method (66) for example
2 with β = 1.9.
α = 0.2 α = 0.5 α = 0.8
Error Order Error Order Error Order
γ = 0.2, h = κ
1/16 6.0947e-004 – 5.3059e-004 – 2.9416e-004 –
1/32 1.6150e-004 1.92 1.4195e-004 1.90 9.3235e-005 1.67
1/64 4.1138e-005 1.97 3.6317e-005 1.97 2.5705e-005 1.86
1/128 1.0283e-005 2.00 9.0898e-006 2.00 6.6475e-006 1.95
Table 6: The absolute errors and the convergence orders of presented method (66) for example
2 with α = 0.1.
β = 1.2 β = 1.6 β = 1.9
Error Order Error Order Error Order
γ = 0.7, h = κ
1/16 4.0456e-004 – 5.5129e-004 – 6.2364e-004 –
1/32 1.5142e-004 1.42 1.4380e-004 1.94 1.6524e-004 1.92
1/64 4.5762e-005 1.73 3.5984e-005 2.00 4.2094e-005 1.97
1/128 1.2597e-005 1.86 8.8387e-006 2.02 1.0524e-005 2.00
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Figure 6: The numerical approximation by the presented method for example 2, for
various β = 1.1, 1.6, 1.9, 2, when T = 1 and γ = 0.7, α = 0.9.
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Figure 7: The numerical approximation by the presented method for example 2, for
various γ = 0.1, 0.3, 0.5, 0.7, 0.9, when T = 1 and α = 0.8, β = 1.2.
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