Abstract. We derive estimates in a weighted Sobolev space W k,p µ (D) for a homotopy operator on a bounded strictly pseudoconvex domain D of C 2 boundary in C n . As a result, we show that given any 2n < p < ∞, k > 1, q ≥ 1, and a ∂-closed (0, q) form ϕ of class
Introduction
In this paper we prove a regularity result concerning the solution of ∂-equation on a strictly pseudoconvex domain D with respect to a weighted Sobolev norm, assuming the boundary bD is C 2 . We define the weighted Sobolev space W k,p µ (D) for a bounded domain D ⊂ R N to be the subspace of W k,p (D) with norm
Here k is a non-negative integer, 1 ≤ p < ∞, 0 < µ < 1, and d(x) = dist(x, bD). These are Banach spaces with the norm defined as above. The reader can refer to [8] for some properties of W k,p µ (D). We mention some brief history regarding the " -estimate" for ∂ solution u of ∂u = ϕ, for a ∂-closed (0, q) form ϕ on bounded strictly pseudoconvex domains. Regarding Sobolev space estimates, Greiner and Stein [7] showed that for q = 1, Kohn's canonical solution ∂ * Nϕ is in L [18, p. 135] . Chang [3] extended this result for all q ≥ 1. Both Greiner-Stein and Chang assume that bD is smooth.
On the Hlder estimate side of ∂ solutions, Henkin and Romanov [16] first achieved the C 1 2 estimate of ∂ solutions for continuous (0, 1) form ϕ. Siu [17] proved the C k+ 1 2 estimate for q = 1 and k ≥ 1. Lieb-Range [10] constructed a ∂ solution operator H q , q ≥ 1 and proved the C k+ 1 2 estimate when the boundary is C k+2 . In both results of Siu and Lieb-Range, ϕ is assumed to be ∂ closed. When bD is smooth, Greiner and Stein (for q = 1) [7] showed that Kohn's canonical solution is in Λ r+ 1 2 if ϕ ∈ Λ r , for all r > 0. Here Λ r stands for the Zygmund space, as defined in [7, p. 141] . Chang [3] extended this result for any q ≥ 1 on the Siegal upper-half space.
Recently Gong [6] derived a new homotopy formula (see (2.14) and (2.15) below), ϕ = ∂H q ϕ + H q+1 ∂ϕ, q ≥ 1, (1.2)
for a bounded strictly pseudoconvex domain in C n with the minimal smoothness condition of C 2 boundary. He showed that for q ≥ 1, H q ϕ is in Λ r+ 1 2 if ϕ ∈ Λ r , r > 1, and H q ϕ is in
. Furthermore, the estimates do not require ϕ to be ∂-closed. There are two main features in the above homotopy formula in [6] . The first is the regularized Leray map, introduced in [6] . The second feature is the commutator [∂, E] , where E is an extension operator bounded in Λ r -norm. This commutator was introduced by Peters [14] and it has been used by Michel [11] , Range [15] , Michel-Shaw [13] , Alexandre [2] and others.
We shall prove our estimates for the homotopy operator H q and H 0 . In section 2 we prove that homotopy formulas (1.2) and (1.3) hold in the distribution sense if ϕ, ∂ϕ ∈ W 1,1 (D); see Proposition 2.8. The goal is to prove the following: Theorem 1.1. Let D ⊂ C n be a bounded strictly pseudoconvex domain with C 2 boundary. Let k be a positive integer, and q be a non-negative integer. (i) Let 1 < p < ∞, and q > 0. Then for any β, 0 < β < 1 2 ,
(ii) Let 2n < p < ∞, k ≥ 2, and q > 0. Then for any β, 0 < β < 1 2 ,
(iii) Let 1 < p < ∞. Then for any β, 0 < β < 1,
(iv) Let 2n < p < ∞, k ≥ 2. Then for any β, 0 < β < 1,
Here we denote by C some positive constants which depend on D, n, p, and β.
We emphasize that ϕ in the above estimates are not necessarily ∂-closed. As a consequence, we have the following corollary: Corollary 1.1.1. Let D ⊂ C n be a bounded strictly pseudoconvex domain with C 2 boundary. Let q be a positive integer. There exist a solution operator H q to the ∂-equation ∂u = ϕ in D, for a given ∂-closed (0, q) form ϕ, such that the estimates in (i) and (ii) of Theorem 1.1 hold. In other words the solution u gains " 1 2 − ε" derivative.
The paper is organized as follows. In section 2 we collect a few facts about the Stein extension operator, Sobolev space and the trace operator. We then derive the homotopy formula for Sobolev classes. We also recall from [6] the regularized Leray map and its properties. In section 3 we prove the estimates for H q , q ≥ 1 (part (i) and (ii) of Theorem 1.1). The main techinical part involves a subtle use of integration by parts to move derivatives from the kernel to ϕ. In section 4 we prove the estimates for H 0 (part (iii) and (iv) of Theorem 1.1).
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Homotopy formula for Sobolev Space
In this section we derive the homotopy formula introduced in [6] for the Sobolev classes. We shall need some standard facts about Sobolev spaces. For reader's convenience we state them here. We use W k,p (D) to denote the usual Sobolev space with norm
We remind the reader that the ∂ solution space W > 0, and u satisfies the estimate
, where C depends on k, p, N and D.
The proof can be found in [9, p. 335] . We need an extension operator due to E. Stein. Proposition 2.2. Let D be a bounded domain whose boundary satisfies the minimal smoothness condition as defined in [18, p. 189] , (in particular, a bounded domain is minimally smooth if its boundary is locally given by graphs of Liptschitz functions.) Then (i) There is a continuous linear operator E :
, and all non-negative integer k.
(ii) There is a continuous linear operator E :
The proof of (i) can be found in [18, p. 181] , and the proof of (ii) can be found in [6] .
In what follows we denote R
Definition 2.3. The boundary bω of an open set ω ⊂ R N is uniformly Lipschitz if there exist ε, L > 0, M ∈ N, and a locally finite countable open cover U l of bω such that (i) If x ∈ bω, then B(x, ε) ⊂ U l for some l ∈ N.
(ii) No point of R N is contained in more than M of the U l 's. (iii) For each k there exist local coordinates y = (y 1 , . . . , y α l , . . . , y N ) and a Lipschitz function
where y ′ α l = (y 1 , . . . , y α l , . . . , y N ), and · means · is omitted.
We now define the trace operator for W 
, and for all u ∈ W 1,1
3)
For proof see [9, p. 452] .
be an open set whose boundary bω is uniformly Lipschitz, with the corresponding ε, L, M given as in Definition 2.3. There exist a continuous linear operator T r :
(ii) Denote by ds bω the surface element of bω. We have
The reader can refer to [9, p. 460-462] for the proof of Proposition 2.5. For later use we recall the construction of the above trace operator. Let {U l } be an open cover of bω as given in Definition 2.3, and let χ l be smooth partition of unity such that supp χ l ⊂⊂ U I . Then u = l χ l u := l u l in a neighborhood of bω, and u l has compact support in U l . Since
where
), y α+1 , . . . , y N ). Furthermore we can choose the partition of unity χ l so that T r(u l ) is compactly supported in bω ∩ U l .
Let φ = I φ I dx I be a differential form of degree q, for q ≥ 1. We say that φ ∈ W 1,1 (ω) if each component function φ I belongs to the class W 1,1 (ω). We define the trace of φ on bω to be
Proposition 2.6. Let ω ⊂ R N be a bounded domain with uniformly Lipschitz boundary. Suppose that φ is a differential form and φ ∈ W 1,1 (ω). We have
for any α which is a
Formula (2.7) can be proved by pulling back the forms to the upper half plane R N + by Lipschitz maps, smoothing out the Lipschitz maps and using (2.3). We leave the details to the reader. Lemma 2.7. Let ω ⊂ R N be a bounded domain with C 1 boundary, and ω ′ ⊂⊂ ω. Suppose k(z, ζ) is uniformly bounded for z ∈ ω ′ and ζ in some neighborhood of bω, and is uniformly continuous in ζ. Suppose u ∈ W 1,1 (ω). Let ω j be a sequence of smooth domains approximating ω from inside, i.e. ω j ⊂⊂ ω j+1 ⊂⊂ · · · ω, and such that locally the defining functions of bω j converge uniformly to that of bω in C 1 -norm, and Then
uniformly on z ∈ ω ′ . Here ds bω (ζ) and ds bω j (ζ) denote the surface elements of bω and bω j respectively.
Proof. Let {U l } be a (finite) open cover of bω and bω j as given in Definition 2.3, for j sufficiently large. By the way we define trace (2.5), it suffices to prove that for each l,
where u has compact support in U l . There exist local coordinates x = (x ′ , x N ) ∈ R N −1 × R, and
Since ω j ⊂⊂ ω, we can assume A j ⊂⊂ A. Since u has compact support in U l , we can extend u to be 0 in A \ U l (Thus also 0 in A j \ U l .) to obtain u ∈ W 1,1 (A) and u ∈ W 1,1 (A j ). By assumption, f j converges uniformly to f in C 1 (R N −1 ). The surface area element on bω ∩ U l is given by
and similarly ds( 
T r( u) and T r( u j ) are compactly supported in R N −1 . Thus
By assumption, |f j −f | converges to 0 uniformly on R N −1 and k(z, ζ) is uniformly continuous in ζ in a neighborhood of bω, so we have
Hence to show F j converges to 0 uniformly in z ∈ ω ′ , it suffices to show (2.9)
for some C independent of j. By (2.2), we have
Below we show the first integral in the last inequality converges to 0 as j → ∞. This proves (2.9) and thus F j converges to 0 uniformly in z ∈ ω ′ . By assumption, |g j − g| converges to 0 uniformly on
that H j converges to 0 uniformly on z ∈ ω ′ . For G j , by (2.2) we have
Since f j converges to f uniformly on R N −1 , we can show the last integral converges to 0 by a standard smoothing argument. Since
we have proved that G j converges to 0 uniformly on z ∈ ω ′ . The conclusion of the lemma then follows from estimate (2.8).
We now extend the homotopy formula in [6] to ϕ satisfying ϕ, ∂ϕ ∈ W 1,1 (D).
Proposition 2.8. Let D ⊂ C n be a bounded domain with C 1 boundary and let U be a bounded neighborhood of D. 
holds in the distribution sense in D.
(ii) The following homotopy formula holds in D in the distribution sense.
where (2.14)
Here Ω
• 0,q stands for the (0, q) component of Ω • of type (0, q) in z, and
We set Ω Proof. (i) By some abuse of notation, we shall denote the coefficeint functions of ϕ by ϕ, and our smoothing is done componentwise. Let {ψ ε } ε>0 be the standard mollifier which satisfies
Then we can show that for any D ′ ⊂⊂ D, and ε < ε 0 sufficiently small,
When bD ∈ C 1 and ϕ ∈ C 1 (D), the proof of formula (2.11) can be found in [4, p. 265 ]. Let D j be a sequence of domains with C ∞ boundary approximating D from inside, D j ⊂⊂ D j+1 ⊂⊂ · · · D, and locally the defining functions of D j converge uniformly in C 1 -norm. Fix j and ε 0 > 0 such that dist(D j , D) > ε 0 . The formula (2.11) then holds for ϕ ε on D j , for any ε < ε 0 : 
and similarly,
Note that the above constants C depend only on the dimension n and is independent of j.
As ε → 0, all these expressions in (2.20), (2.21) and (2.22) converge to 0. Thus
holds in the distribution sense. (In fact, we only need to show convergence in L 1 (D ′ ).) Finally we let j → ∞. For some constant C independent of j, we have
where the convergence is uniform on D ′ . For z ∈ D ′ , and ζ in a small neighborhood of bD, Ω 0 0,q (z, ζ) is smooth in both variable. Hence we can apply Lemma 2.7 to get (2.23)
Consequently the Bochner-Martinelli formula (2.11) holds in the distribution sense for any ϕ satisfying ϕ, ∂ϕ ∈ W 1,1 (D).
(ii) We prove formula (2.12). The proof for (2.13) is similar and we shall omit the proof. First let us derive (2.12) under the assumption bD ∈ C 2 , W ∈ C 2 (D×(U \D)) and ϕ, ∂ϕ ∈ C 1 (D). This part of the proof is the same as presented in [6] , and we put it here since later on we shall prove the same thing under weaker assumptions. The Bochner-Martinelli holds in this case:
For the proof of this identity the reader can refer to [4, p. 264] . Applying this to the boundary integral in (2.24) we get
where we denote
We denote by B q; Ω (ϕ) for the above integral when the domain of integration is Ω, and B q ϕ = B q; D (ϕ). Since W is a Leray map and it is holomorphic in z, in view of expression (2.17), (2.27 )
For the last two integrals in (2.26) we first extend ϕ, ∂ϕ to Eϕ, E∂ϕ ∈ W 1,1 (U) by means of Proposition 2.2. Applying Stokes theorem to the domain U \ D we get
Using these facts and subsituting (2.28) and (2.29) into (2.26), we obtain (2.12).
We shall derive the homotopy formula (2.12) in the distribution sense. We need to justify (2.26), (2.28) and (2.29).
As before, we take a sequence of domains D j with smooth boundary approximating D from inside, such that locally the defining functions of D j converge in the C 1 norm. Consider sufficiently large j such that D ′ ⊂⊂ D j ⊂⊂ D. Let ϕ ε be a sequence of smooth forms so that ϕ ε → ϕ, and ∂ϕ ε → ∂ϕ in
For z ∈ D and ζ ∈ U, define
where ψ ε ′ is the standard mollifier.
′ and ζ ∈ bD j , if ε ′ is sufficiently small and j is sufficiently large. Indeed, by assumption
Then the homotopy identity holds
As shown in (i), B q; D j (ϕ ε ) and B q+1; D j (∂ϕ ε ) converge to B q ϕ and B q+1 ∂ϕ respectively in W 1, 2n 2n−1 (D ′ )-norm as ε → 0 and j → ∞. By estimate (2.4) and (2.19),
is uniformly bounded in the first variable and uniformly continuous in the second variable for z ∈ D ′ and ζ in a small neighborhood of bD, applying Lemma 2.7 we get
where the convergence is uniform for z ∈ D ′ . This shows that the third term in (2.32) converges to 0 as ε, ε ′ → 0 and j → ∞. Similarly, by taking the limit as ε, ε ′ → 0 and then j → ∞, we can show
where the convergence is uniform on z ∈ D ′ . Putting together above results we obtain
in the distribution sense. Finally we check (2.28) and (2.29). Write D c = U \D. Let (EW ) ε ′ and Ω 0,(EW )ǫ be defined as in (2.30) and (2.31). Set φ = Eϕ or E∂ϕ, so φ ∈ W 1,1 (U). By Proposition 2.6, we have
in the distribution sense. This completes the proof of formula (2.12)
The key to our estimate is the control of the blow-up order of derivatives of the Leray map W (z, ζ) as ζ approaches the boundary from outside the domain. Let D be a bounded domain in C n . Define for δ > 0,
Gong [6] proved the following result:
for i = 0, 1, 2, . . . . We call ρ 0 the regularized defining function with respect to ρ 0 . If in addition D is strictly pseudoconvex. Let ρ 1 = e L 0 ρ 0 −1 , where L 0 is sufficiently large so that ρ 1 is strictly plurisubharmonic in a neighborhood ω of bD. Let ρ be the regularized defining function with respect to ρ 1 . Then there exist δ > 0 and function
The corresponding holomorphic support function Φ(z, ζ) = W (z, ζ) · (z − ζ) satisfies the following estimate: near every ζ * ∈ bD, there exist a neighborhood V of ζ * such that for all z ∈ V , there exist a coordinate map φ z : V → R 2n given by φ z : ζ ∈ V → (s, t) = (s 1 , s 2 , t 3 , . . . , t 2n ) . Furthermore, for z ∈ V ∩ D, ζ ∈ V \ D:
where c > 0 is a constant. In particular,
Lemma 2.10. Let D be a bounded domain in C n with C 2 boundary. Let ρ be the regularized defining function as in Proposition 2.9. Assume ∂ ζ 1 ρ(ζ * ) = 0, for some ζ * ∈ bD. Then φ ζ * = (φ 1 , φ 2 , . . . , φ 2n ) given by
satisfies for m = 0, 1, 2, . . . ,
Proof. From Proposition 2.9, we have ρ ∈ C 2 (C n ), φ ∈ C 1 (C n ). Up to a nonzero scalar multiple, the Jacobian matrix at ζ = ζ * is: 
= 0. Suppose we have proved for k ≥ 1, denote by D k and D k+1 the determinants of Dφ | ζ=ζ * when n = k and n = k + 1. Computing the determinant using row expansion of second to the last row (0, 0, · · · , 1, 1) in the above matrix, we get
Thus Det(Dφ) | ζ=ζ * = 0 for all n ≥ 1. By the inverse function theorem, there exist a neighborhood V 0 of ζ * such that φ : , we compute for i = 1, . . . , n,
By the inverse function theorem [Dφ 
where Dρ and D 2 ρ denote the first and second derivatives of ρ and N(ζ − ζ * ) takes the form ζ j − ζ * j or ζ j − ζ * j . By (2.44) the entries of [Dφ
, and P (ζ) and Q(ζ) are some linear combination of expressions in (2.46). By (2.36) the following estimates hold for ζ ∈ V 0 ∩ (C n \ D):
. We show that φ −1 satisfies the estimate :
48) holds for m = 1. We have
Applying chain rule we get,
In general, we can write ∂ m s φ −1 (s) as a finite linear combination of (2.49)
Since P and Q are linear combinations of expressions in (2.46), by the first inequality in (2.47) we obtain that the expression in (2.49) is bounded by
) and m = 1, 2, . . . . This proves (2.41).
We now construct the coordinate system (V, φ) mentioned in the remark after Proposition 2.9. Since dρ = 0 on bD, by a linear change of coordinates we can assume that ∂ ζ 1 ρ = 0 at ζ * ∈ bD. By Lemma 2.40 we can define C 1 coordinate transformation φ ζ * ((2.40)) in some ball B ε (ζ * ) of small radius ε > 0. We can find ε 0 > 0 sufficiently small, such that φ z defined by replacing ζ * by z in (2.40) is a C 1 coordinate transformation in B ε 0 (z), for all z in some neighborhood ω ζ * of ζ * . Define V = ω ζ * ∩ B ε 0 /2 (ζ * ), then |ζ − z| < ε 0 for z, ζ ∈ V , and thus φ z defines a coordinate transformation on V ⊂ B ε 0 (z).
We end the section with a trivial estimate for the top form q = n:
Proposition 2.11. Let D be a bounded domain in C n whose boundary is locally given by graphs of Liptschitz functions. Let k ≥ 0 be an integer. Suppose that ϕ is a ∂-closed (0, n)-form. Then there exist a linear operator S so that ∂Sϕ = ϕ and
Proof. Let B R (0) be some ball centered at 0 of radius R such that D ⊂⊂ B R (0). Extend each component of ϕ to a W k,p (B R (0)) function with compact support in B R (0). Denote the resulting extended form by ϕ. Since ϕ is a (0, n)-form, ϕ is ∂-closed. Applying the homotopy formula for B R (0) (see [19, p. 314] ) and Proposition 3.2, we obtain the desired estimate.
Estimates for H q
We first prove a lemma which will be used in our main estimate. 
(ii) If 0 < α < 1, we have
Proof. (i) Denote the integral by I and split the domain of integration into three regions. R 1 : δ + s > t > t 2 . We have
R 2 : t 2 < δ + s < t. We have
. R 3 : δ + s < t 2 < t. We have
.
Put together the estimates we obtain (3.1).
(ii) Denote the integral by I, and split the domain of integration into seven regions. R 1 : t > t 2 > δ, s 1 , s 2 . We have
+α .
R 2 : t > δ > t 2 , s 1 , s 2 . We have 
Put together the estimates we obtain (3.2).
For q ≥ 1, we can write the solution operator as
Proposition 3.2. Let 1 < p < ∞, and let U be a domain in C n , with n > 1. Let u 0 be defined as in (3.4) . Suppose ϕ ∈ W k,p (U), for some nonnegative integer k. Then u 0 ∈ W k+1,p (U), and
Proof. Let f be a coefficient function of ϕ, up to a constant, u 0 can be written as a finite linear combination of
where N denotes the Newtonian potential. Thus we just have to show that
The proof is by Caldern-Zygmund theory. The k = 0 case is proved in Theorem 9.9 in [5, p. 230]. Assume k ≥ 1, we would like to move the derivatives onto f . Since f is compactly supported in U, we can trivially extend f to a functionf in W k,p 0 (C n ). Denoting by Γ the kernel of the Newtonian potential, we have
For our estimate of u 1 ( (3.4) ), we need a lemma on integration by parts.
Lemma 3.3. Let D be a bounded domain in R N with C 1 boundary. Let α > 0, and j, i k be nonnegative integers. Suppose f ≡ 0 on bD.
, and let g 1 be as in (i) satisfying the estimate (3.6), such that j ≥ i 1 . We have
It suffices to show that
Since f vanishes on bD and
In view of (3.6) and that j > i 1 + i 2 , the integrands in the above expression are bounded above in absolute value by a positive constant times |d(ζ)| −1+α ∈ L 1 (D). Since 1 − χ n converges to 0 pointwise on D, the result follows from the dominated convergence thereom.
(ii) Let χ n be defined as above. It suffices to show that
The first statement follows from the dominated convergence theorem applied to the estimate 
(iii) We can assume that f is compactly supported in V , and thus f = f (φ −1 (s)) is compactly supported in φ(V ). Let {χ n } be defined as above. Define χ n (s) = χ n (φ −1 (s)) for
where ε > 0 is some arbitrary small number. By Hlder's inequality, we have
We are now ready for the proof of our main theorem. , and
, for any 0 < β < 1 2 , and
We have H q ϕ = u 0 + u 1 , where u 0 and u 1 are given by formula (3.4). By Proposition 3.2, u 0 ∈ W k+1,p (D), and the following estimate holds:
So we only need to estimate u 1 . Choose U = D δ as in Proposition 2.9. We will estimate (3.8)
where we set γ = 1 − β. For z ∈ D, we estimate
where in the definition of Ω 0,W ((2.18)) we set W to be the regularized Leray map in Proposition 2.9. We can write the above integral as a linear combination of
Here f is a coefficient function of [∂, E]ϕ, and f ≡ 0 on D. P 1 (w) denotes a polynomial in w and w,D ζ W denotes W and its first-order ζ derivatives, and N i denotes a monomial of degree i in ζ − z and ζ − z. N i and P 1 may differ when they recur. Let V be a small neighborhood of a fixed boundary point ζ * ∈ bD, as given in the remarks after Proposition 2.9. By a linear change of coordinates we can assume that ∂ ζ 1 ρ(ζ * ) = 0. For z ∈ V , let φ z : V → φ(V ) be the coordinate transformation given by (2.40). Using a partition of unity in ζ space and replacing f by χf for a C ∞ cut-off function χ, we may assume
Similarly by a partition of unity in z space and replacing Ω 
. By (2.37), we have
where A(z, ζ) is a sum of three kinds of terms:
and P 1 has the same form as (3.9). We have
By (2.39) and (3.10),
In view of (3.11) and (3.12), we have |A 1 | ≤ C|A 3 |, |A 2 | ≤ C|A 3 |, and it suffices to estimate A 3 (z, ζ) for l = n − 1. From now on we just take A to be
By estimate (2.38), for z ∈ V ∩ D and ζ ∈ V \ D:
. By (3.14) and integrating by polar coordinates for s = (s 1 = ρ, s 2 ) ∈ R 2 and t = (t 1 , . . . , t 2n−2 ) ∈ R 2n−2 , we have
where we used Lemma 3.1 (i) for the last inequality. The constant C 0 depends only on D, the defining function ρ 0 and is independent of z ∈ D. Using this estimate in (3.13) we get
For each z ∈ V , the C 1 coordinate transformation φ z is given by (2.40):
For ζ ∈ V , we define φ ζ : V → φ(V ) to be
which is a coordinate system for z ∈ V . Write (
. By (3.14) we have for z ∈ V ∩ D and ζ ∈ V \ D,
Writing in polar coordinates and using that d(z) ≤ Cρ(z) = C|s 1 | ≤ C|s| , we have by Lemma 3.1 (i) again
. Using (3.20) in (3.15), we get
Thus we have shown that
(ii) Next we estimate higher derivatives for u 1 
. Since f ≡ 0 on D, for ζ ∈ U the following holds:
We can write the inner integral above as a linear combination of
We apply integration by parts in two stages. In the first stage, we integrate by parts to reduce the exponent of Φ in the denominator to n − l, as in Ahern-Schneider [1] , Lieb-Range [10] and Gong [6] . See also Michel-Perotti [12] for estimates without using integration by parts for piecewise smooth strictly pseudoconvex domains via Seeley extension.
Let V be a small neighborhood of a fixed boundary point ζ * ∈ bD as in (i). Suppose that for z ∈ V ∩ D and ζ ∈ V \ D,
for some i * .
By (2.37), for fixed z ∈ D the following estimates hold for ζ ∈ V \ D if bD is C 2 :
for q = 0, 1, 2, . . . and k = 1, 2, . . . . Up to a constant multiple, we rewrite K 1 f as
where we set
For fixed z ∈ D the following holds for ζ ∈ U \ D,
again by (2.37). Then we get
We now justify the above steps. We have f ∈ W 1,p (U) ∩ C j+α (U), for j = k − 2. Apply Lemma 3.3 to the domain U \ D with f ≡ 0 on b(U \ D). By (3.23), (3.26), u −1 , h satisfy the estimates (3.6) with i k = 0. By (2.38) for fixed z ∈ D, Φ −(n−l+µ 1 −1) (z, ζ) ≤ C(z) , and
Thus Φ −(n−l+µ 1 −1) also satisfies the estimate (3.6) with i k = 0. Then the first equality (3.27) follows from Lemma 3.3 (i) and the second equality (3.28) follows from Lemma 3.3 (ii).
We can repeat this procedure µ 1 (≤ k − 1) times. Indeed, suppose we have done m times, 1 ≤ m ≤ k − 2. Then the integral is a linear combination of terms of the form
where Dφ −1 denotes the Jacobian of φ −1 . Then K 2 f ((3.30)) can be written as a linear combination of (3.37) where (3.38)
and s = (s 1 ,ŝ),ŝ = (s 2 , t 3 . . . , t 2n ). Observe that for a fixed z ∈ D, by (2.38) the Φ(z, s) and |φ −1 (s) − z| are bounded below by a constant depending on d(z). By definition of φ and (2.36), the following holds for ζ ∈ V \ D:
By estimate (2.41), the following holds for s ∈ H + : 
for q = 0, 1, 2 · · · . Applying (3.42), (3.43) to (3.33), (3.35) we get
1 . where ν 0 = p j=0 ι j . In view of (3.38) and (3.44), we have
and
If ν 0 > 1, we can apply Lemma 3.3 (ii) to K 3 f ((3.37)) with
Thus we can integrate by parts in (3.37) to get
If ν 0 = 1, we can apply Lemma 3.
, and integrate by parts in (3.37) to get (3.45). Finally if ν 0 = 0, we can again apply Lemma 3.3 (ii) with ∂ τ 0 ζ i * f ∈ C k−2−τ 0 +α (H + ) and i = 0. We claim that we can integrate by parts in this fashion k − 1 − τ 0 times. Suppose we did it for m times, for 1 ≤ m ≤ (k − 2) − τ 0 , and we have
and we denote [dη]
) is a sum of terms of the form
In view of this and (3.46), we have the estimate
We have by (3.44),
where ι j -s are defined in (3.34).
If m + 1 < ν 0 = ι j , then I m+1 satisfies estimate (3.6) with i k replaced by i = ν 0 − (m + 1). We can apply Lemma 3.
Thus we can integrate by parts in (3.48) to get
If m + 1 = ν 0 = ι j , then I m+1 satisfies estimate (3.7), and we can apply Lemma 3.3 (iii) to obtain (3.49). If m + 1 > ν 0 = ι j , then I m+1 satisfies estimate (3.6) with i k replaced by i = 0, and we again apply Lemma 3.3 (ii) to obtain (3.49). In conclusion, we can transform K 3 f ((3.36)) via integration by parts to the form (3.50)
Taking two more z derivatives for the integral (3.50), we see that ∂ 2 z K 3 f is a sum of three terms:
where ψ 1 is a multiple of ∂ z Φ(z, s) and
z (s)), and Φ, φ ((2.40)) are holomorphic in z ∈ V , we see that ψ 1 and ψ 2 are smooth functions in z ∈ V . By (3.33), (3.35), (2.37), (3.42), we obtain
Since Φ(z, s) = Φ(z, φ −1 (s)), by (2.39) and (3.10), we have
Replacing s in (3.52) and (3.53) by (η k−1−τ 0 ,ŝ), we see that in order to estimate ∂ 2 z K 3 f it suffices to estimate the integral in (3.51) for l = n − 1. i.e.
Observe that
By (2.38) we have
where c is independent of z ∈ V ∩ D. Since
Using (3.57) and (3.58) we can estimate the integral J k−1−τ 0 (z, s) ((3.55)) by pulling out |φ −1 ((η k−1−τ 0 ,ŝ)) − z| −(2n−3) and Φ −3 (z, (η k−1−τ 0 ,ŝ)) from the integral sign. In view of (3.59) and Write φ φ −1 (s) (z) = (s 1 ,s 2 ,t). Using polar coordinates for (s 1 ,s 2 ) ∈ R 2 ,t ∈ R 2n−2 , and cd(z) ≤s 1 ≤ Cd(z), we get for γ ′ > where for the last inequality we used Lemma 3.1 (i). We also have
Thus we have shown that (ii) Let α > 0, 0 < δ < 1, and n ≥ 2. Then Applying Lemma 3.3 (ii) and (iii) to these cases we obtain
f (s)I m+1 (z, s)dV (s).
In conclusion, we can integrate by part k − 1 − τ 0 times to transform K 2 f ((4.5)) to the form 
