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HOMEOMORPHIC EXTENSION OF QUASI-ISOMETRIES FOR
CONVEX DOMAINS IN Cd AND ITERATION THEORY
FILIPPO BRACCI†, HERVE´ GAUSSIER‡, AND ANDREW ZIMMER∗
Abstract. We study the homeomorphic extension of biholomorphisms between convex
domains in Cd without boundary regularity and boundedness assumptions. Our approach
relies on methods from coarse geometry, namely the correspondence between the Gromov
boundary and the topological boundaries of the domains and the dynamical properties
of commuting 1-Lipschitz maps in Gromov hyperbolic spaces. This approach not only
allows us to prove extensions for biholomorphisms, but for more general quasi-isometries
between the domains endowed with their Kobayashi distances.
1. Introduction and results
The aim of the paper is to investigate boundary extension of biholomorphisms, and more
generally of quasi-isometries, between domains in the complex Euclidean space Cd, d ≥ 1,
under some (geo)metric assumptions on the domains, regardless of boundary regularity
or boundedness of the domains.
The Fefferman extension theorem [25] states that every biholomorphism between
bounded strongly pseudoconvex domains with C∞ boundaries extends as a C∞ diffeo-
morphism to the closures of the domains. This seminal result reduces the equivalence
problem between such domains to the comparison of CR invariants of the boundaries of
the domains. In the case where the domains are assumed neither smooth nor bounded, the
question of homeomorphic extension of biholomorphisms seems quite difficult to attack
with methods from Complex Analysis and Geometry.
Motivated by a result of Balogh and Bonk [8], we consider this problem from a coarse
geometry point of view. Balogh and Bonk proved that the Kobayashi metric on a bounded
strongly pseudoconvex domain is Gromov hyperbolic and the Gromov boundary coincides
with the Euclidean boundary. For Gromov hyperbolic metric spaces, it is a well known
fact that homeomorphic quasi-isometries extend as homeomorphisms between the Gromov
compactifications of the metric spaces, see [29]. Since every biholomorphism between two
domains is an isometry when the domains are endowed with their Kobayashi metrics, this
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provides a new proof that every biholomorphism between strongly pseudoconvex domains
extends to a homeomorphism of the Euclidean closures. Although this conclusion is weaker
than Fefferman’s result, it holds for a much larger class of maps - those that are quasi-
isometries relative to the Kobayashi metrics.
The Gromov boundary of a Gromov hyperbolic metric space has a quasi-conformal
structure which is preserved by isometries (see for instance [32, Section 3]). Recently
Capogna and Le Donne [20] used this quasi-conformal structure and results about the
regularity of conformal maps between sub-Riemannian manifolds to provide a new proof of
Fefferman’s smooth extension theorem. Thus for bounded strongly pseudoconvex domains
the extension theory of biholomorphisms can be completely understood using the theory
of Gromov hyperbolic metric spaces.
These results motivate the following question:
Question 1.1. For which domains D ⊂ Cd is the Kobayashi metric KD a complete Gromov
hyperbolic metric?
To apply the theory of Gromov hyperbolicity to the problem of extensions of biholomor-
phisms, one also needs to identify the Gromov boundary with the Euclidean boundary.
For unbounded domains in Cd there are several natural choices of an Euclidean compact-
ification, but it seems like the right one is the end compactification of the closure.
Definition 1.2. Given a domain D ⊂ Cd the Euclidean end compactification of D, de-
noted by D
⋆
, is defined to be the end compactification of D.
For instance, in case D ⊂ Cd is an unbounded convex domain, the end compactification
of D has either one or two points “at infinity” (see Section 5).
One can then ask:
Question 1.3. For which classes of domains D ⊂ Cd is the following true: if the Kobayashi
metric KD on D is Cauchy complete and Gromov hyperbolic, then the identity map
id : D → D extends to a homeomorphism id : D
⋆
→ D
G
where D
G
is the Gromov
compactification of the metric space (D,KD)?
In dimension one, for simply connected domains different from C, the Gromov topology
is equivalent to the Carathe´odory prime ends topology and thus a complete answer to
Question 1.3 is given by the Carathe´odory extension theorem: if D ( C is a simply
connected domain, the identity map id : D → D extends to a homeomorphism id : D
⋆
→
D
G
if and only if D is a Jordan domain.
Since every convex domain in C (different from C) is a Jordan domain, the previous
question has positive answer for one-dimensional convex domains different from C. Note
also that every convex domain in C which is different from C is Gromov hyperbolic with
respect to its (complete) Kobayashi metric.
One aim of this paper is to extend such a result about convex domains to higher
dimension, assuming the natural hypotheses suggested by the one dimensional case.
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A convex domain is called C-proper if it does not contain any complex affine lines. For
such domains we prove the following.
Theorem 1.4. Let D be a C-proper convex domain in Cd. If (D,KD) is Gromov hyper-
bolic, then the identity map id : D → D extends to a homeomorphism id : D
⋆
→ D
G
.
Remark 1.5.
(1) Theorem 1.4 does not assume that D is bounded or has smooth boundary. By a
result of Barth [9], when D is convex the Kobayashi metric is Cauchy complete
if and only if D is (Kobayashi) hyperbolic if and only if D is C-proper (also see
[17]).
(2) There are many examples of convex domains where the Kobayashi metric is Gro-
mov hyperbolic, see [42, 43].
(3) For convex domains any of the classical invariant metrics, such as the Bergman
metric, the Carathe´odory metric or the Ka¨hler-Einstein metric, are bi-Lipschitz
equivalent [26]. Since Gromov hyperbolicity is a quasi-isometric invariant, this
implies that the above theorem is also true for any of the other classical invariant
metrics.
As a consequence of Theorem 1.4 we obtain an extension result for quasi-isometries
between some domains in Cd, see Section 3 for precise definitions.
Corollary 1.6. Let D and Ω be domains in Cd. We assume:
(1) D is either a bounded, C2-smooth strongly pseudoconvex domain, or a convex C-
proper domain, such that (D,KD) is Gromov hyperbolic,
(2) Ω is convex.
Then every quasi-isometric homeomorphism F : (D,KD)→ (Ω, KΩ) extends as a home-
omorphism F : D
⋆
→ Ω
⋆
. In particular, every biholomorphism F : D → Ω extends as a
homeomorphism F : D
⋆
→ Ω
⋆
.
In case D is the unit ball (or more generally a strongly convex domain with smooth
boundary), the previous extension result for biholomorphisms has been proved in [15] in
case Ω is bounded, as an application of a Carathe´odory prime ends type theory in higher
dimension called “horosphere topology”, and in [16] for the case Ω is unbounded by using
a direct argument relying on the dynamics of semigroups of holomorphic self-maps.
In Section 8 we will provide examples showing that the hypotheses in Corollary 1.6 are
optimal.
1.1. Iterating holomorphic maps. The proof of Theorem 1.4 is, quite surprisingly,
based on dynamical properties of commuting semigroups of holomorphic self-maps, and
it also provides new information about the dynamics of iterates of holomorphic maps.
Given a bounded (or, more generally, taut) domain D ⊂ Cd and a holomorphic self
map f : D → D, Montel’s theorem implies that the sequence of iterates of f , denoted
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by {fn}, forms a relatively compact set in the space of holomorphic maps D → D. In
particular, given a sequence nj → ∞ one can always find a subsequence njk → ∞ such
that fnjk converges locally uniformly to a holomorphic map g : D → D. Surprisingly,
there are some cases where the behavior of the limits are independent of the subsequence
chosen. This is demonstrated by the classical Denjoy-Wolff theorem:
Theorem (Denjoy-Wolff [23, 41]). Let f : D→ D be a holomorphic map. Then either:
(1) f has a fixed point in D; or
(2) there exists a point ξ ∈ ∂D so that
lim
n→∞
fn(x) = ξ
for any x ∈ D, this convergence being uniform on compact subsets of D.
The Denjoy-Wolff theorem has been extended in the past by many authors in different
situations (see, e.g., [3, 6, 33] and references therein for a detailed account).
The Kobayashi metric on D coincides, up to a constant, with the standard Poincare´
metric and the metric space (D, KD) is Gromov hyperbolic. Further, any holomorphic map
f : D→ D is 1-Lipschitz relative to the Kobayashi metric.
Karlsson proved the following abstract version of the Wolff-Denjoy theorem for general
Gromov hyperbolic metric spaces (see Section 3 for details and definitions related to the
Gromov boundary):
Theorem (Karlsson, Prop. 5.1 in [33]). Suppose (X, d) is a proper geodesic Gromov
hyperbolic metric space and denote by ∂GX its Gromov boundary. If f : X → X is
1-Lipschitz, then either:
(1) for every p ∈ X, the orbit {fn(x) : n ∈ N} is bounded in (X, d), or
(2) there exists a unique ξ ∈ ∂GX so that for all x ∈ X,
lim
n→∞
fn(x) = ξ,
in the Gromov compactification.
Karlsson’s Theorem together with Balogh and Bonk’s result [8] proves in particular a
Denjoy-Wolff theorem for bounded C2-smooth strongly pseudoconvex domains in Cd. Such
a result was proved directly by Abate in [4]: if D is a C2-smooth strongly pseudoconvex
domain and f : D → D is holomorphic, then either {fn(z)} is relatively compact in D for
every z ∈ D, or there exists a unique point in ∂D such that every orbit of f converges to
such a point. Huang in [31], under the assumption of C3 boundary smoothness, (see also
[34] for the C2-smoothness case) proved later that if D is topological contractible, then
f has a fixed point in D if and only if the orbit {fn(z)} is relatively compact in D for
every z ∈ D (see also [5], where it is shown that Huang’s result does not hold in general
as soon as strictly pseudoconvexity fails at just one boundary point).
On the other hand, if D ⊂ Cd is a hyperbolic convex domain and f : D → D is
holomorphic, then f has no fixed points in D if and only if every orbit of {fn} is compactly
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divergent (see [1, 2, 35, 17]). Therefore, as a direct corollary to Karlsson’s result and
Theorem 1.4 we have the following:
Corollary 1.7. Let D ⊂ Cd be a C-proper convex domain such that (D,KD) is Gromov
hyperbolic. If f : D → D is holomorphic, then either:
(1) f has a fixed point in D; or
(2) there exists a point ξ ∈ D
⋆
\D, called the Denjoy-Wolff point of f , so that
lim
n→∞
fn(x) = ξ
for any x ∈ D, this convergence being uniform on compact subsets of D. In par-
ticular, either ξ ∈ ∂D and limn→∞ f
n(x) = ξ or limn→+∞ ‖f
n(x)‖ = ∞ for all
x ∈ D.
In case D is a bounded strictly convex domain, a Denjoy-Wolff theorem of the previous
type has been proved by Budzyn´ska [19], while, for bounded C2-smooth strictly C-linearly
convex domains, the result is due to Abate and Raissy [6].
To the best our knowledge there are no prior results of Denjoy-Wolff type which hold
for general classes of unbounded domains.
1.2. Commuting holomorphic maps. As mentioned above, the proof of Theorem 1.4
relies in an essential way on the study of commuting holomorphic maps in domains in Cd.
In 1973, Behan [11] proved that two commuting holomorphic self-maps of the unit disc
D with no fixed points in D either have to share the same Denjoy-Wolff point on ∂D or are
hyperbolic automorphisms of D. In [12, 13] the first named author generalized Behan’s
result to the unit ball and to smooth bounded strongly convex domains, proving that if
two commuting holomorphic maps have distinct Denjoy-Wolff points, then the restrictions
of the maps to the unique complex geodesic joining the two points are automorphisms of
such a complex geodesic. The aim of the following theorem is to generalize Behan’s result
to commuting 1-Lipschitz maps in Gromov hyperbolic spaces:
Theorem 1.8. Let (X, d) be a proper geodesic Gromov hyperbolic metric space. Let f, g :
X → X be commuting 1-Lipschitz maps. Suppose there exist ξf 6= ξg ∈ ∂GX and x0 ∈ X
such that
(1.1) lim
n→∞
fn(x0) = ξf and lim
n→∞
gn(x0) = ξg,
in the Gromov compactification. Then there exist a totally geodesic closed subset M ⊂ X
and a 1-Lipschitz map ρ : X →M such that:
(1) ρ ◦ ρ = ρ,
(2) f|M and g|M are isometries of (M, d|M).
Remark 1.9. Since (X, d) is a proper geodesic Gromov hyperbolic metric space, in view
of Karlsson’s Theorem, the existence of a point x0 ∈ X such that f
n(x0) converges to ξf
is equivalent to the convergence of fn(x) to ξf , for all x ∈ X .
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As an application of Theorem 1.8 and Balogh and Bonk’s theorem, we have the following
generalization of Behan’s result:
Corollary 1.10. Let D be a bounded, C2-smooth strongly pseudoconvex domain in Cd,
and let f, g be commuting holomorphic maps from D to D. Suppose that there exist pf 6=
pg ∈ ∂D and a point z0 ∈ D such that
lim
n→∞
fn(z0) = pf and lim
n→∞
gn(z0) = pg.
Then there exists a complex geodesic ∆ for D, which is a holomorphic retract of D such
that pf , pg ∈ ∂∆, f(∆) = ∆, g(∆) = ∆ and f |∆, g|∆ are (hyperbolic) automorphisms of
∆. In particular, pf (resp. pg) is a boundary fixed point in the sense of admissible limits
in D for g (resp. for f).
By [31, Theorem 1], if D is a bounded C3-smooth strongly pseudoconvex domain in
Cd, which is topologically contractible, and f is a holomorphic self-map of D, then there
exists a unique point pf ∈ ∂D such that {f
n} converges uniformly on compacta of D to
the constant map ζ 7→ pf if and only if f has no fixed points in D. Therefore, the previous
corollary, in case ∂D is C3-smooth, says that if f, g are commuting holomorphic self-maps
of D with no fixed points in D, then either f, g have the same Denjoy-Wolff point or f ,
g are automorphisms of a complex geodesic for D joining the Denjoy-Wolff points of f
and g.
On the other hand, as a direct consequence of Corollary 1.7 and Theorem 1.8, we have
Corollary 1.11. Let D be a C-proper convex domain in Cd such that (D,KD) is Gromov
hyperbolic and let f, g be commuting holomorphic maps from D to D. Suppose that f and
g have no fixed points in D and let pf ∈ D
∗
\D (resp. pg ∈ D
∗
\D) be the Denjoy-Wolff
point of f (resp. of g). Then, either pf = pg or there exists a holomorphic retract M of
D, of complex dimension 1 ≤ k ≤ d, such that pf , pg ∈M
∗
\M , f(M) = g(M) =M and
f|M , g|M ∈ Aut(M).
1.3. Outline of the paper. The paper is organized as follows. In Section 3 we re-
call important properties about the Gromov hyperbolic metric spaces, in our context.
In Section 4, we study dynamical properties of commuting 1-Lipschitz maps in Gromov
hyperbolic spaces. In Sections 5 and 6, we study, for an unbounded, convex, Gromov hy-
perbolic domain, the correspondence between its Gromov compactification and the end
compactification of its Euclidean closure. We prove Theorem 1.4 in Section 6. In Section 7
we prove Corollary 1.6, Theorem 1.8 and Corollary 1.10. Finally, in Section 8 we provide
some examples showing that our hypotheses are optimal.
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2. The Kobayashi metric
In this expository section we recall the definition of the Kobayashi metric. Given a
domain Ω ⊂ Cd the (infinitesimal) Kobayashi metric is the pseudo-Finsler metric
kΩ(x; v) = inf {|ξ| : f ∈ Hol(D,Ω), f(0) = x, d(f)0(ξ) = v} .
By a result of Royden [38, Proposition 3] the Kobayashi metric is an upper semicontinuous
function on Ω × Cd. In particular, if σ : [a, b] → Ω is an absolutely continuous curve (as
a map [a, b]→ Cd), then the function
t ∈ [a, b]→ kΩ(σ(t); σ
′(t))
is integrable and we can define the length of σ to be
ℓΩ(σ) =
∫ b
a
kΩ(σ(t); σ
′(t))dt.
One can then define the Kobayashi pseudo-distance to be
KΩ(x, y) = inf {ℓΩ(σ) : σ : [a, b]→ Ω is abs. cont., σ(a) = x, and σ(b) = y} .
This definition is equivalent to the standard definition using analytic chains by a result
of Venturini [40, Theorem 3.1].
When Ω is a bounded domain, KΩ is a non-degenerate distance. For general domains
there is no known characterization of when the Kobayashi distance is proper, but for
convex domains we have the following result of Barth.
Theorem 2.1. [9] Suppose Ω is a convex domain. Then the following are equivalent:
(1) Ω is C-proper,
(2) KΩ is a non-degenerate distance on Ω,
(3) (Ω, KΩ) is a proper metric space,
(4) (Ω, KΩ) is a proper geodesic metric space.
3. The Gromov compactification of a Gromov hyperbolic space
Let (X, d) be a metric space and let I ⊂ R be an interval, endowed with the Euclidean
metric. An isometry γ : I → X is called a geodesic. If I = [a, b], we call γ a geodesic
segment, if I = R+, we call γ a geodesic ray and if I = R, we call γ a geodesic line.
We recall that (X, d) is:
(1) proper if every closed ball is compact in X ,
(2) geodesic if every two points x1, x2 ∈ X can be joined by a geodesic segment.
If (X, d) is a geodesic metric space, a geodesic triangle is the union of geodesic segments
γi : [ai, bi] → X , i = 1, 2, 3, such that ai < bi for every i = 1, 2, 3 and γ1(b1) = γ2(a2),
γ2(b2) = γ3(a3), γ3(b3) = γ1(a1). The geodesic segments γ1, γ2 and γ3 are called the sides
of the triangle.
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Definition 3.1. A proper geodesic metric space (X, d) is Gromov hyperbolic if there
exists δ > 0 such that every geodesic triangle is δ-thin, namely if each side of the triangle
is contained in a δ-neighborhood of the union of the two other sides.
We assume for the rest of this subsection that (X, d) is a proper geodesic Gromov
hyperbolic metric space. Then let R denote the space of geodesic rays γ : [0,+∞) → X
endowed with the topology of uniform convergence on compact subsets of [0,+∞). We
consider on R the equivalence relation ∼ defined by
γ∼λ⇔ sup
t≥0
d(γ(t), λ(t)) < +∞.
Definition 3.2.
(i) The Gromov boundary ∂GX of X is defined as the quotient space R/ ∼ endowed
with the quotient topology.
(ii) The Gromov closure of X is X
G
:= X ∪ ∂GX .
The set X
G
has a natural topology making it a compactification of X (see for in-
stance [18, Chapter III.H.3]) and with this topology, X
G
is first countable and Hausdorff.
To understand this topology we introduce some additional notation: given a geodesic
ray σ : [0,+∞)→ X define End(σ) to be the equivalence class of σ and given a geodesic
segment σ : [0, R] → X define End(σ) = σ(R). Fix some point x0 ∈ X . Then ξn → ξ
in X
G
if and only if for every choice of geodesics σn with σn(0) = x0 and End(σn) = ξn
every subsequence of {σn}n∈N has a subsequence which converges locally uniformly to a
geodesic σ with End(σ) = ξ.
3.1. Geodesics. In this section we recall some basic properties of geodesics in a Gromov
hyperbolic metric space.
By our description of the topology of X
G
one has the following observation.
Remark 3.3. Suppose that (X, d) is a proper geodesic Gromov hyperbolic metric space.
If σ : R→ X is a geodesic, then the limits
lim
t→−∞
σ(t) and lim
t→+∞
σ(t)
both exist in X
G
and are distinct.
One more important property of Gromov hyperbolic metric spaces is that geodesics
joining two points in the boundary “bend” into the space. More precisely:
Theorem 3.4. Let (X, d) be a proper geodesic Gromov hyperbolic metric space and let
x0 ∈ X. If ξ, η ∈ ∂GX and Vξ, Vη are neighborhoods of ξ, η in X
G
so that Vξ ∩ Vη = ∅,
then there exists a compact set K ⊂ X with the following property: if σ : [a, b] → X is a
geodesic with σ(a) ∈ Vξ and σ(b) ∈ Vη, then σ ∩K 6= ∅.
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For a proof see for instance [7, page 54] or [18, page 294]. This result has the following
corollary.
Corollary 3.5. Let (X, d) be a proper geodesic Gromov hyperbolic metric space and let
x0 ∈ X. If ξ, η ∈ ∂GX and Vξ, Vη are neighborhoods of ξ, η in X
G
so that Vξ ∩ Vη = ∅,
then there exists some A ≥ 0 such that
d(x, y) ≥ d(x, x0) + d(x0, y)− A
for all x ∈ Vξ and y ∈ Vη.
Proof. Let K be the compact set from Theorem 3.4. Then let
A = 2max{d(k, x0) : k ∈ K}.
Now suppose that x ∈ Vξ and y ∈ Vη. Let σ : [a, b] → X be a geodesic with σ(a) = x
and σ(b) = y. Then there exists some t ∈ [a, b] such that σ(t) ∈ K. Then
d(x, y) = d(x, σ(t)) + d(σ(t), y) ≥ d(x, x0) + d(x0, y)−A.

3.2. Quasi-geodesics, quasi-isometries, and the shadowing lemma.
Definition 3.6. Let (X, dX) and (Y, dY ) be metric spaces and let A ≥ 1, B ≥ 0.
(1) If I ⊂ R is an interval, then a map γ : I → X is an (A,B)-quasi-geodesic if for all
s, t ∈ I:
(3.1)
1
A
|t− s| − B ≤ dX(γ(s), γ(t)) ≤ A|t− s|+B.
If I = [a, b] (resp. I = R+ or I = R) we call γ a quasi-geodesic segment (resp.
quasi-geodesic ray or quasi-geodesic line).
(2) A map f : X → Y is an (A,B)-quasi-isometry if for all x1, x2 ∈ X :
1
A
dX(x1, x2)−B ≤ dY (f(x1), f(x2)) ≤ AdX(x1, x2) +B.
Remark 3.7.
(1) Notice that an (A,B)-quasi-geodesic in (X, d) is an (A,B)-quasi-isometry from
(I, | |), where I is an interval of R, to (X, d).
(2) When f is a bijective quasi-isometry from (X, dX) to (Y, dY ), then f
−1 is also a
quasi-isometry.
(3) If f : (X, dX) → (Y, dY ) is a quasi-isometry and a bijection between proper ge-
odesic metric spaces, then (X, dX) is Gromov hyperbolic if and only if (Y, dY ) is
Gromov hyperbolic, see [29].
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Throughout the paper, we will say that a curve C in a metric space (X, d) is an (A,B)-
quasi-geodesic if there is some arc length parametrisation γ : I → X of C, where I ⊂ R is
an interval, such that γ satisfies Condition (3.1).
We will use the following fact repeatedly.
Theorem 3.8 (Shadowing Lemma). Suppose that (X, d) is a proper geodesic Gromov
hyperbolic metric space. For any A > 1 and B > 0 there exists R > 0 such that: if
γ1 : [a1, b1] → X and γ2 : [a2, b2] → X are two (A,B)-quasi-geodesic segments with
γ1(a1) = γ2(a2) and γ1(b1) = γ2(b2), then
max
{
max
t∈[a1,b1]
d(γ1(t), γ2([a2, b2])), max
t∈[a2,b2]
d(γ2(t), γ1([a1, b1]))
}
≤ R.
For a proof see for instance [21] The´ore`me 1.3 p.25, or [29] The´ore`me 11 p.87.
Using Theorem 3.8 and Remark 3.3 we have the following.
Remark 3.9. Suppose that (X, d) is a proper geodesic Gromov hyperbolic metric space.
If σ : R→ X is a quasi-geodesic, then the limits
lim
t→−∞
σ(t) and lim
t→+∞
σ(t)
both exist in X
G
and are distinct.
4. Commuting 1-Lipschitz self maps of a Gromov hyperbolic metric space
In this section we study commuting 1-Lipschitz maps of a proper geodesic Gromov
hyperbolic metric space.
Suppose that (X, d) is a proper geodesic Gromov hyperbolic metric space. Further,
suppose that f, g : X → X are commuting 1-Lipschitz maps and that there exist ξf , ξg ∈
∂GX so that for all x ∈ X , it holds
(4.1) fn(x)→ ξf and g
n(x)→ ξg.
Proposition 4.1. With the notation above, suppose that ξg 6= ξf . Then there exists a
compact set K ⊂ X such that:
∀m ≥ 0, ∃n = n(m) ≥ 0 : K ∩ fmgn(K) 6= ∅.
Proof. Fix some x0 ∈ X . Since ξf 6= ξg, Theorem 3.4 implies that there exists some A > 0
such that: if m,n ≥ 0 and γ : [a, b] → X is a geodesic segment with γ(a) = fm(x0) and
γ(b) = gn(x0), then there exists some t ∈ [a, b] such that
d(γ(t), x0) ≤ A.
Then by the proof of Corollary 3.5: If m,n ≥ 0, then
d(fm(x0), g
n(x0)) ≥ d(f
m(x0), x0) + d(x0, g
n(x0))− 2A.(4.2)
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By Theorem 3.8 there exists B ≥ 0 so that: if γ1 : [a1, b1] → X and γ2 : [a2, b2] → X
are (1, 2A)-quasi-geodesic segments with γ1(a1) = γ2(a2) and γ1(b1) = γ2(b2), then
max
{
max
t∈[a1,b1]
d(γ1(t), γ2([a2, b2])), max
t∈[a2,b2]
d(γ2(t), γ1([a1, b1]))
}
≤ B.
Finally, let C = d(x0, g(x0)).
Now fix m ≥ 0. We claim that there exists n = n(m) > 0 so that
d(fmgn(x0), x0) ≤ 4A+ 2B + C/2.
Since ∣∣d(gn(x0), x0)− d(gn+1(x0), x0)∣∣ ≤ d(gn(x0), gn+1(x0)) ≤ d(x0, g(x0)) = C
for every n > 0 and
lim
n→∞
d(gn(x0), x0) =∞,
there exists some n ≥ 0 so that
|d(fm(x0), x0)− d(g
n(x0), x0)| ≤ C/2.
Let γ1 : [0, T1] → X be a unit speed geodesic segment with γ1(0) = f
mgn(x0) and
γ1(T1) = f
m(x0). Also let γ2 : [0, T2]→ X be a unit speed geodesic segment with γ2(0) =
fmgn(x0) and γ2(T2) = g
n(x0). Finally define the curve γ : [−T1, T2]→ X by
γ(t) =
{
γ1(−t) if t ≤ 0
γ2(t) if t ≥ 0.
Claim 1. For all s, t ∈ [−T1, T2] we have
|t− s| − 2A ≤ d(γ(s), γ(t)) ≤ |t− s| .
In particular, γ is a (1, 2A)-quasi-geodesic.
Proof of Claim 1. Since γ1 and γ2 are both unit speed geodesics, we clearly have
d(γ(s), γ(t)) ≤ |s− t|
for all s, t ∈ [−T1, T2]. Further, if s and t have the same sign, then
|t− s| = d(γ(s), γ(t)).
Thus it is enough to show that
(t− s)− 2A ≤ d(γ(s), γ(t))
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for all −T1 ≤ s ≤ 0 ≤ t ≤ T2. In this case we have
d(γ(s), γ(t)) = d(γ1(−s), γ2(t))
≥ d(γ1(T1), γ2(T2))− d(γ1(−s), γ1(T1))− d(γ2(T2), γ2(t))
= d(γ1(T1), γ2(T2))− (T1 + s)− (T2 − t)
= (t− s) + d(fm(x0), g
n(x0))− d(f
m(x0), f
mgn(x0))− d(g
n(x0), f
mgn(x0))
≥ (t− s) + d(fm(x0), g
n(x0))− d(x0, g
n(x0))− d(x0, f
m(x0)).
So by Equation (4.2) we have
d(γ(s), γ(t)) ≥ (t− s)− 2A.
Hence γ is a (1, 2A)-quasi-geodesic. 
Claim 2. T2 ≤ d(x0, f
m(x0)) ≤ T2 + 2A and T1 ≤ d(x0, g
n(x0)) ≤ T1 + 2A.
Proof of Claim 2. Since f and g are 1-Lipschitz we have
T1 = d(f
m(x0), f
mgn(x0)) ≤ d(x0, g
n(x0))
and
T2 = d(g
n(x0), f
mgn(x0)) ≤ d(x0, f
m(x0)).
Now
T1 + T2 = d(f
m(x0), f
mgn(x0)) + d(f
mgn(x0), g
n(x0))
≥ d(fm(x0), g
n(x0)) ≥ d(f
m(x0), x0) + d(x0, g
n(x0))− 2A
where we used Equation (4.2) in the last step. Then since T1 ≤ d(x0, g
n(x0)) we then have
T2 + 2A ≥ d(f
m(x0), x0).
A similar argument shows that
T1 + 2A ≥ d(x0, g
n(x0)).

Now the previous claim implies that
|T1 − T2| ≤ 2A+ |d(x0, f
m(x0))− d(x0, g
n(x0))| ≤ 2A+ C/2.
Next let σ : [0, T ]→ X be a geodesic segment with σ(0) = fm(x0) and σ(T ) = g
n(x0).
Then by our choice of B, we have
d(σ(t), γ) ≤ B
for all t ∈ [0, T ]. So, by the definition of A, there exists some t ∈ [−T1, T2] so that
d(γ(t), x0) ≤ A+B.
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Finally, we show that
d(x0, f
mgn(x0)) ≤ 4A+ 2B + C/2.
First, note that
t+ T1 ≥ d(γ(t), γ(−T1)) ≥ d(x0, γ(−T1))− d(x0, γ(t))
≥ d(x0, f
m(x0))− A−B ≥ T2 − A− B.
So
t ≥ T2 − T1 − A− B.
Arguing in a similar way, we also have
T2 − t ≥ d(γ(t), γ(T2)) ≥ T1 − A− B
and
t ≤ T2 − T1 + A+B.
So
|t| ≤ |T1 − T2|+ A+B ≤ 3A+B + C/2
Thus
d(x0, f
ngm(x0)) ≤ d(x0, γ(t)) + d(γ(t), f
ngm(x0))
= d(x0, γ(t)) + d(γ(t), γ(0))
≤ A+B + |t|
≤ 4A+ 2B + C/2.

5. The ends of an unbounded convex domain
We start by collecting some simple results about the geometry of unbounded convex
domains, see [16] for more details.
If x, y ∈ Cd, we denote by [x, y] the real segment joining x, y, i.e.,
[x, y] := {z ∈ Cd : z = tx+ (1− t)y, t ∈ [0, 1]}.
For z ∈ Cd and R > 0 we let
B(z, R) := {w ∈ Cd : ‖w − z‖ < R}
be the Euclidean ball of center z and radius R.
Lemma 5.1. Let D ⊂ Cd be an unbounded C-proper convex domain. If {xn}, {yn} ⊂ D
with limn→∞ xn =∞ and limn→∞ yn = ζ ∈ ∂D, then limn→∞KD(xn, yn) =∞.
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Proof. According to [27], there is a holomorphic map h : D → D, where D denotes
the unit disc in C, such that |h(z)| < 1 and lim|z|→∞ |h(z)| = 1. Then KD(xn, yn) ≥
KD(h(xn), h(yn))→n→∞ ∞. 
Definition 5.2. Let D ⊂ Cd be an unbounded convex domain. A vector v ∈ Cd, ‖v‖ = 1,
is called a direction at ∞ for D if there exists x ∈ D such that x+ tv ∈ D for all t ≥ 0.
By convexity of D, if v is a direction at ∞ for D, then for every z ∈ D and all t ≥ 0 it
holds z + tv ∈ D.
Lemma 5.3. Let D ⊂ Cd be an unbounded convex domain. Then there exists at least one
direction v at ∞ for D. Moreover
(1) either D \B(0, R) has only one unbounded connected component for all R > 0,
(2) or there exists R0 > 0 such that D \B(0, R) has two unbounded connected compo-
nents for all R ≥ R0. This is the case if and only if the only directions at ∞ for
D are v and −v.
Proof. See Lemma 2.2 in [16]. 
Remark 5.4. Let D ⊂ Cd be an unbounded convex domain. By Lemma 5.3, D has one end
if for every R > 0 the open set D\B(0, R) has only one unbounded connected component.
Otherwise D has two ends.
Lemma 5.5. Let D ⊂ Cd be an unbounded convex domain with two connected components
at ∞. Assume 0 ∈ D. Let v ∈ Cd, ‖v‖ = 1 be such that ±v are the only directions at ∞
for D. Let H be the real orthogonal complement of Rv in Cd. Then there exists a bounded
convex domain Ω ⊂ H such that D = Ω× Rv.
Proof. Let Ω := D∩H . The set Ω is an open convex set in H , and, since it cannot contain
directions at∞ because every direction at∞ for H is a direction at ∞ for D, by Lemma
5.3, it has to be bounded. Take p ∈ D. Since p + tv ∈ D for all t ∈ R, then there exists
t0 ∈ R such that p
′ := p− t0v ∈ H . Hence, p = p
′ + t0v. 
Assume now that D ⊂ Cd is an unbounded C-proper convex domain such that (D,KD)
is Gromov hyperbolic.
To distinguish between the Gromov compactification and the End compactification, we
will write ξn
Gromov
−→ ξ when ξn ∈ D
G
is a sequence converging to ξ ∈ D
G
.
Throughout the section we will let D ⊂ Cd denote the closure of D in Cd and ∂D =
D \D. Also, let S∞(D) be the set of directions v at infinity for D.
Proposition 5.6. For any v ∈ S∞(D), there exists a point ζv ∈ ∂GD such that if {pn} ⊂
D is a sequence with |pn| → ∞ and pn/|pn| → v, then pn
Gromov
−→ ζv.
Proof. First consider the map
z ∈ D 7→ z + v ∈ D.
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Then by Karlsson’s Theorem 1.1 there exists some ζv ∈ ∂GD such that:
z + nv
Gromov
−→ ζv
for all z ∈ D.
Now fix a sequence pn ∈ D with |pn| → ∞ and pn/|pn| → v. Assume for a contradiction
that pn does not converge to ζv in D
G
. Then by passing to a subsequence we can suppose
that pn
Gromov
−→ ξ ∈ ∂GD, with ξ 6= ζv.
Consider, for n ≥ 0, the function bn : D → R defined by
bn(z) = KD(z, pn)−KD(pn, z0).
Since each bn is 1-Lipschitz with respect to the Kobayashi metric and bn(z0) = 0, by
passing to a subsequence we can suppose that bn converges uniformly on compacta to
some function b.
Claim. For each n, the set b−1n ((−∞, 0]) is convex.
Proof of Claim. By Proposition 3.2 in [17] for every z ∈ D and every r > 0, the closed
metric ball
BKD (z, r) := {w ∈ D : KD(z, w) ≤ r},
with center z and radius r is a closed convex subset of D. In particular, the set
b−1n ((−∞, 0]) = B
K
D (pn, KD(pn, z0)) is convex for every n ≥ 0. 
Consequently, for every n ≥ 0, the set b−1n ((−∞, 0]) contains the line segment [z0, pn].
Since limn→∞(pn/|pn|) = v, then the set b
−1((−∞, 0]) contains the real line
z0 + R≥0 · v.
Let, for every m ≥ 0, zm := z0 + mv. Since ξ 6= ζv, by Corollary 3.5 there exists some
M > 0 such that (after extracting subsequences if necessary):
KΩ(zm, pn) ≥ KΩ(zm, z0) +KΩ(z0, pn)−M
for every n ≥ 0 and m ≥ 0. Then we have, for every m ≥ 0:
0 ≥ b(zm) = lim
n→∞
KΩ(zm, pn)−KΩ(pn, z0) ≥ KΩ(zm, z0)−M.
Since KΩ(zm, z0)→∞, we obtain a contradiction. 
Proposition 5.7. Suppose that D has one end. Then ζv = ζw for all v, w ∈ S∞(D).
Proof. We first consider the case where v, w ∈ S∞(D) are linearly independent over R.
Suppose for a contradiction that ζv 6= ζw. Consider the maps f, g : D → D defined by
f(z) = z + v and g(z) = z + w.
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Then fm(z)
Gromov
−→ ζv and g
n(z)
Gromov
−→ ζw for all z ∈ D by Proposition 5.6. So by
Proposition 4.1 there exist mk, nk →∞ such that
fmkgnk(z1)→k→∞ z2
for some z1, z2 ∈ D. But
fmkgnk(z1) = z1 +mkv + nkw
and v, w are linearly independent. Therefore, this is impossible and ζv = ζw.
Now if v, w ∈ S∞(D) are linearly dependent over R and distinct, then w = −v. Since
D has one end, there exists some u ∈ S∞(D) such that u, v are linearly independent over
R. Then ζv = ζu = ζw. 
Proposition 5.8. Suppose that D has two ends, that is S∞(D) = {v,−v} for some v ∈ C.
Then ζv 6= ζ−v.
Proof. We start by establishing the following claim:
Claim. Let z0 ∈ D. Then there exist A > 1 such that the curve σ : R → D given by
σ(t) = z0 + tv is an (A, 0)-quasi-geodesic.
Proof of the claim. For z ∈ D and w ∈ Cn, let
δD(z;w) := inf{|z − u| : u ∈ ∂D ∩ (z + C · w)}.
The usual estimates on the Kobayashi metric of convex domains (see, e.g., [10]) give
|w|
2δD(z;w)
≤ kD(z; v) ≤
|w|
δD(z;w)
for all z ∈ D and w ∈ Cn.
Since D + tv = D for all t ∈ R, we see that
δD(z;w) = δD(z + tv;w)
for all z ∈ D, w ∈ Cn and t ∈ R. This implies that
δD(σ(t); σ
′(t)) = δD(z0 + tv; v) = δD(z0; v)
for all t ∈ R. Further, by Lemma 5.5 there exists α > 0 such that
δD(z;w) ≤ α
for all z ∈ D and w ∈ Cn.
Now fix a ≤ b. Then,
KD(σ(a), σ(b) ≤
∫ b
a
kD(σ(t); σ
′(t))dt ≤
∫ b
a
|σ′(t)|
δD(σ(t); σ′(t))
dt =
1
δD(z0; v)
(b− a).
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Now take any C1-curve γ : [0, 1]→ D such that γ(0) = σ(a) = z0 + av and γ(1) = σ(b) =
z0 + bv. Then
ℓD(γ) ≥
∫ 1
0
|γ′(t)|
2δD(γ(t); γ′(t))
dt ≥
1
2α
∫ 1
0
|γ′(t)|dt ≥
1
2α
|γ(1)− γ(0)| =
1
2α
(b− a).
Since γ was an arbitrary C1 curve joining σ(a) to σ(b) we see that
KD(σ(a), σ(b)) ≥
1
2α
(b− a).
The previous estimates show that σ is a (A, 0)-quasi-geodesic for some A > 1. 
Then Remark 3.9 implies that the (Gromov) limits
lim
t→∞
σ(t) and lim
t→−∞
σ(t)
exist in ∂GD and are distinct. So ζv 6= ζ−v. 
6. Proof of Theorem 1.4.
We begin the proof of Theorem 1.4 by establishing some basic properties of geodesics
in (D,KD) when D is convex and (D,KD) is Gromov hyperbolic.
Throughout the section we will let D ⊂ Cd denote the closure of D in Cd and ∂D =
D \D.
Lemma 6.1. Let D be a C-proper convex domain in Cd and suppose that (D,KD) is
Gromov hyperbolic. If zn, wn ∈ D are sequences with zn → ξ ∈ ∂D and
supKD(zn, wn) < +∞,
then wn → ξ.
Proof. Since D
⋆
is compact we can assume that wn → η for some η ∈ D
⋆
. By Lemma 5.1
we must have η ∈ ∂D. Suppose for a contradiction that ξ 6= η. Since every convex domain
is also C-convex and
supKD(zn, wn) < +∞,
Proposition 3.5 in [43] implies that ∂D contains a complex affine disk in its boundary.
However, since (D,KD) is Gromov hyperbolic, [42, Theorem 3.1] says that ∂D does not
contain any non trivial analytic disc. This is a contradiction. 
Lemma 6.2. Let D be a C-proper convex domain in Cd and suppose that (D,KD) is
Gromov hyperbolic. If σ : [0,+∞)→ D is a geodesic ray, then limt→∞ σ(t) exists in D
⋆
.
Proof. Let L ⊂ D
⋆
denote the set of points x ∈ D
⋆
where there exists tn → ∞ such
that σ(tn)→ x. Suppose for a contradiction that L is not a single point. Notice that L is
connected and by the definition of the Gromov boundary if tn →∞, then
σ(tn)
Gromov
−→ [σ].
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So if L is not a single point, then Proposition 5.8 implies that it must contain a point in
∂D. But then by connectivity it must contain at least two points in ∂D.
So we can find an, bn →∞ and distinct ξ, η ∈ ∂D such that σ(an)→ ξ and σ(bn)→ η.
We may also assume that an ≤ bn for all n ∈ N.
Now fix some z0 ∈ D. By [42, Lemma 3.2] there exists some A > 1 such that the line
segments [z0, σ(bn)] are (A, 0)-quasi-geodesics. Then by Theorem 3.8, there exists some
R > 0 and zn ∈ [z0, σ(bn)] such that
KD(zn, σ(an)) ≤ R
for all n. Since σ(bn)→ η, zn ∈ [z0, σ(bn)], and
lim
n→∞
KD(zn, z0) ≥ lim
n→∞
KD(σ(an), σ(0))−KD(σ(0), z0)− R =∞
we see that zn → η. Since η 6= ξ, this contradicts Lemma 6.1. 
Lemma 6.3. Let D be a C-proper convex domain in Cd and suppose that (D,KD) is
Gromov hyperbolic. If Tn ∈ (0,+∞], σn : [0, Tn) → D is a sequence of geodesics, and σn
converges locally uniformly to a geodesic σ : [0,+∞)→ D, then
lim
t→∞
σ(t) = lim
n→∞
lim
t→Tn
σn(t).
Proof. The proof is nearly identical to the proof of the previous Lemma. Since D
⋆
is
compact, it is enough to consider the case when
lim
n→∞
lim
t→Tn
σn(t)
exists in D
⋆
. Let ξ = limt→∞ σ(t) ∈ D
⋆
, ξn = limt→Tn σn(t) ∈ D
⋆
, and
ξ∞ = lim
n→∞
lim
t→Tn
σn(t) ∈ D
⋆
.
Suppose for a contradiction that ξ 6= ξ∞.
Since limn→∞ σn(t) = σ(t) for every t, we can pick an →∞ such that σn(an)→ ξ.
Claim. After possibly passing to a subsequence, there exists bn ≥ an such that σn(bn)
converges to η ∈ ∂D and η 6= ξ.
Proof of Claim. The proof has two cases.
Case 1: ξ∞ ∈ ∂D. Then we can pick bn ≥ an such that σn(bn)→ ξ∞.
Case 2: ξ∞ /∈ ∂D. We claim that ξ ∈ ∂D. If D has one end, then ξ ∈ ∂D since ξ 6= ξ∞.
By the definition of the Gromov boundary: if tn →∞, then
σn(tn)
Gromov
−→ [σ].
So when D has two ends, Proposition 5.8 implies that ξ ∈ ∂D. Hence, in all cases ξ ∈ ∂D.
Since
∞ = lim
n→∞
lim
t→Tn
|σn(t)| ,
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after possibly passing to a subsequence we can pick bn ≥ an such that |σn(an)− σn(bn)| =
1. Then we can pass to another subsequence such that σn(bn)→ η ∈ C
d. By construction,
|ξ − η| = 1 and so ξ 6= η. 
Now fix some z0 ∈ D. By [42, Lemma 3.2] there exists some A > 1 such that the line
segments [z0, σn(bn)] are (A, 0)-quasi-geodesics. Then by Theorem 3.8, there exists some
R > 0 and zn ∈ [z0, σn(bn)] such that
KD(zn, σn(an)) ≤ R
for all n. Since σn(bn)→ η, zn ∈ [z0, σn(bn)], and
lim
n→∞
KD(zn, z0) ≥ lim
n→∞
KD(σn(an), σn(0))−KD(σn(0), z0)− R =∞
we see that zn → η. Since η 6= ξ, this contradicts Lemma 6.1. 
Lemma 6.4. Let D be a C-proper convex domain in Cd and suppose that (D,KD) is
Gromov hyperbolic. If σ1, σ2 : [0,+∞)→ D are geodesics, then
lim
t→∞
σ1(t) = lim
t→∞
σ1(t)
in D
⋆
if and only if [σ1] = [σ2].
Proof. First suppose that [σ1] = [σ2] and let ξj = limt→∞ σj(t). Since
sup
t≥0
KD(σ1(t), σ2(t)) < +∞,
Lemma 5.1 implies that ξ1 ∈ C
d if and only if ξ2 ∈ C
d. If ξ1 /∈ C
d, then ξ1 = ξ2 by the
results in Section 5. If ξ1 ∈ C
d, then Lemma 6.1 implies that ξ1 = ξ2. So
lim
t→∞
σ1(t) = lim
t→∞
σ1(t).
Next suppose that
lim
t→∞
σ1(t) = lim
t→∞
σ1(t) = ξ ∈ D
⋆
.
If ξ /∈ Cd, then the results in Section 5 imply that [σ1] = [σ2]. So suppose that ξ ∈ C
d.
Fix some z0 ∈ D. By [42, Lemma 3.2] there exists some A > 1 such that the line
segments [z0, σj(t)] are (A, 0)-quasi-geodesics.
Fix T > 0. Then by Theorem 3.8, there exists some R > 0 such that: for every t > T ,
there exists zt ∈ [z0, σ1(t)] with
KD(zt, σ1(T )) ≤ R.
Since
lim
t→∞
σ1(t) = lim
t→∞
σ2(t)
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and KD(zt, σ1(0)) ≤ T +R, there exists wt ∈ [z0, σ2(t)] such that
lim
t→∞
KD(wt, zt) = 0.
Now fix t sufficiently large such that
KD(wt, zt) ≤ 1.
By Theorem 3.8 there exists S ∈ [0, t] such that
KD(σ2(S), wt) ≤ R.
Then
KD(σ1(T ), σ2(S)) ≤ 2R + 1.
Since
2R + 1 ≥ KD(σ1(T ), σ2(S)) ≥ |KD(σ1(T ), σ1(0))−KD(σ2(S), σ2(0))| −KD(σ1(0), σ2(0))
= |T − S| −KD(σ1(0), σ2(0)),
we see that
KD(σ1(T ), σ2(T )) ≤ KD(σ1(T ), σ2(S)) + |T − S| ≤ 4R + 2 +KD(σ1(0), σ2(0)).
Since T > 0 was arbitrary, we have
sup
t≥0
KD(σ1(t), σ2(t)) < +∞
and hence [σ1] = [σ2]. 
6.1. Proof of Theorem 1.4. Define Φ : D
G
→ D
⋆
by Φ(z) = z when z ∈ D and
Φ([σ]) = lim
t→∞
σ(t)
when [σ] ∈ ∂GD. By Lemma 6.4, Φ is well defined and one-to-one. By Lemma 6.3, Φ is
continuous. Since Φ(D) = D, D
G
is compact, and D is dense in D
⋆
, it follows that Φ
is onto. The map Φ being continuous, one-to-one and onto, between compact Hausdorff
spaces, it is a homeomorphism.
7. Proof of Corollary 1.6, Theorem 1.8 and Corollary 1.10
Proof of Corollary 1.6. Since F is a homeomorphism, it must be a proper map. Thus,
since (D,KD) is a proper metric space, we see that (Ω, KΩ) is a proper metric space. So
Ω is C-proper by Theorem 2.1.
According to [8], ifD is strongly pseudoconvex, then (D,KD) is Gromov hyperbolic and
D is homeomorphic to D
G
. On the other hand, if D is convex, Theorem 1.4 implies that
D
⋆
is homeomorphic to D
G
. Since F : (D,KD)→ (Ω, KΩ) is a quasi-isometry, (Ω, KΩ) is
also Gromov hyperbolic according to [29], Theorem 12, p.88. Then Theorem 1.4 implies
that Ω
⋆
is homeomorphic to Ω
G
.
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Moreover, if F : (D,KD) → (Ω, KΩ) is a quasi-isometry and F is a homeomorphism,
then F extends as a homeomorphism from D
G
to Ω
G
according to [29], Proposition 14,
p.128. Hence, F extends as a homeomorphism from D
⋆
onto Ω
⋆
. 
Proof of Theorem 1.8. Let (X, d) be a proper geodesic Gromov hyperbolic metric space
and let f, g be 1-Lipschitz self-maps which commute under composition and satisfy (1.1)
(or equivalently (4.1)). Then the family {fm◦gn}m,n∈N is equicontinuous and according to
Proposition 4.1, for every m ≥ 0, there exists n(m) ≥ 0 such that for every x ∈ X , the set
{fm◦gn(m)(x)} is relatively compact inX . Then it follows from the Ascoli-Arzela` Theorem
that there exist sequences {mk}, {nk} ⊂ N such that f
km ◦ gnk converges uniformly on
compacta to a 1-Lipschitz map h : X → X . Moreover, we may assume
pk := mk+1 −mk →∞, p
′
k := nk+1 − nk →∞,
and
qk := pk −mk →∞, qk := p
′
k − nk →∞.
Since
(f pk ◦ gp
′
k)(fmk(gnk(z))) = (fmk+1 ◦ gnk+1)(z)→ h(z),
it follows that, up to subsequences, f pk ◦ gp
′
k converges uniformly on compacta to a 1-
Lipschitz self-map ρ : X → X , and, moreover
h ◦ ρ = ρ ◦ h = h.
Next,
(f qk ◦ gq
′
k)(fmk(gnk(z))) = (f pk ◦ gp
′
k)(z)→ ρ(z),
hence, again passing to a subsequence if necessary, f qk ◦ gq
′
k converges uniformly on com-
pacta to a 1-Lipschitz map χ : X → X such that
χ ◦ h = h ◦ χ = ρ.
Therefore,
ρ ◦ ρ = χ ◦ h ◦ ρ = χ ◦ h = ρ.
The statement follows then from the identities f ◦ ρ = ρ◦ f and g ◦ ρ = ρ◦ g, which imply
in particular that f(M) ⊆M , g(M) ⊆ M .
Now, since
(f pk−1 ◦ gp
′
k
−1) ◦ (f ◦ g)→ ρ,
passing to a subsequence if necessary, f pk−1 ◦ gp
′
k
−1 converges uniformly on compacta to
a 1-Lipschitz map ψ : X → X . Moreover, ψ(M) ⊂M . Hence, for z ∈M ,
(ψ ◦ (f ◦ g))(z) = z.
Therefore, f ◦ g is an automorphism of M . Since f ◦ g = g ◦ f , it follows that both f and
g are automorphisms of M . This proves Theorem 1.8. 
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Proof of Corollary 1.10. Since holomorphic maps are 1-Lipschitz for the Kobayashi dis-
tance and since the Euclidean boundary of a C2-smooth strongly pseudoconvex domain
can be identified with its Gromov boundary (see [8]), there exist M and ρ as in Theo-
rem 1.8. Moreover, ρ is holomorphic as a limit, on compacta, of holomorphic maps, and
M is a holomorphic retract of D.
We first show that M is biholomorphic to Bk, for some 1 ≤ k ≤ d. Let z0 ∈ M and
let i : M → D be the inclusion map. Then the sequence {zn := f
n ◦ i(z0)} converges to
pf ∈ ∂D. Since D is strongly pseudoconvex, there exist, for every n, 0 < rn < 1 with
limn→∞ rn = 1 and a holomorphic injective map σn : D → B
n such that
{z ∈ Cd : |z| < rn} ⊂ σn(D)
and σn(zn) = 0 (see [22, 24]).
We denote by ϕn := σn◦f
n◦i and Ωn := σn(D). Then ϕn is a holomorphic isometry from
(M,KM) to (Ωn, KΩn). Since Ωn converges, for the local Hausdorff convergence, to B
n, we
may extract from {ϕn} a subsequence, still denoted {ϕn}, that converges uniformly on
compact subsets of M to some holomorphic isometry ψ : M → Bn. It follows that ψ(M)
is a complex totally geodesic submanifold of Bn passing through the origin. Hence after
post composing ψ with a rotation, we can assume that ψ(M) = Bk × {0}, where k is the
complex dimension of M .
Now view ψ as a biholomorphism fromM to Bk. Then f˜ := ψ◦f◦ψ−1 and g˜ := ψ◦g◦ψ−1
are commuting automorphisms of Bk with no fixed points in Bk. Let xf˜ , xg˜ ∈ ∂B
k be the
Denjoy-Wolff point of f˜ , g˜. If xf˜ = xg˜, then {g˜
m ◦ f˜n(z)}m,n∈N is compactly divergent
for every z ∈ Bk, contradicting Proposition 4.1. Hence, xf˜ 6= xg˜. It follows (see [12]) that
f˜ , g˜ are hyperbolic automorphisms of Bk. Moreover, let ∆˜ ⊂ Bk be the unique complex
geodesic such that xf˜ , xg˜ ∈ ∆˜ (∆˜ ⊂ B
k is, in fact, the intersection of Bk with the affine
complex line joining xf˜ with xg˜). Then (see [12]), f˜(∆˜) = ∆˜ and g˜(∆˜) = ∆˜. It follows
that ∆ := ψ−1(∆˜) is a complex geodesic in M , hence in D, such that f(∆) = ∆ and
g(∆) = ∆. Clearly, pf , pg ∈ ∂∆. Moreover, since ∆˜ is a holomorphic retract of B
k, then
∆ is a holomorphic retract of M . Hence, since M is a holomorphic retract of D, it follows
that ∆ is a holomorphic retract of D.
The last statement about the existence of admissible limits for f at pg and g at pf
follows at once from [14, Theorem 2.7]. 
8. Examples
In this last section we provide some examples showing that the hypotheses in Corol-
lary 1.6 are optimal.
Example 8.1. Let D := D × C. Note that D is convex, unbounded but not C-proper.
Consider the automorphism of D given by F (z, w) = (z, w + g(z)), where g : D → C
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is a holomorphic map which is continuous at no points of ∂D. Hence F does not extend
continuously at any point of ∂D.
Example 8.2. Let D = D × D. Note that D is convex, C-proper but not Gromov
hyperbolic. Pick points zn, wn ∈ D with zn → (1, 0), wn → (1, 1/2). Note that
R := sup
n≥0
KD(zn, wn) <∞.
Then for each integer n, pick a small tubular neighborhood Un of a geodesic joining zn to
wn. By shrinking each Un and passing to a subsequence we can assume that U 1, U2, . . .
are all disjoint and the KD-diameter of each Un is less than 2R. Now for each n construct
a homeomorphism fn : Un → Un with f |∂Un = id where fn(zn) = wn and fn(wn) = zn if
n is odd and fn(zn) = zn and fn(wn) = wn if n is even. Let U = ∪n≥1Un and construct a
map f : D → D where f |D\U = id and f |Un = fn. Then f is a (1, 2R)-quasi-isometry but
f does not extend continuously to ∂D.
The previous example is in neat contrast with the holomorphic case. In fact, if D ⊂ Cd
is a convex domain and F : Dd → D is a biholomorphism, a result of Suffridge [39] implies
that, up to composition with an affine transformation, F (z1, . . . , zd) = (f1(z1), . . . , fd(zd)),
where fj : D → C are convex maps. Therefore, F extends as a homeomorphism from Dd
to D
∗
.
Example 8.3. According to Theorem 1.8 in [43] the convex domain
D = {(z0, z) ∈ C× C
d : Im(z0) > ‖z‖}
has Gromov hyperbolic Kobayashi metric. By Subsection 1.3 in [43] the map
f(z0, z1, . . . , zd) =
(
1
z0 + i
,
z1
z0 + i
, . . . ,
zd
z0 + i
)
induces a biholomorphism ofD onto a bounded C-convex domain Ω (which is not convex).
Further, the set {0} × Bd is contained in ∂Ω and f
−1 maps this set to {∞} (in the end
compactification of D). Hence, f does not extend continuously to D
⋆
.
The domain Ω in the previous example is a Jordan domain, namely its boundary is
homeomorphic to the Euclidean unit sphere in R2(d+1). Hence, Example 8.3 also shows
the failure of the Carathe´odory extension theorem for (non quasiconformal) univalent
maps in complex dimension strictly greater than one. In fact, Carathe´odory extension
theorem holds for quasiconformal maps in Rn (see, for instance, [28, Cor. 6.5.15]).
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