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SPECTRAL RESULTS FOR PERTURBED PERIODIC JACOBI
MATRICES USING THE DISCRETE LEVINSON TECHNIQUE
EDMUND JUDGE, SERGEY NABOKO, AND IAN WOOD
Abstract. For an arbitrary Hermitian period-T Jacobi operator, we assume a per-
turbation by a Wigner-von Neumann type potential to devise subordinate solutions
to the formal spectral equation for a (possibly infinite) real set, S, of the spectral
parameter. We employ discrete Levinson type techniques to achieve this, which allow
the analysis of the asymptotic behaviour of the solution. This enables us to construct
infinitely many spectral singularities on the absolutely continuous spectrum of the
periodic Jacobi operator, which are stable with respect to an l1-perturbation. An
analogue of the quantisation conditions from the continuous case appears, relating
the frequency of the oscillation of the potential to the quasi-momentum associated
with the purely periodic operator.
1. Introduction
The simplest classical Levinson result roughly states that for the initial value problem
y′′ + (λ2 − P (x))y = 0, x ∈ R+, y(0, λ) = 0, y′(0, λ) = 1,
the solution will approach a sine function as x tends to infinity, providing λ is real and
P (x) obeys certain conditions, such as nonnegativity and tending to zero fast enough
[2, 18]. In 1987, Benzaid and Lutz [1] adapted and applied the theory to the study of
discrete systems of the form
(1) x(n+ 1) = A(n+ 1)x(n), n ≥ n0
where x = (x(n))n≥n0 is a sequence of C
d vectors and A = (A(n))n≥n0 , a sequence
of d × d complex matrices. Since then the assumptions on A have been varied and
investigated to better determine the effects on the spectrum of Jacobi matrices (see,
for example, [3, 5, 8–12, 23, 24]). In this paper we explore Levinson type techniques
and use a diagonal perturbation to produce subordinate solutions of the formal spectral
equation (see (4)) and to embed singularities into the absolutely continuous spectrum
(a.c. spectrum) of periodic Hermitian Jacobi matrices, JT . These are operators acting
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in l2(N) which are tri-diagonal and have the form
(2) JT :=

b1 a1
a1 b2 a2
a2 b3 a3
. . .
. . .
. . .
aT−1 bT aT
aT b1 a1
a1 b2 a2
. . .
. . .
. . .
aT−1 bT aT
aT b1 a1
a1 b2 a2
. . .
. . .
. . .

.
We assume throughout that ai, bi ∈ R, ai > 0 for all i.
For Jacobi operators, J (not necessarily periodic), we can employ the instrument of
transfer matrices, Bi(λ). The transfer matrices are given by
(3) Bi(λ) :=
(
0 1
−ai−1
ai
λ−bi
ai
)
, λ ∈ C.
They produce solutions (generalised eigenvectors or orthogonal polynomials) to the series
of recurrence relations which determine the formal spectral equation, with parameter λ,
(4) an−1un−1 + bnun + anun+1 = λun, n ≥ 2,
that must be satisfied to solve Ju = λu, where u := (un)n≥1. Sometimes we add the
first row condition
(5) b1u1 + a1u2 = λu1
to produce a particular generalized eigenvector (orthogonal polynomial in λ of the first
kind). In particular, the transfer matrices give the next component in the solution when
two are already known, i.e.
(6)
(
un
un+1
)
= Bn(λ)
(
un−1
un
)
.
However, it should be stressed that this method using transfer matrices does not guar-
antee a sequence generated by (6) is an eigenvector for two reasons. Firstly, the transfer
matrices might not necessarily encode the initial conditions, (5), of the Jacobi operator,
and secondly if a subordinate (in our case decaying) solution should exist it is not guar-
anteed to belong to l2(N;C). This is where the need for more sophisticated asymptotic
results, like Levinson’s, arises.
A solution, u = (un), to (4) is said to be subordinate if and only if
lim
N→∞
‖u‖N
‖v‖N
= 0, where ‖x‖N =
√√√√ N∑
n=1
|xn|2,
for any solution v = (vn)n≥1 of (4) not a constant multiple of u. According to Gilbert-
Pearson theory [6,14] a detailed description of the spectral structure for periodic Jacobi
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operators can be inferred from the existence or non-existence of subordinate solutions to
the formal spectral equation.
Now let M be the monodromy matrix for an arbitrary period-T operator, i.e.
(7) M(λ) := BT (λ)BT−1(λ) . . . B1(λ),
with a0 := aT . Note det(M(λ)) ≡ 1 and therefore the eigenvalues of M(λ),
µ±(λ) :=
TrM(λ)
2
±
√(
TrM(λ)
2
)2
− 1,
are algebraic functions in λ. We can use the matrix M(λ) to canonically partition the
points in the complex plane into three categories: hyperbolic, elliptic, parabolic.
Definition 1. The hyperbolic points are those λ ∈ C that produce a monodromy matrix
with two eigenvalues, µ1, µ2 such that |µ1| > 1 and |µ2| < 1; elliptic points those that
produce two distinct eigenvalues of modulus one; and parabolic points those that produce
one eigenvalue of modulus one, equal to 1 or −1, with algebraic multiplicity two.
Remark One can easily see that the elliptic and parabolic points are real (see, for
example, Lemma 2.5 in [13]).
For λ ∈ R we can distinguish the hyperbolic, elliptic and parabolic cases by |Tr(M(λ))| >
2, |Tr(M(λ))| < 2, |Tr(M(λ))| = 2, respectively. From the theory of Gilbert-Pearson it
follows that elliptic and parabolic points lie in the a.c. spectrum, and as λ 7→ TrM(λ)
is continuous, the a.c. spectrum for a period-T Jacobi operator appears in bands:
(8) σa.c.(JT ) = {λ ∈ R | Tr(M(λ)) ≤ 2}.
Definition 2. We define the generalised interior of the essential spectrum of JT , denoted
σell(JT ), to be the set of elliptic points.
The first main theorem of the paper (recorded below) states that for any individual
λ in the generalised interior of the essential spectrum of an arbitrary period-T Jacobi
operator a potential, (qn), can be contrived such that the new diagonally-perturbed
Jacobi operator has a subordinate solution at λ. In our case this is a solution, u :=
(un)n≥1, to
(9) an−1un−1 + (bn + qn)un + anun+1 = λun, n ≥ 2
that decays. Developing this idea further we construct a potential that is the sum of
Wigner-von Neumann type potentials to produce infinitely many values of the spectral
parameter (spectral singularities on the a.c. spectrum) of the period-T Jacobi operator
where subordinate solutions exist (see Theorem 11).
Our focus in this paper is on subordinate solutions, and these are, in fact, stable with
respect to an l1-perturbation whereas eigenvalues are unstable with respect to arbitrarily
small rank-1 perturbations (see, for example, [19]). Although it is not proved here, we
expect that the spectral density (i.e. the derivative of the spectral function) vanishes with
power-like decay at points where we have subordinate solutions, giving pseudogaps in the
spectrum (see [26] and [31] for the continuous case, and [30] for the discrete Schro¨dinger
operator case). The potentials involved here to obtain these subordinate solutions have
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a Wigner-von Neumann structure (see, for example, [16, 20–22, 26, 28, 29]) which in its
original conception for Schro¨dinger equations had the form
c sin(2ωx+ ϕ)
x
.
Here it is adapted to the discrete setting accordingly, and is assumed a priori; the nec-
essary size of the constant c (or its analogue in our case) for the solution to lie in l2, a
subject of our investigation. Note that the first row condition,
(q1 + b1)u1 + a1u2 = λu1
that either inhibits or enables the subordinate solution to become an eigenvector (and
consequently, λ, an embedded eigenvalue) is dealt with later in the paper. The general-
isation from the 1-periodic case to the general periodic setting introduces new features,
such as the set of points that are the roots to an algebraic function where the method
fails.
Theorem 3. For λ ∈ σell(JT ), let e
±iθ(λ) be the eigenvalues of M(λ), where θ(λ) is the
quasi-momentum. For any λ ∈ σell(JT ) outside an explicitly described finite set, we can
choose ω s.t. ωT + 2θ(λ) ∈ 2πZ or ωT − 2θ(λ) ∈ 2πZ, and
(10) qn =
c sin(nω + φ)
n
for some c ∈ R\{0}, φ ∈ R, such that there exists a subordinate solution u := (un)n≥1 to
Equation (9). In this case, there exists a δ > 0 s.t. for |c| > δ the subordinate solution
resides in l2.
Remark We stress that the values of λ ∈ σell(JT ) for which the theorem holds are
defined explicitly using the functions E(λ), E˜(λ),
˜˜
E(λ), given later in (38),(45) and (49),
respectively.
The proof of the result is separated into five steps (Sections 2 to 6). Once the result
regarding the subordinate solution for a single candidate eigenvector has been expounded,
the initial conditions are discussed (Section 6) so that the value λ becomes a formal
eigenvalue. Then, in Section 7, the technique is adapted to construct a collection of
subordinate solutions corresponding to (possibly infinitely many) values of the spectral
parameter in the elliptic spectrum. Finally we give an illustrative example for the special
case of two candidate eigenvalues, where some extra conditions must be satisfied in order
for the two subordinate solutions to become eigenvectors (Section 7).
Remark We direct the interested reader to our previous paper [13] in which we use a
generalisation of the Wigner-von Neumann technique [28] to embed a single eigenvalue
into the essential spectrum of an arbitrary period-T Jacobi operator. There, rather than
assume a Wigner-von Neumann potential a priori, as we do in our present method, we
deduce it from an ansatz we make for the eigenvector.
2. Variation of parameters
In this section we adopt a suitable change of discrete variables with the aim of sim-
plifying the analysis of the transfer matrix product.
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First, observe that for n = kT , for any solution (un) to (9), we have
(11)
(
un+T
un+T+1
)
=: ~un+T =Mk(λ)~un
where
Mk(λ) :=
(
0 1
−
aT−1
aT
λ−bT−qn+T
aT
)( 0 1
−
aT−2
aT−1
λ−b2−qn+T−1
aT−1
)
. . .
(
0 1
−
aT
a1
λ−b1−qn+1
a1
)
,
the perturbed monodromy matrix. Now considering only n such that n = kT , define a
new parameter ~fk such that
(12) ~un =M
k(λ)~fk,
whereM(λ) is the unperturbed monodromy matrix (7). Substituting (12) into (11) gives
(13) ~un+T =Mk(λ)M
k(λ)~fk.
We define
Σk(λ) :=
T−1∑
j=0
BT (λ) . . . BT−(j−1)(λ)
(
0 0
0
qT (k+1)−j
aT−j
)
BT−(j+1)(λ) . . . B1(λ),
with Bi(λ) as in (3), and if the order of decreasing indices is formally violated we under-
stand the corresponding product to be the identity matrix. By equating the information
in Equations (12) and (13), and noting that qn = O
(
1
n
)
, we obtain for λ ∈ σell(JT )
~fk+1 =M
−k−1(λ)Mk(λ)M
k(λ)~fk
=M−k−1(λ)
(
M(λ)− Σk(λ) +O
(
1
k2
))
Mk(λ)~fk
=
(
I −M−k−1(λ)Σk(λ)M
k(λ) +O
(
1
k2
))
~fk
=
(
I − V (λ)
(
µ−k−1 0
0 µ−k−1
)
V −1(λ)Σk(λ)V (λ)
(
µk 0
0 µk
)
V −1(λ)
+O
(
1
k2
))
~fk,(14)
where we go from the second to the third line of the above calculation by using that
‖Mm(λ)‖ is uniformly bounded for fixed λ ∈ σell(JT ) in m ∈ Z; µ(λ) and µ(λ) are the
(conjugate) eigenvalues (of modulus 1) of the unperturbed transfer matrix, M(λ), with
λ ∈ σell(JT );V (λ), V
−1(λ) are the matrices that diagonalise M(λ).
Remark It is sufficient to consider only n of the type n = kT for the general asymptotic
analysis of our solution. This follows from the fact that for n = kT + s where s ∈
{1, . . . , T − 1}, we have the relation
~ukT+s = (Bs(λ− qkT+s) . . . B1(λ− qkT+1))Mk−1(λ) . . .M1(λ)~u0
= (Bs(λ− qkT+s) . . . B1(λ− qkT+1))~uTk(15)
and since the Bj(λ − qkT+j) are invertible and qn tends to zero we have that for k
sufficiently large
‖Bj(λ− qkT+j)‖ ≤ K1; ‖B
−1
j (λ− qkT+j)‖ ≤ K2
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for all j ∈ {1, . . . , T − 1}, and finite K1,K2. Then
‖~ukT+s‖ ≤ K
s
1‖~ukT ‖, ‖~ukT+s‖ ≥ K
−s
2 ‖~ukT ‖,
so
K−s2 ‖~ukT ‖ ≤ ‖~ukT+s‖ ≤ K
s
1‖~ukT ‖
and this with (15), together with the fact Bs(λ− qkT+s)→ Bs(λ) as k →∞, gives that
the asymptotic behaviour of ~ukT uniquely determines the asymptotic behaviour of ~ukT+s
for any s ∈ {0, . . . , T − 1}. In other words, we can interpolate the asymptotic behaviour
for n = kT to arbitrary values of n.
3. Preparation for the Harris-Lutz procedure
In this section we apply variation of parameters again (this time on ~fk) and continue
simplifying the expression down into something to which we can apply the Harris-Lutz
procedure [5, 7, 15]. The Harris-Lutz procedure gives us a way to remove all the terms
that do not affect the asymptotics from our analysis.
Observe that the unperturbed monodromy matrix, M(λ), has the form
M(λ) =
(
p1(λ) p2(λ)
p3(λ) p4(λ)
)
,
where p1(λ), p2(λ), p3(λ), p4(λ) are real polynomials in λ. For j ∈ {0, . . . , T − 1},
BT (λ) . . . BT−(j−1)(λ) =
(
α
(j)
1 (λ) α
(j)
2 (λ)
α
(j)
3 (λ) α
(j)
4 (λ)
)
and
BT−(j+1)(λ) . . . B1(λ) =
(
α˜
(j)
1 (λ) α˜
(j)
2 (λ)
α˜
(j)
3 (λ) α˜
(j)
4 (λ)
)
,
where α
(j)
i (λ), α˜
(j)
i (λ) are also real polynomials in λ. Similarly to Lemma 2.1 from [13]
we obtain the following result on the form of α
(j)
i , α˜
(j)
i for j ∈ {0, . . . , T − 1}:
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Lemma 4. For Bi(λ), i ∈ {1, . . . , T }, as described in Equation (3), we have that for
j ∈ {0, . . . , T − 1}
α
(j)
1 (λ) =

1, j = 0,
0, j = 1,
−aT−j
λj−2
T−1∏
s=T−j+1
as
+ Pj−3(λ), j ≥ 2,
α
(j)
2 (λ) =

0, j = 0,
λj−1
T−1∏
s=T−j+1
as
+ Pj−2(λ), j ≥ 1,
α
(j)
3 (λ) =

0, j = 0,
−aT−j
λj−1
T∏
s=T−j+1
as
+Qj−2(λ), j ≥ 1,
α
(j)
4 (λ) =
λj
T∏
s=T−j+1
as
+ Pj−1(λ),
where Pj−1(λ), Pj−2(λ), Qj−2(λ) and Pj−3(λ) are real polynomials in λ of degree less
than or equal to j − 1, j − 2, j − 2 and j − 3, respectively, and Pk(λ) = 0 = Qk(λ) for
k < 0.
Similarly, for j ∈ 0, . . . , T − 1, we have
α˜
(j)
1 (λ) =

1, j = T − 1,
0, j = T − 2,
−aT
λT−j−3
T−j−2∏
s=1
as
+ P˜T−j−4(λ), j ≤ T − 3,
α˜
(j)
2 (λ) =

0, j = T − 1,
λT−j−2
T−j−2∏
s=1
as
+ P˜T−j−3(λ), j ≤ T − 2,
α˜
(j)
3 (λ) =

0, j = T − 1,
−aT
λT−j−2
T−j−1∏
s=1
as
+ Q˜T−j−3(λ), j ≤ T − 2,
α˜
(j)
4 (λ) =
λT−j−1
T−j−1∏
s=1
as
+ P˜T−j−2(λ),
where P˜T−j−2(λ), P˜T−j−3(λ), Q˜T−j−3(λ) and P˜T−j−4(λ) are real polynomials in λ of
degree less than or equal to T − j − 2, T − j − 3, T − j − 3 and T − j − 4, respectively,
and P˜k(λ) = 0 = Q˜k for k < 0.
Now using the (small) freedom we have in diagonalising matrices V (λ), for M(λ), λ ∈
σell(JT ), we can construct them such that the entries in the second row are equal to 1.
To show that this is always possible assume for contradiction that the eigenvector, ~v1,
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has second component zero, i.e. ~v1 =
(
a
0
)
, a 6= 0. Then(
p1(λ) p2(λ)
p3(λ) p4(λ)
)(
a
0
)
= µ
(
a
0
)
.
Thus
ap1(λ) = µa⇒ a(p1(λ) − µ) = 0,
which gives p1(λ) = µ. However, p1(λ) 6= µ because p1(λ) is real and, since λ ∈ σell(JT ),
µ is non-real. A simple calculation shows that V (λ) =
(
p2(λ)
µ−p1(λ)
p2(λ)
µ−p1(λ)
1 1
)
. Note that
the same reasoning as above shows that there are no eigenvectors of M(λ), λ ∈ σell(JT ),
with zero first component. Therefore, V (λ) is always invertible for λ ∈ σell(JT ), as µ
is non-real and p2(λ) 6= 0. (The latter follows from the fact that if p2(λ) = 0 then the
monodromy matrix is lower triangular and therefore the eigenvalues are the diagonal
entries, which in this case are real.)
Define a new parameter, ~gk, such that
(16) ~gk := V
−1(λ)~fk.
In terms of ~gk, Equation (14) becomes
~gk+1 =
(
I −
(
µk+1 0
0 µk+1
)
V −1(λ)Σk+1(λ)V (λ)
(
µk 0
0 µk
)
+O
(
1
k2
))
~gk
=
(
I −
T−1∑
j=0
q(k+1)T−j
aT−j
(
µk+1 0
0 µk+1
)
V −1(λ)BT (λ) . . . BT−(j−1)(λ)
×
(
0 0
0 1
)
BT−(j+1)(λ) . . . B1(λ)V (λ)
(
µk 0
0 µk
)
+O
(
1
k2
))
~gk
=
(
I −
T−1∑
j=0
q(k+1)T−j
aT−j
(
µk+1 0
0 µk+1
)( p2
µ−p1
p2
µ−p1
1 1
)−1(
α
(j)
1 α
(j)
2
α
(j)
3 α
(j)
4
)
×
(
0 0
0 1
)(
α˜
(j)
1 α˜
(j)
2
α˜
(j)
3 α˜
(j)
4
)( p2
µ−p1
p2
µ−p1
1 1
)(
µk 0
0 µk
)
+O
(
1
k2
))
~gk(17)
Consequently,
(18) ~gk+1 =
(
I +
1
i sin θ(λ)
T−1∑
j=0
q(k+1)T−j
aT−j
{(
−Cj(λ) 0
0 Cj(λ)
)
+
(
0 −Dj(λ)µ
2k
Dj(λ)µ
2k 0
)}
+O
(
1
k2
))
~gk,
where the explicit calculation of the product of the seven matrices in (17) gives
(19) Cj(λ) :=
|µ− p1(λ)|
2µ
2p2(λ)
(
α˜
(j)
3 (λ)
p2(λ)
µ− p1(λ)
+ α˜
(j)
4 (λ)
)
×
(
−α
(j)
2 (λ) + α
(j)
4 (λ)
p2(λ)
µ − p1(λ)
)
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and
(20) Dj(λ) :=
|µ− p1(λ)|
2µ
2p2(λ)
(
α˜
(j)
3 (λ)
p2(λ)
µ − p1(λ)
+ α˜
(j)
4 (λ)
)
×
(
−α
(j)
2 (λ) + α
(j)
4 (λ)
p2(λ)
µ− p1(λ)
)
.
Remark Observe that Cj(λ) 6= 0, Dj(λ) 6= 0 for λ ∈ σell(JT ). Indeed, we prove this
property only for Cj(λ) (the argument is similar for Dj(λ)). As µ is non-real, the first
two sets of brackets in the definition of Cj(λ) are non-zero. Now considering only the
third set of brackets we see that if α˜
(j)
3 (λ) is non-zero then the bracket is non-vanishing,
since µ is non-real. Otherwise, for this bracket to vanish means α˜
(j)
4 (λ) should also
be zero, and if so the determinant of the matrix product BT (λ) . . . BT−j−1(λ) is zero,
but this never happens. That the fourth, and final, set of brackets is non-zero follows
similarly.
4. Application of the Harris-Lutz procedure
Here we employ the Harris-Lutz procedure which will permit the removal of the matrix
with components Cj from the expression defining ~gk+1. As the Cj term contains no
oscillation it cannot cancel the oscillation from the potential and therefore this term can
be eliminated using a suitable Harris-Lutz transformation. We will use the following
proposition to explore the oscillation properties of the potential, qn:
Proposition 5. (see [33]). Assume α, γ, c˜ ∈ R and c˜ ≥ 0, γ > 0, then the following
holds:
∞∑
k=n
eikα
kγ + c˜
= O
(
1
nγ
)
, n→∞, ⇐⇒
α
2π
6∈ Z.
Now recall that
qn =
c sin(nω + φ)
n
for some c ∈ R \ {0}, φ ∈ R. Clearly, qn = O
(
1
n
)
. Moreover, by assumption either
ωT + 2θ(λ) ∈ 2πZ or ωT − 2θ(λ) ∈ 2πZ, which implies ωT 6∈ 2πZ (since 0 < θ(λ) < π).
The Harris-Lutz technique can now be employed to simplify the recurrence equation
in (17). First, define ~hk such that
(21) ~gk = (I +Gk)~hk
for some Gk = O
(
1
k
)
∈ C2×2 that has yet to be defined. Then Equation (17) becomes
~hk+1 = (I +Gk+1)
−1
(
I +
1
i sin θ(λ)
T−1∑
j=0
q(k+1)T−j
aT−j
{(
−Cj(λ) 0
0 Cj(λ)
)
+
(
0 −Dj(λ)µ
2k
Dj(λ)µ
2k 0
)}
+O
(
1
k2
))
(I +Gk)~hk,(22)
and by Neumann series
(I +Gk+1)
−1 = I −Gk+1 +O
(
1
k2
)
,
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providing ‖Gk+1‖ ≤
1
2 , strictly less than one. Generally, this condition need not be
true, however we may assume this without loss of generality. Indeed, for large values
of k the condition is true, and one can rearrange the formula for Gk putting Gk = 0,
for k = 1, 2, 3, . . . , N for N sufficiently large. It is clear this correction will serve the
same goal for the Harris-Lutz transformation satisfying the smallness condition. In what
follows we will use this idea every time we use the Harris-Lutz transformation without
especially mentioning it.
Define the functions
T1(k) :=
1
i sin θ(λ)
T−1∑
j=0
q(k+1)T−j
aT−j
(
−Cj(λ) 0
0 Cj(λ)
)
and
T2(k) :=
1
i sin θ(λ)
T−1∑
j=0
q(k+1)T−j
aT−j
(
0 −Dj(λ)µ
2k
Dj(λ)µ
2k 0
)
.
As T1(k) and T2(k) are of order k
−1, we see that
~hk+1 = (I −Gk+1)(I + T1(k) + T2(k))(I +Gk)~hk +O
(
1
k2
)
~hk
=
(
I +Gk −Gk+1 + T1(k) + T2(k) + O
(
1
k2
))
~hk.
Furthermore, defining Gk := −
∞∑
l=0
T1(k + l) and letting
Fj :=
1
aT−j
(
−Cj(λ) 0
0 Cj(λ)
)
, κ := 1
i sin θ(λ) , gives
T1(k) = κ
T−1∑
j=0
Fjq(k+1)T−j ,
so
Gk = −κ
∞∑
l=0
T−1∑
j=0
Fjq(k+1)T−j+lT
= −κ
∞∑
l=0
T−1∑
j=0
Fj Im
cei(((k+1)T−j+lT )ω+φ)
(k + 1)T − j + lT
= O
(
1
k
)
,
using Proposition 5 and consequently Gk is well-defined. Then,
Gk+1 −Gk = −
∞∑
l=1
T1(k + l) +
∞∑
l=0
T1(k + l) = T1(k) = O
(
1
k
)
,(23)
and the Harris-Lutz procedure is successful meaning that Equation (17) can now be
written as
(24) ~hk+1 =
(
I + T2(k) +O
(
1
k2
))
~hk.
In the next section, we will use the Harris-Lutz procedure to get rid of the T2(k) term
for almost every value λ ∈ σell(JT ), specifically those that do not satisfy the so-called
quantisation conditions.
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5. The necessity of quantisation conditions
Here the effects of the Harris-Lutz procedure applied previously are seen. Moreover,
in its new form the recurrence equation for ~hk can be rearranged, again, to clarify the
role of the potential and the conditions for resonance seen; specifically, what values of
θ(λ) prohibit another application of the Harris-Lutz procedure to the entire expression.
So, in the aftermath of the Harris-Lutz procedure, we have
~hk+1 =
(
I + T2(k) +O
(
1
k2
))
~hk
=
(
I +
1
i sin θ(λ)
T−1∑
j=0
c sin(((k + 1)T − j)ω + φ)
aT−j((k + 1)T − j)
(
0 −Dj(λ)µ
2k
Dj(λ)µ
2k 0
)
+O
(
1
k2
))
~hk
=
(
I +
1
i sin θ(λ)
T−1∑
j=0
cei(((k+1)T−j)ω+φ) − ce−i(((k+1)T−j)ω+φ)
2iaT−j((k + 1)T − j)
×
(
0 −Dj(λ)e
−2ikθ
Dj(λ)e
i2kθ 0
)
+O
(
1
k2
))
~hk.
Then, using the relation
1
(k + 1)T − j
=
1
kT
+O
(
1
k2
)
,
we obtain
~hk+1 =
(
I +
c
k sin θ(λ)
T−1∑
j=0
{(
0 −aj(λ)+bj(λ)
−aj(λ)+bj(λ) 0
)
+O
(
1
k2
))
~hk,(25)
where
aj(λ) := Ej(λ)e
i(k(2θ(λ)+ωT )+(T−j)ω+φ),
bj(λ) := Ej(λ)e
−i(k(ωT−2θ(λ))+(T−j)ω+φ)
and
(26) Ej(λ) :=
Dj(λ)
2TaT−j
.
It is natural to ask whether the Harris-Lutz technique can be applied, again, in order
to further simplify the recurrence equation. The next result shows that this can be done
whenever the so-called quantisation conditions
(27) ωT ± 2θ(λ) ∈ 2πZ
are not satisfied and that for λ not satisfying the quantisation conditions, we only have
oscillating solutions. However, decay is needed for a subordinate solution.
Remark The quantisation formula gives the only possible location for eigenvalues in
the a.c. spectrum involving integer parameters in the style of the Bohr-Sommerfield
condition (see, for example, [17]). For the (continuous) periodic Schro¨dinger operator
case this appears in [16].
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Theorem 6. Assume λ ∈ σell(JT ) does not satisfy either of the quantisation conditions
in (27). Then there is no subordinate solution to the perturbed recurrence relations in (9).
Moreover, each non-zero solution of the relation is not increasing and purely oscillating,
exactly like the solution to the unperturbed system described by (4).
Proof. We introduce a new sequence of vectors ~lk such that
(28) ~hk = (I +Hk)~lk
and where Hk will be defined below to satisfy Hk = O
(
1
k
)
. Then, (24) implies
~lk+1 = (I +Hk+1)
−1
(
I + T2(k) +O
(
1
k2
))
(I +Hk)~lk
=
(
I +Hk −Hk+1 + T2(k) +O
(
1
k2
))
~lk.
By Proposition 5 we have
∞∑
m=k
T−1∑
j=0
ei(m(ωT±2θ(λ))+(T−j)ω+φ)
m
= O
(
1
k
)
,
since both ωT ± 2θ(λ) 6∈ 2πZ and choosing
Hk = −
∞∑
j=k
T2(j) = O
(
1
k
)
with
Hk+1 −Hk = T2(k)
we obtain
~lk+1 =
(
I +O
(
1
k2
))
~lk.
Without loss of generality we assume the matrices (I + O
(
1
k2
)
) are invertible for all
k ∈ N. Moreover, using an elementary result (for example Lemma 2.1 in [10]) we have
(29) ~lk = (C + o (1))~l1,
where C ∈ C2×2 is invertible and limk→∞~lk = C~l1. Then, substituting (29) into (28) we
obtain
(30) ~hk = (I +Hk)(C + o(1))~l1
and substituting this into (21) gives
(31) ~gk = (I +Gk)(I +Hk)(C + o(1))~l1.
Substituting (31) into (16) gives
(32) ~fk = V (λ)(I +Gk)(I +Hk)(C + o(1))~l1
and, in turn, substituting this into (13) we obtain
(33) ~ukT =M
k(λ)V (λ)(I +Gk)(I +Hk)(C + o(1))~l1.
Finally, recalling that Hk, Gk → 0 and Bj(λ + qkT+j)→ Bj(λ) as k →∞ we have
(34) ~ukT+s = Bs(λ)Bs−1(λ) . . . B1(λ)M
k(λ) (~r(λ) + o (1))
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for s ∈ {0, . . . , T − 1} and where ~r := V (λ)C~l1 ∈ C
2 which is arbitrary since ~l1 is
arbitrary. Consequently, the solution to the perturbed system, (9), behaves like the
solution to the unperturbed system, (4). Moreover, the solutions are bounded from
above and therefore there are no subordinate solutions by the generalised Behnke-Stolz
Lemma (see Lemma 2.2 in [10]). 
Remark The set of λ satisfying the quantisation conditions is discrete and since the
intervals of a.c. spectrum are closed the theorem shows that
σa.c.(JT ) ⊆ σa.c.(JT +Q).
Moreover, since the a.c. spectrum always belongs to the essential spectrum, and the
Weyl-Theorem gives that the essential spectrum for the perturbed periodic Jacobi oper-
ator is the same as for the unperturbed periodic Jacobi operator, we also have
σa.c.(JT +Q) ⊆ σess(JT +Q) = σess(JT ).
Finally, we use the fact that a periodic Jacobi operator only has finitely many eigenvalues
(all isolated and of finite geometric multiplicity) and by [14] the singular continuous
spectrum is empty, so that
σess(JT ) = σa.c.(JT ).
All together these give
σa.c.(JT ) = σa.c.(JT +Q).
6. Resonance cases and asymptotic behaviour of subordinate solutions
In this section, the final steps of the method are carried out. Indeed, each of the quan-
tisation conditions are considered, giving three resonance cases in total. In each of the
resonance cases, various techniques are employed (including the Harris-Lutz transforma-
tion, again, although not to the entire expression which the resonance cases prohibit) so
that ultimately it is established that up to a few exceptions, regardless of what resonance
case we are in, a decaying solution exists.
Without loss of generality, in the consideration below we confine ourselves to one band
of σell(JT ). Choose ω such that 0 < ω < 2π. All the resonance cases can be described
as follows:
Case 1 : 2θ(λ) + ωT = 2k+π, where k+ ∈ {1, . . . , T }, ωT 6∈ πZ.
This range of k+ is a consequence of 0 < ωT + 2θ(λ) < 2π(T + 1).
Case 2 : 2θ(λ)− ωT = −2k−π, where k− ∈ {0, . . . , T − 1}, ωT 6∈ πZ.
The range of k− follows as a similar consideration to k+. And, finally, the special case
where both first conditions in Cases 1 and 2 are satisfied.
Case 3 : 2θ(λ) + ωT = 2k+π, 2θ(λ)− ωT = −2k−π,
where k+ ∈ {1, . . . , T }, k− ∈ {0, . . . , T − 1}. The range of k+, k− follow similarly to
before. Indeed, by considering θ(λ) we see that here k− = k+ − 1, θ(λ) =
π
2 (which
corresponds to the generalised ‘midpoint’ of one band of σell(JT )) and ωT = (k++k−)π.
Note that according to Theorem 6 one of these three cases will need to hold to obtain a
subordinate solution.
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Furthermore, since we will be discussing the asymptotics of recurrences we introduce
an equivalence on the set of recurrences, two recurrences being equivalent when their
solutions have the same asymptotic behaviour. Specifically, we say (a) ∼r (b) where
(a) : ak+1 = Akak ∀k ∈ N
(b) : bk+1 = Bkbk ∀k ∈ N
with Ak, Bk ∈ C
2×2 and invertible for all k > N , for some N ∈ N, whenever for any
solution (an) of (a) there exists a solution (bn) of (b) such that an = Cnbn, for all n > N
and where limn→∞ Cn exists and is invertible. It is convenient to formally ignore possible
non-invertibility of matrices Ak and Bk for small values of k since we are interested only
in the asymptotic behavior of the solutions.
Before we start discussing the separate cases we state and prove a lemma that will be
used in the following arguments.
Lemma 7. Let A ∈ C and c˜ ∈ R. The recurrence
(35) (u) : ~uk+1 =
(
I +
c˜
k
(
0 −A
−A 0
)
+ O
(
1
k2
))
~uk ∀k
is equivalent to the recurrence
(v) : ~vk+1 =
(
I +
c˜
k
(
0 −A
−A 0
))
~vk ∀k,
i.e. (u) ∼r (v).
Proof. The case c˜ = 0 is trivial. For the case c˜ 6= 0, the result follows from a generalisa-
tion of the Janas-Moszynski result (see Theorem 2 in [25]), however we must check that
the following conditions are satisfied. We need to write (35) in the following form
~uk+1 = (I + pkVk +Rk) ~uk,
where
(1) pk ≥ 0, pk → 0 and
∞∑
k=1
pk =∞,
(2) {Rk} is a sequence of 2 × 2 matrices each matrix element belonging to the
sequence space l1,
(3) {Vk} such that
∞∑
k=1
‖Vk+1−Vk‖ <∞with discVk > 0 and satisfying disc (limk→∞ Vk) 6=
0, where discVk := (Tr(Vk))
2
− 4 det(Vk).
Defining pk :=
1
k
, the first condition is satisfied. Then defining Rk as the error term
of matrices of order O
(
1
k2
)
we see that the second condition is also satisfied. Finally,
defining
Vk := c˜
(
0 −A
−A 0
)
,
we see that Vk is just a constant matrix sequence and immediately satisfies the first
constraint in condition 3, the other two following from the conjugate entries of the
matrix. 
We now resume our discussion of the different cases.
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Case 1 Here, ωT + 2θ(λ) = 2k+π, ωT 6∈ πZ. We have from (25) that
~hk+1 =
(
I +
c
k sin θ(λ)
T−1∑
j=0
{(
0 −Ej(λ)e
−i((T−j)ω+φ)
−Ej(λ)e
i((T−j)ω+φ) 0
)
+
(
0 Ej(λ)e
i(2kωT+(T−j)ω+φ)
Ej(λ)e
−i(2kωT+(T−j)ω+φ) 0
)}
+O
(
1
k2
))
~hk.
Then the Harris-Lutz procedure (i.e. a substitution of the form ~hk = (I+Hˆk)~mk) can
be used again to get rid of the oscillating second term (as ωT 6∈ πZ). Then, removing
the error term using Lemma 7, and for a suitable choice of Hˆk (similar to the proof of
Theorem 6), we have
~mk+1 =
(
I +
c
k sin θ(λ)
T−1∑
j=0
(
0 −Ej(λ)e
−i((T−j)ω+φ)
−Ej(λ)e
i((T−j)ω+φ) 0
)
(36)
+O
(
1
k2
))
~mk
∼r ~mk+1 =
(
I +
c
k sin θ(λ)
T−1∑
j=0
(
0 −Ej(λ)e
−i((T−j)ω+φ)
−Ej(λ)e
i((T−j)ω+φ) 0
))
~mk
=
(
I +
c
k sin θ(λ)
(
0 −E(λ; k+)
−E(λ; k+) 0
))
~mk,(37)
where
(38) E(λ; k+) :=
T−1∑
j=0
Ej(λ)e
i((T−j)ω+φ).
Observing that ω = ω(λ; k+) =
−2θ(λ)+2k+π
T
we see
ei(T−j)ω = µ−2(λ)
(
µ
2
T (λ)e−
i2k+pi
T
)j
.
By Corollary 2.2 in [13],
TrM(λ) = µ(λ) +
1
µ(λ)
∼
λT
T∏
s=1
as
as λ→∞.
We choose the branch of the square-root so that µ(λ) is decreasing as λ→∞ and thus
it follows that µ(λ) ∼
T∏
s=1
as
λT
. Also, there exists an appropriate branch of
(
µ2(λ)
) 1
T such
that
µ
2
T (λ) = e
i2pil+
T
(
µ2g(λ)
) 1
T ,
for some l+ ∈ {1, . . . , T }, with
(
µ2g(λ)
) 1
T ∼
T∏
s=1
a
2
T
s
λ2
as λ→∞. Then,
ei(T−j)ω = µ−2(λ)
((
µ2g(λ)
) 1
T e
i2pil+
T e−
i2k+pi
T
)j
= µ−2(λ)
(
µ2g(λ)
) j
T ,
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if k+ is chosen such that k+ = l+. This particular choice of k+, which will vary depending
on λ, ensures that there is no oscillation occurring in the expression ei(T−j)ω between
different values of j. We denote
(39) E(λ) := E(λ; l+).
Then E(λ) = eiφµ−2(λ)
T−1∑
j=0
Ej(λ)
(
µ2g(λ)
) j
T .
Lemma 8. The function E(λ) is algebraic and is not identically zero.
Proof. From the explicit formula (26) for Ej(λ), and
1
µ(λ) , we see that E(λ) is algebraic.
To show that the function is not identically zero, we consider the case T = 1 first. Here,
E(λ) is just a non-negative multiple of D0, from (20), and therefore, by the remark at the
end of Section 3, the function is not only non-trivial, but also non-zero for λ ∈ σell(JT ).
Next, consider T ≥ 2. Letting λ → ∞, µ → 0 we show that the highest-order term
does not cancel. Note that from Lemma 2.1 in [13]
p1(λ) ∼ −
aTλ
T−2
T−1∏
s=1
as
, p2(λ) ∼
λT−1
T−1∏
s=1
as
,
and using(
p1(λ) p2(λ)
p3(λ) p4(λ)
)(
α˜
(j)
1 (λ) α˜
(j)
2 (λ)
α˜
(j)
3 (λ) α˜
(j)
4 (λ)
)−1
=
(
α
(j)
1 (λ) α
(j)
2 (λ)
α
(j)
3 (λ) α
(j)
4 (λ)
)(
0 1
−
aT−j−1
aT−j
λ
aT−j
)
we see from the (1,1) entry
α˜
(j)
3 p2 + α˜
(j)
4 (µ− p1) =
aT−j−1
aT−j
α
(j)
2
(
α˜
(j)
1 α˜
(j)
4 − α˜
(j)
2 α˜
(j)
3
)
+ µα˜
(j)
4
=
aT−j−1
aT−j
α
(j)
2 det (BT−j−1(λ) . . . B1(λ)) + µα˜
(j)
4
=
aT
aT−j
α
(j)
2 + µα˜
(j)
4 , j ∈ {0, . . . , T − 1}(40)
where we have used detBj(λ) =
aj−1
aj
.
Thus, recalling (20) and Lemma 4, for j 6∈ {0, T − 2, T − 1} we have that the leading
term of Dj(λ)e
i(T−j)ω as λ tends to infinity is
(41)
1− µ(λ)p1(λ)
2(µ(λ) − p1(λ))p2(λ)
 aTaT−jλ
3T−2(
T∏
s=1
a
3T−2j
T
s
)(
T−1∏
l=T−j
a2l
)
 .
For j = 0 the leading term of Dj(λ)e
i(T−j)ω , as λ tends to infinity, is
(42)
1− µ(λ)p1(λ)
2(µ(λ)− p1(λ))p2(λ)
a2Tλ3T−2T∏
s=1
a3s
 .
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For j = T − 2 the leading term of Dj(λ)e
i(T−j)ω , as λ tends to infinity, is
(43)
1− µ(λ)p1(λ)
2(µ(λ)− p1(λ))p2(λ)
a3Ta21a2λ3T−2T∏
s=1
a
3T+4
T
s
 .
For j = T − 1 the leading term of Dj(λ)e
i(T−j)ω , as λ tends to infinity, is
(44)
1− µ(λ)p1(λ)
2(µ(λ)− p1(λ))p2(λ)
a1a3Tλ3T−2T∏
s=1
a
2+3T
T
s
 .
Since for each possible j the leading term, up to an identical complex non-zero con-
stant, is positive there is no chance of their cancellation in the sum that comprises E(λ),
and therefore the function is not identically zero. 
Remark The function E(λ) is algebraic, and therefore only has finitely many roots.
Moreover, for T = 1 there are no roots in σell(JT ). For the case T = 2 with zero
diagonal (bi = 0) we see by explicit calculation that
E(λ; k+) =
eiφ(a1 + a2µ)
8λ(a1µ+ a2)
[
µλ2ei2ω(λ;k+)
a1a2
+
(
λ2 − a22
a1a2
− µ
)(
a2
a1
+ µ
)
eiω(λ;k+)
]
.
Then, we have that E(λ; 2) = 0 if and only if λ = ±|a1− a2| which do not belong to the
elliptic spectrum. Similarly, we have that E(λ; 1) = 0 if and only if λ = ±(a1+a2), which
again do not belong to the elliptic interval. Indeed, the points ±|a1 − a2|,±(a1 + a2) lie
on the boundary.
We now continue with a matrix transform. Γ(λ) :=
(
0 − E(λ)|E(λ)|
− E(λ)|E(λ)| 0
)
, for λ ∈
σell(JT ) with E(λ) 6= 0, is Hermitian, has trace zero and determinant equal to −1. This
information dictates that Γ(λ) has eigenvalues 1 and −1 and is thus diagonalisable, i.e.
Γ(λ) =W (λ)
(
1 0
0 −1
)
W−1(λ),
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where W (λ) is the 2× 2 matrix whose columns are the eigenvectors of Γ. Consequently,
we see that choosing k+ = l+ (37) becomes
~mk+1 =W (λ)
[
k∏
t=1
(
I +
c|E(λ)|
t sin θ(λ)
(
1 0
0 −1
))]
W−1(λ)~m1
=W (λ)

k∏
t=1
(
1 + c|E(λ)|
t sin θ(λ)
)
0
0
k∏
t=1
(
1− c|E(λ)|
t sin θ(λ)
)
W−1(λ)~m1
∼r ~mk+1 =
(
(c˜1 + o(1)) k
c|E(λ)|
sin θ(λ) 0
0 (c˜2 + o(1)) k
− c|E(λ)|
sin θ(λ)
)
~m1,
for some non-zero constants c˜1, c˜2 depending on λ ∈ σell(JT ). Retracing the steps back
to the original un (as in the case of Theorem 6). This implies there exists a subordi-
nate solution of the final system, (9), asymptotically equivalent to k−|
cE(λ)
sin θ(λ) |. This is in
l2(N;C) if c is large enough: ∣∣∣∣ cE(λ)sin θ(λ)
∣∣∣∣ > 12 ,
where the value of E(λ) is assumed to be non-zero. This completes the analysis for Case
1.
Case 2 Here, 2θ(λ)− ωT = −2k−π, ωT 6∈ πZ. We have from (25) that
~hk+1 =
(
I +
c
k sin θ(λ)
T−1∑
j=0
{(
0 Ej(λ)e
i((T−j)ω+φ)
Ej(λ)e
−i((T−j)ω+φ) 0
)
−
(
0 Ej(λ)e
−i(2Tkω+(T−j)ω+φ)
Ej(λ)e
i(2Tkω+(T−j)ω+φ) 0
)}
+O
(
1
k2
))
~hk.
Then the Harris-Lutz procedure can be used again (i.e. a substitution of the from
~hk = (I+H˜k)~mk) to get rid of the oscillating second term (as ωT 6∈ πZ). Then, removing
the error term using Lemma 7, and for a suitable choice of H˜k (similar to the proof of
Theorem 6), we have
~mk+1 =
(
I +
c
k sin θ(λ)
T−1∑
j=0
(
0 Ej(λ)e
i((T−j)ω+φ)
Ej(λ)e
−i((T−j)ω+φ) 0
)
+O
(
1
n2
))
~mk
∼r ~mk+1 =
(
I +
c|E˜(λ; k−)|
k sin θ(λ)
 0 E˜(λ;k−)|E˜(λ;k−)|
E˜(λ;k−)
|E˜(λ;k−)|
0
)~mk,
where
(45) E˜(λ; k−) :=
T−1∑
j=0
Ej(λ)e
−i((T−j)ω+φ).
PERTURBED PERIODIC JACOBI MATRICES 19
Observing that ω = ω(λ; k−) =
2θ(λ)+2k−π
T
we see
e−i(T−j)ω = µ−2
(
µ
2
T (λ)e
i2k−pi
T
)j
.
As in Case 1 we can choose the branch such that µ(λ) ∼
T∏
s=1
as
λT
as λ → ∞ and there
exists an appropriate branch of
(
µ2(λ)
) 1
T such that
µ
2
T = e
−i2pil−
T
(
µ2g(λ)
) 1
T ,
for some l− ∈ {0, . . . , T − 1}. Then
ei(T−j)ω = µ−2(λ)
((
µ2g(λ)
) 1
T (λ)e
−i2pil−
T e
ik−pi
T
)j
= µ(λ)−2
(
µ2g(λ)
) j
T ,
if k− is chosen such that k− = l−. We denote
(46) E˜(λ) := E˜(λ; l−).
Lemma 9. The function E˜(λ) is algebraic and is not identically zero. Moreover we have
that
E˜(λ) = e−i2φE(λ).
Proof. We see that
E(λ) = eiφ
T−1∑
i=0
Ej(λ)e
i2(T−j)
T ; E˜(λ) = e−iφ
T−1∑
j=1
Ej(λ)e
i2(T−j)
T = e−i2φE(λ).
That E˜(λ) is algebraic follows from the corresponding result for E(λ). 
Remark For T = 1 we have that
E(λ; k+) =
eiφ
4a1µ2
, E˜(λ; k−) =
e−iφ
4a1µ2
.
If T > 1 then the functions E(λ; k+), E˜(λ; k−), besides the trivial dependence on the
parameter φ, depend on the frequency, ω, of the perturbation, (qn), through the inte-
ger quantisation parameters, k+, k−, respectively. For T = 2 we have that E(λ; 2) =
eiφA(λ), E˜(λ; 0) = e−iφA(λ) where
A(λ) :=
a1 + a2µ
8a21a2λ(a1µ+ a2)
[
1
µ
(λ2(a1 + a2)− a
3
2)− µa
2
1a2 − 2a
2
2a1 + λ
2a1
]
,
and E(λ; 1) = eiφB(λ), E˜(λ; 1) = e−iφB(λ) where
B(λ) :=
a1 + a2µ
8a21a2λ(a1µ+ a2)
[
1
µ
(λ2(a1 − a2) + a
3
2) + µa
2
1a2 + 2a
2
2a1 − λ
2a1
]
.
The simple relationships between E(λ; k+) and E˜(λ; k−) in general do not hold for
T > 2. This can be seen from the fact that
(47) e−i((T−j)ω+φ) = e
−i(T−j)
(
2θ+2pik−
T
)
−iφ
= µ
2(T−j)
T e
2ijpik−
T e−iφ,
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for k− ∈ {0, . . . , T − 1} and
(48) ei((T−j)ω+φ) = e
i(T−j)
(
2pik+−2θ
T
)
+iφ
= µ
2(T−j)
T e−
2ijpik+
T eiφ,
for k+ ∈ {1, . . . , T }.
By using the same diagonalisation argument as described in Case 1 we see that (37)
becomes
~mk+1 =W (λ)
[
k∏
t=1
(
I +
c|E˜(λ)|
t sin θ(λ)
(
1 0
0 −1
))]
W−1(λ)~m1
=W (λ)

k∏
t=1
(
1 + c|E˜(λ)|
t sin θ(λ)
)
0
0
k∏
t=1
(
1− c|E˜(λ)|
t sin θ(λ)
)
W−1(λ)~m1
∼r ~mk+1 =
 (c˜3 + o(1)) k c|E˜(λ)|sin θ(λ) 0
0 (c˜4 + o(1)) k
− c|E˜(λ)|
sin θ(λ)
 ~m1,
for some non-zero constants c˜3, c˜4 depending on λ ∈ σell(JT ). As in Case 1, this implies
there exists a subordinate solution of the final system, (9), asymptotically equivalent to
k
−
∣∣ cE˜(λ)
sin θ(λ)
∣∣
. This is in l2(N;C) if c is large enough:∣∣∣∣ cE˜(λ)sin θ(λ)
∣∣∣∣ > 12 ,
where the value of E˜(λ) is assumed to be non-zero. This completes the analysis for Case
2.
Case 3 Here 2θ(λ)+ωT = 2k+π, 2θ(λ)−ωT = −2k−π which implies θ(λ) =
π
2 , k− =
k+ − 1 and ωT = (2k+ − 1)π, k+ ∈ {1, . . . , T }. Thus, there are no oscillating terms and
another application of the Harris-Lutz procedure is not needed. Then, from (25) and
removing the error term using Lemma 7, we have
~hk+1 =
(
I −
c
k
T−1∑
j=0
(
0 Ej(λ)(e−i((T−j)ω+φ)−ei((T−j)ω+φ))
Ej(λ)(ei((T−j)ω+φ)−e−i((T−j)ω+φ)) 0
)
+O
(
1
k2
))
~hk
∼r ~hk+1 =
(
I −
c
k
T−1∑
j=0
(
0 Ej(λ)(e−i((T−j)ω+φ)−ei((T−j)ω+φ))
Ej(λ)(ei((T−j)ω+φ)−e−i((T−j)ω+φ)) 0
))
~hk
=
(
I −
c|
˜˜
E(k+)|
k
T−1∑
j=0

 0
˜˜
E(k+)
|
˜˜
E(k+)|˜˜
E(k+)
|
˜˜
E(k+)|
0


)
~hk,
where
(49)
˜˜
E(k+) :=
T−1∑
j=0
Ej
(
θ−1
(π
2
))(
ei(jω+φ) − ei(−jω+φ)
)
with the simplification eiωT = −1 and the error term was removed using Lemma 7.
PERTURBED PERIODIC JACOBI MATRICES 21
Remark Due to the very specific relations between k+ and k− for this case, it is not
possible to imitate the technique employed in E(λ), E˜(λ), to eliminate the roots of unity
that arise from the expression e±i(T−j)ω , and show that the expression,
˜˜
E(λ), is not
identically zero simply by looking at the signs of the leading terms. However, since this
case only arises when θ(λ) = π2 , then by the strict monotonicity of θ(λ) on the elliptic
interval (see, for example, Equation 3.10 in [4]) there is only one λ in each band of
essential spectrum that is possibly excluded. Indeed, for the case T = 1 we see that
ω = π and ˜˜
E(k+) =
−1
4a1eiφ
(
e2iφ − 1
)
,
which implies that providing φ 6≡ 0 mod π the function
˜˜
E(λ) is non-zero and the tech-
nique is therefore applicable. Note that in the current case if φ ≡ 0 mod π, then qn ≡ 0,
so there are no subordinate solutions.
Now, using the same diagonalisation argument described in Case 1, and defining
W :=W (θ−1(π2 )) we obtain
~hk+1 =W
 k∏
t=1
(
I +
c|
˜˜
E(k+)|
t
(
1 0
0 −1
))W−1~h1
=W

k∏
t=1
(
1 + c|
˜˜
E(k+)|
t
)
0
0
k+1∏
t=1
(
1− c|
˜˜
E(k+)|
t
)
W−1~h1
∼r ~hk+1 =
(
(c˜5 + o(1)) k
c|
˜˜
E(k+)| 0
0 (c˜6 + o(1)) k
−c|
˜˜
E(k+)|
)
~h1,
for non-zero constants c˜5, c˜6 depending on λ ∈ σell(JT ). As in Cases 1 and 2, this
implies there exists a subordinate solution of the final system asymptotically equivalent
to k−c|
˜˜
E(k+)|. This is in l2(N;C) if c is large enough:∣∣c ˜˜E(k+)∣∣ > 1
2
,
where
˜˜
E(k+) is assumed to be non-zero.
Thus regardless of the case, there always exists a subordinate solution, providing
a suitable Wigner-von Neumann potential is chosen and the corresponding value of
E(λ; k+), E˜(λ; k−),
˜˜
E(k+) is non-zero. The subordinate solution is in l
2 if we choose
the constant c large enough. This proves Theorem 3.
Remark We expect that any λ ∈ σell(JT ) is not simultaneously a root ofE(λ; k+), E˜(λ; k−),
for all k+ ∈ {1, . . . , T }, k− ∈ {0, . . . , T − 1}. Therefore, whenever the quantisation con-
dition is satisfied a subordinate solution should exist.
The above result, however, gives only the chance to prove that a potential of the form,
qn =
c sin(nω+φ)
n
embeds an eigenvalue, rather than produce only a subordinate solution.
In order for it to be a true eigenvector, the initial conditions encoded in the periodic
Jacobi operator must also be satisfied. This leads to:
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Theorem 10. Let λ ∈ σell(JT ). If θ(λ) 6=
π
2 choose ω s.t. ωT + 2θ(λ) = 2πk+ and
assume E(λ; k+) 6= 0. Then construct a potential (qn) with
qn =
c sin(nω + φ)
n
, n ≥ 3
for arbitrary φ ∈ R. One can choose a suitable c and real values q1, q2 such that
λ ∈ σp(JT +Q)
where σp is the point spectrum and Q is a diagonal matrix with entries (qn).
Remark Similar results can proved if one of the other quantisation conditions, (27), is
satisfied.
Proof. Theorem 3 gives (un), (qn) such that
an−1un−1 + anun+1 + (qn + bn − λ)un = 0
for n ≥ 3. There are two cases:
(1) If u2 6= 0 then defining q2 :=
−λu2−a2u3−a1u1−b2u2
u2
with u1 := −
a1u2
q1+b1−λ
, with q1
as a free parameter and not equal to λ− b1, ensures all conditions are satisfied.
(2) If u2 = 0 then defining u1 := −
a2u3
a1
and q1 := λ−b1, with q2 as a free parameter,
ensures all conditions are satisfied.
See the proof of Theorem 7.1 in [13] for more details. 
7. Multiple subordinate solutions
Here we extend Theorem 3 to construct subordinate solutions for a (possibly infinite)
set of spectral parameters belonging to the generalised interior of the essential spectrum.
Theorem 11. Let S ⊆ N and (λi)i∈S be a sequence of numbers belonging to σell(JT ).
Assume θ(λi) 6=
π
2 and E(λi) 6= 0 for all i ∈ S, with
(50) q(i)n :=
sin(nωi + φi)
n
,
where ωi is such that Tωi + 2θ(λi) = 2k
(i)
+ π, for a suitably chosen integer k
(i)
+ . Then,
there exists a real strictly positive sequence (ci)i∈S belonging to l
1(N) such that for the
potential, (qn),
(51) qn :=
∑
i∈S
ciq
(i)
n =
∑
i∈S
ci sin(nωi + φi)
n
,
for arbitrary φi ∈ R, there are subordinate solutions, u
(i) :=
(
u
(i)
n
)
n≥1
, to the recurrence
equations
an−1u
(i)
n−1 + (bn + qn)u
(i)
n + anu
(i)
n+1 = λiu
(i)
n , n ≥ 2, i ∈ S.
Remark The reader should observe that there is no rational dependence condition be-
tween the θ(λ), λ ∈ (λi)i∈S , like in some results (see, for example, Theorem 1 in [27]).
Indeed, our only constraint is that E(λi) 6= 0 and since the function is algebraic there
are only finitely many roots and therefore finitely many points in the elliptic spectrum
where the technique fails. (For the periods T = 1 and T = 2 we have seen that the
function E(λ) has no roots in σell(JT ) and therefore there are no restrictions for these
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two cases.) Moreover, the frequency, ωi used to define the potential has no dependency
on any other λi than that with which it satisfies the resonance conditions.
Remark To simplify notation, unless explicitly mentioned we will assume S = N as this
is the most general and interesting case. All other cases can be proven in the same way.
Later, in Theorem 16, for the case S = {1, 2}, we deal with the initial conditions and
establish explicit u(i) ∈ l2, (qn) such that
(JT +Q)u
(i) = λiu
(i)
for each i ∈ {1, 2} and where Q is a diagonal matrix with entries qn.
The aim is to consider an arbitrary λt ∈ (λi)i∈S and show that the new perturbation,
(qn), still produces a subordinate solution for λt. Note that each λi will now be associated
to an eigenvalue, µ(λi), of the monodromy matrix, where µ(λi) = e
iθ(λi). Moreover, since
the explicit nature of (qn) in the single eigenvalue case is not discussed until the section
dealing with the Harris-Lutz procedure in the proof of Theorem 3, this means that the
results of Sections 2 and 3 are still applicable here. Moreover, we see that by choosing
(cl)l∈S such that
∞∑
l=1
cl <∞ then
|qn| =
∣∣∣∣∣
∞∑
l=1
cl
sin(nωl + φl)
n
∣∣∣∣∣ ≤
∞∑
l=1
cl
n
= O
(
1
n
)
.
The details at the end of Section 4 follow similarly to before except now we must use a
more detailed version of Proposition 5:
Lemma 12. Let α ∈ R, α 6∈ 2πZ. Then∣∣∣∣∣
∞∑
k=n
eikα
k
∣∣∣∣∣ ≤ 2n |eiα − 1| = 1n ∣∣sin(α2 )∣∣ .
Proof. Define g˜n :=
∞∑
k=n
eikα
k
, which exists by Proposition 5. Consequently,
(52) g˜ne
iα =
∞∑
k=n
ei(k+1)α
k
=
∞∑
k=n
ei(k+1)α
k + 1
+
∞∑
k=n
ei(k+1)α
k(k + 1)
= g˜n+1 + σn,
where σn :=
∞∑
k=n
ei(k+1)α
k(k+1) and |σn| ≤
1
n
. Then, by (52)
(eiα − 1)g˜n = g˜n+1 − g˜n + σn = −
einα
n
+ σn,
which implies |eiα − 1||g˜n| ≤
2
n
. Thus
|g˜n| =
∣∣∣∣∣
∞∑
k=n
eikα
k
∣∣∣∣∣ ≤ 2n |eiα − 1| . 
This gives the following corollary which will be used repeatedly throughout this section
of the paper.
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Corollary 13. Let α ∈ R, α 6∈ 2πZ. Then for n1, n2 ∈ N, n2 > n1∣∣∣∣∣
n2∑
k=n1
eikα
k
∣∣∣∣∣ ≤
(
1
n1
+
1
n2
)
1
| sin
(
α
2
)
|
.
Proof. Observe that∣∣∣∣∣
n2∑
k=n1
eikα
k
∣∣∣∣∣ =
∣∣∣∣∣
∞∑
k=n1
eikα
k
−
∞∑
k′=n2+1
eik
′α
k′
∣∣∣∣∣ ≤
∣∣∣∣∣
∞∑
k=n1
eikα
k
∣∣∣∣∣+
∣∣∣∣∣
∞∑
k′=n2+1
eik
′α
k′
∣∣∣∣∣
≤
1
n1
∣∣sin (α2 )∣∣ + 1n2 ∣∣sin (α2 )∣∣ =
(
1
n1
+
1
n2
)
1
| sin
(
α
2
)
|
,
where the final inequality is a consequence of Lemma 12. 
To apply the Harris-Lutz transformation in this case we define ~hk such that ~gk =
(I +Gk)~hk with ‖Gk‖ = O
(
1
k
)
. From the analogue of (22) this gives
(53) ~hk+1 =
(
I −Gk+1 +Gk + T1(k) + T2(k) +O
(
1
k2
))
~hk,
where
(54) T1(k) :=
1
i sin θ(λt)
∞∑
l=1
T−1∑
j=0
clq
(l)
(k+1)T−j
aT−j
(
−Cj(λt) 0
0 Cj(λt)
)
,
(55) T2(k) :=
1
i sin θ(λt)
∞∑
l=1
T−1∑
j=0
clq
(l)
(k+1)T−j
aT−j
(
0 −Dj(λt) µ(λt)
2k
Dj(λt)µ(λt)
2k 0
)
with Cj(λt), Dj(λt) as defined in (19) and (20). Then T1(k), T2(k) = O
(
1
k
)
due to the
condition that (cl)l∈S ∈ l
1. In addition, define GNk := −
N∑
m=k
T1(m). Consequently, for
N1, N2 large enough with N2 > N1 > k we have∥∥∥GN2k −GN1k ∥∥∥ =
∥∥∥∥∥
N2∑
m=N1
T1(m)
∥∥∥∥∥ =
∣∣∣∣∣∣
N2∑
m=N1
1
sin θ(λt)
∞∑
l=1
T−1∑
j=0
cl
q
(l)
(m+1)T−j
aT−j
Cj(λt)
∣∣∣∣∣∣
=
1
| sin θ(λt)|
∣∣∣∣∣∣
∞∑
l=1
cl
T−1∑
j=0
Cj(λt)
aT−j
N2∑
m=N1
sin(((m+ 1)T − j)ωl + φl)
(m+ 1)T − j
∣∣∣∣∣∣ .
Then, using that
1
(m+ 1)T − j
≤
1
(m+ 1)T
+
j
m2T 2
and
N2∑
m=N1
1
m2
≤
∞∑
m=N1
1
m2
≤
1
N1
,
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we obtain∥∥∥GN2k −GN1k ∥∥∥ ≤ KtN1 + 1| sin θ(λt)|
∞∑
l=1
cl
∣∣∣∣∣∣
T−1∑
j=0
Cj(λt)
aT−j
Im
N2∑
m=N1
ei(((m+1)T−j)ωl+φl)
(m+ 1)T
∣∣∣∣∣∣
≤
Kt
N1
+ K˜t
∞∑
l=1
cl
∣∣∣∣∣
N2+1∑
m′=N1+1
eim
′Tωl
m′
∣∣∣∣∣ ≤ KtN1 + 2K˜tTN1
∞∑
l=1
cl∣∣sin (Tωl2 )∣∣ ,(56)
where Kt := TK˜t
∞∑
l=1
cl, K˜t :=
max
j∈{0,...,T−1}
|Cj(λt)|
| sin θ(λt)| min
j∈{0,...,T−1}
aj
, and the final inequality follows
from Corollary 13 and the strictly positive sequence (cl)l∈S being chosen such that
(57)
∞∑
l=1
cl
| sin
(
Tωl
2
)
|
<∞.
Clearly,
(
GNk
)
N
is a Cauchy-sequence and therefore we have that the limit Gk :=
limN→∞G
N
k exists.
For N sufficiently large we can employ similar techniques to establish that
∥∥GNk ∥∥ ≤ Ktk + 2K˜tTk
∞∑
l=1
cl
1∣∣sin (Tωl2 )∣∣ = O
(
1
k
)
is uniformly bounded in N for any value of the parameter t. Consequently, the limit Gk
is also bounded for any value of the parameter t, providing the strictly positive sequence
(cl)l∈S is chosen to decay fast enough.
Remark It should be stressed that any real strictly positive sequence which satisfies
(57) will suffice to make the above Harris-Lutz procedure valid.
The Harris-Lutz procedure is well-defined and we remove the T1(k) term like in the
single eigenvalue case (i.e. Gk+1 −Gk = T1(k)). The analogue of Section 5 becomes
~hk+1 =
(
I + T2(k) +O
(
1
k2
))
~hk
=
(
I +
1
i sin θ(λt)
T−1∑
j=0
∞∑
l=1
cl sin(((k + 1)T − j)ωl + φl)
aT−j((k + 1)T − j)
×
(
0 −Dj(λt) µ(λt)
2k
Dj(λt)µ
2k(λt) 0
)
+ O
(
1
k2
))
~hk
=
(
I +
1
i sin θ(λt)
T−1∑
j=0
∞∑
l=1
cle
i(((k+1)T−j)ωl+φl) − cle
−i(((k+1)T+j)ωl+φl)
2iaT−j((k + 1)T + j)
×
(
0 −Dj(λt)µ
2k(λt)
Dj(λt)µ
2k(λt) 0
)
+ O
(
1
k2
))
~hk
=
(
I +
1
(k + 1) sin θ(λt)
∞∑
l=1
cl
{(
0 −dl(λt)+fl(λt)
−dl(λt)+fl(λt) 0
)
+O
(
1
k2
))
~hk(58)
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where
dl(λt) := e
ik[2θ(λt)+Tωl]
T−1∑
j=0
Ej(λt)e
i((T−j)ωl+φl)
and
fl(λt) := e
−ik[Tωl−2θ(λt)]
T−1∑
j=0
Ej(λt)e
−i((T−j)ωl+φl)
with Ej(λt) as defined previously.
To establish that the perturbation affects the asymptotics, we observe that for l = t
there is resonance between the frequency of the oscillation and the quasi-momentum. In
particular, for a suitable choice of k
(i)
+ (see Section 6) we have
ct
T−1∑
j=0
Ej(λt)e
i((T−j)ωl+φl) = ctE(λt),
which is non-zero by the conditions assumed in the statement of the theorem. Further-
more, it is possible for other resonance to occur when l 6= t and this is discussed in the
following lemma.
Lemma 14. Let λα ∼ λβ denote when 2θ(λα) + Tωβ ∈ 2πZ or 2θ(λα) − Tωβ ∈ 2πZ
for λα, λβ from the set (λi)i∈S given in Theorem 11 and where ωi is such that 2θ(λi) +
Tωi ∈ 2πZ. Then ∼ is an equivalence relation; in particular, the set {λi | i ∈ S} can be
partitioned into equivalence classes. Moreover, each class has at most 2T elements.
Proof. First observe that
λα ∼ λβ ⇐⇒ 2θ(λα) + Tωβ ∈ 2πZ or 2θ(λα)− Tωβ ∈ 2πZ
⇐⇒ θ(λα)− θ(λβ) ∈ πZ or θ(λα) + θ(λβ) ∈ πZ,
using that Tωi = 2z1π − 2θ(λi) for some z1 ∈ Z by the conditions assumed in the
theorem. As θ(λ) ∈ (0, π), this implies
λα ∼ λβ ⇐⇒ θ(λα)− θ(λβ) = 0 or θ(λα) + θ(λβ) = π,
which is clearly an equivalence relation. Moreover, as θ(λ) is strictly monotonic on each
band of σell(JT ) (see, for example, 3.10 in [4]) each band of essential spectrum contributes
at most 2 elements to the equivalence class. Given that there are at most T bands of
essential spectrum for a period-T Jacobi operator, then there at most 2T elements for
the equivalence class in total. See Figure 1 for an illustration. 
XX˜ X X˜ XX˜
Figure 1. In this example, for a period-3 Jacobi operator, the three
thick horizontal lines denote the three bands of essential spectrum. The
possible resonant cases, λi, for a particular point λ in the generalised
interior are represented by X and X˜ , for those λi such that θ(λi) = θ(λ),
and θ(λi) = π − θ(λ), respectively. Note that the six points are only
candidate elements of the equivalence class, since it still remains to check
for each whether it is also an element of the sequence (λi)i∈S .
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From Lemma 14 we see there are only finitely many resonating terms for each fixed
t. Later, it will be shown that for an appropriate choice of (cj)j∈S these finitely many
resonance terms cannot cancel, but for now we focus on removing the infinitely many
non-resonant terms from the consideration of the asymptotics for (58) using the Harris-
Lutz technique.
Define, for each t ∈ N,
I+t := {n ∈ N|2θ(λt) + Tωn ∈ 2πZ}, I
−
t := {n ∈ N|2θ(λt)− Tωn ∈ 2πZ}.
For the case that 2θ(λt) + Tωt ∈ 2πZ, by Corollary 13 we have for any M∣∣∣∣∣∣∣∣∣
M∑
k=1
∞∑
l=1,
l 6∈I+t
cl
e−ik[2θ(λt)+Tωl]
k
∣∣∣∣∣∣∣∣∣
≤
∞∑
l=1,
l 6∈I+t
cl
∣∣∣∣∣
M∑
k=1
eikT [ωt−ωl]
k
∣∣∣∣∣ ≤ 2
∞∑
l=1,
l 6∈I+t
cl∣∣sin (Tωt−Tωl2 )∣∣ .
Thus
(59)
∣∣∣∣∣∣∣∣∣
∞∑
k=1
∞∑
l=1,
l 6∈I+t
cl
e−ik[2θ(λt)+Tωl]
k
∣∣∣∣∣∣∣∣∣
≤ 2
∞∑
l=1,
l 6∈I+t
cl∣∣sin (Tωt−Tωl2 )∣∣ .
Similarly
(60)
∣∣∣∣∣∣∣∣∣
∞∑
k=1
∞∑
l=1,
l 6∈I−t
cl
eik[Tωl−2θ(λt)]
k
∣∣∣∣∣∣∣∣∣
≤ 2
∞∑
l=1,
l 6∈I−t
cl∣∣sin (Tωt+Tωl2 )∣∣ .
Now an upper-bound needs to be established for (59) and (60) that is uniform in the
parameter t. This is achieved by defining a new positive sequence
(61)
bk := min
{
min
j∈{1,...,k−1}\I+
k
∣∣∣∣sin(Tωk − Tωj2
)∣∣∣∣ , min
j∈{1,...,k−1}\I−
k
∣∣∣∣sin(Tωk + Tωj2
)∣∣∣∣
}
,
k > 2T , and observing that for all t ∈ N we have
∣∣sin (Tωt−Tωl2 )∣∣ ≥ bl, for l >
max{t, 2T }, l 6∈ I+t , and
∣∣sin (Tωt+Tωl2 )∣∣ ≥ bl for l > max{t, 2T }, l 6∈ I−t .
Remark The motivation behind letting k > 2T follows from the fact that the formal
definition of bk requires taking the minimum over a set that is non-empty. Since there
are at most 2T possible j where resonance occurs, and these instances are excluded from
our consideration, we must ensure that we are taking the minimum over a set that has
more than 2T entries to guarantee at least one entry in the set.
The initial terms of the series being finite, we focus on the tail and see that
∞∑
l=2T+1,
l 6∈I+t
cl∣∣sin (Tωt−Tωl2 )∣∣ ≤
∞∑
l=2T+1
l 6∈I+t
cl
bl
,(62)
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which is convergent providing the sequence (cj)j∈S is chosen such that
(63)
∑
l
cl
bl
<∞.
Similarly, we have
∞∑
l=2T+1,
l 6∈I−t
cl∣∣sin (Tωt+Tωl2 )∣∣ ≤
∞∑
l=2T+1,
l 6∈I−t
cl
bl
,(64)
which is also finite providing (cj)j∈S satisfies the same conditions as in (63). If instead
2θ(λt)− ωtT ∈ 2πZ we obtain similar estimates.
It is now possible to remove the non-oscillating terms using a well-defined Harris-Lutz
transformation, i.e. a substitution of the form ~hk+1 = (I +Hk)~mk with ‖Hk‖ = O
(
1
k
)
,
which gives
~mk+1 =
(
I −Hk+1 +Hk + T3(k) + T4(k) +O
(
1
k2
))
~mk+1,
where
T3(k) =
−1
(k + 1) sin θ(λt)
{ 0
∞∑
l=1,l 6∈I
+
t
cldl(λt)
∞∑
l=1,l 6∈I
+
t
cldl(λt) 0

+
 0
∞∑
l=1,l 6∈I
−
t
clfl(λt)
∞∑
l=1,l 6∈I
−
t
clfl(λt) 0
},
T4(k) =
1
(k + 1) sin θ(λt)
{ 0
∑
l∈I
+
t
cld(λt)
∞∑
l∈I
+
t
cldl(λt) 0

+
 0 ∑l∈I−t clfl(λt)∑
l∈I
−
t
clfl(λt) 0
},
and Hk = −
∞∑
r=k
T3(r), with
‖Hk‖ ≤
T max
j∈{0,...,T−1}
|Ej(λt)|
k sin θ(λt)

∞∑
l=1,
l 6∈I+t
cl∣∣sin (Tωt−Tωl2 )∣∣ +
∞∑
l=1,
l 6∈I−t
cl∣∣sin (Tωt+Tωl2 )∣∣

which by (62) and (64) is convergent for any value of the parameter t, providing the
sequence (cj)j∈S , is chosen so that it satisfies (63) and in which case ‖Hk‖ = O
(
1
k
)
.
Then, since Hk+1 −Hk = T3(k), Equation (58) becomes
(65) ~mk+1 =
(
I + T4(k) +O
(
1
k2
))
~mk.
PERTURBED PERIODIC JACOBI MATRICES 29
It is now shown that the sequence (cj)j∈S can be chosen such that the finitely many
resonating terms appearing in T4(k) do not cancel. This involves the following elementary
lemma.
Lemma 15. Let A ∈ Cn×n be a matrix where all the diagonal entries are non-zero.
Then for any vector ~f ∈ Cn with all entries positive there exists a vector ~f ′ arbitrarily
close to ~f so that A~f ′ = ~v where the entries of ~v are all non-zero.
Proof. Given ~f with all entries positive, if there are no zero entries in ~v = A~f then
the result is already proven. Otherwise, consider the first non-zero entry located at
~vj1 , j1 ∈ {1, . . . , n}. Then, alter the vector
~f to become ~f ′ so that ~f ′i :=
~fi for all i 6= j1
and ~f ′j1 :=
~fj1 + ǫ, where ǫ > 0 is sufficiently small so that the first j1 − 1 entries in
the new vector ~v′ = A~f ′ are non-zero. From the fact that the diagonal entries of A are
non-zero, the entry ~v′j1 is also non-zero. We repeat the procedure for each subsequent
zero entry in the vector ~v′, and since the vector is finite-dimensional this completes the
proof. 
By Lemma 14 we have that we can partition the sequence (λi)i∈S into finite disjoint
sets. The same is true for the associated sequence (ci)i∈S . Consequently, the ci which
appear in (65) in T4(k) all belong to the same equivalence class. Then, to establish that
there exists a sequence (ci)i∈S such that T4(k) 6= 0, we partition the ci elements into their
equivalence classes, each of finite size, and to each class apply Lemma 15: the elements,
ci, comprising the entries of the vector ~f , whilst each row of the matrix A encodes the
exponential and E(λi) relations that form the sum when resonance occurs. Assuming the
positive sequence (cl)l∈S is chosen to satisfy both (57) and (63) one can use Lemma 15
to vary the sequence, (cl)l∈S slightly so that resonance appears and the convergence of
(57) and (63) remain unchanged. Then, by applying the generalised Janas-Moszynski
theorem [25] to eliminate the error term of order k−2 we see that the solution of (65)
behaves asymptotically like the solution of
(66) ~mk+1 =
(
I +
1
k sin θ(λt)
(
0 Y (λt)
Y (λt) 0
))
~mk,
where
Y (λt) :=
∑
l∈I−t
cl
T−1∑
j=0
Ej(λt)e
−i((T−j)ωl+φl) +
∑
l∈I+t
cl
T−1∑
j=0
Ej(λt)e
i((T−j)ωl+φl) 6= 0.
Much like in the individual eigenvalue case, we need to diagonalise the matrix in
(66). The matrix is already Hermitian and has trace zero, and therefore by removing
the term |Y (λt)| as a factor we observe that the new matrix has eigenvalues 1 and −1
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and determinant −1. Thus, (66) is equivalent to
~mk+1 =W
[
k∏
r=1
(
I +
|Y (λt)|
r sin θ(λt)
(
1 0
0 −1
))]
W−1 ~m1
=W

k∏
r=1
(
1 + |Y (λt)|
r sin θ(λt)
)
0
0
k∏
r=1
(
1− |Y (λt)|
r sin θ(λt)
)
W−1 ~m1
∼r ~mk+1 =
 (c˜7 + o(1)) k∣∣∣ Y (λt)sin θ(λt) ∣∣∣ 0
0 (c˜8 + o(1)) k
−
∣∣∣ Y (λt)sin θ(λt)
∣∣∣
 ~m1,
for non-zero constants c˜7, c˜8 depending on λt ∈ σell(JT ).
Returning to the original recurrence relation, this implies that for λt there exists a
decaying (subordinate) solution, uk(λt) ∼ k
−
∣∣∣ Y (λt)sin θ(λt)
∣∣∣
. Since λt was an arbitrary element
of the sequence (λi)i∈S this concludes the argument.
Remark For the case of only finitely many λi, i ∈ {1, . . . , n}, it is possible to amend
the proof of Theorem 11 so that we compute subordinate solutions that reside in the
sequence space l2(N;C). Replacing the potential (qk) in the theorem by (cqk) replaces
Y (λt) in (66) with cY (λt). Then, choosing c sufficiently large such that
∣∣∣ cY (λt)sin θ(λt) ∣∣∣ > 12
for all t ∈ {1, . . . , n} the subordinate solutions will all lie in l2.
The previous theorem proves only that the sum of the potentials simultaneously pro-
duces subordinate solutions associated to all (λi)i∈S . It has not been shown that a
potential of this structure simultaneously satisfies the initial conditions encoded in the
periodic Jacobi operator necessary for an eigenvalue to exist for each λi, i ∈ {1, . . . , n}.
This, in general, leads to solving a system of non-linear equations. For the case of n = 2
we explicitly solve this system.
Theorem 16. Let λ1, λ2 ∈ σell(JT ), θ(λ1) 6=
π
2 6= θ(λ2) and assume E(λi) 6= 0 for
i ∈ {1, 2}. Then for q′n given by (51) for n ≥ 5, and suitably chosen q
′
1, q
′
2, q
′
3, q
′
4 we
have that {λ1, λ2} ⊆ σp(JT + Q
′ + R) where Q′ is a diagonal matrix with entries q′n of
a Wigner-von Neumann structure and order 1
n
as n→∞, and
R :=

0 r 0 . . .
r
. . .
0
...
 , r ∈ R.
For a generic choice of JT we can choose r = 0.
Proof. Choose q′4 as given by (51). By the previous remark there exist non-zero solutions
v
(1)
n , v
(2)
n in l2 such that (9) is satisfied. Set u
(1)
n = v
(1)
n , u
(2)
n = v
(2)
n for n ≥ 3. Then,
an−1u
(1)
n−1 + anu
(1)
n+1 + (q
′
n + bn − λ1)u
(1)
n = 0, for n ≥ 4
and
an−1u
(2)
n−1 + anu
(2)
n+1 + (q
′
n + bn − λ2)u
(2)
n = 0 for n ≥ 4.
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Thus, u
(1)
n , u
(2)
n for n ≥ 3 and q′n for n ≥ 4 are now given. However, for λ1, λ2 to be
embedded eigenvalues, the following system of equations still needs to be satisfied:
a2u
(1)
2 + (q
′
3 + b3)u
(1)
3 + a3u
(1)
4 = λ1u
(1)
3
a2u
(2)
2 + (q
′
3 + b3)u
(2)
3 + a3u
(2)
4 = λ2u
(2)
3
a1u
(1)
1 + (q
′
2 + b2)u
(1)
2 + a2u
(1)
3 = λ1u
(1)
2
a1u
(2)
1 + (q
′
2 + b2)u
(2)
2 + a2u
(2)
3 = λ2u
(2)
2
(q′1 + b1)u
(1)
1 + a1u
(1)
2 = λ1u
(1)
1
(q′1 + b1)u
(2)
1 + a1u
(2)
2 = λ2u
(2)
1 ,
where u
(1)
1 , u
(1)
2 , u
(2)
1 , u
(2)
2 , q
′
1, q
′
2, q
′
3 are presently undetermined, while u
(1)
3 , u
(2)
3 , u
(1)
4 ,
u
(2)
4 are already defined. We consider two cases depending on the values of u
(1)
3 and u
(2)
3 .
(Case One) If u
(i)
3 6= 0, for some i, then without loss of generality let i = 1 and we set
r = 0. Then, we set
q′1 = λ1 − b1; q
′
2 =
(λ2 − b2)u
(2)
2 − a2u
(2)
3 − a1u
(2)
1
u
(2)
2
; q′3 =
(λ1 − b3)u
(1)
3 − a3u
(1)
4
u
(1)
3
.
Choosing u
(1)
1 = −
a2u
(1)
3
a1
; u
(1)
2 = 0; u
(2)
1 =
a1u
(2)
2
λ2−λ1
; u
(2)
2 =
λ2u
(2)
3 −a3u
(2)
4 −(q
′
3+b3)u
(2)
3
a2
sat-
isfies the six equations listed above, providing the u
(2)
2 we chose above is non-zero, i.e.(
λ2 − λ1 +
a3u
(1)
4
u
(1)
3
)
u
(2)
3 − a3u
(2)
4 6= 0.
If
(
λ2 − λ1 +
a3u
(1)
4
u
(1)
3
)
u
(2)
3 −a3u
(2)
4 = 0 then this implies u
(2)
3 6= 0. We further subdivide
into two cases. If a1 ≤
1
2 |λ1 − λ2| then set
x =
λ2 − λ1 +
√
(λ2 − λ1)2 − 4a21
2
6= 0
and instead choose
q′1 = λ1 − b1 + x; q
′
2 = −
a21ǫ
a2x
; q′3 =
(λ1 − b3)u
(1)
3 − a3u
(1)
4
u
(1)
3
+ ǫ
and set u
(1)
1 =
u
(1)
3 (−a
2
2+ǫ(q
′
2+b2−λ1))
a22
; u
(1)
2 = −
ǫu
(1)
3
a2
; u
(2)
1 =
u
(2)
3 (−a
2
2+ǫ(q
′
2+b2−λ2))
a22
; u
(2)
2 =
−
ǫu
(2)
3
a2
for any non-zero constant ǫ chosen such that u
(1)
1 6= 0, u
(2)
1 6= 0. With this choice
it is easy to check the six equations listed above are satisfied. If instead a1 >
1
2 |λ1 − λ2|
then we choose r such that 0 < a1 + r ≤
1
2 |λ1 − λ2| and return to the start of case one.
(Case Two) Here we have u
(1)
3 = u
(2)
3 = 0. Then, since this implies u
(1)
4 and u
(2)
4 are
both non-zero, it is possible to add an arbitrary perturbation to q′4 so that by continuity
u
(j)
3 becomes non-zero for both j. The conditions for case one are then satisfied. 
Remark Theorem 16 gives an illustrative example of two embedded eigenvalues con-
structed by a Wigner-von Neumann type perturbation. There exists another technique
that succeeds in embedding infinitely many eigenvalues into the essential spectrum of a
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period-T Jacobi operator, and we will explore this in an upcoming publication. However,
this other technique does not give as explicit a formula for the potential.
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