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ABSTR A C T
The strong interactions between quarks are believed to be described 
by Quantum Chromodynamics (QCD), which is a non-abelian SU (3) gauge 
theory. It is known that QCD undergoes a deconfining phase transition at 
very high tem peratures, th a t is, at low tem peratures Q C D  is in a confined 
phase, at sufficient high tem peratures it is in a unconfined phase. Also, quark 
confinement is believed to be due to the string formation.
In this dissertation we studied SU (2) gauge theory using numerical 
methods of LGT, which will provide some insights about the properties of 
QCD because 577(2) is similar to SU(3).  We measured the flux distributions 
of a qq pair at various tem peratures in different volumes. We find th a t in the 
limit of infinite volumes the flux distribution is different in the two phases. In 
the confined phase strong evidence is found for the string formation, however, 
in the unconfined phase there is no string formation. On the other hand, in 
the limit of zero tem perature and finite volumes we find clear signal for string 
formation in the large volume region, however, the string tension measured in 
interm ediate volumes is due to finite volume effects, there is no intrinsic string 
formation.
The color flux energies (action) of the qq pair are described by Michael
sum rules, The original Michael sum rules deal with a static qq pair at zero
tem perature in infinite volumes. To check these sum rules with our flux data
at finite tem peratures, we present a complete derivation for the sum rules, then
generalize them to account for finite tem perature effects. We find that our flux
data  are consistent with the prediction of generalized sum rules.
xi
Our study elucidate the rich structures of QCD, and provide evidences 
for the quark confinement and string formation. This supports the belief that 




IN TRO DUC TIO N
There is strong evidence that particles, such as nucleons and mesons, 
are made of quarks, although no free isolated quark has yet been foundfl]. One 
way out of this dilemma is to conjecture that quarks can not exist in the free 
state, but only exist in bound states. For example, nucleons are bound states of 
three quarks (qqq), mesons are those of a quark and an antiquark (qq). This is 
known as ‘quark confinement’. The interactions between quarks are the strong 
interactions, which are believed to be described by quantum  chromodynamics 
(QCD). According to QCD the interactions between quarks become weak at 
short distances, however, with the increase of the distance it becomes strong. 
This is called ‘asymptotic freedom’[2]. It was also proposed that QCD under­
goes a deconfining phase transition at very high tem peratures[3, 4], that is, 
quarks are confined at low tem peratures, however, at sufficiently high tem per­
atures they are in the unconfined state. These results show that there are rich 
structures of QCD to be studied. In this thesis we will consider QCD in finite 
volumes and at finite tem peratures, to study the quark confinement problem 
and other properties of QCD in different phases using numerical methods of 
lattice gauge theory (LGT). To motivate this we first review the introduction 
of the quark model and QCD theory, and explain why we need a numerical ap­
proach to this problem. Then we will summarise our main results and explain 
the organization of this thesis.
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Particles are classified according to their interactions, those with 
strong interactions are called hadrons. The hadron fermions are called baryons, 
such as p , n and A, which have spin The hadron bosons are called mesons, 
such as 7r and K ,  which have spin 0. By the early 1960s hundreds of particles 
and resonant states belong to the hadron category have been discovered. To 
solve the problem of the large number of “elementary particles” , people began 
to suggest that all hadrons have a common underlying substructure, in a man­
ner analogous to the atomic theory explanation of the profusion of elements in 
the periodic table.
In 1964, Gell-Mann [5] and independently Zweig [6], proposed that 
hadrons were composed of fractionally charged sub-particles called quarks. All 
baryons are bound states of three quarks (qqq), and all mesons are composed of 
a quark and an antiquarks (qq). At that tim e they proposed that there are three 
kinds (or flavors) of quarks, named u , d and s. Later more flavors of quarks were 
discovered. According to this model a proton is composed of two ‘up’ quarks 
and a ‘down’ quarks, (uud), and a 7r+ meson is (ud), other hadrons have similar 
quark compositions. This quark model works very successfully in explaining 
why the vast number of hadrons can be arranged into some supermultiplets, 
and in predicting the hadron masses. Also the prediction of the ratio of neutron 
and proton magnetic moments from this quark model are in excellent agreement 
with experimental results [1].
Strong evidence for the quark model came from experiments carried 
out in the 1960’s [7]. High energy electrons (7-17 Gev) were made to collide 
with protons, and ‘deep inelastic’ events were selected, i.e. ep —> e X  where X  
indicates all final states. These events involve a large amount of momentum
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and energy transfer to the proton. It was observed that some incident elec­
trons were scattered at much larger angles than expected if the proton was a 
continuous charge distribution. This shows that the electron is scattered from 
pointlike constituents of the proton. The situation is similar to the Ruther­
ford’s atomic scattering experiment, which uncovered the nuclear structure of 
atoms. Detailed analysis of the experiments strongly suggest tha t nucleons 
contain pointlike constituents, which have spin -  and fractionally charges.
The success of the quark model spurred a number of experiments to 
search for free quarks [1, 8]. However, no evidence is seen for the existence of 
free quarks in terrestrial conditions. This supports the idea of quark confine­
ment.
So far all experimental evidence supports the quark model. However, 
a problem arises when one considers the A ++ particle, which is composed of 
three u quarks, and has spin J  =  3/2 with zero orbital angular momentum, 
L = 0. This is a system with three identical spin |  fermions u. The total wave 
function of the system is
■ 0 ( A  ) — if? sp in  I p f l  avor V*space
-  ( T T T ) ( m m « ) ^  space• ( 1 * 1 )
One can immediately see that the spin part and flavor part of the wave function, 
i>spin and if)flavor, are symmetric under the interchange of any two quarks. Since 
the orbital angular momentum L  is zero, the space part ipspace must also be 
symmetric. So the overall wave function 0 (A ++) is symmetric. This appears 
to violate the Pauli exclusion principle, which requires that a composite state 
of identical fermions should have an antisymmetric wave function.
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To solve this problem one can assume that quarks possess another 
degree of freedom, described by a new quantum  number called color, which can 
take three values, say R  (red), B  (blue) and G (green). Then one can construct 
a color wave function tj) color which is antisymmetric under quark interchange. 
The overall wave function xJj( A ++) in Eq. (1.1) should be replaced by
v>( A ++) =  {W\)(uuu)i/}spaceipcoior, (1.2)
with i/>eolor = -^=(RGB + G B R  + B R G - R B G - B G R - G R B ) .  (1.3) 
\/6
where 0 co;or is antisymmetric under quark interchange. Then the problem of 
quark statistics is solved with the introduction of the color quantum  number. 
There also exist some other rather convincing experimental evidence for the 
color hypothesis, which are discussed in ref. [1]. W hat is very interesting is 
that iĵ coior in Eq. (1.3) is a singlet representation of the SU (3) group, i.e. it 
is invariant under perm utation of color variables. By extension, it was found 
tha t all hadrons are color singlets. Quarks carry the color indices, i£, B  or G, 
which form a triplet representation of the SU(3)  group. This seems to imply 
that only color singlets are not confined, and quark confinement is simply color 
confinement.
If color is confined, there must be a force, or a field, associated with 
color, so that any particles with color would be confined by the force, then only 
“colorless” (or color singlet) particles can exist freely. It is believed tha t the 
strong interactions between quarks are due to this color force, and this force 
can be described by quantum  chromodynamics (khroma=color), or QCD. The 
QCD theory says that like electric and weak charges, the color charge is also 
associated with a gauge field whose quanta mediate the strong interactions
5
between quarks. Since there are three color charges, i.e. R , B  or G, which form 
a triplet representation of a SU(3) group, the color gauge field preserves the 
local SU (3) gauge symmetry. This is different from quantum  electrodynamics 
(QED), which has a local U( 1) gauge symmetry because there is only one 
electric charge. The quanta of the color field are called gluons, which have J p = 
1~ and m  = 0. There are eight gluons, forming an 8 dimensional representation 
(the octet) of the 517(3) color gauge group. Since gluons themselves carry color 
charges, they can couple to each other.
Because of the gluon-gluon coupling, QCD has different features from 
QED. According to QED a real electron is surrounded by clouds of virtual e+e~ 
pairs due to vacuum polarisation. This leads to the screening of the electric 
charge. So when one measures the charge of the electron by the Coulomb force 
on a test charge, the effective electric charge measured by the test charge at 
large distances is less than what it is at small distances, as shown in Fig. 1(a) 
below. The situation in QCD is similar, a quark with color charge is surrounded 
by a cloud of virtual qq pairs and gluons. But there is an additional feature 
that gluons couple to themselves, which makes a crucial difference. The effect 
is to make a R  color charge (say) attract preferentially other R  charges (not B  
or G ) to itself. This differs from QED and results in the antiscreening of color 
charges. So the effective color charge of the quark measured by a test color 
charge at large distances is greater than that at small distances, as shown 
in Fig. 1(b) below. This peculiar property of QCD is known as asymptotic 
freedom. From this behaviour one can see tha t the coupling between quarks 
becomes strong with the increase of their separation, which supports the quark 
confinement hypothesis.
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The asymptotic freedom of QCD has been confirmed by the deep 
inelastic scattering experiments [1]. In these experiments the nucleons were 
found to be a loosely bound collection of quarks and gluons. At high ener­
gies (corresponding to short distances) the coupling between quarks becomes 
weak, and the higher the energy, the weaker the coupling. This agrees with 
asymptotic freedom.
The usual analytical approach to solve field theories is perturbation 
theory, which involves an expansion in the coupling constant. This method 
is extremely successful in calculating properties of QED at low energies (i.e. 
large distances), because the dimensionless coupling, a  =  e2/(47rhe), of QED 
is very small (<C 1) in this case. However, to study the low-energy properties 
of QCD this method can not be used, because the coupling constant of QCD 
is large at low energies. One must search for some nonperturbative methods.
The most productive nonperturbative approach is lattice gauge the­
ory (LGT), proposed by K. Wilson in 1974 [9]. This is a formulation of quan­
tum  field theory on a Euclidean spacetime grid, which in our study is a four­
dimensional hypercube. We will discuss the details of LGT in next chapter. 
One advantage of LGT is that one can avoid the infinity problems arising in 
a continuum field theory. Another motivation for LGT is that it takes advan­
tage of the deep connections between quantum  field theories and statistical 
mechanics. Thus many methods in statistical mechanics, such as Monte Carlo 
techniques and high tem perature expansions, can be applied to LGT. Now by 



















Vacuum polarisation in QCD
low energy
high energy
Distance of test charge
F ig u re  1. (a) Screening of electric charge as a consequence of vacuum polar­
isation of QED. (b) Antiscreening of color charge as a consequence of vacuum 
polarisation of QCD.
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Although some results of QCD support the quark confinement hy­
pothesis, no proof of this hypothesis from QCD has been found yet. To un­
derstand how quarks can be permanently confined, it was conjectured that the 
color field lines between quarks have a string-like flux tube form, as shown in 
Fig. 2 below. And the energy stored in the flux tube per unit length is a con­
stant, k , called the string tension. Consider the quark-antiquark bound state 
(qq), the meson. If string formation occurs, the potential energy V(r)  of the qq 
pair would increases linearly with the qq separation r, V(r)  ~  kt. This results 
in the permanent confinement of the qq pair.
By using LGT techniques one can calculate the potential energy V (r ) 
and the flux distributions of a qq pair. Some results have shown clear evidence 
that in the limit of large volumes and zero tem perature the potential energy 
V(r)  is linear for large r  [10], and the flux lines form a string-like flux tube 
between the qq pair[l 1].
In 1978 A.M. Polyakov[3] and L. Susskind[4] proposed independently 
that QCD undergoes a phase transition at a very high tem peratures (Tc). For 
T  <  Tc, quarks and gluons are in confined bound states; however, For T  > 
Tc, they are in a plasma-like state. This has also been confirmed by many 
LGT results[12, 13]. The study of QCD at high tem peratures is of many 
im portant significances. High energy heavy ion collisions can produce hadronic 
m atters at high tem peratures, if the colliding energy is high enough one expects 
that the quark-gluon plasma would form in the process. Such experiments 
could provide further tests of QCD as being the correct theory describing the 
strong interactions. Also, such hadronic m atter at very high tem peratures and 
densities was surely present in the early stages of the big-bang universe, and
9
Figure 2. The conjectured qq flux distribution in the confined phase, which 
has the string-like flux tube form.
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may be encountered in neutron stars. Hence it is im portant to study QCD at 
very high tem peratures for constructing models of the universe and neutron 
stars.
Another way to study QCD is to take advantage of the asymptotic 
freedom character of QCD. As we discussed above, the coupling between quarks 
is weak at small distances, this opens the possibility to solve QCD analytically. 
M. Luscher considered the SU (N )  gauge theory (SU(3) for QCD) in small 
volumes[14], and derived an effective hamiltonian for the theory. Subsequently 
the lowest energy levels of SU (2)[15] and -S'C/(3)[16] gauge theories in small 
volumes were computed by using Luscher’s hamiltonian. He also introduced a 
dimensionless variable[15],
zg = ra(0 f )L, (1.4)
to characterize the physical size of the volume. Where m(0+) is the lowest 
glueball mass, which is the energy gap or the inverse of the correlation length; 
and L is the linear size of the box. The small volumes are defined as those 
with with zg < 1. In this domain the string tension is found to be zero [15, 18], 
which is consistent with asymptotic freedom. To compare with physics of real 
world, one must extend these results to large volumes. Later P. van Baal and J. 
Koller[17, 18] generalized Luscher’s analytical calculations to the interm ediate 
volumes, i.e. 1 <  zg < 5, in which LGT calculations are also accessible. 
B.A. Berg and A.H. Billoire [19] carried out a thorough LGT study in the 
interm ediate volume region. Their results are in good agreement with the 
analytical results of van Baal and Koller. In this domain they did not find 
evidence for string formation, although they did find a string tension. It is 
suspected that the string tension is not due to the intrinsic string formation,
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but to finite volume effects. Intrinsic string formation is expected to occur in 
large volumes, i.e. zg > 5.
Now we can summarize the properties of QCD clearly on the plane 
of the tem perature (T)  and the inverse volume (1/V ), as shown in Fig. 3. 
This figure takes liberties, because there is no true phase transition in finite 
volumes. This figure shows that in the infinite volume limit (V  —> oo), QCD 
has a phase transition at the finite tem perature, Tc. At zero tem perature the 
system has no string formation in small and interm ediate volumes, and the 
string formation is expected to occur in large volumes. In this figure for cases 
of finite volume ‘confinement’ only means string formation, ‘unconfinement’ 
only represents th a t there is no string formation.
Pure SU( 2) gauge theory contains already essential features of full 
QCD, but it is much simpler to study than SU(S),  and takes much less com­
puter tim e for Monte Carlo simulations. So in this work we shall only consider 
the pure S U ( 2) gauge theory, which corresponds to the case of static quark 
sources. We wish to answer the question of the volume at which the intrin­
sic string formation occurs in the zero tem perature limit, and understand the 
properties of QCD in both phases in the infinite volume limit. We measured 
the flux distributions of a static qq pair in various volumes and tem peratures, 
which covers the finite tem perature phase transition region, and the region from 
interm ediate volumes to large volumes in the zero tem perature limit. Our re­
sults provide evidence that string formation occurs in the confined phase, but 
does not occur in the unconfined phase. We then measured the string tension k 
at various tem peratures in the confined phase, and studied its behaviour with 






0 1 / V
F ig u re  3. The properties of QCD can be shown diagrammally by the ‘phase 
diagram’ on the plane of T  and l / V .
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that the string tension in intermediate volumes are just due to finite volume 
effects, and we also found some evidences for string formation in large volumes.
For a qq pair the color flux energies are related to the potential energy 
V ( r ) by some identities called Michael sum rules[20]. To analyse our flux data 
measured on finite lattices using the sum rules, we generalized these sum rules 
to account for the finite size effects. Our flux data support this generalization.
This dissertation is organized as follows. Chapter 2 gives a brief in­
troductory review of LGT and some basic concepts. The implementations and 
interpretations of LGT will be discussed. In Chapter 3 we describe the calcula­
tion methods on lattices, and the measured quantities and their interpretations. 
Then we present our numerical results. In Chapter 4 we discuss some results of 
the finite tem perature phase transition from our LGT calculations, In Chap­
ter 5 we then present detailed analysis of the qq flux distributions measured on 
various lattices. In Chapter 6 we shall review the derivation of Michael sum 
rules, and generalize these sum rules to include finite size effects. Then we 
apply the sum rules to analyse our flux data. Finally, we present the summary 
and conclusions. A detailed discussion of Monte Carlo methods used in LGT 
calculations are presented in Appendix A. Also the proof of a relation used in 
the derivation of Michael sum rules is given in Appendix B.
CHAPTER 2
LATTICE GAUGE THEORY BASICS
In this chapter we review the introduction of lattice gauge theory, and 
discuss in general terms how a lattice calculation is performed and interpreted.
2.1 Introduction of LGT
In four-dimensional Euclidean space the action of the full QCD theory 
is given by [10]
5  = Sg + S f
= l- j  f x T r i P ^ F r )  + J d“ +  M ) f ( x ) .  (2.1)
where S g represents the gauge field part of the action, and S f  the fermion field 
(quarks) part, the color field strength tensor is defined as
Fnv =  dpA,, — dvA^ -f- i g \ A A„], (2-2)
with the gauge field which can be expanded in terms of the generators r,- 
of the S U( N )  gauge group, i.e.
■ A ^ x )  =  (» =  1,2,-•• , n g). (2.3)
For QCD the gauge group is SU(3)  which has eight generators, i.e. ng = 8. 
The fermion field ^ ( x )  describes the quarks of the theory, +  i g A M
is the mass m atrix for quarks.
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In the static quark limit (M  —> oo), one can show that the effective 
action of the theory is only the gauge field part [10],
S = S G = ^ J  d*xTr(F^ F ^ ) .  (2.4)
Fortunately, the fundamental problems of QCD, such as quark confinement, 
can be studied without the introduction of dynamical quarks. It can also be 
argued that the static quark approximation is good to describe real heavy 
quarks such as the 6-quark. In the following we shall only consider the theory 
in this limit.
In field theory all physical information about the system can be ex­
tracted from a correlation function, e.g. <  C  > , where C  represents a product 
of operators. The correlations can be calculated from the following path inte­
gral expression,
< c  > =  (2.5)
S\DA e-
As we mentioned before, the renormalized coupling constant of QCD becomes 
strong in the low energy region because of asymptotic freedom. One can not 
calculate the quantity in Eq. (2.5) analytically in this case. However, LGT 
opens the way to solve the problem using numerical methods.
Let us now turn  to the lattice formulation of quantum  field theory[9, 
21, 10]. In this formalism spacetime is represented by a discrete, hypercubical 
grid. The gauge fields, which mediate the interactions between quarks, are 
defined on the links (strictly speaking, gauge group elements exist on links), 
while m atter fields like quarks exist on the sites of the lattice. On a finite 
lattice the system has a finite number of degrees of freedom, which enable 
us to do numerical calculations. Then the lattice spacing is supposed to be
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taken to zero, and the LGT calculated results approach those in the continuous 
Euclidean space.
For the pure S U( N )  LGT the fundamental variable is the link vari­
able, which is the group element associated with the link, i.e. U^ n) ,  as shown 
in Fig. 4 (a). The link variable can be written as,
Up(n) = e x p ^ B ^ n ) ) ,  (2.6)
with B ^ n )  =  lagTiA^(n)  (i =  1,2, ••■,ng), and a the lattice spacing. The 
index n denotes the site of the link, g is the direction of the link. If the link 
takes the opposite direction —g,  it is associated with the inverse group element, 
Upl {n), that is,
tL„(n + /<) = U - ' (n ) .  (2.7)
Any physical gauge field theory should be locally gauge invariant,
th a t is, physical quantities are invariant under local gauge transformations. At 
each lattice site we define an arbitrary group element,
g(n)  =  e x p [ - i i r t-x,-(n)], (2.8)
where Xi{n ) 1S a function of the lattice site n, and i = 1, 2, • ■ •, ng. The local 
gauge transformation for the link variable U ^ n )  (gauge field) is defined as
U»(n) -> Ul(n) = g ( n ) U ^ n ) g - l {n +  g). (2.9)
Then in LGT the simplest quantity which is locally gauge invariant is the 








U - ^ n  +  fi + v) 
n + u n +  fi +  v
U-V(n +  u) Uv{n +  //)
n + n
U M
Figure 4: (a). The link variable U^, (b). The plaquette variable Up.
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Up(n, (i, v) = Ulx{n)Ul/{n +v ) U- p (n  + i i  + v)U-v{n + v)
=  Ull(n)Uu(n + fi)U~1(n + v)U~l {n), (2.10)
as shown in Fig. 4 (b). So in LGT the physical quantities of local gauge 
invariance can be built from the plaquette variables Up.
The standard Wilson action of the S U( N )  LGT is constructed from 
the plaquette variables as [21],
(2.11)
n,P
with the sum over all lattice sites n and the plaquette orientations P , and /3 — 
2 N/ g2, which is analogous to 1 / k T  in statistical mechanics. In the following 
we shall show that in the naive continuum limit, a —> 0, this action becomes 
that of the continuous S U ( N )  gauge theory in Eq. (2.4).
In the limit of a —> 0, the field variables B^n +  v) and Bu{n +  //)
associated with the link variables Û (n +  v) and Ul/(n + g) can be Taylor
expanded as
Bv(n + n) «  Bv(n) + ad^Bu(n) + 0(a2),
B^n + v) «  B^n) +  ad^B^n) + 0(a2). (2.12)
Then the plaquette variable becomes,
UP(n, f i ,p)  = Up{n)Uv(n +  g)U~l (n +  v)U~l (n),
«  expfiJB^n)] exp[i(Bu(n) + ad^Bvin))}
x e x p [ - i (5 #i(n) +  ad^B^n))}  exp[-?.B„(n)]. (2.13)
After using the operator identity,
eAeB = exp {A + B  +  i[A , B] +  • • •), (2.14)
we get
Up(n , /*, i/) «  e x p (ia (5 A15 y -  d^B^) -  [B^ B v\)
»  exp(ia2flf(^AJ/ -  A„]))
«  exp[ia2£fFMI/(n)]. (2.15)
Therefore, one has
T r (U p (n ,n ,u )) «  T ^ e x p ^ a V F ^ r c ) ] )
T r( l  +  i c P g F ^ n )  -  - a 4g2F 2l/(n) +  • • •)
N  -  l a V T r ( i ^ » )  +  • • ■. (2.16)
So the Wilson action in Eq. (2.11) becomes,
s n  (2.17)
If we apply the replacement to Eq. (2.17),
d4x  1 
n,P 0,4  ̂w
we get
(2 .18)
S »  £ / > * ! > ( * ■ £ , ) ,
P  ^
=  f ^ T r ( F ^ ) .  (2.19)
Z ft,* ^
This is just the action S  in Eq. (2.4), which is the gauge field action of QCD 
in the continuous Euclidean space.
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We now have a Euclidean statistical mechanical system in the canon­
ical ensemble with partition function
z = J yu}<rslu>
=  /  n [ < ® » K S(U)- (2.20)
n,fi
This is a multi-dimensional integration over all link variables L^(n) on the 
lattice. As the gauge groups are compact, the group volumes are finite, such 
integrals are well defined and have simple invariance properties. W ith this 
definition the path integral formalism of Eq. (2.5) can be transformed into 
the following form. If H  is some physical quantity, which is a local gauge 
invariant function of the link variables U ^n ) ,  then the expectation value can 
be calculated as
< H  > =  Z " 1 J{dU)H{U)e~s W . (2.21)
This expression can be calculated by Monte Carlo simulation methods in LGT, 
which will be discussed in Appendix A. In the following I proceed to discuss 
the interpretations of a few im portant physical quantities in LGT.
2.2 Interpretation of Some Physical Q uantities
(1). The W ilson Loop W
Static quark sources were first introduced by Wilson[9] in his original 
formulation of LGT, via the Wilson loop. To understand this[22], consider a 
qq pair to be created at the time t — 0, and kept at a distance R  for a tim e T, 
then brought together and annihilated. The world line of such a qq pair would 
form a closed loop in spacetime. The Euclidean amplitude for this process is
21
given by the m atrix element,
<  i\e~HT\ f  > , (2.22)
where \i > , \ f  > represent the initial and final states, i.e. the qq pair a distance 
R  apart, and H  is the hamiltonian. The transition amplitude can be written 
as the path integral form similar to Eq. (2.5),
J [ D A „ ] e x p [ - S  +  ig S ̂ x A M  ^
C *|e U > -  / [U A J e - s  ’
where J^ is an external current density describing the world lines of the qq 
pair. For a point source current loop the term  A ^ J ^ x  becomes A^dx^.  Since 
ji > , j/  >  are identical and because this is a static process, the above equation 
reduces to,
exp(—E ( R )T )  =< trPexp[ig <j> A^dx^) > (2.24)
where E(R)  is the color field energy of the qq pair[20], and P  stands for path 
ordering. The quantity on the R.H.S. of Eq. (2.24) is called the Wilson loop 
correlation function. On the lattice the Wilson loop can be defined as the 
product of link variables U along a closed path[22],
w  = ^ t r - R U ^ n ) ,  (2.25)
•'V c
where N  is for S U ( N ), In Figure 5 (a) we show such a Wilson loop on the 
z-t plane of a lattice. From Eq. (2.24) one can see that the expectation of the 
Wilson loop is associated with the energy E(R) of a static qq pair,
<  W  > ~  e~TE(R). (2.26)
The expectation < W  > is given by Eq. (2.21) in LGT, which can be calculated 








Figure 5. (a) The Wilson loop W  on the z-t plane, (b) The Polyakov loop P  
along the tim e direction.
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(2 ). T h e  P o ly ak o v  L oop  P
In LGT the Polyakov loop along the tim e direction is defined to be 
the product of all links along a path in that direction. Since the lattice has 
periodic boundary conditions, the pa/th forms a closed loop, tha t is,
i N t
p (x) = T f tr  ] I  u t &  r )> (2.27)
^  T  =  1
where N  is for S U ( N ), and N t is the lattice size in the tim e direction, as 
shown in Fig. 5 (b). As we discussed above, a tim e directed line on the lattice 
represents a color charge source (or a quark), thus one can show th a t the 
expectation value of P ( x ) is associated with the free energy Fq of an isolated 
quark q in the limit of infinite volume[23],
< P(x)  > ~  e~LtF\  (2.28)
where L t =  N ta is the tem poral size of the lattice in physical units.
For two Polyakov loops P ( 0) and P(r),  the correlation of them , < 
P(0)P'*’(r) > , is related to the free energy V(r)  of a qq pair,
<  P (0 )P f(r) > ~  e -LtV(f\  (2.29)
where P*(r) is the herm itian conjugate of P (r) , and r is the separation of the 
qq. Usually, V(r)  is identified to be the potential energy of the qq pair.
2.3 T h e  S caling  R e la tio n  a(/3) O f SU(2)  L G T
In LGT physical quantities are calculated in unit of the lattice spacing 
a. To obtain values of physical quantities in physical units one needs to know 
the lattice spacing a in physical units. In S U( N )  LGT there exists a scaling
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relation a(/3) between the lattice spacing a and the lattice coupling constant 
/? =  in the continuum limit (a —> 0)[21],
<* =  + ot~s2))’ <2-30)
with b0 =  an(l bi =  and ^-L is the lattice scaling constant,
which can be determined from experimental data.
This relation was derived from the requirement th a t physical quanti­
ties should approach their physical values in the continuum limit (a —» 0)[21]. 
From the scaling relation a(j3) in Eq. (2.30) one can see that as the lattice 
spacing a —► 0, (3 —► oo. This implies that the coupling constant g —> 0 at 
small length scales for the S U( N )  gauge theory, which agrees with asymptotic 
freedom.
For SU(2)  LGT Eq. (2.30) becomes,
a = AL1( ^ 2P ^ exp( ~ J i ir2P}(1 + ° ( 9 2))- (2-31)
To calculate the lattice scaling constant A f 1, we follow refs. [25, 26] to choose 
a scale such tha t the string tension Ko at zero tem perature (T =  0) in infinite 
volume is given by
=  0.44 Geu, (2.32)
which can be determined from the Regge trajectory[27]. Here we take the string 
tension data from the real world as that of SU(2)  gauge theory for definiteness.
From the data in refs. [24, 25] one can extract the following relation between
the lattice spacing a and the lattice coupling constant /?, as shown in Table 1, 
which is consistant with the similar result in ref. [28]. The values of were 
calculated from the scaling relation in Eq. (2.31) by substituting the values of 
a and /?.
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T ab le  1. The correspondence of the lattice spacing a and the coupling constant 
P for the SU{2)  LGT.













From Table 1 one can see that the values of A^1 changes slowly with 
P in the region, 2.22 < P <  2.5. This implies th a t the perturbative asymptotic 
scaling relation in Eq. (2.31) is not exactly valid in this region. To study the 
non-perturbative physics and obtain the relation a(P) for other P values in this 
region, we use the function in Eq. (2.31) to fit the data of Table 1, with A^1 
considered as a function of p.  For simplicity, we chose a quadratic function to 
fit the A^1 values. The result is,
a(P) =  AZ1(^ ) (^ 7 r2/5)^'ea;p[-^j-7r2/?] =  A l 1(P)f(P),  (2.33)
with
A l ' ( p )  = d i +  d2P +  d3p 2 /m , (2.34)
where the coefficients d\ =  59.37 ±  0.86, d2 =  —5.96 ±  0.39 and d3 =  —3.28 ±
0.17. Using this scaling relation a(P) one can transform the calculated values 
of physical quantities in SU(2)  LGT from the lattice units to physical units.
2.4 T ra n sfe r  M a tr ix  a n d  T e m p e ra tu re s  on  L a ttic e s
The path integral formulation of LGT reveals deep connections be­
tween field theories and statistical mechanics. Starting with the path integral 
formulation one can construct another formulation of LGT, i.e. the transfer
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m atrix formalism[21, 22], which resembles Hamiltonian quantum  mechanics 
and exposes some of the physical properties of LGT quite simply.
For simplicity, let us introduce the transfer m atrix formalism by first 
considering a one-dimensional quantum  mechanical problem, a particle of mass 
m moving in the potential V(r).  In Euclidean space the Lagrangian of this 
particle is
L (x , x )  = l -mx2 + V(x) ,  (2.35)
and the action is
S  = J  dr L( x (t ) , x (t )). (2.36)
In the path integral formalism the path integral corresponding to the partition 
function of the system is
Z =  J[dx(T)]e~s . (2.37)
To calculate the above path integral one makes the tim e axis dis­
crete and consider the total length to be finite (after calculations we then 
take the limit of continnum and infinite length,), that is, one introduces a 
one-dimensional time like lattice of size N t,
rn — na (n = 0 ,1 ,2 , • • •, N t), (2.38)
where a is the lattice spacing, and we assume tha t the lattice has the periodic 
boundary condition, i.e. To = rjvt . Then the action of Eq. (2.36) can be reduced 
to a sum
S  = a J 2  ---- —"\ + V ( x i )  , (2.39)
i=o Lz \  a /
and the partition function of Eq. (2.37) can be written as
2 = J([[dXi)e-s
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=  / a i  dxi) < x Nt\T\xNt- i  > ■ ■ ■ < x \ \T \ xq > , (2.40)
i
with <  x ' \T\x  > =  exp[—^ ( x f — x ) 2 — | ( V ( x ' ) +  V(x))]. The operator T  is 
called the transfer m atrix operator. From the completeness relation of the basis 
states {|a:,- >}, i.e.
/ dxi\xi >< Xi\ — 1, (2-41)
and the periodic boundary condition, |zjvt > =  |^o > , one can rewrite the
partition function of Eq. (2.40) in the compact form,
Z =  j  dxo < x0\Tn \xq >= T r ( T Nt). (2.42)
The key to the transfer m atrix formalism of S U ( N)  LGT in four­
dimensional Euclidean lattices is to note that the plaquettes in the action of 
Eq. (2.11) can be classified into two types, the time-like plaquettes with a link 
along the tim e direction, and the space-like plaquettes without a tim e link. 
The time-like plaquettes are special, we can reorganize the plaquettes in the 
action so tha t the partition function of this theory in Eq. (2.20) can be written 
in the form[22]
z = J  < {t/N.jiTKi/N..,} > n<ww- i ] - <  {Ui}\r\{Uo} > in^o]
=  T r ( T N‘), (2.43)
where {Ui} represents all link variables at a given tim e r,-. In Eq. (2.43) we 
have used the completeness relation and the periodic boundary condiction of 
the basis states | { }  >. Clearly, the transfer m atrix T  evolves the system one 
link in the tim e direction, which is similar to the Hamiltonian operator H  in 
quantum  mechanics.
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Consider a four-dimensional Euclidean lattice of the size Nt x N x x 
Ny  x Nz , if one chooses the direction of N t to be the tim e direction, then one 
can write the transfer m atrix T  in this direction as[19], T  =  T ( N X, N y, N z).
with the eigenvalue An =  e-m", and the eigenstate \n > (n > 0), the state |0 > 
denotes the vacuum. Where m n is the energy difference between the eigenstate 
|n > and the vacuum, then one has, A0 =  1.
W ith the definition of transfer m atrix T  we can rewrite the partition 
function Z  of Eq. (2.43) as
tistical mechanics, one can see that the quantity l / ( N ta) plays the role of the 
tem perature. More strictly one can show tha t in LGT the tem perature T  is 
related to the inverse tem poral size of the lattice[29], i.e.
And the eigenstates and eigenvalues of T  are defined by means of
T \ n  > =  An |re > , (2.44)
Z =  T r ( T Nt) = J 2 e ~ mnaNt (2.45)
n
and the expectation of a physical quantity <  H  > in Eq. (2.21) becomes
< H  >= Z ~ l < n \H \n > e~mnaNt (2.46)
n
Comparing this equation with the expectation of a physical quantity in sta-
(2.47)
with N t to be temporal size of the lattice, if the spacial sizes of the lattice 
Nx, N y, N z are all large compared to N t.
CHAPTER 3
CALCULATION M ETHO DS A N D  NUM ERICAL RESULTS
In this chapter we shall discuss the calculation methods in LGT, and 
describe our measurements and present the raw data.
3.1 Calculation M ethods of LGT
To perform a numerical study of the SU (N)  LGT, we choose a four­
dimensional Euclidean lattice of the size, N t x N x x N y x N z. As we discussed 
before the fundam ental degree of freedom is the link variable. The configuration 
of the lattice system is determined by the values of each link. Since the lattice 
is finite, we impose boundary conditions, usually, periodic boundary conditions 
are applied. However, for convenience in programming we choose our lattices 
with helical boundary conditions[30]. We characterize the lattice sites by a set 
of integer coordinates (x,y,z, t),  which correspond to N x, N y, iVz, N t respectively. 
Then the helical boundary conditions implies that if we start along the N x 
direction, after going through N x sites, say, the link UX(NX + 1 ,1 ,1 ,1) is equal 
to the link Ux( l , 2 , 1,1)), but not t / ^ l ,  1 ,1 ,1)) as it is for periodic boundary 
conditions. Similar results hold for other links. W ith this boundary condition 
a site at the integer coordinates (x,y ,z , t ) can be uniquely associated with the 
integer,
j  =  x + N x((y -  1) +  Ny( ( z  -  1) +  N , ( t  -  1))). (3.1)
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To update the lattice configuration, the links in any given direction 
were updated in a checkerboard style. In order to get a four-dimensional 
“checkerboard” three dimensions must be of odd sizes, and the fourth even. 
All links emanating in a positive direction from odd sites are updated first 
followed by those from even sites[30]. We chose N x, N y, N z odd, and N t even. 
The lattice is truely periodic only in the N t direction. We use the Metropo­
lis algorithm alternated with the over-relaxation algorithm to update lattice 
configurations. The details of these algorithms will be discussed in Appendix 
A.
The lattice system is a statistical system. Before we make measure­
ments, we must thermalize this system. The expectation of a quantity H  in 
LGT, such as that in Eq. (2.21), can be calculated by the lattice average. That 
is, in a particular thermalized configuration we make one measurement, say H\,  
then we update the lattice configuration with a number of sweeps and make 
another measurement, H 2 . By repeating this process many times (e.g. N m) we 
can obtain the lattice average,
I N m
> = « - ! > ■ •  (3-2)
i= l
The statistical error of this measurement can be calculated as
A H  = / <  p  (3 .3 )
* 7 7 1
where <  H 2 > can be calculated in the same manner as <  H  > in Eq. (3.2).
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3.2 Numerical Results
In our study of the SU(2) LGT we used the standard Wilson action 
defined in Eq. (2.11), i.e.
S(U)  = / J £ ( l  -  \ t v Uf ), (3.4)
P L
where /? =  4/ g2 with g to be the lattice coupling constant, and Up is the 
plaquette variable defined in Eq. (2.10).
To study the finite tem perature phase transition and the physics in 
finite volumes at zero tem perature (which will be explained in detail in next 
Chapter), we follow ref.[19] to choose our lattices of the geometry N t • N% • iVz, 
with N t <  N s <C Nz. In our measurements we choose N t = 4 and 6, N s = 
5 ,7 ,9 ,11, and Nz =  65 in most cases, N z =  37 in a few cases with N t = 6. The 
lattice coupling constant /3 is in the range 2.25 < ft <  2.40 for Nt =  4, and 
2.30 <  j3 <  2.50 for N t = 6. We updated the lattice configurations by using 
the standard Metropolis algorithm alternated with overrelaxation methods. 
We typically thermalized the lattice configurations for 4000 sweeps, and made 
one measurement every 10 sweeps. The total number of measurements for each 
data set is about 2000. The actual number may vary by a small amount in each 
case. Table 2 gives an overview of the typical statistics of our measurements, 
which were performed on the lattice 4 x l l 2 x 65. The label ‘ovr’ in the table 
represents the overrelaxation updating, and ‘m et’ means Metropolis updating, 
‘m hit’ means using m ultihit techniques, N therm is the number of sweeps dropped 
for thermalization, Nbtw is the number of sweeps between two measurements, 
Nmea. means the number of total measurements. All calculations were done 
on LSU’s IBM 3090 mainframe. In the following we proceed to discuss our 
measurements on lattices and present some raw data.
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T ab le  2: The statistics of data on the lattice 4 • l l 2 • 65.
4- l l 2 -65
mhi t Ntherm Nbtw N1 ymea.
2.25 N 2000 ovr, 2000 met 2 ovr, 2 met 2100
2.25 Y 10000 ovr, 10000 met 5 ovr, 5 met 1800
2.28 N 1800 ovr, 1800 met 2 ovr, 2 met 1900
2.28 Y 5600 ovr, 5600 met 5 ovr, 5 met 2080
2.29 N 2000 ovr, 2000 met 2 ovr, 2 met 2300
2.29 Y 6600 ovr, 6600 met 5 ovr, 5 met 2000
2.30 N 2000 ovr, 2000 met 2 ovr, 2 met 2200
2.30 Y 6000 ovr, 6000 met 5 ovr, 5 met 2000
2.34 N 2000 ovr, 2000 met 2 ovr, 2 met 2300
2.34 Y 6000 ovr, 6000 met 5 ovr, 5 met 2000
2.36 N 2000 ovr, 2000 met 2 ovr, 2 met 2300
2.36 Y 6600 ovr, 6600 met 5 ovr, 5 met 2000
2.40 N 1800 ovr, 1800 met 2 ovr, 2 met 2200
2.40 Y 6400 ovr, 6400 met 5 ovr, 5 met 2000
(1). T h e  O rd e r  P a ra m e te r  < |P | >
On each lattice we measured the expectation of the modulus of the 
Polyakov loop < |P | > , which plays the role of the order param eter for the 
finite tem perature phase transition on lattices[13, 23], where P  is closed in the 
time direction, as defined in Eq. (2.27). We shall discuss this further in the 
next chapter. In Table 3 we show the measured values of <  |P | >  on lattices 
4 • 92 • 65, 4 • l l 2 • 65, 6 • 72 • 65 and 6 • l l 2 • 37. Here all data were measured by 
using m ultihit techniques.
(2 ). T h e  C o rre la tio n  < P (0 )P t(z ) > an d  S tr in g  T ension  k
We also measured the correlation function < P (0 )P t(z ) > , which 
enables us to study the qq potential V(r)  at various tem peratures. In the
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T ab le  3. The measured values of <  |P | > on lattices 4 • 92 • 65, 4 • l l 2 • 65, 
6 • 72 • 65 and 6 • l l 2 • 37.
N t =  4 4 • 92 • 65 4 ■ l l 2 • 65 N t = 6 6 • 72 • 65 6- l l 2 -37









































measurements we chose the correlation along the longest extent of the lattice, 
N z.
As we mentioned in Chap. 1, in the confined phase the potential V ( r )
of a qq pair is linear. The proportionality constant is the string tension /c,
which can be extracted from the correlation, <  P ( 0 ) P \ z )  > , as follows[19],
<  P( 0) Pj (z) >c= const.(e~LtKZ +  (3 .5 )
where on the L.H.S. of this equation the connected correlation <  P(0)P^(z)  >c 
is defined as, < P(0)P^(z)  > — < P  > 2. So the dependence on the coordinates 
t , x , y  can be suppressed, and one can extract the effective string tension. On 
the R.H.S. the new term  e- L‘K(L*~z) accounts for the finite size effects along 
the correlation direction N z, where L z = N za.
From Eq. (3.5) we can calculate the string tension k from the mea­
sured correlations < P(0).Pt(2) > c. In fact, one can obtain a string tension 
data  at each separation z , as 2  is large enough. Table 4 gives an example of the 
measured data for various separations z. To get an estim ate of the asymptotic
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T ab le  4. The raw string tension data k extracted from the correlation < 
P(0)P^(z)  >c at different distance 2 , they were measured on the lattice 4-112-65 
with =  2.25.










string tension (z —> oo), we need to choose a data at appropriately large z, 
because as 2  becomes too large the data have very large uncertainties.
We find the measured string tension data are consistent within errors 
over a “relevant distance” range. Usually, the end of this range can be deter­
mined as following[19], if the data at a distance 2  is larger than its preceding 
one, i.e. the data at the distance 2  — 1, then 2  — 1 is a natural choice of the 
last relevant distance. For example, in Table 4 the last relevant distance is 8a. 
The reason for such a choice is that the increase of data at large distances is in 
contradiction with general principles and here reflects that the inaccuracy of 
the data has become larger than the correction effects we would like to see. We 
then choose one of the first string tension data (and its error bar) in the “rele­
vant distance” range as estim ate of the asymptotic string tension k ( 2  —> 0 0 ). 
In this range we usually choose the data with relatively small error bar. For 
instance, from Table 4 we extract the asymptotic string tension to be, y/tca 
=0.313 (32), on the lattice 4 • l l 2 • 65 with /3 =  2.25.
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T ab le  5. The string tension data k measured in lattice units on lattices of the 
size 4 • 92 • 65, 4 • l l 2 • 65, 6 • 72 • 65 and 6 • l l 2 • 37.
N t =  4 4 • 92 • 65 4- l l 2 -65 N t =  6 6 • 72 • 65 6- l l 2 -37

























In Table 5 we list the extracted asymptotic string tension data k 
measured in lattice units on lattices of the size 4 • 92 • 65, 4 • l l 2 • 65, 6 • 72 • 65 
and 6 • l l 2 • 37. Again the m ultihit techniques were used.
In this table some string tension data were measured in the transition 
region, e.g. f3 = 2.30 for (Nt =  4) (we shall explain this further in Chapter 4,), 
in this case we assume Eq. (3.5) is still valid. Since our lattices have the 
geometry, N z >  N s >  jVf, we find that finite size effects are small as N s/ N t > 2 
in the limit of N z —► oo. The detailed analysis of finite size effects is presented 
in Chapter 5. The results also agree with those of refs. [19, 31]. Therefore, we 
expect that the data measured on lattices 4-92 -65 and 4- l l 2 -65 can be viewed 
as the string tension in the large volume limit. However, the data from the 
lattice 6 • 72 • 65 might have some large finite size effects because Na =  7 is not 
large enough (for Nt — 6). For data measured on the lattice 6 • l l 2 • 37 the 
transverse size Afs =  11 may be large enough, but some large finite size effects 
may arise due to the relatively small N z (i.e. N z =  37). In the next Chapter 
we will discuss these finite size effects further.
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(3). qq F lu x  D is tr ib u tio n s




\< P( 0) P^( r) D^  >
< > (3.6)L < P (0 )P t(r)  >
where the Polyakov loop P{r)  is defined in Eq. (2.27), with N t chosen to be 
the tim e direction. In this case the Polyakov loops P  and P t represent the qq 
sources. The plaquetteis, | Tr(Up ), with Up defined in Eq. (2.10), which
plays the role of a ‘test charge’. The plaquette has 6 different orientations, 
(#*, */)=(2,3), (1,3), (1,2), (1,4), (2,4), (3,4).
Using Eq. (2.16) in the continuum limit (a —► 0), the plaquette
becomes,
□ M„(x,0) =  ^ t rUP(x,  0),
M i ( 2  -  i a V r H C l ) .
«  1(2 - [ a V B O 2), (3-7)
where F are the color components of the field strangth tensor, F ^ ,  defined 
in Eq. (2.2) with the color index i =  1,2,3 for SU( 2). Therefore, Eq. (3.6) 
becomes,
- \ <  E ( ^ ; j 2 ■ (3-s)
with vac representing the vacuum. The R.H.S. of this equation is just the 
energy density of the color field F ^  for the qq sources relative to the vacuum.
To decrease statistical noise and save CPU tim e three enhancements 
of the measurements were used in our calculations.
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The first enhancement is that we measure the quantity [32] 
r<  P (0 )P t( f )n ^ (x )  >  -  < P ( 0 ) P ' ( f ) a ^ ( x R) >-
(3.9)
< P (0 )P t(r)  >
as the flux distribution instead of Eq. (3.6), where the reference point x r  was 
chosen to be far from the qq sources. This replacement does not change the 
measured average due to the cluster decomposition theorem [32]. Nevertheless 
the main fluctuations of the quantity P P ^ d , which are caused by the P P 1' 
itself, cancel when the difference in Eq. (3.9) is computed configuration by 
configuration.
The second enhancement is to use the m ultihit technique [32] to im­
prove the statistical accuracy. That is, we make the replacement for Polyakov 
loops in Eq. (3.9),
i N t
P ( ? ) ^ P ( ? )  = - T r Y [ U t(r,T),  (3.10)
Z  T = 1
where Ut(r, r )  is given by
f  Ut exp[/3tr(UtXt + h.c.)]dUt
Ut =
f  exp[/3tr(UtXt + h.c.)]dUt
-  x‘Mwr (3 ' u )
with X \  to be the neighborhood of Ut, i.e. UtX\ = the sum extends over
all plaquettes containing Ut• And A =  yJdet(Xt), I\ and I 2 are the modified 
Bessel functions.
The third enhancement was to use the vectorized fast Fourier transforms[33] 
in order to compute the convolutions implied by Eq. (3.9). In this way we have 
reduced the measurement tim e which was the major fraction of the required 
C P U  time.
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The six components of f  in Eq. (3.9) correspond to the components
■■♦ *■#
of the chromo-electric and chromo-magnetic fields (£,B)  in Minkowski space,
i.e.
■fe -  < EW )2 >= >,
-  - \ < E ( e j ) a > =  < B\ >,
/12  - ■  <  E ( B s ) 2 > =  ~\ < Bl > ,
/)4  -*  2 ] C ( ^ i) 2 > =  2 <  '
i
h i  —* 2 < > =  2 <  ^  > ’
^  -  j  < B ? ) ) 2 > =  J < %  >  ■ (3-i2)
with i — 1 ,2 ,3  for 57/(2).
The total electric and magnetic energy densities are defined as
p,i =  j  < £ 2 > =  | [ <  £} > +  < S i > + < >],
pm.  =  t < 8 2 > = i [ < S ; >  +  < B 2 > +  < B 32 >]- (3.13)
In the following we will concentrate on studying the total energy and action
densities p$ and p a , which are the combinations of pei and pma, The total
energy density is
P E  — Pel T  P m a i  ( ' ^ ■ ^ )
The total action density is
P A  =  Pel P m a • (3.15)
We measured the flux distributions f  on various lattices, which cover
the regions of both confined and unconfined phases. In Chapter 5 we will
present the analysis our flux data.
CHAPTER 4
FINITE TEM PER ATUR E PH A SE TR A N SITIO N
In this chapter we shall review some propertities of the finite tem ­
perature phase transition for the SU (2) gauge theory. Then we discuss some 
results of our data.
4.1 Basic Theory
The finite tem perature physics of SU (N )  gauge theory can be studied 
very conveniently on the lattice. On a four-dimensional Euclidean lattice of 
the size, N t • N ■ N z, the tem perature T  is related to the tem poral extent of the 
lattice, as we described in Section 2.4. If one chooses N t as the tim e direction, 
then the tem perature can be defined by Eq. (2.47), i.e.
T = b  ( 4 a )
where a is the lattice spacing, which is a function of the lattice coupling con­
stant /?.
It is known for pure S U (N)  gauge theory that the expectation value 
of the Polyakov loop < P  > plays the role of an order param eter [13] for the 
finite tem perature phase transition. Here the Polyakov loop P  is closed in the 




in the confined phase, T  < Tc, < P  >  =  0; 
in the unconfined phase, T  >  Tc, < P  > ^  0; 
because of the spontaneous breaking of the global Zjy sym m etry[23], where Tc 
is the transition tem perature. The global Zjy symmetry can be described as 
follows. Under the transformation of the Polyakov loop,
P ( f )  -> eiM /N P{r),  (4.2)
the action of the S U (N )  gauge theory is invariant. Here el27Tk/N is an element
of the Zn  group, with k  =  0,1, • • •, N  — 1. This symmetry is spontaneously
broken if <  P  0.
The expectation value < P  >  is associated with the free energy Fq of 
an isolated quark q in the infinite volume limit, as we discussed in section 2 .2 , 
the relation is given by Eq. (2.28), i.e.
| <  P  > | ~  e~LtF\  (4.3)
where L t = N ta, which is the inverse tem perature. Further, the correlation
function < P(0)P*(r) >  is related to the potential energy V(r)  of a qq pair, as
shown in Eq. (2.29), i.e.
<  P (0 )P +(r) > =  const.exp[—LtV(r)\.  (4.4)
In the confined phase, T  < Tc, one expects Eq. (4.4) becomes as 
r —► oo[1 2 ],
lim < P (0)P*(r) >  =  lim const.exp\—L tKr]r —-*oo '  v '  r —► oo
=  < P > 2= 0, (4.5)
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because of <  P  > =  0 in the confined phase, where k is the string tension. 
Eq. (4.5) implies that the qq potential in the confined phase is linear, e.g. 
V(r)  ~  Kr. This causes quark confinement in the confined phase.
In the unconfined phase, T  > Tc, one has th a t for S U (2) gauge theory 
Eq. (4.4) becomes as r  —> oo[12],
3
lim < P ( 0 )P t(r )  >  =  lim const.l 1 +  L t — — exp(-mr)]r —► oo v '  v '  r —*oo L Lj A tTT
«  < P  >  V  0, (4.6)
for <  P  > 7  ̂ 0 in the unconfined phase. Eq. (4.6) implies that the qq potential 
in the unconfined phase is a screened Coulomb potential, e.g. V(r)  ~  
with m - 1  the Debye screening length. To the lowest order of perturbation 
theory one has[1 2 ]
m 2 =  ? 92r 2. (4.7)
Ref. [34] gives a detailed discussion about the qq potential in the unconfined 
phase. We shall not discuss it in the following.
The transition tem perature Tc can be determined by Monte Carlo 
calculations. For SU ( 2 ) one recent result is[35, 36],
f3c = 2.2985 ±  0.0006. (for N t = 4) (4.8)
This transition point j3c was calculated on large lattices (e.g. 4 x 263), on which 
finite size effects are small, the result can be considered to be the transition 
point in the infinite volume limit.
By using the scaling relation in Eqs. (2.33) and (2.34) one can calcu­
late the transition tem perature Tc in physical units from Eqs. (4.1) and (4.8).
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The result is,
T  A-1  =  ^
c L Ntf(/3cy
= 42.11 ±0.06 . (4.9)
This is consistent with the result of ref. [19]. If we substitute the value of 
A i ' i f c )  in Eq. (2.34), we can obtain the transition tem perature Tc in physical 
units,
Tc = 1.487 ±0.140 ( l / /m ) ,  (4.10)
which corresponds to Tc =  293 ±  28 Mev.  This result was calculated in the 
static quark approximation. If we consider the effects of dynamical quarks, 
this result will change[1 0 ].
From the scaling relation a(/3) of Eqs. (2.33) and (2.34) one can also 
estim ate the transition point /?c on lattices of any temporal size Nt for SU(2) 
gauge theory, if we assume the transition tem perature Tc in Eq. (4.9) is inde­
pendent of the lattice size, for example, the estim ated value of /3C for N t = 6  
and 8  are
/% ~  2.42 (for N t = 6 ),
/% ~  2.50 (for N t =  8 ). (4.11)
In the following we proceed to discuss some results in our study of the finite 
tem perature phase transition on lattices.
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4.2 Data Analysis
(1). R esults o f The Order Param eter < |P| >
As we discussed above, the expectation < P  > plays the role of 
an order param eter in the infinite volume limit. However, on a finite lattice 
this quantity is always zero if the computation time is taken to be infinite, 
because the system would flip between two ordered states, and the values of 
the Polyakov loop P  would flip sign after some iterations. Therefore, one 
chooses the expectation value of the modulus of the Polyakov loop < |P | > as 
the “order param eter” on finite lattices[13, 23].
The measured data of < \P\ > are listed in Table 3. We then plotted
< |P | >  versus /3 in Fig. 6, which shows that there is a rapid increase of
< |P | >  at /? w 2.30 for N t — 4, and another rapid increase at (3 «  2.42 for 
N t = 6. This implies that a phase transition occurs at /3C «  2.30 for N t =  4, 
or f3c «  2.42 for N t =  6, in the infinite volume limit. These results agree with 
Eqs. (4.8) and (4.11). For cases of N t =  4 the data measured on the lattice 
4 • 92 • 65 agree very well with those from 4 • l l 2 • 65, both approach the infinite 
volume limit. However, for cases of Nt =  6 the data from the lattice 6 • 72 • 65 
have some discrepencies with the data from 6 • l l 2 • 37. This may be due to 
finite-volume effects, as discussed in ref. [35], because in these cases N 3 (or N z) 
are not large enough to approach the infinite volume limit.
(2). R esults of The Correlation < P(0)P^(z) >
Since the correlation < P(0)P^(z) > is related to the qq potential 





2 .3 2 .4 2 .5 2.6
F ig u re  6 . Monte Carlo data for < |P | >  vs. /?, calculated from lattices of 
size 4 • 92 • 65 (circles), 4 • l l 2 -65 (squares), 6  • 72 • 65 (triangles) and 6  ■ l l 2 • 37 
(diamonds).
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lattice. Some typical results are shown in Figs. 7 and 8. Fig. 7 shows < 
P (0 )P t (r) > versus r in the confined phase, Fig. 7 (a) shows the results in 
a linear plot. Fig. 7 (b) was drawn as a logarithmic plot. Fig. 8 is similar 
to Fig. 7, but in the unconfined phase. From Fig. 7 one can see tha t the 
correlation < P (0 )P t(r)  > —» 0 as r  —► oo, and In < P(0)P^(r) > is linear with 
r. This implies that the qq potential V(r)  is linear in the confined phase, as 
predicted by Eq. (4.5). The slope of the straight lines in Fig. 7 (b) corresponds 
to the string tension k , which shows that the string tension decreases with ft 
(or tem perature). Fig. 8 shows that in the unconfined phase the correlation 
<  P (0 )P t(r)  >y4 0 as r  —> oo, which is consistent with the prediction of 
Eq. (4.6).
(3). Behaviour of k w ith Temperature
The measured string tension data are listed in Table 5, which are 
in lattice units. We can use the scaling relation of of Eqs. (2.33) and (2.34) 
to transform the string tension data from lattice units to physical units. The 
results are shown in Table 6. From this table one can see that the string tension 
k decreases with the tem perature T  (or /?) in the confined phase. If we assume 
that k is a continous function of T  (or /?), one has
/-I /£•
^  < 0 (for T  < Tc),
8 k
< 0 (for $ < 0 e). (4.12)
This behavior is also confirmed by some recent works[37, 38]. In the following 
we proceed to study this behaviour of k in further detail.
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(a) linear y axis
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0 4 8 12 16 20
r / a
F ig u re  7. Monte Carlo da ta  of <  P (0 )P (r)  >  vs. r /a  in the confined phase, 
calculated on the lattice of size 4 • l l 2 • 65 with ft — 2.25 (squares), f3 = 2.28 
(triangles) and /? =  2.29 (diamonds), (a), linear axies, (b). logarithmic y axes 
and linear x axes.
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0 4 8 12 16
F ig u re  8. Monte Carlo data  of < P (0 )P (r)  > vs. r in the unconfined phase, 
calculated on the lattice 4 • 92 • 65 with f3 =  2.36 (squares) and j3 — 2.40 
(triangles), (a), linear axies, (b). logarithmic y axes and linear x  axes.
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Table 6. The string tension data k measured in physical units on lattices of 
the size 4 • 92 • 65, 4 • l l 2 • 65, 6 • 72 • 65 and 6 • l l 2 • 37.
N t = 4 4 • 92 • 65 4- l l 2 -65





















N t = 6 6 • 72 • 65 6- l l 2 -37





















Since the string tension k decreases with the tem perature T  in the 
confined phase and vanishes in the unconfined phase, we expect that in the 
confined phase k approach zero as T  —> Tc. For simplicity, we then use the 
simple function with power behavior to fit the string tension near Tc, tha t is,
k(T) = «0(1 -  (for T  < Tc). (4.13)
J- C
This is a simplified form of the fitting function used in ref. [38]. Here the 
constant k0 corresponds to the string tension k in the limit of zero tem perature 
and infinite volumes, which is given by Eq. (2.32), i.e. k0 «  0.981 G e v / fm .  
The transition tem perature Tc is given by Eq. (4.10) in physical units.
As we discussed in section 3.2, the string tension data measured on 
lattices 6• 72 • 65 and 6■ l l 2 • 37 may have large finite size effects. By viewing the 
data in Table 6 we find that the string tension data from the lattice 6 • 72 • 65 are 
consistent with the data from lattices 4 • 92 • 65 and 4 • l l 2 • 65, on which finite 
size effects can be neglected[39]. However, data from the lattice 6 • l l 2 • 37 have
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large discrepancies from the above data. This shows that finite size effects on 
string tension data are sensitive to the longitudinal size Nz, but not as much 
to the transverse size N s.
We then use the string tension data from lattices of small finite size 
effects (i.e. 4 • l l 2 • 65 and 6 • 72 • 65), to fit the function in Eq. (4.13). The only 
fitting param eter is the exponential index a, the best fit result is,
a  =  0.35 ±  0.04. (4.14)
Fig. 9 shows this fitting function and the measured string tension data of small 
finite size effects. In this figure one can see tha t a few data point very close 
to the transition point Tc have large discrepancies from the fitting function, 
because fluctuations are large in the transition region. We then excluded these 
data at, T  «  1.48 (1/fm ), from our fitting process. Also all other data above 
Tc were excluded because they would correspond to complex values for the 
fitting function. Below the transition region our data agree very well with the 
conjectured behavior in Eq. (4.13).
To get the relation between k and (3 with fixed N t, we also fit the 
string tension data with the following function similar to Eq. (4.13),
k(P) = k0{1 -  — )s (for j3 < fic). (4.15)
Pc
We then choose the transition point f$c =  2.2985 ±  0.0006 for Nt = 4 from 
Eq. (4.8), and /3C =  2.42 ±  0.01 for N t =  6 from Eq. (4.11). We find that the 
best fit for the exponential index 6 in Eq. (4.15) is
6 = 0.22 ±  0.03 (for N t =  4),






1.4 1.60.8 1.0 1.2
T ( 1 / f m )
F ig u re  9. The plot of k  v s . T  near the transition point Tc. The data were 
calculated on lattices, 4 • 92 • 65 (circles), 4 • l l 2 • 65 (squares) and 6 • 72 • 65 
(triangles). The solid line is the fitting function in Eq. (4.12) with a  =  0.35 ±
0.04. The string tension k is in the physical unit G e v / f m .
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In Fig. 10 we plot the fitting function of Eq. (4.15) and our measured string 
tension data for N t =  4. In this fugure the two data measured at /3 = 2.30 were 
excluded from fitting, which are just above the transition point, (3C = 2.2985. 
Again the data  agree well with the fitting function. In Chapter 6 we shall use 






2 .2 42.20 2 .2 8 2 .3 2
F ig u re  10. k  v s . /? for iV* =  4, the transition point /3C ~  2.2985. The data 
were calculated on lattices, 4 • 92 • 65 (squares), 4 • l l 2 • 65 (triangles). The 
solid line is the fitting function in Eq. (4.14) with 8 — 0.22 ±  0.03. The string 
tension k is in the physical unit G e v / f m .
CHAPTER 5
FLUX D ISTR IBU TIO N S
5.1 M otivations
As we discussed in Chapter 1, there are two complementary ways to 
obtain approximate solutions of strong coupling QCD. One is to take 3-space 
to be a finite volume torus and obtain semi-analytic solutions[14, 15, 17] of 
an effective Hamiltonian. The second is via lattice simulations. Confinement 
can be studied by each method in limited domains. In small physical volumes 
the fields are very rigid and the problem can be treated using a variational 
method applied to a small number of dynamical variables. In this domain the 
string tension is found to be zero. This result is consistent with asymptotic 
freedom since only short wavelength modes occur. At interm ediate volumes 
there is a clear signal for string tension and further that it is a consequence of 
a tunneling amplitude between the vacua that are degenerate for small volumes. 
In this domain, lattice methods are also accessible and are in good agreement 
for quantities such as glueball masses and string tension. Lattice calculations 
can take over to study larger volumes where semi-analytic methods become 
prohibitive.
The existence of string tension in finite volumes does not imply con­
finement. Clearly if the volume is not large enough to allow the fields to spread 
out, the finite box itself may be responsible for the linearly rising potential en­
ergy between quarks. Global studies have left open the question of the volume
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at which intrinsic confinement takes over[19]. In this Chapter we look at a local 
quantity, the flux tube profile between static quarks as a function of physical 
volume in SU(2) lattice gauge theory in order to elucidate this question.
M. Liischer studied QCD in a small box, zg < 1, with periodic bound­
ary conditions, where the param eter zg is defined in Eq. (1.4). He derived a 
low-energy effective Hamiltonian for SU(N) gauge theory in small volumes[14] 
(i.e. zg <  1). Subsequently the lowest energy levels of SU(2)[15] and SU(3)[16] 
gauge theories in small volumes were computed by using this Hamiltonian, 
van Baal and Koller then found that the crucial tunneling between degener­
ate vacua can be obtained by imposing appropriate nonperturbative boundary 
conditions on the Raleigh-Ritz trial wave functions[17]. They extended the 
calculation of the SU(2) glueball masses up to zg «  5.0.
Berg and Billoire[19] carried out a thorough study of glueball masses, 
electric flux states, and string tension for intermediate volumes (i.e. 1 <  zg < 5) 
on lattices. They provided a detailed comparison between their numerical 
results and the analytic results of van Baal and Koller. They chose lattice sizes 
N t x N? x N z, with
Nt < N s <  N z. (5.1)
By identifying N z to be the tim e extent, one can simulate the zero tem perature
finite volume, N tN ]a3, field theory. As we discussed in Sec. 2.4, in this case
the tem perature can be defined as
Tb  =  - t ) - ,  (5.2)N za
where Tb is called box temperature in ref. [19].
Physically, the choice of the tim e direction is related to interpreting 
Polyakov loop correlations as the qq potential; then the tim e direction is the
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one in which the Polyakov loop closes. In our study we follow Berg and Bil- 
loire to choose Polyakov loops closed in the N t direction and their correlations 
measured along the N z direction. Then the physical temperature is defined to 
be
T> = W a  (5 -3)
where Tp is same as the definition of T  in Eqs. (2.47) and (4.1). In the following 
we shall keep using the physical tem perature (Tp) interpretation, so we shall 
drop the subscript p, i.e. T  = Tp. In the last section of this chapter we shall 
relate this to the box tem perature ( T b ) interpretation.
After a complete study in the interm ediate volume region (1 < zg < 
5), Berg and Billoire concluded tha t they did not find evidence for string forma­
tion in this region, but it is expected to occur in larger volumes. The question 
is how to understand the string tension measured in intermediate volumes. Is 
the string tension just due to finite size effects? Since the string tension was 
calculated from correlations of Polyakov loops closed in the N t direction, this 
can be considered as measuring the potential energy of a qq pair in a long 
rectangular box, with the volume V — N%Nza3 and at the finite tem perature 
T  = l / N ta , as shown in Fig. 11. As we know, at high tem peratures, T  > Tc, 
where Tc is the deconfining tem perature, the qq is unconfined in the infinite 
volume limit (AT,, N z —* oo ). However, as the transverse size N s is made small,
i.e. r / N sa > 1, one expects the side walls of the box would squeeze the flux 
lines of the qq pair to form a tube although there is no intrinsic string formation 
in this case, as displayed in Fig. 11. In the following we will present our studies 






F ig u re  11. The qq color sources in a long rectangular box. The flux lines 
between the qq pair are confined by side walls and have a flux tube form.
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5.2 F lux D istributions at F inite Tem peratures
By calculating the quantity f '  in Eq. (3.9) we measured the qq flux 
distributions on lattices N t • N s2 ■ N z with N t =  4, N a =  5, 7, 9 and 11, and 
N e =  65. We then transformed the flux data from lattice units to physical 
units by using the scaling relation of Eqs. (2.33) and (2.34). As we discussed 
in Chapter 4, SU (2) gauge theory has a deconfining phase transition at the 
critical point, (3C «  2.30 for N t =  4, in the infinite volume limit, i.e. N s, 
N z —> oo. For /3 <  /3C, the system is in the confined phase, otherwise, it is in 
the unconfined phase.
Since our lattices satisfy, N z >> N t, N s, as N s/ N t gets large, we expect 
the system to approach the infinite volume limit and one should see the two 
phases. However, for N a small, that is, N a satisfying the condition,
N s ~  N t, and N sa /r  < 1, (5-4)
the qq pair is in a finite box and one expects finite volume effects to be large. 
In the following we will study the flux distributions with /3 >  f3c and f3 <  f3c in 
various spacial volumes respectively.
(1). Flux D istributions w ith /3 >  /3C
In this case the qq system approaches the unconfined phase as the 
volume becomes large (Ns —> oo), we expect that there is no string formation. 
However, for a small volume one expects finite volume effects to be large.
In Fig. 12 we show some typical results of the energy density pE 
distributions in the region of /? > /3C (j3 =  2.40), where ps  is defined in Eq. (3.9). 
They are the flux distributions on the transverse plane midway between the qq 
sources with fixed separation r =  4a, and they were measured on lattices of 4
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different spatial sizes N s=5 , 7, 9, 11. For N s small (i.e. N s=5, 7) the transverse 
plane is the whole lattice. For large N s (Ns=9, 11) the data are truncated on 
the margins. The signal is lost in the noise beyond the region shown.
From Fig. 12 we can compare the flux distributions in boxes of differ­
ent transverse size N s. One can clearly see for N s small the flux density pe  at 
the edges of each plane have large values, as shown in Figs. 12 (a) and 12 (b). 
This implies tha t finite volume effects are significant when N s is small because 
in small volumes flux lines of the qq sources would be squeezed dramatically 
by side walls of the box, so the values of pe at edges are large in this case. 
As we increase the transverse size N s finite volume effects become smaller, the 
flux density p e  at edges decrease rapidly to zero, as shown in Figs. 12 (c) and 
12 (d).
Here we want to emphasize that the values of p e  at the edges of each 
plane are not due to the reference point in Eq. (3.9). In our flux measurement 
we choose the reference point x r  far from the qq sources, and we find the 
reference value < F (0 )P t ( r ) n MI/(sfl) >  in Eq. (3.9) is consistent with the 
product < P (0 )P t(f)  > <  > within errors.
In Table 7 we list the typical values of flux densities p s , P a  at edges 
of each plane in Fig. 12 and their corresponding errors. From this table one 
can explicitly see that the values pe and pa at edges decrease rapidly with N s, 
as we observed from Fig. 12. However, we also notice that even in cases of 
large N s (i.e. N s= 9, 11) the values of pA shown are non-zero within errors. 
This may be caused by a number of factors. The edge of the plane is not 
the boundary of the lattice for cases of N 3= 9, 11, the flux values may in fact 
vanish on the boundary of the lattice, but we did not calculate them there for
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(a). 4.5Z.65, r=4a (b). 4.7Z.65, r=4a
F ig u re  12. The energy density ps  flux distributions in the region of (3 >  /3C. 
The flux data were measured on lattices 4 • N% • 65 with j3 = 2.40 for various 
spatial sizes, (a) N s = 5, (b) N s — 7, (c) N s =  9, and (d) N s =  1 1 . The data 
are in the physical unit G e v / f m 3.
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T ab le  7. The typical measured flux density values (errors) of pe and pa in the 
region of /3 > (3C on the edges of the transverse plane midway between the qq, 
as shown in Fig. 5.2. The flux data are in the physical unit G e v / f m 3.
4 • N% • 65
r  =  4a N s 5 7 9 1 1
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0.31 (17) 
1 . 0  (2 )
practical reasons. Also N s is perhaps not large enough (even for N a = 11), 
so there are still some small finite volume effects. Finally our error bars were 
only calculated from statistical error, the actual errors may be larger due to 
systematic errors.
To see the behavior of the flux distributions changing with the qq 
separation r, in Fig. 13 we show the pa distribution on the transverse plane for 
4 different separations, r =  3a, 4a, 5a and 6 a. The flux data were measured 
on the lattice 4 • 52 • 65 with /? =  2.40. From this figure one can see the peak 
values of pA decrease rapidly with the increase of r. At large r  (i.e. r  =  6 a) the 
peak of pa almost vanishes, the flux density on the plane approaches a uniform 
distribution.
We then calculated the center slice energy cte and action <7,4 from our 
flux data, which are the energy and action stored in the transverse slice of unit 
thickness midway between the qq pair. The results are shown in Fig. 14. In 
this figure we plot the behaviors of <j e  versus, r  and a a versus, r respectively 
for /? =  2.36. This shows that for N s small cte and <7,4 do not decrease to zero 
as r increases. However, for N s large (e.g. N s — 9, 11), &e and <7,4 decrease 
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(b). 4.5Z.65, r=4a






F ig u re  13. The action density pA flux distributions in the region /? > /3C, with 
the qq separations, (a) r  =  3a, (b) r  =  4a, (c) r  =  5a and (d) r  =  6a. The 
data were measured on lattices 4 • 52 • 65 with /? =  2.40, and in the physical 
















F ig u re  14. The center slice energy <7e and action oyi versus the qq separation 
r in the region of /3 > (3C, (a) cr# vs. r, (b) a a v s . r. The data were measured 
on lattices 4 • _/Vs2 • 65 with (3 = 2.36 for various spatial sizes, N s — 5 (circles), 
N s = 7 (squares), N s = 9 (triangles), N s — 11 (diamonds). The data are in 
the physical unit G e v / fm .
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(2). Analysis Of F inite Volume Effects For Cases ft >  ftc
To see how the finite volume effects influence qq flux distributions in 
a finite box, let us consider an electrostatic charge pair +e, —e enclosed in a 
similar long rectangular box such as that of Fig. 11. The interaction between 
charges is the Coulomb interaction V ( r ) ~  1 /r. As the charge separation r 
becomes very large, i.e. r / N sa —> oo, one can assume th a t the electric field £  
on the middle transverse plane is uniform, and can be written as
s  =  C M 5 ’ (5,5)
where $  is electric flux through the transverse plane, which is a constant for 
the Coulomb interaction, and (N sa) is the transverse size of the box. So the 
total electric field energy on the transverse plane is
= <*£)>■ (5-6)
This shows that at large charge separations the center slice energy (<j e ) c  de­
creases with the behavior (N sa)~2 as the transverse size N s increases, and (<Je ) c  
vanishes as N s —► oo, where the label ‘C’ denotes a Coulomb interaction.
Now let us return to the qq pair in the box with ft > ftc. As we 
discussed in the above section, the system approaches the unconfined phase for 
large N s. In this phase the qq interaction is a screened Coulomb interaction 
V(r)  ~  e-m r/ r  with m  the screening mass[12], as we discussed in Sec. 4.1. 
Then if the qq pair is put in a box such as that in Fig. 11, the flux $  through 
the transverse plane is not a constant, but would decrease with r and N s. So 
we expect that in this case the center slice energy <7g for a qq pair would decay 
faster with N s than (<Je ) c , which has the inverse square behavior, ( cte) c ~ 
(Nba)~2, for r  —► oo. In Fig. 15 we plot our &e data versus the transverse size
64
N s for large qq separation r. Our data are compared with the Coulomb behavior 
(Naa)~2 and for reference purposes the inverse quartic behavior (N sa)~4. The 
data were measured on lattices 4 • N 2 ■ 65 with N s =5, 7, 9, 11 and /? =  2.40.
From Fig. 15 one can see that for large r our (Je  data appear to decay 
faster with N s than the Coulomb behavior (Nsa)~2 as expected. This shows us 
tha t the qq interaction in the unconfined phase at least contains a term  that 
decays faster than the Coulomb interaction, such as the screened Coulomb 
interaction, although the data are not good enough to determine the screening 
mass.
In conclusion, our flux data in the region of /3 > 0C show that in 
the unconfined phase there is no string formation. For a small transverse size 
N s, the finite volume effects are large, the flux lines between a qq would be 
squeezed by side walls of the box significantly. This would result in a finite 
string tension.
(3). Flux D istributions w ith j3 <
For f3 < /3C the qq system approaches the confined phase as the volume 
becomes large (N s —> oo). We expect string formation would occur in this 
phase. To see this we need to study behaviors of the flux distributions as a 
function of the qq separation r.
In Fig. 16 we show the action density pa distribution changing with 
the qq separation r. The flux data were measured on the lattice 4 • l l 2 • 65 
with j3 — 2.25. Since N s is large (Â s= l l )  we deleted the margins of the 
transverse cross section of the lattice, as we did in Fig. 12. This figure should 
be compared with Fig. 13, which is for fi > ftc. One can see Fig. 16 shows
65





Figure 15. The plot of cte in the region of j3 > £c versus the transverse size N s 
at large qq separation r =  6a. The solid line is the Coulomb behavior (N sa)~2, 
the dashed line is the inverse quartic behavior (N sa)~4, both are normalized 
to the data at N g = 5.
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significantly different behavior from Fig. 13. In Fig. 16 the peak values of 
pA on the plane approach a finite value as r becomes large. Even at large r 
(i.e. r  =  6a) this peak still exists. However, in Fig. 13 the peak of the pa 
distribution almost disappears at r  =  6a. So the flux distribution in Fig. 16 
implies that intrinsic string formation occurs in the region of /3 < (3C. This 
string formation is not due to finite volume effects because these effects are 
small at large volumes (i.e. Nb=9, 11), as we discussed in Fig. 12 and Table 7.
We also calculated the center slice energy and action ae , &a from our 
flux data in the region j3 < /?c. If string formation occurs in the confined phase, 
for N a large both <7# and a a should approach some finite non-zero constants 
when r —► oo. In Fig. 17 we plot the behaviors of cr# versus, r and a a versus, 
r  respectively for j3 = 2.28. The data were measured on lattices of various 
spatial sizes Nb=5, 7, 9, 11. From this figure one can see that in all cases <je  
and cr a do not decrease with r. For each fixed N s the values of erg and a a are 
almost constant as r  increases. Further, for large N s (Ns = 9 ,11), where finite 
volume effects are small, both ue and a a keep as finite non-zero constants as r 
becomes large. This behavior is totally different from that of Fig. 14, which is 
in the region of (3 > (3C. So Fig. 17 also implies that string formation occurs. In 
this figure we also notice th a t fluctuations of the data are large compared to the 
unconfined data. This is a typical behavior because confinement corresponds 
to disorder.
In conclusion, our flux data in the region of j3 < /3C provide evidence 
for intrinsic string formation in the confined phase. This string formation is 
not due to finite volume effects because these effects are small as the volume 
becomes large (i.e. N s =  9,11).
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(a). 4.1 l z.65, r=3a (b). 4 .lT .65, r=4a
Figure 16. The action density p^ flux distributions in the region of f3 < /3C 
for various separations (a) r =  3a, (b) r  =  4a, (c) r  =  5a and (d) r  =  6a. The 
flux data were measured on lattices 4 • l l 2 • 65 with /3 =  2.25, and measured in 
the physical unit G e v / f m 3.
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Figure 17. The center slice energy <te and action a a versus the qq separation 
r in the region of 0  < f3c, (a) er# vs. r, (b) a a v s . r. The data  were measured 
on lattices 4 • N% • 65 with /? =  2.28 for various spatial size, N„ =  5 (circles), 
Ng =  7 (squares), N 3 =  9 (triangles), N s =  11 (diamonds); and are in the 
physical unit G e v / f m .
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5.3 Im plem entation to F inite Volumes
As we discussed in section 5.1, we have two ways to interpret the LGT 
calculations. One way is to identify the shortest extent N t of lattices to be the 
temporal size. This is a convenient way to study the LGT system. In previous 
sections we have discussed our flux data in this way. However, to compare with 
analytical results in finite volumes at zero tem peratures, one can use another 
way to interpret LGT results, that is, the longest extent N z of lattices is chosen 
as the tim e direction, so th a t the tem perature is as low as possible. In this 
case Polyakov loops closed in the N t (or N s) direction are no longer viewed 
as quark sources, they are considered to be spatial operators. Quantities such 
as, the glueball mass and string tension, can be calculated from Polyakov loop 
correlations along the tim e direction (N z). No m atter which way we choose, 
quantities calculated in LGT are the same, the m athem atics of the two ways 
are equivalent. In this section we shall look at the system in terms of this 
second interpretation, and reinterpret the results of previous sections.
If we choose N z as the tim e direction, we are studying SU(2)  gauge 
theory in the volume U =  N t ■ • a3 at near zero tem perature Tg = 1/Nza
because N z is large. According to ’t Hooft[40] the color field flux in a finite 
volume is quantizied. For a unit of flux along the N t direction in the volume 
U the flux energy can be written as
E\  =  KNta. (5.7)
where the string tension k can also be measured from Eq. (3.5) in LGT[19]. 
For convenience, instead of zg = m(0+)Nga, as defined in Eq. (1.4) we shall 
use another param eter, zK =  y/HL =  a/kA^o, to characterize the physical size 
of the volume, where k corresponds to Kt of ref.[19]. J. Roller and P. van Baal
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Table 8: The correspondence of the two parameters zg and zK.
small volume interm ediate volume large volume
Zg <  1
zK <  0.24
1 < Zg < 5 
0.24 < zK < 1.3
Zg > 5
zK > 1 .3
used zg in their analytical calculations[17], so that they could easily compare 
with the Monte Carlo results of LGT. B.A. Berg and A.H. Billoire used both 
zg and zK param eters and other z param eters in analyses of their Monte Carlo 
data for convenience[19]. The param eter zK is equivalent to zg. For example, 
from the data of ref.[19] one can see that zg «  1 corresponds to zK «  0.24, and 
zg «  5 corresponds to zK «  1.3. In Table 8 we show the correspondence of zg 
and 2 *.
(1). R esults in Interm ediate Volumes (0.24 < zK <  1.3)
In this part we will show tha t our lattices with /? >  /?c belong to the 
interm ediate volume region. Since in this region our string tension data have 
large error bars, we just simply use the string tension data of ref.[19] to show 
that our lattices with f) > J3C satisfy 0.24 < zK < 1.3. The data of ref.[19] are 
given in Table 9, which have high statistical accuracies.
From Table 9 we can see the values of string tension y/Ha and the 
param eter zK decrease with the increase of N s and /?. Our flux data were 
measured on lattices of the size 4 • N* • 65 with N a =5, 7, 9, 11 and 0  =  2.36 
and 2.40, which are similar to the lattices in Table 9. We can estim ate our string 
tension and values of zK from Table 9. For example, the estim ated string tension 
for the lattice 4 • 52 ■ 65 with 0  =  2.36 could be interpolated from the string
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Table 9. The values of the string tension data and zK on lattices of size 
4 • N ] • 64 with N s =4, 6, 8 and f3 =  2.36, 2.38 and 2.41. The data are quoted 
from ref. [18].
4 • N? • 64
Ng 4 6 8
/3 =  2.36 y/Ha





















tension measured on lattices 4-iVs2-64 with N s=4, 6 and (3 =  2.36. From Table 9 
one can see th a t for N s=5 the string tension satisfies, 0.1593 <  y/Ha <  0.2475, 
and 0.80 < zK = y/KaNs <  1.24, which is in the interm ediate volume region, 
0.24 < zK < 1.3, as shown in Table 8. By comparing our lattices with Table 9 
in this way, we find that our lattices with f3 =  2.36 and 2.40 for N 3 =5, 7, 
9, 11 are all in the interm ediate volume region, with the “box temperature” 
approaching zero, i.e. Tb —+ 0.
As we discussed in section 5.2, for j3 > (3C there is no intrinsic string 
formation. However, since finite volume effects are large when the transverse 
size N s is small, this results in the observed string tension in these cases. As 
N s becomes larger, finite volume effects becomes smaller, the string tension 
becomes smaller. This is confirmed by Table 9. Since the lattices with f3 > {3C 
in our study all belong to the interm ediate volume region, in these cases we 
find there is no intrinsic string formation, and the string tension is due to 
finite volume effects. In general, we expect that the results apply to the whole 
interm ediate volume region in the zero tem perature limit (Tb —> 0).
72
Table 10. Our string tension data k  and the values of the z K param eter on 
lattices of the size 4 • N% • 65 with N s =5, 7, 9, 11 and /? =  2.25 and 2.28.
4 • N 2S • 65

























(2 ). R e su lts  in  L arge  V o lum es (zK > 1.3)
For ft < /3C we can easily extract the string tension, which is given in 
Table 10. In this table we also show the values of zK for lattices with ft <  ftc. 
One can see that most lattices listed in Table 10 satisfy zK >  1.3, with one 
case in the critical region, zK «  1.3 for ft =  2.28 and N s = 5. From Table 8 
we know tha t lattices satisfying the condition, zK > 1.3, belong to the large 
volume region in the zero tem perature limit ( T b  —> 0). So our lattices with 
ft < ftc, as listed in Table 10, are in this region.
As we discussed in section 5.2, a system with ft <  ftc is in the confined 
phase in the infinite volume limit. In this case we have shown that intrinsic 
string formation occurs. As the transverse size N s is made small (e.g. N s =  5), 
we also observed some finite volume effects, as shown in Fig. 16; however, 
it does not change the nature of qq confinement. We have shown th a t the 
lattices with ft < ftc in our study all belong to the large volume region in the 
zero tem perature limit (Tb —> 0). From our study we have found evidence
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for intrinsic string formation in these cases, which is not due to finite volume 
effects. We expect that the intrinsic string formation occurs in the whole large 
volume region.
CHAPTER 6
M ICHAEL SUM  RULES A N D  FINITE SIZE EFFECTS
As we discusssed in last chapter, we measured the qq flux distributions 
at various tem peratures. The flux energies are related to the potential energy 
V (r) of the qq system by Michael sum rules[20j. To make our discussions 
clear, we shall briefly review the derivation of these sum rules and present our 
supplements and generalizations. Then we compare our flux data with the 
predictions from these sum rules.
6.1 R eview  and Generalizations of M ichael Sum Rules
For a static qq system at the spatial separation r  Michael sum rules 
states that, in the limit of zero tem peratures, infinite volumes and the la t­
tice spacing a —> 0, the electric and magnetic flux energies of a qq system in 
Minkowski space are [20],
M r )  =  E  <  *  > =  - 1 ]  -  -  / l .  (6 .1 )
E U r) =  E j “3 <  B3 > =  \ v ( r ) [ ^  +  1] +  i [ / j |  +  /]■ (6.2)
where the sums extends over the whole space around the qq, V (r) is the qq 
potential energy, and / / a  is the self energy of the qq sources. E ei(r) and E ma(r) 
denote the electric and magnetic parts of the flux energy, <  £ 2 > and < B 2 > 
are given by Eq. (3.13).
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(1). The A ction Sum Rules
To derive Eqs. (6.1) and (6.2), it is convenient to work in the transfer 
m atrix formalism of LGT. We choose the temporal gauge[22], that is, all tem ­
poral links are trivial, Ut(n) = e%9aÂ  =  1. One remark about the temporal 
gauge of a finite lattice is th a t along a tim e axis one can not choose all temporal 
links Ut =  1, because of the restriction tha t Polyakov loop closed in the time 
direction is gauge invariant, which can have values other than the trivial one, 
P(r) = 1. Therefore, on a finite lattice one can choose all temporal links to 
be trivial, except one link on each time axis, which can be chosen far from the 
operators under considerations.
Let’s consider a Wilson loop W  of the temporal size na and the spatial 
size r, as shown in Fig. 18. The tim e directed pathes represent the qq sources, 
the space directed pathes Pr (0) and Pr(n) create and annihilate the color field 
of the qq system from the vacuum. In the temporal gauge the expectation of 
the Wilson loop becomes,
<  W  >=< Pr{0)Pr(n) > , (6.3)
where the expectation is evaluated in the partition function form, as defined 
in Eq. (2.21), i.e.,
/ r f [£ /]e -» s ' ’ '
with /3S' = S,  the action given by Eq. (3.4) for SU (2), i.e. S'  =  23(1 — □), 
with □ defined in Eq. (3.6), the sum is over all plaquettes on the lattice.
Using the transfer m atrix approach[22, 41], as we discussed in sec­
tion 2.4, and assuming a discrete spectrum for the lowest eigenstates of the
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na
F ig u re  18. The Wilson loop W  of the temporal size na and the spatial size r. 
The plaquette Pi is outside the Wilson loop W ,  and the plaquette P2 is inside 
the Wilson loop W.
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transfer m atrix, one can evaluate Eq. (6.3) as
< W  > = ^ t r ( P r (0)T£jPT( n ) T N<~n)




where Tqq is the transfer m atrix projected into the qq sector of the Hilbert space, 
T  is the transfer m atrix without the qq. \ u,r  >  and |fi > are the eigenstates 
of Tgg and T  respectively, and A„(r), Â  are the corresponding eigenvalues, 
with A„(r) =  e-aEv(r) an(j ^  _  e coefficient d^u =< n\Pr \v, r > . In 
the limit of Nt  —► oo, the partition function Z  — Xq‘, and in Eq. (6.5) the 
dominant contributions correspond to fx =  0, that is,
< v r > = ^ 4 „ ( ^ ) " ,  (as JV( —* oo ) (6.6)
If the tem poral size n of the Wilson loop W  is very large (n —» oo), the 
dominant term  in Eq. (5.5) is given by v = 0,
< W > =  dl0( ^ l y  = d2QOe - na^ ~ Eo\  (as N t, n -> oo ) (6.7)
where the energy of the vacuum E 0 is usually chosen to be zero, in the following 
we will take this choice which implies Ao =  1.
Now we consider the (3—derivative of Eq. (6.7), that is,
= - < W S ' >  + < W x S ’ > =  ^ [ * > e - ““EoW]. (6.8)
where we have taken E q =  0, and S'  is defined after Eq. (6.4).
Consider a plaquette D(m) outside the Wilson loop W  in the time 
direction (i.e., 0 < n < m),  e.g., the plaquette P\ in Fig. 18, where we draw a
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plaquette with a tim e extension. In the limit of infinite large n and infinitesimal 
lattice spacing, a —*■ 0, one can neglect the tim e extension of Pi. The contribu­
tion of Pi to the L.H.S. of Eq. (6.8) is < lE n (m ) > — < W  >< □(ra) >. As 
□ (m) is far from W  (i.e. m —n 1 ), one has <  W n ( m )  > ~ <  W  >< D(m) > , 
then the contribution vanishes, <  W D(m) > — < W  > <  D(m) > —> 0. How­
ever, when D(m) is close to W  ( m  «  n ), one expects that this contribution 
does not vanish. Now let us show this explicitly,
<  VEn(ra) >  — <  W  > <  D(m) > ( for 0 < n < m  )
= \ tr (P r (0)T ”Pr (n )T m- nD (m )TNt- m) -  < W  >< D(m) > 
z
Nt~ * / V ( r ) \ "  ( K \ m~n ^  . . .
— > < ^ |D (m ) |0 >
- £ < ( ^ d ) ” < o | ° ( m ) | o > ,  <6-9)
where in the last step we have used Eq. (6.6)
From Eq. (6.9) one can see that as m -  n >  1, the dominant term  of
<  VED(m) > corresponds to  v =  0, which would be cancelled by the product
<  W  >< D(m) > , so one has <  W D(m) > — < W  > <  D(m) > ~  0 as 
m  — n 1.
However, for m  «  n, the term  of u = 0 of the quantity, <  W O [m ) > , 
in Eq. (6.9) is cancelled by the product <  W  >< D(m) >. The major con­
tribution comes from the term  of v — 1. In the limit of n —> oo Eq. (6.9) 
becomes,
< VED(m) > — < W  > <  D(m) > ( for 0 <  n < m  )
»  E * „ ( ^ ) “< . ( ^ ) ” "“ <  l | ° (m ) |0  >
n-+op e~naE0(r)doodoiXim-n <  >  . (6 .10)
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where in the last step we have used the fact that A0 =  1, and the dominant 
term  is fi =  0 as n —► oo. Eq. (6.10) implies tha t when the plaquette □(m) 
is close to the Wilson loop in the tim e direction, it gives a contribution of the 
order e~naE°(r\  because the coefficients d0o, doi and A™~” are of order of unity 
in this case.
Finally for the plaquette □(m) inside the Wilson loop W  in the time 
direction (i.e. 0 <  m  <  n), e.g., the plaquette P2 in Fig. 18, its contribution to 
the L.H.S. of Eq. (6.8) is,
< W n(m ) >  — <  W  >< n (m ) > ( 0 < m  < n  )
= ^<r(P.(0)T“ D ( m ) r , ( n ) T N' - " ) ~  < W > <  □ (m) >
 ̂  ̂  ̂ \  )  \  \  )  /x, r |d(77i)|i/? r >
— < W  ><  D(m) > . (6.11)
In the limit of n —> 00 , and for cases that both m  and n — m  are large, the 
dominant term  of Eq. (6.11) is given by /j, = v =  0, tha t is,
<  W D (m ) > — < W  >< D(m) > ( 0 < m < n )
[< 0 ,r|D (m )|0 , r  > -  <  0|D(m)|0 >]
where we denote (□ (m ))r_0 =  [< 0 ,r |D (m )|0 ,r  >  — < 0|O(m )|0 >], and 
Eq. (6.7) is used.
From the above discussion we can conclude that for plaquettes outside 
the Wilson loop W  in the tim e direction, their contributions to the L.H.S. of 
Eq. (6.8) can be neglected as they are far enough from W . For the Wilson loop 
of large temporal size, i.e., n —> 0 0 , the major contribution to the L.H.S. of
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Eq. (6.8) comes from plaquettes inside W .  The contribution of one plaquette 
inside W  is given by Eq. (6.12). Summing over contributions from all such 
plaquettes gives the dominant term  of the L.H.S. in Eq. (6.8), th a t is,
d < W  > r ir„. __ _
 — —  =  -  <  W S  > + <w >< s >
d/3
=  ^ o ( ^ )  E D(m )^-o> (6-13)
where the sum J2S over plaquettes in the spatial volume at one fixed 
time value. The factor of n comes from summing equal contributions from 
plaquettes on each tim e slice. The dominant term  on the R.H.S. of Eq. (6.8) 
is, as n -> oo,
|t[o(20e - - E"M] =  -W g oe- ° E»M81ag ° (r)!  (6.14)
Collecting Eqs. (6.8) and (6.13), (6.14) yields,
-  = <  r, 0| £  0 |r , 0 >  -  <  0| £  n|0 > =  ( £  (6.15)
where the R.H.S. can be measured by calculating the quantity < W □ > /  < 
W  > in LGT. In the continuum limit, a —► 0, the R.H.S. of Eq. (6.15) becomes,
( £  □),_„ =  i  £  i a 4l< f 2 -  <  B 2 =  ^ A ,  (6.16)
—*
where £  and B are the color electric and magnetic fields in Minkowski space,
A  is the integration of the action density over the spatial volume.
On the L.H.S. of Eq. (6.15) if we write the qq color field energy E 0(r)
in the form [20],
Eo(r) = V(r) + f (P ) /a ,  (6.17)
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where V (r) is the qq potential energy, f f a  is the self-energy. Then we obtain 
the following relation from Eq. (6.15) in the continuum limit,
/3daE0{r) f3daV{r) f 3 d f
A  =  - l ~ d ^ ~ - ~ 7 ~ d T ~ l W  (6 8)
This is just the Michael’s action sum rule, which can be obtained by subtracting 
Eq. (6.2) from Eq. (6.1) because of A  =  E e\ — Ema, if we assume th a t V(r)  
scales and hence is independent of f3.
(2). Energy Sum Rules and Their Generalizations
To derive the energy sum rules in Eqs. (6.1) and (6.2) we need to 
study the color electric and color magnetic fields separately. Let us consider 
an asymmetric lattice with the time-spacing at and the spatial-spacing as (=  a), 
and the asymmetry is £ =  as/ a t [20]. The action for S U ( N ) LGT becomes,
Sa = A E D» +  const'> (6-19)
where is a plaquette with a time extent and is a space-like plaquette. In 
the continuum limit (as, at —* 0) the action must become the classical action 
in Eq. (2.4), that is,
&  — ' J  /  <Px (f ;„ ) \  (6.20)
In this limit the time-like plaquette becomes
»  Ml  -  f ^ a 2t a2,gUFjt )2), (6-21)
where N  is for SU(N).  j  — 1 ,2 ,3  and c is the colour index. To get the correct 
continuum action of Eq. (6.20) we should require that in Eq. (6.21),
Pt 2 2 2 3— at asgt = asat,
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then we obtain the relation between /?t and gt .
2 N  as 2N  , v
A  =  =  r f *  ( }
Similarly one can obtain the relation between /?s and gs,
A = ™  (6.23)
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In the weak coupling limit, fi3, can be expanded in terms of the 
coupling /5 of the corresponding symmetric lattice [20, 42],
U  = P(a) + 2Nc.(C) + 0(l3-1), (6.24)
P,C' = 0(a) + 2Nc(() + O{r ' ) ;  (6.25)
where the coefficients cs(£) and ct(£) satisfy the conditions [20, 43],
c«(£)fe=i =  c*(0k=i =  o,
M 0 + c * (0 ]« = i  =  ( 4  +  0 ^  =  6 0 = 1 1 ^ /4 8 ^ ,  (6.26)
d t '
and c' (c[) denotes the ^-derivative of cs (ct).
W ith these definitions we can now study the electric and magnetic 
fields of the qq sources. If we consider a Wilson loop W  of the size nat in the 
tim e direction and r in the space direction on the asymmetric lattice, we can 
obtain a similar result as Eq. (6.7),
<  W  >= d200e - natEo(r\  (as N t, n -> oo ) (6.27)
where Eo(r) is the ground-state energy of the qq pair, and < W  > is defined 
by the partition function formalism in Eq. (6.4), with the action /3S1 replaced 
by S a in Eq. (6.19).
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By taking the derivatives of Eq. (6.27) with respect to j3s and /?* 




= ( E  □ .).-« , (6.28)
s
= ( E  n ")r-o- (6.29)ap,
where the sum J2S over the whole spacial volume as before. The R.H.S. 
of Eqs. (6.28) and (6.29) become the total color electric and color magnetic 
energies of the qq pair respectively in the continuum limit (as, at —* 0). On the 
symmetric lattice (£ =  1) one has,
H E D‘)f -o  =  (6 -3°)O-+0 -- p £
>r-o; (6-31)
where S  and B are the electric and magnetic fields in Minkowski space.
To evaluate the L.H.S. of Eqs. (6.28) and (6.29) we need to resort
following relations which relate the quantities on the asymmetric lattice with
the quantities of the equivalent symmetric lattice,
W L  ■ Kg+HFU
( d F f f a A h  _  l ( c > F _ i LdF\
I d/3, J{=1 2 \SP p d Z ) (=1’ ]
where F(/3s,f3t) is a function of @t. From Eqs. (6.24) and (6.25) one
can see that /3S, j3t and /?, £ are two equivalent sets of variables, that is,
F{fis, fit) =  F(/3s(f3,£), Pt{P, £)). The proof of the above relations will be given
in Appendix B.
Since we can write the energy E 0(r) of Eqs. (6.32) and (6.33) in the 
form, E 0(r) =  V(r)  +  f ( /3 ) /a , from Eq. (6.17), then the L.H.S. of Eq. (6.28)
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hprnmpQ
( datE 0{r)\  _  ( datV ( r ) \  ( d ( f / Q \
I d& /<=i V dfit J&i V dpt ) &  1 • '
Applying Eq. (6.32) to the above equation, and using the fact that the potential
V (r) is independent of P in the limit of infinite lattice sizes and infinitesimal 
lattice spacing (a —► 0), one can obtain,
/ d a tV ( r ) \  1 / d a tV(r) 1 datV ( r ) \
V dpt ) t=i ~  2 \  dp  + p d t
where we have used ( ^ ) ^ =1 =  §f and ( ^ ) ^ =1 =  —a. Also the second term  
on the L.H.S of Eq. (6.34), ( %ffi^)g=i in Eq. (6.34), can be evaluated as,
f d ( f I 0 \  _ i ( d f ( p )  f ( p ) \
I dpt ) i=1 2 1 dp  p  r ( • }
where the self-energy f ( P ) /a  depends on P and a. Substituting Eqs. (6.35) 
and (6.36) into Eq. (6.34) yields
(6 -37)
Similarly, one can also evaluate the L.H.S. of Eq. (6.29) by applying 
Eq. (6.33), the result is,
f d a tE0(r ) \  1 . . ( d a  a \  1 f d f ( P )  f { P ) \v-m~)^ = 2nr)w + 0) + 2 \-w+-r)- ( 6 -3 8 )
From Eqs. (6.28), (6.29), (6.30), (6.31) and (6.37), (6.38) one can get the sum 
rules in Eqs. (6.1) and (6.2).
Now we proceed to consider the generalization of these sum rules to 
the finite tem perature case. In the limit of finite tem perature (T ) and infinite
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volume the potential V (r) would be a function of r and T  (or j3) because of 
T  =  l / N ta(/3). For example, in the confined phase V(r) ~  /cr, with the string 
tension k =  «(/?) for fixed lattice size N t, as discussed in section 4.2. In this 
case one can write, V(r)  =  V(r,(3). Then Eq. (6.35) should be rewritten as, 
( d a tV { r ) \  1 (d a V {r ,p )  a \
= — f (r' 0 ))-  (6-39)
Similarly one has,
The self-energy part f(j3)/a  does not change in this case. Therefore, at finite 
tem perature Michael sum rules in Eqs. (6.1) and (6.2) should be modified as 
following [44],
These modified sum rules can be obtained from Eqs. (6.1) and (6.2) by the 
replacement,
<•<»
We expect that the modified sum rules would account for the finite 
tem perature effects on the qq system. Although Eqs. (6.41) and (6.42) are 
derived by considering the Wilson loop representation of the qq pair, we expect 
that they can be applied in describing the flux distributions / '„  in Eq. (3.9), 
which involves the Polyakov loops, because both the Wilson loop, W ,  and 
Polyakov loops, P (0 )P t(r) , represent a qq pair. In the following we shall use 
our SU (2) flux data in the confined phase to check the modified Michael sum 
rules in Eqs. (6.41) and (6.42).
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6.2 Analysis of Flux Data
In this part we shall compare our flux data with the predictions of 
the modified Michael sum rules in Eqs. (6.41) and (6.42).
As we mentioned in section 3.2, we used the m ultihit technique[32] in 
the flux measurements. The flux data is only good as the test charge (plaque- 
tte) is away from the qq sources (Polyakov loops). Thus we only consider the 
flux data on the middle transverse slice between the qq pair at large separations 
(i.e. r >  3a).
In the confined phase the string formation is expected to occur. As 
the separation r of a qq pair is large enough, the flux energy stored in the flux 
tube of unit length between the qq should equal to the string tension k . In this 
case one can obtain the color electric and magnetic energy of the flux tube per 
unit length from Eqs. (6.41) and (6.42),
( t w
« ■ « >
The corresponding flux action is
/?d[a/c] iRAa\o’a — crei oma — qo i (6.4b)
a dp
which is the integration of the action density on the transverse plane. And the 
corresponding flux energy is
dV  (V)
<?E =  (Tel +  (Tma = ^  (6-47)
which agrees with our expectation for string formation.
Eq. (6.46) can also be obtained from the action sum rule of Eq. (6.18). 
The R.H.S. of Eq. (6.46) is, f  The first term  can be
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estim ated from the scaling relation of Eqs. (2.33) and (2.34), e.g. | j ^ |  ~  —8 for 
/? ~  2.4, which is consistent with the flux measurement results of ref. [28]. The 
second term  /3 can also be estim ated from the fitting function in Eq. (4.15), 
and it is negative because n decreases with f3, as shown in Eq. (4.12). So 
Eq. (6.46) implies that a a &e  — « for cases we consider. Also Eqs. (6.44) 
and (6.45) show that the electric part of the flux energy crei is positive, but the 
magnetic part crma negative, their magnitudes are of the same order with aei 




where these flux energies (action) are defined in the confined phase.
From our flux data we can calculate the values of <re/, <rma, <j e  and 
a a , which are the energies (action) stored in the center slice between the qq 
pair. One typical result is shown in Table 11. One can see that the measured 
data agree with Eq. (6.48) qualitatively. However, when we compare cte data 
with the measured string tension, i.e. n =  0.499 ±  0.102 G e v / f m  for f3 =  2.25 
on the lattice 4 • l l 2 • 65, as shown in Table 6, we find that the a e  data  are 
not good enough to make conclusions. This may be due to the fact that <je  
is obtained from the strong cancellation between two terms (i.e. a e\ and ama 
) [20], so it is difficult to measure cte accurately.
In the following we proceed to study the prediction of the action sum 
rule in Eq. (6.46). As we mentioned above, the R.H.S. of Eq. (6.46) contains 
two terms, the first term, was predicted by the original Michael sum
> 0 and crma <  0,
=  & el +  &m a  — /C >  0 ,
>  crE; (6.48)
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T ab le  11. The center slice flux energies and action of a qq pair at various 
separations r /a  in the confined phase, which were calculated from the flux 
data on the lattice 4 • l l 2 • 65 with j3 =  2.25 (/3C «  2.30). The data  are in the 
physical unit G e v / fm .
4 • l l 2 * 65, (3 = 2.2b

















rules in Eqs. (6.1) and (6.2), the second one, /?| | ,  is a new term , which is only 
predicted by the modified sum rules of Eqs. (6.41) and (6.42). We expect that 
the second term  describes finite tem perature effects.
From the scaling relation a(/3) of Eq. (2.33) one can estim ate the
quantity,
dlna  51 U 2 d2 + 2d3/)
Bln0 121 +  11 A P 1 ' 1
with A£1(/3) given by Eq. (2.34). And by using the fitting function k(/3) in 
Eq. (4.15) one can calculate the derivative,
I  =  ~ j J ^  ~  j / " ’ <6-50>
with the constants kq and 6 given by Eqs. (4.13) and (4.16).
By similar considerations that lead to Eq. (6.46), one can also obtain 
the prediction from the original Michael sum rules in Eqs. (6.1) (6.2). The 
result is
(6.51)
which is just the first term  of R.H.S. in Eq. (6.46).
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Table 12. The comparison of the predictions of generalized Michael sum rules 
and the data of center slice action <7 4 .
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In Table 12 we list the predictions of Eq. (6.46) obtained by substi­
tuting Eqs. (6.49) and (6.50), and the measured <7,4 data in the confined phase. 
The data were measured on lattices 4 • 92 ■ 65, 4 • 112 • 65, 6  • 72 • 65 and 6  • 112 • 37. 
The quantities k(/3), /3| j | ,  and <7 ,4 have the physical unit G e v / f m .  The
values of string tension /c(/3) were estim ated from Eq. (4.15). In the transition 
region (i.e. f3 ~  2.3 for N t = 4) no stable prediction can be obtained. Since in 
the confined phase the value of a a should not change with the qq separation r 
in the limit of r —> 00 , we then choose the <7,4 data  at a moderate value of r  as 
the asymptotic value of a a (r —> 00 ) ,  because error bars are large at very large 
r. In Table 12 most <7,4 data  were calculated from the flux measurements of qq 
pair at r — 4a, in few cases we choose the data at r = 3a or 5a, depending on 
the quality of data.
In Fig. 19 we plot the predictions of Eqs. (6.46) and (6.51) respec­
tively, and compare them  with the <7^4 data for the case of N t =  4. From this 
figure we can see that our measured data are consistent with the prediction of
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Eq. (6.46), but have large difference from the predictions of Eq. (6.51). Espe­
cially, in the transition region {(3 rs /3C) Eq. (6.51) predicts that <7,4 approaches 
zero as /? —»■ f3c. However, our a a data have large values in this region, which 
agree with the predictions of Eq. (6.46). As the tem perature decreases (T  —> 0 
or f3 —*• 0), both predictions coincide, However, it is difficult to obtain data 
with clear signal in the small (3 region (i.e., /? < 2.25).
We also notice th a t in Fig. 19 our cta data in the confined region 
(/? <  f3c) have some discrepancies with the prediction of Eq. (6.46) This may 
be due to finite size effects and finite lattice spacing effects of lattices, and to 
the large fluctuations in the confined phase, because confinement corresponds 
to disorder.
To compare the behaviors of cta in both phases, in Fig. 19 we also 
plot the cta data in the unconfined region (i.e., (3 > f3c). These data were 
measured at large qq separations, i.e., r  =  6 a, which still have clear signals, as 
shown in Table 13. Since in the unconfined phase there is no string formation, 
one expects that <ta vanishes at large r. From this figure one can see that 
near the transition point (i.e. (3 ~  2.30), our <7,4 data in the unconfined region 
decrease rapidly with f3, and becomes very small beyond the transition region. 
This agrees with the expectation. The fact tha t our <74 data in the unconfined 
region do not vanish may be due to the following factors, in the transition 
region finite-size effects are large, beyond this region the contribution from the 
self-energy of the qq pair still exists, because the qq separation, r  =  6 a, is not 
large enough to approach the asymptotic region.
In conclusion our flux data are consistent with the prediction of the 
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F ig u re  19. The plot of the predictions of <Ja  v s . /3 of Eq.(6.46) (solid lines), 
and Eq.(6.51) (dashed lines). The two solid lines represent the upper and 
lower lim its of the predictions of Eq.(6.46). The data of a a were measured 
from lattices 4 • 92 • 65 (squares) and 4 • l l 2 • 65 (triangles), which have the 
physical unit G e v / fm .
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T able  13. The cta data in the unconfined phase (/? < /3C), which were measured 
on lattices, 4 • 92 • 65 and 4 • l l 2 • 65. The data are in the physical unit Gev/fm.
N t = 4
p 2.30 2.32 2.34 2.36 2.40
(cr>l)4-92-65









different behaviours in the two phases. In the confined phase the asymptotic 
value of the center slice action, a a (r —> oo) has large values, however, across 
the transition region a a (r —> oo) becomes very small in the unconfined phase. 
This agrees with our expectation that string formation occurs in the confined 
phase, but disappears in the unconfined phase.
SUM M ARY
In this dissertation research we investigated pure SU(2)  gauge theory 
systematically using LGT method. This theory posseses the essential features 
of QCD which is a 517(3) gauge theory, but it is much simpler for studies. 
It is known that QCD has different properties at different tem peratures and 
different volumes. In this work we studied S U (2) gauge theory in two limits by 
measuring the flux distributions of a qq pair. One is the large volume and finite 
tem perature limit, another is the zero tem perature and finite volume limit.
In the limit of infinite volume and finite tem peratures we studied 
some general properties of the finite tem perature deconfining phase transition. 
We find clear evidence that the string formation occurs in the confined phase, 
but not occur in the unconfined phase. The behavior of string tension k with 
tem perature is also studied, our data agree very well with the fitting function,
k (T)  =  «0(1 -  £ ) “ (for T  < Tc).
J - C
By choosing the tim e direction of lattices appropriately we can access 
the limit of zero tem perature and finite volumes. In this limit we find tha t the 
string tension in interm ediate volumes is due to finite size effects, there is no 
intrinsic string formation. However, in the large volume region our results sup­
port the expectation that the intrinsic string formation occurs. This elucidates 
the question raised by the global LGT calculations.
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To check Michael sum rules with the flux data at finite tem peratures, 
a complete derivation of the sum rules are presented, and a generalization of 
the sum rules is suggested to account for the finite tem perature effects. We 
find that our flux data are consistent with the prediction of the generalized 
sum rules.
Our study clarified many properties of QCD, and provide strong nu­
merical evidence for the quark confinement and the string formation. This 
supports the belief that QCD is the correct theory describing strong interac­
tions, and it can explain quark confinement. This numerical study paves the 
way for further studies of QCD and final analytical proof of quark confinement 
in QCD.
Our results also confirmed that quarks are unconfined in the deconfin- 
ing phase at high tem peratures due to the disappearance of string formation. 
It is believed that quarks and gluons form the quark-gluon plasma at high 
tem peratures, which is a new form of m atter. Experiments involving high 
energy collisions of heavy nuclei were performed at C ERN[50 ], which have 
shown some possible signals for the quark-gluon plasma. To get an unambigu­
ous evidence, more detailed experimental information and higher energies are 
required.
So far we only studied the pure SU (2) gauge theory model. To reach 
the real physics, we need to consider SU (3) gauge theory with dynamical 
quarks. In the future we plan to investigate QCD in the following aspects, 
full QCD with dynamical quarks, the mechanism of quark confinement and 
properties of deconfining phase at high tem peratures. We expect that by these 
studies strong interactions between quarks can be understood thoroughly.
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A P P E N D IX  A
M ONTE CARLO M ETHODS IN LGT
The lattice formulation reduces the Feynman path formula for the 
gauge theory into a multiple ordinary integral. For a finite lattice one can 
evaluate the partition function in Eq. (2.20) numerically. However, the dimen­
sionality of the multiple integral is usually very large. For example, consider 
a 104 size lattice, a size fairly typical for numerical work. Such a system has 
40,000 link variables (in 4-dimensional space). This high multidimensionality 
of the integrals makes conventional mesh techniques for numerical calculations 
of integrals impractical. One must seek some other methods.
Monte Carlo simulation method is just such a technique dealing with 
multiple integrals with high dimensionalities, which is now the dominant method 
in LGT calculations. In LGT physical quantities are evaluated from the ex­
pression in Eq. (2.21), which is an average over configurations with the weight 
of the Boltzmann factor e~s ĉ \  where C  represents the configurations of the 
system. The basic idea of Monte Carlo method is by using some algorithm 
one can choose a small number of configurations which are typical of thermal 
equilibrium in the statistical analog, then the averages of physical quantities, 
such as that in Eq. (2.21), can be evaluated from the set of configurations. In 




A .l  M etropolis A lgorithm
Since the goal of Monte Carlo simulation is to find, in a stochastic 
manner, a set of configurations with a probability distribution given by the 
Boltzmann factor,
respect to the weight function p(a:), as shown in Figure 20.
The Metropolis procedures used in calculating the average < /  > in 
Eq. (A.4) are given below.
(1). Choose an initial value aq (aq G [a, 6]) arbitrarily.
(2). Choose a trial value x t, usually x t is chosen from a small interval 
around x\  randomly, that is, x t G [aq — <!>, aq +  <5], where the step size 8 is
(A .l)
Let’s suppose in a simulation process the system be in a configuration C, then 
one choose a new configuration C' as a possible update to C . C' can be taken 
with an arbitrary trial probability P t ,c {C ' ) .  The trial change C  may depend 
on the previous state C.
In Metropolis algorithm one accepts C'  with the conditional proba­
bility
min  1, (A.2)
U sually Pt ,c>{C) =  Pt ,c (C') .  So one has
r r.-sV'U
Pace =  min  1, (A.3)
To understand how to realize the Metropolis algorithm, le t’s consider
a simple example, the 1-dimensional integral as shown below[45].
(A.4)





F ig u re  20. The weight function p(x)  vs. x,  which is in the interval [a,b]. X{ 
is some accepted x value.
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adjusted properly so that the acceptance probability of the trial value x t is 
about 1/3 to 1/2.
(3). Calculate the ratio w = p(xt ) /p (x i).
if w > 1, accept the trial value x t, that is, let X2 =  x t.
if w <  1, call a uniform random number r  in the interval [0,1].
(4). If w <  1, then compare w with r.
if r < w, accept x t , let x 2 =  x t.
if r  >  iu, reject x t .
(5). Repeat steps (2) — (4) many times, finally one can obtain a set 
of accepted x  values, such as
{ x 1, x 2,- ■ ■ , x K}-
where K  is a large integer.
We can shown th a t the set of x  values has the required probability 
distribution p(a:)[22]. So we have the average of Eq. (A.4) can be calculated 
as,
=  ( A '5)
To apply the above procedures to the calculations in LGT, one notices 
that in LGT the configurations of the lattice are much more complicated than 
that of the above example. In LGT a particular configuration of the lattice 
is determined by the value of each link variable U, which is an element of the 
gauge group. We can denote the configuration of a lattice as C = {t/M(n)}, 
with n running through the sites of the lattice, and p = 1, - - *, 4, the four 
directions of the links.
The Monte Carlo Simulation in LGT is to obtain a set of configura­
tions, {Ci, C2 , • • ■, Ck }, with the correct Boltzmann distribution e-5 ^ ,  where
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S (U ) is the action of the LGT as defined in Eq. (3.4). To obtain a new ac­
cepted configuration C{+1 from the old configuration C,, one must update all 
link variables of the lattice, usually we call this process to be one sweep.
The procedures of the conventional Metropolis algorithm in LGT are 
given below.
(1). U pdating link variable U
Suppose one need to update the link variable U, one choose a trial
value,
U' = UH,  (A.6)
where i f  is a random element of the gauge group, and is chosen with a prob­
ability P(H).  We require that the probability for its inverse i f -1 is the same, 
that is,
P{H) = P{H ~X). (A.7)
Usually the element H  is randomly selected from a table, Eq. (A.7) is insured 
by having the table contain the inverse of each of its elements. Eq (A.7) implies 
that the trial probability in Eq. (A.2) satisfies
P t A U ' )  =  Pt,u>{U). (A.8)
So the acceptance probability for the trial value U' is
Pace =  m m [l, e_(5,-s)], (A.9)
where S' = S(U')  is the action with the trial value U' assigned to the link to
be updated, and S  =  S (U ) is the action with the link of the old value U. This
can be realized by following the analogous procedures of steps (3) and (4) of
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the above example for the calculation of <  f ( x )  > , that is, we can use the 
procedure below.
Calculate the ratio
w  =  e~s '/e~s =  e“ (5,“5). (A .10)
If w >  1, we accept the trial value U'. If w <  1, we conditionally accept U' by 
calling a uniform random number r  in the interval [0,1]; if r < w we accept £/', 
otherwise, we reject it.
(2). U pdating a configuration C
To update a configuration C  of the lattice, we apply the above proce­
dures to each link of the lattice. After we finish updating one link U, we then 
go to update the next link until we finish updating all links of the lattice. This 
gives us a new accepted configuration C'  of the lattice.
(3). Generate a set of configurations
If we repeat the above steps many times, we obtain a set of accepted 
configurations,
We can also show that these states satisfy the correct Boltzmann distribution 
e_5(c )[22]. Therefore, the average of a physical quantity < H  > in Eq. (2.21) 
can be calculated as
< H >  =  Z - 1 J (dU)H{U)e~s W
=  ( A 1 1 >
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A .2 Heat Bath Algorithm
This algorithm is a kind of variation of general Metropolis algorithm 
discussed above. In this method when one updates a link variable U, one takes 
the trial element U' with a probability of the Boltzmann factor,
Pt,u(U ') °c e~S{U' \  (A .12)
with all other links fixed.
In this case the ratio of trial probabilities satisfies the condition,
Pt ,v (U) _
Pt ,u (U') ~  e - w r  ’
Then according to Eq. (A.2) the acceptance probability Pacc. of the trial element 
U' is just
Pace. = I- (A .14)
Therefore, in the heat bath algorithm the trial change is always ac­
cepted. The procedures of this algorithm have been given by ref. [21] in details.
A .3 Over-Relaxation Algorithm
This method is also a variation of general Metropolis algorithm dis­
cussed above. The basic idea of the over-relaxation was first introduced by 
S.L. Adler[46] and C. Whitmer[47]. The generalization of this idea to LGT 
was done by F.R. Brown, et al.[48] and M. Creutz[49].
The idea of the over-relaxation method in LGT can be described as 
following[49].
When one updates a link variable U of the lattice, one picks a trial 
change U' for the link U , such that in a region of the phase space of the link
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variable U the trial element U' is as far as possible from the old value U while 
not paying a severe energy penalty. This is done by approximately locating 
the locus of the minimum energy (or action) for the link variable U, and then 
selecting the trial element U' on the ’’opposite” side of the old value U, as 
shown in Fig. 21.
In Fig. 21 we show one locus of the minimum of the action S(U(u>)) 
in the phase space of U, where us is the phase factor of the link variable U (cu) =  
exp(irjujj) (j  = 1,2,  • , n g), as defined in Eq. (2.6). For simplicity we assume 
that all the phase factors u>j are fixed except one of them, i.e. Uk =  u>. Then 
the link value to be updated can be rewriten as U — const. expiiTkUJu), and the 
action S  is just a function of to, S  = S(oj). Near the minimum point u  — u g 
the action f>(u;) can be approximated by a quadratic function of (a; — u>g), i.e.,
S(u>) «  ci(a> -  ujgf  +  c2(u> -  u)g) +  c3, (A .15)
with ci,C2 ,c3 the coefficients.
Suppose to =  oju be the phase factor of the link value U to be updated, 
then one chooses the trial element U' such that its phase factor u/ is on the 
’’opposite” side of u>u about the minimum point u  =  u g of the action, that is,
J  «  ojg +  (tog -  uu) =  2ug -  uu, (A. 16)
as shown in Fig. 21.
So the trial element U' can be chosen as
U' — const.elTkW' «  const.etTk̂ 2w9~u/u'> «  gQU~lgo, ( A .17)
with U~l — const. exp(-irkU)u) and =  const. exp(iTkU)g). So U~l is the






F ig u re  21. The locus of the minimum of the action S(U)  in the phase space 
of the link variable U. Here u>u is the phase factor of the link value U to be 
updated, u/ is the phase factor of the trial value U \  and uj9 is the phase factor 
of the element go which minimizes the action S.
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Now we can write down the procedures for the over-relaxation method
in LGT.
(1). To update a link £7, one choose an element go which approxi­
mately minimize the action 5(£7) with all other links fixed, then one constructs 
the trial element,
U '^ g o U - 'g o .  (A.18)
Then one uses the Metropolis procedures in Eq. (A. 10) to decide if the trial 
element U' is accepted or rejected.
(2). Repeat the above step for all links of the lattice to finish one 
sweep. If one repeats many sweeps, one can obtain a set of accepted configu­
rations with the correct Boltzmann distribution.
To be more specific about the selection of the element g0, le t’s consider 
the action in Eq. (3.4). We can rewrite it in the form,
5(17) =  50 -  P/NRe[Tr(UM)] ,  (A.19)
where the second term  contains the link £7 under consideration, while the first
term  is the remaining part of the action, M  is the sum of the six staples
coupling to 17, as shown in Fig. 22.
A natural choise of g0 is
g0 = Pro j . (M ~l ), (A.20)
which is the inverse of a group element obtained by projecting M  onto the gauge 
group. In particular, for £7(1) and SU{2) LGT, the m atrix M  is proportional 
to a group element, say gM- Then we choose





F ig u re  22. One ’staple’ M jku tha t couples with the link Uij, where Mjku = 
UjkUklUH.
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and the trial element U' =  goU^go.  In this case one can easily show that
S(U') = S(U),  (A.22)
because of the relations,
Tr{U'gM) = T r i g j t U - ' g r f g u )  = T r ^ C T 1), (A.23)
and
Re[Tr(UgM)] = Re[Tr{jgttU-x)\. (A.24)
Again one has that the trial probability of choosing U' equals that of choosing 
U, that is, Pt ,u{U') =  Pt ,U'(U), because U =  goU^go  and Ut = goU~xgo. 
Therefore, from Eq. (A.2) one has the acceptance probability for the trial 
element U' is just
Pace. = I- (A.25)
The trial change is always accepted in the over-relaxation method of 17(1) and 
517(2) LGT.
A P P E N D IX  B
PROOF OF A RELATION
To prove Eqs. (6.32) and (6.33), we notice that Eqs. (6.24) and (6.25) 
implies that (3a, f3t and /?, £ are two equivalent sets of variables, that is, 
F{Ps,fit) =  F(& (/?, £ ),$ (/? ,£ )), then we take the partial derivatives of F  with 
respect to f3 and £ respectively, one has
From Eqs. (6.24) and (6.25) one can get tha t if (3 is large enough
where N  denotes for SU (N) ,  and d  the £-derivative of c. Substituting Eqs. (B.3) 
into Eqs. (B .l) and (B.2) yields
(B.3)
I l l
F. Karsch has studied the coefficients cs and ct[43]. His results show 
that the derivatives c'|^=1, c't |^=1 vanish for sufficient large lattice coupling f3. 
For example, as /? >  2.2, the values of c'|^=1 and cj|^=i of SU (2) LGT are 
about 0.1, which is much less than the values of /?. So in the case of large /? 
Eqs. (B.4) and (B.5) become
m -̂-m;=AwX-s
After carrying out some simple algebra, we can obtain Eqs. (6.32) and (6.33).
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