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The linear stability problem for the Hocking–Stewartson pulse, obtained by lineariz-
ing the complex Ginzburg–Landau (cGL) equation, is formulated in terms of the
Evans function, a complex analytic function whose zeros correspond to stability expo-
nents. A numerical algorithm based on the compound matrix method is developed
for computing the Evans function. Using values in the cGL equation associated with
spanwise modulation of plane Poiseuille ﬂow, we show that the Hocking–Stewartson
pulse associated with points along the neutral curve is always linearly unstable due
to a real positive eigenvalue. Implications for the spanwise structure of nonlinear
Poiseuille problem between parallel plates are also discussed.
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1. Introduction
Slow space and time modulation of the small-amplitude travelling periodic waves
bifurcating from the neutral curve for two-dimensional plane Poiseuille ﬂow leads to
a complex Ginzburg–Landau model equation
∂A
∂τ
= γ1
∂2A
∂X2
+ γ2A+ γ3|A|2A, (1.1)
where γ1, γ2 and γ3 are complex constants which take explicit values at the nose
of the neutral curve for Poiseuille ﬂow (cf. Stewartson & Stuart 1971). The spatial
modulation in the derivation of (1.1) is in the streamwise direction. Note that mod-
ulation equation (1.1) has a reﬂection symmetry in the X-direction that is not a
property of the original problem.
In the three-dimensional case, with two unbounded directions near the instability
threshold, the Davey, Hocking and Stewartson (DHS) modulation system generalizes
the one-dimensional equation (1.1) by including modulations in both the streamwise
and spanwise directions (Davey et al . 1974). One can restrict the DHS system to
one-dimensional problems by looking for particular classes of solutions. For instance,
spatial modulation can be considered solely in the spanwise direction.
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Afendikov & Mielke (1995, 2001a) have recently reexamined this theory and shown
that the form of the DHS system and the restricted equations depends crucially on
what constraints are imposed on the spanwise and streamwise mass ﬂux and the pres-
sure gradient. When streamwise modulation is neglected, the spanwise modulation
equations take the form
∂A
∂τ
= b1
∂2A
∂Z2
+ b2A+ b3|A|2A+ b4[[|A|2]]A, (1.2)
where the complex coeﬃcients depend on the mass ﬂuxes and the pressure gradient
and [[·]] is an average which makes the equations non-local (cf. Afendikov & Mielke
2001b). For solutions which decay exponentially as Z → ±∞, the non-local term
vanishes and equations (1.2) reduce to the form (1.1), but with diﬀerent values for
the coeﬃcients.
Numerical values for the coeﬃcients in (1.2) for the case of zero mass ﬂux in the
spanwise direction and ﬁxed pressure gradient in the streamwise direction have been
reported for α ∈ (a1, a2) in Afendikov & Mielke (2001a), where α is the streamwise
wavenumber and a1 ≈ 0.987 87, a2 ≈ 1.0973. The point a1 represents the maximum
value of α along the neutral curve, and a2 represents the edge of the region where
Squires’ theorem is valid (see ﬁg. 1 of Afendikov & Mielke (2001a)).
All of these equations have an exact solution of the Hocking–Stewartson type
A(Z, τ) = λLeiντ (sechλZ)1+iM , (1.3)
that is, even in Z with λ, L, ν and M satisfying speciﬁc constraints (cf. Hocking &
Stewartson 1972, p. 307). The important observation in Afendikov & Mielke (2001a)
is that the original hydrodynamical problem under the zero mean ﬂux constraint is
reﬂection symmetric in the spanwise direction, and hence it is possible to prove that
pulse solutions of the reduced equation (1.2) actually persist as solutions of the three-
dimensional Poiseuille problem between parallel plates. These solutions are travelling
waves, travelling downstream, and have a pulse structure in the spanwise direction. In
parameter space near the Hocking–Stewartson (HS) pulse, Afendikov & Mielke (1999,
2001a) have proved the existence of a countable family of multiple pulse solutions.
The huge variety of these solutions suggests that they may play a role in the nonlinear
transition to turbulence in three-dimensional Poiseuille ﬂow. A natural question is
whether pulse solutions of the Navier–Stokes problem of this type are stable. It is
possible to reduce the hydrodynamic stability problem to the question of stability
of the HS pulse solution of the complex Ginzburg–Landau (cGL) equation. But
for the parameter regime of interest for hydrodynamics, even this reduced problem
for hydrodynamics is not yet analytically tractable and hence should be tractable
numerically. Since the spectral problem is stated on the real line, and it possesses
non-trivial continuous spectrum, a naive numerical method fails.
In the original paper of Hocking & Stewartson (1972), the initial-value problem
for (1.1), with parameter values associated with streamwise modulation of plane
Poiseuille ﬂow, was studied numerically and, based on the numerics, they conjec-
tured that the pulse solutions were unstable. The only study of the spectral problem
associated with the linearization of (1.1) about the HS pulse is the work of Beyn &
Lorenz (1999), where for a particular range of parameters the spectrum is computed
by restricting the spectral problem to a ﬁnite Z-interval and using collocation to
reduce the spectral problem to a matrix eigenvalue problem. However, this approach
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requires the use of approximate boundary conditions for large Z and the solution
of the full spectral problem with large matrices. Therefore, some delicate properties
of the spectrum can not be accurately recovered (see § 5). Moreover, the parameter
values studied are not relevant to spanwise modulation of the plane Poiseuille ﬂow.
The purpose of this paper is threefold. Firstly, we formulate and study the linear
stability of the HS pulse as a solution of the cGL equation using a numerical method
that is based on a completely diﬀerent idea. The eigenvalues of the linear stability
problem are determined numerically, by developing an algorithm based on the com-
pound matrix method for computing the Evans function associated with the linear
stability of pulses. The method is tested with the use of several analytical properties
of the spectrum showing excellent agreement with theoretical predictions. Secondly,
we use numerical information to state some hypothesis on the particular eigenvalues
and eigenfunctions of the problem. For instance, on a particular curve in parameter
space, the stability exponent is found analytically. Finally, using calculated param-
eter values along the neutral curve, we determine the stability exponents of the HS
pulse relevant to spanwise modulation of plane Poiseuille ﬂow. Our numerical results
indicate that the HS pulse solution for all parameter values along the neutral curve
associated with spanwise modulation are linearly unstable. For the Poiseuille prob-
lem, this suggests that the pulse—and multi-pulse solutions obtained by Afendikov
& Mielke—bifurcate subcritically. Therefore, turning points in the branches of solu-
tions could lead to the appearance of spatially complicated regimes for Reynolds
numbers much lower than the instability threshold of the basic Poiseuille ﬂow proﬁle
predicted by the Orr–Sommerfeld equation.
We take as a starting point the cGL equation in the scaled form
ρeiψAt = Axx − (1 + iω)2A+ (1 + iω)(2 + iω)|A|2A, (1.4)
where A(x, t) is complex valued and ρ > 0, ω, ψ are speciﬁed real parameters (pre-
cise values for these coeﬃcients associated with the neutral curve are given in § 4).
Although we use the symbol x for the spatial variable in (1.4), in the context of plane
Poiseuille ﬂow the x-variable is associated with spanwise modulation.
The HS pulse for this scaled equation takes the form
A(x, t) def= Aˆ(x) = (coshx)−1−iω. (1.5)
The spectral problem is obtained by linearizing the real form of (1.4) about the
HS pulse (1.5) and looking for solutions proportional to eλt. Then the problem, with
λ ∈ C as the spectral parameter, is formulated in an equivalent way as a system of
the form
vx = A(x, λ)v, x ∈ R, v ∈ C4. (1.6)
It is straightforward to show that the essential spectrum of problem (1.6) is given
by
Sess = {ρ−1e∓iψ(ω2 − s2 − 1)∓ 2iρ−1ωe∓iψ, s ∈ R+}, (1.7)
and hence we have the following necessary condition for stability of Sess:
cosψ > 0, cosψ(ω2 − 1)− 2ω sinψ < 0. (1.8)
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If this condition is violated, the trivial rest state is unstable and pulse solutions
are marginally unstable due to the presence of the essential spectrum in the right
half-plane. In the sequel it will be assumed that condition (1.8) is satisﬁed.
There are discrete eigenvalues as well. A discrete eigenvalue is a value of λ ∈ C
for which (1.6) has a solution that decays exponentially as x → ±∞. For instance,
λ = 0 is always an eigenvalue of multiplicity at least two, due to the rotation and
translation symmetries of (1.4).
Equation (1.6) is in standard form for application of the theory of the Evans
function. The Evans function is a complex analytic function whose zeros correspond
to eigenvalues of the spectral problem associated with the linearization about a pulse
solution (cf. Evans 1975; Alexander et al . 1990).
Numerical methods for computing the Evans function have been proposed by
Evans & Feroe (1977), Swinton & Elgin (1990), and Pego et al . (1993). However, in
all three cases, the ‘systems at inﬁnity’ had only one eigenvalue with positive real
part (see deﬁnition of systems at inﬁnity in § 2) that makes the computation of the
Evans function straightforward. In the present case, the system at inﬁnity has two
eigenvalues with positive real part. These systems are stiﬀ, and so standard numer-
ical integrators for shooting will not work without some orthogonalization or other
special treatment.
To compute the Evans function, we devise a numerical algorithm based on the
compound matrix method. The compound matrix method is well known in hydro-
dynamic stability theory for integrating the Orr–Sommerfeld equation by shooting
(cf. Ng & Reid 1979, 1985; Davey 1979; Drazin & Reid 1981). In fact, the compound
matrix method is equivalent to integrating (1.6) restricted to
∧2(C4) (Bridges 1999)
and it eliminates the stiﬀness of equation (1.6). As far as we are aware, this is the
ﬁrst time that this method has been used to integrate the linear stability equations
associated with pulses.
The algorithm is then used to compute the linear stability exponents for the
state (1.5) for a range of parameters associated with plane Poiseuille ﬂow. The
implications for nonlinear three-dimensional ﬂow between parallel plates are then
discussed.
2. Linear stability problem for the HS pulse
Introduce new variables in order to write (1.4) in real coordinates,
A = q1 + iq2 and Ax = p1 + ip2.
Then, using the matrices
B(ω) =
[
1 −ω
ω 1
]
and R(ψ) =
[
cosψ − sinψ
sinψ cosψ
]
, (2.1)
equation (1.4) can be written as[
0 0
−ρR(ψ) 0
](
q
p
)
t
+
(
q
p
)
x
=
[
p
B(ω)2q −B(ω)(I +B(ω))(q11 + q22)q
]
or
Mut + ux = F (u), u ∈ R4, (2.2)
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where u = (q,p) ∈ R4. Note that the system (1.8) (or (2.2)) is a quasilinear parabolic
system in the parameter domain of interest for hydrodynamical applications.
The basic state zˆ(x) ∈ R4 satisﬁes
d
dx
zˆ = F (zˆ).
Explicitly, the HS pulse (1.5) takes the form zˆ(x) = (qˆ(x), pˆ(x)) with
qˆ(x) =
(
sechx cos(ω ln coshx)
− sechx sin(ω ln coshx)
)
, pˆ(x) =
d
dx
qˆ(x). (2.3)
To formulate the linearized stability equation, let u(x, t) = zˆ(x) + vˆ(x, t), substi-
tute into (2.2) and linearize about the basic state zˆ(x),
Mvˆt + vˆx = DF (zˆ(x))vˆ, where DF (zˆ(x)) =
[
0 I
P (x) 0
]
(2.4)
and
P (x) = B(ω)2 −B(ω)(I +B(ω))(|qˆ|2I + 2qˆqˆT). (2.5)
Introduce a spectral ansatz: vˆ(x, t) = v(x, λ)eλt, then (2.4) reduces to
vx = A(x, λ)v, v ∈ C4, (2.6)
with
A(x, λ) =
[
0 I
P (x) + λρR(ψ) 0
]
. (2.7)
It is apparent from (2.7) that the matrix A(x, λ) has the following useful property:
Tr(A(x, λ)) = 0, (2.8)
independent of x and λ.
Equation (2.6) is the main equation that we will study to determine the linear
stability properties of the HS pulse.
Deﬁnition 2.1. The HS pulse is said to be linearly unstable or spectrally unstable
if, for some ﬁxed λ ∈ C with Re(λ) > 0, there exists a solution of (2.6) which decays
exponentially as x→ ±∞.
The nonlinear stability will not be considered; however, see Alexander et al . (1990)
for a discussion of how spectral information relates to nonlinear stability for parabolic
partial diﬀerential equations.
3. The Evans function
The system (2.6) is in standard form to apply the Evans function formulation.
It follows from (2.6), (2.7) and the property that |qˆ| → 0 as x → ±∞, that the
limit as x→ ±∞ of A(x, λ) exists. Deﬁne
A∞(λ)
def= lim
x→±∞A(x, λ) =
[
0 I
B(ω)2 + λρR(ψ) 0
]
. (3.1)
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With reasonable restrictions on the values of ω, ρ and ψ, we will show below that
for all λ ∈ C with Re(λ) > 0, the spectrum of A∞(λ) has exactly two eigenvalues
µ1,2(λ) with positive real part and two µ3,4(λ) with negative real part with the
corresponding eigenvectors ξj , j = 1, . . . , 4.
From standard results of the asymptotic theory for linear ordinary diﬀerential
equations (ODEs), it follows that there are two linear independent solutions vj(x, λ),
j = 1, 2, to system (2.6) that correspond to the unstable subspace of A∞(λ) and
which satisfy the asymptotic estimates
lim
x→−∞ e
−µj(λ)xvj(x, λ) = ξj , j = 1, 2.
Similarly, there are two solutions vj(x, λ), j = 3, 4, that correspond to the stable
subspace of A∞(λ) and which satisfy
lim
x→∞ e
−µj(λ)xvj(x, λ) = ξj , j = 3, 4.
If, for some λ ∈ C, these two spaces have a non-trivial intersection, then λ will
be an eigenvalue. The function, D(λ), which measures whether these two spaces
intersect is called the Evans function and it is essentially a Wronskian evaluated on
the vectors vj , j = 1, . . . , 4 (see Evans 1975; Alexander et al . 1990).
(a) The system at inﬁnity, A∞(λ)
Deﬁne ∆(µ, λ) = det[µI −A∞(λ)], then
∆(µ, λ) = det[µ2I −B(ω)2 − λρR(ψ)] = µ4 − 2τ(λ)µ2 + δ(λ),
where
τ(λ) = 12 Tr(B(ω)
2 + λρR(ψ)) and δ(λ) = det[B(ω)2 + λρR(ψ)].
Explicitly,
B(ω)2 + λρR(ψ) =
[
1− ω2 + λρ cosψ −2ω − λρ sinψ
2ω + λρ sinψ 1− ω2 + λρ cosψ
]
,
and so
τ(λ) = 1− ω2 + λρ cosψ and δ(λ) = (1− ω2 + λρ cosψ)2 + (2ω + λρ sinψ)2.
The four eigenvalues of the matrix A∞(λ), the µ-roots of ∆(µ, λ) = 0, are deter-
mined from the relation
µ2 = (1± iω)2 + λρe±iψ. (3.2)
The two eigenvalues with positive real part are given explicitly by
[(1− iω)2 + λρe−iψ]1/2 and [(1 + iω)2 + λρe+iψ]1/2,
with the positive square root taken in both cases.
When ρ sinψ = 0, there is a single point λ0 in the complex λ-plane where A∞(λ0)
has a double root. The discriminant of ∆(µ, λ) is
d(λ) = −(2ω + λρ sinψ)2,
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and it vanishes when
λ = λ0 =
−2ω
ρ sinψ
.
At λ = λ0, the double roots are
µ20 = τ(λ0) = 1− ω2 + λ0ρ cosψ = 1− ω2 − 2ω cotψ.
Since the marginal stability condition (1.8) is assumed to be satisﬁed, it follows that
τ(λ0) < 0 and λ0 ∈ Sess. In the essential spectrum, Sess, the classically deﬁned
Evans function, is not in general analytic. However, recent results have shown how
to extend the Evans function so that it is deﬁned in the essential spectrum as well
(cf. Gardner & Zumbrun 1998; Kapitula & Sandstede 1998). Since we assume the
essential spectrum is stable, we will restrict attention in the numerical computations
to the right-half λ-plane, where only discrete eigenvalues are possible and the classical
Evans function is well deﬁned.
(b) The spectral ODE on
∧2(C4)
With the eigenvalue structure of A∞(λ), the system (2.6) is in standard form for
application of the Evans function theory. Deﬁne
∧2(C4) to be the set of all two forms
on C4. LetU+(x, λ) ∈ ∧2(C4) represent the two-dimensional space of solutions which
are bounded as x→ +∞, and let U−(x, λ) ∈ ∧2(C4) represent the two-dimensional
space of solutions which are bounded as x→ −∞. The Evans function is then deﬁned
by
D˜(λ) = exp
[
−
∫ x
0
Tr(A(s, λ)) ds
]
U+(x, λ) ∧U−(x, λ) ∀λ ∈ Λ, (3.3)
where Λ is taken to be the right-half complex plane. The Evans function deﬁned in
this way is independent of x, a complex analytic function with values in
∧4(C4), and
values of λ ∈ Λ satisfying D˜(λ) = 0 are unstable eigenvalues (cf. Alexander et al .
1990). Expression (3.3) can be simpliﬁed and put into a form suitable for numerical
computation.
Proposition 3.1. The Evans function D˜(λ) is proportional to the standard vol-
ume form V in C4,
D˜(λ) = D(λ)V,
where
D(λ) = [U+(x, λ), ΣU−(x, λ)]. (3.4)
The pairing [·, ·] is a complex inner product on C6 with conjugation of the second
entry, and
Σ =


0 0 0 0 0 1
0 0 0 0 −1 0
0 0 0 1 0 0
0 0 1 0 0 0
0 −1 0 0 0 0
1 0 0 0 0 0


.
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Proof . Since the trace of A(x, λ) vanishes (see (2.8)), the exponential factor is
unity. The functions U± are two forms, and so the right-hand side of (3.3) is an
element of
∧4(C4).
Take e1, . . . ,e4 to be an orthonormal basis for C4 and choose V = e1∧e2∧e3∧e4
to be the volume form. Then
D˜(λ) = U+(x, λ) ∧U−(x, λ) = D(λ)V. (3.5)
An explicit expression for D(λ) (which will be used for the numerics) can be obtained
by introducing a natural basis for
∧2(C4),
ω1 = e1 ∧ e2, ω2 = e1 ∧ e3, ω3 = e1 ∧ e4,
ω4 = e2 ∧ e3, ω5 = e2 ∧ e4, ω6 = e3 ∧ e4.
}
(3.6)
Expand U±(x, λ) in terms of this basis,
U±(x, λ) =
6∑
j=1
U±j (x, λ)ωj . (3.7)
Substitution of these expressions into (3.5) leads to
U+(x, λ) ∧U−(x, λ) =
6∑
i=1
6∑
j=1
U+j (x, λ)U
−
j (x, λ)ωi ∧ ωj ,
= [U+(x, λ), ΣU−(x, λ)]V,
which is the required expression. 
The matrix Σ is in fact a representation of the Hodge star operator (cf. Bridges &
Derks 1999), and general aspects of the numerics of exterior algebra which lie behind
these constructions are given in Allen & Bridges (2000).
The function D(λ) will be computed numerically using the compound matrix
method, where the components of the vector U±(x, λ) are the six coordinates rel-
ative to the basis (3.6). We will construct diﬀerential equations for U±(x, λ) by
restricting (2.6) to
∧2(C4).
The functions U±(x, λ) satisfy the diﬀerential equation
d
dx
U±(x, λ) = A(2)(x, λ)U±(x, λ), (3.8)
where A(2)(x, λ) is a 6×6 matrix which is obtained by restricting A(x, λ) to ∧2(C4).
An explicit algorithm for doing this is given in the appendix of Bridges (1999).
For the system (2.6), A(2)(x, λ) can be easily constructed. Write
A(x, λ) =


0 0 1 0
0 0 0 1
a31 a32 0 0
a41 a42 0 0

 , (3.9)
where (
a31 a32
a41 a42
)
= P (x) + λρR(ψ)
= B(ω)2 −B(ω)[I +B(ω)](|uˆ|2I + 2uˆuˆT) + λρR(ψ),
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and so
a31 = λρ cosψ + 1− ω2 − (2− ω2)(qˆ22 + 3qˆ21) + 6ωqˆ1qˆ2,
a32 = −λρ sinψ − 2ω − 2(2− ω2)qˆ1qˆ2 + 3ω(qˆ21 + 3qˆ22),
a41 = λρ sinψ + 2ω − 2(2− ω2)qˆ1qˆ2 − 3ω(3qˆ21 + qˆ22),
a42 = λρ cosψ + 1− ω2 − (2− ω2)(qˆ21 + 3qˆ22)− 6ωqˆ1qˆ2.
The induced matrix on
∧2(C4) is then
A(2)(x, λ) =


0 0 1 −1 0 0
a32 0 0 0 0 0
a42 0 0 0 0 1
−a31 0 0 0 0 −1
−a41 0 0 0 0 0
0 −a41 a31 −a42 a32 0


(see Bridges 1999). This completes the speciﬁcation of the systems (3.8). It remains
to specify the starting vectors for the systems (3.8).
Deﬁne
A(2)∞ (λ) = lim
x→±∞A
(2)(x, λ),
then
A(2)∞ (λ) =


0 0 1 −1 0 0
−p(λ) 0 0 0 0 0
τ(λ) 0 0 0 0 1
−τ(λ) 0 0 0 0 −1
−p(λ) 0 0 0 0 0
0 −p(λ) τ(λ) −τ(λ) −p(λ) 0


. (3.10)
The starting vectors for the systems (3.8) are the eigenvectors of A(2)∞ (λ) associ-
ated with the eigenvalues of A(2)∞ (λ) of largest positive and largest negative real
part.
The characteristic polynomial of A(2)∞ (λ) is
det[A(2)∞ (λ)− σI6] = σ2(σ4 − 4τ(λ)σ2 − 4p(λ)2),
where p(λ) = 2ω + λρ sinψ. Therefore, the non-zero σ-roots are determined from
σ2 = 2τ(λ)± 2
√
τ2 + p2.
The root with largest positive real part is
σ−(λ) =
√
2
√
τ +
√
τ2 + p2. (3.11)
This root is in fact the sum of the two roots of A∞(λ) with positive real part. The
root with largest negative real part, σ+(λ), is the negative of (3.11).
The eigenvectors of A(2)∞ (λ) satisfy
A(2)∞ (λ)ξ = σξ, ξ ∈ C6.
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A straightforward calculation shows that when σ = 0,
ξ(λ) = C


2σ
−2p
σ2
−σ2
−2p
σ(σ2 − 2τ)


, (3.12)
where C represents an arbitrary complex constant. Therefore, the eigenvectors cor-
responding to σ±(λ) are given by ξ±(λ), with σ replaced in (3.12) by σ±(λ).
4. The numerical algorithm
The inﬁnite x-domain is truncated to −L∞ < x < L∞ with L∞ suitably chosen.
Then the main part of the algorithm involves numerical integration of the following
two systems with λ ﬁxed:
d
dx
U+ = A(2)(x, λ)U+, U+(x, λ)|x=L∞ = ξ+(λ) for L∞ > x > 0 (4.1)
and
d
dx
U− = A(2)(x, λ)U−, U−(x, λ)|x=−L∞ = ξ−(λ) for − L∞ < x < 0. (4.2)
These two systems are integrated using the second-order implicit Gauss–Legendre
Runge–Kutta (GLRK) method (higher-order GLRK methods could also have been
easily used but did not appear to be necessary). Writing the above systems as Ux =
B(x)U , the GLRK algorithm takes the form
Un+1 = Un +∆xBn+1/2Un+1/2,
where Bn+1/2 = B(xn+1/2) and Un+1/2 = 12(U
n + Un+1). Therefore, one step of
the integration is given by
Un+1 = [I − 12∆xBn+1/2]−1[I + 12∆xBn+1/2]Un. (4.3)
At x = 0, the solutions of (4.1) and (4.2) are combined to give a numerical approx-
imation to the Evans function,
D(λ) = [U+(0, λ), ΣU−(0, λ)] + ε(L∞,∆x), (4.4)
where ε(L∞,∆x) is the error due to the numerical approximation.
5. Numerical tests and accuracy
The case ω = ψ = 0 provides a good check for the algorithm because the spectrum
of the linearized system can be computed explicitly. In this case, the system (2.6)
decouples into two second-order systems:
d2v1
dx2
+ (6qˆ1(x)2 − 1)v1 = λv1 and d
2v2
dx2
+ (2qˆ1(x)2 − 1)v2 = λv2, (5.1)
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Table 1. Computed unstable eigenvalue when ψ = ω = 0, ρ = 1
L∞ ∆x computed λ
5.0 0.01 3.000 053 332 64
5.0 0.001 3.000 000 533 32
5.0 0.000 1 3.000 000 005 32
10.0 0.01 3.000 053 332 66
10.0 0.001 3.000 000 533 33
10.0 0.000 1 3.000 000 005 33
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Figure 1. D(λ) versus λ along the real axis for ω = 3, ψ = tan−1(2), ρ = 1/
√
5.
with qˆ1(x) = sech(x). The spectrum of these two equations can be computed explic-
itly, by converting them to associated Legendre equations. The ﬁrst equation has
exactly two discrete eigenvalues at λ = 0 and λ = 3, and the second equation has
only λ = 0 as a discrete eigenvalue. The eigenfunction associated with the eigenvalue
λ = 3 is v1(x) = sech2(x).
The computed value of the unstable eigenvalue is shown in table 1 as a function
of L∞ and ∆x. Even though the numerical method used to integrate the ODEs was
only second-order accurate, the computed results are very good. Note also the rapid
convergence of the results with increasing L∞. The diﬀerence between the computed
eigenvalue for L∞ = 5 and L∞ = 10 is insigniﬁcant, but that is not surprising since
the eigenfunction corresponding to this eigenvalue decays as x → ±∞ twice as fast
as qˆ1(x).
The values of λ in table 1 were computed by ﬁrst plotting D(λ) in (4.4) to get an
approximation to the unstable eigenvalue, and then Newton’s method was used to
reﬁne the roots of D(λ).
In ﬁg. 11 of Beyn & Lorenz (1999), the spectrum is shown for the linearization
about the HS pulse with ω = 3, ρ = 1/
√
5 and ψ = tan−1(2). They ﬁnd exactly
three discrete eigenvalues: a double root at λ = 0 and simple roots at λ ≈ −7.0 and
λ ≈ +15.0. Since all three of these roots are on the real axis, we plotted the Evans
function numerically along the real axis for these parameter values and the result is
shown in ﬁgure 1. There is excellent qualitative agreement with ﬁg. 11 of Beyn &
Lorenz. The plot of D(λ) shows precisely a double root at λ = 0 and simple roots at
approximately −6.6357 and +15. The Evans function on ﬁgure 1 has large amplitude
and a part of the graph is omitted, since D(−2) ≈ −32.
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Table 2. Computed unstable eigenvalue when ψ = tan−1(2), ω = 3, ρ = 1/
√
5
L∞ ∆x computed λ
15.0 0.003 15.000 128 058 5
15.0 0.000 75 15.000 031 959 5
15.0 0.000 1 15.000 000 568 1
15.0 0.000 01 15.000 000 005 6
30.0 0.003 15.000 511 357 2
30.0 0.000 1 15.000 000 568 1
Computed values of the positive root as a function of L∞ and ∆x are shown in
table 2.
Our calculations demonstrate a rather complicated dependence of the discrete
spectrum of problem (2.6) on parameters (ψ, ω) and there is little hope of ﬁnding
the eigenvalue with the maximal real part, and its corresponding eigenfunction ana-
lytically. Nevertheless, symmetries of the cGL problem may help to ﬁnd some of the
eigenfunctions explicitly. For example, the scaling invariance of the cGL problem can
be used to give an explicit expression for the generalized eigenfunction which exists
at λ = 0 when
Re(e−iψ(1 + iω)2) = 0. (5.2)
To demonstrate this, note that the equation
ρeiψAt = Axx − µ(1 + iω)2A+ (1 + iω)(2 + iω)|A|2A, µ > 0, (5.3)
has the family of stationary solutions
H(µ, x) def=
√
µAˆ(
√
µx). (5.4)
Diﬀerentiating (5.3), evaluated at the solution (5.4), with respect to µ and setting
µ = 1 results in
−eiψ(1 + iω)2Aˆ = Bxx − (1 + iω)2B + (1 + iω)(2 + iω)(2|Aˆ|2B + Aˆ2B¯), (5.5)
with B(x) = Hµ(1, x). Hence B(x) is the generalized eigenfunction to the eigenvalue
λ = 0 if (5.2) is satisﬁed. The existence of this generalized eigenfunction was ﬁrst
shown by Mielke (2000) using a diﬀerent argument.
When the above condition is satisﬁed, the Evans function has at least a triple root
at λ = 0. This triple root is delicate to capture using a matrix method and Beyn
& Lorenz (1999) were unable to recover it numerically. In ﬁgure 2, a plot of D(λ)
versus λ along the real axis is shown, for parameter values associated with a triple
root.
In the present case, the numerical evidence shows that the computed Evans func-
tion D(λ) captures quite clearly the algebraic property that λ = 0 is a triple root.
To compare with the numerical results of Beyn & Lorenz (1999), we take L∞ = 15,
∆x = 0.0001 and get
D′(0) ≈ −1.6× 10−7, D′′(0) ≈ 5.2× 10−7, D′′′(0) ≈ −0.018.
To within numerical accuracy, these results indicate that λ = 0 has algebraic mul-
tiplicity 3. Qualitatively, the result is rather good considering that the numerical
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Figure 2. D(λ) versus λ along the real axis for ω = 2+
√
5, ψ = tan−1(2), ρ = 1/
√
5.
−0.1 0.1 0.2
−0.00005
0.00005
0.00010
λ
D(   )λ
Figure 3. D(λ) versus λ along the real axis for ω = 0.03, ψ = π/2, ρ = 1.
integrator is only second-order accurate. Reducing the size of ∆x further leads to
smaller values for the ﬁrst and second derivatives, suggesting convergence to the
exact result.
When ψ = π/2 and ω = 0, equation (1.4) reduces to the nonlinear Schro¨dinger
equation. According to Weinstein (1985), the eigenvalue λ = 0 is four-fold. In Kapit-
ula (1998), it was demonstrated that for generic and small enough (|ε1|, |ε2|) for
ψ = π/2 + ε1, ω = ε2, the quadruple eigenvalue splits into λ1 < 0, a double eigen-
value λ2 = 0 and λ3 > 0.
Our calculations give a numerical evidence of the existence of the triple eigenvalue
λ = 0 for ψ = π/2 and ω > 0 (see ﬁgure 3), but we have no proof for this fact so far.
Table 2 suggests the existence of the integer-valued eigenvalue λ = 15 and numerics
show that the corresponding eigenfunction is even. In fact, this can be demonstrated
analytically.
Proposition 5.1. Suppose that ω = 32 tanψ > 0. Then problem (2.6) has an
eigenvalue
λ =
3
ρ cosψ
.
Proof . Note that, for λ ∈ R, the eigenvalue problem (2.6) can be written as
ρλA = e−iψ{Axx − (1 + iω)2A+ (1 + iω)(2 + iω)(2|Aˆ|2A+ Aˆ2A¯)}. (5.6)
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Table 3. Computed unstable exponent along the neutral curve
α ρ ψ ω λ
1.097 3 0.069 720 −1.219 908 −3.399 210 0.650 261
1.09 0.072 627 −1.306 955 −4.228 913 0.896 550
1.08 0.074 454 −1.356 560 −4.946 956 1.120 561
1.07 0.075 865 −1.392 846 −5.668 508 1.356 206
1.06 0.077 080 −1.422 892 −6.462 923 1.628 036
1.05 0.078 173 −1.449 108 −7.377 601 1.957 210
1.04 0.079 180 −1.472 663 −8.466 342 2.371 709
1.03 0.080 122 −1.494 230 −9.803 213 2.914 473
1.020 55 0.080 965 −1.513 175 −11.395 39 3.609 562
1.01 0.081 861 −1.532 987 −13.744 04 4.731 599
1.00 0.082 672 −1.550 681 −16.863 46 6.400 421
0.988 0.083 603 −1.567 483 −21.516 73 9.270 247
Take the ansatz
A(x) = A0(coshx)−σ, A0 ∈ C, with σ = r + iν, r > 0,
suggested to the authors by A. Mielke. Then substitution leads to ν = ω and
r = 2ω cotψ − 1. From the complex equation
(1 + iω)(2 + iω)(2 + e−2i argA0) = (−2ω cotψ + 1− iω)(−2ω cotψ − iω),
we get two branches. The ﬁrst one, given by ω = tanψ, A0 = i, corresponds to λ = 0.
The second one is given by ω = 32 tanψ, argA0 = −12 arccos((1− ω2)/(1 + ω2)) and
corresponds to the eigenvalue λ = 3/ρ cosψ. 
For the case corresponding to ﬁgure 1, ρ = cosψ = 1/
√
5 and ω = 3, resulting in
an eigenvalue λ = 15.
From perturbation theory, it follows that in the vicinity of the curve ω = 32 tanψ
in the parameter space (ω, ψ), the eigenvalue λ(ω, ψ) will remain real, but the cor-
responding eigenvalue or eigenfunction does not appear to be given by a an explicit
analytic expression.
6. Spanwise modulation of plane Poiseuille ﬂow
In this section we consider values of ω, ρ and ψ that are associated with the span-
wise modulation equation (1.2), and vary along the neutral curve. Note that the
streamwise modulation equation (1.1) is only valid near the nose of the neutral
curve, whereas the spanwise modulation equation (1.2) is valid all along the neutral
curve. Parametrizing the neutral curve for plane Poiseuille ﬂow by values of α, the
ﬁrst column of table 3 shows values of α near the nose of the neutral curve (the
nose corresponds to α = 1.020 55 in the table). For each point, Afendikov & Mielke
(2001a) have computed the corresponding values of ρ, ω and ψ that appear in equa-
tion (1.4), and these values are shown in the second to fourth columns of table 3.
The ﬁfth column is the computed unstable exponent. The growth rate is smallest
near the point on the neutral curve of maximum α and increases monotonically as
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Table 4. Eﬀect of L∞ and ∆x on the computed exponent
λ, L∞ = 15 λ, L∞ = 30
α ∆x = 0.003 ∆x = 0.0015
1.097 3 0.650 261 866 0 0.650 242 610 0
1.09 0.896 550 170 0 0.896 507 360 1
1.08 1.120 561 561 2 1.120 484 529 1
1.07 1.356 206 395 9 1.356 076 811 2
1.06 1.628 036 249 8 1.627 820 575 0
1.05 1.957 210 425 8 1.956 847 076 6
1.04 2.371 709 953 6 2.371 080 772 2
1.03 2.914 473 859 5 2.913 338 223 0
1.020 55 3.609 562 570 1 3.607 471 870 7
1.01 4.731 599 783 1 4.727 117 683 1
1.00 6.400 421 370 7 6.390 126 846 9
0.988 9.270 247 548 1 9.242 723 265 6
α decreases. In table 4 the sensitivity to changes in L∞ and ∆x of the value of the
unstable eigenvalue is shown. The most diﬃcult region to compute is for α below the
nose. In this region the magnitude of ω is quite large (see column 4 of table 3), and
therefore the basic state is very oscillatory (see the expression for qˆ in (2.3)), and
therefore signiﬁcantly more points are required in the integration. For all computed
parameters along the neutral curve there is at least one unstable eigenvalue.
7. Concluding remarks
The numerical results show that the HS pulse, with parameter values relevant to
the neutral curve and the spanwise modulation of plane Poiseuille ﬂow, is unstable.
However, the results on the existence of pulse solutions to three-dimensional Navier–
Stokes problem were obtained using the cGL equation as a scaled problem and
are therefore only valid for very-small-amplitude states. It is known that the large-
amplitude branches of periodic travelling states bifurcating from plane Poiseuille ﬂow
have a turning point and stabilize at large amplitude and low Reynolds number (low
relative to the critical value of R = 5772.22). Therefore, it may be that the single-
pulse and the nearby multi-pulse solitary waves, which are localized in the spanwise
direction, may exist as branches extending to large amplitude, may also stabilize and
play a role in the development of spatio-temporal complexity in three-dimensional
plane channel ﬂow.
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