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STOCHASTIC PARABOLIC EVOLUTION EQUATIONS IN
M-TYPE 2 BANACH SPACES
Toˆn Vieˆ.t Ta.
Kyushu University
This paper is devoted to studying stochastic parabolic evolution
equations with additive noise in Banach spaces of M-type 2. We con-
struct both strict and mild solutions possessing very strong regu-
larities. First, we consider the linear case. We prove existence and
uniqueness of strict and mild solutions and show their maximal regu-
larities. Second, we explore the semilinear case. Existence, uniqueness
and regularity of mild and strict solutions are shown. Regular depen-
dence of mild solutions on initial data is also investigated. Finally,
some applications to stochastic partial differential equations are pre-
sented.
1. Introduction. We study the Cauchy problem for a stochastic parabolic
evolution equation
(1.1)
{
dX +AXdt = [F1(t) + F2(X)]dt+G(t)dW (t), 0 < t ≤ T,
X(0) = ξ
in a complex separable Banach space E with norm ‖ · ‖ and the Borel σ-
field B(E). Here, W is a cylindrical Wiener process on a separable Hilbert
space H, and is defined on a complete filtered probability space (Ω,F ,Ft,P);
G(t), 0 ≤ t ≤ T, are γ-radonifying operators from H to E; F1 and F2 are
measurable functions from (ΩT ,PT ) and (Ω×E,F ×B(E)) into (E,B(E)),
respectively (where ΩT = [0, T ] × Ω and PT is the predictable σ-field on
ΩT ); and A is a densely defined, closed linear operator which generates an
analytic semigroup on E.
It is known that many interesting models introduced from the real world
can be formulated by deterministic linear or nonlinear evolution equations
of parabolic type. These equations generally generate not only a dynamical
system but also enjoy a global attractor even a finite-dimensional attractor.
Existence of such an attractor then suggests that the phenomena whose
processes are described by these parabolic evolution equations enjoy some
robustness in a certain abstract sense. Some may be the pattern formation
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and others may be the specific structure creation. In these cases, robustness
of final states of process is one of main issues to be concerned. It is therefore
quite natural in order to investigate the robustness to consider stochastic
parabolic evolution equations.
Stochastic parabolic evolution equations have already been studied since
1970s. The main interest was to construct unique mild solutions, see Brzez´niak
[1], Da Prato-Zabczyk [10], van Neerven et al. [29], and references therein.
Some researchers, however, were devoted to constructing stronger solutions,
strict solutions.
Da Prato-Zabczyk [10] presented a theory of stochastic equations in in-
finite dimensions. In the framework where the space E is a Hilbert space,
W is a Q-Wiener process on H ≡ E with a symmetric nonnegative nuclear
operator Q in L(E), the authors studied the linear of (1.1), i.e.
(1.2)
{
dX +AXdt = F (t)dt+ IdW (t), 0 < t ≤ T,
X(0) = ξ,
where F is progressively measurable and integrable process on [0, T ], and I
is the identity operator in E. Under the conditions:
(i) The trace of Q is finite,
(ii) AβQ
1
2 for some 12 < β ≤ 1 is a Hilbert-Schmidt operator,
existence of strong solutions to (1.2) has been shown. Clearly, the condition
(ii) is very restrictive. In the case of standard Brownian motions in Rd, Q
becomes the identity matrix of size d. Then, (ii) implies that A is a bounded
linear operator.
Brzez´niak [1]-[5] constructed a theory of stochastic partial differential
equations in Banach spaces of M-type 2. In [1], the author treated a stochas-
tic linear evolution equation
(1.3)
{
dX +AXdt = F (t)dt+
∑d
j=1BjXdw
j(t), 0 < t ≤ T,
X(0) = ξ
in an M-type 2 separable Banach space E. Here A is as above, F is progres-
sively measurable and square integrable process on [0, T ], Bj(j = 1, . . . , d)
are unbounded linear operators in E, and wj(j = 1, . . . , d) are independent
standard Brownian motions. It has been assumed that
d∑
j=1
‖Bju‖
2
DA(
1
2
,2)
≤ C1‖u‖
2
D(A) + C2‖u‖
2
DA(
1
2
,2)
, u ∈ D(A),
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where DA(
1
2 , 2) = {u ∈ E;
∫∞
0 ‖Ae
tAu‖2dt <∞} and that
ξ ∈ L2(Ω,DA(
1
2
, 2)).
Existence of a unique strict solution to (1.3) has been then proved in the
space:
X ∈ L2([0, T ] × Ω;D(A)) ∩ C([0, T ];L2(Ω;DA(
1
2
, 2))).
In addition, regularity of mild solutions is also presented. Under the con-
ditions:
(i) A−βG ∈Mp([0, T ];L(U ;E))
(ii) E‖Aδξ‖p <∞
(iii) F1 ∈ M
p([0, T ];D(Aα−1)) for some 0 ≤ δ < γ < δ+ 1
p
< min{α, 12−β}
and p ≥ 2, where Mp([0, T ];S) is the space of all progressive measur-
able functions u from [0, T ] to S such that
E
∫ T
0
‖u(s)‖pSdu <∞,
existence of a unique mild solution to (1.3) has been proved in the space:
X ∈ Mp([0, T ];D(Aγ)) ∩ Lp(Ω; C([0, T ];D(Aδ)).
The equation (1.1) is already considered in [2]. Under the local Lipschitz
condition on F2
(1.4) ‖F2(u)− F2(v)‖D(Aα−1) ≤ C‖u− v‖
ν
D(Aγ)‖u− v‖
1−ν
D(Aδ)
for some 0 ≤ ν < 1, existence of maximal local mild solutions of (1.1) has
been shown.
van Neerven et al. [26] constructed a theory of stochastic integration in
UMD Banach spaces. The authors then systematically studied stochastic
evolution equations in UMD Banach spaces (see [27]-[31] and references
therein).
A theory of abstract (deterministic) parabolic evolution equations was
introduced by Yagi [35]. In this theory, strict solutions to the deterministic
version of (1.1) (i.e. G ≡ 0 on [0, T ]) were investigated. For the linear case
(i.e. F2 ≡ 0), when F1 belongs to a weighted Ho¨lder continuous function
space Fβ,σ((0, T ];E)) (see the definition in Section 2) and ξ ∈ E is arbitrary,
then existence of a unique solution was proved in the space (see [32]):
X ∈ C1((0, T ];E) ∩ C([0, T ];E) ∩ C((0, T ];D(A)).
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Furthermore, the author obtained the maximal regularity for both initial
value ξ ∈ D(Aβ) and external force function F1 ∈ F
β,σ((0, T ];E) (see [33]-
[35]):
AβX ∈ C([0, T ];E),
dX
dt
,AX ∈ Fβ,σ((0, T ];E).
For the semilinear case (F2 6≡ 0), in [19] it was assumed that ξ ∈ D(A
β), F1 ∈
Fβ,σ ((0, T ];E). In addition, F2 is a nonlinear operator from D(A
η) into E
and satisfies a Lipschitz condition of the form
‖F2(u)− F2(v)‖ ≤ ϕ(‖A
βu‖+Aβv‖)
× [‖Aη(u− v)‖+ (‖Aηu‖+ ‖Aηv‖)‖Aβ(u− v)‖], u, v ∈ D(Aη),
where 0 < β ≤ η < 1, 0 < σ < min{β, 1 − η} and ϕ is some increasing
function. Existence of a unique local solution was then proved in the function
space:
X ∈ C((0, T¯ ];D(A)) ∩ C([0, T¯ ];D(Aβ)) ∩ C1((0, T¯ ];E),
dX
dt
,AX ∈ Fβ,σ((0, T¯ ];E),
where T¯ depends only on norms ‖F1‖Fβ,σ and ‖A
βξ‖.
In this paper, we want to extend the techniques of [35] to the stochastic
equation (1.1). Although we only treat additive noise, we construct both
strict and mild solutions possessing very strong regularities. In some cases,
these regularities are maximal.
Our contribution is twofold. First, we handle the linear case of (1.1). Exis-
tence of a unique strict solution as well as its maximal space-time regularity
are proved. Maximal space-time regularity of mild solutions is also shown.
Second, we treat (1.1) in general. By using the fix-point method, we prove
existence and uniqueness of a local mild solution, which is defined on an
interval [0, T¯ ] ⊂ [0, T ], where T¯ > 0 is a nonrandom constant. (Note that
another common way to prove existence of mild solutions is to use the cut-
off method. This method however results in that local mild solutions are
defined on [0, τ), where τ is a stopping time (see [2, 27])). Based on solution
formula, we give a sufficient condition for existence of a unique global strict
solution to (1.1). In addition, regularity and regular dependence on initial
data of local mild solutions are also investigated.
For this current research, we use semigroup methods, which takes idea
from ones for (deterministic) parabolic evolution equations. More precisely,
the methods have been initiated by the invention of the analytic semigroups
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in the middle of the last century (see Hille [17] and Yosida [36]). The semi-
group methods are characterized by precise formulas representing the solu-
tions of the Cauchy problem for stochastic evolution equations.
The analytical semigroup S(t) = e−tA generated by the linear operator
(−A) directly provides a mild solution to the Cauchy problem for a stochastic
linear evolution equation{
dX +AXdt = F (t)dt+G(t)dW (t), 0 < t ≤ T,
X(0) = ξ.
The solution is given by the formula
X(t) = S(t)ξ +
∫ t
0
S(t− s)F (s)ds+
∫ t
0
S(t− s)G(s)dW (s).
Similarly, a solution to (1.1) can be obtained as a solution of an integral
equation
X(t) = S(t)ξ +
∫ t
0
S(t− s)[F1(s) + F2(X(s))]ds +
∫ t
0
S(t− s)G(s)dW (s).
These solutions formulas provide us important information on solutions
such as uniqueness, regularity, smoothing effect and so forth. Especially,
for nonlinear problems one can derive Lipschitz continuity of solutions with
respect to initial values, even their Fre´chet differentiability. This powerful
approach has been used for the study of stochastic evolution equations in
Hilbert spaces. Some early work has been proposed by Curtain-Falb [6],
Dawson [11]. After that, there are many papers and monographs following it.
We refer for instance to [1]-[5], [7]-[10], [14], [21]-[31], and references therein.
The organization of the paper is as follows. Section 2 is preliminary. We
introduce notions such as weighted Ho¨lder continuous function spaces, an-
alytical semigroups, cylindrical Wiener processes, strict and mild solutions
to (1.1).
Section 3 deals with the linear case of (1.1), i.e. F2 ≡ 0 in E. We prove
existence of unique strict solutions (Theorems 3.2 and 3.3), provided that F1
and G belong to weighted Ho¨lder continuous function spaces. Maximal regu-
larity of strict solutions is then presented (Theorem 3.4). Maximal regularity
of mild solutions is also shown (Theorem 3.5).
Section 4 studies the general case of (1.1). Existence, uniqueness and
regularity of strict and mild solutions are proved (Theorems 4.2, 4.3 and
4.4). Regular dependence of mild solutions on initial data is also shown
(Theorem 4.6).
In Section 5, we present some examples of stochastic partial differential
equations (PDEs) to illustrate our abstract results.
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2. Preliminary.
2.1. Function spaces and analytical semigroups. First, let us review some
notions of function spaces. For 0 < σ < β < 1, denote by Fβ,σ((0, T ];E)
the space of all E-valued continuous functions F on (0, T ] with the following
three properties:
(i)
(2.1) t1−βF (t) has a limit as t→ 0.
(ii) F is Ho¨lder continuous with exponent σ and weight s1−β+σ, i.e.
(2.2)
sup
0≤s<t≤T
s1−β+σ‖F (t)− F (s)‖
(t− s)σ
= sup
0≤t≤T
sup
0≤s<t
s1−β+σ‖F (t)− F (s)‖
(t− s)σ
<∞.
(iii)
(2.3) lim
t→0
wF (t) = 0,
where wF (t) = sup0≤s<t
s1−β+σ‖F (t)−F (s)‖
(t−s)σ .
It is easy to see that Fβ,σ((0, T ];E) is a Banach space with norm
‖F‖Fβ,σ(E) = sup
0≤t≤T
t1−β‖F (t)‖ + sup
0≤s<t≤T
s1−β+σ‖F (t) − F (s)‖
(t− s)σ
.
The space Fβ,σ((0, T ];E) is called a weighted Ho¨lder continuous function
space that is introduced by Yagi (see [35]). Clearly, for F ∈ Fβ,σ((0, T ];E),
(2.4) ‖F (t)‖ ≤ ‖F‖Fβ,σ(E)t
β−1, 0 < t ≤ T,
and
‖F (t)− F (s)‖ ≤ wF (t)(t− s)
σsβ−σ−1(2.5)
≤ ‖F‖Fβ,σ(E)(t− s)
σsβ−σ−1, 0 < s < t ≤ T.
In addition, it is not hard to see that
(2.6) Fγ,σ((0, T ];E) ⊂ Fβ,σ((0, T ];E), 0 < σ < β < γ < 1.
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Remark 2.1. (a) The space Fβ,σ((0, T ];E) is not a trivial space. The
function F defined by F (t) = tβ−1f(t), 0 < t ≤ T, belongs to this
space, where f is any function in Cσ([0, T ];E) such that f(0) = 0,
where Cσ is the space of σ-Ho¨lder continuous functions.
(b) The space Fβ,σ((a, b];E), 0 ≤ a < b < ∞, is defined in a similar way.
For more details, see [35].
Next, let us recall the notion of sectorial operators and some properties
of analytical semigroups generated by them.
A densely defined, closed linear operator A is said to be sectorial if it
satisfies two conditions:
(Aa) The spectrum σ(A) of A is contained in an open sectorial domain Σ̟:
σ(A) ⊂ Σ̟ = {λ ∈ C : | arg λ| < ̟}, 0 < ̟ <
π
2
.
(Ab) The resolvent of A satisfies the estimate
‖(λ−A)−1‖ ≤
M̟
|λ|
, λ /∈ Σ̟
with some M̟ > 0 depending only on the angle ̟.
When A is a sectorial operator, it generates an analytical semigroup.
Theorem 2.2. Let A be a sectorial operator. Then, (−A) generates an
analytical semigroup S(t) = e−tA, 0 ≤ t < ∞, having the following proper-
ties:
(i) For any θ ≥ 0, there exists ιθ > 0 such that
(2.7) ‖AθS(t)‖ ≤ ιθt
−θ, 0 < t <∞.
In particular, there exists ν > 0 such that
(2.8) ‖S(t)‖ ≤ ι0e
−νt, 0 < t <∞.
(ii) For any 0 < θ ≤ 1,
(2.9) ‖[S(t) − I]A−θ‖ ≤
ι1−θ
θ
tθ, 0 < t <∞.
(iii) For 0 < σ < β < 1 and U ∈ D(Aβ),
(2.10) AS(·)U ∈ Fβ,σ((0, T ];E).
For the proof, see [35].
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2.2. Cylindrical Wiener processes. Let us review a central notion to the
theory of stochastic evolution equations, say cylindrical Wiener processes on
a separable Hilbert space H. The following definition is given by Curtain-
Falb [6].
Definition 2.3. Let Q be a symmetric nonnegative nuclear operator in
L(H). An H-valued stochastic process W defined on a filtered probability
space (Ω,F ,Ft,P) is called a Q-Wiener process if it satisfies the conditions:
(i) W (0) = 0 a.s.
(ii) W has continuous sample paths.
(iii) W has independent increments.
(iv) The law of W (t)−W (s), 0 < s ≤ t, is a Gaussian measure on H with
mean 0 and covariance Q.
Note that a nuclear operator is a bounded linear operator with finite trace.
Here, the trace of Q is defined by
Tr(Q) =
∞∑
i=1
〈Qei, ei〉,
where {ei}
∞
i=1 is a complete orthonormal basis in H.
Let fix a larger Hilbert space H1 such that H is embedded continu-
ously into H1 and the embedding J : H → H1 is Hilbert-Schmidt (i.e.∑∞
i=1 ‖Jei‖
2
H1
< ∞). For example (see Hairer [15]), one takes H1 to be
the closure of H under the norm
‖h‖H1 =
[
∞∑
n=1
〈h, en〉
2
H
n2
] 1
2
.
For any h1 ∈ H1,
〈JJ∗em, h1〉H1 = 〈J
∗em, J
∗h1〉H
= 〈
∞∑
k=1
ek〈J
∗em, ek〉H ,
∞∑
k=1
ek〈J
∗h1, ek〉H〉H
=
∞∑
k=1
〈J∗em, ek〉H〈J
∗h1, ek〉H
=
∞∑
k=1
〈em, Jek〉H1〈h1, Jek〉H1
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=
∞∑
k=1
〈em, ek〉H1〈h1, ek〉H1
= ‖em‖
2
H1
〈h1, em〉H1
=
1
m2
〈h1, em〉H1 , m = 1, 2, . . .
Thereby, JJ∗em =
1
m2
em for m = 1, 2, . . . Therefore,
Tr(JJ∗) =
∞∑
m=1
〈JJ∗em, em〉 =
∞∑
m=1
1
m2
<∞.
Thus, JJ∗ is a nuclear operator. The following definition is taken from Da
Prato-Zabczyk [10] (see also Hairer [15]).
Definition 2.4. An H1-valued JJ
∗-Wiener process is called a cylindri-
cal Wiener process on H.
Remark 2.5. There is another way to define cylindrical Wiener pro-
cesses. One can define a cylindrical Wiener process as the canonical process
for any Gaussian measure with Cameron-Martin space. For more details, see
Hairer [15].
2.3. Stochastic integrals in Banach spaces of M-type 2.
Definition 2.6 (Pisier [20]). A Banach space E is said to be of martin-
gale type 2 (or M-type 2 for abbreviation), if there is a constant c(E) such
that for all E-valued martingales {Mn}n, it holds true that
sup
n
E‖Mn‖
2 ≤ c(E)
∑
n≥0
E‖Mn −Mn−1‖
2,
where M−1 = 0.
It is known that Hilbert spaces are of M-type 2 and that, when 2 ≤ p <∞,
the Lp space is the same.
When E is of M-type 2, stochastic integrals with respect to cylindri-
cal Wiener processes can be constructed in a quite similar way as for the
usual Itoˆ integrals. There are several literature dealing with this subject
(see Brzez´niak [1, 2], Dettweiler [12, 13], van Neerven et al. [16, 27]). Let us
explain the construction.
Let W be a cylindrical Wiener process on a separable Hilbert space H,
which is defined on a filtered probability space (Ω,F ,Ft,P).
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Definition 2.7. Let (S,Σ) be a measurable space.
(i) A function ϕ : S → E is said to be strongly measurable if it is the
pointwise limit of a sequence of simple functions.
(ii) A function φ : S → L(H;E) is said to be H-strongly measurable if
φ(·)h : S → E is strongly measurable for any h ∈ H.
Definition 2.8 (γ-radonifying operators). (i) Let {γn}
∞
n=1 be a se-
quence of independent standard Gaussian random variables on a prob-
ability space (Ω′,F ′,P′). Let {en}
∞
n=1 be an orthonormal basis of H.
A bounded linear operator φ from H to E is called a γ-radonifying
operator if the Gaussian series
∑∞
n=1 γnφen converges in L
2(Ω′, E).
(ii) The set of all γ-radonifying operators is denoted by γ(H;E).
According to Definition 2.8, a natural norm in γ(H;E) is defined by
‖φ‖γ(H;E) =
[
E
′
∥∥∥ ∞∑
n=1
γnφen
∥∥∥2] 12 .
It is easily seen that the norm is independent of the orthonormal basis
{en}
∞
n=1 and the Gaussian sequence {γn}
∞
n=1. Furthermore, the normed space
(γ(H;E), ‖ · ‖γ(H;E)) is complete (see [26, 27]). The following lemma is used
very often.
Lemma 2.9. Let φ1 ∈ L(E) and φ2 ∈ γ(H;E). Then, φ1φ2 ∈ γ(H;E)
and
‖φ1φ2‖γ(H;E) ≤ ‖φ1‖L(E)‖φ2‖γ(H;E).
Definition 2.10. Denote by I2([0, T ]) the class of all adapted processes
φ : [0, T ] × Ω → γ(H;E) in L2((0, T ) × Ω; γ(H;E)), which are H-strongly
measurable.
For every φ ∈ I2([0, T ]), the stochastic integral
∫ T
0 φ(t)dW (t) is defined
as a limit of integrals of adapted step processes. By a localization argument
one can extend stochastic integrals to the class I([0, T ]) of all H-strongly
measurable and adapted processes φ : [0, T ] × Ω → γ(H;E) which are in
L2((0, T ); γ(H;E)) a.s. (see [26, 27]).
Theorem 2.11. Let E be a Banach space of M-type 2. Let W be a
cylindrical Wiener process on a separable Hilbert space H. Then, there exists
c(E) > 0 depending only on E such that
E
∥∥∥∫ T
0
φ(t)dW (t)
∥∥∥2 ≤ c(E)‖φ‖2L2((0,T )×Ω;γ(H;E)), φ ∈ I2([0, T ]),
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here ‖φ‖2
L2((0,T )×Ω;γ(H;E)) = E
∫ T
0 ‖φ(s)‖
2
γ(H;E)ds. In addition, for every φ ∈
I([0, T ]),
(i) {
∫ t
0 φ(s)dW (s), 0 ≤ t ≤ T} is an E-valued continuous local martingale
and a Gaussian process.
(ii) (Burkholder-Davis-Gundy inequality) For any p > 1,
E sup
t∈[0,T ]
∥∥∥ ∫ t
0
φ(s)dW (s)
∥∥∥p ≤ cp(E)E[
∫ T
0
‖φ(s)‖2γ(H;E)ds
] p
2
,
where cp(E) is some constant depending only on p and E.
For the proof, see, e.g., [2, 3, 18].
Lemma 2.12. Let B be a closed linear operator in E and φ : [0, T ] ⊂
R→ γ(H;E). If φ and Bφ belong to I2([0, T ]), then
B
∫ T
0
φ(t)dW (t) =
∫ T
0
Bφ(t)dW (t) a.s.
The proof of Lemma 2.12 is very similar to one in Da Prato-Zabczyk [10].
So, we omit it.
The Kolmogorov continuity theorem gives a sufficient condition for a
stochastic process to be Ho¨lder continuous.
Theorem 2.13. Let ζ be an E-valued stochastic process on [0, T ]. As-
sume that for some c > 0 and ǫi > 0 (i = 1, 2),
(2.11) E‖ζ(t)− ζ(s)‖ǫ1 ≤ c|t− s|1+ǫ2 , 0 ≤ s, t ≤ T.
Then, ζ has a version whose P-almost all trajectories are Ho¨lder continuous
functions with an arbitrarily smaller exponent than ǫ2
ǫ1
.
When ζ is a Gaussian process, one can weaken the condition (2.11).
Theorem 2.14. Let ζ be an E-valued Gaussian process on [0, T ] such
that Eζ(t) = 0 for t ≥ 0. Assume that for some c > 0 and 0 < ǫ ≤ 1,
E‖ζ(t)− ζ(s)‖2 ≤ c(t− s)ǫ, 0 ≤ s ≤ t ≤ T.
Then, there exists a modification of ζ whose P-almost all trajectories are
Ho¨lder continuous functions with an arbitrarily smaller exponent than ǫ2 .
For the proofs of Theorems 2.13 and 2.14, see, e.g., [10].
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2.4. Strict and mild solutions. Let us restate the problem (1.1). Through-
out this paper, we consider (1.1) in a complex separable Banach space E of
M-type 2, where
(i) A is a densely defined, closed linear operator in E.
(ii) W is a cylindrical Wiener process on a separable Hilbert space H, and
is defined on a complete filtered probability space (Ω,F ,Ft,P).
(iii) F1 is a measurable process from (ΩT ,PT ) to (E,B(E)).
(iv) F2 is a measurable function from (Ω × E,F × B(E)) to (E,B(E)).
(v) G ∈ I2([0, T ]), where I2([0, T ]) is given by Definition 2.10.
(vi) ξ is an E-valued F0-measurable random variable.
Definition 2.15. A adapted E-valued continuous process X on [0, T ]
is called a strict solution of (1.1) if∫ T
0
‖F2(X(s))‖ds <∞ a.s.,
X(t) ∈ D(A) and
∥∥∥ ∫ t
0
AX(s)ds
∥∥∥ <∞ a.s., 0 < t ≤ T,
and
X(t) =ξ −
∫ t
0
AX(s)ds +
∫ t
0
[F1(s) + F2(X(s))]ds
+
∫ t
0
G(s)dW (s) a.s., 0 < t ≤ T.
Definition 2.16. A adapted E-valued continuous process X on [0, T ]
is called a mild solution of (1.1) if∫ T
0
‖S(t− s)F2(X(s))‖ds <∞ a.s.,
and
X(t) =S(t)ξ +
∫ t
0
S(t− s)[F1(s) + F2(X(s))]ds
+
∫ t
0
S(t− s)G(s)dW (s) a.s., 0 < t ≤ T.
A strict (mild) solution X on [0, T ] is said to be unique if any other strict
(mild) solution X¯ on [0, T ] is indistinguishable from it, i.e.
P{X(t) = X¯(t) for every t ∈ [0, T ]} = 1.
Remark 2.17. A strict solution is a mild solution ([10]). The inverse is
however not true in general.
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3. Linear evolution equations. In this section, we handle the linear
case of the problem (1.1), i.e. F2 ≡ 0 in E. Let us rewrite (1.1) as
(3.1)
{
dX +AXdt = F1(t)dt+G(t)dW (t), 0 < t ≤ T,
X(0) = ξ.
First, we study strict solutions to (3.1), where F1 and G are taken from
weighted Ho¨lder continuous function spaces. This kind of solutions is con-
structed in Theorem 3.3 on the basis of solution formula. Maximal regularity
of strict solutions are shown in Theorem 3.4. Second, we give maximal reg-
ularity of mild solutions to (3.1) in Theorem 3.5.
Suppose that F1 belongs to a weighted Ho¨lder continuous function space:
(F1) For some 0 < σ < β < 12 ,
F1 ∈ F
β,σ((0, T ];E) a.s. and E‖F1‖
2
Fβ,σ(E) <∞.
And G satisfies one of the following conditions:
(Ga) For some 1− β < δ ≤ 1,
AδG ∈ Fβ+
1
2
,σ((0, T ]; γ(H;E)) a.s.
and
E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
<∞.
(Gb) G ∈ Fβ+
1
2
,σ((0, T ]; γ(H;E)) a.s. and
E‖G‖2
Fβ+
1
2
,σ(γ(H;E))
<∞.
Remark 3.1. The spatial regularity of G in (Ga) is essential for our
construction of strict solutions. For existence of mild solutions, it is not
necessary. In fact, for mild solutions, only temporal regularity, say (Gb), is
required.
3.1. Strict solutions and maximal regularity. First, let us prove unique-
ness of strict solutions.
Theorem 3.2 (Uniqueness). Let A satisfy (Aa) and (Ab). If there exists
a strict solution to (3.1), then it is unique.
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Proof. LetX and X¯ be two strict solutions of (3.1) on [0, T ]. Put Y (t) =
X(t) − X¯(t), 0 ≤ t ≤ T . From the definition of strict solutions, we observe
that {
Y (t) = −
∫ t
0 AY (s)ds, 0 < t ≤ T,
Y (0) = 0.
Since dY
dr
= −AY (r) and dS(t−r)
dr
= AS(t− r) for 0 < r < t ≤ T , it is easily
seen that
dS(t− r)Y (r)
dr
= 0, 0 < r < t ≤ T.
This implies that S(t− ·)Y (·) is a constant on (0, t). Hence,
S(t− r)Y (r) = lim
r→t
S(t− r)Y (r) = 0, 0 < r < t ≤ T.
Since Y is continuous at t = 0 and Y (0) = 0,
Y (r) = lim
t→r
S(t− r)Y (r) = Y (r), 0 < r ≤ T.
Thus, X = X¯ a.s. on [0, T ]. By the continuity, we conclude that X and X¯
are indistinguishable.
Second, let us construct strict solutions on the basis of solution formula.
Theorem 3.3 (Existence). Let (Aa), (Ab), (F1) and (Ga) be satisfied.
Then, there exists a unique strict solution X of (3.1). Furthermore, X pos-
sesses the regularity
AX ∈ C((0, T ];E) a.s.
and satisfies the estimate
E‖X(t)‖2 + t2E‖AX(t)‖2(3.2)
≤C[E‖ξ‖2 + E‖F1‖
2
Fβ,σ(E)t
2β + E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
× {t2β + t2(β+δ)}], 0 ≤ t ≤ T,
where C > 0 is some constant depending only on the exponents.
Proof. Uniqueness of strict solutions has already been verified by Theo-
rem 3.2. What we need is to construct a strict solution to (3.1) on the basis
of solution formula. For this purpose, we divide the proof into several steps.
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Step 1. Put
(3.3) I1(t) = S(t)ξ +
∫ t
0
S(t− s)F1(s)ds.
Let us verify that
I1 ∈ C((0, T ];D(A)) ∩ C([0, T ];E)
and I1 satisfies the integral equation
(3.4) I1(t) +
∫ t
0
AI1(s)ds = ξ +
∫ t
0
F1(s)ds, 0 < t ≤ T.
Let An = A(1 +
A
n
)−1, n = 1, 2, 3, . . . , be the Yosida approximation of
A. Then, An satisfies (Aa) and (Ab) uniformly and generates an analytic
semigroup Sn(t) (see [35]). Furthermore, for any 0 ≤ ν <∞,
(3.5) lim
n→∞
AνnSn(t) = A
νS(t) (limit in L(E)).
In addition, there exists ςν > 0 independent of n such that
(3.6)
{
‖AνnSn(t)‖ ≤ ςνt
−ν if ν > 0, 0 < t ≤ T
‖AνnSn(t)‖ ≤ ςνe
−ςνt if ν = 0, 0 < t ≤ T.
Consider the function
I1n(t) = Sn(t)ξ +
∫ t
0
Sn(t− s)F1(s)ds, 0 ≤ t ≤ T.
Due to (3.5) and (3.6),
lim
n→∞
I1n(t) = I1(t), 0 ≤ t ≤ T.
Since An is bounded, we observe that
dI1n = [−AnI1n + F1(t)]dt, 0 < t ≤ T.
From this equation, for any 0 < ǫ ≤ T,
(3.7) I1n(t) = I1n(ǫ) +
∫ t
ǫ
[F1(s)−AnI1n(s)]ds, 0 < ǫ ≤ t ≤ T.
We observe convergence of AnI1n. We have
AnI1n(t) =AnSn(t)ξ +
∫ t
0
AnSn(t− s)[F1(s)− F1(t)]ds
16 TOˆN VIEˆ. T TA.
+
∫ t
0
AnSn(t− s)dsF1(t)
=AnSn(t)ξ +
∫ t
0
AnSn(t− s)[F1(s)− F1(t)]ds + [I − Sn(t)]F1(t).(3.8)
Thanks to (2.4) and (3.6),
‖AnI1n(t)‖ ≤ς1t
−1‖ξ‖+
∫ t
0
ς1‖F1‖Fβ,σ(E)(t− s)
σ−1sβ−σ−1ds
+ (1 + ς0e
−ς0t)‖F1‖Fβ,σ(E)t
β−1
=ς1‖ξ‖t
−1 + [1 + ς1B(β − σ, σ) + ς0e
−ς0t](3.9)
× ‖F1‖Fβ,σ(E)t
β−1, 0 < t ≤ T,
where B(·, ·) is the beta function. Furthermore, due to (3.5) and (3.8), we
have
(3.10) lim
n→∞
AnI1n(t) = Y (t),
where
Y (t) = AS(t)ξ +
∫ t
0
AS(t− s)[F1(s)− F1(t)]ds + [I − S(t)]F1(t).
Let us verify that the function Y is continuous on (0, T ]. Take 0 < t0 ≤ T .
By using (2.4) and (2.7), for t ≥ t0, we have
‖Y (t)− Y (t0)‖
≤‖AS(t0)[S(t− t0)− I]ξ‖+ ‖[I − S(t)]F1(t)− [I − S(t0)]F1(t0)‖
+
∥∥∥ ∫ t
t0
AS(t− s)[F1(s)− F1(t)]ds
+
∫ t0
0
AS(t− s)ds[F1(t0)− F1(t)]
+
∫ t0
0
S(t− t0)AS(t0 − s)[F1(s)− F1(t0)]ds
−
∫ t0
0
AS(t0 − s)[F1(s)− F1(t0)]ds
∥∥∥
≤ι1t
−1
0 ‖S(t− t0)ξ − ξ‖+ ‖[I − S(t)]F1(t)− [I − S(t0)]F1(t0)‖
+
∫ t
t0
‖AS(t− s)‖‖F1(s)− F1(t)‖ds
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+ ‖[S(t− t0)− S(t)][F1(t0)− F1(t)]‖
+
∫ t0
0
‖[S(t− t0)− I]AS(t0 − s)[F1(s)− F1(t0)]‖ds
≤ι1t
−1
0 ‖S(t− t0)ξ − ξ‖+ ‖[I − S(t)]F1(t)− [I − S(t0)]F1(t0)‖
+
∫ t
t0
ι1‖F1‖Fβ,σ(E)(t− s)
σ−1sβ−σ−1ds
+ ‖S(t− t0)− S(t)‖‖F1(t0)− F1(t)‖
+ ‖S(t− t0)− I‖
∫ t0
0
ι1‖F1‖Fβ,σ(E)(t0 − s)
σ−1sβ−σ−1ds
≤ι1t
−1
0 ‖S(t− t0)ξ − ξ‖+ ‖[I − S(t)]F1(t)− [I − S(t0)]F1(t0)‖
+ ς1‖F1‖Fβ,σ(E)t
β−σ−1
0
∫ t
t0
(t− s)σ−1ds
+ ‖S(t− t0)− S(t)‖‖F1(t0)− F1(t)‖
+ ι1‖F1‖Fβ,σ(E)B(β − σ, σ)t
β−1
0 ‖S(t− t0)− I‖
≤ι1t
−1
0 ‖S(t− t0)ξ − ξ‖+ ‖[I − S(t)]F1(t)− [I − S(t0)]F1(t0)‖(3.11)
+
ι1‖F1‖Fβ,σ(E)
σ
tβ−σ−10 (t− t0)
σ
+ ‖S(t− t0)− S(t)‖‖F1(t0)− F1(t)‖
+ ι1‖F1‖Fβ,σ(E)B(β − σ, σ)t
β−1
0 ‖S(t− t0)− I‖.
Thus,
lim
tցt0
Y (t) = Y (t0).
Similarly, we obtain that
lim
tրt0
Y (t) = Y (t0).
Hence, Y is continuous at t = t0 and therefore at every point in (0, T ].
By the above arguments, we conclude that
I1(t) = lim
n→∞
I1n(t) = lim
n→∞
A−1n AnI1n(t)
= A−1Y (t), 0 < t ≤ T.
This shows that I1(t) ∈ D(A) for 0 < t ≤ T and
AI1 = Y ∈ C((0, T ];E).(3.12)
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Furthermore, since Y is continuous on (0, T ], I1 = A
−1Y is the same. The
continuity of I1 at t = 0 can be seen as follows. By (2.4) and (2.8),∫ t
0
‖S(t− s)F1(s)‖ds ≤
∫ t
0
‖S(t− s)‖‖F1(s)‖ds
≤ ι0‖F1‖Fβ,σ(E)
∫ t
0
sβ−1ds
≤
ι0‖F1‖Fβ,σ(E)t
β
β
.(3.13)
So,
lim
t→0
∫ t
0
S(t− s)F1(s)ds = 0.
This and (3.3) imply that
lim
t→0
I1(t) = lim
t→0
S(t)ξ = ξ = I1(0).
Hence,
I1 ∈ C([0, T ];E).
It now remains to prove (3.4). It is seen that the integral
∫ t
0 AI1(s)ds
exists. Indeed, by virtue of (2.4), (2.7) and (2.8),
∫ t
0
‖[I − S(r)]F1(r)‖dr ≤
∫ t
0
‖I − S(r)‖‖F1(r)‖dr
≤ (1 + ι0)‖F1‖Fβ,σ(E)
∫ t
0
rβ−1dr
=
(1 + ι0)‖F1‖Fβ,σ(E)r
β
β
, 0 ≤ t ≤ T,
and ∫ t
0
∥∥∥∫ s
0
AS(s − r)[F1(r)− F1(s)]dr
∥∥∥ds
≤
∫ t
0
∫ s
0
‖AS(s− r)‖‖F1(r)− F1(s)‖drds
≤ ι1‖F1‖Fβ,σ(E)
∫ t
0
∫ s
0
(s − r)σ−1rβ−σ−1drds
=
ι1‖F1‖Fβ,σ(E)B(β − σ, σ)t
β
β
, 0 ≤ t ≤ T.
STOCHASTIC PARABOLIC EVOLUTION EQUATIONS 19
These estimates show that the integrals
∫ t
0 [I−S(r)]F1(r)dr and
∫ t
0
∫ s
0 AS(s−
r)[F1(r)− F1(s)]drds are finite for 0 ≤ t ≤ T. The finiteness of the integral∫ t
0 AI1(s)ds, 0 ≤ t ≤ T, hence follows from the equality:∫ t
0
AI1(s)ds =
∫ t
0
Y (s)ds
=
∫ t
0
AS(r)ξdr +
∫ t
0
∫ s
0
AS(s− r)[F1(r)− F1(s)]drds
+
∫ t
0
[I − S(r)]F1(r)dr
=[I − S(t)]ξ +
∫ t
0
∫ s
0
AS(s− r)[F1(r)− F1(s)]drds
+
∫ t
0
[I − S(r)]F1(r)dr.
Thanks to (3.9), the Lebesgue dominate convergence theorem applied to
(3.7) provides that
(3.14) I1(t) = I1(ǫ) +
∫ t
ǫ
[F1(s)−AI1(s)]ds, 0 < ǫ ≤ t ≤ T.
On the other hand, (3.3) and (3.13) give that
lim
ǫ→0
I1(ǫ) = ξ.
Letting ǫ→ 0 in (3.14), we arrive at the equation (3.4).
Step 2. Put
(3.15) I2(t) =
∫ t
0
S(t− s)G(s)dW (s).
Let us manifest that the stochastic convolution I2 is well-defined on [0, T ].
Indeed, by using (2.4), (2.8) and (Ga),∫ t
0
E‖S(t− s)G(s)‖2γ(H;E)ds
≤
∫ t
0
‖A−δS(t− s)‖E‖AδG(s)‖2γ(H;E)ds
≤
∫ t
0
ι20‖A
−δ‖E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
s2β−1ds
=
ι20‖A
−δ‖E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
t2β
2β
<∞, 0 ≤ t ≤ T.(3.16)
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Hence, I2 is well-defined on [0, T ].
Step 3. Let us observe that I2 satisfies the equation
(3.17) I2(t) +
∫ t
0
AI2(s)ds =
∫ t
0
G(s)dW (s), 0 ≤ t ≤ T,
and for any 0 < γ < β + δ − 1,
AI2 ∈ C
γ([0, T ];E) a.s.
In particular, AI2 and I2 belong to C([0, T ];E) a.s.
First, we prove (3.17). It follows from (2.7) and (Ga) that
∫ t
0
E‖AS(t− s)G(s)‖2γ(H;E)ds
≤
∫ t
0
‖A1−δS(t− s)‖2E‖AδG(s)‖2γ(H;E)ds
≤
∫ t
0
ι21−δ(t− s)
2(δ−1)
E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
s2β−1ds
= ι21−δE‖A
δG‖2
Fβ+
1
2
,σ(γ(H;E))
B(2β, 2δ − 1)t2(β+δ−1)(3.18)
<∞, 0 ≤ t ≤ T,
and ∫ t
0
E‖G(s)‖2γ(H;E)ds
≤
∫ t
0
‖A−δ‖2E‖AδG(s)‖2γ(H;E)ds
≤ ‖A−δ‖2
∫ t
0
E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
s2β−1ds
=
‖A−δ‖2E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
t2β
2β
<∞, 0 ≤ t ≤ T.
The stochastic integrals
∫ t
0 AS(t−s)G(s)dW (s) and
∫ t
0 G(s)dW (s) are there-
fore well-defined on [0, T ]. Lemma 2.12 then provides that
AI2(t) =
∫ t
0
AS(t− s)G(s)dW (s), 0 ≤ t ≤ T.
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Using the Fubini theorem, we have
A
∫ t
0
I2(s)ds =
∫ t
0
∫ s
0
AS(s − u)G(u)dW (u)ds
=
∫ t
0
∫ t
u
AS(s − u)G(u)dsdW (u)
=
∫ t
0
[G(u) − S(t− u)G(u)]dW (u)
=
∫ t
0
G(u)dW (u) −
∫ t
0
S(t− u)G(u)dW (u)
=
∫ t
0
G(u)dW (u) − I2(t), 0 ≤ t ≤ T.
This means that I2 satisfies (3.17).
Next, we prove the Ho¨lder continuity of AI2 on [0, T ] by using the expres-
sion:
AI2(t)−AI2(s) =
∫ t
s
AS(t− r)G(r)dW (r)
+
∫ s
0
A[S(t− r)− S(s− r)]G(r)dW (r), 0 ≤ s < t ≤ T.
Since the integrals in the right-hand side of the latter equality are indepen-
dent and have zero expectation,
E‖AI2(t)−AI2(s)‖
2
=E
∥∥∥∫ t
s
A1−δS(t− r)AδG(r)dW (r)
∥∥∥2
+ E
∥∥∥∫ s
0
A1−δ[S(t− r)− S(s− r)]AδG(r)dW (r)
∥∥∥2
≤c(E)
∫ t
s
E‖A1−δS(t− r)AδG(r)‖2γ(H;E)dr
+ c(E)
∫ s
0
E‖A1−δ[S(t− r)− S(s− r)]AδG(r)‖2γ(H;E)dr
≤c(E)
∫ t
s
‖A1−δS(t− r)‖2E‖AδG(r)‖2γ(H;E)dr
+ c(E)
∫ s
0
‖A1−δ [S(t− r)− S(s− r)]‖2
× E‖AδG(r)‖2γ(H;E)dr, 0 ≤ s < t ≤ T.
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Then, (2.4), (2.7) and (2.8) give
E‖AI2(t)−AI2(s)‖
2
≤ι21−δE‖A
δG‖2
Fβ+
1
2
,σ(γ(H;E))
∫ t
s
(t− r)2(δ−1)r2β−1dr
+ E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
∫ s
0
∥∥∥ ∫ t−r
s−r
A2−δS(u)du
∥∥∥2r2β−1dr
≤ι21−δE‖A
δG‖2
Fβ+
1
2
,σ(γ(H;E))
∫ t
s
(t− r)2(δ−1)(r − s)2β−1dr
+ ι22−δE‖A
δG‖2
Fβ+
1
2
,σ(γ(H;E))
∫ s
0
( ∫ t−r
s−r
uδ−2du
)2
r2β−1dr
=ι21−δE‖A
δG‖2
Fβ+
1
2
,σ(γ(H;E))
∫ t
s
(t− r)2(δ−1)(r − s)2β−1dr
+ ι22−δE‖A
δG‖2
Fβ+
1
2
,σ(γ(H;E))
∫ s
0
( ∫ t−r
s−r
uδ−2du
)2
r2β−1dr
=ι21−δE‖A
δG‖2
Fβ+
1
2
,σ(γ(H;E))
B(2β, 2δ − 1)(t− s)2(β+δ−1)
+ ι22−δE‖A
δG‖2
Fβ+
1
2
,σ(γ(H;E))
∫ s
0
( ∫ t−r
s−r
uδ−2du
)2
× r2β−1dr, 0 ≤ s < t ≤ T.
By dividing δ − 2 as δ − 2 = −β + β + δ − 2,
( ∫ t−r
s−r
uδ−2du
)2
≤
[ ∫ t−r
s−r
(s− r)−βuβ+δ−2du
]2
= (s− r)−2β
[(t− r)β+δ−1 − (s − r)β+δ−1]2
(β + δ − 1)2
≤ (s− r)−2β
(t− s)2(β+δ−1)
(β + δ − 1)2
.
Hence,
E‖AI2(t)−AI2(s)‖
2
≤ι21−δE‖A
δG‖2
Fβ+
1
2
,σ(γ(H;E))
B(2β, 2δ − 1)(t− s)2(β+δ−1)
+
ι22−δE‖A
δG‖2
Fβ+
1
2
,σ(γ(H;E))
(β + δ − 1)2
∫ s
0
(s− r)−2βr2β−1dr
× (t− s)2(β+δ−1)
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=
[
ι21−δE‖A
δG‖2
Fβ+
1
2
,σ(γ(H;E))
B(2β, 2δ − 1)(3.19)
+
ι22−δE‖A
δG‖2
Fβ+
1
2
,σ(γ(H;E))
B(2β, 1 − 2β)
(β + δ − 1)2
]
× (t− s)2(β+δ−1), 0 ≤ s < t ≤ T.
On the other hand, Theorem 2.11 provides that AI2 is a Gaussian process
on [0, T ]. Thanks to (3.19), Theorem 2.14 applied to the Gaussian process
AI2 gives that for any 0 < γ < β + δ − 1,
AI2 ∈ C
γ([0, T ];E) a.s.
As a consequence, AI2 and then I2 = A
−1AI2 belong to C([0, T ];E) a.s.
Step 4. Let us prove that
E‖I1(t)‖
2 + E‖I2(t)‖
2(3.20)
≤2ι20e
−2νt
E‖ξ‖2 +
ι20E‖F1‖
2
Fβ,σ(E)
t2β
β2
+
c(E)ι20‖A
−δ‖2E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
t2β
2β
, 0 ≤ t ≤ T.
Thanks to (2.8) and (3.13),
‖I1(t)‖ ≤‖S(t)ξ‖ +
∫ t
0
‖S(t− s)F1(s)‖ds
≤ι0e
−νt‖ξ‖+
ι0‖F1‖Fβ,σ(E)t
β
β
, 0 ≤ t ≤ T.
Hence,
E‖I1(t)‖
2 ≤ 2ι20e
−2νt
E‖ξ‖2 +
2ι20E‖F1‖
2
Fβ,σ(E)
t2β
β2
, 0 ≤ t ≤ T.
On the other hand, by (3.16),
E‖I2(t)‖
2 ≤ c(E)
∫ t
0
‖S(t− s)G(s)‖2γ(H;E)ds
≤
c(E)ι20‖A
−δ‖2E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
t2β
2β
, 0 ≤ t ≤ T.
Combining the above inequalities yields (3.20).
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Step 5. Let us prove that
E‖AI1(t)‖
2 + E‖AI2(t)‖
2(3.21)
≤2ς21E‖ξ‖
2t−2
+ 2[1 + ς1B(β − σ, σ) + ς0e
−ς0t]2E‖F1‖
2
Fβ,σ(E)t
2(β−1)
+ ι21−δE‖A
δG‖2
Fβ+
1
2
,σ(γ(H;E))
B(2β, 2δ − 1)t2(β+δ−1), 0 < t ≤ T.
On account of (3.9), (3.10) and (3.12), it is easily seen that
‖AI1(t)‖ ≤ς1‖ξ‖t
−1 + [1 + ς1B(β − σ, σ) + ς0e
−ς0t]
× ‖F1‖Fβ,σ(E)t
β−1, 0 < t ≤ T.
Therefore,
E‖AI1(t)‖
2 ≤2ς21E‖ξ‖
2t−2 + 2[1 + ς1B(β − σ, σ) + ς0e
−ς0t]2
× E‖F1‖
2
Fβ,σ(E)t
2(β−1), 0 < t ≤ T.
On the other hand, (3.18) gives
E‖AI2(t)‖
2
≤ c(E)
∫ t
0
E‖AS(t− s)G(s)‖2γ(H;E)ds
≤ ι21−δE‖A
δG‖2
Fβ+
1
2
,σ(γ(H;E))
B(2β, 2δ − 1)t2(β+δ−1), 0 ≤ t ≤ T.
Combining the above inequalities, it derives (3.21).
Based on Steps 1 and 3, we conclude that X = I1+ I2 is a strict solution
of (3.1) possessing the regularity
AX ∈ C((0, T ];E) a.s.
In addition, it is easily seen that (3.2) follows from Step 4 and Step 5. This
completes the proof.
Finally, let us show the maximal regularity of strict solutions for more
regular initial value, say ξ ∈ D(Aβ).
Theorem 3.4. Let (Aa), (Ab), (F1) and (Ga) be satisfied. Assume that
ξ ∈ D(Aβ) a.s. Then, the strict solution X of (3.1) has the space-time
regularity
X ∈ C([0, T ];D(Aβ)) ∩ Cγ1([0, T ];E) a.s.,
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AX ∈ Cγ2([ǫ, T ];E) a.s.
for any 0 < γ1 < β, 0 < γ2 < β + δ − 1, 0 < γ2 ≤ σ and 0 < ǫ ≤ T. In
addition, X satisfies the estimate
E‖AβX(t)‖2 ≤C[e−2νtE‖Aβξ‖2 + E‖F1‖
2
Fβ,σ(E)(3.22)
+ E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
t2β], 0 ≤ t ≤ T
with some C > 0 depending only on the exponents.
Proof. We divide the proof into several steps.
Step 1. Let us show that AβX = AβI1 + A
βI2 ∈ C([0, T ];E) a.s., where
I1 and I2 are defined by (3.3) and (3.15). Indeed, Step 1 and Step 3 of the
proof of Theorem 3.3 give that
AβI1 = A
β−1AI1 ∈ C((0, T ];E) a.s.,
and
AβI2 = A
β−1AI2 ∈ C([0, T ];E) a.s.
It suffices to verify the continuity of AβI1 at t = 0.
Since S(·) is strongly continuous,
lim
t→0
‖AβS(t)ξ −Aβξ‖ = lim
t→0
‖[S(t)− I]Aβξ‖ = 0.
Therefore, AβS(·)ξ is continuous at t = 0.
In the meantime, by the property of the space Fβ,σ((0, T ];E), we may
put z = limt→0 t
1−βF1(t). Then,
∥∥∥Aβ ∫ t
0
S(t− s)F1(s)ds
∥∥∥
=
∥∥∥ ∫ t
0
AβS(t− s)[F1(s)− F1(t)]ds
∥∥∥ + ∥∥∥∫ t
0
AβS(t− s)F1(t)ds
∥∥∥
=
∥∥∥ ∫ t
0
AβS(t− s)[F1(s)− F1(t)]ds
∥∥∥ + ∥∥∥[I − S(t)]Aβ−1F1(t)∥∥∥
≤
∫ t
0
‖AβS(t− s)‖‖F1(t)− F1(s)‖ds
+ ‖tβ−1[I − S(t)]Aβ−1[t1−βF1(t)− z]‖
+ ‖tβ−1[I − S(t)]Aβ−1z‖.
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Thereby, (2.3), (2.7) and (2.9) imply that
lim sup
t→0
∥∥∥Aβ ∫ t
0
S(t− s)F1(s)ds
∥∥∥
≤ιβ lim sup
t→0
∫ t
0
(t− s)−β‖F1(t)− F1(s)‖ds
+
ιβ
1− β
lim sup
t→0
‖t1−βF1(t)− z‖
+ lim sup
t→0
‖tβ−1[I − S(t)]Aβ−1z‖
=ιβ lim sup
t→0
∫ t
0
(t− s)σ−βs−1+β−σ
s1−β+σ‖F1(t)− F1(s)‖
(t− s)σ
ds
+
ιβ
1− β
lim sup
t→0
‖t1−βF1(t)− z‖
+ lim sup
t→0
‖tβ−1[I − S(t)]Aβ−1z‖
≤ιβB(β − σ, 1− β + σ) lim sup
t→0
sup
s∈[0,t)
s1−β+σ‖F1(t)− F1(s)‖
(t− s)σ
+ lim sup
t→0
‖tβ−1[I − S(t)]Aβ−1z‖
= lim sup
t→0
‖tβ−1[I − S(t)]Aβ−1z‖.
Since D(Aβ) is dense in H, there exists a sequence {zn}
∞
n=1 in D(A
β) that
converges to z as n→∞. Hence, by using (2.9),
lim sup
t→0
∥∥∥Aβ ∫ t
0
S(t− s)F1(s)ds
∥∥∥
≤ lim sup
t→0
‖tβ−1[I − S(t)]Aβ−1(z − zn)‖
+ lim sup
t→0
‖tβ−1[I − S(t)]A−1Aβzn‖
≤
ιβ
1− β
‖z − zn‖+ ι0 lim sup
t→0
tβ‖Aβzn‖
=
ιβ
1− β
‖z − zn‖, n = 1, 2, . . .
Letting n to ∞, we arrive at
lim
t→0
Aβ
∫ t
0
S(t− s)F1(s)ds = 0.
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This means that Aβ
∫ ·
0 S(·−s)F1(s)ds is (right) continuous at t = 0. Because
AβI1(t) = A
βS(t)ξ +Aβ
∫ t
0
S(t− s)F1(s)ds,
we conclude that AβI1 is continuous at t = 0.
Step 2. Let us show that
I1 ∈ C
β([0, T ];E) a.s.
Let 0 ≤ s < t ≤ T . From (2.7), (2.8), (3.3) and (3.4),
‖I1(t)− I1(s)‖
=
∥∥∥ ∫ t
s
F1(u)du−
∫ t
s
AI1(u)du
∥∥∥
=
∥∥∥ ∫ t
s
F1(u)du−
∫ t
s
AS(u)ξdu−
∫ t
s
∫ u
0
AS(u− r)F1(r)drdu
∥∥∥
≤
∥∥∥ ∫ t
s
[F1(u)−AS(u)ξ]du
∥∥∥ + ∫ t
s
∥∥∥ ∫ u
0
AS(u− r)F1(u)dr
∥∥∥du
+
∫ t
s
∥∥∥∫ u
0
AS(u− r)[F1(u)− F1(r)]dr
∥∥∥du
≤
∥∥∥ ∫ t
s
[F1(u)−AS(u)ξ]du
∥∥∥ + ∫ t
s
‖[I − S(u)]F1(u)‖du(3.23)
+
∫ t
s
∫ u
0
‖AS(u− r)‖‖F1(u)− F1(r)‖drdu
≤
∫ t
s
[‖F1(u)−AS(u)ξ‖ + (1 + ι0)‖F1(u)‖]du
+ ι1
∫ t
s
∫ u
0
(u− r)−1‖F1(u)− F1(r)‖drdu
=I11(s, t) + I12(s, t).(3.24)
We estimate I11 and I12 as follows. Since ξ ∈ D(A
β) a.s.,
AS(·)ξ ∈ Fβ,σ((0, T ];E) a.s. (see (2.10)).
So,
F1 −ASξ ∈ F
β,σ((0, T ];E) a.s.
By (2.4),
I11(s, t) ≤
∫ t
s
[‖F1 −ASξ‖Fβ,σ(E)u
β−1 + ‖F1‖Fβ,σ(E)(1 + ι0)u
β−1]du
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=
‖F1 −ASξ‖Fβ,σ(E) + ‖F1‖Fβ,σ(E)(1 + ι0)
β
(tβ − sβ)
≤
‖F1 −ASξ‖Fβ,σ(E) + ‖F1‖Fβ,σ(E)(1 + ι0)
β
(t− s)β a.s.(3.25)
In the meantime, (2.4) gives
I12(s, t) =ι1
∫ t
s
∫ u
0
(u− r)σ−1rβ−1−σ
r1−β+σ‖F1(u)− F1(r)‖
(u− r)σ
drdu
≤ι1‖F1‖Fβ,σ(E)
∫ t
s
∫ u
0
(u− r)σ−1rβ−σ−1drdu
=ι1‖F1‖Fβ,σ(E)
∫ t
s
uβ−1
∫ 1
0
(1− v)σ−1vβ−σ−1dvdu
=ι1‖F1‖Fβ,σ(E)B(β − σ, σ)
∫ t
s
uβ−1du
=
ι1‖F1‖Fβ,σ(E)B(β − σ, σ)
β
(tβ − sβ)
≤
ι1‖F1‖Fβ,σ(E)B(β − σ, σ)
β
(t− s)β a.s.(3.26)
In view of (3.24), (3.25) and (3.26), we conclude that I1 is β - Ho¨lder con-
tinuous on [0, T ].
Step 3. Let us verify that for any 0 < γ1 < β,
I2 ∈ C
γ1([0, T ];E) a.s.
We notice the expression
I2(t)− I2(s) =
∫ t
s
S(t− r)G(r)dW (r)
+
∫ s
0
[S(t− r)− S(s− r)]G(r)dW (r), 0 ≤ s < t ≤ T.
Since the integrals in the right-hand side of the latter equality are indepen-
dent and have zero expectation,
E‖I2(t)− I2(s)‖
2
=E
∥∥∥∫ t
s
S(t− r)G(r)dW (r)
∥∥∥2
+ E
∥∥∥∫ s
0
[S(t− r)− S(s− r)]G(r)dW (r)
∥∥∥2
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≤c(E)
∫ t
s
E‖S(t− r)A−δAδG(r)‖2γ(H;E)dr
+ c(E)
∫ s
0
E‖A−δ[S(t− r)− S(s− r)]AδG(r)‖2γ(H;E)dr
≤c(E)
∫ t
s
‖S(t− r)‖2‖A−δ‖2E‖AδG(r)‖2γ(H;E)dr
+ c(E)
∫ s
0
‖A−δ [S(t− r)− S(s− r)]‖2E‖AδG(r)‖2γ(H;E)dr.
By (2.4), (2.7), (2.8) and (Ga),
E‖I2(t)− I2(s)‖
2
≤ι20c(E)‖A
−δ‖2E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
∫ t
s
r2β−1dr
+ c(E)E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
∫ s
0
∥∥∥ ∫ t−r
s−r
A1−δS(u)du
∥∥∥2r2β−1dr
≤
ι20c(E)‖A
−δ‖2E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
(t2β − s2β)
2β
+ ι21−δc(E)E‖A
δG‖2
Fβ+
1
2
,σ(γ(H;E))
∫ s
0
( ∫ t−r
s−r
uδ−1du
)2
r2β−1dr.
Because ( ∫ t−r
s−r
uδ−1du
)2
=
[(t− r)δ − (s− r)δ]2
δ2
≤
(t− s)2δ
δ2
,
we obtain that for 0 ≤ s < t ≤ T ,
E‖I2(t)− I2(s)‖
2
≤
ι20c(E)‖A
−δ‖2E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
(t2β − s2β)
2β
+
ι21−δc(E)E‖A
δG‖2
Fβ+
1
2
,σ(γ(H;E))
(t− s)2δ
δ2
∫ s
0
r2β−1dr
]
=
ι20c(E)‖A
−δ‖2E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
(t2β − s2β)
2β
(3.27)
+
ι21−δc(E)E‖A
δG‖2
Fβ+
1
2
,σ(γ(H;E))
s2β(t− s)2δ
2βδ2
.
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On the other hand, Theorem 2.11 gives that I2 is a Gaussian process on
[0, T ]. Thanks to (3.27) and a fact that δ > β, Theorem 2.14 applied to the
Gaussian process I2 provides that for any 0 < γ1 < β,
I2 ∈ C
γ1([0, T ];E) a.s.
Step 4. Let us verify that for any 0 < ǫ < T, 0 < γ2 < β + δ − 1 and
0 < γ2 ≤ σ,
AX = AI1 +AI2 ∈ C
γ2([ǫ, T ];E) a.s.
We already proved in Step 3 of the proof of Theorem 3.3 that for any 0 <
γ < β + δ − 1,
AI2 ∈ C
γ([0, T ];E) a.s.
It suffices to show that for any 0 < ǫ < T,
AI1 ∈ C
σ([ǫ, T ];E) a.s.
We use the techniques presented in [35]. From the expression
AI1(t) = AS(t)ξ +
∫ t
0
AS(t− r)F1(t)dt+
∫ t
0
AS(t− r)[F1(r)− F1(t)]dr
= AS(t)ξ + [I − S(t)]F1(t) +
∫ t
0
AS(t− r)[F1(r)− F1(t)]dr,
it follows that
AI1(t)−AI1(s)
=A[S(t)− S(s)]ξ
+ [I − S(t)][F1(t)− F1(s)]− [S(t− s)− I]S(s)F1(s)
+
∫ t
s
AS(t− r)[F1(r)− F1(t)]dr
+ [S(t− s)− I]
∫ s
0
AS(s− r)[F1(r)− F1(s)]dr
+
∫ t
s
AS(t− r)[F1(s)− F1(t)]dr
=A[S(t)− S(s)]ξ
+ [S(t− s)− S(t)][F1(t)− F1(s)]− [S(t− s)− I]S(s)F1(s)
+
∫ t
s
AS(t− r)[F1(r)− F1(t)]dr
+ [S(t− s)− I]
∫ s
0
AS(s− r)[F1(r)− F1(s)]dr, 0 < s < t ≤ T,
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here we used the equality∫ t
s
AS(t− r)[F1(s)− F1(t)]dr = [I − S(t− s)][F1(s)− F1(t)].
Hence,
‖AI1(t)−AI1(s)‖
≤‖AS(t)ξ −AS(s)ξ‖
+ ‖[S(t− s)− S(t)][F1(t)− F1(s)]‖+ ‖[S(t− s)− I]S(s)F1(s)‖
+
∫ t
s
‖AS(t− r)‖‖F1(r)− F1(t)‖dr
+
∥∥∥[S(t− s)− I]∫ s
0
AS(s− r)[F1(r)− F1(s)]dr
∥∥∥
=J1 + J2 + J3 + J4 + J5, 0 < s < t ≤ T.
We give estimates for Ji (i = 1, . . . , 5) as follows.
For J1. By (2.10), AS(·)ξ ∈ F
β,σ((0, T ];E). Due to (2.5),
J1 ≤ ‖AS(·)ξ‖Fβ,σ(E)(t− s)
σsβ−σ−1.
For J2. It follows from (2.5) and (2.8) that
J2 ≤ 2ι0‖F1‖Fβ,σ(E)(t− s)
σsβ−σ−1.
For J3. Thanks to (2.4), (2.7) and (2.9),
J3 ≤ ‖[S(t− s)− I]A
−σ‖‖AσS(s)‖‖F1(s)‖
≤
ι1−σισ
σ
‖F1‖Fβ,σ(E)(t− s)
σsβ−σ−1.
For J4. By (2.5) and (2.7),
J4 ≤ ι1‖F1‖Fβ,σ(E)
∫ t
s
(t− r)σ−1rβ−σ−1dr
≤ ι1‖F1‖Fβ,σ(E)s
β−σ−1
∫ t
s
(t− r)σ−1dr
=
ι1‖F1‖Fβ,σ(E)
σ
(t− s)σsβ−σ−1.
For J5. Due to (2.5) and (2.7),
J5 =
∥∥∥ ∫ t−s
0
AS(u)du
∫ s
0
AS(s− r)[F1(r)− F1(s)]dr
∥∥∥
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=
∥∥∥ ∫ t−s
0
∫ s
0
A2S(s+ u− r)[F1(r)− F1(s)]drdu
∥∥∥
≤
∫ t−s
0
∫ s
0
‖A2S(s+ u− r)‖‖F1(r)− F1(s)‖drdu
≤ι2‖F1‖Fβ,σ(E)
∫ t−s
0
∫ s
0
(s+ u− r)−2(s− r)σrβ−σ−1drdu
=ι2‖F1‖Fβ,σ(E)(t− s)
∫ s
0
(t− r)−1(s− r)σ−1rβ−σ−1dr
=ι2‖F1‖Fβ,σ(E)(t− s)
∫ s
0
(t− s+ r)−1rσ−1(s− r)β−σ−1dr
=ι2‖F1‖Fβ,σ(E)(t− s)
∫ s
s
2
(t− s+ r)−1rσ−1(s− r)β−σ−1dr
+ ι2‖F1‖Fβ,σ(E)(t− s)
∫ s
2
0
(t− s+ r)−1rσ−1(s − r)β−σ−1dr.
The last two integrals can be estimated as
(t− s)
∫ s
s
2
(t− s+ r)−1rσ−1(s− r)β−σ−1dr
≤ 2(t− s)σs−1
∫ s
s
2
[(t− s)1−σrσ(t− s+ r)−1](s− r)β−σ−1dr
≤ 2(t− s)σs−1
∫ s
0
(s − r)β−σ−1dr
=
2
β − σ
(t− s)σsβ−σ−1,
and
(t− s)
∫ s
2
0
(t− s+ r)−1rσ−1(s− r)β−σ−1dr
≤ (t− s)21−β+σsβ−σ−1
∫ ∞
0
(t− s+ r)−1rσ−1dr
=
21−β+σ
sin(σπ)
(t− s)σsβ−σ−1.
Thereby,
J5 ≤ ι2‖F1‖Fβ,σ(E)
[ 2
β − σ
+
21−β+σ
sin(σπ)
]
(t− s)σsβ−σ−1.
In this way, we have
‖AI1(t)−AI1(s)‖
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≤
[
‖AS(·)ξ‖Fβ,σ(E) +
{
2ι0 +
ι1−σισ
σ
+
ι1
σ
+
2ι2
β − σ
+
21−β+σι2
sin(σπ)
}
× ‖F1‖Fβ,σ(E)
]
(t− s)σsβ−σ−1, 0 < s < t ≤ T.
Thus, for any 0 < ǫ < T ,
AI1 ∈ C
σ([ǫ, T ];E).
Step 5. Let us prove the estimate (3.22). By (2.4), (2.7) and (2.8),
E‖AβX(t)‖2
=E‖Aβ[S(t)ξ +
∫ t
0
S(t− s)F1(s)ds+
∫ t
0
S(t− s)G(s)dW (s)]‖2
≤3‖S(t)‖2E‖Aβξ‖2 + 3E
∥∥∥∫ t
0
AβS(t− s)F1(s)ds
∥∥∥2
+ 3E
∥∥∥ ∫ t
0
AβS(t− s)G(s)dW (s)
∥∥∥2
≤3ι20e
−2νt
E‖Aβξ‖2 + 3ι2βE‖F1‖
2
Fβ,σ(E)
∥∥∥ ∫ t
0
(t− s)−βsβ−1ds
∥∥∥2
+ 3c(E)
∫ t
0
E‖AβS(t− s)G(s)‖2ds
≤3ι20e
−2νt
E‖Aβξ‖2 + 3ι2βB(β, 1− β)
2
E‖F1‖
2
Fβ,σ(E)
+ 3c(E)
∫ t
0
‖Aβ−δ‖2‖S(t− s)‖2E‖AδG(s)‖2ds
≤3ι20e
−2νt
E‖Aβξ‖2 + 3ι2βB(β, 1− β)
2
E‖F1‖
2
Fβ,σ(E)
+ 3c(E)‖Aβ−δ‖2ι20
∫ t
0
s2β−1E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
ds
=3ι20e
−2νt
E‖Aβξ‖2 + 3ι2βB(β, 1− β)
2
E‖F1‖
2
Fβ,σ(E)
+
3c(E)‖Aβ−δ‖2ι20
2β
E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
t2β, 0 ≤ t ≤ T.
Therefore, (3.22) holds true.
3.2. Maximal regularity of mild solutions. Let us present maximal regu-
larity of mild solutions for (3.1). For this study, the spatial regularity of G
in (Ga) is not necessary. In stead of that, we assume that (Gb) takes place.
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Theorem 3.5. Let (Aa), (Ab), (F1) and (Gb) be satisfied. Suppose fur-
ther that ξ ∈ D(Aβ) a.s. Then, there exists a unique mild solution X of
(3.1) possessing the regularity
X ∈ Cα([0, T ];E) a.s., 0 ≤ α < β,
and
(i) When β ≥ 14 , for any 0 < ǫ < T ,
1
4 ≤ θ ≤ β, 0 ≤ γ <
1
2 − θ and γ ≤ σ,
AθX ∈ Cγ([ǫ, T ];E) a.s.
(ii) When β < 14 , for any 0 < ǫ < T , 0 ≤ θ ≤ β, 0 ≤ γ < θ and γ ≤ σ,
AθX ∈ Cγ([ǫ, T ];E) a.s.
In addition, X satisfies the estimate
E‖AβX(t)‖2 ≤C[e−2νtE‖Aβξ‖2 + E‖F1‖
2
Fβ,σ(E)(3.28)
+ E‖G‖2
Fβ+
1
2
,σ(γ(H;E))
], 0 ≤ t ≤ T,
where C is some positive constant depending only on ιθ (θ ≥ 0) in (2.7) and
the exponents, and ν is defined by (2.8).
For the proof, we use the following lemma.
Lemma 3.6. Let G satisfies (Gb). Put
Wθ(·) =
∫ ·
0
AθS(· − s)G(s)dW (s), 0 ≤ θ ≤ β.
Then, the stochastic convolution Wθ is well-defined on [0, T ]. Furthermore,
Wθ possesses the space-time regularity:
(i) For any 0 ≤ θ < β and 0 ≤ γ < β − θ,
Wθ ∈ C
γ([0, T ];E) a.s.
(ii) When β ≥ 14 , for any 0 < ǫ < T ,
1
4 ≤ θ ≤ β and 0 ≤ γ <
1
2 − θ,
Wθ ∈ C
γ([ǫ, T ];E) a.s.
(iii) When β < 14 , for any 0 < ǫ < T , 0 ≤ θ ≤ β and 0 ≤ γ < θ,
Wθ ∈ C
γ([ǫ, T ];E) a.s.
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Proof. First, let us show that Wθ is well-defined on [0, T ]. By (2.4) and
(2.7), for any 0 ≤ θ ≤ β,∫ t
0
E‖AθS(t− s)G(s)‖2γ(H;E)ds
≤
∫ t
0
‖AθS(t− s)‖2E‖G(s)‖2γ(H;E)ds
≤ ι2θE‖G‖
2
Fβ+
1
2
,σ(γ(H;E))
∫ t
0
(t− s)−2θs2β−1ds
= ι2θE‖G‖
2
Fβ+
1
2
,σ(γ(H;E))
B(2β, 1 − 2θ)t2(β−θ) <∞, 0 ≤ t ≤ T.(3.29)
Thereby, Wθ is a well-defined Gaussian process on [0, T ].
Since Aθ is closed, Lemma 2.12 provides that for any 0 ≤ θ ≤ β,
AθW0(t) =Wθ(t), 0 ≤ t ≤ T.
Second, let us verify (i) by using the same argument as in Step 3 in the
proof of Theorem 3.3 and the expression:
AθW0(t)−A
θW0(s) =
∫ t
s
AθS(t− r)G(r)dW (r)
+
∫ s
0
Aθ[S(t− r)− S(s − r)]G(r)dW (r), 0 ≤ s < t ≤ T.
Since the integrals in the right-hand side of the latter equality are inde-
pendent and have zero expectation,
E‖AθW0(t)−A
θW0(s)‖
2
=E
∥∥∥ ∫ t
s
AθS(t− r)G(r)dW (r)
∥∥∥2
+ E
∥∥∥ ∫ s
0
Aθ[S(t− r)− S(s− r)]G(r)dW (r)
∥∥∥2
≤c(E)
∫ t
s
E‖AθS(t− r)G(r)‖2γ(H;E)dr
+ c(E)
∫ s
0
E‖Aθ[S(t− r)− S(s− r)]G(r)‖2γ(H;E)dr
≤c(E)
∫ t
s
‖AθS(t− r)‖2E‖G(r)‖2γ(H;E)dr
+ c(E)
∫ s
0
‖Aθ[S(t− r)− S(s− r)]‖2E‖G(r)‖2γ(H;E)dr
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=c(E)
∫ t
s
‖AθS(t− r)‖2E‖G(r)‖2γ(H;E)dr
+ c(E)
∫ s
0
∥∥∥∫ t−r
s−r
A1+θS(u)du
∥∥∥2E‖G(r)‖2γ(H;E)dr, 0 ≤ s < t ≤ T.
Therefore, (2.4), (2.7) and (2.8) give
E‖AθW0(t)−A
θW0(s)‖
2
≤c(E)ι2θE‖G‖
2
Fβ+
1
2
,σ(γ(H;E))
∫ t
s
(t− r)−2θr2β−1dr(3.30)
+ c(E)E‖G‖2
Fβ+
1
2
,σ(γ(H;E))
∫ s
0
(∫ t−r
s−r
‖A1+θS(u)‖2du
)2
r2β−1dr
≤c(E)ι2θE‖G‖
2
Fβ+
1
2
,σ(γ(H;E))
∫ t
s
(t− r)−2θ(r − s)2β−1dr
+ c(E)ι21+θE‖G‖
2
Fβ+
1
2
,σ(γ(H;E))
∫ s
0
( ∫ t−r
s−r
u−θ−1du
)2
r2β−1dr
=c(E)ι2θE‖G‖
2
Fβ+
1
2
,σ(γ(H;E))
∫ t
s
(t− r)−2θ(r − s)2β−1dr
+ c(E)ι21+θE‖G‖
2
Fβ+
1
2
,σ(γ(H;E))
∫ s
0
( ∫ t−r
s−r
u−θ−1du
)2
r2β−1dr
=c(E)ι2θE‖G‖
2
Fβ+
1
2
,σ(γ(H;E))
B(2β, 1 − 2θ)(t− s)2(β−θ)
+ c(E)ι21+θE‖G‖
2
Fβ+
1
2
,σ(γ(H;E))
∫ s
0
( ∫ t−r
s−r
u−θ−1du
)2
× r2β−1dr, 0 ≤ s < t ≤ T.
The last integral is evaluated by dividing −θ−1 as −θ−1 = −β+β−θ−1:
( ∫ t−r
s−r
u−θ−1du
)2
≤
[ ∫ t−r
s−r
(s− r)−βuβ−θ−1du
]2
= (s− r)−2β
[(t− r)β−θ − (s − r)β−θ]2
(β − θ)2
≤ (s− r)−2β
(t− s)2(β−θ)
(β − θ)2
.
Hence,
E‖AθW0(t)−A
θW0(s)‖
2
≤c(E)ι2θE‖G‖
2
Fβ+
1
2
,σ(γ(H;E))
B(2β, 1− 2θ)(t− s)2(β−θ)
STOCHASTIC PARABOLIC EVOLUTION EQUATIONS 37
+
c(E)ι21+θE‖G‖
2
Fβ+
1
2
,σ(γ(H;E))
(β − θ)2
(t− s)2(β−θ)
∫ s
0
(s− r)−2βr2β−1dr
≤
[
c(E)ι2θE‖G‖
2
Fβ+
1
2
,σ(γ(H;E))
B(2β, 1− 2θ)(3.31)
+
c(E)ι21+θE‖G‖
2
Fβ+
1
2
,σ(γ(H;E))
B(2β, 1 − 2β)
(β − θ)2
]
× (t− s)2(β−θ), 0 ≤ s < t ≤ T.
On the other hand, by Theorem 2.11, AθW0 is a Gaussian process on
[0, T ]. Combining this with (3.31), we apply Theorem 2.14 to AθW0. So, for
any 0 ≤ θ < β and 0 ≤ γ < β − θ,
Wθ ∈ C
γ([0, T ];E) a.s.
Third, let us prove (ii). Let 0 < ǫ < T and 14 ≤ θ ≤ β. We use again
(3.30). For ǫ ≤ s ≤ t ≤ T ,
E‖AθW0(t)−A
θW0(s)‖
2
≤c(E)ι2θE‖G‖
2
Fβ+
1
2
,σ(γ(H;E))
∫ t
s
(t− r)−2θr2β−1dr
+ c(E)E‖G‖2
Fβ+
1
2
,σ(γ(H;E))
∫ s
0
(∫ t−r
s−r
‖A1+θS(u)‖du
)2
r2β−1dr
≤c(E)ι2θE‖G‖
2
Fβ+
1
2
,σ(γ(H;E))
ǫ2β−1
∫ t
s
(t− r)−2θdr
+ c(E)ι21+θE‖G‖
2
Fβ+
1
2
,σ(γ(H;E))
∫ s
0
(∫ t−r
s−r
u−θ−1du
)2
r2β−1dr
=
c(E)ι2θE‖G‖
2
Fβ+
1
2
,σ(γ(H;E))
ǫ2β−1(t− s)1−2θ
1− 2θ
+
c(E)ι21+θE‖G‖
2
Fβ+
1
2
,σ(γ(H;E))
θ2
×
∫ s
0
[(t− r)θ − (s− r)θ]2(t− r)−2θ(s − r)−2θr2β−1dr
≤
c(E)ι2θE‖G‖
2
Fβ+
1
2
,σ(γ(H;E))
ǫ2β−1(t− s)1−2θ
1− 2θ
(3.32)
+
c(E)ι21+θE‖G‖
2
Fβ+
1
2
,σ(γ(H;E))
(t− s)2θ
θ2
38 TOˆN VIEˆ. T TA.
×
∫ s
0
(t− r)−2θ(s− r)−2θr2β−1dr.
Let 0 < ǫ1 < min{1−2θ, 1−2β}. Since 1−4θ−ǫ1 < 0 and ǫ1+2θ−1 < 0,∫ s
0
(t− r)−2θ(s− r)−2θr2β−1dr
=
∫ s
0
(t− r)1−4θ−ǫ1(t− r)ǫ1+2θ−1(s− r)−2θr2β−1dr
≤ (t− s)1−4θ−ǫ1
∫ s
0
(s− r)ǫ1−1r2β−1dr
= (t− s)1−4θ−ǫ1B(2β, ǫ1)s
2β+ǫ1−1
≤ B(2β, ǫ1)ǫ
2β+ǫ1−1(t− s)1−4θ−ǫ1 , ǫ ≤ s ≤ t ≤ T.
Therefore,
E‖AθW0(t)−A
θW0(s)‖
2
≤
c(E)ι2θE‖G‖
2
Fβ+
1
2
,σ(γ(H;E))
ǫ2β−1(t− s)1−2θ
1− 2θ
+
c(E)ι21+θB(2β, ǫ1)ǫ
2β+ǫ1−1E‖G‖2
Fβ+
1
2
,σ(γ(H;E))
θ2
× (t− s)1−2θ−ǫ1 , ǫ ≤ s ≤ t ≤ T.
Theorem 2.14 applied to the Gaussian process AθW0 yields that for any
0 ≤ γ < 12 − θ −
ǫ1
2 ,
Wθ = A
θW0 ∈ C
γ([ǫ, T ];E) a.s.
Since ǫ1 is arbitrary in (0,min{1 − 2θ, 1 − 2β}), we conclude that for any
0 ≤ γ < 12 − θ,
Wθ = A
θW0 ∈ C
γ([ǫ, T ];E) a.s.
Finally, let us prove (iii). Let 0 < ǫ < T and 0 ≤ θ ≤ β < 14 . The
integral in the right-hand side of (3.32) can be estimated as follows. For
ǫ ≤ s < t ≤ T ,∫ s
0
(t− r)−2θ(s− r)−2θr2β−1dr ≤
∫ s
0
(s− r)−4θr2β−1dr
= s2β−4θB(2β, 1− 4θ)
≤ max{ǫ2β−4θ, T 2β−4θ}B(2β, 1 − 4θ).
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Combining this with (3.32) yields that
E‖AθW0(t)−A
θW0(s)‖
2
≤
c(E)ι2θE‖G‖
2
Fβ+
1
2
,σ(γ(H;E))
ǫ2β−1(t− s)1−2θ
1− 2θ
+
c(E)ι21+θ max{ǫ
2β−4θ, T 2β−4θ}B(2β, 1 − 4β)E‖G‖2
Fβ+
1
2
,σ(γ(H;E))
θ2
× (t− s)2θ, ǫ ≤ s < t ≤ T.
Again, we apply Theorem 2.14 to the Gaussian process AθW0. Then, (iii)
follows. It completes the proof of the theorem.
Proof for Theorem 3.5. In Step 2 of the proof of Theorem 3.4, we
already proved that
I1 ∈ C
β([0, T ];E),
where I1 is defined by (3.3). By choosing θ = 0 in Lemma 3.6, for any
0 < α < β,
W0 ∈ C
α([0, T ];E) a.s.
The process X = I1 +W0 is hence a mild solution of (3.1) in the space
X ∈ Cα([0, T ];E) a.s.
for any 0 < α < β. Note that the uniqueness of solution is obvious.
On the other hand, in Step 4 of the proof of Theorem 3.4, we verified that
for any 0 < ǫ < T ,
AI1 ∈ C
σ([ǫ, T ];E).
As a consequence, for any 0 < ǫ < T ,
AθI1 = A
θ−1AI1 ∈ C
σ([ǫ, T ];E).
Combining this with Lemma 3.6, it yields (i) and (ii).
Let us finally verify the estimate (3.28). It is easily seen from Step 5 of
the proof of Theorem 3.4 that
E‖AβI1(t)‖
2 ≤3ι20e
−2νt
E‖Aβξ‖2
+ 3ι2βB(β, 1− β)
2
E‖F1‖
2
Fβ,σ(E), 0 ≤ t ≤ T.
Combining this and (3.29) with θ = β, we obtain that
E‖AβX(t)‖2
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≤2E‖AβI1(t)‖
2 + 2E‖Wβ(t)‖
2
≤6ι20e
−2νt
E‖Aβξ‖2 + 6ι2βB(β, 1− β)
2
E‖F1‖
2
Fβ,σ(E)
+ 2c(E)
∫ t
0
E‖AβS(t− s)G(s)‖2γ(H;E)ds
≤6ι20e
−2νt
E‖Aβξ‖2 + 6ι2βB(β, 1− β)
2
E‖F1‖
2
Fβ,σ(E)
+ 2c(E)ι2βE‖G‖
2
Fβ+
1
2
,σ(γ(H;E))
B(2β, 1− 2β), 0 ≤ t ≤ T.
Thus, (3.28) holds true. The proof is complete.
4. Semilinear evolution equations. In this section, we handle the
semilinear case of the problem (1.1), i.e. F2 6≡ 0 in E. For the convenience,
let us recall (1.1):
(4.1)
{
dX +AXdt = [F1(t) + F2(X)]dt+G(t)dW (t), 0 < t ≤ T,
X(0) = ξ.
We first investigate existence, uniqueness and regularity of local mild solu-
tions (Theorems 4.2 and 4.3), and of global strict solutions (Theorem 4.4)
on the basis of solution formula. We then show regular dependence of local
mild solutions on initial data (Theorem 4.6).
It is known that there are two common methods for studying existence
of local mild solutions to deterministic parabolic evolution equations. The
first one is to use the fixed point theorem for contractions. By constructing
suitable underlying spaces and suitable mappings, one can show that these
mappings have fixed points, which are the desired solutions (see, e.g., Yagi
[35]). This method is available for stochastic parabolic evolution equations.
When applied to this kind of equations, local solutions are defined on a non-
random interval (see Da Prato-Zabczyk [10]). The second one is the cut-off
function method. A systematic study on local mild solutions for (4.1) using
this method can be found in Brzez´niak [2].
We use the first method to prove existence of local mild solutions to (4.1).
For this purpose, we construct a contraction mapping based on the solution
formula and prove that the fixed point of the mapping is a unique local
mild solution to (4.1). In particular, it is shown that the local mild solution
becomes a strict solution under certain conditions.
4.1. Mild solutions. This subsection proves existence of local mild solu-
tions to (4.1) and show their regularity, provided that either (Ga) or (Gb)
takes place. First, we consider the case where (Ga) holds true. Let fix η, β, σ
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such that {
max{0, 2η − 12} < β < η,
0 < σ < β < 12 .
Assume further that
(F2a) F2 : D(A
η)→ E and satisfies a Lipschitz condition of the form
‖F2(x)− F2(y)‖ ≤ cF2‖A
η(x− y)‖ a.s., x, y ∈ D(Aη)
where cF2 > 0 is some constant.
Remark 4.1. In [2], Brzez´niak presented a sufficient condition, say a
local Lipschitz condition (1.4) on F2, for existence of local mild solutions to
(4.1). The author used the cut-off function method to show that local mild
solutions are defined on an interval [0, τloc), where τloc is a stopping time.
Theorem 4.2. Let (Aa), (Ab), (F1), (F2a) and (Ga) be satisfied. As-
sume that ξ ∈ D(Aβ) a.s. such that E‖Aβξ‖2 < ∞. Then, (1.1) possesses a
unique local mild solution X in the function space:
X ∈ Cγ([ǫ, Tloc];D(A
η)) ∩ C([0, Tloc];D(A
β)) a.s.
for any 0 < ǫ < Tloc, 0 < γ < min{β + δ − 1,
1
2 − η,
1+2β
4 − η}, where
Tloc is some positive constant in [0, T ] depending only on the exponents,
E‖F1‖
2
Fβ,σ(E)
, E‖F2(0)‖
2, E‖Aβξ‖2, and E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
. Furthermore,
X satisfies the estimates
E‖AβX(t)‖2 ≤C[E‖Aβξ‖2 + E‖F1‖
2
Fβ,σ(E)][1 + t
2(1−η)](4.2)
+ CE‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
[t2β + t2(1−η)]
+ CE‖F2(0)‖
2t2(1−β), 0 ≤ t ≤ Tloc,
and
E‖AηX(t)‖2 ≤CE‖F2(0)‖
2t2(1−η)(4.3)
+ C[E‖Aβξ‖2 + E‖F1‖
2
Fβ,σ(E)][t
2(β−η) + t2(1+β−2η)]
+ C
[
sup
0≤t<∞
∫ t
0
e−2ν(t−s)s2β−1ds+ t2(1+β−2η)
]
× E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
, 0 < t ≤ Tloc
with some C > 0 depending only on the exponents.
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Proof. We use the fixed point theorem for contractions to prove exis-
tence and uniqueness of a local mild solution.
For each S ∈ (0, T ], set an underlying space as follows. Denote by Ξ(S)
the set of all E-valued processes Y on [0, S] such that Y (0) ∈ D(Aβ) a.s.
and
sup
0<t≤S
t2(η−β)E‖AηY (t)‖2 + sup
0≤t≤S
E‖AβY (t)‖2 <∞.
Up to indistinguishability, Ξ(S) is then a Banach space with norm
(4.4) ‖Y ‖Ξ(S) =
[
sup
0<t≤S
t2(η−β)E‖AηY (t)‖2 + sup
0≤t≤S
E‖AβY (t)‖2
] 1
2
.
Let fix κ > 0 such that
(4.5)
κ2
2
> C1 ∨ C2,
where C1 and C2 will be fixed below. Consider a subset Υ(S) of Ξ(S) which
consists of all processes Y ∈ Ξ(S) such that
(4.6) max
{
sup
0<t≤S
t2(η−β)E‖AηY (t)‖2, sup
0≤t≤S
E‖AβY (t)‖2
}
≤ κ2.
Obviously, Υ(S) is a nonempty closed subset of Ξ(S).
For Y ∈ Υ(S), define a function ΦY on [0, S] by
ΦY (t) =S(t)ξ +
∫ t
0
S(t− s)[F1(s) + F2(Y (s))]ds(4.7)
+
∫ t
0
S(t− s)G(s)dW (s).
Our goal is then to verify that Φ is a contraction mapping from Υ(S) into
itself, provided that S is sufficiently small, and that the fixed point of Φ is
the desired solution of (1.1). For this purpose, we divide the proof into six
steps.
Step 1. Let Y ∈ Υ(S). Let us verify that
ΦY ∈ Υ(S).
For β ≤ θ < 12 , (4.6) and (4.7) give
t2(θ−β)E‖AθΦY (t)‖2
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≤3t2(θ−β)E
[
‖AθS(t)ξ‖2 +
∣∣∣∣∣∣ ∫ t
0
AθS(t− s)[F1(s) + F2(Y (s))]ds
∣∣∣∣∣∣2
+
∣∣∣∣∣∣ ∫ t
0
AθS(t− s)G(s)dW (s)
∣∣∣∣∣∣2]
≤3t2(θ−β)‖Aθ−βS(t)‖2E‖Aβξ‖2
+ 6t2(θ−β)E
∣∣∣∣∣∣ ∫ t
0
AθS(t− s)F1(s)ds
∣∣∣∣∣∣2
+ 6t2(θ−β)E
∣∣∣∣∣∣ ∫ t
0
AθS(t− s)F2(Y (s))ds
∣∣∣∣∣∣2
+ 3c(E)t2(θ−β)
∫ t
0
E‖AθS(t− s)G(s)‖2γ(H;E)ds.
On account of (2.4), (2.7) and (2.8),
t2(θ−β)E‖AθΦY (t)‖2
≤3ι2θ−βE‖A
βξ‖2 + 6ι2θt
2(θ−β)
E‖F1‖
2
Fβ,σ(E)
[ ∫ t
0
(t− s)−θsβ−1ds
]2
+ 6ι2θt
2(θ−β)
E
[ ∫ t
0
(t− s)−θ‖F2(Y (s))‖ds
]2
+ 3c(E)t2(θ−β)
∫ t
0
‖Aθ−δ‖2‖S(t− s)‖2E‖AδG(s)‖2γ(H;E)ds
≤3ι2θ−βE‖A
βξ‖2 + 6ι2θt
2(θ−β)
E‖F1‖
2
Fβ,σ(E)
[ ∫ t
0
(t− s)−θsβ−1ds
]2
+ 6ι2θt
1+2(θ−β)
∫ t
0
(t− s)−2θE‖F2(Y (s))‖
2ds
+ 3c(E)ι20‖A
θ−δ‖2E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
t2(θ−β)
∫ t
0
e−2ν(t−s)s2β−1ds
=3ι2θ−βE‖A
βξ‖2 + 6ι2θE‖F1‖
2
Fβ,σ(E)B(β, 1− θ)
2
+ 6ι2θt
1+2(θ−β)
∫ t
0
(t− s)−2θE‖F2(Y (s))‖
2ds
+ 3c(E)ι20χ(θ, β, ν)‖A
θ−δ‖2E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
,
where
χ(θ, β, ν) = sup
0≤t<∞
t2(θ−β)
∫ t
0
e−2ν(t−s)s2β−1ds <∞.
On the other hand, due to (F2a) and (4.6),
E‖F2(Y (t))‖
2 ≤ E[cF2‖A
ηY (t)‖+ ‖F2(0)‖]
2
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≤ 2[c2F2E‖A
ηY (t)‖2 + E‖F2(0)‖
2](4.8)
≤ 2[c2F2κ
2t2(β−η) + E‖F2(0)‖
2], 0 < t ≤ S.(4.9)
Thereby,
t2(θ−β)E‖AθΦY (t)‖2
≤3ι2θ−βE‖A
βξ‖2 + 6ι2θE‖F1‖
2
Fβ,σ(E)B(β, 1− θ)
2
+ 12ι2θt
1+2(θ−β)
∫ t
0
(t− s)−2θ[c2F2κ
2s2(β−η) + E‖F2(0)‖
2]ds
+ 3c(E)ι20χ(θ, β, ν)‖A
θ−δ‖2E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
=3ι2θ−βE‖A
βξ‖2 + 6ι2θE‖F1‖
2
Fβ,σ(E)B(β, 1− θ)
2
+ 12ι2θc
2
F2
κ2t1+2(θ−η)
∫ t
0
(t− s)−2θs2(β−η)ds
+
12ι2θE‖F2(0)‖
2
1− 2θ
t2(1−β)
+ 3c(E)ι20χ(θ, β, ν)‖A
θ−δ‖2E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
=3ι2θ−βE‖A
βξ‖2 + 6ι2θB(β, 1 − θ)
2
E‖F1‖
2
Fβ,σ(E)(4.10)
+ 3c(E)ι20χ(θ, β, ν)‖A
θ−δ‖2E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
+ 12ι2θc
2
F2
κ2B(1 + 2β − 2η, 1 − 2θ)t2(1+β−2η)
+
12ι2θE‖F2(0)‖
2
1− 2θ
t2(1−β).
We apply these estimates with θ = η and θ = β. Put
(4.11)
C1 =3ι
2
η−βE‖A
βξ‖2 + 6ι2ηB(β, 1− η)
2
E‖F1‖
2
Fβ,σ(E)
+ 3c(E)ι20χ(η, β, ν)‖A
η−δ‖2E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
,
C2 =3ι
2
0E‖A
βξ‖2 + 6ι2βB(β, 1 − β)
2
E‖F1‖
2
Fβ,σ(E)
+ 3c(E)ι20χ(β, β, ν)‖A
β−δ‖2E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
,
and take S to be small enough. By using (4.5),
t2(η−β)E‖AηΦY (t)‖2(4.12)
≤C1 + 12ι
2
ηc
2
F2
κ2B(1 + 2β − 2η, 1 − 2η)t2(1+β−2η)
+
12ι2ηE‖F2(0)‖
2
1− 2η
t2(1−β)
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≤κ2, 0 < t ≤ S,
and
E‖AβΦY (t)‖2(4.13)
≤C2 + 12ι
2
βc
2
F2
κ2B(1 + 2β − 2η, 1 − 2β)t2(1+β−2η)
+
12ι2βE‖F2(0)‖
2
1− 2β
t2(1−β)
≤κ2, 0 < t ≤ S.
We have thus shown that
max
{
sup
0<t≤S
t2(η−β)E‖AηΦY (t)‖2, sup
0≤t≤S
E‖AβΦY (t)‖2
}
≤ κ2.
In addition, it is clear that ΦY (0) = ξ ∈ D(Aβ) a.s. Hence,
ΦY ∈ Υ(S).
Step 2. Let us show that Φ is a contraction mapping, provided S > 0 is
sufficiently small. Let Y1, Y2 ∈ Υ(S) and 0 ≤ θ <
1
2 . It follows from (2.7)
and (4.7) that
t2(θ−β)E‖Aθ[ΦY1(t)− ΦY2(t)]‖
2
=t2(θ−β)E
∣∣∣∣∣∣ ∫ t
0
AθS(t− s)[F2(Y1(s))− F2(Y2(s))]ds
∣∣∣∣∣∣2
≤t2(θ−β)E
[ ∫ t
0
‖AθS(t− s)‖‖F2(Y1(s))− F2(Y2(s))‖ds
]2
≤ι2θt
2(θ−β)
E
[ ∫ t
0
(t− s)−θ‖F2(Y1(s))− F2(Y2(s))‖ds
]2
.
Thanks to (F2a) and (4.4),
t2(θ−β)E‖Aθ[ΦY1(t)−ΦY2(t)]‖
2
≤c2F2ι
2
θt
2(θ−β)
E
[ ∫ t
0
(t− s)−θ‖Aη(Y1(s)− Y2(s))‖ds
]2
≤c2F2ι
2
θt
1+2(θ−β)
E
∫ t
0
(t− s)−2θ‖Aη(Y1(s)− Y2(s))‖
2ds
=c2F2ι
2
θt
1+2(θ−β)
∫ t
0
(t− s)−2θE‖Aη(Y1(s)− Y2(s))‖
2ds
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≤c2F2ι
2
θt
1+2(θ−β)
∫ t
0
(t− s)−2θs2(β−η)‖Y1 − Y2‖
2
Ξ(S)ds
=c2F2ι
2
θB(1 + 2β − 2η, 1 − 2θ)t
2(1−η)‖Y1 − Y2‖
2
Ξ(S)
≤c2F2ι
2
θB(1 + 2β − 2η, 1 − 2θ)S
2(1−η)‖Y1 − Y2‖
2
Ξ(S).
Applying these estimates with θ = η and θ = β, we conclude that
‖ΦY1 −ΦY2‖
2
Ξ(S)
= sup
0<t≤S
t2(η−β)E‖Aη [ΦY1(t)−ΦY2(t)]‖
2
+ sup
0≤t≤S
E‖Aβ[ΦY1(t)− ΦY2(t)]‖
2
≤c2F2 [ι
2
ηB(1 + 2β − 2η, 1 − 2η) + ι
2
βB(1 + 2β − 2η, 1 − 2β)](4.14)
× S2(1−η)‖Y1 − Y2‖
2
Ξ(S).
Therefore, Φ is contraction on Υ(S), provided S > 0 is sufficiently small.
Step 3. Let
(4.15) 0 < γ < min
{
β + δ − 1,
1
2
− η,
1 + 2β
4
− η
}
.
Let us prove existence of a mild solution X to (1.1) on [0, S] in the function
space
(4.16) X ∈ Cγ([ǫ, S];D(Aη)) ∩ C([0, S];D(Aβ)) a.s.
for any 0 < ǫ < S, provided that S is sufficiently small.
Let S > 0 be sufficiently small in such a way that Φ maps Υ(S) into
itself and is contraction with respect to the norm of Ξ(S). Due to Step
1 and Step 2, S = Tloc can be determined by the exponents, E‖A
βξ‖2,
E‖F2(0)‖
2,E‖F1‖
2
Fβ,σ(E)
and E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
. Thanks to the fixed
point theorem, there exists X ∈ Υ(Tloc) such that X = ΦX.
It therefore suffices to prove that X satisfies (4.16). For this purpose, we
divide X into two parts: X(t) = X1(t) + I2(t), where
(4.17) X1(t) = S(t)ξ +
∫ t
0
S(t− s)[F1(s) + F2(X(s))]ds,
and I2 is defined by (3.15).
As seen by Step 3 of the proof of Theorem 3.3,
I2(t) +
∫ t
0
AI2(s)ds =
∫ t
0
G(s)dW (s), 0 ≤ t ≤ Tloc
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and I2 ∈ C
γ([0, Tloc];D(A)) a.s.
Let 0 < ǫ < S. Since
Cγ([0, Tloc];D(A)) ⊂ C
γ([ǫ, Tloc];D(A
η)) ∩ C([0, Tloc];D(A
β)),
what we need is to prove that
(4.18) X1 ∈ C
γ([ǫ, Tloc];D(A
η)) ∩ C([0, Tloc];D(A
β)) a.s.
To this end, we use the Kolmogorov continuity theorem. For 0 < s < t ≤
Tloc, by the semigroup property,
X1(t)−X1(s)(4.19)
=S(t− s)S(s)ξ + S(t− s)
∫ s
0
S(s− r)[F1(r) + F2(X(r))]dr
−X1(s) +
∫ t
s
S(t− r)[F1(r) + F2(X(r))]dr
=[S(t− s)− I]X1(s) +
∫ t
s
S(t− r)[F1(r) + F2(X(r))]dr.
Let 12 < ρ < 1− η. Due to (2.4), (2.7), (2.9) and (4.19),
‖Aη [X1(t)−X1(s)]‖
≤‖[S(t− s)− I]A−ρ‖‖Aη+ρX1(s)‖
+
∫ t
s
‖AηS(t− r)‖[‖F1(r)‖+ ‖F2(X(r))‖]dr
≤
ι1−ρ(t− s)
ρ
ρ
∥∥∥Aη+ρ[S(s)ξ + ∫ s
0
S(s− r)[F1(r) + F2(X(r))]dr
]∥∥∥
+ ιη
∫ t
s
(t− r)−η[‖F1(r)‖+ ‖F2(X(r))‖]dr
≤
ι1−ρ(t− s)
ρ
ρ
‖Aη+ρ−βS(s)‖‖Aβξ‖
+
ι1−ρ(t− s)
ρ
ρ
∫ s
0
‖Aη+ρS(s− r)‖‖F1(r)‖dr
+
ι1−ρ(t− s)
ρ
ρ
∫ s
0
‖Aη+ρS(s− r)‖‖F2(X(r))‖dr
+ ιη
∫ t
s
(t− r)−η‖F1(r)‖dr + ιη
∫ t
s
(t− r)−η‖F2(X(r))‖dr
≤
ι1−ριη+ρ−β(t− s)
ρ
ρ
s−η−ρ+β‖Aβξ‖
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+
ι1−ριη+ρ‖F1‖Fβ,σ(E)(t− s)
ρ
ρ
∫ s
0
(s− r)−η−ρrβ−1dr
+
ι1−ριη+ρ(t− s)
ρ
ρ
∫ s
0
(s− r)−η−ρ‖F2(X(r))‖dr
+ ιη‖F1‖Fβ,σ(E)
∫ t
s
(t− r)−ηrβ−1dr
+ ιη
∫ t
s
(t− r)−η‖F2(X(r))‖dr
=
ι1−ριη+ρ−β
ρ
‖Aβξ‖sβ−η−ρ(t− s)ρ
+
ι1−ριη+ρ‖F1‖Fβ,σ(E)B(β, 1− η − ρ)
ρ
sβ−η−ρ(t− s)ρ
+ ιη‖F1‖Fβ,σ(E)
∫ t
s
(t− r)−ηrβ−1dr
+
ι1−ριη+ρ(t− s)
ρ
ρ
∫ s
0
(s− r)−η−ρ‖F2(X(r))‖dr
+ ιη
∫ t
s
(t− r)−η‖F2(X(r))‖dr.
Dividing β − 1 as β − 1 = (η + ρ− 1) + (β − η − ρ), it is seen that∫ t
s
(t− r)−ηrβ−1dr ≤
∫ t
s
(t− r)−η(r − s)η+ρ−1sβ−η−ρdr
= B(η + ρ, 1− η)sβ−η−ρ(t− s)ρ.
Hence,
‖Aη[X1(t)−X1(s)]‖
≤
ι1−ριη+ρ−β
ρ
‖Aβξ‖sβ−η−ρ(t− s)ρ
+
[ι1−ριη+ρB(β, 1− η − ρ)
ρ
+ ιηB(η + ρ, 1− η)
]
× ‖F1‖Fβ,σ(E)s
β−η−ρ(t− s)ρ
+
ι1−ριη+ρ
ρ
(t− s)ρ
∫ s
0
(s− r)−η−ρ‖F2(X(r))‖dr
+ ιη
∫ t
s
(t− r)−η‖F2(X(r))‖dr, 0 < s < t ≤ Tloc.
Taking expectation of the square of the both hand sides of the above
inequality, it follows that
E‖Aη[X1(t)−X1(s)]‖
2
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≤
4ι21−ρι
2
η+ρ−β
ρ2
E‖Aβξ‖2s2(β−η−ρ)(t− s)2ρ
+ 4
[ ι1−ριη+ρB(β, 1− η − ρ)
ρ
+ ιηB(η + ρ, 1− η)
]2
× E‖F1‖
2
Fβ,σ(E)s
2(β−η−ρ)(t− s)2ρ
+
4ι21−ρι
2
η+ρ
ρ2
(t− s)2ρE
[ ∫ s
0
(s− r)−η−ρ‖F2(X(r))‖dr
]2
+ 4ι2ηE
[ ∫ t
s
(t− r)−η‖F2(X(r))‖dr
]2
, 0 < s < t ≤ Tloc.
Since [ ∫ s
0
(s− r)−η−ρ‖F2(X(r))‖dr
]2
=
[ ∫ s
0
(s− r)
−η−ρ
2 (s− r)
−η−ρ
2 ‖F2(X(r))‖dr
]2
≤
∫ s
0
(s− r)−η−ρdr
∫ s
0
(s− r)−η−ρ‖F2(X(r))‖
2dr
=
s1−η−ρ
1− η − ρ
∫ s
0
(s − r)−η−ρ‖F2(X(r))‖
2dr
and
[ ∫ t
s
(t− r)−η‖F2(X(r))‖dr
]2
≤ (t− s)
∫ t
s
(t− r)−2η‖F2(X(r))‖
2dr,
we have
E‖Aη [X1(t)−X1(s)]‖
2(4.20)
≤
4ι21−ρι
2
η+ρ−β
ρ2
E‖Aβξ‖2s2(β−η−ρ)(t− s)2ρ
+ 4
[ ι1−ριη+ρB(β, 1− η − ρ)
ρ
+ ιηB(η + ρ, 1− η)
]2
× E‖F1‖
2
Fβ,σ(E)s
2(β−η−ρ)(t− s)2ρ
+
4ι21−ρι
2
η+ρ
ρ2(1− η − ρ)
(t− s)2ρs1−η−ρ
∫ s
0
(s− r)−η−ρE‖F2(X(r))‖
2dr
+ 4ι2η(t− s)
∫ t
s
(t− r)−2ηE‖F2(X(r))‖
2dr.
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Two integrals in the right-hand side of (4.20) can be estimated as follows.
Thanks to (4.9),∫ s
0
(s− r)−η−ρE‖F2(X(r))‖
2dr
≤2
∫ s
0
(s− r)−η−ρ[c2F2κ
2r2(β−η) + E‖F2(0)‖
2]dr
=2c2F2κ
2B(1 + 2β − 2η, 1 − η − ρ)s1+2β−3η−ρ(4.21)
+
2E‖F2(0)‖
2s1−η−ρ
1− η − ρ
,
and ∫ t
s
(t− r)−2ηE‖F2(X(r))‖
2dr
≤ 2
∫ t
s
(t− r)−2η[c2F2κ
2r2(β−η) + E‖F2(0)‖
2]dr
= 2c2F2κ
2
∫ t
s
(t− r)−2ηr2(β−η)dr +
2E‖F2(0)‖
2
1− 2η
(t− s)1−2η.(4.22)
The latter integral can be evaluated by dividing 2(β − η) as 2(β − η) =
(β − 12) + (
1
2 + β − 2η) :∫ t
s
(t− r)−2ηr2(β−η)dr ≤
∫ t
s
(t− r)−2η(r − s)β−
1
2 t
1
2
+β−2ηdr
= B(
1
2
+ β, 1 − 2η)t
1
2
+β−2η(t− s)
1
2
+β−2η.(4.23)
By virtue of (4.20), (4.21), (4.22) and (4.23),
E‖Aη [X1(t)−X1(s)]‖
2
≤
4ι21−ρι
2
η+ρ−β
ρ2
E‖Aβξ‖2s2(β−η−ρ)(t− s)2ρ
+ 4
[ ι1−ριη+ρB(β, 1 − η − ρ)
ρ
+ ιηB(η + ρ, 1− η)
]2
× E‖F1‖
2
Fβ,σ(E)s
2(β−η−ρ)(t− s)2ρ
+
8ι21−ρι
2
η+ρc
2
F2
κ2B(1 + 2β − 2η, 1 − η − ρ)
ρ2(1− η − ρ)
(t− s)2ρs2(1+β−2η−ρ)
+
8ι21−ρι
2
η+ρE‖F2(0)‖
2
ρ2(1− η − ρ)2
(t− s)2ρs2(1−η−ρ)
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+ 8ι2ηc
2
F2
κ2B(
1
2
+ β, 1− 2η)t
1
2
+β−2η(t− s)
3
2
+β−2η
+
8ι2ηE‖F2(0)‖
2
1− 2η
(t− s)2(1−η), 0 < s < t ≤ Tloc.
In particular,
E‖Aη[X1(t)−X1(s)]‖
2
≤
4ι21−ρι
2
η+ρ−β
ρ2
E‖Aβξ‖2ǫ2(β−η−ρ)(t− s)2ρ
+ 4
[ ι1−ριη+ρB(β, 1− η − ρ)
ρ
+ ιηB(η + ρ, 1− η)
]2
× E‖F1‖
2
Fβ,σ(E)ǫ
2(β−η−ρ)(t− s)2ρ
+
8ι21−ρι
2
η+ρc
2
F2
κ2B(1 + 2β − 2η, 1 − η − ρ)
ρ2(1− η − ρ)
×max{ǫ2(1+β−2η−ρ), T
2(1+β−2η−ρ)
loc }(t− s)
2ρ
+
8ι21−ρι
2
η+ρE‖F2(0)‖
2
ρ2(1− η − ρ)2
T
2(1−η−ρ)
loc (t− s)
2ρ
+ 8ι2ηc
2
F2
κ2B(
1
2
+ β, 1 − 2η)T
1
2
+β−2η
loc (t− s)
3
2
+β−2η
+
8ι2ηE‖F2(0)‖
2
1− 2η
(t− s)2(1−η), ǫ ≤ s < t ≤ Tloc.
Since this estimate holds true for any 12 < ρ < 1−η, and since 1 <
3
2+β−
2η < 2(1−η), Theorem 2.13 provides that for 0 < α < min{12 −η,
1+2β
4 −η}
X1 ∈ C
α([ǫ, Tloc];D(A
η)) a.s.
As a consequence, by (4.15),
(4.24) X1 ∈ C
γ([ǫ, Tloc];D(A
η)) a.s.
Since AβX1 = A
β−ηAηX1, A
βX1 is continuous on (0, Tloc].
It remains to prove that AβX1 is continuous at t = 0. We already know
by Step 1 of the proof of Theorem 3.4 that the process
AβS(·)ξ +
∫ ·
0
S(· − s)F1(s)ds
is continuous at t = 0. Meanwhile, (2.7) and (4.9) give
E
∥∥∥Aβ ∫ t
0
S(t− s)F2(X(s))ds
∥∥∥2
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≤ E
[ ∫ t
0
‖AβS(t− s)‖‖F2(X(s))‖ds
]2
≤ ι2βE
[ ∫ t
0
(t− s)−β‖F2(X(s))‖ds
]2
≤ ι2βt
∫ t
0
(t− s)−2βE‖F2(X(s))‖
2ds
≤ 2ι2βt
∫ t
0
(t− s)−2β [c2F2κ
2s2(β−η) + E‖F2(0)‖
2]ds
= 2ι2βc
2
F2
κ2B(1 + 2β − 2η, 1 − 2β)t2(1−η)(4.25)
+
2ι2βE‖F2(0)‖
2
1− 2β
t2(1−β) → 0 as t→ 0.
Therefore, there exists a decreasing sequence {tn, n = 1, 2, 3, . . . } converging
to 0 such that
lim
n→∞
Aβ
∫ tn
0
S(tn − s)F2(X(s))ds = 0 a.s.
By the continuity of Aβ
∫ ·
0 S(· − s)F2(X(s))ds on (0, Tloc], it implies that
lim
t→0
Aβ
∫ t
0
S(t− s)F2(X(s))ds = 0 a.s.,
i.e. Aβ
∫ ·
0 S(·−s)F2(X(s))ds is continuous at t = 0. In this way, we conclude
that
AβX1 =A
β
[
S(·)ξ +
∫ ·
0
S(· − s)F1(s)ds
]
+Aβ
∫ ·
0
S(· − s)F2(X(s))ds
is continuous at t = 0.
Step 4. Let us prove the estimate (4.2). We have
AβX(t) =Aβ
[
S(t)ξ +
∫ t
0
S(t− s)F1(s)ds+
∫ t
0
S(t− s)G(s)dW (s)
]
+Aβ
∫ t
0
S(t− s)F2(X(s))ds
=AβX3(t) +A
βX4(t), 0 ≤ t ≤ Tloc.(4.26)
On account of Theorem 3.4, it is easily seen that
E‖AβX3(t)‖
2 ≤ρ1[E‖A
βξ‖2 + E‖F1‖
2
Fβ,σ(E)
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+ E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
t2β], 0 ≤ t ≤ Tloc,
where ρ1 is a positive constant depending only on the exponents. Mean-
while, (4.11) and (4.25) give that there exists ρ2 > 0 depending only on the
exponents such that
E‖AβX4(t)‖
2 ≤ρ2[E‖A
βξ‖2 + E‖F1‖
2
Fβ,σ(E) + E‖A
δG‖2
Fβ+
1
2
,σ(γ(H;E))
]t2(1−η)
+ ρ2E‖F2(0)‖
2t2(1−β), 0 ≤ t ≤ Tloc.
Thus,
E‖AβX(t)‖2 ≤2E‖AβX3(t)‖
2 + 2E‖AβX4(t)‖
2
≤C[E‖Aβξ‖2 + E‖F1‖
2
Fβ,σ(E)][1 + t
2(1−η)]
+ CE‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
[t2β + t2(1−η)]
+ CE‖F2(0)‖
2t2(1−β), 0 ≤ t ≤ Tloc,
with some C > 0 depending only on the exponents.
Step 5. Let us prove the estimate (4.3). By using (2.4), (2.7), (2.8) and
(4.5),
E‖AηX(t)‖2
=E
∥∥∥AηS(t)ξ + ∫ t
0
AηS(t− s)F1(s)ds +
∫ t
0
AηS(t− s)G(s)dW (s)
+
∫ t
0
AηS(t− s)F2(X(s))ds
∥∥∥2
≤4E‖AηS(t)ξ‖2 + 4E
[ ∫ t
0
‖AηS(t− s)‖‖F1(s)‖ds
]2
+ 4E
[ ∫ t
0
‖AηS(t− s)‖‖F2(X(s))‖ds
]2
+ 4c(E)
∫ t
0
E‖Aη−δS(t− s)‖2‖AδG(s)‖2γ(H;E)ds
≤4E‖Aη−βS(t)Aβξ‖2 + 4ι2ηE‖F1‖
2
Fβ,σ(E)
[ ∫ t
0
(t− s)−ηsβ−1ds
]2
+ 4ι2ηE
[ ∫ t
0
(t− s)−η‖F2(X(s))‖ds
]2
+ 4c(E)ι20‖A
η−δ‖2E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
∫ t
0
e−2ν(t−s)s2β−1ds
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≤4ι2η−βE‖A
βξ‖2t−2(η−β) + 4ι2ηB(β, 1− η)E‖F1‖
2
Fβ,σ(E)t
2(β−η)
+ 4ι2ηt
∫ t
0
(t− s)−2ηE‖F2(X(s))‖
2ds
+ 4c(E)ι20‖A
η−δ‖2E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
× sup
0≤t<∞
∫ t
0
e−2ν(t−s)s2β−1ds, 0 < t ≤ Tloc.
On account of (4.9),
4ι2ηt
∫ t
0
(t− s)−2ηE‖F2(X(s))‖
2ds
≤8ι2ηt
∫ t
0
(t− s)−2η[c2F2κ
2s2(β−η) + E‖F2(0)‖
2]ds
=8ι2η
[
c2F2κ
2B(1 + 2β − 2η, 1 − 2η)t2(1+β−2η) +
E‖F2(0)‖
2
1− 2η
t2(1−η)
]
.
Therefore,
E‖AηX(t)‖2
≤4[ι2η−βE‖A
βξ‖2 + ι2ηB(β, 1− η)E‖F1‖
2
Fβ,σ(E)]t
2(β−η)
+ 8ι2η
[
c2F2κ
2B(1 + 2β − 2η, 1 − 2η)t2(1+β−2η) +
E‖F2(0)‖
2
1− 2η
t2(1−η)
]
+ 4c(E)ι20‖A
η−δ‖2E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
× sup
0≤t<∞
∫ t
0
e−2ν(t−s)s2β−1ds, 0 < t ≤ Tloc.
In view of (4.5) and (4.11), it is easily seen that there exists C > 0 depending
only on the exponents such that
E‖AηX(t)‖2
≤C[E‖Aβξ‖2 + E‖F1‖
2
Fβ,σ(E)][t
2(β−η) + t2(1+β−2η)] + CE‖F2(0)‖
2t2(1−η)
+ C[ sup
0≤t<∞
∫ t
0
e−2ν(t−s)s2β−1ds+ t2(1+β−2η)]
× E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
, 0 < t ≤ Tloc.
Thus, (4.3) has been verified.
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Step 6. Let us prove uniqueness of local mild solutions. Let X¯ be any
other local mild solution to (1.1) on the interval [0, Tloc] which belongs to
the space Ξ(Tloc).
The formula
X¯(t) = S(t)ξ +
∫ t
0
S(t− s)[F2(X¯(s)) + F1(s)]ds+
∫ t
0
S(t− s)G(s)dW (s)
jointed with
X(t) = S(t)ξ +
∫ t
0
S(t− s)[F2(X(s)) + F1(s)]ds+
∫ t
0
S(t− s)G(s)dW (s)
yields that
X(t)− X¯(t) =
∫ t
0
S(t− s)[F2(X(s))− F2(X¯(s))]ds, 0 ≤ t ≤ Tloc.
We can then repeat the same arguments to Step 2 to deduce that for
0 < T¯ ≤ Tloc,
‖X − X¯‖2Ξ(T¯ )(4.27)
≤c2F2 [ι
2
ηB(1 + 2β − 2η, 1 − 2η) + ι
2
βB(1 + 2β − 2η, 1 − 2β)]
× T¯ 2(1−η)‖X − X¯‖2Ξ(T¯ ).
Let T¯ be a positive constant such that
c2F2 [ι
2
ηB(1 + 2β − 2η, 1 − 2η) + ι
2
βB(1 + 2β − 2η, 1 − 2β)]T¯
2(1−η) < 1.
Then, (4.27) implies that X = X¯ a.s. on [0, T¯ ].
Repeating the same procedure with initial time T¯ and initial valueX(T¯ ) =
X¯(T¯ ), we derive that X(T¯ + t) = X¯(T¯ + t) a.s. for 0 ≤ t ≤ T¯ . This means
that X = X¯ a.s. on a larger interval [0, 2T¯ ].
We continue this procedure by finite times, the extended interval can
cover the given interval [0, Tloc]. Therefore, X = X¯ a.s. on [0, Tloc]. Thanks
to the continuity of X and X¯ on [0, Tloc], they are indistinguishable.
Next, we consider the case where (Gb) holds true. Assume further that
(F2b) F2 : D(A
β)→ E satisfies a Lipschitz condition of the form
‖F2(x)− F2(y)‖ ≤ cF2‖A
β(x− y)‖ a.s., x, y ∈ D(Aβ),
where cF2 > 0 is some constant.
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Theorem 4.3. Let (Aa), (Ab), (F1), (F2b) and (Gb) be satisfied. As-
sume that ξ ∈ D(Aβ) a.s. such that E‖Aβξ‖2 < ∞. Then, (1.1) possesses a
unique local mild solution X in the function space:
X ∈ Cγ([ǫ, Tloc];D(A
β)) ∩ C([0, Tloc];D(A
θ)) a.s.
for any 0 ≤ γ < min{12−β, β}, 0 < ǫ < T and 0 ≤ θ < β, where Tloc is some
positive constant in [0, T ] depending only on the exponents and E‖F1‖
2
Fβ,σ(E)
,
E‖F2(0)‖
2, E‖Aβξ‖2, E‖G‖2
Fβ+
1
2
,σ(γ(H;E))
. Furthermore, X satisfies the es-
timate
E‖AβX(t)‖2 ≤CE‖F2(0)‖
2t2(1−β)(4.28)
+ C[e−2νtE‖Aβξ‖2 + E‖F1‖
2
Fβ,σ(E)
+ E‖G‖2
Fβ+
1
2
,σ(γ(H;E))
][1 + t2(1−β)], 0 ≤ t ≤ Tloc
with some C > 0 depending only on the exponents.
The proof of Theorem 4.3 is very similar to Theorem 4.2. We then omit
it.
4.2. Strict solutions. This subsection studies strict solutions to (4.1). We
prove existence and uniqueness of strict solutions and show their regularity,
provided that the condition (Ga) takes place.
Theorem 4.4 (Existence of strict solutions). Let (Aa), (Ab), (F1),
(F2a) and (Ga) be satisfied. Let ξ ∈ D(Aβ) a.s. such that E‖Aβξ‖2 <∞. As-
sume further that there exists ρ > 0 such that F2(x) ∈ D(A
ρ) for x ∈ D(Aη)
and
(4.29) E[ sup
x∈D(Aη)
‖AρF2(x)‖]
2 <∞.
Then, (4.1) possesses a unique strict solution X on [0, Tloc], where Tloc
is some positive constant in [0, T ] depending only on the exponents and
E‖F1‖
2
Fβ,σ(E)
, E‖F2(0)‖
2, E‖Aβξ‖2, E‖G‖2
Fβ+
1
2
,σ(γ(H;E))
. Furthermore, X
has the regularity
X ∈ Cγ([ǫ, Tloc];D(A
η)) ∩ C([0, Tloc];D(A
β)) a.s.
for any 0 < ǫ < Tloc, 0 ≤ γ < min{β + δ − 1,
1
2 − η,
1+2β
4 − η} with the
estimate
E‖AX(t)‖2 ≤CE‖ξ‖2t−2 + CE‖F1‖
2
Fβ,σ(E)t
2(β−1)(4.30)
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+ CE‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
t2(β+δ−1)
+ CE[ sup
x∈D(Aη)
‖AρF2(x)‖]
2t2ρ, 0 < t ≤ Tloc
with some C > 0 depending on the exponents.
Proof. Thanks to Theorem 4.2, (4.1) has a unique local mild solution
X in the function space:
X ∈ Cγ([ǫ, Tloc];D(A
η)) ∩ C([0, Tloc];D(A
β)) a.s.
for any 0 < ǫ < Tloc, 0 ≤ γ < min{β + δ − 1,
1
2 − η,
1+2β
4 − η}.
First, let us show that X is a local strict solution of (4.1). We have
X(t) =
[
S(t)ξ +
∫ t
0
S(t− s)F1(s)ds +
∫ t
0
S(t− s)G(s)dW (s)
]
+
∫ t
0
S(t− s)F2(X(s))ds
=X1(t) +X2(t), 0 ≤ t ≤ Tloc.
Since all the assumptions of Theorem 3.3 are satisfied, it is possible to see
that
X1(t) =ξ +
∫ t
0
F1(s)ds−
∫ t
0
AX1(s)ds(4.31)
+
∫ t
0
G(s)dW (s), 0 < t ≤ Tloc,
and by (3.21)
E‖AX1(t)‖
2 ≤CE‖ξ‖2t−2 + CE‖F1‖
2
Fβ,σ(E)t
2(β−1)(4.32)
+ CE‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
t2(β+δ−1), 0 < t ≤ Tloc
with some C > 0 depending on the exponents.
In the meantime, (2.7) gives that∫ t
0
‖AS(t− s)F2(X(s))‖ds
=
∫ t
0
‖A1−ρS(t− s)‖‖AρF2(X(s))‖ds
≤ ι1−ρ
∫ t
0
(t− s)ρ−1 sup
x∈D(Aη)
‖AρF2(x)‖ds
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=
ι1−ρ
ρ
sup
x∈D(Aη)
‖AρF2(x)‖t
ρ <∞ a.s., 0 ≤ t ≤ Tloc.
Thereby,
∫ ·
0 AS(· − s)F2(X(s))ds is well-defined on [0, Tloc].
Since A is closed,
AX2 =
∫ t
0
AS(t− s)F2(X(s))ds, 0 ≤ t ≤ Tloc
and
(4.33) E‖AX2(t)‖
2 ≤
ι21−ρ
ρ2
E[ sup
x∈D(Aη)
‖AρF2(x)‖]
2t2ρ, 0 ≤ t ≤ Tloc.
Thus,
dX2(t)
dt
=
d
dt
∫ t
0
S(t− s)F2(X(s))ds
= F2(X(t)) −
∫ t
0
AS(t− s)F2(X(s))ds
= F2(X(t)) −AX2(t), 0 ≤ t ≤ Tloc.
This implies that
(4.34) X2(t) =
∫ t
0
F2(X(s))ds −
∫ t
0
AX2(s)ds, 0 ≤ t ≤ Tloc.
Combining (4.31) and (4.34) yields thatX = X1+X2 is a local strict solution
of (4.1) on [0, Tloc].
Let us now prove (4.30). Since
E‖AX(t)‖2 ≤ 2E‖AX1(t)‖
2 + 2E‖AX2(t)‖
2,
(4.30) follows from (4.32) and (4.33). We complete the proof.
4.3. Regular dependence of solutions on initial data. This subsection in-
vestigates regular dependence of local mild solutions on initial data. For this,
we use the following lemma. A proof of the lemma can be found in [23].
Lemma 4.5. Let b ≥ a > 0, µ > 0 and ν > 0. Let f : [0,∞) → [0,∞) be
a continuous and increasing function, and ϕ : [a, b] → [0,∞) be a bounded
function. Assume that
ϕ(t) ≤ f(t) + a−µ
∫ t
a
(t− r)ν−1ϕ(r)dr, a ≤ t ≤ b.
Then, there exists c > 0 such that
ϕ(t) ≤ cf(t), a ≤ s < t ≤ b.
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Let the assumptions in Theorem 4.2 be satisfied. Denote by B1 and B2
two bounded balls:
B1 = {f ∈ F
β,σ((0, T ];E) a.s. such that E‖f‖2Fβ,σ(E) ≤ R
2
1},(4.35)
B2 = {g ∈ F
β+ 1
2
,σ((0, T ]; γ(H;E)) a.s. such that(4.36)
Aδg ∈ Fβ+
1
2
,σ((0, T ]; γ(H;E)) a.s. and
E‖Aδg‖2
Fβ+
1
2
,σ(γ(H;E))
≤ R22},
of the spaces Fβ,σ((0, T ];E) andFβ+
1
2
,σ((0, T ]; γ(H;E)), respectively, where
R1 and R2 are some positive constants. Denote by BA a set of random
variables:
(4.37) BA = {ζ : ζ ∈ D(A
β) a.s. and E‖Aβζ‖2 ≤ R23}, 0 < R3 <∞.
According to Theorem 4.2, for every F1 ∈ B1, G ∈ B2 and ξ ∈ BA, there
exists a local mild solution of (4.1) on some interval [0, Tloc]. Furthermore,
by virtue of Steps 1 and 2 in the proof of Theorem 4.4,
(4.38)
there is a time TB1,B2,BA > 0 such that
[0, TB1,B2,BA ] ⊂ [0, Tloc] for all (F1, G, ξ) ∈ B1 × B2 ×BA.
Indeed, in view of (4.12), (4.13) and (4.14), Tloc can be chosen to be any
time S satisfying the conditions:
12ι2βc
2
F2
κ2B(1 + 2β − 2η, 1− 2η)S2(1+β−η) +
12ι2βE‖F2(0)‖
2
1− 2η
S2(1−β) ≤
κ2
2
,
12ι2βc
2
F2
κ2B(1 + 2β − 2η, 1− 2β)S2(1+β−2η) +
12ι2βE‖F2(0)‖
2
1− 2β
S2(1−β) ≤
κ2
2
,
and
c2F2 [ι
2
ηB(1 + 2β − 2η, 1 − 2η) + ι
2
βB(1 + 2β − 2η, 1 − 2β)]S
2(1−η) < 1,
where κ is defined by (4.5) (see also (4.11)). Consequently, Tloc can be cho-
sen being a constant which depends continuously on E‖F2(0)‖
2, E‖Aβξ‖2,
E‖AδG‖2
Fβ+
1
2
,σ(γ(H;E))
, and E‖F1‖
2
Fβ,σ(E)
. Thus, (4.38) follows.
We are now ready to state continuous dependence of local mild solutions
on (F1, G, ξ) in the sense specified in the following theorem.
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Theorem 4.6. Let (Aa), (Ab), (F1), (F2a) and (Ga) be satisfied. Let
X and X¯ be the local mild solutions of (4.1) on [0, Tloc] and [0, T¯loc] for the
data (F1, G, ξ) and (F¯1, G¯, ξ¯) in B1×B2×BA, respectively. Then, there exists
CB1,B2,BA > 0 depending only on B1,B2 and BA such that
t2ηE‖Aη[X(t)− X¯(t)]‖2 + t2ηE‖Aβ [X(t)− X¯(t)]‖2(4.39)
+ E‖X(t)− X¯(t)‖2
≤CB1,B2,BA [E‖ξ − ξ¯‖
2 + t2βE‖F1 − F¯1‖
2
Fβ,σ(E)
+ E‖Aδ(G− G¯)‖2
Fβ+
1
2
,σ(γ(H;E))
], 0 < t ≤ TB1,B2,BA .
Proof. This theorem is proved by using analogous arguments as in the
proof of Theorem 4.4. Throughout the proof, we use a notation CB1,B2,BA
to denote positive constants which are defined by the exponents, and B1,B2
and BA. So, it may change from occurrence to occurrence.
First, we give an estimate for
t2ηE[‖Aη [X(t)− X¯(t)]‖2 + ‖Aβ [X(t) − X¯(t)]‖2].
For 0 ≤ θ < 12 , by using (2.4), (2.7) and (F2a),
tθ‖Aθ[X(t) − X¯(t)]‖
=
∥∥∥tθAθS(t)(ξ − ξ¯) + ∫ t
0
tθAθS(t− s)[F1(s)− F¯1(s)]ds
+
∫ t
0
tθAθS(t− s)[F2(X(s)) − F2(X¯(s))]ds
+
∫ t
0
tθAθS(t− s)[G(s)− G¯(s)]dW (s)
∥∥∥
≤ιθ‖ξ − ξ¯‖+ ιθ‖F1 − F¯1‖Fβ,σ(E)
∫ t
0
tθ(t− s)−θsβ−1ds
+ ιθcF2
∫ t
0
tθ(t− s)−θ‖Aη[X(s) − X¯(s)]‖ds
+
∥∥∥ ∫ t
0
tθAθS(t− s)[G(s)− G¯(s)]dW (s)
∥∥∥
=ιθ‖ξ − ξ¯‖+ ιθB(β, 1− θ)‖F1 − F¯1‖Fβ,σ(E)t
β
+ ιθcF2
∫ t
0
tθ(t− s)−θ‖Aη[X(s) − X¯(s)]‖ds
+
∥∥∥ ∫ t
0
tθAθ−δS(t− s)[AδG(s)−AδG¯(s)]dW (s)
∥∥∥, 0 < t ≤ TB1,B2,BA .
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Thus, by (2.8),
E‖tθAθ[X(t)− X¯(t)]‖2
≤4ι2θE‖ξ − ξ¯‖
2 + 4ι2θB(β, 1− θ)
2
E‖F1 − F¯1‖
2
Fβ,σ(E)t
2β
+ 4ι2θc
2
F2
t2θE
[ ∫ t
0
(t− s)−θ‖Aη [X(s)− X¯(s)]‖ds
]2
+ 4E
∥∥∥∫ t
0
tθAθ−δS(t− s)[AδG(s)−AδG¯(s)]dW (s)
∥∥∥2
≤4ι2θE‖ξ − ξ¯‖
2 + 4ι2θB(β, 1− θ)
2
E‖F1 − F¯1‖
2
Fβ,σ(E)t
2β
+ 4ι2θc
2
F2
t2θ+1
∫ t
0
(t− s)−2θE‖Aη[X(s)− X¯(s)]‖2ds
+ 4c(E)ι20‖A
θ−δ‖2E‖Aδ(G − G¯)‖2
Fβ+
1
2
,σ(γ(H;E))
×
∫ t
0
t2θe−2ν(t−s)s2β−1ds
≤4ι2θE‖ξ − ξ¯‖
2 + 4ι2θB(β, 1− θ)
2t2βE‖F1 − F¯1‖
2
Fβ,σ(E)(4.40)
+ 4c(E)ι20‖A
θ−δ‖2 sup
0≤t<∞
∫ t
0
e−2ν(t−s)s2β−1ds
× t2θE‖Aδ(G− G¯)‖2
Fβ+
1
2
,σ(γ(H;E))
+ 4ι2θc
2
F2
t2θ+1
∫ t
0
(t− s)−2θ
× E‖Aη[X(s)− X¯(s)]‖2ds, 0 < t ≤ TB1,B2,BA .
Applying these estimates with θ = β and θ = η, it follows that
E‖Aβ [X(t)− X¯(t)]‖2
≤4ι2βE‖ξ − ξ¯‖
2t−2β + 4ι2βB(β, 1− β)
2
E‖F1 − F¯1‖
2
Fβ,σ(E)
+ 4c(E)ι20‖A
θ−δ‖2 sup
0≤t<∞
∫ t
0
e−2ν(t−s)s2β−1ds
× E‖Aδ(G− G¯)‖2
Fβ+
1
2
,σ(γ(H;E))
+ 4ι2βc
2
F2
t
∫ t
0
(t− s)−2β
× E‖Aη [X(s)− X¯(s)]‖2ds, 0 < t ≤ TB1,B2,BA ,
and
t2ηE‖Aη[X(t) − X¯(t)]‖2
≤4ι2ηE‖ξ − ξ¯‖
2 + 4ι2ηB(β, 1− η)
2t2βE‖F1 − F¯1‖
2
Fβ,σ(E)
+ 4c(E)ι20‖A
θ−δ‖2 sup
0≤t<∞
∫ t
0
e−2ν(t−s)s2β−1dst2η
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× E‖Aδ(G− G¯)‖2
Fβ+
1
2
,σ(γ(H;E))
+ 4ι2ηc
2
F2
t2η+1
∫ t
0
(t− s)−2η
× E‖Aη[X(s)− X¯(s)]‖2ds, 0 < t ≤ TB1,B2,BA .
By putting
q(t) = t2ηE[‖Aη[X(t) − X¯(t)]‖2 + ‖Aβ[X(t) − X¯(t)]‖2],
we obtain that
q(t) ≤4[ι2βt
2(η−β) + ι2η]E‖ξ − ξ¯‖
2
+ 4[ι2βB(β, 1− β)
2t2η + ι2ηB(β, 1− η)
2t2β ]E‖F1 − F¯1‖
2
Fβ,σ(E)
+ 4c(E)ι20‖A
θ−δ‖2(ι2β + ι
2
η) sup
0≤t<∞
∫ t
0
e−2ν(t−s)s2β−1dst2η
× E‖Aδ(G− G¯)‖2
Fβ+
1
2
,σ(γ(H;E))
+ 4c2F2t
2η+1
∫ t
0
[ι2β(t− s)
−2β + ι2η(t− s)
−2η]
× E‖Aη[X(s)− X¯(s)]‖2ds
≤4[ι2βt
2(η−β) + ι2η]E‖ξ − ξ¯‖
2
+ 4[ι2βB(β, 1− β)
2t2η + ι2ηB(β, 1− η)
2t2β ]E‖F1 − F¯1‖
2
Fβ,σ(E)
+ 4c(E)ι20‖A
θ−δ‖2(ι2β + ι
2
η) sup
0≤t<∞
∫ t
0
e−2ν(t−s)s2β−1dst2η
× E‖Aδ(G− G¯)‖2
Fβ+
1
2
,σ(γ(H;E))
+ 4c2F2t
2η+1
∫ t
0
[ι2β(t− s)
−2β + ι2η(t− s)
−2η]s−2ηq(s)ds
≤CB1,B2,BA [E‖ξ − ξ¯‖
2 + t2βE‖F1 − F¯1‖
2
Fβ,σ(E) + t
2η(4.41)
× E‖Aδ(G− G¯)‖2
Fβ+
1
2
,σ(γ(H;E))
] + 4c2F2t
2η+1
∫ t
0
[ι2β(t− s)
−2β
+ ι2η(t− s)
−2η]s−2ηq(s)ds, 0 < t ≤ TB1,B2,BA .
The integral inequality (4.41) can be solved as follows. Let ǫ > 0 denote
a small parameter. For 0 ≤ t ≤ ǫ,
q(t) ≤CB1,B2,BA [E‖ξ − ξ¯‖
2 + t2βE‖F1 − F¯1‖
2
Fβ,σ(E)
+ t2ηE‖Aδ(G− G¯)‖2
Fβ+
1
2
,σ(γ(H;E))
]
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+ 4c2F2t
2η+1
∫ t
0
[ι2β(t− s)
−2β + ι2η(t− s)
−2η]s−2ηds sup
s∈[0,ǫ]
q(s)
=CB1,B2,BA [E‖ξ − ξ¯‖
2 + t2βE‖F1 − F¯1‖
2
Fβ,σ(E)
+ t2ηE‖Aδ(G− G¯)‖2
Fβ+
1
2
,σ(γ(H;E))
]
+ 4c2F2 [ι
2
βB(1− 2η, 1 − 2β)t
2(1−β) + ι2ηB(1− 2η, 1 − 2η)t
2(1−η)]
× sup
s∈[0,ǫ]
q(s)
≤CB1,B2,BA [E‖ξ − ξ¯‖
2 + ǫ2βE‖F1 − F¯1‖
2
Fβ,σ(E)
+ ǫ2ηE‖Aδ(G− G¯)‖2
Fβ+
1
2
,σ(γ(H;E))
]
+ 4c2F2 [ι
2
βB(1− 2η, 1 − 2β)ǫ
2(1−β) + ι2ηB(1− 2η, 1 − 2η)ǫ
2(1−η) ]
× sup
s∈[0,ǫ]
q(s).
Taking supremum on [0, ǫ], it yields that
{1− 4c2F2 [ι
2
βB(1− 2η, 1 − 2β)ǫ
2(1−β) + ι2ηB(1− 2η, 1 − 2η)ǫ
2(1−η) ]}
× sup
s∈[0,ǫ]
q(s)
≤ CB1,B2,BA [E‖ξ − ξ¯‖
2 + ǫ2βE‖F1 − F¯1‖
2
Fβ,σ(E)
+ ǫ2ηE‖Aδ(G− G¯)‖2
Fβ+
1
2
,σ(γ(H;E))
].
If ǫ is taken sufficiently small so that
(4.42) c2F2 [ι
2
βB(1− 2η, 1 − 2β)ǫ
2(1−β) + ι2ηB(1− 2η, 1− 2η)ǫ
2(1−η) ] ≤
1
8
,
then
sup
s∈[0,ǫ]
q(s) ≤CB1,B2,BA [E‖ξ − ξ¯‖
2 + ǫ2βE‖F1 − F¯1‖
2
Fβ,σ(E)(4.43)
+ ǫ2ηE‖Aδ(G− G¯)‖2
Fβ+
1
2
,σ(γ(H;E))
].
In particular,
q(ǫ) ≤CB1,B2,BA [E‖ξ − ξ¯‖
2 + ǫ2βE‖F1 − F¯1‖
2
Fβ,σ(E)(4.44)
+ ǫ2ηE‖Aδ(G− G¯)‖2
Fβ+
1
2
,σ(γ(H;E))
].
Meanwhile, for ǫ < t ≤ TB1,B2,BA ,
q(t)
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≤CB1,B2,BA [E‖ξ − ξ¯‖
2 + t2βE‖F1 − F¯1‖
2
Fβ,σ(E)
+ t2ηE‖Aδ(G− G¯)‖2
Fβ+
1
2
,σ(γ(H;E))
]
+ 4c2F2t
2η+1
∫ ǫ
0
[ι2β(t− s)
−2β + ι2η(t− s)
−2η]s−2ηds sup
s∈[0,ǫ]
q(s)
+ 4c2F2t
2η+1
∫ t
ǫ
[ι2β(t− s)
−2β + ι2η(t− s)
−2η]s−2ηq(s)ds
≤CB1,B2,BA [E‖ξ − ξ¯‖
2 + t2βE‖F1 − F¯1‖
2
Fβ,σ(E)
+ t2ηE‖Aδ(G− G¯)‖2
Fβ+
1
2
,σ(γ(H;E))
]
+ 4c2F2 [ι
2
βB(1− 2η, 1 − 2β)t
2(1−β) + ι2ηB(1− 2η, 1 − 2η)t
2(1−η)]
× sup
s∈[0,ǫ]
q(s)
+ 4c2F2t
2η+1
∫ t
ǫ
[ι2β(t− s)
2(η−β) + ι2η](t− s)
−2ηǫ−2ηq(s)ds
≤CB1,B2,BA [E‖ξ − ξ¯‖
2 + t2βE‖F1 − F¯1‖
2
Fβ,σ(E)
+ t2ηE‖Aδ(G− G¯)‖2
Fβ+
1
2
,σ(γ(H;E))
]
+ 4c2F2 [ι
2
βB(1− 2η, 1 − 2β)T
2(1−β) + ι2ηB(1− 2η, 1 − 2η)T
2(1−η)]
× sup
s∈[0,ǫ]
q(s) + 4c2F2ǫ
−2ηT 2η+1[ι2βT
2(η−β) + ι2η]
∫ t
ǫ
(t− s)−2ηq(s)ds.
Lemma 4.5 then provides that
q(t) ≤CB1,B2,BA [E‖ξ − ξ¯‖
2 + t2βE‖F1 − F¯1‖
2
Fβ,σ(E)
+ t2ηE‖Aδ(G− G¯)‖2
Fβ+
1
2
,σ(γ(H;E))
]
+ 4c2F2 [ι
2
βB(1− 2η, 1 − 2β)T
2(1−β) + ι2ηB(1− 2η, 1 − 2η)T
2(1−η)]
× sup
s∈[0,ǫ]
q(s), ǫ < t ≤ TB1,B2,BA .
Thanks to (4.43),
q(t) ≤CB1,B2,BA [E‖ξ − ξ¯‖
2 + t2βE‖F1 − F¯1‖
2
Fβ,σ(E)
+ t2ηE‖Aδ(G− G¯)‖2
Fβ+
1
2
,σ(γ(H;E))
]
+ CB1,B2,BA [E‖ξ − ξ¯‖
2 + ǫ2βE‖F1 − F¯1‖
2
Fβ,σ(E)
+ ǫ2ηE‖Aδ(G− G¯)‖2
Fβ+
1
2
,σ(γ(H;E))
], ǫ < t ≤ TB1,B2,BA .
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Hence,
q(t) ≤CB1,B2,BA [E‖ξ − ξ¯‖
2 + t2βE‖F1 − F¯1‖
2
Fβ,σ(E)(4.45)
+ t2ηE‖Aδ(G− G¯)‖2
Fβ+
1
2
,σ(γ(H;E))
], ǫ < t ≤ TB1,B2,BA .
Thus, (4.44) and (4.45) highlight that
t2ηE[‖Aη[X(s)− X¯(s)]‖2 + ‖Aβ [X(s)− X¯(s)]‖2]
=q(t)
≤CB1,B2,BA [E‖ξ − ξ¯‖
2 + t2βE‖F1 − F¯1‖
2
Fβ,σ(E)(4.46)
+ t2ηE‖Aδ(G− G¯)‖2
Fβ+
1
2
,σ(γ(H;E))
], 0 < t ≤ TB1,B2,BA .
Second, let us give an estimate for E‖X(t) − X¯(t)‖2. Take θ = 0 in the
equality (4.40):
E‖X(t) − X¯(t)‖2
≤4ι0E‖ξ − ξ¯‖
2 + 4ι0B(β, 1)
2t2βE‖F1 − F¯1‖
2
Fβ,σ(E)
+ 4c(E)ι20‖A
−δ‖2 sup
0≤t<∞
∫ t
0
e−2ν(t−s)s2β−1ds
× E‖Aδ(G− G¯)‖2
Fβ+
1
2
,σ(γ(H;E))
+ 4ι20c
2
F2
t
∫ t
0
E‖Aη[X(s)− X¯(s)]‖2ds
≤4ι0E‖ξ − ξ¯‖
2 + 4ι0B(β, 1)
2t2βE‖F1 − F¯1‖
2
Fβ,σ(E)
+ 4c(E)ι20‖A
−δ‖2 sup
0≤t<∞
∫ t
0
e−2ν(t−s)s2β−1ds
× E‖Aδ(G− G¯)‖2
Fβ+
1
2
,σ(γ(H;E))
+ 4ι20c
2
F2
t
∫ t
0
s−2ηq(s)ds.
By (4.46),
t
∫ t
0
s−2ηq(s)ds ≤CB1,B2,BAt
∫ t
0
s−2η[E‖ξ − ξ¯‖2 + s2βE‖F1 − F¯1‖
2
Fβ,σ(E)
+ s2ηE‖Aδ(G− G¯)‖2
Fβ+
1
2
,σ(γ(H;E))
]ds
≤CB1,B2,BAt
2(1−η)
E‖ξ − ξ¯‖2
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+ CB1,B2,BAt
2(1+β−η)
E‖F1 − F¯1‖
2
Fβ,σ(E)
+ CB1,B2,BAt
2
E‖Aδ(G− G¯)‖2
Fβ+
1
2
,σ(γ(H;E))
.
Therefore,
E‖X(t) − X¯(t)‖2(4.47)
≤ CB1,B2,BA [E‖ξ − ξ¯‖
2 + t2βE‖F1 − F¯1‖
2
Fβ,σ(E)
+ E‖Aδ(G− G¯)‖2
Fβ+
1
2
,σ(γ(H;E))
], 0 < t ≤ TB1,B2,BA .
Thus, (4.46) and (4.47) imply (4.39). It completes the proof.
5. Applications. This section gives some examples to illustrate our
results. We first present some stochastic PDEs and then formulate them as
the Cauchy problems for abstract stochastic parabolic evolution equations
of the form (1.1). We only concentrate on strict solutions to the equations.
5.1. Example 1 (A neurophysiology model). Walsh [37] proposed a model
arising in neurophysiology as follows. Nerve cells operating by a mixture
of chemical, biological and electrical properties are regarded as long thin
cylinders, which act much like electrical cables.
Denote by V (t, x) the electrical potential at time t and position x. If such
a cylinder is identified with the interval [0, L], then V satisfies a nonlinear
equations coupled with a system of ordinary differential equations, called
the Hodgkin-Huxley equations. In some certain ranges of the values of the
potential, the equations are approximated by the cable equation:
(5.1)


∂V
∂t
= ∂
2V
∂x2
− V,
V : [0,∞) × [0, L]→ R,
t ≥ 0, x ∈ [0, L].
Consider (5.1) with an additional external force, called impulses of cur-
rent. Neurons receive these impulses of current via synapses on their surface.
Denote by F (t) the current arriving at time t, then the electrical potential
satisfies the equation: 

∂V
∂t
= ∂
2V
∂x2
− V + F (t),
V : [0,∞)× [0, L]→ R,
t ≥ 0, x ∈ [0, L].
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Suppose now that the current F is perturbed by infinitely many white
noises. Suppose further that the intensity of each white noise depends sepa-
rately on both position x and time t. In other words, F is perturbed by the
sum Σ∞j=1ej(x)gj(t)Bj(t) of noises, where {ej}
∞
j=1 and {gj}
∞
j=1 are two se-
quences of functions, and {Bj}
∞
j=1 is a family of independent real-value stan-
dard Wiener processes on a complete filtered probability space (Ω,F ,Ft,P).
In order to handle the resulting equation, we assume that {ej}
∞
j=1 is an
orthonormal and complete basis of some Hilbert space, say H0; and gj(t) =
g0(t) for all j. It is known that (e.g., [10]) the series Σ
∞
j=1ej(x)Bj(t) converges
to a cylindrical Wiener process on a separable Hilbert space H ⊇ H0, where
the embedding of H0 into H is a Hilbert-Schmidt operator. Denote by W
the cylindrical Wiener process. This leads to a stochastic partial differential
equation:
(5.2)


∂V
∂t
(t, x) =
∂2V
∂x2
(t, x)− V (t, x) + F (t) +G(t)W˙ (t),
in (0,∞)× [0, L],
∂V
∂x
(0, t) =
∂V
∂x
(L, t) = 0, on (0,∞),
V (0, x) = V0(x), on (0, L).
The first author studied mild solutions to (5.2) in L2([0, L]) (see [22]). Let
us now handle (5.2) in the Banach space (E, ‖ · ‖) = (Lp([0, L]), ‖ · ‖Lp) for
some 2 ≤ p <∞. Assume further that
(Ex1.1) For every T > 0, F is measurable from [0, T ] to Lp([0, L]) and
satisfies
F ∈ Fβ,σ((0, T ];Lp([0, L])) for some 0 < σ < β <
1
2
.
(Ex1.2) For every T > 0, G is square integrable, measurable from [0, T ] to
the space γ(H;Lp([0, L])) and satisfies
AδG ∈ Fβ+
1
2
,σ((0, T ]; γ(H;Lp([0, L]))) for some 1− β < δ ≤ 1,
where A is the realization of the operator − ∂
2
∂x2
+ I in E under the
Neumann boundary conditions on the boundary {0, L}.
(Ex1.3) V0 is an F0-measurable random variable.
It is known that A is a sectorial operator (see [35]). Furthermore, we have
the following lemma.
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Lemma 5.1. The operator A is a positive definite self-adjoint operator
on H with domain
D(A) = H2N([0, L]) := {u ∈ H
2([0, L]) such that
∂u
∂x
(0) =
∂u
∂x
(L) = 0}.
In addition, the domains of fractional powers Aθ, 0 ≤ θ ≤ 1, are character-
ized by
D(Aθ) =
{
H2θ([0, L]) for 0 ≤ θ < 34 ,
H2θN ([0, L]) for
3
4 < θ ≤ 1.
UsingA, we formulate (5.2) as the Cauchy problem for an abstract stochas-
tic linear equation
(5.3)
{
dV +AV dt = F (t)dt+G(t)dW (t), 0 < t <∞,
V (0) = V0
in E. Theorems 3.3 and 3.4 are then available to (5.3).
Theorem 5.2. Let (Ex1.1)-(Ex1.3) be satisfied. Then, there exists a
unique strict solution V to (5.2). Furthermore, V possesses the regularity
AV ∈ C((0, T ];Lp([0, L])) a.s.
with the estimate
E‖V (t)‖2 + t2E‖AV (t)‖2
≤C[E‖V0‖
2 + ‖F1‖
2
Fβ,σ(Lp([0,L]))t
2β + ‖AδG‖2
Fβ+
1
2
,σ(γ(H;Lp([0,L])))
× {t2β + t2(β+δ)}], 0 ≤ t ≤ T
for any T > 0. In addition, when V0 ∈ D(A
β) a.s. and E‖AβV0‖ < ∞, the
strict solution V has the maximal space-time regularities
V ∈ C([0,∞);D(Aβ)) ∩ Cγ1([0,∞);Lp([0, L])) a.s.,
AV ∈ Cγ2([ǫ,∞);Lp([0, L])) a.s.
for any 0 < γ1 < β, 0 < γ2 < β+ δ− 1, 0 < γ2 ≤ σ and ǫ <∞, and satisfies
the estimate
E‖AβV (t)‖2 ≤C[e−2νtE‖AβV0‖
2 + ‖F1‖
2
Fβ,σ(Lp([0,L]))
+ ‖AδG‖2
Fβ+
1
2
,σ(γ(H;Lp([0,L])))
t2β], 0 ≤ t ≤ T
for any T > 0. Here, C > 0 is some constant depending only on the expo-
nents.
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5.2. Example 2. Let us generate the equation (5.2). Consider an equation
of the form
(5.4)


∂X(x, t)
∂t
=
n∑
i,j=1
∂
∂xj
[aij(x)
∂
∂xi
X]− b(x)X + f(t)ϕ(x)
+G(t)W˙ (t) in O × (0, T ),
X = 0 on ∂O × (0, T ),
X(x, 0) = X0(x) in O
in a bounded domain O ⊂ Rn with C2 boundary ∂O (n = 1, 2, . . . ). Here,
(Ex2.1) aij ∈ L
∞(O,R) for 1 ≤ i, j ≤ n, and satisfies
n∑
i,j=1
aij(x)zizj ≥ a0‖z‖
2
Rn , z = (z1, . . . , zn) ∈ R
n, a.e. x ∈ O
for some a0 > 0.
(Ex2.2) b ∈ L∞(O,R) and satisfies b(x) ≥ b0 a.e. x ∈ O for some b0 > 0.
The functions f and ϕ are random and non-random real-valued functions,
respectively, and G(t)W˙ (t) denotes space-time white noise making effect on
the system.
To solve (5.4), we formulate it as a problem of the form (3.1). Set the
underlying space E = H−1(O) = [H˚1(O)]′, where
H˚1(O) = {u ∈ H1(O);u|∂O = 0}.
The norm in E is denoted by ‖ · ‖. Since E is the dual space of the Hilbert
space H˚1(O), E is a Hilbert space. Hence E is an M-type 2 Banach space.
Assume that
(Ex2.3) W is a cylindrical Wiener process on a separable Hilbert space H,
which is defined on a complete filtered probability space (Ω,F ,Ft,P).
(Ex2.4) For some 0 < σ < β < 12 ,
f ∈ Fβ,σ((0, T ];R) a.s. and E‖f‖2Fβ,σ(R) <∞.
(Ex2.5) ϕ ∈ H−1(O).
(Ex2.6) G is an adapted, square integrable process from [0, T ] × Ω to the
space γ(H;H−1(O)), which is H-strongly measurable. In addition,
there exists 1− β < δ ≤ 1 such that
AδG ∈ Fβ+
1
2
,σ((0, T ]; γ(H;H−1(O))) a.s.
and
E‖AδG‖2
Fβ+
1
2
,σ(γ(H;H−1(O))
<∞.
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(Ex2.7) X0 is an F0-measurable random variable.
Let A be a realization of the differential operator
−
n∑
i,j=1
∂
∂xj
[aij(x)
∂
∂xi
] + b(x)
in E under the Dirichlet boundary conditions. According to [35], it is known
that D(A) = H˚1(O) and A is a sectorial operator.
Using A, (5.4) can be written as a problem of the form (3.1) with F1(t) =
f(t)ϕ(x). It is obvious that (Ex2.4), (Ex2.5) and (Ex2.6) imply (F1) and
(Ga) for F and G, respectively. Theorems 3.3 and 3.4 are then available to
(5.4).
Theorem 5.3. Let (Ex2.1)-(Ex2.7) be satisfied. Then, there exists a
unique strict solution of (5.4) in H−1(O) possessing the regularity
AX ∈ C([0, T ];H−1(O)) a.s.
with the estimate
E‖X(t)‖2 + t2E‖AX(t)‖2
≤C[E‖X0‖
2 + E‖f‖2Fβ,σ(R)‖ϕ‖
2t2β + E‖AδG‖2
Fβ+
1
2
,σ(γ(H;H−1(O)))
× {t2β + t2(β+δ)}], 0 ≤ t ≤ T.
Furthermore, when X0 ∈ D(A
β) a.s. such that E‖AβX0‖
2 <∞, the strict
solution X has the maximal space-time regularities
X ∈ C([0, T ];D(Aβ)) ∩ Cγ1([0, T ];H−1(O)) a.s.,
AX ∈ Cγ2([ǫ, T ];H−1(O)) a.s.
for any 0 < γ1 < β, 0 < γ2 < β + δ − 1, 0 < γ2 ≤ σ and 0 < ǫ < T, and
satisfies the estimate
E‖AβX(t)‖2 ≤C[e−2νtE‖AβX0‖
2 + E‖f‖2Fβ,σ(H−1(O))‖ϕ‖
2
+ E‖AδG‖2
Fβ+
1
2
,σ(γ(H;H−1(O)))
t2β], 0 ≤ t ≤ T.
Here, C > 0 is some constant depending only on the exponents.
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5.3. Example 3. Consider a nonlinear problem
(5.5)


∂X(x, t)
∂t
=
n∑
i,j=1
∂
∂xj
[aij(x)
∂
∂xi
u] + f1(X) + t
β−1f2(t)ϕ(x)
+ tβ−
1
2 g(t)W˙ (t) in Rn × (0, T ),
X(x, 0) =X0(x) in R
n.
Here,
(Ex3.1) W is a cylindrical Wiener process on a separable Hilbert space H,
which is defined on a complete filtered probability space (Ω,F ,Ft,P).
(Ex3.2) aij ∈ L
∞(Rn,R) for 1 ≤ i, j ≤ n. In addition, there exists a0 > 0
such that
n∑
i,j=1
aij(x)zizj ≥ a0‖z‖
2
Rn , z = (z1, . . . , zn) ∈ R
n, a.e. x ∈ Rn.
(Ex3.3) ϕ ∈ H−1(Rn) and f1 is measurable function from a domain D(f1)
of H−1(Rn) to R.
(Ex3.4) f2 ∈ C
σ([0, T ];R) and g ∈ Cσ([0, T ]; γ(H;H−1(Rn))). In addition,
f2(0) = 0 and g2(0) = 0 for some 0 < σ < β <
1
2 .
(Ex3.5) X0 is an F0-measurable random variable.
Let A be a realization of the differential operator −
∑n
i,j=1
∂
∂xj
[aij(x)
∂
∂xi
]+
1 in (E, ‖·‖) = (H−1(Rn), ‖·‖H−1(Rn)). Thanks to [35, Theorem 2.2], the re-
alization A is a sectorial operator of H−1(Rn) with domain D(A) = H1(Rn).
As a consequence, (−A) generates an analytical semigroup on H−1(Rn).
Using A, the equation (5.5) is formulated as a problem of the form (4.1)
in the Hilbert space H−1(Rn), where F1, F2 and G are defined as follows.
The functions F1 : (0, T ] → H
−1(Rn) and G : (0, T ] → γ(H;H−1(Rn)) are
defined by
F1(t) = t
β−1f2(t)ϕ(x), G(t) = t
β− 1
2 g(t).
Remark 2.1 provides that
F1 ∈ F
β,σ((0, T ];H−1(Rn)), G ∈ Fβ+
1
2
,σ((0, T ]; γ(H;H−1(Rn))).
In the meantime, F2 is defined by
F2(u) = u+ f1(u).
Assume further that
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(Ex3.6) For some c > 0 and max{0, 2η − 12} < β < η, D(f1) = D(A
η) and
‖f1(u)− f1(v)‖ ≤ c‖A
η(u− v)‖, u, v ∈ D(Aη).
It is easily seen that the assumptions (Aa), (Ab), (F1), (F2a) and (Ga)
are satisfied. According to Theorem 4.4, we have the following theorem.
Theorem 5.4. Let (Ex3.1)-(Ex3.6) be satisfied. Suppose further that
there exists ρ > 0 such that
E[ sup
x∈D(Aη)
‖AρF2(x)‖]
2 <∞.
Let X0 ∈ D(A
β) a.s. such that E‖AβX0‖
2 < ∞. Then, (5.5) possesses a
unique local strict solution X on some interval [0, Tloc]. Furthermore, X has
the regularity
X ∈ Cγ([ǫ, Tloc];D(A
η)) ∩ C([0, Tloc];D(A
β)) a.s.
for any 0 < ǫ < Tloc, 0 ≤ γ < min{β + δ − 1,
1
2 − η,
1+2β
4 − η}, and satisfies
the estimate
E‖AX(t)‖2 ≤CE‖X0‖
2t−2 + C‖F1‖
2
Fβ,σ(H−1(Rn))t
2(β−1)
+ C‖AδG‖2
Fβ+
1
2
,σ(γ(H;H−1(Rn)))
t2(β+δ−1)
+ C[ sup
x∈D(Aη)
‖AρF2(x)‖]
2t2ρ, 0 < t ≤ Tloc,
where C > 0 is some constant depending on the exponents.
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