Based on applications to e cient information gathering over the Web, Czumaj et al. (Algorithms and data structures (Vancouver, BC, 1999), Lecture Notes in Computer Science, Vol. 1663, Springer, Berlin, 1999) studied the Variable Length Sequencing Problem (VLSP), showed it is NP-complete, presented a polynomial time algorithm for a very restricted version and an approximation algorithm for a slightly less restricted version. In this paper, we pin-point the di culty by showing that it is NP-complete in a strong sense even to approximating the VLSP within a factor n k for any ÿxed integer k. In addition, we show it is NP-hard to ÿnd the optimal solution even when all jobs follow the periodic property. Motivated by the NP-hardness of approximating VLSP, we consider an optimal version of maximizing the number of completed tasks and present an approximation algorithm with factor 2 and a polynomial time algorithm for optimal solution in the special case when the number of di erent types of tasks is restricted.
Introduction
The wide-spread use of the Internet as a large database has created algorithmic problems of enormous size. Such problems make the assumption for asymptotic analysis of theoretical computer science to work become a reality. Many new algorithmic problems associated with Internet applications have arisen to challenge the theoretical computer science community. One such problem, the Variable Length Sequencing Problem (VLSP for short), is proposed by Czumaj et al. [4] , to study e cient information gathering over the Web. The problem is one of scheduling with a temporal processing time for the task. That is, the processing time of each task is not ÿxed but varies according to the time it is scheduled to be processed. This characterizes the fact that the access time of the Web is not ÿxed but varies constantly.
More precisely, we consider n tasks. Each will be denoted by an integer in {1; 2; : : : ; n}. N ∈N is the general completion deadline (all tasks must be completed by time N ). For each task t and unit time i ∈ {1; 2; : : : ; N }, let '(t; i) ∈ N be the length (processing time) of task t when started at time i. An execution sequence is a function specifying for each task t a starting time (t) ∈ {1; : : : ; N } with the property that for every t if (t) = i then no other task k can have (k) ∈ {i; : : : ; i + '(t; i) − 1}. The makespan of an execution sequence ; MAKESPAN ( ) is k + '(t max ; k) if t max = max {1;:::; n} (t) and k = (t max ). The decision version of VLSP asks whether there exists an execution sequence with makesapn MAKESPAN ( )6N . And an optimal version of VLSP, denoted by MCT-VLSP is to minimize the completion time N such that there exists an execution sequence satisfying MAKESPAN ( )6N .
By transforming SEQUENCING to the VLSP, Czumaj et al. [4] showed that the decision version of VLSP is NP-complete. For a special case where all '(t; i) ∈ {1; 2}, they obtained a polynomial time solution. For the case '(t; i) ∈ {1; k}, they presented a 2-approximation one. Notice that the result for the case '(t; i) ∈ {1; k} cannot be extended to the case '(t; i) ∈ {k 1 ; k 2 }. The lack of good polynomial time algorithm even for such simple situations motivated our search for a non-approximability result. In Section 2, we present the negative result that no polynomial time approximation algorithm is possible even for a factor of n k for any constant k¿0. The non-approximability of the original model of Czumaj et al., makes it infeasible to ÿnd a polynomial time algorithm even for a guarantee of any polynomial constant factor. The di culties lie in that all tasks are required to be scheduled. However, in reality, some tasks are lost when the network is too busy to schedule all the tasks. We present a revised model of their original one. We change the objective to maximize the number of tasks that can be scheduled before the given completion deadline N . Again this is still NP-hard. However, we are able to ÿnd a polynomial time algorithm with a factor of two for the approximation ratio. We present this result in Section 3. In addition, for the application problem of web accessing, one may argue that tasks will have the same (in the statistic sense to be precise) processing time after a period of 24 h. We show that the optimal version remains NP-hard even when processing times of all tasks follow the periodic property.
The special case of '(t; i) ∈ {1; k} studied by Czumaj et al., aims at modeling two types of states, busy and not busy. That is motivated by the fact that, at each point in time, the Internet may be busy in one place of the world but not busy at another side. However, it is not an adequate model since, as pointed above, their results do not extend to the case '(t; i) ∈ {k 1 ; k 2 }, in particular, not even for the case k 2 = 2 * k 1 . We consider a di erent but more suitable model to handle such situation. We consider two types of tasks. Each type is speciÿed by a vector of processing times, {'(t; i): i = 1; 2; : : : ; N }.
Tasks of the same type have the same vector for their processing times. This models the fact that tasks aimed at the same destination will have the same processing time at each time point, and the same task may have di erent processing times at di erent time point. We show that there is a polynomial time algorithm to ÿnd the optimal solution. The result can also be extended to cases when there are a constant number of types of tasks. Moreover under this model, we can also ÿnd the optimal solution for the objective function of minimizing makespan as in the original model of Czumaj et al. We present this result in Section 4.
Finally, we conclude our work in Section 5 with remarks and discussion on future investigation.
Non-approximability of minimizing completion time
The NP-hard result of Czumaj et al., makes it impossible to ÿnd an optimal solution for MCT-VLSP in polynomial time. However, the lack of good approximation algorithm even for very simple case such as '(t; i) ∈ {k 1 ; k 2 } naturally asks for a proof of non-approximability. In this section we show the MCT-VLSP is non-approximable within a factor n k for any ÿxed integer k if P = NP.
Theorem 1. For any ÿxed integer k, approximating the MCT-VLSP within a factor n k is NP-hard in a strong sense.
Proof. We transform the 3-PARTITION to an instance of the MCT-VLSP. The 3-PARTITION is one of the earliest known natural NP-complete problems in the strong sense [5] .
Consider an instance I of 3-PARTITION: Given n = 3m integers a 1 ; a 2 ; : : : ; a n , adding up to mB, and such that B=4¡a k ¡B=2 for all k, ask whether these numbers can be partitioned into m groups of 3 such that the sum in each group is precisely B.
Let us now construct a reduction from I of the 3-PARTITION to an instance (I) of the MCT-VLSP.
Set N = n k mB + 1. For each t and i with 16t6n and 16i6N , set
and 06k6m − 1;
It follows easily from the deÿnition of '(t; i) that • the constructed instance (I) has an execution sequence with MAKESPAN ( )6 N + m since at least 2m and m tasks can be completed during the time intervals [1; mB + 1) and [N + 1; N + m), respectively, and
• (I) has an execution sequence with MAKESPAN ( )6N if and only if MAKE-SPAN ( ) = mB + 1 since there is no task completed during the period from mB + 2 to N + 1. On the other hand, we can see that the constructed instance has an execution sequence with MAKESPAN ( ) = mB+1 if and only if the numbers of 3-PARTITION can be partitioned into m groups of 3 such that the sum in each group is precisely B. If there were an approximation algorithm A within a factor n k for the MCT-VLSP, then we can use A to decide the 3-PARTITION as follows. First construct the corresponding instance (I) from an instance I of 3-PARTITION, then apply A to (I). If the approximate completion time MAKESPAN ( )6n k mB + 1, implying MAKESPAN ( ) = mB + 1, the answer to the instance of 3-PARTITION is "Yes"; otherwise the answer is "No". But the 3-PARTITION is NP-complete in a strong sense, implying the NP-hardness of approximating the MCT-VLSP within a factor n k in a strong sense. The proof is complete.
We notice that in the proof, there is almost a periodic property for processing times of the tasks: the processing time is the same for two time point di er by an integer multiplier of B in most situations. It would be interesting to know if the non-approximability result still holds when this property is strictly reinforced. Nevertheless, the optimization problem is still NP-hard when all jobs follow the periodic property. More formally, jobs follow a periodic property if there is a time interval B such that the processing time of job t at time i is the same as its processing time at time i + B for each i. Follow the above proof, it is not di cult to obtain the NP-hard result for ÿnding the optimal solution for MCT-VLSP.
Corollary 1.
It is NP-hard in a strong sense to ÿnd the optimal solution for the MCT-VLSP even when all jobs follow the periodic property.
Maximizing the number of completed tasks
For the web accessing problem, some tasks may be lost when the Web is busy, instead of waiting an unspeciÿed long time. The more realistic model is to maximize the number of tasks that are processed in a given time interval. In addition, the NP-hardness of approximating MCT-VLSP makes it necessary to ÿnd an alternative approach.
We consider another optimal version of the VLSP, denoted by MNT-VLSP, maximize the number of completed tasks during the period from 1 to N . Obviously, the MNT-VLSP is also NP-hard in a strong sense but we show that it is approximable within a factor 2.
We present a 2-approximation algorithm the MNT-VLSP. The main idea of the algorithm is to start a task which can be completed earliest.
Algorithm A.
Step 0: Set s = 1 and U = {1; 2; : : : ; n}.
Step 1: Set t * = 0; i * = N; i = s and f = N + 1.
Step 2: Find t ∈ U such that '(t ; i) = min t∈U '(t; i).
If i + '(t ; i)¡f, set t * := t ; i * := i and f := i + '(t ; i).
Step 3: Set i := i + 1. If i¡f, go to Step 2, else if t * = 0, stop; else set (t * ) = i * ; U := U \ {t * } and s := f, go to Step 1. A simple analysis shows that the complexity of Algorithm A is O(n 2 N ). Let us show its approximation factor is 2.
Theorem 2. Algorithm A is a 2-approximation algorithm for the MNT-VLSP.
Proof. Without loss of generality, we may assume that S 1 = {t 1 ; t 2 ; : : : ; t p } is an optimal execution sequence with (t i )¡ (t i+1 ); 16i6p − 1 and Algorithm A delivers an execution sequence S = {t 1 ; t 2 ; : : : ; t q } with (t i )¡ (t i+1 ); 16i6q − 1.
For each task t j in S ∪ S, let I (t j ) = [ (t j ); (t j ) + '(t j ; (t j )), the processing time interval of t j . For j = 1; 2; : : : ; q, set C j = {t j } ∪ {t k ∈ S j | I (t j ) ∩ I (t k ) = ∅} and S j+1 := S j \ C j . Then we have Assertion 1. |C j |62 and S p+1 = ∅.
Indeed, there is no task t k ∈ S j such that (t k ) + '(t k ; (t k ))¡ (t j ) + '(t j ; (t j )). For otherwise the algorithm must pick t k instead of t j since t k = ∈ {t 1 ; t 2 ; : : : ; t j−1 }. Hence there is at most one t k ∈ S j such that t k = t j and I (t k ) ∩ I (t j ) = ∅, yielding |C j |62. And if S p+1 = ∅, then S p+1 ∩ ( q j=1 C j ) = ∅, Algorithm A can add at least one task from S p+1 to the execution sequence t 1 ; t 2 ; : : : ; t q , a contradiction.
By the assertion, S 1 ⊆ q j=1 C j and p = |S 1 |6 q j=1 |C j |62q, as desired. The theorem is proved.
Remark 1.
The following example shows that Algorithm A does not do better than 2 in the worst case.
Example. There are 2n tasks {1; 2; : : : ; 2n}; N =3n+1 and for 16j6n and 16i63n+1,
The optimal execution sequence 1; 2; : : : ; 2n with (2j − 1) = 3j − 2 and (2j) = 3j; j = 1; 2; : : : ; n. But Algorithm A returns only an execution sequence 2; 4; : : : ; 2n − 2; 2n with (2j) = 3j − 2; j = 1; 2; : : : ; n.
Optimal algorithm for limited types of tasks
Now we consider a special case of the MNT-VLSP that the tasks belong in k di erent types, denoted by T 1 ; T 2 ; : : : ; T k , and all tasks in each type are identical. As discussed in the introduction, this approach models the fact that the bottleneck of the web accessing problem is the network bandwidth and the tra c. A modest di erence in the ÿle sizes will not be a factor for task processing time.
In this section, we present a dynamic programming [3] for the case k = 2. We notice that this can be easily extended to any constant k while maintaining the polynomial time solvability.
Set n 1 = |T 1 | and n 2 = n − n 1 = |T 2 | be the numbers of tasks of types 1 and 2, respectively. Let us introduce a linear order ≺ on a vector set {a ij | 16i6n 1 ; 16j6n 2 }: a ij ≺ a i j if either i¡i or i = i and j¡j . We present our algorithm as follows:
Step 0: Set k = N and R = {a 00 = (0; 0; 0)}.
Step 1: Set k := k − 1. If k = 0, go to Step 3.
Step 2: For all a ij = (i; j; r) ∈ R, set r := r + 1.
We scan the elements in R successively in ascending order. Suppose a ij = (i; j; r) ∈ R is the element in our consideration. 2.1. If either j = n 2 or there is a ij ∈ R with j ¿j, go to 2.3. 2.2. If r¿'(t; k) where t ∈ T 2 , set a ij+1 = (i; j + 1; 0) (→ (t) = k), R := R ∪ {a ij+1 } and R := R\{a i j ∈ R | i ¡i}. 2.3. If either i = n 1 or there is an a i j ∈ R with i ¿i, go 2.5. 2.4. If r¿'(t; k) where t ∈ T 1 , set a i+1j = (i + 1; j; 0) (→ (t) = k), R := R ∪ {a i+1j }; R := R \ {a ij ∈ R | j ¡j} and, moreover, if there is a ij ∈ R with j ¿j, set R := R \ {a ij }. 2.5. If all a ij ∈ R have been scanned, go to Step 1.
Otherwise ÿnd the smallest unscanned a ij = (i; j; r) ∈ R, go to 2.1.
Step 3: Set R * = {a i * j * ∈ R with i * + j * = max{i + j | a ij ∈ R}. Then each a i * j * ∈ R * corresponds an execution sequence with the maximal number of completed tasks. Proof. Note that in Step 2 of Algorithm B, if there are a ij ; a i j ∈ R with i¿i and j¿j , we can delete a i j from R without violating the principle of optimality. Hence we can do R := R\{a i j ∈ R | i ¡i} in 2.2 and R := R\{a ij ∈ R | j ¡j} in 2.4. Similarly, we can do R := R \{a ij } in 2.4 since at that moment a i+1j = (i +1; j; 0) ∈ R and a ij ∈ R with j ¿j. Now let us show that the complexity of Algorithm B is bounded by O(n 2 N ). At each time k every a ij ∈ R is scanned once and the complexity of scanning every a ij ∈ R is bounded by O(|R|). We claim |R|62n. Indeed, considering the above deletions, for each a ij ∈ R, either there is no a i j ∈ R with i ¿i or a ij ∈ R with j ¿j, implying |R|6n 1 + n 2 = n. Hence the complexity of Algorithm B is bounded by O(n 2 N ). Let a * ij (k; r) denote an optimal solution at time k such that its number i+j of completed tasks is maximized and its ÿrst task is processed at time k+r, where r¡ max{'(t 1 ; k) if i¡n 1 ; '(t 2 ; k) if i¡n 2 }, and |a * ij (k; r)| = i+j. Then to prove the theorem, it su ces show Assertion 2. At each time k with 16k6N , any optimal solution a * ij (k; r) is in R.
For k = N , clearly it is true. Suppose that the assertion is true for 1¡k6N , we need to prove its truth for k = k − 1. Based on the principle of optimality,
By the induction, a * ij (k; r − 1); a * i−1j (k + '(t 1 ; k ); 0); a * ij−1 (k + '(t 2 ; k ); 0) ∈ R, the assertion follows from the algorithm. This completes the proof.
Remark 2. Algorithm B can be slightly modiÿed to deal with the MNT-VLSP with k di erent types of tasks.
Remark 3. Combining Algorithm B with binary search, we can also ÿnd the optimal solution for the objective function of minimizing makespan constant number of types of tasks.
Remarks and discussion on future works
Our work pinpoints the di culty in obtaining a good polynomial time approximation algorithm for the MCT-VLSP problem by showing that there is no approximation algorithm within a factor n k for any constant k. In addition, we propose the MNT-VLSP problem and introduce a polynomial algorithm with an approximation ratio of two. Furthermore, we introduce a new task model to model the fact that the work load of the Internet is segmented and ÿle size does not matter much for task processing time. We show there is a polynomial time algorithm when the number of types of jobs is a constant.
Our work opens up new problems for further investigation. First, are there constant approximation algorithms for MCT-VLSP in the case all the jobs are periodic? Though it is proven to be NP-complete in this case, we do not know whether there is a PTAS for this interesting special case. Second, can we improve the approximation ratio for MNT-VLSP? Our algorithm gives a ratio of two and the ratio is tight for our algorithm. However, it would be interesting to know whether we can design di erent algorithms that improve the ratio of two. Third, our dynamic programming approach ÿnds the optimal solution in polynomial time when there are a constant number of types of jobs. Can this be done when the number of job types is log n? In general, characterization of web access pattern has become an active area of investigation (see, e.g. [2] ). We plan to expand our algorithmic approach to the analytic study for similar problems in the future.
In addition, on-line version of the problems well deserved investigation. The search problem in unknown environment has attracted much attention recently [1, 5] . The application area of information gathering over the Internet is full of unknown information.
