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LOCAL THETA CORRESPONDENCES BETWEEN EPIPELAGIC
SUPERCUSPIDAL REPRESENTATIONS
HUNG YEAN LOKE, JIA-JUN MA, AND GORDAN SAVIN
Abstract. In this paper we study the local theta correspondences between epipelagic
supercupsidal representations of a type I classical dual pair (G,G′) over p-adic fields. We
show that, besides an exceptional case, an epipelagic supercupsidal representation pi of
G˜ lifts to an epipelagic supercupsidal representation pi′ of G˜′ if and only if the epipelagic
data of pi and pi′ are related by the moment maps.
1. Introduction
1.1. Let k be p-adic field with ring of integers ok, prime ideal pk = (̟) and residue
field f of odd characteristic p where ̟ is a fixed uniformizer. Let k¯ be its algebraic closure
and let kur be the maximal unramified extension of k. Let ν : k¯ → Q ∪ {∞} denote the
valuation map where ν(̟) = 1. We will denote an algebraic variety by a boldface letter,
say H. For an algebraic extension E of k, we will denote its E-points by H(E), and its
k points by the corresponding normal letter H .
If G is an algebraic group, then we let g be its Lie algebra or the k points of the Lie
algebra, depending on the context. If G = G(k) acts on a set X , then gx will denote
g · x for g ∈ G and x ∈ X . In order to simplify the situation, we always assume that p
is sufficiently large compared to the rank of G. For an reductive algebraic group, we will
fix a maximally k-split torus S, a maximally kur-split torus T which is defined over k and
contains S. Since G(kur) is always quasi-split, we set Y := ZG(T) to be the fixed Cartan
subgroup of G
1.2. We recall the classification of irreducible type I reductive dual pairs. Let D be a
division algebra over k with a fixed involution τ , which is either (i) k, (ii) a quadratic
field extension of k, or (iii) the quaternion algebra over k. We continue to use ν to
denote the unique extension of the valuation ν from k to D. Let oD be the ring of
integers of D. Let V be a right D-module with an ǫ-Hermitian sesquilinear form 〈 , 〉V
and G = G(k) = U(V, 〈 , 〉V ) be the unitary group preserving 〈 , 〉V . Similar notation
applies to G′ with ǫ′ = −ǫ. The k-vector space W = V ⊗D V ′ has a natural symplectic
form and (G,G′) is an irreducible type I reductive dual pair in Sp := Sp(W ).
We will let E˜ be the inverse image of a subgroup E in the metaplectic C×-cover Mp of
Sp. We fix a non-trivial additive character ψ : k → C× with conductor pk and consider
local theta correspondence θ arising from the oscillator representation of Mp with respect
to the character ψ. For general information on theta correspondences, see [6, 10, 27]. In
this paper, we will investigate the theta correspondence between epipelagic supercuspidal
representations of G˜ and G˜′. In many situations, the roles of G andG′ are interchangeable.
In such cases, we only discuss G and extend all objects and notation to G′ implicitly by
adding ‘primes’.
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1.3. We briefly review some facts about epipelagic supercuspidal representations. See
Section 2 and [23] for more details. Let B(G, k) be the (extended) building of G. In
the setting of type I dual pairs, G and G′ have compact centers. Therefore Z(G) ⊆ Gx
and Gx = G[x] for any x ∈ B(G, k) where [x] is the image of x in the reduced build-
ing. Following Reeder-Yu [23], we construct a tamely ramified irreducible supercuspidal
representation πΣ of G˜ in Section 3.4 from the data Σ = (x, λ, χ) where
(SD1) x ∈ B(G, k) is an epipelagic point of order m where p ∤ m (c.f. Definition 2.2.1),
(SD2) λ is a stable vector in gx,− 1
m
/g
x,− 1
m
+ and
(SD3) χ is a character of the stabilizer Sλ of λ in Gx/Gx,0+.
We call Σ = (x, λ, χ) an epipelagic data of order m for G. The supercuspidal representa-
tion πΣ has depth
1
m
and it is called an epipelagic supercuspidal representation of G˜. Since
the cover G˜ depends on the dual pair (G,G′), the notation πΣ only makes sense relative
to the dual pair (G,G′).
1.4. Let Σ = (x, λ, χ) and Σ′ = (x′, λ′, χ′) be epipelagic data of G and G′ of order m
and m′ respectively. Suppose θ(πΣ) = π
′
Σ′ . By [21, 22], πΣ and π
′
Σ′ have the same depth
1
m
= 1
m′
, i.e. m = m′. It turns out that the data (x, λ, χ) and (x′, λ′, χ′) are related by a
geometric picture which we now briefly explain.
The points x and x′ correspond to self dual oD-lattice functions L and L
′ in V and
V ′ respectively (c.f. [3,5,8,14]). The tensor product B = L ⊗L ′ is a self dual ok-lattice
function in W . The quotient X = B− 1
2m
/B
− 1
2m
+ is an f-vector space. In (8) we define the
moment maps M− 1
2m
and M′
− 1
2m
:
gx,− 1
m
X
M
−
1
2m
oo
M′
−
1
2m
// g′
x′,− 1
m
.
Our first result is a refinement of special cases of [22].
Proposition 1.4.1 (Proposition 7.1.1). Suppose θ(πΣ) = π
′
Σ′. Then
(M) there exists a w¯ ∈ X such that λ = M− 1
2m
(w¯) and λ′ = −M′
− 1
2m
(w¯) .
Condition (M) imposes severe restriction to the ranks of G and G′:
Proposition 1.4.2 (Proposition 7.3.2). Suppose θ(πΣ) = π
′
Σ′. Then (G,G
′) or (G′,G)
is one of the following types:
(i) (Dn,Cn), (ii) (Cn,Dn+1), (iii) (Cn,Bn), (iv) (An,An) or (v) (An,An+1).
Let (x, λ) and (x′, λ′) be parts of data for G and G′ of order m respectively satisfying
(SD1) and (SD2). It turns out that Condition (M), in all but one exceptional case
(see Case (E) in Section 8), is a sufficient condition for the epipelagic supercuspidal
representation πΣ to lift to an epipelagic supercuspidal representation of G˜
′. For the ease
of explaining in this introduction, we will omit the exceptional case. Using Condition (M),
we will construct a group homomorphism α : S′λ′ → Sλ in Lemma 8.1.1. We can now state
a part of the main 8.1.2.
Theorem 1.4.3. Let (G,G′) be an irreducible type I reductive dual pair such that (G,G′)
has the form (i)-(v) in Proposition 1.4.2. Let (x, λ) and (x′, λ′) be data of G and G′ respec-
tively of order m satisfying (SD1), (SD2). We assume that we are not in the exceptional
Case (E)
(i) Suppose Condition (M) is satisfied. Then for every character χ of Sλ,
θ(πΣ) = π
′
Σ′
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where Σ = (x, λ, χ), Σ′ = (x′, λ′, χ∗ ◦ α) and χ∗ is the contragredient of χ. In
particular the theta lift is nonzero.
(ii) Conversely, suppose θ(πΣ) = π
′
Σ′ where Σ = (x, λ, χ) and Σ
′ = (x′, λ′, χ′) are
epipelagic data. Then
(a) Condition (M) is satisfied so that α : S′λ′ → Sλ is well-defined and
(b) χ′ = χ∗ ◦ α.
8.1.2 also contains a result for the exceptional Case (E) where πΣ lifts only for half of
the characters of Sλ. This should be compared with [18].
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valuable comments. Hung Yean Loke is supported by a MOE-NUS AcRF Tier 1 grant
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2. Epipelagic representations
In this section we review Reeder-Yu’s construction of epipelagic supercuspidal repre-
sentations (c.f. [23]).
2.1. Let k be a p-adic field as in Section 1.1. Let kur be the maximal unramified extension
of k with residue field f. We let Fr denote the Frobenius element such that Gal(kur/k) =
Gal(f/f) = 〈Fr〉.
2.2. Epipelagic points. Let G be an algebraic group defined over k. Let E be a tamely
ramified extension of k. For x ∈ B(G, k) ⊆ B(G, E), we set up some notation which will
be used in the rest of the paper. Let
• G(E)x,r (r ≥ 0) and g(E)x,r be the Moy-Prasad filtrations corresponding to x.
• G(E)x = StabG(E)(x) and G(E)[x] = StabG(E)([x]) where [x] is the image of x in
the reduced building;
• Gx(E) = G(E)x/G(E)x,0+;
• Gx,r(E) = G(E)x,r:r+ := G(E)x,r/G(E)x,r+, and
• gx,r(E) = g(E)x,r:r+ := g(E)x,r/g(E)x,r+.
In order to abbreviate the notations of objects corresponding to G = G(k), we let
• Gx,r := G(k)x,r = G(kur)x,r ∩G(k),
• gx,r := g(k)x,r = g(kur)x,r ∩ g(k),
• Gx,r:r′ := G(k)x,r/G(k)x,r′ and gx,r:r′ := g(k)x,r/g(k)x,r′ for r < r′.
In order to abbreviate the notations of objects corresponding to G(kur), we let
• Gx := Gx(kur), Gx,r := Gx,r(kur) and gx,r := gx,r(kur).
The quotient space gx,r is an f-vector space and we denote its dual space Homf(gx,r, f)
by gˇx,r. We have assumed in the introduction that p is large compared to the rank of G.
Then by [2, Prop. 4.1], gˇx,r could be identified with gx,−r via an invariant bilinear form on
g. Since we are only treating classical groups and p 6= 2, we will use a trace form defined
later in Definition 6.1.1 in this paper. The group Gx acts on gˇx,r. A vector λ ∈ gˇx,r is
called a stable vector if the Gx-orbit of λ is Zariski closed in gˇx,r and the stabilizer of λ in
Gx modulo Z(G(k
ur))0:0+ is a finite group.
Let Ψkur be the set of affine T(k
ur)-roots. Suppose x ∈ A(S, k) = A(T, kur)Fr, i.e. x is in
the apartment defined by S. Let r(x) be the smallest positive value in {ψ(x) | ψ ∈ Ψkur }.
Then G(kur)x,0+ = G(k
ur)x,r(x).
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Definition 2.2.1. Let m be an integer where p ∤ m. A point x in the apartment A(S, k)
is called an epipelagic point of order m if r(x) = 1
m
and gˇx, 1
m
contains a stable vector.
By [9], m is an even integer except when G(kur) is split and of type Am−1. In particu-
lar m ≥ 2.
2.3. Epipelagic supercuspidal representations. Let x be an epipelagic point of order
m so that r(x) = 1
m
. We fix an isomorphism of abelian groups c : Gx,r(x):r(x)+ → gx,r(x):r(x)+ .
For the classical group, we choose the isomorphism to be the one induced by the Cayley
transform c(g) = 2(g − 1)(g + 1)−1 so that g − 1 ≡ c(g) (mod gl(V )x,r(x)+).
Let λ ∈ gˇFr
x, 1
m
be an f-rational functional on gx, 1
m
. Then we get a character
ψλ := ψ ◦ λ : Gx, 1
m
: 1
m
+ = gx, 1
m
(k) ∼= gFrx, 1
m
λ
−−→ f
ψ
−−→ C×.
The inflation of ψλ to Gx, 1
m
will also be denoted by ψλ.
Let
(1) Hx,λ := StabG[x](λ), Sx,λ := Hx,λ/Gx, 1m
.
Then Hx,λ is the stabilizer of ψλ in G[x].
We will assume that λ is Gx-stable in gˇx, 1
m
. In all the cases that we will consider in this
paper, Sx,λ is a finite abelian group. Note that the order of Sx,λ is prime to p and Gx, 1
m
is pro-p.
Proposition 2.3.1. The group Sx,λ splits in Hx,λ, i.e. Hx,λ = Sx,λ ⋉Gx, 1
m
.
Proof. We shall show that Sx,λ splits in Hx,λ/Gx, i
m
for all i ≥ 1. For i = 1 there is nothing
to prove. Assume that we have constructed a splitting si : Sx,λ → Hx,λ/Gx, i
m
. The
obstruction to lift this splitting to Hx,λ/Gx, i+1
m
lies in H2(Sx,λ, Gx, i
m
: i+1
m
). Since the order
of Sx,λ is prime to p and Gx, i
m
: i+1
m
is an elementary p-group, this cohomology vanishes.
Hence si can be lifted to si+1 and the proposition follows by passing to a limit. 
We extend ψλ to a character ofHx,λ by setting ψλ to be trivial on Sx,λ. ByH
1(Sx,λ, Gx, 1
m
) =
0, we know that all splittings are conjugate up to Gx, 1
m
-conjugation. Hence the extension
ψλ is unique and therefore canonical.
Let χ be a character of Sx,λ and let πx(λ, χ) := ind
G
Hx,λ
ψλ ⊗ χ. By [23, Prop. 5.2],
πx(λ, χ) is an irreducible supercuspidal representation of G. We will call (x, λ, χ) an
epipelagic data of order m and we call πx(λ, χ) an (irreducible) epipelagic supercuspidal
representation attached to the data. It contains a minimal K-type represented by a coset
λ = [Γ] = Γ + g
x,− 1
m
+ in g
x,− 1
m
:− 1
m
+ where K = Gx, 1
m
.
Proposition 2.3.2. Suppose G is a group appearing in a type I reductive dual pair.
(i) All unrefined minimal K-types of πx(λ, χ) are G-conjugate to Γ + gx,− 1
m
+.
(ii) If πx(λ, χ) and πx(λ
′, χ′) are isomorphic G-modules, then λ and λ′ are in the same
Gx-orbit. In addition if λ = λ
′ then χ = χ′.
Proof. (i) Let Γ+ g
x,− 1
m
+ represent the unrefined minimal K-type of π as above. We will
see in Lemma 7.3.1 later that Γ ∈ gx,− 1
m
is a good element and H = ZG(Γ) is a torus.
Let H = H(k) and let h = Zg(Γ) be its Lie algebra. Since (x,Γ, χ) is a tamely ramified
supercuspidal data, H/Z(G) is k-anisotropic (or see for example, [12, Proposition 14.5]).
We are considering type I classical dual pairs so Z(G) is anisotropic. Therefore H is
k-anisotropic. Hence B(H, k) = { x }.
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Suppose Γy + gy,− 1
m
+ is another unrefined minimal K-type of π for some y ∈ B(G, k).
Now we show that we can move y to x. Since Γ + g
x,− 1
m
+ and Γy + gy,− 1
m
+ are minimal
K-types of π, they are associates [19], i.e. there exists a g ∈ G such that
(2) g
(
Γy + gy,− 1
m
+
)
∩
(
Γ + g
x,− 1
m
+
)
=
(
gΓy + ggy,− 1
m
+
)
∩
(
Γ + g
x,− 1
m
+
)
is nonempty.
Now we apply the argument in the proof of [13, Corollary 2.4.8]. By (2), there are
X ′′ ∈ g
x,− 1
m
+ and Y ′′ ∈ g
gy,− 1
m
+ such that gΓy + Y
′′ = Γ +X ′′. By [13, Corollary 2.3.5],
there exists h ∈ Gx,0+ such that
h(Γ +X ′′) = Γ +X ′ ∈ (Γ + g
x,− 1
m
+) ∩ h ∩ ghgy,− 1
m
where
X ′ ∈ h
x,− 1
m
+ . By [13, Lemma 2.4.7] hgy ∈ B(H, k) = { x }, i.e. hgy = x. We consider the
isomorphism Ad((hg)−1) : gy,− 1
m
/g
y,− 1
m
+
∼−→ gx,− 1
m
/g
x,− 1
m
+ . It is now clear that the coset
[hgΓy] = [Γ] = λ. This proves (i).
(ii) The last assertion of (ii) is [23, Lemma 2.2]. Now we prove the first assertion.
Note that λ = Γ + g
x,− 1
m
+ and λ′ = Γ′ + g
x,− 1
m
+ represent unrefined minimal K-types of
πx(λ, χ) and πx(λ
′, χ′) respectively. Since πx(λ, χ) ∼= πx(λ′, χ′), the two minimal K-types
are associates. By the proof in (i) where y = x and Γy = Γ
′, we conclude that there exists
g ∈ G such that gx = x and gλ′ = λ. In particular g ∈ Gx. Hence λ and λ
′ are in the
same Gx-orbit in gx,− 1
m
(k). 
3. Classical reductive dual pairs and local theta correspondence
3.1. Classical groups. In this section, we will define the classical groups which appear
in the irreducible dual pairs.
Let D be a division algebra over k with an involution τ in one of the following cases:
(i) D = k, τ is the identity map on k and ̟D = ̟.
(ii) D is a quadratic extension of k, τ is the nontrivial Galois element in Gal(D/k), ̟D
is a uniformizer of D so that ̟D = ̟ if D/k is unramified or τ(̟D) = −̟D if it is
ramified.
(iii) D is the quaternion algebra over k, τ is the usual involution onD,̟D is a uniformizer
of D such that ̟2D = ̟.
Let oD denote the ring of integers of D, pD = ̟DoD denote its maximal prime ideal and
fD = oD/pD denote its residue field. We set νD := ν(̟D).
Let V be a right D-vector space. Let EndD(V ) denote the space of D-linear endomor-
phisms of V which acts on the left. For ǫ = ±1, let 〈 , 〉V : V ×V → D be an ǫ-Hermitian
sesquilinear form, i.e.
〈v1, v2〉V = ǫ 〈v2, v1〉
τ
V and 〈v1a1, v2a2〉V = a
τ
1 〈v1, v2〉V a2
for all v1, v2 ∈ V and a1, a2 ∈ D. The ǫ-Hermitian form induces a conjugation ∗ : EndD(V )→
EndD(V ) such that 〈gv1, v2〉V = 〈v1, g
∗v2〉V for all v1, v2 ∈ V and g ∈ EndD(V ). Then
G = U(V ) = U(V, 〈 , 〉V ) := { g ∈ EndD(V ) | gg
∗ = Id } and
g = u(V ) = u(V, 〈 , 〉V ) := {X ∈ EndD(V ) | X +X
∗ = 0 }
are a classical group and its Lie algebra.
3.2. Irreducible reductive dual pairs of type I. Let V be a right D-vector space
equipped with an ǫ-Hermitian sesquilinear form 〈 , 〉V and let V
′ be a right D-vector
space equipped with an ǫ′-Hermitian sesquilinear form 〈 , 〉V ′ where ǫ
′ = −ǫ. Let G and
G′ be the classical groups defined by (V, 〈 , 〉V ) and (V
′, 〈 , 〉V ′) respectively.
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We view V ′ as a left D-module by av = vaτ for all a ∈ D and v ∈ V ′. LetW = V ⊗DV
′.
It is a symplectic k-vector space with symplectic form 〈 , 〉 given by
(3) 〈v1 ⊗ v
′
1, v2 ⊗ v
′
2〉 = trD/k(〈v1, v2〉V 〈v
′
1, v
′
2〉
τ
V ′).
Then G and G′ commute with each other in the symplectic group Sp(W ). We call (G,G′)
an irreducible reductive dual pair of type I.
3.3. Lattice model. We recall that ψ : k → C× is a non-trivial additive character with
conductor pk. Let A be a self dual lattice inW , i.e. A = {w ∈ W | 〈w,w′〉 ∈ pk, ∀w′ ∈ A }.
The lattice model with respect to A of the oscillator representation ω with respect to the
character ψ is defined by
S (A) =
{
f : W → C
∣∣∣∣ f(a+ w) = ψ(12 〈w, a〉)f(w) ∀a ∈ Af locally constant, compactly supported
}
.
Let Mp(W ) be the metaplectic C×-covering of Sp(W ) which acts on the oscillator repre-
sentation naturally by its definition. The lattice model with respect to A gives a section
ωA : Sp(W ) →֒ Mp(W ) of the natural projection Mp(W ) ։ Sp(W ) (c.f. [17, 27]). Let
SpA := StabSp(W )(A) = { g ∈ Sp(W ) | gA ⊆ A }. We only describe ωA(g) for g ∈ SpA:
(4) (ωA(g)f)(w) = f(g
−1w) ∀g ∈ SpA, f ∈ S (A) and w ∈ W.
The splitting ωA does not depend on the choice of the self-dual lattice A. More precisely,
we have the following proposition which follows immediately from Lemma C.1.1.
Proposition 3.3.1. There is a section
ω0 :
⋃
A is self-dual
SpA
  // Mp(W )
such that ω0|SpA = ωA for every self dual lattice A.
3.4. Epipelagic supercuspidal representations of covering groups. Let Σ = (x, λ, χ)
be an epipelagic datum of order m. We retain the notation for the subgroup Hx,λ =
Sx,λ⋉Gx, 1
m
and its character ψλ⊗χ in Section 2.3. Since G is a member of a type I dual
pair, we recall that Gx = G[x] in Section 1.3 and Hx,λ is a subgroup of Gx. We will show
in Section 8.2 later that Gx stabilizes a self-dual lattice A in W . Then Proposition 3.3.1
gives a splitting
ω0|Gx : Gx
  // G˜x
of G˜x → Gx. We will identify Hx,λ and Gx as subgroups of G˜x via ω0. Let idC× : C
× → C×
be the identity map. Under this splitting, G˜x = Gx×C× with C× acting on the oscillator
representation S via idC×. Now
πΣ := ind
G˜
Hx,λ×C×
((ψλ ⊗ χ)⊠ idC×)
is an irreducible supercuspidal representation of G˜ which is also denoted by πG˜Σ or π
G˜
x (λ, χ).
We will also call πΣ an epipelagic supercuspidal representation attached to the epipelagic
data Σ.
By Appendix C.2 the splitting of Gx,0+ is canonically defined for any x ∈ B(G, k). In
particular, it still makes sense to talk about positive depth minimal K-types. In addition
Proposition 2.3.2 holds if we replace πx(λ, χ) with π
G˜
Σ without any modification.
4. Bruhat-Tits Buildings and Moy-Prasad filtrations of classical groups
In this section we recall some known facts about the Bruhat-Tits buildings of classical
groups. Our references are [3–5, 14].
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4.1. Lattice functions. A (right) oD-lattice L in a right D-vector space V is a right
oD-submodule such that L⊗oD D = V .
Definition 4.1.1. 1. Let LattV be the set of oD-lattice valued functions s 7→ Ls on R
such that (i) Ls ⊇ Lt if s < t, (ii) Ls+νD = Ls̟D and (iii) Ls =
⋂
t<s Lt.
2. We set Lr+ :=
⋃
t>r Lt and Jump(L ) = { r ∈ R | Lr ) Lr+ }.
3. Given any lattice function L , we define
gl(V )L ,r := {X ∈ gl(V ) | XLs ⊆ Ls+r, ∀s ∈ R } ∀r ∈ R,
GL(V )L ,r := { g ∈ GL(V ) | (g − 1)Ls ⊆ Ls+r, ∀s ∈ R } ∀r > 0,
GL(V )L := { g ∈ GL(V ) | gLs ⊆ Ls } .
4. For r < s, we denote Lr:s = Lr/Ls.
Definition 4.1.2. 1. A D-norm of V is a function l : V → R ∪ {∞} such that for all
x, y ∈ V and d ∈ D, (i) l(xd) = l(x)+ν(d), (ii) l(x+y) ≥ min(l(x), l(y)) and (iii) l(x) =∞
if and only if x = 0.
2. The norm l is called splittable if there is a D-basis { ei | i ∈ I } of V such that
l(
∑
i∈I eidi) = inf i∈I(l(ei) + ν(di)). Let SN (V ) denote the splittable norms on V . In this
paper, all norms refer to splittable D-norms.
There is a natural bijection between SN (V ) and LattV given by l 7→ (Lr = l−1([r,+∞))).
Then Jump(L ) is the image of l.
The following theorem is well known and follows directly from the definition of Moy-
Prasad filtration [19].
Theorem 4.1.3. The (extended) building B(GL(V )) could be identified with LattV as
GL(V )-sets. This identification is unique up to translation (c.f. [4, Theorem 2.11]).
Suppose x ∈ B(GL(V )) corresponds to the lattice function L ∈ LattV . Then
(a) gl(V )x,r = gl(V )L ,r for r ∈ R,
(b) GL(V )x,r = GL(V )L ,r for r > 0 and
(c) GL(V )L = GL(V )x.
For the rest of this paper, we will freely interchange the notion of points in the building
of GL(V ), D-norms and lattice functions.
4.2. Tensor products. Suppose l and l′ are two norms on D-modules V and V ′. Then
there is an induced norm on W := V ⊗D V ′ such that (l ⊗ l′)(v ⊗ v′) = l(v) + l′(v′)
(c.f. [4, § 1.11]). Let L and L ′ be the corresponding lattice functions. We denote by
L ⊗L ′ the corresponding ok-lattice function on V ⊗D V
′ where
(L ⊗L ′)t =
∑
r+r′=t
Lr ⊗oD L
′
r′ .
It is easy to see that
(5) Jump(L ⊗L ′) = Jump(L ) + Jump(L ′).
The norms l and l′ also induce a natural norm Hom(l, l′) on HomD(V, V
′) whose corre-
sponding lattice function is
(6) (Hom(L ,L ′))r := {w ∈ HomD(V, V
′) | w(Ls) ⊆ L
′
s+r ∀s ∈ R } .
In particular, every norm l on V defines a dual norm l∗ := Hom(l, ν) on V ∗ := HomD(V,D).
Under the isomorphism HomD(V, V
′) ∼= V ′ ⊗D V ∗, the norms Hom(l, l′) and l′ ⊗ l∗
coincide. If V = V ′, then the Moy-Prasad lattice function r 7→ gl(V )r defined in Defini-
tion 4.1.1 is the tensor product lattice function L ⊗L ∗ on gl(V ) = EndD(V ).
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4.3. Self-dual lattice functions. Let V be a space with a non-degenerate sesquilinear
form 〈 , 〉V .
Definition 4.3.1. 1. For a lattice L in V, we set
L♯ := { v ∈ V | 〈v, v′〉V ∈ pD, ∀v
′ ∈ L } .
A lattice L is called self-dual if L = L♯. A lattice L is called good if L♯pD ⊆ L ⊆ L♯.
2. For a lattice function L we define its dual lattice function L ♯ by (L ♯)s = (L(−s)+)
♯.
If l is the norm corresponding to L , then we denote the norm corresponding to L ♯ by l♯.
If we identify V with V ∗ using the form 〈 , 〉V , then the norm l
∗ on V ∗ translates to the
norm l♯ on V .
3. A lattice function L is called self-dual if and only if L = L ♯. In terms of norm, it
is equivalent to l♯ = l (c.f. [3, Prop. 3.3]) and we say that l is self-dual. Let Latt♯V be the
set of self-dual lattice functions. Clearly Latt♯V is the ♯-fixed point set of LattV .
4. When L is self-dual, we define gL ,r := g ∩ gl(V )L ,r, GL ,r := G ∩ GL(V )L ,r,
GL := G ∩GL(V )L , GL := GL /GL ,0+ and gL ,r:s := gL ,r/gL ,s.
Remark. If we identify V ∗ ⊗D V ′∗ as (V ⊗D V ′)∗, then by a calculation on a splitting
basis, we have (l ⊗ l′)∗ = l∗ ⊗ l′∗ (c.f. [4, (18),(21), Sect. 1.12]). In particular, suppose
that V and V ′ are formed spaces, and L and L ′ are self-dual lattice functions. It is easy
to see that (lL ⊗ lL ′)♯ = lL ⊗ lL ′, i.e. it is self-dual. Hence L ⊗L ′ is a self-dual lattice
on V ⊗D V ′.
4.4. We recall that k is a p-adic field with p 6= 2. For a classical group G defined over k,
B(G, k) could be identified canonically with the set of splittable self-dual norms on V
(c.f. [5, 8]). The following theorem is the culmination of [5], [3], [14] and [8].
Theorem 4.4.1. (i) There is a natural G-equivariant bijection between B(G, k) and
Latt♯V .
(ii) Suppose x ∈ B(G, k) corresponds to L ∈ Latt♯V . Then
(a) gL ,r = gx,r for r ∈ R,
(b) GL ,r = Gx,r for r > 0 and
(c) GL = Gx.
4.5. Let r ∈ Jump(L ) so that Lr := Lr:r+ = Lr/Lr+ which is nonzero. The sesquilinear
form 〈 , 〉V induces a nonzero pairing Lr × L−r → oD and a non-degenerate pairing
over fD:
Lr × L−r → fD.
In particular we have
Jump(L ) = −Jump(L ).
The structure of GL is described in the following lemma. It is well known so we omit
its proof. Also see Appendix A
Lemma 4.5.1. Let νD = ν(̟D). Then
(7) GL ∼= G0 × G 1
2
νD
×
∏
r∈Jump(L )∩(0, 1
2
νD)
GL(Lr)
where G0 ∼= U(L0) and G 1
2
νD
∼= U(L 1
2
νD
) where L 1
2
νD
is equipped with the form 〈[v1], [v2]〉 =〈
v1, v2̟
−1
D
〉
V
(mod pD). 
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5. Tame base changes and epipelagic points
5.1. Let D be the division algebra over k as in Section 3.1. Let V be a D-module with
an ǫ-Hermitian sesquilinear form 〈 , 〉V and let G be the classical group defined over k
such that G := G(k) = U(V, 〈 , 〉V ). Suppose E is a tamely ramified finite extension of k
or kur such that G splits. In this section we study the relations between buildings under
tamely ramified field extensions.
In all cases, it is standard to construct an E-vector space V˘ obtained by certain base
change of V so that G(k) ⊆ G(E) are subgroups of GLE(V˘ ). By [8] there is a canonical
bijection B(G, k) ∼−→ B(G, E)Gal(E/k). The next proposition describes this bijection in
terms of splittable norms on V and V˘ .
Proposition 5.1.1. We identify buildings of classical groups with the corresponding set
of splittable norms.
(i) Suppose D = k. Let V˘ = V ⊗k E and let iV : V → V˘ be given by v 7→ v ⊗ 1.
Let 〈 , 〉V˘ be the E-linear extension of 〈 , 〉V . Then G(E) = U(V˘ , 〈 , 〉V˘ ). The bijection
B(G, k) ∼−→ B(G, E)Gal(E/k) is given by lV 7→ lV ⊗k (ν|E) and its inverse map is lV˘ 7→
lV˘ ◦ iV .
(ii) Suppose D is a quadratic extension of k. We fix a field embedding ι ∈ Homk(D,E)
and view D as a subfield of E. Let V˘ = V ⊗D E and let iV : V → V˘ be given by
v 7→ v⊗ 1. Then G(E) ∼= GLE(V˘ ). The bijection B(G, k) ∼−→ B(G, E)Gal(E/k) is given by
lV 7→ lV ⊗D (ν|E) and its inverse map is lV˘ 7→ lV˘ ◦ iV .
(iii) Suppose D is the quaternion algebra over k. We fix a subfield L of E which is a
quadratic extension of k. We identify L with a subfield of D and fix a d ∈ D such that
d2 ∈ k×, dτ = −d and Ad(d) acts on L by the non-trivial Galois action. Let pr : D → L
be the projection of D = L ⊕ Ld. Then Q(v1, v2) := pr(〈v1d, v2〉V ) defines an L-bilinear
from on V . Let V˘ = V ⊗L E and let 〈 , 〉V˘ be the (−ǫ)-symmetric E-linear extension
of Q. Then G(E) ∼= U(V˘ , 〈 , 〉V˘ ). The bijection B(G, k)
∼−→ B(G, E)Gal(E/k) is given by
lV 7→ lV ⊗L (ν|E) and its inverse map is lV˘ 7→ lV˘ ◦ iV .
Before we give the proof of Proposition 5.1.1, we first recall the uniqueness result stated
in [8, §1.2].
Lemma 5.1.2. Let B and B′ be two G-sets satisfying the axioms of building of G over k
(See [25, §2.1] and [8, §1.9.1].). Let j : B → B′ be a bijection such that
(i) j is G-equivariant, i.e. j(g · x) = g · j(x) for all g ∈ G, and
(ii) its restriction to an apartment A is affine.
Then j is unique up to the translation by an element in X∗(Z(G)
◦)⊗ R.
In our cases, Z(G) is anisotropic so the map j is unique.
Proof of Proposition 5.1.1. (i) We consider the following diagram:
B(G, k) ❴❴❴❴❴ ❴❴❴❴❴
 _

B(G, E)Gal(E/k)
 _

B(GLk(V )) B(GLE(V˘ ))
Gal(E/k).
The buildings in the top row are the fixed point sets of the involutions ♯ of the buildings
in the bottom row. The bottom map is lV 7→ lV ⊗ (ν|E). It is a GLk(V )-invariant map. It
is a bijection, since it suffices to check this on an apartment, where it is obvious. The map
sends self-dual norms to self-dual norms, hence it induces the top row isomorphism, by
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restriction. It is the canonical isomorphism B(G, k) ∼−→ B(G, E)Gal(E/k) by Lemma 5.1.2.
This proves (i).
(ii) We refer to the computation in [4, §1.13]. Let ι1, ι2 be two k-embeddings of D into
E (so ι is one of the two). Let V˘ ιi = V ⊗D,ιi E. Then V ⊗k E
∼= V˘ ι1 ⊕ V˘ ι2, so we have
a natural action of Gal(E/k) on V˘ ι1 ⊕ V˘ ι2. Now Part (ii) follows by applying a similar
argument as in (i) to the following diagram:
B(G, k) ❴❴❴❴❴❴❴❴❴ ❴❴❴❴❴❴❴❴❴
 _

B(G, E)Gal(E/k)
 _

B(GLD(V )) B(GLE(V˘ ι1)×GLE(V˘ ι2))Gal(E/k).
(iii) Note that H(v1, v2) = pr(〈v1, v2〉V ) defines a Hermitian form on V . Moreover,
G(k) = U(V,Q) ∩ U(V,H). Part (iii) follows by applying a similar argument as in (i) to
the following diagram:
B(G, k) ❴❴❴❴ ❴❴❴❴
 _

B(U(V˘ , 〈 , 〉V˘ ))
Gal(E/k)
 _

B(U(V,H)) B(GLL(V˘ ))Gal(E/k).

For an oD-lattice function L corresponding to x ∈ B(G, k), we will denote by L
E the
oE-lattice function in V˘ corresponding to x ∈ B(G, E)Gal(E/k) in the above proposition.
We need the following application of Lemma 5.1.2 in our study of the epipelagic points.
Lemma 5.1.3. Let L be the self-dual lattice function corresponding to a point x in
B(G, k) of order m. Suppose G splits under a tamely ramified extension E with ramifi-
cation index m. Then Jump(L ) is contained in either 1
m
Z or 1
2m
+ 1
m
Z.
Proof. We have ν(E) = 1
m
Z. Let L E be the oE-lattice function. Let J = Jump(L ) and
JE = Jump(L E). By [23, §4.2], L E corresponds to a hyperspecial point in G(E). Hence
JE = j0 +
1
m
Z for some j0 ∈ [0,
1
m
).
By Proposition 5.1.1, we have J ⊆ JE = J + 1
m
Z. Since L is self-dual, J = −J . Hence
−j0+
1
m
Z = −JE ⊆ −J + 1
m
Z ⊆ J + 1
m
Z ⊆ JE + 1
m
Z = j0+
1
m
Z. Therefore j0 = 0 or
1
2m
.
The lemma follows. 
5.2. Epipelagic points. Let x ∈ B(G, k) be an epipelagic point of order m. We recall
that kur is the maximal unramified extension of k. Let E be the totally ramified extension
of kur of degree m. We fix a uniformizer ̟E such that ̟
m
E = ̟. Let Gal(E/k
ur) = 〈σ〉
where σ(̟E) = ζ̟E and ζ is a primitive m-th root of unity. Let Fr ∈ Gal(E/k) denote
the lift of the Frobenius automorphism in Gal(kur/k) such that Fr(̟E) = ̟E. Now
Gal(E/k) = 〈Fr, σ〉.
The group G splits over E [23, §4.1]. We recall Section 1.1 that T is a maximally
kur-split torus in G containing S and defined over k. Let Y = ZG(T) be a Cartan
subgroup of G. Then x is a hyperspecial point in A(Y, E). We have G(E)σx = G(k
ur)x,
G(E)σx,r = G(k
ur)x,r for r > 0, and ̟
d
Eg(E)x,0 = g(E)x, d
m
. The building B(G, kur) embeds
into B(G, E) as the σ-invariant set and
B(G, k) = B(G, kur)Fr = (B(G, E)σ)Fr.
We set D(E) = D ⊗k E. We equip D(E) with the tensor product norm of valuations
of D and E. Let E and D be the lattice functions in E and D respectively defined
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by their valuations. Then D ⊗ E is the corresponding lattice function on D(E). Let
oD(E) = (D ⊗ E )0, pD(E) = (D ⊗ E )0+ and fD(E) = oD(E)/pD(E) which is a semisimple
algebra over fE.
Let L be the self-dual lattice function in V corresponding to x ∈ B(G, k). Let LE :=
L ⊗E be the self-dual ok-lattice function in V (E) := V ⊗kE. In fact it is an oD(E)-lattice
function. We have following situations.
(i) If D = k, then LE = L
E .
(ii) If D is a quadratic extension of k, then D(E) ∼= E × E, V (E) = V˘ ι1 ⊕ V˘ ι2, LE =
L ι1,E ⊕L ι2,E where V˘ ι1 and V˘ ι2 , L ι1,E and L ι2,E correspond to the two different
k-embeddings of D into E.
(iii) Suppose D is the quaternion algebra over k. We fix a quadratic extension L of k in
E. Then D(E) ∼= Mat2(E), V (E) = V˘ ι1⊕ V˘ ι2 and LE = L ι1,E⊕L ι2,E where L ι1,E
and L ι2,E are oE-lattice functions corresponding to the two different k-embeddings
of L into E.
Clearly, Jump(LE) = Jump(L
ιi,E) = Jump(L ) + 1
m
Z. The Galois group Gal(E/k) acts
on V (E) by s(v ⊗ x) = v ⊗ s(x) for s ∈ Gal(E/k), v ∈ V and x ∈ E. For g ∈ G(E)
and s ∈ Gal(E/k), we have s(g) = s ◦ g ◦ s−1 as D(E)-linear automorphism on V (E). In
Cases (ii) and (iii), under the decomposition, G(E) acts diagonally on V (E) = V˘ ι1⊕ V˘ ι2 .
Extending the notation in Definition 4.1.1, we have G(E)x = G(E)LE , G(E)x,r =
G(E)LE ,r and g(E)x,r = g(E)LE ,r by Proposition 5.1.1.
5.3. Kac-Vinberg gradings. In [23, §4], Reeder and Yu connect the Moy-Prasad filtra-
tion at an epipelagic point with the Kac-Vinberg gradings of Lie algebras over the residue
fields. We review their results here.
By the classification of hyperspecial points for split classical groups (see Remark in
Appendix A.2), we can pick a point x0 ∈ A(T, kur) following the recipe in [23, Section
3.2] such that Jump(L 0E) = Jump(LE) where L
0
E is the lattice function in V (E) corre-
sponding to x0. The action of the generator σ of Gal(E/k
ur) on the Cartan subgroup Y
induces an action ϑ on X∗. Then x = x0 +
1
m
ηˇ where ηˇ ∈ Xϑ∗ . Let t := ηˇ(̟E) ∈ G(E).
The oD(E)-lattice function corresponding to x0 is L
0
E = t
−1LE .
We have isomorphisms
G(E)x0
Ad(t)
−−−→ G(E)x and g(E)x0,0
Ad(t)
−−−→ g(E)x,0
̟j
E−−→ g(E)x, j
m
.
Let G˚ = G(E)x0/G(E)x0,0+ and g˚ = g(E)x0,0/g(E)x0,0+ . Let ϑ be the automorphisms on
G(E)x0 and g(E)x0 induced by the σ actions on G(E)x0 and g(E)x0,0 respectively. Let
θ := Ad(t−1) ◦ σ ◦ Ad(t) be the automorphisms on G˚ and on g˚ induced by the σ actions
on G(E)x and g(E)x,0. Let g˚
θ,ζ−j be the ζ−j-eigenspace of θ on g˚. Then
(a) θ = Ad(t˜)ϑ where t˜ = t−1tσ = ηˇ(ζ) (mod G(E)x0,0+);
(b) Ad(t) : G˚θ ∼−→ Gx := G(kur)x/G(kur)x,0+ is an isomorphism and
(c) ̟jEad(t) : g˚
θ,ζ−j ∼−→ gx, j
m
is G˚θ-equivariant with G˚θ acting on the right hand side
via (b). Here we recall gx, j
m
in Section 2.2.
By putting j = −1 in (c), we define ι˚g := ̟
−1
E ad(t) : g˚
θ,ζ ∼−→ gx,− 1
m
. Then ι˚g is a bijection
between the set of stable vectors for the G˚θ action on g˚θ,ζ and the set of stable vectors for
the action G(kur)x on gx,− 1
m
. The former was studied by Vinberg [26] and Levy [15].
6. Moment maps
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6.1. Let W = V ⊗D V
′. Using the sesquilinear forms, we define Ψ: W ∼−→ HomD(V, V
′)
and Ψ′ : W ∼−→ HomD(V ′, V ) by
Ψ(v ⊗ v′)(v1) = v
′ 〈v, v1〉V and Ψ
′(v ⊗ v′)(v′1) = v 〈v
′, v′1〉V ′
for all v, v1 ∈ V and v′, v′1 ∈ V
′. Now g ∈ G and g′ ∈ G′ acts on HomD(V ′, V ) by the
formula (g, g′) · w = g′wg−1.
Definition 6.1.1. 1. We define a non-degenerate G-invariant symmetric k-bilinear
form1 Bg : g× g→ k by Bg(X1, X2) =
1
2
trD/ktr(X
∗
2X1).
2. We define an operator ⋆ : HomD(V, V
′)→ HomD(V ′, V ) by
〈w(v), v′〉V ′ = 〈v, w
⋆(v′)〉V ∀w ∈ HomD(V, V
′), v ∈ V, v′ ∈ V ′.
We note that if x ∈ W and Ψ(x) = w, then Ψ′(x) = w⋆.
3. We define the moment map M : W ∼= HomD(V, V
′)→ g and M ′ : W → g′ by
M(w) = w⋆w and M ′(w) = ww⋆.
By definition M and M ′ are G×G′-equivariant.
Lemma 6.1.2. Suppose w1, w2, w ∈ W , X ∈ g and X ′ ∈ g′. Then
(a) 〈w1, w2〉 = trD/ktr(w
⋆
2w1),
(b) 〈X · w,w〉 = 2Bg(M(w), X) and 〈X ′ · w,w〉 = 2Bg′(−M ′(w), X ′).
The proof is a straightforward computation using (3) and the definition of ⋆. We will
leave it to the reader.
6.2. Let L and L ′ be two self-dual lattice functions on V and V ′ respectively. Let
B = L ⊗L ′ on W = V ⊗D V ′.
Lemma 6.2.1. (i) We have Jump(B) = Jump(L ) + Jump(L ′).
(ii) The lattice function B is self-dual in W , i.e. B♯r = B−r+.
(iii) Under the isomorphism Ψ: W ∼−→ HomD(V, V ′),
Ψ(Br) =
{
w ∈ HomD(V, V
′)
∣∣ wLs ⊆ L ′s+r ∀s ∈ R } .
(iv) We have (Ψ(Br))
⋆ = Ψ′(Br).
(v) We have M(Br) ⊆ gL ,2r and M
′(Br) ⊆ g
′
L ′,2r.
Proof. Part (i) is Equation (5). Part (ii) is explained in the Remark in Section 4.3. By (6)
the right hand side of (iii) is the lattice function on HomD(V, V
′) = V ∗ ⊗D V
′. On the
other hand Ψ maps V ⊗V ′ to V ∗⊗V ′. We have seen in Section 4.3 that the norm l∗ on V ∗
translates to the norm l♯ = l on V . It follows that the lattice function on the right hand
side of (iii) corresponds to the lattice function B under Ψ. This proves (iii). If w ∈ W
then Ψ′(w) = Ψ(w)⋆. This proves (iv). Part (v) follows directly from (iii) and (iv). 
6.3. We could view Bs, gL ,2s and g
′
L ′,2s as schemes over ok. Since ⋆ is ok-linear, the
moment maps defined over the generic fibers as in Section 6.1 extend to morphisms
between these ok-schemes. The ok-group scheme GL ×G′L ′ acts on all these objects and
the moment maps are equivariant maps.
Let Ws = Bs/Bs+ , gL ,2s = gL ,2s/gL ,2s+ and g
′
L ′,2s = g
′
L ′,2s/g
′
L ′,2s+. We get mor-
phisms, as certain quotients of the moment maps over the special fiber,
(8) Ms : Ws → gL ,2s and M
′
s : Ws → g
′
L ′,2s.
The actions of GL ×G′L ′ reduce to GL ×G
′
L ′
actions on Ws, gL ,2s and g
′
L ′,2s. These are
the moment maps over the residual field f which we will study later.
1We warn that our trace form Bg has a factor of
1
2
.
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7. Theta correspondences I
7.1. In this section we let (G,G′) be a reductive dual pair in Sp(W ) as in Section 3.2.
Let Σ = (x, λ, χ) and Σ′ = (x′, λ′, χ′) be epipelagic supercuspidal data for G and G′
respectively. Let πΣ = π
G˜
x (λ, χ) (resp. π
′
Σ′ = π
G˜′
x′ (λ
′, χ′)) be the corresponding epipelagic
representation of G˜ (resp. G˜′). From now on, we assume θ(πΣ) = π
′
Σ′ . As discussed in
Section 1.4, x and x′ are both epipelagic points of order m for some m ≥ 2.
Let L and L ′ be self dual lattice functions corresponding to x and x′ respectively. Let
B = L ⊗L ′. Let X = W− 1
2m
= B− 1
2m
/B
− 1
2m
+ . We denote the moment maps defined in
(8) by M : X→ g
L ,− 1
m
and M′ : X→ g′
L ′,− 1
m
.
Proposition 7.1.1. Suppose that θ(πΣ) = π
′
Σ′. Then there exists a w¯ ∈ X such that
λ = M(w¯) and λ′ = −M′(w¯).
Proof. By [22] there exists (y, y′) ∈ B(G, k) × B(G′, k), B′ = Ly ⊗L ′y′ and w ∈ B
′
− 1
2m
such that M(w) + g
y,− 1
m
+ is an unrefined minimal K-type of πΣ, and −M ′(w) + g′
y′,− 1
m
+
is an unrefined minimal K ′-type of π′Σ′. The moment maps M and M
′ commute with
the action of G × G′-conjugation. By Proposition 2.3.2 and conjugating by G × G′,
we may assume that y = x, y′ = x′, w ∈ B− 1
2m
, M(w) + g
x,− 1
m
+ = M(w¯) = λ and
−M ′(w) + g′
x′,− 1
m
+ = −M′(w¯) = λ′ where w¯ = w + B− 1
2m
+ ∈ X. 
Corollary 7.1.2. We have Jump(B) ⊆ 1
2m
+ 1
m
Z. Moreover either
(i) Jump(L ) ⊆ 1
m
Z and Jump(L ′) ⊆ 1
2m
+ 1
m
Z or
(ii) Jump(L ) ⊆ 1
2m
+ 1
m
Z and Jump(L ′) ⊆ 1
m
Z.
Proof. By Lemma 5.1.3, Jump(L ) (resp. Jump(L ′)) is a subset of 1
m
Z or 1
2m
+ 1
m
Z. From
the proof of the last proposition, w¯ is a nonzero element in B− 1
2m
/B
− 1
2m
+ . In particular
− 1
2m
∈ Jump(B) = Jump(L ) + Jump(L ′). The corollary follows. 
7.2. Reeder and Yu connect the Moy-Prasad filtration at an epipelagic point with the
Kac-Vinberg grading of Lie algebras over the residue fields, as described previously in
Section 5.3. Now we relate this with the moment maps.
Let L 0E = t
−1LE and L
′0
E = t
′−1L ′E denote the oD(E)-lattice functions corresponding
to x0 and x
′
0 respectively as in Section 5.2. By 7.1.2 we are in one of the following two
cases.
(a) We have Jump(L 0E) =
1
m
Z and Jump(L ′0E ) =
1
2m
+ 1
m
Z. In this case we set V :=
L 0E,0:0+ and V
′ := L ′0E ,− 1
2m
:− 1
2m
+ .
(b) We have Jump(L 0E) =
1
2m
+ 1
m
Z and Jump(L ′0E ) =
1
m
Z. In this case we set V :=
L 0E,− 1
2m
:− 1
2m
+ and V′ := L ′0E,0:0+.
Both V and V′ are fD(E)-modules. In Case (a), we assign a non-degenerate Hermitian forms
V by 〈〈 , 〉〉V := 〈 , 〉V (mod pD(E)) and a non-degenerate Hermitian form on 〈〈 , 〉〉V′ :=
〈 , 〉V ′ ̟E (mod pD(E)). In Case (b), the bilinear forms are defined similarly. Thus G˚ =
U(V) (resp. G˚′ = U(V′)) as fD(E)-linear transformations on V (resp. V
′) preserving the
form.
Let L0(E)r = L
0
E,r:r+. The actions σ and t
−1 ◦ σ ◦ t on L 0E,r induce actions on L
0(E)r
which we denote by ϑ and θ respectively. It is compatible with the ϑ and θ actions on
G˚ defined in Section 5.3 in the sense that for g ∈ G˚ we have ϑ(g) = ϑ ◦ g ◦ ϑ−1 and
θ(g) = θ ◦ g ◦ θ−1 as linear transformations on L0(E)r.
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Let B(E) = B ⊗ok E and B
0(E) = (t−1, t′−1)B(E) = L 0E ⊗oD(E) L
′0
E . Let W
0
− 1
2m
=
B0(E)− 1
2m
/B0(E)
− 1
2m
+ and W˚ := V⊗fD(E)V
′ ∼= HomfD(E)(V,V
′). We observe the following
diagram:
(9)
W˚
M˚

W0
− 1
2m
∼
oo
M0

B0(E)− 1
2m
oo
M

∼
(t,t′)
// B(E)− 1
2m
M

g˚ g0
− 1
m
̟E
∼
oo g(E)x0,− 1m
oo
∼
Ad(t)
// g(E)x,− 1
m
.
In the above diagram, the G(E)x×G′(E)x′-equivariant map M on the far right trans-
lates to the G˚ × G˚′-equivariant map M˚ on the far left. Here M0 is defined by (8) with
respect to lattices L 0E and L
′0
E , and s = −
1
2m
. The explicit formula for the map M˚ is ex-
actly the same as that forM with respect to the forms 〈〈 , 〉〉V and 〈〈 , 〉〉V′ . We remark that
W0
− 1
2m
is not equipped with any sesquilinear form. On the other hand W˚ has isomorphic
vector space structure as W0
− 1
2m
but it is equipped with a tensor product form.
7.3. The ranks of G and G′. Let r be the rank of g and let P = P (X) be the coefficient
of zr in det(zIg+adX). Then P is an Ad(G)-invariant homogeneous rational function on
g defined over k such that the set of regular semisimple elements in g is P−1(A − { 0 })
where A is the affine line.
The following lemma is a consequence of [9, Lemma 13].
Lemma 7.3.1. Let λ be a stable vector in g
x,− 1
m
:− 1
m
+ and γ ∈ gx,− 1
m
be a lifting of λ.
Then γ is a regular semisimple element. Let T = ZG(γ). Then γ is a good element of
depth − 1
2m
with respect to T, i.e. for every root α of G(k) with respect to T(k), dα(γ) is
nonzero and ν(dα(γ)) = − 1
m
.
Proof. Let f(X) = ̟EAd(t)(X) and let f be the induced map in the following diagram:
γ
❴

∈ gx,− 1
m

⊂ g(E)x,− 1
m

f
// g(E)x0,0

λ ∈ g
x,− 1
m
;− 1
m
+ ⊂ gx,− 1
m
(E)
f
// gx0(E)= g˚.
Since λ is a stable vector, f(λ) is a regular semisimple element in g˚ and [P (f(γ))] 6= 0 ∈ fE.
Therefore, P (γ) 6= 0 and γ is a regular semisimple element in g.
Next we prove that γ is good. Let R(G(k),T(k)) be the set of roots. Let T ′(k) :=
Ad(t)T (k). Then α 7→ α′ := α ◦ Ad(t−1) gives a map R(G(k),T(k)) → R(G(k),T′(k)).
Moreover α′ reduces to a root α′ ∈ g˚. For any α ∈ R(G(k),T(k)), dα′([f(γ)]) 6= 0 since
[f(γ)] = f¯(λ) is regular semisimple in g˚. This implies that ν(dα(γ)) = − 1
m
which proves
the lemma. 
Proposition 7.3.2. Suppose θ(πΣ) = π
′
Σ′. Then (G,G
′) or (G′,G) is one of the following
types: (i) (Dn,Cn), (ii) (Cn,Dn+1), (iii) (Cn,Bn), (iv) (An,An), (v) (An,An+1).
Proof. By Proposition 7.1.1 there exists w ∈ B− 1
2m
⊂ W such that [M(w)] = M(w¯) ∈
g
x,− 1
m
:− 1
m
+ and [M ′(w)] = M′(w¯) ∈ g′
x′,− 1
m
:− 1
m
+ are stable vectors. By Lemma 7.3.1, both
M(w) and M ′(w) are regular semisimple elements.
Now we show that (i) to (v) list all possible cases which satisfy the following condition.
(10) There is a w ∈ W such that M(w) and M ′(w) are both regular semisimple.
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We may base change to the algebraic closure k so that G = G(k) and G′ = G′(k) are
split groups. We fix a maximal (split) torus Y and identify its Lie algebra y with Adim y.
We list P |y =
∏
α∈Φ(G,Y ) dα explicitly when G is one the following groups.
GL(n): y = An, P (a1, · · · , an) =
∏
i 6=j(ai − aj),
Sp(2n): y = An, P (a1, · · · , an) =
∏
i 6=j(a
2
i − a
2
j)
∏
j(−4a
2
j ),
O(2n): y = An, P (a1, · · · , an) =
∏
i 6=j(a
2
i − a
2
j ),
O(2n+ 1): y = An, P (a1, · · · , an) =
∏
i 6=j(a
2
i − a
2
j )
∏
j(−a
2
j ).
By the classification of dual pairs, we only have to consider one of the following reductive
dual pairs:
(a) (O(2n), Sp(2n′)),
(b) (Sp(2n),O(2n′ + 1)) and
(c) (GL(n),GL(n′)).
We may assume that rankG ≤ rankG′. Let W and W ′ be the Weyl groups of G and G′
with respect to Y and Y ′ respectively. By the first and second fundamental theorems of
classical invariant theory M induces an isomorphism W/G ∼= g (see [7,11]) which in turn
induces an isomorphism W/G×G′ ∼= g/G′. We get following diagram:
y 

//

g

W
M
oooo
M ′
//

g′

y′? _oo

y/W
∼
// g/G W/G×G′
∼
oo // g′/G′ y′/W ′.? _
∼
oo
We remind the readers that in the lemma below all the vector spaces and algebraic
groups are defined over k.
Lemma 7.3.3. Suppose rankG ≤ rankG′. Then there is a vector subspace A of W which
is stable under the action of Y ×Y ′ and such that the following diagram below commutes.
(11)
y

A /Y × Y ′? _
∼
oooo 

//

y′

y/W
∼
// g/G W/G×G′? _
∼
oo 

// g/G′ y′/W ′.
∼
oo
The proof of the lemma is given in Appendix B.1.
The top row of (11) defines an inclusion map Υy : y →֒ y′. This map is the natural
inclusion ArankG →֒ ArankG
′
which is well known to the experts (for example see [1]).
Using the bottom row in (11), we have an inclusion y/W →֒ y′/W ′ induced by Υy. Let
P and P ′ be the invariant polynomials for G and G′ defined before Lemma 7.3.1. Then
(10) is equivalent to the following statement:
There is an X ∈ y such that P |y(X) 6= 0 and P
′|y′(Υy(X)) 6= 0.
It follows by inspection that (i) to (v) are all the possible cases. 
8. Theta correspondences II
In this section we study theta correspondences of epipelagic representations. By Propo-
sition 7.3.2, Proposition 7.1.1 and 7.1.2, it is enough to consider the following situations:
(C1) The dual pair (G,G′) is one of the following types: (i) (Dn,Cn), (ii) (Cn,Dn+1),
(iii) (Cn,Bn), (iv) (An,An), (v) (An,An+1).
(C2) The points x ∈ B(G, k) and x′ ∈ B(G′, k) are epipelagic points of order m. In
particular, m ≥ 2. Let L and L ′ denote the corresponding oD-lattice functions.
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(C3) B = L ⊗L ′ where Jump(B) ⊆ 1
2m
+ 1
m
Z.
(C4) There exists a w¯ ∈ X = B− 1
2m
/B 1
2m
such that M(w¯) = λ ∈ gx,− 1
m
and −M′(w¯) =
λ′ ∈ g′
x′,− 1
m
are stable vectors.
8.1. We now study the geometry of X and the moment maps which will eventually
determine the local theta correspondences.
By (C4) λ is a stable vector so λ˚ := ι˚g
−1(λ) is a regular semisimple element in g˚ (c.f.
Section 5.2). When λ˚ ∈ g˚ ⊆ EndfD(E)(V) is not of full rank, it requires a special treatment.
By (C1) and the classification of epipelagic points in [9,23], this is exactly in the following
situation:
(E)
D is a ramified quadratic extension of k, the dual pair (G,G′) is a pair
of unitary groups of the same rank n, and λ˚ ∈ g˚ has rank n− 1.
Define
Xλ,λ′ := M
−1(λ) ∩M′−1(−λ′) and
Sw¯ := StabSλ×S′λ′ (w¯).
We note that Sλ is abelian in all our cases so all its irreducible representations are one
dimensional characters.
Lemma 8.1.1. (i) The set Xλ,λ′ is the Sλ-orbit of w¯ in X.
(ii) There is a group homomorphism α : S′λ′ → Sλ such that△α(S
′
λ′) := { (α(g
′), g′) | g′ ∈ S′λ′ }
is a subgroup of Sw¯.
(iii) If we are not in Case (E), then Sλ acts freely on Xλ,λ′ and Sw¯ = △α(S′λ′).
(iv) In Case (E), let Sw¯ = StabSλ(w¯) and Sλ := { g ∈ Sλ | g ◦ λ = λ }
2. Then Sw¯ = Sλ
and so the character χ of Sλ occurs in C[Xλ,λ′ ] if and only if χ|Sλ is trivial.
The proof is given in Appendix B.2.
Remark. (1) The homomorphism α induces a map α∗ : Ŝλ → Ŝ′λ′ given by α
∗(χ) = χ◦α.
The definition depends on the choice of w¯ ∈ Xλ,λ′ . On the other hand, it is well-defined up
to conjugation by the proof in Appendix B.2. Hence the map between the Grothendieck
groups induced by α∗ is independent of the choice of w¯.
(2) In the exceptional Case (E), Lemma 8.1.1 (iv) will lead to the fact that not all
epipelagic representations can occur in this local theta correspondence. The extreme case
is the well known fact that not all characters of U(1) occur in the oscillator representation
of Mp(2)(see [18]).
Theorem 8.1.2. Suppose (C1) to (C4) hold. For any character χ of Sλ, let Σ = (x, λ, χ)
and Σ′ = (x′, λ′, χ′) where χ′ = χ∗ ◦ α and χ∗ is the contragredient representation of χ.
(i) Suppose we are not in the exceptional case (E). Then
(12) θ(πΣ) = π
′
Σ′ .
In particular the theta lift is nonzero.
(ii) Suppose we are in the exceptional Case (E). Then (12) holds for χ ∈ Ŝλ such that
χ|Sλ is trivial.
The above theorem gives 1.4.3 (i).
2Let h ∈ Gx and γ ∈ gx,− 1
m
be any lifts of g and λ respectively. We consider h and γ as elements in
Homk(V, V ). Then g ◦ λ := h ◦ γ + gx,− 1
m
+ ∈ g
x,− 1
m
:−
1
m
+ is well defined.
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8.2. We set B = B− 1
2m
and A = B 1
2m
. By (C3), A♯ = A and B♯ = B 1
2m
+ = B 3
2m
. Since
m ≥ 2, B− 1
2m
pk ⊆ B 3
2m
and B♯ is a good lattice. We form the following exact sequences
of f-vector spaces:
(13) 0 // Y // W // X // 0
where
W = B/B♯ = B− 1
2m
: 3
2m
, X = B/A = B− 1
2m
: 1
2m
and Y = A/B♯ = B 1
2m
: 3
2m
.
The symplectic form on W induces a non-degenerate f-symplectic form on W and Y is a
maximal isotropic subspace in W. Let
P = (GL /GL , 2
m
)× (G′L ′/G
′
L ′, 2
m
) and
J = (GL /GL , 1
m
)× (G′
L ′
/G′
L ′, 1
m
) = Gx × G
′
x′ .
Then (13) is an exact sequence of P-modules. The proof of following lemma is given in
Appendix A.
Lemma 8.2.1. The natural quotient P ։ J has a splitting such that the exact sequence
(13) splits as J-modules. We denote the splitting by W = Y ⊕ X.
8.3. Proof of 8.1.2. We recall the lattice model S (A) in Section 3.3. Let S (A)B be
the subspace of functions in S (A) with support in B. For f ∈ S (A)B, w ∈ B and
b′ ∈ B♯, f(w + b′) = ψ(1
2
〈w, b′〉)f(w) = f(w). Therefore, we could view S (A)B as a
subspace in C[W]. We fix the splitting W = Y ⊕ X in Lemma 8.2.1. Let J act on C[X] by
translation. Since f(w+ a) = ψ(1
2
〈w, a〉)f(w) for all a ∈ A, the restriction map RX from
W to X induces a J-module isomorphism
(14) RX : S (A)B
∼
// C[X]
whose inverse map R−1X is given by
(R−1X F )(w) = ψ
(
1
2
〈x, y〉
)
F (x)
for all w ∈ B such that w ≡ x+ y (mod B♯) with x+B♯ ∈ X and y +B♯ ∈ Y.
For f ∈ S (A)B, w ∈ B and g ∈ GL , 1
m
, we have (g−1 − 1)w ∈ A. By (4) and
Lemma 6.1.2, we have3
ωA(g)f(w) = f(g
−1w) = f((g−1 − 1)w + w)
= ψ
(
1
2
〈
w, (g−1 − 1)w
〉)
f(w) = ψ
(
1
2
〈(g − 1)w,w〉
)
f(w)
= ψ(Bg(M(w), c(g)))f(w) = ψM(w¯)(g)f(w)
(15)
where w¯ is the image of w in X = B/A. Similarly ωA(g
′)f(w) = ψ−M′(w¯)(g
′)f(w) for all
g′ ∈ G
L , 1
m
.
Let S (A)λB be the subspace of functions in S (A)B such that GL , 1
m
acts by ψλ. Then
it follows from (15) and (14) that
S (A)λB = R
−1
X (C[M
−1(λ)]).
A similar consideration applies to λ′ ∈ g′
L ′,− 1
m
too. Let S λ,λ
′
:= S (A)λB ∩S (A)
λ′
B . Then
S
λ,λ′ = R−1X (C[Xλ,λ′ ]).
3See also the proof of [22, Theorem 5.5]
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We fix a w in Xλ,λ′ . By Lemma 8.1.1, Sλ ։ Xλ,λ′ given by s 7→ s · w¯ is a surjection of
Sλ × S′λ′-set. Here (s, s
′) ∈ Sλ × S′λ′ acts on Sλ by (s, s
′) · s0 = ss0α(s′)−1 for all s0 ∈ Sλ.
By the decomposition of regular representation of Sλ, we have
(16) C[Xλ,λ′ ] ⊆ C[Sλ] =
⊕
χ∈Ŝλ
Cχ ⊗ Cχ∗◦α
as Sλ× S
′
λ′-modules. In (i), (16) is an equality. In (ii) the summand Cχ⊗ Cχ∗◦α occurs in
C[Xλ,λ′ ] if and only if χ|Sλ is trivial by Lemma 8.1.1.
Fix any Sλ-character χ which occurs in C[Xλ,λ′ ]. It is clear that the Hλ and H
′
λ′ in (1)
act on the space R−1X (Cλ ⊗ Cχ∗◦α) by the characters ψλ ⊗ χ and ψλ′ ⊗ χ
∗ ◦ α respectively.
By Frobenius reciprocity, the subspace R−1X (Cλ ⊗ Cχ∗◦α) ⊆ S (A) induces a non-zero
intertwining map
πG˜x (λ, χ)⊠ π
G˜′
x′ (λ
′, χ∗ ◦ α) // S (A).
The left hand side is irreducible so the above map is an injection. Since the left hand side
is also supercuspidal, by the smoothness of S (A), we conclude that the left hand side is
a direct summand in S (A) and we have a projection map from S (A) to the left hand
side. This completes the proof of 8.1.2. 
8.4. Proof of 1.4.3 (ii). Part (a) is a restatement of Proposition 7.1.1. By 1.4.3 πΣ
has a nonzero theta lift and θ(πΣ) = π
′
Σ′′ where Σ
′′ = (x′, λ′, χ∗ ◦α). By the uniqueness of
the theta lift [6,27], π′Σ′ = π
′
Σ′′ and by Proposition 2.3.2 χ
′ = χ∗ ◦α. This proves (b). 
Appendix A. Proof of Lemma 8.2.1
A.1. First the fact that P → J splits follows from the work of McNinch [16]. For our
case, the splitting could be constructed by an elementary method which we will explain
below.
We retain the notation in Section 3.1. Let K be the maximal unramified extension in D
defined in the following way: (i) K := k if D = k; (ii) K := D if D/k is an unramified
extension; (iii) K := k if D/k is a ramified extension and (iv) if D the quaternion algebra
over k, then K is the unramified quadratic extension of k in D normalized by ̟D.
Let νD = ν(̟D). Then νD =
1
2
if and only if D/k is ramified or D is the quaternion
algebra over k. Under this setting, D = K if νD = 1 and D = K ⊕ ̟DK if νD =
1
2
. In
all cases, fK = fD.
A.2. We recall the explicit description of an apartment in B(G, k) (c.f. [5, §2.9] and
[3, §2-4]). Let ⌈r⌉ denote the largest integer not greater than r ∈ R. Let n be the dimension
of a maximally isotropic subspace in V . Let I := I+ ⊔ I− ⊔ I0 where I+ = { 1, · · · , n },
I− = −I+ and I0 is any index set with dimD V − 2n elements. Fix a basis { ei | i ∈ I }
of V such that
(a) 〈ei, ej〉V = 〈e−i, e−j〉V = 0 and 〈ei, e−j〉V = δi,j for all i, j ∈ I
+;
(b) ei is anisotropic for i ∈ I0 and 〈ei, ej〉V = 0 for i ∈ I
0 and i 6= j ∈ I.
For i ∈ I0, we can choose ei such that
(i) 〈ei, ei〉V has valuation either 0 or νD;
(ii) 〈ei, ei〉V takes value either in oK or in ̟DoK .
4
Let S be the maximal k-split torus in G which stabilizes eiD for all i ∈ I+ ⊔ I− and
fixes ej for all j ∈ I0. Then the apartment A(S, k) in B(G, k) corresponds to the set
4This condition is non-trivial if D/k is a ramified extension or D/k is a quaternion algebra.
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of self-dual lattice functions which split under this basis. More precisely, if L is in the
apartment, then there is a (unique) tuple of real numbers (a1, · · · , an) ∈ Rn such that
(17) Lr =
⊕
i∈I
eip
⌈(r−ai)/νD⌉
D
where (i) a−i = −ai for i ∈ I+ and (ii) ai =
1
2
ν(〈ei, ei〉V ). In fact, (a1, · · · , an) 7→ L
gives an identification of Rn with the apartment.
Remark. If G splits over an unramified extension of k, then the lattice function in (17)
corresponds to a hyperspecial point in A(S, k) if and only if ai/νD ∈ b + Z for all i ∈ I
where b = 0 or 1
2
.
A.3. We let L be a lattice function as in (17) above. We consider two cases.
Case 1. First we assume that νD = 1. In this case D = K. Let [r] denote the coset
r + Z ∈ Q/Z and define
V [r] :=
∑
ai≡r (mod Z)
eiK and V
r := V [r] ∩Lr =
∑
ai≡r (mod Z)
eip
r−ai
K .
We make the following observations.
(a) The restriction of the Hermitian sesquilinear form to V [r] is non-degenerate if r ≡ 0
or 1
2
(mod Z) and totally isotropic if otherwise.
(b) For r ∈ R, V [r] is in perfect pairing with V [−r]. In particular, V 0 and V
1
2 have
ǫ-Hermitian sesquilinear forms 〈 , 〉V and 〈 , 〉V ̟
−1
D which are defined over oK .
Case 2. Now assume νD =
1
2
. We define the K-module
V [r] :=
∑
ai≡r
eiK +
∑
ai+
1
2
≡r
ei̟DK
and oK-module
V
r := V [r] ∩Lr =
∑
ai≡r
eip
r−ai
K +
∑
ai+
1
2
≡r
ei̟Dp
r−ai−
1
2
K .
We make the following observations.
(a) The two K-subspaces V [r] and V [r+
1
2
] in V are different. However V [r] = V [r+
1
2
]̟D
and V r+
1
2 = V r̟D.
(b) The restriction of the Hermitian sesquilinear form to V [r] is non-degenerate if r ≡ 0
or 1
4
(mod 1
2
Z) and totally isotropic if otherwise.
(c) For r ∈ R, V [r] is in perfect pairing with V [−r]. In particular, there is an ǫ-Hermitian
sesquilinear form 〈 , 〉V and a (−ǫ)-Hermitian sesquilinear form 〈 , 〉V ̟
−1
D defined
on V 0 and V
1
4 respectively. Both forms are defined over oK .
Thanks to the definitions of V [r] and V r, the following holds for both Cases 1 and 2:
(i) dimK V
[r] = dimfD Lr/Lr+ and the natural inclusion V
r →֒ Lr induces an isomor-
phism
(18) V r/V rpK
∼
// Lr/Lr+.
(ii) V =
⊕
[r]∈Q/Z V
[r].
(iii) Define an ok-group scheme:
Q := U(V 0)× U(V
1
2
νD)×
∏
r∈(0, 1
2
νD)
GLoK (V
r).
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Let Q and Q denote the generic fiber and special fiber of Q respectively.
(iv) The lattices V r give a vertex y in the building of Q. Clearly,
Q = Qy, Qy,0+ = Qy,1 and Q = Qy/Qy,0+ .
(v) The natural action of Q on V identifies Q with G ∩
(∏
[r]∈Q/Z GLK(V
[r])
)
so that
Q = Q ∩GL .
(vi) The natural embedding Q → GL induces an isomorphism of f-groups
Q = Qy/Qy,1
∼
// GL /GL ,0+ = GL
which is compatible with (18). This follows for the fact that the both sides are
isomorphic to the right hand side of (7).
For V ′, we likewise divide into two cases and define similar notations V ′[r], V ′r, Q′, Q′
etc as above.
A.4. We recall B = L ⊗L ′. For µ ∈ R, we define X [µ] =
∑
[t]+[t′]=[µ] V
[t]⊗K V ′[t
′]. Then
(vii) W =
⊕
[µ]∈Q/Z X
[µ]
(viii) Xµ :=
∑
t+t′=µ V
t ⊗oK V
′t′ equals X [µ] ∩Bµ.
Using the natural inclusion Xµ →֒ Bµ, we have
(ix) Xµ+1 = Xµ+ := X[µ] ∩Bµ+ .
(x) Xµ/Xµ+1 ∼−→ Xµ/Xµ+ ∼−→ Bµ/Bµ+ .
Proof of Lemma 8.2.1. We recall (13) where
Y := B 1
2m
: 1
2m
+ , W := B
− 1
2m
: 1
2m
+ and X := B
− 1
2m
:− 1
2m
+ .
Let X′ := X− 1
2m
/X− 1
2m
pK . Clearly X
′ ∼−→ X by (x).
Note that m ≥ 2. So 1
m
< 1. The inclusion X− 1
2m
→֒ B− 1
2m
gives an embedding
(19) X′ = X− 1
2m
/X− 1
2m
+1
  // B− 1
2m
/B 1
2m
+ = W
which splits the quotient map W ։ X. The embedding Q ×Q′ →֒ GL ×G
′
L ′
induces a
splitting of P։ J:
(20) J ∼←− Q× Q′ = Q/Q1 ×Q′/Q′1
  // GL /GL , 1
m
+ ×G′
L ′
/G′
L ′, 1
m
+ = P.
Note that Y, X′ and W are natural Q × Q′-modules and (19) is an Q × Q′-equivariant
embedding. We get a decompositionW = X′⊕Y as J-modules under the splitting (20). 
Appendix B. Matrix calculations
In this appendix, we prove Lemma 7.3.3 and Lemma 8.1.1.
B.1. Proof of Lemma 7.3.3. We construct below an A defined over an algebraically
closed field k which satisfies the lemma. The lemma and the proof below is valid for any
field provided (G,G′) is an irreducible dual pair such that G and G′ are both split.
There are only several cases.
1. (G,G′) = (GL(n),GL(n′)) with n ≤ n′. We can identify (a) W = Matn,n′⊕Matn,n′,
(b) (x, y)⋆ = (y,−x) for (x, y) ∈ W , (c) M(x, y) = xy⊤ ∈ gl(n) and (d) M(x, y) =
y⊤x ∈ gl(n′). We set
A =
{
w = (
(
a 0
)
,
(
b 0
)
)
∣∣∣∣ a = diag(a1, · · · , an)b = diag(b1, · · · , bn) with ai, bi ∈ k
}
.
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For any w ∈ A , M(w) = ab and M ′(w) =
(
ab 0
0 0
)
.
2. (G,G′) = (Sp(2n),O(2n′ + 1)) with n ≤ n′. We can choose suitable bases so that
V = k
2n
and V ′ = k
2n′+1
such that 〈v1, v2〉V = v
⊤
1 Jv2 and 〈v
′
1, v
′
2〉V ′ = v
′⊤
1 J
′v′2 where
J =
(
0 In
−In 0
)
and J ′ =

 0 0 In0 I2n′−2n+1 0
In 0 0

 .
Now we can identify
(a) W =M2n′+1,2n,
(b) w⋆ = J−1w⊤J ′,
(c) M(w) = w⋆w and
(d) M ′(w) = ww⋆. We consider
A =



a 00 0
0 −b


∣∣∣∣∣∣ a = diag(a1, · · · , an),b = diag(b1, · · · , bn), , with ai, bi ∈ k

 .
For any w ∈ A , M(w) =
(
ab 0
0 −ab
)
and M ′(w) =

ab 0 00 0 0
0 0 −ab

.
3. We leave the all other cases where (G,G′) = (Sp(2n),O(2n′ + 2)), (O(2n), Sp(2n′))
or (O(2n+ 1), Sp(2n′)) where n ≤ n′ to the reader. The formulas are similar to 2. 
B.2. Proof of Lemma 8.1.1. We translate everything to the left hand side of (9) and
denote the images of w¯, λ, λ′, Xλ,λ′ , Sλ, · · · , by w˚, λ˚, λ˚′, X˚λ˚,˚λ′ , S˚λ˚, · · · respectively. We also
transport implicitly the Galois actions. Then λ˚ and λ˚′ are regular semisimple elements.
It is enough to prove the statements for λ˚ and λ˚′.
(i) First we assume that λ˚ ∈ HomfD(E)(V,V) is full rank. In this case w˚ ∈ HomfD(E)(V,V
′)
is full rank too. By Witt’s theorem, M˚′−1(˚λ′) is a single free G˚-orbit. Let w˚′ ∈ X˚λ˚,˚λ′.
Then there is a unique g ∈ G˚ such that w˚′ = g · w˚. Clearly g ∈ StabG˚(˚λ). For every
σ ∈ Gal(E/k),
(21) g · w˚ = w˚′ = σ(w˚′) = σ(g) · σ(w˚) = σ(g) · w˚.
Since G˚ acts freely, we have g = σ(g). Hence g ∈ S˚λ˚ = (StabG˚(˚λ))
Gal(E/k). This proves (i)
in these cases.
Now we suppose that λ˚ is not full rank i.e. Case (E). This only occurs for unitary
groups of equal rank. We refer to the Appendix B.1 for the notation. In this case,
W˚ = Mnn(f)⊕Mnn(f) are two copies of n by n matrices and λ˚ is of rank n− 1. There is
an element in Gal(E/k) exchanging the two components of w˚ = (A,B), hence A and B
have the same rank n − 1. The group G˚ is a general linear group. Let S˚L be the special
linear group in G˚. Let w˚′ ∈ X˚λ˚,˚λ′ . Let S˚Lλ˚ := StabS˚L(˚λ). It is straightforward to check
that w˚′ and w˚ are in the same S˚Lλ˚-orbit on which S˚Lλ˚ acts freely. Let g ∈ S˚Lλ˚ such that
w˚′ = g · w˚. Again by (21), g is Galois invariant, i.e. g ∈ S˚λ˚. This proves (i).
(ii) Let w ∈ B− 1
2m
be a lift of w¯. Without loss of generality, we may assume that w is of
full rank. Then Γ = M(w) and Γ′ =M ′(w) are lifts of λ and λ′ respectively. Let HΓ (resp.
H ′Γ′) be the stabilizer of Γ (resp. Γ
′) in G (resp. G′). We recall that HΓ is anisotropic so
B(HΓ) = { x } as shown in the proof of Proposition 2.3.2. This implies that HΓ ⊆ GL and
H ′Γ′ ⊆ G
′
L ′
. Using the same argument and Witt’s theorem as in (i), for every g′ ∈ H ′Γ′
there is a unique g ∈ HΓ such that g′w = g−1w. The map α˜ : H ′Γ′ → HΓ given by g
′ 7→ g
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is a surjective homomorphism. Note that HΓ (resp. H
′
Γ′) surjects onto Sλ (resp. S
′
λ′)
since Γ (resp. Γ′) is a good element (c.f. [13, Corollary 2.3.5 and Lemma 2.3.6]). Then α˜
induces a homomorphism α : S′λ′ → Sλ.
(iii) This follows from the proofs of (i) and (ii).
(iv) Note that Im w˚⋆ = Im λ˚ ( V. Let g ∈ S˚λ˚. Then g ∈ S˚w˚ if and only if g|Im w˚∗ = id
if and only if g|Im λ˚ = id if and only if g ∈ S˚λ˚, i.e. S˚w˚ = S˚λ˚. Since X˚λ˚,˚λ′
∼= S˚λ˚/S˚w˚, The last
assertion is clear. 
Appendix C. Lattice model and splitting
C.1. Let Sp(W ) be a symplectic group of a symplectic spaceW . Proposition 3.3.1 follows
from Lemma C.1.1 below. One may compare the lemma with [24, §4.1] and [20].
Lemma C.1.1. Let A1 and A2 be two self-dual lattices inW . For i = 1, 2, let ωAi : Sp(W )→
Mp(W ) be the section defined by the lattice model S (Ai) as in (4). Then
ωA1(g) = ωA2(g) ∀g ∈ SpA1 ∩ SpA2 .
Proof. We have an intertwining operator Ξ: S (A1) → S (A2) given by (Ξ f)(w) =∫
A2
ψ(1
2
〈a, w〉)f(w + a)da between the two lattice models. This intertwining operator
is unique up to scalar.
Let g ∈ SpA1 ∩ SpA2 . Since g : A2 → A2 is measure preserving,
((ωA2(g) ◦ Ξf)(w) =
∫
A2
ψ(
1
2
〈
a, g−1w
〉
)f(g−1w + a)da
=
∫
A2
ψ(
1
2
〈ga, w〉)f(g−1w + a)da
=
∫
A2
ψ(
1
2
〈a, w〉)f(g−1w + g−1a)da
=(Ξ ◦ ωA1(g)f)(w).
This proves the lemma. 
C.2. Let x ∈ B(G, k). We pick any x′ ∈ B(G′, k) and let L and L ′ be the lattice
functions corresponding to x and x′ respectively. Let B = L ⊗L ′ be the tensor product
lattice function and A be any self-dual lattice such that B0+ ⊆ A ⊆ B0. We have Gx,0+
stabilizes A, i.e. Gx,0+ ⊆ SpA (see also [22, §3.3.2]). As a corollary of Lemma C.1.1, the
lattice models give a canonical splitting
ω+ :
⋃
x∈B(G,k)
Gx,0+ −→ G˜.
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