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ABSTRACT
The control of distributed parameter systems (DPS) is an interesting and challenging research field
studied since the 1960s. An increasing number of DPS control problems in aerospace, materials, chemistry,
biology, and other disciplines have attracted many mathematicians and engineers to this field in recent years.
Many of these applications have been driven by new technologies for manufacturing, actuation, and sensing.
Especially interesting are spatial field control problems that are challenging due to having a very large
number of degrees of freedom, which is in contrast to the boundary control problems commonly investigated
in the literature.
Computationally efficient methods for the robust and optimal control of DPS are derived that incorporate
such techniques as basis function expansions, method of moments, model predictive control, and analytical
function theory. These control methods are demonstrated by application to linear and nonlinear DPS
described by reaction-diffusion-convection equations, including for some boundary and spatial field control
problems that have not been investigated in the literature. Initially open-loop optimal control solutions
are derived for a linear PDE, followed by generalizations to nonlinear reaction kinetics, coupled reactions,
and feedback. The results also include an extension of internal model control that is applicable to linear
infinite-dimensional systems.
While DPS control problems can be highly sensitive to uncertainties, robust control theory for DPS is not
as well developed as for lumped parameter systems. Nonconservative approaches are derived for the analysis
and control for DPS with worst-case uncertainties that are fairly general in terms of both the uncertainty
description and the dynamics of the DPS. These methods provide the same level of assurance for model
uncertainties in DPS as what was previously available only for lumped parameter systems.
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CHAPTER 1
INTRODUCTION
1.1 Background
Control of distributed parameter systems (DPS) is an interesting and challenging research area studied
since the 1960s. As DPS control problems are pervasive in diverse industrial applications in aerospace,
materials, chemistry, and biology, the field has attracted many theorists and engineers in recent years. One
research objective is to successfully bridge theory and application, by developing controller design methods
that are both theoretically rigorous and computationally feasible and general enough to be implemented in a
wide range of applications. Another objective is to develop techniques that are able to explicitly address the
effects of model uncertainties, with the same level of assurance in which model uncertainties are addressed
for linear lumped parameter systems (LPS) [60, 190].
DPS encompasses a variety of engineering applications from flexible aerospace vehicles to micro-electro-
mechanical systems (MEMS) and chemical reactors (Figure 1.1). The states and responses of these systems
are functions of spatial and temporal variables and are usually described by one or more partial differen-
tial equations (PDEs), in contrast to LPS that are modeled by ordinary differential equations (ODEs) or
differential-algebraic equations (DAEs). PDEs more accurately describe many physical systems but are more
challenging to handle theoretically and computationally, such that many dynamics and control problems that
are considered largely solved for LPS have remained challenging for DPS.
For the purposes of systems analysis or controller design, PDEs are usually approximated by a system
of ODEs via the finite difference method [149], proper orthogonal decomposition [2], or other methods.
The advantage of such approximations is that many control design methods (e.g., linear quadratic gaussian
control, H∞-optimal control, model predictive control, differential geometric methods, and µ-optimal control)
are directly applicable to the approximated finite-dimensional systems. However, depending on the PDEs,
1
Figure 1.1: Applications of DPS include aircraft, MEMS, and packed bed reactor. Courtesy of Microsoft
Clip Art, Maggie Bartlett (Wikipedia), and Aushulz (Wikimedia), respectively.
such procedures can result in a very high dimension for the ODEs that can disguise important spatiotemporal
dynamic behavior with a loss in understanding, elegance, and efficiency that could be obtained by direct
solution of the DPS (e.g., see discussion by [31, 123] and citations therein). Sometimes the discretization
procedure masks the underlying structure and dynamics of the DPS so much that the designed control
system performs well for the discretized model but is not even stable when applied to the PDE [31, 153]. On
the other hand, the analysis or controller design of a DPS by directly dealing with the PDE often requires
mathematics that are not known by most control engineers, such as infinite-dimensional operator theory
[49], non-harmonic Fourier series [6, 175], and Carleman estimates [77].
In this thesis, computationally efficient methods are proposed for the robust and optimal controls of DPS,
in which robustness is ensured regardless of whether (i) the PDEs are approximated by ODEs before the
design of a finite-dimensional controller, or (ii) an infinite-dimensional controller designed directly from the
PDEs is approximated by a finite-dimensional controller. A suite of control techniques are demonstrated by
application to linear and nonlinear DPS described by reaction-diffusion(-convection) equations, which are also
used to define some boundary and spatial field control problems that have heretofore not been investigated
in the literature. Initial optimal control solutions are provided for a linear PDE, with approaches proposed
to generalize the results to (i) nonlinear processes, (ii) coupled reaction, and (iii) feedback.
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1.2 Some History
Theory on the optimal control of DPS was pioneered in the early 1960s [32, 131, 135]. Many computational
algorithms and application papers were published in the 1970s [42, 169]. A standard approach for solving
optimal control problems for DPS writes the control and/or state vector in terms of a set of basis functions
and then analytically or numerically optimizes over the coefficients in the expansion [82]. Basis function
expansions that have been used to solve optimal control problems include piecewise constant [82], piecewise
linear [39, 144], Fourier series [95], Chebyshev series [200, 201], and Lagrange polynomials [65, 83].
The control variables for DPS can be lumped or distributed. Boundary control is a class of control
problems for DPS that has been commonly studied (e.g., [191]), in which manipulation only occurs at the
boundaries. Spatial field control is another class of control problems for DPS in which manipulation occurs
as a spatial field. These latter control problems are motivated by applications in noise cancellation, vibration
reduction, epidemiology, chemothapeutic drug delivery, and tissue engineering [88, 109, 146, 154, 192]. The
interior of a spatial domain provides much more controllability than the boundary, which can be quite
limited depending on the shape of the desired spatial field and the spatiodynamics of the DPS. At the same
time, spatial field control problems have much more degrees of freedom than the corresponding boundary
control problems. While the brute-force application of control vector parameterization [170] may be applied
to boundary control and most other optimal control problems, field control problems need to be formulated
with care to arrive at a computationally feasible solution. For example, a finite-difference discretization of
the control vector in a 3D spatial field control problem can have 108 or more degrees of freedom [109], which
is beyond the capability of existing optimization software executed on today’s fastest computers.
The spatial field control literature includes many theoretical results on controllability and the structure
of the optimal control for certain classes of PDEs when the spatial field is continuous or consists of a finite
number of point sources (e.g., see [15, 124, 125] and citations therein) but has relatively few contributions
that compute the optimal control for specific applications. An exception is [146] that computes H2- and
H∞-optimal vibration controllers for the case in which the manipulation is restricted to discrete positions in
the spatial domain. The spatial formulation results in better performance than applying H2- and H∞-control
to a lumped-parameter representation.
The robustness of control for DPS has been analyzed by (i) application of the Monte Carlo method to
the full simulation code [157], (ii) running the full simulation code for all parameters obtained by gridding
the parameter space [157], and (iii) Lyapunov functions [164]. The first two classes of numerical algorithms
can produce robustness margins with a low level of conservatism but are computationally expensive for
problems with multiple spatial dimensions and parameters. The last approach is not always computationally
expensive but tends to apply to specific control structures or is conservative. Worst-case and probabilistic
robustness of finite-time DPS can be analyzed by first approximating the original PDE by a power series
or polynomial chaos expansion and then applying methods developed for analyzing robustness for such
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Figure 1.2: An example of a control input for a boundary control problem, where the time domain is
t ∈ [0, 5], the spatial domain is x ∈ (0, 1), and the manipulated boundary is at x = 1.
expansions [137, 152]. For worst-case analysis, linear matrix inequalities (LMIs) and power iteration methods
can be applied to compute tight upper and lower bounds, respectively, on the worst-case deviations of the
states and control objectives (e.g., see [7, 60] and citations therein). Randomized algorithms [35, 132, 199]
have been developed that can be applied to analyze probabilistic robustness for general series expansions;
analytical expressions are available for low-order expansions [152].
1.3 Overview of the Thesis
This thesis considers two types of control architecture to achieve the reference field—boundary control
and spatial field control (see Figures 1.2 and 1.3).
Definition 1.3.1. The optimal boundary control problem is the minimization of the quadratic cost
min
ui(x,y,z,t)∈Ui(x,y,z,t)
∑
i
∫ tf
0
∫
Vi
(Ri(x, y, z, t)− Ci(x, y, z, t))2dVidt, (1.1)
where, for species i, Vi is the spatial domain of interest, Ri is the reference (desired) field, Ci is the controlled
field that is related to the control input ui by known PDEs, and Ui is the set of allowable manipulated
boundaries, which can be continuous or discrete in space and time.
Although boundary control has been studied extensively, many questions remain open such as (i) how to
nonconservatively analyze the effects on model uncertainties in a computationally feasible manner, (ii) which
control strategies are the best for a particular system, or (iii) whether these strategies can be combined to
create better strategies.
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Figure 1.3: An example of a control input for a spatial field control problem, where the time domain is
t ∈ [0, 5] and the manipulated field covers the spatial domain x ∈ (0, 1).
Definition 1.3.2. The optimal spatial field control problem is the minimization of the quadratic cost
min
ui(x,y,z,t)∈Ui(x,y,z,t)
∑
i
∫ tf
0
∫
Vi
(Ri(x, y, z, t)− Ci(x, y, z, t))2dVidt, (1.2)
where for species i, Vi is the spatial domain of interest, Ri is the reference (desired) field, Ci is the controlled
field that is related to the manipulated fields ui by known PDEs, and Ui is the set of allowable manipulated
fields, which can be continuous or discrete in space and time.
Spatial field control can achieve control performance that cannot be obtained by boundary control.
Optimal control algorithms must be designed with care, however, to avoid having excessive computational
costs.
This thesis is organized as shown in Figure 1.4. Chapter 2, 3, and 7 consider boundary control problems
and Chapter 4, 5, 6, and 8 consider spatial field control problems. Below is a summary of each chapter.
Chapter 2 addresses the 1D boundary control of the reaction-diffusion-convection equation, which is
primarily motivated by tissue engineering (Figure 1.5). This chapter provides the most detailed description
of tissue engineering in the thesis. Four approaches are compared for determining optimal boundary control
trajectories for a distributed parameter system with reaction, diffusion, and convection: (i) basis function
expansion, (ii) method of moments, (iii) internal model control, and (iv) model predictive control. A
preliminary version of this chapter, which was the first formulation of stem cell tissue engineering as an
optimal control problem, was presented at the 2008 American Control Conference [112].
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Figure 1.4: Structure of the thesis
Figure 1.5: Boundary control at x = 0 with a Neumann boundary condition at x = 1 for a stem cell tissue
engineering application (Chapter 2).
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Chapter 3 treats the worst-case analysis of the effects of parametric uncertainties on boundary control
problems for finite-time DPS by using series expansions (Figure 1.6). For example, with a vector of uncertain
variables λ,
λ = λˆ+ δλ, (1.3)
where λˆ is the vector of nominal values and δλ is a vector of uncertainties, the second-order power series
expansion for an output y is
δy2 := Mδλ+ δλTHδλ ≈ y(λ)− y(λˆ), (1.4)
where
Mi :=
∂y
∂λi
∣∣∣
λ=λˆ
, (1.5)
Hij :=
1
2
∂2y
∂λi∂λj
∣∣∣
λ=λˆ
. (1.6)
The robustness analysis approach is demonstrated for a two-dimensional Dirichlet boundary control with re-
action and diffusion. A preliminary version of this chapter, which was the first application of polynomial-time
worst-case robustness analysis to a boundary control problem, was presented at the Eighteenth International
Symposium on Mathematical Theory of Networks and Systems [108].
Figure 1.6: Reference field R(x, y, t) (blue), boundary control variables (red asterisks), and optimal
concentration field Copt(x, y, t) (cyan) field at a particular time instance (Chapter 3).
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Chapter 4 considers the optimal control of the 3D reaction-diffusion-convection equation by application
of radial basis functions (RBFs). The approach has three steps (Figure 1.7):
1. Express the target field by a sum of Gaussians,
2. Determine the Gaussian control input that produces each Gaussian output, and
3. Construct the overall control input as a sum of the Gaussian control inputs obtained in Step 2.
The approach is applicable to optimal control problems for linear spatially-distributed systems, for which
the process output is expressed as a convolution of the system’s kernel and its inputs. A novel feature is the
insensitivity of its computational cost to the sharpness of spatial variations in the state or optimal control
fields. A preliminary version of this chapter was presented at the 2009 European Control Conference [110].
Figure 1.7: Schematics of each step of the proposed RBF-based boundary control approach (Chapter 4).
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Chapter 5 formulates and solves optimal control problems in which the manipulation is distributed over
a 3D spatial field with constraints on the spatial variation (Figure 1.8). The spatial variation constraints on
the manipulated field u(x, y, z, t) are specified by the integers M , N , and L in a 3D Fourier series
u(x, y, z, t) =
1
8
M∑
m=−M
N∑
n=−N
L∑
l=−L
umnl(t)e(mpix+npiy+lpiz)j (1.7)
with the optimal control problem being the determination of the umnl(t) for −M ≤ m ≤M , −N ≤ n ≤ N ,
and −L ≤ l ≤ L. The approach is demonstrated for the 3D reaction-diffusion-convection equation (some
sample results are in Figure 1.9). The chapter includes a discussion of the extension of the approach
to coupled PDEs. A preliminary version of this chapter, which was the first to consider this spatially-
constrained 3D spatial field control problem, was presented at the 2009 American Control Conference [109].
Figure 1.8: Spatial variational constraint allows only low spatial frequencies in the manipulated field
(Chapter 5).
Figure 1.9: Isosurfaces for the reference and optimal concentration fields (Chapter 5).
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As in Chapter 4, the main focus of Chapter 6 is the tissue engineering application. A state-constrained
spatial field control problem motivated is solved in which the manipulation occurs over a spatial field and
the state field is constrained both in spatial frequency and by a PDE that effects the manipulation (Figure
1.10). An optimization algorithm combines 3D Fourier series, which are truncated to satisfy the spatial
frequency constraints, with exploitation of structural characteristics of the PDEs. A preliminary version
of this chapter, which was the first to consider this control problem, was presented at the 2010 American
Control Conference [113].
Figure 1.10: Overview of the distributed parameter systems in Chapter 6. System 1 is described by a PDE
that is parameterized by spatial positions x, y, and z, with matches boundary conditions to a
reaction-diffusion-convection equation describing System 2.
Chapter 7 extends the internal model control (IMC) design method to linear infinite-dimensional systems.
An infinite-dimensional filter is coupled with the inverse of the infinite-dimensional transfer function between
the process input and output, to produce a physically realizable controller with a tuning parameter for trading
off nominal performance with robustness (Figure 1.11). A preliminary version of this chapter, which was the
first to propose infinite-dimensional filters for IMC design, was presented at the 2008 Conference on Decision
and Control [107].
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(a) IMC (b) Classical
Figure 1.11: Classical (left) and internal model (right) control structures (Chapter 7).
Chapter 8 exploits the algebraic structure of the system of ordinary differential equations that arise from
spatial discretization of the PDE to analyze and design feedback controllers that are robust to bounded
perturbations in the parameters of the original PDE. As a prototypical problem, the approach is illustrated
for the spatial field control of a reaction-diffusion system whose spatial discretization has a state matrix
that is circulant symmetric (Figure 1.12). This is the first consideration of simultaneuous robustness to
both real parametric uncertainties and unmodeled dynamics uncertainties in circulant symmetric systems.
A preliminary version of this chapter will be presented at the 2010 Multi-Conference on Systems and Control
[111].
Figure 1.12: A distributed parameter system with reaction, diffusion, and circular symmetry (Chapter 8).
Appendix A reviews some mathematical tools repeatedly used in this thesis.
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CHAPTER 2
FOUR APPROACHES TO 1D BOUNDARY CONTROL
A control problem motivated by tissue engineering is formulated and solved in which control of the uptake
of growth factors (signaling molecules) is necessary to spatially and temporally regulate cellular processes
for the desired growth or regeneration of a tissue. Four approaches are compared for determining optimal
boundary control trajectories for a distributed parameter model with reaction, diffusion, and convection: (i)
basis function expansion, (ii) method of moments, (iii) internal model control (IMC), and (iv) model pre-
dictive control (MPC). The method-of-moments approach is very computationally efficient while enforcing a
nonnegativity constraint on the control input. While more computationally expensive than methods (i)-(iii),
the MPC formulation significantly reduced the computational cost compared to simultaneous optimization of
the entire control trajectory. A comparison of the pros and cons of each of the four approaches suggests that
an algorithm that combines multiple approaches is most promising for solving the optimal control problem
for multiple spatial dimensions.
2.1 Introduction
“Tissue engineering is an interdisciplinary field that applies the principles of engineering and the life
sciences toward the development of biological substitutes that restore, maintain, or improve tissue function”
[122].
The primary goal of tissue engineering is the production of biological tissues for clinical use. One of the
main manufacturing strategies utilizes the attachment or encapsulation of cells within a tissue matrix that
is typically made of collagen or synthetic polymers (see Figure 2.1) [22, 122, 127, 106]. Beyond receiving
nutrients and releasing waste products, the development of a healthy functioning tissue requires that the cells
uptake hormones, drugs, or signaling molecules in a controlled way [13, 121, 145, 38, 187, 58]. For example,
in the development of tissues from stem cells, the stem cells must uptake growth factors, which are proteins
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Figure 2.1: Overview of tissue engineering protocols for creating a functioning tissue or organ.
that regulate cellular processes such as stimulating cellular proliferation and cell differentiation. The spatial
and temporal control of the cellular uptake can be achieved through localized release (e.g., [183, 41, 193]).
Many materials and devices have been created for releasing molecules in a controlled way [178]. Biodegrad-
able polymeric nano- or microparticles have been developed that can be placed within a tissue matrix to
provide localized timed release [120]. These particles include spheres, core-shell particles, and capsules that
encapsulate small molecules, proteins, or DNA including growth factors or other signalling molecules or, in
the case of microcapsules, can contain cells that excrete hormones or other macromolecules (see Figure 2.2)
[122]. Techniques have been established to make highly uniform particles that produce a wide variety of
highly reproducible release profiles by manipulating physical dimensions or by combining different types of
particles [16, 198]. These particles can be accurately positioned and attached to a tissue matrix using such
technologies as solid free-form fabrication [47] and layer-by-layer stereolithography [141], so as not to move
until the particles have released their payloads to the cells.
The tissue engineering application motivates the formulation of an optimal control problem for the release
of molecules from biodegradable polymeric nano- or microparticles to achieve a desired temporal and spatial
uptake rate for cells within a tissue matrix. A potential application is to control the development of a tissue
from stem cells within a matrix, so that the timed release of different growth factors in various locations form
the multiple types of cells needed for the functioning components of a tissue. The shape and dimensions of
these components are a function of both the spatial and temporal release of growth factors (e.g., [183]).
This chapter compares four approaches to solving the optimal control problem for one spatial dimension
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Figure 2.2: Examples of biodegradable polymer microparticles: (A) microcapsules, which in application
have a core of liquid with dissolved molecules to be released, (B) a core-shell particle, in which both the
core and shell consist of porous polymers in which molecules for release can be incorporated. Courtesy of
Daniel W. Pack .
to provide insights into how to best address the much more complicated case of multiple spatial dimensions
addressed later in this thesis. Section 2.2 formulates molecular release within a biological tissue as a dis-
tributed parameter optimal control problem. Sections 2.3-2.6 solve the control problem using four methods:
basis function expansion, method of moments, internal model control, and model predictive control. Finally,
Section 2.7 provides a summary and recommendations on how to solve the optimal control problem with
higher spatial dimensions.
2.2 Problem Setup
To keep the nomenclature consistent, the term growth factor will refer to the molecule being released,
although the theory and algorithms also directly apply to other molecules such as drugs, hormones, and
DNA for gene therapy. Spatial and temporal control of the cellular uptake rate in a biological tissue under
the influence of reaction, diffusion, and convection can be formulated as a distributed parameter optimal
control problem:
min
uj∈Uj
∑
j
∫ tf
0
∫
V
(Jdes,j(x, y, z, t)−Rj(x, y, z, t))2dV dt, (2.1)
where Jdes,j is the desired cellular uptake rate for species j, Rj is its cellular uptake rate, and its concentration
Cj is the solution to the reaction-diffusion-convection equation [194]
∂Cj
∂t
+ v · ∇Cj = ∇ · (Dj∇Cj)−Rj , (2.2)
where (x, y, z) are the spatial coordinates defined over domain V , tf is the final time of interest, v is a known
velocity field as a function of the spatial coordinates, and Dj is the effective diffusion coefficient for species
j. Depending on the specific tissue engineering application, the optimal control variables uj can be either
distributed throughout the spatial domain such as in the case that controlled release particles are integrated
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into the tissue matrix, or can be a subset Uj of the boundary conditions on the surface of the domain V . This
model (2.2) considers applications in which the minimum length scales of interest in the domain V are larger
than the maximum dimensions of the molecules, cells, and polymer particles that release growth factors.
The cellular uptake kinetics and desired rate Jdes,j are determined in small-scale biological experiments so as
to produce a desired response, such as differentiation to form a desired type of cell [13, 122, 194]. The rates
of growth factor binding or unbinding with the scaffold or extracellular matrix, and the rates of degradation
due to enzymes can be incorporated into Rj . The model (2.2) is appropriate in the early stages of tissue
development, before substantial cell migration and proliferation occur. The situation in which signaling
molecules are produced by cells which are then taken up by other cells (cell-cell communication) requires
only minor modification of (2.2).
A standard approach to solving the above optimal control problem is the finite difference method, in
which the control variable uj(x, y, z, t) and state Cj(x, y, z, t) are discretized with respect to the spatial
and time variables, inserted into (2.1)-(2.2), and solved numerically as an algebraic optimization problem.
The difficulty in applying this approach using the standard discretization of the control and state (e.g.,
Cj(xk, yl, zm, tn)) is the large number of degrees of freedom. For example, for a single three-dimensional
(3D) state, 100 discretization points in each spatial dimension and in time results in 1004 = 108 degrees
of freedom in the algebraic optimization. The large dimensionality of such distributed parameter control
problems is well recognized in the optimal control literature (e.g., [116, 171]). While many approaches have
been proposed, no single algorithm dominates the literature or applications and it is generally accepted that
the best approach depends on the details of the optimal control problem being solved.
To gain insight into how to best solve the 3D optimal control problem (2.1)-(2.2), this chapter solves the
1D optimal control problem for a single species with manipulatable boundary condition and linear cellular
uptake kinetics:
min
u(t)≥0
∫ tf
0
(Jdes(t)− kC(1, t))2dt (2.3)
subject to the partial differential equation (PDE)
∂C
∂t
+ v
∂C
∂x
= D
∂2C
∂x2
− kC, ∀x ∈ (0, 1), ∀t > 0, (2.4)
with initial and boundary conditions
C(x, 0) = 0, (2.5)
C(0, t) = u(t), (2.6)
D
∂C
∂x
∣∣∣
x=1
= 0. (2.7)
The reference trajectory Jdes(t) ≥ 0,∀t > 0 is a desired cellular uptake rate at one boundary (at x = 1)
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Figure 2.3: Boundary control at x = 0 with a Neumann boundary condition at x = 1.
and the control trajectory is the concentration u(t) at the other boundary (x = 0) (see Figure 2.3). The
control input u(t) is the concentration of growth factor, which is nonnegative. This problem arises when the
objective is to ensure that a desired time-varying uptake of a growth factor occurs at a specified distance (of
1 dimensionless unit) from a position where the growth factor is released through micro- or nanoparticles or
is carried with fluid entering the tissue at x = 0 (this fluid also brings nutrients such as glucose to the cells).
The cells within the domain would uptake at least as much growth factor as cells at x = 1, ensuring that all
of the cells within the domain respond to the growth factor.
2.3 Basis Function Expansion
This method generalizes an approach studied in the mid-1980s to solve optimal control problems for
systems described by ordinary differential equations [171] to PDEs, in a similar manner as has been done
for sheet and film processes (e.g., see [62, 69, 71], and citations therein) as well as nonlinear PDEs such as
Burgers equation [116]. To apply this method, start with the analytical solution to the PDE (2.4):
C(1, t) = e
v
2DD
∞∑
n=1
µnBn sin(
√
µn)
∫ t
0
u(τ)e−(
v2
4D+k+µnD)(t−τ)dτ, (2.8)
where
Bn = 4
v
v+2D
(
sin
√
µn√
µn
− cos√µn
)
− 1 + cos√µn
2
√
µn − sin(2√µn) (2.9)
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and µn is the nth root of
tan
√
µn = −2√µnD/v. (2.10)
Parameterize the control trajectory
u(t) ≈
n∑
i=1
aiφi(t) = aTφ(t), (2.11)
in terms of any set of linearly independent basis functions {φi(t)}, where
a =

a1
a2
...
an
 , φ(t) =

φ1(t)
φ2(t)
...
φn(t)
 . (2.12)
With fi(t) defined as the solution to the PDE (2.3) for the input φi(t),
fi(t) = e
v
2DD
∞∑
n=1
µnBn sin(
√
µn)
∫ t
0
φi(τ)e−(
v2
4D+k+µnD)(t−τ)dτ, (2.13)
and
f(t) =

f1(t)
f2(t)
...
fn(t)
 , (2.14)
the optimal control problem with u(t) parameterized by (2.11) can be written as
min
aTφ(t)≥0
∫ tf
0
(Jdes(t)− kaTf(t))2dt (2.15)
as the function (2.8) is a linear operator on u(t). While this approach does reduce the optimization over a
function u(t) to the optimization of a finite number of parameters a, the inequality constraint (2.15) remains
defined over a continuum. The simplification occurs by dropping the nonnegativity constraint on u(t) to
enable an approximate analytical solution to the optimal control problem to be obtained:
d
da
∫ tf
0
(
J2des(t)− 2kJdes(t)aTf(t) + (kaTf(t))2
)
dt (2.16)
=
∫ tf
0
(−2kJdes(t)f(t) + 2k2f(t)fT(t)a) dt = 0, (2.17)
=⇒ a = 1
k
(∫ tf
0
f(t)fT(t)dt
)−1∫ tf
0
Jdes(t)f(t)dt (2.18)
=⇒ u(t) = φT(t)a = φ
T(t)
k
(∫ tf
0
f(t)fT(t)dt
)−1∫ tf
0
Jdes(t)f(t)dt. (2.19)
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Figure 2.4: Outputs using the basis function expansion approach for reference trajectories that are
Gaussian and step functions (for D = v = 1 and k = 7.6, which are the nondimensionalized parameters
used for the entire chapter). The number of basis functions is n and the number of eigenfunctions for the
spatial variable was 10. The negative uptake rate is the result of a negative growth factor release, which is
not physically realizable. Gaussian reference trajectories are reported in the literature as being desirable
for some tissue engineering applications, e.g., [73].
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There are many choices of basis functions [62, 71] for which the temporal accuracy to the solution of the
unconstrained optimal control problem is specified directly by the number of basis functions. A set of basis
functions that provides excellent performance for one reference trajectory can give poor performance for
another. For example, excellent tracking performance is obtained for a Gaussian reference trajectory [54],
using 20 terms in a truncated Fourier cosine series [75] as the basis functions φi(t) (see Figure 2.4(a)). On
the other hand, this same set of basis functions (i) can have oscillations near discontinuities along the time
axis due to the Gibbs phenomenon [80, 204], and (ii) does not take into account the nonnegativity constraint
on the control variable, which can result in constraint violations. Figure 2.4(b) shows both deficiencies for
a step reference trajectory.
2.4 Method of Moments
While the method of moments has been widely applied for the solution of optimal control problems
involving population balance models [27, 168], the approach has had little application to other control
problems. An exception is its application to determine the control needed to bring a distributed parameter
system with nonzero initial condition to quiescent conditions in the least time [33]. Here we present a
new and very different approach to applying method of moments to optimal control problems, that utilizes
analytical expressions derived for the moments of the output variables in a partial differential equation in
terms of the moments of the input variables.
Figure 2.5: A schematic of the approach of applying the Method of Moments to the optimal control
problem.
For a linear system g with a bounded input u(t) that approaches zero sufficiently fast as t → ∞ and a
bounded output y(t), the input and output are related by [5]
µy = µg + µu, (2.20)
σ2y = σ
2
g + σ
2
u, (2.21)
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where µf is the mean residence time defined by
µf =
∫∞
0
tf(t)dt∫∞
0
f(t)dt
, (2.22)
and σ2f is the variance
σ2f =
(∫∞
0
t2f(t)dt
) (∫∞
0
f(t)dt
)− (∫∞
0
tf(t)dt
)2(∫∞
0
f(t)dt
)2 , (2.23)
which is a measure of the spread of the function f(t) about its mean (Figure 2.5). The subscript y refers to
output, u refers to input, and g refers to the linear system relating u and y. Equations (2.20) and (2.21) can
be proved using the Laplace transforms of the input (U(s)), output (Y (s)), and process (Y (s) = G(s)U(s)).
First note that
(−1)nU (n)(0) =
∫ ∞
0
tnu(t)dt (2.24)
provided the integral exists [5],1 where U (n) is the nth derivative of U(s) with respect to s. Equations (2.20)
and (2.21) follow from (2.24) and application of the chain rule:
µy =
∫∞
0
ty(t)dt∫∞
0
y(t)dt
=
−Y (1)(0)
Y (0)
=
−G(1)(0)U(0)−G(0)U (1)(0)
G(0)U(0)
= −G
(1)(0)
G(0)
− U
(1)(0)
U(0)
= µg + µu, (2.25)
σ2y + µ
2
y =
∫∞
0
t2y(t)dt∫∞
0
y(t)dt
=
Y (2)(0)
Y (0)
=
G(2)(0)U(0) + 2G(1)(0)U (1)(0) + U (2)(0)G(0)
G(0)U(0)
=
G(2)(0)
G(0)
+ 2
G(1)(0)
G(0)
U (1)(0)
U(0)
+
U (2)(0)
U(0)
= σ2g + µ
2
g + 2µgµu + σ
2
u + µ
2
u, (2.26)
which implies (2.21), after application of (2.25).
When used together, equations (2.20), (2.21), and (2.24) enable the determination of the mean residence
1Existence is implied, for example, if the Laplace transform of the function u(t) is analytic in the closed right-half plane.
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time and spread of the output of a linear system without analytical or numerical determination of g(t)
or y(t). This property is especially useful for distributed parameter systems for which these functions are
unknown, or are known but described by complicated infinite series. Analytical expressions can be derived
for µg and σg directly from the Laplace transform of the PDE with respect to time, and µy and σy computed
easily from (2.20) and (2.21).
To illustrate these ideas, consider the transfer function obtained by taking the Laplace transform of (2.3)
with respect to time. By taking Laplace transform, the PDE (2.3) becomes
DC ′′ − vC ′ − (k + s)C = 0. (2.27)
By solving the characteristic equation, the eigenvalues are found to be
ξ1,2 =
v ±√v2 + 4D(k + s)
2D
. (2.28)
The solution is of the form
C(x, s) = Aeξ1x +Beξ2x, (2.29)
where A and B are to be determined from the boundary conditions (2.6) and (2.7):
C(0, s) = A+B = 0, (2.30)
C ′(1, s) = Aξ1eξ1 +Bξ2eξ2 = 0. (2.31)
By solving (2.30) and (2.31),
A = − ξ2e
ξ2
ξ1eξ1 − ξ2eξ2 U(s), (2.32)
B =
ξ1e
ξ1
ξ1eξ1 − ξ2eξ2 U(s), (2.33)
which results in the solution
C(x, s) =
ξ1e
ξ1eξ2x − ξ2eξ2eξ1x
ξ1eξ1 − ξ2eξ2 U(s). (2.34)
At the location of the interest x = 1,
C(1, s) =
ξ1e
ξ1+ξ2 − ξ2eξ2+ξ1
ξ1eξ1 − ξ2eξ2 U(s)
= ev/D
ξ1 − ξ2
ξ1eξ1 − ξ2eξ2 U(s). (2.35)
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This implies that the transfer function is
G(s) =
kC(1, s)
U(s)
= kev/D
ξ1 − ξ2
ξ1eξ1 − ξ2eξ2 . (2.36)
From (2.24), exact analytical expressions for
µg = −G
(1)(0)
G(0)
, (2.37)
σg =
√
G(2)(0)
G(0)
−
(
G(1)(0)
G(0)
)2
, (2.38)
are obtained from G(s) using Mathematica or Maple. The expressions for µg and σg derived in the time
domain are more complicated. Insertion of u(t) = δ(t) into the analytical solution (2.8) results in
µg =
∫ ∞
0
tC(1, t)dt∫ ∞
0
C(1, t)dt
=
∞∑
n=1
µnBn sin
√
µn
(v2/4D + k + µnD)2
∞∑
n=1
µnBn sin
√
µn
v2/4D + k + µnD
(2.39)
σ2g + µ
2
g =
∫ ∞
0
t2C(1, t)dt∫ ∞
0
C(1, t)dt
=
2
∞∑
n=1
µnBn sin
√
µn
(v2/4D + k + µnD)3
∞∑
n=1
µnBn sin
√
µn
v2/4D + k + µnD
, (2.40)
where each µn in (2.10) has to be solved iteratively. Depending on the values for the model parameters v,
D, and k, a large number of terms in the summations may be needed for the convergence.
While moments have been applied to the analysis of PDEs for decades [4], here we apply these expressions
to obtain a highly computationally efficient algorithm for solving an optimal boundary control problem. The
reference trajectory Jdes is decomposed into a linear combination of nonnegative basis functions, each of
which is parameterized by mean time µy,i and variance σ2y,i. The form of the basis function is selected such
that the shape of the optimal control trajectory φi is known and parameterized by mean time and variance
that are computed from the known µg, σg, (2.20), and (2.21):
µφ,i = µy,i − µg, (2.41)
σ2φ,i = σ
2
y,i − σ2g . (2.42)
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Figure 2.6: Optimal uptake rate computed using the method-of-moments approach. With v = D = 1 and
k = 7.6, and the transfer function (2.36), Maple gives G(0) = lim
s→0
G(s) = 1.289,
G(1)(0) = lims→0
∂G(s)
∂s = −0.2163, and G(2)(0) = lims→0
∂2G(s)
∂s2
= 0.04828. These values imply that
µg = 0.21631.289 = 0.1678, σ
2
g + µ
2
g =
0.04828
1.289 = 0.03746, σ
2
y = σ
2
u + 0.00930, and µy = µu + 0.168, which agree
with values obtained by the time-domain expressions (2.39)-(2.40).
The overall optimal control trajectory is computed by summing the optimal control trajectories corre-
sponding to each of the basis functions, as in (2.11). This approach provides nearly perfect tracking for a
Gaussian reference trajectory using Gaussian basis functions [54], for which the optimal control trajectories
are Gaussian-like functions (see Figure 2.6). This approach is very computationally efficient for computing
a nonnegative optimal control trajectory.
2.5 Internal Model Control
The analytical expressions derived for internal model control [148] apply to real-rational functions with
time delay rather than to the irrational transfer function (2.36). One approach to deriving a real-rational
transfer function for the PDE (2.3) starts by taking the Laplace transform of (2.8) to obtain
G(s) = e
v
2DD
∞∑
n=1
µnBn sin
√
µn
s+ v2/4D + k + µnD
. (2.43)
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Even with a large number of terms in the summation, this transfer function can have very different high
frequency behavior than the PDE (see Figure 2.7). This observation is consistent with the more general
observation that analytical solutions for PDEs can have very slow convergence, in which case the solution
obtained from a finite number of terms can have poor accuracy [56].
A more promising approach to deriving a real-rational transfer function is to apply the second-order
finite-difference method to discretize the spatial variable in (2.3):
dCi
dt
= D
Ci+1 − 2Ci + Ci−1
(∆x)2
− vCi+1 − Ci−1
2∆x
− kCi, (2.44)
where each Ci is a concentration, which is a function of time, that corresponds to an equally spaced spatial
location with grid spacing ∆x, C1 = C(0, t), Cn = C(1, t), and Cn+1 = Cn−1. The state-space equations for
the discretized system are
d
dt

C1
C2
...
Cn
 =

D
(∆x)2

−2 1 0 · · · 0
1 −2 1 . . . ...
0
. . . . . . . . . 0
...
. . . 1 −2 1
0 · · · 0 2 −2

− v
2∆x

0 1 0 · · · 0
−1 0 1 . . . ...
0
. . . . . . . . . 0
...
. . . −1 0 1
0 · · · 0 0 0

−k

1 0 · · · 0
0
. . . . . .
...
...
. . . . . . 0
0 · · · 0 1



C1
C2
...
Cn
 +
(
D
(∆x)2
+
v
2∆x
)

1
0
...
0
u(t), (2.45)
y = kC(1, t) =
[
0 · · · 0 k
]

C1
C2
...
Cn
 . (2.46)
The transfer function from u(t) to y(t) = kC(1, t) is
Gr(s) = C(sI −A)−1B, (2.47)
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where
A =

− 2D
(∆x)2
− k D
(∆x)2
− v
2∆x
0 · · · 0
D
(∆x)2
+
v
2∆x
− 2D
(∆x)2
− k D
(∆x)2
− v
2∆x
. . .
...
0
. . . . . . . . . 0
...
. . . D
(∆x)2
+
v
2∆x
− 2D
(∆x)2
− k D
(∆x)2
− v
2∆x
0 · · · 0 2D
(∆x)2
− 2D
(∆x)2
− k

, (2.48)
B =

D
(∆x)2
+
v
2∆x
0
...
0

, C =
[
0 · · · 0 k
]
. (2.49)
This approximate transfer function for the PDE is very accurate over the frequency range of the interest,
even with a coarse spatial discretization (see Bode plots in Figure 2.7).
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Figure 2.7: Bode plots of various transfer functions.
The real-rational transfer function (2.47) is minimum phase, for which the IMC controller is [148]
Q(s) =
F (s)
Gr(s)
, (2.50)
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where
F (s) =
1
(λs+ 1)n
(2.51)
and λ is the IMC tuning parameter. Applications of IMC for Gaussian and step reference trajectories are
shown in Figure 2.8, with λ tuned large enough that the control variable is nonnegative. This approach can
give insight into the form of the optimal control trajectory, but is sub-optimal and does not handle general
constraints; extensions of IMC to handle constraints [207] are not optimal with respect to the optimization
objective (2.3).
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Figure 2.8: Outputs obtained using the IMC approach with ∆x = 1/20 and λ = 0.0112174/α.
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2.6 Model Predictive Control
Model predictive control (MPC) is a well-known method for solving optimal control problems with
constraints [128] that has been applied to distributed parameter systems in industry since the late 1970s
[165]. Since the early 1990s, many researchers have proposed the application of MPC to lumped parameter
models for distributed parameter systems in which the actuation is distributed along a physical boundary
(e.g., see [71] and citations therein). Very few papers have considered MPC implementations based on more
sophisticated models of distributed parameter systems (see [184, 185] and citations therein). Most closely
related to this application, Shang et al. [184, 185] developed an unconstrained MPC formulation that exploits
the special characteristics of convection-dominated processes, whereas Patwardhana et al. [162] applied a
rather modern state-space MPC formulation to a model similar to (2.3).
In contrast to the usual application of MPC to closed-loop control problems, here MPC is used to solve an
open-loop optimal control problem. Also, most MPC formulations assume a staircase control trajectory. To
achieve a continuous control trajectory, here the input-output process model was augmented by an integrator
and the actual control variable was computed from the integral of the MPC control variable. This MPC
formulation is a modification of a standard state-space formulation [14].
Figure 2.9: Relation between original and augmented continuous-time process models.
2.6.1 MPC Setup
The control trajectory in the tissue engineering application is better modeled as being continuous, which
is much more accurately represented by a piecewise-linear rather than the staircase trajectory usually used in
MPC formulations. A piecewise-linear trajectory can be implemented by augmenting the process input with
an integrator (see Figure 2.9), where ua is a staircase trajectory. The resulting PDE can be spatially and
temporally discretized using the finite-difference method, which is equivalent to converting the continuous-
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time model of Gr(s)/s into discrete time, to obtain the state-space model
xa(k + 1) = Aaxa(k) +Baua(k), (2.52)
y(k) = Caxa(k), (2.53)
where xa is the state vector with an integrator and ua is the control variable for the augmented system (its
derivative is u). The value for ua at time instant k is obtained by solving the optimization:
min
∆ua(k|k),...,∆ua(k+m−1|k)
p∑
i=1
|y(k + i|k)− r(k + i)|2 (2.54)
subject to
∆ua(k + i|k) = 0, i = m, . . . , p− 1, (2.55)∫ t
0
ua(τ)dτ = u(t) ≥ 0, (2.56)
where
∆ua(k) := ua(k)− ua(k − 1), (2.57)
p is the prediction horizon, m is the control horizon, ∆ua(k) is the control increment, and “(k+ i|k)” is the
value predicted for time instant k + i based on the information available at time instant k, and r(k) is the
reference variable Jdes at time instant k. At time instant k, the piecewise-linear control trajectory
u(t) =
∫ t
0
ua(τ)dτ (2.58)
is implemented on the process, where ua(k) = ua(k−1)+∆ua(k|k)∗ and ∆ua(k|k)∗ is the first element of the
optimal sequence. The above process is repeated at each sampling instant based on the updated variables.
Prediction
From (2.52) and (2.53), the prediction at time instance k of the future output trajectory is

y(k + 1)
...
y(k + p)
 = Sxx(k) + Su1u(k − 1) + Su

∆ua(k)
...
∆ua(k + p− 1)
 , (2.59)
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where
Sx =

CaAa
CaA
2
a
...
CaA
p
a
 , (2.60)
Su1 =

CaBa
CaBa + CaAaBa
...∑p
j=1 CaA
j−1
a Ba
 , (2.61)
Su =

CaBa 0 · · · 0
CaBa + CaAaBa CaBa
. . .
...
...
...
. . . 0
p∑
j=1
CaA
j−1
a Ba
p−1∑
j=1
CaA
j−1
a Ba · · · CaBa

. (2.62)
Optimization Variables
Equation (2.59) relates p outputs y(k+ 1|k), . . . , y(k+ p|k) and p inputs ∆ua(k|k), . . . ,∆ua(k+ p− 1|k),
while only m free optimization variables ∆ua(k), . . . ,∆ua(k +m− 1) are available. With the optimization
variables defined as z(k + i) := ∆ua(k + i) for i = 0, · · · ,m − 1 the last vector of (2.59) is related to the
vector z by 
∆ua(k)
...
∆ua(k + p− 1)
 = Jm

z(k)
...
z(k +m− 1)
 , (2.63)
where
Jm =
 Im
0(p−m)×m
 . (2.64)
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Objective Function
The MPC objective (2.54) can be written in terms of z as
J(z) =
∥∥∥∥∥∥∥∥∥

y(k + 1)
...
y(k + p)
−

r(k + 1)
...
r(k + p)

∥∥∥∥∥∥∥∥∥
2
2
= zTK∆uz + 2


r(k + 1)
...
r(k + p)

T
Kr + u(−1)TKu + x(0)TKx
 z + constant (2.65)
where
K∆u = JTmS
T
u SuJm, (2.66)
Kr = −SuJm, (2.67)
Ku = STu1SuJm, (2.68)
Kx = STx SuJm. (2.69)
Constraints
Satisfying (2.56) requires that u(i) ≥ 0 for all i = k + 1, · · · , k + p, which can be written as
∆t

1 0 · · · 0
2
. . . . . .
...
...
. . . . . . 0
p · · · 2 1


∆ua(k)
...
∆ua(k + p− 1)
 ≥ −

1
...
1
u(k)−∆t

1
...
p
ua(k − 1), (2.70)
where ∆t is the sampling time. Insertion of (2.63) results in the expression in terms of z.
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MPC Simulation Results
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Figure 2.10: MPC outputs for a control horizon of m = 2 and a sampling time ∆t = 1/10 obtained for a
state-space model obtained by the finite-difference method with ∆x = 1/20.
The convex quadratic program (2.65)-(2.70) was solved at each time instant k by using the qpdantz
implementation of the Dantzig-Wolfe algorithm in the Matlab Model Predictive Control toolbox [14]. The
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MPC formulation gave good reference tracking with short control and prediction horizons as long as the
sampling time was small enough (see Figure 2.10).
2.6.2 Computational Requirements
The computational cost of MPC is an important consideration when extending this approach to a larger
number of spatial dimensions (2.1)-(2.2). The computational cost for solving (2.65)-(2.70) is a linear or cubic
function of the horizons, depending on the details of the numerical implementation [10, 37, 167, 197]. For
implementations with a cubic cost dependency, the number of flops required for the MPC computation is
orders of magnitude lower than for simultaneous optimization of (2.3) over of the entire time period. For
implementations with a linear cost dependency, the MPC approach is similar to simultaneous optimization.
More importantly, the MPC implementation with small horizons requires orders-of-magnitude less memory,
which is a major consideration for a PDE model with three spatial dimensions.
The 1D optimal control problem is simple enough that simultaneous optimization could be implemented,
by choosing m and p to span the entire length of the reference trajectory and dropping the use of the receding
horizon. A regularization term of 10−4I was added to K∆u in the optimization objective (2.54) to remove
numerical ill-conditioning that arose due to the large number of degrees of freedom. The time-domain plots
were very similar to those obtained from the best MPC tuning (in Figure 2.10), with the total computational
cost for both approaches being about 0.1 second as measured by averaging the computation time on an
Intel Core Duo computer over 10 trials measured using the Matlab program tic-toc.2 Applying MPC to
the optimal control problem resulted in nearly globally optimal results, with many orders-of-magnitude
reduction in memory requirements. This suggests that MPC is promising for solving the optimal control
problem (2.1) for a larger number of spatial dimensions.
2.7 Conclusions
The strengths and weaknesses of four approaches were investigated for the solution of an optimal con-
trol problem motivated by tissue engineering. A basis function expansion approach was computationally
efficient but could violate the nonnegativity constraint on the control input and could lead to oscillations
at discontinuities (see Figure 2.4(b)), depending on the selection of basis functions and the reference tra-
jectory. Basis functions that have been applied to other distributed parameter systems with convection
and diffusion [62, 71] may have promise in this particular application. The internal model control method
does not take constraints explicitly into account when optimizing the control objective, and detuning the
IMC tuning parameter to satisfy the nonnegativity constraint led to sluggish performance compared to the
method-of-moments approach (compare Figures 2.6 and 2.8(a)).
2The total computational cost for MPC could be reduced by using warm starting [10, 37].
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The new optimal control method based on the method of moments was very highly computationally
efficient while enforcing the nonnegativity constraint on the control trajectory (see Figure 2.6). While
providing higher performance than IMC for a smooth reference trajectory, it is unclear how to best generalize
the approach to deal with state constraints or reference trajectories with discontinuities. The MPC approach
was the most powerful method, with the ability to handle control and state constraints, but was also the
most computationally expensive. Some results were presented that are of broader interest to the optimal
control field:
1. the proposed method-of-moments approach to solving optimal control problems is different from and
goes beyond its applications to population balance models [27, 138, 168],
2. MPC is shown to be a useful approach for solving some non-receding horizon optimal control problems
(in particular, problems in which nearly optimal performance is obtained for a small control horizon).
The chapter considered many approaches to solving the optimal control problem for one spatial dimension,
to provide insights into how to best address the much more complicated case of three spatial dimensions.
Recall that the 3D control problem (2.1)-(2.2) has too many degrees of freedom to be solved by direct
temporal and spatial discretization. The results in Sections 2.3-2.6 suggest that the 3D optimal control
problem may be solvable by a combination of multiple design methods. The generality and near optimality
of MPC observed in Section 2.3 suggests that MPC is very promising for solving the 3D control problem
(2.1)-(2.2). The near optimality of the basis function expansion approach in Section 2.3 suggests that
parameterization of the control input in terms of basis functions within such a 3D MPC algorithm would lead
to minimal loss in performance for some reference trajectories while further reducing the computational time.
The good suboptimal solution obtained by the method-of-moments approach motivates the development of
3D extensions to provide warm starts for a 3D MPC optimization, to speed convergence (such as extension
would involve cross-moments, e.g., [138]). Nonlinear uptake kinetics could be addressed by successive solution
of linearized problems, just as nonlinear MPC problems are typically solved as a series of linearized MPC
problems [129].
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CHAPTER 3
WORST-CASE ANALYSIS OF 2D BOUNDARY CONTROL
It is well-known that optimal control trajectories can be highly sensitive to perturbations in the model
parameters. Numerical algorithms are presented for the worst-case analysis of the effects of parametric
uncertainties on boundary control problems for finite-time distributed parameter systems. The approach is
based on replacing the full-order model of the system with a power series or polynomial chaos expansion
that is analyzed by linear matrix inequalities or power iterations, which are polynomial-time algorithms.
Application to the Dirichlet boundary control of the reaction-diffusion equation to track a desired two-
dimensional concentration field illustrates the promise of the approach.
3.1 Introduction
The boundary control of distributed parameter systems (DPS) has received increased interest in recent
years for a wide range of applications in mechanical, chemical, and biomedical engineering [25], [133], includ-
ing microchemical systems [24], tissue engineering [113], and glass cooling [119]. While the analysis of the
effects of parametric uncertainties is well established for lumped parameter systems (e.g., see [26],[60],[208]),
the field is much less mature for DPS. The three most popular classes of uncertainty analysis approaches for
DPS discussed in the control literature are based on (1) application of the Monte Carlo method to the full
simulation code (e.g., [157]), (2) running the full simulation code for all parameters obtained by gridding
the parameter space (e.g., [157]), and (3) Lyapunov functions (e.g., [164]). The first two classes of numerical
algorithms can produce robustness margins with a low level of conservatism but are computationally expen-
sive for problems with multiple spatial dimensions and parameters. For example, using a relatively coarse
grid of ten points per parameter requires 10dim(p) runs of the full simulation code, where p is the vector of
uncertain parameters. This is computationally feasible only for systems with a small number of parameters.
The third class of robustness analysis methods for DPS is not always computationally expensive but apply
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only to specific control structures and/or are conservative.
This chapter describes the use of series expansions for worst-case analysis of the effects of uncertainties on
boundary control problems for finite-time DPS. The approach is based on the same philosophy as polynomial
chaos and power series expansions applied in the environmental field [159], which is to first compute an
approximation to the full simulation model, followed by application of robustness analysis to the approximate
model. The very low computational cost of the approximate model enables the application of the Monte
Carlo method or gridding the parameter space, as in methods (1) and (2) above, as well as the application
of polynomial-time norm-based analytical methods as applied here, which include the application of linear
matrix inequalities to compute tight upper bounds and power iterations to compute lower bounds on the
worst-case deviations of the states and control objectives. The proposed approach is illustrated by application
to a boundary control problem for a reaction-diffusion equation with two spatial dimensions.
3.2 Worst-case Analysis
The proposed approach for worst-case robustness analysis of finite-time DPS is to first approximate the
original partial differential equation (PDE) by a power series or polynomial chaos expansion and then apply
polynomial-time analysis tools developed for providing tight bounds on the worst-case deviations for such
expansions [137], [152]. To simplify the presentation, model parameter uncertainties and implementation
biases in the boundary control inputs will be collectively referred to as “uncertainties” and collected into
a single vector δλ which is related to the vector of uncertain variables λ and the vector of nominal values
λnom by
λ := λnom + δλ. (3.1)
The uncertainty set is described by
Eλ = {λ : λ = λnom + δλ, ‖Wδλ‖r ≤ 1}, (3.2)
where W is a specified positive-definite weighting matrix and ‖ · ‖r is any well-defined norm. For the case
where the set of λ contains time-invariant vectors, examples of such norms are the Ho¨lder 1-, 2-, and ∞-
norms. For the 2-norm, the uncertainty set is described by a hyperellipsoid. An uncertainty set described
by independent upper and lower bounds on each parameter
Eλ = {λ : λ = λˆnom + δλˆ, δλ ≤ δλˆ ≤ δλ¯}, (3.3)
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where the vectors δλ and δλ¯ are the lower and upper bounds on the vector of uncertainties, can be rewritten
in terms of (3.2) for r =∞ by specifying1
Wii =
2
δλ¯i − δλi
, Wij = 0, ∀i 6= j, (3.4)
λnom = λˆnom +
1
2
(δλ¯+ δλ). (3.5)
While only a single norm is treated here to simplify the notation, the results can be generalized to the case
in which different norms are specified for different sets of elements of λ. This would be useful, for example,
if the uncertainties associated with some variables lie within a hyperellipsoidal uncertainty set while the
uncertainties of other variables lie within lower and upper bounds on each variable.
The worst-case positive and negative deviations due to uncertainties are defined by
δy¯w.c. := max
λ∈Eλ
{y(λ)− y(λˆ)}, (3.6)
and
δy
w.c.
:= min
λ∈Eλ
{y(λ)− y(λˆ)} (3.7)
where y is a state or output at a particular time t of interest. In general, solving these optimizations is
NP-hard [29, 28] and is especially computationally expensive for DPS. This optimization can be greatly
simplified, however, by inserting a power series or polynomial chaos expansion of finite order for y into
(3.6) and (3.7), for which tight bounds on the worst-case deviation in y and an estimate for a worst-case
uncertainty vector can be computed using dual norms, linear matrix inequalities, or power iterations. This
approach also applies to any sufficiently smooth function of the states or control objectives.
The power series or polynomial chaos expansion only needs to be an accurate representation for y within
the trajectory bundle defined by the uncertainty description, and does not need to be an accurate repre-
sentation for the entire state space. This enables the use of fairly low order expansions to obtain accurate
estimate of worst-case deviation, with low computational cost. The remainder of this section presents specific
expressions for robust analysis for first- and second-order expansions, and the procedure for higher order
expansions.
3.2.1 First-Order Series Expansion
Define the first-order expansion written in terms of deviation variables as
δy1 := Mδλ ≈ y(λ)− y(λnom), (3.8)
1δλ¯i 6= δλi for all i because λ is an uncertain vector.
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where
Mi :=
∂y
∂λi
∣∣∣∣
λ=λnom
, (3.9)
provided that y is differentiable in λ. The optimization (3.6) with this first-order expansion used in the
objective can be solved analytically for a wide variety of norms including all of the Ho¨lder norms. For
example, for the ∞-norm the solution is
max
‖Wδλ‖∞≤1
δy1 = max‖Wδλ‖∞≤1
Mδλ = max
‖Wδλ‖∞≤1
|Mδλ| = ‖MW−1‖1, (3.10)
which a standard result for dual norms. A worst-case uncertainty vector is2
δλw.c. = W−1e, (3.11)
where
ei =
(MW−1)i
|(MW−1)i| . (3.12)
With this worst-case uncertainty vector, the first-order estimate of the maximum worst-case deviation in y
is
δy¯1,w.c. = Mδλw.c. =
∑
i
∣∣(MW−1)i∣∣ . (3.13)
The first-order estimate of the minimum worst-case deviation in y is
δy
1,w.c.
= −Mδλw.c. = −
∑
i
∣∣(MW−1)i∣∣ , (3.14)
which is obtained by using −δλw.c. for the worst-case uncertainty vector.
3.2.2 Second- and Higher Order Expansions
Similarly, define the second-order expansion as
δy2 := Mδλˆ+ δλˆTHδλˆ ≈ y(λˆ)− y(λˆnom), (3.15)
where
Mi :=
∂y
∂λˆi
∣∣∣∣
λˆ=λˆnom
, (3.16)
and
Hij :=
1
2
∂2y
∂λˆi∂λˆj
∣∣∣
λˆ=λˆnom
, (3.17)
2This vector is not necessarily unique.
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for any doubly differentiable function. The second-order estimates of the maximum and minimum worst-case
deviations in y are
δy¯2,w.c. := max
δλˆ
δy2, (3.18)
δy
2,w.c.
:= min
δλˆ
δy2, (3.19)
subject to the constraint (3.3).
The estimates can be written in terms of the mixed structured singular value µ [29]. For any real k,
max
δλ≤δλˆ≤δλ¯
|δy2| = max
δλ≤δλˆ≤δλ¯
|Mδλˆ+ δλˆTHδλˆ| ≥ k ⇐⇒ µ∆(N) ≥ k, (3.20)
where
N :=

0 0 kw
kH 0 kHz
zTH +M wT zTHz +Mz
 , (3.21)
w :=
1
2
(δλ¯− δλ), (3.22)
z :=
1
2
(δλ¯+ δλ), (3.23)
the perturbation block ∆ = diag(∆r,∆r, δc), ∆r consists of independent real scalars, and δc is a complex
scalar. This implies that
max
δλ≤δλˆ≤δλ¯
|δy2| = max
µ∆(N)≥k
k := k∆ (3.24)
where the right-hand side can be computed from a single skewed mixed structured singular value calculation
[72]. The worst-case perturbation vector determines whether the perturbation δλ that achieves the maximum
in
max
δλ≤δλˆ≤δλ¯
|δy2| (3.25)
produces a positive or negative δy2, which corresponds to δy¯2,w.c. or δy2,w.c., respectively. If the δy2 computed
by insertion of this worst-case perturbation into the quadratic equation is positive,
δy¯2,w.c. = k∆, (3.26)
define
δy˜2 := δy2 − k∆, (3.27)
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then
max
δλ≤δλˆ≤δλ¯
|δy˜2| = max
µ∆(N˜)≥k˜
k˜ := k˜∆, (3.28)
where
N˜ :=

0 0 k˜w
k˜H 0 k˜Hz
zTH +M wT zTHz +Mz − k∆
 . (3.29)
That δy˜2 can take any value in the interval
[δy
2,w.c.
− k∆, 0] (3.30)
implies that
k˜∆ = −δy2,w.c. + k∆ (3.31)
and
δy
2,w.c.
= k∆ − k˜∆ (3.32)
so that both the minimum and maximum perturbation in y2 are determined.
If the δy2 computed by insertion of the worst-case perturbation from (3.24) into the quadratic equation
is negative,
δy
2,w.c.
= −k∆, (3.33)
define
δyˆ2 := δy2 + k∆, (3.34)
then
max
δλ≤δλˆ≤δλ¯
|δyˆ2| = max
µ∆(Nˆ)≥kˆ
kˆ := kˆ∆, (3.35)
where
Nˆ :=

0 0 kˆw
kˆH 0 kˆHz
zTH +M wT zTHz +Mz + k∆
 . (3.36)
That yˆ2 can take any value in the interval
[0, δy¯2,w.c. + k∆] (3.37)
implies that
kˆ∆ = δy¯2,w.c. + k∆ (3.38)
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and
δy¯2,w.c. = kˆ∆ − k∆, (3.39)
indicating again that the minimum and maximum values for y2 can be computed from two skewed mixed
structured singular value calculations.
An alternative approach can be derived based on an a priori upper bound c on |δy2| over (3.3). Such an
upper bound can be determined using the relation
δλˆ = λnom − λˆnom + δλ (3.40)
and applying some standard results from linear algebra:
max
δλ≤δλˆ≤δλ¯
|Mδλˆ+ δλˆTHδλˆ|
= max
‖Wδλ‖∞≤1
|M(λnom − λˆnom + δλ) + (λnom − λˆnom + δλ)TH(λnom − λˆnom + δλ)|
= max
‖Wδλ‖∞≤1
|M(λnom − λˆnom) + (λnom − λˆnom)TH(λnom − λˆnom)
+ (M + 2(λnom − λˆnom)TH + δλTH)δλ|
≤ |M(λnom − λˆnom) + (λnom − λˆnom)TH(λnom − λˆnom)|
+ max
‖Wδλ‖∞≤1
|(M + 2(λnom − λˆnom)TH + δλTH)δλ|
≤ |M(λnom − λˆnom) + (λnom − λˆnom)TH(λnom − λˆnom)|
+ max
‖Wδλ‖∞≤1
‖(M + 2(λnom − λˆnom)TH + δλTH)W−1‖1 := c (3.41)
where the latter optimization can be solved in polynomial-time by linear programming. For such an upper
bound c,
δy2,w.c. + c = max
δλ≤δλˆ≤δλ¯
δy2 + c ≥ kc ⇐⇒ µ∆(Nc) ≥ kc, (3.42)
where
Nc :=

0 0 kcw
kcH 0 kcHz
zTH +M wT zTHz +Mz + c
 , (3.43)
and the maximum positive value for δy2 can be computed from
δy¯2,w.c. = max
µ∆(Nc)≥kc
kc − c. (3.44)
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Similarly, selecting a negative c with high enough magnitude to ensure that δy2 + c < 03 results in
δy
2,w.c.
= − max
µ∆(Nc)≥kc
kc − c. (3.45)
A polynomial-time upper bound for the calculation of the skewed mixed structured singular value and a
corresponding worst-case perturbation can be computed using linear matrix inequalities [155]. This upper
bound is often tight for practical problems, and can be complemented with a polynomial-time lower bound
computed by a power iteration [206] to assess conservatism. The advantage of the above k∆ procedure for
computing δy
2,w.c.
and δy¯2,w.c. is that the approach does not introduce a potentially large number c into
the matrix in the skewed mixed structured singular value calculation. The advantage of the c procedure is
that lower and upper bounds in the skewed mixed structured singular value calculation directly translate
into lower and upper bounds on y
2,w.c.
and y¯2,w.c. via (3.44) and (3.45). This translation is messier for the
k∆ procedure (details not shown for brevity).
Higher order approximations and other norms on the uncertainty set (3.2) can be computed by using
multidimensional realization algorithms (e.g., [176]) and the generalized-norm structured singular value (e.g.,
[43]), respectively.4
3.3 Boundary Control Problem
The remainder of this chapter illustrates this robustness analysis approach for the boundary control of
the DPS:
∂C
∂t
= D
(
∂2C
∂x2
+
∂2C
∂y2
)
− kC, (3.46)
with boundary conditions
C(0, y, t) = ux0(y, t), (3.47)
C(1, y, t) = ux1(y, t), (3.48)
C(x, 0, t) = uy0(x, t), (3.49)
C(x, 1, t) = uy1(x, t), (3.50)
and zero initial condition
C(x, y, 0) = 0. (3.51)
This parabolic PDE describes the concentration or temperature field C for a reacting solid with mass or
heat transfer occurring via molecular motion (diffusion or thermal conduction, respectively), where D is the
3For example, selecting c equal to negative the value in (3.41) will work.
4These approaches also enable the use of rational approximations.
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Figure 3.1: Two-dimensional boundary control problem.
diffusion coefficient and k is the reaction rate constant. The control objective is to find feasible boundary
control inputs
u(x, y, t) =
[
ux0(y, t) ux1(y, t) uy0(x, t) uy1(x, t)
]T
(3.52)
that produce a field C(x, y, t) that is as close as possible to a reference field R(x, y, t),
min
u∈U
∫ tf
0
∫ 1
0
∫ 1
0
(R(x, y, t)− C(x, y, t))2 dxdydt, (3.53)
where U is the domain of the optimization variable u(x, y, t) (sometimes this constraint is necessary to ensure
that the boundary control inputs are physically implementable).
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3.4 Optimal Control Design
With the boundary control trajectories parameterized in terms of the eigenfunctions of the PDE (3.46)
in space and Heaviside step functions S in time,
ux0(y, t) =
I∑
i=1
J∑
j=1
ax0ij sin ipiy S(t− τj), (3.54)
ux1(y, t) =
I∑
i=1
J∑
j=1
ax1ij sin ipiy S(t− τj), (3.55)
uy0(x, t) =
I∑
i=1
J∑
j=1
ay0ij sin ipix S(t− τj), (3.56)
uy1(x, t) =
I∑
i=1
J∑
j=1
ay1ij sin ipix S(t− τj), (3.57)
the solution to the PDE is
C(x, y, t) = aTC, (3.58)
where
a =

ax011
...
ax01J
ax021
...
ax0IJ
ax111
...
ax1IJ
ay011
...
ay0IJ
ay111
...
ay1IJ

, C =

Cx011(x, y, t)
...
Cx01J(x, y, t)
Cx021(x, y, t)
...
Cx0IJ(x, y, t)
Cx111(x, y, t)
...
Cx1IJ(x, y, t)
Cy011(x, y, t)
...
Cy0IJ(x, y, t)
Cy111(x, y, t)
...
Cy1IJ(x, y, t)

, (3.59)
and each element of C corresponds to the solution to the PDE with its corresponding element of a equal to 1
with all other entries equal to zeros. With U defined as the constraint that the control input is nonnegative,
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substituting (3.58) into the objective function (3.53) gives
min
a
u(x, y, t) ≥ 0
∫ tf
0
∫ 1
0
∫ 1
0
(
R(x, y, t)− aTC)2 dxdydt (3.60)
which has the same solution as the nonlinear program
min
−Q(x, y)a ≤ 0
0 ≤ x ≤ 1
0 ≤ y ≤ 1
1
2
aTGa + fTa, (3.61)
where
G =
∫ tf
0
∫ 1
0
∫ 1
0
CCT dxdydt, (3.62)
f = −
∫ tf
0
∫ 1
0
∫ 1
0
R(x, y, t)CT dxdydt, (3.63)
Q(x, y) = diag(vx, vx, vy, vy), (3.64)
vx is a row vector collecting sin ipiy S(t−τj), and vy is a row vector collecting sin ipix S(t−τj) for i = 1, · · · , I
and j = 1, · · · , J . This nonlinear program can be approximately solved to any degree of accuracy as a
quadratic program with linear constraints by replacing the constraints by the finite set of linear inequalities
that results from evaluating the nonlinear inequality constraint for a fine mesh of (x, y) points over the spatial
domain. The significant increase in the number of inequality constraints is offset by the ready availability
of very efficient software for solving quadratic programs with large numbers of linear inequality constants.
For the case of no constraints, the optimal control inputs are parameterized by
a = −G−1f , (3.65)
with the optimal field being
Copt(x, y, t) = −(G−1f)TC. (3.66)
For analysis of the worst-case deviations in the optimal C, the perturbations in the uncertain variables are
δλ =
[
δD δk δux0 δux1 δuy0 δuy1
]T
, (3.67)
where the last four elements are time-invariant additive errors on the four boundary control trajectories.
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3.5 Numerical Example
3.5.1 Optimal Control Design
Let the reference field
R(x, y, t) =
(
e−x − e−3x) (e−y − e−4y) (e−t − e−2t) (3.68)
with the dimensionless constants D = 1 and k = 7.6, and the boundary control of the form
ux0(y, t) =
5∑
i=1
5∑
j=1
ax0ij sin ipiy S(t− τj), (3.69)
ux1(y, t) =
5∑
i=1
5∑
j=1
ax1ij sin ipiy S(t− τj), (3.70)
uy0(x, t) =
5∑
i=1
5∑
j=1
ay0ij sin ipix S(t− τj), (3.71)
uy1(x, t) =
5∑
i=1
5∑
j=1
ay1ij sin ipix S(t− τj), (3.72)
where {τ1, · · · , τ5} = {0.5, 1.0, 1.5, 2.0, 2.5} and no constraints on u for simplicity.5 The boundary control
problem is to determine the optimal values of ax0ij , ax1ij , ay0ij , and ay1ij for i, j = 1, . . . , 5. The reference
field and output field obtained by optimal boundary controls are shown in Figure 3.2. At this particular time
instance, the optimal concentration field is mostly higher than than the reference field near the boundaries
and lower in the interior.
3.5.2 Robustness Analysis
Consider upper and lower bounds on the uncertain variables (3.67) as
δλ¯ =
[
0.1 1 0.001 0.001 0.001 0.001
]T
, (3.73)
δλ = −δλ¯. (3.74)
This uncertainty set is equivalent to (3.2) with the weight matrix
W = diag(10, 1, 1000, 1000, 1000, 1000), (3.75)
5An example of a boundary control problem in which the constraints could probably be dropped is for a first-order reversible
reaction occurring in a solid with high equilibrium value for the concentration, in which case (3.46) would be written in terms
of deviations from the equilibrium concentration.
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Figure 3.2: Reference R(x, y, t) (blue) and optimal Copt(x, y, t) (cyan) fields at t = 1.6. The red asterisks
are the boundary control input at t = 1.6 (the values for Copt on the boundary are the same as the
asterisks).
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and r =∞. For this example, M and H can be obtained analytically from the solution of the PDE obtained
by separation of variables or the Fourier series method.
To assess the accuracy of the series expansions, and hence their suitability for use in robustness analysis,
the worst-case deviations over the extreme points of the uncertainty set for each fixed (x, y, t) in the field
were computed for the PDE (3.46) and the first-order (3.8) and second-order (3.15) expansions:
δCep = max
δλˆi∈{δλi,δλ¯i}
|C(λnom + δλˆ)− C(λnom)|, (3.76)
δC1,ep = max
δλˆi∈{δλi,δλ¯i}
|Mδλˆ|, (3.77)
δC2,ep = max
δλˆi∈{δλi,δλ¯i}
|Mδλˆ+ δλˆTHδλˆ|, (3.78)
δC¯2,w.c. = max
δλ≤δλˆ≤δλ¯
Mδλˆ+ δλˆTHδλˆ, (3.79)
δC2,w.c. = min
δλ≤δλˆ≤δλ¯
Mδλˆ+ δλˆTHδλˆ (3.80)
where the subscript “ep” denotes that this optimization is over the extreme points, and tight upper and
lower bounds on (3.79) and (3.80) were obtained using the linear matrix inequality (LMI) and power iteration
options, respectively, in the “mussv” command in the Matlab Robust Control Toolbox [8]. The worst-case
maximum deviations in the field due to uncertainties are not spatially uniform across the surface (see Figure
3.3). The effects of the uncertainties are significant, with the worst-case deviation being >10% of the nominal
value of the field for some times and spatial positions. The uncertainties in the dimensionless diffusivity and
reaction rate constant do not affect the worst-case deviations on the boundaries of the spatial domain, since
the values of the field on the boundaries are specified by the boundary control inputs marked by asterisks
in Figure 3.3. The worst-case deviations of the concentration field at the boundaries are equal to the worst-
case perturbations of the boundary control inputs, and those perturbations are felt uniformly throughout
the spatial domain, as would be expected based on physical considerations.
The worst-case maximum deviations in the concentration fields computed for the second-order polyno-
mial expansion are shown in Figure 3.4. The closeness of the concentration field computed from the LMI
upper bound with that evaluated at the extreme points, which provides a lower bound on the worst-case
perturbation, indicates that the LMI upper bound is a very accurate quantification of the worst-case per-
turbation based on the second-order expansion. Since the true worst-case concentration field based on the
second-order expansion must be between the two concentration fields in Figure 3.4, the small differences
between the concentration fields in Figure 3.4 provide an upper bound on the conservatism introduced by
using linear matrix inequalities for the robustness analysis.
The maximum and minimum perturbations in the concentration fields based on the second-order ex-
pansion, δC¯2,w.c. and δC2,w.c., computed using linear matrix inequalities are shown in Figure 3.5. Based
on the tight upper bounds on the worst-case perturbations in the concentration fields, the maximum and
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Figure 3.3: Maximum positive deviations in the controls δu (asterisks) and the concentration fields (surface
meshes) due to uncertainties estimated by δCep (magenta), δC1,ep (blue), and δC2,ep (cyan), at time
t = 1.6.
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Figure 3.4: Maximum positive deviations in the controls δu (asterisks) and concentration fields (surface
meshes) estimated by δC2,ep (cyan) and δC¯2,w.c. computed by linear matrix inequalities (dark gray), which
provides a tight upper bound, at time t = 1.6.
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Figure 3.5: Maximum positive and negative deviations in the controls δu (asterisks) and concentration
fields (δC¯2,w.c. and δC2,w.c.) estimated by linear matrix inequalities (dark gray meshes), at time t = 1.6.
The average difference of the absolute values (i.e., δC¯2,w.c. + δC2,w.c.) at each location is −5.1310× 10−5,
indicating asymmetry of the uncertainty region about the δC = 0 plane. The maximum absolute difference
is 1.6024× 10−4, which is about 16% of the space between consecutive horizontal dashed lines.
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Figure 3.6: Maximum positive deviations in the controls δu (asterisks), and upper bound (dark green
mesh) and lower bound (light green mesh) for the maximum positive deviations for the second-order
expansion of the concentration field (δC¯2,w.c.). The average difference between the upper and lower bounds
at each location is 9.4803× 10−6 and the maximum absolute difference is 5.8634× 10−5.
minimum deviations in the concentration fields are very similar in magnitude, but are not quite the same.
There is some asymmetry of the uncertainty region for the concentration fields, which is not surprising as the
concentration field depends nonlinearly on the dimensionless diffusion coefficient and reaction rate constant.
The polynomial-time upper and lower bounds for the most positive and most negative deviations of the
second-order expansion computed by linear matrix inequalities and power iteration are plotted in Figures
3.6 and 3.7. The average difference between the upper and lower bounds is <10−5, which is less than three
orders-of-magnitude lower than the magnitude of the perturbations, which is >10−3. The average relative
difference in the upper and lower bounds is less than 1% of the deviation in the concentration fields. The
maximum relative difference between the upper and lower bounds is about 6%, which can be observed along
the edges of the surfaces shown in Figure 3.6. The polynomial-time upper and lower bounds are 2 to 3 times
tighter for computation of the most negative deviations than for the most positive deviations.
The effects of uncertainties significantly vary over time, as the reference field values change, with the first-
and second-order expansions closely tracking the perturbed concentration fields (see Figures 3.8 and 3.9).
The second-order expansion is much more accurate than the first-order expansion for the spatial average
and at (x, y) = (1/4, 1/4), but not significantly more accurate for (x, y) = (1/2, 1/2). The expansions have
an error of ∼10−4 for much of the spatial domain. For the entire time period, the polynomial-time LMI
52
Figure 3.7: Most negative deviations in the controls δu (asterisks) and upper bound (dark green mesh) and
lower bound (light green mesh) for the most negative deviations for the second-order expansion of the
concentration field (δC2,w.c.). The average difference between the upper and lower bounds at each location
is 4.8051× 10−6 and the maximum absolute difference is 1.6487× 10−5.
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Figure 3.8: Maximum deviations in the field values due to uncertainties estimated by δCep (magenta),
δC1,ep (blue), and δC2,ep (cyan), averaged over the spatial domain (-), and δCep (magenta), δC1,ep (blue),
δC2,ep (cyan), and max{δC¯2,w.c,−δC2,w.c} (black, as computed from the LMI upper bound using “mussv”)
at (x, y) = (1/2, 1/2) (-·) and (x, y) = (1/4, 1/4) (· · · )
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Figure 3.9: Reference field values, averaged over the spatial domain (-), at (x, y) = (1/2, 1/2), (-·) and
(x, y) = (1/4, 1/4) (· · · )
upper bound for the second-order expansion is very close to the lower bound obtained by evaluating the
concentration field at the vertices of the uncertainty set (see Figure 3.8).
3.6 Conclusions
Methods are presented for the worst-case analysis of the effects of uncertainties on boundary control
problems for finite-time distributed parameter systems that utilize low-order approximation of the mapping
from uncertainties to output. Upper and lower bounds on the worst-case perturbations for each level of
approximation are computed in polynomial-time by power iteration or linear matrix inequalities. For a
two-dimensional problem involving simultaneous reaction and diffusion, the worst-case estimates obtained
by first- and second-order expansions were very close to the worst-case estimates computed by using the
original system. On average the polynomial-time upper and lower bounds were within 1% of each other,
with a maximum difference of about 6%. The relatively low computational cost of these polynomial-time
analysis tools indicates the feasibility of their incorporation into numerical algorithms for the design of
optimal boundary controls for finite-time distributed parameter systems to be robust to uncertainties in
model parameters and control implementation.
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CHAPTER 4
RBF-BASED 3D SPATIAL CONTROL
Solving optimal control problems for spatially-distributed systems with multiple spatial dimensions can
be computationally expensive. A numerical algorithm is proposed that combines a radial basis function
expansion for the target trajectory with moment analysis. The approach is applicable to optimal control
problems for linear spatially-distributed systems, for which the solution is expressed as a convolution of the
system’s kernel and its inputs. A novel feature is the insensitivity of its computational cost to the sharpness
of spatial variations in the state or optimal control fields. This approach is applied to the optimal control
of the three-dimensional reaction-diffusion-convection equation in which the control input and target are
defined over two-dimensional spatial fields.
4.1 Introduction
While some numerical methods for solving optimal control problems are based on Pontryagin’s maximum
principle and the Hamilton-Jacobi-Bellman equation [12, 20], a more popular approach for solving finite-
time optimal control problems is to expand the optimization and/or state vector in terms of a basis function
expansion and then analytically or numerically optimize over the coefficients in the expansion [82]. Basis
function expansions that have been used to solve optimal control problems include piecewise constant [82],
piecewise linear [39, 144], Fourier series [95], Chebyshev series [200, 201], and Legendre polynomials [65, 83].
When this control parameterization approach is applied to optimal control problems in which the control
variable is defined over multiple spatial dimensions, the number of basis functions and the corresponding
computational cost increase dramatically. There has been growing interest in solving the optimal control
problem at each sampling instance within a receding or shrinking horizon (so-called “model predictive
control”) [63, 150], in which case the computational cost of most approaches can be orders-of-magnitude too
high even when the partial differential equation(s) describing the system is linear.
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This chapter proposes an approach for solving optimal control problems that has several key differences
from past algorithms. First, the target variable is expanded in terms of radial basis functions (RBFs),
which is especially useful for control problems in which the target variable is defined over a two- or three-
dimensional (2D or 3D) field. While RBFs have been applied to various control systems problems including
the identification of nonlinear black-box models [188] and adaptive control [180], to our knowledge RBFs have
not been applied to solve optimal control problems based on first-principles models for spatially-distributed
systems. The second advance is the use of moment analysis to derive analytical expressions for the optimal
and suboptimal solution of optimal control problems.
The specific implementations explored in this chapter use Gaussian functions in the RBFs. The target
variable is expressed as a sum of Gaussian functions with variable center and radius, with the means and
variances of input, output, and system related by analytical formulae that can be derived from moment
analysis [4]. The representation of the target variable in terms of these RBFs can be computed by standard
software [81, 158]. The proposed method exploits the fact that the mean and variance are additive for
functions related by the convolution operation. This method can be applied to systems in which the output
is the convolution of the system’s integral kernel and the input to the system. This includes any linear system
that has a transfer function, as a transfer function in the Laplace domain corresponds to the convolution
kernel in the time domain. This approach is most useful for the optimal control of spatially-distributed
systems that have a very large number of control degrees of freedom, especially when the control and target
variables are 2D or 3D spatial fields.
For concreteness, the proposed approach is presented within the context of the 2D spatial control of the
reaction-diffusion-convection equation (RDCE) in an unbounded 3D domain, for three different target fields.
This is followed by a discussion on the application of the approach to other linear systems.
4.2 Optimal Control Problem
The RDCE describes a very large range of chemical and biological processes, including packed bed reactors
[52], release of pharmaceuticals from biodegradable polymeric drug delivery devices [186], and transport of
growth factors through biological tissue [112]. Consider the 3D RDCE with uniform fluid flow:
∂C
∂t
= D
(
∂2C
∂x2
+
∂2C
∂y2
+
∂2C
∂z2
)
− v ∂C
∂z
− kC + Ψ(x, y, z, t), (4.1)
where
Ψ(x, y, z, t) = δ(z)u(x, y, t) in Ω = {(x, y, z)| −∞ < x, y, z <∞}, (4.2)
C(x, y, z, 0) = 0, (4.3)
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C is the solute concentration, D > 0 is the diffusion coefficient, v > 0 is the fluid velocity, k > 0 is the
reaction rate constant, and δ is the Dirac delta function. The diffusion is assumed to be isotropic, which
simplifies the presentation and is true in most applications; the generalization to non-isotropic diffusion is
straightforward by introduction of a diffusion tensor [181], with an increase in notational complexity. The
spatial coordinates have been rotated so that the uniform fluid flow is in the z-direction, to reduce notational
complexity. The generalization to multiple species in solution, in which case (4.1) is written for each species,
is also straightforward.
The form of Ψ(x, y, z, t) = δ(z)u(x, y, t) describes a source of mass which can be introduced non-uniformly
anywhere in the z = 0 plane. This form describes, for example, the release of pharmaceuticals or other
molecules from biodegradable polymeric nano- or microspheres of fixed position that can be manufactured
to produce a target mass release profile [198, 17, 18]. The control input is the 2D field u(x, y, t) and the
control objective is to produce a target 2D concentration field at the z = 1 plane. This objective is also
equivalent to tracking the rate of consumption of mass by reaction in this plane, as the reaction rate for this
process is proportional to the solute concentration. The target 2D field can be represented as an analytical
expression C(x, y, 1, t) or as a set of discrete points in the z = 1 plane.
The above optimal control problem is related to a channel flow control problem considered by Krstic
[115], as both control problems define manipulations over a 2D spatial field defined in 3D spatial domain.
The control objective of Krstic’s problem is closed-loop stabilization, whereas our control objective is to
track a 2D target field. His control problems also consider different PDEs.
4.3 Optimal Control Procedure
Within the context of this particular optimal control problem, the proposed procedure consists of the
following three steps.
Step 1: Fit a RBF expansion to a given target 2D concentration field Ctarget(x, y, 1, t) as a weighted sum
of Guassian functions C¯target,i(x, y, 1, t), by minimizing the error norm∥∥∥∥∥Ctarget(x, y, 1, t)−
n∑
i=1
C¯target,i(x, y, 1, t)
∥∥∥∥∥ , (4.4)
with the optimization variables being the means and variances for each C¯target,i(x, y, 1, t). This chapter
uses the 2-norm, but any other well-defined norm could be used.
Step 2: Determine the control input field ui(y, z, t) that produces a 2D concentration field at z = 1 that
matches each Gaussian function C¯target,i(x, y, 1, t), either exactly or nearly exactly by using moment
analysis.
58
Step 3: Perform a weighted sum of the individual control input fields to determine the overall control
input field u(x, y, t).
Step 1 exploits the ready availability of software for fitting RBF expansions [81, 158]. This solution of
the optimization in Step 1 is the main cost of the proposed procedure. Still, its numerical solution is orders
of magnitude less expensive than a spatially-distributed optimal control problem, as Step 1 is an algebraic
optimization that does not involve the solution of any partial differential equations.
Step 2 of the procedure exploits the existence of exact or approximate analytical solutions to the optimal
control problem when the target 2D concentration field is a Gaussian function. For this particular application,
the analysis will utilize the analytical solution to the RDCE:
Cδ(x, y, z, t) =
1
(4piDt)3/2
exp
(
−x
2 + y2 + (z − vt)2
4Dt
− kt
)
(4.5)
= ψ0,2Dt(x)ψ0,2Dt(y)ψvt,2Dt(z) exp(−kt) (4.6)
where
ψµ,σ2(x) :=
1√
2piσ2
exp
{
− (x− µ)
2
2σ2
}
(4.7)
and similarly for y and z, for a control input represented by Dirac delta functions, Ψ(x, y, z, t) = δ(x)δ(y)δ(z)δ(t).
This expression can be used to write the analytical solution to the RDCE at z = 1 for an arbitrary
control input field u(x, y, t) as
C(x, y, 1, t) = Cδ(x, y, 1, t)⊗ u(x, y, t). (4.8)
where ⊗ is the time and spatial convolutions of the two functions. Both Steps 2 and 3 of the procedure exploit
the linearity of the operator between the control input field u(x, y, t) and the target field C¯target(x, y, 1, t).
The next sections apply the proposed control procedure to three optimal control problems, which corre-
spond to three types of target fields:
Example 1: a 2D field at a particular time instance,
Example 2: a time-invariant 2D field, and
Example 3: a time-varying 2D field.
The first example is used to motivate the proposed optimal control procedure. The subsequent examples are
more realistic optimal control problems. This chapter illustrates the approach using uncorrelated Gaussians
as RBF; the overall approach applies to general correlated Gaussians.
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4.4 Example 1: A 2D Spatial Field at a Particular Time Instance
Consider the optimal control problem with the objective to achieve a target 2D concentration field at
the z = 1 plane at a particular time instance, in which solute can be released at z = 0 at any previous time
t. This problem is over-specified (that is, has multiple solutions for u(x, y, t)), so an additional requirement
is introduced that minimal total solute mass should be released at z = 0. The motivation for this additional
objective is that in practical problems the solute molecules released at z = 0 is usually expensive.
4.4.1 Step 1
Without loss in generality, while simplifying the subsequent notation, define the time axis so that
t∗ =
−3D +√9D2 + (4kD + v2)
4kD + v2
(4.9)
is the time in which it is desired for the 2D concentration field that spans the z = 1 plane to reach its target.
With this specification of the time axis, it can be shown1 that the concentration is maximum with respect
to z at z = 1 at t = t∗ for a Dirac delta control input u(x, y, t) = u˜(x, y)δ(t) at z = 0 introduced at t = 0.
From (4.6), for control input u(x, y, t) = δ(x)δ(y)δ(t) at z = 0, the analytical expression for the concen-
tration at the z = 1 plane at time t = t∗ is
Cδ(x, y, 1, t∗) = mt∗ψ0,2Dt∗(x)ψ0,2Dt∗(y), (4.10)
where
mt∗ =
exp
(
− (1− vt
∗)2
4Dt∗
− kt∗
)
√
4piDt∗
. (4.11)
This implies that the minimum possible variance that can be achieved by this system is 2Dt∗. The objective
is to minimize the error between the sum-of-Gaussians target field
C¯target(x, y, 1, t∗) =
n∑
i=1
C¯target,i(x, y, 1, t∗) (4.12)
=
n∑
i=1
wiψµ¯xi,σ¯2xi(x)ψµ¯yi,σ¯2yi(y) (4.13)
with the constraints
σ¯2xi > 2Dt
∗, (4.14)
σ¯2yi > 2Dt
∗, (4.15)
1Solve ∂Cδ
∂t
= 0 for t with z = 1 and x = y = 0. The function ∂Cδ
∂t
is concave and the obtained t achieves the maximum.
60
for all i, and the true target 2D field Ctarget(x, y, 1, t∗) at time t = t∗. The optimization variables in (4.13),
which are weights, means, and variances (i.e., wi, µ¯xi, and σ¯2xi) can be determined by using any of the
available numerical algorithms and software for fitting RBF networks to 2D data.
4.4.2 Step 2
The analytical solution to the RDCE (4.1) with the control input
u(x, y, t) = ψµxu,σ2xu(x)ψµyu,σ2yu(y)δ(t), (4.16)
is
C(x, y, 1, t∗) = Cδ(x, y, 1, t∗)⊗ u(x, y, t) (4.17)
= mt∗ψµxu,σ2xu+2Dt∗(x)ψµyu,σ2yu+2Dt∗(y), (4.18)
which can be shown by direct substitution into the RDCE (4.1).
Therefore, the control input field ui(x, y, t) that produces
C¯target,i(x, y, 1, t∗) = wiψµ¯xi,σ¯2xi(x)ψµ¯yi,σ¯2yi(y), (4.19)
is
ui(x, y, t) = miψµxi,σ2xi(x)ψµyi,σ2yi(y)δ(t), (4.20)
where
mi =
wi
mt∗
, (4.21)
µxi = µ¯xi, σ2xi = σ¯
2
xi − 2Dt∗, (4.22)
µyi = µ¯yi, σ2yi = σ¯
2
yi − 2Dt∗. (4.23)
Since optimization problem in the Step 1 is solved to satisfy σ¯2xi > 2Dt
∗ and σ¯2yi > 2Dt
∗, σ2xi and σ
2
yi are
well-defined.
4.4.3 Step 3
Simply sum up
u(x, y, t) =
n∑
i=1
miψµxi,σ2xi(x)ψµyi,σ2yi(y)δ(t). (4.24)
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4.4.4 Discussion
For this example Steps 2 and 3 introduce no error, such that the only error introduced in the procedure
is the fitting of the RBF expansion in Step 1.
The target field is assumed to be bounded, that is,
‖Ctarget(x, y, 1, t)‖22 ≡
∫ ∞
−∞
∫ ∞
−∞
C2target(x, y, 1, t)dxdy < M (4.25)
for some finite positive M for any fixed time t. The universal approximation property of RBF expansions
[160, 161], which is a variation on the well-known result by Cybenko [51] for sigmoidal functions, implies
that, for any  > 0, there exists n such that
‖Ctarget(x, y, 1, t∗)− C¯target(x, y, 1, t∗)‖2 <  (4.26)
for some µ¯xi, µ¯yi, σ¯2xi, and σ¯
2
yi, for i = 1, · · · , n. Not all of these target fields are feasible, as the diffusion
process forces a certain amount of smoothness in the target field. In particular, the target field is always
smoother than the sharpest past control input field, with (4.18) implying that the sharpest target field has
standard deviations of 2Dt∗ in the x and y directions, which is obtained for a control input described by
Dirac delta functions in y and z. This suggests a parameterization of feasible target fields as those Ctarget
for which, for any , there exists an n that satisfies (4.26) for some µ¯xi, µ¯yi, σ¯2xi > 2Dt
∗, and σ¯2yi > 2Dt
∗,
for i = 1, ..., n.
4.5 Example 2: A Time-invariant 2D Spatial Field
Consider the control objective of achieving a target of time-invariant 2D concentration field.
4.5.1 Step 1
Step 1 is similar to Example 1, but this time the minimization is performed at the steady-state instead
of a particular time instance. For a time-invariant control input u(x, y, t) = δ(x)δ(y) at z = 0, the analytical
expression for the concentration at the z = 1 plane is
lim
t→∞
∫ t
0
Cδ(x, y, 1, τ)δ(x)δ(y)dτ (4.27)
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which is equivalent to
Cs(x, y, 1) =
∫ ∞
0
Cδ(x, y, 1, t)dt (4.28)
=
exp
(
v −√4Dk + v2
√
x2 + y2 + 1
2D
)
4piD
√
x2 + y2 + 1
. (4.29)
By symmetry, (4.29) has means
µx = µy = 0, (4.30)
and the variances are obtained by numerically calculating
σ2x = σ
2
y =
∫∞
−∞
∫∞
−∞ x
2Cs(x, y, 1)dxdy∫∞
−∞
∫∞
−∞ Cs(x, y, 1)dxdy
, (4.31)
or by application of two-dimensional moment analysis [85, 96].
The objective is to minimize the error between the sum of Gaussians target field
C¯target(x, y, 1) =
n∑
i=1
C¯target,i(x, y, 1) (4.32)
=
n∑
i=1
wiψµ¯xi,σ¯2xi(x)ψµ¯yi,σ¯2yi(y) (4.33)
with the constraints
σ¯2xi > σ
2
x, (4.34)
σ¯2yi > σ
2
y, (4.35)
for all i, and the true target 2D field Ctarget(x, y, 1). As before, the optimization variables in (4.33), which
are weights, means, and variances (i.e., wi, µ¯xi, and σ¯2xi), can be determined by using any of the available
numerical algorithms and software for fitting RBF networks to 2D data.
4.5.2 Step 2
Step 2 selects the control input field for each Gaussian to produce an output concentration field at z = 1
that exactly matches the means and variances of the target field.
For a time-invariant control input field,
u(x, y) = ψµxu,σ2xu(x)ψµyu,σ2yu(y), (4.36)
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the output field at steady-state is
C(x, y, 1) = Cs(x, y, 1)⊗ u(x, y), (4.37)
which has means and variances
µxu, µyu, σ
2
x + σ
2
xu, σ
2
y + σ
2
yu. (4.38)
The Gaussian control input field ui(x, y, t) that produces an output field with the same means and
variances as (4.33) is
ui(x, y) = miψµxi,σ2xi(x)ψµyi,σ2yi(y), (4.39)
where
mi =
wi∫∞
−∞
∫∞
−∞ Cs(x, y, 1)dxdy
, (4.40)
µxi = µ¯xi − µx, σ2xi = σ¯2xi − σ2x, (4.41)
µyi = µ¯yi − µy, σ2yi = σ¯2yi − σ2y, (4.42)
and mi was introduced for normalization purposes (i.e., matching the zeroth moment). This input field gives
Ci(x, y, 1) = Cs(x, y, 1)⊗ ui(x, y) (4.43)
as the solution to the RDCE (4.1).
The optimization problem in Step 1 is solved to satisfy σ¯2xi > σ
2
x and σ¯
2
yi > σ
2
y, which implies that the
σ2xi and σ
2
yi are well-defined.
4.5.3 Step 3
Select the overall control input field as
u(x, y) =
n∑
i=1
miψµxi,σ2xi(x)ψµyi,σ2yi(y). (4.44)
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4.5.4 Discussion
(a) D = 0.5 (b) D = 1
(c) D = 2
Figure 4.1: System kernels Cδ(x, y, 1, t∗) (blue) and Cs(x, y, 1) (cyan), with k = 7.6 and v = 20.
Figure 4.1 compares the system’s kernel of Examples 1 and 2 with different diffusion coefficients D. As
Cδ(x, y, 1, t∗) and Cs(x, y, 1) are nonlinear functions of D, v, and k, the shape of the kernels changes in
a nonlinear fashion. For fixed v and k, increased diffusion coefficient corresponds to concentration fields
Cδ(x, y, 1, t∗) and Cs(x, y, 1) that are more spread out, as expected. The field Cs(x, y, 1) is flatter than the
Gaussian function Cδ(x, y, 1, t∗) with Cδ(x, y, 1, t∗) having a larger value around the center and Cs(x, y, 1)
having larger values away from the center.
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(a) D = 0.5 (b) D = 1
(c) D = 2
Figure 4.2: Gaussian reference and output field for Example 1 (which are exactly the same, blue) and
output field for Example 2 (cyan), with k = 7.6 and v = 20.
Figure 4.2 shows the matching of a single Gaussian reference field. The Gaussian reference was chosen
to have large enough variances so that there is no constraints in limiting the input fields, and the figures
show purely the effect of the convolutions. The reference field is exactly achieved in Example 1, while the
Example 2 deforms the Gaussian slightly. As it could have been guessed from Figure 4.2, the larger the
diffusion coefficient is, the larger the difference between the output field and reference field.
When multiple Gaussians are used, smoother reference fields can be more closely matched than spiky
reference fields. The complexity of the reference field affects Step 1. A reference field with spikes would
require some small variances in some terms in the RBF expansion, but each variance needs to satisfy a
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constraint that is function of the parameters of the PDE. If the spatial derivatives of the spikes are too high
then the output field will be smoother than the reference; this result cannot be avoided by any other control
approaches because it is a restriction comes from the system’s inherent spatiotemporal dynamics.
4.6 Example 3: A Time-varying 2D Spatial Field
Consider the optimal control problem in which that objective is to achieve a target time-varying 2D
concentration field.
4.6.1 Step 1
Equation (4.6) has means
µx = µy = 0, (4.45)
µt =
∫∞
0
∫∞
∞
∫∞
∞ tCδ(x, y, 1, t)dxdydt∫∞
0
∫∞
∞
∫∞
∞ Cδ(x, y, 1, t)dxdydt
(4.46)
=
2D +
√
4kD + v2
4kD + v2
, (4.47)
and variances
σ2x = σ
2
y (4.48)
=
∫∞
0
∫∞
∞
∫∞
∞ x
2Cδ(x, y, 1, t)dxdydt∫∞
0
∫∞
∞
∫∞
∞ Cδ(x, y, 1, t)dxdydt
(4.49)
=
2D
(
2D +
√
4kD + v2
)
4kD + v2
, (4.50)
σ2t =
∫∞
0
∫∞
∞
∫∞
∞ t
2Cδ(x, y, 1, t)dxdydt∫∞
0
∫∞
∞
∫∞
∞ Cδ(x, y, 1, t)dxdydt
− µ2t (4.51)
=
2D
(
4D +
√
4kD + v2
)
(4kD + v2)2
. (4.52)
The objective is to minimize the error between the sum-of-Gaussians target field
C¯target(x, y, 1, t∗) =
n∑
i=1
C¯target,i(x, y, 1, t) (4.53)
=
n∑
i=1
wiψµ¯xi,σ¯2xi(x)ψµ¯yi,σ¯2yi(y)ψµ¯ti,σ¯2ti(t), (4.54)
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with the constraints
σ¯2xi > σ
2
x, (4.55)
σ¯2yi > σ
2
y, (4.56)
σ¯2ti > σ
2
t , (4.57)
for all i, and the true target 2D field Ctarget(x, y, 1, t). The optimization variables in (4.13), which are
weights, means, and variances (i.e., wi, µ¯xi, and σ¯2xi) can be determined by using any of the available
numerical algorithms and software for fitting RBF networks to 2D data.
4.6.2 Step 2
For the control input u(x, y, t) = δ(x)δ(y)δ(t) at z = 0, the analytical expression for the concentration
at the z = 1 plane is (4.6), so that the analytical solution to the RDCE (4.1) with the control input
u(x, y, t) = ψµxu,σ2xu(x)ψµyu,σ2yu(y)ψµtu,σ2tu(t), (4.58)
is
C(x, y, 1, t) = Cδ(x, y, 1, t)⊗ u(x, y, t), (4.59)
which has means
µxu, µyu, µt + µtu, (4.60)
and variances
σ2x + σ
2
xu, σ
2
y + σ
2
yu, σ
2
t + σ
2
tu. (4.61)
The Gaussian control input field ui(x, y, t) that produces an output field with the desired means and
variances is
ui(x, y, t) = miψµxi,σ2xi(x)ψµyi,σ2yi(y)ψµti,σ2ti(t), (4.62)
where
mi =
wi∫ t
0
∫∞
−∞
∫∞
−∞ Cδ(x, y, 1, t)dxdydt
, (4.63)
µxi = µ¯xi − µx, σ2xi = σ¯2xi − σ2x, (4.64)
µyi = µ¯yi − µy, σ2yi = σ¯2yi − σ2y, (4.65)
µti = µ¯ti − µt, σ2ti = σ¯2ti − σ2t . (4.66)
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where mi was introduced for normalization purposes (i.e., matching the zeroth moment). This input field
gives
Ci(x, y, 1, t) = Cδ(x, y, 1, t)⊗ ui(x, y, t) (4.67)
as the solution to the RDCE (4.1).
Since the optimization problem in the Step 1 is constrained to satisfy σ¯2xi > σ
2
x, σ¯
2
yi > σ
2
y, and σ¯
2
ti > σ
2
t ,
the σ2xi, σ
2
yi and σ
2
ti are well-defined.
4.6.3 Step 3
The control input field from the application of Step 3 is
u(x, y, t) =
n∑
i=1
miψµxi,σ2xi(x)ψµyi,σ2yi(y)ψµti,σ2ti(t). (4.68)
4.6.4 Discussion
The system’s kernel in Example 3 at t = t∗ with different diffusion coefficients D are the same as
Cδ(x, y, 1, t∗) in Figure 4.1. Figure 4.3 show the matching of a single Gaussian reference field. As in the last
section, the reference Gaussian was chosen to have large enough variances that there exists a Guassian input
that nearly produces the reference Gaussian (which is the same Gaussian function with another factor that
is a function of time), and the figures show purely the effect of time convolutions. Similar to Example 2,
Example 3 deforms the Gaussian reference field slightly. As guessed from Example 2, the larger the diffusion
coefficient, the larger the difference between the output field and reference field.
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(a) D = 0.5 (b) D = 1
(c) D = 2
Figure 4.3: Gaussian reference (mean time t = 0.1, blue) and output field for Example 3 (cyan) at time
t = 0.25 for k = 7.6 and v = 20.
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4.7 Simulations
In this section, optimal control problems are solved by using the Fortran simulated annealing code
SIMANN [81], with the system having constant values D = 1, k = 7.6, and v = 20. The reference field for
Examples 1 and 2 (Figure 4.4) is Matlab’s MEMBRANE function, which is an L-shaped membrane, with
parameter values
l = 1, m = 10, n = 9, np = 9, (4.69)
where
• l = index of eigenfunction
• m = number of points on 1/3 of boundary (the size of the output is (2m+ 1)× (2m+ 1))
• n = number of terms in the summation
• np = number of terms in the partial summation
and stretched spatially by a factor of five. For Example 3, the same function is multiplied by sin pit1.8 to
obtain a time-varying reference field. See [147] for the details of this function.
In Step 1, the data points were taken uniformly in space (and uniformly in time for Example 3). The
numbers of data points, RBF terms, and optimization variables are summarized in Table 4.1.
Table 4.1: Step 1
Ex. 1 Ex. 2 Ex. 3
# of data points in Step 1 441 441 15,876
# of terms in RBF expansion 5 5 5
# of optimization variables 25 25 35
In all three examples, the differences between the 2D concentration field at z = 1 and the target can be
reduced by using more terms in the RBF expansion.
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Figure 4.4: (a,b) Reference field with topographical maps for Examples 1 and 2 and (c) topographical map
for Example 3 at t = 0.25.
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4.7.1 Example 1
The results of applying the optimal control input field (Figure 4.5a) obtained by applying the procedure
is shown in Figure 4.5c. The 2D concentration field at z = 1 is indistinguishable from the RBF expansion
of the target field (compare with Figure 4.5b), and in fact, theoretically they are exactly the same.
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Figure 4.5: Topographical maps for Example 1. Red + indicates the center of the Gaussians for the input
field.
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4.7.2 Example 2
The results of applying the optimal control input field (Figure 4.6a) is in Figure 4.6c. Although the
optimal control procedure is not globally optimal, the resulting 2D concentration field at z = 1 is indistin-
guishable by eye from the RBF expansion of the target field (Figure 4.6b) for those particular parameter
values (i.e., D = 1, k = 7.6, and v = 20) and the reference field.
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Figure 4.6: Topographical maps for Example 2. Red + indicates the center of the Gaussians for the input
field.
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4.7.3 Example 3
A snapshot of the topographical map for the reference concentration field is in Figure 4.4c. The results
of applying the optimal control input field (Figure 4.7a) is in Figure 4.7c. As in the Example 2, although the
optimal control procedure is not globally optimal, as the resulting convolution is not Gaussian, the resulting
2D concentration field at z = 1 is indistinguishable by eye from the RBF expansion of the target field (Figure
4.7b).
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Figure 4.7: Topographical maps for Example 3 at t = 0.25. Red + indicates the center of the Gaussians for
the input field.
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4.8 Generalizations
A procedure that combines RBF expansions with moment analysis was proposed for the solution of
optimal control problems for linear spatially-distributed systems with multiple spatial dimensions. While
this approach was motivated by a particular 2D spatial control problem, a simplification of the approach
can be applied to PDEs with one spatial dimension or even to systems of ordinary differential equations (in
which case the RBF expansion is only with respect to the time variable). The computational requirements
of the optimal control procedure is low enough that it can be applied at each time instance in a shrinking- or
receding-horizon control algorithm. The most expensive computational tasks are the determination of the
RBF expansion of the target field and, in some cases, the system moments, which can be computed off-line.
The on-line computation is simple analytical expressions to compute the moments of the individual terms
in the summation for the control input field in terms of the system and target moments.
As the computational efficiency of the approach is directly related to the number of terms in the RBF
expansion, the efficiency increases as the reference field becomes more smooth. On the other hand, the
computational cost is not a function of the smoothness of the state or control input fields. This is a major
advantage over other control parameterization approaches, which focus on expansions of the state and/or
optimal control instead of the reference.
4.9 Conclusions
Examples provided a step-by-step description of the application of the proposed approach. The RBF
expansion of the target field was exactly obtainable at a specified time instance due to a nice property of
the Gaussian distribution function. For longer time intervals, the mean and variances of each RBF could be
matched exactly. In all three examples, the 2D concentration field at z = 1 obtained by the control input
field was very close to the RBF expansion of the target field.
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CHAPTER 5
BASIS FUNCTION BASED 3D SPATIAL FIELD CONTROL
Optimal control problems are formulated and solved in which the manipulation is distributed over a
three-dimensional (3D) spatial field with constraints on the spatial variation. These spatial field control
problems that arise in applications in acoustics, structures, epidemiology, cancer treatment, and tissue
engineering have much higher controllability than boundary control problems, but have vastly higher degrees
of freedom. Efficient algorithms are developed for computing optimal manipulated fields by combination of
modal analysis and least-squares optimization over a basis function space. Small minimum control error is
observed in applications to distributed parameter systems with reaction, diffusion, and convection.
5.1 Introduction
Spatial field control is a class of control problems for distributed parameter systems (DPS) in which
manipulation occurs as a spatial field, in contrast to the more commonly studied problem of boundary
control (e.g., [191]) in which manipulation only occurs at the boundaries. The interior of a spatial domain
provides much more controllability than the boundary, which can be quite limited depending on the shape of
the desired spatial field and the spatiodynamics of the DPS. At the same time, spatial field control problems
have much more degrees of freedom than the corresponding boundary control problem. The manipulated
variable for 3D spatial field control is u(x, y, z, t), compared to boundary control which is only defined on
the 2D external surface. While the brute-force application of control vector parameterization [170] may be
applied to boundary control and most other optimal control problems, spatial field control problems need
to be formulated with care to arrive at a computationally feasible solution. Below is the formal definition of
a prototypical problem.
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Definition 5.1.1. The optimal spatial field control problem is the minimization of the quadratic cost
min
u(x,y,z,t)∈U(x,y,z,t)
∫
T
∫
V
(R(x, y, z, t)− C(x, y, z, t))2dV dt, (5.1)
where T is the time range of interest, V is the spatial domain of interest, R(x, y, z, t) is the reference
(desired) field, C(x, y, z, t) is the controlled field which is related to the manipulated field u(x, y, z, t) by a
known partial differential equation (PDE), and U(x, y, z, t) is the set of allowable manipulated fields, which
can be continuous or discrete in space or time.
Spatial field control problems arise in a variety of applications including
1. minimization of vibration throughout a structure by using internally placed piezo-actuators [146],
2. minimization of noise in acoustic enclosures using internally placed loudspeakers and/or microphones
[154],
3. control of the spread of disease by placement of insecticide-treated targets or by insecticide spraying
to reduce the disease carrier population to zero over large tracts of land [88],
4. control of the differentiation of stem cell populations by internal release of growth factors to produce
biological tissues for clinical use [112], and
5. the controlled release of drug cocktails for optimized cancer treatment therapies [192].
The spatial field control literature includes many theoretical results on controllability and the structure
of the optimal control for certain classes of PDEs when the spatial field is continuous or consists of a finite
number of point sources (e.g., see [15, 124, 125] and citations therein) but has relatively few contributions
that compute the optimal control for specific applications. An exception is [146] that computes H2- and
H∞-optimal vibration controllers for the case in which the manipulation is restricted to discrete positions
in the spatial domain. H2- and H∞-control for the spatially distributed formulation of the problem results
in better performance than the lumped-parameter representation.
This chapter presents a computationally efficient solution to the optimal spatial field control problem
for the reaction-diffusion and reaction-diffusion-convection equations in which the manipulation u(x, y, z, t)
is continuously distributed throughout the spatial domain with constraints on the spatial variation. These
particular control problems are motivated by biomedical control problems [112, 192], in which molecules
are released within a biological tissue from fixed embedded polymer nano- and microparticles designed to
provide controlled release. The transport of these molecules is described by 3D reaction-diffusion or reaction-
diffusion-convection equations, and the control problem is to provide a desired spatial and temporal uptake
of these molecules throughout the biological tissue. More details on the biological motivation for the optimal
control problem, including numerous references to the biomedical literature, was provided in a paper [112].
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The approach taken in this chapter is based on modal analysis and least-squares optimization over a
basis function space [134]. This approach does not involve the discretizations of the spatial variables or
problem-independent basic function expansions (e.g., proper orthogonal decomposition) that have become
popular in the applied PDE control literature (e.g., [117]) but are much more computational expensive
when applied to spatial field control problems. Also, this chapter considers 3D optimal nonlinear control
problems, in contrast to the literature that primarily considers 1D linear problems, and the chapter also
considers coupled systems of PDEs. The algorithmic discussions are followed by a numerical example and
the conclusions.
5.2 Reaction-Diffusion-Convection Equation
Consider the reaction-diffusion-convection equation,
∂C
∂t
= D∇2C − v · ∇C − g(C) + u(x, y, z, t),
∀t > 0, (x, y, z) ∈ Ω = (0, 1)3, (5.2)
with zero initial condition,
C(x, y, z, 0) = 0, (5.3)
and the Dirichlet boundary condition
C(x, y, z, t) = 0, on ∂Ω, (5.4)
where C(x, y, z, t) is the concentration field, D > 0 is an effective diffusion coefficient, v is the vector velocity
field assumed to be spatially uniform, g(C) is a sublinear algebraic function that characterizes the net
consumption of species by chemical reactions.
The control objective is to determine a continuous minimum-energy manipulated field u(x, y, z, t) of
constrained spatial variation that minimizes the control error1
E =
∫
T
∫
Ω
(R(x, y, z, t)− C(x, y, z, t))2dV dt, (5.5)
where T is the time range of interest and R(x, y, z, t) is the reference concentration field.
The spatial variation constraints are specified by the selection of M , N , and L in the Fourier series
u(x, y, z, t) =
1
8
M∑
m=−M
N∑
n=−N
L∑
l=−L
umnl(t)e(mpix+npiy+lpiz)j (5.6)
1
∫
Ω dV =
∫ 1
0
∫ 1
0
∫ 1
0 dxdydz
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with the optimal control problem involving the determination of umnl(t) for −M ≤ m ≤M , −N ≤ n ≤ N ,
and −L ≤ l ≤ L. For the given boundary conditions, this simplifies to a Fourier sine series2
u(x, y, z, t) =
∑
umnl(t) sinmpix sinnpiy sin lpiz (5.7)
=: uMNL(x, y, z, t). (5.8)
Assumptions: The reference field R(x, y, z, t) is
1. continuous on Ω,
2. R(x, y, z, 0) = 0,
3. R(x, y, z, t) = 0 on ∂Ω,
4. square integrable in space, at each time,
5. differentiable in time.
Under these assumptions, the Fourier series of R(x, y, z, t) can be written as a Fourier sine series3
R(x, y, z, t) :=
∞∑
rmnl(t) sinmpix sinnpiy sin lpiz, (5.9)
where
rmnl(t) = 8
∫
Ω
R(x, y, z, t) sinmpix sinnpiy sin lpiz dV. (5.10)
Separate the reference field into its low and high spatial frequencies:
R(x, y, z, t) = RMNL(x, y, z, t) + MNL(x, y, z, t), (5.11)
where4
RMNL(x, y, z, t) :=
∑
rmnl(t) sinmpix sinnpiy sin lpiz, (5.12)
and MNL is a linear combination of the eigenmodes not included in the summation.
Under the assumptions, the following properties hold for all t [11]:
1. by the Dirichlet theorem, the Fourier sine series of R(x, y, z, t) converges pointwise to R(x, y, z, t), i.e.,
lim
M,N,L→∞
|R(x0, y0, z0, t)−RMNL(x0, y0, z0, t)| = 0, ∀(x0, y0, z0) ∈ Ω (5.13)
2
∑
:=
∑M
m=1
∑N
n=1
∑L
l=1
3
∑∞ := ∑∞m=1∑∞n=1∑∞l=1
4
∑
:=
∑M
m=1
∑N
n=1
∑L
l=1
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2. by the Riesz-Fischer theorem, the Fourier sine series of R(x, y, z, t) converges to R(x, y, z, t) in the
space l2, i.e.,
lim
M,N,L→∞
∫
Ω
(R(x, y, z, t)−RMNL(x, y, z, t))2dV = 0. (5.14)
To determine a continuous minimum-energy manipulated field u(x, y, z, t), reformulate the problem. By
defining
u¯(x, y, z, t) := u(x, y, z, t)− v · ∇C − g(C), ∀t > 0, (x, y, z) ∈ Ω = (0, 1)3, (5.15)
the PDE (5.2) is reduced to
∂C
∂t
= D∇2C + u¯(x, y, z, t), (5.16)
subject to (5.3) and (5.4).
Claim 5.2.1. For linear g(C), if u¯(x, y, z, t) is in the form of
u¯(x, y, z, t) =
∑
u¯mnl(t) sinmpix sinnpiy sin lpiz (5.17)
:= u¯MNL(x, y, z, t), (5.18)
then u¯(x, y, z, t) and u(x, y, z, t) have the same maximum spatial frequency.
Proof. Let ω(u) denote the maximum spatial frequency of u. For the PDE (5.16), it can be verified that the
manipulated field,
u¯mnl(t) sinmpix sinnpiy sin lpiz, (5.19)
excites only the modes sinmpix, sinnpiy, sin lpiz, that is, the solution to the PDE for that manipulated field
(5.19) is of the form
C(x, y, z, t) = cmnl(t) sinmpix sinnpiy sin lpiz, (5.20)
which implies that
ω(C) = ω(u¯). (5.21)
Linearity of g(C) implies
ω(g(C)) = ω(C) = ω(u¯). (5.22)
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Since taking the derivative does not change the spatial frequency,
ω(u) = max {ω(u¯), ω(C), ω(g(C))}
= max {ω(u¯), ω(C)}
= ω(u¯). (5.23)
The above analysis shows that the spatial frequency constraints on the transformed problem are directly
translated to the original problem. A similar analysis can be used to show the converse, so that the satisfac-
tion of spatial frequency constraints on either problem is equivalent to the satisfaction of the same spatial
frequency constraints on the other problem.
Claim 5.2.2. There exists a continuous manipulated field u¯(x, y, z, t) for (5.16) that produces the concen-
tration field
C(x, y, z, t) = RMNL(x, y, z, t). (5.24)
Moreover, this continuous manipulated field u¯(x, y, z, t) is given by
u¯(x, y, z, t) =
∑
u¯mnl(t) sinmpix sinnpiy sin lpiz (5.25)
:= u¯∗MNL(x, y, z, t), (5.26)
where
u¯mnl(t) =
drmnl
dt
+D(m2 + n2 + l2)pi2rmnl. (5.27)
Proof. The first step is to show that the manipulated field u¯∗MNL(x, y, z, t) results in the concentration field
(5.24). Insertion of the manipulated field (5.19) into the PDE (5.16) results in the concentration field (5.20)
with u¯mnl(t) and cmnl(t) related by
u¯mnl(t) =
dcmnl
dt
+D(m2 + n2 + l2)pi2cmnl. (5.28)
The initial conditions (5.3) and Assumption 2 imply that
rmnl(0) = cmnl(0) = 0, (5.29)
which implies that, along with (5.27) and (5.28), cmnl(t) = rmnl(t),∀t ∈ T . This implies that the solution
to the PDE for the manipulated field (5.19) is
C(x, y, z, t) = rmnl(t) sinmpix sinnpiy sin lpiz. (5.30)
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By linearity, the solution to the PDE (5.16) for the manipulated field (5.26) is
C(x, y, z, t) =
∑
rmnl(t) sinmpix sinnpiy sin lpiz
= RMNL(x, y, z, t). (5.31)
Claim 5.2.3. u¯∗MNL(x, y, z, t) is the unique minimum-energy manipulated field that produces the concentra-
tion field (5.24) for the transformed problem.
Proof. Apply proof by contradiction. Supposing that there exists an additional minimum-energy manipu-
lated field
u¯(x, y, z, t) = u¯∗MNL(x, y, z, t) + u˜(x, y, z, t)
6= u¯∗MNL(x, y, z, t) (5.32)
that produces the concentration field (5.24), then5
RMNL(x, y, z, t) =
∫ t
0
∫
Ω
u¯(x¯, y¯, z¯, τ)G(x, y, z, x¯, y¯, z¯, t− τ)dV¯ dτ, (5.33)
for all t ∈ T where G is the Green’s function:
G(x, y, z, x¯, y¯, z¯, t) = 8
∞∑
e−D(m
2+n2+l2)pi2t sinmpix sinnpiy sin lpiz sinmpix¯ sinnpiy¯ sin lpiz¯. (5.34)
The energy of uˆ(x, y, z, t) is6
∫
TΩ
u¯2dV dt =
∫
TΩ
(u¯∗MNL + u˜)
2
dV dt
=
∫
TΩ
u¯∗2MNLdV dt+ 2
∫
TΩ
u∗MNLu˜dV dt+
∫
TΩ
u˜2dV dt
=
∫
TΩ
u¯∗2MNLdV dt+
∫
TΩ
u˜2dV dt
>
∫
TΩ
u¯∗2MNLdV dt. (5.35)
which contradicts the assumption that the additional manipulated field is minimum-energy. The third
5
∫
Ω dV¯ =
∫ 1
0
∫ 1
0
∫ 1
0 dx¯dy¯dz¯
6
∫
TΩ fdV t :=
∫
T
∫
Ω f(x, y, z, t)dV dt
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equality follows from
0 =
∫ t
0
∫
Ω
u˜(x¯, y¯, z¯, τ)G(x, y, z, x¯, y¯, z¯, t− τ)dV¯ dτ, ∀(x, y, z) ∈ Ω,∀t ∈ T
⇒ 0 =
∫
Ω
u˜(x¯, y¯, z¯, τ)G(x, y, z, x¯, y¯, z¯, t− τ)dV¯ , ∀(x, y, z) ∈ Ω,∀t, τ ∈ T
⇒ 0 =
∫
Ω
u˜(x¯, y¯, z¯, τ)
(
8
∞∑
e−D(m
2+n2+l2)pi2(t−τ) sinmpix sinnpiy sin lpiz sinmpix¯ sinnpiy¯ sin lpiz¯
)
dV¯ ,
∀(x, y, z) ∈ Ω,∀t, τ ∈ T
⇒ 0 =
∞∑∫
Ω
u˜(x¯, y¯, z¯, τ) sinmpix¯ sinnpiy¯ sin lpiz¯dV¯ e−D(m
2+n2+l2)pi2(t−τ) sinmpix sinnpiy sin lpiz,
∀(x, y, z) ∈ Ω,∀t, τ ∈ T
⇒ 0 =
∫
Ω
u˜(x, y, z, t) sinmpix sinnpiy sin lpizdV, ∀(m,n, l)
⇒ 0 =
∑
u¯mnl(t)
∫
Ω
u˜(x, y, z, t) sinmpix sinnpiy sin lpizdV,
⇒ 0 =
∫
Ω
u˜(x, y, z, t)
∑
u¯mnl(t) sinmpix sinnpiy sin lpizdV,
⇒ 0 =
∫
Ω
u˜(x, y, z, t)u¯MNL(x, y, z, t)dV. (5.36)
The last inequality results from that (5.32) implies
∃(x, y, z, t) s.t. u˜(x, y, z, t) 6= 0, (5.37)
since uˆ is continuous
∫
TΩ
u˜2dV t > 0. (5.38)
Remarks:
• The optimization for determining u¯mnl for each (m,n, l) is independent. This solution of the optimal
control problem is very closely related to spectral methods [74] for the numerical simulation of PDEs.
• If the reference field is such that the integral (5.10) can be solved analytically, then (5.26) can be
determined analytically from (5.27) and the computational cost of computing the optimal manipulated
field is negligible.
• If the integral (5.10) cannot be solved analytically, then the rmnl(t) can be computed efficiently by sam-
pling with a uniform mesh and applying available numerical software for computing multidimensional
fast Fourier transforms [84].
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Claim 5.2.4. Consider the optimal control problem with the assumptions
1. v = 0,
2. g(C) is linear, i.e., g(C) = kC.
For the minimum-energy manipulated field u¯∗MNL(x, y, z, t) that achieves RMNL(x, y, z, t) for the transformed
system, its corresponding manipulated field
u∗MNL(x, y, z, t) = u¯
∗
MNL(x, y, z, t) + kC (5.39)
achieves RMNL(x, y, z, t) for the original system while having minimum energy.
Proof. For the manipulated field uMNL(x, y, z, t) that produces the concentration field RMNL(x, y, z, t) in
the original problem, the manipulated field
u¯MNL(x, y, z, t) = uMNL(x, y, z, t)− kC (5.40)
= uMNL(x, y, z, t)− kRMNL (5.41)
produces the concentration field RMNL(x, y, z, t) in the transformed system. Consider a proof by contradic-
tion. Suppose that
u¯MNL(x, y, z, t) 6= u¯∗MNL(x, y, z, t), (5.42)
then define the difference by
u¯MNL(x, y, z, t) = u¯∗MNL(x, y, z, t) + u˜(x, y, z, t), (5.43)
where
∫
Ω
u˜(x, y, z, t) sinmpix sinnpiy sin lpizdV = 0, (5.44)
from (5.36). The energy of the manipulated field for the original problem is
∫
TΩ
u2MNLdV dt
=
∫
TΩ
(u¯∗MNL(x, y, z, t) + u˜(x, y, z, t) + kRMNL)
2
dV dt
=
∫
TΩ
(u¯∗MNL(x, y, z, t) + kRMNL)
2
dV dt+
∫
TΩ
u˜(x, y, z, t)2dV dt
>
∫
TΩ
(u¯∗MNL(x, y, z, t) + kRMNL)
2
dV dt. (5.45)
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The second equality follows from the orthogonality, and the third inequality follows from (5.38).
The above result implies that, under the given assumptions, the minimum-energy manipulated field for
the original system can be written by the Fourier sine series.
With given M , N , and L for the manipulated field, the minimum control error E in (5.5) is bounded by
the output field produced by the manipulated field u¯∗MNL:
E ≤
∫
TΩ
(R(x, y, z, t)−RMNL(x, y, z, t))2 dV t (5.46)
=
∫
TΩ
2MNL(x, y, z, t)dV t. (5.47)
This upper bound is independent of the diffusion coefficient and reaction rate, and is only a function of the
portion of the reference field not described by the selected eigenfunctions. Relaxing the spatial variation
constraint increases the number of terms in the series and decreases the minimum control error.
Claim 5.2.5. Under the assumptions
1. u(x, y, z, t) = 0 on ∂Ω,
2. v = 0,
3. g(C) is linear,
the inequality (5.46) is satisfied as an equality.
Proof. Under the assumptions, u¯(x, y, z, t) can be parameterized by using the Fourier sine series,
u¯(x, y, z, t) :=
∞∑
u¯mnl(t) sinmpix sinnpiy sin lpiz, (5.48)
where
u¯mnl(t) = 8
∫
Ω
u¯(x, y, z, t) sinmpix sinnpiy sin lpiz dV. (5.49)
The manipulated field that satisfies the spatial constraints is of the form
u¯(x, y, z, t) =
∑
u¯mnl(t) sinmpix sinnpiy sin lpiz, (5.50)
where u¯mnl(t) are to be determined, and its output concentration field is of the form
C(x, y, z, t) =
∑
cmnl(t) sinmpix sinnpiy sin lpiz, (5.51)
where
u¯mnl(t) =
dcmnl(t)
dt
+D(m2 + n2 + l2)pi2cmnl(t). (5.52)
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The control error is
E =
∫
TΩ
[(∑
(rmnl(t)− cmnl(t))sinmpix sinnpiy sin lpiz
)2
+ 2MNL(x, y, z, t)
]
dV t, (5.53)
which follows from orthogonality of the eigenfunctions. By setting cmnl = rmnl to determine u¯mnl, the
equality is achieved.
The statements in (5.13) and (5.14) become
lim
M,N,L→∞
|R(x0, y0, z0, t)− C(x0, y0, z0, t)| = 0, ∀(x0, y0, z0) ∈ Ω, (5.54)
and
lim
M,N,L→∞
∫
Ω
(R(x, y, z, t)− C(x, y, z, t))2 dV = 0, (5.55)
respectively. These imply that the minimum control error satisfies
lim
M,N,L→∞
∫
T
∫
Ω
(R(x, y, z, t)− C(x, y, z, t))2 dV dt = 0. (5.56)
Once u¯(x, y, z, t) =
∑
u¯mnl(t) sinmpix sinnpiy sin lpiz is determined, the manipulated field for the original
PDE can be determined from (5.15):
u(x, y, z, t) = u¯(x, y, z, t) + v · ∇C + g(C), (5.57)
where C is inserted from (5.31). The optimal solution is
u(x, y, z, t) = g(R) +
∑
u1,mnl(t) sinmpix sinnpiy sin lpiz +
∑
u2,mnl(t) cosmpix sinnpiy sin lpiz
+
∑
u3,mnl(t) sinmpix cosnpiy sin lpiz +
∑
u4,mnl(t) sinmpix sinnpiy cos lpiz, (5.58)
where
u1,mnl(t) =
drmnl
dt
+D(m2 + n2 + l2)pi2rmnl, (5.59)
u2,mnl(t) = mpivxrmnl(t), (5.60)
u3,mnl(t) = npivyrmnl(t), (5.61)
u4,mnl(t) = lpivzrmnl(t). (5.62)
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5.3 Coupled Reaction-Diffusion-Convection Equations
Consider the optimal spatial field control of coupled reaction-diffusion-convection equations:
min
ui(x, y, z, t)
∈ Ui(x, y, z, t)
∑
i
∫ tf
0
∫
V
(Ri(x, y, z, t)− Ci(x, y, z, t))2dV dt, (5.63)
where
∂Ci
∂t
= Di∇2Ci − v · ∇Ci − gi(C1, . . . , CN ) + ui(x, y, z, t), (5.64)
Ci(x, y, z, t) = 0, on ∂Ω, (5.65)
and
Ci(x, y, z, 0) = 0. (5.66)
With the definitions
u¯i = ui(x, y, z, t)− gi(C1, . . . , CN ), i = 1, . . . , N, (5.67)
or
u¯i = ui(x, y, z, t)− v · ∇Ci − gi(C1, . . . , CN ), i = 1, . . . , N, (5.68)
the determination of the optimal u¯i are decoupled. Once the optimal u¯i have been determined, the species
concentration fields Ci and untransformed optimal manipulated fields ui are determined in the same way as
in the previous section.
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5.4 Numerical Examples
Consider the spatial field control problem with diffusion, linear chemical reaction kinetics g(C) = kC,
convection in the x-direction, and reference field7
R(x, y, z, t) = (e−x − e−3x)(e−y − e−4y)(e−2z − e−4z)(e−t − e−2t). (5.69)
In a stem tissue engineering application, this reference field corresponds to a 3D spatial region and time
in which a cellular uptake of growth factor is desired to cause the stem cells in that region to differentiate to
form a specific type of cell (such as an islet cell in the generation of a pancreas for treatment of a diabetic
patient). The reader is referred to a paper for a more detailed discussion of these applications [112].
Figure 5.1: Reference concentration fields showing isosurfaces of 0.01, 0.008, 0.006, and 0.004 from inside
to outside at t = 1.
The isosurfaces for the reference and controlled concentration fields show good correspondence as the
number of terms in each of the three spatial directions increases (see Figures 5.1 and 5.2). The mononotic
decrease in the control error with the inclusion of increased number of spatial frequencies is shown in Figure
5.3. The control error drops by approximately 50% when going from N = M = L = 1 to N = M = L = 3
terms. The isosurfaces for the input field is skewed downstream when the process includes convection in
the positive x-direction (see Figures 5.4 and 5.5). This skewness agrees with physical intuition, in that an
increased control input is needed downstream to compensate for the molecules that leave the domain at
x = 1 due to convection.
7All variables have been rescaled to be in dimensionless form.
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(a) N = M = L = 5 (b) N = M = L = 10
(c) N = M = L = 20
Figure 5.2: Optimal concentration fields showing isosurfaces of 0.01, 0.008, 0.006, and 0.004 from inside to
outside at t = 1.
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Figure 5.3: The minimum control error, for varying number of basis functions. The minimum control error,
the control error is 5.4× 10−5 if no growth factor is released. These plots are independent of D, g(C) and
v.
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(a) N = M = L = 5 (b) N = M = L = 10
(c) N = M = L = 20
Figure 5.4: Optimal input fields showing isosurfaces of 1, 0.5, and 0.1 from inside to outside at t = 1 for
various number of basis functions with D = 1 and k = 7.6.
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(a) N =M=L= 5 (b) N =M=L= 10
(c) N =M=L= 10
Figure 5.5: Optimal input fields showing isosurfaces of 1, 0.5, and 0.1 from inside to outside at t = 1 for
various number of basis functions with D = 1, k = 7.6, and vx = 100.
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5.5 Conclusions
A modal control approach is investigated for optimal control problems in which the manipulation is
distributed over a 3D spatial field with constraints on its spatial variation. It is shown that the optimal
control error is independent of the values of the model parameters and can be obtained by utilizing the
fact that all eigenmodes are decoupled. The construction of the unique minimum-energy manipulated field
is provided for a transformed problem, which is intimately connected to the minimum-energy manipulated
field for the original problem. A simulation demonstrates small optimal control error for a 3D time-varying
reference field with modest spatial variation. The extension of the proposed approach to coupled PDEs was
also briefly described.
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CHAPTER 6
APPLICATION TO TISSUE ENGINEERING
Distributed parameter control problems involving manipulation within the spatial domain arise in a vari-
ety of applications including vibration control, active noise reduction, epidemiology, tissue engineering, and
cancer treatment. A state-constrained spatial field control problem motivated by a biomedical application
is solved in which the manipulation occurs over a spatial field and the state field is constrained both in spa-
tial frequency and by a partial differential equation (PDE) that effects the manipulation. An optimization
algorithm combines three-dimensional Fourier series, which are truncated to satisfy the spatial frequency
constraints, with exploitation of structural characteristics of the PDEs. The computational efficiency and
performance of the optimization algorithm are demonstrated in a numerical example, for which the spatial
tracking error is almost entirely due to the limitation on the spatial frequency of the manipulated field.
The numerical results suggest that optimal control approaches have promise for controlling the release of
macromolecules in tissue engineering applications.
6.1 Introduction
In spatial field control, manipulation within a distributed parameter system (DPS) occurs as a spatial
field. Spatial field control problems arise in a variety of applications including vibration control using
internally placed piezo-actuators [146], active noise reduction in acoustic enclosures [154], active control
of communicable disease carriers [88], the engineering of biological tissues and organs [112], and cancer
treatment [192]. The ability to manipulate within the spatial domain provides much more controllability
than the heavily studied boundary control problems (e.g., [191]), but the enhanced manipulation requires
the determination of many more degrees of freedom. For example, for spatial field control problems with
three spatial dimensions, the manipulated variable is u(x, y, z, t),∀x, y, z, t, compared to boundary control
in which manipulation is defined only on the external surface.
95
While many theoretical results have been derived for many classes of spatial field control problems
[15, 124, 125], few contributions have proposed numerical algorithms that address all of the challenges that
arise in real applications. While nonlinear programming methods for solving optimal control problems
such as control vector parameterization [151, 170] and direct transcription [21, 102] are directly applicable
to boundary control and most other optimal control problems, spatial field control for real applications
problems must be carefully formulated to arrive at a computationally feasible solution. This is true whether
the algorithms are implemented off-line or on-line with repeated solution at each time instance in a receding-
horizon manner (so-called model predictive control [143]).
For example, consider an attempt to solve a simple open-loop spatial field control problem using con-
trol vector parameterization with a standard finite-difference discretization of a single partial differential
equation (PDE) over time and the three spatial dimensions with 100 grid points in each dimension. The
resulting nonlinear program with 1004 = 108 optimization variables is too computationally complex to be
solved with existing computer hardware and software. The spatial control problems that arise in most real
applications are even more complicated, involving multiple PDEs and typically requiring the satisfaction of
spatial constraints on the state or manipulated fields.
This chapter addresses a state-constrained spatial field control problem for a system described by tightly
coupled PDEs. As is common in the optimal control of PDEs, basis function expansions are used to reduce
the number of degrees of freedom to a manageable size [69, 109, 134]. Unlike the problem-independent
basis functions such as Legendre polynomials, radial basis functions, and proper orthogonal decomposition
that have been very popular in the last decade [23, 110, 117, 118, 136], the structural characteristics of the
PDEs will be exploited to reduce computational complexity. The methodology is presented in the context
of a spatial field control problem motivated by tissue engineering [112, 45, 139, 140, 173, 179], in which
molecules are released within a biological tissue from fixed embedded polymer microparticles designed to
provide controlled release [19, 198]. The transport of these molecules is described by reaction-diffusion-
convection equations in three spatial dimensions, and the control problem is to provide a desired spatial and
temporal uptake of these molecules throughout the biological tissue. The reader is directed to a paper [112]
for more details on the biological motivation for the optimal control problem, including additional references
to relevant tissue engineering literature.
6.2 Spatial Field Control Problem
The system has a chemical species initially located in small biostable biocompatible polymer micropar-
ticles that are embedded, along with cells, in a tissue scaffold [173, 179]. Over time the chemical species is
released from the microparticles and taken up by the surrounding cells, which cause the cells to change their
behavior. The control objective is to provide for a desired spatial and temporal cellular uptake rate, which
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is related to the local chemical species concentration by
Ruptake(x, y, z, t) = f(C(x, y, z, t)), (6.1)
where f is an invertible algebraic function that can be identified from in vitro cell culture experiments
[40, 194]. To simplify the mathematical formulation, (6.1) is inverted to derive an expression for a reference
concentration field
R(x, y, z, t) = f−1(Ruptake,desired(x, y, z, t)), (6.2)
so that the mathematical control objective is to determine properties of the polymer microparticles that
minimize the error between the reference and model species concentration fields.
The concentration field C(x, y, z, t) in the engineered tissue construct is modeled by the reaction-diffusion-
convection equation
∂C
∂t
= D∇2C − v · ∇C − g(C) + u(x, y, z, t), ∀t > 0, (x, y, z) ∈ Ω := (0, 1)3, (6.3)
which is a parabolic PDE with manipulated field u(x, y, z, t), effective diffusion coefficient D > 0, spatially
uniform velocity vector field v, and net chemical species consumption g(C) by cellular uptake and species
degradation. The effects of chemical species reversibly binding with the extracellular matrix can be included
with minor modifications of the model. The system is treated as a continuum, which is most accurate for
length scales larger than the diameter of a cell (about 10 microns). To simplify the presentation, suppose
the zero initial condition
C(x, y, z, 0) = 0, (6.4)
and the Dirichlet boundary condition
C(x, y, z, t) = 0, on ∂Ω. (6.5)
Each polymer microparticle is assumed to consist of a polymer core that initially contains a uniform
concentration of chemical species to be released and a polymer shell that initially does not contain the
chemical species (see Figure 6.1). Technology is available for manufacturing these core-shell microparticles
to have precisely specified physical properties [19]. The manipulated field u(x, y, z, t) associated with the
release of a chemical species from core-shell microparticles embedded in the biological tissue is related to the
core-shell microparticles by
u(x, y, z, t) = 4piρR2pJ
∣∣∣
r=Rp
, (6.6)
where Rp is the outer radius, 4piR2p is the external surface area, ρ is the number density of the core-shell
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Figure 6.1: Overview of the system.
microparticles, and the flux at the surface of a single core-shell microparticle is
J
∣∣∣
r=Rp
= −κ∂Cr
∂r
∣∣∣
r=Rp
, (6.7)
where Cr(r, x, y, z, t) is the concentration field and κ > 0 is the effective diffusion coefficient within the
core-shell microparticle. To simplify manufacturing of the tissue construct, the core-shell microparticles are
assumed to be identical except for having different initial loading Cr0. Technology exists for embedding a
specified spatial distribution of these microparticles within a tissue matrix [47, 141]. Changing the number
density has exactly the same effect on the spatiotemporal release as changing the initial loading, so the
number density ρ is assumed to be spatially uniform in (x, y, z) without changing the achievable value for
the control objective. The effective diffusion coefficient κ can be modified by changing the polymer chemistry,
molecular weight distribution, porosity, or tortuosity [50].
The transport of species through a biostable biocompatible polymeric core-shell microparticle is described
by
∂Cr
∂t
= κ
(
∂2Cr
∂r2
+
2
r
∂Cr
∂r
)
, t > tp, 0 ≤ r < Rp, (6.8)
with initial condition
Cr(r, x, y, z, tp) =
Cr0(x, y, z), 0 ≤ r < rp,0, rp ≤ r < Rp, (6.9)
and boundary conditions
∂Cr
∂r
∣∣∣∣
r=0
= 0, (6.10)
Cr(Rp, x, y, z, t) = kpC(x, y, z, t), (6.11)
where rp is the radius of the polymer core, kp is the partition coefficient (which can be modified by changing
the polymer chemistry), and tp is the time for which the core-shell microparticles are activated by a spatially
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uniform environmental trigger. Many environmental triggers have been demonstrated in tissue engineering
applications including pH, temperature, pressure, light, glucose, electric current, ultrasound, magnetic field,
enzymes and other proteins, and ionic strength [34, 114, 163, 166, 177]. Many of these environmental triggers
can be activated with spatial uniformity across the biological tissue.
To simplify the analysis, both tissue and microparticle models assume that the effective transport due
to Brownian motion is spatially uniform and that the effective diffusion coefficient κ > 0 is the same in
the polymer core and polymer shell. The inclusion of a polymer shell provides a much greater variety of
release rates than microspheres, including the creation of a delay in the release profile [19]. The above system
consists of two types of systems in feedback. Each microparticle, referred to as System 1 in Figure 6.1, locally
provides the manipulation, which is described by (6.8)-(6.11). These microparticles are embedded in the
tissue construct described by (6.3)-(6.5), referred to as System 2, whose concentration field is to be controlled.
The two types of systems are interconnected through (6.6)-(6.7). Recall that Cr is the concentration of the
chemical species in the microparticles and C is the concentration of the same chemical species in the tissue
construct.
The spatial field control problem is to determine the optimal properties of the polymer microparticles
{ρ,Rp, rp, kp, κ, tp, Cr0(x, y, z)} (6.12)
that specify a manipulated field u(x, y, z, t) of constrained spatial variation that minimizes the error between
the reference and model species concentration fields1
E =
∫
T
∫
Ω
(R(x, y, z, t)− C(x, y, z, t))2dV dt, (6.13)
where T is the time range of interest, R(x, y, z, t) is the reference concentration field which is C1 in time
and C2 in the spatial directions and satisfies the zero initial condition
R(x, y, z, 0) = 0, (6.14)
and the Dirichlet boundary condition
R(x, y, z, t) = 0, on ∂Ω. (6.15)
The spatial variation constraints are due to manufacturing constraints, and the initial loading is restricted
1
∫
Ω dV =
∫ 1
0
∫ 1
0
∫ 1
0 dxdydz
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to lower spatial frequencies, given in terms of M,N and L of
Cr0(x, y, z) =
M∑
m=−M
N∑
n=−N
L∑
l=−L
Cr0,mnle
(mpix+npiy+lpiz)j (6.16)
for some complex numbers Cr0,mnl for −M ≤ m ≤M , −N ≤ n ≤ N and −L ≤ l ≤ L.
6.2.1 Case I: v = 0, g(C) = kC, kp = 0
For a system with zero partition coefficient, the set of optimization variables is
{ρ,Rp, rp, κ, tp, Cr0(x, y, z)}. (6.17)
The analytical solution to the microparticle equations (6.8)-(6.11) is
Cr(r, x, y, z, t) =
2Cr0(x, y, z)
r
∞∑
i=1
rp
ipi
sin
ipir
Rp
e
−κj2pi2
R2p
t
(
Rp
ipirp
sin
ipirp
Rp
− cos ipirp
Rp
)
︸ ︷︷ ︸
:=ui(t)
(6.18)
and the flux at the microparticle surface from (6.7) is
J
∣∣∣
r=Rp
=
2κrpCr0(x, y, z)
R2p
∞∑
i=1
(−1)i+1ui(t)︸ ︷︷ ︸
:=u(t)
, (6.19)
and insertion into (6.6) gives the manipulated field:
u(x, y, z, t) = 8piρκrpCr0(x, y, z)u(t). (6.20)
To remove redundancy in the optimization variables, define
α(x, y, z) := 8piρκrpCr0(x, y, z), (6.21)
β := rp/Rp, (6.22)
γ := κ/R2p, (6.23)
then
ui(t) = e−γi
2pi2t
(
sin ipiβ
ipiβ
− cos ipiβ
)
, (6.24)
and
u(x, y, z, t) = α(x, y, z)u(t). (6.25)
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From this, it can be seen that the optimization in the spatial component depends only on α and temporal
component on β and γ.
In the previous chapter, it was shown that for v = 0 and g(C) = kC the manipulated field u(x, y, z, t) is
a Fourier sine series. With the spatial frequency constraints on the manipulated field, α can be written as
a truncated Fourier sine series 2
α(x, y, z) =
∑
αmnl sinmpix sinnpiy sin lpiz (6.26)
:= αMNL(x, y, z), (6.27)
where the real 3D Fourier sine series coefficients αmnl are to be determined. Insertion into (6.25) results in
the manipulated field
u(x, y, z, t) = αMNL(x, y, z)u(t), (6.28)
which produces the output field:3
C(x, y, z, t) =
∫ t
0
∫
Ω
u(x¯, y¯, z¯, τ)G(x, y, z, x¯, y¯, z¯, t− τ)dV¯ dτ (6.29)
=
∑
αmnlcmnl(t) sinmpix sinnpiy sin lpiz (6.30)
where4
G(x, y, z, x¯, y¯, z¯, t) = 8
∞∑
e−(D(m
2+n2+l2)pi2+k)t sinmpix sinnpiy sin lpiz sinmpix¯ sinnpiy¯ sin lpiz¯ (6.31)
and
cmnl(t) =
∞∑
i=1
1− e−((D(m2+n2+l2)−γi2)pi2+k)t
(D(m2 + n2 + l2)− γi2)pi2 + k (−1)
i+1ui(t). (6.32)
The reference field R(x, y, z, t) written in terms of the 3D Fourier series (also known as its spectral
decomposition [74]) is a Fourier sine series with the given boundary condition (6.15),
R(x, y, z, t) =
∞∑
rmnl(t) sinmpix sinnpiy sin lpiz, (6.33)
where
rmnl(t) = 8
∫
Ω
R(x, y, z, t) sinmpix sinnpiy sin lpizdV. (6.34)
By taking into account a potentially nonzero trigger time tp, the optimization (6.13) can be written equiva-
2
∑
:=
∑M
m=1
∑N
n=1
∑L
l=1
3
∫
Ω dV¯ :=
∫ 1
0
∫ 1
0
∫ 1
0 dx¯dy¯dz¯
4
∑∞ = ∑∞m=1∑∞n=1∑∞l=1
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lently as5
min
αmnl,β,γ,tp
E =
1
8
min
αmnl,β,γ,tp
∑∫ tf
t0
(rmnl(t)− αmnlcmnl(t− tp))2 dt+ 18
∞∑
+1
∫ tf
t0
r2mnl(t)dt, (6.35)
where rmnl(t) = 0, ∀t < 0, tf is the final time of interest and t0 = min {0, tp} by application of orthogonality.
The above manipulations reduced the set of optimization variables to
{αmnl, β, γ, tp}. (6.36)
The optimization (6.35) is largely decoupled and is solved by a combination of gridding and analytical
methods:
1. grid β, γ, and tp over ranges that are guaranteed to encompass the global solution,
2. for each combination of these parameter values, determine the optimal αmnl for each m, n, and l (this
can be done analytically, as discussed below),
3. calculate and store the value of the optimization objective E,
4. repeat Steps 2-3 for each grid point,
5. select the minimum E for all grid points, and
6. refine the grid until the optimal objective no longer reduces significantly.
An initial estimate for the trigger time tp can be obtained as the time that maximizes rmnl and cmnl for some
m, n, and l. The optimization over αmnl in Step 2 is convex and so can be determined by basic calculus as
αmnl =
∫ tf
t0
rmnl(t)cmnl(t− tp)dt∫ tf
t0
cmnl(t− tp)2dt
. (6.37)
For initial ranges for β, γ, and tp that encompass the global minimum, the convexity of the optimization
over αmnl and the continuity of the solution of the PDEs as a function of the optimization parameters imply
that the optimization algorithm will converge within any specific tolerance of the global optimum.
6.2.2 Case II: v = 0, g(C) = kC, kp 6= 0
For this case, the set of optimization variables is
{ρ,Rp, rp, κ, tp, Cr0(x, y, z)}. (6.38)
5
∑∞
+1 :=
∑∞−∑
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The analytical solution to the microparticle equations (6.8)-(6.11) is
Cr(r, x, y, z, t) =
2Cr0(x, y, z)
r
∞∑
i=1
rp
ipi
sin
ipir
Rp
ui(t) +
2κkp
rRp
∞∑
i=1
sin
ipir
Rp
(−1)i+1ipi
∫ t
0
C(x, y, z, τ)e−γi
2pi2(t−τ)dτ
(6.39)
and the flux at the microparticle surface from (6.7) is
J
∣∣∣
r=Rp
=
2κrpCr0(x, y, z)
R2p
u(t) +
2κ2kp
R3p
∞∑
i=1
(ipi)2
∫ t
0
C(x, y, z, τ)e−γi
2pi2(t−τ)dτ. (6.40)
Insertion into (6.6) gives the manipulated field:
u(x, y, z, t) = 8piκρrpCr0(x, y, z)u(t) +
8piκ2ρkp
Rp
∞∑
i=1
(ipi)2
∫ t
0
C(x, y, z, τ)e−γi
2pi2(t−τ)dτ (6.41)
= α(x, y, z)u(t) + δ
∞∑
i=1
(ipi)2
∫ t
0
C(x, y, z, τ)e−γi
2pi2(t−τ)dτ. (6.42)
where
δ :=
8piκ2ρkp
Rp
. (6.43)
By choosing the initial loading in terms of a truncated Fourier sine series (6.28), the output field is also
expressed by a truncated Fourier sine series, i.e.,
C(x, y, z, t) =
∑
c¯mnl(t) sinmpix sinnpiy sin lpiz (6.44)
for some c¯mnl. Since most of the error in (6.35) is due to the spatial constraint (we will see this in a later
example),
c¯mnl(t) ≈ rmnl(t). (6.45)
By using this approximation,
u(x, y, z, t) =
∑
umnl(t) sinmpix sinnpiy sin lpiz, (6.46)
where
umnl(t) ≈ αmnlu(t) + δ
∞∑
i=1
(ipi)2
∫ t
0
rmnl(τ)e−γi
2pi2(t−τ)dτ, (6.47)
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and the output field is
C(x, y, z, t) =
∫ t
0
∫
Ω
u(x¯, y¯, z¯, τ)G(x, y, z, x¯, y¯, z¯, t− τ)dV¯ dτ (6.48)
=
∑
c˜mnl(t) sinmpix sinnpiy sin lpiz. (6.49)
where
c˜mnl(t) = αmnl
∫ t
0
u(τ)e−(D(m
2+n2+l2)pi2+k)(t−τ)dτ︸ ︷︷ ︸
=cmnl(t) as in (6.32)
+r˜mnl(t), (6.50)
and
r˜mnl(t) := δ
∞∑
i=1
(ipi)2
∫ t
0
∫ τ
0
rmnl(τ¯)e−γi
2pi2(τ−τ¯)dτ¯e−(D(m
2+n2+l2)pi2+k)(t−τ)dτ. (6.51)
The optimization strategy is similar to the previous case. By taking into account a potentially nonzero
trigger time tp, the optimization (6.13) becomes
min
αmnl,β,γ,δ,tp
E ⇐⇒ min
αmnl,β,γ,δ,tp
∑∫ tf
t0
(rmnl(t)−αmnlcmnl(t− tp)−r˜mnl(t))2dt. (6.52)
The above manipulations reduce the set of optimization variables to
{αmnl, β, γ, δ, tp}. (6.53)
The optimization (6.35) is largely decoupled and is solved by a combination of gridding and analytical
methods:
1. grid β, γ, δ, and tp over ranges that are guaranteed to encompass the global solution,
2. for each combination of these parameter values, determine the optimal αmnl for each m, n, and l (this
can be done analytically, as discussed below),
3. calculate and store the value of the optimization objective E,
4. repeat Steps 2-3 for each grid point,
5. select the minimum E for all grid points, and
6. refine the grid until the optimal objective no longer reduces significantly.
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The optimization over αmnl in Step 2 is again convex and so can be determined by basic calculus as
αmnl =
∫ tf
t0
(rmnl(t)− r˜mnl(t)) cmnl(t− tp)dt∫ tf
t0
cmnl(t− tp)2dt
. (6.54)
As before, for initial ranges for β, γ, δ, and tp that encompass the global minimum, the optimization
algorithm will converge within any specific tolerance of the global optimum.
6.3 Optimization in the Manipulated Field
This section considers a different approach to the solution of the optimal control problem, which first
determines an optimal manipulated field while ignoring the PDEs for the microparticles and ignoring spatial
frequency constraints, and then determines optimization variables that best match this manipulated field
while taking constraints into account. This approach may be useful when direct minimization of the error
in the concentration field is too computationally expensive. Such cases include when the chemical kinetic
rate g(C) is nonlinear, in which case an analytical solution to (6.3) does not exist, or when there is a
convection term (i.e., v 6= 0) in which case the solution to the PDE (6.3) is no longer a Fourier sine series
and orthogonality cannot be used in (6.35).
6.3.1 Justification
To simplify the presentation, consider the 1D case with D 6= 0, v = 0, g(C) = kC, and tp = 0. The
control field
u∗(x, t) :=
∂R
∂t
−D∂
2R
∂x2
− kR (6.55)
achieves a perfect matching of the concentration field with the reference field when constraints are ignored.
With u(x, t) being the actual input, which must satisfy the control constraints, and the difference defined
by
ε(x, t) := u∗(x, t)− u(x, t), (6.56)
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then
∫
T
∫ 1
0
(R(x, t)− C(x, t))2 dxdt (6.57)
=
∫
T
∫ 1
0
(∫ t
0
∫ 1
0
δ(x¯, τ)
∞∑
n=1
2e−(D(npi)
2+k)(t−τ) sinnpix sinnpix¯dx¯dτ
)2
dxdt (6.58)
=
∞∑
n=1
∫
T
(∫ t
0
∫ 1
0
δ(x¯, τ)e−(D(npi)
2+k)(t−τ) sinnpix¯dx¯dτ
)2
dt (6.59)
=
∞∑
n=1
∫
T
(∫ t
0
gn(τ)e−(D(npi)
2+k)(t−τ)dτ
)2
dt (6.60)
≤
∞∑
n=1
∫
T
gn(τ)2dt
∫
T
e−(D(npi)
2+k)tdt (6.61)
=
∞∑
n=1
∫
T
(∫ 1
0
ε(x, τ) sinnpixdx
)2
dt
(∫
T
e−(D(npi)
2+k)tdt
)2
(6.62)
≤
∞∑
n=1
∫
T
(∫ 1
0
ε(x, τ)dx
)2
dt
(∫
T
e−(D(npi)
2+k)tdt
)2
(6.63)
≤
∫
T
∫ 1
0
ε2(x, τ)dxdt
∞∑
n=1
(∫
T
e−(D(npi)
2+k)tdt
)2
︸ ︷︷ ︸
independent of u(x, t)
(6.64)
(6.65)
where
gn(t) :=
∫ 1
0
ε(x¯, t) sinnpix¯dx¯. (6.66)
This above analysis motivates the minimization of
∫
T
∫ 1
0
ε2(x, τ)dxdt (6.67)
as an approach for minimizing an upper bound on the control error. If a control input u(x, t) exists that
results in a small value for (6.67), this control error will result in a concentration field that is close to the
reference field.
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6.3.2 Case I: kp = 0
It can be shown that
u∗(x, y, z, t) =
∂R
∂t
−D∇2R+ v · ∇R− g(R) (6.68)
=
∞∑
m=−∞
∞∑
n=−∞
∞∑
l=−∞
uˇ∗mnl(t)e
(mpix+npiy+lpiz)j (6.69)
where
uˇ∗mnl(t) =
∫
Ω
uˇ∗(x, y, z, t)e−(mpix+npiy+lpiz)jdV (6.70)
results in exact matching of the concentration field to the reference field. Under the spatial frequency
constraint, u∗(x, y, z, t) is truncated to
uˇ∗MNL(x, y, z, t) =
M∑
m=−M
N∑
n=−N
L∑
l=−L
u∗mnl(t)e
(mpix+npiy+lpiz)j . (6.71)
On the other hand, any allowable manipulated field is in the form of
uˇMNL(x, y, z, t) = αˇMNLu(t). (6.72)
The optimization of the right-hand side of the inequality
∫ tf
t0
∫
Ω
(
M∑
m=−M
N∑
n=−N
L∑
l=−L
(uˇ∗mnl(t)− αˇmnlu(t− tp)) e−(mpix+npiy+lpiz)j
)2
dV dt
≤
M∑
m=−M
N∑
n=−N
L∑
l=−L
∫ tf
t0
|uˇ∗mnl(t)− αˇmnlu(t− tp)|2 dt, (6.73)
over αˇmnl is decoupled, which can be optimized using similar steps as in the previous section. The inequality
becomes an equality if uˇ∗MNL is a Fourier sine series or a Fourier cosine series. Finally, α(x, y, z) is constructed
as
αˇMNL(x, y, z) =
M∑
m=−M
N∑
n=−N
L∑
l=−L
αˇmnle
(mpix+npiy+lpiz)j . (6.74)
107
6.3.3 Case II: kp 6= 0
As for Case I, determine the control input obtained by replacing C(x, y, z, t) by R(x, y, z, t):
uˇMNL(x, y, z, t) = αˇMNL(x, y, z)u(t) + δ
∞∑
i=1
(ipi)2
∫ t
0
RˇMNL(x, y, z, τ)e−γi
2pi2(t−τ)dτ, (6.75)
where
RˇMNL(x, y, z, t) :=
M∑
m=−M
N∑
n=−N
L∑
l=−L
rˇmnle
(mpix+npiy+lpiz)j , (6.76)
rˇmnl :=
∫
Ω
R(x, y, z, t)e−(mpix+npiy+lpiz)jdV. (6.77)
With time shift, the optimization of αˇmnl in the right-hand side of the inequality
∫ tf
t0
∫
Ω
(
M∑
m=−M
N∑
n=−N
L∑
l=−L
(uˇ∗mnl(t)− αˇmnlu(t− tp) − δ
∞∑
i=1
(ipi)2
∫ t
0
rˇmnl(τ)e−γi
2pi2(t−τ)dτ
)
(6.78)
e−(mpix+npiy+lpiz)j
)2
dV dt
≤
M∑
m=−M
N∑
n=−N
L∑
l=−L
∫ tf
t0
(
uˇ∗mnl(t)− αˇmnlu(t− tp)− δ
∞∑
i=1
(ipi)2
∫ t
0
rˇmnl(τ)e−γi
2pi2(t−τ)dτ
)2
dt. (6.79)
is decoupled, and can be optimized similarly as in the previous section.
6.4 Numerical Example
Consider the spatial field control problem (6.13) with the dimensionless constants D = 1, k = 0.1, and
v = 0 and reference field
R(x, y, z, t) = (e−x − e−3x)(e−y − e−4y)(e−2z − e−4z)(e−t − e−2t). (6.80)
The manufacturing process that places microparticles within the 3D tissue scaffold is the most efficient
when the spatial variation in the initial loading in the microparticles is constrained to low frequencies. First
consider the objective of determining the optimal microparticle properties (6.17) when the maximum spatial
frequency in any spatial direction is 10pi (M = N = L = 10).
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Figure 6.2: Reference field showing isosurfaces of 0.01, 0.008, 0.006, and 0.004 from inside to outside at
t = 0.7.
Figure 6.3: Optimal α(x, y, z) for the microparticles showing isosurfaces of 16, 12, 8, and 4 from inside to
outside for M = N = L = 10.
Figure 6.2 shows the reference field (6.80) at a representative time. The optimal properties of the
microparticles are
{rp/Rp, κ/R2p, tp} = {0.48, 0.08,−0.20} (6.81)
with α(x, y, x), which is proportional to the optimal initial loading, shown in Figure 6.3. The number
density ρ and initial loading Cr0(x, y, z) of the core-shell microparticles appear as a product in α(x, y, x), so
that the extra degree of freedom can be used to simplify manufacturing. For example, for a fixed optimal
α(x, y, x) the number density ρ could be reduced so that fewer microparticles would need to be positioned
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in a 3D tissue scaffold, by increasing the initial loading. Similarly, the effective diffusion coefficient κ and
radius Rp of the microparticles affect the chemical species release through the inverse time scale κ/R2p, so
this extra degree of freedom can also be used to simplify manufacturing. By manufacturing to specify the
pore size, the porous polymer microparticles can be made with κ having any specified value from arbitrarily
small to nearly the value of the effective diffusion coefficient D. This flexibility can be used to select the
microparticle radius Rp small enough that the initial loading Cr0(x, y, z) and concentration in the model
(6.3) behave like a continuum (Rp  1/max{N,M,L}). For example, κ/R2p = 0.08 could be obtained by
selecting Rp = 0.01  1/10, which is small enough to spatially resolve the initial loading, and selecting
κ = 0.08(0.01)2 = 8× 10−6, which can be implemented by using very small pore diameters in the polymeric
microparticles.
The spatial complexity of the optimal initial loading in Figure 6.3 indicates that it is unlikely that a
person would be able to design the optimal initial loading by intuition,6 which motivates the application
of numerical optimization. The concentration field obtained with optimal polymer microparticles is nearly
indistinguishable by eye from the approximated reference field (truncated sum of (6.33)), indicating that the
microparticles provide a very high degree of controllability within the constraint on the spatial resolution
(see Figures 6.4, also compare Figures 6.5 and 6.6).
Figure 6.4: Approximated reference (magenta) and optimal concentration (cyan) fields for
M = N = L = 10 showing the isosurface of 0.01 at t = 0.7.
6The optimal initial loading is much smaller in the center of the spatial domain than in the surrounding region.
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(a) N = 5 (b) N = 10
(c) N = 20
Figure 6.5: Optimal concentration fields showing isosurfaces of 0.01, 0.008, 0.006, and 0.004 from inside to
outside at t = 0.7.
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(a) N = 5 (b) N = 10
(c) N = 20
Figure 6.6: Approximated reference concentration fields showing isosurfaces of 0.01, 0.008, 0.006, and 0.004
from inside to outside at t = 0.7.
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If the microparticles can be spaced more closely together, then M , N , and L increase and the differences
between the optimal and reference fields become smaller (compare Figure 6.5 with Figure 6.2). These
differences vary with position. For example, the optimal concentration is mostly higher than the reference
for the center of the spatial domain but mostly lower than the reference for the off-center position x = y =
z = 1/4 (see Figure 6.7).
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(b) at an off-center position (x = y = z = 1/4)
Figure 6.7: Reference, approximate reference, and optimal concentration profiles for M = N = L = 10.
Zeroing the trigger time increases the minimum control error (6.13) by a factor of 7, indicating that this
is a useful optimization variable. Although the respective optimal concentration fields look similar at first
glance (see Figure 6.7), the zero trigger time is associated with an initial concentration increase at t = 0 that
is less sharp, which is the primary contribution to the control error. A tissue engineer would have to assess
whether the improvement in tracking the 3D concentration field is worth the extra experimental effort of
implementing an environmental trigger.
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Figure 6.8: The minimum control error (6.35) is the red circles, the second term in (6.35) is the blue
crosses, and the control error is 5.45× 10−5 if no chemical is released.
6.5 Conclusions
This chapter explicitly accounted for the dynamics within polymer microparticles while optimizing their
spatial and temporal release of macromolecules within an engineered tissue construct. With its incorporation
of state constraints in the form of partial differential equations for the microparticles and limitations on
spatial frequencies, the mathematical formulation for the spatial field control problem is significantly more
sophisticated than spatial field control problems described in the literature. Spectral decomposition was a
useful approach for direct satisfaction of the spatial frequency constraints and reduction of the large number
of degrees of freedom in the optimization problem. In the simulation results, the control error was mostly
due to the limitation on the spatial resolution, which can be overcome by using smaller microparticles spaced
more closely together.
Several directions are promising for future work. Microparticles of different design such as microcap-
sules or particles constructed with biodegradable polymers could be investigated. Nonlinear cellular uptake
kinetics, chemical degradation kinetics, and chemical interactions with the extracellular matrix are also of
practical importance. The ultimate objective of this research is to develop a suite of mathematical tools
for controlling the spatial and temporal development of an engineered tissue construct that can be used to
guide experimental designs and reduce trial-and-error experimentation.
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CHAPTER 7
INTERNAL MODEL CONTROL
An internal model control (IMC) design method is proposed that is applicable to linear infinite-dimensional
systems. An infinite-dimensional filter is coupled with the inverse of the irrational transfer function between
the process input and output, to produce a physically realizable controller with a tuning parameter to trade
off nominal performance with robustness. The proposed IMC design technique is applied to two boundary
control problems for mass transport described by partial differential equations (PDEs), in which the pro-
posed method provides much better robust performance compared to IMC applied to the finite-dimensional
approximation of the transfer function.
7.1 Introduction
The most commonly applied approach for the design of control systems for distributed parameter systems
(DPS) is to approximate the PDEs by ordinary differential equations (ODEs) and apply finite-dimensional
control design methods. The advantage of this approach is that a finite set of state-space equations or a
finite-dimensional transfer function is produced for which many control design methods (e.g., linear quadratic
gaussian control, H∞-optimal control, model predictive control, differential geometric methods, robust opti-
mal control) are directly applicable. A drawback of this approach is that, depending on the spatial dynamics
of the particular process, the dimension of the ODEs can be high resulting in high computational cost or the
ODEs may not represent the DPS as accurately as desired so that important model behaviors are missed.
Also, such an approach can hide the underlying structure and dynamics of the optimal controller for the
DPS, with a loss in understanding, elegance, and efficiency that would be obtained by direct solution of the
DPS optimal control problem (e.g., see discussion by [9] and citations therein).
Many papers have considered the analysis and control of DPS without approximation by ODEs, such
as robust stability analysis for additive plant perturbations [44], the existence of a controller that robustly
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stabilizes plants with multiplicative perturbations [105], and H∞-optimal control for systems with time
delay [209]. The internal model principle has been applied to design finite-dimensional low-gain robust
controllers for stable DPS that asymptotically track setpoint trajectories and suppress disturbances that
are superpositions of polynomials and sinusoids of known frequencies [87, 172, 103]. Controllers designed
using the internal model principle embed a model of the dynamical structure of the setpoint and disturbance
signals to obtain zero asymptotic steady-state error in the process output [76, 99, 97]. More recent results
have applied the internal model principle to design feedforward and feedback controllers for more general
inputs, which are only restricted to be bounded and uniformly continuous [99]. Upper bounds on the effects
of bounded additive linear perturbations on the output error have been derived [98]. Many of these latter
results apply to controllers that are infinite-dimensional [99, 97, 98].
Internal model control (IMC) is a control design method that matured in the 1980s to 1990s in which an
analytical solution for an optimal controller for a nominal process model is combined with a low-order filter
with an adjustable tuning parameter for trading off control quality with robustness to model uncertainties
[148]. This method can be interpreted as augmenting the inverse or an approximate inverse of the transfer
function of the nominal process model with a low-order low-pass filter to make the IMC controller proper
and provide the tuning parameter. IMC controllers explicitly incorporate the internal model principle, can
be easily modified to provide antiwindup compensation during saturation of the manipulated variable [207],
and can be applied to the independent design of reference prefilters, cascade controllers, and other multiple
degree-of-freedom controllers [148]. Certainly it would be beneficial to have design methods for DPS that
share these features.
The above considerations motivate this chapter’s development of an IMC design method that is directly
applicable to linear infinite-dimensional systems without approximation of the PDEs, in which the IMC
controller is designed by analytical solution of an optimal control problem or by inverting the irrational
transfer function for the process. Two approaches are developed for designing a physically realizable IMC
controller for infinite-dimensional systems: (1) augmenting the IMC controller with an infinite-dimensional
filter, or (2) designing the IMC controller for the process model that has been augmented to be semiproper.
Section 7.2 provides the definitions and robust analysis results used in Section 7.3 which describes the IMC
design method. This is followed by illustrative examples, conclusions, and directions for future investigation.
7.2 Preliminaries
The definitions and structure for infinite-dimensional systems described in this section mirror those for
finite-dimensional systems [148].
Definition 7.2.1 (Nominal Performance). The closed-loop system in Figure 7.1b attains nominal perfor-
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(a) IMC (b) Classical
Figure 7.1: Control structures.
mance if it is stable1 and
‖W1S‖∞ = sup
ω∈R
|W1(jω)S(jω)| < 1, (7.1)
where W1 is a weighting function, S = 1− P˜Q = 1/(1 + P˜C) is the sensitivity function, and P˜ , Q, and C
are the nominal process model, IMC, and classical feedback controller transfer functions, respectively.
The weighting functionW1 is typically selected to be large at low frequencies and small at high frequencies,
so as to emphasize performance at low frequencies. A pole at s = 0 forces the controller to have integral
action. The H∞-norm is the induced system norm for input and output signals quantified in terms of the
L2-norm, regardless of whether the weight and sensitivity are finite or infinite dimensional [9].
Infinite-dimensional systems are considered that belong to the Callier-Desoer algebra [36]. Some more
definitions and a more formal definition of stability for infinite-dimensional systems are needed in the sub-
sequent statement of the generalized Nyquist stability criterion. For σ ∈ R, define
L1,σ ≡
{
f(·)
∣∣∣∣f(·) : R+ → C,∫ ∞
0
|f(t)e−σt|dt <∞
}
, (7.2)
where R+ is the nonnegative real line and C is the field of complex numbers. The convolution algebra A(σ)
consists of the elements of the form
f(t) =

0, t < 0,
fa(t) +
∞∑
i=0
fiδ(t− ti), t ≥ 0,
(7.3)
where
• fa(·) ∈ L1,σ,
• t0 = 0 and ti > 0, ∀i = 1, 2, . . .,
1The precise notion of stability considered in this chapter is discussed later.
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• fi ∈ C and δ(t− ti) is the Dirac delta distribution applied at ti, and
•
∞∑
i=0
|fi|e−σti <∞.
Definition 7.2.2 (A(σ)-stability). f(·) is said to belong to A−(σ) iff there exists σ1 ∈ R with σ1 < σ such
that f(·) ∈ A(σ1). Further, define Aˆ(σ) = {fˆ |f ∈ A(σ)}, where fˆ is the Laplace transform of f . A system
is said to be A(σ)-stable if its transfer function belongs to Aˆ(σ).
A closed-loop system that is A(σ)-stable with σ < 0 is exponentially stable. The generalized Nyquist
stability criterion provides an analytical condition for A(σ)-stability of a closed-loop infinite-dimensional
system in terms of a path in the complex s-plane.2
Theorem 7.2.3 (Generalized Nyquist Stability Criterion [57]). Let Cσ+ denote the closed right-half complex
plane {s ∈ C| Re s ≥ σ}, and N¯∞ denote a Nyquist path as shown in Figure 7.2. Suppose the following
conditions are satisfied:
1. Gˆ(s) = nˆ(s)/dˆ(s), where nˆ(s) ∈ Aˆ−(σ0) and dˆ(s) ∈ Aˆ−(σ0),
2. There exist uˆ(s) ∈ Aˆ−(σ0) and vˆ(s) ∈ Aˆ−(σ0) such that uˆ(s)nˆ(s) + vˆ(s)dˆ(s) = 1,
3. dˆ(s) is analytic and bounded away from zero at ∞ in Cσ0+,
4. Gˆ(s) approaches zero as |s| → ∞ in Cσ0+.
Then, the closed-loop system with open-loop transfer function Gˆ(s) in negative unity feedback is A(σ)-stable
iff, for some σ < 0 and ∀s ∈ N¯∞,
• 1 + Gˆ(s) 6= 0,
• 1 + Gˆ(s) encircles the origin k times in the counterclockwise sense, where k is the number of open
right-half plane zeros of dˆ(s), counting multiplicities,
where N¯∞ is the Nyquist path, which follows the imaginary axis including the points +j∞ and −j∞ except
with -indentations in the left-half plane around any poles of Gˆ(s) on the imaginary axis.
Model uncertainties in the form of unmodeled dynamics are represented in terms of a family of processes:
Π = {P : P = (1 + ∆W2)P˜ , where ‖∆‖∞ ≤ 1;P and P˜ have the same number of unstable poles}, (7.4)
where P˜ is strictly proper and the uncertainty weight W2 and perturbation ∆ are stable proper (possibly
irrational) transfer functions. Below are robustness analysis conditions for infinite-dimensional systems
controlled by proper controllers Q and C. The following is the definition of robust stability.
2The result is the same as that of Ref. [57] except for the strengthening of Condition 4 as done in Ref. [49].
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Figure 7.2: Nyquist path N¯∞ : “x” denotes the jω-axis poles of G(s)
Definition 7.2.4 (Robust Stability). The closed-loop system in Figure 7.1b is robust stable if it is A(σ)-
stable for all P ∈ Π.
The next result applies the generalized Nyquist stability criterion to derive a necessary and sufficient
analytical condition for the robust stability of infinite-dimensional systems. The proof, which is simpler
than that in Ref. [49], follows a similar argument as used for finite-dimensional systems [59, 148], but with
more care in distinguishing operators from complex numbers.
Theorem 7.2.5 (Robust Stability). The closed-loop system in Figure 7.1b is robust stable iff the nominal
system is A(σ)-stable and
‖W2T‖∞ < 1, (7.5)
where T = P˜C/(1 + P˜C) is the complementary sensitivity function.
Proof. (⇐) Suppose
‖W2T‖∞ = sup
ω∈R
|W2(jω)T (jω)| < 1, (7.6)
then
‖∆W2T‖∞ ≤ ‖∆‖∞‖W2T‖∞ < 1. (7.7)
Now consider the equality
1 + PC = 1 + (1 + ∆W2)P˜C
= (1 + P˜C)(1 + ∆W2T ). (7.8)
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Figure 7.3: Graphical test for robust stability in the complex plane (shown for a single frequency).
Nominal A(σ)-stability and the generalized Nyquist stability criterion imply that 1 + P˜C along the Nyquist
path is not equal to zero and encircles the origin the k times required for A(σ)-stability. The inequality
(7.7) implies that 1 + ∆W2T is not equal to zero along the Nyquist path and hence does not change the
number of encirclements of the origin. That is, N(1 + P˜C) = N(1 +PC), where N(Gˆ(s)) is the net number
of clockwise encirclements of the origin by the image of the Nyquist path under Gˆ(s).
(⇒) Proof by contrapositive. Suppose
‖W2T‖∞ ≥ 1, (7.9)
then
∆ˆ = 1/‖W2T‖∞ (7.10)
satisfies
‖∆ˆ‖∞ ≤ 1 (7.11)
and
‖∆ˆW2T‖∞ = 1. (7.12)
Let ωˆ be a frequency in which this equality holds, then |∆ˆW2T |ωˆ is located on a unit circle centered at origin.
Select the parameter θ in ∆¯ = e−sθ∆ˆ so that |1 + ∆¯W2T |ωˆ = 0. Then ‖∆¯‖∞ ≤ 1 and, by (7.8), 1 +PC = 0
which implies that the system is not robust stable (from the generalized Nyquist stability criterion).
Definition 7.2.6 (Robust Performance). The closed-loop system in Figure 7.1b attains robust performance
if it is A(σ)-stable and ∥∥∥∥ W11 + PC
∥∥∥∥
∞
= sup
ω∈R
∣∣∣∣ W1(jω)1 + P (jω)C(jω)
∣∣∣∣ < 1, ∀P ∈ Π. (7.13)
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Figure 7.4: Graphical test for robust performance in the complex plane (shown for a single frequency).
Some straightforward algebra implies that robust performance is equivalent to the satisfaction of the
inequalities
‖W2T‖∞ < 1 and
∥∥∥ W1S
1 + ∆W2T
∥∥∥
∞
< 1, ∀‖∆‖∞ ≤ 1, (7.14)
with the first condition being the test for robust stability (Thm. 7.2.5). The next result replaces these two
inequalities with a single inequality.
Theorem 7.2.7 (Robust Performance). The closed-loop system in Figure 7.1b attains robust performance
if and only if the nominal system is A(σ)-stable and
‖|W1S|+ |W2T |‖∞ < 1. (7.15)
Proof. The proof is very similar to that on pages 56-57 of [59] with substitution of Thm. 7.2.5 for the analysis
of the robust stability for infinite-dimensional systems.
7.3 IMC Design for DPS
The analysis conditions for infinite-dimensional systems in the previous section are used to develop
an IMC design method for DPS. As in the design method for ODEs, the method can be interpreted as
determining an exact or approximate inverse of the nominal process model which is augmented with a filter
to derive a proper (physically realizable) controller. Extension of this approach to an infinite-dimensional
process model can require the use of an infinite-dimensional filter. The required information for controller
design are:
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1. nominal process model P˜ ,
2. performance specification (weighting function W1), and
3. uncertainty weight W2.
Two methods are proposed for creation of a physically realizable IMC controller.
7.3.1 Method 1
The IMC controller consists of the optimal controller for the nominal process model followed by filtering
to provide robustness.
Nominal performance
Determine the operator Q˜ for the nominal process P˜ that optimizes the nominal performance:
min ‖W1S˜‖∞, (7.16)
where S˜ = 1 − P˜ Q˜ is the nominal sensitivity function. Readers are referred to Ref. [49] for algorithms for
solving this minimization for infinite-dimensional processes. If the nominal process is minimum-phase, then
the solution is
Q˜ = P˜−1. (7.17)
This nominal operator Q˜ is usually improper since the nominal process is usually strictly proper.
Robust stability and performance
Design the IMC controller
Q(s) = Q˜(s)F (s, λ) (7.18)
which augments Q˜ with a filter F to detune the optimal controller and trade off speed of response with
robustness to model uncertainty, insensitivity to measurement noise, and smoothness of the control action.
The classical feedback controller C is given by comparison of the IMC and classical control structures in
Figure 7.1:
C =
Q
1− P˜Q. (7.19)
Usually an infinite-dimensional filter is needed so that the IMC controller Q is proper and the feedback
controller C is physically realizable. The filter F should be selected so that the closed-loop system retains
desired asymptotic properties as Q is detuned for robustness. In particular, for the error signal resulting
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from a step input to approach zero at steady-state, the filter should satisfy
lim
s→0
F (s, λ) = 1. (7.20)
To provide a one-to-one correspondence to the IMC design method for finite-dimensional systems, the tuning
parameter λ in the infinite-dimensional filter F should be defined so that the optimal nominal performance
is achieved as λ→ 0:
lim
λ→0
F (s, λ) = 1. (7.21)
The specific finite value for the tuning parameter λ can be selected in a number of ways, corresponding
to the same criteria used to tune IMC controllers for finite-dimensional systems [148]. For example, λ can
be selected as small as possible while satisfying the robust stability or robust performance conditions
‖W2T‖∞ < 1, (7.22)
‖|W1S|+ |W2T |‖∞ < 1, (7.23)
or to minimize the robust performance condition
min
λ>0
‖|W1S|+ |W2T |‖∞ (7.24)
with the design being acceptable if the attained objective is less than one. For stable processes, increasing
λ slows the closed-loop dynamics and increases robustness to model uncertainties.
7.3.2 Method 2
This approach first defines a super-set of the nominal process model. For a minimum-phase nominal
process model, construct P˜s(s, λ) ⊃ P˜ (s) for λ > 0 such that P˜s(s, λ) is minimum-phase and semiproper
and satisfies
lim
λ→0
P˜s(s, λ) = P˜ (s). (7.25)
Then the IMC controller is
Q(s, λ) = P˜−1s (s, λ), (7.26)
where the IMC tuning parameter λ is selected as described in Method 1. If the nominal process model is
non-minimum phase, then P˜s(s, λ) should be constructed so that the IMC controller Q optimizes the nominal
performance (7.16) as λ→ 0.
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7.3.3 Implementation
Method 1 is closest in character to the IMC method for finite-dimensional systems [148] whereas Method 2
is more convenient when inspecting Laplace transform tables to identify suitable forms for the IMC controller.
As in the standard IMC method, the form of the filter is up to the designer. The transfer function of the
classical controller is determined by (7.19) with the time-domain equations constructed by analytical or
numerical solution of the inverse Laplace transform. When the processes in Π (7.4) are stable, then the
control system can be implemented using either the IMC or classical feedback structure in Figure 7.1. Of
the two control structures, only the classical feedback structure can be implemented when the processes are
unstable, and any unstable poles in the nominal process must be canceled by unstable zeros in Q, similarly
as in the finite-dimensional case [148].
The allowable error in any finite-dimensional approximation of the infinite-dimensional controller can be
quantified by using similar analysis methods as developed in Section 7.2.
Usually the infinite-dimensional controller C˜ is not easy to implement directly, in which case a finite-
dimensional approximation C that accurately matches its frequency response over the closed-loop bandwidth
can be implemented [202] (the examples in the next section use finite-difference methods). Representing the
error in the finite-dimensional approximation of the controller by
Πc = {C : C = (1 + ∆cWc)C˜, ‖∆c‖∞ ≤ 1, C and C˜ have the same number of unstable poles}, (7.27)
specifies an upper bound on the relative error in the controller implementation∣∣∣∣∣ C˜(jω)− C(jω)C˜(jω)
∣∣∣∣∣ ≤ |Wc(jω)|, ∀C(s) ∈ Πc, ∀ω. (7.28)
Considering both this uncertainty and the multiplicative plant uncertainty, application of algebra similarly
as before results in the robust stability condition
|W2,totT | < 1, ∀ω, (7.29)
and robust performance condition
|W2,totT |+ |W1S| < 1, ∀ω, (7.30)
where W2,tot is any transfer function defined to have magnitude
|W2,tot| = |Wc|+ |W2|+ |Wc||W2|, ∀ω. (7.31)
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Figure 7.5: Equivalent block diagrams.
Figure 7.5 illustrates the block diagram transformation, where
|Wc∆c +W2∆ +Wc∆cW2∆| ≤ |W2,tot|, ∀ω, (7.32)
is implied by (7.31), by application of the triangle inequality.
7.4 Example 1: A Parabolic Equation
Consider the diffusion equation (as in Figure 7.6)
∂C
∂t
= D
∂2C
∂x2
, ∀x ∈ (0, a), ∀t > 0, (7.33)
with Dirichlet and Neumann boundary conditions
C(0, t) = u(t), (7.34)
∂C
∂x
∣∣∣
x=a
= 0, (7.35)
zero initial condition
C(x, 0) = 0, (7.36)
nominal diffusion coefficient D˜ = 10−5 m2/s, and the distance across the domain a = 10−2.5 m.
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Figure 7.6: Mass transport of molecules by diffusion into a solid film.
The minimum-phase transfer function for the nominal process
P˜ (s) =
1
cosh
√
s
(7.37)
for the control input u(t) and output C(a, t) is obtained by solving the Laplace transforms of the PDE (7.33)
and boundary conditions (7.34) and (7.35).
This application of the IMC design method selected the performance weight
W1 = 0.5
0.06s+ 1
0.06s
(7.38)
to specify zero steady-state error for a step input (that is, integral action), a peak sensitivity less than 2,
and a closed-loop time constant of 0.06.
The model uncertainty is described by the frequency-dependent bound∣∣∣∣∣P (jω)− P˜ (jω)P˜ (jω)
∣∣∣∣∣ ≤ |W2(jω)|, ∀ω ∈ R, (7.39)
with
W2 =
cosh
√
s
cosh
√
s/1.2
− 0.8, (7.40)
which requires that the closed-loop system is robust to variations in the diffusion coefficient, 0.72× 10−5 ≤
D ≤ 1.2× 10−5 or up to 20% uncertainty in the steady-state gain.
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An invertible semiproper super-set of the nominal process model
P˜s(s, λ) =
coshλ
√
s
cosh
√
s
, (7.41)
follows naturally from (7.37). The DPS IMC controller
Q(s, λ) =
cosh
√
s
coshλ
√
s
(7.42)
is the optimal solution of (7.16) for any fixed λ ≥ 0 with P˜s(s, λ) in place of the nominal process model.
The nominal sensitivity function and complementary sensitivity function for the above Q and P˜ (7.37) are
S(s) = 1− P˜Q = 1− 1
coshλ
√
s
, (7.43)
T (s) = P˜Q =
1
coshλ
√
s
. (7.44)
Figure 7.7 shows that λ = 0.3 satisfies the robust stability (7.22) and robust performance conditions (7.23),
and nearly minimizes (7.24).
Let’s verify that G = P˜C satisfies the conditions of the generalized Nyquist criterion in Thm. 7.2.3. The
function G for the nominal process is
G(s) = P˜C
=
P˜Q
1− P˜Q
=
1
coshλ
√
s
1− 1
coshλ
√
s
=
1
coshλ
√
s− 1 .
1. Let nˆ(s) =
1
coshλ
√
s
and dˆ(s) = 1− 1
coshλ
√
s
, then nˆ(s) ∈ Aˆ−(0) follows from
n(t) =
pi
λ2
∞∑
n=1
(−1)n−1(2n− 1)e−(2n−1)2pi2t/4λ2
and dˆ(s) ∈ Aˆ−(σ0) follows from
d(t) = δ(t)− pi
λ2
∞∑
n=1
(−1)n−1(2n− 1)e−(2n−1)2pi2t/4λ2 .
The above set memberships hold for any IMC tuning parameter λ, as each term in the summations is
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an exponential whose integral over time rapidly converges to zero as n→∞.
2. There exist uˆ(s) = 1 ∈ Aˆ−(σ0) and vˆ(s) = 1 ∈ Aˆ−(σ0) such that
uˆ(s)nˆ(s) + vˆ(s)dˆ(s) =
1
coshλ
√
s
+
(
1− 1
coshλ
√
s
)
= 1.
3. dˆ(s) = 1 − 1
coshλ
√
s
is analytic in C0+, as λ
√
s is analytic in s for C0+, cosh z is analytic for any
z ∈ C, and the composition of analytic functions are analytic. Straightforward algebra indicates that
dˆ(s) is bounded away from zero at ∞ in C0+.
4. lim
|s|→∞
1
coshλ
√
s− 1 = 0 for Re{s} > 0 follows from | coshλ
√
s| → ∞ as |s| → ∞ for Re{s} > 0.
It can also be verified that:
• 1 + P˜C = 1 + P˜Q
1− P˜Q 6= 0, ∀s ∈ N¯∞, since 1 +
P˜Q
1− P˜Q = 0 would imply a contradiction:
3
1 +
P˜Q
1− P˜Q = 0 ⇐⇒ 1 = 0.
• dˆ(s) has no open right-half plane zeros and 1 + 1
coshλ
√
s− 1 encircles the origin zero times in the
counterclockwise sense ∀s ∈ N¯∞ (the Nyquist curve does not cross with the imaginary axis).
The DPS IMC controller (7.42) was compared to the finite-dimensional IMC controller [148] designed
from the second-order and tenth-order transfer functions obtained by applying a second-order finite-difference
spatial discretization to the PDE (7.33) with grid size of 0.5 and 0.1, respectively (denoted by FD IMC
controller). The FD IMC controllers used the filter [148]
F (s, λ) =
1
(λs+ 1)n
(7.45)
with n = 2 or 10 to produce a proper Q with physically realizable controller C. In both cases, no IMC
tuning parameter λ achieved robust performance (see Figures 7.8 and 7.9). The values λ = 0.08 and λ = 0.01
were selected for the second- and tenth-order transfer functions, respectively, to minimize the violation of
the robust performance condition (7.23), that is, to minimize (7.24). FD IMC controllers were used for
comparison because finite-difference spatial discretization (FD) provided a much more accurate fit to the
frequency response of the nominal infinite-dimensional process than using modal decomposition (MOD), for
the same order (see Figure 7.10). Also, the modal decomposition for the same order introduces minimum-
phase zeros that do not appear in the nominal process.
3The use of the IMC filter F implies that 1− P˜Q 6= 0; 1− P˜Q = 0 would imply “perfect control,” which is not obtainable
in practice [148].
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Figure 7.7: Bode plots for the DPS IMC controller (Example 1).
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Figure 7.8: Bode plots for the FD IMC controller for a second-order model, n = 2 (Example 1).
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Figure 7.9: Bode plots for the FD IMC controller for a tenth-order model, n = 10 (Example 1).
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Figure 7.10: Bode magnitude and phase plots of the process and models obtained by different methods.
To investigate the effects of model uncertainty, setpoint tracking responses were simulated assuming that
the real process was (7.33) with the diffusion coefficient D = 1.2 × 10−5 which is covered by the model
uncertainty description. The DPS IMC controller (7.42) provided much better closed-loop performance
than the FD IMC controllers for both sinusoidal and step setpoints (see Figure 7.11 and Table 7.1). Further
analysis (not shown here for brevity) indicated that the FD IMC controllers do not provide acceptable robust
performance for any order for the finite-difference discretization of the PDE (7.33), no matter how high. As
the order increases, the frequency response of the finite-difference process model approaches the frequency
response of the PDE (7.33), however, the finite-order IMC filter (7.45) is poorly matched to the dynamics
of the PDE and this mismatch becomes worse as the order is increased. While IMC filters other than
(7.45) could be proposed to attempt to better match the infinite-dimensional dynamics of the process, such
guesswork is not required during the DPS IMC design where an appropriate form for the infinite-dimensional
filter (7.42) follows naturally from the transfer function of the nominal process model (7.37).
The IMC controllers designed for robust performance applied to finite-dimensional models of increasing
order do not converge to the controller designed by the DPS IMC method (see Figure 7.12), regardless of
how accurate the finite-dimensional model approximates the infinite-dimensional model. Even if the ultimate
goal is to design a finite-dimensional controller, this example indicates that it can be much more efficient
and effective to design the infinite-dimensional controller based on the infinite-dimensional process model
and then determine a finite-dimensional approximation of the controller. It is straightforward to show, from
132
Table 7.1: Errors in time-domain signal norms on the controlled variable (Example 1).
Setpoint FD2 IMC FD10 IMC DPS IMC
Sinusoidal ‖ · ‖∞ 0.6879 0.4766 0.2199
Sinusoidal ‖ · ‖2 0.0338 0.0235 0.0108
Step ‖ · ‖2 0.0100 0.0085 0.0043
the continuity of the performance objective with respect to the controller transfer function evaluated at
each frequency, that a sufficiently high order finite-dimensional approximation of the DPS IMC controller
will satisfy the robust performance criterion (7.23) provided that the criterion is strictly satisfied for the
DPS IMC controller and that the frequency response of the finite-dimensional controller converges to the
frequency response of the DPS IMC controller as the order is increased.
7.5 Robust Stability and Nominal Performance Conditions
For completeness, this section provides the expressions used to generate Figures 7.8 and 7.9.
Let P˜∞ denote the infinite-dimensional plant transfer function with nominal parameter values, Q∞
denote the infinite-dimensional controller designed by using P˜∞, and P˜FD denote the finite-dimensional
plant transfer function with nominal parameter values.
For the infinite-dimensional controller, the necessary and sufficient condition for robust stability is
∥∥∥W2P˜∞Q∞∥∥∥∞ < 1. (7.46)
For the finite-dimensional controller, the robust stability condition is∥∥∥∥∥W2 P˜∞QFD1 + (P˜∞ − P˜FD)QFD
∥∥∥∥∥
∞
< 1. (7.47)
For the infinite-dimensional controller, the nominal performance condition is
∥∥∥W1 (1− P˜∞Q∞)∥∥∥∞ < 1. (7.48)
For the finite-dimensional controller, the corresponding condition is∥∥∥∥∥W1 1− P˜FDQFD1 + (P˜∞ − P˜FD)QFD
∥∥∥∥∥
∞
< 1. (7.49)
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Figure 7.11: Closed-loop responses for setpoint tracking for Example 1. The “exact” process was modeled
by the finite-difference method with n = 50 and D = 1.2× 10−5. FD2 and FD10 are the second- and
tenth-order IMC controllers designed based on a finite-dimensional process model. The output is written in
terms of deviation variables.
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Figure 7.12: Bode plots for the controllers C(s) = Q
1−QP˜ designed by three ways for Example 1.
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Figure 7.13: IMC control structures based on infinite- and finite-dimensional models.
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For the infinite-dimensional controller, the robust performance condition is
∥∥∥W1 (1− P˜∞Q∞)∥∥∥∞ + ∥∥∥W2P˜∞Q∞∥∥∥∞ < 1. (7.50)
For the finite-dimensional controller, the corresponding condition is∥∥∥∥∥W1 1− P˜FDQFD1 + (P˜∞ − P˜FD)QFD
∥∥∥∥∥
∞
+
∥∥∥∥∥W2 P˜∞QFD1 + (P˜∞ − P˜FD)QFD
∥∥∥∥∥
∞
< 1. (7.51)
7.6 Example 2: A Hyperbolic and Parabolic System in Series
This example illustrates the application of the DPS IMC method to an unstable nonminimum-phase
process (Figure 7.14). Consider a series connection of two processes (A) and (B), where process (A) is
governed by the convection equation:
∂CA
∂t
+ v
∂CA
∂x
= 0, ∀x ∈ (0, a), ∀t > 0, (7.52)
and process (B) is governed by the diffusion equation:
∂CB
∂t
= D
∂2CB
∂x2
, ∀x ∈ (a, b), ∀t > 0, (7.53)
with initial conditions
CA(x, 0) = 0, (7.54)
CB(x, 0) = 0, (7.55)
and boundary conditions
CA(0, t) = u(t), (7.56)
∂CB
∂x
∣∣∣
x=b
= 0, (7.57)
vCA(a, t) = −D∂CB
∂x
∣∣∣
x=a
. (7.58)
For the control input u(t) and output CB(b, t), the nominal process transfer function is
P˜ (s) =
v˜e−as/v˜√
D˜s sinh
√
s
D˜
(b− a)
= P˜a(s)P˜m(s), (7.59)
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Figure 7.14: A distributed parameter system involving the transport of molecules through a gas and an
adjacent solid film.
where
P˜a(s) = e−as/v˜, (7.60)
P˜m(s) =
v˜√
D˜s sinh
√
s
D˜
(b− a)
. (7.61)
This is a nonminimum-phase process involving a hyperbolic PDE coupled with a parabolic PDE, which
describes the transport of molecules through adjacent gas and solid films. For a = 10−2.5 m, b = 2× 10−2.5
m, and nominal parameters D˜ = 10−5 m/s and v˜ = 2× 10−1.5 m/s, these nominal transfer functions are
P˜ (s) =
20e−s/20√
s sinh
√
s
, (7.62)
P˜a(s) = e−s/20, (7.63)
P˜m(s) =
20√
s sinh
√
s
. (7.64)
The performance weight
W1 = 0.3
0.093s+ 1
0.093s
(7.65)
specifies zero steady-state gain error for a step input, a closed-loop time constant of 0.093, and a maxi-
mum disturbance amplification of 10/3. The parameter combinations shown in Figure 7.15 are within the
multiplicative uncertainty description with the weight
W2 = 1.1
sinh
√
s√
1.2 sinh
√
s
1.2
− 1. (7.66)
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Figure 7.15: Sets of parameters for the velocity v and diffusion coefficient D covered by the multiplicative
uncertainty description with W2 for Example 2.
The invertible semiproper superset of P˜m(s)
P˜ms(s, λ) =
20 coshλ
√
s√
s sinh
√
s
(7.67)
follows naturally from (7.64), which results in the DPS IMC controller
Q(s, λ) =
√
s sinh
√
s
20 coshλ
√
s
. (7.68)
which is the optimal solution of (7.16) for any fixed λ ≥ 0 with P˜ms(s, λ) in place of the nominal process
model.
The nominal sensitivity function and complementary sensitivity function for the above Q and P˜ (7.62)
are
S(s) = 1− P˜Q = 1− e
−s/20
coshλ
√
s
, (7.69)
T (s) = P˜Q =
e−s/20
coshλ
√
s
. (7.70)
As discussed in Section 7.3.3, the control system is implemented using the classical feedback control structure.
The zero at s = 0 in the IMC controller Q cancels the pole at s = 0 in the nominal process when determining
the classical controller from (7.19), and S has a zero at s = 0, which is required for nominal stability.4
It can be verified that λ = 0.25 satisfies the robust stability (7.22) and robust performance conditions
4Cancellation of the pole at s = 0 does not pose any internal stability issues; there is no pole-zero cancellation at s = 0
between the nominal process and the classical feedback controller.
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(7.23), and nearly minimizes (7.24). By following the same procedure as the Example 1, the values λ = 0.08
and λ = 0.01 were selected for the second- and tenth-order transfer functions, respectively. The DPS IMC
controller (7.68) provides better setpoint tracking than the FD IMC controllers (see Figure 7.16 and Table
7.2).
Let’s verify that G = P˜C satisfies the conditions of the generalized Nyquist criterion in Thm. 7.2.3. The
function G for the nominal process is
G(s) = P˜C =
P˜Q
1− P˜Q =
e−s/20
coshλ
√
s− e−s/20 .
1. Let nˆ(s) =
e−s/20
coshλ
√
s
and dˆ(s) = 1 − e
−s/20
coshλ
√
s
, then nˆ(s) ∈ Aˆ−(σ0) follows from the fact that the
inverse Laplace transform of
1
coshλ
√
s
is
pi
λ2
∞∑
n=1
(−1)n−1(2n− 1)e−(2n−1)2pi2t/4λ2 ,
e−s/20 ∈ Aˆ−(σ0), and nˆ(s) is composition of elements of Aˆ−(σ0). That dˆ(s) ∈ Aˆ−(σ0) follows from the
inverse Laplace transform of 1 being δ(t) and dˆ(s) is a linear combination of 1 and nˆ(s).
2. There exist uˆ(s) = 1 ∈ Aˆ−(σ0) and vˆ(s) = 1 ∈ Aˆ−(σ0) such that
uˆ(s)nˆ(s) + vˆ(s)dˆ(s) =
e−s/20
coshλ
√
s
+
(
1− e
−s/20
coshλ
√
s
)
= 1.
3. dˆ(s) = 1− e
−s/20
coshλ
√
s
is analytic in C0+. Straightforward algebra indicates that dˆ(s) is bounded away
from zero at ∞ in C0+.
4. lim
|s|→∞
e−s/20
coshλ
√
s− e−s/20 = 0 for Re{s} > 0 follows from
∣∣∣∣ e−s/20coshλ√s
∣∣∣∣→ 0 as |s| → ∞ for Re{s} > 0.
It can also be verified that:
• 1 + P˜Q
1− P˜Q 6= 0, ∀s ∈ N¯∞.
• dˆ(s) has no open right-half plane zeros and 1 + e
−s/20
coshλ
√
s− e−s/20 encircles the origin zero times in
the counterclockwise sense ∀s ∈ N¯∞.
7.7 Conclusions
The IMC method was generalized to the design of controllers for linear DPS. The proposed controller
provided improved setpoint tracking and robust performance compared to the IMC method designed from
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Figure 7.16: Closed-loop responses for setpoint tracking of sinusoidal and step signals (Example 2). The
“exact” process was modeled by the finite-difference method with grid size ∆x = (b− a)/50,
D = 1.24× 10−5 m2/s, and v = 1.9× 10−1.5 m/s. FD2 and FD10 are the second- and tenth-order IMC
controllers designed based on a finite-dimensional process model. The output is written in terms of
deviation variables.
140
Table 7.2: Errors in time-domain signal norms on the controlled variable (Example 2).
Setpoint FD2 IMC FD10 IMC DPS IMC
Sinusoidal ‖ · ‖∞ 1.3563 0.8449 0.4497
Sinusoidal ‖ · ‖2 0.0667 0.0418 0.0223
Step ‖ · ‖2 0.0151 0.0115 0.0080
an approximate finite-dimensional transfer function for two DPS. It can be shown that this new IMC design
method can be used to extend all of the features of IMC for finite-dimensional systems listed in the In-
troduction to infinite-dimensional systems, which means that antiwindup compensation, reference prefilter
design, cascade control design, and feedforward-feedback control design which are very well-developed for
finite-dimensional systems can be applied to distributed parameter systems in a very similar manner. More
theoretical work is needed to extend the DPS IMC approach to nonlinear systems, to mirror the developments
for finite-dimensional systems [64]. To do this, systematic techniques to invert nonlinear infinite-dimensional
operators need to be developed.
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CHAPTER 8
STRUCTURED SPATIAL CONTROL
Feedback control problems for distributed parameter systems arise in a variety of physical, chemical, bio-
logical, and mechanical systems. This chapter exploits the algebraic structure of the system of ordinary dif-
ferential equations that arise from spatial discretization of the partial differential equation (PDE) to analyze
and design feedback controllers that are robust to bounded perturbations in the parameters of the original
PDE. As a prototypical problem, this chapter investigates the spatial field control of a reaction-diffusion sys-
tem whose spatial discretization has a state matrix that is circulant symmetric. Structured robust controllers
are designed based on internal model control, mixed sensitivity optimization, and Lyapunov-based design.
The controllers are shown to be robust to inaccuracies in the spatial manipulation, even for arbitrarily fine
spatial discretizations. A comparison with infinite-dimensional analysis is also included.
8.1 Introduction
Spatially distributed interconnected systems arise in the control of vehicle formations [101, 142], paper
manufacturing [61, 126, 3], and highway traffic [92], as well as in heat transfer [53], fluid dynamics [91],
and other physicochemical phenomena when partial differential equations (PDEs) are approximated by a set
of ordinary differential equations (ODEs) by discretizing the spatial domain. Such approximations enable
the application of control design methods that are well established for finite-dimensional systems including
linear quadratic, H∞, and robust optimal control. These spatially distributed systems are described by
highly structured matrices.
Many papers have exploited algebraic structure during the design of optimal controllers for structured
finite-dimensional systems. Design procedures have been developed for the quadratic optimal control of
block circulant systems [30], H2- and H∞-control of symmetric circulant systems [94], robust control of
symmetric circulant, Toeplitz, and related systems [126], and H2-, H∞-, and µ-optimal control of systems
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in which the singular value decomposition of the transfer function matrices is independent of the Laplace
transform variable [93, 195]. Design procedures have also been developed for systems with parallel and block
symmetric circulant [94], dyadic [1], and rectangular circulant transfer function matrices [67]. Nearly all
papers in this area published before 2005 have been reviewed [196].
Very few papers on the optimal feedback controller design for systems with structured transfer function
matrices have actually applied these methods to the spatial discretization of a PDE (a notable exception is
the early paper by Brockett and Willems [30]). Here we consider such an application, and further consider the
robustness of the structured controller to variations in the parameters in the original PDE. In particular, this
chapter considers a spatial field control problem for a reaction-diffusion process whose spatial discretization
is symmetric circulant. Internal model control (IMC) and Lyapunov-based control design are applied to the
lumped approximation and the original PDE.
IMC has been applied to wide variety of processes including chemical reactors [46, 78], robot manipulators
[130], and AC machines [89]. In IMC, an analytical solution for an optimal controller for the nominal process
model is combined with a low-pass filter with an adjustable tuning parameter for trading off performance
with robustness to model uncertainties [78, 148]. We will see in this chapter that IMC control for the
reaction-diffusion process is especially simple to implement, analyze, and tune.
Lyapunov-based design [104] produces a controller which dissipates the total energy of the system. In
addition to being the foundation for linear matrix inequality-based and many model predictive control
methods [26, 143], Lyapunov-based design has been widely used in the nonlinear control of mechanical
systems [55] and has been applied to systems on lattices [100].
The main novelty of this chapter is the analysis of the effects of uncertainties in the physicochemical
parameters in the reaction-diffusion system and in the finite-dimensional approximation as the spatial res-
olution is increased. The minimum singular value of the transfer function matrix approaches zero and its
condition number approaches infinity as the discretization grid size becomes smaller. Since such processes
can be extremely sensitive to actuator uncertainty [189], the chapter analyzes these effects on robustness to
inaccuracies in the manipulated field.
This chapter is organized as follows. Section 8.2 describes the distributed parameter control problem
and its finite-dimensional approximation, which generalizes a control problem introduced by Brockett and
Willems [30] to include reaction. Section 8.3 describes and discusses the parametric uncertainties. Section
8.4 describes the IMC design with analysis of robust stability and performance, and Section 8.6 concludes
the chapter.
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8.2 System Description
Consider the control of the distributed parameter system with reaction and diffusion:
∂C(θ, t)
∂t
= D
∂2C(θ, t)
∂θ2
− kC(θ, t) + u(θ, t), (8.1)
where C(θ, t) is the spatially distributed state, u(θ, t) is a spatially distributed manipulated variable, D > 0
is a diffusion coefficient, k > 0 is a reaction rate constant, and θ ∈ [0, 2pi) is an angular coordinate (see
Figure 8.1). This control problem is motivated by processes with circular symmetry, such as in silicon wafer
processing [205] and blown film extrusion [69], and by spatial field control problems for reaction-diffusion
processes that arise in drug delivery [186], tissue engineering [113], epidemiology [88], and cancer treatment
[192]. For a chemical process, u(θ, t) would be the injection of molecules along the circumference, whereas
u(θ, t) for a biological process would be the injection of nutrients (e.g., glucose).
Figure 8.1: The spatial domain showing the distributed state C at uniformly spaced positions along the
circumference.
Define P∞ : u 7→ C as the mapping from u(θ, t) to C(θ, t) satisfying the PDE (8.1).
Finite-difference approximation of the second-order spatial derivative (8.1) results in a system of ODEs
dCˆi
dt
= D
Cˆi+1 − 2Cˆi + Cˆi−1
∆2
− kCˆi + ui(t), i = 1, · · · , N, (8.2)
that is a representation of the PDE and spatially accurate to second order, where
Cˆi(t) := Cˆ(θi, t), (8.3)
∆ := 2pi/N, (8.4)
θi := ∆/N, (8.5)
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and lim
N→∞
|Cˆ(θi, t)− C(θi, t)| = 0. Equation (8.2) can be written in matrix form as
d
dt

Cˆ1
...
CˆN
=

c1 c2 0 · · · 0 c2
c2 c1 c2 0 · · · 0
0 c2 c1
. . . . . .
...
...
. . . . . . . . . c2 0
0 · · · 0 c2 c1 c2
c2 0 · · · 0 c2 c1

︸ ︷︷ ︸
:=A

Cˆ1
...
CˆN
+

u1
...
uN
, (8.6)
where
c1 = −2 D∆2 − k, c2 =
D
∆2
. (8.7)
The output for this finite-dimensional system is equal to its state vector, and its transfer function
P (s) = B(sIN −A)−1C = (sIN −A)−1 (8.8)
follows from its state matrices A, B = C = IN , and D = 0, where IN is the N × N identity matrix. The
matrix A defined in (8.6) is symmetric circulant and can be diagonalized by using the real Fourier matrix R
[94]:
A = RTΛAR, (8.9)
where
ΛA = diag{λ1, · · · , λN}, (8.10)
and
λi = c1 + 2c2 cos
2pi(i− 1)
N
< 0, i = 1, · · · , N (8.11)
are the eigenvalues of A that are linear in c1 and c2. By using this eigenvalue decomposition, the transfer
function for the finite-dimensional system can be written as
P (s) = (sIN −A)−1
= (sIN −RTΛAR)−1
=
(
RT (sIN − ΛA)R
)−1
= RT (sIN − ΛA)−1R
= RTΛ(s)R, (8.12)
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where
Λ(s) = diag
{
1
s− λ1 , · · · ,
1
s− λN
}
:= diag {P1(s), · · · , PN (s)} . (8.13)
To simplify the presentation, the following assumptions are made throughout the manuscript.
Assumption 8.2.1. The initial conditions are zero for the spatially distributed state C(θ, t) and reference
trajectory r(θ, t), i.e., C(θ, 0) = r(θ, 0) = 0, ∀θ ∈ [0, 2pi).
Assumption 8.2.2. The reference trajectory r is C1 in time and C2 in space.
These assumptions are very mild. Regarding Assumption 8.2.1, it is well-known that introducing an
input with the Dirac delta function in time δ(t − ) into a linear system causes the state to jump at t = 
to a different value. This result can be applied to a system that initially has zero initial state to jump to a
nonzero initial state at some time arbitrarily close to t = 0.
The symbol P will be used to represent the operator between the manipulated input and process output
within the same domain, regardless of whether the domain is time or Laplace, as the domain will be clear
from context. Similar notation is commonly used in the time domain in some fields of physics (e.g., [156]).
8.3 Uncertainty Description
The true diffusion coefficient D and reaction rate constant k are expressed as:
D = D˜ + ∆D, k = k˜ + ∆k, (8.14)
respectively, where D˜ and k˜ are nominal values and the real scalar perturbations ∆D and ∆k satisfy
|∆D| ≤MD < D˜, |∆k| ≤Mk < k˜. (8.15)
The uncertainty set for the PDE (8.1) is given by
Π∞ = {P∞ : u 7→ C satisfying (8.1) with (8.14) & (8.15)} . (8.16)
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To quantify the effects of this uncertainty on the finite-dimensional transfer function, insertion of the nominal
and true parameter values in (8.11) results in the eigenvalues for the nominal and “true” processes:
λ˜i = −2 D˜∆2
(
1− cos 2pi(i− 1)
N
)
− k˜, i = 1, · · · , N, (8.17)
λi = −2 D∆2
(
1− cos 2pi(i− 1)
N
)
− k
= −2D˜ + ∆D
∆2
(
1− cos 2pi(i− 1)
N
)
− (k˜ + ∆k)
= λ˜i + δi, i = 1, · · · , N, (8.18)
where
δi = −2∆D∆2
(
1− cos 2pi(i− 1)
N
)
−∆k, i = 1, · · · , N, (8.19)
is the uncertainty in the ith eigenvalue. This real parametric uncertainty has a nonconservative bound:
−Mδi ≤ δi ≤Mδi , (8.20)
where
Mδi = 2
MD
∆2
(
1− cos 2pi(i− 1)
N
)
+Mk (8.21)
and (8.15) implies
λ˜i +Mδi < 0. (8.22)
Usually bounding a single parameter based on bounds on two uncertain parameters leads to conservatism.
No such conservatism occurs in the set description (8.21), due to the linear dependency of the eigenvalues
on the uncertain parameters and that the coefficients associated with each perturbation in (8.19) cannot
be opposite in sign. This clean result is also enabled by the fact that the real Fourier matrix R that
diagonalized the state matrix does not depend on the specific values of the perturbation; that is, R is the
correct eigenvector matrix for the entire set of uncertain parameters.
The above expressions motivate the definition of an uncertainty set for the ith subprocess
Πi =
{
Pi(s) =
1
s− λ˜i − δi
: δi ∈ [−Mδi ,Mδi ]
}
. (8.23)
By applying the same steps used to derive (8.13), the nominal finite-dimensional process transfer function
P˜ (s) can be written as
P˜ (s) = RT Λ˜(s)R, (8.24)
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with
Λ˜(s) = diag
{
1
s− λ˜1
, · · · , 1
s− λ˜N
}
, (8.25)
and the “true” finite-dimensional process transfer function P (s) as
P (s) = RTΛ(s)R, (8.26)
with
Λ(s) = diag
{
1
s− λ˜1 − δ1
, · · · , 1
s− λ˜N − δN
}
. (8.27)
At first glance, a control engineer may expect some conservatism to occur if the correlations between the per-
turbations δi are not taken into account. Such correlations do not introduce conservatism in this application,
as will be seen later in this manuscript.
In the subprocesses where cos(2pi(i−1)/N) ≈ 1 (i.e., i near 1 or near N), the uncertainty in the diffusion
coefficient D has almost no effect on its eigenvalue, and the subprocess transfer function Pi(s) is almost
independent of the discretization N (see Figure 8.2), and for i = 1, the subprocess is totally independent of
the diffusion coefficient D:
P1(s) =
1
s+ k
. (8.28)
At the other extreme, subprocesses with cos(2pi(i − 1)/N) ≈ −1 (i.e., i ≈ N/2) are largely affected by N
and uncertainty in the diffusion coefficient D (e.g., compare the spread of the Bode plots for N = 10 and
N = 100 in Figure 8.2). The subprocess for i = [N/2] + 1,1
P[N/2]+1(s) =
1
s+ 4D/∆2 + k
. (8.29)
Therefore, the associated condition number is
lim
|s|→0
κ(P (s)) = lim
|s|→0
∣∣∣∣s+ 4D/∆2 + ks+ k
∣∣∣∣
=
DN2
kpi2
+ 1
≈ DN
2
kpi2
, for large N, (8.30)
that approaches infinity as N →∞. Unlike most processes [70], this large condition number does not induce
any uncertainties in the decoupling matrix R or the subprocess transfer functions in (8.26)-(8.27), as these
operators were derived analytically as a result of process symmetry rather than identified from experimental
data. We will see later that, for the feedback controller design in this chapter, these properties of P (s) do
not result in sensitivity to manipulation inaccuracies, which is very different for other symmetric circulant
1[·] is the nearest integer function [79]
148
processes such as blown film extrusion [69] or for most other processes such as distillation columns [189].
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Figure 8.2: Bode magnitude and phase plots for the subprocess P1(s) (red lines marked with “N = 10 = 50
= 100”) are independent of N . Bode magnitude and phase plots for the subprocess P[N/2]+1(s) are
strongly dependent on N (mustard, dark blue, and cyan lines). Dots are for the nominal model parameters
D˜ = 1 and k˜ = 7.6, and lines are for the model parameters spanning the full range of allowable
perturbations with MD = 0.8 and Mk = 1.
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Figure 8.3: Original and diagonalized IMC structures.
8.4 Internal Model Controller Design
8.4.1 Finite-Dimensional Controller Design
When applying the internal model control (IMC) design method to the finite-dimensional process, a
single-input single-output IMC controller can be designed independently for each nominal subprocess P˜i(s),
as only the diagonal matrices will remain inside the IMC structure after rearrangement of the block diagram
(see Figure 8.3). Each P˜i(s) is a strictly proper first-order stable real-rational transfer function, and the
associated controller Qi(s) is the inverse of P˜i(s) augmented with a first-order filter with tuning parameter
τi:
Qi(s) =
s− λ˜i
τis+ 1
, (8.31)
where τi > 0. Each Qi is equivalent to a PI controller that has a left-half-plane zero that cancels the
left-half-plane pole of P˜i [148].
Consider the nominal performance achieved by the multivariable controller
Q(s) = RTdiag{Q1(s), · · · , QN (s)}R = RTΛqR. (8.32)
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As the H2- and H∞-norms used to characterize the performance of IMC controllers are invariant to the
matrices R and RT on the outside of the IMC structure in Figure 8.3, the closed-loop nominal performance
criterion for the multivariable process can be characterized in terms of the closed-loop nominal performance
of the individually controlled subprocesses [93]. Consider the commonly used multivariable closed-loop
performance criterion of the H∞-norm of the weighted sensitivity
‖w(1− P˜Q)‖∞ < 1 (8.33)
with performance weight
w(s) = b
as+ 1
as
(8.34)
where parameters a > 0 and 0 < b < 1 [148]. This criterion specifies zero steady-state offset to step changes
in the reference or an output disturbance with a closed-loop bandwidth of 1/a. If the nominal performance
requirement holds for each subprocess i:
‖w(1− P˜iQi)‖∞ =
∥∥∥∥bas+ 1as τisτis+ 1
∥∥∥∥
∞
=
∥∥∥∥bτia as+ 1τis+ 1
∥∥∥∥
∞
< 1 (8.35)
then the multivariable system will satisfy the nominal performance criterion (8.33) for the same weight.
For a controller with this IMC structure, the nominal performance criterion for the multivariable process is
satisfied if and only if all of the controller design parameters τi are selected to satisfy τi < a/b.
More specifically, an analytical expression for (8.33) is
‖w(1− P˜Q)‖∞ = max
i
{b, bτi/a}, (8.36)
which indicates that IMC tuning for nominal performance is independent of the eigenvalues of nominal
process P˜ and independent of the spatial resolution N . If the IMC tuning parameters are all selected for the
closed-loop dynamics to be sufficiently fast (i.e., τi < a,∀i), then ‖w(1 − P˜Q)‖∞ = b and the H∞-norm is
not reduced by further reduction in τi. If the IMC tuning parameter satisfies nominal performance but has
τi > a for any i, then ‖w(1 − P˜Q)‖∞ = (b/a) max
i
{τi}, which is a linear function of only the largest IMC
tuning parameter. The τi can be easily tuned for nominal performance of the finite-dimensional system by
setting all of the τi equal and sufficiently small.
The uncertainty bounds for the parameters in (8.15) can be analytically translated into a frequency-
dependent bound on the relative error in the ith subprocess∣∣∣∣∣Pi − P˜iP˜i
∣∣∣∣∣ =
∣∣∣∣ δis− λ˜i − δi
∣∣∣∣ ≤ ∣∣∣∣ Mδis− λ˜i −Mδi
∣∣∣∣ , ∀s = jω, ∀Pi ∈ Πi, (8.37)
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which motivates the multiplicative uncertainty weight
li(s) =
Mδi
s− λ˜i −Mδi
. (8.38)
The ith subprocess Pi is stable for all Pi ∈ Πi provided that
∥∥∥P˜iQili∥∥∥∞ =
∥∥∥∥ 1τis+ 1 li
∥∥∥∥
∞
< 1. (8.39)
From (8.12)-(8.13), the multivariable process P (s) is robustly stabilized by Q(s) provided that (8.39) holds
for all i:
max
i
∥∥∥∥ 1τis+ 1 li
∥∥∥∥
∞
< 1. (8.40)
An analytical expression can be derived for this robust stability condition:
max
i
∥∥∥∥ 1τis+ 1 li
∥∥∥∥
∞
= max
i
−Mδi
λ˜i +Mδi
< 1, (8.41)
which interestingly does not depend on the IMC tuning parameters τi. The above inequality is equivalent
to
−Mδi
λ˜i +Mδi
< 1, ∀i ⇐⇒ λ˜i +Mδi < −Mδi . (8.42)
This inequality is conservative for the analysis of robustness to real perturbations in D and k, as it can be
shown the robust stability holds for all τi, i.e., the closed-loop transfer function for the ith subprocess
PiQi
1 +Qi(Pi − P˜i)
=
s− λ˜i
τis2 + (1− τiλi) s− λ˜i
(8.43)
is stable since both λi and λ˜i are negative. This conservatism of (8.41) is not due to the lack of consideration
of correlations in the uncertainties in the eigenvalues of different processes, but is instead modeling the real
uncertainty by the complex uncertainty (8.37).2 The robust performance condition for the ith subprocess is
‖w(1− PiQi)‖∞ < 1, ∀Pi ∈ Πi, (8.44)
2Equation (8.40) is a necessary and sufficient condition for analyzing robust stability to multiplicative uncertainties, P =
P˜ (I + diag{li}∆), ∀‖∆‖ ≤ 1, see [93, 195].
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which is equivalent to
|w(1− P˜iQi)|+ |P˜iQili| < 1, ∀s = jω, (8.45)
⇐⇒
∣∣∣∣bτia as+ 1τis+ 1
∣∣∣∣+ ∣∣∣∣ 1τis+ 1 Mδis− λ˜i −Mδi
∣∣∣∣ < 1, ∀s = jω. (8.46)
From (8.12)-(8.13), the multivariable process P (s) achieves robust performance provided that (8.46) holds
for all i. An analytical expression can be derived for this robust performance condition when τi > a,∀i:
max
i
{
bτi
a
− Mδi
λ˜i +Mδi
}
< 1, (8.47)
which holds provided each tuning parameter τi satisfies
τi <
a
b
(
1 +
Mδi
λ˜i +Mδi
)
. (8.48)
If these inequalities and τi > a, ∀i are infeasible for a given a and b, then the implicit inequality (8.46) can
be used to determine the τi from the Bode magnitude plots of the left-hand side of (8.46) for a range of τi
for each i. If no feasible solution exists, then a and/or b can be relaxed.
From the unitary-invariance of the H∞-norm, the multivariable IMC controller with these τi satisfies the
robust performance criterion for the overall closed-loop system.
8.4.2 Robustness to Joint Real Parametric Uncertainty and Manipulation
Inaccuracies
Inaccuracies in the manipulation are modeled by insertion of I + wˆ∆ˆ in front of the true plant P in
Figure 8.3, where wˆ is a scalar transfer function with |wˆ(0)| < 1 that quantifies the magnitude and frequency
characteristics of the manipulation inaccuracies and ∆ˆ is an unstructured matrix with H∞-norm less than
one (this uncertainty description is known in the robust control literature as multiplicative input uncertainty
[148]). This insertion results in the set of closed-loop transfer functions
y
r
= {P (I + wˆ∆ˆ)(I +Q(P (I + wˆ∆ˆ)− P˜ ))−1Q}
= {RTΛR(I + wˆ∆ˆ)(I +RTΛqR(RTΛR(I + wˆ∆ˆ)−RT Λ˜R))−1RTΛqR}
= {RTΛ(I + wˆ∆ˆ)R(RT (I + Λq(Λ(I + wˆ∆ˆ)− Λ˜))R)−1ΛqR}
= {RTΛ(I + wˆ∆ˆ)(I + Λq(Λ(I + wˆ∆ˆ)− Λ˜))−1ΛqR}
= {RTΛ(I + wˆ∆ˆ)(I + Λq(Λ− Λ˜) + wˆΛqΛ∆ˆ)−1ΛqR}
= {RTΛ(I + wˆ∆ˆ)(I + (I + wˆΛq(Λ− Λ˜))−1ΛqΛ∆ˆ)−1(I + Λq(Λ− Λ˜))−1ΛqR}, (8.49)
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where the nomenclature {·} represent the set of operators obtained for the uncertainty set. The above
equivalences exploited that the set of norm-bounded perturbations ∆ is set-invariant to multiplication by
orthogonal matrices, which allowed R(I + wˆ∆ˆ) to be replaced by (I + wˆ∆ˆ)R, and that the inverse of
I + Λq(Λ − Λ˜) exists and is asymptotically stable using similar manipulations as was used to prove that
(8.43) is stable.
From the small gain theorem, the closed-loop system is robustly stable for the set of processes with real
parametric variation and unmodeled dynamics if and only if
‖(I + wˆΛq(Λ− Λ˜))−1ΛqΛ∆ˆ‖∞ < 1, ∀Pi ∈ Πi, ‖∆ˆ‖∞ ≤ 1
⇔ ‖wˆ(I + Λq(Λ− Λ˜))−1ΛqΛ‖∞ < 1, ∀Pi ∈ Πi
⇔
∥∥∥∥ QiPiwˆ1 +Qi(Pi − P˜i)
∥∥∥∥
∞
< 1, ∀Pi ∈ Πi.
⇔
∥∥∥∥∥ wˆ(s− λ˜i)τis2 + (1− τiλi) s− λ˜i
∥∥∥∥∥
∞
< 1, ∀Pi ∈ Πi. (8.50)
This equation can be used to assess the potential sensitivity to manipulation inaccuracies to fine spatial
discretization of the PDE. The inequality is trivially satisfied by very large margins for both large s and
small s (|wˆ(0)| < 1/10 for realistic manipulation inaccuracies), and τi can be selected to limit the size of the
peak in the Bode magnitude plot. The IMC controller results in a closed-loop system that is insensitive to
manipulation inaccuracies, even as N →∞.
The above analysis appears to be the first to exploit algebraic structure while analyzing robustness to both
real parametric uncertiainties and unmodeled dynamics for a system with a structured transfer function.
Earlier papers considered robustness to real parametric uncertainties [126] or robustness to unmodeled
dynamics [93, 195].
8.4.3 Infinite-Dimensional Controller Design
Under Assumption 8.2.2, the optimal control for the nominal process can be obtained by replacing C
with the reference r in (8.1) with the nominal parameter values and rearranging:
u(θ, t) =
∂r
∂t
− D˜ ∂
2r
∂θ2
+ k˜r, θ ∈ [0, 2pi). (8.51)
For the nominal process this u(θ, t) results in perfect control C(θ, t) = r(θ, t), for all θ ∈ [0, 2pi) and t > 0
under Assumption 8.2.1.
If a filter of the same form as for the IMC controllers for the subprocesses is augmented to (8.51), the
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controller map Q∞ : r − e 7→ u is
Q∞ =
(
∂
∂t
− D˜ ∂
2
∂θ2
+ k˜
)
∗ e
−t/τ(θ)
τ(θ)
, (8.52)
where ∗ is the convolution operator and
e(θ, t) := (P∞ − P˜∞)u(θ, t) (8.53)
is the error, where P∞ and P˜∞ are given by (8.1) with true and nominal parameter values, respectively.
The nominal performance is similar to the finite-dimensional case,
∥∥∥w(1− P˜∞Q∞)∥∥∥∞ =
∥∥∥∥bas+ 1as
(
1− 1
τ(θ)s+ 1
)∥∥∥∥
∞
=
∥∥∥∥bτ(θ)a as+ 1τ(θ)s+ 1
∥∥∥∥
∞
< 1, (8.54)
which holds for all θ if and only if τ(θ) < a/b,∀θ.
By using the Green’s function, the transfer function from θin to θout is
G(θin, θout, s) =
1
2pi
[
1
s+ k
+ 2
∞∑
n=1
1
s+ k + n2D
(cosn (θin − θout))
]
, (8.55)
where θin and θout are input and output spatial locations, respectively.
∣∣∣∣∣P∞ − P˜∞P˜∞
∣∣∣∣∣ =
∣∣∣∣∣∣∣∣∣∣
k˜ − k
(s+ k)(s+ k˜)
+ 2
∞∑
n=1
k˜ − k + n2(D˜ −D)
(s+ k + n2D)(s+ k˜ + n2D˜)
cosnθin − θout)
1
s+ k˜
+ 2
∞∑
n=1
1
s+ k˜ + n2D˜
cosn(θin − θout)
∣∣∣∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣∣∣∣
Mk
(s+ k˜ −Mk)(s+ k˜)
+ 2
∞∑
n=1
Mk + n2MD
(s+ k˜ −Mk + n2(D˜ −MD))(s+ k˜ + n2D˜)
cosn(θin − θout)
1
s+ k˜
+ 2
∞∑
n=1
1
s+ k˜ + n2D˜
cosn(θin − θout)
∣∣∣∣∣∣∣∣∣∣
,
(8.56)
where the last inequality is obtained by inserting k = k˜ − Mk and D = D˜ − MD. This motivates the
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multiplicative uncertainty weight
l(θin, θout, s) =
Mk
(s+ k˜ −Mk)(s+ k˜)
+ 2
∞∑
n=1
Mk + n2MD
(s+ k˜ −Mk + n2(D˜ −MD))(s+ k˜ + n2D˜)
cosn(θin − θout)
1
s+ k˜
+ 2
∞∑
n=1
1
s+ k˜ + n2D˜
cosn(θin − θout)
.
(8.57)
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Figure 8.4: Bode plots for the finite- and infinite-dimensional process transfer functions from 2pi(9/N) to
2pi(2/N) of (8.8) and (8.55) with order N = 30, respectively. Equation (8.55) was multiplied by 2pi/N for
normalization.
156
10−3 10−2 10−1 100 101 102
−20
−15
−10
−5
0
M
ag
ni
tu
de
 (d
B)
Bode Diagram
10−3 10−2 10−1 100 101 102
−200
−150
−100
−50
0
Frequency (rad/sec)
Ph
as
e 
(d
eg
)
 
 
Finite
Infinite
Figure 8.5: Multiplicative uncertainty weight for finite- and infinite- dimensional process transfer functions
from 2pi9/N to 2pi2/N of (8.38) and (8.57) with order N = 30 respectively. (8.38) was pre- and
post-multiplied by the Fourier matrix for comparison.
The robust stability condition is
∥∥∥P˜∞Q∞l(θin, θout, s)∥∥∥∞ < 1, ∀θin, θout. (8.58)
The robust performance condition is
‖w(1− P∞Q∞)‖∞ < 1, ∀P∞ ∈ Π∞, (8.59)
which is equivalent to
∣∣∣w(1− P˜∞Q∞)∣∣∣+ ∣∣∣P˜∞Q∞l(θin, θout)∣∣∣ < 1, ∀θin, θout, ω, θ ∈ [0, 2pi), (8.60)
⇐⇒
∣∣∣∣bτ(θ)a as+ 1τ(θ) + 1
∣∣∣∣+ ∣∣∣∣ 1τ(θ)s+ 1 l(θin, θout)
∣∣∣∣ < 1, ∀θin, θout, ω, θ ∈ [0, 2pi). (8.61)
157
8.4.4 Comparison of Early with Late Spatial Discretization for Zero Filtering
From (8.51), the manipulated variables at N spatial locations are
ui(t) =
∂ri
∂t
− D˜ ∂
2ri
∂θ2
+ k˜ri, i = 1, · · · , N. (8.62)
The transfer function for the ODE system obtained by spatial discretization of this equation by second-order
central finite differences is

u1
...
uN
 =

q1 q2 0 · · · 0 q2
q2 q1 q2 0 · · · 0
0 q2 q1
. . . . . .
...
...
. . . . . . . . . q2 0
0 · · · 0 q2 q1 q2
q2 0 · · · 0 q2 q1

︸ ︷︷ ︸
=RΛqRT

r1 − e1
...
rN − eN
 (8.63)
where
q1 = s+ 2D˜
1
∆2
+ k˜, q2 = −D˜ 1∆2 , (8.64)
Λq = diag{λq1, · · ·λqN}, λqi = s− λi, (8.65)
and ei is (8.53) evaluated at the i spatial position.
With the IMC tuning parameters set to zero, the finite-dimensional approximation of the infinite-
dimensional IMC controller Q∞ produces exactly the same manipulated variable at the N spatial locations
as the IMC controller designed from the finite-dimensional approximation of the PDE. These manipulated
variable actions converge in the limit τi, τ(θ)→ 0.
8.4.5 Optimal H∞-control for the Lumped Approximation
An alternative to the IMC method is to solve the well-known H∞-mixed sensitivity problem, which is to
minimize
‖M‖∞ =
∥∥∥∥∥∥w(I − P˜Q)LP˜Q
∥∥∥∥∥∥
∞
, (8.66)
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over Q, where L = diag{l1, · · · , lN}. By inserting Q = P˜−1F , F = diag{F1, · · · , FN}, and Fi = 1/(τis+ 1),
min
Q
‖M‖∞ = min
F
∥∥∥∥∥∥w(I − F )LF
∥∥∥∥∥∥
∞
(8.67)
= min
Fi
max
i

∥∥∥∥∥∥w(1− Fi)liFi
∥∥∥∥∥∥
∞
 (8.68)
= min
τi
max
i

∥∥∥∥∥∥∥∥
b
as+ 1
as
(
1− 1
τis+ 1
)
Mδi
s− λ˜i −Mδi
1
τis+ 1
∥∥∥∥∥∥∥∥
∞
 (8.69)
= min
τi
max
i

∥∥∥∥∥∥∥∥
bτi
a
as+ 1
τis+ 1
Mδi(
s− λ˜i −Mδi
)
(τis+ 1)
∥∥∥∥∥∥∥∥
∞
 . (8.70)
The IMC filter time constants are particularly simple to optimize if the IMC filter time constants are selected
such that τi ≥ a, ∀i, then
‖M‖2∞ = min
τi≥a
max
i
supω

∣∣∣∣bτia aωj + 1τiωj + 1
∣∣∣∣2 +
∣∣∣∣∣∣ Mδi(ωj − λ˜i −Mδi) (τiωj + 1)
∣∣∣∣∣∣
2

 (8.71)
= min
τi≥a
max
i
supω

(
bτi
a
)2
a2ω2 + 1
τ2i ω
2 + 1
+
M2δi(
ω2 +
(
λ˜i +Mδi
)2)
(τ2i ω2 + 1)

 (8.72)
= min
τi≥a
max
i

(
b
a
)2
τ2i +
M2δi(
λ˜i +Mδi
)2
 . (8.73)
Regardless of which element achieves the above maximum over i, the minimizing τi is achieved by setting
its value to the minimum, τi = a:
‖M‖2∞ = max
i
b2 + M
2
δi(
λ˜i +Mδi
)2
 (8.74)
= b2 + max
i
 M
2
δi(
λ˜i +Mδi
)2
 . (8.75)
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If τi = a does not provide adequate closed-loop performance, then some IMC tuning parameters should be
selected so that τi < a for some i. An upper bound can be derived:
‖M‖2∞ = min
τi
max
i
supω

(
bτi
a
)2
a2ω2 + 1
τ2i ω
2 + 1
+
M2δi(
ω2 +
(
λ˜i +Mδi
)2)
(τ2i ω2 + 1)

 (8.76)
≤ min
τi
max
i
supω
{(
bτi
a
)2
a2ω2 + 1
τ2i ω
2 + 1
}
+ sup
ω

M2δi(
ω2 +
(
λ˜i +Mδi
)2)
(τ2i ω2 + 1)

 (8.77)
= min
τi
max
i
max
{
b2,
(
bτi
a
)2}
+
M2δi(
λ˜i +Mδi
)2
 (8.78)
= b2 + max
i
 M
2
δi(
λ˜i +Mδi
)2
 , (8.79)
which is the same as the exact solution obtained when the IMC tuning parameters were constrained to satisfy
τi ≥ a, ∀i. More generally, the globally optimal ‖M‖2∞ is usually achieved at an intermediate frequency
between 0 < ω <∞. The global optimum can be determined graphically from (8.76). The supremum over ω
can be read as the peak of a Bode plot for each i, which can plotted for a range of values for τi to determine
the optimizing τi.
For the second terms of (8.75) and (8.79),
arg max
i
M2δi(
λ˜i +Mδi
)2 = arg max
i
∣∣∣∣ Mδiλ˜i +Mδi
∣∣∣∣ (8.80)
= arg max
i
− Mδi
λ˜i +Mδi
(8.81)
= arg min
i
Mδi
λ˜i +Mδi
. (8.82)
A relatively simple analytical expression for the minimum can be derived for almost all values for the
parametric uncertainty:
min
i
Mδi
λ˜i +Mδi
= min
i
 2
MD
∆2
(
1− cos 2pi(i−1)N
)
+Mk
−2 D˜∆2
(
1− cos 2pi(i−1)N
)
− k˜ + 2MD∆2
(
1− cos 2pi(i−1)N
)
+Mk
 (8.83)
=

Mk
−k˜ +Mk
, for MkD˜ −MDk˜ > 0, with i = 0,
4MD∆2 +Mk
−4 D˜∆2 − k˜ + 4MD∆2 +Mk
, for MkD˜ −MDk˜ < 0, with i = [N/2] + 1.
(8.84)
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For small ∆, the above expressions simplify to
‖M‖∞ ≤

√
b2 +
(
Mk
k˜ −Mk
)2
, for MkD˜ −MDk˜ > 0, with i = 0,√
b2 +
(
MD
D˜ −MD
)2
, for MkD˜ −MDk˜ < 0, with i = [N/2] + 1,
(8.85)
with equalities holding for τi ≥ a, ∀i.
8.5 Lyapunov-based Design
8.5.1 Many SISO Controllers
Let the states of the ith subplant Pi be pi:
dpi
dt
=
(
λ˜i + δi
)
pi + vi, (8.86)
where vi is the control trajectory for the ith SISO plant, the reference trajectory for pi is pri defined by
dpri
dt
= fi(t) = fi(t)− λ˜ipri + λ˜ipri, (8.87)
and the error ei = pri − pi is given by
dei
dt
= −λ˜iei + fi(t)− λ˜ipri + δipi − vi. (8.88)
Select
vi(t) = fi(t)− λ˜ipri + sgn(ei)φi(t) + gi(ei), (8.89)
where φi(t) is chosen so that
|δipi(t)| ≤Mδi|pi(t)| ≤ φi(t), (8.90)
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and gi(ei) is a function satisfying gi(ei)ei ≥ 0 (can be gi(ei) ≡ 0) that is specified to achieve a desired speed
of convergence. The Lyapunov function
Vi =
1
2
e2i , (8.91)
dVi
dt
= ei
dei
dt
= ei
(
−λ˜iei + δipi − sgn(ei)φi(t)− gi(ei)
)
= −λ˜ie2i − gi(ei)ei + (δipi − sgn(ei)φi(t)) ei︸ ︷︷ ︸
negative
< 0, (8.92)
implies that the output trajectory is stabilized along the reference trajectory.
8.5.2 Infinite-Dimensional Controller
This section describes the extension of the above Lyapunov-based approach to the original PDE system.
Given (8.1) and the reference trajectory r(θ, t) satisfying
∂r
∂t
= f(θ, t), (8.93)
and the error e(θ, t) = r(θ, t)− C(θ, t), then
∂e
∂t
= f(θ, t)−D∂
2C
∂θ2
+ kC − u(θ, t)
= D˜
∂2e
∂θ2
− k˜e+ f(θ, t)− D˜ ∂
2r
∂θ2
+ k˜r −∆D ∂
2C
∂θ2
+ ∆kC − u(θ, t). (8.94)
Select the control law as
u(θ, t) = f(θ, t)− D˜ ∂
2r
∂θ2
+ k˜r + sgn(e)φ(θ, t) + g(e), (8.95)
where φ(θ, t) is chosen so that∣∣∣∣∆D ∂2C∂θ2 −∆kC
∣∣∣∣ ≤MD ∣∣∣∣∂2C∂θ2
∣∣∣∣+Mk |C| ≤ φ(θ, t) (8.96)
and g(e) satisfying g(e)e ≥ 0 (can be g(e) ≡ 0) is selected to achieve a desired speed of convergence.
The value for φ(θ, t) can be selected by iteration of (8.95) and (8.96), with an initial iteration starting
with e = 0.
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The Lyapunov analysis
V (θ, t) =
1
2
e2(θ, t), (8.97)
dV
dt
= e
(
D˜
∂2e
∂θ2
− k˜e−∆D ∂
2C
∂θ2
+ ∆kC − sgn(e)φ(θ, t)− g(e)
)
= e
(
D˜
∂2e
∂θ2
− k˜e
)
− g(e)e+
(
−∆D ∂
2C
∂θ2
+ ∆kC − sgn(e)φ(θ, t)
)
e < 0. (8.98)
ensures that the output trajectory is stabilized along the reference trajectory.
8.6 Conclusions
IMC was applied to the design of spatial manipulation for a reaction-diffusion process based directly
on the PDE and the systems of ODEs obtained by spatial discretization. Analytical expressions were
provided for the latter IMC controller, which exploited the algebraic structure of the process and was easy
to implement, analyze, and tune. The controllers were simultaneously robust to uncertainties in the model
parameters in the PDE and to manipulation inaccuracies, even for arbitrarily fine spatial discretizations.
Unlike the vast majority of processes, the large condition number of the transfer function matrix for the
finite-dimensional process model did not result in high sensitivities to model uncertainties.
Constraints on the manipulated variable for the designed feedback controllers can be addressed by em-
ploying an antiwindup strategy originally developed for web forming processes that prioritizes the control
of subprocesses based on their steady-state gain [174]. Sufficient conditions on the PI controller tuning
parameters have been derived that ensure the closed-loop system with antiwindup compensation is glob-
ally asymptotically stable for the known decoupling matrix R, and the antiwindup compensation has been
observed to be nearly globally optimal in simulations [174].
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APPENDIX A
MATHEMATICAL BACKGROUND
This appendix provides an overview of mathematical tools repeatedly used in this thesis. This chapter
collects material from several books [66, 68, 86, 90, 149, 182, 203].
A.1 Partial Differential Equations
A partial differential equation (PDE) contains one or more partial derivatives of an unknown function
of two or more independent variables. The order of a PDE is the order of its highest derivative. A PDE is
linear if
• the dependent variable and each partial derivative appear affinely, and
• the coefficients of the dependent variable and the coefficients of each partial derivative are constants
or algebraic functions of the independent variables.
A PDE that is not linear is nonlinear. A PDE is quasi-linear if it is linear in its highest order derivative
terms.
A general second-order linear PDE with two independent variables:
a(x, t)
∂2C
∂x2
+ b(x, t)
∂2C
∂x∂t
+ c(x, t)
∂2C
∂t2
+ d(x, t)
∂C
∂x
+ e(x, t)
∂C
∂t
+ f(x, t)C + g = 0 (A.1)
is classified by discriminant, b2 − 4ac, at each point (x, t):
• Elliptic: b2 − 4ac < 0
describes a dissipative physical process with two spatial dimensions that is at steady-state (in which
case the variable t is a spatial variable rather than time)
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• Parabolic: b2 − 4ac = 0
describes the temporal evolution of a dissipative physical process with one spatial dimension
• Hyperbolic: b2 − 4ac > 0
describes a nondissipative physical process in one spatial dimension
A PDE of one type for the entire domain is said to be of that type; otherwise the PDE is said to be of mixed
type. Most chapters in this thesis consider linear second-order parabolic PDEs, with the Internal Model
Control chapter applying to time-dependent PDEs of any type or order.
If the domain of the PDE is finite, then boundary conditions are required for the solution of the PDE to
be well-defined:
• A Dirichlet condition has a fixed value on the boundary:
C given, on ∂Ω. (A.2)
• A homogeneous Dirichlet condition has zero on the boundary:
C = 0, on ∂Ω. (A.3)
• A Neumann condition has the first-order spatial derivative specified:
∂C
∂x
given, on ∂Ω, (A.4)
which specifies the flux on the boundary. The insulating boundary condition has zero derivative on
the boundary.
• A Robin condition is a linear combination of the Dirichlet and Neumann boundary conditions, for
example,
∂C
∂x
= hC, on ∂Ω (A.5)
appears in many mass and heat transfer applications.
A.2 Transfer functions for PDEs
An expression for the transfer function can be obtained by applying the Laplace transform with respect
to time to PDEs.
165
Definition A.2.1. For any u ∈ L1(R+),1 its Laplace transform Lu = uˆ is
uˆ(s) :=
∫ ∞
0
e−stu(t)dt, s ≥ 0. (A.6)
The space variables are treated as fixed when applying the Laplace transform with respect to time to a
PDE with time variable defined on the domain 0 < t < ∞. Throughout this thesis, it is assumed that the
second-order partial derivatives with respect to the spatial variables and the Laplace integral with respect
to time are well defined for all values of spatial variables, so that differentiation and integration can be
interchanged.
Example
Consider the diffusion equation in one spatial dimension (Figure A.1)
∂C
∂t
=
∂2C
∂x2
, ∀x ∈ (0, 1), ∀t > 0, (A.7)
with initial and boundary conditions
C(x, 0) = 0, (A.8)
C(0, t) = 0, (A.9)
C(1, t) = u(t), (A.10)
where
• C: dependent variable, depends on x and t
• t: independent temporal variable,
• x: independent spatial variable.
This PDE is first order in time since the highest order partial derivative in t is first order, and second order
in space since the highest order partial derivative in x is second order.
Figure A.1: Diffusion with a homogeneous Dirichlet condition at x = 0 and a time-varying Dirichlet
condition at x = 1.
1R+ = (0,∞)
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With the initial condition (IC) (A.8), the Laplace transform with respect to time of the left-hand side of
(A.7) is
L
{
∂C
∂t
}
=
∫ ∞
0
e−st
∂C
∂t
(x, t)dt
= s
∫ ∞
0
e−stC(x, t)dt+ e−stC(x, t)
∣∣t=∞
t=0
= sCˆ(x, s), (A.11)
by application of integration by parts. The Laplace transform of the right-hand side of (A.7) is
L
{
∂2C
∂x2
}
=
∫ ∞
0
e−st
∂2C
∂x2
(x, t)dt
=
d2
dx2
∫ ∞
0
e−stC(x, t)dt
=
d2
dx2
Cˆ(x, s). (A.12)
The Laplace transform of the PDE (A.7) is
sCˆ(x, s) =
d2
dx2
Cˆ(x, s). (A.13)
Similarly, the Laplace transforms
L{C(0, t)} =
∫ ∞
0
e−stC(0, t)dt = Cˆ(0, s) (A.14)
and
L{0} =
∫ ∞
0
e−st0dt = 0 (A.15)
imply that the Laplace transform of the boundary condition (BC) (A.9) is
Cˆ(0, s) = 0. (A.16)
The Laplace transforms
L{C(1, t)} =
∫ ∞
0
e−stC(1, t)dt = Cˆ(1, s) (A.17)
and
L{u(t)} =
∫ ∞
0
e−stu(t)dt = uˆ(s) (A.18)
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imply that the Laplace transform of the BC (A.10) is
Cˆ(1, s) = uˆ(s). (A.19)
The input-output relation of this diffusive system can be obtained from analytical solution of the second-
order ordinary differential equation (A.13) with the BCs (A.16) and (A.19). From (A.13), the characteristic
equation is
λ2 − s = 0, (A.20)
which has zeros λ = ±√s. The solution is of the form of
Cˆ(x, s) = Ae
√
sx +Be−
√
sx. (A.21)
The BCs (A.16) and (A.19) imply
Cˆ(0, s) = A+B = 0, (A.22)
and
Cˆ(1, s) = Ae
√
s +Be−
√
s = uˆ(s), (A.23)
respectively. Solving (A.22) and (A.9) for A and B gives
A =
1
e
√
s − e−√s uˆ(s), (A.24)
B = − 1
e
√
s − e−√s uˆ(s). (A.25)
Hence the solution to the ordinary differential equation (ODE) (A.13) is
Cˆ(x, s) =
e
√
sx − e−
√
sx
e
√
s − e−√s uˆ(s)
=
sinh (
√
sx)
sinh (
√
s)
uˆ(s). (A.26)
This implies that the transfer function G(x, s) from u(t) to C(x, t) is
G(x, s) =
sinh (
√
sx)
sinh (
√
s)
. (A.27)
The Laplace transform with respect to time can be interpreted as “projecting” the xt plane onto the
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Figure A.2: Laplace transforms for the PDE.
x axis,2 with coefficients parameterized by s, and the original PDE, IC, and BCs transformed into a new
differential equation and BCs (Figure A.2). In this thesis, the “ ˆ ” denoting the Laplace transform is
sometimes dropped when clear from the context.
Another approach is to seek a solution of the form C(x, t) = estC0(x) with the input u(t) = est, which
leads to the same ODE and the same solution [210]. The transfer function for infinite-dimensional systems
is surveyed in [48] and discussed deeply in [210].
A.3 Spatial Discretization and the Method of Lines
The finite-difference method replaces all of the derivatives with algebraic approximations to produce
a system of algebraic equations. For simulation and control design purposes, it is more convenient to
approximate only the spatial derivatives of a time-dependent PDE, to produce a system of ODEs. This
approach is often called the “method of lines” (MOL).
Once a process model in the form of a PDE or system of PDEs is approximated by a system of ODEs,
many existing control theory and tools can be applied (e.g., linear quadratic gaussian control, H∞-optimal
control, model predictive control, differential geometric methods, µ-optimal control). In most applications,
these control systems will provide good performance when applied to the original PDE.3
2This “projection” should not be confused with projection as defined in matrix theory.
3This approach does not work for some applications, which has motivated the development of alternative approaches such
as described in the chapter on Internal Model Control.
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Example
Consider the same diffusive process equation in the previous section:
∂C
∂t
=
∂2C
∂x2
, ∀x ∈ (0, 1), ∀t > 0, (A.28)
with initial and boundary conditions
C(x, 0) = 0, (A.29)
C(0, t) = 0, (A.30)
C(1, t) = u(t). (A.31)
Introduce spatial mesh points xi = i∆x, i = 0, · · · , N , where ∆x = 1/N , and replace the spatial second-order
derivative with the finite-difference approximation
∂2C
∂x2
∣∣∣∣
x=xi
≈ Ci+1 − 2Ci + Ci−1
(∆x)2
, (A.32)
where
Ci(t) ≈ C(xi, t). (A.33)
Substituting (A.32) into (A.28) results in the set of ODEs:
dCi
dt
=
Ci+1 − 2Ci + Ci−1
(∆x)2
, i = 1, · · · , N − 1, (A.34)
with
C0(t) = 0, (A.35)
and
CN (t) = u(t). (A.36)
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The system of ODEs can be written as a matrix form:
d
dt

C1
C2
...
CN−1
 =
1
(∆x)2

−2 1 0 · · · 0
1 −2 1 . . . ...
0
. . . . . . . . . 0
...
. . . 1 −2 1
0 · · · 0 1 −2

+
1
(∆x)2

0
0
...
0
1

u(t). (A.37)
The transfer function G(xi, s) from u(t) to C(xi, t) is
G(xi, s) = C(sI −A)−1B, (A.38)
where
A =
1
(∆x)2

−2 1 0 · · · 0
1 −2 1 . . . ...
0
. . . . . . . . . 0
...
. . . 1 −2 1
0 · · · 0 1 −2

, B =
1
(∆x)2

0
0
...
1
 , (A.39)
C =
0 · · · 0 1︸︷︷︸
ith element
0 · · · 0
 . (A.40)
Alternative methods such as spectral decomposition and finite-element methods convert a PDE into a system
of ODEs by using different basis functions.
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