This paper analyzes the performances of the Spearman's rho (SR) and Kendall's tau (KT) with respect to samples drawn from bivariate normal and bivariate contaminated normal populations. The exact analytical formulae of the variance of SR and the covariance between SR and KT are obtained based on the Childs's reduction formula for the quadrivariate normal positive orthant probabilities. Close form expressions with respect to the expectations of SR and KT are established under the bivariate contaminated normal models. The bias, mean square error (MSE) and asymptotic relative efficiency (ARE) of the three estimators based on SR and KT to the Pearson's product moment correlation coefficient (PPMCC) are investigated in both the normal and contaminated normal models. Theoretical and simulation results suggest that, contrary to the opinion of equivalence between SR and KT in some literature, the behaviors of SR and KT are strikingly different in the aspects of bias effect, variance, mean square error, and asymptotic relative efficiency. The new findings revealed in this work provide not only deeper insights into the two most widely used rank based correlation coefficients, but also a guidance for choosing which one to use under the circumstances where the PPMCC fails to apply.
I. INTRODUCTION
Correlation analysis is among the core research paradigms in nearly all branches of scientific and engineering fields, not to mention the area of information theory [1] - [10] . Being interpreted as the strength of statistical relationship between two random variables [11] , correlation should be large and positive if there is a high probability that large (small) values of one variable occur in conjunction with large (small) values of another; and it should be large and negative if the direction is reversed [12] . A number of methods have been proposed and applied in the literature to assess the correlation between two random variables. Among these methods the Pearson's product moment correlation coefficient (PPMCC) [13] , [14], Spearman's rho (SR) [15] and Kendall's tau (KT) [15] are perhaps the most widely used [16] .
The properties of PPMCC in bivariate normal samples (binormal model) is well known thanks to the creative work of Fisher [13] . It follows that, in the normal cases, 1) PPMCC is an asymptotic unbiased estimator of the population correlation ρ, and 2) the variance of PPMCC approaches the Cramer-Rao lower bound (CRLB) with increase of the sample size [11] . Due to its optimality, PPMCC has and will continue to play the dominant role when quantifying the intensity of correlation between bivariate random variables in the literature. However, sometimes the PPMCC might not be applicable when the following scenarios happen:
1) The data is incomplete, that is, only ordinal information (e.g. ranks) is available. This situation is not uncommon in the area of social sciences, such as psychology and education [15] ;
2) The underlying data is complete (cardinal) and follows a bivariate normal distribution, but is attenuated more or less by some monotone nonlinearity in the transfer characteristics of sensors [17] ;
3) The data is complete and the majority follows a bivariate normal distribution, but there exists a tiny fraction of outliers (impulsive noise) [18] - [20] .
Under these circumstances, it would be more suitable to employ the two most popular nonparametric coefficients, SR and KT, which are 1) dependant only on ranks, 2) invariant under increasing monotone transformations [15] , and 3) robust against impulsive noise [21] . Now we are at a stage to ask the question: which one, SR or KT, should we use in Scenarios 1) to 3) where the familiar PPMCC is inapplicable? Unfortunately, however, despite the rich history of SR and KT, the answers to this question are still inconsistent in the literature. Some researchers, such as Fieller et al [22] , preferred KT to SR based on empirical evidences; while others, such as Gilpin [23] , asserted that SR and KT are equivalent.
Aiming at resolving such inconsistency, in this work we investigate systematically the properties of SR and KT under the binormal model [24] - [26] . Moreover, to deal with Scenario 3) mentioned above, we also investigate their properties under the contaminated binormal model [18] - [20] . Our theoretical contribution is multifold. Firstly, we find a computationally more tractable formula of the variance of SR. Based on this formula, we provide the densely tabulated Table I with high precision (ten decimal places). This table overcomes the shortcomings of the existing power-series-based approximations that are tedious to use and of rather limited precision (up to five decimal places and for ρ ≤ 0.8 only) [22] , [27] - [29] . Secondly, we derive the exact analytical expression of the covariance between SR and KT. With this new analytical result, we uncover a minor error in the literature [15] , [28] . Thirdly, we obtain the asymptotic expressions of the variances and hence the asymptotic relative efficiencies (AREs) concerning the three estimators of the population correlation ρ based on SR and KT. Finally, we find the asymptotic expressions with respect to the expectations of SR and KT under the contaminated normal model. The rest part of this paper is structured as follows. Section II gives some basic definitions and summarizes the general properties of PPMCC, SR and KT. In Section III, we lay the foundation of the theoretical framework in this study by outlining some critical results in the binormal model. Section IV establishes, in the bivariate normal model, 1) the exact expression of the variance of SR, 2) two exact expressions concerning the covariance between SR and KT, and, 3) in the contaminated normal model, the closed form formulae associated with the expectations of SR and KT, respectively. In Section V we focus on the performances of the three estimators of ρ constructed from SR and KT. Section VI verifies the analytical results with Monte Carlo simulations. Finally, in Section VII we provide our answers to the above raised question concerning the choice of Spearman's rho and Kendall's tau in practice when PPMCC fails to apply.
II. BASIC DEFINITIONS AND GENERAL PROPERTIES

A. Definitions
denote n independent and identically distributed (i.i.d.) data pairs drawn from a bivariate population with continuous joint distribution. Suppose that X j is at the kth position in the sorted sequence X (1) < · · · < X (n) . The number k is termed the rank of X j and is denoted by P j . Similarly we can get the rank of Y j which is denoted by Q j [15] . LetX andȲ be the arithmetic mean values of X i and Y i , respectively. Let sgn( ) stand for the sign of the argument . The three well known classical correlation coefficient, PPMCC (r P ), SR (r S ), and KT (r K ), are then defined as follows [12] :
To ease the following discussion, we will employ the symbol r λ (X, Y ), λ ∈ {P, S, K} as a compact notation for the three coefficients. For brevity, the arguments of r λ (X, Y ) will be dropped in the sequel unless ambiguity occurs.
B. General Properties
It follows that coefficients r λ , λ ∈ {P, S, K} possess the following general properties:
3) r λ = ±1 if Y is a positive (negative) linear transformation of X (shift and scale invariance); 4) r S =r K = ± 1 if Y is a monotone increasing (decreasing) function of X (monotone invariance);
5) The expectations of r λ equal zero if X and Y are independent (independence); 6) r λ (+, +) = −r λ (−, +) = −r λ (+, −) = r λ (−, −); 7) r λ converges to normal distribution when the sample size n is large.
Note that the first six properties are discussed in [12] and [16] , and the last property follows from the asymptotic theory of U -statistics established by Hoeffding [30] .
C. Relationships Among PPMCC, SR and KT
From their expressions (1)- (3), it appears that the three coefficients PPMCC, SR and KT are quite different.
However, as demonstrated below, these three coefficients are closely related with each other.
1) Daniel's Generalized Correlation Coefficient:
Consider the n data pairs (X i , Y i ), i = 1, . . . , n, at hand. To each pair of X's, (X i , X j ), we can allot a score a ij such that a ij = −a ji and a ii = 0. In a similar manner, we can also allot a sore b ij to the ordered pair of
This general setup covers PPMCC, SR and KT as special cases with respect to different systems of scores [31] :
• Replacing a ij by X j −X i and b ij by Y j −Y i in (4) gives the PPMCC r P defined in (1);
• Replacing a ij by P j −P i and b ij by Q j −Q i in (4) gives the SR r S defined in (2);
• Replacing a ij by sgn(X j −X i ) and b ij by sgn(Y j −Y i ) in (4) gives the KT r K defined in (3).
2) Inequalities between SR and KT:
It is possible to state certain inequalities connecting the values of SR and KT based on a given set of n observations. The first one, ascribed to Daniel [32] , is
which, for large n, becomes
The second one, due to Durbin and Stuat [33] , states that
Combing (5) and (6) and letting n → ∞ yield the bounds of SR, in terms of KT, as
3) Relationship of SR to Other Coefficients: Besides the PPMCC and KT, SR is also closely related to other correlation coefficients, e.g., the order statistics correlation coefficient (OSCC) [34] - [36] and the Gini correlation (GC) [37] . In fact, SR can be reduced from the OSCC and GC by replacing the variates with corresponding ranks [38] .
III. AUXILIARY RESULTS IN NORMAL CASES
In this section we provide some prerequisites concerning the orthant probabilities of normal distributions. These probabilities, contained in Lemma 1, are critical for the development of Theorem 1 and Theorem 2 later on.
Moreover, some well known results about the expectation and variance of PPMCC, SR and KT are collected in Lemma 2 for ease of exposition. For convenience, we use symbols E( ), V( ), C( , ), and corr( , ) in the sequel to denote the mean, variance, covariance, and correlation of (between) random variables, respectively. 
A. Orthant Probabilities for Normal Distributions
Lemma 1: Assume that Z 1 , Z 2 , Z 3 , Z 4 follow a quadrivariate normal distribution with zero means and correlation
Then the orthant probabilities
where 
The last one (11) is due to Childs [42] and is termed the Childs's reduction formula throughout.
B. Some Well Known Results
Lemma 2:
denote n i.i.d. bivariate normal data pairs with correlation coefficient ρ. Let r P , r S and r K be the PPMCC, SR and KT that defined in (1)-(3), respectively. Write S 1 sin −1 ρ and S 2 sin
Proof: The first three results, (14)- (16), were given by Hotelling [43] , Fisher [14] , and Moran [44] , respectively; whereas the last two results, (18) and (19) , were derived by Esscher [45] .
IV. MAIN RESULTS IN NORMAL AND CONTAMINATED NORMAL MODELS
In this section we establish our main results concerning V(r S ) and C(r S , r K ) in the normal model as well as E(r S ) and E(r K ) in the contaminated normal model. We start from revisiting V(r S ) in normal samples. Being the most challenging part and of fundamental importance for further development, the new discovery on V(r S ) deserves to be formulated as a theorem.
A. Variance of Spearman's rho
, S 1 and S 2 be defined as in Lemma 2. Write ξ ∈ {c, d, e, f, g, h, l, m, n, o, p, q}. Let W ξ be defined as in (12) with respect to R ξ that tabulated in Table IV . Then the variance of r S (X, Y ) is
where
Moreover, when n is sufficiently large,
Proof: See Appendix A.
Remark 1:
Unlike the Taylor-expansion-based approximate formulae in the literature [22] , [27] - [29] , the expression (20) in Theorem 1 is exact for both the sample size n ≥ 4 and the population correlation ρ ∈ [−1, 1].
However, due to the complicated integrals involved in the expressions of W -terms in Ω 1 (ρ) and Ω 2 (ρ), the variance of r S cannot be expressed into elementary functions in general. In other words, we need to conduct numerical integrations based on Childs's reduction formula (13) so as to calculate Ω 1 (ρ) and Ω 2 (ρ) and hence V(r S ) from (20) . Nevertheless, exact results can be obtained for some particular cases. It can be shown that (Appendix B)
Substituting ρ = 0 and (24) into (20) leads directly to
which is a well known result [15] . Substituting ρ = 1 and (25) into (20) and (23) together with some simplifications
which is of no surprise but, to our knowledge, has never been proven explictly in the literature (although indirect arguments can be found [38] ). Note that V(r S ) also vanishes for ρ = −1 due to symmetry.
B. Covariance between Spearman's rho and Kendall's tau
Besides the variance of SR just established in Theorem 1, the covariance between SR and KT is also indispensable for revealing the basic properties of the estimators to be discussed in Section V.
, S 1 and S 2 be defined as in Lemma 2. Then the covariance between r S (X, Y ) and
Proof: See Appendix C.
Remark 2:
The technique employed in Appendix C can also provide an alternative proof of V(r K ) in (19) , by the relationship
The interested reader, after trying this, will find that the proof by this way is much simpler than the characteristicfunction-based argument detailed in [15] .
Corollary 1:
In Theorem 2, the covariance C(r S , r K ) can also be expressed as
Proof: Inverting (11) yields
Combining (30) and (34), Ω 3 (ρ) can be rewritten in terms of P 0 4 and the correlation coefficients corresponding to R g and R h in Appendix 2 of [29] . This leads to
The corollary thus follows directly by substituting (35) to (28) and (29), respectively.
Remark 3:
Both (28) and (31) are exact for any value of n ≥ 4 and |ρ| ≤ 1. However, they are of different usefulness according to different numerical and analytical purposes. Formula (28) is more convenient in the sence of controlling the precision of numerical integrations when programming; whereas (31) is more convenient in the sence of evaluating any order (≥ 1) of derivatives of C(r S , r K ) with respect to ρ. These higher order derivatives are mandatory when expanding C(r S , r K ) as a power series in ρ, a conventional practice in the literature. For example, performing the Taylor expansion to (32) with the assistance of (33) gives
which agrees with the formula (51) obtained in [28] , except for the coefficients of the last two terms, which we find to be 0.04025528 and 0.02189277, against their 0.04025526 and 0.01641362, respectively. Since Ω 4 (ρ) in (31) is exact , we believe that (36) is more accurate than (51) in [28] . Unfortunately, even (36) is too coarse when n is small and/or |ρ| is large. To satisfy the requirments of the current study, we prefer to the Ω 3 (ρ)-based formula (28) , which can provide numerical results to any desired decimal place. For convenience of us as well as other researchers, a densely tabulated table, Table II, for Ω 3 (ρ) with ten-place accuracy is provided in Section VI.
Remark 4:
Due to the complicated integrals involved in (28) and (31), C(r S , r K ) cannot be expressed in elementary functions. However, exact results are attainable for ρ = 0 and ρ = 1 (−1). It follows that (Appendix B)
Substituting (37) into (28) yields
which is more readily to obtain on substitution of ρ = 0 into (31). Regarding the case for ρ = 1, it is rather difficult by means of substituting ρ = 1 into (31) and evaluating Ω 4 (1) based on (33) thereafter. Fortunately, with the help of (38), it follows readily from (28) and (29) that C(r S , r K ) ρ=1 = 0 which, again, is of no surprise but, to our knowledge, has never beed explictly proven in the literature. Due to symmetry, we also have C(r S , r K ) ρ=−1 = 0.
C. E(r S ) and E(r K ) in Contaminated Normal Model
The PPMCC is notoriously sensitive to the non-Gaussianity caused by impulsive contamination in the data. Even a single outlier can distort severely the value of PPMCC and hence result in misleading inference in practice.
Assume that (X, Y ) obeys the following distribution [21] 
Under this Gaussian contamination model that frequently used in the literature of robustness analysis [18] - [20] , it has been shown that, no matter how small ǫ is, the expectation
. On the other hand, as shown in the theorem below, SR and KT are more robust than PPMCC under the model (40) .
samples generated from the model (40) . Let r S and r K be the SR and KT defined in (2) and (3), respectively. Then
Proof: See Appendix D.
Remark 5:
It was stated without substantial argument in [21] that, under the model (40) , E(r S ) is of the following form
as ǫ → 0, λ X → ∞ and λ Y → ∞. This is quite inconsistent with our result (42) in Theorem 3. We will resolve the controversy between (42) and ( * ) by Monte Carlo simulations in Section VI.
V. ESTIMATORS OF THE POPULATION CORRELATION
In this section, we investigate the performance of the estimators of ρ based on SR and KT in terms of bias, MSE and ARE to PPMCC. To gain further insight into their relationship, the correlation between the two estimatorsρ S andρ K (defined below) is also derived.
A. Asymptotic Unbiased Estimators
Inverting (14), (17) and (18), we have the following estimators of ρ
Moreover, another estimator based on a mixture of r S and r P can be constructed as [15] ρ M 2 sin
based on the following relationship
In the sequel we will focus on the properties of the estimators defined in (43)- (46) . Here the estimatorρ P in (43) is employed as a benchmark due to its optimality for normal samples, in the sense of approaching the CRLB [11] when the sample size is sufficiently large.
B. Bias Effect for Small Samples
It is noteworthy that the four estimators in (43)- (46) are unbiased only for large samples. When the sample size is small, the bias effects, as shown in the following theorem, are not ignorable any more.
Theorem 4: Letρ ζ , ζ ∈ {P, S, K, M } be defined as in (43)- (46), respectively. Define BIAS ζ E(ρ ζ − ρ). Let S 1 and S 2 bear the same meanings as in Lemma 2. Write σ
Then, under the same assumptions made as in Theorem 1,
Proof: The first statement (48) follows directly from (14) in Lemma 2. Now we proceed to evaluate BIAS S ,
Taking expectation of both sides in (52), applying E(δ S ) = 0, E(δ
S and ignoring the high order infinitesimals, we have
Substituting (47) into (53), expanding to the order of (n + 1) −1 , and subtracting ρ thereafter, we obtain the result (49). In a similar way we have
which leads directly to (50). Performing Taylor expansion ofρ M (r S , r K ) around (r S , r K ) till the second order, we
Taking expectation of both sides in (54), ignoring high order infinitesimals, applying the resultsρ M (r S , r K ) = ρ,
and subtracting ρ thereafter, we arrive at the forth theorem statement (51), thus completing the proof.
Remark 6: From (48)-(51), it follows that, for all the four estimators,
• ρBIAS ζ (ρ) ≤ 0 (negative bias);
Moreover, contrary to BIAS P and BIAS K , BIAS S and BIAS M cannot be expressed into elementary functions due to the intractability involved in (20) and (28), the expressions of V(r S ) and C(r S , r K ), respectively.
C. Approximation of Variances
Besides the bias effect just discussed, the variance is another important figure of merit when comparing the performance of the estimatorsρ ζ , ζ ∈ {P, S, K, M }. From (14), it follows that
By the delta method, it follows that [15]
Now we only need to deal with V(ρ M ), which is stated below.
Theorem 5: Letρ M be defined as in (46) . Then, under the same assumptions made as in Theorem 1,
Proof: Using the delta method [11] , it follows that
The theorem thus follows with substitutions of the partial derivatives
into (59), respectively.
D. Asymptotic Relative Efficiency
Thus far in this section we have established the analytical results with an emphasis on limited-sized bivariate normal samples. For a better understanding of the fourt estimators, we will shift our attention to the asymptotic properties ofρ ζ in the sequel. Since lim n→∞ E(ρ ζ ) = ρ, we can compare their performances by means of the asymptotic relative efficiency, which is defined as [11] ARE ζ lim
As remarked before, we employρ P as a benchmark, since, for large-sized bivariate normal samples,ρ P approaches the Cramer-Rao lower bound (CRLB) [11] 
From (60) it is obvious that ARE P = 1. Moreover, comparing (56) and (58), it is easily seen that lim n→∞ V(ρ S )/V(ρ M ) = 1, which leads readily to ARE S = ARE M by referring to (60). Then we only need to focus on ARE S and ARE K in the following discussion.
Theorem 6: Let ARE S and ARE K be defined as in (60). Then
Proof: Substituting (56) and (57) into (60) yields (62) and (63), respectively, and the proof completes.
Remark 7:
Due to the intractability of Ω 1 (ρ) in (62), ARE S cannot be expressed into elementary functions in general. However, exact results are obtainable for ρ = 0, ±1. Substituting ρ = 0 and Ω 1 (0) = 1/9 into (62), it is easy to verify that
which is a well known result [15] . In our previous work [38] we also obtained that
Now let us investigate ARE K . It follows from (63) that, ARE K is expressible as elementary functions of ρ, and is therefore more tractable than ARE S . In other words, we can evaluate easily any value of ARE K with respect to any value of ρ = ±1. For example, substituting ρ = 0 into (63) yields
which is identical to ARE S (0) and also well known [15] . However, when ρ → ±1, an extra effort is necessary, since both the numerator and denominator of (63) vanish in this case. Apply the L'Hopital's rule, we find the following result
which is greater than ARE S (±1). In fact, a comparison of ARE S and ARE K in Section VI suggest that
VI. NUMERICAL RESULTS
In this section we aim at 1) tabulating the values of Ω 1 (ρ), Ω 2 (ρ) (in Theorem 1) and Ω All samples are generated by functions in the Matlab Statistics Toolbox TM . Specifically, the normal samples are generated by mvnrnd, whereas the contaminated normal samples are generated by gmdistribution and random. The notation ρ = ρ 1 (∆ρ)ρ 2 represents a list of ρ starting from ρ 1 to ρ 2 with increment ∆ρ.
A. Tables of Ω 1 (ρ), Ω 2 (ρ) and Ω 3 (ρ) of V(r S ) both in theory and in practice, the table is made as intensive and accurate as possible, with the increment ∆ρ being 0.01, and the precision being up to ten decimal places. In Table II are tabulated the values of Ω 3 (ρ) in (28) of Theorem 2 for ρ = 0(0.01)1. Because of the similar reasons, the increment ∆ρ and precision are the same as those in Table I . The values of Ω 1 (ρ), Ω 2 (ρ) and Ω 3 (ρ) with repect to ρ not included in Tables I and II can be easily obtained by interpolation. Given these tables, we can easily calculate the quantities that depend on Ω 1 (ρ),
, ARE S , ARE M , and so forth. Fig. 1 shows the bias effects BIAS ζ corresponding to the four estimators ρ ζ , ζ ∈ {P, S, K, M } for n = 10 and n = 20, respectively. It is clearly observed that the magnitudes of BIAS ζ can be ordered as BIAS M < BIAS P < BIAS K < BIAS S . That is, the performance of r S is much worse than those of the other three in terms of bias effect in small samples. Moreover, it is also observed that (49) and (51) with respect to BIAS S and BIAS M are more accurate than (48) and (50) with respect to BIAS P and BIAS K . In other words, the former two formulae agree better than do the latter two formulae with the corresponding simulation results for a sample size n as small as 10. Nevertheless, the deviations from (48) and (50) to the corresponding simulation results are less noticeable when the sample size n is increased up to 20. to V(ρ ζ ) and 2) the corresponding observed variances from the Monte Carlo simulations. It can be seen that (56) and (58), with respect to V(ρ S ) and V(ρ M ), are accurate enough even though the sample size is as small as n = 10.
B. Verification of BIAS ζ and V(ρ ζ ) in Small Samples
On the other hand, unfortunately, the theoretical formula (55) for V(ρ P ) and (57) for V(ρ K ) deviate substantially from the corresponding observed simulation results for the same sample size n = 10. However, it appears that these deviations become less noticeable for n = 20 and negligible for n = 30. Therefore, it would be save to use Sample size n = 10 Sample size n = 20 Sample size n = 30 
C. Comparison of MSE in Small Samples
Contrary to BIAS ζ illustrated in Fig. 1 , the magnitudes of the mean square errors
cannot be ordered in a consistent manner. It appears in Fig. 2 that 1 )
|ρ| is around 0, 2) MSE S > MSE K > MSE P when |ρ| exceeds some threshold, which moves towards 0 with increase of n, and 3) the difference between MSE K and MSE S around ρ = 0 decreases steadily with increase of n. Furthermore, due to the asymptotic equivalence betweenρ S andρ M , MSE S and MSE M becomes closer and closer as n increases. simulation results for n = 1000 are superimposed upon the corresponding theoretical curves. Due to the asymptotic equivalence betweenρ S andρ M , the results with respect to ARE M are not included in Fig. 3 . It can be observed that 1) the simulations agree well with our theoretical findings in (62) and (63), respectively, 2) ARE K lies consistently above ARE S , indicating the superiority ofρ K overρ S for large samples, and 3) the performance ofρ S deteriorates severely as ρ approaching unity, although it performs similarly asρ K when ρ is small. Note that the remarks on ARE S also apply to ARE M due to the equivalence betweenρ S andρ M when the sample size n is large. (40), and 2) compare our formula (42) with the result of ( * ) that asserted in [21] . Due to the lack of space, we only present the results for ǫ = 0.01 and ǫ = 0.05 under the sample size n = 50 here. For simplicity, the rest parameters of the model (40) are set to be σ X = σ Y = 1, λ X = λ Y = 100 and ρ ′ = 0 throughout. It is seen that the observed values of E(r K ) and E(r S ) agree well with the corresponding theoretical results of (41) and (42) established in Theorem 3. On the other hand, however, the curves with respect to ( * ), especially in Fig. 4(b) , deviate obviously from the corresponding observed values. Fig. 5 illustrates, in terms of MSE, the sensitivity ofρ P as well as the robustness ofρ S ,ρ K andρ M to impulsive noise. It is shown in Fig. 5 that the MSE ofρ P is dramatically larger than those of the other three estimators, irrespective of how small the fraction ǫ of impulsive component is. On the other hand, it is seen that, despite some minor negative (positive) differences for ρ around 0 (±1), MSE S and MSE M behave similarly with MSE K for ǫ = 0.01. Nevertheless, MSE S and MSE M are much larger than MSE K for ǫ = 0.05 when ρ falls in the neighborhood of ±1. Combing Fig. 5(a) and (b), it would be reasonable to rank their performance aŝ ρ K ≥ρ S ∼ρ M ≫ρ P in terms of MSE under the contaminated normal model (40) , where the symbol ∼ stands for "is similar to". 
D. Verification and Comparison of ARE
E. Performance ofρ ζ in Contaminated Normal Model
ρ MSE P MSE S MSE K MSE M
VII. CONCLUDING REMARKS
In this paper we have investigated systematically the properties of the Spearman's rho and Kendall's tau for samples drawn from bivariate normal contained normal populations. Theoretical derivations along with Monte Carlo simulations reveal that, contrary to the opinion of equivalence between SR and KT in some literature, e.g. [23] , they behave quite differently in terms of mathematical tractability, bias effect, mean square error, asymptotic relative efficiency in the normal cases and robustness properties in the contaminated normal model.
As shown in Theorem 1, SR is mathematically less tractable than KT, in the sense of the intractable terms
and Ω 2 (ρ) in the formula of its variance (20) , in contrast with the closed form expression of V(r K ) in (19) .
However, this mathematical inconvenience is, to some extent, offset by Table I provided in this work, especially from the viewpoint of numerical accuracy. Moreover, as demonstrated in Fig. 1 and Table III , the convergence speed of the asymptotic formulae (50) and (57) with respect to BIAS K and V(ρ K ) are less accurate than those of BIAS S and V(ρ S ) due to the high nonlinearity of the calibration (45) . As a consequence, we do not attach too much importance to such mathematical advantage of KT over SR.
Now let us turn back to the question raised at the very beginning of this paper: which one, SR or KT, should we use in practice when PPMCC is inapplicable? The answer to this question is different for different requirements of the task at hand. Specifically, 1) If unbiasedness is on the top priority list, then neitherρ S orρ K should be resorted to. The modified version ρ M that employs both SR and KT, is definitely the best choice (cf. Fig. 1 ).
2) One the other hand, if minimal MSE is the critical feature and the sample size n is small, thenρ S (ρ K )
should be employed when the population correlation ρ is weak (strong) (cf. Fig. 2 ).
3) Sinceρ K outperformsρ S asymptotically in terms of ARE, thenρ K is the suitable statistic in large-sample cases (cf. Fig. 3 ).
4)
If their is impulsive noise in the data, then it would be better to employρ K , in terms of MSE, although there is some minor advantage ofρ S when ρ is in the neighborhood of 0 (cf. Fig. 5 ).
5) Moreover, in terms of time complexity,ρ S appears to be superior toρ K -the computational load of the former is O(n log n); whereas and the computational load of the latter is O(n 2 ) [35] .
Possessing the desirable properties summarized in Section II, Spearman's rho and Kendall's tau have found wide applications in the literature other than information theory. With the new insights uncovered in this paper, these two rank based coefficients can play complementary roles under the circumstances where Pearson's product moment correlation coefficient is no longer effective. 
--
is a compact notation of n(n − 1) · · · (n − κ + 1), with κ being a positive integer. † The orthant probability P 0 Proof: Using the technique developed by Moran [44] for finding E(r S ), it follows that the ranks can be expressed as
where H( ) is defined in (7) . Substituting (66) and (67) into (2) yields
Then
Taking the expectation of both sides of (69) with the assistance of (9) in Lemma 2, it follows readily that
where n [κ] n(n−1) · · · (n−κ+1), with κ being a positive integer. Now the variance of r S depends on the evaluation of E(S 2 ), which is a weighted summation of 24 quadrivariate normal orthant probabilities P Table IV [29] . Collecting the terms of P 0 4 (R ξ ) in Table IV , subtracting the square of the right side of (71) and substituting the resultant into (70) along with some simplifications, we obtain the expression of (20) with
An application of the relationship (11) to Appendix 2 of [29] yields
Substituting (74) into (72) and (73) yields (21) and (22), respectively. Hence the first theorem statement (20) follows.
Ignoring the o(n −1 ) terms in (20) yields the second statement (23), thus completing the proof.
Proof: From (21), (22) and (30), it suffices to evaluate W ξ ′ , ξ ′ ∈ {c, d, f, g, h, l, n, o} for ρ = 0, 1; and with (34) , it suffices to evaluate P Table IV . Using these W ξ ′ (0) values with the relationships (21), (22) and (30) yields Ω 1 (0) = 1/9, Ω 2 (0) = 5/9 and Ω 3 (0) = 1/18, respectively.
When ρ approaches unity, it is rather tricky to evaluate the values W ξ ′ (1). Substituting ρ = 1 directly into the integrals in (13) or the integrals in Appendix 2 of [29] will not lead to any tractable argument. We have to investigate case by case. From Table IV , it is seen that the off-diagonal elements of R c are all 1/2 When ρ = 1. Then we have P Table IV , and the three relationships (21), (22) and (30), we obtain Ω 1 (1) = 1, Ω 2 (1) = 16/3 and Ω 3 (1) = 1/2, respectively, and the evaluations complete.
APPENDIX C PROOF OF THEOREM 2
Proof: Let S be the same as in (69) and T be the numerator of (3). Define
Then, we have, from (3), (68) and (69) along with the relationship sgn( ) = 2H( ) − 1,
and hence
From (8) and (9), it follows that
2 . Substituting these expectation terms into (80) gives E(T ) = 4n [2] 1 4 + S 1 2π − n [2] = 2n [2] π S 1 .
Recall that we have obtained E(S) in (71). Now the only difficulty lies in the evaluation of E(ST ) in (81).
Multiplying (79) 
Now, resorting to Table V , we are ready to evaluate the first six terms in (83). From (75) and (76), it follows that E(IJ) is a summation of P 
Since, by definition (7), H(0) = 0, the term (84) vanishes for i = j or k = l or k = m. Then there are n 2 (n − 1) 2 (n − 2) nontrivial (84)-like terms left to be evaluated. It follows that the domain of the quintuple (i, j, k, l, m) can be partitioned into thirteen disjoint and exhaustive subsets whose representative terms, Z 1 , Z 2 , Z 3 , Z 4 , are listed in the upper panel of Table V . Summing up the corresponding P 0 4 -terms in Table V leads directly to E(IJ). In a similar manner we can obtain E(KJ) and E(LJ). With the assistance of the lower panel of Table V, we also have the expressions of E(I 2 ), E(KI) and E(LI). Substituting these results and (71) into (83), subtracting the multiplication of (71) and (82) and substituting the resultant back into (81), we find that C(r S , r K ) is of the form (28) Proof: For ease of the following discussion, we will use φ(x, y) and ψ(x, y) to denote the pdfs of the two bivariate normal components in (40), respectively. From (66), (67) and (80), it follows that the numerator of (3) T can be simplified to
which yields 
where ϕ, φ i , ψ i are compact notations of ϕ(x 1 , y 1 , x 2 , y 2 ), φ(x i , y i ) and ψ(x i , y i ), i = 1, 2, respectively. Write
Then, with respect to ϕ 1 , ϕ 2 , ϕ 3 , and ϕ 4 in (87), (U, V ) follows four standard bivariate normal distributions with correlations ̺ 1 = ρ (88)
respectively. An application of the Sheppard's theorem (9) to (86) along with (88)-(91) yields
= 2n [2] π α 1 sin −1 ρ+2α 2 sin −1 ̺ 2 +α 4 sin −1 ρ ′ .
Now it is not difficult to verify that the first statement (41) holds by 1) dividing both sides of (92) by n [2] , 2) letting λ X → ∞ and λ Y → ∞, and 3) ignoring the O(ǫ 2 ) terms.
To prove the second statement (42) , it suffices to evaluate E(S) by the relationship (68). Taking expectations of both sides in (69) along with the i.i.d. assumptions gives
Since we have known E 1 in the above development, now we only need to work out E 2 in (93). Let ̟(x 1 , y 1 , x 2 , y 2 , x 3 , y 3 ), abbreviated as ̟, denote the pdf of the joint distribution of (X 1 , Y 1 , X 2 , Y 2 , X 3 , Y 3 ). Then, from (40) 
where φ i and ψ i are compact notations of φ(x i , y i ) and ψ(x i , y i ), i = 1, 2, 3, respectively. Define
Then, with respect to ̟ 1 to ̟ 8 in (94), (U, V ′ ) follows 8 standard bivariate normal distributions with correlations
Using the Sheppard's theorem (9) again together with (94)-(102), we can obtain the expression of E 2 and hence E(S) in terms of n, ǫ and ̺ 1 to ̺ 12 . Substituting E(S) into (68), letting n, λ X , λ Y → ∞ and ignoring the O(ǫ 2 )
terms, we arrive at (42), the second theorem statement.
