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SYNOPSIS 
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BOUNDARY VALUE PROBLEMS FOR SEMIlINEAR 
EVOLUTION EQUATIONS OF COMPACT TYPE 
We consider the following evolution equations in a Hilbert space 
with boundary conditions as stated. 
(i) Xl + (A(t) + S(t,x))x = f(t,x), t € J = [O,T] 
x{O) !::: x (T) 
(ii) Xl +(A(t) + B(t,l;;(x)))x = f(t,x) t € J 
k x (0) = x (T) •. k € IR 
(iii) xl! = ((\+B(t,x,x'))x - f(t,x,x') t € J 
(i = 1,2) 
(1) 
(2) 
(3) 
(4 ) 
(5) 
(6) 
It will be supposed that the linear operators A(t) in the equations 
(1) and (3) generate analytic and compact semigroups and that the linear 
operator A in (5) is such that Al/2 generates an analytic and com-
pact semigroup. The function f in equations (1), (3) and (5) may 
have a-symptotically sublinear growth. In equations (1) and (5) the 
, 
perturbation operator B is assumed to be bounded, whereas in equation 
(3) B may be unbounded but subordinate to A (t). The function l;; in 
(3) maps L2(J,H) into C(J,H) . It is defined in Chapter II (1.10). 
We require that k in (4) be sufficiently large. In all three cases 
we establish the existence of a weak solution under suitable conditions, 
I\lith the help of Schauder's fixed point theorem. 
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Many authors have dealt with the Cauchy problem for nonlinear 
evolution equations in abstract s~aces (e.g. 22, 23, 24, 25, 26, 39, 
52, 60, 63, 64, 66, 74] or with boundary value problems for linear 
evolution equations in abstract spaces [e.g. la, 18,21,28,29,43,46]. 
In the finite dimensional case boundary value problems (linear and 
nonlinear) for nonlinear differential equations have been studied 
intensively, See, for example [2, 13, 33, 34,44,47, 57, 58, 62, 
70, 77, 79]·. 
This type of problem has been generalized to evolution equations in 
Banach and Hilbert spaces. Amann [1; p454] proves the existence of 
a periodic solution of x' + A(t)x = f(t,x) I using hypotheses which 
are quite different from ours, Ward [76, 78] discusses quite general 
linear and nonlinear boundary conditions for the equation 
x' A(t)x + f(t,x) , but he treats only the asymptotically sublinear 
case. Kartsatos [35] obtains solutions on [0,00) for the abstract 
boundary value problem x' + A(t)x =F(t,x) and Ux = b ~ where U 
is a bounded linea~ operator and ACt) are closed linear with constant 
domain. His nonlinear part FCt,x) can also be of linear order, but 
he requires much stronger regularity conditions than we do and a 
certain positiveness condition on A-lJF (jJ E [0,1]) . His class of 
boundary conditions does not include periodicity conditions as we have 
them. PrUss [65] investigates the problem of the existence of T-periodic 
solutions of the evolution equation x' Ax + f ( t , x) , in cl 0 s ed • 
bounded and convex suhsets 0 of a Banach space. A generates a 
Co-semigroup UCt) ,and fCt,x) is continuous, T-periodic and satis-
fies a houndary condition relative to D. Further he requires compact-
, 
ness conditions and the boundedness of fCt,x) or the fact that UCt) 
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leaves D invariant. Bruck [9] obtains existence and uniqueness for 
the two-point boundary value problem u ll E Au + f(t) , uCO) = x > 
u(T) = Y • for a maximal, monotone, multivalued operator A Zecca 
and Zezza [83] consider the multivalued differential problem 
Xl - A(t)x E F(t,x) and Lx Mx, where M is a nonlinear, contin-
uous operator, F(t,x) is of linear order in x and A(t) are bounded 
and linear (see [83; (c),(d),p348]). Becker [8] obtains results on 
abstract Hammerstein equations which he applies to the periodic boun-
dary value problem xl! + A2x = B(t,x)x + f(t,x) and x(O) x(T). 
x'(O) = x'(T) to prove the existence of a mild solution. In his case 
B(t,x) is a uniformly bounded linear operator and f(t,x) is a bounded 
function. They do not depend on Xl • The assumptions on A are 
essentially the same as in our case in Chapter· I II. (see Travis and 
Webb [74; Prop.2.6] and Rankin [67; p378]). In [6] Becker shows, using 
the same assumptions on B(t,x) and f(t,x) as in [8], that the equa-
tion x' + (A + B(t ,x))x = f(t ,x) has a mild periodic solution. Here 
A generates a compact Co-semigroup. These results may also be 
generalized to functional differential equations of retarded type, see 
Becker [7]. In these papers (except in [9]) fixed point theorems were 
employed. 
The basic motivation for this \vork comes from the papers by Opial 
[62] and Becker [6]. For first order systems of equations in ~n • 
Opial shows that the boundary value problem for the nonlinear equation 
x, = A(t,x)x + b(t,x) and Dx = r (7 ) 
has a solution. Here 0 is a bounded linear map from the space Cn 
of all continuous vector funct·ions to IRn. He introduces the special 
norm 
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II A(t)1I 
o 
t max{L~. lja .. (s)dS I ; tE [O,TJ} 1,)=1 1) 
o ' 
nxn 
in the linear space Ll , consisting of all real nxn matrix func-
tions A(t) defined and integrable in [O,T] and assumes 
(i) The linearized, homogeneous problem 
Xl = A(t,wCt))x and Dx = 0 
has only the trivial solution for all wet) in Cn 
(ii) ACt,wet)) lies in a closed bounded (and he'ncecompact) subset 
of Lnxn for all 
1 ' 
wet) 
(iii) Both A(t,'x) and b(t,x) satisfy Caratheodory type conditions, 
and S R- (t) supflb(t,x)! ; Ixl :; 9.,} ,9.,= 1,2, .... has asymptotically 
sublinear growth (in 9., ) • 
With this he can show that the mapping G, which assigns to each con-
tinuous wet) the unique solution to the linearized version of (7), 
is continuous and compact. Together with (iii) Schauder I s fixed point 
theorem can then be applied, hence guaranteeing that the boundary 
value problem (7) has a solution. 
For further developments of this type, see Kartsatos [34J, Anichini 
[2J. We mention also that Mawhin and Ward [57] have used a similar 
technique. 
With "basically the same type of hypotheses Becker [6] extends this 
type of result to certain semilinear evolution equations in separable 
Hilbert spaces. He shows that the periodic boundary value problem 
Xl + (A+ B(t,x))x = f(t,x) and x(O) = x(T) 
has a weak solution. Here A is the generator of a compact semigroup, 
B(t,x) is a bounded linear operator and fet,x) a bounded function. 
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In extending techniques applicable to differential equations in IRn , 
to equations in Hilbert or Banach spaces, one needs to make stronger 
continuity hypotheses on the coefficients, to ensure the same existence 
results. One can assume for example that f(t,x) satisfies a Lipschitz 
condition, or as Pazy [63] has shown, one may suppose that the operator 
A generates a compact semigroup. In the latter case continuity is 
sufficient to guarantee local existence. For extentions of these 
results we refer to Fitzgibbon [23, 24] and Lightbourne and Martin [48]. 
We also make this compactness assumption throughout. 
In generalizing the method that is implied by assumption (ii) above, 
Becker considers the set of all strongly measurable operator functions 
from [O,T] to B(H) , the bounded linear operators in H, with 
II BCt)1I ~ N , for almost every t€ [0, T] This set however is not 
compact in the strong operator topology, but it is compact in the weak 
operator topology on L2(J,H) , see [6; p36]. 
The compact character of the semigroup implies that certain integral 
operators are compact in L2 (J,H) , see Laptev [45]. This fact ensures 
strong convergence of solutions in his case, if Bn(t) converges only 
weakly. Further the weak compactness of the above mentioned set enables 
him to do without a priori estimates of the derivative which are not 
easily available in the case of unbounded operators A Such estimates 
are required hy most authors, see for example [9, IO~ 39]. 
The present work is divided into three chapters. In Chapter I 
we extend Becker 1 s result to variable operators A(t) and further we 
allow the function f(t,x) to be asymptotically sublinear in all three 
chapters (see for example (3.3)). We -show that the semilinear equation 
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(1) has a weak periodic solution. In Chapter II we consider unbounded 
perturbations B(t,x) of the type described in Kato and Tanabe [41], 
and show that for such B(t,x) and certain smooth functions ~ (see 
(1.10)), equation (3) with quasi-periodic boundary condition (4) has 
a solution for sufficiently large k, The example we give contains 
new results concerning a time dependent Sturm-Liouville operator. 
In Chapter III, Becker's result is extended to second order evolution 
equations with general boundary conditions as described for exampl e in 
Krein [43; p251]. We show that equation (5) has a weak solution which 
satisfies (6). 
Throughout, \ve require Cara theodory type regularity conditions 
on f(t,x) and B(t,x) (see Krasnoselskii [42; p20]). 
Since we need the properties of a Hilbert space and since the inhomo-
geneous part f(t,p(t)) belongs to L2(J,H), we work with weak solu-
tions. In Chapter I the notion of a weak solution according to Kato 
and Tanabe [41] is used, (see also Lions [49]). As in their situation 
the unbounded operator A(t) , as well as its domain V(A(t)) , may 
vary with t. They assume" however (see [41; (E.l)]) that for 
t E [O,T] ,-A(t) generates an analytic semigroup. This rather strong 
assumption is not needed in Becker's theory. It remains an open ques-
tion as to whether these assumptions in Chapter I may be replaced by 
the more general 'hyperholic' assumptions on A(t) , namely that 
... 
-ACt) generate Co-semigroups only, according to Kato [37, 38] or Heyn 
[30]. There the domain may also vary in time. For a treatment of the 
Ca.uchy problem for the quasi-linear evolution equation 
x' + A(t,x)x = f(t,x) , using these assumptions, \ve refer to the well-
known exposition by Kato [39] and to an extention of his result by 
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Murphy [60]. For another approach to hyperbolic evolution equations 
we refer to Ishii [32]. Another development in the direction of 
operators A(t) with variable domain, using variable closed sets and 
a generalized subtangential condition, is due to PrUss [64]. Again 
however, he requires analyticity. 
In Chapter II, where we consider unbounded perturbations of A(t) , 
it is natural to assume that -A(t) generate analytic semigroups, since 
otherwise - (A(t) + B(t)) may not even be the generator ofa Co-semigroup, 
even for B(t) subordinate to A(t) , Kato [36; p497-507]. The operator 
A in Chapter III need not generate an analytic semigroup. but our 
assumptions imply that Al/2 generates such a semigroup (see Krein [43; 
p250], Balakrishnan [4]). The notion of a weak solution used in this 
chapter is derived from the corresponding one for first order evolution 
equations (see Balakrishnan [3; p204], Ball [5]). For other notions 
\ } 
of a weak solution we refer to Zaidman [82; pS9], Raskin and Sobolevskii 
[66; p62]. 
In all three chapters we work in separable Hilbert spaces. This is 
inevitable in Chapters I and III, since we require Proposition 1.1 of 
Becker [6; p36]. It appears that Chapter II could be treated in a 
refl~xive Banach space setting. If this were possibl.e, the rather res-
trictive assumption on y (see (AII.2)) could be relaxed. 
In Chapters I and III we suppose as in Opial 's assumption (i) above, 
that the linearized version of (1), (2) (and (5), (6)) has a unique 
solution for all B(t,Ht)) , tjJ(t) E L2 (J,H) Various conditions are 
known which imply this uniqueness. We refer here to the well known 
criterion given by Lazer and Leach [47] and Landesman and Lazer [44]. 
In [44] it is shown that the boundary value problem for the nonlinear 
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elliptic partial differential equation 
6u + p(x,Du)u = h(x,Du) (8) 
u(x) = g(x) on an 
has a solution, for a given continuous g. Here n c ~n is a 
Dirichlet domain, 6 is the n-dim. Laplacian and Du denotes the 
vector consisting of u and all its first derivatives. They assume 
that p and h are continuous and bounded functions and that for some 
integer N;:;: 1 there are numbers YN and YN+l such that 
~N ~ YN ~ p(x,Du) s y < ~ N+l N+ 1 for all (x, Du) , (9) 
denote the eigenvalues of the linear homogeneous 
problem 
6u + AU = O. u = 0 on 
The nonresonance condition (9) implies that the linearized version of 
(8) has a unique solution for any h E L2(n) and that a certain estimate 
holds independently of p . 
This idea has received much attention, and we refer for example to 
Kannan and Locker (33] and Ward [77.80] for further developments, 
The newest development in this direction is due to Mawhin and Ward 
[57]. In their paper they weaken condition (9) but retain nonresonance. 
The nonlinearity p does no longer have to be uniformly bounded away 
from the eigenvalues. It is required instead that p(x,Du) be 
asymptotically between two eigenvalues, i",e.for some integer Nand 
functions 00 a I 13 £ L en) they assume that 
lim 
AN S a (x) s: ! u l-+co p (x, Du) S lim p(x,Du) S Sex) s ~N+l 
lul-+= 
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uniformly for x e n and the non-u components of Du The proof 
uses Leary-Schauder degree theory. Such methods have gained considerable 
importance lately, we refer to Mawhin [53, 54, 55, 56] for this aspect.. 
In the abstract case we mention Bruck [9). From his results it follows 
that for the special case where A is linear and accretive, there can 
be only one solution to the boundary value problem 
Xli = Ax + f(t) a,e. t e (O,T) and x(O) = x , x(T) = Y , 
x and y belonging to a real Hilbert space. In Dunninger and Levine 
[l8] the equation x" + Nx = 0 (t e [0, T]) is shown to have only the 
zero solution which satisfies the boundary conditions 
-cose l Xl(O) + sine l x(O) = 0 
cose z x'(T) + sinez x(T) = 0 
(10) 
if and only if At is not an eigenvalue of N (N is closed, linear 
with dense domain in a Banach space). Here At denote the eigenvalues 
of the scalar eigenvalue problem 1jJ" + ).1jJ = 0 ,1jJ(t) satisfying (10). 
Another result in this direction is given by Burak [10]. There unique-
ness of solution of a two-point boundary value problem is achieved by 
choosing the interval [O,T] sufficiently small. In the examples we 
use a variant of Landesman and Lazer's criterion, as Becker [6; p35,45] 
has already done. 
In Chapters I and III we obtain the necessary con~ergence results 
by the use of the compactness of the evolution operators and associated 
integral operators, and the weak compactness property of a Hilbert 
space. Even though the method of proof of these results (Theorem 2.6 
in Chapter I and Theorem 3.1 in Chapter I II) is similar, there are 
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however considerable differences in the spaces that are required in 
their proofs and in the use of the uniqueness and the boundary condi-
tions. TIle results, especially the ones in Chapter I, are similar to 
the corresponding ones in Becker [6; p39]. The type of convergence 
result in Chapter II (Theorem 1.7) is different. It involves the non-
linearity already and requires regularity conditions on the basic 
assumption (AII.2). 
Further in Chapters I and III the compactness of the set of all 
B(t) E B(H) with IIB(t)II :::; N (a.e. for t E [O,T]) in the weak 
topology in B(L2 (J,H)) , (see [6; p36]) , is instrumental in establish-
ing llniform bounds for certain operators associated with the boundary 
conditions (2) and (6). In this way we do not need a priori estimates 
of the derivative which are needed by many authors. 
In Chapter III, our approach is motivated by Krein [43; pp249-270], 
i.e. second order equations are equivalent to first order systems (see 
also Fitzgibbon [25]). Another well known approach to second order 
evolution equations is by means of cosine families. These were intro-
duced by Segal [69] and developed by Fattorini [19, 20]. We refer to 
Travis and Webb [74] who discuss also the connection between the cosine 
family and the first order systems approach to second order equations. 
Finally we mention the development s of Krein I s results [43; pp249-270] 
by Gershtein and Sobolevskii [28] and by Heimes [29]. 
The general notation that is used throughout is introduced in 
Section 1 of the first chapter. In referring for instance to Theorem 
1.3 (or eqn. (2.1)) in Chapter I, we would write I Theorem 1.3 (or 
1(2.1)), if this reference is not made in Chapter I. 
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CHAPTER 
O. INTRODUCTION 
This chapter is concerned with the periodic boundary value problem 
for the semi-linear evolution equation 
x' + (A(t) + BCt,x))x = f{t,x) 
x(O) ::: xCT) 
(0.1) 
in a separable Hilbert space H. A(t) is a function from J = [O,T] 
to the set of unbounded operators acting in H. We are working with 
weak solutions according to Kato and Tanabe [41]. Hence ACt) needs 
to satisfy their assumptions (E.l), (E.2), (E.3) only. However we 
suppose further that A(t) generates a compact semigroup for every t E J . 
The perturbation B(t,x) is assumed to be a bounded linear operator in 
H , as in Becker [6], and f(t,x) a function with values in Hand 
having sublinear growth. We will prove the existence of a weak periodic 
solution (Theorem 3.1). The chapter is divided into four sections. 
Section I contains four important preliminary results, three of which 
are well known. In Section 2 an evolution operator for the perturbed 
equation Xl + (ACt) + B(t))x ::: 0 will be constructed and convergence 
properties of this equation obtained. Some of these depend on the 
compactness of certain integral operators and are similar to Becker 
[6; p39]. 
The uniqueness assumption of Theorem 3.1 together with the compactness 
- 12 -
of the evolution operator guarantee a unique weak periodic solution 
to x' + (ACt) + BCt))x = h(t) , h(t) € L2(J,H) . The linear operator 
associated with this periodic boundary value problem depends on B(t) 
One can show that this operator is uniformly bounded for B(t) in 
S , S being the set of bounded, strongly measurable operator functions 
B(t) such that liB (t)1I :<.; N (a.e. for t IE. J) , which is compact in 
the weak operator topology in L2 (J,H) • (Becker [6; p36.42]). 
These results guarantee a unique weak periodic solution to the linearized 
version of (0.1). Schauder's fixed point theorem can then be applied to 
prove the existence of a weak periodic solution of (0.1). This forms 
the content of Section 3. Finally in Section 4 we will illustrate the 
result in the previous section. A(t) will represent a strongly elliptic 
partial differential operator, which need not be self-adjoint. The 
uniqueness assumption of Theorem 3.1 will be satisfied provided the 
norm of '(B(t,p(t)) - Q.I] , (p(t) € L2 (J,H)) is sufficiently small. 
We mention here that the continuity in the uniform operator topology 
of the evolution operators ~ of (2.4) and ~ of (2.1), (see Theorems 
2.2 and 2.4) is not needed in the proof of the main result. We have 
included the results because they are of interest in themselves. 
- 1.3 -
1. NOTATION AND PRELIMINARY RESULTS 
We work in Hilbert space, and all Hilbert spaces will be supposed 
separable. H, HI' HI etc. will be used to denote Hilbert spaces. 
Given Hilbert spaces HI and H2 , B(H I ,H2) will denote the bounded 
linear o~erators from HI to H2• and B(H) will be written instead of 
B(H,H). 
For J = [O,T] :=.IR (the reals) a compact interval, we denote by 
LP(J,H) (lSp<ro) the space of (equivalence classes of) functions from 
• J to H which are strongly measurable and satisfy f}X(t)II Pdt < 00. 
The inner product in H will in these circumstances be denoted by 
C.,.) and that in L2CJ,H) by [.,.] where [x(t),y(t)] = fJ(X(t),y(t))dt. 
With this inner product, L2(J,H) becomes a separable Hilbert space. 
We writellx(t)II L2 = [x(t),x(t)]1/2. 
Let £(J,H) denote the set of ~aps from J ~R to B(H,H) and M(J.H) 
the subset of strongly measurable such maps (Le. those B(t) : J.-rB(H.H) 
such that B(t)x is strongly measurable for each x E: H). II B(t)1I denotes 
the Hilbert space H-norm of the operator B(t). For details of the 
measure theory, see Dunford and Schwartz [17; Vol. 1] . 
If B (t) E: M(J .H) and II B(t)1I S N(t E: J) then for almost all t, 
B(t) : H.-rH and in addition we can regard B(t) : L2(J,H) -+L2(J,H) as 
defined by B(t) (x(t))::: B(t)x(t) (a.e. for t Ii: J). We denote the latter 
-(bounded linear) transformation by B. 
The following proposition is due to Becker [6; .p36]. We will 
need it in the proof of the main theorem (Theorem 3.1). 
- 14 -
Proposition 1.1. For any N > 0, the set 
SN ::: (BIBet) E: M(J,H) and II BCt)1I :<:; N for a.e. t E: J} 
is compact in the weak topology in B{L2 CJ,H)). 
The next result which is due to Laptev [4S;pS96], will be used through-
out. Here it is 'quoted in the form given by Becker [6 ;p36,38] , 
Proposition 1.2, 
(a) Let K(t,s): JxJ-+B(H) be compact for almost aU (t,s), and let 
f IIK(t,s)U2dsdt<oo. Then the map in L2(J,H) defined by JXJ 
is compact. 
(b) Let K(t, s) : J x J -+ B(H) be compact for almost aU (t, s), and let 
LIIK(t,S)112dS<oo (t fixed), Then the map A: L2(J,H)-+H defined 
by Ax = fJK(t,T)X(T)dT is compact for each tfor which it is 
defined. 
We state here another result, due to Krasnoselskii [42jp20-26]. 
The proof given there for R is equally valid for H. We will need 
the result in the proof of Theorem 3.1. 
sition 1.3. Assume that the function f(t,x) : J x H-+H is contin-
uous in x E: H, for almost an t E J, and measurable with respect to t 
for aU values of x E H. Assume further that for every x (t) E: L2 eJ, H), 
fet,xCt)) <. L2 (J,H). The operator in L2(J,H) defined by xCt) -+ f(t,x(t)) 
is then continuous and transforms bounded sets into bounded sets. 
- 15 
Finally \>Je will prove a proposition generalizing a method which we will 
be using repeatedly. 
Proposi tion 1.4. Let L and ~1 be compact linear operator's in a 
Hilbert space H Further let (Cn ) be a bounded sequence in B(H) 
For given bounded sequences (xn) and (fn) in H suppose that there 
exists a bounded sequence (Yn) in H such that the equation 
L (C y - f ) 
n n n 
holds for every positive integer n. The sequence (Yn) then con-
tains a convergent subsequence. 
Proof. is bounded, is bounded. The weak compact~ 
ness property of H guarantees that there exists a subsequence (j) 
such that (CjYj - fj) and (Xj) are weakly convergent. The compact-
ness of Land M then implies that (Yj) is convergent 0 . 
Remark. In applying the proposition, the Hilbert space will usually 
be L2 (J,H) or L2 ([s,T] ,H); L will be identified with the operator 
f<i>Ct,T) - dT , (SE [O,T) and fixed), which is compact if <Ht,s) is 
"" as in Proposition 2.5; Cn ~ Bn which is bounded by N and the opera-
tor M will be defined by 
x (t) -+ 
T 
(T-S)-l<i>(t,S)f x(T)dT 
s 
Since <i>(t,s) , as given in Proposition 2.5, is uniformly bounded and 
compact for s < t , it follows easily that M maps bounded sets 
into relatively compact sets in L2 ([s,T],H) Hence M is compact. 
- 16 -
2. PERTURBED EQUATIONS OF EVOLUTION 
This section will be concerned with the abstract evolution 
equation 
x' + (A(t) + B(t))x ::: 0, (I = d/dt) , (2.1) 
in a separable Hilbert space H. ACt) is a function from J = [O,T] 
to the set of unbounded operators acting in H. It is assumed to 
satisfy the conditions (E.l), (E.2), (E.3) of Kato, Tanabe [41 ;p109]. 
Thus the domain of ACt) may vary with t. Furthermore A(t) generates 
a compact semigroup for every t E J. 
B(t) is a strongly measurable map from J to the set of bounded opera-
tors B(H) in Hand UB(t)" ~ N for almost every t in J. 
Following [4l;p1l1] (see also Lions [49]) we shall introduce the 
notion of a weak solution and show that the equation x' + A(t)x 0 
is of compact type (see Definition 2.1). It will then be shown, 
using methods similar to Balakrishnan [3 ;p221] that equation (2.1) 
, is al so of compac t type (Theorem 2.3). 
The remaining part of the section will be concerned with convergence 
properties of equ~tion (2.1). These are similar to the ones 
found in Becker I 6 ;p39] . 
We begin by stating all our assumptions. The first three can 
be found in [4l;pl09,110] and also in Tanabe [72;p1l7,129]. In 
what follows we shall denote by L a fixed, closed angular domain. 
- 17 
!: = {A E <t; larg().) I ~ rr/2 + 8, 0 < e < rr/2} 
(AI.l) For each t E J = [O,T], A(t) is a closed, linear operator, 
defined densely in a separable Hilbert space H. The resolvent 
set pC-ACt)) of -ACt) contains !:, and the resolvent satisfies 
for any ). ELand t E J, where M' is a positive constant 
independent of ). and t. 
(AI.2) A(t)-l, which is a bounded operator for each t, is contin-
uously differentiable with respect to t E J in the uniform 
operator topology. 
(AI.3) There exist two constants N' > 0 and 0 ::; p < 1 such that the 
inequality 
" (0 I d t )( AI + A (t ) ) - 111 ::; N I II ). 11 -P 
holds for every). ELand t E J. 
(AI.4) For every t E J there is some). in pC-ACt)) such that 
(AI + A (t)) -1 is a compact linear operator. 
Definition 2.1. The equation Xl + A(t)x = 0 is of compact type, 
if there exists an evolution operator ~(t,s) with the following pro-
perties. 
(C.l ) ~(t,s) is a strongly continuous map from 
S = let,s) E J 2 10 S sSt ~ T} into B(H); 
II ~ (t, s) II S M on S; 
~(t,t) = I; ~(t,a)~(a,s) = ~(t,s) (0 ~ sS a::; t S T) 
CC.2) 
(C.3) 
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For every f € L2 CJ,H), s e [O,T), and u(s) € H, there exists 
an unique continuous function uCt) in [s,T] given by 
u(t) = ~(t.,s)u(s) +J:~(t,cr)f(cr)dcr (2.2) 
such that 
J:(u(t),n l (t) - A*(t)n(t))dt + J:(f(t).n(t))dt + (u(s),n(s)) = 0 (2.3) 
where net) is any function satisfying 
(i) for each t € J, net) belongs to V(A*(t)). 
(ii) net), n'(t) and A*(t)n(t) are strongly continuous in 
[s, T] . 
(iii) neT) = O. (For the existence of such functions n we 
refer to [72;p132]). 
A function u(t), continuous in [s,T) and satisfying eqn. (2.3) 
for any test function net) is called a weak soLution of 
Xl + A(t)x = f(t) in (s,T]. (c.f.[41;p111]) 
For t > s, ~(t,s) is a compact, linear operator .. 
Theorem 2.1 If A(t) satisfies the assumptions (AI.l) - (AI.4), 
then x' + A(t)x =0 is of aompaat type. 
Remark. (AI.l) implies that for each t € J, -A(t) generates an analytic 
semigroup exp(-sA(t)). \vith assumptions (ALI) to (AL3) an evolution 
operator 4>(t,s) can then be constructed: 
¢ (t, s) exp( (t-s)A(t)) + f:exPC-(t-cr)A(t))R(cr,S)dcr (2.4) 
where R(t,s) is determined as the solution of the integral equation 
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Here we have put Rl (t,s) = -(a/at + a/as)exp(-(t-s)A(t». 
It follows that both Rl (t,s) and R(t,s) are continuous for 0 s; s < t s; T, 
in the uniform operator topology, and satisfy 
IIR 1 (t,s)1I s; Cit - sl-P 
IIR(t,s)II s; Clt-sl-P (2.5) 
Furthermore it follows that ~(t,s) satisfies (C.I) of Definition 2.1. 
If f(t) is continuous, then (C.2) is also guaranteed, These results 
are proved in [4I;pI12-1l7]. 
Proof of Theorem 2.1. By the above remark (C.I) is secured. As to 
(C.2), it remains to show that the result also holds fO,r f(t) in 
L2 (J,H). The uniqueness follows as in [41;p115]. Thus we only need 
to verify that for f(t) E L2 (J ,H) and any function n (t) satisfying (i), 
(ii), (iii) of (C.2), we refer to [41;(3.14)], 
T t . T 
fs(fst(t,a)f(a)dcr, nJ(t) - A*(t)n(t»dt + Js(f(a)~n(a»da = O. 
Let (fn) be a sequence of continuous functions in C(J,H) with fn ~ f 
in L2 (J,H). By [41;C3.14)] we have for any n 
T t . T 
Hn(fn) = fs(isHt.alfn(a)da. n'(t) -A*(t)n(t))dt+ tCfnca). n(a»da=O 
Thus IHn(f)1 s; 1Hn(f) - Hn(fn)l + IHnCfn) 1= 1Hn(f) - HnCfn) I, 
and 
IHnCf) -Hn(fn)1 s; If:f:CHt,a)[f(a) -fn (a)],n ' Ct) -A*Ct)n(t»dadtl 
+ If: ([ f C a) - f n ( a) ] , n ( a) ) dal 
:<;M-C n Tf:" inCa) - f{a)lIda ~ 0 (n ~ <Xl). 
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The function uCt) given by (2.2) is continuous in (s, T]. This can 
be seen as follows. Let t2 < t l , then 
The first and the last terms on the right hand side of the above equa-
tion clearly tend to zero in norm as Itl - t2' -+- O. 
If t2 is fixed, t2 < t 1 • then because of (C.I) 
J
t 2 
s II [<p(tl.a) - <p(t2,a)]f(a)lIda -+- 0 
using the dominated convergence theorem. If tl is fixed, again with 
t2 < tl' we define the function 
for s :;; a :;; t2 
o for 
so that 
The function F(t 2 ,a) is bounded by 2Mllf(a)1I which is integrable. In 
order to apply the dominated convergence theorem, it remains to show 
that for almost every a E (s,tl) 
lim F(t2,a) = 0 . 
t2-+-t 1 
Since a remains fixed while t2 approaches tl, we may assume that 
a < t2 < tl for almost every a E (s,tl)' Therefore 
which does tend to zero as t2 -+- tl.' Thus (C.2) is verified. 
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Next it is shown that under the assumption (AI.4), the statement in 
(C.3) is correct. The analytic semigroup exp(-rA(t)) generated by 
-A(t) is differentiable with respect to r, for r > 0, in B(H), we 
refer to [72;p130]. Hence it follows that for r > 0, exp(-rA(t)) is 
continuous in the uniform operator topology. By (AI.4) and a theorem 
by Pazy [63;p24], the semigroup exp(-rA(t)) is compact for r > O. 
Accordingly, exp(-(t-o)A(t)) is a compact linear operator for any 
cr < t. Furthermore for s < cr < t, R(o,s) is bounded and linear, so 
that exp( (t-o)A(t))R(o~s) is compact. Let (x n) denote a sequence in 
H, converging weakly to xo.It follows that 
exp(-(t-cr)A(t))R(cr,s)x + exp(-(t-cr)A(t))R(o,s)x 
n 0 
strongly as n + 00, for almost all 0 E [s,t]. Moreover by (2.5), arid 
since (xn) is a bounded sequence 
lIexp(-et-cr)A(t))R(O,S)xn" :=; Clo - sl-P 
which is integrable. Thus, by the dominated convergence theorem 
f:exp(-(t-O)A(t))R(O,S)XndO + f:exP(-Ct-O)A(t))R(O,S)XodO 
strongly as n+oo, and by (2.4), <P(t,s)xn+<P(t,s)xo (n+oo), i.e. for 
s < t, <pet,s) is compact. For a different proof of the compactness see 
[23, 24] . This completes the proof (If Theorem 2.1 0 
We now prove another property about <pet,s) , namely 
Theorem 2.2*. 4>(t,S) is oontinuous on S' ={(t,s) EJ2 1o:=;s<t$T} 
in the uniform operator topology. 
_~roof. It requires the continuity of T(t,s) = exp(-(t-s)A(t)) and 
*As remarked earlier, this result is not needed for the proof of the 
main theorem. 
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Ret,s) in (2.4) in the uniform operator topology. By [41;(2.6), (2.7)] 
the operator T(t,s) is differentiable with respect to sand t in S'. 
Therefore it is continuous there in the uniform operator topology. 
Set IIT(t,s)1I s D for 0 s sst s T. 
It remains to show that the integral in the expression of (2.4) for 
~(t,s) has the desired continuity property. This ~s now verified 
separately for t and s. 
(i) Continuity in t 
Let s < t2 S tl and let t2 be fixed. Then 
S J~IIT(tl'O) - T(t2,o)II11R(o,s)lIdo + ftlllT(tl'O)R(O,S)lIdO' 
S t2 
Denote the integrals on the right hand side of the above inequality by 
II and 12 respectively. The integrand in 12 is integrable and thus 
12 tends to zero as tl + t2' The integrand in II converges to zero 
as tl + t2 for almost all a E (s,t2)' Furthermore the integrand is 
bounded by 2DC(a-s)-p, which is integrable. From the dominated conver-
gence theorem it follows that 10 + 0 (tl+ t2)' 
Now let tl be fixed in s < t2 S ti' Thus tl - s is a given positive number. We may 
aSS'Jme that t2 is such that tl - t2 < (tl-s)/3. To a given E , 0 < e: < (tl-s)/3 
we choose K with O<K<min{e:,(e:(1-p)/6CD)I/I-PL Thus Tet,s) is uniformly 
continuous in {(t,s) EJ2 !Ossst-K and lestsT}, i.e. we can find 0, 
0< 0 < (e: (l-p)/3CD) l/I-p such that I tl - t21 < 0 implies II T(tl ,a) - T(t2,a)1I 
< e:(1-p)/3C(tl-S)1-p for any aE [s,t2-K]. Then 
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Since the function (x+~)l-P - x1- P is decreasing with x, 
II $ CD(tl-t2)1-P/ l -p < ol-PCD/l-p < ~ 
jtl 12 < 8(1-p)/3C(t1-s)1-P sC(o-S)-Pdo s ~ 
13 S 2CDft2 (a-s)-Pda = (2CD/l-p){(t2-s)1-p - (t2- S-K)1-p) 
t 2 -K 
A · . h f . 1 -P ( ) I-p. d . . h galn Slnce t e unctlon x - X-K· . 15 ecreas1ng W1 t x 
I3SKI-P2CD/l-P<E/3. Thus 10<8. Thisprove5thecontinuityof <j)(t.s)in 
t. For a different proof, using compactness. we refer to Ward [78]. 
(ii) Continuity in s. 
Again let 51 S 52 < t with 52 fixed. Then 
The integrand of II 1 is integrable and hence II 1 will tend to zero as 
51 ~ 52' The integrand in 112 will converge to zero as sl ~ 52 for 
almost all 0 E (s2. t) . Further the integrand is bounded by 
-p -p} -p CD{(o-sl) + (a-52) s 2CD(0-s2) since 51 $ 52. and the last 
expression is integrable. As before we conClude that 
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Now let sl be fixed in s1 5 S2 < t. The number t - sl is given and 
fixed. We assume that s2 s} < (t s})/3. To any given s, 
o < s < (t-s})/3 we choose 0 < K < s such that K1- p < s(1-p)/6CD. 
Because of the uniform continuity of R(t,s) on 
S} {(t,s) EJZ! S+K5t5T and 05s5T-K}, we can find 6 with 
o < 6}-P :::; £(1 p)/3CD such that IIRCa,s}) - R(a,sz)1I < s/3DT, for any 
a E [SZ+K,t] as soon as 152-511<0. Hence 
f
S2 fS2+K ft 
IlIa:S •. IIT(t,o)R(a,sl)lldo + ( + JUT(t,o) [R(o,sd - R(0,S2J]llda 
51 52 s2+K 
III! 5CDf2(a-sd-Pdd = (S2-S1)1-PCD/l-p < s/3 
sl 
fSZ +K -p -p CD 1-p 1-p I-p III2 5CD (0-50 + (a- s 2) do = E-'f(S2-S1+K) -(s2-sd +K } 52 P 
SK 1 - P2CD(1_p)-1 < s/3, 
. h f . ( ) 1-p SInce t e unctIon X+K X1- p is Jecreasing in x . 
1113 < s/3. Thus 1110 < s. This completes the proof 0 
Remark. The theorem is true without assuming (AI.4). 
The following perturbat ion TesuJ t \"j 11 be needed in Theorem 3.1. 1<Ie note that 
the evol uti on opera tor for cqn. (2.1) is bounded independentl v of B (t) 
for BetJ in SN of Proposition 1.1. 
Theorem 2.3. Let x' + A(t)x = 0 be of comp'1ct type with evolution opera-
!~or <pet,s). Let Bet) <:. M(.I,II) satisfy IIB(t)II:o: N a.e. for 
t E .J Then 
Xl + (A(t)+B(t))x == 0 
1-.S of compact type and its evoZution operator satisfies 
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'Ct,s)xCs) = tCt,s)x(s) - f:t(t.T)B(T}'(T.S)X(S)dT (2.6) 
for s < t and xes) E H. A'lso H\fI(t,s) II $ K where K depends 
on'ly on M of (C. 1) and N artd the 'length of the interva'l 
J '" [O,T] . 
The unique weak so'lution of x' + (A(t) + B (t))x = f(t) is given by 
(2.7) 
Remark. For any xCt) E L2 (J,H). B(t)xCt) E L2 (J,H). Thus by CC.2) 
we would expect that if a weak solution xCt) of (2.1) exists, it would 
satisfy 
f:Cx(t),n'(t) -A*Ct)nCt))dt+ f:C-B(t)xCt),nCt))dt+ Cx(s),n(s)) =0 C2.8) 
and would be given by 
xCt) = tCt,s)xCs) - f:t(t.O)BCO)XCO)dO. s ~ t S T C2.9) 
Since ACt) + B(t) is closed for every t E J, with domain VCA(t)) and 
since (ACt) + B(t)) * = A* (t) + B* (t), xCt) would then also satisfy 
J:cx(tLnt(t)-CACt)+BCt))*nCt))dt + (x(s),n(s)) = o· 
Proof. Let L be the operator in L2 (J,H) defined by 
Lf(t) = f:tCt,O)BCO)fCO)dO . 
L is linear and bounded. Equation (2.9) can now be written as an 
equation in L2 CJ,H), namely 
where we have set g (t) 
" s 
x + Lx g (t) 
s 
t(t,s)x(s). Since 
(2.10) 
(2.11 ) 
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Tricomi I S argument, [3 ;pl03], can be used to conclude that L is quasi-
nilpotertt. In fact, for n ~ 2 
(Lnf)(t) = JtM (t,a)f(a)da 
s n 
where Mn(t,a) = f:Ml(t,T)Mn_l(T,aldT and Ml(t,s) 
(2.12) 
~(t,s)B(s). 
For the existence of M(t,a) we refer to [17;Vol.I,pl17] and notice 
n 
that Ml(t,a) is measurable and bounded almost everywhere . 
. In order to estimate the norm of M (t,a) we set 
n 
f
T . 
Veal = aIlHt,a)B(a)112dt, 
By induction and with Holder's inequal ity, one obtains by standard 
arguments 
11M (t,a)1I 2 ~ 2((MN)2/2)n-l[(t_a)2n-3/(n_2)!]V(a) 
n 
Therefore by virtue of (2.12) we arrive at 
(2.13) 
(2.14) 
. n -n+l n l/n Slnce'n e ~ nl, it follows readily that (II L II) -+ 0 as n -+ co. 
L being quasinilpotent enables us to prove the uniqueness of the weak 
solution. If there are two solutions of the required type, the dif-
ference zet) will satisfy z(s) = 0 and 
f:ezCt).n' (t)-A*(t)n(t))dt + f:C-B(t)Z(t).nCt))dt o· 
Since B(t)z(t) is a given function in L2(J,H), by (C.2) the above 
equation has a unique solution 
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zet) = -f:~(t,a)B(a)Z(a)da 
which is continuous. Hence z + Lz = O. But since -1 € pel) 
zet) 0 for almost all t € J, and since z(t) is given to be con-
tinuous, so zet) = 0 for everyt E J. This proves the uniqueness. 
The existenoe of a solution: Since the spectral radius of L 
is zero, we will use a Neumann expansion for (-I - L)-l. In view 
of (2.11) we define 
'(2.15) 
where we have set 
for some f E L2 (J, H) . 
The function x(t) is continuous in [s,T] because 
since by (2.14) E~ILn" < 00 and hs(t) i5 continuous in [5,T]. 
Next we set 
n '+1 
K (t,a) = E, l(-l)J M,(t,a) 
n J = J 
The sequence of linear operators in L2 (J,H) defined by 
is convergent in B(L2(J,H)). To show this, let f be in L2(J,H), 
then 
2 JT ft , IIQf-O fll ::; ( II(E~_ 1(-l)J+IM.(t,o))f(a)lIda)2dt, 
11 S 5 J -n+ J 
fTft 00 2 ::; 11£11 2 (E,_ I1M.(t,a)lI) dodt. 5 s . J -n+ 1 J 
- 28 -
By (2.13) IIM.(t,a)1I s (2V(a))1/2 pj-l/Uj_2)IT)1/Z where we have 
J 
set pZ = (MNT)2/2. Thus the infinite series 
(2.16) 
is convergent. It follows now, since f:V(a)da < 00, that ~ conver-
ges to Q in B(LZ(J,H)) as n + 00. Hence we have that 
Q = f>(t ,0') • dO' 
is a bounded linear operator in LZ(J,H). 
Taking this and eqn. (2.12) into account, x(t) of (2.15) becomes 
x(t) h (t) - 1 im ft K (t ,a) h (a)da = h (t) - ft K(t ,0') h (a)da 
s n+oo s n s s s s 
(2.17) 
where one can easily derive from the above that the convergence 
takes place pointwise in H also. 
Note especially that by (2.16) 
ft ft 00 liz ft 1/2 IIK(t,a)Hda$ z.:':1IlM.(t,a)lIdaS2 C(M,N,T) Veal dO' s s J J s 
3/2 SMNT -C(M,N,T) (2.18) 
is uniformly bounded in t E J. And moreover by the same argument 
it follows that Q is also quasinilpotent. 
Next it is verified that x(t) as given by (2.17) satisfies 
the equation 
. t 
x(t) '" 4l(t,s)x(s) - LHt,a) [B(a)x(a) - f(a)Jda. 
In fact, eqn. (2.19) can be written in the form 
x(t) h ( t ) - LX (t) , 
s 
(2.19) 
(2.20) 
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and thus in operator notation, we have to show that 
Since -1 E pel), this reduces to 
Qh (t) =: (I+L) -lLh (t). 
s s 
Using the Neumann expansion for (I+L)-l. and (2.15), the last 
equality is seen to be valid. 
Now we show that the function defined by (2.19) satisfies 
f: (x (t) ,n' (t) -A* (t) net) )dt + f: (f(t) -B(t) x(t) , n (t) )dt + (x (s), n (s» == 0 
for any test function net), i.e. it is the weak solution of 
x' + (A(t)+B(t»x = f(t). 
In order to verify this we tise C2.20) and note that h (t) is the 
s 
weak solution of Xl + ACt)x = f(t). Thus it remains to show that 
for any given test function net) 
J:(LX(t).n·(t)-A*(t)n(t)) + (B(t)x(t).n(t))dt = O. 
In more detail the above equation becomes 
Hn(BX) == J:J:($(t,a)B(a)X(a),n'Ct) - A*(t)nCt»dadt 
+ f:CB(t)x(t),n(t»dt :: O. 
Since B(t)x(t) is a given function in L2(J,H) we can approximate 
it by continuous functions PnCt). But for a continuous function 
the result follows directly from [4l;pl14]. Since 
Hn(Pn) ~ Hn(Bx)(n+oo), just as in the proof of Theorem 2.1, the 
result is proven. 
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For equation (2.1) an evolution operator '¥(t,s) is now defined 
on the basis of (2.17) (by letting f :: 0 in hs (t)) . For any 
s E [O,T) and any xes] E H, s ~ t ~ T, 
'¥(t,s)x(s) = ~.(t,s)x(s) - f:KCt,o).(a,S)X(S)dO 
Clearly for any s,t, 0 ~ s ~ t ~ T, '¥(t,s) is a bounded linear 
(2.21) 
operator in H. It satisfies '¥Ct,t) = I. and for $ ~ 0 ~ t the unique-
ness provides '¥(t,s) = '¥(t,a)'¥(o,s). Furthermore by (2.18) we have 
1I'¥(t,s)1I ~ M[l + MNT 312. C(M,N,T)] ~ K 
i.e. '¥(t,s) is uniformly bounded in sand t by a constant K which 
depends only on M, N and the interval J = [O,T]. 
For f(t) = 0 and for given SE [O,T) and xes) E H, x(t) = '¥(t,s)x(s) 
by definition. Thus as was shown in (2.19), '¥ (t, s) satisfies (2.6). 
By rearranging the equation in (2.17) and replacing hS(T) (see 
(2.15)) by 4>(T,S)X(S) + f>(T,O)f(O)dO therein, we can write x(t) 
of (2.17) in the form (2.7). Thus (2.7) is the unique weak solution 
of x' + (ACt) + B(t))x = f(t). 
The strong continuity of '¥(t,s) in t, 0 ~ s ~ t ~ T follows 
from the statement after eqn. (2.15), Now we consider the strong 
continuity of '¥(t,s) in s. Since ~(tJs) is strongly continuous in 
{(t,s) E J21s ~ t} it is uniformly strongly continuous there. Let 
f
S2 ft +11 K(t,o).(O,sl)xodall + IIK(t,o)II·II4>(o,sIlxo - 4>(a,52)xollda 
. s1 52 
which converges to zero if I s2 -s 1 I -r O. 
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To prove the compactness of ':V(t,s) for s < t, we use (2.6) 
and the fact that t(t,a)B(a)':V(a,s) is compact for almost every 
a E (s,t). Thus for (xn), a sequence weakly converging to x in H, 
t(t,a)B(a)':V(a,s)x + t(t,a)B(a)':V(a,sJx 
n 
en -+ 00) 
strongly for almost every a E: (s, t) . Since (x ) is a bounded sequence 
n 
the dominated convergence theorem guarantees that 
lJI(t,s)x -+ ':V(t,s)x (n-+oo). Hence ':V(t,s) (5 < t) is a compact opera-
n 
tor. This completes the proof of Theorem 2 . .3 0 
If I"e use the expressions in (2.6) and (2.21) for ':V(t,s), we can 
prove the following result 
Theorem 2.4* lJI(t,s) is continuous on S' = {(t,s) E J 2 10 S s < t S T} 
in the uniform operator topology. 
The proof is the same as for Theorem 2.2. We only need to know 
that by choosing 152-511 sufficiently small, we can ensure that 
becol'1es arbitrarily small. To see this one proceeds just as in 
(2.18), to obtain 
W s 21/2C(M,N,T)ls2-S111/2{fs2f~I~(t'O)B(9)n2dtdayI/2 
s 1 (J 
The remaining part of this section will be concerned with con-
vergence properties of equation (2.1). The convergence results 
given by Becker [6] are valid also in our more general situation. 
*As remarked earlier, this result is not needed for the proof of the 
main theorem. 
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Thus Theorem 2.6 and Corollaries 2.7 and 2.8 are taken directly from 
[6; Theorem 2.2, Cor. 2.4 and 2.5]. The proofs are also the same except 
for minor modifications. 
Because of the weak compactness property of a Hilbert space and the 
following adaptation of Proposition 1.2, the weak convergence of the 
perturbation operator S(t) already implies the strong convergence 
of the evolution operator ~(t,s) . We conclude the section with 
Proposition 2.9 which concerns the convergence of periodic solutions 
of eqn. (3.5). 
Proposition 2.5. Let iP(t,s) be an evoLution operator of (2.1) 
satisfying (C.I) - (C.3) of Definition 2.1. Then if J s = [s,T] • 
(a) The map L:L2 (J s ,H) + H defined by x(t) + f:~(t,a)X(a)da is 
compact for each s IE J and each t > s, t IE J s 
(b) The map in L2 (Js,H) defined by x (t) + r 4l Ct. a) x (a) da is compact 
s 
for each s ( J . 
Theorem 2.6. Let Xl + A(t)x = 0 be of compact type and Bn(t) a 
sequence in M(J,H) , satisfying IISn(t) /I !> N for aLmost every t E J , 
where N is independent of n Purther Zet Sn + S weakLy in 
B(L2 (J,H)) . Then if 4ln (t,s) denotes the evoLution operator of 
Xl + (ACt) + Bn(t))x = 0 
we have ¢n(t,s) + ~(t,s) strongLY3 where ~(t,s) is the evoLution 
operator of (2.6), 
Proof. By (2.6) we have (s fixed) 
t 
·f· <P (t .r) B (-r ) 4l (T, 5) X ( s) d T 
n n 
s 
(2.22) 
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By tIle remark following Proposition 1.4, we can write (2.22) in the form 
Yn=Mx-L(CnYn) in L2 C[s,T],H). By assumption and Theorem 2.3, <pn(t,s) 
is uniformly bounded in n, sand t (O:5;s!5:t:5;T). Thus (Yn) is a bounded 
sequence and Proposi tion 1.4 impl ies that Yn <pn(t,s)x(s) has a subsequence 
<PQ,(t,s)x(s) converging strongly in L2 ([s,T],H) to lJI1(t,s)x(s) (say) 
Now B being uniformly bounded and convergent in the weak opera-
n 
tor topology on B(L2 ([s,T) ,H)), and <PQ,(t,s)x(s) converging strongly, 
implies that BQ,(t).Q,(t,s)x(s) converges weakly in L2 ([s.T],H) to 
B(t)lJI1(t,s)x(s). Hence in (2,22) 
f>(t,T)[BQ,(T).Q,(T,S) ~B(T;lJI1(T,S)]X(S)dT -+ 0 
strongly in L2([s,T],H), Taking limits (Q,-+<x» in (2.22) we see that 
lJI (t,s) satisfies the integral equation (2.6) and by the uniqueness, 
1 
lJI(t,s), 
We have also convergence in H.For, subtracting (2.22) from 
(2.6) and fixing t we obtain 
Because IIHt,T)BQ(T)1I S MN, the first integral converges to zero 
strongly in H. 
Since (B (t) - B(t))lJI(t,s)x(s) converges weakly in L2([s, T} ,H) to 
n 
zero, Proposition 2.5 (a) implies that for fixed t, the second 
integral converges strongly in H to zero. 
Since every sequence of values of n has a subsequence Q, for which 
<PQ, -+ lJI, it follows that the whole sequence converges to lJI 0 
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Corollary 2.7. Under the hypotheses of Theorem 2.6, if (y) is a 
n 
bounded sequence in H, then for each t > s, ~ (t,s)y has a strongLy 
n n 
convergent subsequence in H. 
Proof· ~ (t,s)y = Ht,s)y - J\(t'T)B C<H (t,s)y dT 
n n n s n n n 
(2.23) 
Since (y ) and (B (t)~ (t,s)y ) are uniformly bounded, and since the 
n n n n 
operator~(t,s) and the integral operator f:~(t,t).dT are compact 
(see Prop. 2.5), the righthand side of (2.23) has a subsequence 
which converges strongly in HO 
Corollary 2.8. Under the hypotheses of Theorem 2.6" if A beLongs 
to the resoLvent set of ~ (t, s) for aU. n E: iN (t > s fixed) and aLso 
n 
to that of ~(t,s), then (AI-~ (t,s))-l converges strongLy to 
n 
(AI-IJI(t,S))-l (in H). 
Proof· Observe that (AI - ~ (t,s))-lx - (AI - ~(t,s))-lx n 
= (AI -~ (t,s))-l(~ (t,s) -~(t,s))(AI -~(t,s))-lx. 
n n 
(2.24) 
Since' ~ (t,s) -+ lJI(t,s) strongly, it suffices to show that for fixed 
n 
-1 
sand t with t > s, (AI - ~ (t,s)) is uniformly bounded. If this 
n 
does not hold, we can find a sequence {x ) with Ux II ::: I such that 
n n 
y ::: (AI - ~ (t, s)) -Ix satisfies limlly II ::: co 
n n n n 
and II z II 
n 
1 , 
n-+co 
and w = x Illy II 
n n n 
~ (t,s)z 
n n 
iimll w II :::: O. 
n 
n-+co 
AZ - w 
n n 
we see that 
(2.25) 
By Corollary 2.7, there is a subsequence ~ i Ct, s) zi that is convergent. 
- 35 
Thus by (2.25),(z~) converges to z say. Now taking limits in (2.25) 
we see that 
':!'(t,s)Z ::: AZ and n zli 1 
because ~ (t,S) is uniformly bounded. This contradicts the fact 
n 
that A belongs to the resolvent set of ':!'(t,s), thereb~ proving the 
Corollary 0 
In view of Theorem 3.1 and II Theorem 2.1, where we will have to verify 
the continuity of a certain operator G, we prove here the following 
Proposition 2.9. Let (¢n(t,s)) be a sequence of evolution operators 
satisfying (C.l) of Definition 2.1 and oonverging strongly in H to 
an evolution operator ~(t,s) ,for 0 ~ s < t ~ T, We assume that 
~n(t,s) is bounded independently of n, sand t 
(t,s) ES::: {(t,s)IO~s~t~T} , Suppose that A belongs to the 
resolvent set of ~n (T, 0) for aU n E IN and also to that of 4> (T, 0) 
and assume that (AI - ~n (T, 0)) -1 is a bounded sequenoe. Assume finally 
that the sequenoe (fn) oonverges to f in L2 (J,H). Let xn in 
H be defined by 
T 
x ::: (AI - ~ (T,O)) -If ~ (T,T)f (T)dT 
n n n n 
o 
t/J (t) 
n 
t ~ (t,O)x T J ~ (t,T)f (T)dT 
n n n n 
o 
It then follows that 
.(i) 
T 
Xn + x = (AI -~(T,O))-lf ~(T,T)f(T)dT 
o 
in H as n + 00 , and 
(E) 
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t 
*n(t) ~ *(t) = t(t,O)x + f t(t,t)f(t)dt 
o 
in L2 (J, H) , (and H) • as n ~ 00 • 
Remark. The strong continui ty and the strong convergence of tn (t, s) do 
not imply that tnft,s) is uniformly bounded in n, t and s. HO\oJever if 
we suppose that tn(t,s) is strongly equicontinuous, an application.Of the 
Banach-Steinhaus theorem will yield such a bound. (We note.that 5 is compact) . 
Proof. (i) 
x x 
n 
We first prove the convergence of xn • 
T 
{(AI - ~(T,O)) 1 - (AI - <Pn(T,O))-l}j <P(T,t)f(t)dt 
o 
T T 
+ (AI-<P (T,O))-l{f [t(T,t)-~ (T,t)]f(t)dt + f t (T,t)(f(t)-f (t)]dd 
n n n n 
o 0 
-I+II. 
By virtue of Corollary 2.8, see (2.24), and our assumptions. the first 
term I converges to zero in H as n ~ 00 As regards the second 
term II, it remains to show that 
T f [<P(T,t) - tn(T,T)]f(t)dt and 
o 
T 
f $ (T, t) [f(t) - f (t) ]dt n n o 
converge to zero as n ~ 00 , because (AI - $n(T,O))-l is bounded. 
Using the assumptions and the dominated convergence theorem this follows 
immediately since $n(t,s) is uniformly bounded in n, sand t. 
(ii) Concerning the .convergence of *n(t) , consider 
Wn (t ) - H t) = $ (t, 0) [x -x] + [$ (t, 0) - t (t, 0) ] x + 
n n n 
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t t 
+ f <P ( t , T) [f ( T) - f ( T )]d T + J [<p (t, T) - <P ( t , T ) ] f ( T ) d T 
n n n 
o 0 
- I + II + III + IV . 
We will show that each of the four terms on the right hand side of the 
above equation converges to zero in L2 (J,H) . The first term I con-
verges to zero in H, (n-+«» by (i) and because <Pn(t,s) is uniformly 
bounded. Hence it converges also in L2 (J,H) . Term II approaches 
zero in L2 (J ,H) , (n-+«» by assumption and an application of the domi-
nated convergence theorem. 
The norm in L2 (J ,H) of the expression in III is bounded by CTllf n-fll 
where U<Pn (t, s) II ~ C ; and therefore approaches zero (n-+«» , by 
assumption. 
Concerning the last term IV, we set 
t 
gn(t) = f II [<Pn(t,T) -¢(t,T)]f(T)lIdT 
o 
for t > 0 . 
The integrand here, converges to zero for almost every T < t • and 
it is bounded by 2Cllf(T) II . Therefore gn(t) -+ 0 (n-+«» • for any 
t > 0 by the dominated convergence theorem. Since by Holder's inequality 
it follows by yet another application of the dominated convergence 
theorem that the last term IV tends to zero in L2 (J,H) as n -+ 00 
This completes the proof of Proposition 2.9 0 . 
The results which we have proved will enable us now to establish the 
main theorem (Theorem 3.1). 
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3. PERIODIC SOLUTIONS OF A SEMILINEAR EQUATION OF EVOLUTION 
In this section we will prove by an application of Schauder's 
fixed point theorem, that the semilinear equation of evolution 
x, + (A(t) + B(t,x))x fet,x) (3.1) 
has a weak, periodic solution. 
Theorem 3.1. Let Xl + A(t)x = 0 be of compact type. Let B(t,x) 
be in B(H), strongLy measurable in t for each x E H, and strongly 
continuous in x, for almost every t E J. Assume that B(t,~(t)) 
ties in a weakly closed subset S of SN (see Prop. 1.1), for each 
~(t) eL2 (J,H). Suppose further that for all B in S the equation 
Xl + (A(t) + B(t))x = 0 (3.2) 
has unique weak, periodic solution x = o. 
Concerning f (t, x) : J x H -+ H we assume that (1) it is measurabLe in t 
for each x E H and continuous in x foY' almost every t € J. 
(2) For every x E L2 (J,H), f(t,xCt)) E L2 (J,H). 
(3) For every sequence (x~) in L2 (J,H) with IIx~1I :S ~ 
lim inE (l/t) fT Ii f(t,x~ (t))lIdt = O. 
~ -r co 0 
(3.3) 
Then equation (3.1) has a weak~ periodic solution~ i.e. a weak 
solution satisfying x(O) :: x(T). 
Remark. The conditions on the perturbation B(t,x) are the same as 
in [6 ;Theorem 3.1]. The asymptotic sublinearity assumption made 
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on f(t,x) is somewhat simpler than that used by Opial [62;p588] and 
Ward [76;p47l], yet the same method will be employed to show that 
there exists a ball which is mapped into itself by a compact trans-
formation. 
In preparation for the proof of Theorem 3.1, we relate the notion 
of a weak solution of (3.1) to a non-linear integral equation. 
Proposi tion 3.2 _. Assume that the hypotheses of TheoY'em 3.1 hol.d 
and suppose that yet) is a continuous function on J which satisfies 
. t 
yet) = $(t,O)x
o 
- fo~(t,T)[B(T,Y(~))Y(T).- f(T,Y(T))]dT (3.4 ) 
foY' some Xo E H~ wheY'e $(t,s) denotes the evol.ution opeY'atoY' of 
Xl + A(t)x = o. The function yet) is then a weak sol.ution of (3.1) 
satisfying an initial. condition. 
Proof. By assumpt ion and using the proof of Theorem 2.3, (we note 
(2.19)), we have that for any ~(t) in L2(J,H) the function satisfying 
is the unique weak solution of 
x' + (ACt) + B(t,~(t)))x f(t,~(t}) 
with l/J(O) xo- Define the map G' on L2(J,H) by G'(~) = l/J. 
Any continuous func tion yet) which satisfies C3. 4) is a fixed point of 
G' and thus a weak solution of (3.1) with yeO) xo' 
We can also argue as follows. Suppose yet) is given as in the 
assumptions, thus B(t,y(t)) and f(t,y(t)) are determined. Hence 
by the method used in the proof of Theorem 2.3, (after (2.20)), one 
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can verify directly that yet) is a weak solution of (3.1) 0 . 
Proof of Theorem 3.1. We apply the Schauder fixed point theorem. 
Firstly we show that for h(t) E L2(J,H) and for any B(t) as given 
in the statement, the equation 
Xl + (A(t) + BCt))x = hCt) C3.5) 
has a unique weak, periodic solution yet). 
Let ~Ct,s) denote the evolution operator of (3.2) as guaranteed 
by Theorem 2.3. Then there exists a periodic solution yet) of (3.5) 
if and only if there exists Xo E H such that 
and 
yet) = ~(t,O)xo + ft~Ct.T)h(T)dT 
° 
(I - '¥(T,O))xo = fT~(T'T}h(T)dT 
° 
(3.6) 
By the uniqueness assumption, there does not exist Xo f ° such that 
(I -O/(T,O))xo = 0. Thus by the compactness of o/(T,O), (I -O/(T,O)) 
is invertible, i.e. I lies in the resolvent set of o/(T,O). 
We now show that for any B(t) in S, (I - '¥(T,0))-1 is bounded by 
a constant depending only on Nand A(t). If not, there is a sequence 
(B (tl) in S such that (I - 4> (T,O))-l is unbounded, where 4> (t,s) 
'n n n 
is the evolution operator corresponding to B (t). By Proposition 1.1, 
n 
there is then a BOCt) E S and a subsequence ~ such that B2(t) + BO(t) 
weakly in B(L2(J,H)). Since BOCt) E S and because of the uniqueness 
hypothesis, CI ~o(T,O)) is invertible ('¥°Ct,s) is the evolution 
operator corresp. to BOCt)). By Corollary 2.8 and the principle 
of uniform boundedness (I - 4>2(T,0)) -1 is uniformly bounded. The 
same argument shows that any subsequence contains a bounded subsequence, 
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which gives a contradiction. Hence (I - '¥(T,O))-l is uniformly 
bounded. Because of the above result which is due to Becker [6; p42], 
. 
we do not need a priori estimates of the derivative. 
Given pet) E L2 (J,H) We define the map G:L2 (J,H) + L2 (J,H) 
by Gp::: tjI where tjI is the unique weak, periodic solution of 
Xl + (ACt) + B(t,p(t)))x f(t,p(t)) 
Then by (C.2) of Definition 2.1 (see also (2.19)) applied to 
x' + A(t)x :::: 0, 
t 
Gp(t) = \~(t) = ell(t,O)x
o 
- J ell(t,1') [BC1',p(1'))1jJ(1') - f(1',p(1'))]d1' 
a 
(3.7) 
(3.8) 
We will show that (a) G is compact, (b) G is continuous, ec) there 
exists a ball Kn in L2 (J,H) such that G(Kn) C Kn . 
Assuming these, by Schauderfs theorem, G has a fixed point yet) . 
The continuity of yet) is then easily established. It follows that 
yet) satisfies (3.4) and hence by Proposition 3.2, yet) is a weak, 
periodic solution of (3.1), thereby proving the theorem. 
(a) G is compact. Let (Pn) be a bounded sequence in L2 (J,H) 
Proposition 1.3 then implies that (f(t,Pn(t))) is also bounded in 
We show first that (xn) and (tjln) are bounded in Hand 
L2 (J,H) respectively, where xn denotes the initial value correspond-
ing to tjln' Denote by elln(t,s) the evolution operator of 
x, + (A(t) + B(t,p (t)))x = a 
n 
which is guaranteed by Theorem 2.3. Then by the analogue of (3.6) 
t 
tjI (t) = ~ (t,O)x + f $ (t,1')f(1',p (1'))d1' 
n n n n n 
a 
-1fT x '" (I-~ (T,O)) ~ (T,T)f(1',p (1'))d1' . n n n n 
a 
(3.9) 
(3.10) 
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Since UB(t,PnCt))U ~ N independently of n and for almost every 
t E J , we have by Theorem 2.3, Ilqin(t,s)1I s K independently of n 
By what was shown previously 1/(1- qinCT,O))-lU S K' Thus it follows 
immediately that (xn) is a bounded sequence in H and (~n(t)) is 
uniformly bounded in H, in nand t E J. We conclude that the 
expression 
in (3.8) is bounded in L2 (J,H) . 
In view of Proposition 1.4 and the remark following it, the analogue 
of (3.8) for Pn, can be written as 
Mx 
n 
L (C y - f ) 
n n n 
in L2(J,H) . By virtue of Propositions 1.4 and 2.5, (Yn) = (Wn(t)) = 
(GPn) has a convergent subsequence in L2 (J,H) , i.e. G is compact. 
(b) G is continuous. Let Pn + P in L2 (J,H) . By Proposition 
1.3,. f(t,Pn(t)) + f(t,p(t)) in L2 (J,H) For any fixed yet) E L2 (J,H) 
Proposition 1.3 also applies to B(t,x)y(t) Hence B(t,Pn(t))y(t) + 
B(t,p(t))y(t) in L2(J,H) . And thus B(t'Pn(t)) converges st'rongly to 
~ 
B(t,p(t)) in B(L2(J,H)). If qin(t,s) denotes the evolution operator 
corresponding to B(t,Pn(t)) , then by Theorem 2.6, <pn(t,s) is strongly 
convergent in L2 (J,H) and in H, and is uniformly bounded. 
Further it follo\\1s by what we have shown previously that the remaining 
assumptions of Proposition 2.9 are satisfied for A 1. Hence applying 
this proposition we conclude that ~n(t) as given by (3.9) and (3.10) 
converges to wCt) = Gp(t) in L2(J,H) ,i.e. G is continuous. 
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(c) Letting Kn '" {x E L2 (J, H) lUx II ~ n} , there exists an n such that 
G(Kn) C Kn' Suppose this is not so. Hence there exists a sequence 
(x!) in L2 (J,H) such that xl E Kl and GXl t Kl • i.e. 
1 < Q,-2I1GxQ,1I 2 for all :11, E IN 
Let <l>Q,(t,s) denote the evolution operator of x' + (A(t) + B(t,xl(t)))x=O 
By Theorem 2.3 and our assumption, lI<1>l(t,s)1I :S K independently of 1 
and by what was proved previously. II (I - <l>Q,(T,O)f 111 ::; K' . Combining 
(3.9) and (3.10) we obtain 
T 
GXQ,(t) ::: <l>l(t,O)(I-<I>l(T,O))-lI <l>Q,(T,T)f(T,xQ,(T))dT 
o 
and hence 
t 
+ f ~l(t,T)f(T,xQ,(T))dT 
o 
T t 
IIGx 1 (t) IIH $ K
2 K1f IIf(TixiT))lldT + Kf IIf(T ,xQ,(T))lIdT 
o 0 
::; Cfllf (T'XQ,(T))lIdT. 
o 
Therefore for all Q, 
T 
$ TC 2 { Q, - 1 J II f ( T , xl (T)) II d T} 2 . 
o 
which contradicts (3.3) . 
Since G satisfies (a), (b), (c) we know that it has a fixed 
point yet) To prove the continuity of yet) in J we use (3.9). 
Let s < ~ , then 
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yet) - yes) 
t 
[if>y(t,D) -Ii> Cs,D)Jx + f cp (t,T)f(T,yCT))dT 
Y Y s Y 
s 
+ f [if> (t,.) - if> (s,T)]f(T,Y(T))dT . 
o Y Y 
The first two terms on the right-hand side of the above equality clearly 
converge to zero, as It-sl + 0 , in H. Concerning the third term, 
we let s be fixed first. The strong continuity of if>y(t,s) and 
dominated convergence imply that 
s 
f [if> Ct,T) -if> (s,T)]f(T,Y(T))dt + 0 
o y y 
as t + s , in H Now let t be fixed and define the function 
= 0 
Thus 
s 
J II [q. ( t , T) - CP ( s , T ) ] f (T ,y ( T ) ) II d T o Y Y 
if 0 $; T $; s 
if 
t 
= f F(T ,s)dT 
o 
and F(T, s) is bounded by 2Kllf (t ,yet)) II which is integrable. In 
order to apply the dominated convergence theorem it remains to show 
that 
1 im F ( T , s) : 0 
s+t 
for almost every T E (O,t) . Since T remains fixed while s 
approaches t, we may assume that T < s < t for almost every 
T E (D,t) . Therefore 
F(T,s) = II [if> (t,T) -if> (s,T)]f(T,Y(T))1I y . y 
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and hence does approach zero as s ~ t) for almost every T E CO,t) 
Hence yet) is continuous in J This completes the proof that 
(3.1) has a weak, periodic solution 0 . 
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4. EXM1PLE 
We illustrate the results of Section 3 by the following example. 
Here we adopt the notation of Tanabe [72]. The section consists of 
three parts. First a strongly elliptic partial differential operator 
ACt) whose domain varies in t is defined, following [72;p140]. We 
prove that its inverse is compact. Secondly, the non-linear per-
turbation B(t,x) is considered, and conditions are given so that 
the uniqueness assumption 0: Theorem 3.1 is satisfied. These conditions 
are based on Landesman and Lazer [44} and are simHar to [6; Theorem 4.1], 
but here we need not assume that A is scI f-adjoint. Lastly an example 
of a sublinear function f(t,x) is given as described in Theorem 3.1. 
Denote with HmCn) , the set of all functions which, together 
with their derivatives to order m in the sense of distribution, belong 
to the Lebesgue space L2(n), where n is a bounded region of class 
em. IRn 1n . We denote the norm of f E Hm en) by IIfU
m
, c. L [72; pll-14] . 
Let the operator defined in n by 
0'. A(x,t,D) = k a (x,t)D 
lal::::2p 0'. 
be strongly elliptic, uniformly in t E J = [O,T}, c.f.[72;p77,88]. 
The following assumptions are made about the coefficients a ex,t). 
0'. 
For each t E J, a ex,t), lal :: 2p are continuous iTi S'i, and a (x,t), 
0'. 0'. 
10'.1 < 2p, are bounded and measurable in n.Every coefficient is 
assumed to satisfy a H61der condition of order h uniformly in t, 
namely 
max supla (x,t) - a (x,s) I 
lal::::2p XEn 0'. a 
h 
:::: Lit - s I 
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Further for each t e J let 
(3 
B. (x,t,D) = 2: bj (3(x,t)D (j=l, ... p) J I 131 ~mj 
be a linear differential operator of order m. < 2p independently of 
J 
t, where the coefficients b j (3 are defined in 3Q and belong to 
2p-mj C for any t ( [O,T]. 
Moreover assume that these boundary differential operators are normal 
c.f. [72;p79]. 
We can find now an angle B] ( [O,n/2) such that argX(x,t,~) ~ B for 
all t, x and ~ ~ 0 and B E [B o,2n-B o] (see [72;p88]). We assume 
that for each t E J and B ( [Bo.2n-B o] the half-line arg A = B is 
the ray of minimal growth of the resolvent of A(t), where the 
operator -A(t) is defined by 
O(A(t)) = {ueli2 (Q)IB.(x,t,D)u(x) = 0, x€3Q.j=I •... p} p J (4.1 ) 
and 
A(t)u(x) = A(x,t,D)u(x) for u E O(A(t)). 
For each t E J, -A(t) then generates an analytic semigroup in L2 (Q). 
(see {72;p83,88,140). 
Furthermore, if all the coefficients of A(x,t.D) and Bj(x,t,D) 
(j=l, ... p) a~e differentiable in t and these derivatives with respect 
to tare Holdercontinuous uniformly in t, then Tanabe shows [72;pI4l-
144] that his assumptions 5.1.1, 5.3.1 - 5.3.3 (see [72; plI7,129,130]) 
are satisfied, i.e. our hypotheses (AI.l) - CAI.3) hold. 
\, 
We may suppose that 0 e pCA(t» by adding, if necessary, a suf-
ficiently large positive number to ACt). By an application of Rellich's 
Lemma (see e.g. [72;pI4J) one can conclude that A-let) is a compact 
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operator in L2(Q) for any t e J. For a given t e J, A-let) maps 
L2(Q) into the domain of A(t) .. And the solution u e Hzp(Q) of 
A{x,t,O)u(x) = f(x) 
and B.(x,t,O)u(x) = 0, x e aQ, j=l, ... p, ] 
for any given f e L2(Q), satisfies the estimate 
by the closed-graph theorem. Hence A- 1(t):L2(Q) + H2p (Q) is 
bounded, whereas the identity transformation Hzp(Q) + L2(Q) is 
compact. It follows that our hypothesis (AI.4) holds. Thus the 
operator A(t) as defined in (4.1) satisfies all our assumptions 
(AI. 1) - (AI .4). In the following we set H:: L2 (Q) . 
Next we will consider the perturbation BCt,x) and show that the 
uniquehess assumption of Theorem 3.1 is fulfilled if we let 
s {C(t)eM(J,H)III].:II+C(t)1I :5a, ].:IelC. a>O} (4.2) 
and if we choose CI. and ].:I suitably. The set S c SN (N=a+ 1].:11) is the 
translation of the weakly compact set Sa and is itself weakly compact 
by the continuity of translation, see [6 ;p44]. 
By [17; Vol.l, VI .9.2] S is also closed in the weak topology in 
BCL2 (J ,H» . 
We will show now that we can find ].:I and CI. such that the equation 
x'+ CACt) +CCt»x :; 0 (4.3) 
admits only the zero periodic solution for any Crt) e S. We write 
eqn.(4.3) in the form 
x' + ( A Ct) - ].:I I) x == - (C C t) + \.l I) x (4.4 ) 
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If ~(t,s) denotes the evolution operator of Xl + A(t)x = 0, then 
it follows that e~(t-s)~(t,s) is the evolution operator of 
Xl + (A(t) - ~I)x = 0 (4.5) 
Provided that e-~T does not coincide with the eigenvalues of ~(T,O), 
eqn. (4.5) can only have the Zero periodic solution. In fact such 
a solution yet) ::: e~t~(t,O)x would satisfy (I - e~T~(T,O))x ::: O. 
Denote the eigenvalues of the compact operator HT,O) by A. (i € IN). 
1 . 
Our assumption implies that e~T~(T,O)x I x for all x € H, x I o. 
We can ensure that e-~T I A. for all i € N by taking ~ € ~, 
1 
jJ 1- -T- 1 logIL!, e.g. ~ < -T-lloglI~(T,O)II, since ILl =:; II~(T.O)II. 
1 1 
The compactness of <P (T ,0) now impli es that for such jJ, (I - e ~T <P (T, 0) ) 
is invertible. 
Hence just as in (3.6) we can conclude that the unique weak, periodic 
solution of Xl + (ACt) -~I)x=h(t), for some h(t) € L2(J,H), is given 
by 
where 
G~(t,t) = exp(jJ(T+t-t))<p(t,O)(I-exp(jJT)~(T,O))-l~(T,t) + 
for T =:; t 
::: exp(jJ (T+t -T))4> (t, 0)(1 - exp (jJT)q, (T, 0)) -l~ (T, T) 
for T > t 
The operator. g" = (G"Ct,T) • dT 
Proposi tion 1. 2. 
in L2 (J,H) is compact by 
(4.6) 
Finally. if eqn. (4.3) has a weak, periodic s6lution x(t), then by 
(4.4) and (4.6) 
x(t) = -f:GjJ(t'T) (C(T) + jJI)x(t)dt 
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and if x(t) ~ 0. this leads to 
We assume now that a In (4.2) is less than IIgJr- 1 • It then follows 
J.1 
that 
which is a contradiction. Hence x = ° is the only possible periodic 
solution of (4.3). We have therefore proved 
Theorem 4.1. Assume that B(t,x) satisfies the Caratheodory condi-
tion described in Theorem 3.13 and that for aU pet) to: L2 (J,H), 
B(t,p(t)) belongs to 
s = {C (t) (. M (J ,H) III pI + C (t) \I s a < "g II -1, for J.1 to: IR, 
)J 
for .al1 eigenvalues A. of IPCT,O)} 
1 
(4.7) 
Further 3 let A(t) be as in (4.1) and let f(t,x) satisfy the condi-
tions in Theorem 3.1. Then the equation (3.1) has a weak~ periodic 
solution. 
In Chapter III we shall give an example of an operator B(t,x). 
We will now describe a function fCt, z) that conforms to the 
conditions of Theorem 3.1. Again let H = L2 (n). 
Theorem 4.2. Let ° < Y < 1 and h(t) belong to the Lebesp~e space 
<5 L (J), where <5 = 2/1-y. If z to: H = L2 cn), ~hen the function 
f(t,z) = h(t) IzlY (4.8) 
satisfies the conditions of Theorem 3.1. 
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Proof. (1) f(t,z) is measurable in t for each z E H, since 
h(t) E LO(J). (2) The following inequality holds 
In fact, since p == I/y > I we have for y E H, by Holder's inequality, 
and therefore 
(4. 10) 
so that 
2 2f 2Y 2 -If 2y 1/2y 2y 
IIf(t,z)III-1= Ih(t)1 n1z(X)! dx== Ih(t)1 ~(n){[~(n) n1z(x)1 dx] } 
::;; Ih(t)12~(n){~(n)-1/2I1z"H}2Y :; Ih(t)12lJ(n)I-y"z"~y. 
(3) Let z E L2 (J,H). Using (4.9) we have 
fT 2 JT 2 2y IIf(t,z(t))1I dt ::;; C2 lh(t)1 ·lIz(t)1I dt o H 0 H 
f
T 2/ I I fT 2 Y 
::;; C2 { Ih(t)l -Ydt} -Y{ IIz(t)1I dt} < 00, 
o 0 H 
by applying Holder's inequality with p l/l-Y. Therefore f(t,z(t)) 
2 belongs to L (J,H). 
(4) Let (z1) be a sequence in L2 (J,H) with "z~1 s 1. Then by (4.9) 
Q1 
(4.11) 
again using Holder, p :; I/l-Y. By the assumption on h(t) and 
Holder's inequality it follows that the first integral in the product 
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in (4.11) is finite. Also 
T 
{f IIz9,(t)l!dt}Y ~ 
o 
Hence in (4.11) Q9, S p9,Y-l + 0 as 9, + 00 ,where P is a constant. 
(5) We show that f (t, z) is continuous in Z for almost every 
t E J . Let zn + y in H. By virtue of (4.10) (lznIY) is a 
bounded sequence in H 
lif(t,z ) 
n 
2. f(t,y)II H 
We now show that 
as n + 00. Since liz n yll H + 0 , we can find a subsequence (j) such 
that Ilzj (x) I - ly(x) II S \Zj(x) - y(x) I + 0 as j + 00. for almost 
every x En, Hence for such x, lZj(X) lY + ly(x)I Y . Since 
zn + y in L2 (n) and in view of [17; Vol.I,p122, theorem 6] and 
inequality (4.10) (O<y< I) , the conditions of Vitali's convergence 
theorem I17; Vol.I,p150] are satisfied. It therefore follows that 
Since every subsequence (zi) of (zn) converges to y, every sub-
sequence (lziI Y) will, by the same argument, contain a subsequence 
clz9,IY) which will converge to lylY. Hence the whole sequence 
ClznlY) converges to lylY, i.e. f(t,z) is continuous. Thus the 
sublinear function as given in (4.8) satisfies the conditions of 
Theorem 3.1. With this we conclude this section 0 . 
Remark. Functions f(t,z) which satisfy an inequality of type (4.9) 
are used for example in [11; p14I-159] and Conti [13; pIS8], note also 
Martin [51; p161]. 
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CHAPTER I I 
O. INTRODUCTION 
This chapter will be concerned with the semilinear evolution equation 
and the quasi-periodic boundary condition 
x' + (A(t) + B(t,l;;(x)))x = f(t,x) (0.1) 
kx(O) ::: X (T) k EIR, 
in a separable Hilbert space H. 
As in Chapter I, ACt) is a function from J:: (O,r] to the set of 
unbounded operators acting in H, but here satisfying all four of the 
assumptions of Kato, Tanabe (41;(E.l)-(E.4)]. Again ACt) must generate 
a compact semigroup for every t E J. The function f(t,x) is the same 
as in Theorem 3.1, Chapter I. In contrast to Chapter I, the perturbation 
operator B(t) may now be unbounded, but subordinate to ACt) in the 
sense of [41;(E.S)-(E.6)]. The purpose of the function I;; in 
B(t,r,;(p)) is to reconcile the fact that p E L2 (J,H) with the condi-
tions (E.S), (E.6) of [41] which require that B(t) be defined for all 
t E J, see (1.10). 
Instead of proving the existence of a periodic solution of equation (0.1), 
we will only be able to assert in Theorem 2.1 that a quasi-periodic 
solution exists, for sufficiently large k. This is the content of 
Section 2. In the first section we will introduce an unbounded nonlinear 
perturbation operator B(t,t(p)) and prove a convergence result (Theorem 
1.7). We do not need a priori estimates on first derivatives. This 
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resul t will be instrumental in the proof of the main theorem (Theorem 
2.1) . 
The 3rd section contains an example illustrating the results obtained 
in Section 2. It is based on the Sturm-Liouville boundary value problem 
and has time dependent boundary conditions. If these change smoothly, 
then so do the corresponding eigenvalues An(t) Moreover we will show 
that (An(t))-ldAn/dt is uniformly bounded in nand t E J . 
We mention here that the continuity in the uniform operator topology 
of the evolution operator '¥ of (1.1), (Theorem 1.3) is not needed in 
the proof of the main result. We have included the result because it 
is of interest in itself. 
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10 PERTURBED EQUATIONS OF EVOLUTION 
This section will be concerned with the abstract evolution equation 
x' + CA(t) + B(t))x = 0, 0 .s t ::; T, (' = d/dt), (1.1) 
in a separable Hilbert space Ho A(t) is a function from J = [0, T) 
to the set of unbounded operators acting in H. It is assumed to 
satisfy the conditions (E.l) - (E.4) of Kato, Tanabe [41; pl09,1l0]. 
Again for every t E J, ACt) generates a compact semigroup. 
The perturbation operator B(t) is unbounded, but subordinate to 
A(t) in the sense of CAIL2), (AIL3) below, 
We will first introduce all our assumptions. Since we base our results 
mainly on Kato and Tanabe's paper [41, Section 6], we compile some of 
their results which we shall need, in a separate paragraph. 
The evolution operator ~(t,s) of (1.1) will then be shown to be con-
tinuous in the uniform operator topology, and because of the compactness 
assumption it will once again follow that Ijlet,s) is compact for t > s. 
In the second part of the section, we will introduce the nonlinear per-
turbation operator BCt,~Cp)). If the bounded operator B(t,x)CAI+A(t))-l 
in H is strongly continuous in x, x E H, then it will follow that if 
in L2(J,H) , the sequence of evolution operators ~ (t,s) of 
n 
x' + (ACt) + B(t,~(p )))x = 0 is strongly convergent in H for t > s. 
n 
This will be proved in Theorem 1.7 .. With this result available, it will be 
possible in the succeeding section to prove that equation (0.1) has a quasi-
periodic solution .. We will denote with <Po (t, s) the evolution operator of 
x' +A(t)x = 0 (1.2) 
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Subsequently assumptions (E.l) - (E.6) of [41] are made, i.e. we propose 
that the operator A(t) satisfies the conditions (ALI) - (AL4) of 
Chapter I as well as 
(AII.l) dA(t)-l/dt is Holder continuous with respect to t E J in the 
uniform operator topology, i.e. there exist positive constants 
Kl and a such that for each t,s E J 
. Concerning BCt) we assume that 
CAII.2) For each t E J, B(t) is a closed linear operator whose domain 
contains that of A(t). There exist positive constants Ml 
and y, 0 < y < 1/2, such that for each A E 1: (1: as in CALI)) 
and t E J, 
/' 
(AII.3) There exist positive constants K2 and B such that for each 
t,s E J, 
Remark. 1) As we are using the notion of a strict solution [41;plll] 
in this chapter, the extra assumption (AII.l) on ACt) is therefore 
necessary. Also for example, Lemma 1.6 requires (AII.l), where we need 
~(t,s)x to be in the domain of A(t) for every x E Hand s < t. 
2) In (AII.2) our assumption on y is more restrictive than in [41; 
(E.5),yc l]. We require it though, since we work in L2 CJ,H). It remains 
an open question as to whether this chapter could be dealt with in a 
reflexive Banach space setting. Thereby the restriction on y could 
be relaxed. 
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In this paragraph we shall compile some of the results given in 
[41; pI22-12S] which will be used in the sequel. By CAII.2) one 
obtains for t > 0 
IIB(s)exp(-tA(s))1I :<> C t-r (1. 3) 
and hence 
0.4 ) 
where exp(~tA(s)) denotes the analytic semigroup generated by -A(s), 
and ¢O(t,s) is the evolution operator of (1.2). 
The evolution operator ~(t,s) of (1.1) is formally constructed by 
co 
'P(t,s) = L (_l)m~ (t, s) 
m=O m 
t 
where ~m(t,s) = f ~o(t,a)B(a)~m_l (a,s)dcr m= 1,2, ..... 
5 
(1. 5) 
If M is the constant in (C.I) (Chapter I), i.e. H~o(t,s)1I :<> M, then by 
induction one obtains 
and 
It folloW5 that 
t 
'P(t,s) ¢o(t,s) - f ¢o(t,cr)B(a)'P(cr,5)dcr 
5 
= $O(t,s) - ft'P(t,cr)B(a)~o(a'S)dcr. 
s 
The notion of a strict solution is introduced now, [41; pIll]. 
(1.6) 
(I.7) 
Definition 1. , The function u(t) is called a stT'iat solution of 
X, + (A(t) + B(t))x = f(t) (1,8) 
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in (s,T]' where f(t) E: G(J,H), if 
(1) u{t) is strongly continuous in [s,T] and strongly continuously 
differentiable in the interval (s,T]; 
(2) for each t e (s,T]. uCt) belongs to D(A(t)), the domain of 
A(t). 
(3) u(t) satisfies (1.8) in (s, T]. 
The main results in [41; pI22-12S] are summarized in 
Theorem 1.1. Under the assumptions (ALl) - (AL3) and (AILI) - (AIL3) 
an evolution operator ~(t,s) exists for the perturbed equation (1.1), 
and it satisfies 
II (a/at)~(t,s)1I ~ G/(t-s), IIA(t)~(t,s)1I ~ G/(t-s) 
IIB(t)~(t,s)1I S C/(t-s)Y 
a ~(t,s)u = ~(t,s) (A(s) + B(s))u, for u E: D(A(s)) 
'l!(t,r)~(r,s) ~(t,s) , 
Let f(t) be Holder continuous in (s,T]. Then the unique strict 
solution of (1.8) in (5, T] is given by 
t 
uCt) ::: Ijf(t,s)u(s) + t lJI(t,a)f(a)da. 
Remark. There is a sign confusion in [41; pl22-l2S (e.g. (6.6), (6.14), 
(6.18))]. This can be remedied by constructing the evolution operator 
as in (1.5) - slightly differently to [41; (~~~6).(6.7)]. 
We establish now the compactness of the evolution operator 'l!(t,s) 
of (1.1) for s < t. It will follow from that of ~o(t,s) and the 
integral representation for ~(t,s) given in (1.7). 
S9 -
Theorem 1.2. If A(t) and B(t) satisfy the assumptions (AI.I) 
.. (AI.4) and (AII.I) - (AII.3), then the evolution operator ljI(t,s) of 
eqn. (l. 1) is compact for s < t. 
Proo f. By (1.7) 
t . 
'Ct,s) = ¢o(t,s) .. f ¢o(t,a)B(a)ljI(a.s)da. 
s 
l~c evolution operator ¢o(t,s) of (1.2) is compact for s < t, by 
I Theorem 2.1, and by Theorem 1.1, B(a)ljI(a,s) is a bounded. linear 
operator for almost every a E (s,t). Therefore ¢o(t,a)B(cr)ljI(cr,s) 
is compact. Thus for a sequence (x ) weakly converging to x in H. 
n 
(n-+<») , 
strongly for almost every a E (s,t). Since (x
n
) is a bounded sequence 
the dominated convergence theorem guarantees that ljI(t,s)x ~ ljI(t,s)x 
n 
(n-)o<)O). Hence ljI(t,s) is a compact operator for s < t D. 
The next theorem concerns the continuity of o/(t,s) in the uniform 
operator topology. The proof is similar to that of I Theorem 2.2. 
* Theorem 1.3. Let A(t) and B(t) satisfy the assumptions (AI.I) -
(AI.3) and (AII.I) - (AII.3). Then the evolution operator ljI(t.s) of 
(1.1) is continuous in the uniform operator topology in 
S' {(t,s) E J2js < t}, 
Proof. We will use the two forms of ljI(t,s) givefi in (1.7) and the 
continuity in S' of ~o(t.s) of eqn. (1.2) as guaranteed by I Theorem 
2.2. (As we have remarked after the proof of I Theorem 2.2, assumption 
(AI.4) is not required.) 
We verify the continuity separately for t and s. 
* As remarked earl ier, this resul t is not needed for the proof of the main theorem. 
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(1) Continuity in t 
Let s < tl < t2' Then by (1. 7) 
t? 
lJI(tl,s) -1JI(t2,S) = ¢lO(tl,s) - 4>0(t2,S) + f ~¢l0(t2,cr)B(cr)IJI(o,s)do 
tl 
tl 
+ f [4>0(t2,O) -4>o(t l ,cr)]B(o)lJI(cr,s)dcr. 
s 
The norms of the fiist two expressions on the right-hand side in the 
above equality clearly converge to zero aslt l - t21 -+ o. 
Concerning the third expression, let tl be fixed first. By Theorem 
1.1, the norm of its integrand is bounded by 2MC(cr-s)-Y, which is 
integrable. Further, it converges to zero for almost every cr E (S,tl)' 
Therefore the result follows by an application of the dominated convergence 
theorem. 
If t2 is fixed, we define the function 
= o 
so that 
t I t2 f II [4>0 (t2,cr) - 4>O(tl,cr))B(cr)IJI(cr,s)lIdcr = f F(tl,cr)dcr. 
s s 
The function F(tl,cr) is bounded by 2MC(cr-s)-Y which is integrable. 
In order to apply the dominated convergence theorem, it remains to show 
that 
1 im F (t 1 ' cr ) 
t l-+tz 
o for almost every cr E (S,t2)' 
Since cr remains fixed while tl approaches t2 , we may assume that 
cr < tl < t z for almost every cr E (s,t2)' Therefore 
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and hence does approach zero as tl + t2 , for almost every 0 e (s,t2)' 
This completes the proof that '¥(t,s) is continuous in t. (See also 
[41;(6.16))) . 
(ii) Continuity in s 
Let s2 < sl < t Then by (1.7) 
SI 
'¥(t,sl) - '¥(t,S2) = <PO(t,sl) - 4>OCt,S2) + f '¥(t,0)B(0)q)0(0,s2)do 
s2 
t 
+ f '¥(t,o)BCo) [4>0(0,S2) - <po(o,sl)]do 
51 ' 
The first two expressions on the right-hand side in the above equation 
converge to zero in norm, as 151-521 + 0 , because of I Theorem 2.2. 
and (1.4). We now show that 
t f Il'Ct,o)B(o) [4>0(0,S2) - 4>O(o,sl)Jdo 
sl 
approaches zero in norm, as ISI-s21 + O. Let sl be fixed first. 
Thus by I Definition 2.1, the integrand can be written as 
which is seen to be bounded by KM 2 (M+l)(0-Sl)-Y , setting 111l'(t,0)1I :$ K. 
This expression is integrable. 
Let 0 e (sl,t) , then there exists T with sl < T < o. Hence the 
integrand.can be written in the form 
the norm of which converges to zero as s2 + 51 Therefore the result 
follows with the dominated convergence theorem. 
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Now let 52 be fixed. Thus t - 52 is a given positive number. To 
a given £ > 0 • we choose K > 0 such that 
Because of the continuity of ~O(t,s) in S' , we can find 0, 
where Q Hence 
t f II '¥(t,cr)B(cr)[<f>o (cr,S2) - <f>o(cr,s1)]lIdo 
s1 
Sl+K 
. s; f K (II B ( 0) <f> 0 (0 , s 2) II + II B ( 0) <f> 0 ( 0 , s 1 ) \I ) do 
s1 
t 
+ f KII B (0 )<f> 0 (0 , s 1 + K) 1111 ~ 0 (s 1 + K , S 2) - <f> 0 (s 1 + K , S 1 ) II do 
s1+K 
By (1.4) the first integral on the right-hand side of the above inequality 
is less than or equal to 
Sl +K 
KMz J (0-S2)-Y + (0-Sl)-Ydo=KHz{(S1-SZ+K)1-Y - (Sl-s2J 1- y +K1-Y}/(I_y) 
s 1 
by similar methods to those used in the proof of I Theorem 2.2. The 
second integral on the right-hand side of the above inequality is less 
than 
1-y 
£KMz(t-sz) /2(I-y)Q < £/2 • 
We have thereby shown that '¥(t,s) is continuous in s, s < t , and 
the proof is complete D. 
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In this paragraph we will describe a non-linear perturbation opera-
tor B and investigate the convergence properties of the corresponding 
evolution operator of eqn (1.1). The main result is contained in 
Theorem 1.7. 
Let St be a map from J into the set of closed linear operators in 
H. We assume .that BtCt) satisfies (AII.2) and CAII.3). By fixing 
the constants in (All. 2) we form the set 
N = {BCt) I B(t) satisfies (All. 2) for given fixed constants 
Ml and y, and it satisfies CAII.3)} . (1. 9) 
With the help of (I~S) and (1.6) we see that the evolution operator 
~(t,S) of (1.1) is uniformly bounded for BI(t) € N. 
Now let B denote a map from J x H into the set of closed linear 
operators in H and further let s be the function from L2 (J,H) 
into the space of the continuous functions C(J,H) l given by 
t . 
s(p)Ct) = f p(r)dT + c 
o 
(1.10) 
for some constant c € H (One could choose a different subinterval 
of J in the definition of ~ or one could define ~ to be the 
mollifier for a given positive e). We define the non-linear operator 
B(p) = B(t,z:(p) (t)) (1.11) 
and assume that it has range in N 
Remark. As we mentioned before, the properties in (AII.2), CAII.3) 
are assumed to hold for all t E J. Since our function space is the 
• 
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Hilbert space L2(J,H) a function ~ of type (1.10) had to be intro-
duced. 
In the sequel the abbreviation Bp(t) = B(t,~(p)(t)) will be used and 
further, o/p(t,s) will denote the evolution operator of 
x' + (A(t) +Bp(t))x = a 
Since we assume that Bp(t) belongs to N for every p E L2 (J,H) , 
we obtain by (1.5) and (1.6) 
(1.12) 
where K is independent of p ,s and t. 
We will require the following three lemmas in the proof of the 
convergence result (Theorem 1.7). 
Lemma 1.4. Assume that B(t,~(p)(t)) E N for p E L2 (J,H) , and 
further that for every t E J and A E ~ , the bounded linear operator 
of (AIL2) 
B(t,x)(AI+A(t))-l 
is strongly continuous in x, x E H •. Then for every s. t E J with 
s < t and Xo e H , the non-linear operator 
B(')exp(-(t-s)A(t))xO : L2(J.H) -r H 
is continuous, where exp(-TA(t)) denotes the semigroup generated by 
ACt). 
Proof. Since exp(-TA(t)) is an analytic semigroup, T > a , and 
BpCt) EN, the above expressions are well defined. 
Letting Pn -r P in L2 (J,H) (n-+<>o). it follows that ~ CPn)(t) -r ~ (p )(t) 
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in H, uniformly in t. Therefore by assumption 
-I [B(t,t;(Pn)(t)) - B(t,t;(p)(t))] (AI+A(t)) Xo 
converges to zero in norm as n + 00 , for any t E J, h ELand 
Xo E H. Using [41;(1.2)] and [17; Vol.I,p153] we obtain 
[B(t,t;(PnHt)) - B(t,t;Cp)(t))]expC-(t-s)A(t))xo 
(21Ti)-lJ eh(t-s)[B(t,t;(p Jet)) - BCt,t;(p)Ct))] (AI+ACt))""lx
O 
dA, 
r n 
f -iCn/2+9) where r is a smooth contour running in L rom ooe to 
i(1T/2+6) (0 D /2) ooe ,<u<1T. 
The norm of the integrand in the above integral converges to zero (n+<o) 
for every A E r and any sand t, s < t ,and Xo E H. Moreover 
the integrand is bounded by 2IeACt-S)IHxonMl!AIV-l which is integrable. 
The conclusion now follows with· the dominated convergence theorem D. 
Lemma 1.5. Under the hypothesis of Lemma 1.4, the non-linear operator 
is continuous for every s, t E J with s < t ,and Xo E H. (~o 
denotes the evolution operator of (1.2).) 
Proof. We use the previous lemma, 1(2.4), and [17; Vol.I,plS3]. 
Accordingly, let Pn + p in L2(J,H) , then, setting BnCt) = 
B(t,t;(Pn}(t)) we obtain 
[B(Pn) - B(p)]iI>o(t,s)x
o 
= [Bn(t) - BpCt)]exp(-(t-s)A(t))xo 
t 
+ f [Bn(t) - Bp(t)]exp(-(t-O)A(t))R(o,s)xo do. 
s 
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By Lemma 1.4, we only need to consider the integral in the above equation. 
Its integrand will approach zero for almost. every 0 E: (s > t) • as n -+ 00 , 
by Lemma 1.4. Furthermore by assumption, the proof of the previous 
lemma, (1.3) and 1(2.5), we see that the integrand is bounded by 
2CII xoll (t-o) -'( (o-s) -p which is integrable, since it reduces to a Beta-
function. Hence the result follows by another application of the dominated 
convergence theorem 0 
The following lemma is a useful technical tool. Since we require in the 
proof, that the range of ~(t,s) • s < t , is contained in D(A(t)) , 
assumption (AII.l) is unavoidable. 
Lemma 1.6. Let B1(t), B2(t) E: N , and denote with ~i(t,s)(i=1,2) 
the aonesponding evoZution oper>atoT's oj' equation (1.1). Then fOT' eaah 
X E: H and s < t, 
t 
I!'l(t,s)x - 'f2(t,s)x = f 'f 2 (t,0)[B 2 (a) - B1(a))'f1(a,s)xda 
s 
Proof. Using [41; (6.18),(6.19)), see also Theorem 1.1, one obtains for 
s < a < t, 
d 
a?'¥2(t,a)1J'1 (a,s)x} 
='¥2(t,0) [A(a) + B2 (0))'¥1 (a,s)x - 'f2(t,a)[A(0) + B1 (o))'¥l (a,s)x 
Upon integration, the result follows 0 . 
By virtue of the following convergence result and I Proposition 2.9, 
we will be able to prove the continuity of the operator G in Theorem 
2.1. 
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Theorem 1.7. Assume that for p € L2 (J,H), BCt,c.;(p)(t)) of (1.11) 
belongs to the set N of (1.9). Further assume that for every 
t € J and A € ~ the bounded linear operator in H 
B(t,x) (AI+A(t))-l 
is strongly continuous in x, x € H. Then if Pn ~ P Cn~) in 
r.,2(J,H) , the corresponding evolution operators '¥nCt,s) of 
Xl + (A(t) + B(t,c.;(Pn)(t)))x = 0 
corwerge strongly in H to '¥pCt,s) for s < t . 
Proof. Let s < t, Xo € H and suppose that Pn ~ p in L2(J,H). (n~~). 
We abbreviate B(t,c.;CPn) (t)) to Bn(t) and as before B(t,c.;(p) (t)) 
to Bp(t) Using Lemma 1.6, (1.7), (1.12) and [17; Vo1.I,p1S3) one 
obtains 
t 
II'¥ (t,s)x - '¥ (t,s)x II p 0 n 0 s: Kf 1\ [Bn (0') - Bp (0')) '¥ p(O', s) xoll dO' 
s 
t 
s: K{J II [Bn(O') - Bp(O')]<\>o(a,s)xollda + 
s 
t a 
f f n [8 (a) - 8 (a)]<\> (a,\1)B (\1)'¥ (\1,s)x olld\1da} ss n pOp P 
The integrand in the first integral on the right-hand side of the last 
inequality approaches zero (n~) for almost every 0' € (s,t) , by 
Lemma 1.5. Further by assumption and (1.4) it is bounded by 
2I1xollM2 (a-s)-Y which is integrable. Thus dominated convergence guaran-
tees that this integral converges to zero as n ~ 00 • 
The integrand in the second integral on the right-hand side of the last 
inequality converges to zero (n+oo) by Lemma 1.5 and Theorem 1.1, for 
almost every a € (s,t) and \l € (s,a) Also it is bounded by 
- 68 -
2M2Cllx OIl(o-\.I)-Y(\.I-s)-Y as can be seen from (1.4) and Theorem 1.1. 
With the two transformations u = 0-\.1 and v(o-s) = u we see that· 
the integral 
t 1 
( 1-2Yf -Y -Y 
= J (0-5) v (I-v) dvdcr 
So 
exists. Therefore by yet another application of the dominated conver-
gence theorem, the result follows 0 . 
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2. QUASI-PERIODIC SOLUTIONS 
In this section we shall prove that the .semil inear equation of 
evolution 
Xl + (A(t) + B(t,l;{x)))x = f(t,x) (2.1) 
has a quasi-periodic solution. This will be achieved by an application 
of Schauder's fixed point theorem. The perturbation B(t,r;(x)) is 
given by (1.11), and f(t,x) satisfies the conditions in Theorem 2.1, 
and Corollary 2.2. 
In Theorem 2.1 it will first be shown that equation (2.1) has a mild, 
quasi-periodic solution (Definition 2.1). With the additional Holder 
continuity assumption in Corollary 2.2, equation (2.1) has a strict, 
quasi-periodic solution. This type of boundary condition is described 
for example in Conti (13;p146,163]. 
Definition 2.1. A continuous function yet) on J = [O,T] that 
satisfies 
t 
xCt) = 4>o(t,O)x
o 
- f 4>0 (t,a)(B(a,l;(x)(a))x(a) - f(a,x(a))]da (2.2) 
o 
and ky(O) = yeT) for some k E ~ 
is called a miLd, quasi-periodic solution of equation (2.1). (4)0 (t,s) 
denotes the evolution operator of (1.2).) 
Theorem 2.1. Let the following be vaLid. ACt) satiSfies (ALI) -
(AI. 4) of Chapter I and (All. 1) . 
For every pet) E L2 CJ,H), B(t,l;(p)(t)) of (1.11) belongs to the set 
N of (l.~), and further for every t 'E J and A E L • the bounded 
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linear operator in H 
B(t,x)(AI+A(t))-l 
is assumed to be strongly continuous in x, x E H . 
Concerning fet,x): J x H ~ H we assume that 
(1) it is measurable in t , for each x E H , and continuous in x, 
for almost all t E J. 
(2) For every pet) E L2(J,H) , fet,p(t)) E L2 (J,H) . 
(3) For every sequence (Pn) in L2 (J,H) with II Pnll ::;; n 
T 
lim inf(l/n)j IIf(t,PnCt))lIdt = ° 
n ~ 00 0 
(2.3) 
Then equation (2.1) has a mUd, quasi-periodic solution for any k E IR 
with lkl > L , where by (1.12) L::: sup Inimll'¥pCT,O)nnl/n::;; K 
pEL2 (J, H) 
Remark. The uniqueness assumption of I Theorem 3.1 is replaced here 
by the weaker result of a quasi-periodic solution with the condition 
I k I > L • 
In Chapter I, the uniqueness assumption of I Theorem 3.1, together 
with I Proposition 1.1 guaranteed a uniform bound for -1 (I-'¥p(T,O)) . 
Here we obtain a similar bound straight from the assumptions. Because 
of it a priori estimates of the derivative are again not needed. 
-1 2 Is it possible to find a uniform bound for (I-'¥p(T,O)) , pEL (J,H), 
assuming uniqueness as in I Theorem 3.1, in the case of unbounded 
perturbations? If so, eqn. (2.1) would have a periodic solution. The 
question seems to be open. 
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Proof. Given p € L2(J,H) • we will abbreviate B(t.~(p)(t)) to 
B (t) and f (t ,p (t)) to f (t) . By Theorem 1.1, the evolution p p 
operator of 
X, + (A(t) + B (t))x = f (t) 
p p 
exists and is unique. We will denote it by , (t,s) p 
Let k € ~ satisfy lkl > L as in the statement. Since 
(kI-'l' (T,On- 1 p 
00 
= Z 'l'p(T,O)n/kn+l 
n=O 
referring to [3; p82], we see that 
for any p € 
function 
with 
U(kI-'l' (T,O))-lU ::; (Ikl-L)-l = P, 
p 
L2 (J, H) It follows now that for any 
t 
!jJ (t) = 'l' (t,O)x + f 'l' (t,o)f (o)do p p p p p 
0 
kl/! {OJ = I/! (T) p p 
is uniquely determined, namely 
T 
xp = (kI-'p(T,O))-lf 'l'p(T,o)fp(o)do 
o 
p € L2 (J,H), 
(2.4) 
(2.5) 
the 
(2.6) 
(2.7) 
It is easy to see that I/!p (t) is continuous. We note that if fp (0) is 
Holdercontinuous, then by Theorem 1.1, the function in (2.6) is the 
unique strict solution of (2.4). 
(2.6) satisfies 
For any P € L2 (J,H), I/! (t) p 
t 
x(t) = ~o(t,O)xp - f ~o(t,o)[Bp(o)x(o)-fp(o)]do 
o 
This can be seen by using (1.7) and Fubini's theorem in (2.6). 
of 
(2.8) 
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In fact 
t ~p(t) = ~o(t.O)xp - J ~O(t,~)Bp(~)~p(~.O)xpdU 
o 
t t t 
+ f ~ (t,o)f (o)do - f f ~ (t,U)Bp(~)~ (~,o)f (a)duda o p . 0 p P 
o 0 a 
t t 
::: <P (t.O)x + f ~ Ct.u)f (u)d~ - {f ~. (t,~)B (~)'¥ (~,O)x du 
o PoP 0 P P P 
o 0 
t U 
+ f <P (t,u)B CU)J '¥ (u,o)f (o)dadu} o p p P 
o 0 
t ~ 
::: ~ (t,O)x - r ~ (t.u) [B (~)'¥ (lJ,O)x + B CU)l '¥ C~,a)f (a)da o p J 0 p p P P P P 
o 0 
- f (u)]du p 
t 
::: .~ (t, 0 jx - f ~ ( t , u) [B ( u)IV ( u) - f ( u ) ] d ~ , 
o poP P P 
o 
and hence ~ (t) satisfies (2.8). It follows that ~ (t) as given P p 
by (2.6) and (/..7) is a mild, quasi-periodic solution of equation (2.4), 
Now the function G on L2CJ,H) is defined by 
G : p -+ 
where ~p(t) is given by (2.6) and (2.7). If we can verify that 
(a) G is compact. (b) G is continuous, and (e) there exists a ball 
Kn in L2 (J ,H) such that G(Kn) c Kn ' we will be able to apply 
Schauder's fixed point theorem to G. A fixed pointy(t) of G 
will be a required solution. Therefore we now show that (a), (b) and 
(c) hold. 
(a) G is compact. Let (P n) be a bounded sequence in L2(J,H) . 
We will abbreviate G(Pn) to ~n' B(t,t(Pn)(t)) to BnCt) • 
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f(t,Pn(t)) to fn(t), xPn to xn and 'PnCt,s) to 'nCt,s) We 
will now show that CW n) contains a convergent subsequence. The 
functions Wn(t) satisfy 
t 
W (t) = iP (t,O)x f q, (t,a)[B (a)\)! (a) - f (a)]da 
non 0 n n n 
o 
In view of I Proposition 1.4 and the remark following it, we can write 
this equation in the form 
y = Mx - L(C Y -f ) 
n n n n n 
in L2(J ,H) . By I Proposition 1.3, (fn) is a bounded sequence in 
L2(J,H) Using (1.12) and (2.5) in (2.7), we conclude that CXn) is 
bounded in H (and hence in L2 (J ,H) ) . By I Proposition 2.5 and 
I Theorem 2.1, the operator L J:iPo(t,a) -do is compact in L2(J,H) 
and so is M (see the remark following I Proposition 1.4). However 
Cn Bn(t) is not a sequence of bounded linear operators in L2(J,H), 
but the argument and the conclusion of I Proposition 1.4 apply, if we 
can show that (Bn(t)Wn(t)) is a bounded sequence in L2 (J,H). In 
order to prove this, we first note that by [17; Vol.I,pI53], y < 1/2 
and Theorem 1.1, Wn(t) E V(Bn(t)) for t > 0 and any n. By 
Minkowski's inequality it follows that 
T t 
liB (t)W (t)II L2(J H·) = {f liB (t)' (t,O)x + f B (t), (t,a)f (a)daIl
2dt}1/2. 
n n , n n n n n n 
00. . 
T T t 
s {f tlB (t)' (t,O)x U2dt}1/2+{J [f liB (t)' (t,a)f (a)lIda]2dt }1/2 
n n n n n n 
o . 0 0 
Since Bn(t) E N it follows by (1.4), (1.6) and Theorem 1.1, that 
IIBn(t)'n(t,s)1I s C(t s)-Y ,where C does not depend on n. Here 
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we require y < 1/2 explicitly. Therefore the first integral on the 
right-hand side of the above inequality is bounded by CF(Tl-2Y/l_2y) 1/2 
Concerning the second integral we apply Halder's inequality 
t t T [J liB (t)1f' (t,o)f (0)lIdo]2 ~ f·IIB (t)lf' (t,0)1I 2dO·f IIf (0)1I 2do 
n n n n n n 
0 0
It follows immediately that the second integral is bounded in n, and 
therefore (Bn (t)1/In (t)) is a bounded sequence in L2 (J ,H) Hence 
G is compact .. 
(b) G is continuous. We use the same notation as in (a). Let 
By virtue of I Proposition 1.3, fn(t) + fp(t) 
in L2(J,H) and by Theorem 1.7 and (1.12) we have that ~n(t,s) + If'p(t,s) 
strongly in H, for s < t and that ~n(t,s) is uniformly bounded in 
n, sand t. It follows by (2.5) that the remaining assumptions of 
I.Proposition 2.9 hold for ~ = k. Hence by an application of I Proposi-
tion 2.9, we conclude that (1/In (t)) as given by (2.6) and (2.7) conver-
ges to 1/I p (t) in L2 (J,H) ,i.e. G is continuous; 
(c) Letting Kn = {x E L2 (J ,H) III xII ~ n} , there exists an n such 
that G(Kn) C Kn' Supposing this is not so, then there exists a sequence 
(XQ,) in L2(J,H) such that XQ, E K£ and G(xQ) i KQ, , i.e. 
I < ~-2I1G(xQ,)1I2 for all ~ E. IN. Combining (2.6) and (2.7) and using 
(1.12) and (2.5) we obtain a contradiction with (2.3) just as in the 
proof of I Theorem 3.1 (Part (c)). 
Since G satisfies (a), (b), (c) we know that it has a fixed point 
yet) . By virtue of (2.6) Ive have 
t 
yet) = ~ (t,O)x + f ~ (t,o)f (o)do y y y y 
o 
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Since ~y(t,s) is strongly continuous and uniformly bounded, one 
verifies, just as in the proof of I Theorem 3.1, that yet) is contin-
uous in J , 
As it was shown in (2.8), yet) satisfies (2.2) and of course 
ky(O) = yeT) . Therefore a fixed point yet) of G is a mild, quasi-
periodic solution of (2.1). This completes the proof of Theorem 2.1 0 . 
Remark. We note that the conditions on f(t,x) are the same as in 
Chapter I Theorem 3.1 and refer to the Remark following this theorem. 
An example of such a function is given at the end of Section 4 of 
Chapter I. 
We saw that a fixed point of G is a continuous function. If 
f(t,y(t)) is Holder continuous, then Wy(t) as given in (2.6) is 
differentiable. Therefore by Theorems 1.1 and 2.1 we obtain 
Corollary 2.2. In addition to the hypothesis of Theorem 2.1, suppose 
that for every yet) e C(J,H) , f(t,y(t)) is HoZdercontinuous. Then 
equation (2.1) has a strict, quasi-periodic soZution. 
Remark. This additional assumption holds if \ve suppose, for example, 
that f(t,x) is Holdercontinuous in both t and x and if we consider 
the function f(t,<;:(y) (t)) in (2.1) instead of f(t,y(t)) , 
In the next section an example will be given illustrating the result 
of Theorem 2.1. 
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3. EXAMPLE 
In this section we will illustrate the results obtained in Section 
2. It will be shown that the nonlinear partial differential equation 
(3.5) with variable boundary conditions (3.6) on a rectangle, has a 
quasi-periodic solution. 
We will split this section into two parts. In the first one a time 
dependent Sturm-Liouville operator A(t) with variable domain will be 
introduced as will an unbounded perturbation B(t,z) , represented by 
a multiplication operator p(t,z) E L2(a,b) . We will state the main 
result (Theorem 3.1) and verify condition (AII.2) (y<I/2) and the con-
tinuityof B(t,z)(A(t)-AI)-1. Condition (AII.2) (y<I/2) , with the 
perturbation described above did not permit us to consider partial 
differential operators. We refer to the Remark following Theorem 3.1. 
The second part of the section will be concerned with the H61dercontinuity 
-1 
of B(t,~(p))A(t) It leads to some interesting problems relating 
to the dependence of the eigenvalues and eigenfunctions on the time 
dependent Sturm-Liouville system (3.11), (3.12), (3.13). 
3.1 An example of an operator A(t) and a perturbation B(t,~(p)). 
For the following we set H = L2(a,b), ((a,b) a finite interval). 
For each t E J denote with -A(t) the operator in H defined by the 
differential form 
.I\(y) = ytf - q(t)y , ('=d/dx) (3.1) 
with domain 
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D(-A(t)) = {YEHly, y' .are absolutely continuous, Q,t(y) E H 
and y(t)y(a) y'(a)=0 
o(t)y(b) Y I (b) = O} (3.2) 
Here \\le assume that the coefficients q(t), yet) > oCt) are real-
valued and that their derivatives are H61dercontinuous in J. 
-A(t) represents the classical Sturm-Liouville operator. It is a 
self-adjoint, linear operator in H whose resolvent is compact, see 
e.g. Neumark [61; pp172,176;189,19S,200]. 
The eigenvalues A (t) 
n 
of A(t) are bounded below as [61; p203] 
asserts, and they tend to infinity with n , for every t E J. It 
is possible to choose 
(3.3) 
where q1 is sufficiently large so that the eigenvalues An(t) exceed 
a fixed positive number. This can be proved with arguments similar to 
[12; p213]. In the sequel we assume that ql is sufficiently large. 
It is well known that for each t € J the eigenfunctions Yn(x,t) 
corresponding to An(t) form an orthonormal basis of H, see e.g. 
Hille [31; p398,409]. Thus for A € tt and Re A ~ 0 and f € H 
-1 (A(t)-AI) f)(x) = ~Cf(t)/(A (t)-A))Y (x,t) , 
. n n n (3.4 ) 
n 
where fnCt) denotes the n.th Fourier coefficient of f for t. 
It follows that 
for some constant M. Referring to Tanabe [72; p140] one can now 
conclude that the operator ACt) satisfies the assumptions stated in 
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Section 5.3 of the same book £72; p129,130]. Therefore ACt) satisfies 
conditions (AI.l) CAI.4) and (AI!.l). 
Concerning the perturbation B(t,z) • let p be a map from J x H 
into H. We assume that 
(i) p(t,z) is continuous in z for every t E J . 
For pet) E L2 CJ,H) = L2 CJx(a,b» , see Balakrishnan (3;. p134], we now 
consider p(t,~(p)Ct» ,where ~ is defined as in (1.10). In the 
following we will abbreviate pCt,~Cp)(t» to p (t) p or p (x, t) . p 
Further we suppose that 
(ii) IIpp(t)II H 5 K' ,where K' is independent of p and t . 
(iii) For any p E L2(J ,H) , Pp (t) is Holdercontinuous in t, i. e. 
The linear operator B(t,~(p» in H is defined by multiplication 
It is in 
pp(x,t) 
PpCx,t) E 
f(x) -+ p(x,t)·f(x) p 
general unbounded, since for given p 
under this operator does not belong to 
L4(a,b) Moreover it is closed and 
and t , the image 
L2(a,b) unless 
its domain contains 
of 
that of ACt) for every p E L2(J,H) and t EJ. The two statements 
are now proved: 
V(ACt» c V(B(t,~(p») for any p E L2(J,H) and t E J , since the 
continuous functions on J are contained in the domain of B(t,r;(p» 
The operator B(t,r;(p» is closed. For given p and t, we abbreviate 
pp(t) to p(x) . The function p(x) belongs to L2(a,b) Let now 
fn + f and pfn + g in L2(a,b) . We can therefore find a subsequence 
(f9.,) such that If9.,(x) -f(x) I and hence also Ip(x)f9.,(x) - p(x)f(x) I 
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converge to zero for almost every x € (a,b) , By Fatou's lemma one 
obtains 
::: 1 im infl! pf Q,II ~ 1 im,lIpf Q, - gil + II gil < "'" . 
Q, t 
Hence f belongs to the domain of B(t,~(p)) It remains to show 
that g::: pf in L2(a,b) . From the assumptions it follows that 
the results follows 0 
We are now in a position to state the main result. 
Theorem 3 .. Let the operator ACt) be given by (3.1), (3.2) and 
assume that the function p(t,z) satisfies (i), (ii), (iii) above. 
Then, if f(t,z) is as in Corollary 2.2, the non-linear partial differ-
ential equation 
au/at - a2u/ax2 + (q(t)+p(x,t,~(u)))u ::: f(x,t,u) (3.5) 
with boundary conditions 
y(t)u(a,t) 
o (t)u (b, t) 
au(a,t)/3x == 0 
au(b,t)/ax ;;;: 0 
t € (0, T] 
t € (0, T] 
ku(x,O) ::: u(x,T) a.e. in XE (a,h) 
has a strict solution, where k is given by Theorem 2.1. 
(3.6) 
We will first prove that the operators A(t) and B(t,~ (p)) satisfy 
(AII.2) as well as the continuity assumption in Theorem 2.1. The 
proof of the Holdercontinuity of B(t,t;;(p))A(t)-l (see Theorem 3.6) 
will be postponed until after we have investigated the Sturm-Liouville 
system (3.11), (3.12), (3.13). 
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Remark. Suppose that we replace the operator ACt) as given in (3.1), 
(3.2) by the Laplace operator on the unit circle together with the third 
boundary condition au/ar + h(t)u :: 0, c.f. [59; pl03], but retain 
the same perturbation operator (defined by multiplication). We will 
show that under these circumstances condition CAII.2), y < 1/2 , is 
110t satisfied. 
In fact, by the method used in the proof of CAII.2) below, (AII.2) 
leads us to the double series 
(3.7) 
where xn$!. is the Q,-th root of the equation xJn' (x) + hJn (x) :: 0 , 
and I n denotes the n-th Bessel function. The series in (3.7) diverges 
already for y:: 1/2 In order to see this, let Yn$!. denote the Q,-th 
root of In(x) O. By using the product representation, see Watson 
-2 [81; p498], it follows that the double series ~(YnQ,) already diverges*. 
Since by Dixon's theorem [81; p480] the positive roots xnQ, are 
interlaced with YnQ,' the result follows. Therefore the restriction 
y < 1/2 .in CAII.2) limits ACt) to ordinary differential operators, 
in the case of the given perturbation. 
Proof of CAII.2). We already know that B(t,t(p)) is a closed 
linear operator whose domain contains that of A(t) , for every p 
and t It will now be verified that for given positive coristants 
Ml and y < 1/2 
for any p E L2 (J, H) , t E J and A E <J: ,Re A ~ O. Let f E H . 
* I am grateful to Professor IV.Magnus who has pOinted this out to me. 
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With (3.4) we are lead to consider 
W = II!A!l-Yp (t)l:(f (t)!{A (t)-A))Y (x,t)II H
2 
P n n n n 
b 
:::; f {l:lfn(t)!lp (x,t)y (x,t)!AI1-Y/(A (t)-A)I}2dx 
a n p. n n 
with Holder's inequality. Since q(t) is bounded it follows that 
Yn(x,t) is bounded uniformly in n, x, t , c.L Tricomi [75; pl68], 
i.e. 
Iy (x,t)1 :::; S. 
n 
(3.8) 
By assumption (ii) on Pp (t) , we therefore obtain 
It thus remains to show that the above series is finite for any A 
in the half-plane Re A :::; 0 • 
We fix nand t for the moment and set a = A (t) which is positive 
n 
by the assumption on ql . The function 
will be majorized by a function P that attains a maximum given by 
Ra-Y 
Let A::: re i 1j! 71/2:::; ip'$ 3rr/2. QP) can be written as 
Q(A) l-Y 2 2 -1/2 = r (r -2avcos1j!+a) .. 
Since cOS1j! '$ 0 in the domain of 1j!. it follows that 
l-Y 2 2 -1/2 Q(A) :::; r (r +a ) = Per) , 
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for all A, Re A ~ O. Clearly P(r)~ 0 if r ~ 00 or if r ~ 0 . 
With 
it is easily seen that Per) attains its only maximum at 
ro = a((1_y)/y)I/2) and 
Per ) = a-YR(y) 
o 
where 
1/2 -y/2 R(y) = (l-y) ((l-y)/y). 
Therefore for all A with Re A ~ 0 , 
We can thus majorize our series, i.e. 
Thus an estimate on the eigenvalues An(t) of A(t) is required. 
Along with 
y" + (A(t)-q(t))y = 0 
we consider the two equations, see (3.3), 
(3.9) 
together with the same boundary conditions that appear in (3.2). For 
a fixed t € J , we have from the comparison theorem (see for example 
Tricomi (75; p125-l29]) , 
A (t) 5 A (t) 5 A (t) l,n n 2,n n :2: 0 , 
AI,nCt) , A2,nCt) denoting the (ri+l)th eigenvalues of these equations. 
By methods similar to (75; pl18], it follows that the eigenvalues 
. 
An(t) tend to infinity uniformly in J. We can therefore find an 
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integer nO such that for n ~ nO ' q2 < ~n(t) , and hence conclude 
with [75; p128] that 
(3. lO) 
for n ~ no, From this it follows that the series in (3.9) converge, 
since we can choose y E (1/4,1/2) . Hence (AII.2) is verified 0 . 
Proof of the continuity of B(t,z)(A(t)-~I)-l For given t E J , 
A E a: , wi th Re A ~ 0 and f E H , we let Z j -+ zin H Because 
of (3.4) we obtain 
.. 
J
l) 2 
! [p(x,t,z.) - p(x)t,z)]~(f (t)/(A (t)-A))y (x,t) I dx J n n n 
a n 
b ~ J Ip(x,t,z.) - p(x,t,z) 12{~lf (t)! • s/iA (t)-A!}2dx 
a J n n n 
b 
AI- 21 Ip(x,t,z.) - p(x,t,z) 12dx 
a J 
by H6lder's inequality and (3.8). In view of (3.3), (3~lO) and the 
assumption (i) on p(t,z) the result follows 0 . 
In order to complete the proof of Theorem 3.1, we only need to verify 
that -1 B(t,r,;(p))A(t) is H6ldercontinuous. This we do in Part 3.2. 
3.2 The H61dercontinuity of B(t,r,;(p))A(t)-l : 
For this purpose we investigate the dependence on the parameter t, 
of the eigenvalues and eigenfunctions of the Sturm-Liouville system 
y!! + (A-q(X,t))y = 0 • = d/dx a s x s b 
y(a)cosa(t) y'(a)sina(t) = 0 o :5 aCt) < 'IT 
y(b)cosS(t) - y'(b)sinS(t) = 0 o < Set) :5 'IT 
(3.11) 
(3.12) 
(3.13) 
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where a , 8 are real-valued, continuously differentiable functions 
on J = [O,T] , and q(x,t) E Cl([a,b]x[O,T]) We note that the boun-
dary conditions that appear in the definition of ACt) , (3.2), are a 
special case of (3.12). (3.13) (see [75; pl09]). 
In Theorem 3.2 we will show that the eigenvalues An are continuously 
differentiable functions of t. If we drop the dependence of q(x,t) 
on x , then dAn/dt can be given explicitly. Moreover (An(t))-ldAn/dt 
is uniformly bounded in n E ~ and t E J. This is the content of 
Theorem 3.3. With these results available, we will be able to prove 
the required H6ldercontinuity in Theorem 3.6. 
It is well known of course how the eigenvalues An change as the 
coefficient function q(x) varies and the boundary conditions are kept 
constant, c.f. Titchmarsh [73] for the singular case. One can conclude 
with Courant, Hilbert [15; p419] that the n-th eigenvalue An depends 
continuously on the functions a, 8 in (3.12), (3.13) and q in (3.11), 
but the change depends on n . 
Systems with the spectral parameter also in the boundary conditioris 
have been considered since the beginning of this century, see Fulton 
[27] and the references contained therein: No results with variable 
boundary conditions of. type (3.12), (3.13) seem to have been obtained 
so far, c.£. [68]. 
Theorem 3.2. The eigenvaLues An of the Sturm-LiouviLLe system (3.11), 
(3.12), (3.13) are continuousLy differentiabLe functions of t in 
[O,TJ . The derivative dAn/dt is given by (3.19). 
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Proof. To establish this result problem (3.11), (3.12) will be 
transformed with Prafer's method in a first step. A well known result 
concerning the dependence on parameters and initial conditions will 
then be applied to yield expressions for the partial derivatives of 
the solution, Lastly the implicit function theorem will take care of 
the second boundary condition (3.13) and will give us dAn/dt Accord-
ingly Prufer's transformation 
Y(X,A,t) = p(x,A,t)sin~(x,A,t) 
ay/aX = p(X,A,t)COS~(X,A,t) • 
applied to (3.11), (3.12) leads us to the equation 
w' = cos2w(x,A,t) + (A-q(x,t))sin2~(x,A,t) (3.14) 
w(a,A,t) = art) (3.15) 
It is well known that for any given t E [O,T] and A E R equation 
(3.14) has a unique solution in [a,b] that satisfies (3.15). And 
if ~(X,A,t) satisfies (3.15), then Y(X,A,t) satisfies (3.12), 
For given t, Y(X,A,t) will satisfy the second bound~ry condition 
(3.13) if and only if An can be found so that 
~(b,A ,t) = Set) + nn, n E ~ u {OJ 
n 
(3.16) 
Now for fixed t, ~(b,A,t) is an increasing function of A that takes 
on every positive value exactly once. Therefore there exists a unique 
An for every n. The An are of course our eigenvalues. They form 
which tends to infinity, see e.g. Hille [31; 
pp39S-399] . 
I'Ve will use equations (3.14), (3.15), (3.16) to investigate An as a 
function of t. With the transformation 
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~CX,A,t) = eCX,A,t) + aCt) 
equations (3.14) and (3.15) become 
e' =cos2 Ce(X,A,t)+a(t)) + (A-q(x,t))sin2 (e(x,A,t)+a(t)), a::;x::;b (3.17 ) 
e(a,A,t) = 0 
Equation (3.17) contains two parameters and can be written as 
e' = fCX,e,A,t) 
Let </l(X,Ao,tO) be a solution of (3.17) satisfying </>Ca,Ao,to) = 0 
for some AO E ~ and to e [O,T]." Then from Coppel [14; p.22] we know 
that for any x e [a,b],a</l(X,Ao,to)/aA exists, is continuous in all 
its arguments and is the solution of 
y' =fe(x,</>Cx,Ao,to),Ao,to)y+fA(x,</>Cx,Ao,to),Ao,to), a::; x::; b 
yCa) = 0, where f(x,e,A,t) denotes the right hand side of (3.17). 
Similarly let <P(X,Ao,tO) be a solution of (3.17) for which 
o for some AO e ~ and to e [O,T). Then for any 
X E [a,b] a</l(X,Ao,to)/at exists, is continuous in all its arguments 
and is the solution of 
yea) = o. 
According to the transformation used </lex,A,t) = w(x,A,t) - aCt) 
and thus aW/aA = a$/aA , dW/at = a$/at + da/dt. It now follows that 
b b ~t(b,Ao,to) == f exp{ r sin(2W(x,Ao,tO)) eAo-q(x,tO)-l)dx} • sin2 W(s,Ao,to)ds 
a Js 
(3.18) 
This expression is positive for any AO, to , since the integrand is 
non-negative and the zeros of ware isolated. 
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Now the second boundary condition (3.13) in the form of equation 
(3.16) is taken into account by introducing for each n E IN u {o} the 
function Gn(A,t) defined for any t E [O,T] and A" IR by 
Gn(A,t) = l/Jeb,A,t) - B(t) - nrr , 
I .. here l/J(X,A,t) satisfies (3.14) and (3.15). Then for a given 
o if A = An(t o) the n-th eigenvalue corres-
ponding to to . Moreover 
aG faA ::: al/J(b,A,t)/aA and aG fat = al/J(b,A,t)/at - dB/dt 
n n 
are continuous in t and A. From (3.18) it follows that for any 
The implicit function theorem and the above results now guarantee that 
for each n E ~ u {a}, AnCt) E C1[0,T] and 
dA aG /at 
n n 
Cit =-aG /aA 
n 
(3.19) 
b 
d8/dt-da/dt-! exp(F(s))· (da/dt)· sin(2l/1Cs,A (t),t))(A (t)-q(s,t)-l)ds 
ann 
::: 
b ! exp(F(s)) • sin 2l/1Cs,A (t),t)ds 
a n 
+ ft(E::, t) for some f, == f, (t) E: (a, b) , 
where 
b 
Fes) = F(s,n,t) =J sin(2l/1Cx,A (t),t))(A (t)-q(x,t)-l)dx 
n n 
s 
(3.20) 
This completes the proof of Theorem 3.2 0 . 
We consider now the behaviour of dAn/dt for large n. It is 
possible to evaluate explicitly, the expression given in (3.19) for 
dAn/dt and to estimate its behaviour as n ~ 00 , provided q(x,t) 
is independent of x. Thus we assume from here on again that 
q (t) E: C 1 [0, T] 
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Theorem 3.3. If q(t) f". Ci[O,TJ depends only upon t., then for n 
suffioiently large (see (3.22)) dAn/dt is explioitly given by (3.28) 
and 
(A (t))-l(dA /dt) 
n· n 
are uniformly bounded in n ~ no and t E [O,TJ . 
Proof. The proof is tedious and involves mainly the evaluation of 
the integral s occurring in (3.19). Accordin'gl y setting 
A - q(t) = T2 (A,t) and A (t) - q(t) =: T (t)2 
n n 
for A sufficiently large, it follows from (3.14), c.f. Tricomi 
[75; pllS] that 
tan~(x,A.t) = T-ltan~(x-c(t)) (3.21) 
where in the light of (3.15) we take cet) so that 
T·ea-c(t)) =: arccos{cosa(t)/(cos2a(t)+T 2sin2a(t))1/2} E [O,IT) 
Since An(t) tends uniformly to infinity in [O,T] as n ~ ro 
then so does Tn(t) . Therefore we choose n large enough in the 
sequel so that the following inequality holds for any t E [O,T] 
IT/2 (b-a) ::; (A (t) - q (t)) 1/2 (3.22) 
n 
Now let n be given and sufficiently large and let t = to be fixed. 
Thus Tn(t o) = Tn and the constant in (3.21) c(to) = Co are deter-
mined. As is seen from (3.14), ijJ(X,A,t) is an increasing function of 
x. Its behaviour is described in [7S; pllS]. 
We subdivide the interval [a,b] according to the following rule. 
Let n be given by (3.22). Then there exist integers !l, and m 
where 1 E {O,1,2} and depending on t and m ~ ° (see (3.21)) such 
that 
+ 
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(3.23) 
F(s) of (3.20) now becomes 
F (s) 
b . 
(T 2-l)f sin{2arctan[T- 1tanT (x-co)]}dx 
n n n 
s . 
Notice that the integrand vanishes for x:::: Co + 1rm/2Tn ,m an integer. 
Further 
d). /dt :::: dq/dt + 
n 
(3.24 ) 
2 b -1 dB/dt-da/dt-(da/dt) (Tn -1)~exp(F(s))sin{2arctan[Tn tanTnCs-co)]}ds 
b 2 -1 ~ exp(FCs))sin {arctan[Tn tanTn(s-co)]}ds 
In evaluating FCs) we distinguish between the two cases: 
a) a ~ s ~ C + TI(~+2m)/2T 
o ' n 
or 
In case (a) we can find an integer k such that 0 ~ Co + rr(~+2k)/2Tn + 
- s < TI/Tn and split the integral FCs) into three parts, namely, 
FCs) :: I + II + III, 
I representing the integral with the limit s s and Co + 1T C£+2k) 12Tn 
II representing the integral with the limits Co + n(£+2k)/2Tn and 
III representing the integral with the limits Co + 1T (Q,+2m)/2T n and b . 
With the help of the substitution 
V ::: (T )-1 tam (x-c) 
n n 0 
(3.25) 
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the indefinite integral J(v) of F(s) becomes 
J (v) 
By considering subintervals, integral II is readily seen to equal zero. 
As to the integrals I and III we have to distinguish between 2 (in a 
or BJ odd or even. The case £ even in integral I is considered in 
detail now. All the other arguments are very similar. Here then two 
situations can occur. 
ii) Co + rr(£+2k-2)/2t < s < c + rr(2+2k-l)/2t 
nOn 
As x runs through the interval [s ,co+rr (2+2k) /2, n] then in (i) v 
runs through But in (ii) the corresponding 
v-interval consists of two parts, namely v runs through 
-1 [(Tn) tantn(s-c o)' (0) and through (-00,0] . In (ii) one thus obtains 
for the integral I 
lim(z~)J(z) - lim(z+-oo)J(z) + J(O) - J((, )-ltant (s-c
o
)) 
n n 
But clearly lim(z+±oo)J(z) = O. Thus in both (i) and (ii) when £, is 
even we obtain for the integral I 
2 
tan2 , (s-c ) + (t ) 
I . nOn og 2 
(t ) (tan 2 T (s-c
o
) + 1) 
n n 
is not an odd multiple of rr/2, and -2 log(t n) other-
wise. Arguing in this way we obtain one expression for exp(F(s)) , 
despite the different cases that occur. 
exp(F(s)) := Tb 
tan 2 t (5-C ) + (t ) 2 
non 
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if Tn(S-C o) is not an odd multiple of Tf/2 , and Tb otherwise, where 
tan 2 T (b-c ) + 1 
Tb = n 0 2 2 tan Tn(b-c o) + (Tn) 
if Tn(b-c o) is not an odd multiple of TI/2 , and I otherwise. 
Next we describe how to evaluate the numerator N of (3 . 24) • 
b 
2 f -1 N = ((T ) -1) exp(F(s))sin{2arctan[(t) tanT (s-c ))}ds . 
n n n 0 
a 
Its integrand is again zero for s::.:: Co + Tfm/2T n . Thus the subdivision 
of (3.23) again leads to the three parts of the integral N, namely 
N _ I + II + III 
I representing the integral with the limits a and Co + Tf~/2Tn 
II representing the integral with the limits Co + Tf~/2Tn and 
III representing the integral with the limits Co + Tf(H2m)/2Tn and b . 
With the substitution (3.25) the indefinite integral J(v) of N becomes 
J(v) I 
2 -2 
v + (T ) 
n 
With similar arguments as before, we see that integral II is zero and 
thus obtain for N 
N ::.:: Tb ((T ) 2 -1) sim (b-a) • sim (a+b-2c ) 
n n n 0 (3.26) 
Lastly the integral D in the denominator of (3.24) is considered. 
Its integrand is zero for s::.:: Co + TIm/Tn' Therefore the integral D 
may be split into three parts, but slightly differently to (3.23). 
More explicitly, we can find a non-negative integer k satisfying 
o s b - Co + TT(~+k)/2Tn < Tf/2Tn such that D ~ I + II + III where 
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I represents the integral with limits a and Co + ul/2Tn 
II represents the integral with limits Co + 'fTl/2Tn and Co + u Cl+k) /2Tn 
III represents the integral with limits Co + u(1+k)/2Tn and b. 
With the substitution • = Tn(S-C o) the indefinite integral J(v) of 
o becomes 
Thus with similar arguments we obtain 
(3.27) 
From (3.24), (3.26), (3.27), we now have 
dA/dt == (dB/dt-da/dt (1 + N])/O + dq/dt at (3.28) 
For m smaller than the value n determined by (3.22) the dAn/dt 
are of course uniforml y bounded since An (t) € C 1 (0) T] . dB/dt, da/ dt, 
dq/dt are uniformly bounded in t ~ [O,T] . Hence to complete the 
proof it remains to show that 
(A (t )0)-1 
n 0 and N/A (t )0 n 0 
are uniformly bounded in nand t By (3.22) 
D ~ (Tb/2)((b-a) - (1 )-1) ~ Tb(b-a)(~-1)/2~ 
n 
and thus replacing 
+ (A (t )-q(t )-1)cos2{(A (t )-q(t ))1/2(b_c(t ))}j 
n ~ 0 n 0 0 0 
and 
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which both have the desired boundedness properties. This completes 
the proof 0 . 
We need the next two auxiliary results to establish the H61dercontinuity. 
,-
In them AnCt) and Yn(x,t) again denote the eigenvalues and eigen-
functions respectively of the Sturm-Liouville system (3.11), (3.12), 
C3.13), 
Theorem 3.4. If q(t) belongs to C1 [O,T] and satisfies (3.3), then 
(A (t))-1/2 ay (x,t)/at 
n -n 
is uniformly bounded in x, t and n 2: 0 . 
Proof. We can find no e ~ such that for any t e J and n 2: no 
qCt) < AnCt) . Since for each n 2: 0, aYn(x,t)/at is continuous in 
x e fa,b] and t E J, and because of (3.3), CAnCt))-1/2CaYn/at) 
is uniformly bounded in x, t and n < no . 
For n 2: no we set ~n ~ ~nCt) CAn(t)-q(t)) 1/2 Since q is 
independent of x the non-normalized eigenfunctions of (3.11), (3.12), 
(3.13) have the form 
Yn(x,t) ~ sina(t) • COS\1 (x-a) + (cosa(t)/\1 ) • sin\1 (x-a) 
n n n 
Their derivatives w.r.t. t are given as 
2 
ayn/at ; cos~n(x-a){(da/dt)cosa(t) + (x-a)cosa(t)(dAn/dt-dq/dt)/2(\1n) } 
- sin\1 (x-a){(dl /dt-dq/dt) [(x-a)sina(t)/2\1 + cosa(t)/2(~ )3] 
n n n n 
+ (da/dt)sina(t)/v } 
n 
Together with Theorem 3.3 the result follows immediately 0 
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Theorem 3.5. Under the same conditions as described in Theorem 3,4, 
we have for any t, s, E J 
00 y (x,t) 
L n _ 
n=O "n(t) 
2 Y (x, s) 
n 
"n (s) < Klt-sl 
where K is independent of x, sand t . 
Proof. Our eigenvalues are now all positive because of (3.3), and for 
n suffici~ntly large, say n ~ no the estimate (3.10) holds. Let 
An (min) be the number defined in (3.10) for·n ~ no ' and for 
o ~n < no define it to be minO'n(t) It € J} > 0 
Set D = IYn(X,t)/An(t) - Yn(X,S)/An(S) I and Iyn(x,t) 1 ~ S , (see 
(3.8)). We then have 
2 -1 -11 I D ~ 2S(A (min)) {(A (min)) y (x,t) - y ex,s) + 
n n n n 
+ S ( A (min)) - 21 A . (s) - A (t) I} . 
n· n n 
the conclusion follows from the mean value 
theorem and Theorems 3,3 and 3.4 0 . 
We have mentioned before that the boundary conditions that appear in 
the definition of A(t) , (3.2), are a special case of (3.12), (3.13). 
Therefore the results obtained in Theorems 3.3, 3.4, 3.5 apply to the 
eigenvalues An (t) and eigenfunctions Yn (x, t) of A(t) We need 
these results to establish the H6ldercontinuity in 
Theorem 3.6. For any given p E L2 (J,H) there exist positive constants 
K2 and B, such that for any s,t € J 
- 95 -
where we have set B(t,~(p)) = B (t) p 
Proof. In the following C denotes a generic constant. For f € H 
-1 . (A (t)f)(x) = ~(fn(t)/An(t))Yn(x,t) , where fn(t) denotes the n-th 
Fourier coefficient of f for t € J. Thus if 11·11 denotes the norm 
in H 
N = II B ( t ) A-I (t) f - B ( s ) A-I (s) fll ~ II (B ( t) - B ( s ) ) A-I (t) £11 + p p p p 
+ II B ( s )( A-I (t) f - A-I (s) f) II :: I + II . 
p . 
B (t) is represented by a function p(t,~(p)) in L2(a,b) We 
p 
abbreviate it to p (x,t) . Thus p 
12 = fbJ(p (x,t) -p (x,s))~(f (t)/A (t))y (x,t)\2dx p p n n n 
a 
using Holder's inequality and because of (3.8), (3.10) and the assump-
tion (iii) on pp(x,t) . 
b 
I12 = f In (x,s){E(f (t)y (X,t)/A (t)) - (f (s)y (X,S)/A (s))}1 2dX 
a 'p n n n n n n 
b ~ f /p (x,s) 12{~lf (t) llY (x,t)/>' (t) - Y (X,S)/A (s) I + 
a p. n n n n n 
2 
+ Elf (t) - f (s) II y (x, s) /A (s) I} dx 
n n n n 
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b 
::;; 2f Ip (X.S)12{[~lf (t)ljy (x,t)/>. (t) - Y (X,S)/>. (5)1]2 + 
aP n n n n n 
+ [kif (t) - f (s) Ily (X,S)/A (5) 1]2}dx 
n n n n 
b 
::;; CII f II 2 It.,. 5 I + 2 f 1 p (x. s) I 2 {~ I f ( t ) - f ( s) II y (x, s) / >. ( 5) I } 2 dx . 
a p n n n n 
Again Holder's inequality has been employed, along with TIleorem 3.5 
and assumption (ii) on p (x, t) . p 
The infinite sum in the la5t·integral has to be handled rather carefully. 
We apply Halder's inequality to the following form of it. 
The first sum in the last expression is finite since >. (5) is of 
n 
the order n2 Also 
b 
If (t) - f (s) 12 s; {r jf(x) [y (x,t) - y (x,s)] Idx}2 
n n Ja n n 
b 
s IIfll21 Iy (x,t) -y (x,s)1 2dx 
ann 
Therefore for any n ~ a • 
b 
(A (s))-1/2 If (t) -f (s)1 2 s IIfll2j Iy (x,t) -y (x,s)1 2/(>. (s))1/2dx 
n n nan n n 
S IIfll2 • 2S(b-a)Clt - S I • 
by the mean value theorem and Theorem 3.4, and thus 
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lienee by assumption (ii) on p(x, t) , II2 ::; p 
we obtain N::; I + II ::; Cllfilit slY. where 
Finally 
Y min{t3,1/2} This 
completes the proof of the Holdercontinuity, and with it the proof 
of Theorem 3.1 0 
With similar arguments one can show that for any S, t € J 
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CHAPTER I I I 
0, INTRODUCTION 
In this chapter we establish the existence of solutions in a 
weak sense of the second order semi-linear equation of evolution 
x" = (A+ B(t,x,x'))x - f(t,x,x') • (0.1) 
t E J = [O,T]. (' = d/dt) , satisfying the boundary conditions 
L.(x) = a. x(O) + a, X'(O) + 13, x(T) + 81'2x'(T) = 0, i=l,2 1 11 12 11" (0.2) 
where Ctij' Bij Ea. The operator A is assumed to generate a semi-
group of compact type on a separable Hilbert space H The perturba-
tion B(t,x,y) is assumed to be a bounded linear operator in Hand 
f(t,x,y) a function with values in H satisfying a Caratheodory 
condition and having sublinear growth. 
The chapter is divided into four sections. We are mainly concerned 
with the perturbed equation 
xl! = (A + B(t))x (0.3) 
One can therefore add a positive constant II to A and subtract 
it again from B(t) . In choosing ! sufficiently large, we can 
ensure the existence of a unique weak solution of the boundary value 
problem 
x" = (A + ,H)x - f(t) 
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and (0,2). provided the boundary conditions are regular. Moreover, 
the integral operator associated with this problem is compact. This 
will be dealt with in Section 1. 
It is well known, Becker (6], that the set S of bounded, strongly 
measurable operator functions B(t) such that liB (t) - nil ~ P for almost 
every t € J , is compact in the weak operator topology in L2 (J,H) . 
If we assume that for B(t) in S the homogeneous equation (0.3) with 
the boundary conditions (0.2) has only the zero solution, then there 
exists a unique weak solution to the boundary value problem 
xl! (A + B(t))x - f(t) 
and (0.2). The associated integral operator in L2 (J,H) is compact 
and bounded uniformly for B(t) in S. This is shown in Section 2. 
The results mentioned guarantee a unique solution to the linearized 
version of the boundary value problem (0.1), (0.2), (see (3.12)), provi-
ded B(t'~J~') belongs to Sand f satisfies the above mentioned 
conditions. This, together with Schauder's fixed point theorem, will 
imply the existence of a weak solution of the boundary value problem 
(0.1), (0.2), The necessary convergence result is based on the weak 
compactness of S and on the compactness of certain integral operators. 
This forms the content of Theorem 3.1. We deal with this whole situa-
tion in Section 3. 
In Section 4 an application of the theory will be given, in which A 
represents an elliptic boundary value problem. The uniqueness assumption 
mentioned above will be fulfilled if the norm of Bet) - £.1 is suffi-
ciently small (it may increase with £.. see (4.4)), We also give an 
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example of a non-differential operator A and describe an integral 
operator which satisfies the conditions imposed on the perturbation 
B(t,x,y) 
INDEX OF SELECTED .DEFINITIONS 
V(A) denotes the domain of A 
Vet), V 9. (t) see (1.3), (1. 5) 
L· . 1) see (1.27) 
D(A) see (1. 28) 
d· . see statements preceding Definition 1.2 1J 
Vo see statements after (1.35) 
Li(VO)t see (1.36) 
Q. (a) see (1.39) 
1 
GR,(t,a) see (1.42) 
F see (2.4) 
GB(t,a) see (2.10) 
S see (2.17) 
H, H1 ,2 see (3.6) 
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1. THE GREEN'S FUNCTION FOR THE UNPERTURBED EQUATION 
In this section we consider the second order evolution equation 
xl! = (A + U)x - f(t) (1 .1) 
( , ::: d/dt) , t € J :::: [O,T] , in a separable Hilbert space H. Together 
with eqn. (1.1) we are concerned with the system of boundary conditions 
L. (x) 
1 
a. xeD) + a. x'(D) + S. x(T) + 8. x'(T) = 0 
II 12 11 12 . . 
(1. 2) 
i ::: 1,2 ,where aij' 8ij € CC. The forms LI (u). L2 (u) are required 
to be linearly independent. The linear operator A in H is assumed 
to satisfy (AIII.I), (AIII.2) below, ~ ~ 0 and f(t) belongs to 
L2(J,H) . 
It will be shown in Theorem 1.5 that there exists a unique weak solution 
(Definition 1.1) of eqn. (1.1) which satisfies the boundary conditions 
(1.2), provided that they are regular (Definition 1~2) and 1 ~ 0 is 
sufficiently large. 
In this section we will follow Krein (43; p.249-269]. However since 
we are working in L2 (J,H) the notion of a weak solution will be 
introduced. It is believed to be new and is based on Ball [5]. 
Assumption (AIII.2) ensures that the integral operator in Theorem 1.6 
is compact in L2 (J,H) . 
Throughout we will suppose that the operator A satisfies 
(AIII.I) A is a closed, densely defined linear operator ona separable 
Hilbert space H with the property that for all A ~ 0 
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(AIII.2) A-I is a completely continuous linear operator. 
In the following remark we will draw some well known conclusions from 
(AIII.I) and (AIII.2) which we will need in the sequel. 
Remark. Fractional powers of A can be defined, Krein [43; plIO]. 
Moreover the closed linear operator 
1 
_A2 generates a ~trongly continuous) analytic semigroup Vet) (1. 3) 
Since A-I is compact so is Furthermore writing Vet) = 
1 1 1 
A2V(t)A- 2 and observing that for t > 0 A2V(t) is bounded one sees 
that 
Vet) is compact for t > 0 . (1. 4) 
We refer to (43; p1l9,264], see also Balakrishnan [4]. 
Let £ ~ O. The operator A + £1 satisfies (AIII.I) and, using the 
resolvent equation, also (AIII.2). Therefore 
1 
- (A + £I) 2 generates an analytic semigroup V £ (t) (1. 5) 
In the following we will abbreviate A + £1 to A£ or A + £ . 
_1 
(A ) 2 is again compact and with it Vn(t) , t > 0 £ . N (1.6) . 
The following facts will be proved in the appendix 
UV1 (t) II S C uniformly for t E [O,T] and 1 ~ 0 . (1.7) 
IIV £ (T) II s C/ If.;T (1. 8) 
UA~ II S M/I£+l (1. 9) 
Concerning the adjoint A* of A , we have 
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(1.10) 
Z E V(A*) if and only if (1.11 ) 
where V(A*) denotes the domain of. A* . 
For the first order equation of evolution Xl = Ax - f(t) the 
definition of a weak solution is usually given as follows, see for 
example Ball [5]. A function u(t) E: C(J,H) is a weak 8o~ution of 
the above equation if and only if for every v E V(A*) the function 
(u(t),v) is absolutely continuous on J and 
(u(t) ,v) I = (uCt) ,A*v) - (f(t) ,v) 
for almost all t E J . 
It is well known, [5], that if A generates a strongly continuous semi-
group, the evolution equation has a unique weak solution uCt) with 
ufO) = xo . 
We now introduce the definition of a weak solution for the second order 
equation 
x" = Ax - f(t) , (1.12) 
Definition 1.1. A function tift) E C(J,H) is a weak 8o~ution of (1.12) 
if and only if 
(a) ul(t) exists on _1 (O,T) and A 2U I (t) belongs to C(J,H) . 
(6) (u(t),z)' is absolutely continuous on J for any Z E V(A*) 
(y) For any Z E V(A*) and for almost all t E J 
(u(t),z)" '" (u(t),A*z) - (f(t),z) (1.13) 
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Theorem 1.1. Every weak solution of (1.1) is of the form 
(1 . 14) 
where Xo ' YT E H. Furthermore every function of the form (1.14) 
is a weak solution of (1.1). 
Proof. Suppose u(t) is a given weak solution and define 
We then have 
1 
V ( t ) = A - iu I (t) Q, 
1* (u(t),z)' :: (v(t) ,AQ, 2 z) 
1* 
for almost all t E J and any z E V(AQ,2 ) , and also 
1 * (v(t) ,z) I = (u(t) ,AQ, 2 z) 
(1.15) 
(1.16) 
1* 
again for almost all t E J and any z E V(A12 ) Now we substitute 
x = (1/2)(u-v) and y 0/2) (u+v) 
and obtain from (l.lS), (1.16) for almost all t E J and any 
(x(t) ,z) I 1 * 1 * = - (x (t),A£ 2 z) + (1/2)(f(t)'A;2 z) (1.17) 
and 
1* _1* (y(t), z) I := (y(t) ,AQ, 2 z) - (l/2) (f(t) .A£ 2 z) (l .18) 
Both xCt) and yet) belong toC(J.H) . ~ .. since u(t) and vet) do. 
In addition (x(t),z) and (y(t),z) are absolutely continuous for 
1 * 
Z E V(AQ,2 ) , because 
(u(t),z)' 
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1* 
is continuous for Z E V(At 2 ) and 
1 * is absolutely continuous by definition for all z £ V(At 2 ) 
Since xCt) ,y(t) satisfy (1.17), (1.18) respectively, it follows 
that x(t) is a weak solution of 
(1.19) 
But for an initial value Xo E H the equation has a unique weak solu-
tion, namely 
xCt) = Vt(t)x
o 
+ 2-lftVtCt-O)A;Jf(O)dO 
o 
It also follows that yCt) is a weak solution of 
1 
y' = A iy 
.9" 
(1. 20) 
(1. 21) 
If we introduce the new variable 1;:: T - t and write y(t);:: y(T-T) ;:: 
X(l) , then for the function X(l) we arrive at the ordinary Cauchy 
problem, i.e. 
This equation has a unique weak solution for a given initial value 
Xl IE H , namely 
Consequently equation (1.21) has a unique weak solution for a given 
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end-vaZue YT E H , namely 
(1. 22) 
Hence if u(t) is a weak solution of (1.1) it will be of the form 
xCt) + yet) • where x(t) , yet) are given by (1.20), (1.22) respec-
tively. 
We will now show that a function of the form (1.14) is a weak 
solution of (1.1). For t E (O,T) one obtains 
. -
1f t - 1fT 
- 2 Vl (t-a)f(d)da + 2 V1 (a-t)f(o)da ~ 
o t 
(1 .23) 
which exists since Vl (t) is an analytic semigroup. It follows now 
from the strong continuity of V1(t) , the dominated convergence 
theorem and the method used in the proof of I Theorem 3.1 and elsewhere 
that u(t) and belong to C(J,H) . We note that ul(t) 
1 
belongs to C(J,H) if and only if Xo ' YT € V(A1
2 ) . 
Concerning equation (1.13) consider 
f
t IT. 
-1 -1 * -1 -1 * 
- 2 (V 1 (t-o)A l f(a) ,Al z) da + 2 (V 1 (a-t)A l f(a) ,Al z)da} 
o t 
* = (u(t),A1z) - (f(t),z) . 
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The equation holds for almost all t E J and any Z E V(Ai) . 
It thus remains to show that 
(u(t) ,z) I - (u(O) ,z)' 
t f (u (s), z) "ds 
o 
Let (fn) be a sequence in ceJ ,H) with fn -+ f in L2 (J, H) , and 
replace f by fn in eqn. (1.1). It then follows that for any n. 
un(t) given by (1.14) is a weak solution of (1.1), since 
(u (t),z)" = (u (t),A/z) - (f (t),z) 
n n x, n 
is continuous. By (1.14) we obtain immediately that the sequerice 
(un (t)) converges to u (t) in C (J, H) . For any t E J and 
1 * 
Z E V(A~2) we also have 
(un(t)-u(t) ,z) I = 2-1(_(V}!,(t-O)A~![fn(0) - f(o)]do + 
o 
T 
+ It V ~ (O-t)A~! {fn (0) -f(o)] do ,A~ !*z) 
The two integrals in the last expression converge strongly to zero, 
uniformly in t Therefore (un(t),z)' converges to (u(t),z)' • 
1 * (n-+oo) for any t E J and z E V(A}!,2 ) Now consider 
t 
(u (t), z)' - (u (0), z)' :::: J (u (0) ,An * z) - (f (0), z)do , z E V(An *) . 
n non x, n x, 
The left hand side of the above equation approaches 
(u(t),z)' - (u(O),z)' 
as n -+00 • while the right hand side tends to 
t f (u(o),A}!,*z) - (f(o),z)do . 
o 
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But the limit is unique. Therefore the proof is complete 0 . 
Now the boundary conditions (1.2) are taken into account. Since 
for a weak solution u{t) ,ur(O) and u
'
(T) may not be defined, 
we first consider 
0=1,2) , (1. 24) 
in connection with the homogeneous equation 
x" (A + H)x . (1. 25) 
We are looking for conditions under which the boundary value problem 
(1.24), (1.25) has only the zero solution. 
Remark. A· function u (t) satisfying (Li (u), z) = 0 (i = 1,2) for 
1 * 
all Z E V(A~2) also satisfies (1.24) . 
Substituting (1.14) (for f - 0) into (1.24) to solve for Xo and 
YT yields 
(1. 26) 
where we have set for i = 1,2 
1 1 
Lil = CtilA~2 Ct. 12 I + 6i /~2V ~ (T) - 6i2 V ~ (T) 
and (1.27) 
1 1 
L. = a.. A;2V~(T) + Ct. V ~ (T) + $. A- 2 + 6· I 12 11 12 11 g., 12 
All the operators entering into this system are linear combi~ations 
_1 
of the bounded operators I, A£2, V~ (T) 
1 
and A;2V~(T) , commuting with 
one another. Therefore the system may be solved just as in the scalar 
case. Just as in [43; p252] an important role is played by the operator 
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determinant of (1,26), i.e. 
(1.28) 
Solving the system (1.26) we arrive at the equations 
° 
and 
If the operator determinant is invertible then clearly Xo , YT ~re 
zero and thus zero is the only solution of (1.24), (1.25). The 
converse is also true. 
Theorem 1.2. D(A~) is invertibLe if and onLy if the zero soLution 
is the onLy weak soLution of (1.25) whiah satisfies (1.24). 
The proof is the same as in Krein [43; p254] with only minor modifica-
tions 0 . 
Coroll 1.3. If D(A~) is invertibLe then zero is the onLy weak 
soLution of (1.25) whiah satisfies (1.2). 
Proof. If v is a nonzero weak solution of (1.25) that satisfies 
(1.2) then Li(v) = 0, (i = 1,2) Therefore (1.24) is also fulfilled, 
and D(A~) is not invertible. 
The converse need not hold, since if a nonzero weak solution of 0.25) 
satisfies (1.24), the equations in (1.2) may not vanish. Indeed, they 
may not even be defined 0 . 
If we require the coefficients aij, Bij of (1.2) to satisfy 
certain regularity conditions and if ~ ~ ° is sufficiently large, 
then we can show that the operator determinant D(A~) is invertible. 
Therefore we introduce the following definition which is due to 
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M.A. Naimark, see (43; p259]. 
Denote with dij Ci < j) the minor of the matrix 
of the coefficients of the boundary conditions (1.2), composed of the 
i-th and j-th columns. 
Definition 1.2. The boundary conditions (1.2) will be called regular 
if one of the following conditions holds. 
(a) d24 1- 0 
(b) d24 = 0 but la121 + IB121 > 0 and d23 - d 14 # 0 
Theorem 1.4. If the boundary conditions (1.2) are regular and if 
l ~ 0 is sufficiently large then the operator determinant D(Al ) is 
invertible. Equation (1.25) together with the boundary conditions 
(1.2) therefore admit only the zero solution. 
Proof. Upon multiplying out D(Al) of (1.28) one obtains 
(1. 29) 
In case (a) D(Al ) can be written in the form 
(1. 30) 
where is a suitable constant and Rll is some polynomial in the 
bounded linear operators and V'l (T) (without a constant term). 
III -
In case (b) the coefficient matrix can be brought by Gauss-reduction 
into the form 
Gll 
~'21 o (1.31) 
and o (A,e) can be represented as 
1 
o (A,e) = C2A~2(I-R9,2) (1.32) 
where again c2 is a suitable constant and R 9,2 some polynomial 
1 
in A- 2 9, and V 9, (T) without a constant term. 
In case (c), after Gauss-reduction, the coefficient matrix becomes 
o o 
:J (1. 33) o 1 
and D(A£) can be written as 
(1. 34) 
where c3 is a suitable constant and R£3 some polynomial in V9,(T) 
without a constant term. 
Because of (1.8), (1.9) 9, ~ 0 can be chosen so large that 
IIRi9,mll < 1 for m = 1,2,3. This implies that 1 belongs to the 
resolvent set of R9,m for m = 1,2,3. Therefore o (A9,) is inver-
tible. 
We note that in cases (b) and (c), D(A£)-l is unbounded and by virtue 
of (1.6) the operators R£m are compact 0 
We now return to equation (1.1), with t € L2(J,H) and seek to 
determine uniquely the elements xo, YT € H in (1.14), to ensure a 
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unique weak solution of the boundary value problem (1.1), (1.2). 
Definition 1.3. An operator function G(t,s) such that 
T 
fo G (t , s) - d s 
is a bounded linear operator in L2 (J,H) is called the Green's funotion 
for the boundary value problem (1.1), (1.2) if and only if for every 
f IE L2 (J,B) 
T 
u(t) = t G(t,s)f(s)ds 
is a weak solution of (1.1) that satisfies (1.2). 
Theorem 1.5. Assume that the boundary oonditions are regular and that 
i ~ 0 is suffioiently large. Then the boundary vaZue problem (1.1), 
(1.2) has a unique ~eak solution for every f IE L2 (J,H) . It is 
given by 
T 
u(t) f Gi(t,cr)f(cr)dcr 
o 
where Gi(t,cr) is the Green's funotion of equation (1.42). 
Proof. Uniqueness. Suppose u (t) and v (t) are both weak solutions 
of (1.1) satisfying (l.2). It follows that u(t) - vet) . is a weak 
solution of (1.25) which fulfils (1.2). Since D(Ai ) is invertible, 
by Corollary 1.3, u(t) = vet) . 
Existence. A weak solution u(t) of (l.1) will be of the form (1.14). 
Upon substituting it into 0.24) one obtains for i = 1,2 
1 
A~2Li(u) = LilXO + Li2 YT + (1. 35) 
+ 2-1A~!fT[{lilVt{cr)A~! + (li2Vi(cr) + SilVt(T-cr)A~~ - Bi2Vi (T-cr)]f(cr)dcr = O. o . 
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Introducing 
for t 2! a 
for t $ a 
one has 
and 
and thus we set 
Therefore the equations become for i;: 1.2 
. fT L. x + L. YT ::: -A~~ L,(Vo)tf(a)da;: 11 0 12 0 1 -a. 1 
and we obtain 
-L a 
22 1 
+ L a 
12 2 
Since D(A~J is invertible one has for Xo and YT 
T . 
YT ::: f D(A~)-lA~~[-L11L2(VO)t+L21L1(VO\]f(aJda . 
o 
We will show that the operator functions in the above integrals 
(l.37) 
(1.38 J 
(1. 39) 
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are linear operators uniformly bounded in o. It will then follow, 
using commutativity and [17; Vol.I,p153] that both Xo and YT 
1 
belong to the domain of A£2 
In case (a) D(A£)-l is bounded and the result follows from (1.27), 
(1.30), (1.36). 
In case. (b) 
1 
contains the unbounded factor A£2 Using (1.31) 
T 
one sees that L2I, L22, L2 (Voh all have the factor A2',z and thus 
the operators are again uniformly bounded by (1.27), (1.32), (1.36). 
In case (c) D(A£)-I has the unbounded factor A£. By (1.33) it 
follows that LII, L12, L21. L22, Ll(VO)t and L2 (Vo)t all contain 
I 
A;z as a factor and thus by (1.34) the operators are uniformly bounded. 
1 
Since Xo and YT belong to V(A£2) , u 1 (t) E C(J,H) as we have 
noted in the proof of Theorem 1.1. Furthermore u(t) does not only 
satisfy (1.24) but also (1.2) as can be seen from (1.35). 
Applying the operator D(A£) to u(t) and using (1.37) yields 
D(AQ,)u(t) = VQ,(t) [-L22a 1 +L I2 a2] +VQ,(T-t)[-LIIa2+L2Ial] 
T 
+ D(A£) fa Vo (t ,0) f(o)do 
T 
= t GoCt,o)f(o)do 
where, using (1.38), we have set 
(1.40) 
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The operator function Go(t,o) can be written in the form of a 
determinant, c.f. [43; p2681, 
1 _1 
V 9, (t)A? V9,(T-t)A9,2 Vo(t,o) 
Go (t ,a) :::: LIl LIZ Ll(VO)t (1. 41) 
L21 L22 Lz(VO)t 
If we set 
G9,(t,o) = D (1.9,) -lG
o 
(t,o) (1. 42) 
we finally arrive at 
T 
u (t) = f G9,(t,o)f(o)do . 
0 
(1.43) 
In the light nf what we have shown in (1.39), the operator function 
G9,(t,o) is uniformly bounded in all three cases (a), (b), (c). 
Since u(t) of eqn. (1.43) can be brought into the form (1.14), 
(c.f. (1.40)). it follows that it is a weak solution of eqn .. (1.1), 
It is now verified that u(t) of eqn. (1.43) satisfies the boundary 
conditions (1.2). It is easy to show that 
L. (u) 
1 
T t Li CG9,(t,o))t f (o)do 
where the subscript t in Li {G9,(t,o))t indicates that the boundary 
operators Li act on G9,(t,o) as on a function of t. Therefore 
it remains to verify that 
(1. 44) 
for i = 1,2 and cr E J . 
- 116 -
By (1.39) one obtains for the expression in (1.44), 
L. (Gn(t,a))t :::: L. Q (a) - L .. Q (a) + L. (V )t 
1 N 11 1 12 2 1 0 
Using the commutativity again, one arrives at 
L. (Gn(t,a)) :::: D(A n J- 1{(L. L - L. L )L (V) + 1 x- t x- 11 12 12 11 2 0 t 
thereby completing the proof 0 . 
The next result in this section deals with the compactness of the 
integral operator in (1.43). 
T 
Theorem 1.6. The integral operator L GQ,(t,a) - do is aompaat in 
L2 (J,H) • 
Proof. With 0.39) we can write GQ,(t,a) in the form 
1 1 
G!l,(t,a) :::: V!l,(t)A; 2Q l(a) - VQ,(T-t)A; 2Q2(a) + Vo(t,a) . (1.45 ) 
It follows from what was shown in (1.39) that Qi (a), (i:::: 1,2) are 
uniformly bounded in a Further, by 0.6) we conclude that for any 
a E J , cr 1 t and for t E (O,T) • G!l,(t,a) is a compact operator. 
Since G!l,(t,a) is uniformly bounded in t and IT , we can apply 
I Proposition 1.2 (a). Hence the result follows 0 
Lastly we note that 
IIG Q,(t,a) II :s; C/h+l . (1.46) 
We use equation (1.45) and suppose of course that t is sufficiently 
large so that D(AQ,)-1 exists, Le. RQ,m in (1.30), (1.32), (1.34) 
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satisfy IIR tmll <- 1 . Therefore we obtain II (I - R9.mflll ::;; (1 -liR 9,m" f 1 < 
C By virtue of (1.39) Qi (0) (i = 1,2) are uniformly· bounded in 
a and in 9.. Using (1.7). (1.9) and the equation following (1.35). 
the result follows. 
In the next section we will be concerned with the perturbed equat~on. 
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2. THE PERTURBED EQUATION 
In this section the Green!s function GB(t,s) is constructed for 
the perturbed second order evolution equation 
x"::: (A + B(t))x - f(t) , (2.1) 
with the boundary conditions (1.2). The operator A is the same as 
in Section 1 and fCt) again belongs to L2(J,H) The perturbation 
operator B(t) belongs to the set SN of Chapter I, i.e. we suppose 
(AIII.3) B (t) denotes a strongly measurable map from J = [0, T] into 
B(H) , the bounded linear operators in H , i.e. 
BCt) E M{J,H) of I Proposition 1.1. 
Further liB Ct) II :5 N for almost every t E J and some 
constant N > 0 
In the sequel the regularity of the boundary conditions of Definition 1.2 
will be assumed. 
(AIII.4) The boundary conditions (1.2) are regular (Definition 1.2). 
Under an additional regularity assumption, we will show in Theorem 2.2, 
that the boundary value problem (2.1), (1.2) has a unique weak solution. 
The weak compactness of the set S in (2.17) will al so enabl e us to 
show that the operators in Theorem 2.3 are uniformly bounded for 
Bet) in S. 
In constructing the Green 1 s function GBet,O) for (2.1), (1.2), 
we consider 
x" ((A+1I) + (B(tJ-1I))x - f(t) (2.2) 
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and obtain heuristically, c.f. Laptev [46] 
(G -G )" B £ 
Hence for Xu E H 
= ((A+£I) + (B(t)-£I)}G B - (A+£I)G£ 
T 
G£ (t,a)x a = - fa G£ (t,s) (B(s) - £I)GB(s,a)xads . 
Theorem 2.1. Suppose that (AIII.l) - (AIII.4) hold and that £ ~ 0 
is sUfficiently large. Assume further that the homogeneous equation 
X" = (A+B(t»x 
has only the weak solution u(t) = 0 which satisfies the boundary 
conditions (1.2). Then the Zinear operator in L2 (J,H) 
T 
F = f G£(t,a)(B(a)-£I) - da 
a 
is compact and -1 belongs to the resoZvent set of F . 
(2.3) 
(2.4) 
Proof. Since B(a) - £1 is uniformly bounded for almost every a E J 
it follows from the proof of Theorem 1.6 that the kernel of the opera-
tor in (2.4) is compact for almost all (t,a) . Therefore, using 
I Proposition 1.2(a), the operator in (2.4) is compact. Hence -1 
is either an eigenvalue of F or -1 belongs to the resolvent set 
of F. Suppose -1 is an eigenvalue of F, i.e. there exists a 
nonzero function vet) in L2 (J,H) such that 
T 
-vet) = f G£(t,a)(B(a)-£I)v(a)da 
a . 
(2.5) 
We will show that vet) is a weak solution of the boundary value 
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problem (2.3), (1.2), thereby obtaining a contradiction with the 
uniqueness assumption. 
It follows from (1.44) that Li(v) O. i = 1,2 In view of 
Theorem 2.2, we now show that for f(t) € L2 (J,H) , a function vet) 
satisfying 
T 
v (t) = f G,Q, (t,a) [f(a) (S(a) -H)v(a)]da 
o 
(2.6) 
is a we~k solution of (2.1). For G~(t,a) the form of equation (1.45) 
will be employed. In the sequel we will use the abbreviation 
g(a) = f(a) - (S(a)-H)v(a) , (2.7) 
It is a given function in LL(J,H) , 
(a) vet) € C(J,H) 
This can be shown easily by an application of the dominated convergence 
theorem, since G~(t,a) is uniformly bounded. The term Vo(t,a) (see 
after eqn. (1.35)) does not present any extra difficulties, but see (8) 
(8) VI(t) € C(J,H) 
For a f: t 
(2.8) 
i.e. for any t € J • aG~(t,a)/dt· g(a) exists for almost every a E: J . 
Furthermore, using (1.7), (1.39), its norm is bounded by Cllg(o)II which 
is integrable. Therefore for any t € J , 
T 
f
a. 
v I (t) = . a?£ (t ,0) g (a) do 
o 
(2.9) 
Now let s < t and consider 
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T T 
v' (t) - V 1(5) :: t (V Q, (5) -V Q, (t) )Ql (a) g (a)da + fa (V Q, (T-s) -v Q, (T-t) )Q2 (a) g (a)da 
115 1ft . 
+ 2- a (Vt(s-o)-Vt(t-o))g(o)do + 2- s-vQ,(t-a)g(a)da 
The integrals 14 and 16 clearly converge to zero in norm as 
It-51 -+ 0 0 The dominated convergence theorem will guarantee that 
I] and 12 will also tend to zero in norm, as It-51 -+ 0 0 Concern-
ing the integrals in 13 and Is we employ the method used in 
I Theorem 3.1 (in the continuity proof of the fixed point) and apply 
the dominated convergence theorem. We can thereby show that the 
norms of 13 and Is approach zero as It-51 -+ 0 
(y) We now turn to part (y)of Definition 1.1. Let Z E V(A*) • 
Again differentiation can be carried out inside the integral. Hence 
by (2.7) 
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- (f(t) - (B(t) - U)v(t) , z) 
= ( ( [V, (t )A;lQ, (0) - V, (T -t)A~ IQ2 (0) + V 0 (t ,all g (o)do , A/ z) + 
o . 
+ (v(t). (B(t)-U)*z) - (f(t) , z) . 
Using (2.6), (2.7) and the fact that CA+ B)* = A* + B* for a closed 
operator A and a bounded operator B, we obtain for z E V(A*) and 
almost every t E J 
(v(t) , z)" :::: (v(t) , Al *z + (8Ct)-U)*z) - (f{t) , z) 
= (v(t) , (A+B(t))*z) - (f(t) , z) 
(6) In order to verify the absolute continuity of . (v (t) , z) , it 
remains to show that for Z E V(A*) 
t 
(v(t) , z) I - (v(O) , z)' = f (v(s) , z)"ds 
o 
In so doing we adopt the method used in the proof of Theorem 1.1. The 
function g (t) of (2.7) is a given function in L2(J,H) Let (fn) 
be a sequence in e(J,H) such that fn -!- g in L2 (J,H) Hence 
by Theorem 1.5, 
T 
vn (t) :::: f GtCt,cr)fn(cr)dcr 
0 
is the unique weak solution of the boundary value problem (1.1), (1.2), 
for any n. The derivative of Yn(t) is given by the analogue of 
(2.8), (2.9) 
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Since G~(t,a) is uniformly bounded, it is evident that vn(t) ~ vet) 
in C (J ,H) . Using (2 .8), (2.9) it al so follows that vn ' (t) ~ v' (t) 
in CCJ,H) . Therefore as n ~ ro the left hand side of the equation 
t 
(v I(t), z) - (v 1(0), z) == I (v Cs), An*z) - (f (s), z)ds 
n n n J<, n 
o 
converges to 
(vl(t), z) - (v'(O), z) , 
while the right hand side tends to 
t . 
J eves) .A~*z) - (g(s) , z)ds 
o 
t 
= f evcs) , A/Z + (B(s)-U)*z) - (f(s) , z)ds. 
o 
Hence a function vet) satisfying (2.6) is a weak solution of the 
boundary value problem (2.1), 0.2) . The proof is complete 0 . 
For any a € J and x € H ,G~(t,a)x is an L2(J,H) function 
in t. Thus for the Green's function GB(t,cr) we set 
(2.10) 
It is an L2(J,H) function in t , for any a € J and x € H. By 
virtue of this definition for GB' we arrive at the main result of 
this section. It will be needed in the proof of the existence result 
(Theorem 3.2). 
Theorem 2.2. Assume that the hypotheses of Theorem 2.1 hold. Then 
foT' any f(t) E L2(J,H) 
T 
u(t) == f GB(t,a)f(cr)da 
o 
(2.11 ) 
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is the unique weak solution of the boundary value problem (2.1), 
(1.2), The function u(t) satisfies 
T 
u(t) :: f GQ.(t,cr)[f(cr) - (B{cr)-Q.I)u(cr)]dcr . 
o 
Furthermore, the operator in L2 (J,H) 
given by (2.16) ~s compact. 
Proof. Uniqueness. Suppose that both u(t) and vet) are weak 
(2.12) 
(2.13) 
solutions of (2.1), (1.2). Therefore z (t) = u(t) - v (t) is a weak 
solution of (2.3), which satisfies (1.2). This contradicts the unique-
ness assumption and thus u(t) = vet) . 
Existence. By the proof of Theorem 2.1 we know that a function u(t) 
which satisfies (2.12) is a weak solution of (2.1). 
Such a function a1~o fulfils the boundary conditions (1.2), by (1.44). 
It remains to show that u(t) of equation (2.11) does satisfy (2.12). 
First, u(t) belongs to L2 (J,H) . In fact, for f E L2 (J,H) , 
GB(t,cr)f(a) is an L2 (J,H) function in t for almost every cr E J 
and 
By HHlder's inequality and Fubini's theorem 
T T T T 
lIull 2 !> J {J IIG B(t,cr)f(cr)llda}2J.t !> Tf {f IIGB(t,cr)f(cr)1I 2dt}da o o. 0 0 . 
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T T 
s II(F+I)-11l2 TJ f IIGQ,(t,cr)f(cr)1I 2dtdcr , 
o 0 
which is finite, since Gt(t,O') is uniformly bounded. 
We can now write 
T 
x (t) = t GQ, (t ,a) f(o)dcr = T J (F+I)GB(t,o)f(cr)do 
o 
(2.14) 
T T f {I GQ,(t,s)(B(s)-lI)G BCs,o)f(a)ds + GB(t,cr)f(a)}do 
o 0 
T T T 
= i f GQ,(t,s) (B(s)-Q,I)GB(s,cr)f(cr)dads + f GB(t,cr)f(cr)dO' 
000
T T 
= f G1Ct,s)(B(s) 1I){f GB(s,a)f(O')da}ds + u(t) 
o 0 
= (F+I)u(t) (2.15) 
It follows that u(t) satisfies (2.12). From (2.10), (2.14) and (2.15) 
we conclude that 
T f GB(t,a)f(a)da 
o 
T 
= CF+I)-lj G1 (t,a)f(a)cla 
o 
T 
= f (F+I)-lG1 (t,a)f(a)dO' . 
o 
(2.16) 
Hence the linear operator of eqn. (2.13) is bounded. It is also compact, 
since the integral operator of Theorem 1.6 is compact in L2(J,H) and 
(F+I)-l is bounded in L2 (J,H) This completes the proof 0 . 
As usual we shall assume that Q, ~ 0 is sufficiently large so that 
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by Theorem 1.5 the Green I s function GQ, (t,o) of 0.42) exists. Now 
let 
S:::: {B(t) E:M(J,H)jIlB(t) -HII ~ P for a.e. t E: J} (2.17) 
The set S is contained in SN of I Proposition 1.1, where N:: P + 9, 
It is the translation of the weakly compact set Sp and is itself 
weakly compact by the continuity of translation, see Becker [6; p44]. 
By [17; Vol. I, VI 9.2] S is al so closed in the weak topology in 
When we view B(t) as an operator in L2 (J,H) we indicate this by 
~ 
writing B instead of B(t) If the uniqueness condition of Theorem 2.1 
holds for every B(t) in S then, because of the weak compactness of 
S and the compactness of the integral operator in Theorem 1.6, the 
operators in (2.13) are uniformly bounded for B(t) in S In this 
way we do not need a priori estimates of the derivatives. 
Theorem 2.3. Assume that the hypotheses of Theorem 2.1 are satisfied 
for every B(t) E: S, Then the operators -z..n B(L2 (J ,H)) 
T 
{fo G9, (t ,0)(B(0) -H) -1 dO' + I} 
are uniformly bounded for B(t) in S. Therefore by (2.16) the 
compact operators 
of (2.13) are uniformly bounded for B(t) in S. 
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Proof. Suppose to the contrary that (F+I)-l are unbounded in 
B(t) e S. Thus there exist sequences (Bn(t)) c Sand (xn) in 
1 such that the sequence in L2 (J,H) 
T 
Y
n 
= (fo GQ.(t,O') (Bn(O')-U) - dO' + I)-lx
n
, 
diverges. Set zn = Yn/ll Ynll and wn xn/HYnll , so that we can write 
T 
wn(t) = zn(t) + f GQ.(t,O') (Bn(O')-Q.I)ZnCO')dcr . 
o 
C2.18) 
Since CBn(t)-£I)znCt) is a bounded sequence in L2CJ,H) , we can find a 
subsequence (Bm(t)-£I)zm(t) which converges weakly to bet) (say). 
The integral operator of Theorem 1.6 is compact. Hence by (2.18) 
T 
w - z -* f GnCt,cr)b(cr)dO' = -z , (m-»» m m ~ , 
o 
strongly in L2 (J, H) . Therefore as m -* 00 
!!z-z II $: Ilw -z +zU + Ilw II -* 0 
m m m m 
(2.19) 
~ 
Since CBm) is a sequence in a weakly compact set in BCL2 (J,H)) , 
... 
there exists a subsequence (B· ) J weakly converging to So E S (say). 
We will now show that 
~ '" (B.-U)z. -* (Bo-U)z 
J J 
(2.20) 
weakly in L2(J,H) . Because of (2.19) it suffices to prove that for 
any Y in L2 CJ,H) 
p. = [S.z.-Bz,y] 
J J J Q 
tends to zero as j -* 00 We obtain 
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Ip·l ~ 1[8.(z.-z),y]1 + 1[(8.-8 )z,y]j 
J J J J 0 
~ NllyUllz.-zli + 1[(8.-8 )z,y]1 -+ 0 
J J 0 
as j-+oo Therefore by (2.18) and (2.20) one has 
f
T . 
w. - z. -+ Gt (t,O')(B o (O')-2I)z CO')dO' J J 0 
strongly in L2 CJ,H) 0 Finally by considering in L2 (j,H) 
T ' 
liz + f G2 Ct,O')(B o (O')-H)z(O')dO'I! 
o 
I
T 
~ IIz-z.+w. - GQ,(t,O')(B.(O')-H)z.(O')dO' + 
J J 0 .J J 
T 
+ f GQ, (t ,a) (B (a) -H) z (a) dO'li 
o 0 
T 
'SlIz-z.1I +lIw.1I +lIf GoCt,O'){(B (O')-H)z(a) - (B.CO')-H)z.(a)}dO'Il 
J J 0'" 0 J J 
which tends to zero as j -+ 00 , we obtain 
T 
z(t) = -J GQ,(t,a)(Bo(a)-iI)z(O')da 
o 
Because liz I! = 1 • it follows from the proof of Theorem 2.1 that z(t) 
is a weak solution of (2.3), (1.2). This contradicts the uniqueness 
assumption, since BoCt) belongs to S. This completes the proof 0 
We will need these results in the next section, where we introduce 
nonlinearityo 
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3. THE NON-LINEAR EQUATION 
In this section we shall prove the existence of a weak solution 
of the equation 
x" = (A + B (t , x, X ') ) X - f C t, x, x ' ) (3.1) 
which satisfies the regular boundary conditions (1.2). 
In a preliminary paragraph a suitable Hilbert space H1 ,2 will be 
introduced which is contained in L2 (J,H) and in which f(t) e L2 (J,H) 
has a distributional derivative. 
In another preparatory step we gain a convergence result (Theorem 3.1) 
which is of the same type as I Theorem 2.7. Namely for weakly conver-
gent sequences (BnCt)) in S of (2.17) and (fn) in L2(J,H), we 
obtain strong convergence in H1 ,2 for the weak solutions un(t) 
of the equations 
x" = CA+8 (t))x - f (t) (3.2) 
n n 
which satisfy the boundary conditions (1.2). This refinement from 
weak to strong convergence is due to the weak compactness of Sand 
the compactness in L2(J,H) of certain integral operators, see 
Theorems 1.6 and 2.2. 
The main result (Theorem 3.2) will then be proved by the usual 
linearization trick and an application of Schauder's fixed point 
theorem. 
Notation. The Green's function G£(t,cr) of eqn. (1.42) will be abbrev-
iated to GA(t,a) in this section to avoid confusion. We will use 
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the abbreviation Gn(t,a) for the Green's functions· of the perturbed 
equations (3.2). 
In this paragraph we will briefly describe the Hilbert space 
H1 ,2 , which we will abbreviate to H .of functions f(t) E L2(J,H) 
whose ·first distributional derivative belongs to L2 (J,H) , c.f. 
Lions [50; p7]. 
-Any function f(t) defines a linear function f from 
00 
Co into the separable Hilbert space H by 
T 1(~) = f f(t)~(t)dt , 
o 
00 oa 
where Co = C P ,C) with compact support in J . 
is also bounded in the following sense 
(3.3) 
-The function f 
T IIf(l~)1I ~ t IIf(t)IIIHt)Idt:O;IIfIl L2 (J,H)lI lj,d'L2 (J) 
using Holder's inequality. 
By definition f(t) E L2 (J,H) has a distributionaL derivative af/at. 
if there exists q(t) E L2(J,H) such that for all 
T q(~) = -f f(t)~'(t)dt 
o 
We define af/at = q(t) By (3.3) we have 
~ E C oa 
o 
(3.4) 
The distributional derivative af/at E L2(J,H) is uniquely determined, 
if it exists, since 
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T f p(tJ1jJ(t)dt = 0 
o 
for every lJi E Cooo implies pet) = 0 in L2(J,H) This can be seen 
as follows. For any h E H , (pCt) ,h) belongs to L2 (J) . Hence 
00 
there exists a sequence (lJi n ) in Co such that lJi n -+ (p(t),h) in 
Therefore in ct 
T 
o = (f p(t)lJi (t)dt,h) 
o n 
T 
= J lJin(t) (p(t),h)dt 
o 
which converges to 
T II (pet), h) \2dt 
o 
(3.5) 
as n -+ 00 , by Holder's inequality. Thus for every h E H the expression 
in (3.5) equals zero, i.e. (p(t),h) = 0 for every t E J\Zh' where 
Zh has measure zero. Let (hm) be dense in H. It follows that 
(p(t) ,hm) = 0 for every integer m and every t E J \ Z , where Z 
has measure zero, being a countable union of sets of measure zero. 
Therefore pet) = 0 in L2 (J,H) . 
By setting 
HI ,2 = {f E L2(J,H) If has a distributional derivative af/at in L2(J,H)} 
(3.6) 
and 
(3.7) 
one obtains a Hilbert space. In the sequel we will abbreviate af/ at 
to fl . 
(a) First we note that if f(t) is differentiable and fl(t) belongs 
to L2(J,H) , then 
~ 
fl (1/1) 
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T 
= f fl (t)l/I(t)dt = 
o 
and thus f(t) E H . 
-fTf(t)I/I'(t)dt , 
o 
(s) H is a Habert spaoe. The equation in (3.7) clearly defines an 
inner product in H. We will show that H is complete. Let (fn) 
be a Cauchy sequence in H) i.e. 
IIf -·f IIH2 :: IIf -f 112 + IIf '-f '11 2 
n m n m n m 
converges to zero as m, n ~ 00. Because L2 (J,H) is complete there 
exist functions such that fn ~ fo and 
in L2 (J,H). It therefore remains to show that fn ~ fa inH, 
i.e. that fa E H and fa':: fl . 
00 
It follows by Holder's inequality that for any 1/1 E Co 
T T 
- f fn(t)I/I'(t)dt -+ -f· fo(t)I/I'(t)dt 
o 0 . 
and 
T T f f n ' (t)l/l (t ) d t -+ f f 1 (tH ( t ) d t 
o a 
in H. as n -+ 00 But of course for any 1/1 and all n we have 
Therefore 
T 
= f f '(t)l/l(t)dt 
o n 
T 
= - f f ( tN' (t) d t . 
o n 
T T 
f (1/1) = f f (t)l/I(t)dt = -f f (t)I/I'(t)dt 1 1 0 
o 0 
for any and thus by definition 
Hi 1 bert space. 
Hence H is a 
Next we prove our convergence result which we have described before. 
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Theorem 3.1. Suppose that (AlILl) - (AIII.4) are satisfied and that 
i ~ 0 is sufficiently large. Further assume that for every B(t) E S 
of (2.17) the homogeneous equation (2.3) has only the weak solution 
u (t) :: 0 which satisfies the boundary conditions (1.2). 
is a sequence in S weakly convergent to B(t) in If (Bn(t)) 
B(L2 (J ,H)) and if (fn) is a sequence in L2 (J,H) weakly convergent 
to f, then the weak solutions un(t) of the equations in (3.2) which 
satisfy the boundary conditions (1.2) converge strongly in HI,2 to 
u(t) , the weak solution of the boundary vaZue probZem (2.1), (1.2) . 
Proof. As indicated before Gn(t,s) will denote the Green's function 
for eqn. (3.2), while GA (t, s) denotes that of eqn. (1.42). 
By Theorem 2.3 and (2.11) and since (fn) is weakly convergent, we 
have 
T !If G (t,a)f (a)dal! :s; Q • 
o n n 
i.e. (un) is a bounded sequence in L2 (J,H) . Since CBn(t)) is in 
S , it follows that (gn) = (fn (t) - (Bn (t) - iJJun (t)) is a bounded 
sequence in L2(J,H). Denote by (gj) a weakly convergent subsequence 
thereof. 
The weak solutions un(t) of (3.2), (1.2) also satisfy (2.12), i.e. 
T 
un(t) = 1 GA(t,o)gn(o)da . 
o 
(3.8) 
Using (2.8), (2.9), we see that the integral operator associated with 
unl(t) is given by 
.. 
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T T f ~A(t,cr) - dcr = -f [VQ,(t)Ql(cr) +VQ,(T-t)Q2(cr)] - dcr 
o 0 
_lr t - 1fT 
- 2 1 vQ,(t-o) - dcr + 2 VQ,(cr-t) - do . 
o t 
(3.9) 
Furthermore by the proof of Theorem 1.6, comparing (2.8) with (1.45), 
we can conclude that the operator in (3.9) is compact in L2 (J,H) 
Therefore it follows by (3.8), (3.9) and Theorem 1.6 that Uj is 
strongly convergent in L2 (J,H) to v (say), and also that 
T 
u. let) = f ~A(t.cr)g.(cr)do 
J 0 J 
converges strongly in L2 (J,H) to w (say), as j + 00 (We note 
that the above argument follows the pattern of I Proposition 1.4.) 
Because Uj + v strongly in L2(J,H) and Bn(t) + B(t) weakly in 
B(L2(J,H)) I it follows just as in (2.20) that 
gj fj (t) - (Bj (t) - H)u j (t) + f(t) - (B(t) - Q,J)v (t) 
weakiy in L2 (J,H) 
The compactness of the integral operators in Theorem 1.6 and (3.9) 
implies firstly that 
T 
u. + f GA(t,o)[f(cr) - (B(o) - £I)v(o)]do· 
J 0 
strongly, so that 
T 
vet) f GACt,o)[f(o) - (B(cr) - U)v(cr)]dcr • 
o 
hence by (2.6) and Theorem 2,2, vet) IS the unique weak solution of 
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the boundary value problem (2.1), (1.2), i.e. vet) '" u(t) . Also 
T 
u. '(t) -r f ~A(t,cr)[f(cr) - (B(a) - U)u(cr)]da= u'(t) 
J 0 
strongly in L2 (J,H) • (see (2.9)), so that wet) = u'(t). In con-
elusion we have that u· + u in H. J 
Since every sequence of values of n has a subsequence j for which 
Uj +u in H, it follows that the whole sequence converges to u . 
This completes the proof 0 
In view of equation (3.1) we now state the assumptions on 
B(t,x,y) and f(t,x,y) . 
(B) For each (x,y) E H x H and almost every t E J , B(t,x,y) E 8(H) 
(F) 
We assume that B(t,x,y) is strongly measurable in t, for each 
(x,y) E H x Hand stronely continuous in (x,y) , for almost 
every t co .J. It is supposed further, that B(t,n(t),p(t)) 
satisfies (AIII.3) for every (n(t),p(t)) E L2 (J,H) x L2(J,H) and 
that for every Wet) E H1 ,2 of (3.6), B(t,W(t),.'(t)) belongs 
to the set S of (2.17). 
(a) Assume that f(t,x,y) is measurable in t E .J for each 
(x ,y) E H x H and continuous in (x ,y) for almost every t E J . 
(B) For each (n(t),p(t)) E L2(J,H) x L2(J,H) suppose that 
. 
f(t,n(t),p(t)) belongs to L2 (J ,H) (y) Lastly we assume that 
for every sequence (xn) in H1 ,2 with IIxnll ::; n one has 
(3.10) 
Remark. 1) The asymptotic sublinearity condition in (3.10) is 
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slightly stronger than the corresponding ones in the Theorems I 3.1 
and II 2.1, because the operator in (2.13) is uniformly bounded in 
L2(J,H) only, and not in H. 
'" 2) The operators B(t,~(t),~'(t)) are uniformly bounded for ~ e H • 
3) The proof of I Proposition 1.3 can easily be extended to the more 
general situation described in (F) (a), (6) . Hence the conclusions 
of I Proposition 1.3 also hold in this situation, i.e. the operator 
which assigns to (n(t).p(t)) € L2(J,H) x L2 (J,H) the element 
f(t,n(t),p(t)) in L2 (J,H) is continuous and transforms bounded 
sets into bounded sets, c.f. Martin [51; p164]. 
Here is then the main result, namely 
Theorem 3.2. Assume that (AIII.I) - (AlII.4), (B) and (F) are 
satisfied and that £ 2 0 is sufficientZy Zarge~ (see Theorem 1.4). 
Further suppose that for every B(t) in S of (2.17) the homogeneous 
equation in (2.3) together with the boundary conditions (1.2) admit 
onZy the weak soZution u(t) = 0 . 
Then eqn. (3.1) has a weak soZution u(t) which satisfies the boundary 
aonditions (1.2). The soZution u(t) satisfies the integraZ equation 
Proof. 
T 
u (t ) = J G A (t , a) (f (a , u ,u ') - (B ( a , u , U I) - H) u (a) ] da 
o 
Let $(t) e H. According to the assumptions the equation 
Xli = (A+B(t,~,\/J'))x - f(tJ~'~') 
(3.11) 
(3.12) 
together with the boundary conditions (1.2) has a unique weak solution 
u(t) , by Theorem 2.2, and it satisfies 
. T . 
u(t) = J GA(t.a)[f(a,t/I,~') - (B(aJ~,t/I') - £I)u(a)]da 
o 
(3.13) 
- 137 
Thus to each . ~(t) E H one can assign the unique weak solution u(t) 
of the boundary value problem (3.12), (1.2) The solution u(t) 
belongs to H since ut(t) E C(J,H) . For this we refer to part (6) 
in the proof of Theorem 2.1 and to (a) following (3.7) . This 
defines a map 
W: H or H , W(~) = u . 
In order to apply Schauder I s fixed point theorem, we will verify 
that (a) W is compact, (b) W is continuous and (c) there exists 
a ball Kn in H such that W(Kn) c Kn Throughout the proof we 
will abbreviate to and to Bn (t) • 
for tJi n E H 
(a) W -&s compact. Let (I/In) be a bounded sequence in H. By 
I Proposition 1.3, (fn(t)) is bounded in L2 (J,H) (by R say). By 
(2.11) one has 
u (t) 
n 
T 
f G (t,a)f (a)da . n n o 
Since Bn(t) belong to S , Theorem 2.3 implies that 
i.e. (un) is a bounded sequence in L2(J,H) It follows that 
(3.14) 
is a bounded sequence in L2(J,H) . Let (gj) denote a weakly conver-
gent subsequence thereof. The compactness of the integral operators 
in Theorem 1.6 and (3.9) implies that both 
T 
u.(t) = I GA(t,a)g.(a)da 
J 0 J 
and 
- 138 -
T 
uj let) :;: f ~A(t,a)gj(a)da 
o 
are convergent in L2 (J,H). (The argument follows again the pattern 
of I Proposition 1.4.) Since H is a Hilbert space it follows that 
the subsequence (W($j)) is convergent in H 
(b) W is continuous, Let $n + $ in H 
i.e. W is compact. 
I Proposition 1.3 
implies that fn(t) converges to f(t,$,$') in L2 (J,H) For any 
z(t) E L2 (J,H) , B(t,x,y)z(t) satisfies the assumptions (a), (6) 
of (F) and hence.1 Proposition 1.3 applies to B(t,x,y)z(t) . 
Therefore as n + 00 
B (t)z(t) + B(t,~,~')z(t) 
n 
strongly in L2 (J ,H) . Thus Bn (t) converges strongly in B(L2 (J ,H)) 
to B(t,$,$') . Theorem 3.1 now implies that un(t) converges to 
u(t) strongly in H, i.e. W is continuous. 
(c) Letting Kn:;: {x E H III x II :::; n} , there exists a positive integer 
n , such that W{Kn) C Kn . 
Suppose this is not so. Hence for every integer n, we can find 
Xn E Kn such that IIW(xn)1I >n We will estimate the norm of W(xn) 
and then use (3.10) to obtain a contradiction. Thus 
and by (3.13). (3.14) we h~ve 
and by (2.9) 
T 
un(t) = f GA(t,a)gn(a)da 
o 
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T 
Unl(t) = I ~A(t,a)gn(a)da 
o 
where we have set 
T 
g (a) = f (a) - (B (a) - U) ( G (a,A)f (A)dA 
n n n J, n n 
o 
The operator functions GA(t,a) and (a/at)GA(t.a). a 1 t , are 
uniformly bounded in t and a (by C say) • using (1.42), (1.39) 
and (2.8). Thus 
T . T T 
IIW(xn)lI/ ~ f {Cl IIGA(t,a)~(a)lIda)2 + (J II~A(t,a)gn(a)IIda)2}dt 
000 
T ~ 2TC2 (1 IIg
n 
(a) II da) 2 
a 
T T T ~ 4TC2{CJ, IIf Ca)IIda)2 + CJ liB (a) -UIIIIJ G (a,A)f (A)dAllda)2} 
O
n n n n o . 0 
T ~ 4T2C2{l!fnll~2(.T.H) + p2I1IGn(a'A)fn(A)dAII~2(J,H)} 
o 
The last step is based on Theorem 2.3. In our notation, fn(t) = 
This contradicts (3.10), 
We note that the above proof is slightly different from the correspond- . 
ing one in I Theorem 3.1 and refer to Remark (1) which precedes the 
14.0 
statement of this theorem. 
It follows by Schauder's theorem that W has a fixed point yet) . 
It satisfies (3.13) and, because Wy y, also (3.11) Using the 
proof of Theorem 2.1, see (2.6), \.;e can conclude that yet) is a weak 
solution of the boundary value problem (3.1), (1.2) . This completes 
the proof 0 . 
In the subsequent section we will illustrate the result just obtained. 
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4. EXAMPLES 
In this section we will illustrate the results obtained 50 far. 
It will consist of three parts. Firstly an operator A will be 
described representing an elliptic boundary value problem and satisfy-
ing (AIII.I) and (AIII.2). Conditions will then be given such that 
the uniqueness assumption of Theorem 3.2 holds. The type of condition 
which wewillu5e first (in Theorem 4.1), is derived from Becker [6] 
and is based on Landesman and Lazer [44]. A different condition is 
then considered, based on the accretiveness of the operators A + B(t) , 
which implies uniqueness of solution of equation (2.1) in the case of 
the first boundary value problem (Theorem 4.2). 
Secondly an integral operator will be characterized which satisfies 
the conditions imposed on the perturbation B(t, x,y) in Theorem 3.2. 
Lastly we will present a non-differential operator A pertaining to 
the conditions (AIII.I) and (AIII.2). 
4.1. Elliptic case. The operator A representing an elliptic 
boundary value problem is taken from Tanabe [72; p77-87]. Denote 
the set of all functions which, together with their 
derivatives to order m in the sense of distribution, belong to the 
L2(Q) • where Q is a bounded region of class Lebesgue space 
Cm in rn . 
[72; pll-14]. 
H 
We denote the norm of f in by 
Let the linear, differential operator defined in Q. by 
T (x ,0) = ~ I I < 2 a (x) D 
a - p a 
a 
II fll m • c. f. 
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be properly elliptic, and assume that its coefficients belong to 
LO'>(Q). In particular the coefficients aa(x) with lal = 2p are 
assumed to be continuous in Q. 
Next let 
B.(x,O) 
J 
for each .i=l, .... ,p be a linear differential operator of order 
m. < 2p , whose coefficients are defined in aQ and belong to 
J 
c2p -mj(3Q) . Assume further that these boundary differential operators 
are normal, (see [72; p77-79]) . 
The operator T is defined as follows 
V(T) {u€H2 (Q)IB.(x,D)u(x) = 0 on an. j=l, .... p} p J (4.1 ) 
and 
(Tu)(x) = T(x,O)u(x) for u € V(T) • 
We also assume that the operator -T satisfies the two conditions 
stated in Theorem 3.8.1 in (72;p82] for the angle 6 = 0 , so that the 
half-line arg(A) o is a ray of minimal growth of the resolvent of 
-T . 
Thus the operator -T is closed and densely defined in L2(n) and 
the estimate 11(-T-AI)-l 11 s k'/A holds for A > k' and k' some 
positive number, referring to [72; p82]. 
Choose w > 0 so that k = k'+ w ~ 1 and set A k + (A-k) = k + ~ . 
It follows that 
1I((T+kI) + ~I)-111 s k'/k+~ s k'/l+~ » ~ ~ 0 . 
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Therefore the operator 
A ::: T + kI (4.2) 
satisfies (AIl!.1). Concerning (AII!.2) we apply Rellich's Lenuna, 
[72; p14]. Since 0 is in the resolvent set of A we can conclude, 
just as in Chapter I, that A- l is compact. 
Referring to Theorem 1.5, we choose ~ ~ 0 sufficiently large 
to ensure that the regular boundary value problem (1.1), (1.2) has 
a unique weak solution for f E: L2(J,L2(Q)) ::: L2(JxQ}, (see Balakrishnan 
(3; p134]), with A given by (4.1), (4.2) . 
The operator in L2(JxQ) 
T 
f G~(t,a) - dO' 
o 
is bounded by TC//9,+l • by virtue of (1.46). In accordance with 
(2.17) we now set 
S~:::{B(t)EfvI(J,L2(Q))IIIB(t)-UI! $(l<h+l/TC, for a.e. tEJ}, 
for B(t) satisfying (AIII.3) . 
(4.3) 
(4.4) 
It follows that whenever B(t) belongs to S~ and ~ ~ 0 is suffi-
ciently large, the homogeneous equation 
xl! ::: (A+B(t)Jx ::: (AHnx + (B(t)-U)x 
has only the weak solution u(t) = 0 which satisfies the regular 
boundary conditions (1.2). For, suppose u(t) were such a solution. 
By virtue of Theorem 1.5, it would satisfy 
T 
u(t) ::: -f G~(t.a)(B(a)-~I)u(O')da , 
o 
- 144 -
so that for the norms in L2(J xO) we would obtain 
Hull :,; TC(~+1)-1/211(B(t)-U)u(t)1I < lIull 
This is a contradiction, so uCt) = 0 as required. We have therefore 
proved 
Theorem 4.1. Let the operator A be given by C 4.1), C 4.2) and sup-
pose that f(t,u,v) satisfies aondition (F) and B(t,u,v) satisfies 
aondition (B), with S rep~aced by S£ given by (4.4), where £ 
is chosen in accordance with Theorem 1.4. The equation 
a2u at:2 = [TCx,D) + BCt,u,aujat) + kI]u(t,x) - f(t,x;u,au/at) 
then has a weak solution uCt,x) which satisfies the regular boundary 
conditions 
for almost every x E 0 and i = 1 ,2. The weak solution also satisfies 
equation (3.11). 
Remark. 1) Since uCt,x) is a weak solution, u(t,x) need not 
belong to the domain of A, for any t € J 
2) By virtue of (4.4) the perturbation may vary in an ever increasing 
neighbourhood of 11 , provided the value of 1 ~ a is increased. 
For the case of the first boundary value problem, i.e. xeO) = 
o = x(T) , we give a condition which guarantees uniqueness of solution 
of equation (2.1), 
Theorem 4.2. Suppose that l-l is a rea~ Hilbert space and that the 
operator A in H satisfies (AIII.l). We assume that B(t) € M(J,H) 
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&s strongly Holder continuous and that A + B(t) is accretive for 
every t E (O,T). The equation 
x" = (A+B(t))x 
with x(O) = 0 = x(T) 
then. has only the zero solution. 
Proof. Suppose to the contrary that vet) ~ ° is a solution of the 
above equation with v(O) = 0 = v(T) Hence (tI-B(t))v(t) is a 
given function in L2 (J,H) By virtue of Theorem 1.5, vet) satisfies 
eqn. (2.5). From (2.9) we see that 1 vet) E C (J,H) Our first assump-
tion on B(t)· implies, see Krein [43; p267]. that vet) has a second 
derivative on (O,T). that its values lie in V(A) for t E (O,T) 
and that vet) satisfies eqn. (2.3) in the strict sense in the inter-
val (0, T) . 
Set h(t) = 2- 1Ilv(t)1I 2 = 2- 1 (v(t),v(t)) . Then h"(t)::::: (v",v) + (v',v'), 
and (vll,v)::::: ((A+B(t))v,v) ~ 0 for all t E (O,T) Hence h"~!lvtIl2 
which means that h(t) is convex on J. It follows that 
IIv(t)U 2 ::;; max{llv(0)U 2 , Ilv(T)1I 2} ::::: ° O. 
The above convexity argument is well known and was applied for example 
by Bruck [9; pI6l]. 
4.2 An integral operator representing the perturbation B(t,u,v) . 
An integral operator is described which satisfies the conditions imposed 
on B(t,u,v) in Theorem 3.2. For simplicity we will assume that t::::: 0 
in the following. We use the same notation as in Section 4.1. 
We assume that h: J x n x n 4- IR is a real· valued function which is 
measurable in t, for every (x,y) E n x n and continuous in Q x Q 
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for every t E J. Let K denote the weighted L2 (n) functions, where 
we have taken the square of h(t,x,y) to be the weight function (viewed 
as a function of y) . 
Theorem 4.3. Asswne that for every t E J and x En, the map 
is continuous and that the following estimates hold. For every t E J 
1 \p(u,v)(y)h(t,x,y)1 2dy ~ t(x) , 
n 
where t(x) is integrable over n, and 
The integral operator in L2 (n) defined by 
B(t,u,v) = fnP(U,V) (y)h(t,x,y) - dy 
then satisfies the conditions in Theorem 3.2. 
(4.5) 
(4.6) 
(4.7) 
Proof. For any u, v E L2 (n) and t E J the operator is bounded by 
a by virtue of (4.6), using Holder's inequality. From this it 
follows immediately that for any ~(t,x) , p(t,x) E L2(Jxn) 
II B(t,~,p)1I ~ a 
for almost every t E J. The measurability follows from the assump-
tion on h(t,x,y) The continuity of p and (4.5) allow us to apply 
the dominated convergence theorem and so to prove the continuity of 
B(t,u,v) in u and v . 
- 147 -
In view of Theorem 4.1, (see (4.4)), B(t,u,v) given by (4.7) fulfils 
the conditions of Theorem 3.2, if we let a > 0 be sufficiently small 
in (4.6). This completes the proof 0 
4.3 A non-differentiaZ operator A 
of complex numbers satisfying 
inf Re{A n) = d > 0 
n 
Let (An) be a sequence 
and let (Qln) denote a complete orthonormal sequence in a separable 
Hilbert space H, c.f. Curtain and Pritchard [16; p21]. 
Theorem 4.4. The operator -A defined by 
V(A) = {z E HI :E 1 A (z, <I> ) 12 < oo} 
n n 
n 
Az ::: :EAn(z,<I>n)<f>n 
n 
for Z E V(A) 
satisfies (AIII.l) and (AIII.2). 
Proof. In verifying (AIII.I), we follow [16;p2l]. 
(i) -A satisfies (AIII.I). All sequences (zp) with (zp,Qln) = 0 
for n sufficiently large lie in V(A) and form a dense set in H. 
Now let (zp) be a sequence in V(A) with zp + Zo and Azp + Yo 
as p + 00. Since the sequence (Azp) is bounded we have for 
p=1,2, .... 
:EIA (z ,<1> ) 12 ::; M . 
n p n 
n 
Since £2(¢) is a Hilbert space it therefore follows that 
2 
:EIA(z,<I»1 ::; W 
non 
n 
- 148 
and so AzO YO' showing that A is closed. 
For A S 0 and z e VeAl consider 
It follows that 
and thus 
Z :: 
(AI-A)z = y ~(Y'~n)~n 
n 
(A-A )(z,~ ) = (Y'~n) n . n 
In the following we will need the estimates 
d s Reel. ) ~ II. I and II.I + d ~ lA-Ani for A ~ 0 and all n. 
n n 
Therefore 
and hence (AIII.I) is verified. 
(ii) -1 A is compact. Let (x· ) J be a sequence weakly converging to 
Y in H. 
since (x· ) J 
Thus for each n we have (Xj-Y'~n) + 0 as j 
is a bounded sequence I (xrY'~n) I ~ IIxryn ::; C 
We will show that 
as j + 00 Thus 
- 1 - 1 2 I ,-21· 12 II A x. - A Y II = L A (x. -y, ~ ) J n J n 
n 
2 1 ,-2 S C L A < 00 , 
n 
+00 , and 
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To a given E > 0 we can therefore find a positive integer N such 
that 
00 
~I A 1 -21 (x. -y ,cp ) 12 < E • 
n J n n=N+1 
independently of j Further for every n ~ N , there exists jn 
such that J > jn implies 1 (Xj-y'CPn) 12 < Ed2N- 1 Let 
k = max{jnlnsN} , so that for j > k one obtains 
Hence -1 A x. 
J 
compact 0 . 
N 00 
= ( ~ + ~ ) I A 1-2 1 (x. _y, cP ) \2 
n=l n=N+1 n J n 
N 
-21 12 < ~ d (x.-y,cp) 
n= 1 J n 
+ E < 2E • 
converges strongly to A- 1y , showing that is 
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APPENDIX 
We now prove the assertions made in (1.7) - (1.11). 
Concerning (1.7), by virtue of Balakrishnan [4;(5.3)p430], we have 
V9., (t) ::: ;rh-Joo CA9.,+AI)-2{Sinl5:t -l5:tcosl5:tldA • t > 0 
o 
(4.8) 
The resolvent (A9., +H) -1 is bounded by M/A uniformly for 9.,;::: 0 • 
making use of (AIII.I). Therefore for any 9.,;::: 0 • t > 0 and a 
fixed A = AO > 0 , we consider 
2 Aot 
~ 2tvl2 iT - 1 { fa IIV R. Ct) II + foo I sinli"t - I5:tcosli"t I CAt) -2dA 
AOt- 2 
This expression is of course uniformly bounded for 9.,;::: O. We will 
show that it is also uniformly bounded in t E (O,T] . In the first 
integral we use a Taylor expansion for the trigonometric functions 
and obtain 
Aot- 2 
I ~ f (At) -2 0 3/2 • t 3/3 + 6A 5/2 • t 5/5! }dA:::: 2A 1/2/3 + 4A 3/2 /S! o 0 
o 
For the second integral one has 
r -2 (At) -2 (1 + n:t)dA -1 1 II s: ::: A + 2A- 2 0 0 Aot 
Thus for any t > 0 and R. ;::: 0 , VR.(t) is bounded by a constant which 
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depends only on AO and on M" This proves (1.7) 0 . 
Concerning (1.8), we use the fact that (AQ. +AI) -1 :::: (A + (Q.+A) I) -1 is 
bounded by -1 M(l+Q.+A) . By virtue of (4.8) we obtain for t > 0 
00 
by a simple integration. Thus the result follows 0 . 
Concerning (1.9):, we have, by virtue of Krein [43; (S.8)p1l2], Q.:2! 0 , 
00 
A~l = 1f- 1f A-1(A+ (Q.+A)I)-l dA 
o 
and using (AIII.I) we obtain 
00 
IIA~111 ~ M1T- 1f A-!(lH+A)-l dA :::: M/II+Q. , 
o 
which proves the statement 0 . 
Concerning (l.10), (AIII.I) guarantees that both A* 1 * and A2 are 
closed and densely defined. From Balakrishnan [3; p8S] it follows that 
and (4.9) 
Let y e D(A*) , A*y = z . _1 By (4.9) and since A 2 is bounded, we have 
-1 * _1 _1 * Y :::: (A ) z :::: (A 2 • A 2) Z :::: 
Therefore 1 * 1 * A 2. Y E V (A 2 ) ) and * A Y and 
1* 1* 1* 1* Now 1 et Z E V (A 2 • A 2) and v:::: A 2 • A 2 Z so that 
1 * 1 * 
Z E V(A*) and A*z :::: A2. • A2. z and we have verified (l.10) 0 . 
Concerning (1.11), let z € V(A*) . Then by what we have shown above 
- 152 -
1* 1* 
A2 Z = Y £ V(A 2 ) and 1* -1 z = (A 2) Y 
With this the appendix is complete 0 
1* Now let y £ V(A2 ) 
and by (4.9), 
1 * A2 Y = w 
Thus (1.11) is verified. 
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