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ON GREEN FUNCTIONS OF SECOND-ORDER ELLIPTIC
OPERATORS ON RIEMANNIAN MANIFOLDS:
THE CRITICAL CASE
DEBDIP GANGULY AND YEHUDA PINCHOVER
Abstract. Let P be a second-order, linear, elliptic operator with real
coefficients which is defined on a noncompact and connected Riemannian
manifold M . It is well known that the equation Pu = 0 in M admits a
positive supersolution which is not a solution if and only if P admits a
unique positive minimal Green function on M , and in this case, P is said
to be subcritical in M . If P does not admit a positive Green function but
admits a global positive (super)solution, then such a solution is called a
ground state of P in M , and P is said to be critical in M .
We prove for a critical operator P in M , the existence of a Green
function which is dominated above by the ground state of P away from
the singularity. Moreover, in a certain class of Green functions, such a
Green function is unique, up to an addition of a product of the ground
states of P and P ⋆. Under some further assumptions, we describe the
behaviour at infinity of such a Green function. This result extends
and sharpens the celebrated result of P. Li and L.-F. Tam concerning
the existence of a symmetric Green function for the Laplace-Beltrami
operator on a smooth and complete Riemannian manifold M .
2000 Mathematics Subject Classification. Primary 35J08 ; Secondary
31C35, 35A08, 35B09, 58G03.
Keywords. Fundamental solution, Green function, critical operator, pos-
itive solutions.
1. Introduction
Let M be a noncompact and connected manifold of dimension N ≥ 2
and of class C2. We assume that ν is a positive measure on M , satisfying
dν = f dvol, where f is a strictly positive function and vol is the volume
form of M . On M we consider a second-order elliptic operator P with
real coefficients which (in any coordinate system (U ;x1, . . . , xN )) is of the
divergence form
Pu := −div
[(
A(x)∇u+ ub˜(x)
)]
+ b(x) · ∇u+ c(x)u. (1.1)
Here, the minus divergence is the formal adjoint of the gradient with respect
to the measure ν. We assume that for every x ∈ Ω the matrix A(x) :=
1
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[
aij(x)
]
is symmetric and that the real quadratic form
ξ · A(x)ξ :=
N∑
i,j=1
ξia
ij(x)ξj ξ ∈ R
N (1.2)
is positive definite. Moreover, throughout the paper it is assumed that
P is locally uniformly elliptic, and that locally, the coefficients of P are
sufficiently regular in M such that standard elliptic (local) regularity results
hold true. Our results hold for example when A and f are locally Ho¨lder
continuous, b, b˜ are Borel measurable vector fields in M of class Lploc(M),
and c ∈ L
p/2
loc (M) for some p > N . In fact, we need to assume further local
regularity on the coefficients that guarantee the existence of the limit
lim
x→x0
u(x)
v(x)
, (1.3)
where u and v are positive solutions of the equation Pu = 0 in a punctured
neighborhood of any x0 ∈ M , and the limit might be ∞ (for sufficient
conditions that guarantee it, see for example [9] and references therein).
The formal adjoint P ∗ of the operator P is defined on its natural space
L2(M, dν). When P is in divergence form (1.1) and b = b˜, the operator
Pu = −div
[(
A∇u+ ub
)]
+ b · ∇u+ cu,
is symmetric in the space L2(M, dν). Throughout the paper, we call this
setting the symmetric case.
By a solution v of the equation Pu = 0 in a domain Ω ⊂ M , we mean
v ∈ W 1,2loc (Ω) that satisfies the equation Pu = 0 in Ω in the weak sense.
Subsolutions and supersolutions are defined similarly. We denote the cone
of all positive solutions of the equation Pu = 0 in Ω by CP (Ω). We say that
P is nonnegative in Ω (and denote it by P ≥ 0 in Ω) if CP (Ω) 6= ∅. We recall
that in the symmetric case, by the Allegretto-Piepenbrink theorem, P ≥ 0
in Ω if and only if the associated quadratic form is nonnegative on C∞0 (Ω)
(see for example [10]).
Throughout the paper we always assume that P ≥ 0 in M .
Definition 1.1. A function GMP :M ×M → [−∞,∞] is said to be a Green
function (fundamental solution) of the operator P in M if for any x, y ∈M
P (x, ∂x)G
M
P (x, y) = δy(x) and P
⋆(y, ∂y)G
M
P (x, y) = δx(y) in M,
and
GMP ⋆(x, y) = G
M
P (y, x) ∀x, y ∈M, (1.4)
where δz denotes the Dirac distribution at z ∈M .
A positive Green function GMP (x, y) is said to be a positive minimal Green
function of P in M if any other positive Green function GˆMP (x, y) of P in
M satisfies 0 < GMP (x, y) ≤ Gˆ
M
P (x, y) in M ×M .
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The aim of the present article is to study the existence, uniqueness, and
behaviour of a certain type of Green functions for a general (not necessarily
symmetric) nonnegative elliptic operator of the form (1.1) in M . We recall
that the existence of a fundamental solution for differential operators with
constant coefficients has been proved by B. Malgrange and L. Ehrenpreis in
[2, 6] and for elliptic operators with analytic coefficients by F. John [4] using
the unique continuation property.
We are motivated by the celebrated paper of Peter Li and Luen-Fai Tam
[5] who constructed a symmetric Green function for the Laplace-Beltrami
operator P := −∆ on a complete, noncompact, smooth Riemannian mani-
fold M .
In order to explain the Li–Tam result, we recall the standard construction
of the positive minimal Green function for a nonnegative operator P in M .
Let {Mj}
∞
j=1 be a (compact) exhaustion of M , i.e. a sequence of smooth,
relatively compact domains in M such that M1 6= ∅, Mj ⋐ Mj+1 and
∪∞j=1Mj = M . For every j ≥ 1, let G
Mj
P (x, y) be the Dirichlet Green function
of P in Mj . By the generalized maximum principle, {G
Mj
P (x, y)}
∞
j=1 is an
increasing sequence of positive functions which either converges in M ×M
to GMP (x, y), the positive minimal Green function of the operator P in M
(this is the subcritical case, see Definition 2.2), or
lim
j→∞
G
Mj
P (x, y) =∞. (1.5)
If (1.5) holds, then we say that P is critical in M (for more details see
Section 2).
Li and Tam [5] modified the above construction for the special case of a
critical Laplace-Beltrami operator P := −∆ on a complete smooth manifold,
by subtracting from the above sequence an appropriate sequence {aj}
∞
j=1 of
positive numbers. It turns out that the sequence {G
Mj
−∆(x, y)−aj}
∞
j=1 admits
a subsequence that converges to a symmetric Green function, which we call
a Li–Tam Green function. Moreover, Li and Tam proved that such a Green
function satisfies certain boundedness properties.
In the present paper, we use a modification of the Li–Tam’s construction
to obtain, for a general critical operator P of the form (1.1), the existence
of a Green function that satisfies certain boundedness properties (see The-
orem 2.5). Moreover, we prove in Theorem 2.8 that the obtained Green
function is unique (up to an addition of a product of the unique ground
states of P and P ⋆) in a certain class of Green functions, which we call the
Li–Tam class of Green functions (see Definition 2.6). Moreover, we establish
for the first time, a unique way to obtain for a critical operator, a Li–Tam
Green function, avoiding the need of the extraction of a subsequence as is
done in [5].
We note that the proof of Li and Tam has to be modified significantly,
since in the general case, the constant function is not a solution, the weak
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maximum principle and the unique continuation property do not hold, and
P is not necessarily symmetric.
Furthermore, we study the behaviour at infinity of Li–Tams’s Green func-
tion (in the critical case). This question was raised by Li–Tam’s in [5] and
partially answered there under some assumptions on the manifold. In par-
ticular, the exact asymptotic behaviour of the constructed Green function
is proved in [5] under the assumptions that M has nonnegative sectional
curvature outside a compact set, and has only small ends. We extend their
result for a general critical operator P of the form (1.1), under the assump-
tion that the corresponding Martin boundary is a singleton, but without
any curvature assumption.
The outline of our paper is as follows. In Section 2 we recall some def-
initions and basic known results, and state the main results of the paper
(Theorem 2.5 and Theorem 2.8). Section 3 and Section 4 are devoted to the
proof of Theorem 2.5 and Theorem 2.8 respectively. Section 5 is devoted to
the study of behaviour of Green function at infinity. Finally, the paper ends
in Section 6, where we present some explicit examples of Green functions,
discuss some applications, and pose some questions related to our study.
We conclude this section with some notation. Throughout the paper, we
write Ω1 ⋐ Ω2 if Ω2 is open, Ω1 is compact and Ω1 ⊂ Ω2. Let f, g ∈ C(Ω) be
positive functions, we denote f ≍ g in Ω, if there exists a positive constant
C such that
C−1g(x) ≤ f(x) ≤ Cg(x) for all x ∈ Ω,
and f ∼ g as x→ p if limx→p
g(x)
f(x) = 1. The oscillation of a function f in a
set K is denoted by Osc(f) in K. Finally, the ideal point in the one-point
compactification of M is denoted by ∞¯.
2. Statement of the main results
In the present section we state the main results of the paper. To this
end, we first recall the definitions of critical and subcritical operators and
of a ground state (for more details on criticality theory, see [7, 8, 10] and
references therein).
Definition 2.1. Let K ⋐ M . We say that u ∈ CP (M \ K) is a positive
solution of the operator P of minimal growth in a neighborhood of infinity
in M , if for any K ⋐ K1 ⋐ M with a smooth boundary and any positive
supersolution v of Pw = 0 in M \K1 satisfying v ∈ C((M \K1)∪ ∂K1), the
inequality u ≤ v on ∂K1 implies that u ≤ v in M \K1.
A positive solution u ∈ CP (M) which has minimal growth in a neighbor-
hood of infinity in M is called the (Agmon) ground state of P in M.
Definition 2.2. The operator P is said to be critical in M if P admits a
ground state in M . The operator P is called subcritical in M if P ≥ 0 in M
but P is not critical in M .
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Remark 2.3. Let P ≥ 0 in M . It is well known that the operator P is
critical in M if and only if the equation Pu = 0 in M has a unique (up to
a multiplicative constant) positive supersolution (see [7, 8]). In particular,
P ≥ 0 in M is critical in M if and only if P does not admit a positive Green
function in M . Further, in the critical case dim CP (M) = 1, and the unique
positive solution (up to a multiplicative positive constant) is a ground state
of P in M . We note that P is critical in M if and only if P ⋆ is critical in
M .
On the other hand, P is subcritical in M if and only if P admits a unique
positive minimal Green function GMP (x, y) in M . Moreover, for any fixed
y ∈ M , the function GMP (·, y) is a positive solution of minimal growth in a
neighborhood of infinity in M . We recall that GMP ⋆(x, y) = G
M
P (y, x).
Remark 2.4. If P ≥ 0 in M , then P restricted to any subdomain Ω ⋐M is
subcritical, and hence, P admits a unique positive minimal Green function
GΩP of P in Ω.
Since in the subcritical case there exists a unique positive minimal Green
function, our goal is in fact to establish the existence of a Green function in
the critical case. Our main result reads as follows.
Theorem 2.5. Let M be a C2-smooth, noncompact, second countable, and
connected Riemannian manifold of dimension N ≥ 2, and let P be a second-
order elliptic operator of the form (1.1) which is critical in M . Denote by
Φ and Φ⋆ the ground states of P and P ⋆, respectively. Then
(1) The operator P admits a Green function GMP (x, y) in M obtained by
(a modification of) the Li–Tam construction. In particular, in the
symmetric case, GMP is symmetric.
(2) Any Green function GMP (x, y) obtained by the Li–Tam construction
satisfies the following boundedness property: For any y ∈M and any
neighborhood Uy of y there exists C > 0 depending on Uy such that
GMP (x, y) ≤ CΦ(x) and G
M
P ⋆(x, y) ≤ CΦ
⋆(x) ∀x ∈M \ Uy. (2.1)
(3) For any Green function GˆMP we have
lim inf
x→∞¯
GˆMP (x, y)
Φ(x)
= −∞ for each y ∈M. (2.2)
(4) For any z ∈ M there exists a Green function GˆMP (x, y) obtained by
the Li–Tam construction such that in some neighborhood Uz of z we
have
GˆMP (x, z) < 0 ∀x ∈M \ Uz. (2.3)
The proof of the above theorem is given in the next section.
Definition 2.6. For a critical operator P in M , we define the Li–Tam class
to be the set of all Green functions which can be obtained by the Li–Tam
construction. We denote the Li–Tam class by GLT .
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The set of all Green functions G˜MP (x, y) of the form
G˜MP (x, y) = G
M
P (x, y) +
(
χ(x)Φ⋆(y) + Φ(x)χ⋆(y)
)
, (2.4)
where GMP (x, y) ∈ GLT , the functions Φ, and Φ
⋆ are the ground states of
P and P ⋆, respectively, and χ(x) and χ⋆(x) are solutions of the equation
Pu = 0 and P ⋆v = 0 in M , respectively, is called the extended Li–Tam class
and is denoted by GELT .
Remark 2.7. By definition GLT ⊂ GELT .
In the following theorem we establish a necessary and sufficient condition
for a Green function in GELT to be in GLT .
Theorem 2.8. Let P and M satisfy the conditions of Theorem 2.5. Suppose
that GMP (x, y) ∈ GLT , and Gˆ
M
P ∈ GELT . Then the following are equivalent:
(1) There exist x0, y0 ∈M and a constant C such that
GˆMP (x, y0) ≤ G
M
P (x, y0) + CΦ(x) ∀x ∈M, (2.5)
and
GˆMP (x0, y) ≤ G
M
P (x0, y) + CΦ
∗(y) ∀y ∈M. (2.6)
(2) There exists a constant C such that
GˆMP (x, y) = G
M
P (x, y) + CΦ(x)Φ
⋆(y) ∀x, y ∈M.
(3) There exist x0, y0 ∈M and a constant C such that
GMP (x, y0) ≤ Gˆ
M
P (x, y0) + CΦ(x) ∀x ∈M, (2.7)
and
GMP (x0, y) ≤ Gˆ
M
P (x0, y) + CΦ
∗(y) ∀y ∈M. (2.8)
(4) GˆMP ∈ GLT .
Remark 2.9. Theorem 2.8 implies that GˆMP ∈ GELT is in GLT if and only
if GˆMP satisfies the “minimality” conditions (2.5) and (2.6).
As a direct application of Theorem 2.8, we have a sharp uniqueness result
(cf. [5, Corolarry 1]).
Corollary 2.10. Let P be a critical operator in M , and let G˜MP , and G
M
P be
two Green functions in GLT . If G˜
M
P (x0, y0) = G
M
P (x0, y0) for some x0, y0 ∈
M , then G˜MP = G
M
P .
Once the existence and the uniqueness is established, the next natural
and important problem concerns the behaviour of the obtained Green func-
tion near ∞¯ (the ideal point in the one-point point compactification of M).
However, this question seems to be subtle and delicate. In fact, in [5] the
authors provide, a partial answer for this question for the Laplace-Beltrami
operator under some strong assumptions on the manifolds. Motivated by
the results in [5], we state the following problem.
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Problem 2.11. Let P be a critical operator in M , and let GMP a Li–Tam
Green function. Does the following always hold true
lim
x→∞¯
GMP (x, y)
Φ(x)
= −∞ ?
In Theorem 5.2 we provide an affirmative answer to the above problem
for quasi-symmetric elliptic operators under the assumption that the corre-
sponding Martin boundary is a singleton, see Section 5 for more details and
the proof. This result significantly differ from the related result in [5, Theo-
rem 4], and relies on criticality theory of second-order elliptic operator and
the Martin representation theorem which allows us to drop the curvature
condition and smallness assumption on the ends of M . However, generally
speaking, our assumption on the Martin boundary implies that our manifold
M consists of one end.
3. Proof of Theorem 2.5
The present section is devoted to the proof of Theorem 2.5. The proof
hinges on Lemma 3.1 below.
We fix p ∈ M and an exhaustion {Mj}
∞
j=1 such that B(p, 1) ⊂ M1. By
Remark 2.4, for any j ≥ 1, the operator P admits a unique minimal positive
Green function G
Mj
P in Mj.
Lemma 3.1. Let P be an elliptic operator of the form (1.1) satisfying
P (1) = 0 in M , and let K be a compact set in M \ {p}. Then the sequence
of Green functions {G
Mj
P (·, p)}
∞
j=j0
has uniformly bounded oscillation in K,
where j0 depends on K.
Remark 3.2. The proof of Lemma 3.1 is along the lines of the proof of [5,
Lemma 1], but in contrast to [5, Lemma 1], our proof does not rely on the
unique continuation property, and therefore, the proof applies to operators
of the form (1.1) defined on M .
Proof of Lemma 3.1. For k ≥ 1, consider ‘annuli’ of the form Ap(k) :=
Mk \ B(p,
1
k ). For a fixed k and j > k, denote by ωj(k) the oscillation of
G
Mj
P (x, p) on Ap(k) defined by
ωj(k) := sup
x∈Ap(k)
{G
Mj
P (x, p)} − inf
x∈Ap(k)
{G
Mj
P (x, p)}. (3.1)
Clearly ωj(k) ≥ 0. Since for any compact K ⊂ M \ {p} there exists an
annulus Ap(k) such that K ⊂ Ap(k), it suffices to prove that for any fixed
k ≥ 1, the sequence {ωj(k)}j>k is bounded.
We argue by contradiction. Suppose that there exists k ∈ N and a subse-
quence of ωj(k) (that we do not rename), such that ωj(k)→∞.
Following [5, Lemma 1], we define for j > k functions hj by
hj,k(x) := ω
−1
j G
Mj
P (x, p)− ω
−1
j infz∈Mk
{G
Mj
P (z, p)}, (3.2)
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where ωj := ωj(k). Clearly, Phj,k = 0 in Mj \ {p}, and Osc(hj,k) = 1 in
Ap(k). On the other hand, by our assumptions on the coefficients of P , and
in light of [11, The´ore`me 9.6] we have G
Mj
P (·, p) ≍ G
M1
P (·, p) in a punctured
neighborhood of p, and since by our assumption (1.3) holds true, we have
G
Mj
P (x, p)
∼
x→p G
M1
P (x, p). (3.3)
Therefore,
hj,k(x)
∼
x→p ω
−1
j G
M1
P (x, p).
Recall that by our assumption, P (1) = 0. Therefore, (3.3) and the maximum
principle on the domain Mk immediately imply
inf{hj,k(x) : x ∈Mk)} = inf{hj,k : x ∈ ∂Mk)} = 0.
Further, we claim that hj,k satisfies the following estimate
ω−1j G
Mk
P (x, p) ≤ hj,k(x) ≤ ω
−1
j G
Mk
P (x, p) + 1 ∀x ∈Mk, (3.4)
where GMkP (x, p) is the positive minimal Green function of P onMk. Indeed,
the right hand side of (3.4) can be easily verified by considering the following
function
hαj,k(x) := (1− α)hj,k(x)− ω
−1
j G
Mk
P (x, p)− 1,
where 0 < α < 1. Since α > 0, it follows that hαj,k goes to −∞ as x → p.
On the other hand, since the oscillation of hj,k on ∂Mk is less or equal to 1,
it follows that hαj,k ≤ 0 on ∂Mk. Hence, by the maximum principle, for any
0 < α < 1, hαj,k ≤ 0 in Mk \ {p}. Consequently, by letting α→ 0, we obtain
hj,k(x) ≤ ω
−1
j G
Mk
P (x, p) + 1 in Mk.
The inequality ω−1j G
Mk
P (x, p) ≤ hj,k(x) follows by a similar argument
using
h˜αj,k(x) := (1 + α)hj,k(x)− ω
−1
j G
Mk
P (x, p)
with α > 0.
Now letting j → ∞ for fixed k in (3.4), and using our assumption that
ωj → ∞, we obtain that (up to a subsequence) hj,k converges locally uni-
formly in Mk \ {p} to a function hk which satisfies Phk = 0 in Mk \ {p},
and 0 ≤ hk ≤ 1. By a removable singularity theorem (see for example [3]),
it follows that hk can be uniquely extended to a nonnegative function h¯k
which satisfies Ph¯k = 0 in Mk.
We claim that h¯k = C in Mk, where C is a nonnegative constant. To see
this, define
Sj(r) := sup
x∈∂B(p,r)
{G
Mj
P (x, p)} ∀ 0 < r < r0. (3.5)
By the maximum principle, it turns out that Sj(r) is a monotone decreasing
function of r for 0 < r < r0. Moreover, by the maximum principle in
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Mj \B(p, r0) we have
sup
x∈∂Mk
{G
Mj
P (x, p)} ≤ sup
x∈∂B(p,r0)
{G
Mj
P (x, p)}.
Now, for a given l > k, such that 1/l < r0, restrict h¯k on Mk \ B(p,
1
l ).
Applying the maximum principle and using the fact that Sj is a decreasing
function of r, we deduce that the maximum of h¯k is attained on the interior
boundary ∂B(p, 1l ). Therefore, letting l→∞, we conclude that h¯k achieves
its maximum at p, and hence, by the strong maximum principle h¯k is a
constant in Mk.
Next, let us define a sequence of function fj,k := C + 1 − hj,k in Mk+1 \
B(p, 1l ), where l > k and j large. Clearly, Osc(fj,k) = 1 in Ap(k). Moreover,
in light of (3.4), the monotonicity of Sj(r) (as a function of r), and the
Harnack inequality, we conclude that fj,k is positive and locally bounded in
Mk+1\B(p,
1
l ). Hence (up to a subsequence) fj,k converges locally uniformly
inMk+1\B(p,
1
l ) to a function fk. In fact, this subsequence converges locally
uniformly in Mk+1. Moreover, fk is a nonzero constant in Ap(k). But this
contradicts the fact that Osc(fk) = Osc(fj,k) = 1 in Ap(k). 
We turn now to the proof of our main theorem.
Proof of Theorem 2.5. First, we make a simple reduction step. Recall that
P is critical in M if and only if P ⋆ is critical in M . Using a modified ground
state transform, we transform the operator P into an elliptic operator L of
the form (1.1) defined by
L(u) := Φ⋆P (Φu),
where Φ and Φ⋆ denote the ground state of the operator P and P ⋆, respec-
tively.
Clearly, L(1) = L⋆(1) = 0, and hence, L and L⋆ satisfy the weak and
the strong maximum principle. Moreover, since P is critical in M it follows
that L and L⋆ are critical in M , and 1 is the unique (up to a multiplicative
constant) ground state of L and of L⋆ in M . Furthermore, GMP (x, y) is a
Green function of P in M if and only if GML (x, y) :=
GMP (x, y)
Φ(x)Φ⋆(y)
is a Green
function of L in M .
Therefore, it is enough to prove the theorem for a critical elliptic operator
L of the form (1.1) that satisfies
L(1) = L⋆(1) = 0 with ground states Φ = Φ⋆ = 1.
(1) The proof of the existence of a Green function for the operator L is
divided into two steps.
Step 1: In this step we claim that for p ∈ M fixed, there exist a sub-
sequence of {G
Mj
L (x, p)} (that we do not rename) and a sequence of real
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number α
(p)
j which depends on p such that (up to a subsequence), the se-
quence of functions defined by
J
Mj
L (x, p) := G
Mj
L (x, p)− α
(p)
j (3.6)
converges locally uniformly inM \{p} to a solution JML (x, p) of the equation
Lu = δp in M .
Let k > 1, and denote for j > k
Ij(k) := inf
x∈∂Mk
G
Mj
L (x, p), Sj(k) := sup
x∈∂Mk
G
Mj
L (x, p),
and let α
(p)
j := Ij(1).
By Lemma 3.1 in Ap(k), there exists a constant C = C(k) > 0 such that
for large j there holds
sup
x∈∂B(p, 1
k
)
G
Mj
L (x, p) ≤ C + α
(p)
j and α
(p)
j ≤ C + Ij(k). (3.7)
We claim that (3.7) implies that
−C ≤ J
Mj
L (x, p) ≤ C in Ap(k). (3.8)
Indeed, by the maximum principle in Ap(k), we obtain in light of (3.7) that
G
Mj
L (x, p)− Ij(1) + C ≥ Ij(k)− Ij(1) +C ≥ 0 ∀x ∈ Ap(k),
and hence, J
Mj
L (x, p) ≥ −C in Ap(k).
On the other hand, since Sj(k) is a decreasing function of k, the maximum
principle and (3.7) imply
G
Mj
L (x, p)− Ij(1)− C ≤ sup
x∈∂B(p, 1
k
)
G
Mj
L (x, p)− Ij(1)− C ≤ 0,
and hence, J
Mj
L (x, p) ≤ C in Ap(k). So, (3.8) is proved.
Hence, the sequence {J
Mj
L (·, p)} is locally uniformly bounded, and by
standard elliptic regularity it is also locally equicontinuous in M \ {p}.
Arzela`–Ascoli theorem and again elliptic regularity imply that there exists
a subsequence of {J
Mj
L (·, p)} which converges locally uniformly in M \ {p}
to a solution JML (x, p) of the equation Lu = 0 in M \ {p}.
Claim: JML (x, p) has a irremovable singularity at p, and
JML (x, p)
∼
x→p G
M1
L (x, p). (3.9)
Moreover, LJML (x, p) = δp(x).
Indeed, fix 0 < α < 1, and k > 0. Let GM2kL be the Dirichlet Green
function in M2k, and let ω¯ be the upper bound for the oscillation of G
Mj
L on
M2k \M1, where j > 2k. For such j consider the function
fα,j(x) := G
Mj
L (x, p)− α
(p)
j + ω¯ − (1− α)G
M2k
L (x, p).
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Clearly, limx→p fα,j(x) =∞. On the other hand, fα,j(x) ≥ 0 on ∂M2k. The
maximum principle yields that fα,j > 0 in M2k. Passing to the limit, first
with α→ 0 and then with j →∞, we obtain that
GM2kL (x, p) ≤ J
M
L (x, p) + ω¯ x ∈M2k. (3.10)
Similarly, we obtain
JML (x, p) ≤ G
M2k
L (x, p) + C x ∈M2k, (3.11)
where C is some positive constant. Hence, JML (·, p) is a positive solution in
M1 \ {p} which has a nonremovable singularity near p, and satisfies (3.9).
Therefore, by the Riesz representation theorem, we have LJML (x, p) = δp(x),
and the claim is proved.
Step 2: In this step we establish the existence of a Green function
JML (x, y) of L in M ×M .
Let the reference point p ∈ M , and the converging sequence J
Mj
L (x, p),
be as in Step 1. For a fixed y 6= p, consider, as in Step 1, a new sequence
J
Mj
L (x, y) := G
Mj
L (x, y) − α
(y)
j , (3.12)
with a sequence {α
(y)
j } of appropriate real numbers such that a subsequence
of J
Mj
L (x, p) and of J
Mj
L (x, y) (which we do not rename) converge to a solu-
tion in M \ {p} and M \ {y}, respectively.
Recall that G
Mj
L⋆ (x, y) = G
Mj
L (y, x), where L
⋆ denotes the formal adjoint
of L. Using the fact that L⋆(1) = 0 and Lemma 3.1, we deduce as above
that for a fixed x ∈ M there exists a sequence of real numbers α¯
(x)
j such
that
G
Mj
L⋆ (y, x)− α¯
(x)
j
converges (up to subsequence) as a function of y to a solution to the equation
L⋆u = 0 in M \ {x}. Therefore,
JML (x, p) = lim
j→∞
J
Mj
L (x, p)
= lim
j→∞
{G
Mj
L (x, p)− α
(p)
j }
= lim
j→∞
{G
Mj
L⋆ (p, x)− α
(p)
j }
= lim
j→∞
{G
Mj
L⋆ (p, x)− α¯
(x)
j }+ limj→∞
{α¯
(x)
j − α
(p)
j }.
Hence, the sequence {α¯
(x)
j − α
(p)
j } converges (up to a subsequence) to a
constant C. Also
G
Mj
L (x, y)− α
(p)
j = G
Mj
L⋆ (y, x)− α
(p)
j = {G
Mj
L⋆ (y, x)− α¯
(x)
j }+ {α¯
(x)
j − α
(p)
j },
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converges in M \{x} (up to a subsequence), and again as above G
Mj
L (x, y)−
α
(p)
j converges as a function of x (up to a subsequence) for all x 6= y to a
function JML (x, y).
The proof will be completed if we can show that if there is another sub-
sequence α
(p)
jl
of α
(p)
j such that
G
Mjl
L (x, y)− α
(p)
jl
converges in M \ {y}, then it must converge to JML (x, y). Let us assume
that
lim
l→∞
{G
Mjl
L (x, y)− α
(p)
jl
} = KML (x, y). (3.13)
Our aim is to prove that JML (x, y) = K
M
L (x, y). To this end, let us first
assume that JML (·, y) − K
M
L (·, y) is a bounded function on M \ {y}, and
hence a removable singularity theorem and the criticality of the operator L
(with 1 as the unique ground state) readily imply that
JML (x, y)−K
M
L (x, y) = cy ∀x ∈M,
where cy is a constant depending on y. Furthermore, we have
KML (x, y) + cy = J
M
L (x, y) = lim
j→∞
{G
Mj
L (x, y)− α
(p)
j }
= lim
j→∞
{(G
Mj
L (x, y)−G
Mj
L (x, p)) + (G
Mj
L (x, p)− α
(p)
j )}
= lim
l→∞
{(G
Mjl
L (x, y)−G
Mjl
L (x, p)) + (G
Mjl
L (x, p)− α
(p)
jl
)}
= lim
l→∞
{G
Mjl
L (x, y)− α
(p)
jl
} = KML (x, y).
Hence, JML (x, y) = K
M
L (x, y) for all x ∈M .
Next we show that JML (·, y) −K
M
L (·, y) is indeed a bounded function on
M . In fact, the proof of this statement follows as in [5, Theorem 1]. For the
sake of completeness, we provide the proof.
Consider the difference between the two functions JML (x, p) − K
M
L (x, y)
as a function of x ∈ M \Mk for some fixed k with 1 ≤ 2k < jl and for a
fixed y ∈Mk.
JML (x, p)−K
M
L (x, y) = lim
l→∞
{G
Mjl
L (x, p)− α
(p)
jl
} − lim
l→∞
{G
Mjl
L (x, y)− α
(p)
jl
}
= lim
l→∞
{G
Mjl
L (x, p)−G
Mjl
L (x, y)}. (3.14)
Applying the maximum principle on Mjl \M2k for large jl > 2k, we see
sup
x∈Mjl\M2k
{|G
Mjl
L (x, p)−G
Mjl
L (x, y)|} ≤ sup
x∈∂M2k
{|G
Mjl
L (x, p)−G
Mjl
L (x, y)|}.
(3.15)
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Therefore, (3.14) and (3.15), Lemma 3.1 (for L⋆ and then for L) imply for
y ∈Mk,
sup
x∈M\M2k
{|JML (x, p)−K
M
L (x, y)|} ≤ C, (3.16)
where C is a constant depending on k and p. A similar argument shows
that JML (x, y)− J
M
L (x, p) is bounded on M \M2k if y ∈Mk. Consequently,
for all x ∈M \M2k and each fixed y ∈Mk, we have
|JML (x, y)−K
M
L (x, y)| ≤ |J
M
L (x, y)−J
M
L (x, p)|+|J
M
L (x, p)−K
M
L (x, y)| ≤ C1,
where C1 is a constant depends on k and p.
On the other hand, it follows from the proof of the Claim that JML (·, y)−
KML (·, y) is a bounded function on M2k. This together with the above imply
that JML (·, y)−K
M
L (·, y) is bounded in M .
Since y ∈M is an arbitrary point, this completes the proof that JML (x, y)
is a well defined Green function of L satisfying
LJML (x, y) = δy(x) in M.
Moreover, from the construction it follows that JML⋆(x, y) = J
M
L (y, x).
(2) We need to show that for a fixed y ∈M , JML is bounded above away
from the pole y (that is, JML satisfies (2.1)).
Consider the sequence
G
Mj
L (x, y)− Sj(1) = (G
Mj
L (x, y)− Ij(1)) − (Sj(1)− Ij(1)).
Since the sequence {Sj(1)−Ij(1)} is bounded by Lemma 3.1, we deduce that
{G
Mj
L (x, y)−Sj(1)} converges (up to a subsequence) uniformly on compact
subsets of M \ {y} to a Green function, denoted by GML , that satisfies
GML (x, y) := J
M
L (x, y) + C.
Define for k ≥ 1,
S˜j(k) := sup{G
Mj
L (x, p) : x ∈ ∂Mk} − Sj(1).
By the maximum principle, the sequence {S˜j(k)} is decreasing as a function
of k, hence, S˜j(k) ≤ S˜j(1) = 0 for all k ≥ 1. Therefore, the maximum
principle implies that
G
Mj
L (x, p)− Sj(1) ≤ 0 ∀x ∈Mj \M1.
By passing to the limit, we conclude that GML (x, p) ≤ 0 for all x ∈M \M1.
Fix y ∈ Mk−1. In light of Lemma 3.1, we have for all x ∈ Mj \Mk, and
j > k,
G
Mj
L (x, y)− Sj(1) =
(
G
Mj
L (x, y)−G
Mj
L (x, p)
)
+
(
G
Mj
L (x, p)− Sj(1)
)
≤ |G
Mj
L (x, y)−G
Mj
L (x, p)| ≤ sup
x∈Mj\Mk
|G
Mj
L (x, y)−G
Mj
L (x, p)|
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≤ sup
x∈∂Mk
|G
Mj
L (x, y) −G
Mj
L (x, p)| ≤ C.
Therefore, we have
GML (x, y) ≤ C ∀x ∈M \Mk, ∀y ∈Mk−1.
and this implies (2.1).
(3) Suppose to the contrary that there exists y ∈M and C ∈ R such that
GˆML (x, y) > C ∀x ∈M \ Uy, (3.17)
where Uy is a bounded neighborhood of y. Then, the maximum principle
implies that GˆML (·, y) − C > 0 in M . So, Gˆ
M
L (·, y) − C > 0 is a positive
supersolution of the equation Lu = 0 in M which is not a solution. But this
contradicts the criticality of L in M .
(4) Let G˜ML (x, y) be a Green function that satisfies (2.1), and fix z ∈M .
Let Cz a positive constant and Uz a neighborhood of z such that
G˜ML (x, z) < Cz ∀x ∈M \ Uz,
and define GˆML (x, y) := G˜
M
L (x, y) − Cz. Then Gˆ
M
L (x, y) is a Green function
that satisfies (2.1) and satisfies
GˆML (x, z) < 0 ∀x ∈M \ Uz.

Remark 3.3. It follows from the proof of Theorem 2.5 that for any p ∈M
we may construct a Green function GMP such that G
M
P (x, p) ≤ 0 for all
x ∈M \M1.
4. Proof of Theorem 2.8
This short section is devoted to the proof of Theorem 2.8. As in the proof
of Theorem 2.5, it is enough to prove the theorem for the operator L, where
L := Φ⋆PΦ.
We first prove a simple lemma.
Lemma 4.1. Let GˆML ∈ GELT and G
M
L ∈ GLT . Then there exist χ, and χ
⋆
such that Lχ = 0, and L⋆χ⋆ = 0 in M , and
GˆML (x, y) = G
M
L (x, y) + χ(x) + χ
⋆(y) in M ×M. (4.1)
Proof. By definition, GˆML ∈ GELT means that there exist G˜
M
L ∈ GLT , and
χ1, χ
⋆
1 such that
GˆML (x, y) = G˜
M
L (x, y) + χ1(x) + χ
⋆
1(y),
where G˜ML ∈ GLT , Lχ1 = 0, and L
⋆χ⋆1 = 0 in M .
Therefore, in order to prove (4.1), it is enough to show that there exist χ˜
and χ˜⋆ with Lχ˜ = 0 and L⋆χ˜⋆ = 0 in M such that
G˜ML (x, y) −G
M
L (x, y) = χ˜(x) + χ˜
⋆(y) in M ×M. (4.2)
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To see this, let us consider the difference fˆ(x, y) := G˜ML (x, y) − G
M
L (x, y).
Clearly, fˆ(·, y) and fˆ(x, ·) are solutions to Lu = 0 and L⋆v = 0, respectively.
Following Li–Tam [5, Theorem 2], we define a new Green function
G1L(x, y) := G
M
L (x, y) + fˆ(x, p) + fˆ(p, y)− fˆ(p, p),
where p ∈M is fixed.
We assert that G1L(x, y) = G˜
M
L (x, y), which clearly implies (4.2), and
hence (4.1).
Indeed, let f˜(x, y) := G˜ML (x, y)−G
1
L(x, y). Then
f˜(x, y) = fˆ(x, y)− fˆ(x, p)− fˆ(p, y) + fˆ(p, p),
and f˜(x, p) = f˜(p, y) = 0 for any x, y ∈M . Since G˜ML , G
M
L ∈ GLT , it follows
(as in the proof of Theorem 2.5) that for any k ∈ N, q ∈Mk and y ∈M \M2k
|f˜(p, y)− f˜(q, y)| ≤ |G˜ML (p, y)− G˜
M
L (q, y)|+ |G
M
L (p, y)−G
1M
L (q, y)|
− fˆ(p, p) + fˆ(q, p) ≤ C,
where C depends on k, p, q. On the other hand, as a function y, the difference
|f˜(p, y)− f˜(q, y)| is bounded in M2k. Therefore, the criticality of L
⋆ and the
arbitrariness of k implies that
f˜(p, y)− f˜(q, y) = C(p, q) ∀y, q ∈M,
where C(p, q) is a constant depending only on p, q. By substituting y = p
in the above equation, we see that C(p, q) = 0 and consequently, f˜(q, y) = 0
for all y, q ∈M . This proves the assertion and therefore also (4.1). 
Proof of Theorem 2.8. Obviously, (2) implies (1) and (3). Next we show
that (1) ⇒ (2). Set
f(x, y) := GˆML (x, y)−G
M
L (x, y).
By Lemma 4.1,
f(x, y) = χ(x) + χ⋆(y) in M ×M,
where χ, and χ⋆ satisfy Lχ = 0, and L⋆χ⋆ = 0 in M , respectively. We need
to prove that f = constant.
Next we claim for any q ∈ M there exists k ∈ N such that for y ∈ Mk,
the function
GˆML (x, q)− Gˆ
M
L (x, y)
is a bounded function of x on M \M2k. Indeed we write for a fixed p ∈M
|GˆML (x, q)− Gˆ
M
L (x, y)| ≤ |G
M
L (x, q)−G
M
L (x, p)| + |G
M
L (x, p)−G
M
L (x, y)|
+ |χ⋆(q)− χ⋆(y)|, (4.3)
and the boundedness of (4.3) follows similarly to the proof of (3.16) in Step 2
of Theorem 2.5. Therefore, using the boundedness of (4.3) and (2.5) we have
for a fixed y ∈Mk and for all x ∈M \M2k
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f(x, y) = GˆML (x, y)−G
M
L (x, y) ≤ |Gˆ
M
L (x, y)− Gˆ
M
L (x, y0)|
+ |GML (x, y0)−G
M
L (x, y)|+ Gˆ
M
L (x, y0)−G
M
L (x, y0) ≤ C,
for some y0 ∈ M. This implies, for a fixed y ∈ Mk, the function f(·, y) is a
bounded above solution of the equation Lu = 0 in M . On the other hand,
by the criticality of L in M it follows that any nonconstant solution v of the
equation Lu = 0 in M satisfies
lim inf
x→∞¯
v(x) = −∞, and lim sup
x→∞¯
v(x) =∞.
Therefore,
lim inf
x→∞¯
f(x, y) = −∞, and lim sup
x→∞¯
f(x, y) =∞,
but this contradicts the fact that f(·, y) is bounded above. Hence, f(x, y) :=
F (y). A similar consideration concerning f(x, y) as a function of y keeping
x fixed implies f(x, y) := G(x). So, f(x, y) := G(x) = F (y) = constant.
(3) ⇒ (2) follows immediately by considering f˜(x, y) := GML (x, y) −
GˆML (x, y) and using similar arguments as above.
(2) ⇔ (4) is obvious. This completes the proof of the theorem. 
Remark 4.2. Corollary 2.10 concerns the uniqueness of Li–Tam’s Green
functions. It implies that a Li–Tam Green function is uniquely defined by
the limiting process of the proof of Theorem 2.5, once the limiting value at
a reference point (q, p) is fixed.
Indeed, without loss of generality we may consider the operator L. Fix a
subsequence of {
J
Mj
L (x, y) := G
Mj
L (x, y)− α
(p)
j
}∞
j=1
that converges to a Li–Tam Green function G satisfying G(q, p) = c for some
c ∈ R. It was shown in the proof of Theorem 2.5 that any subsequence of
{J
Mj
L } admits a subsequence that converges to a Li–Tam Green function.
Corollary 2.10 implies that any limit of such a subsequence that takes the
value c at (q, p), is equal to G. In particular, if a subsequence of {J
Mj
L }
converges at a point (q, p), it converges everywhere to a Li–Tam Green
function.
5. Behaviour at infinity of the Li–Tam Green function
The present section is devoted to the study of limiting behaviour of a
Green functions near ∞¯ in the critical case. To this end we start with the
following definition:
Definition 5.1. A second-order elliptic operator P is said to be quasi-
symmetric in M if for some reference point x0 ∈M, the Na¨ım kernel
θ(x, y) :=
GMP (x, y)
GMP (x, x0)G
M
P (x0, y)
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satisfies
θ(x, y) ≤ Cθ(y, x) ∀ (x, y) ∈ (M \ {x0})
2,
and for some C ≥ 1.
With this definition in mind, we state the main theorem of the present
section.
Theorem 5.2. Let P a critical operator in M , where P and M satisfy
the assumptions of Theorem 2.5. Fix 0   W ∈ C∞0 (M), Assume further
that P + W is quasi-symmetric in M , and that the corresponding Martin
boundary is a singleton set. Then
lim
x→∞¯
GMP (x, y)
Φ(x)
= −∞, (5.1)
where Φ is the unique ground state of P in M and GMP is the Li–Tam Green
function as constructed in Theorem 2.5.
We recall that when P is quasi-symmetric and subcritical in M , then the
above limit with respect to a certain positive P -harmonic function is well
understood and in particular Ancona proved the following result.
Theorem 5.3 (Theorem 1, [1]). Assume that P is subcritical and quasi-
symmetric in M . Then, there exists a positive P -harmonic function u in M
such that for each fixed y ∈M,
lim
x→∞¯
GMP (x, y)
u(x)
= 0.
Moreover, in the non quasi-symmetric case, the above limit might not exist
for any u ∈ CP (M).
Proof of Theorem 5.2. The proof is divided into three small steps.
Step 1: First, as in the proof of Theorem 2.5, we make a simple reduction
to a critical operator L := Φ⋆PΦ. Therefore, in order to prove Theorem 5.2,
it is enough to show that
lim
x→∞¯
GML (x, y) = −∞
for each fixed y ∈M.
Step 2 : In this step we show that there exists a positive L-harmonic
function u in a neighborhood of ∞¯ in M such that u(x)→∞ as x→ ∞¯.
Indeed, recall that part (4) of Theorem 2.5 implies that the critical oper-
ator L in M admits a Li–Tam Green function GML (x, y) such that
GML (x, y) < 0 ∀x ∈M \ Uy,
where Uy is a neighbourhood of y. Now consider a smooth compact set K
in M such that Uy ⊂ K. The criticality of L in M readily implies that L is
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subcritical in M \K. By applying Theorem 5.3 for L on M \K, we obtain
the existence of a positive L-harmonic function u in M \K such that
lim
x→∞¯
G
M\K
L (x, z)
u(x)
= 0, (5.2)
for each fixed z ∈M \K, where G
M\K
L (x, z) is the unique positive minimal
Green function of L in M \ K. Furthermore, we claim that for each fixed
z ∈M \K we have
G
M\K
L (x, z) ≍ 1 (5.3)
near ∞¯.
Indeed, G
M\K
L is a positive solution of Lu = 0 near ∞¯ and 1 is the ground
state of L in M . In particular, 1 is a positive solution of minimal growth
near ∞¯. Hence, for each fixed z ∈ M there exists a positive constant C(z)
such G
M\K
L (·, z) ≥ C(z) near ∞¯.
On the other hand, G
M\K
L is the positive minimal Green function of L
in M \ K, and hence it is positive solution of minimal growth near ∞¯.
Moreover, L(1) = 0 in M . Therefore, G
M\K
L ≤ C2 near ∞¯ for some positive
constant C2. Hence, the claim follows.
Therefore, (5.2) and (5.3) immediately yields u(x)→∞ as x→ ∞¯.
Step 3 : In this final step we use our hypothesis that the Martin boundary
of M with respect to L +W is a singleton. This assumption implies that
the Martin boundary of M \K with respect to L consist of two components,
the Euclidean boundary ∂K and ∂m∞¯ (singleton set). By invoking Martin’s
integral representation of positive L-harmonic functions, it follows that any
L-harmonic functions v in M \K is uniquely represented as
v(x) =
∫
∂K
K0(x, z) dσ(z) + αK∞¯(x), (5.4)
where 0 ≤ α ≤ 1, σ is a nonnegative finite measure on ∂K, K0(x, z) is the
Martin kernel corresponding to z ∈ ∂K, and K∞¯(x) is the unique Martin
kernel corresponding to ∞¯, (recall that ∞¯ is the ideal point in the one point
compact compactification of M).
We claim that if σ 6= 0, then
∫
∂K K0(x, z) dσ(z) ≍ 1 for all x near ∞¯ and
for z ∈ ∂K.
Indeed, since 1 is a ground state of L in M it follows there exists C and
j = j(M,K, σ), such that K ⋐Mj and∫
∂K
K0(x, z) dσ(z) ≥ C ∀x ∈M \Mj .
Next, using Martin’s compactification theorem, for x ∈M \K we have
G
M\K
L (x, zn)
G
M\K
L (x0, zn)
→ K0(x, z), whenever zn → z ∈ ∂K (5.5)
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On the other hand, the boundary Harnack principle for L∗ implies that there
exist δ > 0 and a constant C > 0 such that for a fixed z1 ∈ B(z, δ)∩(M \K),
we have
G
M\K
L (x, zn)
G
M\K
L (x0, zn)
≤ C
G
M\K
L (x, z1)
G
M\K
L (x0, z1)
,
for all x near ∞¯, where C depends on δ. Since G
M\K
L (x, z1) is a solution of
minimal growth near ∞¯, we conclude
un(x) :=
G
M\K
L (x, zn)
G
M\K
L (x0, zn)
≤ C
for all x near ∞¯, where C = C(z) > 0 is independent of zn. Consequently,
(5.5) yields that K0(x, z) ≤ C for all such x. Using the smoothness and
compactness of K it follows that in fact,
∫
∂K K0(x, z) dσ(z) ≤ C near ∞¯,
where C depends only on the compact set K.
Moreover, by Step 2 there exists a positive L-harmonic function u(x)
which goes to ∞ as x → ∞¯. Now, the previous conclusion readily implies
that
K∞¯(x)→∞ as x→ ∞¯. (5.6)
Recall that for a fixed y ∈ M , the function −GML (x, y) is a positive L-
harmonic function in M \K satisfying
lim sup
x→∞¯
(−GML ) =∞.
Therefore, using (5.4), it follows that
−GML (x, y) =
∫
∂K
K0(x, z) dσ(z) + α0K∞¯(x), (5.7)
where α0 > 0. Thus, (5.7) and (5.6) readily imply
lim inf
x→∞¯
(−GML ) =∞.
This completes the proof. 
6. Examples and Concluding Remarks
In the present section we present several examples of Green functions
which satisfies (2.1), and discuss some questions that arise in our study.
Definition 6.1. We call the set of Green functions that satisfy (2.1) the
class of relatively bounded above Green functions and denote by GBA.
Clearly, by Theorem 2.5 we have GLT ⊂ GBA.
Example 6.2. Consider the critical operator P := −∆ = − d
2
dx2
in M = R1.
A straightforward computation shows that a Green function GR
1
−∆(x, y) ∈
GBA is given by
GR
1
−∆(x, y) = −
1
2
|x− y|+ C,
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where C ∈ R is a constant (but note that Theorem 2.5 is proved only for
N ≥ 2).
Similarly, a Green function GR
2
−∆(x, y) ∈ GLT is given by
GR
2
−∆(x, y) = −
1
2pi
log |x− y|+ C.
Next, we present another 1-dimensional example. Although Theorem 2.5
is proved only for N ≥ 2, the 1-dimensional example below gives us the
idea how to construct a nontrivial behaviour of a Green function in higher
dimension.
Example 6.3. Let M = (0,∞) and consider the critical Hardy operator
P := − d
2
dx2
− 1
4x2
. Note that Φ(x) = x1/2 is the ground state of P in M . We
construct a Green function for P in M .
Define an exhaustion {Mj}
∞
j=1 of M by Mj := (
1
j , j). It can be shown
easily that the Dirichlet Green function GMj(x, 1) of P in Mj is given by
G
Mj
P (x, 1) =
1
2
(
log j − | log x|
)
x1/2. (6.1)
ClearlyG
Mj
P (x, 1)→∞ as j →∞. Therefore, we need to subtract a sequence
of the form {aj(x) = ajx
1/2} of constants times the ground state Φ(x) = x1/2
such that
{G
Mj
P (x, 1) − aj(x)}
∞
j=1
converges to a Green function of P in M . Note that Paj(x) = 0. Choose
aj(x) =
1
2(log j)x
1/2, then the above condition is satisfied, and we obtain a
Green function GMP ∈ GLT given by
GMP (x, 1) = −
1
2
| log x|x1/2. (6.2)
Clearly, limx→∞
GMP (x,1)
x1/2
= −∞, and limx→0
GMP (x,1)
x1/2
= −∞.
We note that
lim
x→∞
GMP (x, 1) = −∞, while lim
x→0
GMP (x, 1) = 0.
Let P be critical in M . Recall that by Theorem 2.5, for any GMP (x, y) ∈
GBA, we have
lim inf
x→∞¯
GMP (x, y)
Φ(x)
= −∞,
where Φ is the ground state of P in M . On the other hand, in all the above
examples, the Green functions are not only finally negative, but also
lim
|x|→∞¯
GMP (x, y)
Φ(x)
= −∞.
Let us consider one more example.
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Example 6.4. Let M = RN \ {0}, where N ≥ 3, and consider the critical
Hardy operator
P := −∆−
(N − 2)2
4
1
|x|2
.
The two linearly independent, positive, radial solutions of the equations
Pu = 0 near 0 and near∞ are v1(x) = |x|
(2−N)/2, v2(x) = | log |x|||x|
(2−N)/2,
and v1 is the corresponding ground state. It follows from [9, Lemma 8.5] that
any positive solution v of the equation Pu = 0 in a punctured neighborhood
of 0 or ∞ satisfies
lim
x→0
v(x) =∞, or lim
x→∞
v(x) = 0, respectively. (6.3)
On the other hand, Theorem 2.5 implies that for any point x0 ∈ M , there
exists a Green function GMP ∈ GBA and a neighborhood Ux0 of x0 such that
GMP (x, x0) < 0 for all x ∈ M \ Ux0 . Therefore, −G
M
P (x, x0) is a positive
solution of Pu(x) = 0 near zero and near∞. Hence, by [9], limx→ζ
GMP (x,x0)
|x|(2−N)/2
exists (in the generalized sense), where ζ = 0 or ζ =∞, and by Theorem 2.5
the limit is equal to −∞ at least at one of these points. But, we do not
know whether the limit is equal to −∞ at both points.
On the other hand, −GMP (x, x0) is a positive solution of Pu(x) = 0 near∞
and near 0. Hence, by (6.3), GMP (x, x0)→ 0 as x→∞, while G
M
P (x, x0)→
−∞ as x → 0. This is in contrast with the behaviour of Green function of
−∆ in R2.
Remark 6.5. Example 6.4 should be compared to the result of Section 5.
Indeed, the Martin boundary with respect to any Fuchsian type subcritical
operator in M = RN \ {0} consists of two Martin points, and therefore,
Theorem 5.2 is not applicable.
This leads us to formulate the following two problems.
Problem 6.6. Let GMP ∈ GBA or G
M
P ∈ GLT , and let {Mj} be a compact
exhaustion of M . Does the following assertion hold true?
For any j ≥ 1 there exists kj > j such that
GMP (x, y) < 0 ∀x ∈Mj and ∀y ∈M \Mkj . (6.4)
Remark 6.7. It is well known that for a subcritical operator P on a noncom-
pact manifold M , the celebrated Martin compactification gives an integral
representation for all u ∈ CP (M). Such a compactification is not available
for a critical operators since a critical operator does not admit a positive
Green function.
Nevertheless, we may define a Martin kernel for a critical operator P with
respect to a Green function GMP ∈ GBA. Let x0 ∈ M1 be a fixed reference
point. There exists a Green function GMP ∈ GBA and a neighborhood Ux0 of
x0 such that G
M
P (x0, y) < 0 for all y ∈ M \ Ux0 . Therefore, the following
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Martin kernel
KMP (x, y) :=
GMP (x, y)
GMP (x0, y)
∀y ∈M \ Ux0 , x ∈M \ {y}.
is well defined.
If there exists a Green function GMP ∈ GBA which in addition satisfies
(6.4), then we have
Corollary 6.8. Let M be a C2-smooth noncompact Riemannian manifold
of dimension N , and let P be an operator of the form (1.1) which is critical
in M . Suppose that there exists a Green function GMP ∈ GBA such that (6.4)
holds true. Then the corresponding Martin kernel KMP satisfies
lim
y→∞¯
KMP (x, y) = Φ(x), (6.5)
where Φ is the ground state of P satisfying Φ(x0) = 1.
Proof. Let GML ∈ GBA such that (6.4) holds true. Let x ∈ Mj for some
j ∈ N. By our assumption, there exists kj > j such that G
M
P (x, y) are
negative for all x ∈Mj and y ∈M \Mkj . Consider the Martin kernel
KML (x, y) =
GML (x, y)
GML (x0, y)
.
Clearly, KML (x0, y) = 1. Moreover, for any fixed j and y ∈ M \Mkj , the
function KML (·, y) is a positive solution of the equation Pu = 0 in Mj.
Since P is critical, it follows from the Harnack principle and a standard
diagonalization argument that for any sequence yn → ∞¯, there exists a
subsequence {ynℓ}, such that the sequence{
KMP (x, ynℓ)
}∞
ℓ=1
converges to a positive solution of the equation Pu = 0 in M , and (6.5)
follows by the uniqueness of the ground state. 
By Theorem 2.5 we have GLT ⊂ GBA, and hence GELT ∩ GBA 6= ∅. It is
natural to pose the following problem.
Problem 6.9. Characterize the class GBA.
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