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Abstract
With the increase in applications of wireless sensor networks,
data extraction and visualisation have become a key issue to de-
velop and operate these networks. Wireless sensor networks typically
gather data at a discrete number of locations. By bestowing the abil-
ity to predict inter-node values upon the network, it is proposed that
it will become possible to build applications that are unaware of the
concrete reality of sparse data.
The aim of this thesis is to develop a service for maximising in-
formation return from large scale wireless sensor networks. This aim
will be achieved through the development of a distributed informa-
tion extraction and visualisation service called the mapping service.
In the distributed mapping service, groups of network nodes coop-
erate to produce local maps which are cached and merged at a sink
node, producing a map of the global network. Such a service would
greatly simplify the production of higher-level information-rich rep-
resentations suitable for informing other network services and the
delivery of field information visualisations.
The proposed distributed mapping service utilises a blend of both
inductive and deductive models to successfully map sense data and
the universal physical principles. It utilises the special characteristics
of the application domain to render visualisations in a map format
that are a precise reflection of the concrete reality. This service is
suitable for visualising an arbitrary number of sense modalities. It is
capable of visualising from multiple independent types of the sense
data to overcome the limitations of generating visualisations from a
single type of a sense modality. Furthermore, the proposed mapping
service responds to changes in the environmental conditions that may
impact the visualisation performance by continuously updating the
application domain model in a distributed manner. Finally, a new
distributed self-adaptation algorithm, Virtual Congress Algorithm,
which is based on the concept of virtual congress is proposed, with
iii
the goal of saving more power and generating more accurate data
visualisation.
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Introduction
1.1 Focus and Approach of the Research
Wireless sensor networks offer the potential to give timely information in
unattended environments. Dynamic visualisation of wireless sensor network
data is needed in order to fully consume that potential, allowing the users
to observe spatio-temporal patterns and intrinsic trends in the sensor data.
Discovering spatio-temporal patterns in the ever increasing collection of
sensor data is an important problem in several scientific domains.
Developing a service that facilitates extraction and representation of
sense data presents many challenges. With sensors reporting data at a
very high frequency, resulting in large volumes of data, there is a need for a
network service that utilises sensor nodes resources efficiently to extract and
visualise collected sense data. Although, considerable developments have
been made towards effective and efficient data extraction and visualisation
of sensory data, these solutions remain inadequate. Most of the solutions
available in literature address a specific data extraction or visualisation
problem but ignore others (see Chapter 3). None of these solutions is able
to simultaneously ensure low energy and memory consumption and provide
dynamic (real-time) data extraction and visualisations. Thus, there is a
1
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need for a data extraction and visualisation framework that can balance
the conflicting requirements of simplicity, expressiveness, timeliness, and
accuracy with efficient resource utilisation. This thesis presents a data
extraction and visualisation service, called the mapping service, which solves
global network data extraction and visualisation problems through localised
and distributed computation.
A service oriented approach has special properties. It is made up of com-
ponents and interconnections that stress interoperability and transparency.
Services and service-oriented approaches address designing and building
systems using heterogeneous network software components. This allows
the development of a data extraction and visualisation service that works
with existing network components, e.g. routing protocols, and resources
without adding extra overhead on the network.
After a review of the literature, the research will be approached first
by extending a wireless sensor network simulator, Dingo (Mount, 2008), to
allow for the development of a simple data extraction and visualisation ser-
vice. This enabled understanding and analysis of the requirements imposed
by such a service onto the nodes and the network infrastructure as a whole.
Through identifying and simulating related visualisation applications, such
as heat diffusion, challenges that need to be met before a generic service is
feasible, will be understood and analysed.
The findings from this stage will be used to produce the specifications
for the distributed data extraction and visualisation service. A set of appli-
cations, such as isopleth generation, will be characterised as representative
problems to expose the key issues in designing a scalable solution for the
distributed data extraction and visualisation service and to assess the po-
tential uses of the underlying visualisation information within other network
services (such as efficient routing of data).
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1.2 Thesis Contributions
The main contribution of this thesis is to develop a distributed data extrac-
tion and visualisation service, the mapping service. This thesis primarily
focuses on the following issue:
 What is a suitable data extraction and visualisation method for sparse
wireless sensor network data?
 Is it possible to produce a distributed mapping service that has the
following properties:
– it represents the network as an entity rather than a collection of
separated nodes;
– it is suitable for informing other network services as well as the
delivery of field information visualisation;
– it uses only the existing data and network capabilities of a clas-
sical wireless sensor network;
– it allows the development of applications that are unaware of the
reality of sparse data;
– it accommodates the particular characteristics of the application
domain to improve the mapping performance;
– it combines inductive and deductive methods to map sense data
and the universal physical principles;
– it is suitable for mapping an arbitrary number of sensed modal-
ities;
– it is capable of mapping one sensed modality from related multi-
ple types of sensed data to overcome the limitations of generating
a map from a single type of sense modality.
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 What are the requirements imposed by mapping applications on the
underlying communication paradigm?
 Is it possible to use the communication architecture to organise the
distribution of processing in such a distributed mapping service?
 Is there a map generation method which will provide output maps of
a good quality from sparse network data?
– What are the characteristics of a good map?
– What is the node density required to generate a good map?
– What is the cost, in terms of communication and computation,
of generating a map at a particular level of accuracy?
 Can these map generation methods be made adaptive and context
aware using appropriate multi-variate function fitting techniques?
 By extension, is a distributed mapping service feasible? And if so, are
there performance gains from this approach and is it feasible?
– What are the performance gains of a distributed mapping service
over a centralised mapping service?
 What simulation tool is suitable to validate the mapping service against
real-world experiments?
1.3 Organisation of the Thesis
The work in this thesis describes progress towards providing a complete
distributed data extraction and visualisation service with the capability to
exploit the available knowledge about the application domain.
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This chapter builds upon a basic knowledge of wireless sensor networks.
First, wireless sensor networks, their characteristics and design challenges
are outlined. Next, an overview of hierarchical routing in wireless sensor
networks and the motivation for a new communication paradigm are given.
Then, issues related to simulation in wireless sensor networks are discussed
and the simulation tools used in this thesis are briefly described.
Chapter 3: Related Work
In the first section, several mapping specific applications in the literature
are outlined. The following section describes a number of map generation
techniques for wireless sensor networks which utilise a range of network
topologies, routing protocols and interpolation algorithms.
Chapter 4: An Approach to Data Extraction and Visualisation
for Wireless Sensor Networks
Chapter 4 describes various challenges in data extraction and visualisation
in wireless sensor networks. Map is proposed as a suitable data extraction
and visualisation format. Finally, the challenges in data mapping in wireless
sensor networks are shown and maps are shown to fulfil a large set of efficient
data gathering and representation requirements.
Chapter 5: A Mapping Service for Wireless Sensor Networks
This chapter describes the mapping service for data extraction and visu-
alisation in wireless sensor networks. A centralised implementation of this
service is presented and its merits and shortcomings are discussed. Chal-
lenges that need to be met before a distributed service is feasible are iden-
tified. Finally, an initial application of the service in the form of isopleth
generation is presented.
Chapter 6: A Communication Paradigm for the Mapping Service
In this chapter a new communication paradigm that satisfies a list of re-
quirements imposed by the mapping service are proposed. The new com-
munication paradigm details as well as its performance simulation analysis
in both Dingo and NS-2 simulators are provided.
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Chapter 7: A New Network Service: Map Generation
Chapter 7 describes a new network service, map generation. Map generation
is defined as the problem of interpolation from sparse data collected by a
wireless sensor network. Two interpolation methods, Shepard interpolation
and Triangulation with Linear Interpolation are investigated. Finally, the
suitability of Shepard interpolation for wireless sensor networks is illustrated
through extensive experimentation using real data.
Chapter 8: Distributed Map Generation
Chapter 8 is the main exposition of the distributed map building algorithm.
It explains how to exploit other network services, such as the communication
and map generation services, to provide more efficient, yet, less expensive
mapping solutions. Finally, the distributed mapping service performance
simulation results are compared to those of the centralised mapping service
implemented in Chapter 5.
Chapter 9: An Integrated Inductive-Deductive Framework for
Sense Data Mapping
This chapter elevates the capabilities of the distributed mapping service to
improve the produced map quality. The improved mapping service is shown
to be capable of generating maps from an arbitrary number of dimensions.
Next, it is illustrated how the mapping performance can be enhanced by
exploiting knowledge about the application domain to adapt the mapping
service behaviour. Finally, an algorithm that is used to maintain up-to-
date knowledge of the current state of the application domain is presented.
The experimental results obtained here are compared to those in chapters 5
and 8.
Chapter 10: Conclusion
Conclusions are drawn and further work suggested.
Chapter 2
Ad Hoc Wireless Sensor
Networks - Background
2.1 Wireless Sensor Networks: Definition
and Applications
An Ad Hoc Wireless Sensor Network generally consists of a number of
low-cost devices that are spatially distributed across a geographical area
to measure the ambient conditions of a monitored phenomenon. Typically,
a sensor node has a wireless communication capability, processing unit,
memory, sensors, and power source. Individual nodes are characterised by
limited resources; but when their information is coordinated with the infor-
mation from a large set of other nodes they become capable of monitoring
a physical environment in great detail.
Wireless sensor networks have several advantages. The low cost and
small size of sensors make such networks applicable in many applications.
They are self-organising and easy to deploy. They cover large areas. They
may have some level of fault tolerance which maintains the network oper-
ation when one or few nodes fail. They have close connection with their
7
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environment without causing disturbance to that environment. They can
be an economical method for long-term data gathering and they help to
avoid unsafe or unwise repeated field studies. Finally, these networks can
operate unattended in potentially hostile or hazardous environments. All
of these advantages among others make wireless sensor networks appropri-
ate in a variety of fields such as environmental monitoring, in the military,
health care, agriculture, commerce, civil engineering, surveillance, etc. For
example, in health care applications, wireless sensor networks can be used
to monitor disabled people and biomedical sensors can help to create vision;
environmental applications may range from habitat monitoring to environ-
ment observation and forecasting systems, e.g. using thermal sensors to
monitor temperature in a forest; commercial applications may range from
managing inventory, monitoring and controlling machines to monitoring
product quality. Military applications range from target tracking to enemy
movement detection in the battlefield.
Wireless sensor networks have been recognised as one of the most impor-
tant technologies for the 21st century. Exploiting the potential of wireless
sensor networks will provide efficient and cost effective solutions to many
problems (Arboleda and Nasser, 2007). They hold a lot of promise in appli-
cations where gathering sensing information in remote locations is required.
2.2 Challenges and Characteristics of
Wireless Sensor Networks
Unlike traditional communication networks, wireless sensor networks gener-
ally have no global identification scheme, due to the large number of nodes
and the high overhead required for ID maintenance. They mainly use the
broadcast communication paradigm to transmit sensed data to the required
destination. Sensor nodes require careful usage as they are limited in re-
sources. Many sensor nodes are battery powered which makes their life
2.2. CHALLENGES AND CHARACTERISTICS OF WIRELESS
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dependent on the battery life. Power consumption is mainly spread over
three tasks: communication; sensing; and processing. According to Pottie
and Kaiser (2000), communication consumes more energy than processing.
Power conservation is acquiring more importance, and researchers are pay-
ing more attention on designing power aware sensor networks.
Scalability is one of the important features of a good network design (Alaz-
zawi et al., 2008). Some sensor network applications require a dense node
deployment in order to enhance the network reliability and the accuracy
of collected data. In such dense networks, sensors may have overlapping
coverage areas (Deng et al., 2005). Underlying network routing protocols
should be able to operate correctly with dense network deployments and
exploit node redundancy in saving energy, distributing load, and fault cor-
rection. Data collected in overlapped areas will be highly correlated and
redundant (Anastasi et al., 2009). Since sensor nodes may generate signif-
icant redundant data, intermediate nodes may apply message aggregation
to reduce the number of transmissions (Alzaid et al., 2008). Because the
number of sensor nodes may exceed thousands in some applications, the
cost of the sensor node has to be kept low (Beigl et al., 2005).
Wireless sensor networks are fault-prone and since their on-site main-
tenance is not always feasible, self-healing and robustness is essential for
enabling the deployment of large-scale networks (Turau and Weyer, 2009;
Chang et al., 2006).
Wireless sensor networks may operate in remote hostile environments;
they can be deployed under the soil, under water, in a biologically contami-
nated field, in a building (Chorzempa et al., 2007) or embedded in machines.
These networks are also characterised by unreliable wireless communication
channels which poses a challenge of how to provide reliable transmission over
wireless links (Akyildiz et al., 2002). The wireless transmission medium can
take many forms including radio, infrared, or optical media.
10
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2.3 Hierarchical Routing in Wireless
Sensor Networks
Routing has proved to be a key issue in this research. Based on the literature
review (Ganesan et al., 2003), it is well-understood that the performance of
the data extraction and visualisation service often depends profoundly on
efficient and reliable communication. However, it is difficult to attain both
scalable and robust communication in ad-hoc wireless sensor networks. As
clustering approaches are particularly tempting to large-scale high-density
sensor network applications, a solution from the notion of clustering for ad
hoc wireless communications is sought.
Many new communication protocols have been specifically designed for
sensor networks in which energy awareness is an essential consideration (Yang
et al., 2006; Babbitt et al., 2008a). Most of the interest, however, has been
given to the routing protocols since they might differ depending on the ap-
plication and network architecture. Hierarchical routing is one of the most
popular routing schemes in wireless sensor networks (Heinzelman, 2000;
Lindsey et al., 2001; Manjeshwar and Agrawal, 2001, 2002; S.Lindsey and
Raghavendra, 2002; Smaragdakis et al., 2004; Ye et al., 2005). It is a two or
more tier routing scheme known for its scalability and communication effi-
ciency. Nodes in the upper tier are called cluster heads and act as a routing
backbone, while nodes in the lower tier perform the sensing tasks. Kulkarni
et al. (2005) argue that multi-tier networks are scalable and offer the fol-
lowing number of advantages over single-tier networks: lower cost, better
coverage, higher functionality, and better reliability. A sink-based single tier
network can lead to congestion at the gateway especially in dense sensor
networks. This can cause communication delays and inadequate tracking
of the sensed events. Moreover, some of the routing algorithms for such
network architecture are commonly not scalable, e.g. (Muruganathan et al.,
2005). To overcome these problems, network clustering has been proposed
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as a possible solution.
Many clustering algorithms have been previously investigated in the
context of routing protocols or independently of routing protocols (Basagni,
1999; Bandyopadhyay and Coyle, 2003; Amis et al., 2000; Banerjee and
Khuller, 2001; Perkins and Royer, 1999). In Appendix B, some of the most
prominent cluster-based routing algorithms in the literature are surveyed
and their relative advantages and disadvantages are discussed.
Motivation for a New Routing Protocol
After some of the existing routing algorithms and their characteristics have
been considered, it is concluded that a routing protocol that satisfies many
important data extraction and visualisation, network, and application re-
quirements is missing.
Low Energy Adaptive Clustering Hierarchy, or LEACH (Heinzelman
et al., 2000) and its derivatives have been successful in reducing the energy
per bit required by each node and the network as a whole to communicate
from the nodes to the sink. Nonetheless, most of these protocols are built
upon inflexible assumptions and have serious drawbacks. Many cluster-
ing algorithms are mostly heuristic in nature and have a time complexity
of O(n) (Heinzelman, 2000; S.Lindsey and Raghavendra, 2002; Heinzelman
et al., 2000), where n is the total number of nodes in the network. Also many
protocols, such as that discussed by Smaragdakis et al. (2004), demand time
synchronisation among nodes which makes them unsuitable for large-scale
networks. Another set of protocols requires centralised management which
limits their scalability. Some of these protocols have been designed with ro-
bustness in mind. However, the level of fault tolerance is usually designed
to adapt to occasional node failures and infrequent topology migration.
In order to support various computationally demanding applications for
large-scale wireless sensor networks, such as the mapping applications (Shut-
tleworth et al., 2007), a routing protocol that satisfies the following require-
12
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ments is needed:
1. Real-time requirements: A good routing protocol is required to pro-
vide timely communication by reducing end-to-end communication
delays. Timeliness constraints are important as sensor networks op-
erate in the real world to reflect the physical status of the sensing
environment. Therefore, the sensor data is valid only for a limited
time and hence needs to be delivered within certain time bounds. For
example, the location data for a moving target requires real-time data
delivery to be useful for producing an effective response. Data timeli-
ness is normally at odds with energy consumption (Abdelzaher et al.,
2004). Data aggregation schemes delay delivery until more data can
be aggregated to reduce total network traffic. However, aggregation
will reduce temporal performance due to the introduced aggregation
delay.
Timely data delivery also has a significant effect on information visu-
alisation and extraction services. As visualisation aims to help scien-
tists to quickly interpret data and make decisions, the key advantage
of timely visualisation is that the event of interest is still in process
and it is not too late to take additional action. Consequently, timeli-
ness issues have to be addressed to meet end-to-end delivery deadlines
with acceptable energy consumption levels.
2. Reliability requirements: The intended routing protocol should be
reliable and robust to message loss. Wireless sensor networks are ex-
posed to several faults mainly due to unreliable communication chan-
nels and sensor node failures. However, routing protocols must find
alternative routes to the destination and sustain the overall function
of the sensor network system. A reliable and robust routing proto-
col is to be capable of providing correct measurements at the right
moment without interruption. Different wireless sensor network ap-
2.3. HIERARCHICAL ROUTING IN WIRELESS SENSOR
NETWORKS 13
plications have varied requirements on the reliability of data delivery.
These requirements may evolve over time. For example, a wireless
sensor network deployed for fire detection in a forest can be used for
measuring the humidity as well. When the measured temperature is
in the range of normal temperature it is delivered to the sink toler-
ating a certain percentage of loss. Yet, when a fire is detected, the
data should be delivered to the sink with high priority. Given the
sensor network dynamics, the routing protocol must support the abil-
ity of the network to ensure reliable data transmission in the state of
continuous change of network topology.
3. Scalability requirements: Scalability is the ability of the network to
grow, in terms of the number of nodes, without excessive communica-
tion overhead. To improve scalability, some routing protocols utilise
multi-hop communication. In wireless sensor networks it becomes
more difficult to build a reliable network as the number of nodes in-
creases due to the network management overhead that comes with
the increased network size (Alazzawi et al., 2008; Deng et al., 2005;
Smaragdakis et al., 2004). In a larger scale wireless sensor network
more overhead is unavoidable to keep the build of the communication
paths to the sink. Since the available overall bandwidth is limited,
the increase of overhead results a smaller amount of bandwidth left
for application data transmission. Therefore, routing protocols should
support in-network processing, such as lossy in-network data aggrega-
tion (Abdelzaher et al., 2004), to reduce the amount of communicated
data to save bandwidth utilisation and energy. Besides being able to
operate correctly with large numbers of nodes, the required routing
protocol must also be able to exploit the density of sensor nodes in
saving energy, distributing load, and fault correction.
4. Energy utilisation requirements: wireless sensor networks are limited
14
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in physical resources mainly memory, processing, energy and band-
width. The desired routing protocol must minimise the total energy
expenditure and prolong network lifetime because sensor nodes are
usually powered by batteries which limits the life of a sensor node.
Thus, the routing protocol must use the resources efficiently to carry
out data communication tasks.
5. Load-balancing requirements: One of the main challenges in sensor
networks routing protocols design is balancing the resource usage of in-
dividual nodes with the desired global network behaviour. The desired
routing protocol must be able to reduce the communication and pro-
cessing overload as well as distribute energy requirements to achieve
longer network life. Distributing workload amongst nodes will also
help to prevent energy depletion in one part of the network.
6. Clustering requirements: Clustering must be kept simple and decen-
tralised. Each node should be able to independently make its decisions
based on the available local information. A distributed implementa-
tion of clustering algorithms is expected to create minimal communi-
cation overload on the sensor nodes. Clusters setup should be efficient
in terms of processing and communication. Furthermore, the clus-
tering algorithm should assist achieving load-balancing requirements
through fair distribution of sensor nodes among various clusters. Also,
the total number of clusters in the sensor network should be sustained
equal or around the optimal number of clusters defined by Heinzelman
et al. (2000) which is 5% of the total number of nodes in the network.
7. Location information: The desired routing protocol should be able
to setup the network into clusters and balance load among clusters
without location information. However, it should be open to function
with location information if the application requires so.
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2.4 Simulation in Wireless Sensor Networks
A successful large-scale wireless sensor network deployment necessitates
that the design concepts are checked before they are optimised for a specific
hardware platform. Developing, testing, and evaluating network protocols
and supporting architectures and services for wireless sensor networks can
be undertaken through test-beds or simulation. Whilst test-beds are ex-
tremely valuable, implementing such test-beds is not always viable because
it is difficult to adapt a large number of nodes in order to study the differ-
ent factors of concern. The substantial cost of deploying and maintaining
large-scale wireless sensor networks and the time needed for setting up the
network for experimental goals makes simulation invaluable in developing
reliable and portable wireless sensor networks applications.
In wireless sensor networks, simulation provides a cost effective method
of assessing the appropriateness of systems before deployment. It can, for
example, help assess the scalability of algorithms free of the constraints of
a hardware platform. Furthermore, simulators can be used to simplify the
software development process for a particular wireless sensor network appli-
cation. For instance, TOSSIM (Levis et al., 2003) utilises the component-
based architecture of TinyOS (Levis et al., 2005) and provides a hardware
resource abstraction layer that enables the simulation of TinyOS applica-
tions which can then be ported directly into a hardware platform without
further modifications.
Simulation is hence the research tool of choice for the majority of the
mobile ad hoc network community. According to Kurkowski et al. (2005),
75.7% of the authors in the premiere conference MobiHoc 2005 (ACM,
2007) used simulation in their research. Apart from the self-developed
simulators, there are a few widely accepted network simulators including
NS-2 (NS-2, 2007), GloMoSim (Zeng et al., 1998), TOSSIM (Levis et al.,
2003), and OPNET (OPENET Technologies Inc, 2007). Figure 2.1 adopted
from (Kurkowski et al., 2005) shows the simulator usage following a sur-
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NS-2 (44.4%)
GloMoSim 
11.1%
QualNet 6%
OPNET 6%
CSIM 3%
MATLAB 3%
Self-developed 
26%
Figure 2.1: Simulator usage results from a survey of simulation based papers
in MobiHoc 2005 (Kurkowski et al., 2005).
vey of simulation based papers in MobiHoc. Simulation of ad hoc wireless
capabilities for wireless sensor networks have been addressed by extending
existing simulators, as in the NS-2 project, or specifically building new ones,
such as J-Sim (Kacˇer, 2002). The latter class of simulators mostly focuses
on protocols and algorithms for layers of the network stack, but they do not
directly support sensor networks.
Recently, several simulation tools have appeared to specifically address
wireless sensor networks, varying from extensions of existing tools to appli-
cation specific simulators. Although these tools have some collective objec-
tives, they obviously differ in design goals, architecture, and applications
abstraction level. In the next subsection, we review some of the important
wireless sensor networks simulation tools and explore their characteristics.
Simulation Tools
In this work we use simulation to implement and evaluate various proposed
protocols and services. Appendix A is devoted to a study of wireless sen-
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sor network simulators that focus on wireless protocol stacks for sensor
networks, such as NS-2 (NS-2, 2007), SensorSim (Park et al., 2000), Sen-
sorSimII (Ulmer, 2007), TOSSIM (Levis et al., 2003), TOSSF (Perrone and
Nicol, 2002), GloMoSim (Levis et al., 2003), and OPNET (OPENET Tech-
nologies Inc, 2007). However, the following subsections study, in detail, the
simulators that were used in this work.
NS-2
NS-2 (NS-2, 2007) is an object-oriented discrete event simulator targeted
at networking research. It is an open source network simulator originally
designed for wired, IP networks. NS-2 provides substantial support for
simulation of various network protocols over wired, wireless, and satellite
networks. All NS-2 simulations are implemented using a combination of
C++ and Tcl. C++ is used to implement the main functionality of NS-2
such as extending its libraries, while the dynamics of the simulation are
controlled by Tcl scripts. The fundamental components in NS-2 are the
layers of the protocol stack. NS-2 has a simulation event scheduler, network
component object libraries, and network setup module libraries.
There have been many efforts to extend NS-2 to simulate wireless sensor
networks such as SensorSim (Park et al., 2000) and SensorSimmII (Ulmer,
2007). Support is included for many of the unique features of wireless sensor
networks such as sensing channels, sensor models, battery models, various
protocol stacks for wireless sensors, hybrid simulation support, and sce-
nario generation components. An extension developed in 2004 by Downard
(2004) allows for external phenomena to trigger events. Currently, the NS-2
simulation environment offers great flexibility in studying the characteris-
tics of sensor networks because it includes flexible extensions for wireless
sensor networks. In the NS-2 environment, a sensor network can be built
with many of the same set of protocols and characteristics as those avail-
able in the real world such as the IEEE 802.11. The extensions also include
18
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support for node movements and energy constraints. According to (Curren,
2005), NS-2 is the most popular simulation tool for sensor networks for the
following reasons:
1. It has modular design which has effectively made it extensible.
2. The object-oriented design of NS-2 allows for straightforward creation
and use of new protocols.
3. It supports several routing and queueing algorithms.
4. A high number of different protocols are publicly available, despite
not being included as part of the simulator’s release.
5. It has the capability to generate graphical details of network traffic
through the Network Animator (NAM).
6. Its status as the most used sensor network simulator has also encour-
aged further popularity, as developers would prefer to compare their
work to results from the same simulator.
As with many wireless sensor network simulators, NS-2 has a number of lim-
itations. First, NS-2 puts some restrictions on the customisation of packet
formats, energy models, MAC protocols, and the sensing hardware models
which limits its flexibility. Second, the lack of an application model makes
it ineffective in environments that require interaction between the applica-
tion level and the network protocol level. Third, NS-2 does not run real
code; this is an important drawback if the purpose is to deploy code or
use simulation to track down a bug observed in code that has already been
deployed. Moreover, NS-2 does not have the notion of a phenomenon such
as moving vehicles that could trigger nearby sensors through a channel. Fi-
nally, despite its capabilities, NS-2 has been built by many developers and
contains several inherent known as well as unknown bugs. Furthermore,
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NS-2 does not scale well for sensor networks partially due to its object-
oriented design (Curren, 2005). Object oriented design is favourable in
terms of extensibility and organisation but it causes performance bottle-
necks in large-scale sensor network environment. Every node has its own
object and can interact with every other node in the simulation, generating
a large number of dependencies to be checked at every simulation interval.
NS-2 is capable of handling up to 16, 000 nodes, but the level of detail of
its simulations leads to a running time that makes it desperate to deal with
more than 1, 000 nodes on a standard PC. The highly detailed packet level
simulations lead to a run-time behaviour closely coupled with the number of
packets that are exchanged, making it unsuitable for simulating large-scale
networks.
SenSor
Mount et al. (2005) developed a scalable Python based simulator, called
SenSor, that provides a workbench for prototyping algorithms for wire-
less sensor networks taking a top-down design methodology. This design
methodology has been found to be of particular value in developing algo-
rithms by refinement. Having no target platform means the full functional-
ity of a programming language can be used. This eases the design process
as prototype algorithms can be tested before optimisation for the target
platform (Liarokapis et al., 2007). Its design reflects the cross-domain na-
ture of the wireless sensor network field and the consequent mix of concerns
and requirements of end-users in a real-world sensing application. SenSor
consists of a fixed API, with customisable internals. It has a simple graph-
ical user interface and a set of base classes which are extended by the user
to create simulation. Although an object oriented approach has been used
in the design, the base classes are loosely coupled. The SenSor Graphical
User Interface (GUI) has the following features:
1. Built-in code editor with syntax colouring and folding
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2. A graph pane on which a representation of the sensor network is drawn
3. A chart pane where individual data can be plotted during the simu-
lation
Each simulated sensor node runs in its own thread and communicates using
the same protocols as its physical node would be. This enables experimen-
tation with different algorithms for managing the network topology, simu-
lating fault management strategies and so on, within the same simulation.
Sensors are modelled using a pool of concurrent, communicating threads.
Individual sensors are able to:
1. Gather and process data from a model environment
2. Locate and communicate with their nearest neighbours
3. Determine whether they are operating correctly and act accordingly
to alter the network topology in case of faulty nodes being detected
Nodes may be configured differently to simulate a heterogeneous sensor
network. This is particularly useful when different nodes have different
capabilities, or to test the effect of deploying new sensor nodes into an
existing network. Another good feature in SenSor is that it comes with a
set of application level routing packages including simple multi-hop flooding,
Directed Diffusion, Rumor Routing, and LEACH.
As with SensorSimII, SenSor provides an extensible visualisation frame-
work which aims at easing the life for sensor network debugging, assessment,
and understanding of the software by visualising the sensor network topol-
ogy, the individual node state, and the transmission of the sensed data.
This graphical interface was created to allow visual interaction with a sen-
sor network. A few existing wireless sensor network simulation tools, such
as J-Sim, cover some aspects of sensor network data display and visualisa-
tion. To aid debugging, colour can be used to represent the state of each
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node and the type of packets sent across the network. In SenSor, nodes
are represented by circles and communication is visualised by arcs drawn
from the sending node to the receiving node. For example, in MuMHR
simulation experiments (Section 2.3), nodes in each cluster are assigned
a distinctive colour to show the nodes distribution among clusters. Users
may drag and drop nodes around the pane which automatically changes the
internal representation of their geographical location. This is particularly
useful for experimenting with localisation algorithms. Furthermore, sepa-
rate interfaces gather information from the network and display it on the
graph pane or the chart pane, where individual data can be plotted during
the simulation. This partitioning allows users to experiment with different
ways of processing individual node data into information. When a node has
been selected, its data is displayed on the chart pane.
SenSorPlus
SenSorPlus (Liarokapis et al., 2007) is a further extension of SenSor with an
added interface between the simulation environment and different hardware
platforms, for example the Gumstix (Gumstix.com, 2007) platform. Sen-
SorPlus bridges between SenSor and the hardware to allow the same source
code that is executed on simulated sensor nodes to also be deployed on
actual sensor nodes; this enables application portability. SenSorPlus users
write high level simulations, which can then be refined to various hardware
platforms. In addition, SenSorPlus allows mixed mode simulation using a
combination of real and simulated nodes. Initial evaluations proved that it
was not only easy to use, but also powerful enough to model and simulate
the behaviour of a system at various design stages. It provides an easy way
to develop system models, enabling users to quickly manipulate hardware
elements and achieve the desired results without having to build a full hard-
ware prototype. This extension reduces the development time and lessens
the scope for errors being introduced. In SenSorPlus, nodes have the ability
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to obtain their sensed data from a database or graphical objects like maps.
The use of real-world data improves the fidelity of simulations as it makes
it possible to check the simulation results against the real data.
SenSorPlus focuses on the protocols and algorithms for higher layers of
the network stake but does not directly support sensor networks physical
layer. It has scalability bounds due to its object oriented design. Further-
more, it has major drawbacks which limit its functionality. Most of these
drawbacks are due to the incomplete nature of the tool. These drawbacks
are:
1. The lack for Media Access Control or MAC layer: SenSorPlus does
not support any MAC protocols, such as Carrier Sense Multiple Access
or CSMA. Communications are handled by point-to-point systems.
2. No collision management procedure: Partly due to the absence of the
MAC layer, SenSorPlus ignores the packet collisions aspects that oc-
cur in real-world wireless sensor networks. Packet collisions simulation
adds more realism to test for algorithms robustness. SenSorPlus uses
a Scheduler API to schedule execution of a list of send and receive
tasks. The Scheduler API only runs one task at a time leaving no
chance for collisions to happen. This execution mechanism does not
model collisions which is a critical issue in real-world sensor networks
deployments.
3. No environment model: Wireless sensor network applications attribute
integration of communication, computation, and interaction with the
physical environment. The environment component models the char-
acteristics of an environment which has effect on the functionality of
a sensor network such as network propagation characteristics.
4. Energy model: SenSorPlus does not provide any support for simu-
lating energy consumption in wireless sensor networks. This makes
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SenSorPlus unsuitable for measuring the network life-time or testing
for algorithms energy efficiency.
5. Simulator performance: In SenSorPlus simulations, a large number of
simulated nodes could lead to performance bottlenecks because each
simulated sensor node runs in its own thread. This threading scheme
causes dramatic loss of efficiency because of the context switching and
the physical limit on the processing power of the simulation running
machine.
Dingo
Dingo (Mount, 2008) is a development tool for wireless sensor networks.
It is a fork of the SenSorPlus project in development at the University of
Wolverhampton, UK. Dingo features several improvements on SenSorPlus
and other simulators. Most importantly, Dingo features a new customis-
able energy module which makes it more flexible than the energy model
used by NS-2 and other simulators. Moreover, Dingo features a significant
improvement in the simulation performance by giving the option to split
the visualisation from the simulation. It forces thread switching to occur
so that threads can not dominate the scheduler which makes the GUI more
responsive.
Dingo provides more tools than SenSorPlus for the simulation and de-
ployment of high-level, Python code on real sensor networks. For example,
Dingo-boom provides a two-way interface between MoteIV’s Boomerang
class motes and Dingo. Dingo-top is another tool which is used to dump
network topology data to a text file and generate a graphical representation
of that topology. Furthermore, Dingo has several new features in the form
of plugins. These can be activated/deactivated on the plugin menu. As in
TOSSIM, Dingo has a ”Topology” menu which can be used to change the
network topology of a simulation from a random topology to/from a grid.
Network topologies can be loaded and saved.
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2.5 Chapter Summary
This chapter has briefly overviewed the characteristics of wireless sensor net-
works, challenges facing application developers, communication paradigms,
and their simulation tools. Based on the survey of the existing hierarchical
routing algorithms, it is proposed that a new hierarchical routing algorithm
that satisfies a defined list of sense data extraction and visualisation service
requirements is needed. Finally, in the presence of a large number of wire-
less sensor networks simulators, a detailed survey of various simulation tools
was performed to find an adequate simulator for testing and evaluating the
work in this thesis.
Chapter 3
Related Work
3.1 Mapping Applications in the Literature
Within the wireless sensor network field, mapping applications found in
the literature are ultimately concerned with the problem of mapping mea-
surements onto a model of the environment. Estrin (2007) proposed the
construction of isobar maps in sensor networks and showed how in-network
merging of isobars could help reduce the amount of communication. Fur-
thermore, Meng et al. (2006) proposed an efficient data-collection scheme,
and the building of contour maps, for event monitoring and network-wide
diagnosis, in centralised networks. Solutions such as Distributed Mapping
have been proposed to the general mapping domain. However, many solu-
tions are limited to particular applications and constrained with unreliable
assumptions. The grid alignment of sensors in (Estrin, 2007), for example,
is one such assumption.
In the wider literature, mapping was sought as a useful tool in respect
to network diagnosis and monitoring (Meng et al., 2006), power manage-
ment (Tynan et al., 2005), and jammed-area detections (Wood et al., 2003).
For instance, contour maps were found to be an effective solution to the pat-
tern matching problem that works for limited resource networks (Xue et al.,
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2006). Rather than resolving these types of isolated concerns, in this work
the wireless sensor network is expected not only to produce map type re-
sponses to queries but also to make use of the data supporting the maps for
more effective routing, further intelligent data aggregation and information
extraction, power scheduling and other network processes.
These are examples of specific instances of the mapping problem and,
as such, motivate the development of a generic distributed mapping frame-
work, furthering the area of research by moving beyond the limitations of
the centralised approaches.
Work already undertaken by the author, (Shuttleworth et al., 2007),
presents a first step towards a mapping service framework, with an exam-
ple application built upon it. Although a simple approach was taken, the
feasibility of implementing a sophisticated mapping service was assessed
and an opportunity identified to investigate its usefulness.
Leading directly from this work, there are a number of avenues that
need to be followed. Firstly, the distributed mapping service would rely on
energy efficient data collection, especially when mapping constantly chang-
ing modalities (i.e. the field parameter to be mapped changes within the
range of sensing modalities the nodes are capable of). Further, the ability to
produce representations at arbitrary scales and foci relies on powerful query-
ing and semantic groups’ definition within the network, which is a current
research challenge for the wireless sensor network community. A further
avenue that has had little attention in the literature and needs more inves-
tigation is the application of mapping services to other network exposures
such as barriers that might cause discontinuities in the map or applications
built upon it. For example, other services such as JAM (Wood et al., 2003)
that integrate entirely into the network system software could be moved to
a more suitable, higher level if they were built upon the underlying mapping
service.
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3.2 A Survey on Algorithms for Map
Generation
The following section provides a brief on related work in map generation
methods. Map generation techniques have previously been explored in the
context of wireless sensor networks (Xue et al., 2006; Chang et al., 2006).
Chang et al. (2006) implemented an algorithm to estimate sensor nodes
faulty behaviour, e.g. faulty readings due to environmental interferences,
on top of a cluster-based network. In this work, each cluster head has a fault
rate table to store the fault-estimation rate of each sensor node attached
to it. The cluster head estimates the fault rate every time it receives a
new packet and compares it with a defined threshold; if the new fault rate
of the node is greater than the threshold, it will be stored into the fault
rate table. Finally, the fault map is constructed using the up to date fault
estimation rate table. This approach is based on Bayesian Belief Networks
(BBNs) which make it problematic to compute all the probabilities and the
revised probabilities once a new sensor reading is received. In high density
networks and when nodes can sense more than one modality, the number of
dependencies increases rapidly and probabilities computation becomes an
NP-hard problem. This approach also lacks precision when updating the
fault rate table since it is based on a predefined threshold value.
Event detection based on matching the contour maps of in-network data
distribution has been shown effective for event detection in wireless sensor
networks (Xue et al., 2006). This event based detection technique was based
on the observation that events in sensor networks can be abstracted into
spatio-temporal patterns of sensory data and pattern matching can be done
efficiently through contour map matching. Using these contour maps as
building blocks, events based on the spatio-temporal patterns exhibited in
the contour maps are defined. The contour map is constructed hop-by-hop
from bottom up in the network as a special aggregation function instead of
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transmitting the data to a central point to construct the map centrally. In
this map construction scheme, a rectangular m×n grid with the square cell
length i is imposed on the network topology and a multi-path, ring-based
routing scheme is adopted for data transmission. Each cell of the grid can
have at most one node inside. The data is received by and processed on
every neighbour of the node that is one hop closer to the sink node. The
aggregated data generated and transmitted by a node is the contour map
of a sub-network rooted at the node. This data is defined as a partial
map. A partial map of a node consists of a set of disjoint contour regions
where each contour region is an orthogonal polygon in the two dimensional
plane in the grid setting. A two dimensional polygonal contour is stored
as a linked list in a partial map. The construction starts from each node
generating a partial map of its own. When a node in the transmission line
to the sink receives data from its neighbours, it adds each contour region
in these partial maps with its own, to produce a new set called the working
partial map. This process is repeated until the final partial map of the node
is generated. This approach works well with grid network topologies and
less well with random topologies, which may be more common in real life
applications. When a grid is overlaid on top of a random topology some
cells in the grid may be empty. These empty cells will not participate in
the final partial map construction. Hence, the final map will not cover the
entire network area. This makes the scheme sensitive and unsuitable for
random sensor networks deployments. Furthermore, the loss of any partial
maps will result in an incomplete network map.
In both (Xue et al., 2006) and (Chang et al., 2006) the sink node is re-
quired to know the location and the ID of all nodes in the network. Further-
more, the work in both papers is not application-independent and requires
major lower level modifications if the application is to change. In (Chang
et al., 2006), it is not clear how the hierarchy is built. Besides, it is only suit-
able for small size networks due to the single hop communication scheme.
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In (Xue et al., 2006), the assumptions made on the network topology and
the way the grid is formed are not efficient and may dissipate the energy
savings achieved by the in-network map construction.
The distributed mapping service, proposed in Chapter 8, has been partly
inspired by the work of (Ganesan et al., 2003). Their work made the case
for a large-scale distributed multi-resolution storage system that provides
a unified view of data handling in sensor networks incorporating long-term
storage, multi-resolution data access and spatio-temporal correlations in
sensor data. This work is related to ours, but different in focus at both the
system architecture and coding level. It outlines an approach for relatively
power-rich devices, focused on encoding regularly-gridded, spatial wavelets
over time series. For data transmission, Ganesan et al. (2003) designed a
routing protocol, wavRoute, which minimised the communication overhead
and balanced communication, computation and storage load. wavRoute
used a recursive grid decomposition of a physical space into tiles which
makes it unsuitable for random topology networks. By contrast, we focus
on highly resource constrained devices, and integrate the routing and map
generation services (see Chapter 7) with the mapping service. Our work
is also focused on spatially deployed networks and is independent on a
particular routing or interpolation algorithm.
In centralised map generation approaches, delivering all network sensory
data back to the sink incurs heavy transmission traffic, which quickly de-
pletes the energy of sensor nodes and causes bandwidth bottlenecks. Several
aggregation based map generation methods have been proposed to address
this problem (Shuttleworth et al., 2007; Meng et al., 2006; Xue et al., 2006;
Zhao et al., 2002). However, aggregation based methods can not further
improve the scalability of the network as all sensors are required to report
to the sink. Moreover, the aggregation process increases the computation
overhead on the intermediate nodes. To address the inherent limitations
of aggregation based methods, Liu and Li (2007) proposed a method called
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Iso-Map that intelligently selects a small portion of the nodes, isoline nodes,
to generate and report mapping data to reduce the network traffic and com-
putation overhead. Partial utilisation of the network information leads to
a decrease in the mapping fidelity and isoline nodes will suffer from heavy
computation and communication load. Furthermore, the location of map-
ping nodes can also affect the directions of traffic flow and thereby have a
significant impact of the network lifetime. Finally, in sparsely deployed low
density networks it is difficult to construct contour maps based only on iso-
line nodes. The positions of isoline nodes provide only discrete iso-positions
which does not define how to deduce how the isolines pass through these
positions.
To conclude, mapping is often employed in wireless sensor network ap-
plications but as yet there is no clear definition (or published work towards)
a distributed mapping service architecture that would aid the development
of more sophisticated services. The development and analysis of such a
service is the key novel contribution of the work proposed here.
3.3 Chapter Summary
While current research has made headway in the sense data mapping area,
many problems remain unsolved. Based on the survey of mapping related
applications as well as map generation techniques and observations made re-
garding the efficacy of these algorithms, it is proposed that only a distributed
mapping service can provide adequate data visualisation and extraction in
wireless sensor networks.
Chapter 4
An Approach to Data
Extraction and Visualisation
for Wireless Sensor Networks
Ever since Descartes introduced planar coordinate systems, visual represen-
tations of data have become a widely accepted way of describing scientific
phenomena. Modern advances in measurement and instrumentation have
required increasingly sophisticated visual representations, to ensure that
scientists can quickly and accurately interpret increasingly complex data.
Most recently, wireless sensor networks have emerged as a technology which
is capable of collecting a vast amount of data over space and time. This
data is usually saved in the form of numerical data in a central repository.
Often, the eventual aim is to derive an estimate of a parameter or function
from this data. The sheer volume of data makes it difficult to be interpreted
by humans in meaningful ways. Visualisation techniques help to turn large
amounts of raw data into credible visual information such as graphs, charts,
or maps that can assist in drawing conclusions from the data. Visualisation
is the process of representing abstract data as images using image processing
and computer graphics techniques to identify patterns and anomalies, and
31
32
CHAPTER 4. AN APPROACH TO DATA EXTRACTION AND
VISUALISATION FOR WIRELESS SENSOR NETWORKS
to generate further hypotheses (Birdsong and Helms, 2007). In this chapter
we discuss challenges for developers of visualisation techniques which seek
to “map” the data sensed by a wireless sensor network.
4.1 Introduction
The main objective of a sensor network is to provide users with access
to the information of interest from data gathered by spatially distributed
sensors. Typically, these networks are deployed to provide useful insights
regarding the state of the monitored environment, as opposed to providing
a set of raw data readings (Giridhar and Kumar, 2006; He et al., 2004).
In many real-world applications, wireless sensor networks are deployed in a
high density to ensure a full coverage of the monitored phenomena. These
networks are expected to generate very large amounts of data. As the sensor
network scales in size, so does the amount of sensed data which is required
to be collected by the network, processed, and presented to the user. The
data produced and the form in which they are structured varies widely.
Scientists need tools to reconcile these differences. Human interpretation of
this data would require extensive use of visualisation tools. Using scientific
visualisation techniques can help to make meaningful visualisation possible
in many aspects of data understanding and analysis. Data visualisation is
becoming increasingly important in wireless sensor networks as it enables
end-users to best utilise the data collected by the sensor network.
This chapter examines the problem of sense data visualisation. The chal-
lenges which it is aimed to overcome are outlined and an overview of various
sense visualisation related topics is provided followed by the definition of a
suitable data visualisation format.
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4.2 Characteristics of Sense Data
Data acquired from a wireless sensor network is imperfect in nature. This
imperfect nature of data is due to physical constraints on node deployment
and data collection, a noisy environment, device measurement errors, among
other factors. Moreover, data collected by different sensors may have various
qualities depending on physical characteristics such as distance from sensed
phenomena, sense modality, or noise model of individual sensors (Kang and
Li, 2006).
In densely deployed wireless sensor networks, sensor readings are usually
highly correlated in the space domain (Akyildiz et al., 2004). Additionally,
the nature of the physical phenomenon contains the temporal correlation
between successive readings of each sensor node (Liu and Li, 2007). Data
gathered from a wireless sensor network is often characterised by its signif-
icant redundancy. Many sensor networks are densely deployed with high
node redundancy to deal with node failure based connectivity and coverage
problems. However, dense deployment causes neighbouring sensor nodes to
have highly overlapping sensing regions. Consequently, it is likely that mul-
tiple nodes often detect and communicate data packets about common phe-
nomena. This is due to the fact that each node observes the physical region
of overlap independent of its neighbours. Data aggregation techniques (Ab-
delzaher et al., 2004; Chan et al., 2006; Solis and Obraczka, 2003; Lee and
Chung, 2004) aim at reducing redundant data transmissions. Although
data aggregation results in fewer transmissions, it introduces a considerable
amount of delay in delivering the data to its final destination. Data from
nearer sources may have to be held back at an intermediate node in order
to be aggregated with data coming from sources that are farther away. In
addition, within such networks, delays may be caused by hop-by-hop re-
transmission, scheduled data communication, queueing delays, propagation
through the environment, and other factors.
In many wireless sensor networks application areas, such as medical
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or surveillance applications, the accuracy of acquired data is often crucial.
However, sensed data is often inaccurate and erroneous (Solis and Obraczka,
2003). This inaccuracy may be a result of faulty sensor readings, internal
errors in sensor nodes, network delays, amongst others. The deployment
of a larger number of sensor nodes provides potential for greater accuracy
in the information gathered. The ability to effectively increase the sensing
quality, without necessarily increasing data transmissions, will increase the
reliability of the information for the end user application. Some schemes
such as that discussed by Sugihara and Chien (2005), trade data accuracy
for energy efficiency, which typically increases with the amount of data
transmissions. Data aggregation also increases the level of gathered data
accuracy and exploits data redundancy to compensate node failures (Solis
and Obraczka, 2003; Sugihara and Chien, 2005). Depending on the accuracy
bounds required for a specific application, a node may need to communicate
some of its information to the sink that is incorporated in the model so that
the accuracy bounds are met.
Another characteristic of sampled sense data is the distribution of sam-
pled source data. The distribution of data is usually specified in terms of
location and pattern (Li et al., 2005). The location is specified in terms
of Cartesian coordinates (x, y, z), while the pattern falls into one of two
categories: regular, when data is gathered from sensing nodes which are
deployed on a grid; irregular, when sensing nodes are deployed randomly.
Many sensor network data belongs to the irregular patterns category. It
is sometimes necessary to know the data density besides their distribution.
The network density is defined as the number of nodes per unit area.
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4.3 The Challenging of Visualisation of
Sense Data
Visualisation of sensor network data is a challenging task. Sensor networks
are often deployed randomly in unknown environments with some knowl-
edge of the observed phenomena. The large amount of data collected from
deployed sensor networks arrives in a bursty manner. This makes it difficult
to process all the data in a timely fashion so that it can be used as an input
to visualisation systems (Pai, 2007). Furthermore, most scientific visualisa-
tion techniques require data to include connectivity information, which is
not provided by a scattered data set. Hence, highly efficient visualisation
schemes operating directly on raw scattered data are necessary (Hamann
and Joy, 2007).
Furthermore, in wireless sensor networks, it is increasingly becoming
important to have a live picture of the changing environmental variables.
This can be achieved if data about the phenomenon is sampled at a suitable
rate. In live data representation applications, where a client is interested in
the current picture of the environment, it its important to collect readings
from the network at a rate as close as possible to the rate of change of
the monitored environmental variable. In other applications, such as tem-
perature and pressure monitoring, when the measured phenomena changes
linearly over time and space, the sampling rate can be reduced so that node
resources are used effectively.
Practically, a point measured on a surface represents the environmental
conditions over an area of a certain size; hence it should be possible to gen-
erate a complete view of the observation field of a wireless sensor network
using a discrete set of observation points. The sampling interval over an
unknown surface is defined depending on the desired degree of accuracy and
fidelity. The problem is to define how to adequately represent the observed
phenomena by a limited number of elevation points, that is, what sampling
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interval to use with an unknown surface? To select between different sam-
pling strategies when data is acquired from a sensor network many factors
must be considered including: application, level of accuracy, the nature of
the sampled data, the nature of the monitored environment, and node dis-
tribution and density. Data acquisition strategy is of high importance in
sensor networks and is directly related to routing and single node capabili-
ties. When sampled data is used to visualise a certain observed phenomena
results are usually good as the sample (Li et al., 2005).
Finally, in large-scale wireless sensor networks it is a non-trivial task to
visualise observed phenomena given the problems of sparse, inaccurate, high
density, and irregularly distributed data, in addition to the limited physi-
cal resources. Therefore, we aim to define a method suitable for real-time
visualisation and analysis suitable for sensor network data. This includes
the specification of a modular scattered data interpolation package for im-
plementing suitable interactive viewers for time-varying data.
4.4 Benefits of Sense Data Visualisation
Data visualisation in wireless sensor networks has the ability to bridge the
gap between the physical and logical worlds, by using the gathered infor-
mation from the physical world and communicating that information to the
end-user in a compact and often easy to understand way. Data visuali-
sation helps to deal with this flood of information, integrating the human
in the data analysis process. The main advantages of the application of
visualisation techniques in wireless sensor networks are:
1. Visualisation can help in managing the huge amount of data coming
from a sensor network. Visual data exploration can easily deal with
large, highly non-homogeneous and noisy amounts of data.
2. Maximisation of useful information return. Visualisation is a funda-
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mental tool for the communication of information in a compact and
easy to understand way. It allows the user to gain insight into the
data, draw conclusions and directly interact with it. Visualisation
not only helps to answer questions that the user has, but it elicits
questions that he did not even think of before.
3. Interactive visualisations benefit from dynamic queries which are a
valuable tool to explore data.
4. More reliable information than is possible from individual sources.
Although individual devices have limited resources, the true value of
the sensor network systems comes from the emergent behaviour that
arises when data from many places in the system is combined into
a meaningful presentation (He et al., 2004; Becker et al., 1995). The
bandwidth of data transferred in a picture is much bigger than having
a human look at log files or textual data.
5. Detection of higher-order relationships between different sensors. Re-
lationships become apparent. Sometimes they are completely hidden
without visualisation.
6. More efficient data and information representation. Visualisation re-
duces analysis and response times. Going through thousands of lines
of data points is definitely slower than looking at a few graphs of the
same data. It is a valuable tool to communicate information in a
compact and often easy to understand way.
7. Visual data examination does not require deep understanding of com-
plex mathematical or statistical algorithms. Visualisation techniques
provide a qualitative overview useful for further quantitative analy-
sis (Becker et al., 1995). It definitely reduces analysis and response
times.
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4.5 Sense Data Visualisation: Maps
With the increase in applications for wireless sensor networks, data ma-
nipulation and representation have become a crucial component of sensor
networks. Approaches to processing and interpreting the data gathered by
a sensor network are an urgent demand.
The integration of data visualisation tools and the raw data sent by
the sensor network makes the sensor network system useful to different
potential users. Visual formats, such as maps, can be easily understood by
people possibly from different communities, thus allowing them to derive
conclusions based on substantial understanding of the available data. Maps
are effective to understand the spatial distribution of environmental features
since humans can use their natural interpretation capabilities to understand
colours, patterns, and spatial relevance. A map is a visual representation
of an area, although most commonly used to depict geography, maps may
represent any space, real or imagined, without regard to context or scale
such as weather data mapping (Buisseret, 1992). However, a map could
be overlaid over a geographic map to enable observation of the data in a
real-world map.
In a sensor network, a map may be used as an information representation
and extraction tool in which visual features such as symbols and colours are
used to code different attributes of the data to provide the information for
end users to analyse and examine. These unique visualisation and analysis
benefits offered by maps make them more visually communicative, they im-
ply the distributions and states; provide information about spatial patterns;
and imply the association of diverse phenomena.
The human interpretation capabilities suggest the importance of expres-
sion methods such as how to represent spatial data on a map. Maps can be
either static or dynamic and allow data representation on two-dimensional
or tree-dimensional space. They allow the user to infer the actual sizes
and distance between objects. The users can zoom in or zoom out respec-
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tively meaning showing more or less details. Furthermore, maps allow the
extraction of information that can not be obtained by looking at sensor
readings separately and are more efficient to compute in both time and en-
ergy. For instance, maps may capture trends or correlations among sense
data. Where there is no operating sensor, predictions can be made using
these spatial and temporal correlations among sensor readings. Finally,
a map provides a higher-level information-rich representation which was
found suitable for informing other network services and the delivery of field
information visualisation. This information-rich representation satisfies the
various requirements for the sensor network system end users.
4.6 Chapter Summary
This chapter has discussed the characteristics of data collected from a sensor
network as well as the benefits and challenges in visualising such data. It is
proposed that a map format is a suitable visualisation and data extraction
tool of dynamic sense data. The map was found to be an intuitive and
easy to understand visual format. Also it provides a visual interface for
targeting queries for generating detailed maps from a subset of the sensors
in the network. The understanding of sense data acquired through maps
fulfils the ultimate goal of sensor network deployments which is not only
to gather the data from spatially distributed sensor nodes, but also convey
and translate the data for scientists to analyse and study.

Chapter 5
A Mapping Service for
Wireless Sensor Networks
Wireless sensor networks typically gather data at a discrete number of loca-
tions. However, it is desirable to be able to design applications and reason
about the data in more abstract forms than points of data. A data ex-
traction, processing, and visualisation mapping service is one way in which
this can be done. This chapter explores an implementation of this mapping
service and its merits and shortcomings are discussed. The service should
be based on in-network processing and would be applied to flat, computa-
tionally homogeneous networks. Additionally, an initial application of the
service in the form of isopleth generation is presented. Finally, the improve-
ments required to create more sophisticated applications and services are
discussed and the benefits these improvements would bring are examined.
5.1 Introduction
Wireless sensor networks based monitoring of real world phenomena often
requires high-density, high resolution sampling in order to provide a use-
ful insight into the phenomena (Estrin, 2007). Consequently, such wireless
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sensor networks are likely, and indeed expected, to generate vast streams of
data; gathering the data and managing it effectively (energy wise and com-
putationally) represents a considerable challenge. At the high application
level, the users of deployed wireless sensor networks are less interested in the
actual sensor readings than they are in the collective information content of
the data sets. In this line, research efforts have led to developments such as
TinyDB (Madden et al., 2005) for retrieval of data, which uses the abstrac-
tion of Structured Query Language (SQL) to effectively hide the details of
data collection, buffering, and transmission, and separates these low level
concerns from the application and hence the user. However, the network
type for which the abstractions have been developed for are centralised,
sink based systems, whereby the information extraction happens at a re-
mote, computationally powerful terminal. Moreover, there are severe limits
to the existing data retrieval mechanisms, including issues of temporal re-
quests and locality of network data. The benefits of abstractions such as
this, nevertheless, have been expounded in the literature (Meng et al., 2006;
Wood et al., 2003; Hellerstein et al., 2003) and provide a strong motivation
for the concepts developed in this work.
In this chapter, a service is proposed which allows the production of
maps of an arbitrary level of detail upon requests injected into the network
by the user, or pre-programmed as responses to network events.
5.2 Understanding the Problem of Map
Generation form Sparse Data
Map generation is essentially a problem of interpolation from sparse and
irregular points. Given a set of known data points representing the nodes’
perception of a given measurable parameter of the phenomenon, what is
the most likely complete and continuous map of that parameter? In the
field of computer graphics, this problem is known as an unorganised points
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problem, or a cloud of points problem. That is, since the position of the
points in xy is assumed to be known, the third parameter can be thought
of as height and surface reconstruction algorithms can be applied.
Simple algorithms use the point cloud as vertices in the reconstructed
surface. These are not difficult to calculate, but can be inefficient if the
point cloud is not evenly distributed, or is dense in areas of little geometric
variation.
Approximation, or iterative fitting algorithms define a new surface that
is iteratively shaped to fit the point cloud. Although approximation algo-
rithms can be more complex, the positions of vertices are not bound to the
positions of points from the cloud. For applications in wireless sensor net-
works, this means that we can define a mesh density different to the number
of sensor nodes, and produce a mesh that makes more efficient use of the
vertices. Self organising maps are one of the algorithms that can be used
for surface reconstruction (Yu, 1999). This method uses a fixed number of
vertices that move towards the known data.
Note that surface reconstruction on typical non-overlapping terrains is
equivalent to sparse-data interpolation. This kind of geometric parameter
interpolation has been shown to work well for reconstructing underlying
geography when the entire network has been queried (Shuttleworth et al.,
2006). However, It does not extend well to variable surfaces or overlapping
local mapping, since it requires a complete data set to define the surface.
A more general method is interpolation by inverse distance and, specif-
ically, Shepard interpolation (Shepard, 1968) which improves on it. The
simple inverse distance algorithm, used in wireless sensor network applica-
tions before (Tynan et al., 2005), is discussed in details in Section 7.1.
Shepard devised a number of improvements to this basic algorithm to
limit the effect of distant points, make use of the direction of the relationship
between known points and the point to be interpolated and to incorporate
information on the slope between known points. The simple algorithm has
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been implemented and used by the mapping service to interpolate between
sensor readings.
5.3 A Framework for Mapping Sense Data:
Centralised Mapping Service
In this section, our first steps towards a general data extraction and visual-
isation mapping service are presented. We define a simple service, discuss
our simulation of networks that implement it and present an example ap-
plication built on the service.
Centralised Mapping Service Details
The purpose of any wireless sensor network is to gather data. In the simplest
systems, the collected data might be instantly reported. In more complex
systems, the data will be processed, aggregated, distilled and acted upon
within the network, possibly with only selected data being reported back to
a monitoring user. The wireless sensor nodes are usually more than capable
of performing these tasks, as long as the application developer creates the
required software, constructing specific functions from what has become
increasingly generic hardware.
There has been a consistent effort to change the mechanism of use of
certain capabilities in wireless sensor network, to simplify and abstract
them, turning them into services of the network rather than being the re-
sult of coordinating the services of individual nodes. TinyDB’s retrieval of
data (Hellerstein et al., 2003), for example, uses the abstraction of SQL to
effectively hide the details of data collection, buffering, and transmission.
The primary purpose of wireless sensor network is to collect and transmit
data, but other capabilities have arisen to support this goal. Just as clus-
tering, routing and aggregation allow for more sophisticated and efficient
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Figure 5.1: Data is collected at a central point and a global map is computed
at once.
use of the network resources, a data extraction and visualisation mapping
service would support other network services and make many more appli-
cations possible with little extra effort. Following on from such work and
moving to a slightly higher level of abstraction, we propose a new network
service: map generation. This map generation service is studied in detail in
Chapter 7.
In the simple centralised data extraction and visualisation mapping ser-
vice, all dumb points of data are transmitted to the sink and a global map
is computed at once. Figure 5.1 shows an example of data collection at
a central node out side of the network. This approach will produce high
quality maps as the entire network data is used for building the map. How-
ever, a fully centralised data collection is not always feasible. Data needs
to travel to a central point which possibly causes bandwidth bottlenecks
especially around the sink. This also may cause large drains on resources.
Furthermore, a big portion of this return data is not useful, particularly the
unchanged modalities and redundant packets. Also, this method usually
does not scale with the network size and requires high communication over-
head to maintain up-to-date maps. Finally, in some scenarios, it is desirable
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or necessary to process this information on site and, as a result, in-network
mapping provides a critical solution to in-field data analysis.
The service is made up of three core components: routing, interpolation,
and application. The routing component encapsulates the communication
architecture used for data delivery to the sink. In this work, the MuMHR
routing algorithm (see Chapter 6) was used for data communication. The
interpolation component encapsulates the new network service, map gen-
eration. Interpolation is most often used to estimate an unknown value
between known values by utilising a common mathematical relation. This
process makes it easy to predict values at points where there is no sensing
device. This is done by using other known sensed values that are located in
sequence with the unknown value. Finally, the application module contains
the entire code specific to the user application functionality. An example
application is isopleth, navigation maps, etc. Figure 5.2 shows the archi-
tecture of the proposed mapping service.
Benefits of a Distributed Mapping Service
We predict many benefits will result from the development of an efficient
and flexible distributed mapping service.
Networks of nodes are built to solve problems. Many problems are essen-
tially problems of interpolation between points and it is this set of problems
that this work intends to address with a mapping service. Defining lines
of constant height or pressure, contours and isobars, for example, requires
knowledge not just of measurements at a few scattered locations, but also
the likely values between them. Contours and isobars are, in fact, specific
types of isopleth and a simple early implementation of isopleth determina-
tion is presented later in this chapter.
Another problem, that is at heart simply a problem of interpolation, is
surface reconstruction. While mesh-based models are feasible and useful
for specific applications in the context of wireless sensor networks (Shuttle-
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Figure 5.2: Architecture of the centralised mapping service.
worth et al., 2006), an interpolation-based model of surface reconstruction
offers benefits such as being locally applicable, of arbitrary detail and easily
subjected to image processing techniques.
Other aspects of wireless sensor networks that would benefit from such
a service include clustering, in which geographical context might be useful;
deployment, for which the mapping service could provide information on
network density related to terrain or phenomenon complexity, and so on.
As well as these easy to identify benefits, it is likely that having such a
service would make new applications obvious, just as there has been a recent
increase in new Internet applications combining existing services to produce
new and until now unthought-of “mashups”.
Indeed, the efficacy and efficiency of applications based on such a service
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are tied to how well the service is implemented. The implementation of the
mapping service presented in this section, and the example application built
upon it, are not optimal. In short, they are inefficient and naive. However,
while more sophisticated implementations of the algorithm are being devised
and tested, this simple approach gives us an opportunity to investigate the
usefulness and validity of its application.
Experimental Setup for Mapping Applications
In the following experiments, the SenSorPlus wireless sensor networks sim-
ulator (see Chapter 2) was used. A section of the Grand Canyon height
map (McCabe, 1998) is used to study the performance of the centralised
mapping service. Random graphs were dispersed between (x = 0, y = 0)
and (x = 256, y = 256) with the sink at location (x = 128, y = 128). The
transmission range of each node is bound to 250m. The processing delay for
transmitting a message is randomly chosen between 0 and 5ms, simulating
real-world characteristics of low-power radio transmission. We assume an
ideal MAC protocol within which no collisions can occur. This is the same
approach adopted in all prior work (Dai and Wu, 2004; Lou and Wu, 2003)
to compare the efficiency of heuristics.
Using this network configuration, data was gathered to interpolate the
landscape and draw the isopleth from the interpolated output. The land-
scape image is fed to the simulator and sensors will “perceive” the colour
intensity at the (x, y) position of the landscape image corresponding to
their coordinates as gathered sense data. After cluster heads are selected
and paths are established, an external observer can choose to query any
node to collect the information necessary to interpolate the surface from
the network. Every node responds to the query message by sending its
sense value and position through the cluster head. This collected informa-
tion could then be used to build the network surface using the Shepard
interpolation algorithm.
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Figure 5.3: The mapping extension of SenSorPlus, the wireless sensor net-
work simulator. The figure shows the sensor nodes, communication between
nodes, querying interface, input data, generated map, and an isopleth ap-
plication on top.
Figure 5.3 shows a screenshot of SenSorPlus running a simulation of 600
nodes randomly scattered over a height map of a section of the Grand
Canyon, taken from data recorded by the US Geological Survey.
Experimental Isopleth Generation
The determination of isopleth or contours is useful in a number of appli-
cations and the ability to find the “edges” of a phenomenon has been put
forward before as a useful operation (Elmusrati et al., 2005). Such an abil-
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Figure 5.4: Interpolated field generated from 600 simulated nodes randomly
distributed on the surface from 2D map in Figure 7.3
ity would enable the systematic finding and delineation of the borders of
phenomena such as gaseous emissions or freezing conditions, creating height
contour maps, calculating lines of sight, and so on.
To highlight this potential use of a mapping service, an implementation
of isopleth generation is presented. This is a simple implementation, with
little regard for efficiency, but nevertheless provides a genuinely useful out-
put for the purposes of visualisation or phenomenon edge delineation. With
no optimisation or refinement to reduce communication costs, the algorithm
is simple. A request is made to any node, giving the value of the required
isopleth. A height of 120 metres, for example, if contours of height were
needed. This node is then responsible for collecting the information needed
to produce the result. A threshold figure is also given, t, so that values ±t
are included.
The simple algorithm presented here causes this node to then query
every other node in the network for their value of the parameter in question.
Once all data is collected, the interpolation is performed, and every value
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matching the required isopleth is recorded as being part of that isopleth.
This algorithm has been implemented using the simulation software Sen-
SorPlus and the simple API described in Section 5.3. Figure 7.3 shows a
section of the Grand Canyon height map that we use in our experiments. If
the isopleth generation algorithm is applied to this data directly, the result
will be such as that shown in Figure 5.5-(a). This contour was generated
for a height of 116 units and a threshold of 1.
To present the result of generating isopleth on interpolated fields as
described above, Figure 5.5-(b) shows the result of generating an isopleth
with the same parameters as in Figure 5.5-(a), on the interpolated field
shown in Figure 5.4.
Clearly the interpolated terrain is similar to the real surface. Determin-
ing exactly how close the similarity is, and what the algorithmic limits to the
accuracy of the representation, is a problem to be investigated in Chapter 7
and Chapter 8. Consider, though, that the information used to reconstruct
the surface in Figures 5.4 and 5.5-(b) is just 600 points, while the original
is recorded as 65, 536 points. Taking the position of the nodes into account
as extra information, the reconstruction is built using less than 1% of the
original data.
In a more advanced implementation, this algorithm would be replaced
by one that begins with an efficient search for the first matching value and
then a process of extending the search along the isopleth as it is discovered.
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(a) (b)
Figure 5.5: (a) A contour at 116 units drawn over 2D map in Figure 7.3.
(b) A contour at 116 units drawn on the interpolated field in Figure 5.4
Discussion
Leading directly from the work in this chapter, there are a number of av-
enues that need to be followed.
The centralised approach above collects all of the data in a central lo-
cation and processes it there. In networks of a few nodes, this might even
be the most sensible solution. However, in networks of nodes large enough
to be useful, the number of transmissions needed to accomplish the task
would become so large as to require a more intelligent solution. The cost of
communication in this initial system is high because the interpolation step,
the mapping service, is fairly simple and requires that all data is collected
to a point. For the simplest case, in which the node collecting data is in
direct communication with all other nodes in the network, the number of
hops is simply N − 1, for N nodes. However, this is an unlikely situation in
any real world application. The likelihood is exponential growth with N .
Although the cost, in terms of power of transmission of data in wire-
less sensor networks far outweighs the usual processing load, the nodes are
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most often power-limited devices with, at best, a fixed schedule of bat-
tery replacement, and so computational drain on this resource cannot be
completely overlooked. For small collections of data of around 50 nodes in-
terpolating 65, 536 points (a square field (256× 256) takes very little time,
just a few seconds, on a desktop computer and would take just a little more
on modern sensor nodes. In a real deployment, the number of sensor nodes
might easily exceed 1, 000, depending upon the required density, drastically
increasing computational expense. The acceptability of such a computa-
tional load in a wireless sensor network is debatable, but in this case would
probably be unacceptable for most deployments.
The simplest improvement is to develop a complete implementation of
Shepard’s refinements and assess how this affects the accuracy of the in-
terpolated field when compared to a known real surface or phenomenon.
Although the algorithm presented by Shepard is decades old, it is often
only implemented in its most simple form and it would be of great benefit
to have empirical evidence of the performance of the various improvements
suggested by Shepard, when applied to data likely to be perceived by a
sensor network. A particularly interesting feature of the refinements is that
they deal with limiting the data included in the weighted average, or ad-
justing weights based on context. These improvements might be instantly
applicable as ways to reduce communication costs as well as improve the
quality of the interpolation. That is, if local information is required, then
only local nodes need be queried.
Taking this idea further, we arrive at the idea of a mapping service that
allows for local querying. The proposed solution, currently being developed,
is an application of the more advanced mapping service outlined above.
An isopleth for a given parameter at a given value can be found by a
step-by-step search for the next point in the map at the same level. That
is, a single point is used as the start of the isopleth and the next is found by
searching the neighbourhood in progressively more detail. The process is re-
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peated until the end of the isopleth moves out of the mapped region or meets
the beginning. The highest level of detail that is searched will determine
how fine the isopleth is. The same improvements intended to decrease the
cost of transmission also reduce the cost of computation. The change from
global to local area interpolation reduces the number of transmissions and
makes the task of interpolation significantly smaller. Additionally, since the
local interpolation could be performed by local nodes, the computational
cost is not just reduced, but also distributed. That is, rather than individ-
ual nodes taking big losses in battery life and becoming unusable quickly,
the entire network’s batteries degrade at a more constant rate. In chapter 9
we investigate the application of the mapping service to other network ex-
posures such as barriers that might cause discontinuities in the interpolated
map, contours, or many other sophisticated applications.
5.4 Chapter Summary
In this chapter we have presented our very early research into mapping and
the applications of mapping in wireless sensor network. The results indicate
that this area of research is pertinent to modern wireless sensor network,
and in this section initial steps towards exploring it have been taken. Ap-
plications have been identified, such as isopleth generation, that the service
would make simple to develop, and challenges that need to be met before
such a service is feasible. Challenges such as local interpolation, required
to make the service efficient enough to be deployed. This simple centralised
mapping service is the exposition of the start of a fully distributed mapping
service. The problems and limitations described above are the opportuni-
ties intended to be taken and the lines intended to be followed in the design
of the distributed data extraction and visualisation mapping service.
Chapter 6
A Communication Paradigm
for the Mapping Service
The definition of the mapping service given in Chapter 5 changes the mech-
anism of use of certain capabilities in wireless sensor networks. In this work
the routing and the interpolation capabilities of the network were chosen to
demonstrate how we can turn these capabilities into services of the network.
The detailed study of wireless sensor networks communication paradigms
provides insights into how the mapping service may exploit the routing ca-
pability of the network to solve the global network data mapping problem
through localised and distributed computation. Moreover, this study gives
solid and thorough understanding of various communication related issues,
such as timeliness and energy efficiency that have deep influence on the
performance of the mapping service.
In this chapter a self-organising, cluster based routing paradigm called
Multi-path, M ulti-hop H ierarchical Routing (MuMHR) is proposed. This
routing paradigm deals with a large number of mapping requirements identi-
fied in Section 2.3. MuMHR performance is evaluated via simulation using
NS-2 and Dingo. Simulation results show that MuMHR performs better
than LEACH, which is the most promising hierarchical routing algorithm
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to date; MuMHR reduces the total number of set-up messages by up to 65%
and enhances the data delivery ratio by up to 0.98.
6.1 Introduction
The stream nature of the transmitted data, the limited resources, and the
distributed nature of sensor networks bring new challenges for the data
extraction techniques that need to be addressed. In such networks, the data
from the entire network can be extracted after a certain period of sensing
and local storage. However, there is a trade-off between energy consumed
and the data extracted in wireless sensor networks. Since communication is
often the most expensive operation for a sensor node, the mapping services
underlying data communication paradigm must be energy efficient.
In wireless sensor networks routing is application dependent and design
goals vary among different applications. For instance, many applications
require real-time communication. For example, a fire fighter may rely on
timely temperature updates to remain aware of the current fire conditions.
Therefore, wireless sensor networks must meet the delay requirements at
minimum energy cost. Hence, routing mechanisms have considered the
characteristics of sensor nodes along with the application and architectural
requirements.
In section 2.3 and Appendix B some of the most important hierarchical
routing protocols were reviewed. Although the performance of these proto-
cols is promising in terms of energy efficiency, most of them come with no
guarantee of Quality of Service (QoS) required by real-time and communi-
cation demanding applications. As discussed in the literature review (sec-
tion 2.3), we need a protocol that has the following characteristics: energy
efficiency, scalability, message loss robustness, and provision of timeliness.
To address these challenges, a self-organising cluster-based routing pro-
tocol called Multi-path, M ulti-hop H ierarchical Routing (MuMHR) is pro-
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posed. MuMHR has the same underlying benefits as LEACH (Heinzelman
et al., 2000) and its derivative protocols but provides for multi-hop commu-
nication, and increases robustness by using multiple communication paths.
Also, in comparison to LEACH and most derivatives, this protocol reduces
the number of setup messages, and thus extends the network life. With
MuMHR, robustness is achieved by each node learning multiple paths to
its cluster head and by the election of cluster head backup node(s). Energy
expenditure is reduced by shortening the distance between the node and
its cluster head as well as by reducing the setup communication overhead.
This is done through incorporating a number-of-hops metric in addition to
the back-off waiting time.
6.2 MuMHR Design Objectives
In wireless sensor networks, many of the communication protocols are devel-
oped to meet application-specific design goals and requirements. Therefore,
the design objectives of routing protocols vary according to these require-
ments. Fundamental design objectives of sensor networks include reliability,
accuracy, flexibility, scalability, energy efficiency, fault tolerance, self con-
figuration, timeliness, etc. Most of the existing routing algorithm focus on
one or two of these design objectives and ignore the others. For example,
Wang et al. (2006) presented a Hierarchical Multiple-Choice Routing Path
Protocol (HMRP) with energy efficiency is the key design factor. Also,
ARPEES (Tran Quang and Miyoshi, 2008) is an adaptive multi-hop rout-
ing protocol for wireless sensor networks that aims on spreading energy con-
sumption among sensor nodes to prolong the lifetime of the whole network.
TVHRP (Wei et al., 2008) is another hierarchical routing protocol based
on the shortest path to handle dynamic topological variation efficiently.
In TVHRP each node communicates with the nearest nodes in its upper
and lower layer. The nodes located in the layer nearest to the topological
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variation layer are first triggered to respond and optimise the network per-
formance. Chun-yan et al. (2008) proposed a new clustering hierarchy tree
routing algorithm based on LEACH to ensure that cluster heads are uni-
formly distributed in the network. Unlike previous work aiming to maximise
energy efficiency and network lifetime, Yang et al. (2006) proposed a rout-
ing scheme, called Minimum Energy Spanning Tree for Efficient Routing
(MESTER), which aims to maintain an accurate and timely data collection
for as long as possible. Kumar et al. (2009) assume that a percentage of the
population of sensor nodes is equipped with the additional energy resources
and they studied the impact of heterogeneity of nodes in terms of their en-
ergy in hierarchically clustered sensor networks. Lee et al. (2006) have con-
sidered an event detection heterogeneous network with two types of nodes,
type-1 and type-0 node, with type-1 node having more battery energy than
type-0 node. A key design implication is that the energy supply built into
the nodes and that the heterogeneous node is line powered, or its battery is
replaceable. Recently, Kim et al. (2008) introduced a cluster head election
method using fuzzy logic to overcome some of the defects of LEACH. They
investigated that the network lifetime can be prolonged by using fuzzy vari-
ables in homogeneous network system. Tubaishat et al. (2004) proposed an
energy-efficient multi-hop hierarchical routing protocol. The primary goal
of this protocol is to provide secure data communication. This goal was
achieved, however, at the expense of energy consumption. Jawhar et al.
(2009) presents and evaluates a protocol for Linear Structure wireless sen-
sor networks which uses a hierarchical addressing scheme designed for the
special issues and characteristics that are specifically related to this kind of
network.
MuMHR aims to combine many of the important design objectives which
are requirements for most wireless sensor network applications. It attempts
to achieve an acceptable level of energy efficiency, timeliness, scalability,
fault tolerance, adaptation to topological variations, load balancing, uni-
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form cluster formation, and reliability at the same time. Many protocols
out perform MuMHR in one of these design objectives, e.g. MESTER out
performs MuMHR in timeliness, however, MuMHR can achieve comparable
results and most importantly a more balanced overall system performance
at a much lower complexity. MuMHR is designed to be a general routing
protocol that can be customised to suit different application requirements.
For example, in time critical applications, MuMHR can be modified to as-
sign priority for various communicated packets.
Chapter 8 explains how the MuMHR routing protocol links to the map-
ping process and how the mapping function is informed by the routing
algorithm.
6.3 MuMHR Algorithm Details
In this section, the properties of the proposed routing protocol, MuMHR,
are described. The main objectives of MuMHR are to provide substantially
energy-efficient, timely, and robust communication.
The energy efficiency is achieved by load balancing at two levels: (1): Net-
work level, through traffic multiplexing over multiple paths; (2) Cluster
level, by rotation of the cluster heads every given interval of time. This
prevents energy depletion resulting from constantly using the same path for
transmission or particular nodes being cluster heads for a long duration.
The MuMHR multi-path property is not designed simply for load balanc-
ing but also for when path failures occur. When a path fails, an alternative
path can be immediately used which allows the protocol to dynamically
adapt to failures without delays or degradation in the quality of service.
At the cluster set-up time, one or more nodes are chosen as cluster head
backup node(s). Backup cluster head nodes substitute for the cluster head
in some types of failure or when the current cluster head decides to re-
duce its participation in the protocol if its energy level approaches a certain
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CH1
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Figure 6.1: Routing adaptation to obstacles using the number-of-hops. The
filled nodes are cluster heads. Horizontal and vertical bars forming L shape
are obstacles. The solid lines are path from node n1 to CH-1 and the dashed
lines are path from node n1 to CH-2.
threshold. For instance, if the current cluster head decides to hand its role
to the backup node, it notifies the respective backup node and forwards to
it necessary information, such as the backup nodes list, to avoid a complete
cluster set-up phase.
Multi-hop communication is an essential property of any scalable wire-
less sensor network because sensor nodes transmit using a limited radio
power. Each node only communicates with a limited number of neighbours
located within its radio range, regardless of the network size. When two
nodes that are out of each others radio range need to communicate, they
rely on intermediate nodes to establish a connection between them. Multi-
hop communication not only saves the nodes the radio transmission power,
it also has the following benefits (Gui, 2005).
1. Spatial reuse: simultaneous transmission and receiving sessions are
possible for node pairs that are out of range of each other
2. Obstacle ”conciliation”: a multi-hop path can go around an obstacle
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that obstructs direct radio connection between two nodes as shown in
Figure 6.1
3. Distributed processing: a multi-hop topology allows the local process-
ing of sensor data among nearby nodes, and only delivers the processed
information to the remote user station
On the other hand, multi-hop communication has also introduced significant
complexity to the routing algorithms. In MuMHR, the number-of-hops
metric was introduced. This metric measures how far the sensing node is
from the cluster head. As the number-of-hops in a particular path increases,
the power consumption due to the higher number of transmissions increases.
Therefore, shortening the route will result in significant performance gain
over other multi-hop routing protocols. The number-of-hops metric is used
to:
1. Select the nearest cluster head node, which saves energy and reduces
messaging needed to bridge the distance between the cluster head and
the sensor node
2. Allow a node to find the shortest path to the selected cluster head
Moreover, MuMHR implements a metric called the back-off waiting time to
decrease the total set-up traffic and aid the formation of more geographically
uniform clusters. During the back-off waiting time, sensor nodes accumulate
received cluster advertisement messages and only consider the message with
the smallest number-of-hops received during that time. This aids blocking
advertisement flooding from unnecessarily reaching neighbouring clusters.
Both the number-of-hops metric and the back-off waiting time allow more
energy efficient cluster formation.
Many of the proposed protocols in the field of sensor networks show poor
fault-tolerance in the face of frequent path failures (Liu and Seah, 2004).
MuMHR provides fault tolerance through a multi-path routing strategy.
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The multiple paths are built by nodes during the set-up phase through
received identical messages from different neighbouring nodes. For example,
multiple paths to the cluster head are built from received multiple copies
of an identical advertisement message from different neighbouring sensing
nodes. Each node joins the nearest cluster for a certain period of time, tc,
before it re-registers with that cluster head again or registers with a new
one. Let tr be the time remaining for a cluster head to start a new cluster
formation round. A cluster head starts a new cluster formation round by
handing the cluster head role to the backup node. In this approach, the
worst time, tw, to recover from a path failure is the time taken for a node to
to renew registration with a cluster head. This is written as: tw = tc− tr. If
all paths that a sensor node has learned fail, the node will broadcast its data
to its neighbours. Neighbours will then pass the message to their cluster
head. The cluster head may receive multiple copies of the same message
and eliminates redundancy by applying aggregation.
The operation of MuMHR can be split into two phases: the setup phase
and the data transmission phase.
Set-up Phase
During the set-up phase, cluster heads are selected and clusters are created.
We assume that a simple addressing scheme is in place. The sink randomly
selects 5% of the nodes as cluster heads and floods the network with this
information. Every node that receives the sink discovery message changes
its state from waiting to discovered and examines the message to check
whether it has been selected as cluster head or not. If yes, it starts a new
cluster by broadcasting an advertisement message. Otherwise, it forwards
the discovery message to its neighbours. Every node will remember the
node from which it has received the discovery message as the immediate
neighbour nearest to the sink. This path will be used only in cluster failure
situations or when the node is not assigned a transmission time slot in its
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            :  Open arrow represents creating a message 
            :  Filled arrow represents forwarding a message 
:  IINICH(CHList), a discovery message sent by the sink to initialize the network.  
It contains a list of nodes selected to be CH nodes for the first round. 
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Figure 6.2: The sink broadcasts a discovery message, INICH, that contains
a list of nodes randomly selected to be cluster heads in the first cluster
round of the protocol life. As in flooding, a node hearing two broadcasts
will forward only the first received message to prevent circular loops. In
this figure, we assume that the network is made of four nodes (n1, n2, n3,
n4) and a sink node. The sink can reach nodes n1 and n2 directly.
cluster Time Division Multiple Access (TDMA) data transmission schedule.
The sink flooding step can be compared to the seeking of a single route in
Dynamic Source Routing (DSR) (Johnson and Maltz, 1996), but every node
knows only the next hop not the complete hop-by-hop route to the sink,
and no node knows a route to any other node. This sink announcement
step is depicted in Figure 6.2.
Every cluster head will create an advertisement message that has the
number-of-hops parameter set to 0 and broadcasts it to its neighbours.
Upon receiving an advertisement message, a sensor node will do the follow-
ing:
 If the node already belongs to a cluster, then it ignores the received
advertisement message
 If the back-off waiting timer is still valid, then it caches the received
packet and waits for other possible advertisements
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         :  Open arrow represents creating a message 
         :  Filled arrow represents forwarding a message 
    a   :  backoff time 
    b   :  random transmission time 
    c   :  time the CH waits before it creates and advertise a TDMA schedule 
:  ImCH(ch_id, numHop), an advertisement message sent by the CH to declare its 
new role.  It contains the CH ID and the number-of-hops to reach it. 
:  Wish(ch_id, wish_value), this is a join request sent by a sensing node to a CH.  It 
contains the respective CH ID and a wish value representing its desire to become a 
CH in the next round. 
:  ADV_SCH(order), an advertisement message sent by the CH to all its member 
nodes.  It contains the TDMA schedule that specifies the order of data transmission 
for each node. 
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Figure 6.3: This figure illustrates the cluster formation process in MuMHR.
In this scenario, node n3 was chosen to be a cluster head for the first
round in the protocol life. The cluster head node sends an advertisement
message to all neighbours declaring its role. All receiving nodes hold for a
period of time a before they forward the message or respond to the sending
cluster head. After time a passes, the node chooses the message with the
minimum number-of-hops and responds to the sending cluster head. The
node first sends a join request message to chosen cluster head and after a
random delay time b it forwards the received advertisement message to its
neighbours. The cluster head waits for a time c to receive all potential join
request messages before it creates and broadcast the TDMA schedule. A
point to note is the collision which happened as a result of nodes n1 and
n2 forwarding advertisement messages at the same time.
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 If the received message has a better number-of-hops metric than the
stored one, the latter is deleted and the former is retained
After the back-off waiting time, the sensor node increments by 1 the number-
of-hops parameter in the best packet (the packet with the smallest number-
of-hops) it received during the back-off time and then broadcasts it to its
neighbours. The node will remember the address of the sender, the cluster
head, and the node from which it received the message as the nearest neigh-
bour to the cluster head. If a sensor node receives multiple copies of the
same advertisement, it selects the one(s) with the minimum number-of-hops
parameter. Then the node uses the available energy to calculate a value, vc,
that represents its desire to become a cluster head in the next cluster set-
up round. This value is included in the join request message that the node
sends back to register with the chosen cluster head. The cluster head will
extract the message with highest vc value(s), and adds its corresponding
sender to the cluster head backup list and registers the node as a member
of the cluster. Compounding different functions into a single multi-purpose
message reduces set-up communication overhead and thus makes the pro-
tocol more stable and energy efficient. The cluster formation messaging is
illustrated in Figure 6.3. When the cluster round time is over, the current
cluster head hands the master role to the first node in the backup nodes
list. With a single flood heard by the cluster members only, the new cluster
head continues its predecessor’s role without the need of further commu-
nications. The cluster head role will also be handed to the backup node
when a fault occurs in the current cluster head node. However, in the study
presented here, a limited set of faults were considered for the “handover”
such as internal errors and when the energy level approaches a pre-defined
threshold. In the case of faults, such as physical damage or fatal internal
errors in the cluster head, the nodes will transmit directly to the sink until
a new cluster is formed. The handover of the cluster head role process is
described in Figure 6.4.
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            :  Open arrow represents creating a message 
            :  Filled arrow represents forwarding a message 
    e      :  C_LIFE, the cluster round  
    f       :  START_DELAY, the delay time before a node advertise that it became a CH 
:  NOT(backup_ch, path), a message sent by the CH to notify a backup CH node 
to become an active CH.  It contains the path to the backup CH and it’s ID. 
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Figure 6.4: This figure illustrates the behaviour of MuMHR when a cluster
round ends. The acting cluster head hands its role to the backup cluster
head by sending a notification message. The backup cluster head starts a
new cluster formation round by sending an advertisement message. In this
figure, node n3 informs node n1 to start a new cluster formation round.
After delay f, node n1 initialise a new cluster-level setup phase.
Data Transmission Phase
During the data transmission phase, sensing nodes transmit data to their
cluster head. The cluster head aggregates the received data before trans-
mission to the sink or immediately multiplexes messages over multiple lines
in time critical applications. Each member node transmits data on its
assigned time slot scheduled by the TDMA schedule. Furthermore, each
cluster communicates with the sink using unique Code Division Multiple
Access (CDMA) codes to avoid interference with traffic generated by other
clusters. Figure 6.5, illustrates data transmission from nodes to their clus-
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    d   :  data transmission time assigned in the TDMA 
:  Data(data), data message sent by sensing node to its CH.  It contains raw data                    
collected by the node. 
         :  ToS(AGdata), a message sent by the CH to the sink.  It contains aggregated data. 
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Figure 6.5: This figure illustrates how data routing is handled in MuMHR.
In this scenario, there is a single cluster containing three member nodes
(n1, n2, and n4) managed by node n3. Each node transmits a data message
within a time slot assigned by the TDMA schedule. The cluster head n3
aggregates all the data messages and send them to the sink when it receives
the data from the last node in the TDMA schedule.
ter head. It also illustrates how the aggregated data is sent from the cluster
head node to the sink through multi-hop path.
Figure 6.6 represents the whole operation of MuMHR. This figure describes
the behaviour of the MuMHR algorithm, particularly, in what order dif-
ferent functions should be carried out and shows how the steps in both
protocol phases map to the tasks in the activity diagrams.
Energy Efficient Sleep/Wake Scheduling
Network lifetime maximisation is a key element in the design of MuMHR
routing algorithm. Idle sensor node listening consumes a significant amount
of energy (Wu et al., 2007). An effective approach to preserve energy is to
set the radio to sleep during the idle times and wake it up precisely before
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[assigned TDMA slot]
[receive last TDMA]
[wait time ends]
Sink sends INICH
Receive INICH
Receive INICH
Send ImCH
Wait for Wish
Create & send SCH
Send AGdata
Send NOT
Wait for ImCH
Start Backoff time
Update
Wait for ImCH
Send to Sink
Wait for TDMA SCH
Send data to CH
[waiting]
[actuator]
[is CH] [not CH]
[cluster life ends]
[has energy]
[1st ImCH received] [receive more ImCH]
[> hops] [< hops]
[backoff ends]
[no CH]
[has CH]
[no TDMA slot]
[cluster life ends][next TDMA round]
[run out of energy]
[run out of energy]
[run out of energy]
Figure 6.6: UML activity diagram that model the entire work flow of
MuMHR algorithm.
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message transmission/reception. This is straight forward to implement in
single-hop communication networks such as LEACH. However, in networks
which involve multi-hop communication it requires precise synchronisation
between sending and receiving nodes so that they can wake up simultane-
ously to communicate with each other. In MuMHR, if a node is in the
path of transmission of other nodes it must not sleep before it forwards
the messages of its dependent nodes. To sustain a connected graph, sen-
sor nodes sleep times should be appropriately synchronised. In MuMHR, a
node n has a set of children nodes N such that for every node, Ni, which
belongs to N , n is in the transmission path from that node to its cluster
head. Node n goes to sleep only after sending its own data and forwarding
all data messages of its children. Sensing nodes make up their children set
from forwarding join request messages during the cluster setup phase.
6.4 Optimal Cluster Balancing
In this section we propose an optional cluster balancing plugin called Nutrient-
flow-based Distributed Clustering , NDC. This plugin can be used with any
clustering algorithm. The aims of the NDC algorithm are:
1. To equalise, so far as is possible, the diameter of the clusters
2. To equalise, so far as is possible, the membership of the clusters
The distributed model described here is based around a metaphor of nu-
trient flow supporting some life-form, such as a mould. The concept is
to provide a limited supply of nutrient and allow the nodes to ally them-
selves with a cluster head which will provide the largest nutrient supply.
If properly regulated, this should lead to clusters broadly equalising their
membership. In order to minimise the radius of a cluster, it is arranged that
some of the supply of nutrient is lost in transit between nodes - the further
the distance travelled, the more is lost. It is important that some advantage
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be given to nodes that join in a cluster, rather than communicating directly
with the sink. For this reason, it is necessary to provide some advantage
associated with clustering, as opposed to direct communication. The sim-
plest way to do this is to make the loss of nutrient super-proportional to the
distance of a link. Given that in real life, radio propagation obeys an inverse
square law, it seems reasonable to make the loss of nutrient proportional to
the square of the distance travelled.
Like many distributed route discovery algorithms, this one operates in
distinct phases with the network reconfiguring itself from phase to phase.
During each phase, nodes try to improve the amount of nutrient available
to them. They do this by contacting a local node at random and if cluster-
ing with that node will offer a better supply than that which is currently
available, then the node changes allegiance. Nodes receiving requests for
nutrient from other nodes make an offer back to that node, giving an esti-
mate of the nutrient that would have been available had that node been a
member of its cluster. The estimate depends both on the amount of nutrient
available, and the number of nodes dependent on that cluster head.
Another consideration is that the algorithm has to give encouragement
for clusters to grow, that is that the amount of nutrient available becomes
greater as nodes join the network. To effect this in each phase the sink
has an available amount of nutrient proportional to the total number of
connected nodes. The starting conditions are as follows:
1. Some initial store of nutrient available at the sink
2. Current state of all other nodes is to have no nutrient
From the initial state, some nodes will by chance have direct contact with
the sink. These become the initial cluster heads, and each is given an equal
share of the nutrient available, which is available to them as attenuated by
the square of the distance from the sink. Across the network the sequence
of events in each phase is as follows:
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Nutrient allocation: Each node transmits to its dependents (if any) the
total amount of nutrient available to that cluster and the current number
of members (including the cluster head) at that level of the hierarchy. Each
dependent calculates its share of nutrient for this phase, which is
n
m× k × d2
where n is the total nutrient available to the cluster, m is the number of
members, k is a constant of proportionality for the distance adjustment
and d is the distance between the node and the cluster head.
Cluster head advertisement: Each node which has a supply of nutrient
selects another node (or set of nodes, to speed up the evolution of the
system) at random and forwards the above information, along with the
identity of the cluster head.
Nutrient estimation: The receiving node calculates the amount of nutri-
ent it could have received in this phase as a member of that cluster. If the
amount is greater than its actual allocation in this phase it communicates
with the cluster head and joins the cluster (also communicates with its old
cluster head to leave that cluster).
Cluster head propagation: Cluster heads propagate upwards through
the network the number of members. The sink calculates the amount of
nutrient available for the next phase using the formula
nn =
no×mn
mo
where nn is the nutrient available for the next phase, no is the nutrient
available this phase, mn is the membership reported, mo is the membership
reported for the previous phase.
6.5 Evaluation Metrics
In this work, the performance of MuMHR routing algorithm is to be eval-
uated via simulations with respect to the following metrics:
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Data Delivery Ratio
Data Delivery Ratio (DDR) is a service level parameter that indicates the
network effectiveness in transmitting offered data in one direction of virtual
connection (Dunn and Martin, 2001). It is considered as one of the prime
measures of reliability. DDR is a ratio of successful distinct payload octets
received to attempted payload octets transmitted (Dunn and Martin, 2001).
DDR was used in (Dubois-Ferriere and Estrin, 2004; Vidhyapriya and Yu,
2007; Sun et al., 2007) among others to measure the operating quality of
sensor networks routing techniques. This measure is easy to obtain and free
with every received packet.
DDR is an important metric because it reflects the congestion level of the
network. It measures the protocol performance from loss ratio experienced
at the network layer that is affected by factors such as packet size, network
load, and topological changes. Higher DDR means that the packet loss
rate is lower and the protocol is more efficient from the perspective of data
delivery. When calculating DDR, the packets which arrived late at the
destination are considered ineffective.
This ratio can be used to describe both individual sensors and the entire
sensor network. The DDR for a single sensor Si is denoted as DDR(Si) and
defined as:
DDR(Si) =
∑
data delivered to the sink∑
data offered by Si
× 100% (6.1)
where data delivered is successfully delivered payload octets and data offered
is the attempted payload octets transmitted. Distinctiveness of received
packets is important because one packet may have different copies arriving
at the sink. The overall DDR of a sensor network with a number of nodes n,
denoted as DDRN , is the average DDR of all sensor nodes:
DDRN =
1
n
n∑
i=1
DDR(Si) (6.2)
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Timeliness
Timeliness is measured as the time normalised against the average time
for a single-hop along the shortest path from a sensor to the sink (Sun
et al., 2007). Recent studies in sensor networks focus on timeliness as a
QoS metric (e.g., RAP (Lu et al., 2002), Implicit EDF (Caccamo et al.,
2002), and SPEED (He et al., 2003)). Timeliness is an important metric
because it measures the effect of aggregation on the routing protocol per-
formance. While data aggregation helps in reducing the number of packet
transmissions, it increases the queueing delay at the cluster heads due to
increased inbound traffic and waiting time for the arrival of the data pack-
ets to be aggregated. The increased queueing time can risk the timeliness
of constrained traffic. Timeliness only considers those packets that are suc-
cessfully delivered from the source to the sink. The average delay taken
by the first copy of a packet from the source node, Si, to the sink is de-
noted as T (Si). This delay includes all possible delays that are caused by
queueing in the interface queue, retransmission at the MAC layer and the
propagation through the environment. The average delay of all n sensors,
denoted as TN , is given by:
TN =
1
n
n∑
i=1
T (Si) (6.3)
where
T (Si) = (timeapacketarrivesatthesink)− (timeapacketsentatthesource)
The delay does not only depend on the routing mechanisms, but also on
the scale of the network (Sun et al., 2007). The average network delay is
the total delay divided by the number of connection pairs throughout the
simulation to eliminate the effect of the network scale. Then timeliness is
measured as follows (Sun et al., 2007):
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TNetwork =
TN
1
n
∑n
i=1 h(Si)
=
∑n
i=1 T (Si)∑n
i=1 h(Si)
=
1
n
n∑
i=1
T (Si)
h(Si)
(6.4)
where h(Si) is the minimum hop count from Si to the sink. TNetwork is the
average time it takes a packet to be delivered from a source node to the sink.
When the value of TNetwork is 1, it means that every packet is delivered on
the minimum number of hops path.
Energy Efficiency
The main purpose of MuMHR is to extend network life time. Network
lifetime can be defined as the time elapsed until either the first node dies,
half the nodes die, or the last node dies (Younis and Fahmy, 2004). A node
is defined as dead after its remaining energy drops to a pre-set threshold.
Besides the network lifetime, the total network energy available after each
cluster formation round is defined as a sub-metric to reveal the total energy
consumption in transmission and reception of all packets in the network.
This metric alone shows how efficient the algorithm is with respect to energy
consumption.
MuMHR also aims at reducing the setup communication overhead to
achieve more energy savings as communication is the most power hungry
operation. Pottie and Kaiser (2000) calculated the energy consumption and
found that a general-purpose processor could execute 3 million instructions
for the same amount of energy used to transmit 1 Kbit of data by radio
over 100m. Thus, the cost that MuMHR imposes on the networks is con-
sidered in terms of number of messages sent. This measure is important
because it gives an indicator about the bandwidth usage besides the en-
ergy consumption. In this study we are only interested in studying the
effect of using the back-off time and the number-of-hops metric on the clus-
ter setup traffic. Therefore, the setup traffic for a single cluster formation
round, TrRound is calculated as:
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Figure 6.7: A 100 nodes wireless sensor network with random topology
TrRound =
number of sent messages
Clife
(6.5)
where Clife is the time spanning from the moment the cluster head sends
the first advertisement message to the moment all cluster members receive
the TDMA schedule.
6.6 Simulation Experiments
As MuMHR inherits its basics from LEACH, we adopt the same network
and energy model for better comparison. Random graphs were dispersed in
a 100m× 100m region such that no two nodes share the same location and
the transmission range of each node is bound to 75m. The bandwidth of
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the channel was set to 1Mbps, each data message was 500 bytes long, and
the packet header for various message types was fixed to 30 bytes. A simple
model for radio hardware energy dissipation is also assumed. The transmit-
ter dissipates energy to run the radio electronics and power amplifier and the
receiver dissipates energy to run the radio electronics. All the nodes were
given an initial 0.5J supply of energy. For the experiments described here,
both the free space (d2power loss) and the multi-path finding (d4power loss)
channel models were used. The processing delay for transmitting a message
is randomly chosen between 0 and 5ms.
This experimental work is based on the hardware platform provided by
the Crossbow Technology Inc. The Mica2/Dot professional mote kit (2007).
Figure 6.7 shows a random node distribution topology of 100 nodes. Using
this network configuration, we simulated LEACH and MuMHR with 5% of
the nodes being cluster heads.
MuMHR Evaluation in Dingo
MuMHR and LEACH were implemented in the Dingo wireless sensor net-
work simulator (Mount, 2008). Additionally, MuMHR was implemented
for the NS2 simulator and the LEACH author’s implementation of their
protocol was used as a comparison reference. We use both simulators since
each simulator highlights different aspects of each protocol. For example,
Dingo does not implement packet collisions while NS2 puts restrictions on
the sensing hardware model which limits its flexibility. However, in our
experiments we only use Dingo simulation results for LEACH since its NS
implementation released by its authors has several bugs especially in the
energy measurements.
The difference in results generated by Dingo and NS2 is due to the
variations in the simulated network topologies as well as the collision man-
agement strategies in both simulators (see Section 2.4). Also the queueing
delays in Dingo cause some packets to arrive late and thus they are counted
6.6. SIMULATION EXPERIMENTS 77
as lost packets. Particularly, Dingo uses a Scheduler API to schedule ex-
ecution of a list of send and receive tasks. The Scheduler API only runs
one task at a time leaving no chance for collisions to happen. On the other
hand, NS2 uses TDMA to schedule messages transmissions.
Experiment 1: Cluster Size
Aim: This experiment aims to study the effect of introducing the number-
of-hops and the back-off waiting time metrics on the cluster formation pro-
cess.
Procedure: Four network topologies with equal number of nodes were gen-
erated by different simulation runs. In each topology, nodes are organised
into five clusters with P = 0.05 where P is the desired percentage of cluster
heads. Then, node distribution among different clusters is observed. The
lines indicate the borders of different clusters. Topologies (a) and (b) were
generated using LEACH, whereas topologies (c) and (d) were generated
using MuMHR with the back-off waiting time set to 20 seconds and the
number-of-hops initially set to 0.
Results and discussion: Figure 6.9 shows the node distribution among
clusters in the four random network topologies. The graphs compare the dis-
tribution of nodes among clusters formed using LEACH with those formed
using MuMHR. In the first LEACH topology (a), the first and fifth clusters
hosted over 65% of the total number of nodes while the other three clus-
ters hosted less than 35% of the total network population. In the second
LEACH topology (b), the fifth cluster had 0 nodes while the percentage
of nodes fluctuated among the other clusters between 7% and 30%. It
can be clearly seen that there is uneven distribution of nodes amongst the
clusters, which increases both the cluster management overhead and the
energy consumption. In both topologies (a) and (b), the area covered by
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(a) (b)
(c) (d)
Figure 6.8: Geographically uniform cluster formation.
different clusters varies largely. These cluster topologies are not energy ef-
ficient because data needs to traverse a long distance to reach the cluster
head. Besides, the load is not evenly distributed among different cluster
heads in the network. Whereas in MuMHR topologies (c) and (d), nodes
were distributed much more fairly among clusters. The number of nodes
at every cluster maintained a maximum of 7% difference from the optimal
population (20%). In MuMHR generated topologies (c) and (d), the area
covered by each cluster is almost equivalent and nodes are distributed more
fairly among the five clusters than in topologies (a) and (b) as seen in Fig-
ure 6.8. The efficient distribution of a sensor network into uniform, mostly
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Figure 6.9: Node distribution among clusters formed by MuMHR.
non-overlapping clusters of physically close nodes is a central element in
the design of efficient higher level network functions such as the mapping
service.
Conclusion: The results given in figures 6.9 and 6.8 demonstrate that the
back-off waiting time together with the number-of-hops metric lead to the
formation of more energy efficient clusters by shortening the communication
routes. Given the number of clusters in all network topologies studied in
this experiment is 5, then the optimal coverage area is 20% of the monitored
terrain area. The average variance, from the optimal, of the coverage poly-
gon of the 10 clusters in MuMHR network topologies (c) and (d) is 3.1075.
This variance is approximately 3 times smaller than that of the 10 clusters
generated by LEACH (11.818). The back-off waiting time gives more time
to receive a smaller number-of-hops value. This allows nodes to register
with the closest cluster head resulting in more geographically uniform clus-
ters. In MuMHR the number of nodes in each cluster is within a narrow
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range (7%).
Experiment 2: Fault-Tolerance and Reliability
Aim: This experiment aims to measure MuMHR’s ability to maintain high
delivery ratio of data packets within a given timeliness constraint in spite
of some communication failures.
Procedure: MuMHR was simulated in Dingo and NS2 using random net-
work topologies. Experiments were repeated with different network topolo-
gies, varying the number of nodes. Also, LEACH was simulated in Dingo
and compared with the MuMHR algorithm.
Results and discussion: Figure 6.10 shows the delivery ratio of data
packets for MuMHR and LEACH protocols measured using Dingo and NS2
simulators. The delivery ratios of the two routing protocols increase as the
node density increases. In MuMHR, when node density is high there are
more nodes available for data forwarding, and this increases the delivery
ratio. Dingo and NS2 generated nearly similar delivery ratios for MuMHR
which is very close to the ideal one. LEACH, however, has slightly more
fluctuations. Figure 6.10 shows that LEACH offers less packet delivery
rates, first is MuMHR; it did not adapt its behaviour well to the increase in
network size. In MuMHR, the use of multi-path, multi-hop routing main-
tained constant delivery rates throughout the simulated scenarios. This is a
result of the process it uses to create a routing path. Figure 6.10 also shows
that MuMHR always achieves very high packet delivery ratios, close to 1 in
all tested node densities. In MuMHR, sensing nodes send packets to their
cluster head and the cluster head forwards packets to the sink; thus there is
little congestion. In LEACH, cluster formation occurs frequently and results
in a larger communication overhead. Due to this energy depletion, sensors
die quickly and cause packet loss. When the node density increases, the
effect of some node failures on packet delivery ratio is reduced. This is why
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Figure 6.10: Comparison of data delivery ratio of MuMHR and LEACH as
a function of node density in the network.
the packet delivery ratio in MuMHR increases as node density increases. In
LEACH, a large number of sensors need to communicate directly with the
sink and this may cause interference and congestion in the network, and
thus causes more packets lost.
Figure 6.11 plots the average end-to-end delay for the MuMHR and
LEACH routing algorithms at different node densities using the Dingo and
NS2 simulators. At each plotted point, the end-to-end delays were averaged
for at least six runs. Under all network node densities, Figure 6.11 shows
that MuMHR routing algorithm has a short or average end-to-end delay in
comparison to LEACH. There are several factors accounting for this out-
come. First, the lossless aggregation used in LEACH can dramatically in-
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Figure 6.11: Average end-to-end packet delivery delay as a function of node
density in the network.
crease the average packet end-to-end delay when the traffic becomes heavy.
The cluster head in LEACH forwards its cluster data only after receiving
the data packet from the last node in its broadcast TDMA schedule causing
severe delivery delays and even loss for the whole cluster data. While the
time aggregation function in MuMHR is always successful in keeping the
delay below the bound, lossless aggregation is successful only to a certain
extent, after which the cluster head becomes overloaded. MuMHR tends to
forward data packets using the shortest path to the destination, thereby re-
ducing the number of hops and the end-to-end delay. Furthermore, in time
critical applications MuMHR multiplexes data over its acquired multi-paths
to avoid queueing delays or congested paths.
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Figure 6.12: The number of sent messages versus the back-off waiting time
in ms.
Conclusion: Unlike LEACH, MuMHR adapts its behaviour to increases
in network size. Under all network densities, the use of multi-hop, multi-
path routing helped MuMHR to maintain constant data delivery rates and
shortened the average end-to-end delay in comparison to LEACH.
Experiment 3: Energy Consumption
Aim: This experiment aims to study the effect of the back-off waiting time
and the number of hops parameters on the energy consumption.
Procedure: Because Dingo has inefficient energy module and the NS2
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Figure 6.13: The convergence time versus the back-off waiting time in ms
implementation of LEACH was found to produce incorrect results, this
work only includes NS2 energy simulation results for MuMHR. MuMHR
simulations were repeated varying the back-off waiting time.
Results and discussion: In Figure 6.12, the number of network setup
messages versus the back-off waiting time is plotted. When the back-off
waiting time is set to 0 the total number of sent messages will be similar to
that in LEACH. The figure shows that as the back-off waiting time becomes
larger, the number of messages will decrease until the time becomes large
enough to receive advertisements from all cluster heads. The optimal back-
off waiting time is calculated from Figure 6.12 to be around 20ms. Using
these two parameters, the total number of set-up messages is reduced by
6.6. SIMULATION EXPERIMENTS 85
0
150
300
450
600
750
900
300 380 460 540 620 700
Number of nodes
#  
r o
u
n
d s
 
u
n
t i l
 
t h
e  
f i r
s t
 
n
o
d e
 
d i
e s
HEED LEACH MuMHR
Figure 6.14: MuMHR network lifetime (first node death) compared to
HEED and multi-hop LEACH lifetime results published in (Younis and
Fahmy, 2004).
up to 65%.
Figure 6.13 plots the network convergence time versus the back-off wait-
ing time. A linear correspondence between the time needed to establish
routes and the back-off waiting time is evident. As the back-off waiting
time increases, network convergence time increases proportionally. In time
critical applications it is important that the convergence time is reduced.
This means, reducing the back-off waiting time parameter to a minimal
value to capture the advantages of this parameter with minimal delay to
achieve efficiency.
When the number of rounds until the last node dies is measured with
the back-off time set to 0 and the number of hops is always set to 1, the
behaviour of MuMHR gets very close to LEACH. Figures 6.14 and 6.15 show
MuMHR network life. In Figure 6.14 the network life is defined as the time
until the first node dies while in Figure 6.15 it is defined as the time until
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Figure 6.15: MuMHR network lifetime (last node death) compared to
HEED and multi-hop LEACH lifetime results published in (Younis and
Fahmy, 2004).
the last node dies. Looking at these figures, MuMHR parameters, back-off
time and the number of hops, clearly improves network life. This is because
the communication cost is minimised by reducing clustering overhead and
by finding the shortest multi-hop path from the source to the destination.
Finally, Figures 6.14 and 6.15 show that MuMHR can achieve comparable
energy levels but more balanced performance when compared to results
published in (Younis and Fahmy, 2004).
Conclusion: This experiment proves that the back-off waiting time is ef-
fective in reducing the overall set-up energy consumption by only forwarding
the best received cluster advertisement message. The back-off waiting time
must be reduced to a minimal value to capture the advantages of using this
parameter with minimal cluster setup delays. MuMHR can achieve com-
parable energy levels but more balanced performance when compared to
LEACH.
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6.7 Chapter Summary
In this chapter, an improvement over LEACH called MuMHR was pre-
sented. MuMHR provides solutions to some of the limitations of LEACH.
It can achieve comparable energy complexity but more balanced perfor-
mance by deploying the number-of-hops and the back-off waiting time pa-
rameters. The algorithm uses redundant messages received from different
sources to build a multi-path map, which allows auto-adaptation to path
failures. MuMHR also enables multi-hop transmissions to relax LEACH’s
inflexible assumption that all nodes in the network can communicate with
each other. The new algorithm achieves robustness and efficiency without
location information and with comparable energy expenditure to LEACH.
However, MuMHR is open to utilise the location information if available.
Simulation results confirm that the protocol incurs low overhead in terms of
processing cycles and messages exchanged. It also achieves fairly uniform
node distribution across the clusters in the network. Simulation results
also show that MuMHR extends network lifetime, and the clusters it forms
show several appealing features. MuMHR parameters, such as the number
of hops and the back-off waiting time, can be easily adjusted to optimise re-
source usage according to the network density and application requirements.
This routing algorithm was implemented and used for the mapping service
and found to easily support various computationally demanding mapping
applications for wireless sensor networks.

Chapter 7
A New Network Service: Map
Generation
Not all information that is collected from a wireless sensor network comes
ready to use. Often, wireless sensor networks field data collection takes the
form of single points that need to be processed to get a continuous data pre-
sentation. Interpolation describes this process of taking many single points
and building a complete surface, the inter-node gaps being filled based on
the spatial statistics of the observation points. Interpolating these points
will produce more useful information for the end user such as chemistry
maps, and maps related to water chemical content, for example the degree
of nitrate contamination. The ability to interpolate point information is
necessary for carrying out mapping tasks.
The problem of map generation is essentially a problem of interpolation
from sparse and irregular points. This interpolation capability is realised as
a service of the network. In this chapter, one particular interpolation ap-
proach, Shepard interpolation (Shepard, 1968), is examined and shown to
be suitable for the constraints imposed by the nature of wireless sensor net-
works. Visual aspects, sensitivity to parameters, and timing requirements
were used to test the characteristics of this method
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7.1 Introduction
Visualisation can be seen as a process of visual reconstruction (Brodlie
et al., 2005). Most scientific visualisation techniques involve an interpo-
lation step (Pang et al., 1994). Interpolation is the process of estimating
the value of sense modality at un-sampled sites within the area covered
by existing observations. It defines a function that takes on specified val-
ues at specified points. There are different ways for defining that function,
many of which involve fitting some sort of function to data and evaluating
that function at a desired point. There are also other means of calculating
interpolated data, such as statistical methods.
In this chapter, one of the first distance weighting interpolation algo-
rithms for irregularly spaced data, known as the Shepard interpolation al-
gorithm (Shepard, 1968), is studied in detail and compared to Triangulation
with Linear Interpolation (TLI) (Yang et al., 2004). Shepard and TLI are
important interpolation algorithms that are used in many practical wireless
sensor networks and virtual reality projects (Kreylos, 2007).
7.2 Shepard Interpolation Algorithm
Details
Inverse distance weighted interpolation algorithms are probably the oldest
known scattered data interpolation algorithms (Lee et al., 1997; Ruprecht
and Mu¨ller, 1994). One such algorithm was originally proposed by Shepard
and has become known as Shepard’s algorithm. Shepard interpolation is
widely used in practise and has also been shown to work well with noisy
data (Jr. and Bolstad, 1996). Shepard defined a continuous function where
the weighted average of data is inversely proportional to the distance from
the interpolated location. The algorithm explicitly implies that the further
away a point is from an interpolated location, P , the less effect it will have
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on the interpolated value. This algorithm exploits the intuitive sense that
things that are close to each other are more alike than those that are further
apart.
The points, Di, are weighted during interpolation relative to their dis-
tance from P . Weighting is assigned to data through the use of a weighting
power which controls how the weighting factors drop off as the distance
from P increases. The choice of weighting power parameter can signifi-
cantly affect the interpolation results. The greater the weighting power,
the less effect far points have on the interpolation result. As the power
increases, Shepard interpolation approaches the nearest neighbour interpo-
lation method (Yang et al., 2004) where the interpolated value simply takes
on the value of the closest sample point (Yang et al., 2004; Jr. and Bolstad,
1996). For smaller weighting values, the weights are more evenly distributed
among the neighbouring data points resulting in a smoother surface. When
calculating the value of an intermediate point which is coincident with a
known point, the intermediate point is assigned the value of the coincident
point.
Inverse distance algorithms can be either exact or smoothing. With
weighted average interpolators, exact interpolation means that the surface
passes through all points whose values are known. Whereas, the smoothing
parameter is used when there is some uncertainty about the given surface
values. This utilises the fact that in many data sets there are global trends,
which vary slowly, overlaid by local fluctuations, which vary rapidly and
produce errors in the recorded values (Goodchild and Kemp, 1990). The
purpose of the smoothing parameter will therefore be to reduce the effects
of errors on the resulting surface by eliminating surface noise (Yang et al.,
2004). Smooth surfaces are rendered by rounding angles which are less than
the smoothing parameter. If unexplained rendering errors appear on the
smoothed surfaces, then increasing the smoothing parameter could correct
for such errors.
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Many modifications to the original Shepard interpolation algorithm have
been proposed in the literature (Iyer et al., 2006; Renka and Brown, 1999a,b;
Berry and Minser, 1999), however, most of these methods are designed for
computer graphics and image processing fields. These algorithms usually
trade accuracy with computation complexity. Nevertheless, when applying
interpolation to wireless sensor network applications it is desirable to keep
the interpolation algorithm simple to reduce the amount of processing as
well as communicated information across the network. Therefore, we shall
use the original method with the modifications proposed by Shepard that
further reduce the amount of processing and information communication to
achieve more energy savings using the limited available bandwidth. These
modifications are described in subsection 7.2.
Global Shepard Algorithm Description
Shepard’s expression for globally modelling a surface is:
f1(P ) =

N∑
i=1
(di)
−uzi
N∑
i=1
(di)
−u
if di 6= 0 for all Di(u > 0)
zi if di = 0 for some Di
(7.1)
where di is the standard distance metric from an interpolation point, P , to
the point D numbered i in the N known points set and zi is the known
value at point Di. The exponent u is used to control the smoothness of the
interpolation. As the distance between interpolation location P and the
measured sample point Di increases, the weight of that sampled point will
decrease exponentially. As P approaches a data point Di, di tends to zero
and the ith terms in both the numerator and denominator exceeds all bounds
while other terms remain bounded. Therefore, the limP→Dif1(P ) = zi is
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as desired and the function f1(P ) is continuously differentiable even at the
junctions of local functions.
The partial derivation of f1 exists at all points. For u > 1, the continuity
of the first derivative is guaranteed and its value approaches 0 at all Di.
When u < 1 no derivative exists, thus the requirement that the interpolation
function be differentiable imposes that the exponent exceeds 1.
(a) (b)
Figure 7.1: Figure (a) shows an example of Shepard interpolation bull’s-eye
effect. In Figure (b) this undesired effected was reduced by performing a
smoothing step.
The optimal P value is determined by minimising the Root Mean Square
Prediction Error (RMSPE) (Krivoruchko, 2004). The RMSPE is the statis-
tic that is calculated from cross-validation. In cross-validation, each mea-
sured point is compared to the predicted value for that location (Krivoruchko,
2004). Experimental tests performed in (Shepard, 1968; Krivoruchko, 2004)
revealed that exponent values greater than 2 tend to make the surface flat
near all sampling points with high gradients over small intervals between
sampling points. Lower exponents produce a relatively flat surface with
short blips to attain the accurate values at sampling points. An exponent
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of u = 2, when used for general mapping and description purposes, gives
satisfactory experimental results and reduces computation cost. According
to (Yang et al., 2004), when a non-zero exponent is assigned, no point is
given an overwhelming weight, meaning that no point is given a weighting
value equal to 1.0.
One of the characteristics of this method is the generation of “bull’s-
eyes” surrounding the position of observation within the interpolation area.
A smoothing exponent can be assigned during the interpolation process
to reduce the “bull’s-eye” effect. Figure 7.1 (a) presents an example of
bull’s-eyes effect generated by Shepard interpolation. This undesired effect
was reduced by applying a smoothing process on the interpolated surface
and the results are presented in Figure 7.1 (b). The smoothing parameter
allows incorporating an uncertainty factor associated with the input data.
The larger the smoothing parameter, the less overwhelming the influence
any particular observation has in predicting a neighbouring grid node.
Global Shepard Algorithm Shortcomings and
Solutions
Shepard’s interpolation algorithm is widely used due to its simplicity, but
it suffers from several shortcomings imposed by the fact that each sample
point has a radially symmetric influence despite the nature of the underlying
data (Park et al., 2005). Among the well known artifacts are cusps, corners,
and flat spots at the data points, as well as the excessive influence of points
that are far away (Lee et al., 1997). Further shortcomings include that the
global function necessitates all weights to be recomputed if any points are
added, removed, or modified. In sensor networks this is impractical due to
the network dynamics such as: node failures, node mobility, or deployment
of new nodes. Shepard has identified four main shortcomings of the method,
but this work deals only with the first three shortcomings as the forth
shortcoming is not valid any more due to today’s high computer precision.
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Shepard proposed modifications to the original method 7.1 as follows:
1. Building the Support Set: We define the support set as the set con-
taining all points used to calculate P . The global method has a linear
running-time O(N), which makes it impractical and inefficient espe-
cially when the number of data points is large. The time complexity to
calculate z = f1(P ) grows linearly with the size of the input data set;
if the input is twice as large, the algorithm takes roughly twice as long
to calculate z = f1(P ). To overcome this, a local Shepard algorithm
was defined. This algorithm eliminates distant points from the cal-
culation of any interpolated value since only nearby data points have
significant influence. The interpolation from nearby nodes results in
considerable computation savings and acceptable surface reproduc-
tion for many applications. To select nearby nodes, Shepard defined
two criteria:
a) Arbitrary distance criterion: All data points within radius r of
the point P are included in computation. This is computation-
ally easy but allows the possibility that there are no data points
or a sufficiently large number of data points within the radius r.
A collection of points, Cp, within a search radius r is defined as
Cp = {Di|di ≤ r} and n(Cp) is the total number of data points
in Cp.
b) Arbitrary number criterion: Only the closest n data points are
considered in the computation of any interpolated value. This
approach ignores the relative location and spacing of the points
and requires deep searching and complex ranking procedure for
data points. In addition, it assumes that a single number, n, of
interpolating points was optimal. If N is the total number of
data points, then, a new collection of data points, CnP , is defined
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as CnP = {Di1 , Di2 ..., Din} where (n ≤ N) and the subscripts ij
are defined such that 0 ≤ di1 ≤ di2 ≤ ... ≤ diN .
Shepard has chosen a mix of the two criteria which combined their
advantages. An initial radius r is defined depending on the overall
density of data points such that seven data points are included on
average in a circle of radius r. r is written as follows:
pir2 =
7A
N
(7.2)
were A is the area of the largest polygon enclosed by the data points.
A function si = s(di) is defined to guarantee the local behaviour of the
interpolating algorithm by calculating a surface model for any d ≤ r,
and which weights the points at r ≤ r
3
more heavily:
s(d) =

1/d if 0 < d ≤ r′
3
27
4r2
( d
r′ − 1)2 if r
′
3
< d ≤ r′
0 if r′ < d
(7.3)
where r′ is a radius of influence about point P chosen large enough to
include n points and defined as r′(Cnp ) = min{dij |Dij /∈ CnP} = din+1 .
In order that the interpolation algorithm works realistically, if the
data points were girded, a minimum of four data points was chosen.
A maximum of ten was established to limit the complexity and amount
of computation required (Shepard, 1968). Thus C ′p and r
′
p are defined
as follow:
C ′p =

C4p if 0 ≤ n(Cp) ≤ 4
Cp if 4 < n(Cp) ≤ 10
C10p if 10 < n(Cp)
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and
r′p =

r′(C4p) if n(Cp) ≤ 4
r if 4 < n(Cp) ≤ 10
r′(C10p ) if 10 < n(Cp)
The resulting function f2(P ), has similar behaviour to the original
function but it is capable of handling much larger data sets and it is
much more suitable for parallel implementations. The interpolation
function f2(P ) is given by:
f2(P ) =

∑
D1∈C′
(si)
2zi∑
Di∈C′
(si)
2
if di 6= 0 for all Di
zi if di = 0 for some Di
(7.4)
The function f2(P ) requires less physical resources, in terms of both
computation and memory, than the previous functions. The running-
time is reduced to O(C′P) by only considering the set of data points n(C
′
p)
within some radius r′. Consequently, the amount of memory used by
the algorithm on data set of size n is reduced to inputs of C′P size.
This reduction in computation and memory cost is invaluable in large
scale wireless sensor networks which must be capable of in-network
processing at all levels, including the application level. For example,
in the mapping application discussed in subsection 5.3, the interpola-
tion algorithm uses the data set as vertices in the interpolated map
to calculate an intermediate point. The local algorithm restricts the
data set only to points that have considerable effect on the calculated
point. This results in significant savings in communication, memory,
and computation.
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Figure 7.2: Two configurations of co-linear points adopted from (Shepard,
1968).
2. Including Direction: The current method only considers the distance
factor and ignores the direction factor in computing the weightings.
To make the method intuitively reasonable, Shepard included the di-
rection in computing interpolated values. To clarify the problem con-
sider the two configurations of co-linear points in Figure 7.2 adopted
from (Shepard, 1968). The two configurations (a) and (b) will result
in identical interpolated values at P if the direction factor is ignored.
These results are not reasonable because an intervening data point
should be expected to reduce the effect of the more distant point.
However, the interpolated value at P in configuration (a) should be
closer to the value at D3 than in configuration (b) and conversely for
the value at D1.
To improve the method, both the direction and distance from point P
to the data points Di were considered. A new directional weighting
for each data point Di close to P is defined by:
ti =
∑
Dj∈C′
sj[1− cos(DiPDj)]/
∑
Dj∈C′
sj (7.5)
were the cos(DiPDj) is defined as: [(x − xi)(x − xj) + (y − yi)(y −
yj)]/didj. The appropriateness of the cosine function and computation
ease makes it a good measure of direction. The function sj is included
in the new function to preserve the original implicit assumption that
points Di near P should weight more than distant points. Within the
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direction considered, a new weighting function wi = (si)
2 × (1 + ti) is
defined and the final interpolation function is defined as:
f3(P ) =

∑
Di∈C′
wizi/
∑
Di∈C′
wi if di 6= 0 for all Di
zi if di = 0 for some Di
(7.6)
The latest version of the function behaves like f2(P ) with the direc-
tion factor included in computing the weightings. This directional
weighting function accounts for intervening data points and avoids
intuitively non-reasonable results.
3. Determining Slope: The arbitrary and undesirable zero gradient at
every point Di still exists on the f3(P ), interpolated surface. If di is
very small, si will equal d
−1
i and wi will vary as d
−2
i . To correct this,
weighted averages of divided differences of zi about Di, Ai and Bi,
were added to sufficiently nearby data points to achieve partial deriva-
tives at Di. Constants Ai and Bi represent the slope in the x and y
directions at each data point Di, Ai and Bi are defined as:
Ai =
∑
Dj∈C′′i
wj
(zj − zi)(xj − xi)
(d[Dj, Di])2∑
Dj∈C′′i
wj
(7.7)
and
Bi =
∑
Dj∈C′′i
wj
(zj − zi)(yj − yi)
(d[Dj, Di])2∑
Dj∈C′′i
wj
(7.8)
where C
′′
i = C
′
Di
− {Di}.
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A new parameter v is defined with the distance dimension to bound
the maximum effect the slope terms may have on the final interpolated
value. For a contour mapping application, v can be defined as:
v =
0.1[max{zi} −min{zi}]√
max{(A2i +B2i )}
(7.9)
An increment ∆zi =
Ai(x−xi)+Bi(y−yi)
v
v+di
is computed for each Di ∈ C ′P
as a function of P to include the effect of the slope in interpolating
values at P . Thus the latest version of the interpolation function is:
f4(P ) =

∑
Di∈C′
wi(zi + ∆zi)∑
Di∈C′
wi
if di 6= 0 for all Di ∈ C ′
zi if di = 0 for some Di ∈ C ′
(7.10)
In function f3(P ), the interpolated surface has a zero gradient at
every Di. The function f4(P ) behaves as f3(P ) but corrects this
undesirable property. Using f4(P ), the interpolated surface would
achieve the desired partial derivatives at Di.
Interruption of the Relationship Between Adjacent
Points
Shepard interpolation is based on the intuitive assumption that there is a
logical relationship between adjacent points. This assumption is, however,
violated if some barrier, such as a river, ruptures the continuity of the sur-
face (Shepard, 1968). The effect of physical barriers can be simulated easily
due to the distance-dependent interpolation by including virtual barriers.
The user may specify discontinuities in the metric space in which di is cal-
culated using a different selection set of nearby data points and different
weightings and slopes are being calculated. Given a detour of length b[P,Di]
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perpendicular to the line between P and Di, Shepard interpolation defines
the effective distance to travel between the two points as:
d′i = {(d[P,Di])2 + (b[P,Di])2}
1
2 (7.11)
where b[P,Di] is the strength of the barrier. When a barrier exists, d′i
replace di in all calculations. Whereas, if there is no barrier between Di
and P , di = di and b[P,Di] = 0. The effective distance is discontinuous
as P crosses a barrier which result discontinuous interpolated surface at an
obstacle. The inclusion of barriers in the interpolation will result in the
selection of a different set of nearby data points, weightings, and slopes.
7.3 Shepard Interpolation Analysis
In this section the effectiveness of the Shepard interpolation algorithm is
verified and its characteristics are studied quantitatively and qualitatively.
The Shepard interpolation algorithm was compared with Triangulation with
Linear Interpolation algorithm (TLI) (Yang et al., 2004) in order to assure
its effectiveness.
TLI was chosen as a comparison framework because it is an exact inter-
polator which uses the optimal Delaunay triangulation. Delaunay triangula-
tion is used extensively in the field of wireless sensor network. Uses include:
adaptable network deployment (Wu et al., 2006), network coverage (Naznin
and Nygard, 2006), locating and bypassing routing holes (Fang et al., 2004),
distributed area computation (Greenstein et al., 2004), position-aware rout-
ing (Raweb, 2004), and spatial clustering (Virrankoski, 2005). Furthermore,
TLI is widely referred to in the literature including in the image processing
field (Ruprecht and Muller, 1995) and reported to be one of the simplest
and most efficient algorithms with a good running time (Yang et al., 2004;
Goncalves, 2006).
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Triangulation with Linear Interpolation Algorithm
Details
The TLI algorithm (Yang et al., 2004) is an exact interpolator that uses the
optimal Delaunay triangulation. This method connects data points to form
triangles that do not intersect with each other. The result of this process is
a patchwork of triangular faces over the extent of the grid. The slope and
elevation of the triangle is determined by the original data points defining
the triangle and all nodes within the triangular plane are defined by the
triangular surface. Since the triangles are determined by the original data,
the data must be sampled at a high rate. TLI is fast with all data sets but
it is not effective with few points (Yang et al., 2004). One advantage of tri-
angulation is that, with enough data, triangulation can preserve break lines
defined in a data file. For example, if a fault is delimited by enough data
points on both sides of the fault line, the surface generated by triangulation
will show the discontinuity (Yang et al., 2004).
Comparison Metrics
To determine the accuracy of the interpolation quantitatively, the Root
Mean Square Deviation (RMSD) of a high resolution source data and the
result of the interpolation using a subset of that data has been chosen as a
measure of how similar two images are. If the images are exactly identical,
this value is zero.
The skewness and kurtosis were also chosen to give a measure of the
shape. Skewness and kurtosis are the most common statistical measures for
deviation. They allow quantising the shape deviation produced by different
methods. The kurtosis is a measure of the peakedness of a real-valued
random variable where a high kurtosis distribution has a sharper peak and
fatter tails and low kurtosis distribution has a more rounded peak with wider
shoulders (Joanes and Gill, 1998). Skewness is a measure of the asymmetry
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of the probability distribution of a real-valued random variable (Joanes and
Gill, 1998). A distribution could have two kinds of skewness; positive skew
or negative skew, where the mass of the distribution is concentrated on the
left of the figure or the right of the figure respectively.
Visually, we use 2D and 3D height maps to determine the global accuracy
of the interpolation method. The 2D maps depict the height where the pixel
intensities depict depth values. Further qualitative accuracy assessments are
done using empirical peak profiling to obtain peak information for studying
the two algorithms local behaviour.
Experimental Setup
Figure 7.3: Grand Canyon height map
These experiments made use of the Grand Canyon height map (McCabe,
1998) to experimentally study the performance of TLI and Shepard inter-
polation algorithms. The studied region is 15360m2, with heights ranging
from 165m to 284m above sea level. It is assumed that the deployment
of data collection nodes is un-engineered, i.e. the data is irregularly dis-
tributed over the studied region. The height map was chosen because using
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numerous wide-distributed height points has been an important topic in
the field of spatial information (Yang et al., 2004). Furthermore, the height
is a static measure which makes it suitable for the evaluation of various
interpolation algorithms. However, the height is only one possibility for in-
terpolation, nevertheless, interpolators may be used to estimate any sensed
phenomena such as temperature.
The primary purpose of these experiments is to take spatial interpolation
to calculate the unknown heights by using the information of neighbouring
points and to report results and comparisons. Using the same data set, the
difference in quality and accuracy of generated maps is determined by the
interpolation method used.
The performance of interpolation algorithms is largely dependent on
the characteristics of the input data set, such as accuracy, density, and
distribution. The interpolation problem of randomly scattered data will
be addressed because in many real-life deployments of wireless sensor net-
works, the position of sensor nodes is not predetermined. Ganesan et al.
(2004) outlines two fundamental reasons that render nonuniform regular
configurations of sensor network deployment.
1. The monitored phenomena are not uniformly distributed and the de-
ployment of sensor nodes will be variable in order to achieve denser
sensing where there is greater spatial variability.
2. Terrain and other deployment practicalities bias deployment locations
to where necessary power sources, communication, or access can be
achieved. Sensor networks are affected by the terrain condition. For
example, the terrain could be inaccessible due to biological or chemical
contamination, beyond the enemy lines, or even simpler, when the
monitored area is very large.
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Experiment 1: The Effect of Network Density
Aim: In this set of experiments, the effect of network density on the re-
construction quality of both interpolation algorithms is to be studied.
Procedure: The run of the interpolation methods with different network
densities provides an excellent example of a framework from which to con-
sider the network density problem.
Results and discussion: Tables 7.1 to 7.4 show how the network density
and choice of interpolation algorithm affect the reconstruction results. It
is observed that higher network densities increase the smoothness in the
re-constructed maps. For instance, contour maps made from high network
density are visibly smoother than contour maps made from lower density
due to shorter line segments between data points. However, an increase in
the number of data nodes results in an increase of the computation time,
communication cost, and memory usage. Thus, the aim is to have an inter-
polation algorithm that is capable of generating a high quality map without
having to obtain unrealistic percentages of data coverage in the area of in-
terest.
Compared to the actual height map, Figure 7.3, it is visually evident
that both interpolation algorithms produced acceptable quality 2D and 3D
height maps. However, the reconstruction quality of TLI with the absence
of sufficient data density (e.g. 10, 50, and 100 node) is largely fictitious and
unconstrained especially on the map boundaries. TLI requires the number
of boundaries of the observed area and higher density of sensing nodes on
these locations. As the network density increases the reconstruction quality
for both algorithms is improved. TLI performed better than Shepard with
the reconstruction of the right hand side portion of the map due to the
smoothness of its surface. This result is due to the assumption that TLI
makes, that the height is changing at constant rate, which was the case in
that portion of the map. Nevertheless, Shepard interpolation results were
equal to or better than TLI algorithm despite the little geometric variation
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in that part of the map. Shepard interpolation captured smaller features of
the surface and reflected more details that TLI, as shown in Experiment 2.
However, the cost (in terms of computation, the size of the support set,
and the communication cost to collect the values in the support set) of
interpolation in Shepard was much less than that when using TLI. Shepard
reduces the interpolation cost by reducing the size of the support set to
include only the points which have significant effect on P .
Conclusion: Shepard interpolation resulted in equal or better reconstruc-
tion results than TLI. The Shepard algorithm proved to produce more ac-
curate interpolation results especially on the boundaries and at low network
density. Also, Shepard has also captured smaller features and reflected more
details of the surface than TLI.
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Table 7.1: (1): 2D maps produced by Shepard and TLI at various network
densities.
Network density Shepard TLI
10
50
100
200
300
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Table 7.2: (2): 2D maps produced by Shepard and TLI at various network
densities.
Network density Shepard TLI
500
1000
Experiment 2: Interpolation Local Behaviour
Aim: In this set of experiments the local performance of Shepard and TLI
interpolation algorithms is to be evaluated through application of image
processing approaches.
Procedure: Peak profiling and statistical measures (mean, skew, and kur-
tosis) are used to quantitatively characterise and compare local features
extraction capabilities of both interpolation algorithms at various network
densities. The highest peak in the Grand Canyon height data, labelled in
Figure 7.3, was selected as the local feature that is quantised from maps
produced by each interpolation algorithm at various network densities.
Results and discussion: Figures 7.4 to 7.10 show the profiling results of
the selected peak from the original map and from maps produced by the
Shepard and TLI interpolation algorithms. It is observed from the figures
that Shepard interpolation appears to be more visually plausible and has
always rendered a smoother surface than TLI. Shepard had consistently
equal or better results than TLI because it adhered more to the original
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Table 7.3: (1): 3D maps produced by Shepard and TLI at various network
densities.
Network density Shepard TLI
10
50
100
height range of the data. It can be seen that the surface generated by Shep-
ard method is less “pointy”, i.e., its curve at the peaks of the observation
points is lower than that obtained using TLI interpolation functions. Be-
sides producing surfaces that are further from the actual surface, TLI is
less smooth than Shepard. This is because that TLI surface passes through
all points whose values are known. As explained in Section 4.2, there is an
inherent uncertainty in the sample values, and so it is not strictly essential
to interpolate the sample point values. Shepard curves maintain the local
shape properties of the nodal functions, however, there is a mild decrease
in a point’s influence as it gets farther from the prediction location. While
in TLI curves, all locations within the relevant triangle get the same weight
regardless of how far they are from the prediction location. In local Shep-
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Table 7.4: (2): 3D maps produced by Shepard and TLI at various network
densities.
Network density Shepard TLI
200
300
500
1000
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Table 7.5: Peak profiling statistical measures: Mean, Skewness, and Kur-
tosis
Network density Skewness Kurtusis
Shepard TLI Shepard TLI
10 -0.340 -0.129 2.072 2.085
50 -0.314 -0.105 2.088 1.782
100 -1.698 -0.610 5.372 2.086
200 -1.065 -1.069 2.862 3.380
300 -1.635 -1.613 4.669 4.486
500 -1.117 -1.186 4.211 3.465
1000 -1.249 -0.964 4.211 3.092
ard interpolation, the enforced restriction of support set to sample points
within the neighbourhood reduced the effect of distant points and produced
a final surface that is visually much closer to the original for some features.
At low network densities (10 and 50) Shepard outperforms TLI as it yields
a surface which is much more representative of the original surface than
that yielded by TLI. This is because TLI requires a medium-to-large num-
ber of data points to generate acceptable results. With a highly variable
surface such as this, 50 data points are insufficient for TLI to re-create the
source data, despite the relatively small size of the region in question. At
all network densities, TLI suffer from edge effects because data sets that
contain sparse areas result in distinct triangular facets on a surface plot or
contour map. At slightly higher network densities (100 and 200), TLI was
less representative of the original data range than Shepard because it tends
to capture broad regional trends in the surface. TLI does not provide the
‘flatness’ on the edges we would hope for. As the network density increases,
both interpolation algorithms give almost equal results with better perfor-
mance from the Shepard algorithm on the basis of adherence to the original
surface.
Table 7.5 presents a summary of statistics for peak profiling results at
various network densities using Shepard and TLI interpolated maps. The
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Figure 7.4: Peak profiling with 10 nodes network density
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Figure 7.5: Peak profiling with 50 nodes network density
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Figure 7.6: Peak profiling with 100 nodes network density
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Figure 7.7: Peak profiling with 200 nodes network density
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Figure 7.8: Peak profiling with 300 nodes network density
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Figure 7.9: Peak profiling with 500 nodes network density
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Figure 7.10: Peak profiling with 1000 nodes network density
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skewness and kurtosis values measured from the original map are −1.419
and 4.423 respectively. The values recorded in table 7.5 shows that as
the network density increases, the quality of the produced maps increase.
The skewness measurements in table 7.5 confirm the results found in the
previous experiment that Shepard interpolation produced a more accurate
presentation of the interpolated surface at smaller data sets. However, with
bigger data sets (200 and 300) the peak deviation difference of Shepard and
TLI interpolated surfaces from the original surface is minimised. Looking at
the kurtusis measures, Shepard gives more accurate results of how peaked
a distribution is. This success of Shepard was due to the use of a subset of
the observation points which is more related to the interpolation location
and ignores the effect of distant points.
Conclusion: The results of these experiments, summarised in table 7.5,
showed that Shepard interpolation was more capable of extracting local
features of the interpolated terrain than TLI. This result makes the Shepard
interpolation method more suitable for implementing the localised mapping
service in large wireless sensor networks.
Experiment 3: Acceptable Level of Data Presentation
Aim: In this experiment the question of what is an acceptable level of data
presentation needed for a particular application was investigated.
Procedure: The required accuracy level of interpolated maps may vary
significantly depending on the specific application. The contour maps pre-
sentation style was chosen as an application to determine the network den-
sity required to reflect some terrain characteristics with particular levels
of accuracy and details. In this set of experiments the quality of the con-
structed contour maps is to be evaluated. Specifically, the effect of the
network density on the quality of the contour maps is to be studied.
Contour maps are a variety of maps characterised by large-scale detail
and quantitative representation of terrain, usually using contour lines (Li
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Table 7.6: Contour maps drawn on maps produced by Shepard interpolation
Original 10 50 100
200 300 500 1000
et al., 2005; Andrews, 1982). Contour lines connect a series of points of
equal elevation and are an efficient way of representing a phenomenon on
the terrain. As in Experiment 2, the contour map presentation of the highest
peak in the monitored area will be studied.
We identify three factors that affect the data presentation quality: the
interpolation algorithm, data characteristics, and network density. These
three factors were studied in previous sections, however the representation of
various features shown on the contour map is highly affected by the network
density due to shorter line segments connecting two data points. Thus, we
perform further investigation on the network density factor. We restrict
the data representation quality experiments to Shepard’s algorithm because
Experiment 1 and Experiment 2 proved that Shepard is more suitable for
spatial data interpolation at lower times and processing complexities than
TLI.
Results and discussion: Table 7.6, shows a number of contour maps over-
laying the height map generated using the Shepard interpolation algorithm
at various network densities. By comparing contour maps constructed us-
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ing low (10, 50, and 100), medium (200 and 300), and high (500 and 100)
network densities, it is noticed that the reconstructed maps are very similar
to the original one. The lowest network density at which the selected peak
was successfully captured is 100, however it did not precisely identify the
size of the peak. At 200 nodes network density both the size and the height
of the peak were represented correctly on the contour map. With higher
network densities, contour maps exactness increased rapidly and the simi-
larity between the contour maps generated using 200, 300, 500 and 1000 is
insignificant. Thus a network density of 200 is enough to give an acceptable
presentation of that desired feature.
Conclusion: From the contour map and the peak profiling results, it can be
seen that most of the topographic variations of the terrain were represented
with accuracy levels enough to supply information on the topography of
the land surface at a 200 nodes network density. In current real-life wireless
sensor network deployments, this network density is achievable which proves
the appropriateness and efficiency of Shepard interpolation when applied in
wireless sensor networks.
The results from experiments 1, 2, and 3 show that local Shepard inter-
polation is a feasible approach for spatial data interpolation. The Shepard
method is also suitable from an application point of view. It provides a more
indicative image on the spatial relationship between geographical blocks and
reveals some faults which other methods trialed can not reveal.
7.4 Chapter Summary
This chapter has discussed the proposed new network map generation ser-
vice. We prove by empirical analysis that Shepard is a suitable algorithm
for the distributed wireless sensor networks data extraction and visuali-
sation mapping service. This algorithm was found to be an attractive
solution due to its wide use in the literature. Furthermore, Shepard in-
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terpolation is intuitively understandable and provides a large variety of
possible customisations to suit particular purposes, e.g. relaxation of the
interpolation condition for noisy data sets (Ruprecht et al., 1995). Also,
Shepard can be easily modified to incorporate different external conditions
that might have an impact on the interpolation results, such as barriers.
Shepard’s method is simple to implement with fast computation and mod-
elling time (Krivoruchko, 2004; Lazzaro and Montefusco, 2002) and an easy
generalisation to more than two independent variables. This method can
be localised, which is an advantage for large and frequently changing data
sets, making it suitable for sensor network applications. Local map gener-
ation by Shepard function reduces data communication across the network
and evades the computation of the complete network map when one or
more observations are changed. Finally, there are few parameter decisions
and it makes only one assumption which gives it the advantage over other
interpolation methods (Krivoruchko, 2004).
Chapter 8
Distributed Map Generation
The distributed construction of accurate and efficient visualisations of sense
data gathered from wireless sensor networks is an open problem. This chap-
ter presents a novel solution in which groups of network nodes cooperate
to produce local maps which are cached and merged at a sink node, pro-
ducing a low-resolution map of the global network. The sink node receives
periodic map updates from each cluster head used to refine an up-to-date
global map. The global map gives a low cost interface used to target queries
for generating detailed maps from a subset of the sensors in the network.
Different map resolutions are adequate for different management applica-
tions to perform at a desired level. In an energy constrained network, it is
preferable to allow the application to control the level of detail and topology
coverage of a generated map.
Solving global network data mapping problems through localised and
distributed computation is achieved by abstracting and simplifying the rout-
ing and the map generation services and turning them into services of the
network rather than being the result of coordinating the services of individ-
ual nodes. This system changes the mechanism of use of certain capabilities
in wireless sensor network; the interpolation service is used by the sensing
nodes to deal with mapping data and a cluster-based routing algorithm in
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which the cluster heads are selected as the caches for local maps.
8.1 Introduction
Modern advances in measurement and instrumentation have required in-
creasingly sophisticated visual representations, to ensure that scientists can
quickly and accurately interpret increasingly complex data. Most recently,
wireless sensor networks have emerged as a technology which can provide
high fidelity, multi-modal sense data over large geographic areas and long
periods of time. Traditionally, such applications as mapping would be per-
formed at a single host computer, situated outside the wireless sensor net-
work. In this case, the sensor network is simply a data gathering tool, with
all of the information processing being centralised within the computer.
Increasingly wireless sensor networks are being seen as a more open and re-
targetable resource, possibly with multiple or mobile users and consequently
multiple sinks. In this situation it is necessary for information processing
to occur within the network, rather than in an external computer.
Graphics algorithms are often computationally expensive which can cause
problems for low-power, long-term deployments of sensor networks. Enough
data must be cached in the network to generate maps, although memory
may be a scarce resource. Nodes must cooperate to interpolate between
data gathered at different points in the network, but radio communication
may need to be minimised for energy efficiency.
This chapter presents a novel solution to these problems, in which groups
of network nodes cooperate to produce local maps which are cached and
merged at the sink node defined for the mapping transaction, producing a
low-resolution map of the global network. The sink node receives periodic
map updates from each cluster head used to refine an up-to-date global
map. The global map gives a low cost interface used to target queries for
generating detailed maps from a subset of the sensors in the network. The
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key contribution of this work is to combine the mapping and routing services
of wireless sensor networks, by utilising a cluster-based routing algorithm
and selecting cluster heads as the caches for local maps.
For many mapping applications, a complete, high resolution map is not
needed. Obtaining the map of an area of interest often suffices. The ap-
proach presented here allows the user to obtain a complete or partial map
of the environment at the desired level of fidelity. A complete map can be
obtained by generating local maps at each cluster; the integration of these
partial solutions solves the global problem. Indeed, the complete map is
calculated by merging sub-maps produced locally at clusters.
The cluster-based technique presented here is a quasi-distributed solu-
tion, as individual clusters of nodes behave as if they were a centralised
network. This is an improvement on centralised mapping services which
require all relevant data to be transmitted to the sink node to produce a
map, resulting in serious communication bottlenecks.
Hierarchical data distribution is acknowledged as an effective approach
to reducing the communication in the network and load balance energy con-
sumption (Chang et al., 2006; Ganesan et al., 2003; Chan et al., 2006). The
experimental work presented here uses the MuMHR routing algorithm (see
Chapter 6) that handles various topography types such as forests, or build-
ing interiors with obstacles of any shape, without implementation changes.
The method proposed here is automatic and does not depend on a
specific topology. Maps are successfully handled using no domain specific
knowledge. This decentralised approach works very well in domains with a
dynamically changing environment. The approach potentially enables the
network to adapt to changes in the monitored environment locally (and in-
dependently of the other network clusters) which would make the scheme
scalable. If desired, more sophisticated application-specific algorithms may
be adopted as “plug-ins” for increased performance.
In this chapter a distributed in-network mapping service which utilises a
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range of network topologies, routing protocols and interpolation algorithms
is proposed. Section 8.4 gives an experimental evaluation of the technique,
carried out in simulation.
8.2 Distributed Map Construction
The hierarchical organisation of the data storage, extraction, and processing
scheme can be exploited to search efficiently for patterns across the network.
This can be done by first extracting and examining a low-resolution map at
the sink. Then this map can be used to obtain more highly accurate maps
for sub-regions of the network efficiently by drilling down the routing hier-
archy by eliminating clusters whose maps are not significant to answering
a query. In dynamically changing environments, when local changes occur
on topological elements, such as fire causing a wall to collapse, the map
produced from the modified cluster is recomputed locally and the rest of
the map is left unchanged. The routing hierarchy can have any number of
levels, making it scalable for large problem spaces. When the problem space
is large, a larger number of levels can be the solution for reducing the map
production effort, for the cost of more localised storage and pre-processing
time.
Distributed Mapping Requirements
The highly data-driven nature of sensor networks and their limited resources
impose many requirements on data storage and processing infrastructure.
A fully centralised data collection, storage, and extraction are infeasible
for many reasons including: the high energy cost involved in transmitting
the data to the sink; it introduces a single point of failure; performance
bottlenecks especially around the sink; significant redundancy of sense data;
a big portion of the returned data is not useful; among others. However,
many queries of the sensor network are of a spatio-temporal nature that
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requires centralised data collection. Mining for characteristics of such nature
where local processing is not enough should be feasible. Different map
resolutions are adequate for different management applications to perform
at a desired level. In these cases, it is an unjustified waste of resources
to retrieve the entire topology of large-scale networks especially as sensor
nodes are energy constrained. Furthermore, a sensor network user will
regularly require an abstract global view of the large sensor data. A global
map gives a visual interface which allows users to drill down into areas
that appear to contain noticeable anomalies without requiring a pre-defined
notion of what makes up such anomalies. For instance, path-finding problem
frequently put forward in disaster recovery scenarios such as forest fires. At
slightly higher level views, the details of the monitored environment fade,
facilitating planning at a higher level. Then the responders can zoom-in
over the identified location of the fire to plan access to the site.
Distributed Mapping Service Architecture
The distributed mapping service is made up of four modules: Application,
Interpolation, In-network Processing and Routing. Figure 8.2 shows the
mapping service architecture and interaction between its four modules.
The Routing module is an essential module responsible for data com-
munication. In this scheme, MuMHR, discussed in Chapter 6 is the routing
protocol used. The defined routing procedure builds the hierarchy and es-
tablishes the path between sensing nodes and their respective cluster head
to enable data transmissions.
The role of the In-network Processing module is to process raw data re-
ceived from various cluster head nodes in the network. It applies filtering on
all the received data to reduce redundancy resulting from overlapping clus-
ter coverage. Moreover, the In-network Processing module manages incre-
mental update messages and merges them into single transactions. Also, it
defines two interfaces for the Interpolation and Application modules through
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Figure 8.1: Architecture of the distributed in-network mapping service.
which it provides access to the cached data in a suitable format.
The Interpolation module represents the map generation service. All
mapping applications use the Interpolation module as a building block to
generate maps. The Interpolation module provides access to the In-network
Processing module to obtain the available mapping or update data. In
this scheme, we use Shepard interpolation (Shepard, 1968) discussed in
Chapter 7.
Finally, the Application module contains the user defined applications
such as path-finding or isopleth maps. The application module also has di-
rect access to the In-network Processing module to get raw data if required.
An Algorithm for Distributed Map Construction
The system proposed here responds to the requirements identified in Sec-
tion 8.2 and integrates them into a distributed, in-network mapping ser-
vice. It includes a hierarchical, multi-resolution storage and a distributed
processing to data extraction paradigms. Scalable, low-resolution, and load-
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Figure 8.2: The problem of generating a complete network map is solved by
merging sub-maps produced and maintained locally at clusters-head nodes.
The filled Plus shape represents an incremental map update message.
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balanced data extraction is sought as a solution to fulfil these requirements.
The sink generates a low cost, low-resolution map for the network region
before deciding to get more detailed and more expensive detailed data sets.
At a lower hierarchical level, cluster head nodes maintain high-resolution
maps from a larger number of nodes to obtain an accurate image from
a smaller region. Figure 8.2 illustrates how the problem of generating a
complete network map is solved by merging sub-maps produced and main-
tained locally at cluster head nodes. It shows how local cluster head nodes
maintain a high-resolution accurate map of the regions they manage; these
maps are merged at the sink to generate a complete map of the network
that contains lower-level of details from larger region.
The major steps of the distributed mapping service are as follows:
1. Cluster head node collects data from its vicinity
2. Cluster head node computes its partial map and forwards it to the
sink
3. The sink computes complete network map
4. Dynamically update the partial and complete network maps
Cluster head collects data from its vicinity
After the paths to the cluster head are established and every node receives
a TDMA schedule, sensing nodes start data transmission to their respective
cluster head in their assigned time slot. The data is sent to the cluster head
in the form of a tuple (x, v, t) where x is the 2D Cartesian coordinates of
the sensing node, v is the value of the measured parameter(s), and t is a
time-stamp denoting the time at which the data packet was created.
Algorithm 1 describes the behaviour of sensor nodes where sv is a set
containing the last read value of each sensor attached to that node. A
sensor node will request a fresh reading, vi, from all sensors, N , attached to
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Algorithm 1 A description of sensing nodes behaviour.
PROCEDURE CollectData(sv,T)
b = [ ]
FOR i = 1...N DO
request vi
IF Ti == 0 THEN
createLocalAccuracyModel( )
END IF
IF svi == 0 THEN
svi ← vi
b.append((i, svi))
ELSE IF |vi − svi | > T THEN
svi ← vi
b.append((i, svi , t))
END IF
IF Ti == 0 THEN
createLocalAccuracyModel( )
END IF
sensor.send((x, b))
b = [ ]
it. If the node was in the initial data collection phase it computes the local
accuracy model and stores a copy of all its sensors readings. In latter data
transmission phases, sensor nodes classify each new reading according to
the local accuracy model,T, and then send their cluster head only readings
that are classified as significant changes.
Though attempting to achieve a desired global objective, the sensing
nodes interact with each other only within a restricted neighbourhood, de-
fined using the interpolation service. A sensing node only buffers data
packets for neighbouring nodes that have a significant effect on its local
map. For instance, Shepard interpolation defines an arbitrary number of
nodes, N , within a particular radius from the node, R, as the set of nodes
which has effect on the local map. For more information about how N and
R are calculated see (Shepard, 1968).
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Algorithm 2 A description of cluster heads behaviour.
PROCEDURE ClusterHeadTask( )
WHEN receive sensor update
c+ +
Pmap.update( )
IF c == m THEN
sd = createSummaryData( )
END IF
sensor.send(sd)
The cluster heads continuously record and aggregate each nodes data.
To avoid sending large amounts of data across the network, various cluster
head nodes will collect the data from their area and create summary data
sets as defined by the In-network Processing model. The size of a summary
data set is determined with the accuracy level required by the complete
network map. These summary messages are then transmitted to the sink.
Cluster head computes its partial map and forwards it to the
sink
The cluster head uses the received data from nodes within the cluster to
build an accurate map of its vicinity. To reduce the size of the transmitted
data set, the cluster head applies compression techniques defined in the In-
network Processing module to eliminate redundancy resulting from overlap
of nodes coverage area. Given an up-to-date data set, the cluster head
can easily generate a partial map using the map generation service. The
compression process is important as it makes the interpolation step faster.
The cluster head caches two data representations: point data and graphical
map. The former is used to build the local graphical map and forwarded to
the sink to be combined with data received from other clusters to build the
complete network map. While the latter is used to respond quickly to user
queries about events or parameters to be found within the cluster area.
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Algorithm 3 Incremental update of local and global maps.
IF node is a sensing node THEN
create a local accuracy model
classify each new reading according to the local accuracy model
IF local accuracy deviates THEN
update the local map
forward the new reading to its cluster head
END IF
END IF
IF node is a cluster head THEN
WHEN receive update message
update local map
send the update message to the sink
END IF
sink combines up-to-date local maps
Algorithm 2 describes the behaviour of a cluster head node where m is
the number of members in that cluster and Pmap is the partial map.
The sink computes complete network map
The sink fuses the partial map data received from all cluster head nodes into
a complete map of the network. By applying the same interpolation step
performed at the local cluster head nodes, the sink generates a complete
map of the network. When requested by the user, this map can be refined
by querying a more detailed map from the cluster head(s) managing the
area of interest. A user may want to query detailed data sets from a group
of sensors in the network. A query may be directed to the cluster head node
nearest to the desired location.
Dynamically update the partial and complete maps
In many real-world applications of wireless sensor networks, the sensed
modalities are mostly unchanged or slightly changed over time (Xue et al.,
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Algorithm 4 Dynamic calculation of nodes local accuracy model.
(1) cache data of neighbouring nodes
(2) use the map generation component to calculate sensor own reading using
the neighbours data
(3) calculate the standard deviation form the estimated value from 2 and
the actual reading
(4) repeat steps 1 to 3 for each of sense modality
2006). Therefore, the successive maps generated for these modalities are
very similar and updates of the current map are enough and could save a
considerable amount of energy. However, in large scale wireless sensor net-
works, map update data could be large in size. The standard incremental
update method of partial and complete maps is large if compared to the
bandwidth of a typical wireless communication channel. Map update size
reduction is therefore of vital importance.
One method for map update size reduction is that each node uses the
Interpolation module of the mapping service to build a local accuracy model
(see Algorithm 4) which can be used by the node to base its decisions of
reporting a change in its local map to its cluster head. The local accuracy
model is defined such that a node is able to estimate its own reading us-
ing other observation points within some level of tolerance. This level of
tolerance can be derived from the global cluster map accuracy. Each sen-
sor node tracks its local accuracy model. When the accuracy level changes
sufficiently, the sensor node saves the new calculated map using the most
recent readings and it reports these changes to its corresponding cluster
head. If several updates arrive at the cluster head about the same time,
they are grouped into one update transaction before being sent to the sink.
Algorithm 3 outlines the approach.
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Table 8.1: Linux-class sensor node hardware platforms.
MicroServer Gumsense
CPU RMI Alchemy au1550 MarvellPXA270withXScale
Clock speed 400MHz 100 MHz to 600MHz
CPU power
consumption 0.5W 72µW
Memory 128MB 128MB
Flash ROM 128MB 32MB
8.3 Hardware Limitations
The following experiment and the experimental work in Chapter 9 target
sensor networks built from Linux-class devices that have higher storage and
processing capabilities. The choice of less constrained hardware platform
was for two reasons:
1. In-network distributed sense data mapping is desirable but introduces
a considerable storage and computation complexity on sensing devices
when considering current sensor node capabilities.
2. In-network visualisation has requirements typical of any non-trivial
processing. For example, the MICA/MICA2 mote (xbow, 2007) mi-
crocontroller has no support for floating point arithmetic or integer
multiplications.
The Gumsense (Martinez et al., 2009) and EmStar MicroServers (Girod
et al., 2007a,b), amongst other Linux boxes are example hardware platforms
that are available in the market and are capable of running the distributed
mapping service in a large-scale wireless sensor network. Table 8.1 shows
the specifications of these hardware platforms.
In an extreme situation, assume that there is a sensor node that store 500
observation points. Assuming mapping data are represented as triplets of
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Figure 8.3: A mineral map derived from AVIRIS data.
32-bit floats, the data alone requires 3.9KB of memory. Let Id be the
number of instructions required to estimate the value at any interpolation
location. Knowing the clock speed of the processors allows making a simple
estimate of the execution time. Combined with the 600MHz clock speed,
execution time to calculate a partial map is estimated at 1.4583s. What
is defined as an acceptable execution time is dependent on the application
requirements.
8.4 Experimental Comparison of
Centralised and Hierarchical Mapping
Services
Aim: In this experiment, the efficiency of the proposed distributed map-
ping service in terms of energy and the quality of the produced map is to be
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studied by simulating the distributed mapping service execution on a real
life data set.
Procedure: This algorithm has been implemented in Dingo wireless sen-
sor networks simulator, which is an enhanced version of SenSorPlus used
to implement the centralised mapping service. To present the results of
generating high quality maps at a low energy cost and minimal network
delay we have chosen the determination of isopleths on interpolated fields.
Figure 8.3 shows a mineral map derived from AVIRIS data obtained over
Cuprite, Nevada, in 1995 (McCabe, 1998). The satellite spatial resolution
is about 17 meters pixel spacing and the scene is 4.5km wide and 4.5km
high and north is up. In this experiment, a 2000 node sensor network was
randomly distributed over the area described above. The sink node is lo-
cated at the centre of the covered area. Isopleths has been generated from
the data collected by the centralised and hierarchical mapping services. The
results obtained here are compared to the results of the centralised mapping
service approach proposed in Chapter 5.
Results and discussion: The maps generated by the centralised and
hierarchical mapping services are shown in Figures 8.4 and 8.5 respectively.
By comparing the interpolation results, it is observed that the interpolated
maps are visually very similar to each other as well as with the original map.
This demonstrates that the proposed distributed mapping service is no less
accurate than a centralised service. Quantitatively, the difference between
the high-resolution source data and the interpolated data is measured as the
RMSD difference of the pixels. Using this measurement, there is just a 1.2%
difference between the hierarchical and centralised interpolation algorithms.
One particular side-effect of the hierarchical method can be beneficial. The
enforced exclusion of distant points in local interpolation can produce a final
map that is visually much closer to the original for some features. Examine
Figures 8.9, 8.10 and 8.11. The influence of irreverent distant points in
the centralised interpolation (Figure 8.10) causes less of a similarity with
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Figure 8.4: Interpolated field generated using a centralised mapping service
running on 2000 simulated nodes, randomly distributed on the surface from
Figure 8.3.
Figure 8.9 than the hierarchical method (Figure 8.11). Note the complete
absence of the “loop” shapes under the main dark region in Figure 8.10.
The results of generating isopleths based on this data are shown in Fig-
ures 8.6 and 8.7. These contours were generated for a 116 units and a
threshold of 1. The interpolated terrain generated by the two approaches is
nearly identical and is similar to the real surface. However, the difference
in the cost of generating the two contours is large. Figure 8.4 shows the dif-
ference between the number of messages exchanged using both approaches.
The comparison of the data shown in in Figure 8.4 captures the essence
of the approach proposed here. The figure plots the mapping traffic against
the number of nodes in the network. Remarkably, the number of exchanged
mapping messages in the hierarchical mapping service is much smaller than
that of the centralised version. This suggests that exploiting the routing
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Figure 8.5: Interpolated field generated using a hierarchical mapping service
running on 2000 simulated nodes, randomly distributed on the surface from
Figure 8.3.
hierarchy results with substantial energy savings without any degradation
in the quality of the produced map. Unlike the centralised mapping service,
as the number of nodes in the network increases, the mapping traffic in the
hierarchical service remained small which makes it a scalable solution for
mapping large-scale wireless sensor network data. The distributed mapping
service scales fairly well with respect to the network size and achieves these
gains in the efficiency (energy and timeliness) without requiring any extra
setup messaging.
Conclusion: The distributed mapping service produced no less accurate
results than the centralised mapping service. However, the cost of producing
the global network map from locally computed partial maps is much less
than the cost incurred by the centralised mapping service.
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Figure 8.6: A contour at 116 units drawn on the interpolated field from
Figure 8.4.
8.5 Chapter Summary
Visualisation of sense data gathered from networks of wireless sensors is a
challenging problem in several regards. This chapter has presented a poten-
tial solution which addresses several issues, namely: energy efficiency, data
storage and network organisation. The distributed mapping service is novel
in that partial visualisations are computed and merged in local network
clusters. This combination of routing and visualisation is the major con-
tribution of this work. Results of this work, gained in simulation, indicate
that significant savings in energy (from radio transmission) can be made
using this distributed data extraction and visualisation mapping service; it
is no less accurate than a centralised service; it requires only significant map
updates to be transmitted from the sensor, rather than the entire raw data;
and it allows each sensor to locally determine its behaviour and respond to
8.5. CHAPTER SUMMARY 141
Figure 8.7: A contour at 116 units drawn on the interpolated field from
Figure 8.5.
its environment, for example deciding when to recalculate its local map in
response to changes in the input data.
142 CHAPTER 8. DISTRIBUTED MAP GENERATION
20 40 60 80 100 120 140 160
Number of network nodes
0
200
400
600
800
1000
1200
1400
N
u
m
b
e
r 
o
f 
m
e
s
s
a
g
e
s
 s
e
n
t
Centralised vs. Hierarchical Mapping:
A Comparison Based on Number of Messages Sent
Centralised mapping data
Hierarchial mapping data
Linear regression of 
centralised mapping data
Linear regression of 
hierarchical mapping data
Figure 8.8: A comparison of centralised and hierarchical mapping based on
number of messages sent
Figure 8.9: Detail section from Figure 8.3
Figure 8.10: Detail section from Figure 8.4, interpolated using the cen-
tralised method
8.5. CHAPTER SUMMARY 143
Figure 8.11: Detail section from Figure 8.5, interpolated using the hierar-
chical method

Chapter 9
An Integrated
Inductive-Deductive
Framework for Sense Data
Mapping
Wireless sensor networks have been useful in a variety of domains such as
fire monitoring applications (Hefeeda and Bagheri, 2007; Hartung et al.,
2006). They have an intimate interaction, via sensors, with the physical en-
vironment they operate within because wireless sensor networkss are usually
deployed to perform application specific tasks. These networks have an in-
trinsic interdependency with the environments in which they operate. It
has been observed that such network applications are characterised by the
tasks involved in a particular application. The part of the world with which
an application is concerned is defined as that application’s domain. This
work advocates that an application domain of a wireless sensor network can
serve as a supplement to analysis, interpretation, and visualisation meth-
ods and tools. The author believes it is critical to elevate the distributed
mapping service capabilities to make use of the special characteristics of an
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application domain. Particularly, this study upgrades the spatial interpola-
tion method capabilities to interpolate an arbitrary number of variates by
utilising the information given by the application domain to produce better
interpolation results, i.e. the application domain is used to dynamically
minimise the interpolation predictive error.
This chapter proposes an adaptive Multi-Dimensional Application Do-
main driven (M-DAD) mapping framework which is suitable for mapping
an arbitrary number of dimensions and is capable of utilising the relations
between different dimensions as well as other parameters of the application
domain to improve the mapping performance. M-DAD is capable of deal-
ing with dynamically changing application domain conditions. It starts with
an initial user defined model that is maintained and updated throughout
the network lifetime. The experimental results in Section 9.5 demonstrate
that this M-DAD mapping framework performs as well or better than the
distributed mapping service without its capabilities.
9.1 Introduction
Wireless sensor networks revolutionise the paradigm of collecting and pro-
cessing information in diverse environments. The real worth of the enor-
mous amount of data generated by the wireless sensor network lies not only
in easy data access, but also in the additional possibility of extracting as
well as presenting the implicit information contained in the data. Recently,
such networks are being deployed for an increasingly diverse set of appli-
cations each with different characteristics and environmental constraints.
As a consequence, scientists from different research fields have begun to
realise the importance of identifying and understanding the characteristics
and special deployment needs of different application domains. For in-
stance, (Henninger et al., 1995) proposed methods for sharing knowledge
about application domains by creating a repository of project experiences.
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Such efforts resulted in the Public Domain Knowledge Bank also known as
PDKB (PDKB, 2008) which is an artificial intelligence knowledge bank of
commonsense rules and facts.
In many wireless sensor network deployments, the network owners have
some knowledge about the monitored environment characteristics in which
the target system operates. For example, in forest fire applications (Hefeeda
and Bagheri, 2007; Hartung et al., 2006), information about the forest to-
pography can be obtained from the Geographic Information System (GIS)
or satellites maps. Another example is the environment monitoring ap-
plication where information about the environment can be obtained from
weather stations or simply knowing the current meteorological season.
A domain model carries knowledge of an application domain. It is a con-
ceptual model of a system which describes the various real world entities
involved in that system and relationships between them. The domain model
provides a structural view of the system which we suggest using to com-
plement the information gained from analysing data gathered by a wireless
sensor network. In this chapter, we argue that by using additional knowl-
edge available about the monitored environment, the distributed mapping
service has a greater potential for giving more meaning to the collected
data. The spirit of the approach presented here is to use a domain model to
draw more meaning from the sensor network data using the structural view
given by the domain model. The logical integration of a domain model and
sensory data from multiple heterogeneous sensory sources can be effectively
used to explain past observations as well as to predict future observations.
It exploits the local semantics from the environment of each sensor. For
example, if a motion sensor is located in a position where people are likely
to walk, the local semantics enable the system to use “passage” statistical
models, as opposed to a motion sensor covering an office space where people
are usually sitting. It also takes advantage of human guidance and informa-
tion from other available sources, e.g. satellites. Furthermore, it maintains
148
CHAPTER 9. AN INTEGRATED INDUCTIVE-DEDUCTIVE
FRAMEWORK FOR SENSE DATA MAPPING
the overall coherence of reasoning about the gathered data and helps to
estimate the degree of confidence using probabilistic domain models. The
use of knowledge made available by the domain model can also be key to
meeting the energy and channel capacity constraints of a wireless sensor
network system. The energy efficiency of the system can be improved by
utilising a domain model in the process of converting data into increasingly
distilled and high-level representations. Finally, domain models help early
detection and reduction the amount of ineffective data forwarding across
the network, rather than sustaining the energy expense of transmitting in-
effective messages further along the path to the destination.
9.2 Related Work
Wireless sensor network applications that incorporate the special character-
istics of the environment in which they operate are starting to appear on the
horizon. Hefeeda and Bagheri (2007) present the key aspects in modelling
forest fires by analysing the Fire Weather Index (FWI) system to provide
efficient fire detection systems. FWI estimates fuel moisture and gener-
ates a series of relative fire behaviour indices based on weather observations
over decades. This early detection of forest fires system uses the historical
statistics given by some components of the FWI and compares it to the
weather conditions measured by sensors deployed in the forest to determine
the probability of fire ignition. However, in order for the information given
by the FWI system to be useful for the forest fire application, certain ac-
curacy requirements on measuring weather conditions are essential as the
accuracy and distribution of the sensors impact the accuracy of the FWI
system. Another major weakness of this work is that it is only capable of
using the information given by the FWI and requires major program modi-
fications if any other sources of environmental knowledge are to be used by
the system. Furthermore, it only utilises static environmental information
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to decide on application data without using this available information to
improve the quality of the collected data as well as the performance and
effectiveness of the network system.
Similar to the approach presented in (Hefeeda and Bagheri, 2007), the
authors of the BBQ approach (Deshpande et al., 2004) focus on using prob-
abilistic models of the real-world to provide approximate answers efficiently.
Probabilistic models are utilised as a framework for optimising the acquisi-
tion of sensor readings such that sensors are used to collect data only when
the model itself is not sufficiently rich to answer a query with required con-
fidence. In contrast to our work, efforts such as TinyDB (Madden et al.,
2005) and BBQ (Deshpande et al., 2004) have adopted an approach that
assumes that intelligence is placed at the edge of the network, such as a sink,
which is assumed to be less resource constrained than the sensor nodes. The
sink uses a spatio-temporal statistical model of the data to decide when to
interrogate new readings from sensor nodes; data is refreshed from remote
sensors whenever the certainty intervals on the model estimates exceed the
uncertainty threshold pre-defined in the query. An interrogation-based ap-
proach can not guarantee that all anomalies will always be detected, since
the anomaly may occur between two consecutive interrogations. Further,
increasing the interrogation frequency to increase anomaly detection prob-
ability will increase the data acquisition costs in the network. Finally, this
approach was found to be effective with stable network topologies. In highly
dynamic network topologies the cost of checking whether the estimation is
accurate becomes excessively high. Such a model will require collecting val-
ues of all attributes at one location at each time step, and the cost of doing
so will most likely reduce any savings in source-sink communication that
might result.
Motivated by BBQ, Ken (Chu et al., 2006) exploits the fact that physi-
cal environments frequently exhibit predictable stable and strong attribute
correlations to improve compression of the data communicated to the sink
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node. The basic idea is to use replicated dynamic probabilistic models
to reflect the state of the environment being monitored. This is done by
maintaining a pair of dynamic probabilistic models over the sensor network
attributes with one copy distributed in the sensor network and the other at
a PC sink. The sink computes the expected values of the sensor network
attributes according to the defined prediction model and uses it to answer
queries. When the sensor nodes detect anomalous data that was not pre-
dicted by the model within the required certainty level, they route the data
back to the sink. This approach is subject to failure as basic suppression. It
does not have any mechanism to distinguish between node failure and the
case that the data is always within the error bound. Ken is not robust to
message loss; it relies on the Markovian nature of the prediction models to
presume that any failures will eventually be corrected with model updates,
and the approximation certainty will not be affected by the missed updates.
They propose periodic updates to ensure models can not be incorrect indef-
initely. This approach is not suitable for raw value reconstruction; for any
time-step where the model has suffered from failures and is incorrect, the
corresponding raw value samples will be wrong. Finally, as the approach
presented in (Deshpande et al., 2004), Ken can only handle static network
models and does not make use of redundancy.
To the best of the author’s knowledge there is no model-driven sensor
network framework that exploits the information known about the physical
environment for improving the sensor network system efficiency (e.g. reduce
energy consumption) and robustness (e.g. detection of node failures). All
of the approaches reviewed here (Madden et al., 2005; Hefeeda and Bagheri,
2007; Deshpande et al., 2004; Chu et al., 2006) only employ statistical mod-
els that require data collection and processing for building the prediction
models mainly to reduce data communication. Furthermore, some of these
models are one-dimensional and do not make use of the correlations between
different dimensions (sensed attributes). We propose the exploitation of any
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Figure 9.1: Merging of inductive and deductive methods
available information about the physical environment, data correlations, or
any other information defined under the domain model. Our framework
starts with an initial model then adapts and updates itself to produce a
more precise image of the real world through a training procedure.
9.3 M-DAD Mapping Framework Details
In wireless sensor network applications, the involved application domains
have a significant effect on the applications performance. The lack of infor-
mation given by the domain model in designing and implementing wireless
sensor network systems may reduce the value of the results produced by
such systems and make it harder to extract hidden information from the
returned data. For instance, data is dynamically refreshed from remote
sensors in response to mutated environmental conditions such as opening
a door in a ship chamber. In this section we discuss how incorporating
the special characteristics of an application domain helps in developing a
mapping service that generates maps which are an accurate reflection of the
monitored phenomena status.
The proposed mapping framework, M-DAD, utilises a blend of both
inductive and deductive models to establish a successful mapping between
sensed data and universal physical principles. This blend is based on the
fact that wireless sensor network applications are characterised by the tasks
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they are required to perform and the domains they operate within. For
example, in wireless sensor networks applications designed to track forest
fires (Hefeeda and Bagheri, 2007; Hartung et al., 2006), factors such as the
wind speed and direction, topography, and the type of forest have a big
influence on the application. Some of these factors can not be sensed or the
deployed hardware platform does not have suitable sensing equipment to
gather this information. However, this information is very easy to acquire
from external resources such as the Geographic Information System (GIS),
geology databases, and weather stations and can be integrated into the
application to assure the consistency of the theory with the experimental
data collected by the network. Therefore, it is desirable to combine the
advantages of both methods.
Deductive methods rely on a precise application environment and the
explicit knowledge, called structural knowledge, of the underlying domain
using first principles to create a model of the problem typically yielding
governing equations (Hertkorn and Rudolph, 1999). On the other hand,
inductive methods utilise experimental data as the only source of available
knowledge (Hertkorn and Rudolph, 1999). Some applications can only be
treated using experimental data knowledge due to the lack of other appli-
cation domain knowledge. Nevertheless, the use of inductive information
helps in the generation of data consistency checks based on the structural
knowledge abstractions given in the domain model. However, applications
have been observed to perform significantly better if they use a combina-
tion of the two methods (Hertkorn and Rudolph, 1998). Figure 9.1 shows
how the inductive and deductive methods can be merged to capture the
advantages of both methods. After the structural knowledge is fed into the
system model (deductive process), the sensed data is used to refine and
complement the basic structural model of the application domain. This re-
finement procedure can be done continuously throughout the network life to
keep consistent mapping between the physical model and the sensed data.
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M-DAD makes use of other knowledge encapsulated in the domain model
in the map generation process. Knowledge from domain models provides
guidance for map generation from a multi-dimensional data set and has the
potential to significantly speed up the map generation process and deliver
more accurate maps. To the best of our knowledge, only few previous studies
have considered the domain model. For instance, Hofierka et al. (2002)
incorporate the topographic characteristics to give better daily and annual
mean precipitation predictions. However, there is no unified framework that
incorporates all of the information provided by the domain model. In many
wireless sensor network applications, conventional data mapping methods
are typically not sufficient for mapping sophisticated data patterns from
complex, large-scale sensed data and knowledge provided by the domain
model with a variety of representations and granularity levels. The general
lack of an appropriate data mapping framework for exploiting these rich
sensed data resources motivates this work.
Besides exploiting the domain model in map generation, the M-DAD
mapping framework performs mapping from related multiple types of the
sensed data to overcome the limitations of generating a map from a single
sense modality. A single sense modality map typically reveals only a small
number of aspects of the monitored phenomena and is unable to infer the
correct relations among other types in multi-modal sensing applications.
In addition to this inherent data deficiency, high-throughput data sets also
often contain errors and noise arising from imperfections of the sensing de-
vices which further obstructs mapping effectiveness. Maps generated from
a combination of different types of data are likely to lead to a more coher-
ent map by consolidating information on various aspects of the monitored
phenomena. Additionally, the effects of data noise on generated maps will
be dramatically reduced, assuming that sensing errors across different data
sets are largely independent and the probability that an error is supported
by more than one type of data is small. A natural approach to making
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use of the relation between the multiple types of sensed data to generate
a map is to combine the maps generated from different types of data. We
may combine the maps in different methods such as accepting a value at an
observation point only when it is commensurate with all maps as defined
in the given model. More interestingly, and perhaps with guarantees of de-
livering better maps, multiple types of data can be analysed concurrently
under an integrated relational model. The latter method is novel in the
sense that most existing n-dimensional interpolation schemes are defined
by applying one-dimensional interpolation in each separate coordinate di-
mension without taking advantage of the known relations between diverse
dimensions (Johnson, 2006).
Multivariate Spatial Interpolation in M-DAD
Most spatial data interpolation methods are based on the distance between
the interpolation location P , where the interpolation function has to be
determined, and the given set of data points. The M-DAD defines a new
metric for distance, suitable for higher dimensions, in which the concept of
closeness is described in terms of relationships between sets rather than in
terms of the Euclidean distance between points. Using this distance metric,
a new generalised interpolation function f , that is suitable for an arbitrary
number of variables, is defined.
In multivariate interpolation every set Si corresponds to an input vari-
able i.e. a sense modality, called i, and referred to as a dimension. In
M-DAD, the distance functions do not need to satisfy the formal mathe-
matical requirements for the Euclidean distance definition. The power of
such a generalisation can be seen when we include the time variable as one
dimension. The spatial data interpolation problem can be stated as follows:
Given a set of randomly distributed data points
xi ∈ Ω, i ∈ [1, N ] , Ω ⊂ Rn (9.1)
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with function values yi ∈ R, and i ∈ [1, N ] we require a continuous function
f : Ω −→ R to interpolate unknown intermediate points such that
f (xi) = yi where i ∈ [1, N ] (9.2)
We refer to xi as the observation points. The integer n is the number of
dimensions and Ω is a suitable domain containing the observation points.
When rewriting this definition in terms of relationships between sets we get
the following:
Lemma 9.3.1.1 Given N ordered pairs of separated sets Si ⊂ Ω with
continuous functions
fi : Si −→ R, i ∈ [1, n] (9.3)
we require a multivariate continuous function f : Ω −→ R, defined in the
domain Ω = S1 ∪ S2 ∪ ... ∪ Sn−1 ∪ Sn of the n-dimensional Euclidean space
where
f (xi) = fi (xi)∀xi ∈ Si where i ∈ [1, n] (9.4)
Proof of Lemma 9.3.1.1 The existence of the global continuous func-
tion f can be verified as follows. First, the data set is defined as
S =

v
(0)
1 , v
(1)
1 , · · · , v(n
′)
1
v
(0)
2 , v
(1)
2 , · · · , v(n
′)
2
...
...
...
v
(0)
n , v
(1)
n , · · · , v(n′)n
 (9.5)
where n′ ≤ N and vi = (xi, ri) , i ∈ [1, N ] and ri is a reading value of some
distinctive modality (e.g. temperature). Let Φ be a topological space on S
and there exists open subsets Si, i ∈ [1, n]
S1 =
{
v
(0)
1 , v
(1)
1 , · · · , v(n
′)
1
}
S2 =
{
v
(0)
2 , v
(1)
2 , · · · , v(n
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2
}
...
Sn =
{
v
(0)
n , v
(1)
n , · · · , v(n′)n
} (9.6)
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which are topological subspaces of Φ such that
ΦSi = {Si ∩ U |U ∈ Φ} (9.7)
Also define Ψ as a topological space on the co-domain R of function f .
Then there exists a function, f , that has the following properties:
1. Let f : S1 ∪ S2 ∪ ... ∪ Sn−1 ∪ Sn be a mapping defined on the union
of subsets Si, i ∈ [1, N ] such that the restriction mappings f|Si are
continuous. If subsets Si are open subspaces of S or weakly sepa-
rated, then there exist a function f that is continuous over S (proved
by Karno (1992)).
2. If f : Ω → Ψ is continuous, then the restriction to Si, i ∈ [1, N ]
is continuous (property, see (Bourbaki, 1966)). The restriction of
a continuous global mapping function to a smaller local set, Si, is
still continuous. The local set follows since open sets in the subspace
topology are formed from open sets in the topology of the whole space.
Using the point to set distance generalisation, the function f can be deter-
mined as a natural generalisation of methods developed for approximating
uni-variate functions. Well-known uni-variate interpolation formulas are
extended to the multivariate case by using Geometric Algebra (GA) in a
special way while using a point to set distance metric. Burley et al. (2006)
discuss the usefulness of GA for adapting uni-variate numerical methods to
multivariate data using no additional mathematical derivation. Their work
was motivated by the fact that it is possible to define GAs over an arbi-
trary number of geometric dimensions and that it is therefore theoretically
possible to work with any number of dimensions. This is done simply by
replacing the algebra of the real numbers by that of the GA. We apply the
ideas in (Burley et al., 2006) to find a multivariate analogue of uni-variate
interpolation functions. To show how this approach works, an example of
Shepard interpolation of this form is given below:
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Given a set of n distinct points X = {x0, x1, ..., xn} ⊂ Rs, the classical
Shepard’s interpolation function is defined by
(
Son,µf
)
(x) =
n∑
k=0
wk (x) f (xk) (9.8)
and
wk (x) =
|x− xk|−µ
n∑
k=0
|x− xk|−µ
(9.9)
where |.| denotes the Euclidean norm in Rs.
In the uni-variate case (s = 1) and S0n,2f . The basic properties of S
0
n,µf
are:
1.
(
S0n,µf
)
(xi) = f (xi) , i = 0, ..., n;
2. doe
(
S0n,µf
)
= 0, where doe is an abbreviation of degree of exactness.
Scale-based Local Distance Metric
In this section we modify the distance metric defined in Section 9.3 to in-
clude the knowledge given by the domain model. The domain model helps
to significantly reduce the size of the support nodes set to lower than that
of the conventional Euclidean-distance-based interpolation methods. The
difference in the size of support nodes set can be several orders of magnitude
with increasing problem dimension. The increase in the size of the support
set can lead to an increase in the computation and processing times of the
interpolation algorithm and leads to the same drawbacks of global inter-
polation methods discussed in Section 7.2. Therefore, the proposed metric
attempts to balance the size of the support set with the interpolation algo-
rithm complexity as well as interpolation accuracy.
We define the term scale for determining the weight of every given di-
mension with respect to an interpolation location P based on a combined
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Euclidean distance criteria as well as information already known about the
application domain a priori to network deployment. While the term weight
is reserved for the relevance of a data site by calculating the Euclidean
distance between an interpolation location and a particular data point. A
special case is when fi is identical for all Si which means that all sets have
the same scale.
For the purposes of M-DAD we define a new scale-based weighting met-
ric, mP , which uses the information given by the domain model to alter
the distance weighting function to improve the interpolation results when
applied to an arbitrary number of dimensions. All data sets are ordered
pairs (xi, yi) such that xi is the sampling location and yi is a measured
scalar value associated with xi.
Given a set of data points Si, standard spatial data interpolation meth-
ods define the interpolation function based on the distance from the in-
terpolation location, P , to Ci where Ci ⊆ Si. In local interpolators, Ci
is a small collection of the total set of data points. When Ci is extended
to include a large proportion of the data points or the total set of points
the interpolation function becomes global. In M-DAD, the set Ci for each
dimension contains the nearest points for P using mP . Symbolically, Ci is
calculated as
Ci = L (d (P,Ej) , δ (Si)) ∀Ej ∈ Si (9.10)
where i ∈ [1, n], L is a local model that selects the support set for calcu-
lating P , d is an Euclidean distance function, Ej is an observation point
in the dimension Si, and δ(Si) a set of parameters for dimension Si. Each
dimension can have a different set of parameters. These parameters are
usually a set of relationships between different dimensions or other appli-
cation domain characteristics such as obstacles. When predicting the value
of a point in dimension Si we refer to that dimension as SP .
In uni-dimensional distance weighting methods, the weight, ω can be
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calculated as follows
ω = d (P,Ej) , Ej ∈ Si (9.11)
This function can be extended to multi-dimensional distance weighting sys-
tems as follows
ω = K (P, Si) , i ∈ [0, n] (9.12)
where K (P, Si) is the distance from the interpolation position P to data
set Si and n is the number of dimensions in the system. Equation 9.12 can
now be extended to include the domain model parameters of arbitrary di-
mensional system. Then the dimension-based scaling metric can be defined
as
mP =
∑
i
L (K(P, Si), δ (Si)) i ∈ [0, n] and Si 6= CP (9.13)
where CP is the dimension containing P .
9.4 Distributed Self-Adaptation in the
Mapping Service
Benefits of Self-Adaptation
Wireless sensor network deployments are characterised by frequent network
system changes. These changes can be internal, e.g. changes in nodes energy
level, or external, e.g. topographical changes in the application domain. In-
ternal and external changes have an imperative influence on the network
performance, maintenance, and the accuracy of the returned results. Since
wireless sensor networks on-site maintenance and reconfiguration is not al-
ways feasible, self-adaptation to external as well as internal system changes
is crucial for enabling a successful deployment of a wireless sensor network
mapping service.
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Adaptation to internal changes is a well-established research area and
the reader is referred to (Virrankoski, 2005; Cerpa and Estrin, 2004; Minder
et al., 2007; Handy et al., 2002) and references therein. However, adaptation
to external physical environmental changes in the application domain still
needs in-depth investigation. The M-DAD mapping framework can meet
the goal of reliability and reactivity, and demonstrates satisfactory robust-
ness and relatively longer network lifetime using the information collected
about the external environment they operate within. Sensed data is not
only useful for end users, but can be valuable for network services as well.
For example, during emergency situations such as a ships fire, evacuees can
have difficulty finding safe escape routes out of the ship. These difficulties
can be a result of the fire filling the escape route with smoke or parts of the
ship collapsing, blocking the path to safe egress routes. In such conditions,
it is difficult to find a safe way out of a ship, and a map as to which of
the escape routes are safe and how to get to them can be very valuable for
the evacuees. On the other hand, a change in the environmental conditions,
e.g. collapsed walls, may provoke a change in the network functionality. For
example, when the temperature goes above 60, turn the smoke sensors off
or when topographical changes are detected start a new data transmission
phase.
In this section we extend the capabilities of M-DAD to overcome chal-
lenges imposed by the described external system changes through applying
self-adaptation intelligence to continuously adapt to erratic changes in the
application domain conditions. Dynamically adaptive mapping includes
tasks that detect external system changes and tasks that update the do-
main model with the new environmental conditions. At run time, M-DAD
integrates the sensory data with contextual information to update the ini-
tial application domain model provided by network owners to maintain a
coherent logical picture of the world over time.
Self-adaptation is particularly useful in long-term wireless sensor net-
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work deployments where the environmental conditions change significantly
over time, necessitating the update of the domain model to reflect the
changes in the contextual knowledge provided by the physical constraints
imposed by the local environmental conditions where sensors are located.
Self-adapting mapping will provide high reliability and predictability for
years at a time without constant tuning of the domain model by wireless
experts. This allows mapping services to evolve at run-time with less in-
tervention of the user and leads to near-optimal and flexible design that
is simple and inexpensive to deploy and maintain. This adaptation pro-
cedure will recover, over time, from the effects of user domain modelling
inaccuracies.
We realise that self-adaptation is a challenging problem and considerable
work is being done by the research community in that area. However, in
this work we aim to deal with a small set of adaptivity issues that have a
significant effect on the mapping services.
Adaptability Implementation in M-DAD
To implement adaptability in M-DAD, the interpolation capability of the
network is exploited to perform local training of the map generation service.
Each node uses the readings of its surrounding nodes to predict its own
reading value (y′) using the scale-based metric defined in equation 9.13.
Then, y′ is compared to the node measured value, y. It is desirable that the
estimate of y′minimises the Standard Deviation σ
σ =
√
(y′ − y)2 (9.14)
Nodes modify the size of the support set to include the minimum number
of nodes needed to predict y with a certain level of accuracy. Furthermore,
in multi-dimensional applications, nodes will change the weight of each
dimension to improve the prediction accuracy of y′. In fact, nodes will
alter the relationships between different dimensions initially given in the
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domain model in order to recover the effect of inaccuracies in the given
domain model or to adapt to emerging environmental changes. These model
updates influence the estimation results because y′ is calculated using the
scaling metric mp (eq. 9.13). Finally, a prediction accuracy criterion, ∆, is
defined as the average σj where
σj =
∑
i
√
(yi − y′i)2 j ∈ [1, n] and i ∈ [1, N ] (9.15)
where n is the number of dimensions and N is the number of readings in
dimension j. Then ∆ is written as
∆ =
∑
σj
n
j ∈ [1, n] (9.16)
Likewise the one dimensional case, ∆ must always be minimised to achieve
the best mapping results.
However, when individual nodes alter their programmed domain model
independently from the network, the mapping service may become unsta-
ble because of the inconsistency in the domain model defined on various
nodes. Such inconsistencies may lead to inconsistent system states and
conflicting differences in calculating mapping values. Furthermore, some of
the detected environmental changes may result from sensing faults, which
are hard to detect without collaboration with neighbouring nodes. To en-
sure mapping stability and overcome such concerns, we propose a Virtual
Congress Algorithm to manage global model updates locally. This algo-
rithm is discussed in detail in Subsection 9.4.
The Virtual Congress Algorithm
Sensor nodes make use of sense data to detect changes in the environment.
After sensor nodes forward their readings to upper layers of the network
topology, each node periodically checks its attached sensors readings against
the domain model. If a reading does not comply with the domain model, e.g.
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Figure 9.2: A Petri-net that models the virtual congress algorithm.
temperature reading equals 80 and the relative humidity equals 80%, then
the sensor runs a self-check service such as those proposed in (Wan et al.,
2008; Babbitt et al., 2008b; Boonma and Suzuki, 2007; Pietro et al., 2008).
In this case, the node may run a sensors calibration service. The sensor node
uses its neighbourhood readings for calibrating its sensors and to decide
whether both sensors need calibration. In other situations, such as when
using one sense modality to estimate other sensed modalities, the sensor
may find, overtime, that changing the defined relationships may result in a
smaller 4. This node then collaborates with other nodes in the network to
test the correctness of the domain model. This process allows the recovery
from modelling inaccuracies and discovery of new relationships which is an
important scientific goal.
The Virtual Congress Algorithm (VCA) top-down technique is proposed
to manage the global and local domain model updates. VCA provides a
high-level collaboration environment in which the system can achieve glob-
ally efficient behaviour under dynamic environmental conditions. Instead
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of re-programming individual nodes, the network is viewed as a virtual
congress where nodes are senators who vote for legislating changes to the
domain model in response to locally detected environmental conditions.
This algorithm is an attractive solution as senators collaboratively decide
upon their local knowledge on the behaviour and correctness of the system.
Logically related nodes, chambers, are granted some power to impute the
local changes, federal decisions, that is not detected by all nodes in the net-
work. In cluster-based networks, a cluster can be defined as a chamber. A
senator may introduce a proposal in the chamber as a bill. To prevent over-
loading the chamber with proposals, each senator must monitor the changes
over time using equation 9.16 before putting them into a bill. Besides, no
two or more identical bills are allowed to be proposed by two different sen-
ators. When a node receives two identical bills from two different senators
it only considers the first one it receives. Senators evaluate and study the
proposed bill and send their voting results accordingly to the proposing
senator. Upon receiving the required number of votes υ, the proposing
senator disseminates the bill to the chamber and all nodes implement the
new changes that have been agreed on. The value of υ was empirically
estimated to be over 50% of chamber population because it helps to avoid
false positives (see Experiment 9.5 for empirical analysis). If the bill gets
rejected, then the proposing senator suppose that there is a local problem
and starts a fault detection or recalibration service. Once a bill is approved
by one chamber, it is sent to other chamber heads who may accept or reject
it. In order for the bill to become a state law, all chamber heads must agree
to identical version of the bill. When the bill is submitted to the president,
the sink node, he may choose to sign the bill, thereby making it law. The
president informs all chamber heads whether the bill became a law or not.
If the chamber head does not receive a response from the president within
a specific period of time, then it register the bill it generated as rejected.
Figure 9.2 shows a Petri net that models the behaviour of the VCA in
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a chamber that consists of two sensing nodes (senators). In this model the
first senator, Node 1, detects a change in the environmental conditions. The
place with a single token is a guarding condition that allows the senator to
generate only one bill at any time. When a senator detects a change, it
enters into a monitoring phase after which it decides to keep the existing
local domain model or to generate a bill to update that model. When
a senator collects the required number of votes (in this scenario υ = 2),
it broadcasts the new model which is then implemented by all nodes in
the chamber. Finally, a token is deposited into the start place after the
completion of the implement model update activity.
This Petri net model was simulated using the S/T Petri-Net simulation
system (Braunl, 2005). On simulation, the useful information like liveness
and deadlocks if any, are determined. It was found that the VCA Petri net
is live and deadlock-free. The simulation of the VCA Petri net with non-
deterministic selection of activities allows checking the algorithm against
deadlocks caused by controllers, introduced to enforce the given specifica-
tions, especially in the closed-loop net branches.
9.5 Experimental Evaluation
While no single domain of scientific endeavour can serve as a basis for de-
signing a general framework, an appropriate choice of specific application
domain is important in providing significant insights relating to require-
ments of such a mapping framework. Two important criteria in choosing a
working case study application domain are that chosen applications involve
phenomena of major importance from a scientific point of view and that they
involve a set of complex relations between different variates. Therefore, to
illustrate the benefits of exploiting the domain model in map generation we
consider heat diffusion in metals model.
Heat diffusion describes the distribution of heat in a given area over
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time. We consider a rigid, thin, heat-conducting bar which means that the
temperature of the bar does not vary with the thickness of the bar. The
heat diffusion equation is defined as
∂φ (x, t)
∂t
= D∇2φ (x, t) (9.17)
where φ (x, t) is the temperature at position x at time t, ∂φ(x,t)
∂t
is the rate of
change of temperature at a point over time, D is a constant that represent
the diffusion coefficient, and ∇ = ∂2u
∂x2
.
The heat equation is of fundamental importance in diverse scientific
fields. For example, in mathematics, it is the prototypical parabolic partial
differential equation. The heat diffusion equation arises in connection with
the study of chemical diffusion and other related processes.
In the following set of experiments the effective thermal diffusivity in
a cargo ship is studied. Some aspects of a cargo ship fire were modelled,
particularly, heat diffusion in the metal body of the ship. This model con-
tains many interesting environmental and layout features such as hatches
or doors. This allows us to test how M-DAD can benefit from such infor-
mation in the mapping process. Moreover, the environmental changes can
be dynamic, thus, the VCA can be evaluated. It also involves many classes
of complex, spatio-temporal variables and relatively complex relationships
among different dimensions. For instance, the domain model describes the
relationship between the temperature and humidity levels. This relation-
ship can be used to test how M-DAD can generate better estimations for one
sense modality, e.g. temperature, using other independent sense modality,
e.g. humidity. The temperature-humidity relationship is expressed as the
amount of water vapour present in the air divided by the amount of water
vapour required to saturate air at that temperature. One of the most im-
portant classes of queries about such systems relate to level of temperature
in various parts of the ship at different times before, during and after an
event such as power failure or rainfall storms. Heat diffusion occurs slowly
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which allows the study of the M-DAD without the constraints of timeliness.
Finally, heat diffusion has many other real life applications such as airplane
body conditions monitoring, oil pipes monitoring, etc.
The model was restricted to a chamber in the ship which has two large
doors that can be opened by the ship crane. The chosen chamber was mod-
elled by a brass sheet which contains a hole segment excavation to model
an opened door. A simple domain model was defined to carry informa-
tion about doors that when opened they impact the heat diffusion in the
ship. The hole segment that represents an opened door was excavated in
the brass sheet with 0.01cm width, 2cm length, and end points A (12, 0)
and B (12, 3.6). The hole segment width defines the door strength. The
used brass sheet is a 7.5cm× 24cm rectangle and is 1mm thick.
Experiment 1: Incorporation of the Domain Model in
the Mapping Services
Aim: The aim of this experiment is to study the effect of integrating the
knowledge given by the domain model into the mapping service.
Procedure: A FLIR ThermaCAM P65 Infrared (IR) camera (FLIR Sys-
tems, 2008), Figure 9.3, was used to take sharp thermal images and produce
an accurate temperature analysis and results. The ThermaCAM P65 cam-
era delivers 320×240 IR resolution (640×480 pixels, full colour) at 0.08 ther-
mal sensitivity. Also, 10 Toradex Oak USB Sensor (AG, 2008) nodes
equipped with humidity (0 to 100 %RH) and temperature (-40 to 85) sen-
sors were distributed over the brass sheet. Finally, a 1371 blue flame was
placed on the middle of one edge of the brass sheet as a heat source. Brass
(an alloy of copper and zinc) sheet was chosen because it is a good thermal
conductor and allows imaging within the temperature range of the available
IR camera with less reflection than other metals such as Aluminium and
Steel. The thermal diffusivity of brass is 109W/mK at 300K. Figure 9.4
shows the brass sheet with the excavated hole segment, the sensors, and the
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Figure 9.3: FLIR IinfraCAM SD infrared camera used for taking thermal
images of the brass sheet (FLIR Systems, 2008).
Figure 9.4: A brass sheet with segment hole excavation; Toradex Oak USB
sensors; and the experimental apparatus.
IR camera apparatus.
Using the experimental setup described above, the first experiment was
performed using the brass sheet before the hole segment excavation. After
30 seconds of applying the heat, thermal measurements from the Toradex
Oak sensors were recorded in addition to a thermal image for the whole
sheet taken by the ThermaCAM P65 IR camera. The mapping service was
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run over a subset of the data collected from this experiment to observe
how the heat will diffuse in the brass sheet in the absence of any obstacles.
The map produced by the mapping service will be compared to the camera
thermal maps to examine the map generation accuracy level.
The same experiment was then repeated on the sheet with the segment
hole excavation and sensor thermal measurements as well as a camera ther-
mal image were taken after applying heat on the brass sheet. The mapping
service was run using the same size of the thermal data-set used in the previ-
ous experiment. Three experimental mapping service runs were performed:
(1) The mapping service does not have any domain model knowledge. Par-
ticularly, the presence of the obstacle and its characteristics. (2) The map-
ping service integrates some knowledge given by the domain model. Par-
ticularly, the presence of the obstacle, its position, and length. (3) The
mapping service integrates all the knowledge given by the domain model.
Particularly, the presence of the obstacle, its position, length, and strength.
Firstly, the mapping results from run (1) are compared with the results
from run (2) to observe if the integration of the domain model knowledge
can improve the mapping performance. Secondly, the results from run (2)
are compared with the results from run (3) to observe whether the mapping
performance is going to improve as more knowledge about the domain model
is being utilised by the mapping service.
Results and discussion: Figure 9.5 shows the heat diffusion map gen-
erated by the FLIR ThermaCAM P65 IR camera. Given that the heat is
applied at the middle of the top edge of the brass sheet and the location
of the obstacle, by comparing the left side and right side areas around the
heat source, this figure shows that the existence of the obstacle has an effect
on heat diffusion through the brass sheet. It was observed that the obstacle
strongly reduced the temperature rise in the area on its right side. This
map has been randomly down-sampled to 1000 points, that is 1.5% of the
total 455×147 to be used by the mapping service to generate the total heat
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Figure 9.5: Heat diffusion map taken by ThermaCAM P65 Infrared (IR)
camera.
Figure 9.6: Heat map generated by the distributed mapping service defined
in Chapter 8.
map.
Figure 9.6 shows the map generated by the distributed mapping service
defined in Chapter 8. Compared with Figure 9.5, the obtained map con-
serves perfectly the global appearance and many of the details of the original
map with 98.5% less data. However, the area containing the obstacle has
not been correctly reconstructed and has caused hard edges around the lo-
cation of heat source. This is due to attenuation between adjacent points
and the fact that some interpolation areas contain many sensor readings
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Figure 9.7: Interpolated heat map generated by M-DAD given obstacle
location and length.
Figure 9.8: Interpolated heat map generated by M-DAD given obstacle
location, width and length.
with almost the same elevation. That asserts that modifications to the map
generation service are sometimes needed in order to interactively correct
the mapping parameters.
Figure 9.7 shows the map generated by the M-DAD mapping framework.
M-DAD was given some information about the application domain includ-
ing the existence of the obstacle, its location and length. M-DAD replaces
the Euclidean distance function from P to Di with the distance from P
to the nearest obstacle endpoint E plus the distance from E to Di. It is
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(a) (b)
Figure 9.9: (a) Detailed section of Figure 9.7 showing the area around the
obstacle with artifacts marked in red. (b) Detailed section of Figure 9.8
showing the area around the obstacle with reduced artifacts.
observed that the map obtained by M-DAD conserves perfectly the global
appearance as the distributed mapping service (Figure 9.5). However, using
the given local semantics, M-DAD reduced the prediction error and visu-
ally it accurately captured the effect of the heat obstacle on heat diffusion
through the brass sheet. The M-DAD generated map is smoother than
that rendered with the distributed mapping services, especially in some
sub-regions containing the obstacle and around the heat source location.
Moreover, M-DAD reduced the heat diffusion prediction error in the area
on the right of the obstacle which was not captured accurately in Figure 9.6.
Figure 9.8 shows the map generated by M-DAD with a more complex
domain model than the previous M-DAD version (Figure 9.7). Particularly,
in this version we give M-DAD the obstacle width. A better approximation
to the real surface near the obstacle is observed. The new details included
in the domain model removed artifacts from both ends of the obstacle as
shown in Figure 9.9. This is due to the inclusion of the obstacle width
in weighting sensor readings when calculating P which further reduces the
effect of geographically nearby sensors that are disconnected from P by an
obstacle.
Conclusion: This experiment shows that the incorporation of the domain
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model in the mapping service significantly improves the distributed map-
ping service map production quality. In terms of visual aspects, M-DAD
has represented the obstacle accurately and it has generated an approxi-
mation function with a smooth shape despite discontinuities in the mapped
surface . The mapping quality has been further improved with the increase
of information given by the domain model. The results obtained confirm
that M-DAD is an effective mapping framework for such a complicated
heat transfer fields though further considerations are needed for predicting
turbulence just behind the obstacle.
Experiment 2: Mapping from Related Multiple
Dimensions
Aim: The aim of this experiment is to study if mapping from related multi-
ple types of the sensed data can lead to an improved mapping performance
by overcoming some of the limitations of generating a map from a single
sense modality.
Procedure: 10 Toradex Oak USB Sensors equipped with humidity and
temperature sensors were placed over the brass sheet. Cold water was
sprayed onto the brass sheet to increase the humidity in order to make
relationships between the temperature and humidity more visible. Then,
a blue flame was placed on the middle of the top edge of the brass sheet.
Finally, the following steps are applied:
1. remove one temperature reading from the collected data set
2. use the distributed mapping service to calculate the removed temper-
ature reading using the rest of the data set
3. use M-DAD to calculate the removed temperature reading using the
rest of the data set
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4. calculate the standard deviation for the temperature value resulted
from 2 and 3
5. repeat steps 1 to 4 for each of the 10 sensors temperature readings
Results and discussion: Figure 9.10 plots the humidity and temperature
readings collected by the Toradex Oak USB Sensors. This figure shows that
the temperature is inversely proportional to the humidity. This relationship
is expressed as the amount of water vapour present in the air divided by
the amount of water vapour required to saturate air at that temperature.
M-DAD utilises this relationship between these two dimensions to improve
the temperature prediction accuracy using the humidity map. Figure 9.11
shows a plotting of the standard deviation of the calculated temperature
values by M-DAD and the distributed mapping service. With the existence
of only one discontinuity, M-DAD reduced the standard deviation by be-
tween 0.17% and 12% compared to the standard mapping service. This is
done by constructing the support set from nodes which are more related
to P , for example, nodes that have close humidity reading to that of P .
Conclusion: This experiment proves that mapping from related multiple
dimensions can improve the generated map quality. This observation is
confirmed by the data shown in Figure 9.11. The results from this exper-
iment and Experiment 1 confirm the general theory of M-DAD defined in
Section 9.3.
Experiment 3: Adaptations to Changes in the
Domain Model
Aim: The aim of this experiment is the study the effectiveness of the
proposed VCA in modifying the domain model to better fit the current
state of the application domain. It also aims to study the effectiveness of
VCA in differentiating between faulty sensor behaviour and actual changes
in the domain model.
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Figure 9.10: Humidity and temperature measurements generated by 10
Toradex Oak USB Sensors.
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Figure 9.11: The Standard Deviation of temperature values at 10 locations
calculated by M-DAD using the humidity map.
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Procedure: The same experimental setup described in Experiment 1 was
used here. After applying heat on the brass sheet for 30sec , the ob-
stacle length was increased from 2cm to 3.6cm. Then, it was observed
how the M-DAD mapping framework will use the VCA to adapt its be-
haviour to that emerging change in the obstacle length. Particularly, the
bill which contains the best (closest to the actual obstacle length) detected
obstacle length value, the agreed bills, and the federal laws were exam-
ined. The existence of an obstacle can be detected by machine vision
techniques or IR motion detection sensors which are not available on the
Toradex Oak sensors used here. Wireless communications breaks caused
by an obstacle attenuation are hard to predict, but can be estimated using
published metrics. For example, Airespace design notes (Extricom, 2007)
estimate 2.4GHz (802.11b/g) loss for drywall at 4dB, brick wall at 8dB,
and concrete wall at 10 − 15dB. When a signal collides with an obsta-
cle, the level of attenuation depends strongly on which type of material
the obstacle is made from, for example, metal obstacles tend to reflect a
signal, while water absorbs it. Therefore, metals have a very high degree
of attenuation (Kioskea.net, 2008). It was assumed here that the obstacle
is continuous and the existence of this obstacle between two directly com-
municating nodes will break the wireless links between them. The local
semantics of the application domain were defined to interpret the break of
direct wireless links between two nodes while being able to communicate
through an intermediate node(s) as there exists an obstacle between the two
communicating nodes.
Secondly, 30% of the nodes were configured to act as faulty nodes in
each experimental run and υ was assigned different values. Faulty nodes
were allowed to propose bills that carry incorrect changes in the application
domain. Finally, it was studied how the choice of υ will affect the VCA
ability to discover bills generated by faulty nodes.
Results and discussion: Table 9.1 shows three M-DAD mapping frame-
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work runs each with different node distributions. Three different randomly
distributed node topologies were tested because the accuracy of obstacle de-
tection according to the described model is highly dependent on the nodes
location and density around the obstacle. The number of cluster heads in
each run was 48, 49 and 49 respectively. Table 9.1 also shows the number
of proposed bills, the best proposed bill and the agreed bill for each map-
ping run. The results in Table 9.1 shows that VCA has always detected the
obstacle length accurately and that the best proposed bill was not always
agreed within the cluster. This is partially due to the cluster formation
process which is able to deal with obstacles (see Chapter 6). In MuMHR
clustering, nodes joins the nearest cluster head which may result in form-
ing a cluster from nodes around the top of the obstacle where the most
accurate obstacle length is detected, however, the cluster may not contain
enough nodes that sense the existence of the obstacle (see the example in
Figure 9.12). Nonetheless, the average VCA agreed bills in the three map-
ping runs were 53.91 pixels which is close to the actual obstacle length (60
pixels). Adapting the mapping service to the new obstacle length improves
the produced map quality. Figure 9.13 shows the heat map generated by
M-DAD using the initial obstacle length. Visually, this map does not totally
reflect the current state of the application domain compared to Figure 9.7
(map with obstacle length equal to 60 pixels). Quantitatively, the RMSD
difference from Figure 9.7 was increased by 1.0.
In the three mapping runs, zero bills became state laws. This is because
all the changes in the application domain were local to part of the network
and the majority of the clusters did not sense these changes. This illustrates
the mutual benefit of localising the VCA and distributing it over two levels:
the local/cluster level; and the global/network level.
The defined domain model is also highly dependent on the network den-
sity because the increase in the number of nodes increases the probability
that a change in the domain model is detected. Table 9.2 and Table 9.3
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Table 9.1: The obstacle length (in pixels) in the best proposed bill and the
agreed bill in three M-DAD mapping runs at 1000 nodes density.
Num. of proposed bills Best bill Agreed Bill
Run 1 17 59.57 52.0
Run 2 19 60.0 57.74
Run 3 14 60.0 52.0
show the results of VCA testing with 100 and 500 network densities each
with results from three different random node distributed topologies. Also
notice that the simple domain model defined in the previous paragraph can
be extended to the discontinuous straight obstacles case by defining dis-
continuities in the obstacle as: (1) the intersection location between the
straight line containing the obstacle with the segment connecting the two
directly communicating nodes n1 and n2; (2) the intersection location be-
tween any segment connecting two successive nodes in the communication
path tree between nodes n1 and n2.
Table 9.4 shows the number of bills proposed by faulty nodes and how
many of those bills were agreed. First, the number of bills generated by
the faulty sensors in each experimental run with different values for υ were
counted. The values tested were υ = 40%, υ = 50%, and υ = 60%. It was
found that the υ = 50% gave the minimum number of agreed faulty bills by
avoiding the false positives we get with the υ = 40%. Whereas the υ = 60%
caused many correct bills to be rejected. The results shown in Table 9.4
were generated using υ = 50%.
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Figure 9.12: A network topology that consists of 3 clusters deployed in an
area containing an obstacle. In cluster 2 there is only one node which can
detect the obstacle. This node detects the obstacle exactly at its end point
and generates the best bill in the network. That bill is not going to be
agreed in the cluster because the majority of that clusters members are not
aware of the obstacle.
Table 9.2: The obstacle length (in pixels) in the best proposed bill and the
agreed bill in three M-DAD mapping runs at 100 nodes density.
Num. of proposed bills Best proposed bill Agreed bill
Run 1 16 43.46 43.46
Run 2 14 53.26 53.26
Run 3 13 48.64 34.07
Table 9.3: The obstacle length (in pixels) in the best proposed bill and the
agreed bill in three M-DAD mapping runs at 500 nodes density.
Num. of proposed bills Best proposed bill Agreed bill
Run 1 15 59.33 53.96
Run 2 16 59.82 58.65
Run 3 11 60.0 53.42
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Figure 9.13: Heat map generated by M-DAD with 2cm obstacle length.
Table 9.4: The number of bills proposed by the faulty nodes.
Num of faulty bills Num of agreed faulty bills
Run 1 2 0
Run 2 2 1
Run 3 1 0
Conclusion: This experiment shows that VCA helps to adapt to some
changes in the domain model in a distributed manner. It also shows that
the optimal value for υ is 50%. This experiment is an instance of the
general case studied in Experiment 2 , particularly, the nearest neighbour
triangulation RF connectivity map is used as one dimension to predict the
heat map. Therefore, the improved mapping performance proved in this
experiment confirms the results found in Experiment 2.
9.6 Chapter Summary
This chapter proposed M-DAD, a mapping framework, that utilises the
knowledge given by the domain model for producing highly accurate maps.
M-DAD is capable of dealing with an arbitrary number of dimensions, per-
forms distributed self-adaptation, exploits the application domain model,
and generates maps by interpolating from different related sensed data
9.6. CHAPTER SUMMARY 181
modalities. The incorporation of the domain model improves the mapping
quality in terms of maps predictive error and smoothness.
Adaptive M-DAD spontaneously responds to system changes. In M-
DAD, nodes are loaded with an initial model and they collaborate to pro-
duce a refined model which reflects the current state of the domain model.
This chapter has also demonstrated how the VCA algorithm is applied and
experimental results proved that the refined initial model indeed lead to
improved mapping performance.

Chapter 10
Conclusion
This thesis has taken an evolutionary approach to address the issues of
efficient sense data extraction and visualisation using existing data and
network potential of a standard sensor network. Rather than focusing only
on a single component of the wireless sensor network architecture to im-
prove efficiency, a cross-component approach that maximises the utilisation
of information offered by various wireless sensor network components has
been presented. It has been illustrated how information generated by a
particular component of the sensor network architecture can be used by
other components to help improve their operation as well. To illustrate
how the proposed cross-component approach can be used, solutions where
routing, map generation and self-adaptation operations might benefit by
using cross-component information were presented.
Information extraction and visualisation is vital to all practical sensor
network applications. It is based on both functionality that displays data
and human capabilities that recognise patterns, trends, and relationships.
The ‘map’ style of presentation has been identified and proved as a suitable
data extraction and visualisation format. This format builds on visual and
analytical processes developed in various disciplines with extensions that
handle very large multivariate data sets.
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As a first step in the research, the feasibility of sense data extraction
and visualisation mapping services has been examined. The experiments
demonstrate that a mapping service for wireless sensor networks is feasible.
The mapping service has been found to be suitable for informing other net-
work services as well as the delivery of field information visualisation. A
number of disadvantages to this approach have been identified. One is the
high energy consumption coupled with transmitting large amounts of data
from nodes in the network to the centralised location. The centralised ap-
proach is typically only feasible for small immobile sensor applications, as it
fails to adequately address the issues of scalability or of survivability under
real world conditions. The damage of the central node or an associated cru-
cial communication link results in total network failure. A further problem
is when only a subset of the data is required for information extract. While
this would suggest less transmissions which in turn means less energy con-
sumption, the centralised approach imposes that all data be transmitted to
the central point for analysis. A large portion of the returned data is not
useful, particularly the unchanged modalities and the data from regions out
of interest. Therefore, a scalable sense data mapping solution is essential.
The next step was to identify and develop two building blocks for the
mapping service: routing and map generation.
It has been found that an efficient routing protocol is vital to the devel-
opment of a scalable mapping service that requires timely and fault tolerant
data delivery. This work has presented an improvement on the implemen-
tation of information routing capabilities in ad hoc wireless sensor networks
called MuMHR. MuMHR provides multi-hop and multi-path communica-
tion which makes it suitable for large scale wireless sensor networks. Fur-
thermore, MuMHR achieves load balancing at both the local/cluster level
and at the network level. Improving the protocols used by each sensor node
can increase the network’s localisation and power conservation abilities.
Simulation results demonstrated that MuMHR meets the energy consump-
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tion, timeliness, and reliability requirements that have a significant effect
on the mapping and other system components performance. Because us-
ing a more efficient algorithm will improve the overall effectiveness of the
entire network system, the routing network component has been chosen as
a working example to illustrate how the mapping service can benefit from
information provided by existing network components.
The map generation component enables the development of wireless sen-
sor network applications and dealing with the data in more abstract forms
than simply a cloud of points. Sense data are discrete measurements over
a finite region of space. It has been proposed that a discrete data type is
not the best way to model a surface at an abstract level: the finiteness of
the sample should be restricted to the internal representation, while the ab-
stract data model should be continuous. The interpolation process offers the
ability to predict an intermediate value of one variable which is a function
of a second variable when values of the second variable related to numerous
discrete values of the first variable are known. By using the interpolation
capability to interpolate inter-node values upon the network, it became pos-
sible to build applications that are unaware of the physical reality of sparse
data. Empirical analysis has shown that spatial interpolation methods are
an accurate, flexible and efficient method for multivariate interpolation of
scattered data. Particularly, Shepard interpolation has been shown to be
suitable for wireless sensor network applications. Shepard interpolation is
an efficient method for multivariate interpolation of large scattered data
sets. It requires small storage and it is easy to generalise to additional di-
mensions. One important advantage of Shepard interpolation is that it can
be localised and thus it can be easily integrated in distributed software.
Using the findings at this stage and to respond to the requirements of
efficient sense data mapping, a distributed mapping service has been de-
fined. It has been shown how this service can exploit the routing and the
map generation capabilities of the network to make mapping applications
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simple to develop. A number of experiments incorporating real world data
mapping have been conducted and the efficiency of the distributed approach
has been analysed against results obtained using the centralised mapping
service. With reduction of energy consumption as a key objective of the
distributed service, distribution has helped to satisfy a large number of real
world requirements such as: (1) In scenarios where it is desirable or neces-
sary to process information on site, a distributed mapping service provides
a critical solution to in-field data analysis; (2) It allows the user to ob-
tain a map from sub-regions of the network when needed. The distributed
mapping service solves global network data mapping problems through lo-
calised and distributed computation. Cluster heads have been selected as
the caches for local maps which are cached and merged at the sink node.
The global map is updated periodically to mirror the current state of the
environment. To reduce the number of update messages, the map genera-
tion service has been used to perform training processes to decide whether
a change in the environment is significant and must be communicated to
the sink. The global map provides a high level interface and abstracts away
some of the internal workings of the network. It can also be used to target
queries for generating detailed maps from some regions in the network. The
experimental results have confirmed that the distributed mapping service
produces significant energy savings over the centralised approach.
The distributed mapping service has been elevated on the inherent re-
dundancies and relationships among the gathered sense data, as information
about a particular event of interest in a sensor network is usually captured
in multiple sensed modalities. This data correlation can be revealed tem-
porally, spatially, and across different sense modalities. The new mapping
framework, called M-DAD, utilises the defined correlations to map a dis-
tinctive sense modality using different multiple, independent, sense modal-
ities, which results in higher accuracy maps than mapping from a single
modality. M-DAD is also capable of mapping unrelated multivariate data.
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In many wireless sensor networks applications, a lot of information about
the application domain is known in a priori to the network deployment,
and thus it can be utilised in the system design and deployment. The
utilisation of the domain model has been found to leverage computational
power to simulate, visualise, manipulate, predict and gain intuition about
the phenomenon being studied. By using the data context encapsulated
in the domain model to throw light on its meaning, the mapping service
was able to give more meaning to the collected data. The domain model
has been used to dynamically minimise the mapping predictive error. To
enable mapping in dynamic environments that impose varying functional
and performance requirements, a self-adaptation extension has been added
to automatically adapt the mapping service behaviour to a large set of
environmental changes, to allow accurate mapping with minimum system
maintenance. To differentiate between environmental changes and faulty
node behaviour, a new distributed algorithm, Virtual Congress Algorithm,
has been proposed. This has made M-DAD more resilient to faults.
The mapping framework proposed in this thesis gives strong basis for a
number of interesting directions for future work, which will lead to improved
levels of mapping accuracy. This work could be extended to other, related
areas including:
1. The clear benefits demonstrated in this thesis of exploiting the domain
model in map building encourages the author to extend this feature to
include more information from other sources, such as CubeSats (Nu-
gent et al., 2008), in real time.
2. Improve the system adaptation capability to incorporate a larger set
of internal and external system changes that might have influence on
the mapping performance.
3. Extend M-DAD to support the integration of other network compo-
nents, such as the data aggregation component, and investigate how
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the mapping service can benefit from these components and what in-
formation given by such components can be beneficial to the mapping
service.
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Appendix A
A Survey on Wireless Sensor
Networks Simulators
A.1 SensorSim
SensorSim (Park et al., 2000) builds up on the NS-2 simulator providing
additional capabilities for modelling wireless sensor networks. The main
features of this platform are: power and communication protocol models;
sensing channel and sensor models; scenario generation; and support for
hybrid simulations. The public release of the SensorSim suite of tools has
been withdrawn due to its unfinished nature and the inability of authors to
provide the needed level of support.
Georgia Tech SensorSimII (Ulmer, 2007) is written in a modular style
which results in organising a sensor node into three components: applica-
tion, network, and link. The work in SensorSimII may be divided into two
areas: the simulator core and the visualisation tools. The simulator core
essentially manages an array of independent sensor nodes throughout time.
While the visualisation tools give a visual representation about individual
node state and communication among nodes.
Both SensorSim projects are open source and free to use. Away from
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SensorSim’s power modules, neither simulator takes into account sensor
nodes limited resources which limit the realism of simulation results. More-
over, it is not always required by the wireless sensor network to validate the
functional correctness and provide performance guarantees. As opposed to
SensorSim’s simulation mechanism requirements, in many wireless sensor
network applications, the complete protocol stack is not needed to simulate
the expected behaviour. This makes the SensorSim platform complex and
difficult to use.
A.2 TOSSIM
There are platforms specifically designed to simulate Wireless Sensor Net-
works, such as TOSSIM (Levis et al., 2003) which is a part of the TinyOS
development efforts (Levis et al., 2005). TOSSIM is a discrete-event sim-
ulator for TinyOS applications (xbow, 2007). It aims to assist TinyOS
application development and debugging by compiling applications into the
TOSSIM framework which runs on a PC instead of compiling them for a
mote. Using the TOSSIM framework, programs can be directly targeted
to motes without modification. This gives users a bigger margin to debug,
test, and analyse algorithms in a controlled and repeatable environment.
In TOSSIM, all nodes share the exact same code image, simulated at bit
granularity, and assuming static node connectivity is known in advance.
Therefore, TOSSIM is more of a TinyOS emulator than a general wireless
sensor network simulator. It focuses on simulating TinyOS rather than
simulating the real world. This has the advantage that the developed algo-
rithms can be tested on a target platform. However, this may place some
restrictions of the target platform on the simulation. TOSSIM is not al-
ways the right simulation solution; like any simulation, it makes several
assumptions about the target hardware platform, focusing on making some
behaviour accurate while simplifying others (Levis et al., 2003). TOSSIM
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can be used as a tool for absolute evaluation of some causes of the behaviour
observed in the real-world network deployments.
A.3 TOSSF
TOSSF (Perrone and Nicol, 2002) is a simulation framework that compiles
a TinyOS application into the SWAN (Ahn et al., 2002) simulation frame-
work. It can be viewed as an improvement over TOSSIM with a primary
focus on scalability. It allows simulation of a heterogeneous collection of sen-
sor nodes and a dynamic network topology. TOSSF suffers from potentially
long test-debug cycles because it does not provide a scripting framework for
experimentation. Although it enables development of custom environmen-
tal models, the absence of a scripting framework requires those models to
be compiled into the simulation framework. Given that both of these sim-
ulators are tightly coupled with TinyOS, they may be unsuitable for early
prototyping or developing portable wireless sensor network applications.
A.4 GloMoSim
GloMoSim (Zeng et al., 1998) is a scalable simulation environment for wire-
less and wired network systems. Its parallel discrete-event design distin-
guishes it from most other sensor network simulators. Though it is a gen-
eral network simulator, GloMoSim currently supports protocols designed
purely for wireless networks. GloMoSim is built using a layered approach
similar to the seven layer network architecture of the OSI model. It uses
standard APIs between different simulation layers to allow rapid integration
of models developed at different layers, possibly by different users.
As in NS-2, GloMoSim uses an object-oriented approach, however for
scalability purposes; each object is responsible for running one layer in
the protocol stack of every node. This design strategy helps to divide the
216
APPENDIX A. A SURVEY ON WIRELESS SENSOR NETWORKS
SIMULATORS
overhead management of a large-scale network. GloMoSim has been found
to be effective for simulating IP networks, but it is not capable of simulating
sensor networks accurately (Curren, 2005). Moreover, GloMoSim does not
support phenomena occurring outside of the simulation environment, all
events must be gathered from neighbouring nodes in the network. Finally,
GloMoSim stopped releasing updates in 2000 and released a commercial
product called QualNet.
A.5 OPNET
OPNET (Chang, 1999) is a further discrete event, object oriented, general
purpose network simulator. The engine of OPNET is a finite state machine
model in combination with an analytical model. It uses a hierarchical model
to define each characteristic of the system. The top hierarchy level contains
the network model, where the topology is designed. The second level defines
the data flow models. The third level is the process editor which handles
control flow models defined in the second level. Finally, a parameter editor
is included to support the three higher levels. The hierarchical models result
in event queue for the discrete event simulation engine and a set of entities
that handle the events. Each entity represents a node which consists of a
finite state machine which processes the events during simulation.
Unlike NS-2 and GloMoSim, OPNET supports modelling sensor-specific
hardware, such as physical-link transceivers and antennas. It also enables
users to define custom packet formats. An attractive feature of OPNET is
its capability of recording a large set of user defined results. Furthermore,
the GUI (Graphical User Interface), along with the considerable amount of
documentation and study cases that come along with the license are another
attractive feature of the simulator. This GUI interface can also be used to
model, graph, and animate the resulting output. The network operator
is provided with editors that are required to simplify the different levels
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of modelling. Though model parameters can be changed, the simulation
accuracy is influenced because OPNET is not open source software.
Similar to NS-2, the object-oriented design of OPNET causes scalability
problems. It does not have a high number of protocols publicly available
possibly because of the license constraints. Finally, OPNET is only available
in commercial form.
The second class of simulators are application-oriented simulators, in-
cluding EmStar (Girod et al., 2007b), SENS (Sundresh et al., 2004), J-
Sim (Sobeih et al., 2005), and SenSor (Mount et al., 2006).
A.6 EmStar
EmStar (Girod et al., 2007b) is a component based, discrete-event frame-
work that offers a range of run-time environments, from pure simulation,
distributed deployment on iPAQs (hp, 2000), to a hybrid simulation mode
similar to SensorSim. Emstar supports the use of simulation in the early
stages of design and development by providing a range of simulated sensor
network components, including radios, which provide the same interfaces as
actual components. It supports hybrid mode with some actual components
and some simulated components, and full native mode with no simulated
components. As in TOSSIM, EmStar uses the same source code that runs at
each of these levels to run on actual sensors. Amongst other simulators, such
as TOSSIM, EmStar provides an option to interface with actual hardware
while running a simulation. EmStar is compatible with two different types
of node hardware. It can be used to develop software for Mica2 motes and
it also offers support for developing software for iPAQ based microservers.
The development cycle is the same for both hardware platforms. The next
step in the development cycle following the simulation is data replay. In
this model, EmStar uses data collected from actual sensors in order to run
its simulation. Leading directly from this, Emstar uses the half-simulation
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methodology similar to SensorSim’s, where the software is running on a
host machine and interfacing with a real physical communication channels.
The final step in the development cycle is deployment.
EmStar combines many of the good features of other wireless sensor
networks simulators. Its component based design allows for fair scalabil-
ity. Moreover, each aspect of the network can be logically fine-tuned due
to its development cycle design. Because it targets a particular platform,
many protocols are already available to be used. At the deployment step
in the development cycle, only the configuration files have to be designed.
This potentially adds constraints on the user through either ensure that the
hardware configuration being used matches the existing configuration file,
or he must write his own files.
The main goal of Emstar is to reduce the design complexity, enabling
work to be shared and reused, and simplifying and speeding the design of
new sensor network applications. While not as efficient and fast as other
frameworks like TOSSIM, Emstar provides a simple environmental model
and network medium in which to design, develop and deploy heterogeneous
sensor network applications. When used as a migration platform from code
to real sensor environment, the environment model may be sufficient for
most developers. Another drawback of Emstar is that the simulator sup-
ports only the code for the types of nodes that it is designed to work with.
A.7 SENS
SENS (Sundresh et al., 2004) is a customisable component-based simula-
tor for wireless sensor network applications. It consists of interchangeable
and extensible components for applications, network communication, and
the physical environment. In SENS, each node is partitioned into four
main components: application, simulates the software application of the
sensor node; network, handles incoming and outgoing packets; physical,
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reads sensed information; and environment, network propagation character-
istics. Multiple different component implementations offer varying degrees
of realism. For example, users can choose between various application-
specific environments with different signal propagation characteristics. As
in TOSSIM, SENS source code can be ported directly into actual sensor
nodes, enabling application portability. Moreover, it provides a power mod-
ule for development of dependable applications.
SENS defines three network models that can be used. The first success-
fully forwards packets to all neighbours, the second delivers with a chance
of loss based on a fixed probability, and the third considers the chance of
collision at each node. The physical component includes the non-network
hardware for the sensor such as the power, sensors, and actuators. At a
lower level, the environment component models the physical phenomena
and the layout. The layout model includes different types of surfaces, each
affecting radio and sound propagation in a different way.
The drawback of SENS is that it is less customisable than many other
simulators, providing no chance to alter the MAC protocol, along with
other low level network protocols. SENS uses one of the most sophisticated
environmental models and implements the use of sensors well. However,
the only measurable phenomenon is sound.
A.8 J-Sim
J-Sim (Sobeih et al., 2005) is a component-based discrete event simulator
built in Java and modelled after NS-2. The design of this simulator aims at
solving many of the shortcomings of comparable object-oriented simulators
like NS-2. J-Sim uses the concept of components instead of the concept
of having an object for each individual node. J-Sim uses three top level
components: the target node which produces stimuli, the sensor node that
reacts to the stimuli, and the sink node which is the ultimate destination
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for stimuli reporting. Each component is broken into parts and modelled
differently within the simulator; this eases the use of different protocols in
different simulation runs.
The authors of J-Sim claim that it has several advantages over NS-2
and other simulators. First its component based architecture scales better
than the object oriented model used by NS-2 and other simulators. Second,
J-Sim has an improved energy model and the ability to simulate the use
of sensors for phenomena detection. Like SensorSim, there is support for
using the simulation code for real hardware sensors. However, J-Sim is
comparatively complicated to use. While no more complicated than NS-2,
the latter simulator is more popular and accepted in the sensor network
research community and more community support is available, therefore,
more people are keen to spend the time to learn how to use it.
Though is scalable, J-Sim has a set of inefficiencies. First, there is un-
necessary overhead in the intercommunication model. The second problem
is inherited by most sensor networks simulators that are built on top of gen-
eral purpose simulators, 802.11 is the only MAC protocol that can be used
in J-Sim. Finally, Java is possibly less efficient than many other languages.
Appendix B
A Survey on Cluster-based
Routing Algorithms
B.1 LEACH
LEACH (Heinzelman et al., 2000) is one of the most promising routing
algorithms for sensor networks. It is a clustering-based protocol that utilises
randomised rotation of the cluster head role to evenly distribute the energy
load among the sensors in the network. It guarantees that the energy load is
well distributed by dynamically created clusters. The operation of LEACH
is split into two phases, the setup phase and the steady-state phase. To
minimise overhead, the duration of the steady-state phase is longer than
the set-up phase (Heinzelman et al., 2000). During the set-up phase, the
clusters are created and cluster heads are elected. This election is made by
every node choosing a random number between 0 and 1. The sensor node
becomes a cluster head if this random number is less than the threshold
T (n) set as:
T (n) =
{
P/
(
1− P × (rmod 1
P
))
if n ∈ G
0 otherwise
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where P is the desired percentage of cluster heads, r is the current round
and G is the set of nodes that have not been selected as a cluster head in
the last 1/P rounds. The desired percentage of cluster heads was found
to be 5% of the total number of nodes in the network (Heinzelman et al.,
2000). Note that 0 cluster heads and 100% cluster heads is equivalent to
one-hop communication.
After cluster heads are chosen, they broadcast an advertisement mes-
sage to the entire network declaring that they are the new cluster heads.
Every node receiving the advertisement decides to which cluster they wish
to belong based on the signal strength of the received message. The sensor
node sends a message to register with the cluster head of their choice. Based
on a TDMA approach, the cluster head assigns each node registered in its
cluster a time slot to send its data. This requires that every node must
support TDMA. The cluster head keeps a list of all nodes in the cluster to
inform them of their TDMA schedule.
During the steady-state phase, sensor nodes can start transmitting data
to their respective cluster head. The cluster head applies aggregation func-
tions to compress the data before transmission to the sink. After a prede-
termined period of time spent on the steady-state phase, the network enters
the set-up phase again and starts a new round of creating clusters.
LEACH is well-suited for applications where constant monitoring is
needed and data collection occurs periodically to a centralised location (Lee
and Chung, 2004). It increases network lifetime in two ways. First, load
is distributed to all nodes but not all at the same time. Second, there is
lossless aggregation of data by the cluster heads. The protocol is powerful
and simple since nodes do not require global knowledge or location infor-
mation to create clusters. LEACH is able to increase the network lifetime
and it achieves a more than 7-fold reduction in energy dissipation compared
to direct communication (Heinzelman et al., 2000).
Despite the significant overall energy savings, the assumptions made by
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the protocol raise a number of issues:
1. LEACH assumes that all nodes begin with the same amount of energy
and that the amount of energy a cluster head consumes is more than
that of a non-cluster node. It also assumes that the amount of energy
consumed by cluster heads in every cluster round is constant. This
assumption is not realistic. Furthermore, making adjustments for
differences in energy consumption causes LEACH to be less efficient.
2. LEACH assumes that all nodes can communicate with each other and
are able to reach the sink. Therefore, it is only suitable for small size
networks.
3. LEACH requires all nodes to be continuously listening. This is not
realistic in random node deployment networks, for example, where
cluster heads could be located at the edge of the network.
4. LEACH assumes that all nodes have data to send and so assign a
time slot for a node even though some nodes might not have data to
transmit.
5. LEACH assumes that all nearby nodes have correlated data which is
not always true.
6. Finally, there is no mechanism to ensure that the elected cluster heads
(P) will be uniformly distributed over the network. Hence, there is
the possibility that all cluster- heads will be concentrated in one part
of the network.
LEACH-C (LEACH Centralised) (Heinzelman, 2000) has been developed
out of LEACH. It uses a central algorithm to form clusters. During the
set-up phase, the sink receives information from each node in the network
about its current location and energy level. The sink then runs a centralised
cluster formation algorithm to determine the clusters for that round. This
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algorithm is not robust since it requires location information for all sensors
in the network. It also requires communication with the base station to get
optimal clusters.
A number of enhancements over LEACH have been proposed previ-
ously (Heinzelman, 2000; Lindsey et al., 2001; Manjeshwar and Agrawal,
2001, 2002; S.Lindsey and Raghavendra, 2002; Smaragdakis et al., 2004; Ye
et al., 2005).
B.2 PEGASIS
S.Lindsey and Raghavendra (2002) devised a protocol called Power Efficient
GAthering in Sensor Information Systems (PEGASIS) that is an improve-
ment over LEACH. As opposed to LEACH, PEGASIS has no clusters, in-
stead it creates chains from the farthest sensor node from the sink so that
each node communicates only with their closest neighbours and only one
node is selected from the chain to communicate with the sink.
In PEGASIS, each chain has a leader for collecting data along both sides
of the chain and transmitting the final aggregated packet to the sink. Also,
each node takes turns to serve as a leader to distributed energy load evenly
among all nodes. By minimising the communication distances between
neighbouring nodes on the chain, PEGASIS reduces the total transmission
distance and achieves longer network lifetime than LEACH for different
network topologies and sizes. Nevertheless, PEGASIS has a number of
drawbacks (Hammoudeh, 2006):
1. It requires dynamic adjustment of network topology to route data,
which introduces significant overhead
2. It requires location information. Since the sensor nodes might be
mobile, acquiring node location information is not an easy task in
sensor networks. Although adding GPS could be an alternative, it is
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an unpractical solution as it may increase the size and price of sensor
nodes.
3. Similar to LEACH, PEGASIS assumes that all nodes can communi-
cate with the sink directly
4. The head of the chain can become a bottleneck and cause excessive
transmission delays
5. It assumes that all nodes start with the same level of energy and
consumption rates are equal
Hierarchical-PEGASIS (Lindsey et al., 2001) extends PEGASIS by intro-
ducing a hierarchy in the network topology. It aims to reduce transmission
delays to the sink and proposes a data gathering scheme that balances the
energy and delay cost. Although Hierarchical-PEGASIS avoids the cluster-
ing overhead, it still requires dynamic topological adjustments.
B.3 TEEN and APTEEN
Manjeshwar and Agrawal (2001) implemented the Threshold sensitive En-
ergy Efficient Protocol (TEEN) that utilises a hierarchical approach along
with a data centric mechanism (Manjeshwar and Agrawal, 2001). The
same authors also developed the AdaPtive Threshold-sensitive Energy Effi-
cient sensor Network protocol (APTEEN) (Manjeshwar and Agrawal, 2002),
which enhances TEEN by capturing periodic data collection and reacting
to time critical events. These protocols were proposed for time-critical ap-
plications.
In TEEN, sensor nodes sense the environment continuously, but the data
transmission is done less frequently. It allows the user to control the trade-
off between energy efficiency and data accuracy using threshold values. The
cluster head sends its members a hard threshold, which is the threshold
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value of the sensed attribute and a soft threshold, which is the change
in the value of the sensed attribute that triggers the node to transmit.
Accordingly the hard threshold reduces the number of transmissions by
allowing the nodes to transmit only when the sensed attribute is within the
range of interest. If the next sample differs from the previous one by at
least the soft threshold, this information should be transmitted back to the
base station. A smaller value of the soft threshold gives a more accurate
picture of the network, at the expense of increased energy consumption.
At each cluster formation round, new values for the above parameters are
broadcast.
As in TEEN, the nodes in APTEEN sense the environment continu-
ously, and only those data values at, or beyond, the hard threshold are
transmitted. APTEEN combines both reactive and proactive policies by
introducing a new parameter called count time. The count time is defined
as the maximum time period between two successive reports sent by a node.
Sensing nodes only transmit when the sensed value changes by an amount
equal to or greater than the soft threshold. If a node does not send data for
a time period equal to the count time, it is forced to transmit the current
sensed value. APTEEN offers more flexibility than TEEN by allowing the
user to set the count-time interval, and control the threshold values for the
energy consumption by changing the count time as well as the threshold
values. APTEEN implements hybrid networks more efficiently than TEEN
and LEACH by using a modified TDMA schedule.
APTEEN performance was demonstrated to be between LEACH and
TEEN in terms of energy dissipation and network lifetime. TEEN gives
the best performance since it decreases the number of transmissions. Both
TEEN and APTEEN protocols require additional traffic control to con-
tinually update the threshold values and complexity of forming clusters in
multiple levels, implementing threshold-based functions and dealing with
attribute-based naming of queries.
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B.4 SEP
Smaragdakis et al. (2004) address the issue of heterogeneity of nodes in
terms of their energy. SEP is a heterogeneous-aware protocol that is based
on the random selection of cluster heads weighted according to the remain-
ing node energy to prolong the time interval before the death of the first
node. Every sensor node in a heterogeneous two-level hierarchical network
independently elects itself as a cluster head based on its initial energy rel-
ative to that of other nodes. Nodes do not require any global knowledge
of energy at every election round. Unlike LEACH, SEP is dynamic in that
it does not assume any prior distribution of the different levels of energy
in the sensor nodes. Furthermore, SEP was found to be more flexible than
LEACH in sensibly consuming the extra energy of the more powerful nodes.
This approach addresses the problem of varying energy levels and con-
sumption rates but still assumes that the sink can be reached directly by
all nodes. In addition, it only considers the nodes available energy in the
election of cluster heads. Finally, it requires knowledge about the energy
levels of other nodes in the network to weight the cluster head election
probabilities.
B.5 MESTER
Unlike previous work targeting at maximising energy efficiency and network
lifetime, Yang et al. (2006) proposed Minimum Energy Spanning Tree for
Efficient Routing (MESTER) for maintaining a high quality in data collec-
tion for as long as possible. Compared with the existing Minimum Spanning
Tree (MST), MESTER can achieve comparable but more balanced perfor-
mance at a lower complexity. Similar to PEGASIS, the MESTER routing
scheme adopts centralised algorithms and requires the sink to take control of
managing the network topology and calculating the routing path and time
schedule for data collection. MESTER operation consists of three phases:
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1. MST calculation: A new MST is calculated by the sink when the
network is just deployed and initialised and every time the network
topology changes. Firstly, the sink randomly selects a node as the
root. The corresponding MST is then derived by using communication
distance as link weight. Starting from the root, the MST tree grows
by connecting to the closest alive neighbouring node one by one until
all alive nodes are sequentially added to the tree.
2. Communication pair and time schedule: After the leader is selected,
simultaneous communication pairs in each time slot are scheduled
along the MST for transmitting data packets towards the leader. After
receiving the data packets from all its connected downstream nodes,
an intermediate node performs data aggregation and transmits the
aggregated packet to its upstream node. When two or more down-
stream nodes are simultaneously ready to transmit their data packets
to the same upstream node, an arbitrary transmission sequence is de-
termined by the sink and a TDMA approach is used to schedule the
corresponding packet transmissions into different time slots to avoid
collisions.
3. Data Transmission: The time schedule generated in phase 2 is broad-
cast to all of the alive sensor nodes to prepare them before each data
collection round.
MESTER decouples the task of energy load balancing from the calculation
of MST, and thus gives simpler, more robust, and more flexible algorithms.
It also simply uses communication distance, rather than sophisticated en-
ergy cost functions as link weight in the calculation of MST. However,
MESTER has a set of draw backs. First, nodes require location infor-
mation and the location of all nodes should be known to the sink. Second,
it is unsuitable for networks with frequent topological changes because of
the overhead of calculating a new MST each time such a change occurs.
B.6. A SECURE HIERARCHICAL MODEL 229
Third, as in LEACH, it assumes that every alive node has a data packet to
transmit in each round of data collection. Fourth, it requires time synchro-
nisation which is realised by receiving specific signals from either the GPS
or the Sink. Fifth, as in PEGASIS the leader node can become a bottleneck
and cause excessive transmission delays. Sixth, it is a centralised algorithm
which makes it less favourable as the network grows larger. Furthermore,
it requires that an intelligent sink be deployed with the nodes, which may
not always be possible.
B.6 A secure hierarchical model
Tubaishat et al. (2004) proposed an energy-efficient multi-hop hierarchical
routing protocol. Also, they devised a Secure Routing Protocol for Sen-
sor Networks (SRPSN) that provides protection against diverse classes of
attacks and guarantees packet delivery to the sink in the presence of adver-
saries.
The protocol builds the communication hierarchically levels based on
the number of neighbours of each node. If a node has a larger number of
neighbours, then it will be assigned a higher level. After a node discovers
its number of neighbours (NBR) by a ping message, it exchanges its ID and
NBRs with all of its neighbours to build clusters. Nodes which have the
highest NBRs become cluster heads. As in MuMHR, cluster heads perform
data aggregation to achieve energy savings. A node that is connected to two
or more cluster heads moves to upper layers of the hierarchy and becomes a
root. However, nodes at higher level may suffer from energy depletion and
communication bottlenecks. To reduce these undesirable effects, cluster
heads were programmed to increase data filtering and aggregation. The
increased computation at cluster heads may lead to the same undesirable
consequences that the algorithm is trying to avoid at the root nodes.
This routing algorithm requires that all sensor nodes are equipped with
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a position-determining system, e.g. GPS, which is used by nodes to register
with the nearest cluster head. Using the location information, an interme-
diate sensor node forwards a received packet to the neighbour that is closest
to the location of the sink node as the next hop node in the communication
path.
In the SRPSN protocol, each sensor node shares a secret key with the
sink. The sink maintains a table of (id, key) pairs for all nodes. The proto-
col has two phases: secure route discovery and secure data forwarding. In
the secure route discovery phase, a source node broadcasts a route request
(RREQ) message to its neighbours. The RREQ message contains the send-
ing node ID, the destination ID (the sink), an encrypted nonce and a MAC
generated using the key shared with the sink node. Each intermediate node
forwards the RREQ message to the next hop after updating the message
with its ID and its previous hop ID. When the RREQ arrives at the sink,
it verifies the MAC using the shared key, builds a route reply (RREP) mes-
sage, and sends it out. The RREP message consists of the sink ID, source
node ID, current intermediate node, and predecessor node protected by a
MAC generated using the shared key. The routing tables of all the interme-
diate nodes are updated as the RREP message is propagated towards the
source node. Upon receiving the RREP message, the source node verifies
that the RREP message originated from the sink node using the MAC. If
the RREP message is lost, possibly due to malicious intermediate nodes,
the source node triggers another route discovery. After the route discovery
phase completes, the sink transmits encrypted cluster group keys to nodes
using the shared secret keys. The sensor nodes send encrypted data along
with a MAC to their cluster heads using the cluster group key. Secure
inter-cluster communication works similar to the route discovery phase.
The primary goal of this protocol is to provide secure data communica-
tion. This goal was achieved, however, at the expense of energy consump-
tion. This routing protocol uses a naive clustering algorithm based on the
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number of neighbours as the metric. This can lead to non-uniform clusters
formation and nodes having the largest number of neighbours can die faster.
A better clustering algorithm that can yield uniform clusters will be a use-
ful improvement to the protocol. Moreover, the availability of the location
information through GPS devices was not exploited in the formation of the
load-balanced clustering. This protocol involves a huge amount of setup
communication overhead which may dissipate the energy savings achieved
by clustering.
