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ABSTRACT
In this article, a genetic–type algorithm based on interacting
particle systems is presented, together with a genealogical
model, for estimating a class of rare events arising for in-
stance in telecommunication networks, nuclear engineering,
etc. The distribution of a Markov process hitting a rare but
critical set is represented in terms of a Feynman–Kac model
in path space. Approximation results obtained previously
for these models are applied here to estimate the probability
of the rare events as well as the probability distribution of
the critical trajectories.
1 INTRODUCTION
Let X ≡ {X(t) , t ≥ 0} be a continuous–time strong Markov
process taking values in some metric state space S. For a
given Borel set B ⊂ S, define the hitting time
TB = inf{t ≥ 0 : X(t) ∈ B} ,
as the first time when the process X hits B. The convention
inf ∅ = ∞ is used throughout, so that TB = ∞ if X never
succeeds to reach B. Notice that the existence of left–hand
limits insures that X(TB) ∈ B̄, where B̄ denotes the closure
of B. In many applications, the set B is a (super) level set
associated with a scalar measurable function φ defined on
S, i.e.
B = {x ∈ S : φ(x) ≥ λB} ,
and if φ is upper semi–continuous, then B = B̄ is a closed
set, hence X(TB) ∈ B.
Rare events are situations where most of the realizations
of X never reach the target set B, which is often understood
as a critical set. The corresponding rare event probabilities
P[TB ≤ T ] ,
Law(X(t) , 0 ≤ t ≤ TB | TB ≤ T ) ,
(1)
are usually extremely difficult to evaluate. Here T is either a
deterministic finite time, or a P–almost surely finite stopping
time, for instance the hitting time of a recurrent Borel set
R ⊂ S, i.e. T = TR = inf{t ≥ 0 : X(t) ∈ R} and
P[TR < ∞] = 1. The latter case covers the following two
dual situations.
• The state space S = A ∪ R is decomposed into
two disjoint sets A and R, the process X starts in
A, and the objective is to estimate the probability
that X hits the target set B ⊂ A before it exits A
(i.e. before it enters R).
• The state space S = B ∪C is decomposed into two
disjoint sets B and C, the process X represents a
physical particle evolving in C, which contains a
subset R ⊂ C made of hard obstacles. The physical
particle is killed as soon as it hits an obstacle, i.e.
as soon as X enters R, and the objective is to
estimate the probability that X escapes from C
(i.e. hits the critical set B) without being killed.
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Estimation of the rare event probabilities (1) is an important
issue in a variety of scientific areas
• in telecommunication networks : probability that
a buffer overflows at some node of the network,
resulting in client rejection and packet loss,
• in nuclear engineering : probability that nuclear
radiation escapes from the containment area of a
nuclear plant,
• in air traffic management : probability that two
airplanes get closer than a nominal separation dis-
tance (risk of conflict) or even hit one another (risk
of collision),
• in environmental sciences : probability of occur-
rence of a major event (earthquake, flood, etc.),
and the design of fast, accurate and reliable estimation
algorithms is a very active research topic. Several nu-
merical methods have been proposed in the literature
to estimate the probability of hitting a critical set, see
Glasserman et al. (1999) which contains a precise review
on these methods as well as a detailed list of references.
For convenience, here is a brief description of the two main
approaches.
The first approach is importance sampling and is based
on changing the reference probability measure so that the
rare event becomes less rare. This probabilistic method is
often very sensitive to finding the right change of probability
measure (this step is usually done using large deviations
techniques). The second more physical approach is multi-
level splitting and consists in decomposing the state space
into a decreasing sequence of level sets the process X has to
cross before it hits the critical target set. This decomposition
step is usually based on a precise physical description of the
evolution of the process between pairs of consecutive level
sets. The next step is to introduce a system of particles
evolving in this level–decomposed state space, in which
each particle branches as soon as it enters into a smaller
level set.
The purpose of the present article is to connect the
multilevel splitting techniques with the branching and in-
teracting particle systems approximations of Feynman–
Kac distributions, studied in Del Moral and Miclo (2000),
Del Moral and Miclo (2001) and Del Moral (2004). Fur-
ther details on the application to rare events simu-
lation can be found in Del Moral and Lezaud and in
Krystul and Blom (2005). The objective here is twofold.
First, a Feynman–Kac representation is proposed for the
rare event probabilities (1). The general idea is to consider
a discrete–time Markov chain in path space associated with
excursions of the continuous–time Markov process from
one level set to the next. This embedded Markov chain
encodes all the information about how the continuous–time
process crosses each level set before hitting finally the crit-
ical set. Based on this model, a natural mean–field type
genetic particle approximation is introduced for the rare
event probabilities (1). Moreover, and even more interest-
ingly, the genealogical structure of the particle at each level
can be used to estimate the probability distribution of the
continuous–time process during its excursions towards the
critical set.
Alternatively, an empirical method called restart,
see Villén-Altamirano and Villén-Altamirano (1991),
Villén-Altamirano and Villén-Altamirano (1994) and
Tuffin and Trivedi (2000), can also be used to compute
rare transient events and the probability of rare events in
steady state, not only the probability to reach the target
before coming back to a recurrent set. It is an advantage of
the restart method with respect to multilevel splitting, but
this method requires some mathematical approximations,
and is not taken into account by the Feynman–Kac
formalism. A further work could be an extension of the
former particle scheme to cover the restart method as
well.
The paper is organized as follows. Section 2 sets out
the Feynman–Kac representation of the rare event proba-
bilities (1). Section 3 introduces the genetic–type approx-
imations based on interacting particle systems and their
limit theorems. Finally, Section 5 deals with a numerical
example, based on the Ornstein–Uhlenbeck process.
2 MULTILEVEL FEYNMAN–KAC
FORMULAE
In practice, the process X starts in a Borel set B0 ⊂ S and
before hitting the critical set B, he has to pass through a
decreasing sequence of Borel level sets
B0 ⊃ B1 ⊃ · · · ⊃ Bk ⊃ · · · ⊃ Bn = B . (2)
If T = TR , then B0 = S \ R, whereas if the final time T
is deterministic, then B0 = S. The decreasing sequence of
level sets and their number depend on the problem at hand
and in this paper, these design parameters are assumed to be
given. An interesting issue would be to decide how many
level sets should be considered, and how to choose these
sets, but this question is out of the scope of this paper,
see Section 3.3.
To capture the behavior of X between the different
level sets B0 ⊃ B1 ⊃ · · · ⊃ Bk ⊃ · · · ⊃ Bn = B, introduce
the discrete time embedded Markov chain X = {Xk , k =




D([t ′, t ′′], S) ,
of trajectory excursions, induced from the continuous–time
strong Markov process X ≡ {X(t) , t ≥ 0} by the increasing
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sequence
0 = T0 ≤ T1 ≤ · · · Tk ≤ · · · ≤ Tn = TB ,
of stopping times, i.e. X0 = X(0) ∈ E and
Xk = (X(t) , Tk−1 ∧ T ≤ t ≤ Tk ∧ T ) ∈ E ,
for any k = 1, · · · , n, where Tk represents the first time X
reaches Bk , that is
Tk = inf{t ≥ 0 : X(t) ∈ Bk} ,
with the convention inf ∅ = ∞. Notice that
• if T < Tk−1, then Xk = X(T ) and X(Tk ∧ T ) =
X(T ) ∈ Bk ,
• if Tk−1 ≤ T < Tk , then Xk = (X(t) , Tk−1 ≤ t ≤
T ) and X(Tk ∧ T ) = X(T ) ∈ Bk ,
• finally, if Tk ≤ T , then Xk = (X(t) , Tk−1 ≤
t ≤ Tk) represents the trajectory excursion of X
between the successive level sets Bk−1 and Bk , and
X(Tk ∧ T ) = X(Tk) ∈ Bk ,
and consequently X(Tk ∧T ) ∈ Bk if and only if Tk ≤ T . It
follows that the stopping times can alternatively be defined
by the inductive formula
Tk = inf{t ≥ Tk−1 : X(t) ∈ Bn} ,
with the convention inf ∅ = ∞, so that Tk > T if either
Tk−1 > T or if starting in Bk−1 at time Tk−1 the process
never reaches Bk before time T . Observe also that
(TB ≤ T ) ⇔ (Tn ≤ T ) ⇔ (T1 ≤ T , · · · , Tn ≤ T ) .
By the strong Markov property, the stochastic sequence
(X0 , · · · , Xn) forms an E-valued Markov chain, with tran-
sition kernel
Qk(e, de
′) = P[Xk ∈ de′ | Xk−1 = e] .
One way to check whether the path has succeeded to reach
the k–th level is to consider the selection functions gk on E
defined for each trajectory excursion e = (x(t) , t ′ ≤ t ≤
t ′′) ∈ D([t ′, t ′′], S) with t ′ ≤ t ′′ by
gk(e) = 1(π(e) ∈ Bk) where π(e) = x(t ′′) .
With this notation, for each level k it holds
(Tk ≤ T ) ⇔ (T1 ≤ T , · · · , Tk ≤ T )
⇔ (g1(X1) = 1, · · · , gk(Xk) = 1) ,
hence







gp(Xp) = f (X(t) , Tk−1 ≤ t ≤ Tk) 1(Tk ≤ T ) .
Introducing the nonnegative Feynman–Kac distribution γk
defined by




= E[f (X(t) , Tk−1 ≤ t ≤ Tk) 1(Tk ≤ T )] ,
for any bounded measurable function f defined on the set
E of trajectory excursions, and in particular for f ≡ 1
〈γk, 1〉 = P[Tk ≤ T ] ,
the associated (normalized) probability distribution μk sat-
isfies
〈μk, f 〉 = 〈γk, f 〉〈γk, 1〉
= E[f (X(t) , Tk−1 ≤ t ≤ Tk) | Tk ≤ T ] ,
and in particular for any bounded measurable function φ
defined on S
〈μk ◦ π−1, φ〉 = 〈μk, φ ◦ π〉 = E[φ(X(Tk)) | Tk ≤ T ] .
Similarly, introducing the nonnegative Feynman–Kac dis-
tribution γk|k−1 defined by




= E[f (X(t) , Tk−1 ≤ t ≤ Tk ∧ T ) 1(Tk−1 ≤ T )] ,
for any bounded measurable function f defined on the
set E of trajectory excursions, the associated (normalized)
probability distribution μk|k−1 satisfies
〈μk|k−1, f 〉 = 〈γk|k−1, f 〉〈γk|k−1, 1〉
= E[f (X(t) , Tk−1 ≤ t ≤ Tk ∧ T ) | Tk−1 ≤ T ] ,
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and in particular for f = gk
pk = 〈μk|k−1, gk〉 = 〈γk|k−1, gk〉〈γk|k−1, 1〉 =
〈γk, 1〉
〈γk−1, 1〉
= P[Tk ≤ T | Tk−1 ≤ T ] ,
hence







P[Tp ≤ T | Tp−1 ≤ T ] .
More generally, consider the path–space Markov chain X• =
{X•k , k = 0, 1, · · · , n} defined by
X•k = (X0, · · · , Xk)
= (X(0), (X(t) , 0 ≤ t ≤ T1 ∧ T ), · · ·
· · · , (X(t) , Tk−1 ∧ T ≤ t ≤ Tk ∧ T ))
≡ (X(t) , 0 ≤ t ≤ Tk ∧ T ) ,
with transition kernel
Q•k(e0, · · · , ek−1, de′0, · · · , de′k)
= P[X•k ∈ (de′0, · · · , de′k) | X•k−1 = (e0, · · · , ek−1)]
= P[X0 ∈ de′0, · · · , Xk ∈ de′k |
X0 = e0, · · · , Xk−1 = ek−1]
= δe0(de′0) · · · δek−1(de′k−1) Qk(e′k−1, de′k) ,
and consider the selection function defined by
g•k (e0, · · · , ek) = gk(ek) = 1(π(ek) ∈ Bk) ,
for any (e0, · · · , ek) in the set Ek+1 of concatenated trajec-
tory excursions. Introducing the nonnegative Feynman–Kac
distribution γ •k defined by






= E[f (X(t) , 0 ≤ t ≤ Tk) 1(Tk ≤ T )] ,
for any bounded measurable function f defined on the set
Ek+1 of concatenated trajectory excursions, and in particular
for f ≡ 1
〈γ •k , 1〉 = 〈γk, 1〉 = P[Tk ≤ T ] ,
the associated (normalized) probability distribution μ•k sat-
isfies
〈μ•k, f 〉 =
〈γ •k , f 〉
〈γ •k , 1〉
= E[f (X(t) , 0 ≤ t ≤ Tk) | Tk ≤ T ] .
The following Feynman–Kac representation holds for the
rare event probabilities (1).
Theorem 1 (Feynman–Kac representations) For
any level k
P[Tk ≤ T ] = 〈γk, 1〉 ,
and
E[φ(X(Tk)) | Tk ≤ T ] = 〈μk, φ ◦ π〉 ,
for any bounded measurable function φ defined on S, and
in addition
E[f (X(t) , 0 ≤ t ≤ Tk) | Tk ≤ T ] = 〈μ•k, f 〉 ,
for any bounded measurable function f defined on the set
Ek+1 of concatenated trajectory excursions.
The straightforward formula
P[Tk ≤ T ] =
k∏
p=0
P[Tp ≤ T | Tp−1 ≤ T ] ,
which shows how the very small probability of a rare event
can be decomposed into the product of reasonably small
but not too small conditional probabilities, each of which
corresponding to the transition between two events, can be
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and will provide the basis for the efficient numerical approx-
imation in terms of an interacting particle system. These
conditional probabilities are not known in advance, and are
learned by the algorithm as well.
3 MULTILEVEL GENETIC ALGORITHMS
In previous studies, see Del Moral and Miclo (2000),
Del Moral and Miclo (2001) and Del Moral (2004), a col-
lection of approximations based on branching and interacting
particle systems have been designed to solve a general class
of Feynman–Kac models. These particle techniques can
also be used to solve the formulae presented in Theorem 1.
This paper focuses on a simple mutation/selection genetic
algorithm.
3.1 Nonsequential Particle Approximation
Recall that the evolution of the normalized (nonlinear) flow
{μk , k = 0, 1, · · · , n} is described by the following diagram
μk−1 −→ μk|k−1 = μk−1 Qk −→ μk = gk · μk|k−1 ,
with initial condition μ0 = g0 · η0, where the notation ·
denotes the projective product. The idea behind the particle
approach is to look for an approximation





in the form of the weighted empirical probability distribution
associated with the particle system (ξ ik, w
i
k , i = 1, · · · , N),
where N denotes the number of particles. The weights
and positions of the particles are chosen is such a way
that the evolution of the approximate sequence {μNk , k =
0, 1, · · · , n} is described by the following diagram
μNk−1 −→ μNk|k−1 = SN(μNk−1 Qk) −→ μNk = gk · μNk|k−1 ,
with initial condition μN0 = g0 · SN(η0), where the nota-
tion SN(μ) denotes the empirical probability distribution
associated with an N–sample with common probability dis-
tribution μ. In practice, particles are trajectory excursions
which
• are selected according to their respective weights
(wik−1 , i = 1, · · · , N) (selection step),
• move according to the Markov kernel Qk (mutation
step),
• are weighted by evaluating the fitness function gk
(weighting step).
In other words, trajectory excursions that succeed to reach
the next level set Bk before time T are selected and replicated,
and the other trajectory excursions are terminated. Starting
from the relation
γk = gk (γk−1 Qk) = gk (μk−1 Qk) 〈γk−1, 1〉 , (3)
and introducing the particle approximation
γ Nk = gk SN(μNk−1 Qk) 〈γ Nk−1, 1〉 ,
for the unnormalized (linear) flow, it is easily seen that
γ Nk
〈γ Nk , 1〉
= gk · SN(μNk−1 Qk) = μNk .
However, the function gk can only take the value 0 or 1, and
even if 〈μk|k−1, gk〉 = P[Tk ≤ T | Tk−1 ≤ T ] > 0, it can
happen that all the particles generated at the end of the muta-
tion step fail to reach the next level set Bk before time T , in
which case the evaluation of the function gk returns the zero
value for all the particles, and 〈μNk|k−1, gk〉 = 0 : in such
a situation, the particle systems dies out and the algorithm
cannot continue. A reinitialization procedure has been pro-
posed and studied in Del Moral, Jacod, and Protter (2001),
in which the particle system is generated afresh from an
arbitrary restarting probability distribution ν. Alternatively,
one could be interested by the behavior of the algorithm
until the extinction time of the particle system, defined by
τN = inf{k ≥ 0 : 〈μNk|k−1, gk〉 = 0} .
Under the assumption that 〈γn, 1〉 > 0, the probability
P[τN ≤ n] that the algorithm cannot continue up to the
time instant n goes to zero with exponential rate, see Theo-
rem 7.4.1 in Del Moral (2004). On the good set {τN > n},
it holds














INk = {i = 1, · · · , N : gk(ξ ik) = 1} ,
denotes the set of successful particles within an N–sample
with common probability distribution μNk−1 Qk . In other
words, the probability of a successful sequence is approxi-
mated as the product of the fraction of successful particles
at each generation. Notice that the computational effort,
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i.e. the number N of simulated particles at each generation,
is fixed in advance, whereas the number |INk | of successful
particles at the k–th generation is random.
The following results have been obtained for the non-
sequential particle algorithm with a constant number N of
particles : a nonasymptotic estimate, see Theorem 7.4.3
in Del Moral (2004), and a central limit theorem, see Sec-
tion 9.4 of Del Moral (2004) for a slightly different algo-
rithm.
Theorem 2 (L1 estimates) For any level k
E[〈γ Nk , 1〉 1(τN > k)] = P[Tk ≤ T ] ,











E| 〈μNk , φ ◦ π〉 1(τN > k)
− E[φ(X(Tk)) | Tk ≤ T ] | ≤ ck√
N
.
For any k = 1, · · · , n, any l = 1, · · · , k and any
bounded measurable function f defined on the set E of
trajectory excursions, recall that




gp(Xp) | Xl = e ]
= E[f (X(t) , Tk−1 ≤ t ≤ Tk) 1(Tk ≤ T ) |
X(Tl) = π(e) ] ,
for any e ∈ E, where the nonnegative (unnormalized) kernel
Rp is defined by Rp(e, de′) = Qp(e, de′) gp(e′) for any
p = 1, · · · , n, and in particular for f = φ ◦ π
Rl+1:k (φ ◦ π)(e)
= E[φ(X(Tk)) 1(Tk ≤ T ) | X(Tl) = π(e) ]
= (Rl+1:k φ)(π(e)) ,
where
Rl+1:k φ(x) = E[φ(X(Tk)) 1(Tk ≤ T ) | X(Tl) = x ] ,
for any x ∈ S, and in particular for φ ≡ 1, let
Rl+1:k 1(x) = P[Tk ≤ T | X(Tl) = x ] .





P[Tk ≤ T ] 1(τN > k) − 1] =⇒ N(0, V
0
k ) ,




[ 〈μl ◦ π
−1, |Rl+1:k 1|2 〉
pl 〈μl ◦ π−1, Rl+1:k 1〉2 − 1 ] ,
and
√
N [ 〈μNk , φ ◦ π〉 1(τN > k)
− E[φ(X(Tk)) | Tk ≤ T ] ] =⇒ N(0, v0k (φ)) ,
for any bounded measurable function φ defined on S, with




〈μl ◦ π−1, |Rl+1:k [φ − 〈μk ◦ π−1, φ〉] |2 〉
pl 〈μl ◦ π−1, Rl+1:k 1〉2 .
The impact of this asymptotic convergence theorem
can be illustrated by chosing some particular test functions.
For each u > 0, define the function f (u) on the set E of
trajectory excursions by setting for each e = (x(t) , t ′ ≤
t ≤ t ′′) ∈ D([t ′, t ′′], S) with t ′ ≤ t ′′,
f (u)(e) = 1((e) ≤ u) with (e) = t ′′ − t ′ . (4)
With this notation, the mapping u → μk(f (u)) is the
repartition function of the intertime Tk −Tk−1 between two
consecutive level sets Bk−1 and Bk , that is
〈μk, f (u)〉 = P[Tk − Tk−1 ≤ u | Tk ≤ T ] .
The particle approximation of this quantity is the proportion
of trajectory excursions that have managed to pass from Bk−1
to Bk in time less than u.
3.2 Sequential Particle Algorithm
Alternatively, a sequential particle algorithm has been pro-
posed in Le Gland and Oudjane (2004), which automati-
cally keeps the particle system alive, i.e. which ensures
its non–extinction. For any integer H ≥ 1, and for any
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k = 0, 1, · · · , n, define the random number
NHk = inf{N ≥ 1 : |INk | = H } ,
of particles, where the random variables ξ1k , · · · , ξ ik, · · ·
are i.i.d. with common probability distribution η0 (for k =
0), and common probability distribution μHk−1 Qk (for k =
1, · · · , n), and where for any integer N ≥ 1
INk = {i = 1, · · · , N : gk(ξ ik) = 1} ,
denotes the set of successful particles within the N–sample
ξ1k , · · · , ξNk .
The particle approximation {μHk , k = 0, 1, · · · , n} is
now parameterized by the number H ≥ 1, and its evolution
is described by the following diagram
μHk−1 −→ ηHk = SN
H
k (μHk−1 Qk) −→ μHk = gk · ηHk ,
with initial condition μH0 = g0 ·SN
H
0 (η0). Starting from (3)
and introducing the particle approximation
γ Hk = gk SN
H
k (μHk−1 Qk) 〈γ Hk−1, 1〉 ,
for the unnormalized (linear) flow, it is easily seen that
γ Hk
〈γ Hk , 1〉
= gk · SNHk (μHk−1 Qk) = μHk .
Clearly, NHk ≥ H and if 〈μHk−1 Qk, gk〉 > 0 — a sufficient
condition for which is
ĝk(e) = Qk gk(e)
= E[gk(Xk) | Xk−1 = e]
= P[Tk ≤ T | X(Tk−1) = π(e)] > 0 ,
for any e in supp μHk−1 ⊂ Bk−1 — then the random number
NHk of particles is a.s. finite. Moreover
〈μHk|k−1, gk〉 = 〈SN
H











by construction, i.e. the particle system never dies out and
the algorithm can always continue, and
H
NHk
−→ pk = 〈μk|k−1, gk〉 > 0 ,
in probability as H ↑ ∞, with rate 1/√H . It holds













Here again, the probability of a successful sequence is
approximated as the product of the fraction of successful
particles at each generation. In opposition to the nonse-
quential algorithm, notice that the number H of successful
particles at each generation is fixed in advance, whereas
the computational effort, i.e. the number NHk of simulated
particles needed to get H successful particles exactly at the
k–th generation, is random.
The following results have been obtained for the sequen-
tial particle algorithm with a random number of particles
defined by the level H > 0 : a nonasymptotic estimate,
see Theorem 5.4 in Le Gland and Oudjane (2004) under a
mixing assumption which is not needed here, and a central
limit theorem, see Le Gland and Oudjane (2005).











E| 〈μHk , φ ◦ π〉
− E[φ(X(Tk)) | Tk ≤ T ] | ≤ ck√
H
.





P[Tk ≤ T ] − 1] =⇒ N(0, Vk) ,




[ 〈μl ◦ π
−1, |Rl+1:k 1|2 〉
〈μl ◦ π−1, Rl+1:k 1〉2 − pl ] ,
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and
√
H [ 〈μHk , φ ◦ π〉
− E[φ(X(Tk)) | Tk ≤ T ] ] =⇒ N(0, vk(φ)) ,
for any bounded measurable function φ defined on S, with




〈μl ◦ π−1, |Rl+1:k [φ − 〈μk ◦ π−1, φ〉] |2 〉
〈μl ◦ π−1, Rl+1:k 1〉2 .
Two different proofs can be given for this central limit
theorem. A first proof follows the approach of Proposi-
tion 2.9 and Corollary 2.20 in Del Moral and Miclo (2000),
and relies on an enumeration of all particles across gener-
ations with random sizes, and on a central limit theorem
for triangular arrays of martingale increments. An alter-
nate proof can also be given, which follows the approach
of Theorem 4 in Künsch (2003) by induction, and relies
on the Anscombe central limit theorem for the sum of a
random number of random variables, see Theorem I.3.1 in
Gut (1988).
3.3 Comments on the Multilevel Decomposition
The multilevel genetic algorithms presented in this paper are
usually sensitive to the choice of the decreasing sequence
of Borel level sets (2). In practice, it is very difficult to
choose these levels (and their number) in advance. In some
applications, such as the evaluation of the risk of collision
between two aircrafts, this decomposition is based on ex-
perience accumulated by practitioners, but this experience
may be lacking in other applications.
Ideally, the multilevel decomposition should be chosen
is such a way that the probability P[Tk ≤ T | Tk−1 ≤
T ] of hitting the k–th level set given that the (k − 1)–
th level has already been reached, is independent of the
index k. Based on this remark, adaptive strategies has
been recently proposed in Cérou and Guyader, and limit
theorems have been proved in the special case of a one–
dimensional state space S, in which the levels are chosen
on–line. Conceptually, it could even be argued that these
new algorithms get rid of the notion of levels : indeed, they
rely on the idea that it is enough to simulate N independent
trajectories, to multiply a prescribed fraction 0 < p < 1
(namely those p N trajectories which have managed to
come closer to the critical set) of these trajectories, and to
terminate the remaining (1 −p) N trajectories. In a certain
sense, the worst among the best p N simulated trajectories
defines a virtual level.
By construction, these algorithms guarantee a proba-
bility of success of p for the transition from one virtual
level to the next virtual level, whereas the number of virtual
levels that should be crossed to finally hit the critical set is
not known in advance, and is learned by the algorithm as
well.
4 NUMERICAL APPLICATION TO THE
ORNSTEIN–UHLENBECK PROCESS
In this section, a simple example is considered to illustrate
how the algorithms presented above can be used to simulate
rare events. Although this is clearly a toy model, it makes
it possible to assess the method accuracy by computing
some quantities for which an exact analytical expression is
available. Moreover, the model is simple enough so that
there is no numerical error due to discretization scheme.
The process X is the one–dimensional Ornstein–
Uhlenbeck process, i.e. the solution of the SDE
dX(t) = −a X(t) dt + σ √2a dW(t) ,
where a and σ are strictly positive constants and W is
a standard Brownian motion in R. The recurrent set is
R = (−∞, b−], the target set is B = [b+, +∞), and the
process X starts at some x0 with b− < x0 < b+. It is clear
that if b+ is taken large enough, the probability to hit the
target set can be made arbitrarily small.
Let τ denote the stopping time
τ = inf{t > 0 : X(t) ∈ (b−, b+)} .
In order to check the method, the expected time E[τ |
X(τ) = b+] is computed using the multilevel genetic
algorithm described in Section 3.1, and compared with
the exact analytical expression. Indeed, it follows from
Borodin and Salminen (1996) that






















where S is a special function involving the gamma function
and parabolic cylinder functions, which can be computed
using the numerical method and the source code provided in
Zhang and Jin (1996). Using the derivative of the Laplace
transform yields
E[τ | X(τ) = b+] = − L
′(0)
P[X(τ) = b+] . (5)
The probability in the denominator is given by
P[X(τ) = b+] = u(x0) − u(b
−)
u(b+) − u(b−) , (6)
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where the function u (the scale function of the process) is a
primitive of u′(x) = exp{ 12 x2/σ 2}. This function u is then
easily computed using any standard numerical integration
routine. An explicit expression of the derivative L′(0) is
more tricky to obtain, and a numerical approximation from
a local rate of variation
L′(0)  L(2ε) − L(ε)
ε
,
is used instead, where ε > 0 is chosen small enough.
The decreasing sequence (2) of Borel sets is defined
here in terms of an increasing sequence b− = b0 < b1 <
· · · < bn = b+ of real numbers, as Bk = [bk, +∞) for
k = 0, 1, · · · , n. In this special case, the probability for a
particle started at bk−1 to reach bk can be fixed, and the
number of levels and each level can be computed accordingly.
If these probability are taken equal for all k = 1, · · · , n to
say p, then




Alternatively, the number n of levels can be fixed, and the
probability p can be computed accordingly. Note that the
probability of the N–particle cloud to be killed before hitting
b+ is 1 −[1 − (1 −p)N ]n+1, which can be small even with
a small number N of particles when p is say larger than
1
2 . It follows that a good strategy is to make many runs of
the algorithm with a small number N of particles, instead
of only a few runs with a large number N of particles (on
the same run, all the generated trajectories are obviously
strongly correlated). The corresponding values bk are easily
computed for all k = 1, · · · , n, using expressions as in (6).
In Figure 1, the expectation E[τ | X(τ) = b+] is
displayed as a function of b+, with b− = 0. The blue
curve is the numerically computed theoretical value, and
the red curve is the result of the multilevel genetic algorithm,
with 880 runs of 8 particles each. The parameters of the
Ornstein–Uhlenbeck process are a = 0.1, σ √2a = 0.3 and
x0 = 0.1. The largest value of b+ was 4.0. This means
that the probability for the process started at x0 = 0.1 to hit
the critical level is approximatly 1.6460 × 10−8, so there
is no way of simulating critical trajectories by the naive
approach.
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