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There has been a dramatic increase in the construction of wind farms over the past 25 decade in UK, especially offshore wind installations, contributing to the UK achieving 26 national targets for reducing CO 2 emissions and the production of sustainable energy. 27 Compared to their onshore counterparts, the major advantages of offshore wind turbines 28 (WTs) include increased turbine size, improved wind conditions due to higher wind speed and 29 lower turbulence, and reduced visual impact and noise intrusion. However, the high cost of 30 routine inspection and maintenance has been problematic, particularly when the WTs are 31 operating in harsh environments and are sited in deep sea waters. Over an operating life of 20 32 years, maintenance costs of wind farm may reach 15% and 30% of the total income for 33 onshore and offshore wind farms, respectively [1] . Condition monitoring (CM) is considered 34 an effective method to schedule cost-effective maintenance activities and enhance the 35 reliability of wind turbines [2]- [5] . Clearly, it is essential to develop effective CM techniques 36 for wind turbines, providing information regarding the past and current condition of the 37 turbines and to enable the optimal scheduling of maintenance tasks. 38 Among CM techniques, data-driven model-based methods (referred to as data-based 39 methods thereafter in this paper) do not need to consider the mathematical model of the component failure. 48 Although the residual signal can show impending component failure, it does not provide 49 accurate details regarding the failure of components or subsystems in a wind turbine. One of 50 the important aims of a CM system is to assist the operators to operate safely and reliably the 51 wind turbines in order to avoid unnecessary operating outages. The outputs from such 52 condition monitoring systems allow turbine operators to make decisions with regards to 53 maintenance scheduling through improved understanding of the turbine's health condition. 54 Reasonable maintenance strategies can therefore be implemented, which can significantly 55 reduce the maintenance cost and enhance the availability and reliability of a wind turbine [7] . [15] - [17] . ANN-based methods are robust to signal noise, 65 making them suitable for dealing with data acquired in noisy environments. However, the long 66 training times associated with ANN models can limit their application. SVMs tend to have 67 better generalized performance and more accurate training results than neural network models; 68 however, training SVM models with large datasets is not straightforward. A fuzzy logic 69 system, based on fuzzy sets of linguistic variables, uses predefined rules to enable reasoning.
70
A fuzzy logic system is based upon fuzzified features of the faults and then uses these features 71 to diagnose faults by using the predefined rules. It is clear that a fuzzy logic system requires 72 full knowledge of failure mechanisms of a wind turbine in order to design these rules, which is 73 usually unfeasible in practice. In this paper, an extreme learning machine (ELM) 
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Input Layer
Hidden Layer Output Layer Consider an ELM based upon the network illustrated in Fig. 1 with an activation 118 function g (.) . It is assumed that the ELM is able to estimate N training outputs with zero error.
119
The algorithm can be represented by the following expression: 
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159
The purpose of the selection operation is to obtain the probability of an individual being The steps of the optimal extreme learning machine incorporating a genetic algorithm are 180 described as follows: 181 Step 1: Define the structure of the SLFN, including the number of input layer neurons 
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Step 2: The input weights and hidden neuron biases are forwarded to the genetic 185 algorithm. Through the five steps of the GA described above, optimal initial values of the 186 input weights and biases are determined. It is worth emphasizing that when the input weights 187 and biases are initialized, the optimal output weights are uniquely determined, as described in 188 the above section; thus output weights need not to be optimized by the GA. 189 Step 3: The ELM model is then updated using the initial values of w and b. The model is 190 subsequently trained with the training data, with the hidden-to-output weights β being adjusted 191 until the output data from the model match the target output data.
192
Step 4: A set of input data are then used to test the model to observe how well the 
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where n is the number of parameters x 1 , x 2 , · · · , x n to be analyzed, for example, the However, it is necessary for a confidence band for the accumulated MD values to be defined. 
242
The accumulated MD model with multiple components is described as follows: In addition to the temperature of the gearbox, the pressure of oil in the gearbox pump is 358 another important signal that can be used to detect the faults of the gearbox in a wind turbine. 
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Abnormal levels of oil pressure in the gearbox pump will affect heat dissipation from the 360 gearbox, which is usually caused by faults in the gearbox oil pump, filter blocking of oil-361 conveying pipes or deterioration of the condition of the cooling oil. Thus, the modelled 362 predictions for the oil pressure in the oil pump are also considered here. Note that the gearbox 363 pump oil pressure changes with the power output of the turbine. Fig. 7 (a) shows the actual oil 364 pressure in the oil pump, while Fig. 7 (b) illustrates the pressure of the oil as predicted by the 365 ELM model. At 2850 hours, the residual signal in Fig. 7 (c) shows that the oil pressure begins 366 to deviate from the model prediction. In general, the cooling system is able to keep the 367 gearbox at the normal operating temperature to ensure that no damage is caused, but when the 368 temperature of the gearbox becomes abnormal, the residual signal of the oil pressure in Fig. 7 
Conclusions
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In this paper, a data-based approach using an extreme learning machine (ELM) 462 algorithm optimized with a genetic algorithm has been proposed for condition monitoring of 
