Abstract A matricial computation of quadrature formulas for orthogonal rational functions on the unit circle, is presented in this paper. The nodes of these quadrature formulas are the zeros of the para-orthogonal rational functions with poles in the exterior of the unit circle and the weights are given by the corresponding Christoffel numbers. We show how these nodes can be obtained as the eigenvalues of the operator Möbius transformations of Hessenberg matrices and also as the eigenvalues of the operator Möbius transformations of five-diagonal matrices, recently obtained. We illustrate the preceding results with some numerical examples.
measure μ and a function f defined on a real interval [a, b ] . When approximating the integral b a f (x)dμ(x) by an n-point Gauss-Christoffel quadrature rule it is very well-known that the estimation is exact for any polynomial f of degree up to 2n − 1. The effective computation of the nodes and weights in this approximation, has become an interesting matter of study both numerically and theoretically.
As shown by Gautschi (see [15] [16] [17] ) among others, here the basic fact is the three-terms recurrence relation satisfied by the sequence of orthogonal polynomials with respect to the measure μ giving rise to certain tridiagonal matrices (Jacobi matrices) so that the eigenvalues of the n-th principal submatrix coincide with the nodes, i.e., with the zeros of the n-th orthogonal polynomial. Furthermore, the weights can be easily expressed in terms of the first component of the corresponding normalized eigenvector.
For an estimation of integrals of 2π -periodic functions with respect to a positive measure μ defined on the unit circle T, an n-point quadrature rule with distinct nodes on T can also be proposed, but imposing exactness not for algebraic polynomials but for trigonometric polynomials or more generally, for Laurent polynomials. Quadrature formulas on the unit circle, or Szegő quadrature formulas, were introduced by Jones, Njåstad and Thron in [20] . (See also [14] for a different approach).
The recurrence relation satisfied by the orthogonal Laurent polynomials with respect to the measure μ is a five-term recurrence relation giving rise to certain unitary five-diagonal matrices. These matrices constitute the narrowest banded representation of the multiplication operator defined in the linear space of Laurent polynomials and play the same role on the unit circle as the Jacobi matrices on the real line (see [21, 22] and references therein). For instance, the eigenvalues of the n-th principal submatrix obtained by a unitary truncation of the five-diagonal matrix, are the nodes of Szegő quadrature formulas and coincide with the zeros of the so-called para-orthogonal polynomials. The weights are the first component of the normalized eigenvector. On the other hand, the nodes of Szegő quadrature formulas can also be calculated by using the Hessenberg representation for orthogonal polynomials on the unit circle. The computation of the nodes and the weights of Szegő quadrature formulas by using the five-diagonal and Hessenberg matrices, has been studied recently, (see [9] ).
The orthogonal polynomials are a particular case of a more general kind of orthogonal functions with interest in many pure and applied sciences: the orthogonal rational functions with prescribed poles, (see [7] and references therein). The natural generalization of the orthogonal polynomials on the real line are the rational functions with poles on the extended real line while for the unit circle, the poles have to be in the exterior of the closed unit disk. Considered as orthogonal rational functions, the main difference between orthogonal polynomials on the real line and on the unit circle is not the location of the support of the measure, but the relative localization of the poles with respect to this support. Orthogonal rational functions on the unit circle generalizes the well known Szegő polynomials.
A more general situation can also be considered with respect to the quadrature formulas: involving orthogonal rational functions on the unit circle with prescribed poles not on T, but inside or outside of the unit disk. This situation, already studied in [5] , gives rise to the rational Szegő quadrature formulas. In this case, the nodes are the zeros of the corresponding para-orthogonal rational functions and the quadrature formula is the integral of the rational Lagrange interpolant in these nodes, so that the weights are obtained as the integral of the corresponding rational Lagrange basis functions. An alternative approach to these quadrature formulas, using the Hermite interpolation is also considered in [5] .
In this paper we present a new way to calculate the nodes and the weights to the rational Szegő quadrature formulas by using the recently obtained matricial representation for orthogonal rational functions on the unit circle with prescribed poles (see [27] ). As we will expose, these matrices are the result of applying the matrix Möbius transformation to the Hessenberg and the five-diagonal unitary matrices associated with the polynomial case. The operator Möbius transformation of the unitary truncations of order n of these matrices, led us to obtain the nodes and the weights of rational Szegő quadrature problem as in the polynomial case, by computing the eigenvalues and eigenvectors of such matrices.
The structure of this article is the following. First, in Section 2 we give some basic definitions and notation, as well as some previous results that we will use in the rest of the paper. In Section 3, we will introduce two different bases in the space of rational functions and give the corresponding matrix representations of the multiplication operator using these bases. We expose the expressions for the sequences of para-orthogonal rational functions and their zeros as eigenvectors and eigenvalues of matrix Möbius transformations of the unitary truncations of Hessenberg and five-diagonal matrices, in Section 4. In Section 5, we apply these results to the computation the nodes of Szegő rational quadrature formulas on the unit circle. Finally, in Section 6, we illustrate the preceding results with some examples.
Some preliminary results
Let us first introduce some notation. In what follows, we will denote by Z the set of all integer numbers, and N = {n ∈ Z : n ≥ 0}. Let P be the vector space of polynomials with complex coefficients, and P n the vector subspace of polynomials whose degree is less than or equal to n, while P −1 := {0} is the trivial subspace. As usual, if p ∈ P has degree n, p * denotes its reversed polynomial, that is, p
represents the complex vector space of Laurent polynomials, and for m, n ∈ Z, m ≤ n, we define the vector subspace m,n := span{z m , z m+1 , . . . , z n }. Also T := {z ∈ C : |z| = 1}, D := {z ∈ C : |z| < 1} and E := {z ∈ C : |z| > 1} represent respectively, the unit circle, the open unit disk and the exterior of the closed unit disk in the complex plane.
For any positive Borel measure μ on the unit circle T, we consider the Hilbert space of square integrable functions with respect to the inner product
and we will suppose that the support of μ is an infinite set. The family (z n ) n≥0 is a linearly independent subset of L 2 μ whose orthonormalization gives the corresponding sequence of orthogonal polynomials (ϕ n ) with respect to the measure μ. If we choose these polynomials with positive leading coefficient, they satisfy the recurrence relation
with a n = ϕ n (0)/ϕ * n (0), and ρ n = 1 − |a n | 2 . Whenever the polynomials are dense in L 2 μ , the matricial representation for the multiplication operator
μ with respect to the OP (ϕ n ) n≥0 is the irreducible Hessenberg matrix (see [19, 21] )
In the general case H is a matrix representation of the restriction T μ P : P → P of T μ to the T μ -invariant subspace given by the closure P of the linear space of the polynomials P, in L 2 μ . Notice that as a restriction of a unitary operator, T μ P is isometric but not necessarily unitary.
On the other hand, if we use as a basis of L 2 μ the orthogonal Laurent polynomials (χ n ) that arise from the orthonormalization of (1, z, z −1 , z 2 , z −2 , . . . ) which are given by (see [10, 21, 24, 28] )
the representation of T μ is the five-diagonal matrix (see [10, 21, 28] )
We want it to stand out that the Laurent polynomials are always dense in the space L 2 μ . Hence, this matrix is always the representation of the full multiplication operator T μ . Notice that it is a banded matrix instead of a Hessenberg matrix. Also, the dependence of its elements on the parameters (a n ) n≥0 is simpler than in the Hessenberg case. This five-diagonal representation has a factorization C = C o C e as a product of 2 × 2 block-diagonal symmetric unitary matrices
Unlike for the full infinite matrices, the principal submatrices of order n, which we denote as H n and C n , are not unitary. But if we change the last parameter a n ∈ D into a complex number u ∈ T, we obtain unitary matrices whose characteristic polynomials are the so called para-orthogonal polynomials (POP), introduced for the first time in [20] .
There it was proved that such POP are a multiple of ϕ n (z) + uϕ * n (z) and have simple zeros lying on T, which play the role of the nodes of Szegő quadrature formulas on T.
So, the nodes of Szegő-quadrature formulas can be obtained as eigenvalues of the Hessenberg or the five-diagonal unitary matrices. Both of these matrices can be expressed as a product of embedded Givens rotations. The difference being the order in which the Givens rotations are introduced. See for example the recent paper [11] , but the original ideas are already in [1] . The Hessenberg matrix corresponds to a monotone ordering, while the five-diagonal matrix corresponds to an even-odd ordering. See also the survey paper by Simon [23] and the references given there.
The spaces L n and M n
In general, and particularly on T, a fundamental ingredient in the theory of orthogonal rational functions are the Möbius transforms ζ α defined for any α ∈ D by
where α (z) = 1 − αz. This ζ α is a bijection on C that leaves invariant T, D and E. We shall write ζ i for ζ α i and i for α i etc. In order to obtain rational functions with fixed poles in E, we consider a sequence (α n ) n≥1 , (α 0 = 0), and define the finite Blaschke products (B n ) n≥0 by
is a space of rational functions whose poles are all in the prescribed setα = {α
By the substar transformation we can also define
The rational functions (φ n ) n≥0 that arise from the orthonormalization of the basis (B n ) n≥0 with respect to the inner product induced by the measure μ on T, are called orthogonal rational functions (ORF) with respect to μ. We can normalize then to get orthonormal functions, but these are not uniquely defined since we can always multiply with a unimodular constant. This constant can be fixed by choosing the leading coefficient κ n = φ * n (α n ) of φ n to be real and positive. For simplicity though we do not stick to this normalisation here. Instead we suppose these functions satisfy the simple recurrence relation (see [7] ) which implicitly fixes these unimodular factors for each n.
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In the polynomial case, corresponding to α n = 0 for all n, (5) turns out to be exactly (1) . As in the polynomial situation the parameters (a n ) n≥1 of (5) lie on D.
The matrix representation V for the isometric operator T μ L with respect to a basis of ORF has been recently obtained (see [27] ). Under the general assumption that the sequence (α n ) n≥1 is compactly included in D, the space L is T μ -invariant and the matrix of the isometric operator T μ L with respect to the corresponding ORF (φ n ) n≥0 is
A being the diagonal matrix with the sequence (α n ) n≥0 in its diagonal, H is the Hessenberg matrix given by (2) where ρ n = 1 − |a n | 2 with a n like in (6) andζ A (H) represents the matrix Möbius transformation of H, (see [27] and references therein),ζ
where
† being the adjoint of A. Contrary to the polynomial case, the unitary matrix V is not a Hessenberg matrix in general, but is the operator Möbius transformation of a Hessenberg matrix.
Like in the polynomial case, we will use another basis of ORF in order to obtain a simpler matricial representation. Instead of ORF (φ n ) n≥0 with poles in E we can use other ones whose poles are alternatively in E and D. For this purpose we define the odd and even Blaschke products
and consider the rational functions given by
The The orthonormality of (φ) n≥0 is equivalent to the orthonormality of the sequence (χ n ) n≥0 (see [27] ). Another way of constructing this basis is introduced in [6] .
Notice
. In what follows we will use both notations as will be convenient.
This new basis (χ n ) n≥0 provides a simpler matricial representation for the multiplication operator under non-restrictive conditions. As in the Hessenberg case, if the sequence (α n ) n≥1 is compactly included in D, the ORF (χ n ) n≥0 associated with {α 1 ,α 2 , α 3 ,α 4 . . . }, are a basis of L 2 μ and the matrix of T μ with respect to (χ n ) n≥0 is
where again A is the diagonal matrix with the poles in its diagonal, C given by (3) where ρ n = 1 − |a n | 2 with a n like on (6) andζ A (C) is given by (8) . The unitary matrix U is not a five-diagonal matrix in general, but is the operator Möbius transformation of a five-diagonal matrix.
Para-orthogonal rational functions
The goal of this section is to introduce the para-orthogonal rational functions and to show how their zeros can be calculated as eigenvalues of the matrix Möbius transformations considered in the previous section. Given a sequence of orthogonal rational functions (φ n ) n≥0 with poles {α 1 ,α 2 , . . . ,α n } in E, the para-orthogonal rational functions (PORF) are defined by
The PORF are the generalization of the POP to the rational case. The interest of the PORF relies in the following result, (see [7] ).
Theorem 1 The para-orthogonal rational function P
v n has n simple zeros which lie on the unit circle.
A matricial interpretation can be obtained for the zeros of PORF. Using the recurrence relation (5), we can write P v n as follows
So, as in the polynomial case, P v n is obtained from n steps of the recurrence relation (5), but changing in the n-th step the parameter a n ∈ D to u =ζ a n (v) ∈ T. Hereζ a (v) = (1 + av)/(v + a n ) is the scalar version of the previously introduced operator transformation (8) . Note that the factors η −1 a and η a cancel in the scalar case.
Let us introduce the following notation:
n stand for the unitary truncated Hessenberg matrix of dimension n based on the parameters a 1 , . . . , a n−1 , u like in (2) and set
n and U (n;u) are introduced in a similar way. This means that V (n;u) and U (n;u) represent the unitary n-th principal submatrices of V and U respectively, given by (7) and (9) after substituting u ∈ T for the last parameter a n ∈ D. Then the following result provides a first matricial representation of the PORF as well as of their zeros in terms of matrix Möbius transform of a Hessenberg matrices, (see [27] ).
n is the n-th PORF related to v ∈ T, and if we introduce u =ζ a n (v), then: 
A second matricial representation of the PORF is also obtained in [27] . 
, with p v n proportional to the characteristic polynomial of U (n;u) .
Taking into account (4) we have also the factorization
where C u on and C u en are the result of substituting a n by u in C on and C en respectively. Using the fact that U (n;u) is unitary, we can write
Hence, the eigenvalue problem for U (n;u) , viz. U (n;u) X n = X n n can be rewritten as
In other words, we have proved the following theorem. 
† .
The computation of rational quadrature formulas
In this section we are interested in the computation of the rational quadrature formulas on the unit circle. For the polynomial case, the Szegő-quadrature formulas were introduced in [14] . A different approach, for Laurent polynomials, is considered in [20] . Given a finite Borel measure μ on T in order to estimate the integral
for any function defined on T, the so-called Szegő quadrature formulas, are of the form
with mutually distinct nodes z j,n on T and positive weights A j,n , j = 1, . . . , n, and such that
We will consider formulas like (11) but, instead of Laurent polynomials, we consider the more general rational functions introduced in Section 3. This gives rise to the class of rational Szegő quadrature formulas, (see [3] [4] [5] [6] ).
The following result about interpolatory quadrature formulas in the rational case, can be found in [4] . 
The interpolatory quadrature formulas with N = 2n + 1 nodes are exact in the space R n,n of dimension 2n + 1. As a special choice of these nodes, one can make the formulas exact in spaces of dimension 2N − 1. Therefore, the nodes should be chosen as the zeros of para-orthogonal rational functions. 
In this case, R N−1,N−1 is the maximal domain of validity in the sense that the formula can not be exact in R N,N−1 nor in R N−1,N . Moreover, it was also proved in [5] that the only quadrature formulas with such a maximal domain of validity are just the ones given in Theorem 6, i.e., with weights are given by
and L j,N ∈ R 0,N−1 is defined by the interpolation conditions L j,N (z i,N ) = δ ij . These quadrature formulas are called rational Szegő quadrature formulas.
A matricial computation of the nodes and weights can be also considered. With respect to the nodes, after Theorem 6 and Theorem 2, Theorem 3 of the previous section we can enunciate:
Corollary 7 The nodes of rational quadrature formulas on the unit circle are the eigenvalues of matrix Möbius transformations V (n;u) of unitary truncations of Hessenberg matrices.

Corollary 8 The nodes of rational quadrature formulas on the unit circle are the eigenvalues of matrix Möbius transformations U (n;u) of unitary truncations of five-diagonal matrices.
The weights, as in the polynomial case, can be obtained in terms of the corresponding normalized eigenvector. In [7, Theorem 5.4.2], it has been proved that the weights of rational Szegö quadrature formulas λ j are given by
(φ n ) being the sequence of ORF with poles on E. Keeping in mind Theorem 2, If z j is a zero of P v n , i.e., z j is an eigenvalue of V (n;u) and
† is the corresponding eigenvector, then the normalized
or equivalently, by (12)
Equating the first component of both sides gives
. If we are dealing with a probability measure, then φ 0 (z j ) = 1 so that λ j = w 0 (z j ) 2 , showing that the weight corresponding to the node z j is indeed the square of the first component of the corresponding normalized eigenvector.
Using the matrix representation of Theorem 3, if z j is a zero of P v n , i.e., an eigenvalue of U (n;u) and χ 0 (z j ), · · · , χ n−1 (z j ) † the corresponding eigenvector, it is sufficient to remind the fact that
to obtain the same result for this situation. In short the following Propositions have been proved: This new point of view avoids the calculation of the nodes of rational quadrature formulas on the unit circle evaluating the zeros of the corresponding PORF. It provides a method to calculate the nodes as eigenvalues of the above mentioned matrices, that requires only the knowledge of the parameters a n (and hence also ρ n ) and the poles of the corresponding orthogonal rational functions.
Some numerical examples
We will illustrate the preceding results with some numerical examples. All the computations will be done by matlab.
1.-In the first one we will consider the function f given by
and we will approximate I μ { f }, μ being the Lebesgue measure dθ/(2π). For a matricial computation using the operator Möbius transform for Hessenberg and five-diagonal matrices, we need the poles and the sequences (a n ) and (ρ n ) that parameterize these matrices.
We consider n = 7 and we choose α n = 1/(n + 1), n = 1, . . . , 7 and α 0 = 0 as usual. For the Lebesgue measure a n = 0 and hence ρ n = 1, ∀n ≥ 1.
Solving, in this case, the generalized eigenvector problem for the pencil with an appropriate v ∈ T we obtain the nodes and weights of the Table 1 . If we compute them via the eigenvalues and eigenvectors of the matrix V (n;u) , the results are only slightly less accurate since the last digit is affected by rounding errors.
Similarly one can use the generalized eigenvalues and vectors for the pencils
or compute the eigenvalues and eigenvectors of U (n;u) . The numerical values of the nodes and weights are the same except for some rounding which only affects one or at most two of the last digits.
Because the given function belongs to the domain of validity, the quadrature formula should give the exact integral, viz. 1, which is indeed the case within machine precision, because the relative error is approximately 10 −16 . For a different, nonreal, choice of v ∈ T, the symmetry is lost, as can be seen in Table 2 . Although the symmetry is lost, the integral is still approximated with the same accuracy as in the symmetric case.
Note that this quadrature formula with only two points will compute up to rounding errors the exact value of any integral of the form
Another, less trivial example is given by the integral of the function
. This function has singularities that are close to the fifth roots of 0.2, which can be easily computed. Let us call these roots α 1 , . . . , α 5 and set α i+5k = α i for i = 1, . . . , 5 and k = 1, 2, . . ., then one may expect that a rational Szegő quadrature formula based on these poles will give a good approximation. Indeed, Fig. 1 shows the log of the relative error of the quadrature as the number n of nodes increases. On the left you see the values for p = −1 and n = 5, 6, . . . , 100. As the approximation becomes better, an oscilatory convergence behaviour is observed which is caused by the asymmetry occurring when not all the five poles are included in another round. So we have computed only the approximants for n = 5, 10, 15, . . . , 200, which is shown on the right for p = 0 (solid line), p = −1 (dashed line) and p = 1 (dash-dot line).
The linear convergence is obvious. Also the stability is clear since the rounding errors do not blow up when maximal precision is reached. Since the exact value of the integral is not available, the "exact value" is computed by the matlab built-in function quad to maximal precision, which is about 14 digits.
2.-In the second example we will consider a rational modification of the Lebesgue measure
and we shall calculate the nodes and the weights for the n-point rational Szegő quadrature formulas for the measure μ.
Also in this case we know the Schur parameters for the ORF. They are all equal to zero except the first one, which is a 1 = −r. This can be derived from the formula (3.1) in [5] giving explicit expressings for the ORF, and knowing that a n = φ n (α n−1 )/φ * n (α n−1 ), we get this result. Note that this can also be obtained by considering this weight as a rational modification of the Lebesgue measure, [12, Thm. 7] .
Testing the rational integrand (13) again, we get for all tested values for r ∈ (−1, 1) and different values of v always the same result as with the matlab built-in function quad up to the accuracy that could be reached with quad. Even with only a 3-point rule, we get a relative error of O(10 −3 ) which runs up to machine precision for an n-point formula with n ≥ 7.
Also the sinus integrand z p /(sin(z 5 ) + 0.2) has been tested for this Poisson weight, and again, the method converges, but now for p = −1, 0, 1, the convergence behaviour is very similar to the case p = 1 for the Lebesgue measure (the dash-dot line in the right hand side of Fig. 1 ). This was independent of the chosen value of r ∈ D and v ∈ T.
3.-As a last example of a weight function we take the Chebyshev weights w(θ) = 1 ± cos θ. Explicit expressions for the ORF were obtained in [2] . We cite the following result.
Theorem 11 Let ν ∈{1,−1} and consider the measures dμ(θ)
. Define
Then the functions n ∈ L n defined by
form an orthogonal system for the measure dμ(θ).
Remark 12 Note that X n (z) has a double zero in z = ν so that the n are indeed in the appropriate space.
The simple recursion (5) fixed uniquely the orthonormal basis, which implies that there must exist unimodular constants ρ n ∈ T such that φ n = ρ n n / n . Hence, the Schur parameters a n that are used in this paper are given by
.
Hence we need to know the value of ρ n ∈ T, which is given in the following Lemma.
Lemma 13
The n defined in Theorem 11 and the φ n defined by (5) for one of the Chebyshev weights measures dμ(θ)
are related by φ n = ρ n n / n with ρ n recursively defined by ρ 0 = 1 and for n > 0: ρ n = ρ n−1 e it where
b k as defined in the previous theorem and arg(z) = z/|z| for z = 0.
Proof Take the second relation of (5), set φ * n = ρ n˜ * n , with˜ n = n / n , and take z = α n−1 , then this results in
so that
Since e n n−1 (α n−1 ) is real, we only need to find
. Using the expressions of the previous theorem, we easily get
Thus we may conclude with the following Corollary.
Corollary 14 The Schur parameters for one of the Chebyshev weights w(θ)
with c n and b n as defined in Theorem 11 and ρ n as defined in Lemma 13.
Proof Using the explicit expressions for n of Theorem 11, it is easily verified thatâ
With these formulas, the Schur parameters for ν = 1 and ν = −1 are listed in Table 3 . When computing the nodes and weights as in the previous case where we considered the integration of the function z p /(sin(z 5 ) + 0.2), we get convergence as in Fig. 2 . Table 3 The first Schur parameters for the Chebyshev weights Re(a n ), ν = 1
Re(a n ), ν = −1
Im(a n ), ν = −1 , and the poles are given by r(−1) 1/5 with as in the our previous examples r ≈ 0.72. These poles do not have great influence on the position of the nodes, which vary smoothly with θ. However, when r = 0.9, then the influence is more pronounced resulting in more abrupt changes. The corresponding weights are plotted in Fig. 4 .
When the integral of 1/(sin(z 5 ) + a 5 ) with respect to the Chebyshev weights is computed with for example a = 0.9, we can see the same kind of linear convergence that we have illustrated before, but the speed of convergence is much slower. For example with a = 0.9, a 200-point formula still has only 7 or 8 correct digits both for ν = 1 and ν = −1.
Concluding remarks
The previous examples show that these (generalized) eigenvalue methods for computing the nodes and weights of rational Szegő quadrature formulas are very efficient and stable as are the polynomial counterparts.
The main purpose of this paper was to show that also in the case of quadrature formulas on the unit circle based on orthogonal rational functions, the nodes and weights can be computed by solving an eigenvalue problem for a (structured) matrix. In this case, this matrix is a matrix Möbius transform of a unitary Hessenberg matrix H (n;u) n or a five-diagonal matrix C (n;u) n . Equivalently one needs to solve a generalized eigenvalue problem for the numerator and denominator of the matrix Möbius transform. As long as finite dimensional matrices are involved, the Hessenberg and the corresponding five-diagonal matrix are basically the same because both these matrices can essentially be stored as a sequence of 2 × 2 Givens transforms. Only the ordering is different. So that they have the same structural complexity. Hence also their matrix Möbius transforms have similar complexity. This structure should be taken into account when solving larger problems. Many algorithms of QR type have been proposed for all kinds of structured matrices quite recently. Some of them might be usefull for the problem considered here, but the diagonal perturbations and the inversion involved in the matrix Möbius transform may lead to rather complex algorithms. When the problem is reformulated as a generalized eigenvalue problem for a matrix pencil, the structure of the matrices in the pencil is, at least conceptually, simpler. So that it is probably more convenient to design a QZ-type algorithm for the structured pencil. To the best of our knowledge, the literature on the QZ algorithm for structured matrices is quite limited. We know of [18, 26] . These solve the problem for (quasi-)separable matrices. Loosely speaking, we could say that an upper semiseparable matrix is the inverse of un upper Hessenberg matrix. So they are again in essence a sequence of 2 × 2 Givens transforms. In fact such an approach was taken in [8, 25] for the construction of orthogonal rational functions, which can be seen as an inverse eigenvalue problem for a matrix with semiseparable-plus-diagonal structure. This idea has been persued in [13] for the construction of a rational Gauss quadrature formula on the real line, which turns out to be a direct (instead of inverse) eigenvalue problem for a semiseparable-plus-diagonal matrix.
The case of the real line is in a sense simpler than the case of the unit circle because the recurrence can be represented by a (symmetric) tridiagonal (Jacobi) matrix. Hence its inverse is a symmetric semiseparable matrix. Moreover, the Gauss-nodes are the (real) zeros of the orthogonal functions (and not of the para-orthogonal ones). But these elements are only minor differences which do not influence the complexity of the computations. Neither do they explain the difference between the equations in [8, 13, 25] and in this paper. The difference comes from the fact that the recurrence in [8, 13, 25] is based on the fact that (we formulate it for the case of the unit circle)
i.e., φ n ∈ L n+1 := (1 − α n+1 z)L n+1 . This gives rise to a recurrence formulation of the form Φ n (z) = Φ n (z) I n − A † n z H n + E n where Φ n = (φ 0 , . . . , φ n ), H n is an upper Hessenberg matrix and E n is a vector taking care of the truncation effect at the end. However, it is clear that also zφ n (z) ∈ L n+1 , and thus also (z − α n )φ n (z) ∈ L n+1 . And this gives rise to a recurrence formulation with the form Φ n (z)(zI n − A n ) = Φ n (z) I n − A † n z H n + E n where again H n is an upper Hessenberg matrix.
In the first case, this eventually leads to an eigenvalue problem (we skip all the details and assume for simplicity that all α k are nonzero)
where the matrix involved, because of the inverse of the Hessenberg matrix, is essentially a semiseparable-plus-diagonal matrix.
In the second case, however, the generalized eigenvalue problem concerns Φ n (I n + A n ) = Φ n I n + A † n H n z as has been considered in this paper. Similar formulations do exist for the case of the real line.
The details of how the different approaches relate exactly are far beyond the scope of this paper. We just conclude that, our approach using matrix Möbius transforms of Hessenberg or five-diagonal matrices is new in deriving the (generalized) eigenvalue problem giving nodes and weights of the quadrature formulas. It can be applied to the real line too, but it seems to lead to an eigenvalue problem different from those obtained in the literature before. But whatever the formulation, be it Hessenberg, five-diagonal or semiseparable, in essence the matrices of the eigenvalue problem can all be stored as a sequence of 2 × 2 Givens rotations and hence the problems can all be solved with approximately the same computational effort. The even-odd decomposition of the generalized eigenvalue problem seems particularly attractive to us because it only involves two block diagonal matrices with 2 × 2 Givens blocks.
