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Abstract 
Five open problems are presented. The framework for these problems is the notion of a 
“computability structure” on a Banach space, which is discussed below. The study of Banach 
spaces - in particular, the study of Hilbert space - is an important topic in mathematics and its 
applications. 
Problems A and B are concerned with “transfer principles” for obtaining effective versions 
of classical theorems of mathematics. Problems C and D deal with separability and effective 
separability. Problem E is concerned with computability for classes of mathematical structures 
other than Banach spaces. @ 1999 Elsevier Science B.V. All rights reserved. 
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Survey of results 
We begin with a brief historical account. 
In 1955 Grzegorczyk and Lacombe gave a definition of “computable continuous 
function” [2,3,7]. Since then various alternative definitions have been proposed, all of 
which proved to be equivalent. Thus the definition of computable continuous function 
appears to be a good one. 
In 1974 Kreisel discussed the relation between computable analysis and physical 
theory [6]. Consider a given physical theory such as classical mechanics or quantum 
mechanics. Kreisel asked whether “every sequence of natural numbers or every real 
number which is well defined (observable) according to the theory must be recursive 
or more generally, recursive in the data”. (The italics and boldface type of the original 
have been omitted.) Actually, Kreisel’s question can be phrased more generally. Can 
physical phenomena, at least as explained by a specified physical theory, give rise to 
noncomputability (in the data)? 
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In 198 1, Pour-El and Richards gave an example of the wave equation in which the 
initial conditions are computable continuous functions of a real variable with continuous 
derivatives, but the unique solution, although continuous is not computable [ 131. 
In 1983, they presented a general criterion for determining which linear operators 
take computable data into a computable solution and which do not [ 151. This criterion 
was applied to the standard wave, heat and potential equations of classical physics 
and to many concepts of analysis. A later paper [16], partially motivated by quantum 
mechanics, dealt with the computability/noncomputability of eigenvalues and spectrum 
for linear operators on a Hilbert space. Recall that Hilbert space is used in modelling 
physical phenomena. The eigenvalues are the quantities which are measured in experi- 
ments and the eigenvectors represent the “state of the system”. Hence it is of interest to 
know whether these quantities are computable. A more detailed account of the results 
and many others may be found in [17]. See also Section 1.5 below. 
All of these results depend on an axiomatic notion of “computability on a Banach 
space”. We turn our attention to this concept. 
1. The axiomatic framework 
The study of phenomena as different as those associated with the wave, heat and 
Laplace equations makes it natural to use an axiomatic framework as a unifying con- 
cept. Recall that each of these equations gives rise to a linear map from initial (bound- 
ary) conditions into the solution. Of course, so do many other concepts of analysis. 
Accordingly this paper will be concerned with linear operators whose domain is a 
subset of one Banach space, and whose range is a subset of another. This leads us to 
define “computability on a Banach space”. It is this definition which will be axiomatic. 
We will see how the definition of computability generalizes “computable continuous 
function”, which was discussed earlier. 
1.1. The axiomatization 
We turn now to the axiomatization. The first question which must be answered is 
“what concept should be axiomatized?” A moment’s thought will convince the reader 
that it will not be of much use to axiomatize the notion “computable point” of the 
Banach space. This is because a Banach space is a metric space, and the metric topology 
is not determined by individual points. However, the metric topology is determined by 
sequences of points. Accordingly, we will axiomatize the notion “computable sequence 
of points” of the Banach space. Of course, “computable sequence” is also a fundamental 
concept for recursive function theory. (Recall that a recursively enumerable set of 
natural numbers is a set whose elements can be arranged in a computable sequence.) 
Thus both from the viewpoint of Banach space theory, and from the viewpoint of 
recursion theory it seems useful to axiomatize “computable sequence”. A point x of 
the Banach space will be computable if the constant sequence x,x,x,. . . is computable. 
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Let us now turn to the axioms. They will just be sufficient to allow for the interaction 
of the elementary theory of computable functions with the basic concepts of Banach 
space theory. Since a Banach space is a linear space, with a norm, which is complete 
in the norm, there will be three axioms - linearity, norm, limit. Thus the axioms appear 
to be minimal. We will see later that, under very natural conditions the axioms are also 
maximal. Hence, under these conditions, the notion of computability is determined. 
1.2. The axioms 
The concept axiomatized is “computable sequence {x,} of points of the Banach 
space”. Denote by Y the collection of computable sequences of the Banach space 9#. 
(Computability for scalars of the Banach space - reals or complex numbers - is 
well-known. Details may be found in Appendix A). 
Axiom 1 (Linear forms). Suppose {x,} E Y and {y,} E 9. Suppose further that {CQ} 
and {/Ink} are computable sequences of scalars, i.e. reals or complexes, as the case may 
be. Let d be a computable function from N to N. Then the sequence {s,} defined by 
sn = c (QJk + PnkYk) 
k=O 
is in 9. 
Axiom 2 (Norms). If {xn} E 9, then the sequence of norms, { I]xnll}, forms a com- 
putable sequence of real numbers. 
Axiom 3 (Limits). Let {X&} E 9 be a double sequence such that {X&} converges to 
x, as k + co, effectively in k and n. Then {xn} E 9. 
(See Appendix A for a definition of effective convergence. Of course, a double 
sequence {X&}, is in Y if its elements can be arranged in a sequence {x6} E Y by 
one of the usual pairing functions.) 
The axioms, as presented here, appear in [ 17, p. 811. In [ 15, 161 we use an axiom 
system consisting of five axioms. It is not hard to prove that these two axiom systems 
are equivalent (see [ 17, pp. 81-821). 
1.3. Relation of this axiomatic approach to generalized recursion theory 
In Banach space theory, one is concerned not only with points and sequences of 
points, but also with linear functionals from one space to another. Thus it might be 
supposed that to capture the notion of computability on a Banach space, some form 
of generalized recursion theory might be necessary e.g. a-recursion theory, functionals 
of higher type, or perhaps some other one [ 1,5, 10, 11, 181. However, a glance at the 
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axioms shows that this is not the case. The only recursion theory we use is classical 
recursion theory on the nonnegative integers together with some basic properties of 
the scalar field and the norm of the Banach space. So we have to define “computable 
real number” and “computable sequence of reals”. But these definitions are well-known 
(cf. Appendix A) and do not take us beyond a knowledge of classical recursion theory 
on N. Thus we see that clussical recursion theory sufices for the results qf this 
paper. The resulting simplicity of the concept of a “computability structure” makes 
it very easy to apply in analysis and physics. Indeed the definition was motivated by 
applications. 
Note that we do not define a computable Banach space. We reason with Banach 
space theory classically, as is done in any course in functional analysis. We merely 
add an extra structure Y, which is a collection of sequences of points {xn} satisfying 
the axioms given above. The pair (93,Y) consists of a Banach space with computability 
structure Y. 
1.4. Examples of computability structures 
We give two examples. 
1. C[a, b], the Banach space of continuous functions on [a, b] with the uniform norm. 
Here a, b are computable real numbers. 
A computability structure $ for C[a, b] can be defined as follows. A function 
f E C[a, b] is computable if there is a computable sequence of polynomials { pk} with 
rational coefficients which converges effectively to f. More generally, a sequence of 
functions {fn} is computable if there is a computable “double sequence” {pnk} of 
polynomials with rational coefficients which converges computably to {fn} as k ---t OS. 
(See Appendix A for definitions.) 
It is easy to verify that all the axioms for a computability structure are satisfied. 
Note that the Norm Axiom follows from the fact that llfnll = rnaxOG,$b Ifn(x)I, which 
can easily be seen to be a computable sequence of reals. The remaining axioms are 
even easier to verify. 
2. LJ’[a, b], 1 <p< co, a, b, p computable reals. 
A computability structure YP can be defined analogously to the previous example. 
The sequence {fn} 1s computable if there is a computable double sequence of polyno- 
mials {pnk} with rational coefficients which converges computably in P-norm to {fn} 
as k+co. 
Examples 1 and 2 have an additional property. They are “effectively separable”. 
Recall that classically a space B is separable if there is a sequence {xn} which is 
dense in B. Thus, of course, both C[a, b] and P[a, b] are separable, since the poly- 
nomials with rational coefficients are classically dense in each of these spaces. Now 
(C[a,bl,$) and (-Wa,bl,$) h ave the additional property that the polynomials with 
rational coefficients can be arranged in a computable sequence { pn} (i.e. { pn} E $ and 
{P,,} E Yp). Thus (C[a, 61, Z) and (-Wa, bl,q) are examples of effectively separable 
Banach spaces, as defined below. 
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Definition. (g, 9’) is effectively separable if there exists a sequence {e,} E 9 such 
that classically the linear span of {e,} is dense in &I. The sequence {e,} will be called 
an effective generating set. 
(Observe that we do nor require the linear span of {e,} to be, in any sense, “effec- 
tively dense”.) 
1.5. Some consequences of the axioms 
We cite these results in order to indicate the power of the axiomatic approach. 
There are three major results. The axiomatization plays a decisive role in the proof 
of each. For more details see [ 171. 
The first result states that, with some mild side conditions, we have: bounded lin- 
ear operators preserve computability, unbounded linear operators do not. The side 
conditions are satisfied by all of the standard operators of analysis and physics. Now 
the boundedness or unboundedness of the operator is a classical fact, which is usually 
well-known. Thus this theorem is very easy to apply. We merely take the operator and 
ask whether or not it is bounded. As remarked earlier, this was done in connection with 
the wave, heat, potential equations, Fourier series and other concepts of analysis. Thus, 
since wave propagation is associated with an unbounded operator, a wave can propagate 
noncomputably even though the initial conditions which determine the propagation are 
computable. By contrast, the dissipation of heat is associated with a bounded operator. 
So heat dissipates computably if the initial conditions are computable. In addition the 
criterion has also been used to obtain effective versions of classical theorems, e.g. the 
Plancherel Theorem and the Reimann-Lebesgue Lemma. 
The second theorem asserts that, under mild side conditions, each eigenvalue of a 
self-adjoint operator - bounded or unbounded - on Hilbert space is a computable real 
number. However, the sequence of eigenvalues need not be a computable sequence. 
Actually, the spectrum and eigenvalues of the operator are determined by two recursion 
theoretic parameters: a computable sequence {,I,} f o reals, and a recursively enumer- 
able set A of natural numbers. The spectrum is the classical closure of the {n,}; 
the set of eigenvalues is (1,: n EP}. Analogous results hold for bounded normal 
operators. 
If one drops the condition of self-adjointness or normality, one can obtain an 
example of a bounded operator on Hilbert space with a noncomputable real as an 
eigenvalue. 
The third theorem gives an example of a self-adjoint, compact operator on L2[0, l] 
which satisfies the mild side conditions of the second theorem and which has 0 as an 
eigenvalue. However, there is no computable eigenvector associated with 0. 
Thus, while the second theorem shows that, at least, the individual eigenvalues 
are computable, the third theorem shows that the corresponding eigenvectors need 
not be. 
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2. The lemma 
The following Lemma provides the basis for the intrinsic characterization of com- 
putability on a Banach space. It shows that two computability structures on a Banach 
space which share a common effective generating set are identical. Thus, it is not possi- 
ble to add axioms to get a more intuitive definition of computability on a Banach space, 
In this sense, the computability structure is maximal. As remarked in Section 1.1, the 
computability structure is also minimal. 
It should be pointed out that for the Banach spaces which arise in practice, the 
natural computability structure is effectively separable (see, for example, Section 1.4.) 
Lemma. (a) Unicity of computability structures: Let 9, and 9’2 be two computability 
structures on the Banach space S?“. Let {e,} E Sp, n 92 be an effective generating set. 
Then Y’l= 92. 
(b) Characterization of computable elements and sequences: Let (69,Y) be a Banach 
space with a computability structure. Let (e,} E Y be an eflective generating set for 
98. Then the sequence ix,,> of elements of 98 is computable tf and only tf there is a 
computable double sequence pnk such that 
d(n, k1 
Pnk = c unkjej, 
.j=O 
where (ankj) is a computable triple sequence of rationals/complex rationals - depend- 
ing on whether the scalar field is R or C - and d(n, k) is a recursive function, such 
that 
)IPnk -.%,(I -to effectively in k, n as k+oo. 
Proof. See [17, pp. 86,871 for the Stability Lemma and the Effective Density 
Lemma. 0 
3. From axiomatics to intrinsic characterization, the transfer principle: 
some consequences of the lemma 
In this section, we give two consequences of the Lemma. The first provides the 
basis for the intrinsic characterization. As a result we can design an approach to com- 
putability which is natural and easy for a specific branch of analysis, and know that 
any other reasonable approach would achieve the same results. The second illustrates 
the “transfer principle”. Effective versions of classical approximation theorems can be 
obtained merely from the statement of the classical theorem. No knowledge of the 
proof of the classical theorem is required. 
(I) Invariance of approach. Difjrerent approaches to computability, each tailor-made 
to a specific branch of analysis, prove to be equivalent. 
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Let us illustrate this by an example. Consider computability on Lp[-rc,rc], where p 
is a computable real (1 d p < 00). We use three different approaches. 
(a) Weierstrass approach. The basic functions are x”, where n is a nonnegative 
integer. From this one obtains the polynomials with rational coefficients. A function is 
computable if it is in the effective closure in P-norm of the polynomials with rational 
coefficients. Computable sequences of functions can be defined analogously. 
(b) Fourier series approach. The basic functions are sinmx and cosnx, where m and 
II are nonnegative integers. From this, one obtains finite linear combinations of sinmx 
and cosizx with rational coefficients. A function is computable if it is in the effective 
closure in P-norm of the finite linear combinations of sinmx and cosnx with rational 
coefficients. Computable sequences of functions can be defined analogously. 
(c) Measure theoretic approach. The basic functions are the step functions with 
rational jump points and rational values. A function is computable if it is in the effective 
closure of these step functions. A similar definition holds for computable sequence. 
It is easy to see that the class of computable functions obtained by each of these 
methods is the same. Note that the sequence of ordinary polynomials with rational 
coefficients - see (a) above - is in the effective closure of the trigonometric polynomials 
of (b) and of the step functions of (c). Thus each of these approaches produces a 
computability structure which contains the computable sequence of polynomials with 
rational coefficients. Now apply the Lemma. 
(II) Provides a method for obtaining eflective versions of classical approximation 
theorems merely from the statement of the theorem. No knowledge qf the proof is 
required. The method is trivial to apply. 
Let us illustrate this with an example. We give an effective version of the Wiener 
Tauberian Theorem. 
IZfictive Wiener Tauberian Theorem. Let g E L’(R) be a computable function whose 
Fourier transform i(t) # 0 for all real t. Let f be an arbitrary computable function in 
L’(R). Then there exists a computable sequence of rational linear combinations of 
translates of g which converges computably to f in L’ -norm. 
Proof. An immediate consequence of the classical (noneffective) Wiener Tauberian 
Theorem, together with the Effective Density Lemma, (See [ 17, p. 871 for details.). 
In a similar way, one can obtain effective versions of the Stieltjes, Hamburger, 
Carleman theorem and many other approximation theorems. The well-known 
Weierstrass Approximation Theorem may also be considered in this connection. From 
the classical statement - which says that the polynomials with rational coefficients are 
dense in C[a, b] - one may obtain the following result. If f E C[a, b], where a and 
b are computable reals, and if f is computable, then there is a computable sequence 
of polynomials with rational coefficients which converges computably to f. This re- 
sult is merely an effective version of the classical Weierstrass Approximation Theorem 
[cf. (I), above]. 
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4. Open problems 
The foregoing account gives rise to a host of open problems which extend the list 
of open problems discussed in [ 17, pp. 192-1941. We now give a brief discussion of 
some of these problems. 
Problems A and B below are motivated by the fact that there is a “transfer princi- 
ple” for obtaining effective versions of classical approximation theorems without any 
knowledge of the classical proof. 
Problem A. Are there “transfer principles” for obtaining effective versions of other 
kinds of classical theorems without any knowledge of the classical proof? 
Problem B. The reasoning used in this paper is the usual classical reasoning of mathe- 
matics and physics. Can the “transfer principles” referred to above be used to shed light 
on the possibility of obtaining effective versions of classical theorems when the rea- 
soning used is more constructive? The intuitionist approach (e.g. of Brouwer), the con- 
structivist approach (e.g. of Bishop and Bridges) and the Russian school (e.g. Markov 
and Slnin) are examples. As these works are well-known, we refrain from citing the 
references. 
The computability structures which appear in our work are structures on a separable 
Banach space. This suggests the following problem. 
Problem C. Can a nonseparable Banach space have a computability structure? One 
possible candidate is the space of almost periodic functions. Nevertheless, the prob- 
lem appears to be difficult. If there is an example of a computability structure on a 
nonseparable Banach space, it might be useful to replace ordinary recursion theory by 
cc-recursion theory (for a suitable ordinal a>~) in studying the “effective properties” 
of the structure. Recall that a-recursion theory for ordinals c(>o was an active branch 
of research some years ago. 
The interesting computability structures all appear to be effectively separable. There 
are, however, separable computability structures which are not effectively separable 
(see [17, pp. G-891). 
Problem D. Are there interesting - and natural - examples of Banach spaces with 
computability structures which are separable, but not effectively separable? 
Problem E. In Section 1.3 we discussed the fact that “computability on a Banach 
space” was defined using classical computability on N and its obvious extension to 
real and complex numbers. This was possible because of the properties of the scalar 
field and the norm. Investigate the possibility of defining computability on other classes 
of mathematical structures which have valuations in the reals or complex numbers, or 
perhaps in some other well-understood valuation system. 
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Considerable work has been done on computability and metric spaces. In [ 19,201 
Washihara and Yasugi study computability for Frechet spaces. They extend the concept 
of a computability structure on a Banach space to a Frechet space in an obvious 
way. The semi-norms of the Frechet space induce three metrics. The authors study 
computability with respect to each of the metrics. 
In a later paper, Mori et al. [9] broaden their study to include other metric spaces. 
Here again, the notion of a computability structure plays a central role. Among the 
topics discussed are effective completion, effectively dense recursively enumerable open 
sets and computable functions. 
Klaus Weihrauch has also been actively engaged in research on this topic. His ap- 
proach is via type 2 computability (A detailed account of type 2 computability may 
be found in [21, Part 31). In this connection we cite his paper, Computability on 
Computuble Metric Spaces [22]. 
Finally, we have the contribution of Peter Hertling, entitled EfSectively and ITfictive 
Continuity of Functions between Computable Metric Spaces [4]. 
Are there other mathematical structures which will be useful in computer science? 
Appendix A: List of definitions and basic concepts 
We suggest that Appendix A be used only for reference. 
Computable red 
Definition A.l. A sequence {Q} of rational numbers is computable if there exist three 
computable functions a, b, s from N to N such that b(k) # 0 for all k and 
F(k)@) rk = (-1) bo for all k. 
Definition A.2. A sequence {rk} of rational numbers converges effectively to a real 
number x if there exists a computable function e : N + N such that for all N 
k >e(N) implies Irk -xl 62-N. 
Definition A.3. A real number x is computable if there exists a computable sequence 
{Yk} of rationals which converges effectively to x. 
Computable sequence of’ reals 
Definition A.4. A double sequence {r,k} of rationals is computuble if there exist three 
computable functions, a, b, and s such that b(n, k) # 0 for all n, k and 
a(n,k) 
r,,l, ~(-l)“‘“~k)---. 
b(n,k) 
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Definition AS. (a) A sequence of reals {xn} is computable if there exists a computable 
double sequence of rationals { r,,k} such that r,,k + x, as k + co effectively in k and n. 
(b) A double sequence of reals {X,&} is computable if its elements can be arranged 
in a computable sequence by one and hence all of the usual pairing functions. 
Computable continuous fitnctions 
The original Grzegorczyk definition of computable continuous function of a real vari- 
able was based on computable functionals defined on functions from N to N [2]. (See 
also Lacombe 171.) Here we give an equivalent definition based on an effectivization 
of the Weierstrass approximation theorem [ 121. 
Definition A.6. The sequence of polynomials {PN,~(x)} is computable if there exist 
computable functions b, c,s and d such that 
where, of course c(N, n, j) # 0 for j d d(N, n). 
The next definition is, in essence, an effective version of the Weierstrass Approxi- 
mation Theorem in the interval [-N,N] effectively in N. Here N is a positive integer. 
Definition A.7. A function f of a real variable is computable if there exists a com- 
putable sequence of polynomials {P,vJx)} and a computable function e such that for 
all N, m E N and x E R, if N is positive and 1x1 <N then 
If(x) - PN,~(x)( G& if nBe(N,m). 
Eflective convergence on a Banach space 
Definition AS. Let B be a Banach space. The double sequence {&k} converges e&c- 
tively to the sequence {x,} if there is a computable function e(n,m) such that 
1 
II&k -x4- 
2m 
Acknowledgements 
It is a pleasure to thanks Klaus Weihrauch for his bibliographic suggestions. 
References 
if k>e(n,m). 
(11 J.E. Fenstad, General Recursion Theory, An Axiomatic Approach, Perspectives in Mathematical Logic, 
Springer, Berlin, 1980. 
M.B. Pour-El1 Theoretical Computer Science 219 (1999) 319-329 329 
[2] A. Grzegorczyk, Computable functionals, Fund. Math. 42 (I 955) 168-202. 
[3] A. Grzegorczyk, On the definitions of computable real continuous functions, Fund. Math. 44 (1957) 
61-71. 
[4] P. Hertling, Effectivity and Effective Continuity of Functions between Computable Metric Spaces, 
Combinatorics, Complexity and Logic: Proc. DMTCS, 1996, pp. 264-275. 
[5] S.C. Kleene, Recursive functionals and quantifiers of finite types 1, Trans. Amer. Math. Sot. 91 (1959) 
l-52; II (1963) 106-142. 
[6] G. Kreisel, A notion of mechanistic theory, Synthese 29 (1974) I-I 6. 
[7] D. Lacombe, Extension de la notion de fonction recursive aux fonctions d’une ou plusieurs variables 
reelles, I, C.R. Acad. Sci. Paris 240 (1955) 2478-2480; II 241 (1955) 13-14; III 241 (1955) 151-153. 
[8] G. Metakides, A. Nerode, R.A. Shore, Recursive limits on the Hahn Banach theorem, in: M. Rosenblatt 
(Ed.), E. Bishop, Reflection on Him and Research, San Diego, 1983, pp. 85-91, Contemp. Math., 
vol. 39, Amer. Math. Sot., Providence. 
[9] T. Mori, Y. Tsujii, M. Yasugi, Computability Structures on Metric Spaces, Combinatorics, Complexity 
and Logic: Proc. DMTCS’96, pp. 351-362. 
[IO] Y. Moschovakis, Elementary Induction on Abstract Structures, Studies in Logic and Foundation of 
Mathematics, North-Holland, Amsterdam, 1974. 
[ 1 l] D. Normann, Recursion on the Countable Functionals, Lecture notes in Mathematics, vol. 81 I, 1980, 
Springer, Berlin. 
[I21 M.B. Pour-El, .I. Caldwell, On a simple definition of computable function of a real variable ~ with 
applications to functions of a complex variable, 2. Math. Logik, Grundlagen Math. 2 I (1975) I-19. 
[13] M.B. Pour-El, 1. Richards, The wave equation with computable initial data such that its unique solution 
is not computable, Adv. in Math. 39 (1981) 215-239. 
[ 141 M.B. Pour-El, I. Richards, Computability and noncomputability in classical analysis, Trans. Amer. Math. 
Sot. 275 (1983) 539-560. 
[15] M.B. Pour-El, I. Richards, Noncomputability in analysis and physics: a complete determination of the 
class of noncomputable linear operators, Adv. in Math. 48 (1983) 44-74. 
[I61 M.B. Pour-El, 1. Richards, The eigenvalues of an effectively determined self-adjoint operator are 
computable, but the sequence of eigenvalues is not, Adv. in Math. 63 (1987) I-41. 
[I71 M.B. Pour-El, I. Richards, Computability in Analysis and Physics, Perspectives in Mathematical Logic, 
Springer, Berlin, 1989. 
[ 181 G. Sacks, Higher Recursion Theory, Perspectives in Mathematical Logic, Springer, Berlin, 1990. 
[19] M. Washihara, Computability and Frechet spaces, Math. Japon. 42 (I ) (1995) l-13. 
[20] M. Washihara, M. Yasugi, Computability and metrics in a Frechet space, Math. Japon. 43 (3) (1996) 
431-443. 
f21] K. Weihrauch, Computability, Springer, Berlin, 1987. 
[22] K. Weihrauch, Computability on computable metric spaces, Theoret. Comput. Sci. 113 (1993) 191-2 IO. 
[23] Q. Zhou, Computable real-valued functions on recursive open and closed subsets of Euclidean space, 
Math. Logic Q. 42 (1996) 379-409. 
