The present work is concerned with the shape optimization of flapping wings in forward flight. The analysis is performed by combining a gradient-based optimizer with the unsteady vortex lattice method (UVLM). We describe the UVLM implementation and provide insights on how to select properly the mesh and time-step sizes to achieve invariant UVLM simulation results under further mesh refinement. Our objective is to identify a set of optimized shapes that maximize the propulsive efficiency, defined as the ratio of the propulsive power over the aerodynamic power, under lift, thrust, and area constraints. Several parameters affecting flight performance are investigated and their impact is described. These include the wing's aspect ratio, camber line, and curvature of the leading and trailing edges. This study provides guidance for shape design of engineered flying systems.
Introduction
The design and optimization of micro-air vehicles (MAVs) have been recently the topic of many research efforts [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16] . The MAV concept is quite new and the associated design space is large and not fully explored yet. These small flying aeroelastic systems are expected to operate in urban environments and confined spaces (i.e., inside buildings, caves, tunnels) and endure a variety of missions such as inspection and observation of harsh environments inaccessible to other types of vehicles or where there is danger to human life. Consequently, their design must satisfy stringent performance requirements, such as high maneuverability at low speeds, hovering capabilities, high lift to sustain flight, and structural strength to survive gust loads and possible impacts. These requirements can be achieved mainly through two propulsion mechanisms: rotating helicopter blades or flapping wings [17] . Through observing and simulating insects and birds flights, it has been concluded that flapping wings offer greater efficiency, especially at small scales [18, 19, 20] . As a step toward designing efficient flappingwing vehicles, several studies [7, 21, 22, 23, 24, 25, 26, 27, 28] explored and investigated the characteristics of these flying animals.
Although it is well known that natural flyers exploit a variety of mechanisms and aerodynamic aspects to control and manoeuver their flights, experimental observations do not enable a complete understanding of the physical aspects and dynamics of flapping flight. As such, there is a need to model the unsteady aerodynamic aspects of flapping-wing vehicles. Computational modeling and simulation are necessary to evaluate the performance requirements associated with flapping flight and to identify the relative impact of different design parameters (e.g., flapping parameters, shape characteristics). Several computational modeling strategies that are based on variable fidelity physics have been reported in the literature [1, 8, 29, 30, 31, 32, 33, 34, 35] . Willis et al. [36] developed a multifidelity computational framework that involves a combination of potential flow models and a Navier-Stokes solver. They showed how the use of different levels of geometric and physical modeling fidelity can be exploited to ease the design process of flapping wing systems. Certainly, the higher-fidelity Navier-Stokes simulations incorporate a more complete physical model of the flapping flight problem, however, the extensive computational resources and time associated with the use of these tools limit the ability to perform optimization and sensitivity analyses in the early stages of MAV design. Thus, to alleviate this burden and enable rapid and reasonably accurate exploration of a large design space, it is fairly common to rely upon a moderate level of modeling fidelity to traverse the design space in an economical manner [4, 37] . As such, several research efforts have considered the use of the unsteady vortex lattice method (UVLM) for the design of avian-like flapping wings in forward flight [1, 6, 7, 30, 38, 39, 40] .
The present work is concerned with shape optimization of flapping wings in forward flight. Our approach to the problem combines a local gradient-based optimizer with UVLM. The optimizer is based on the globally convergent (to a stationary point, not necessarily a global solution) method of moving asymptotes (GCMMA) [41, 42] . It belongs to the class of sequential approxi-mate optimization methods and employs conservative convex separable approximations for solving inequality constrained nonlinear programming problems. It searches by generating approximate subproblems at each iteration, in which both the objective and constraint functions are replaced by convex functions. The construction of these approximating functions is based mainly on gradient information at the current iteration point in the design space.
The unsteady vortex lattice method computes the forces generated by pressure differences across the wing surface resulting from acceleration-and circulation-based phenomena. This accounts for unsteady effects such as added mass forces, the growth of bound circulation, and the wake. Since the formulation of UVLM requires that fluid leaves the wing smoothly at the trailing edge (through imposing the Kutta condition), it does not cover the cases of flow separation at the leading-edge and extreme situations where strong wing-wake interactions take place. In other words, UVLM applies only to ideal fluids, incompressible, inviscid, and irrotational flows where the separation lines are known a priori. Nevertheless, Persson et al. [30] showed through a detailed comparison between UVLM and higher-fidelity computational fluid dynamics simulations for flapping flight that the UVLM schemes produce accurate results for attached flow cases and even remain trend-relevant in the presence of flow separation. As such, in [30] the authors recommended the use of an aerodynamic model based on UVLM to perform preliminary standard design studies of flapping wing vehicles, specifically, for cruise configurations where there is no flow separation nor substantial wing-wake interactions that would degrade the performance of the vehicle. The reduced fidelity afforded by UVLM makes its associated simulation time for each flow configuration is on the order of minutes on a desktop.
In this paper, we seek to identify a set of optimized shapes that maximize the propulsive efficiency of a flapping wing under several constraints. We explicitly include lift, thrust, and area constraints. The wing geometry is described using B-spline parameterizations, which are the standard technology for describing geometries in computer-aided design (CAD) [43, 44, 45, 46] . This choice simplifies the design optimization process by enabling mesh generation directly from the CAD model. The associated basis functions can be used to smoothly discretize wing shapes with few degrees of freedom. The location of the control points constitutes the design variables. Results suggest that changing the shape yields significant improvement in the flapping wings performance. This study is our first step towards constructing a unified framework that will facilitate the design of engineered flying systems.
The remainder of the paper is organized as follows: first, the aerodynamic model used to simulate flapping flights is detailed. The B-spline representation that defines the wing geometry is then introduced, followed by the formulation of the shape optimization problem. The optimal shapes obtained for different flight configurations are reported and insights of the trailing and leading edges curvatures, camber, and aspect ratio effects on the flapping flight performance are presented. The work concludes with a discussion of the main features of the optimal shapes.
Aerodynamic Modeling of Flapping Wings
We use a three-dimensional version of the unsteady vortex lattice method (3D UVLM) to simulate the aerodynamic response of flapping wings in forward flight. This aerodynamic tool is capable of simulating incompressible and inviscid flow past moving thin wings and capturing the unsteady effects of the wake, but not the viscous effects, flow separation at the leading-edge, and extreme situations with strong wing-wake interactions. Unlike standard computational fluid dynamics schemes, this method requires meshing of the wing planform only and not of the whole flow domain. UVLM uses a global vorticity circulation balance, which is described on a vortex lattice. Given the circulation on a ring, UVLM relies on the Biot-Savart law to construct the velocity field at every point in 3D space. Using the wing surface discretization, UVLM imposes a collocated no-penetration condition to construct a potential flow about the mid-surface of the wing. The satisfaction of the no-penetration condition allows us to compute the circulation in each vortex loop, closing the system. By this sequence of approximations, UVLM reduces the demand for computational resources. These features make the method competitive for performing optimization studies that require many simulations by appropriately capturing flow dynamics at a low computational cost.
Features of the UVLM solver used in this study include
• The shape of the wing is generated using a B-spline representation.
• The wing surface is discretized into a lattice of vortex rings. Each vortex ring consists of four short straight vortex segments, with a collocation point placed at its center.
• For rigid wings, the position of the grid points is specified by applying a sequence of rotations (pitching and flapping).
• The no-penetration condition is imposed at collocation points. The normal component of the velocity due to wing-wing interactions, wake-wing interactions, free-stream velocities, and wing rotations is assumed to vanish at each collocation point. Using the Biot-Savart law to compute velocities in terms vorticity circulations Γ yields a linear system of equations that can be expressed as:
where A wi−wi and A wa−wi are wing-wing and wake-wing influence matrices, respectively.
The vector V n collects the normal component of the velocity at each collocation point due to the wing motion. The vectors Γ wi and Γ wa stand for the circulations of the vortex elements on the wing and wake, respectively [1, 6] . The LAPACK library [47] is used to solve the linear system given by Equation (1).
• Vorticity is introduced to the wake by shedding vortex segments from the trailing edge. These vortices are moved with the fluid particle velocity and their individual circulation remains constant (i.e., Γ t+∆t wa = Γ t wa ). The wake elements have been truncated in the flowfield and load computation and only those which are located within 10 c are accounted for, where c is the chord length. This truncation was observed to speed up significantly the simulation while introducing negligible loss in the solution accuracy.
• The pressure is evaluated at each collocation point based on the unsteady Bernoulli equation and then integrated over the wing surface to compute the aerodynamic forces and power.
Further details of the derivation, implementation, and verification of this method and aerodynamic loads computation are provided in [1, 6, 30, 35, 48, 49] .
Modeling of Wing Shape: B-spline Representation

B-spline curves and surfaces
B-splines are piecewise polynomial functions generalizing the Bernstein-Bézier polynomials. The B-spline basis functions of degree p, denoted by N i,p (ξ), associated to a non-decreasing set of coordinates, called the knot vector X = {ξ 1 , ξ 2 , . . . , ξ n+p+1 }, are defined recursively as
. . , n and p ≥ 1. Knot multiplicities reduce the continuity of the basis at the location of the multiplicity. If a knot multiplicity of k is used, the continuity on the basis is C p−k at that knot.
The basis becomes interpolatory at knots with multiplicity p whereas knot multiplicity of p + 1 makes the basis discontinuous.
The B-spline curve of degree p with control points P 1 , . . . , P n is defined on the interval [a, b] = [ξ p+1 , ξ n+1 ] as the linear combination of the control points and basis functions, that is,
The piecewise linear interpolation of the control points is called the control polygon. A feature of B-spline curves is that the curve defined by the basis and control points lies inside the convex hull of the control polygon. This makes the control polygon useful for approximating the rough character of a curve.
A B-spline surface is defined using tensor products of B-spline basis functions written in two parametric coordinates ξ and η. Let N i,p and M j,q denote basis functions of degree p and q associated to the knot vectors X = {ξ 1 , ξ 2 , . . . , ξ n+p+1 } and Y = {η 1 , η 2 , . . . , η m+q+1 }, and P ij , i = 1, . . . , n, j = 1, . . . , m is a net of control points in three-dimensional space. A B-spline surface is then defined as
B-splines have long been used in the computer aided design community to model curves and surfaces. The reader is referred to [43, 44, 45, 46] for more details on B-splines.
Wing shape parametrization
In Figure 1 , we plot the wing geometry model based on a B-spline representation. The control points are shown as a network of connected spheres and the wing as a shaded surface. In B-splines, the surface does not interpolate the control points, rather the control polygon is an approximation to the surface which it discretizes. Perturbing the control points changes the shape of the wing. However, we deform the wing shape in such a way that it preserves some of its original features. In particular, we allow the camber edge to scale and translate in the y-direction only, as indicated by the blue spheres and arrows in the figure. The green spheres and arrows are similar except that we also allow translation in the x-direction. The black sphere is held fixed in all cases. Finally, we proportionally redistribute the nodes to preserve to some extent the aspect ratio of each element of the mesh. We deform the wing surface in this way for three reasons.
1. The camber edge is typically something known from experience and we do not want to depart completely from established designs.
2. Changing the camber significantly may lead to cases where, physically, flow separation occurs. This is a case we wish to avoid in practice as well as in our numerical method.
3. The approach reduces the number of degrees of freedom such that the optimization is more computationally efficient. While Figure 1 uses 48 variables (16 control points in 3D space), we define our deformed wing using only 8 degrees of freedom (far end scales only, the middle rows scale and translate, and the near end scales, and translates in two directions).
As an example, Figures 1(b) and 1(d) depict a possible deformed wing geometry based on our rules. We modify the wing shape in this way in all simulation results reported in this work unless stated otherwise. 
Shape Optimization
Baseline wing shape
In this section, we consider cambered rectangular wings with an aspect ratio of six (baseline case). The cambered wing has a NACA 83XX cross-sectional profile as studied previously by Stanford and Beran [1] and later by Ghommem et al. [6] . The indication of the last two digits of the NACA profile, describing the wing thickness, is irrelevant for our study since the current implementation of UVLM assumes a thin wing. The symmetric flapping motion (about the wing root) is prescribed as:
where φ is the flapping angle and the flapping amplitude A φ is set equal to 45
• . Furthermore, the wing root is placed at a fixed angle of attack (pitch) of 5
• . Different reduced frequencies are used to examine the effect of flow unsteadiness on the aerodynamic performance of flapping wings. The reduced frequency is defined as
where ω is the flapping frequency, c is the chord length, and U ∞ is the freestream velocity. The transient variations of the lift and thrust over one flapping cycle predicted by the current UVLM and those obtained by Stanford and Beran [1] are shown in Figure 2 . A good agreement can be clearly observed. For the sake of comparison, six elements are used along the chordwise direction and 10 are used along the semispan, and the flapping period is discretized into 40 time steps. In the next section, we show the need to consider smaller time steps and more refined aerodynamic meshes to obtain convergence. Our analysis provides guidance to the mesh size and time step size that need to be used to achieve convergent UVLM simulations under refinement. To our knowledge, the analysis presented in the next section is the first that achieves solution independence to discretization for UVLM. The rectangular flapping wing case, as described above, constitutes the baseline case of the optimization studies conducted next.
Convergence analysis
We first investigate the effect of mesh refinement on the lift coefficient while keeping the number of time steps per flapping cycle N ts constant and equal to 40. Figure 3 shows that UVLM fails to converge as the mesh is refined.
To fix the convergence issue, we perform several simulations while varying the number of time steps per flapping cycle N ts over a range of 40 As for the effect of the aerodynamic mesh on the prediction of the aerodynamic loads, the transient variations of the lift coefficient are evaluated for different chordwise and spanwise refinements while keeping N ts constant and equal to 120. Results of the lift coefficient obtained for different numbers of chordwise and spanwise elements are shown in Figure 5 . Clearly, refining the mesh along the chordwise direction affects substantially the prediction of the aerodynamic loads. We observe that the use of 24 chordwise panels yields convergence of the lift coefficient. The effect of the spanwise refinement on the convergence trend of the lift force is much less significant, as shown in Figure 5 (b). We propose to first determine the appropriate time step in order to observe convergence of UVLM simulations when refining the aerodynamic mesh. For the reminder of this work, the flapping cycle is discretized into 120 time steps and an aerodynamic mesh of 24 chordwise elements and 20 spanwise elements is used. We note that the use of 120 time steps per flapping cycle was checked for the aforementioned refined mesh size and was found appropriate to reach solution convergence; that is, as N ts is increased, the simulation results remain unaffected (not shown here).
Problem formulation
Wing shape selection presents a critical determinant of performance in flapping flight. In this study, we conduct series of shape optimization studies aiming at identifying a suitable set of wing planforms that enables efficient flights. The optimization problem is formulated as follows:
where η(x) is the propulsive efficiency, defined as the ratio of the propulsive power over the aerodynamic power [1, 6] , x is the vector of design parameters describing the perturbations introduced to the locations of the control points,
, and P * = 2P ρU 3 ∞ are the normalized lift, thrust, and aerodynamic power, respectively, A is the wing's area, ρ is the fluid density, U ∞ is the freestream velocity, the subscript 'bl' refers to the baseline case, and the overline denotes a time-averaged quantity over a flapping cycle. The wing geometry is constrained by restricting the feasible perturbations of the locations of the control points to lie in a closed and bounded set X. We chose to bound each component in x to vary in the interval [−c/2, c/2]. To illustrate the wing geometry parametrization based on B-splines, we plot in Figure 6 the aerodynamic mesh (6×10 lattice) and the location of the control points, represented by red circles, used to define the wing geometry. As pointed out in the previous section, the surface does not interpolate the control points and the aerodynamic mesh does not coincide with the control polygon. Here, the main objective is to maximize the cycle-averaged propulsive efficiency of the wing under lift and thrust constraints. The area of the wing is also restricted to be smaller or equal to a baseline value (i.e., the area of a cambered rectangular wing with an aspect ratio of six). In addition, we require that the angles θ i,j of each element i where j = {1, 2, 3, 4} that correspond to four edges of the element, in the aerodynamic mesh, see Figure 6 , do not deviate too much from right angles. Large distortions of the grid could degrade the predictive capability of the aerodynamic model and also may give rise to undesirable unsteady flow effects such as flow separation and substantial wing-wake interactions. In our simulations, we specify the parameter θ cr controlling the level of distortion as θ cr = 15
• .
The optimization problem is solved with the globally convergent method of moving asymptotes (GCMMA) [41, 42] . The algorithm is supplied with numerically-computed gradients based on the first-order backward Euler scheme for both the objective function and the constraints. Several optimization runs are conducted where we vary the number of design variables and the polynomial degree of the basis functions employed in the B-spline representation. These simulations elucidate the effect of the design parameters on the numerical results.
Results and discussion
Single knot span case
In the subsequent analysis, we use an aerodynamic mesh of 24 chordwise elements and 20 spanwise elements and the flapping cycle is discretized into 120 time steps. We first consider the case where the B-spline representation is based on a single knot span [43, 44, 45, 46] . Thus, the number of control points increases with the polynomial degree. The optimal design from one run is used as the initial guess for the next run with a higher polynomial degree. The shapes obtained from the sweep of the optimization studies for different polynomial degrees are shown in Figure 7 . The control points describing the optimal shapes are listed in Tables 1-4 . Since the quartic and quintic responses were found similar, the geometric data is not reported for the latter. Optimal results show similar shape trends. For all cases, we observe that less area is distributed to the outer part of the wing. Table 5 provides a summary of the efficiency η, lift L * , thrust T * , aerodynamic power P * , and area ratio A/A bl obtained for the optimal configurations for different polynomial degrees. The number of design variables is denoted by N DV . The optimal results show that changing the wing shape allows to achieve higher lift and propulsive efficiency but also more power is needed to be introduced to the flying system. As expected, rising the polynomial degree (i.e., increasing the number of degrees of freedom of the parametrization N DV ) yields optimal shapes that enable flapping flights with higher efficiencies. Introducing swept and taper to flapping wings, which is obtained by using of linear polynomials in the B-spline representation, ameliorates significantly the flight performance. The use of higher polynomial degrees enables further improvements in the propulsive efficiency which stabilizes at fourth degree. Furthermore, we observe that the area constraint is active for all cases. Thus, there is a natural trade-off between the wing area and efficiency, but not so for thrust and efficiency. This indicates that, in the optimized configuration obtained at the low reduced frequency (κ = 0.1), changing the wing shape enables to improve thrust generation without affecting the wing area.
Fixed number of degrees of freedom case
In this case, we keep the number of design variables (degrees of freedom) fixed and equal to N DV = 12 and run the optimizer while varying the polynomial degree using in all instances the baseline configuration as the optimization starting point. The choice of N DV is made so that it coincides with the number of design variables required for the single knot span case when considering a fifth-degree polynomial. The corresponding optimal shapes are shown in Figure 8 . The control points describing the optimal shapes are listed in Tables 6-8 . Again, since the cubic and quartic responses were found similar, the geometric data is not reported for the latter. Figure 8 shows that all optimal shapes are qualitatively similar. In particular, the ones obtained using higher-degree Tables 6-8 . Table 9 provides a summary of the efficiency η, lift L * , thrust T * , aerodynamic power P * , and area ratio A/A bl obtained for the optimal configurations for different polynomials. Clearly, linear polynomials do a good job in improving the performance of flapping wings. The optimal results Table 6 : Control points for the optimal shape: fixed number of degrees of freedom case and linear approximation is used in the B-splines representation. Lift, thrust, and area constraints are imposed.
Control show mild changes when considering higher-degree polynomials and converge at the third degree. The optimal shape yields an increase in the lift while the overall wing area was kept the same as the baseline case. The required input power increases as well however. This indicates that not only changing the wing shape allows to achieve an efficiency of η = 0.441 (∼ 100% increase) but also more power needs to be introduced to the flying system. The set of optimal shapes obtained for the present case enables generation of higher thrust and lower lift but requires more aerodynamic power while maintaining almost the same level of efficiency in comparison with the single knot span case. This observation can be related to the wing area distribution. In fact, the proportion of area in the outer part of the wing (near the tip) which undergoes higher acceleration is thicker and then it needs more power to move. Besides, we remark that the optimal wings are longer (i.e., higher aspect ratio). The optimal wing tip, which is subjected to higher angular acceleration, is pushed further away. This explains the significant increase in the aerodynamic power with respect the baseline case. These observations provide insights on how to design efficient wing planforms based on the mission requirements. As such, shortening the wing tip helps in increasing the lift force and decreasing the required aerodynamic power. This feature can be useful for take-off flights. Furthermore, the differences observed in the shapes obtained from the different optimization cases explains the diversity of wing morphologies observed in nature. Figure 9 shows the lift, thrust, and aerodynamic power that develop over the flapping wing at κ = 0.1 for both the baseline and optimal cases, plotted as function of the flapping angle φ. As expected, the bulk of the useful aerodynamic forces (positive lift and thrust) are generated during the downstroke. In particular, thrust and lift peaks are reached near the middle of the downstroke phase. Positive lift is produced during both strokes, as the angle of attack induced by the flapping motion is smaller than the fixed pitch angle (5 • ) at the wing root, and thus the lift remains positive through almost the entire cycle. The optimal shape does not alter the phases of the aerodynamic quantities, since the effective angle of attack does not vary significantly over the flapping cycle. Nevertheless, it is able to increase the time-averaged lift, thrust, and power (as seen in Table 9 ), and also their peaks as shown in Figure 9 .
The vorticity in the wake was generated on and shed from the wing at an earlier time. As such, the wake is usually referred as the "historian" of the flow. Thus, examining the wake pattern and vorticity distribution is helpful to gain insight into the reasons why the obtained optimized shapes produce efficient flapping flights. The vorticity circulation strength of the wakes obtained for the baseline and optimal wing shapes is shown in Figure 10 . Clearly, the overall strength of the wake has increased in comparison with the baseline case, as the average aerodynamic power has increased as shown in Table 9 . In particular, stronger pockets of high circulation are observed in the wake aft of the optimal shape at the middle of the down and upstrokes (i.e., φ ≈ 0
• ). Furthermore, the vortex tip swirl is more pronounced for the baseline shape. So, the optimal shape managed to reduce the tip vortex effect which then produces higher thrust. The unsteady pressure difference between the lower and upper surfaces of the wing for the baseline and optimal cases is plotted in Figure 11 . The pressure difference varies over the flapping cycle, giving rise to a positive pressure jump during the downstroke and negative pressure jump during the upstroke. Clearly, the highest pressure levels are obtained during the downstroke. This explains the generation of the aerodynamic loads along the two phases of the flapping cycle as shown in Figure 9 . Furthermore, higher pressure levels are achieved for the optimal case as reflective of the increase in the required aerodynamic power. For both cases (baseline and optimal), we observe a pressure peak along the leading edge. This pressure peak may lead to higher adverse pressure gradient and may be indicative of an eventual flow separation [30] . This peak is mostly related to the fact that the aerodynamic model (based on potential flow) enforces the flow to be attached around the sharp leading edge of the wing.
Separate leading and trailing edges curvature effects. The above results indicate that one needs to design properly the trailing edge also since the wing may benefit from the interaction with the near wake and then improve its aerodynamic performance. In an attempt to separate the individual effects of the trailing and leading edges on the wing performance, we kept one of them to be fixed at 90
• angle with respect to the flight direction while allowing the other to be curved and turned on the optimizer. Again, the number of degrees of freedom is held constant at 12 and the cubic approximation is used in the B-spline representation. Only increases of 17% and 1% in the propulsive efficiency were obtained for the optimal shapes when curving the leading and trailing edges, separately. Clearly, both of them need to be varied simultaneously to enable superior design performances.
Power constraint effect. The optimal shapes enable a significant improvement in terms of propulsive efficiency, nevertheless, they require much more aerodynamic power to perform their forward flight. Thus, to keep the same level of aerodynamic power as required for the baseline case, a power constraint is added and the optimization is reformulated as follows:
Results for the efficiency η, lift L * , thrust T * , aerodynamic power P * , and area ratio A/A bl obtained from the optimization case when imposing a power constraint are presented in Table 10 . A lower thrust has been obtained in comparison with the power unconstrained optimization case while maintaining almost the same levels of efficiency and lift. The decrease in the power consumption with respect to previous optimization case came at the price of a loss in the thrust force. To satisfy the power constraint, less area is distributed to the outer part of the optimal wing as shown in Figure 12 while the geometric parameters defining the optimal shapes are listed in Table 11 . In particular, the wing is significantly shrunk near the tip. Since the acceleration resulting from the flapping motion is proportional to the distance from the wing root, the outer part of the wing (closer to the tip) undergoes greater accelerations and then contributes relatively more to the aerodynamic power requirement. Thus, to enable reduction in power consumption (with respect to the previous optimal configuration) while keeping the flapping flight as efficient as possible, the proportion of the wing near the tip becomes narrower. The wing's aspect ratio has increased in this power constrained optimal configuration as it did in the previous case, where the limiting factors were the wing area and the allowable range of variation adopted for the control points. Coordinates of the control points parameterizing the optimal shapes are reported in Table 11 .
Aspect ratio effect. To gain a better understanding of the reasons for which the obtained optimized shapes enhance the performance of the flapping flight, the impact of varying the aspect ratio is examined for a rectangular wing. Figure 13 shows the sensitivity of the efficiency and power coefficient, defined as
, to the wing's aspect ratio over a wide range of variation. We observe that the efficiency increases significantly with the aspect ratio to achieve a maximum near a value of 20, while the aerodynamic power increases monotonically when the wing's aspect ratio is increased. These results show that high-aspect-ratio wings generate more thrust and are more efficient than low-aspect-ratio wings however their flapping motion requires more aerodynamic power. This explains the identification of longer wings in the optimized configurations (the increase in the aspect ratio is limited by the area constraint and the allowable range of variation adopted for the control points) and because of the power constraint, the proportion of area in the outer region the wing has been reduced. This outer area is subjected to higher angular accelerations.
Wings with higher aspect ratio enable better aerodynamic performance (when flying at moderate frequencies), as can be concluded from the present optimization study, however, such wings undergo greater deflections. This requires stricter structural design specifications to avoid undesirable aeroelastic effects, such as occurrence of flutter at low flight speeds. Besides, long wings have higher moment of inertia to overcome and create more parasitic drag [51] which degrades the flight performance. All of the aforementioned reasons, which are not accounted for in our analysis, limit the consideration of high-aspect ratio wings when designing flying vehicles. 
High reduced-frequency case
We consider a higher reduced frequency (κ = 0.4). Again, an aerodynamic mesh of 24 chordwise elements and 20 spanwise elements and 120 time steps per flapping cycle are used. This configuration is found appropriate to achieve UVLM solution independency of wing and time discretization. The previous case (κ = 0.1) represents a quasi-steady flight condition, whereas in the current case unsteady effects are much more pronounced. The objective is to examine the impact of the reduced frequency on the optimal shapes. As expected, flying at higher reduced frequency involves more aerodynamic power. In fact, increasing the reduced frequency κ leads to higher angular acceleration for the wing and consequently for the surrounding fluid (noncirculatory), which would require additional power to accelerate it. This noncirculatory fluid is pushed by the wing and leads to what is referred as the added mass effects. Looking at the optimal shapes obtained for the two reduced frequencies given in Figure 14 , we observe that the high-frequency wing shape is more tilted close the wing tip, resulting in a net drop in the area (as seen in Table 13 ). The geometric parameters controlling the optimal shapes are listed in Table 12 . The optimal values of the lift, thrust, aerodynamic power, and area ratio are reported in Table 13 . A moderate improvement in terms of propulsive efficiency (∼ 28% increase) is obtained. Optimal results show different trends with respect to the low-frequency case. In fact, the area constraint is not active anymore. The thrust constraint is active and a lower aerodynamic power are obtained such that propulsive efficiency improves (from 0.457 to 0.576). Unlike the low-frequency case, the improvement in the propulsive efficiency is entirely due to a decrease in the input aerodynamic power.
The lift, thrust, and power phase plots obtained at κ = 0.4 are shown in Figure 15 . Again, the Figure 14 : Effect of reduced frequency on optimal wing shapes. Coordinates of the control points parameterizing the optimal shapes are reported in Table 12 . majority of the positive lift is generated during the downstroke, however now it reaches negative values during the upstroke. This is caused by the fact that the contribution of the flapping motion to the effective angle of attack is larger than that of the fixed pitch angle at the wing root, resulting in negative angles during the upstroke.
The wakes trailing the baseline and optimal wing configurations obtained for high frequency (κ = 0.4) are shown in Figure 16 where the circulation strength of those wakes can be observed. The vortex rings in the wake developed over a flapping cycle are located very close to the wing. Then, the wing-wake interactions have more significant effects on the aerodynamic behavior of the flapping wing. In comparison with the baseline case, the vortex rings in the wake aft of the optimal flapping wing are weak as reflective of the drop in required input power.
Camber effect
We allow the camber line to vary by introducing perturbations to the interior control points shown in Figure 1 along the z-direction and turn on the optimizer. The camber line is kept the same at all cross sections along the spanwise direction. Moderate variations are considered to avoid wing cross sections with high angle of attack (with respect to the incoming freestream) that may initiate flow separation which cannot be captured in the present aerodynamic model. Again, the use of B-spline representation enables to smoothly discretize wing camber line with few degrees of freedom and then a variety of camber lines can be obtained rather than sticking to NACA profiles. The optimal results for the efficiency and aerodynamic loads and power are summarized in Tables  14 and 15 for κ = 0.1 and κ = 0.4, respectively. As expected, the camber greatly affects the aerodynamic characteristics such as power and thrust. At low frequency, significantly higher thrust and efficiency can be obtained by optimizing the camber shape. The average value of the lift force in the optimized shape, obtained when introducing variations to the camber line, remained equal to the value in the baseline case. In fact, the optimizer would decrease the lift if it could, because this constraint is always active. On the other hand, higher thrust is achieved in the optimized configuration. So, there is a natural trade-off between lift and efficiency, but not so for thrust and efficiency. At high frequency, the optimization drives the design to a shape configuration with slightly lower input aerodynamic power, though the time-averaged thrust remained equal to that obtained for the baseline case, yielding a mild raise in the propulsive efficiency in comparison with the previous optimal shape obtained without varying the camber line.
The optimal wing shapes and their camber lines are shown in Figures 17 and 18 for κ = 0.1 and κ = 0.4, respectively, while the geometric configurations are detailed in Tables 16 and 17 . The optimal shapes show qualitative similarity along the spanwise direction with respect to the previous optimal shape obtained without changing the camber line. The optimal camber line is thinner, in particular for the low frequency case, than the NACA 83XX profile resulting in lower effective angle of attack. The change in the camber line enabled better performance in terms of efficiency but induced a reduction in lift generation (although the lift is higher than its value obtained for a rectangular wing). These results provide guidance on how to select the wing planform and the camber based on the nature of the mission and its aerodynamic requirements. Our study gives comparable optimal efficiencies to those obtained from previous studies [1, 6] where the improvement of flight performance was achieved by introducing a dynamic shape deformation (usually referred as active shape morphing) which is based on imposing a prescribed bending and twisting. This shows again the importance of wing planform selection for an efficient design of flapping wing vehicles. Nevertheless, the optimal shapes reported here do not need to be morphed during forward flight to achieve their improved performance.
Summary and Conclusion
The wing shape/planform presents a critical determinant of performance in flapping flight. In this work, we use a three-dimensional version of the unsteady vortex lattice method (UVLM) to simulate the aerodynamic response of a flapping wing in forward flight and adopt B-spline representation to model the wing geometry. First, we carry out a convergence analysis to determine Coordinates of the control points parameterizing the optimal shapes are reported in Table 16 .
the appropriate time step and aerodynamic mesh sizes which are needed to reach UVLM solution independence to discretization. In particular, selecting the proper time step was important to observe the UVLM solution when refining the aerodynamic mesh. Then, we combine UVLM with a gradient-based optimizer to identify a set of efficient shapes that optimizes the aerodynamic performance. Flow simulations using the optimal wing shapes indicate that changes in the shape have significant effects on relevant averaged quantities such as lift, thrust, and aerodynamic power. Increasing the number of variables (i.e., providing the wing shape with a greater degree of spatial freedom) enables increasingly superior designs. The optimization study shows that the camber line and the leading and trailing edges represent the key wing shape parameters that control the generation of the aerodynamic loads and flight performance depending on the nature of the mission assigned to the flying vehicle. Furthermore, the optimal shapes show significant dependency on the reduced frequency. At low frequency, the optimization pushes the design to a shape configuration with substantial increase in the time-averaged thrust, while the average aerodynamic power is increased, resulting in a significant increase in the propulsive efficiency. To keep the same level of aerodynamic power as required for the baseline rectangular wing, a power constraint is added to the optimization problem. A reduction in the outer region of the wing near the tip is observed in the optimal shape. This outer area is subjected to higher angular accelerations. At high frequency, the optimization drives the design to a shape configuration with lower input aerodynamic power, though the time-averaged thrust remained equal to that obtained for the baseline case, resulting in a moderate improvement in terms of propulsive efficiency. This work was concerned solely with the assessment of the aerodynamic performance of rigid Coordinates of the control points parameterizing the optimal shapes are reported in Table 17. flapping wings when considering different shapes. Implementing a full aeroelastic framework that couples a nonlinear shell model and UVLM to test the obtained optimal shapes and check their superiority over the baseline configuration is the topic of our current research effort.
