ABSTRACT The accuracy of compressive-sensing-based image reconstruction largely depends on the performance of dictionaries used for sparse representation. Dictionaries are frequently obtained through dictionary learning (DL) process by using a set of training samples. However, conventional DL methods are limited by two factors. First, the sparse level for each training sample is fixed, which may lead underfitting or over-fitting of sparse representation of a sample. Second, only the features of original samples are used for training dictionary. In fact, the objective samples will become different after removing the representation of one or more selected atoms during the DL process, yielding implicit features. Unfortunately, these features cannot be utilized by conventional DL methods. To overcome the two limitations, we propose a novel DL scheme named adaptive multilayered DL (AMDL) by dividing the sparse representation into several layers. The number of atoms selected for each layer is determined adaptively based on the correlation between atoms and residuals. Hence, the features of different layers are utilized and the under-fitting or overfitting of sparse coding can be reduced. The proposed scheme can be employed to improve exiting dictionary learning methods, such as the method of direction (MOD), the k-singular value decomposition (K-SVD), and the online DL (ODL). Experimental results demonstrate that the proposed scheme could provide more accurate sparse representation for compressive-sensing-based image reconstruction, compared to the standard DL scheme.
I. INTRODUCTION
Compressive sensing (CS) is the technique that compressively samples and reconstructs signals from measurements, in order to reduce the cost of signal transmission and storage [1] - [5] . Let x ∈ R n be a k-sparse signal, i.e, x 0 ≤ k, where · 0 denotes the number of non-zero entries of a vector. The compressive sampling of x in terms of a sensing matrix ∈ R m×n , m < n is expressed as y = x, where y ∈ R m denotes the measurements. Previous study has proved that x can be exactly reconstructed when the sensing matrix satisfies the restrict isometry property with a constant parameter [6] . The reconstruction problem is given byx = arg min 
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To date various reconstruction algorithms have been proposed to solve CS reconstruction problem, such as greedy algorithms [7] - [10] , convex optimization algorithms [11] - [13] , Bayesian algorithms [14] - [17] , and thresholding-based algorithms [18] - [21] .
As an application of this theory, CS-based imaging (CSI) has drawn a great attention, and a set of CSI techniques have been developed [22] - [25] . For low complexity and high reconstruction accuracy, CSI is frequently implemented based on the CS of image patches [26] - [28] . In general, an image patch is not sparse, but it can be represented as sparse coefficients with respect to a dictionary D ∈ R n×q , i.e., sparse representation [29] - [33] , which can be expressed as x ≈ Ds, s 0 ≤ k, where x denotes the vectorization of an image patch, and it can be regarded as the original signal in CS theory. s ∈ R q represents the sparse coefficients and k denotes the sparse level. Such signals are referred to as compressible signals. Define the matrix as = D. Hence, the compressive sampling process can be rewritten as y = x = Ds = s. Such compressible signals can be reconstructed by two steps. First, reconstructing sparse coefficients from y and , expressed aŝ s = arg min 
Second, the reconstruction of original signal,x, is obtained byx = Dŝ. Dictionaries used for sparse representation can be divided into two categories: analytical dictionaries and learned dictionaries [29] , [30] . The analytical dictionaries like wavelet dictionaries are widely applicable and they are easy to obtain [34] , [35] . But they can not adjust to different type of objective signals. Thus, their applications are limited by the unsatisfactory sparse representation accuracy [36] . For better performance, the over-complete dictionary is commonly obtained from the dictionary learning (DL) process using a set of training samples [36] - [38] . The atoms of learned dictionary are trained to be similar to the features of objective signals, and therefore, the learned dictionary can generally provide more accurate sparse representation. Various DL methods have been proposed to solve (3) . In [39] , the well-known DL method, named ''the method of optimal directions (MOD)'' is proposed, for which the update of dictionary is globally realized by the least square (LS) computation. In [40] , another LS-based method for DL is proposed, which is referred as ''k-singular value decomposition (K-SVD)''. Different from the MOD, the atoms of dictionary are updated separately. As the extensions of the MOD or the K-SVD, a set of LS-based DL methods have been developed to improve sparse representation accuracy or to reduce computational complexity [41] - [45] . In [41] , an improved DL method is proposed to utilize the residual of training samples. In [42] , the authors develop an approach for DL of electrocardiogram signals, aiming to minimize the l p pseudonorm of the second-order difference. In [43] , the authors improve the MOD and the K-SVD by only updating the already-used atoms. In addition, a coefficient-reused greedy algorithm is developed to make sparse coding more efficient. In [44] , a recursive LS method is proposed for continuous update of the dictionary as each training sample is being processed. In [45] , the authors combine the concepts of DL and deep learning to develop the deep DL method, for which multiple layered deep learning model is built to train multiple levels of dictionaries. The above mentioned methods requires training samples to be input simultaneously, i.e., batch DL. Another practical situation is that the required training samples can not be obtained simultaneously. In such case, training samples are input successively, and the DL problem is referred as online DL (ODL). The ODL method and its extensions aim to utilize the information-storing variables (IsVs) for the warm start of atom updating [46] - [48] . Therefore, the dictionary can be updated by using only the newly-input samples, and the online learning is realized [46] , [49] .
Existing DL methods are limited by two factors. First, the sparse level, k, is fixed for each training sample. However, the amounts of information contained in different samples, or regarded as features, may be different. For a training sample that contains a large amount of features, there will be not enough atoms to represent the features if k is small, which is referred as under-fitting. On the other hand, if k is too large, superfluous atoms may cause the overfitting of representation and influence the sparsity. This is not conducive to CS reconstruction, as k should be far less than m. Second, all atoms of a dictionary are trained to represent the features of original samples. In general, the atoms of dictionary are selected successively during the sparse coding process. While selecting j atoms, the residual of training sample is obtained by removing the sparse representation of the j atoms. This residual is the objective sample for selecting the (j + 1) th atom. Hence, different residuals will be induced by different objective samples, which is referred to as multilayers of residuals. Different layer of residuals contain completely different features from each other. But in conventional DL scheme, different layer of features may be represented by a same atom. Therefore, an atom has to compromise among more than one type of objective feature, yielding the loss of CS reconstruction accuracy.
To address the two issues, in this study, we develop a novel DL scheme named adaptive multilayered DL (AMDL) for CS-based image reconstruction. The contributions are summarized as follows.
• We propose the multilayered DL scheme, aiming to utilize different layer of features during DL process. The learned dictionary is divided into a set of subdictionaries. Each sub-dictionary is trained by a specific layer of features, such that an atom will not be influenced by other layers of features.
• We develop an adaptive strategy to determine the number of used atoms for each training sample under the multilayered scheme. The strategy can reduce the under-fitting and over-fitting for sparse coding of training samples, and improve the CS reconstruction accuracy.
• The AMDL scheme can be employed for both batch DL and online DL. The dictionary updating strategy of many existing DL algorithms, such as MOD, K-SVD, and ODL, can be improved by AMDL. We have analyzed the effect of parameters on the performance of learned dictionary and provided appropriate values for parameter selection. Additionally, the advantage of AMDL over the standard DL scheme is also verified through CS-based image reconstruction experiments. The remainder of this paper is organized as follows. Section II reviews the DL framework and some wellknown DL methods. Section III describes the problem to be addressed. Section IV provides a detailed introduction to the AMDL scheme. Section V presents the experimental results and analysis. Section VI draws a conclusion.
II. RELATED WORKS
Let Z ∈ R n×ξ denote a set of training samples, Z = [z 1 , z 2 , · · · , z ξ ], i.e., each column of Z denotes a sample. For image dataset, we first divide it into a set of image patches. Each patch is then vectorized as a sample z i . The standard DL problem is given by arg min
where i ∈ {1, 2, · · · ξ }, j ∈ {1, 2, · · · q}, and · F denotes the Frobenius norm. Next, we briefly review two most widelyused batch DL methods, the MOD and the K-SVD. The MOD contains two iterative processes, sparse coding and dictionary updating [39] . Sparse coding aims to compute sparse coefficients with respect to the dictionary, expressed as arg min
where D is fixed in sparse coding process. This problem can be efficiently solved by using greedy algorithms, such as the orthogonal matching pursuit (OMP) algorithm, for each training sample. While obtaining the sparse coefficients S, the DL problem becomes updating the atoms of the dictionary. For the MOD, the dictionary updating is globally realized by the least square (LS) computation in terms of training samples and sparse coefficients. The two processes are executed alternately until the maximum number of iterative cycles is reached or the residual of training samples is small enough. The MOD is summarized in Algorithm 1. Solve (4) to obtain S by using greedy algorithms; 4: Update dictionary by
Algorithm 1 MOD
Update residual by R = Z − DS; 6: Normalize the columns of D; 7: t = t + 1; 8: end while Output: Dictionary D.
The K-SVD is also composed of sparse coding and dictionary updating [40] . Different from the global update strategy used in the MOD, for the K-SVD, the atoms of dictionary are updated separately. For each atom of D, written as d j , the indexes of the training samples that employ the atom are denoted as γ j . Let Z γ j denote these samples and S γ j denote the corresponding sparse coefficients, i.e., Z γ j = Z(:, γ j ), S γ j = S(:, γ j ). The residual of Z γ j after removing the sparse representation of D except for the atom d j is computed, expressed as step 6 of Algorithm 2. The SVD is then applied to the residual, so that the atom and sparse coefficients can be updated. The updating process is summarized as steps 7 -9 of Algorithm 2.
of atoms q, maximum number of used atoms for each sample k max , maximum number of iterative cycles t max , threshold . 1: Initialize dictionary D ∈ R n×q , R = Z; 2: while t ≤ t max and R F > 3:
Solve (4) to obtain S by using greedy algorithms; 4: for each atom d j
5:
Find the samples that employ d j , their indexes are denoted as γ j ; 6: Compute the residual by
Apply SVD by R γ j = U V T ;
8:
Update d j to be U(:, 1);
Updates j γ j to be (1, 1)V (:, 1); 10: end for 11: Normalize the columns of D; 12: t = t + 1; 13: end while Output: Dictionary D.
The MOD and the K-SVD are both used for batch DL. When the training samples are input successively, online learning is required, and the problem is given by arg min
where z i ∈ R n denotes the i th sample and s i represents its sparse coefficients. The dictionary is updated for a newlyinput sample. The ODL method utilizes the IsVs for warm start of atom updating [46] . When a new sample z i inputs, the sparse coefficients s i is first computed based on the current dictionary. By using s i , the IsVs are updated, which are then used to update the dictionary. The ODL method is summarized in Algorithm 3.
III. PROBLEM FORMULATION
In this section, we describe the limitations of standard DL scheme by experimental DL examples. We used the standard image dataset, Berkeley dataset [50] , for the experimental examples. The Berkeley dataset is composed of the training dataset and test dataset. 4000 patches with the size of 8 × 8, i.e., n = 64, were selected from the training dataset. The vectorizations of these patches were used as training samples. The dictionary D ∈ R n×q was initialized as the Gaussian random matrix with q = 2n. The OMP algorithm is utilized for sparse coding during the DL process [7] . Different sparse 
Update G by G ← G + z i (s i ) T ; 6: for t = 1 to t max 7:
Update atoms by
Normalize the columns of D; 10: end for 11: end for Output: Dictionary D. levels, i.e., the number of used atoms for each training sample, k, were considered for the experiments. We conducted the DL process for each value of k by using the well-known DL algorithms, the K-SVD [40] , the MOD [39] , and the ODL [46] , respectively. The number of iterative cycles was set to 5, and k was set from 1 to 12. Obviously, each sample has an optimal number of used atoms. After obtaining the learned dictionaries, we calculated the optimal value of k, expressed as k opt , for each training sample. k opt is defined as the value that leads the smallest sparse representation error of the objective training sample, expressed as
where D k denotes the learned dictionary with the sparse level of k, and s k i denotes the sparse representation of the objective training sample. The results with respect to different DL algorithms are presented in Table 1 . Different samples have different k opt , and a constant value of k may not suitable for DL process. Hence, in this study we develop an adaptive strategy to determine the number used atoms for each training sample.
For widely used DL algorithms like K-SVD and MOD, the sparse coding process is in fact the greedy recovery from training samples in terms of the dictionary. Taking OMP as example, k atoms are selected successively, inducing k layers of objective features. The objective features of different layers vary greatly. But an atom may be selected to represent more than one layer of features. To illustrate this issue, we first conducted the DL process by using the K-SVD algorithm. Second, we selected a specific atom of the learned dictionary (here the 10 th atom was specified). Then we found the features that have invoked this atom. Finally, we presented part of these patches that invoked the specific atom, and arranged them according to the layers they belonged to. Parameter k was set to 3, and other experimental settings remain unchanged. A part of derived objective features are presented in Fig. 1 .
The features that invoke this atom cover all 3 layers. Specially, the 1 st layer of features are derived from the original sample. The invoked features under different layers are rather different. But they all invoke a same atom for representation. Therefore, this atom has to compromise among these different features, and the performance of dictionary will be influenced. To address this problem, we develop a multilayered DL scheme. The atoms are divided into a set of groups for representing different layers of features. Combining the multilayered DL scheme and the above mentioned adaptive strategy, we propose the AMDL scheme. The scheme can be used in both batch DL and online DL, which are introduced in the next section.
IV. AMDL SCHEME
In this section, we introduce the batch AMDL and online AMDL, which are summarized in Algorithms 4 and 5, respectively. The primary objective of AMDL is somewhat different from that of the standard DL scheme. For the standard DL scheme, we aim to reduce the representation residual as much as possible. However, for AMDL, we should consider both the representation residual and the number of used atoms. In another word, the main task for AMDL is using as few atoms as possible to obtain an accurate representation.
A. BATCH AMDL 
The atoms of dictionary are divided into h max sub-dictionaries that are used to represent h max layers of features, respectively. Each sub-dictionary D h contains q h atoms. Hence, the total number of atoms is given by q = q h × h max . In this study, all sub-dictionaries are initialized to the Gaussian random matrices, and they are trained successively.
For the first layer, the original training samples Z are directly utilized to train the sub-dictionary D 1 . The training process is composed of two stages. The first stage is sparse coding. The strategy for sparse coding in AMDL is presented in Fig. 3 . We primarily compute the inner product vector p in terms of D 1 and current residual r, and then find the maximum magnitude entry of p, denoted as p ω , where ω represents the index of the entry. As presented in steps 11-13 of Algorithm 4, we determine whether to exit the computing process by examining the condition p ω < β r 2 and a > 1. The former condition indicates that the remaining atoms of D 1 are not relative enough to the current residual. The parameter β controls the threshold, and a larger β makes it prudence for atom selection. By this condition, the number of selected atoms can be adaptive. The later condition guarantees that there is at least one atom selected for the current layer. After the determination, we update the support by = [ , ω], and compute the LS coefficients of sample z i with respect to the atoms supported by . Then, we update the residual and repeat the above steps until one of the termination conditions is reached. The second stage aims to update the atoms of D 1 . For this purpose, many updating strategies in existing batch DL methods can be employed, such as the MOD (step 4 in Algorithm 1) or the K-SVD (steps 4 -10 in Algorithm 2). For each layer, the two stages are alternately executed for t max times. Then, the objective samples are updated for the next layer of sub-dictionary, which is expressed as Z 
B. ONLINE AMDL
For online AMDL, all already-used atoms of sub-dictionaries are updated when a new training sample is input, and the sparse coefficient vectors {s h i } remain fixed. The implementation of online DL relies on the warm start of dictionary updating, which is generally achieved by the IsVs [48] . Hence, a set of IsVs are used for the warm start of sub-dictionaries, respectively. Fig. 4 presents the outline of proposed online AMDL scheme with h max = 3. Given a new sample, z i , the sparse coefficients with respect to the sub-dictionary of the 1 st layer, is first computed by using the strategy given in Fig. 3 . The obtained sparse coefficient vector s 1 i and the sample z i are employed to update the IsVs, expressed as
where
The IsVs F and G are then used for updating all already-used atoms of D 1 , and this problem is given by arg min
Previous study has proved that the above problem can be solved by alternately executing the following steps for each already-used atom [46] . . The sparse coding and dictionary updating processes are repeated for each layer, respectively, such that each sub-dictionary can be updated based on the current training sample.
C. DISCUSSIONS
Although the detailed processes of batch AMDL and online AMDL are different. Their key points that improve the conventional DL are similar, summarized as follows.
• Besides the features contained in the original training samples, the features contained in different layer of sample residuals are also considered, which are regarded as the objective samples for different layer of subdictionaries. Hence, more features can be utilized to train the dictionaries, comparing to the conventional DL scheme. Different layer of sub-dictionaries are trained successively. A specific layer of sub-dictionary is trained by using the corresponding layer of objective samples, and therefore, a dictionary will not influenced by other layers of features. This strategy can help to improve the performance of learned dictionary.
• For both batch AMDL and online AMDL, the numbers of selected atoms, i.e., the numbers of sparse coefficients, are not fixed for objective samples. Fig. 3 illustrates the strategy in which four termination conditions are used to determine the number of selected atoms. The conditions ''Enough iterative cycles?'' and ''The first iteration cycle?'' guarantee that at least 1 and at most a max atoms can be selected for each objective sample. The condition ''Residual small enough'' ensures the iterations can be terminated when the sparse coding of objective samples are enough accurate. Another condition ''Residual enough correlates to atoms'' determines the number of selected atoms by measuring the correlation between the remaining atoms and the residual, such that the under-fitting and over-fitting of sparse coding can be reduced. This strategy makes the sparsity adaptive to each objective sample. Benefiting from the above strategies, the performance of learned dictionaries can be improved, leading to more accurate CS reconstructions for images. For AMDL, the number of sparse coefficients for each training sample is related to the parameters h max and β. As is known to us, with the same sparse representation accuracy, smaller number of sparse coefficients is beneficial for CS reconstruction. Hence, 5: for i = 1 to ξ 6:
while a ≤ a max and r 2 >
9:
Compute the inner products p = D h T r; 10: Find the maximum magnitude entry of p, denoted as p ω , the index of which is denoted as ω;
11:
if p ω < β r 2 and a > 1 then 12: Break; 13: end if 14: Update the support by = [ , ω];
15:
Denote B = D h (:, ); 16: Compute the LS coefficient by c
Compute s h i by s h i ( ) = c; 18: Update the residual by r ← r − Bc; 19: a = a + 1; 20: end while 21 :
end for 23: Update atoms using the strategies given by existing batch DL methods, such as MOD or K-SVD; 24: end for 25: Update objective samples
to evaluate the performance of the learned dictionary, both the accuracy of sparse representation and the number of sparse coefficients should be considered. The effect of parameters in AMDL on the performance of dictionaries, and the advantage of AMDL on CS-based image reconstruction are discussed in the next section. Remark 1: Some existing DL methods also introduce the concept of ''multiple'', for example, the methods proposed in [41] , [43] , and [45] . However, these methods are essentially different from the proposed AMDL. For the method in [43] , the concept ''multiple'' reflects in the fact that the atoms and sparse coefficients are divided into the already-used ones and the unused ones. In this method, only the features contained in the original training samples are utilized. For the method proposed in [41] , the ''multiple'' means the learned 
2: for each input sample z i ∈ R n 3:
for h = 1 to h max 5:
7:
Compute the inner products p = D h T r; 8: Find the maximum magnitude entry of p, denoted as p ω , the index of which is denoted as ω;
if p ω < β r 2 and a > 1 then 10: Break;
11:
end if 12: Update the support by = [ , ω]; Update the residual by r ← r − Bc; 18: end while 19: Update
21:
for t = 1 to t max
22:
Update each already-used atom using F h and G h based on the strategy given in (11) and (12 
dictionary is composed of a set of sub-dictionaries, trained by the original samples and their residuals. However, this method does not isolate different sub-dictionaries. Thus, the sub-dictionaries belong to a same layer, and a subdictionary may be influenced by different layer of features. Additionally, for both the methods proposed in [43] and [41] , the number of used atoms for each training sample is fixed, and it can not be adjusted adaptively according to different samples. In [45] , the concept ''multiple layers'' is for the framework of deep learning. The sparse representation model in [45] is expressed as 
V. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, we provide the experimental results and analysis. The Berkeley dataset was employed for the experiments [50] . The experiments were organized as follows. First, we performed the experiments to explore the effect of parameters on the performance of learned dictionary. Second, we conducted CS reconstructions to compare the dictionaries trained by different DL methods.
A. EXPLORING THE EFFECT OF PARAMETERS
For this part of experiments, we first employed the training dataset to execute the DL processes using the batch AMDL scheme based on MOD and K-SVD, respectively. Meanwhile we also conducted the process using online AMDL. It should be pointed out that although the dataset was acquired at once, we utilized the training samples successively, in order to simulate real online learning. The initialized dictionaries were set to the Gaussian random matrices. The number of layers, h max , the maximum number of sparse coefficients for each layer, a max , as well as the number of iteration cycles, t max , were considered in this part of experiments.
1) NUMBER OF ITERATIVE CYCLES
First, we explored the effect of the number of iterative cycles. We set two experimental groups by considering different patch sizes. The parameters h max and β were set to 3 and 0.5, respectively. 78000 patches were selected from the training dataset, and they were vectorized as training samples. The patches were with the size of n 0 × n 0 , such that the size of training samples, n, was given by n = n 2 0 . For each group, all training samples were utilized for the AMDL process, the learned dictionaries were then used to compute the sparse representation of test samples. The test dataset contained 100 test images with the size of 480 × 320. The test images were divided into patches according to the size of dictionary D. The vectorization of a patch, denoted as x, was represented base on D by using the OMP algorithm. The maximum number of sparse coefficients for each patch was the same as that used in the training process. The peak signal to noise ratio (PSNR) was employed to measure the accuracy of sparse representation in terms of the original test image X and its sparse representationX, defined as
PSNR(X,X)
= 10 log 10
where X m is the gray level of the image X ∈ R n 1 ×n 2 . Higher PSNR indicates higher accuracy of sparse representation. The results are presented in Fig. 5 . The speed of convergence depends mainly on the strategy of dictionary updating. For batch AMDL based on the MOD and the K-SVD, the PSNR of sparse representation trend to be stable after approximate 4 − 6 iterative cycles. Similar to the standard ODL algorithm, online AMDL is also not sensitive to the number of iterative cycles, and a single iteration is found to be enough [51] . In the following experiments we set t max = 5 for all DL processes.
2) NUMBERS OF LAYERS
The maximum number of sparse coefficients, k max , is a significant parameter for the performance of learned dictionaries, and it has been widely studied [40] , [43] , [47] . In this study, we empirically suggest that 0.1n < k max < 0.2n. For AMDL, besides k max , the performance of learned dictionaries also relates to the maximum number of layers, h max , as well as the maximum number of sparse coefficients for each layer, a max .
In this part of experiments, 78000 patches derived from the training dataset were vectorized as the training samples. Two patch sizes, 8 × 8 and 12 × 12 were considered, respectively. For the size of 8 × 8, i.e., n = 64, k max was set to 12; and for the size of 12 × 12, i.e., n = 144, k max was set to 24. The parameter β was set to 0.5. We first fixed k max and evenly divided the sparse coefficients into different number of layers. For each h max , the batch AMDL and online AMDL processes were executed. The learned dictionaries were tested by sparse representation of all 100 test images. The PSNR of representation and the average actual number of sparse coefficients (AANSC) used for each training sample are summarized in Table 2 . Next, we used the learned dictionaries for CS reconstruction. Each patch was compressively sampled by a Gaussian random sensing matrix, and then reconstructed by the OMP algorithm. We compared the average PSNR of reconstructed images under different number of measurements. The results are presented in Table 3 . Table 2 demonstrates that both PSNR and AANSC of sparse representation improve as h max increases, regardless of the patch sizes. The improving trend of PSNR tends to be slow whereas that of AANSC rises rapidly. A large AANSC will reduce sparse level, resulting that a test image patch requires too many coefficients for sparse representation. Such learned dictionaries are detrimental to CS reconstruction, as an accurate reconstruction requires that the number of sparse coefficients should be far less than the number of measurements. Consequently, the performance of learned dictionary will first improve and then decline. This is also verified by the results in Table 3 , where the PSNR of CS reconstruction rises first and then falls as h max increases. Based on this part of experiments, setting h max = 3 ∼ 6 is found to be suitable for image samples.
3) PARAMETER β
For AMDL, the parameter β controls the threshold for quitting the iterative cycles in sparse coding process. A larger β will accelerate the termination and reduce the expected VOLUME 7, 2019 number of sparse coefficients. To explore the effect of β on the performance of learned dictionaries, we conducted the AMDL processes with different β. The learned dictionaries were employed for sparse representation and CS reconstruction of test dataset. The size of image patches was set to 8×8. h max , a max and t max were set to 3, 4, and 5, respectively. The used training samples, test dataset, and other experimental settings were the same as those used in the previous part of experiments. The results on sparse representation of test dataset are provided in Table 4 . There is a constant decrease of AANSC with the rise of β. On the other hand, the PSNR of sparse representation of test dataset shows an increasing trend before it falls. Specifically, when β rises from 0.1 to 0.4, the PSNR increases 0.57dB, 0.42dB, and 0.33dB for AMDL-K-SVD, AMDL-MOD, and online AMDL, respectively, benefiting from the reduction of redundant sparse coefficients. Besides, the number of used atoms is also reduced, leading the improvement of sparsity. However, when β > 0.6, the PSNR starts to fall obviously. This is because over-reduction leads to inadequacy of used atoms.
Next, we employed the learned dictionaries based different β for CS reconstruction. Other experimental settings were the same as those introduced in Subsubsection V-A.2. The results are presented in Table 5 . Consistent with the results presented in Table 4 , β that is too large or small will reduce the CS reconstruction accuracy. We empirically suggest 0.5 ≤ β ≤ 0.6 for natural images.
B. COMPARISON ON IMAGE-BASED CS RECONSTRUCTION
In this part of experiments, we compare different DL methods by performing CS-based image reconstructions. We first selected 78000 image patches with the size of 8 × 8 from the Berkeley training dataset. The vectorizations of the patches were used as training samples. We employed the dictionary updating strategies in the K-SVD, the MOD, and the ODL for both the AMDL scheme and the standard DL scheme. Besides, two recent DL methods proposed in [43] and [41] were also involved for comparison. All dictionaries were initialized as the Gaussian random matrices, and the initialized dictionaries for each method were the same. For all methods, the maximum number of iterative cycles, the maximum number of used atoms for each sample, and the number of atoms of a dictionary were set to 5, 12 and 192, respectively. For AMDL-based methods, parameter β was set to 0.5, the number of layers was set to 3, and therefore, the maximum number of used atoms for each layer was set to 4. For the method in [43] , the K-SVD was used as the baseline method. For the method in [41] , the number of subdictionaries was also set to 3, in order to be consistent with the AMDL-based methods. The learned dictionaries were used for CS reconstruction of 100 test images. The reconstruction setup for each compared dictionary was the same, summarized as follows.
• Each test image was divided into a set of patches with the size of 8 × 8. The patches were then vectorized as original signals with the size of 64 × 1.
• For each original signal x, a Gaussian random matrix with the size of m × 64 was generated as the sensing matrix, where the sampling ratio was defined as m 64 . The measurements were obtained by y = x.
• The signal was reconstructed by using the OMP algorithm based on different dictionaries obtained in the DL process. Two termination conditions were set for the iterations in the OMP. First, the number selected atoms reached min{m, k max }, and k max was set to 12. Second, the residual of y, expressed as r, satisfied r 2 < ρ y 2 , where the parameter ρ was set to 10 −4 . More details of the OMP can be found in [7] .
• The reconstructed signals were reshaped as patches, and the patches were rearranged into the reconstructed images according to their original positions.
• The sampling ratios of 0.1, 0.3, and 0.5 were considered, respectively. For each sampling ratio, Two metrics, the PSNR and the structure similarity (SSIM) [52] , were employed to evaluate the reconstruction accuracy of each test image. The SSIM is used to compute the average spatial structure consistency between the original image and the reconstructed one, defined as
where µ x and µx denote the means of X andX, respectively; σ 2 x , σ 2
x
, and σ xx denote the variances of X,X, and their covariance, respectively. λ 1 and λ 2 are constants that are given by λ 1 = 0.01X m and λ 2 = 0.03X m . Higher SSIM indicates higher performance of reconstructed image.
• To eliminate the effect of stochastic factors on results, we repeated each trial for 50 times and calculated the average PSNRs and SSIMs, expressed as ω i and υ i , respectively, where i denotes the ordinal of test image, i = 1, 2, · · · , 100. Finally, the minimum, the maximum, and the average values of {ω i } and {υ i } were calculated for comparison.
The results are presented in Tables 6 and 7 . Obviously, the methods under the AMDL scheme lead to better reconstruction accuracy, regardless of the sampling ratios and the metrics. Comparing to the standard MOD, K-SVD, and ODL, the methods in [43] and [41] bring modest improvements on the PSNR and SSIM of reconstructions. However, they still can not compare with the AMDL-based methods.
The improvement from the standard DL process to the AMDL is also indicated in Figs. 6 -8. It can be noted that the dictionaries learned under the AMDL scheme lead more accurate reconstructions, regardless of test images and sampling ratios. Among the three baselines, the K-SVD acquires the most improvement from the proposed scheme. The reconstructions based on the AMDL-K-SVD are approximate 0.1 -0.3 higher than those based on the standard K-SVD, measured by SSIM. For MOD and ODL, the improvement of reconstruction accuracy is approximate 0.1 -0.2. The superiority of AMDL is more obvious under the low sampling ratio, benefiting from the multilayered dictionary and reduction of over-fitting of sparse representation. This is mainly because the significant features of original images can be accurately represented by only a few atoms.
We also provide the visual comparison in Figs. 9 -11 by randomly selecting a trial where three reconstructed test images under different sampling ratios are displayed. Consistent with the results indicated in Tables. 6 -7, the reconstructed images based on AMDL are more accurate than other methods. The advantage is also more obvious under the lower sampling ratio.
VI. CONCLUSION
We proposed a novel DL scheme named AMDL, aiming to utilize different layer of features during DL process, and to adaptively determine the number of used atoms for each training sample. We verified the AMDL scheme could be applied in both batch DL and online DL. By using the proposed scheme, different layer of features of training samples could be utilized, and the under-fitting and over-fitting of sparse representations could be reduced. We also analyzed the effect of parameters on the performance of learned dictionary and provided appropriate values for parameter selection. Experimental results on CS-based image reconstruction demonstrated the superiority of AMDL over the standard DL scheme.
Future work could address on the following issues. First, in this study, all learned dictionaries are initialized as the Gaussian random matrices. The feasibility and performance of AMDL based on other types of initializations need further exploring. Second, Besides CS, the usage of AMDL on other applications, such as target recognition and image denoising, is also valuable for further study.
