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0. INTRODUCTION 
0.1. The Dirichlet Dimension and the Two Main Theorems 
Let G be a simply connected real nilpotent Lie group and let L be its Lie 
algebra. I shall denote L, = L and L,, , = [L,, L] (k = 1, 2,...). I shall also 
denote 
d=d(G)=d(L)= f kdim.(L,/L,+,). 
k=l 
d will be called the Dirichlet dimension of G. 
Similarly let H be a finitely generated discrete nilpotent group. I shall 
denote H, = H, Hk + 1 = [Hk, H] (k= 1, 2,...) and 
d(H) = f k rank (Hk/Hk + , ). 
k=l 
Let X, ,..., xk E L and let us assume that (X, mod[L, L]; j= I,..., k) span 
L mod[L, L] (over R). The A’,% will be identified with left invariant vector 
fields on G. 
In this paper I shall prove: 
THEOREM 1. Let G and X1,..., xk be as above and let us assume that d = 
d(G) 2 3. Then there exists C > 0 such that 
Ilf II Zd/(d--2)G c i llx,fll2; Vf e C,“(G). (0.1) 
J=1 
THEOREM 2. Let G and X, . . ’ X, be as above. Then there exists C > 0 
such that 
Ilf I/d/(d- 1) G c 2 Ilxjfll 1 i vf~C;(G), (0.2) 
J=l 
where d= d(G) 2 1 is the Dirichlet dimension of G. 
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All the Lp norms are, of course, taken (here and throughout) in 
LP(G, d Haar). 
Remark. For some groups G, d = d(G) is the only real number for 
which Theorems 1 and 2 hold. On the other hand there exist choices of 
G, X, ,..., X, for which this is not the case (cf. 7, Theorem 4).’ 
0.2. Consequences of Theorem 1 
Now let G and X1,..., X, be as in Section 0.1 and let 2 = -ET=, Xj be 
the 2nd order differential operator on G; also let eerY be the sub- 
markovian semigroup obtained by appropriately closing the Dirichlet form 
(cf. [ 1, 21): 
&=(&It f) = (ai f), .f~ G-(G). 
[( *, .) indicates of course the scalar product in L’(G).] 
In the terminology of [4], Theorem 1 simply says that 
dim(e-““) = db 3. (0.3) 
The main consequence of (0.3) and the abstract “Moser iteration” as 
developed in [3-51 is that there exists some C > 0 such that 
Ile-f~fll x < Ct - di211fII l ; V,~E L’(G). (0.4) 
Observe that (0.4) holds also (trivially) for d=O, 1, 2 for then Gr (0). 
R, R2. 
From (0.4), a “Hardy-Littlewood” theory on Q can be easily be 
developed. All this was explained in detail in [4]. 
Now let H be a discrete finitely generated nilpotent group and let 
Tar(H) be the subset of torsion elements of H. It is then a well-known (and 
easily verifiable (cf. [6]) fact that Tar(H) is a finite subgroup of H. By the 
Malchev theory (cf. [7]) we can therefore identify the group 
R= H/Tor(H) as a discrete subgroup of some simply connected (real) Lie 
group G, R c G, in such a way that the manifold G/R is compact. From 
the general theory as developed in [S] (cf. also [9]) we obtain thus (we 
use here the fact that Tor H is finite and the easily verifiable fact that 
d(H) <d(G)): 
THEOREM 3. Let H be as above and let p = FE P(H) be a symmetric 
probability measure on H such that Gp(supp p) = G. We have then 
suppY(g})=W d12), 
where d = d(H) and where p” indicates the nth convolution power ?f p. 
’ Nofe added in proof. In [29] I give a generalization of the above theorems on an 
arbitrary Lie group. 
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0.3. Non-simply Connected Groups 
Let G be a connected real nilpotent Lie group that is not assumed to be 
necessarily simply connected. It is an easy matter to verify then that G con- 
tains Kc G a central compact subgroup such that G/K = G is simply con- 
nected. Let me denote by d= d(c) the Dirichlet dimension of G and, to 
simplify matters, let me assume that d> 3 and that X, ,..., X, are left 
invariant vector fields of G that spun ‘Y’,(G) (g E G). The conclusion then is 
that there exists C > 0 s.t. 
Ilf II (2d/(d-2)) 6 c c Ilqfll2; f l COm(G). (0.5) 
I=1 
Equation (0.5) is a consequence of a more general fact: 
Let G be a nilpotent Lie group let Hc G be a closed normal subgroup. 
Let us assume that it satisfies a “Dirichlet estimate of dimension m” and 
G/H satisfies a “Dirichlet estimate of Dimension n.” Then G satisfies a 
“Dirichlet estimate of Dimension m + n.” 
In fact the above groups do not have to be nilpotent and Z-Z does not 
have to be normal for the above result to hold. I shall not explain here 
what I mean by “Dirichlet estimate of dimension x.” The interested reader 
could look at [lo], where I examine the above situation in detail for dis- 
crete groups. 
0.4. Random Walks on Lie Groups 
Let G be a connected unimodular Lie group, let X1,..., X, be a basis of 
the Lie algebra of G, and let f~ L”(G) be such that supp f is compact 
f(g)=f(g’)>O (VgEG) and JGflg)dg=l. I shall denote by e-t9 the 
heat diffusion semigroup on L2(G) generated by the “Laplacian” 2’= 
-Jf+q- . . . - X,. We have then: 
PROPOSITION. Let G,f ande- I9 be as above. For every real m 2 0 the 
following two conditions are then equivalent: 
(i) There exists C > 0 s.t. 
Ile’~~Il,~~t~“~211gll~; t 3 1, g E C,“(G); 
(ii) sup,..f”(g) = O(n-m/2), wheref” = f*f* ‘.. *f is the convolution 
power off: 
Unimodularity was imposed here only for convenience (so that, e.g., Y 
is then formally self-adjoint without any problem). A version of the above 
proposition holds without that hypothesis. 
The above propositions combined with (0.4) clearly gives information on 
random walks on nilpotent Lie groups. 
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The proof of the above proposition follows from the methods developed 
in [3,4, 1 l] but also involves some new ideas, cf. [29]. It would take too 
long, however, to give the details here and, more to the point, it would lead 
us to considerations outside the main trend of this paper, I shall therefore 
content myself with giving only some simple indications of how the proof 
goes: 
Let 
QAR ~)=~~~/(x?‘l)lu(*)-~(~)l~~~d~; cp~c,"(G). (0.6) 
Q, (with f E L" as in our proposition) is the Dirichlet form that generates 
the semigroup T, = e ‘(MJ- ‘) where M, is the operator: “convolution by $” 
It is clear that there exists iome C > 0 such that 
QAR cp) Q CQ.A(P, cp) Vg E CF( G). 
From this and the general theory of [3,4, 291 the implication (ii) S. (i) 
follows. 
Now iet JJ((X, y) be the heat diffusion kernel (i.e., the kernel of the 
semigroup e - lY of G. By general theorems (e.g., cf. [ 121) it follows that 
there exists C > 0 s.t. pl(x, y) < C exp( -d*(x, y)/C), where d indicates the 
Riemannian distance “behind” the Laplacian P’ (i.e., (grad $1 for that dis- 
tance is (1 IXj$12}1/2). From this it follows that there exists some C > 0 
+1x) = p,(e, x) < Cd= x(x) 
(e’= 1 +s+ (f/2)2+ ‘.. in the “convolution” sense). The conclusion is 
that (with the notations of (0.6)) we have QIL < CQ,. 
If we apply the general theory again [3,4,29] we conclude that 
(i) * (ii). 
1. THE STRATEGY AND THE INGREDIENTS OF THE PROOFS 
The proof of Theorem 1 is done by induction. I shall clarify here the 
step-up procedure of the induction. 
Let G be a simply connected Lie group; let L be its Lie algebra. I shall 
assume that Lp+ 1 = (0) and 
O#Z=[X,[X*,...,X,]~~~], X,EL (j=l...p), 
is a non-zero central vector field (p > 1). Let XP+ 1,..., Xk~ L (k 30) be 
such that the fields X1,..., X, E L span L (mod[L, L]). Let me also denote 
by H= (P; t E rW }c G the one parameter subgroup generated by Z, H is a 
closed subgroup. Let n: G -+ G/H be the canonical projection and 
x-, = dn( A-,) (j = l,..., k). 
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We have then: 
THE STEP-UP PROPOSITION. Let G, X, ,..., X,, Z, and H be as above and 
let us assume that p > 2 and that there exists m > 2 and C > 0 such that 
Ilf II 2m,(m-2)G c 2 Il%fll2; Qf E C,m (G/H). 
J=l 
Then there exists Cl > 0 such that 
Ilf II 2(m+p)/(m+p-2)GC1 5 IlxJflh; Qf E C,"(G). (1.1) 
J=l 
The above proposition will be the main step towards the proof of 
Theorem 1. To be able to finish the proof of Theorem 1 we just have to use 
induction over the dimension of the group and the obvious fact that 
Theorem 2 holds for all at most two-step nilpotent groups (indeed such a 
group has a natural dilation structure and therefore p,(e, e) = Ct Pdi2, where 
p, is the kernel of e-j9 for an appropriate 9). 
Here is the inductive step: 
Let G be as in Theorem 1. Observe that if dim(G) < 3 [dim G = dim,L] 
then G is at most two-step; we may as well assume therefore that G is not 
two-step and that dim(G) > 4. There exists then X, ,..., A’,, p > 3, such that 
dim(G/H) 2 3 (where Z and H are as above). By the inductive hypothesis 
the theorem holds for G/H and by the above proposition we can deduce it 
for G. The inductive step follows. 
Remark. The above inductive procedure can easily be modified (cf. Sec- 
tion 3) so that the “beginning” of the above induction is always R” (n 2 3) 
and not a general at most two-step nilpotent groups. 
The Relation between Theorems 1 and 2. 
Logically speaking, Theorem 2 contains Theorem 1. Indeed it suffices to 
apply Theorem 2 to f U (0 d f E C?(G)) for an appropriate a > 0 and to use 
Holder to obtain Theorem 1. 
Here we shall proceed the other way around: 
In Section 2, I shall prepare the way for the proof of Theorem 1. 
In Section 3, I shall give the proof of the step-up proposition of Sec- 
tion 2.1 and thus also of Theorem 1. 
In Section 5, I shall develop the other ingredient that will be needed for 
the proof of Theorem 1. This will be a Harnack type of estimate with a 
constant that is uniform with respect to appropriate parameters. 
In Section 6, finally, a proof of Theorem 2 will be given with the help of 
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Theorem 1, the above Harnack estimate, and the use of a “co-area” for- 
mula (cf. [ 131) that I shall develop for the occasion. 
In Section 4 I shall give an alternative approach to the entire procedure 
and, in Section 7, I shall elaborate on the remark at the end of Section 0.1; 
Section 7 depends on Section 4 but nothing else does. So the rest of the 
paper and the proofs of the Theorems 1 and 2 can be read without Sec- 
tion 4. 
2. PRELIMINARIES TO THE PROOF OF THEOREM 1 
2.1. Sub-Laplacians and Their Fractional Powers 
Let M be a P-manifold, let X1,..., X, be C” (real) vector fields on M, 
and let d Vol be a smooth measure element on M for which each field is 
“antisymmetric” i.e., j,,,, (X,cp) I+G d Vol = -fM (p(X,$) d Vol cp, Ic/ E C,“(M). 
Alt: div X, = 0 (j = l,..., k). 
I shall consider 9 = -(g + . . . + x’,), which is then a formally self- 
adjoint non-negative differential operator on M and I shall denote by 
Q,(hf,=(Wif,= i: IIW:; fe C,"(W 
/=I 
the corresponding Dirichlet form. The above form will be extended to its 
natural domain Vc L*(M), which is the completion of C,“(M) with respect 
to the norm (1 , 112+Q”‘(., .) (cf. [l, 21). I shall denote by A, and by 
T,=e-‘” the infinitesimal generator and the semigroup that corresponds 
(cf. [l, 2-j; A, is a self-adjoint closure of 9 and V= Dom(A’&*). We can 
then define A$ = jr Ap dE, (p E QZ), where {E,; E. > 0} is the spectral family 
of A,. It is clear that Dom(AO,)E Dom(A$), O< p <a, and that the 
inclusion is dense for the graph norm. By the above construction it follows 
therefore that C?(M) E I/E Dom(A$*), 0 < p < 1 (densely). 
For l<p<k let 9”= -(g+ ... +x’,) and let A,, be the 
corresponding self-adjoint extension as above. Also let v’ = Dom(A$?) be 
the domain of the corresponding Dirichlet form. 
We have then 
LEMMA. For every O<PG 1 and f~ C,“(M) we have (Ap,,f;f)< 
(A$:,f,f). 
This is but a special case of a well-known fact, namely, that for two s.a. 
operators A, B we have O<A <B=z-O<AP<P (O<p< 1) (cf. [lS]). For 
the convenience of the reader here is a proof: 
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It is evident from the definition that Vc v’ and that 
ttn+A,.)f,f)~ttI+A,)f,f); 22 0, f~ Dom(Ag*). 
But for A > 0 by a standard argument [(B-lx, x)* = (B-lx, AA -lx)* < 
(B-lx, AB-lx) (A -lx, AA -lx) < (B-lx, BB-‘x)(A -lx, AA -lx), A = 
l+A,,, B = A+ A,; provided that B-lx E Dom(A”‘), which is certainly 
the case if B-‘XE Dom(B”*), i.e., XE Dom(Be3j2) = the whole space] it 
follows that 
ttn+A,)-tf,f)Btt1+A,,)-‘f,f); VfE C,“(M). 
Integrating the above inequality agains (A - ~)-~d,l from E > 0 to co we 
deduce that 
(t~+A,)-~f,f)~(t~+A~,)-~f,f); ~>0,0<p<l,f~C~(G). 
By the same argument as before we deduce that 
tt& + AyYf, f) G ((6 + AYE f); vfEC,“(M),O<p<l. 
By elementary spectral theory letting E + 0 we obtain our Lemma. 
2.2. The Fibration of the One-Dimensional Sub-Laplacian 
Let G be a connected unimodular lie group, let X be a left invariant vec- 
tor field on G, and let H= {efX; t E IR} be the one parameter subgroup that 
it generates. I shall assume that H c G is a closed subgroup and I shall 
denote by d,u(i) (a E G/H) the measure on G/H that is defined by the stan- 
dard disintegration 
jof(g)dg=jo,~(jxf(gh)dh)d/W; fEC,“(G). (2.1) 
Let fEC,“(G) and gEG, I shall denote then f,(t)=f(ge’“)EC~(R) 
(t E R). With 9 = -X2 I shall denote by A, = A, the self-adjoint operator 
defined on L*(G) in the previous section. It is evident that 
(A,f )(ge’“) = (Af,)(t); gcG,tERfEC:(G), (2.2) 
where A will denote here the self-adjoint extension of - d*/dt* on L2( R; dt) 
obtained (just as in the previous section) from the Dirichlet form 
J’: If’(t)l*dt on R. 
From (2.1) and (2.2) it is then clear that 
IlAY*f II: = j-,H Il~“2s,I&oa~ 44i); f E C,“(G). 
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I shall need the more general fact 
gEgEG/H;O<p~l,fEC,“(G), (2.3) 
where Ap, and Ap, the fractional powers of the corresponding operators, are 
defined by spectral theory as in the previous section. 
Indeed if I use B a “Bore1 section” of G -+ G/H (cf. [ 193) I obtain an 
identification of (G; dHaar) with (H; dHaar) x (B; dp(b)), where &(h) 
(b E B) is the measure that corresponds to &(i) in the identification of B 
with G/H. This implies that we can identify L*(G) with L*(R) @ 
L2(G/H, &). Because of (2.2) A, can then be identified to A @ I. Equation 
(2.3) then becomes evident. (Observe that (2.3) holds for any PE@.) 
For our purposes G is as in Section 0.1 and XI$ [L, L J. The cross sec- 
tion B can then be taken to be a closed subgroup (cf. [30, Theorem 3.18.21). 
The use of the Bore1 cross section can be avoided by an alternative 
proof: 
Let (T.,,f)(ge’x) = (eesdf,)(t) (ge G), t E R’f E C,“(G)). T, is then a sub- 
markovian semigroup on L2(G) and by (2.2) we see that its Dirichlet form 
Qr satisfies QT((p, cp) = (A,cp, cp) (Vcp E C,“(G)). It follows that T, = epJdx. 
[Indeed the space WC L2(G) of functions f s.t. f, E P(lR), g E G, and 
(dk/dtk) f,l,zoEL2(G) (k=O, 1) is a subspace of Dom(Ay*); therefore, by 
the above remark, W is a subspace of Dom(Q.). But W is dense in 
Dom(Q,) since T,yfE W (s>O; f EL’).] 
By the subordination principle (cf. [20]) we deduce that 




(cf. [l]) we obtain (2.3). 
Observe that this second proof only works for 0 < p < 1 
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2.3. The Hiirmander Lemma 
Here G and X will be as in Section 2.2. I shall introduce the following 
norms: 
These are slight modifications of the norms introduced by L. Hormander in 
[16]. These modifications are in the spirit of [17, 181. 
For every 0 < p < 1 there exists then C > 0 such that 
C-‘W2fl12 G llfllx,p G Cl14g2fl12; f E G?(G). (2.4) 
Indeed the formula (2.3) reduces the proof of (2.4) to the well-known (and 
trivial: use Plancherel) formula 
The key of our proof in the next paragraph is the following: 
LEMMA. (Hormander). Let G, X1,..., X,, ZE L be as in the step-up 
proposition of Section 2.1. Let O<s,< 1, j= l,..., p, and l/s= 
l/s, + ... + l/sp. There exists then C > 0 such that 
llfll z,s d c f VII x,,s,; VIE C,“(G). 
J=f 
An immediate consequence of the above Lemma with s, = 
s2= *.- = sp = p and of the Lemma in Section 2.1 and (2.3) is that with the 
same notations as above and 9 = -(Xj + . . . + X,) (and A, and A, as in 
Sections 2.1, 2.2) we have 
I14!2kfl12 G W$2fl12; O<p<l,feC,“(G). (2.5) 
For the convenience of the reader I shall outline below the proof of the 
above Lemma (which is an obvious modification of the proof given by L. 
Hiirmander in [ 161). 
The Algebraic Formula (Hiirmander [ 16, p. 16&l 631). Let Q be an 
associative algebra that satisfies the “identical relation” 
[X,[X2...Xp+,].“] =o; x1 >..., xp + I E Q 
for some fixed p > 1 (as usual I denote [x, y] = xy - yx~ Q). By a 
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systematic use of the Campbell-Hausdorf formula Hormander proves the 
following fact: 
For every choice of 4 r ,..., tP E Q there exist m B 1 and 1 < i, , i2,..., i, 6 p 
such that 
exp(tt) = fi exp( f t,t,), t,E 58 
,=l 
t = t, ’ t,, 4 = c~Ict*Y.~ <,I ... I. 
(2.6) 
In the above formula we denote 
exp(tx)= 1 + Ix+?+ ... eQ[[t]] 
(= the formal power series over Q) and (2.6) has to be interpreted as an 
identity in Q[[t,, t2 ,..., t,]] (= the algebra of formal power series in p 
variables). 
A simple application of the above formula to the universal enveloping 
algebra of the Lie algebra of G implies that with the notations of the 
Lemma we have 
(the above prodt+cL is a product of group elements in G). 
For every j= l,..., k let me then denote by S,(t): L2(G) + L’(G) the 
unitary operator [S,(t)] f(g) = f( ge’q); let me also define S, analogously. 
It follows that 
S,( t l’s) = fi Sl,( + t “sy, 
,=I 
where n indicates the product of operators (and where in fact we have to 
reverse the “order” of the product as we read the operators; but this makes 
no difference). 
We conclude therefore 
m-1 
llSz(Wf-“f-II*= c ll~,,~,;~~~,,f-~,;~~~~,~,,+,fll~ 
,=o 
G c f IIs(t”~z)f-fl12. 
,=I 
If I square the above estimate then integrate it with respect o dt/t3 (from 0 
to co), I obtain the proof of the Lemma. 
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3. THE PROOF OF THEOREM 1 
In this section I shall give a proof of the step-up proposition. For the 
proof I shall use a method that I have learned from Sam Drury [ 143. This 
method consists in using mixed norms to obtain Sobolev and Dirichlet 
inequalities in product situations. 
The mixed norms that are used are the ones that are associated with the 
fibration G + G/H (H, and the rest of the notations here, are as in the 
statement of the step-up proposition of Section 1) 




G/H H ) i 
UP 
& ; f~C,"(G). 
Observe that the subgroup H is now central; therefore the measure &(g) 
of (2.1) is just a normalization of the Haar measure dg of G/H. 
Let f E C,“(G) and let 





fg(4=f(@3 gEG, AER. 
We can then normalize the Haar measures involved in such a way that 
F(i) = llfg(* )IIL2(R). 
For an arbitrary left invarient field X on G and g E G we have then 
where k= dn(X) (with rc: G --t G/H) and where in the first and third step of 
the above relation I have used the fact that 2 is central (The above d/dt is 
taken at t = 0). From the above and the inductive hypothesis of the step-up 
proposition we deduce that 
i 
Ilf )(LZm/(m-2)(L2j = l(FlILW(m-2) G C f llk~Fl12 
,=l 
! GC i Il~,fI12=w~2fl12; vfcC,"(G), (3.1) J=l 
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where as usual 9 = -g - g - . . . - Xz, and A, is the s.a. closure of 9 as 
in Section 2.1. 
Now let 0 < p < 1 and l/q = I-- p/p. By the classical Hardy-Lit- 
tlewood-Sobolev theorem in R and the same notations as above we then 
have 
Ilf(gh)ll.q,,= Ilfg(911uclw,~ Wp’2pfgll~~ gE G, f E C,“(G). (3.2) 
A use of (2.5) then gives 
llfll LQ.I) G WSi2f IILqcp (3.3) 
It is worth noting that the implicit use of (2.3) with X= Z, that is made at 
this point, can be avoided. 
Standard interpolation (cf. Appendix) between (3.1) and (3.3) gives 
Ilf II L’(G) = Ilf II L’(Lr) G W$211 2; C,“(G) 
as soon as 
and or=8+(1--8)~ (O<e<l). These equations give @=pm/(p+pm), 
a = Cm + P)(P/(P + pm)) and 
In other words we have (by appropriately choosing 0 < p < 1) 
Ilf II ~~p+m~/~p+m-~Za~~~aIl~~2fll~~ O<a<l;fEC~(G), (3.4) 
where C, > 0 depends on a but is independent off: 
The final step of the proof will consist in showing that the estimate (3.4) 
is in fact valid in the larger range 0 <a < 4 (m + p). This proves the 
proposition because for a = 1 the estimate (3.4) is equivalent to (2.1). To 
complete this last step I shall use the abstract Hardy-Littlewood theory 
that I developed in [3,4]. 
Indeed let me denote A = A112. The estimate (3.4) for a = 4 then says, in 
the terminology of [4], that 
dim(e-‘A)=2(m+p). 
By the theory developed in [4] it follows that 
A -812. ,52 + LY; 2<q< +cc 
580.66,3-IO 
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is a bounded operator for l/q = 4 - B/2(m + p). But A --PI2 = A-v/2 and 
l/q = t - yl(m + PI. 
We can clearly set 0 < y < 4 (m + p) and our assertion follows. 
Remark. If we use the inductive procedure of Section 1.1 we can bring 
down the Theorem 1 to IX” (n > 0). The danger there is that if n =O, 1,2, 
we would not know how to start the induction, since then d(R”) = n = 
0, 1, 2, and the Theorem 2 is false (or meaningless). 
It is easy, however, to deal with this difficulty. We simply cross G with 
R3 and consider G = G x R3. It is trivial then to see that Theorem 1 holds 
for G if and only if it holds for C? (cf. [3, 5, 81, where I have used this 
device many times over to deal with the low dimensions d= 0, 1, 2). 
4. THE ONE PARAMETER FAMILY OF LIE GROUPS: 
AN ALTERNATIVE PROOF OF THEOREM 1 
4.1. The Lie Algebra 
In this Section I shall fix once and for all E an n-dimensional real vector 
space. I shall also fix I,, l2 ,..., ,, I E E a basis of E and some normalization of 
the Haar measure (i.e., Lebesgue measure) on E. 
I shall consider L a fixed nilpotent Lie algebra structure on E so that 
where ai E R are the structure constants. I shall denote by E, = E and 
E m+ I = [E,, E] (m = 1, 2,...). I shall furthermore assume that 
0 = n, -c n, < . . . < nP -c . . . 
is a sequence of integers such that for p > 1 
IjEEp; j=n,-, + 1, nppl +2,..., nP (4.1) 
and such that the vectors in (4.1) are a basis of E,, (mod E,, 1). 
I shall denote by G the corresponding simply connected nilpotent Lie 
group and I shall identify E with the space of left invariant vector fields on 
G. I shall denote by Exp: E + G the corresponding exponential mapping 
and by Exp “(5) = h [where for F, any continuous mapping, P will denote 
throughout the induced mapping on Radon measures]. 
It is a key and non-trivial fact (cf. [21, Sect. II, 11) that h is a left and a 
right Haar measure on G. 
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4.2. The One Parameter Family of Lie Groups 
For every 0 # t E R I shall denote by 
cpi: E-+E 
the linear mapping that is determined by cp,(l,) = tkcJ’lJ, where 
k(j) = P; p = 1, 2,..., j=n,-, + l,n,-, +Z...,n, 
I shall define L, the Lie algebra structure on E determined by 
cx, YIL,=%r(CK1(4? cp?(YL~. 
I shall denote by G, the simply connected Lie group that corresponds to L, 
and by Exp,: E -+ G, the corresponding exponential mapping. 
There exists then a well-determined group isomorphism $,: G -+ G, for 
which the diagram 
E&E 
is commutative. This is simply because q,: (E, L) + (E, L,) is, by 
definition, a Lie algebra isomorphism. 
We have then (straightforward verification based on the previous com- 
mutative diagram and the fact that Q,(t) = tmd(() where d = Dirichlet 
dimension) 
(@J’(h)= t+Exp;(c)= tP’h,; t#O). 
For convenience I shall identify throughout, as I may, L, , G, , Exp, , h, ; 
with L, G, Exp, h. 
4.3. The Dirichlet Forms and the Semigroups 
For every t # 0 I shall denote 
X;” = d Exp,( I,); j = 1 , 2 ,..., n. 
These will be identified with a left invariant vector field on G, (denote: 
X,“’ = X,). 
QtCLf )= 2 s I~;“(f)12dk; .fe Ct?(G,)> 
J=l 
where h, = Expr(<) as before. Qt can be extended to define a Dirichlet form 
on L2(G,, h,) (denote: Ql(f, f) = Q(f, f )). Now let 
4,: C,“(G,) -+ C,“(G); tfo 
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be the induced mapping 
Cdt(f)l(g) =fC$t(g)l; 
We have then 
f~ C,“(G,), gg G. (4.2) 
QlI@tU->, @O-)1 = f-d+2Qt(f, ); 0 # t, f E C:(GJ. (4.3) 
This is again a straightforward verification based on the fact that 
tW’)f)(@,k)) =X(4 J J f (f))(g); gEGSECr(G,) 
(observe that it is enough to verify the above for g = e). For every t # 0 the 
above gives us a Dirichlet space (G,, h,, Q,) in the sense of Beurling-Deny 
(cf. [l, 23). We obtain thus (cf. [l, 21) a submarkovian semigroup (TF); 
s>O) 
T:‘): (L’ + L”)(G,, h,) + (L’ + L”)(G,, h,) 
(denote: Tjl) = T, s > 0). We have also a mapping 
4,: (15’ + L”)(G,, h,) + (L’ + L”)(G, h) 
defined by the same formula as above (4.2). We have then 
Tj” = @,- 1 o T,-2s o @,; s>o; t#o, (4.4) 
where both sides are considered as submarkovian operators on 
L’ + L”(G,). This again is a straightforward verification based on the fact 
that (by (4.3)) the two sides of (4.4) define (symmetric) submarkovian 
semigroups that have the same Dirichlet form on the Hilbert space 
L*W,; h,). 
I shall denote by 
Pp)=z/Om> s2J4” : T(t) &. ) s>o, t#O (4.5) 
the corresponding Poisson semigroups defined by the subordination prin- 
ciple (cf. [20]) (denote: Pi’)= P,). We clearly have then (by (4.4)) 
P$I)=fj,o P,-,,oij3t; t>o. 
4.4. The Poisson Kernels 
The Poisson semigroups in the previous section are induced by a sym- 
metric kernel 
Pl’)f(x) = j 4% Y).KY) h(y); f~ G’(Gt), XEG, 
GI 
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[denote: qjl)(x, y) = qs(x, y), s > 01. The hypoellipticity of the operator 
a*/a? + (x(,1))* + . . . + (X$))* on [w x G, [this is Hormander’s theorem (cf. 
[ 16])] implies that for every fixed t # 0, x0 E G,, qjl)(x,, y) E Cm( R + x G,), 
so by a straightforward verification we see that we have 
qs’W,(x), @,(Y)) = ~-dq~-dx~ Yh 
4.5. The Limiting Case t = 0 
t, s > 0; x, y E G. 
Let n,-,<i<n,, n,-,<j<n,, p,q>l; it is then clear that 
Cr,Y &EJq+, and that (cf. Section 4.1) 
[li, Z,lL,= C a:,,tk”‘-p-Yl,. (4.6) 
r>np+q-1 
If I set t = 0 in (4.6) I obtain a new algebra structure Lo on E that is not 
necessarily g to L, (t # 0) and which is sometimes called the graded 
algebra that corresponds to the filtration E = E, 3 E, 3 . . . . 
Lo can be thought of as the limiting case (in an obvious sense) of L, as 
t + 0. 
To Lo there corresponds Go a simply connected nilpotent Lie group. The 
quantities: Exp,, ho, Xj”), et c., can be defined as in Section 4.2 for this 
algebra structure Lo on E. 
4.6. The Family of Hypoelliptic Operators on R”r E 
In this section I shall use the basis {l,; 1 < j Q n} to identify E with R” 
and I shall denote by Q = {xe E = R”; 1x1 < l}, where (xl indicates the 
Euclidean norm on R”. 
I shall also define 
f;” = d Exp-‘(X,“)); j= 1,2 ,..., n, tE[W. 
It is clear that, with respect to Lebesgue measure 5 on R”, we have 
div WC’)=0 (j= 1 2 ,..., k; t E 03) simply because the same thing is true (with 
respeit to Haar measure) for the X,(Q’s. 
It is evident that for every t E R the operator 
9, = - (p’)* _ (j3’)2 _ . . . - (Jp)’ ni 
satisfies the Hiirmander condition (cf. [ 161). Also (this is the main point of 
the whole story) the above Hormander condition is satisfied uniformfy in 52 
for - 1 < t < 1. The above uniformity has to be understood in the sense 
that if M, is the n x n matrix that is used to pass from the fields 
(XJl); 1~ j< n) to the constant fields (a/ax,; 1 < j < n) then the coefficients 
of M, and xj’) stay bounded in an appropriate C(Q) topology and 
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- 1 < t < 1. Indeed from (4.7) and the Campbell-Hausdorff ormula we see 
that the dependence of the vector fields gj’) on t is real analytic in t E R (in 
fact, even polynomial, because of the mlpotency of the group) (cf. [21, 
Chap. II, Sect. 1.71). 
4.7. The Alternative Approach 
We first need to prove that 
sup 41”(X, Y) = O( 1) (t-0). (4.7) 
X.Y 
To see this we can use the volume estimate (7.2) and a reinforced variant 
of the Harnack estimates (5.1). These Harnack estimates do not have to be 
resealed (as in Section 5) but must instead be proved uniformly in 
- 1 < t c 1 for the family of operators a2/ds2 - 6p, (6f: is as in Section 4.6). 
It is the uniformity of the Hiirmander condition in Section 4.6 that allows 
us to do that. 
From (4.7) and Section 4.4 it follows then that 
sup qt(x, .Y) = o(t-d) 
KY 
(4.8) 
for t + co. To finish the proof of Theorem 1 it is the enough (cf. [4]) to 
prove that (4.8) also holds for t + 0. This last point is relatively easy to set- 
tle. Indeed we can use the volume estimate in Section 7, Proposition, (ii), 
and a reinforced variant of the Harnack estimates of Section 5. These Har- 
nack estimates are now needed only for the fixed operator a2/ds2 - 9 but 
have to be resealed as in Section 5. 
The interested reader will, I hope, be able to write the proof down using 
the above indications. 
5. THE HARNACK ESTIMATES 
5.1. The Resealing and the Free Group 
Let G; A’, ,..., X,, be as in Theorem 2. It is then an easy consequence of 
[25] thatforeveryxEGandxEQcGNhd.ofxinGwecanfindaC>O 
such that 
P-,u(x)l G Cu(x); j = l,..., k, (5.1) 
where (5.1) holds for every 0 < u E C”(O) that is a solution of the equation 
Yu = 0 (9 is here as in Section 0.2). 
I shall now examine the dependence of the constant C on x and Q. For 
that I shall first have to consider a very special kind of group. 
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Let G; Xi ,..., X, E L be as above. I shall say that G is homogeneous with 
respect to the fields Xi,..., X, if for every t #O the mapping X, -+ tX, 
(j = l,..., k) can be extended uniquely to a Lie algebra isomorphism of L 
into itself. This means that there exists q,: G -+ G (t # 0) a unique Lie 
group isomorphism such that &,(X,) = tX, (j = l,..., k). What is important 
here is that for any G and Xi,..., X, as in Theorem 2 we can find another 
simply connected nilpotent Lie group G that is homogeneous with respect 
to a fixed set of fields w,,..., Fk and such that there exists R = G + G a Lie 
group homomorphism with d7r(xj) = X, (j= l,..., k). Indeed it suflices to 
take for G the Lie group that is generated by the free nilpotent Lie algebra 
of rank p + 1 generated by 8, ,..., &, where p z 1 is any integer such that 
L p+, = 0 (this algebra is just $ip+ i, where i is the free Lie algebra over k 
generators (cf. [28, V, Sect. 43) and where & + , is defined as in Section 0.1). 
Now let G; X, ,..., X, be as above and let us assume that G is 
homogeneous as above. Further, let Q be some fixed Nhd. of the neutral 
element e E G and, for any t # 0, let us denote by Q2, = (p,(Q) (where qr is as 
above). It is clear then that the estimates (5.1) can be resealed in the 
following way; 
g E G, t # 0, j = 1, 2 ,..., k, (5.2) 
where (5.2) holds for every 0 < UE CY(gsZ,) that is a solution of the 
equation YU = 0 on gsZ,. The point, of course, is that C is independent of g 
and t. 
5.2. The Poisson Kernel 
Let G; X, ,..., X,, and d = d(G) be as in Theorem 1, let 3 be as in Sec- 
tion 0.2, and let 
be the corresponding Poisson semigroup. We have then: 
PROPOSITION. There exists C>O (independent oft andf) such that 
IIP,X,fll,~Ct-d-'llfll,; ~PIX,fll16Ct-‘llfh; 
j= l,..., k, t>O, f EC,“(G). 
The first thing to observe is that P, admits a symmetric kernel 
ptfW=jq,(n, y)f(y)dy; feG(G) 
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and that for every x0 E G the function ~(t, x) = qt(xo, x) is a C” function 
on the subset R, x G (R + = (t E R; t > 0)) of the group G, = R x G. 
Furthermore if I denote by 9+ = a*/&* + X: + . *. + J$ (on G, ) then 
Y+u=O on RxG. 
Now let z: G + G and 2, ,..., Tk be as in Section 5.1, let G+ = R’ x G, and 
let 71 
R+ 
+ : c, + G, be the induced mapping. Also let p+ = a*/at* + 
.** +X, and U, =uorr+. 
It is then clear that G, is a homogeneous group with respect o the fields 
a/at, 8, ,..., zk, and that p+u+ =0 on R, x8. 
The estimate (5.2) applies then to Q = [ - 1, l] x G and U, . This gives at 
once 
Ilx,4t, g)ll G: 4t(Xo, g); j=l,.., k, gEG, t>O. 
On the other hand it is an immediate consequence of the abstract Har- 
dy-Littlewood theory of [4] and of Theorem 1 (cf. Section 0.2) that 
sup lqs(x, y)l d es-d; 
X.Y 
s > 0. 
The proposition follows from the above considerations, the trivial fact 
that IIu(t, *)I[, = 1, and the fact (easily verifiable) that IlX,u(t, .)I/ i is the 
L’ + L’ norm of the operator P$,. 
6. PROOF OF THEOREM 2 
Let G, X1 ,..., X,, be as in Theorem 2, let 9, d = A,, let epr9 be as in 
Section 0.2, and let P, be the corresponding Poisson semigroup (as in 
(4.5)). I shall assume that d(G) > 3, for otherwise GZ R, R* and Theorem 2 
holds trivially. By elementary spectral theory (or Laplace transform) we 
have 
A-If = Vfs C,“(G). 
Let us also denote A,f = A-‘X,f (SE C:(G)) so that 
A,.f =Jom t P,X,fdt; l<j<k; I= - 2 AJ,. (6.1) 
J=l 
We deduce that for all x E G, T> 0, f E C;(G) we have (cf. Section 5) 
IAjf(X)l GClIlfAX)l+ T1-dllfll~l, (6.2) 
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where 
fAx) = loT C!,f(x) dt; llfi-II 1 G cwlll~ (6.3) 
From (6.2) we obtain 
Clq’nl s ClfA >wa (6.4) 
where A/2 = CT’-dllfll,, and from (6.3) and Chebyshev we obtain that 
Tllf II 1 (6.5) 
Putting (6.4) and (6.5) together we obtain 
From this and (6.1) we deduce the “weak Sobolev inequality” 
mClfl~~1~C ; i IIJ-JII,) 
( 
dl(d- 1) 
; VfEC,". (6.6) 
J=l 
I shall deduce Theorem2 from (6.6) and a general procedure that 
involves a generalization of the so called co-area formula. (For the proof of 
Theorem 2 we shall only use (6.6) for i = 1.) 
Let Odf~ C?(G) and let me denote fi = ~r~,~, eLa(G) the charac- 
teristic function of the set [g E G; f(g) > t]. We have then the Bochner 
integral representation: 




For every f E C?(G) let me also denote 
Vf= (X,.L..., X,f); lvfl = i IxJfl’ 
/=l 
VL of course, a vector in Rk, and from (6.7) we have 
Vf = [?J;dl, 
Jo 
where the components of Vf, lie (a priori) in an appropriate Banach space 
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of distributions and the above integral has to be interpreted as a weak 
integral. 
In fact for almost all t > 0 the coordinates of Vf are measures upported 
on the set [f= t]. From this it follows that (cf. the end of this section) 
II IVfl II 1 = jom II IVLl II 1 4 (6.8) 
where 11 II1 indicates, on the left, the L’(G) norm and, under the integral, 
the total mass norm (of the measure). 
The above, when the X1,..., X, span the tangent space, is known as the 
“co-area formula” and is usually written in the form 
1 IVfl dV~l,=~~Vol,~,[S=t] dt; ~-EC,“(M). 
M 0 
Here M is a C” Riemannian manifold of dimension n, Vol, (p > 0) denotes 
the canonically induced p-dimensional Hatisdorff measure (cf. [ 13, 3.2.111) 
and V is the Riemannian gradient. 
We can finish the proof of Theorem 2 now as follows: 
Apply (6.6) to L = 1 and cp E C,“(G) with f, d cp and let cp -f, 
[0 <f E C,“(G) and t > 0 is fixed]. We obtain 
This together with (6.7), (6.8) gives 
Ilfll~,~~- 1) G Iorn llLlL,~~- l,dt Q C joa IIVLII I dt = Wfll I. 
The proof of Theorem 2 is complete. 
The reader can supply, I am sure, the (essentially trivial) measure 
theoretic details that are necessary to make the above argument rigorous. 
[It is the relation (6.8) that has to be justified: One way to do this is to 
introduce some Riemannian structure on G and use the genuine co-area 
formula as proved in [13] to bound the integral on the right-hand side of 
(6.8). From this (6.8) follows easily.] 
Remark. In [24] a co-area formula for the Heisenberg groups was used 
to prove Theorem 2 for those groups. (That proof, however, follows dif- 
ferent lines. ) 
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7. THE OPTIMAL NATURE OF THE INDICES: 
THE VOLUME GROWTH 
In this section I shall be brief. Let G, d(G); X1 ,..., X, be as in Theorems 1 
and 2 and let us assume that d(G) > 3. We have then: 
THEOREM 4. There exists an integer d, = d,(G; X1,..., X,) (that will be 
explicitly computed) such that (0.1) (resp. (0.2)) holdsfor d> 2 (req. d> l), 
d, <d<d(G). These are the only values of d for which (0.1) (resp. (0.2)) 
holds. 
Zf G is such that for some choice of X, ,..., X, we have d,(G; XI ,..., X,) = 
d(G) then the Lie algebra of G is stratified (and, of course, conversely). 
The (standard) definition of a stratified Lie algebra is recalled at the end 
of this section. We shall first prove the following: 
PROPOSITION. Let G, XI,..., X, and d = d(G) be as in Theorem 2 and let 
us assume that the X, mod [L, L]‘s are linearly independent mod [L, L J. 
There exists then d(x, y) (x, y E G) a left invariant distance on G that has the 
following two properties: 
(i) Id(e,ge’q)-d(e,g)(<It(; gEG, tE[W, j=l,..., n,=k (e is the 
neutral element of G). 
(ii) There exists C > 0 s.t. if Z denote by 
V(t) = Huar measure [x E G; d(e, x) 6 t] 
then we have 
C-‘td< V(t), t>o; v(t)< Ctd, t L 1. 
I set k = n, to “make the point” that we are in the situation of Section 4. 
The above distance on G is the natural distance induced by the Lie struc- 
ture and has already been considered in [22] (cf. also [6, 23, 241). It is 
defined as follows: 
Let 1: [0, 11 -+ G be a continuous and (countably) piecewise smooth 
curve. If dl(d/dt) = Z’(t) E T,,,,(G) satisfies 
I’(t)= 2 i,(t)X, a.e. te [0, l] (7.1) 
J=l 
I shall set 111 = CJ” 1 sh I,$(t)l dt; otherwise I shall set 111 = -tee. I shall 
define then 
d(x, y) = inf( 111; l(0) =x, I( 1) = y}; x, y E G. 
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This gives a distance (cf. [25]) and property (i) is automatic. 
Property (ii) has to be verified for t+O and t + co. To show that 
lim,,, V(t) t-d> 0 it sufices to show that for small t > 0 the set B, = 
{g E G; d(e, g) < t} contains a parallelpiped of volume C, td. To see this we 
could, for instance, use the considerations in [16, pp. 160-1631. I shall 
leave details to the reader. 
The verification for t + cc is more subtle and I shall explain how it goes. 
Towards that end let (G,; t #O) be the one parameter family of groups 
defined in Section 4.2 and let (d,; t #O) be the corresponding distance 
defined on G,, where we use the fields X1’),..., Xx) as in (7.1). With the help 
of the fact that dqt(X,)= tXj’) (j= 1, 2 ,..., n,) it is easy then to verify that 
4(4,(x), $t(Y)) = I4 4x9 Yh x, yeG, O#tER. 
If I denote by 
V,(s) = MY E G,; dt(e,, Y) 6 ~1 
[h, is as in Section 4.2 and e, E G, is the neutral element] it is clear then 
that 
V,(a) = t”V(s); s, t > 0. 
From this we deduce that 
V(t)= tV-1(l); t > 0. 
The property (ii) then follows from: 
LEMMA. There exists C > 0 s.t. 
c-l< V,(l)<C; o< ItI < 1. (7.2) 
Proof: The key step to the proof is to define the distance d,, and V, on 
Go (cf. Section 4.5). The estimate (7.2) is then valid in the whole range 
- 1 < t < 1. In fact what we have then is the stronger assertion 
~cC{xEG,;d,(e,,x)<l}c~,; -l<t<l (7.3) 
for some fixed C> c > 0, where I denote 
0, = Exp,[x E R”; 1x1 < a] 
[IL!” is identified with E as in Section 4.61. 
An alternative formulation of (7.3) is that if we use Expy ’ to lift d, to a 
distance 2, on E then we obtain a family of distances 2, ( - 1 < t c 1) that 
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are uniformly equivalent to the Euclidean distance of E (on every bounded 
ball of E). 
This last fact is clear from the uniformity of the Hiirmander condition of 
Section 4.7. Indeed the distances 2, are defined on R” from the fields xj’) = 
dExp-‘(A?‘)), 1 <j<n,, of Section 4.6 as in (7.1). The Horrnander con- 
dition’ on 6e fields FJ’) is essential for the a, to be genuine distances (cf. 
[25]). Going through the proof of [25] we see that the uniformity of the 
Hiirmander conditions gives the above uniformity condition on the distan- 
ces. 
From this it follows that for any G, X, ,..., X, as in the above proposition 
for which (0.1) and (0.2) hold we must have d< d(G). Indeed we just have 
to test the relation (O.l), (0.2) on the function 
h(x) = (t - 45 x)) + ; XEG 
for t > 0 and use properties (i) and (ii). 
It is easy to eliminate the hypothesis that XL,..., X, are linearly indepen- 
dent mod[L, L] in the above proposition. 
Indeed let X, ,..., X, be a basis of L mod[ L, L], let Y, ,..., Y, E L, and let 
us denote by lx/i (resp. 1~1~) (XE G) the distance of x to e in G induced as 
above by the fields X ,,..., Xk (resp. X, ,..,, X,, Y, ,..., Y,). Then there exists 
c>o s.t. 
1x1, >, t * 1x12 Ct; t>l 
(observe that the implication the other way round is trivial). 
This last point is best seen by “lifting” the problem to the corresponding 
free nilpotent group G freely (up to (p + 1) commutators) generated by 
w ,,..., fk (we have rc: G + G as in Section 5). Indeed the analogous 
problem on G is easy because we can then use the dilation structure of G. It 
is also a general fact that any two distances defined as above are always 
“equivalent at co.” Observe also that the above distances “go through” the 
quotient rc: G + G. I shall leave the details to the reader. 
More is true. Indeed with X1,..., X, as in Theorem 1 (not necessarily 
linearly independent mod[ L, L] ) let K, c L (j = 0, l,...) be the subspace 
spanned linearly by the commutators [XI,[XII,..., XJ . . . ] of length a d J. 
By the Campbell-Hausdorff ormula (esp. [ 16, pp. 160-1631) we can then 
easily show that 
Ctd’ < if(t) < c-‘tdl; d,=d,(LZ)= f (j+l)dim[K,+,/K,],O<t<l. 
J=o 
The above, together with the Harnack estimates of Section 5 and the 
proposition (ii), then implies that for every d,(9) < d< d(G) there exists 
C > 0 such that 
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(we can also use Section 0.3 of [S] to reduce the estimate for t + cc to the 
case where X, ,..., X, are linearly independent mod[L, L]). It follows in 
particular that (0.1) and (0.2) hold for all d> 2, d,(Y) 6 d$ d(G) (we can 
use [4] and Section 7 to see this. The case d< 2 is trivial). 
Conversely, of course, if either (0.1) or (0.2) holds then dl(T) < 
d 6 d(G). (To see this we could use the same argument as above.) 
We say that L the Lie algebra of G is stratified if L = S, @ S2 0 S, . . . is 
a direct vector space sum such that L=algebra generated by S, and 
cs,, &I = s,,,. It is clear that if X1,..., X, are a basis of S, then d,(Z) = 
d(G). Conversely if X, ,..., X, span L mod[L, L] and if d,(9)= d(G) then 
there exists a stratification of L as above for which S, = vector space span- 
ned by {X, ,..., Xk}. 
The proof of that last point is an easy exercise in linear algebra. 
APPENDIX 
In Section 3 we interpolated between two estimates of the form 
(A.11 
Observe that (A.l) for fixed r, s 2 2, 0 < t 6 1, implies that Ap”2 can be 
extended to define a bounded operator 
A -‘i2: L2 + L’( L”). (A.2) 
Indeed for every E >O, (E + A)r/2 is invertible and, satisfies 
llfll ,c’(Ls) G CII (6 + A ,"'f II 2 ; Vf E C;(G) (by Section 2.1 among other 
things). 
This implies that if f = (E+ A)“‘q E L2 (cp E C,“(G)) we have 
II(E+~)-*‘Zfll Lr(LsJ < Cjlf II 2. But the set of above fs is dense in L2 since, 
for h E L2, ((a + A)‘j2p, h) = (cp, (E + A)‘j2h) = 0 V~J E C,“(G) implies 
(E + A)“2h = 0, i.e., h = 0 (by spectral theory since (E + A)‘12 > &‘I2 (A> 0). 
The conclusion is that (E + A)-‘12 is a bounded (L2; L’(L”)) operator 
uniformly in E > 0. Our assertion follows. 
Now for all u E Iw A’“: L* + L2 is a unitary operator (spectral theorem). 
We conclude therefore that 
A -42. L2 . + L’(L”); Re z = t/2 (A.3) 
for all z E @ with Re z = t/2. 
Complex interpolation theory (cf. [27, Sect. 73) tells us that if (A.3) is 
valid for (tl; ris,) and (t,; r2, s2) it is also valid for (t; r, s) with 
1 I9 l-0 1 0 1-e 
t=&,+(l-O)t,; ;=<+-,-=-+-. 
r2 s ~1 32 
ANALYSIS ON NILPOTENT GROUPS 431 
Conversely, of course, (A.2) implies (A.1 ) [observe that CF( G) c 
Dom(d’/*) and test (A.2) on f = A’/*q, cp E C,“(G)]. 
This completes the interpolation procedure. 
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