Abstract. We are concerned with the analytical and numerical analysis of a nonlinear weakly singular Volterra integral equation. Owing to the singularity of the solution at the origin, the global convergence order of Euler's method is less than one. The smoothness properties of the solution are investigated and, by a detailed error analysis, we prove that first order of convergence can be achieved away from the origin. Some numerical results are included confirming the theoretical estimates.
1. Introduction. Lighthill [8] 
where 
After applying an Abel type inversion formula [12] , Franco et al. considered the following equivalent nonlinear Volterra integral equation (see [6] , [7] )
For the numerical solution of (5) the application of product integration methods was investigated. Assuming that the solution was sufficiently smooth on [0, 1] , it was proved in [6] that piecewise polynomial approximations of degree n − 1 were convergent of order n (see [7] for the case n = 1).
In this work we first show that, by employing an appropriate variable transformation, equation (5) 
Then applying the transformation x = s 2 3 to (6), we obtain the following nonlinear Volterra integral equation
ds,
where y(t) = F t 2 3 . It can be shown that (7) has a unique continuous solution y(t) for t ∈ [0, 1] ( see e.g. [10] ). In section 2 we study some regularity properties of y. In particular, this will allow us to confirm the regularity assumptions made in the works [6] , [7] about the solution of (5). Regularity results for nonlinear Volterra equations with an Abel type kernel of the form p
(t, s, y(s))(t − s)
−α , 0 < α < 1, can be found in [11] and [9] . The kernel of (7) is such that α = 2/3 and p(t, s, y) = s 1/3 y 4 . Since p(t, s, y) is not differentiable with respect to s (at s = 0) the results of those works are not applicable. Details on numerical methods for Abel equations with a smooth p(t, s, y) can be found for example in [1] , [2] and the references therein. In section 3 we apply the product Euler's method to equation (7) and prove that it is convergent of order O(h 1/3 ). By a detailed analysis we are able to show that, away from origin, the error in Euler's method is of order O(h). To illustrate the convergence rates some numerical examples are presented in section 4.
2. Smoothness properties of the solution. In order to apply a numerical method to (7) it is important to investigate the regularity properties of the solution. Using (3) , for values of t satisfying 0 ≤ t < R 3/2 , the following representation for the solution of equation (7) can be obtained:
In order to investigate the behaviour of y(t) away from the origin, we shall use a result from [3] . There the authors introduced a class of equations of the form
subject to the conditions:
and there exists a real number ν ∈ (−∞, 1) such that for 0 ≤ s < t ≤ T, Y ∈ R, and for nonnegative integers i, j , k with i + j + k ≤ m, the following inequalities hold:
where the functions
, which means that f (t ) is m times continuously differentiable for 0 < t ≤ T and the estimate
In ( [3] , theor. 2.1) it was proved that if the conditions V1 and V2 are fulfilled and (9) 
In order to be able to apply the above result, let us rewrite (7) in the form
where 0 < < R 3/2 and
ds.
Setting s = s − and t = t − , yields the following equation
where
ds .
We see that equation (15) is of the form (9), with:
It is straightforward to verify that if the functions K and f in (9) are given by (17) and (18), respectively, then V1 and V2 are satisfied with m = 1 and ν = 2/3. Therefore, we have the following lemma.
Lemma 2.1. The solution of equation (7) is such that
is the radius of convergence of the series (3). This means that
for some constant C y > 0. 3. Numerical method. In order to approximate the solution y of equation (7), let us introduce the uniform grid X h on I = [0, 1], with stepsize h = 1/N ,
Remark 1. The convergence of Euler's method for equation (5) was proved in [7], by assuming that the exact solution was continuously differentiable. Although this is true within the convergence interval of the series (3), a proof valid for the whole interval [0, 1] was not provided by the authors. Using lemma 2.1 and a change of variables to go from (7) to (5), we may conclude that the solution of this last equation is such that
The Euler's method is defined as follows
where y i denotes an approximation to y(t i ) and the weights W ij are such that
The total error e i = y(t i )−y i of the approximate solution of (7) at t = t i satisfies
where T i is the quadrature error at t = t i , given by:
By using (21) we easily obtain from (22) that the errors satisfy the inequality
In order to bound the quadrature error T i we shall prove the following lemma.
Lemma 3.1. The solution y to equation (7) satisfies the inequality
where |z − z | is sufficiently small and C 1 is a positive constant that does not depend on z or z .
Proof. Let z < z. We start by writing
Let us define
For the first integral, we have
On the other hand,
where we have used the fact that
Finally, using (29) and (28) in (26) it follows that
which gives (25).
We are now in a position to prove the following result.
Lemma 3.2. The quadrature error, T i , satisfies
where C 2 is a positive constant independent of h.
Proof. The quadrature error at t = t i is given by
Consider s ∈ [t j , t j+1 ], 0 ≤ j ≤ N − 1. We have
where M is defined by (27). First we prove that
On the other hand, using the Lipschitz continuity of the function y 4 and lemma 3.1, we obtain
Therefore, using (35) and (36) in (34) gives
Then from (33) we obtain, for i = 1, 2, ..., N,
Using the bound (32) in the inequality (24), and applying a standard weakly singular discrete Gronwall inequality (see e.g. [5] ), leads to the following theorem.
Theorem 3.1. Let y(t) be the solution of (7) and y i an approximation to y(t) at t = t i defined by (20) . Then the error e i = y(t i ) − y i satisfies:
where C 3 is a constant independent of h.
From (38) we have that Euler's method for equation (7) converges with order 1/3 < 1. This drop in the convergence order is due to the fact that the exact solution y near the origin is such that y (t) ≈ const t −1/3 . However, we shall prove that, at points t i away from the origin, first order of convergence is achieved. This requires a detailed analysis of the quadrature error which is done in the following lemma.
Lemma 3.3. The quadrature error, T i , satisfies
where C 4 , C 5 are positive constants independent of h.
Proof. We shall use some ideas from [4] . Let h 0 > 0 be fixed and r be the smallest integer such that rh 0 > R 3/2 , where R is the radius of convergence of the series (3). The quadrature error at t = t i may be written in the form
From lemma 2.1 it follows that, for s
Applying the Lagrange theorem to the function s 1/3 y 4 (s), and using (41), we obtain,
where M is defined by (27) and (40) and (42) we obtain that
(43) In order to obtain (39), we shall need to analyse S 1 and S 2 .
(1) If 0 ≤ i ≤ r then S 2 = 0 and
(2) If i > r, we have
Therefore, using (45) and (44) in (43) yields
A conclusion on the convergence order of Euler's method will require the following discrete lemma from [4] .
be a sequence of non-negative real numbers satisfying
where 0 < α < 1, χ, φ are non-negative constants and ν is a positive constant independent of h (h > 0). Then for any T > 0 there exists C = C(T ) such that
whenever N h ≤ T.
We may now prove the following theorem.
Theorem 3.2. Let y(t) be the solution of (7) and y i an approximation to y(t) at t = t i defined by (20) . Then the error e i = y(t i ) − y i satisfies
where C is a positive constant independent of h. Proof. Using (39) into (24) we now obtain the inequality
Then, applying lemma 3.4, with α = 2/3, φ = C 4 h 4/3 and χ = C 5 h, yields
4. Numerical results. Equation (7) figure 1 , where the absolute errors for N = 160, 320, 640 are shown. In order to obtain error estimates we have taken y 1/1280 as the exact solution of equation (7). The computed error norms, given by:
are displayed in table 3, together with the corresponding rates of convergence. The numerical results suggest that the global order of convergence is 1/3, confirming the theoretical result (38). p(t, s, y(s))(t − s) −α , where α = 2/3 and p(t, s, y) = s 1/3 y 4 (cf. (7)). We have shown that, while near the origin the exact solution y(t) behaves like t 2/3 , it is differentiable if t is large enough. Numerical approximations to y were obtained by Euler's method and shown to be convergent of order 1/3. Moreover it was proved that, for t away from the origin, the convergence order is one. These results were confirmed by some numerical examples. For the sake of comparison, we have also included in table 4 the error norms and convergence rates for Euler's method applied to equation (5) . The obtained estimates are in agreement with the predicted first order of convergence.
In future work we shall investigate the application of the techniques used in this paper to a general class of equations with kernel s γ y(s) n (t − s) −α , where 0 < α, γ < 1. The use of graded meshes as well as higher order methods will also be considered.
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