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Abstract We consider numerical approximations of stochastic Langevin equations by implicit methods.
We show a weak backward error analysis result in the sense that the generator associated with the numer-
ical solution coincides with the solution of a modified Kolmogorov equation up to high order terms with
respect to the stepsize. This implies that every measure of the numerical scheme is close to a modified
invariant measure obtained by asymptotic expansion. Moreover, we prove that, up to negligible terms, the
dynamic associated with the implicit scheme considered is exponentially mixing.
Keywords backward error analysis · Langevin equation · exponential mixing · numerical scheme · weak
error · Kolmogorov equation
1 Introduction
In the last decades, backward error analysis has become a powerful tool to analyze the long time behavior
of numerical schemes applied to evolution equations (see [9,15,22]). The main idea can be described as
follows: Let us consider an ordinary differential equation of the form
y˙(t) = f (y(t)),
where f : Rd → Rd is a smooth vector field, and denote by φ ft (p) the associated flow. By definition, a
numerical method defines for a small time step δ an approximation Φδ of the exact flow φ
f
δ : We have for
bounded p ∈ Rd , Φδ (p) = φ fδ (p)+O(δ r+1) where r is the order of the method.
The idea of backward error analysis is to show that Φδ can be interpreted as the exact flow φ
fδ
δ of a
modified vector field defined as a series in powers of δ
fδ = f +δ r fr+δ r+1 fr+1+ ...,
where fl , l ≥ r are vector fields depending on the numerical method. In general, the series defining fδ
does not converge, but it can be shown that for bounded y, we have for arbitrary N
Φδ (y) = φ
f Nδ
δ (y)+CNδ
N+1,
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where f Nδ is the truncated series:
f Nδ = f +δ
r fr+ ...+δN fN .
Under some analytic assumptions, the constant CNδN+1 can be optimized in N, so that the error term in
the previous equation can be made exponentially small with respect to δ .
Such a result is very important and has many applications in the case where f has some strong geomet-
ric properties, such as Hamiltonian (see [8,9,15,21,22]). In this situation, and under some compatibility
conditions on the numerical method Φδ , the modified vector field fδ inherits the structure of f .
More recently, these ideas have been extended in some situations to Hamiltonian PDEs : First in the
linear case [5] and then in the semi linear case (nonlinear Schrödingier or wave equations), see [6,7].
In [4], the authors give a weak backward error analysis for SDEs defined on the d-dimensional torus.
The aim of this article is to extend the result of [4] to the Langevin process onR2d . This process is defined
by the stochastic Hamiltonian equation:
dq(t) = M−1p(t)dt,
dp(t) = −∂qV (q(t))dt− γ p(t)dt+σM1/2dW (t), (1.1)
where V is the potential energy function of a classical model for a molecular system,M is a mass matrix,
γ is a free parameter, the friction coefficient and the term σdW (t) is a fluctuation term bringing energy
into the system. This equation can be used to give an approximation of the following integral�
R2d
φ(q, p)Z−1 exp(−βH(q, p))dqdp,
where β = 1kBT =
2γ
σ2 , T is temperature, kB is Boltzmann’s constant, H(q, p) =
1
2 p
tM−1p+V (q) and
Z =
�
R2d exp(−βH(q, p))dqdp (see [3,13,16] for more explanations).
In this work, we investigate the weak error which concerns the law of the solution. Let us recall that
given a SDE in Rd of the form
dX = f (X)dt+g(X)dW, (1.2)
discretized by an explicit Euler scheme (Xp) with time step δ , then, under assumptions on f , g and
φ : Rd → R (see [19,20,25,26]), the explicit Euler scheme (Xp) has weak error order 1:
|E(φ(Xp))−E(φ(X(pδ )))| ≤ c(φ ,T )δ , p= 0, ...,�T/δ�, T > 0.
Error estimates on long times for elliptic and hypoelliptic SDEs have already been proved, especially
in the case of explicit scheme ([24,25,27]) or on the torus ([19]). In [24,25], it is shown that for a
sufficiently small time step, the explicit Euler scheme defines an ergodic process and that the invariant
measure of the Euler scheme is close to the invariant measure of the SDE. In [27], under the assumption
of the existence of a unique invariant measure associated to the SDE, Talay and Tubaro have shown that
the weak error and the invariant measure associated to the Euler scheme can be expanded in powers of the
time step δ . The assumptions on f and g used in [24,25,27] are restrictive. Moreover, the results describe
in these papers are only for explicit schemes.
In [19], a larger class of schemes is studied. It is shown that given an elliptic or hypoelliptic SDE, the
ergodic averages provided by a class of implicit and explicit schemes are asymptotically close to the
average of the invariant measure of the SDE. The authors also show an expansion in expectation of the
invariant measure for any time-step. Unfortunately, they work on the d-dimensional torus.
The behavior in long time of approximations of the Langevin equation have already been study, but
the authors need that the time step is small enough [18,26] or work on the torus for the position [14].
In [18], under some assumptions, it is shown, in particular in the case of the Langevin equation, that for
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sufficiently small time step, two kinds of implicit schemes are ergodic processes. They also show that
the invariant measures associated with theses schemes converge to the invariant measure of the Langevin
equation. In [26], Talay shows the exponential convergence of the solution associated to the Kolmogorov
equation and, for a sufficiently small time step δ , an expansion with respect to δ of the invariant measure
to the implicit scheme which is close to the invariant measure of the SDE. In [14], the authors study the
Langevin equation and work with explicit splitting methods. They provide error estimates on the invariant
distribution for small step size, and compare the sampling bias obtained for various choices of explicit
splitting method.
In this paper, we work on R2d and V and all its derivatives are not necessarily bounded but have
polynomial growth. The aim of this paper is, under assumptions on V , to show a weak backward error
analysis result : We show an expansion with respect to the time step δ of Eφ(qk, pk) where (qk, pk) is an
implicit scheme. Unlike [18,26], we do not need that the time step is small enough and our assumptions
are less restrictive than in [26].
The idea to extend the backward error analysis to SDE has already be studied in [1,4,12,23]. In [1], the
authors use this approach to construct new methods of weak order two to approximate stochastic differ-
ential equations. In [4], the authors study a SDE defined on the d-dimensional torus and its approximation
by the explicit Euler scheme. They show, without restriction on the time step, an expansion of Eφ(Xk)
where Xk = (qk, pk) is the explicit Euler scheme. In [12], the author shows the same kind of result but
for the overdamped Langevin equation and for implicit schemes. In [23], Shardlow consider SDE with
additive noise (g does not depend of X). He has shown that it is possible to build of a modified SDE
associated with the Euler scheme, but only at the first step, i.e. for N = 2. In this case, he is able to write
down a modified SDE:
dX˜ = f˜ (X˜)dt+ g˜(X˜)dW,
such that ��E�φ(Xk)�−E�φ(X˜(kδ ))���≤ c1(φ ,T )δ 2, k = 0, ...,�T/δ�, T > 0.
In this paper, we take the approach describes in [4,12]. We show that the generator associated with the
process solution of the SDE coincides with the solution of a modified Kolmogorov equation up to high
order terms with respect to the stepsize. It is known that given φ :Rd →R and denoting by (qq0(t), pp0(t))
the solution of the SDE (1.1) satisfying (q(0), p(0)) = (q0, p0), the function u defined for t ≥ 0 and
(q0, p0) ∈ R2d by u(t,q0, p0) = E(φ(qq0(t), pp0(t))) satisfies the Kolmogorov equation
∂tu= Lu,
where L is the Kolmogorov operator associated with the SDE.
We show that with the numerical solution, we can associate a modified Kolmogorov operator of the form
L (δ ,q, p,∂q,∂p) = L(q, p,∂q,∂p)+δL1(q, p,∂q,∂p)+δ 2L2(q, p,∂q,∂p)+ ... ,
where Ll , l ≥ 1 are some modified operators of order 2l+2. The series does not converge but we consider
truncated series:
L(N)(δ ,q, p,∂q,∂p) = L(q, p,∂q,∂p)+δL1(q, p,∂q,∂p)+δ 2L2(q, p,∂q,∂p)+ ...+δNLN(q, p,∂q,∂p) .
Note that this operator is no longer of order 2 and we can not define easily a solution to the modified
equation
∂t vN(t,q, p) = L(N)(δ ,q, p,∂q,∂p)vN(t,q, p).
However, in our case, we can build an approximated solution v(N) such that
� E(φ(qk, pk))− v(N)(kδ , .) �C≤ c2(φ ,N)δN , k = 0, ..., [T/δ ], T > 0,
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where C is an appropriate space. As the constant c2 does not depend of T , we have an approxima-
tion result valid on very long times. We also show that there exists a modified invariant measure for
L(N)(δ ,q, p,∂q,∂p).
The main tools are to find schemes who have moments of all order bounded in time, the exponential
convergence to equilibrium of u and all its derivatives and the hypo-ellipticity of the Poisson equation,
i.e. the equation L(q, p,∂q,∂p)u = h. The second tool is also used in [19]. A proof of the exponential
convergence to equilibrium of u and all its derivatives can be found in [26], but we need to now more
precisely the dependance of the bound. Moreover, using a result describes in [18], we simplify the proof
in [26] (see Appendix for more details).
In section 2, we introduce the SDE and the assumptions that we need. We also introduce the numerical
schemes that we use. Then, we give some results on the Kolmogorov operator and on the solution of the
Kolmogorov equation. In section 3, we give an asymptotic expansion of the weak error. In section 4, we
study the modified operatorL and its approximation. In section 5, we analyze the long time behavior of
v(N).
2 Preliminaries
2.1 Presentation of the SDE
We warn the reader that constants may vary from line to line during the proofs, and that in order to use
lighter notations we usually forget to mention dependence of the parameters. We use the generic notation
C for such constants.
In all the article, we write the dot product of two vectors q=(q1, ...,qd)∈Rd and p=(p1, ..., pd)∈Rd
as
�q, p�=
d
∑
i=1
qipi.
For a multi-index k= (k1, ...,kd) ∈ Nd , we set |k|= k1+ ...+ kd and for a function φ ∈C∞(Rd)
∂ kq φ(q) =
∂ |k|φ(q)
∂ k1q1...∂ kd qd
, q= (q1, ...,qd) ∈ Rd .
For p ∈ Rd , we set ∂p = ( ∂∂ p1 , ...,
∂
∂ pd
)� and for k ∈ N∗, ∂ kp is the differential of order k. We also use the
following notation
C ∞pol(Rd) ={ f ∈C∞(Rd) such that f and all its derivatives have polynomial growth}
={ f ∈C∞(Rd) such that for all k= (k1, ...,kd) ∈ Nd ,∃Ck,nk
such that for all q ∈ Rd , |∂ kq f (q)| ≤Ck(1+ |q|2nk)}.
Let (Ω ,F ,Ft ,P), t ≥ 0, be a filtered probability space andW (t) = (W1(t), ...,Wd(t)) be a d-dimensional
{Ft}t≥0-adapted standard Wiener process. We want to give a similar result on R2d of [4] and [12] for a
process (q(t), p(t))t∈R+ on R2d which verifies the stochastic Hamiltonian differential system
q(t) = q(0)+M−1
� t
0
p(s)ds,
p(t) = p(0)−
� t
0
∂qV (q(s))ds− γ
� t
0
p(s)ds+σM1/2W (t), t > 0,
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where γ > 0 is a friction coefficient, σ > 0 and M is a positive diagonal mass matrix. The function
V : Rd → R, isC∞ and verifies the following conditions:
B-1: The function V is semi-convex : There exist a bounded function V1 ∈C∞(Rd) with bounded deriva-
tives and a convex function V2 ∈C∞(Rd) such that V =V1+V2.
B-2: There exist κ > 0 and β ∈]0,1[ such that for all q ∈ Rd
1
2
�∂qV (q),q� ≥ βV (q)+ γ2 β (2−β )8(1−β ) |q|
2−κ. (2.1)
B-3: V ∈ C ∞pol(Rd).
B-4: There exists a constant κ1 such that for all q ∈ Rd, V (q)≥ κ1|q|2.
Remark 2.1 We can replace assumption B-4 by
∃κ1,κ2 : V (q)≥ κ1|q|2−κ2 for all q ∈ Rd ,
however it is more convenient to assume that V ≥ 0.
A consequence of the semi-convexity of V (assumption B-1) is that there exists a positive constant θ such
that for all q ∈ Rd and h ∈ Rd ,
∂ 2qV (q)(h,h)≥−θ |h|2. (2.2)
In the following, θ will be called the constant of semi-convexity of V .
A consequence of the assumption B-2 is the dissipativity inequality: There exists a strictly positive real
number β1 such that
�q,∂qV (q)� ≥ β1|q|2−κ for all q ∈ Rd . (2.3)
Moreover, a polynomial V growing at infinity like |q|2k, where k ∈ N∗, will satisfy the assumptions.
To slightly simplify the presentation that follows, we make the change of variables q→ M−1/2q, p→
M1/2p, with a corresponding adjustment of the potential. This is equivalent to assuming M = I and the
new potential verifies same assumptions as V .
Hence, for now on, we consider the following equation:
q(t) = q(0)+
� t
0
p(s)ds,
p(t) = p(0)−
� t
0
∂qV (q(s))ds− γ
� t
0
p(s)ds+σW (t), t > 0, (2.4)
where V satisfies the conditions B.
Remark 2.2 Under these assumptions, we have that (q(t), p(t)) is well-defined for all t > 0 (see Chapter
III, Theorem 4.1 in [11]).
We also consider the Hamiltonian function H defined for (q, p) ∈ R2d by
H(q, p) :=
1
2
|p|2+V (q).
We define the Kolmogorov operator L associated with (2.4) for φ ∈C∞(R2d) and (q, p) ∈ R2d by
Lφ(q, p) :=
�
p,∂qφ(q, p)
�−�∂qV (q)+ γ p,∂pφ(q, p)�+ σ22 d∑i=1 ∂
2
∂ pi∂ pi
φ(q, p).
For the study of (2.4), it is useful to define the Lyapunov function Γ defined for all (q, p) ∈ R2d by
Γ (q, p) =
1
2
|p|2+V (q)+ γ
2
�q, p�+ γ
2
4
|q|2+1. (2.5)
Under assumptions B, the function Γ verifies the following properties:
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Lemma 2.3 We have for all (q, p) ∈ R2d
Γ (q, p)≥ 1
8
|p|2+ γ
2
12
|q|2+1. (2.6)
Moreover, for every �≥ 1, there exist strictly positive real numbers a� and d� such that we have for every
(q, p) ∈ R2d
LΓ �(q, p)≤−a�Γ �(q, p)+dl . (2.7)
Remark 2.4 We can find a similar proof of Lemma 2.3 in [18].
Proof We first show (2.6). We have, for all ε > 0 and (q, p) ∈ R2d ,
γ�p,q� ≥ −ε
2
|p|2− γ
2
2ε
|q|2,
then, using the positivity of V , we get for all (q, p) ∈ R2d and ε > 0
Γ (q, p)≥ (1
2
− ε
4
)|p|2+ γ2(1
4
− 1
4ε
)|q|2+1.
Taking ε = 32 , we show (2.6).
We now show the other property of Γ (2.7). We first do the case �= 1. We have for any (q, p) ∈ R2d
and ε > 0
Γ (q, p)≤ 1
2
|p|2+V (q)+ γ
2
(
ε
2
|p|2+ 1
2ε
|q|2)+ γ
2
4
|q|2+1.
Multiplying by β , taking ε = 2(1−β )γβ and using assumption B-2 on the derivative of V , we get for all
(q, p) ∈ R2d
βΓ (q, p)≤ 1
2
|p|2+βV (q)+ γ2 β (2−β )
8(1−β ) |q|
2+β ≤ 1
2
|p|2+ 1
2
�∂qV (q),q�+κ+β . (2.8)
Using this inequality, we can now show (2.7) for �= 1. Indeed, we have for all (q, p) ∈ R2d
LΓ (q, p) =− γ
2
|p|2− γ
2
�q,∂qV (q)�+ dσ
2
2
≤dσ
2
2
+(κ+β )γ−βγΓ (q, p).
We have shown (2.7) for �= 1 with d1 = dσ
2
2 + γ(κ+β ) and a1 = βγ .
Let � ≥ 2 be an integer. We now calculate LΓ �. We have, for (q, p) ∈ R2d and i ∈ {1, ...,2d}, with the
notation x= (q, p),
∂
∂xi
Γ �(q, p) = �Γ �−1(q, p)
∂
∂xi
Γ (q, p),
∂ 2
∂xi∂xi
Γ �(q, p) = �Γ �−1(q, p)
∂ 2
∂xi∂xi
Γ (q, p)+ �(�−1)Γ �−2(q, p)( ∂
∂xi
Γ (q, p))2,
then we get for all (q, p) ∈ R2d
LΓ �(q, p) = �Γ �−1(q, p)LΓ (q, p)+
�(�−1)
2
σ2Γ �−2(q, p)
���p+ γ
2
q
���2.
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Using for (q, p) ∈ R2d ��p+ γ
2
q
��2 ≤ 2Γ (q, p)
and computations for �= 1, we get for (q, p) ∈ R2d
LΓ �(q, p)≤ �Γ �−1(q, p)�d1−a1Γ (q, p)�+ �(�−1)σ2Γ �−1(q, p)
=−a1�Γ �(q, p)+ �(d1+ �−1)Γ �−1(q, p).
Using the fact that for any x ∈ R and ε > 0
|x|�−1 ≤ ε|x|�+Cε ,
we get
LΓ �(q, p)≤ (−a1�+ ε�(d1+ �−1))Γ �(q, p)+ �(d1+ �−1)Cε .
Choosing ε = a1�(d1+�−1) , a� = a1(�−1) and d� large enough, we obtain (2.7) for �.
Using assumptions B and properties of Γ , we have the following result on the moment of the solution:
Lemma 2.5 Let a process (q(.), p(.)) which satisfies (2.4). We have for each �≥ 1 such that E|q(0)|2� <
∞ and E|p(0)|2� < ∞ that there exist strictly positive real numbers k�, α� and C� such that for all t > 0
E
�|q(t)|2�+ |p(t)|2��≤C��1+(E|p(0)|k� +E|q(0)|k�)exp(−α�t)�.
Proof Let N ∈ N∗ be fixed. We consider
τN = inf{t, such that max(|q(t)|, |p(t)|)≥ N}.
Let � ∈ N∗ be fixed. We will show the following: There exists a positive real number C such that for all
t ≥ 0
E
�
Γ �
�
q(t), p(t)
��≤C�1+Γ �(q(0), p(0))exp(−αt)�. (2.9)
Let a� be the constant defined in (2.7). Let α < a� be fixed.We apply the Itô formula toΓ �(q(t), p(t))exp(αt).
We obtain for all t ≥ 0
Γ �
�
q(t ∧ τN), p(t ∧ τN)
�
exp
�
α(t ∧ τN)
�
=Γ �
�
q(0), p(0))+α
� t∧τN
0
Γ �
�
q(s), p(s)
�
exp(αs)ds
+
� t∧τN
0
�p(s),∂qΓ �
�
q(s), p(s)
��exp(αs)ds
−
� t∧τN
0
�∂qV (q(s))+ γ p(s),∂pΓ �(q(s), p(s))�exp(αs)ds
+σ
� t∧τN
0
∂p exp(αs)�Γ �(q(s), p(s)),dW (s)�
+
σ2
2
� t∧τN
0
d
∑
i=1
∂ 2
∂pi∂pi
Γ �(q(s), p(s))exp(αs)ds
=Γ �
�
q(0), p(0))+α
� t∧τN
0
Γ �
�
q(s), p(s)
�
exp(αs)ds
+
� t∧τN
0
LΓ �
�
q(s), p(s)
�
exp(αs)ds
+σ
� t∧τN
0
exp(αs)�∂pΓ �(q(s), p(s)),dW (s)�.
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The stochastic integral is a square integrable martingale because Γ (q(.), p(.)) is bounded on [0, t ∧ τN ].
Thus its average vanishes. Using the positivity of Γ , the inequality (2.7) and α < al , we obtain for all
t ≥ 0
E
�
Γ l
�
q(t ∧ τN), p(t ∧ τN)
�
exp
�
α(t ∧ τN)
��≤Γ l(q(0), p(0))+ dl
α
E
�
exp(α(t ∧ τN))
�
+(α−al)E
�� t∧τN
0
Γ l(q(s), p(s))exp(αs)ds
�
≤Γ l(q(0), p(0))+ dl
α
E
�
exp(α(t ∧ τN))
�
.
Using Fatou’s lemma in the left hand side and Monotone convergence Theorem on the right hand side of
the last inequality, we have (2.9). To conclude, we use the property (2.6) and polynomial growth of Γ .
Remark 2.6 We can found an other proof of Lemma 2.5 in [26].
2.2 Numerical schemes
For a small time step δ and x ∈ R2d , the classical explicit Euler method applied to (1.2), is defined for
i= 1, ...,2d, by X0 = x and the formula
Xin+1 = X
i
n+δ f
i(Xn)+
m
∑
�=1
gi�(Xn)(W
�((n+1)δ )−W �(nδ )), n≥ 0. (2.10)
The ordinary Euler scheme (2.10) may be unstable when the coefficients of the differential equation (2.4)
are unbounded (see [18]). We are led to avoid explicit schemes. In fact, we study two different implicit
schemes. For a small time step δ > 0, we consider an implicit split-step scheme defined by q0 = q(0),
p0 = p(0) and for n ∈ N∗
qn+1 = qn+δ p∗n
p∗n = pn−δγ p∗n−δ∂qV (qn+1),
pn+1 = p∗n+σ(W ((n+1)δ )−W (nδ )) = p∗n+
√
δσηn,
(2.11)
where ηn = (ηn,1, ...,ηn,d) is a Rd-valued random variable and {ηn,i : n ∈N, i ∈ {1,d}} is a collection of
i.i.d. real-valued random variables satisfying η1,1 ∼N (0,1). We also consider the implicit Euler scheme
defined by q0 = q(0), p0 = p(0) and for n ∈ N∗�
qn+1 = qn+δ pn+1
pn+1 = pn−δ∂qV (qn+1)− γδ pn+1+
√
δσηn,
(2.12)
where ηn = (ηn,1, ...,ηn,d) is as above.
Using the following Lemma, we get that these two schemes are well-defined for δ < δ0 :=
γ+
√
γ2+4θ
2θ
where θ is the constant of semi-convexity of V and γ is the friction coefficient.
Lemma 2.7 Let (q, p) ∈R2d and δ < δ0 := γ+
√
γ2+4θ
2θ . Under the assumption of semi-convexity of V (B-
1) and the dissipativity inequality (2.3), there exists a unique z∈Rd such that z= q+ δ1+γδ (p−δ∂qV (z)).
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Proof Let (q, p) ∈ R2d and δ < δ0. Let P : Rd → Rd defined for z ∈ Rd by P(z) = −z+ q+ δ1+γδ (p−
δ∂qV (z)). We have that P ∈C∞. Using dissipativity inequality (2.3), we get for all z ∈ Rd
�P(z),z�=−|z|2+ �q,z�− δ
2
1+δγ
�∂qV (z),z�+ δ1+δγ �p,z�
≤ −|z|2(1+ β1δ
2
1+δγ
)+
δ
1+δγ
�p,z�+κ δ
2
1+δγ
+ �q,z�.
Thus, we have for |z|2 large enough than �P(z),z� < 0. Then, using a Corollary of Brower fixed-point
theorem (see for instance [17]), we have that there exists z ∈ Rd such that P(z) = 0. Therefore we have
shown the existence of z ∈ Rd such that z= q+ δ1+γδ (p−δ∂qV (z)).
Let us show the uniqueness.
Let z1 ∈ Rd and z2 ∈ Rd such that P(z1) = P(z2) = 0 and z1 �= z2. We have
z1− z2 =− δ
2
1+δγ
(∂qV (z1)−∂qV (z2)).
Using assumption of semi-convexity (B-1), we get
|z1− z2|2 =− δ
2
1+δγ
� 1
0
∂ 2qV (z1+ t(z2− z1))(z1− z2,z1− z2)dt ≤
δ 2θ
1+δγ
|z1− z2|2.
Since δ < γ+
√
γ2+4θ
2θ , we have
δ 2θ
1+δγ < 1 and z1 = z2.
Remark 2.8 The condition δ < δ0 :=
γ+
√
γ2+4θ
2θ is useful only for the uniqueness. We have the existence
for all δ . Moreover, in the case where V is convex, the inequality on the second derivative is true for all
θ ≥ 0. Hence, we can show the uniqueness for all δ > 0.
An other proof of the fact that the implicit split-step scheme is well defined can be found in [18].
Moreover for δ small enough, we have that these two schemes have moments of all order. More
exactly, we have:
Proposition 2.9 Let k ∈N∗ and δ < δ0 := γβ4θ . Let (q, p)∈R2d such that q0 = q(0) and p0 = p(0). Under
assumptions B, the implicit split-step scheme (2.11) and the implicit Euler scheme (2.12) satisfy: There
exist positive numbers Ck and �k such that for all n ∈ N
E(|qn|2k+ |pn|2k)<Ck(1+ |q(0)|�k + |p(0)|�k). (2.13)
Remark 2.10 Since γβ4θ <
γ+
√
γ2+4θ
2θ , the schemes considered are well defined. If we assume that δ0 < 1
then we can choose Ck independent of δ0.
We will prove this result only for the implicit Euler scheme. The proof for the implicit split-step scheme is
similar. A proof for the moment of order 2 of the implicit split-step scheme can be found in [18]. The two
proofs use the same ideas.
To prove Proposition 2.9 for the implicit Euler scheme (2.12), we need the following three Lemmas:
Lemma 2.11 Let V ∈C∞(Rd). Let us assume that V is semi-convex, then V verifies for any q ∈ Rd and
p ∈ Rd
V (q)−V (p)≤ �∂qV (q),q− p�+ θ2 |q− p|
2, (2.14)
where θ is the constant of semi-convexity of V .
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Proof Let q ∈Rd and p ∈Rd . Using the Taylor expansion on V and the semi-convexity assumption on V
(B-1), we have
V (p)−V (q) = �∂qV (q), p−q�+
� 1
0
(1− s)∂ 2qV (q+ s(p−q))(p−q, p−q)ds
≥ �∂qV (q), p−q�− θ2 |q− p|
2.
Finally, we get
V (q)−V (p)≤ �∂qV (q),q− p�+ θ2 |q− p|
2.
Lemma 2.12 Let 0< δ < γβ4θ and Γδ ∈ C∞(R2d) be defined for any (q, p) ∈ R2d by
Γδ (q, p) =Γ (q, p)+
γδ
4
|p|2
=
1
2
|p|2+V (q)+ γ
2
�q, p�+ γ
2
4
|q|2+1+ γδ
4
|p|2, (2.15)
then Γδ verifies the following properties: for any (q, p) ∈ R2d
Γδ (q, p)≥
1
8
|p|2 (2.16)
and for any n ∈ N
(1+ γ(1− ε)δβ )Γδ (qn+1, pn+1)≤ Γδ (qn, pn+1+δγ pn+1+δ∂qV (qn+1))+ γδ (κ+β ), (2.17)
where (qn, pn) is the implicit Euler scheme defined by (2.12) and 0< ε < 1 is such that δ < εγβ4θ .
Proof Inequality (2.16) is a corollary of property (2.6) on Γ .
Using the definition of the implicit Euler scheme (2.12), we have
Γδ (qn+1, pn+1) =
1
2
|pn+1|2+V (qn+δ pn+1)+ γ2 �qn, pn+1�+
γδ
2
|pn+1|2
+
γ2
4
�
|qn|2+2δ �qn, pn+1�+δ 2|pn+1|2
�
+1+
γδ
4
|pn+1|2.
Using inequality (2.14) on V , we get
Γδ (qn+1, pn+1)≤Γδ (qn, pn+1)+δ �∂qV (qn+1), pn+1�+
�δγ
2
+
θδ 2
2
+
γ2δ 2
4
�|pn+1|2
+
γ2δ
2
�qn, pn+1�.
Since qn = qn+1−δ pn+1 and, for any (q, p) ∈ R2d ,
|p|2−|q|2 = �p−q, p+q�= 2�p−q, p�− |p−q|2 ≤ 2�p−q, p�,
Weak backward error analysis for Langevin process 11
we get
Γδ (qn, pn+1) =Γδ (qn, pn+1+δγ pn+1+δ∂qV (qn+1))
+
1
2
�|pn+1|2−|(1+δγ)pn+1+δ∂qV (qn+1)|2�
− γδ
2
�qn+1,∂qV (qn+1)�− γ
2δ
2
�qn+1, pn+1�
+
γδ 2
2
�pn+1,∂qV (qn+1)+ γ pn+1�
+
γδ
4
�|pn+1|2−|(1+δγ)pn+1+δ∂qV (qn+1)|2�
≤Γδ (qn, pn+1+δγ pn+1+δ∂qV (qn+1))− γδ |pn+1|2−δ �∂qV (qn+1), pn+1�
− γδ
2
�qn+1,∂qV (qn+1)�− γ
2δ
2
�qn+1, pn+1�.
Then, we get
Γδ (qn+1, pn+1)≤ Γδ (qn, pn+1+δγ pn+1+δ∂qV (qn+1))+
�θδ 2
2
− γ
2δ 2
4
�|pn+1|2
−δγ
2
��qn+1,∂qV (qn+1)�+ |pn+1|2�.
Using (2.8) and β < 1, we have
Γδ (qn, pn+1)≤Γδ (qn, pn+1+δγ pn+1+δ∂qV (qn+1))− γδβΓδ (qn+1, pn+1)
+
�θδ 2
2
+
γ2δ 2
4
(β −1)�|pn+1|2+(κ+β )γδ
≤Γδ (qn, pn+1+δγ pn+1+δ∂qV (qn+1))− γδβΓδ (qn+1, pn+1)
+
θδ 2
2
|pn+1|2+(κ+β )γδ .
Using property (2.16), we get
Γδ (qn+1, pn+1)≤Γδ (qn, pn+1+δγ pn+1+δ∂qV (qn+1))+(
θδ 2
2
−β γδε
8
)|pn+1|2
+(κ+β )γδ − γδβ (1− ε)Γδ (qn+1, pn+1).
Since δ ≤ εγβ4θ it follows that
(1+ γ(1− ε)δβ )Γδ (qn+1, pn+1)≤ Γδ (qn, pn+1+δγ pn+1+δ∂qV (qn+1))+ γδ (κ+β ).
Lemma 2.13 Let δ < δ0 :=
γ+
√
γ2+4θ
2θ be fixed. Let the processes Pn(.) be defined for t ∈ [nδ ,(n+1)δ ]
and n ∈ N∗ by
Pn(t) = pn+σ
�
W (t)−W (nδ )�.
Then, there exists C(δ0)> 0 such that for all n ∈ N and t ∈ [nδ ,(n+1)δ ]
E
�
Γ �δ (qn,Pn(t))
�≤ E�Γ �δ (qn, pn)�+C(δ0) �−1∑
i=0
(t−nδ )�−iE�Γ iδ (qn, pn)�. (2.18)
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Proof We will show (2.18) by induction on �. Let n ∈ N∗ be fixed. Using the definition of Γδ , indepen-
dence of qn withW (t)−W (nδ ) for t ≥ nδ and properties ofW , we easily have
E
�
Γδ (qn, pn+σ(W (t)−W (nδ )))
�≤ E�Γδ (qn, pn)�+(t−nδ )σ22 (1+ δ0γ2 ).
Let � ∈ N∗. Let us assume that (2.18) is true for all j ≤ �− 1 and let us show it for �. Let n ∈ N∗ be
fixed. Using the Itô formula on Γδ (qn,Pn(t)), we get for t ∈ [nδ ,(n+1)δ ]
Γ �δ (qn,Pn(t)) =Γ
�
δ (qn, pn)+σ�
� t
nδ
Γ �−1δ (qn,Pn(s))�(1+
γδ
2
)Pn(s)+
γ
2
qn,dW (s)�
+
1
2
�(1+
δγ
2
)
� t
nδ
Γ �−1δ (qn,Pn(s))ds
+
�(�−1)
2
� t
nδ
|(1+ γδ
2
)Pn(s)+
γ
2
qn|2Γ �−2δ (qn,Pn(s))ds.
We take the expectation. The second term in the right hand side vanishes because it is a square integrable
martingale. Using for (q, p) ∈ R2d
��(1+ γδ
2
)p+
γ
2
q
��2 ≤ 16(1+ γδ0
2
)2Γδ (q, p),
we get, for t ∈ [nδ ,(n+1)δ ],
E
�
Γ �δ (qn,Pn(t))
�≤E�Γ �δ (qn, pn)�+C�(δ0)� t
nδ
E
�
Γ �−1δ (qn,Pn(s))
�
ds.
Using the induction hypothesis, we get (2.18) for �.
Proof (Proof of Proposition 2.9 in the case of the implicit Euler scheme (2.12).) First, we rewrite the
implicit Euler scheme (2.12) like this
qn = qn+1−δ pn+1
pn+
√
δσηn = pn+1+δ∂qV (qn+1)+ γδ pn+1. (2.19)
Let � ∈ N∗. Using (2.18) for t = (n+1)δ , we see that
E
�
Γ �δ (qn, pn+σ
√
δηn)
�≤ E�Γ �δ (qn, pn)�+C �−1∑
i=0
δ �−iE
�
Γ iδ (qn, pn)
�
≤ E�Γ �δ (qn, pn)�+Cδ �−1∑
i=0
E
�
Γ iδ (qn, pn)
�
,
where we can choose C independent of δ . Using the fact that for any x ∈ R, i ∈ N∗ such that i < � and
ε1 > 0
|x|i ≤ ε1|x|�+Cε1 , (2.20)
we get
E
�
Γ �δ (qn, pn+σ
√
δηn)
�≤ (1+ ε1δC)E�Γ �δ (qn, pn)�+CCε1δ (2.21)
Moreover, using (2.20) and (2.17), we get that for ε2 > 0
(1+ γ(1− ε)δβ )�Γ �δ (qn+1, pn+1)≤ (1+δε2)Γ �δ (qn, pn+1+δγ pn+1+δ∂qV (qn+1))+δCε2 , (2.22)
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where 0< ε < 1 is defined in (2.17). Then, using (2.21), (2.19) and (2.22), we get
(1+ γ(1− ε)δβ )�E�Γ �δ (qn+1, pn+1)�≤ (1+δε2)(1+ ε1δC)E�Γ �δ (qn, pn)�+δCε1,ε2 .
Choosing ε1 = γ(1−ε)β2C and ε2 = λγ(1−ε)β such that λ ≤ 12(1+1/2(1−ε)γβδ0) , we get, (1+ε1C)(1+ε2)≤
1+ γ(1− ε)β . Then, by induction on n, we get
E
�
Γ �δ (qn, pn)
�≤ Γ �δ (q, p)+Cδ n∑
i=1
1
(1+ γ(1− ε)δβ )(�−1)i
≤ Γ �δ (q, p)+C.
To conclude, we use the fact the Γδ has polynomial growth and for any (q, p) ∈ R2d
1
8
|p|2+ γ
2
12
|q|2 ≤ cΓδ (q, p).
2.3 Preliminary results
For (x,y) ∈ R2d , we denote by �qx(t), py(t)�t≥0 a process which verifies (2.4) and has for initial data
qx(0) = x and py(0) = y. From now on, (Pt)t≥0 is the transition semigroup associated with the Markov
process
�
qx(t), py(t)
�
t≥0.
We recall that we denote by L the Kolmogorov generator associated with the stochastic equation (2.4)
defined for all φ ∈C∞(R2d) and (q, p) ∈ R2d by
Lφ(q, p) :=
�
p,∂qφ(q, p)
�−�∂qV (q)+ γ p,∂pφ(q, p)�+ σ22 d∑i=1 ∂
2
∂ pi∂ pi
φ(q, p). (2.23)
Moreover its formal adjoint L� in R2d is defined for all φ ∈C∞(R2d) and (q, p) ∈ R2d by
L�φ(q, p) =−�p,∂qφ(q, p)�+�∂qV (q),∂pφ(q, p)�+ γ�p,∂pφ(q, p)�
+
σ2
2
d
∑
i=1
∂ 2
∂ pi∂ pi
φ(q, p)+dγφ(q, p). (2.24)
The following equality will be useful: For any functions φ ∈C∞(R2d) and ψ ∈C∞(R2d), we have
L(φψ) = ψLφ +φLψ+σ2�∂pφ ,∂pψ�. (2.25)
We define the measure dρ := ρ(q, p)dqdp where for all (q, p) ∈ R2d , ρ(q, p) = 1Z exp(− 2γσ2H(q, p))
and Z =
�
R2d exp(− 2γσ2H(q, p))dqdp. A consequence of assumption B-4 is that for all k ∈ N and j ∈ N�
R2d
|q|2k|p|2 je−
2γ
σ2
H(q,p)dqdp< ∞.
It is easy to verify that the measure dρ is invariant by Pt : L�ρ = 0.
In all this article, we use the following spaces:
L2(ρ) = { f : R2d → R;
�
| f |2dρ < ∞},
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and for j ∈ N and � ∈ N
C �j (R2d) :=
�
f ∈C�(R2d) such that for all k= (k1, ...,k2d) ∈ Nd , |k| ≤ j,
sup
(q,p)∈R2d
|∂ k f (q, p)|Γ−�(q, p)< ∞�.
Let � and k be two integers. Let a function f ∈ C �k (R2d), we define the following norm
� f ��,k:= sup
j:=( j1,... j2d)
|j|≤k
sup
x∈R2d
����∂ j f (x)Γ �(x)
����.
We also define the semi-norm
| f |�,k := sup
j:=( j1,... j2d)
1≤|j|≤k
sup
x∈R2d
����∂ j f (x)Γ �(x)
����.
We consider a function φ ∈ C ∞pol(R2d) and we set for all (q, p) ∈ R2d and t ≥ 0:
u(t,q, p) = E(φ(qq(t), pp(t))). (2.26)
We have that u is a C∞ function on R+×R2d . Moreover we have that u is the unique solution of the
Kolmogorov equation
du
dt
(t,q, p) = Lu(q, p), (q, p) ∈ R2d , t > 0, u(0,q, p) = φ(q, p), (q, p) ∈ R2d . (2.27)
In the following, we write: u(t) = Ptφ . Note that we use the standard identification u(t) = u(t, .). More-
over, we have the following result on the regularity of u (see [26]):
Lemma 2.14 Let φ ∈ C ∞pol(R2d). Let u defined by (2.26). For any integer, there exists an integer s such
that for all T ≥ 0 there exists a strictly positive real numberCm(T ) such that for t ∈ [0,T ] and (q, p)∈R2d��Dmu(t,q, p)��≤Cm(T )(1+ |q|s+ |p|s),
where Dmu(t) denotes the vector of all the spatial derivatives of u(t) of order m.
We wish to investigate the approximation properties of the implicit Euler scheme and the implicit
split-step scheme. We need results on the long time behavior of the law of the solution (2.27). The two
necessary properties are the following :
Proposition 2.15 Let φ ∈C ∞pol(R2d) such that
�
φdρ = 0. Let u the unique solution of (2.27). There exists
a strictly positive real number λ0 such that, for m ∈ N and λ < λ0, there exist a positive real number C
and integers rm+d+1 and �m ≥ 2rm+d+1 such that φ ∈ C m+d+1rm+d+1 (R2d) and for all t ≥ 0
� u(t) �m,�m≤Cexp(−λ t) � φ �d+1+m,rm+d+1 .
Lemma 2.16 We denote by L∗ the formal adjoint of L in L2(ρ). Let g ∈ C ∞pol(R2d) such that
�
gdρ = 0.
Then there exists a unique function µ ∈ C ∞pol(R2d) such that
L∗µ = g and
�
µdρ = 0.
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The proof of this two results can be found in the appendix.
Our main result can be stated as follows:
Theorem 2.17 Let N be fixed. Let δ0 := min( 1γ ,
γβ
4θ ). Let (qk, pk) be the discrete process defined by the
implicit Euler scheme (2.12) or by the implicit split-step scheme (2.11), then for all δ < δ0, there exists a
modified function µ(N) defined for all (q, p) ∈ R2d by
µ(N)(q, p) = 1+
N
∑
n=1
δ nµn(q, p)
such that µ(N) ∈ C ∞pol(R2d) and �
R2d
µ(N)(q, p)ρ(q, p)dqdp= 1.
For all function φ ∈ C ∞pol(R2d)∩C αN�N (R2d) where αN = 6N+2+(d+1)(N+1) and λ < λ0, where λ0
is defined in Proposition 2.15, there exist a positive real number CN, an integer kN ≥ �N and a positive
polynomial function PN satisfying the following : For all k ∈ N,
� Eφ(qk, pk)−
�
φµ(N)dρ �0,kN≤CN
�
e−λ tk +δN
�
� φ −�φ� �αN ,�N ,
where tk = kδ and �φ�=
�
φdρ .
This result can be viewed as a discrete version of Proposition 2.15 in the case m = 0. We have, for
(qk, pk) the discrete process defined by the implicit Euler scheme (2.12) or the implicit split-step scheme
(2.11), that Eφ(qk, pk), which is an approximation of u, has the same property as u : Eφ(qk, pk) converge
exponentially fast to a constant in C 0kN (R
2d) up to an error δNCN . At k fixed, we can optimize this error
with a good choice of N.
Our result can be compared with [4,12,19,24,25]. As in [4,12,19], the only assumption made on δ
is that δ < δ0 :=min( 1γ ,
γβ
4θ ). We also recover an expansion of the invariant measure as in [27].
Our result is similar to the result in the case of SDE on the torus describes in [4] and to the result for
the overdamped Langevin equation describes in [12].
The constant CN appearing in the estimate depends of N, the constant of semi-convexity θ , the pa-
rameters of the equation γ and σ and the polynomial growth of V and all its derivatives.
3 Asymptotic expansion of the weak error
We have the formal expansion for small t and (q, p) ∈ R2d :
u(t,q, p) = φ(q, p)+ tLφ(q, p)+
t2
2
L2φ(q, p)+ ...+
tn
n!
Lnφ(q, p)+ ...
This is just obtained by Taylor expansion in time.
Since the solution u(t) of the Kolmogorov equation is in C ∞pol(R2d), the above formal expansion can
be justified in C ∞pol(R2d). Indeed, we have the following easy result whose proof is left to the reader.
Proposition 3.1 Let φ ∈ C ∞pol(R2d) and δ1 > 0 be fixed. Then, for all N, there exist constants C(N) and
� such that for all δ < δ1,
|u(δ ,q, p)−
N
∑
n=0
δ n
n!
Ln(q, p)φ(q, p)| ≤C(N)δN+1(1+ |q|�+ |p|�) � φ �2N+2,r2N+2 ,
where r2N+2 is defined such that φ ∈ C 2N+2r2N+2 (R2d).
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We now examine in detail the first time step and its approximation properties in terms of law. By
Markov property, it is sufficient to then obtain information at all steps. We want to have an expansion
similar to the last Proposition for the processes defined by the implicit Euler scheme (2.12) or the implicit
split-step scheme (2.11).
Proposition 3.2 Let δ0 =min( 1γ ,
γβ
4θ ). Let φ ∈ C ∞pol(R2d). For any N ∈ N, there exists an integer rN such
that φ ∈ C NrN (R2d). For all n ≥ 1, there exist operators An of order 2n with coefficients C ∞pol(R2d) which
depend of the scheme chosen ((2.11) or (2.12)), such that for all integer N ≥ 1 there exist a constant CN
and an integer �N such that for 0< δ < δ0 and (q, p) := (q0, p0),
|Eφ(q1, p1)−
N
∑
n=0
δ nAn(q, p)φ(q, p)| ≤CNδN+1(1+ |q|�N + |p|�N )|φ |2N+2,r2N+2 . (3.1)
Moreover, we have A0 = I and A1 = L.
Remark 3.3 This result is similar of the asymptotic expansion of the weak error describes in [4], but the
proof is different. Indeed, we can not use Itô’s lemma because the schemes considered here are implicit.
We consider the implicit split-step scheme (2.11). Let 0< δ < δ0. Let us recall that we have
q1 =q0+δ p∗0
p∗0 =p0−δγ p∗0−δ∂qV (q1)
p1 =p∗0+
√
δση0.
Before proving Proposition 3.2, we need an asymptotic expansion for q1, p1 and p∗0.
We define the function Ψδ which associate to (q, p) the solution z of (1+ γδ )z = (1+ γδ )q+ δ p−
δ 2∂qV (z). The function Ψδ is well defined (see Lemma 2.7) and we have q1 =Ψδ (q0, p0). Moreover,
we have that (δ ,q, p) �→Ψδ (q, p) is C∞ on ]0, γ+
√
γ2+4θ
2θ [×R2d : Let Ω1 =]0,
γ+
√
γ2+4θ
2θ [×R3d and the
function f ∈C∞ defined on Ω1 by
f (δ ,q, p,z) =−(1+δγ)z+(1+δγ)q+δ p−δ 2∂qV (z).
Using the semi-convexity of V , we have that, for all (δ ,q, p,z) ∈ Ω1, ∂z f (δ ,q, p,z) is invertible. Using
implicit function Theorem, we have that the function defined by (δ ,q, p) �→Ψδ (q, p) = z is C∞ on a
neighborhood of each point of ]0, γ+
√
γ2+4θ
2θ [×R2d .
We have the following result:
Lemma 3.4 Let δ0 =min( 1γ ,
γβ
4θ ). Let (q, p) ∈ R2d such that q0 = q and p0 = p. We have for 0< δ < δ0
and N ∈ N,
q1 =Ψδ (q, p) = q+
N
∑
k=1
δ kdk(q, p)+δN+1RN+1(q, p,δ ), (3.2)
where, for all k ≥ 0, dk ∈ C ∞pol(R2d) is defined for all (x,y) ∈ R2d by
d1(x,y) =y, and for k ≥ 2
dk(x,y) =(−1)k−1γk−2
�
γy+∂qV (x)
�
+
k−1
∑
j=2
(−1) j−1γ j−2
k− j
∑
n=1
1
n! ∑k1+...+kn=k− j−n,
0≤ki≤N
∂ n+1q V (x)(dk1+1(x,y), ...,dkn+1(x,y)).
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and RN+1 verifies: There exist C > 0 and �N ∈ N such that for any (x,y) ∈ R2d and δ < δ0
|RN+1(x,y,δ )| ≤C(1+ |x|�N + |y|�N ). (3.3)
Proof Let 0< δ < δ0. We have previously shown that (δ ,q, p) �→Ψδ (q, p) isC∞ on ]0, γ+
√
γ2+4θ
2θ [×R2d .
Then, for (q, p) ∈R2d fixed, we have that dk(q, p) is the kth term of the Taylor expansion of δ �→Ψδ (q, p)
and we can write (3.2). We now search an expression for dk.
Let (q, p) ∈ R2d such that q0 = q and p0 = p. Let � ∈ N. We use the temporary notation, for all
0≤ k ≤ �−1, gk,� = dk+1 and g�,� = R�+1. Hence, we have
q1 =q+
�
∑
k=1
δ kdk(q, p)+δ �+1R�+1(q, p,δ )
=q+δ z1,�,
where z1,� = ∑�k=0 gk,�(q, p). Using Taylor expansion, we obtain
∂qV (q1) =∂qV (q+δ z1,l) = ∂qV (q)+
�
∑
n=1
1
n!
∂ n+1q V (q)(δ z1,l , ...,δ z1,l)+δ
�+1θ�(q, p)
=∂qV (q)+
�
∑
n=1
1
n!
δ n∂ n+1q V (q)(
�
∑
k=0
δ kgk,�(q, p), ...,
�
∑
k=0
δ kgk,�(q, p))+δ �+1θ�(q, p)
=∂qV (q)+
�
∑
n=1
δ n
1
n!
n�
∑
m=0
δm ∑
k1+...+kn=m,
0≤ki≤�
∂ n+1q V (q)(gk1,�(q, p), ...,gkn,�(q, p))+δ
�+1θ�(q, p)
=∂qV (q)+ I1,�(q, p)+δ �+1I2,�(q, p)+δ �+1θ�(q, p),
where
θ�(q, p) =
� 1
0
(1− t)�
�!
∂ �+2q V (q+ tδ z1)(z1, ...,z1)dt,
I1,�(q, p) =
�
∑
n=1
1
n!
δ n
j−n
∑
m=0
δm ∑
k1+...+kn=m,
0≤ki≤�
∂ n+1q V (q)(gk1,�(q, p), ...,gkn,�(q, p)),
=
�
∑
j=1
δ j
j
∑
n=1
1
n! ∑k1+...+kn=�−n,
0≤ki≤�−1
∂ n+1q V (q)(dk1+1(q, p), ...,dkn+1(q, p)),
I2,�(q, p) =
�
∑
n=1
1
n!
δ n
n�
∑
m=�−n+1
δm−�−1 ∑
k1+...+kn=m,
0≤ki≤�
∂ n+1q V (q)(gk1,�(q, p), ...,gkn,�(q, p)).
Let N be fixed, using the above computations, we have
q1 =q+(1+ γδ )−1
�
δ p−δ 2∂qV (q1)
�
=q+
N−1
∑
k=0
(−γ)kδ k+1p+δN+1g(q, p)
+
N−2
∑
k=0
(−γ)kδ k+2
�
∂qV (q)−δ 2I1,N−k−2(q, p)−δN−k−1
�
I2,N−k−2(q, p)+θN−k−2(q, p)
��
=q+δ p+
N
∑
k=2
(−1)k−1γk−2δ k�γ p+∂qV (q)�+ J(q, p)+δN+1G(q, p), (3.4)
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where
J(q, p) =−
N−2
∑
k=0
(−γ)kI1,N−k−2(q, p)δ k+2
=
N
∑
k=2
(−1)k−1γk−2
N−k
∑
j=1
δ j+k
j
∑
n=1
1
n! ∑k1+...+kn= j−n,
0≤ki≤N
∂ n+1q V (q)(dk1+1(q, p), ...,dkn+1(q, p))
=
N
∑
k=3
δ k
k−1
∑
j=2
(−1) j−1γ j−2
k− j
∑
n=1
1
n! ∑k1+...+kn=k− j−n,
0≤ki≤N
∂ n+1q V (q)(dk1+1(q, p), ...,dkn+1(q, p)),
G(q, p) =g(q, p)−
N−1
∑
k=0
(−γ)kI2,N−k−2(q, p),
g(q, p) =− (−γ)
N−1
1+δγ
(γ p+∂qV (q1)).
By identifying of (3.4) and (3.2), we get
q1 = q+
N
∑
k=1
δ kdk(q, p)+δN+1RN+1(δ ,q, p),
where, for all k ≥ 0, dk is defined for all (q, p) ∈ R2d by
d1(q, p) =p, and for k ≥ 2,
dk(q, p) =(−1)k−1γk−2
�
γ p+∂qV (q)
�
+
k−1
∑
j=2
(−1) j−1γ j−2
k− j
∑
n=1
1
n! ∑k1+...+kn=k− j−n,
0≤ki
∂ n+1q V (q)(dk1+1(q, p), ...,dkn+1(q, p)),
moreover, by induction, we have, for all k ∈ N, dk ∈ C ∞pol(R2d).
The above identifying does not give an easy expression of RN , then we have not immediately (3.7).
To show this result, we will use that, for N, q ∈Rd and p ∈Rd fixed, RN(q, p, .) is the remainder of order
N of δ �→Ψδ (q, p). Therefore, if we show that, for any n ∈ N, there exist C > 0 and �n ∈ N such that for
any 0< δ < δ0 and (q, p) ∈ R2d ,
|∂ nδΨδ (q, p)|2 ≤C(1+ |q|�n + |p|�n), (3.5)
then we show (3.7) and Lemma 3.4 is shown.
Let us show the result (3.5) by induction on n. Let 0< δ < δ0 and (q, p) ∈ R2d be fixed. We have, by
definition ofΨδ ,
Ψδ (q, p)(1+δγ)+δ 2∂qV (Ψδ (q, p)) = δ p+(1+δγ)q.
We multiply this equation byΨδ (q, p) and use dissipativity inequality (2.3). We get
�p,Ψδ (q, p)�δ + �q,Ψδ (q, p)�(1+δγ) =(1+δγ)|Ψδ (q, p)|2+δ 2�∂qV (Ψδ (q, p)),Ψδ (q, p)�
≥(1+δγ+β1δ 2)|Ψδ (q, p)|2−κδ 2.
Since
2�a,b� ≤ ε|a|2+ 1
ε
|b|2 for all ε > 0, a ∈ Rd and b ∈ Rd , (3.6)
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we get, for any positive constants ε1 and ε2:
|Ψδ (q, p)|2
�
1+δγ+β1δ 2− ε12 −
ε2
2
�
≤ κδ 2+ δ
2ε2
|p|2+ 1+δγ
2ε1
|q|2.
We choose ε1 = ε2 = 12 , then we have that there exists a positive constant C, which is independent of δ ,
such that
|Ψδ (q, p)|2 ≤C(1+ |q|2+ |p|2).
This proves (3.5) for n= 0 and �0 = 2.
Let us assume the result (3.5) is true for all 0 ≤ j < n and let us show it for n. Let 0 < δ < δ0 and
(q, p) ∈ R2d be fixed. We have
(1+δγ)∂ nδΨδ (q, p) =−nγ∂ n−1δ Ψδ (q, p)+(γq+ p)1{n=1}
−2n∂ n−1δ
�
∂qV (Ψδ (q, p))
�
−δ 2∂ nδ
�
∂qV (Ψδ (q, p))
�
−2
�
n
2
�
δ∂ n−2δ
�
∂qV (ψδ (q, p))
�
=:B1(δ ,q, p)−2nB2(δ ,q, p)−δ 2B3(δ ,q, p)−δB4(δ ,q, p).
By induction hypothesis, we have that B1 has polynomial growth in (q, p). Moreover, using Faà di Bruno’s
formula, we get
B2(δ ,q, p) =∑ (n−1)!m1!m2!(2!)m2 ...mn−1!((n−1)!)mn−1 ∂
m1+...+mn−1+1
q V (Ψδ (q, p))
×
n−1
∏
j=1
�
∂ jδΨδ (q, p)
�mj ,
where m1+2m2+ ...+(n−1)mn−1 = n−1. Using the polynomial growth of V and its derivatives (B-3)
and induction hypothesis, we have that B2 has polynomial growth in (q, p). Using the same method, we
have that B4 has polynomial growth in (q, p). Using Faà di Bruno’s formula, we also have
B3(δ ,q, p) =∑ n!m1!m2!(2!)m2 ...mn!(n!)mn ∂
m1+...+mn+1
q V (Ψδ (q, p))
×
n
∏
j=1
�
∂ jδΨδ (q, p)
�mj
=δ∂ 2qV (q+δΨδ (q, p))∂
n
δΨδ (q, p)+B5(δ ,q, p),
where m1+2m2+ ...+nmn = n and
B5(δ ,q, p) =∑ n!k1!k2!(2!)k2 ...kn−1!((n−1)!)kn−1 ∂
k1+...+kn−1+1
q V (Ψδ (q, p))
×
n−1
∏
j=1
�
∂ jδΨδ (q, p)
�k j ,
k1+2k2+ ...+(n−1)kn−1 = n.
Then we have that B1, B2, B4 and B5 have polynomial growth in (q, p) and we get�
(1+δγ)I+δ 2∂ 2qV (q+δΨδ (q, p))
�
∂ nδΨδ (q, p) = B6(δ ,q, p)
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where B6 :=−nγB1−2nB2−δB4−δ 2B5 has polynomial growth in (q, p).
Multiplying by δ nδΨδ (q, p), and using (3.6) on |�B6(δ ,q, p),∂ nδΨδ (q, p)�| and semi-convexity assumption
B-1, we get
|∂ nδΨδ (q, p)|2(1+ γδ −θδ 2−
1
2
)≤ 1
2
B26(δ ,q, p),
where θ is the constant of semi-convexity and B6 has polynomial growth in (q, p). Since δ < γθ , we have
that there exist constantsC and �n ∈ N such that
|∂ nδΨδ (q, p)|2 ≤C(1+ |q|�n + |p|�n),
which proves (3.5).
Corollary 3.5 Let δ0 = min( 1γ ,
γβ
4θ ) and (q
0, p0) ∈ R2d such that q0 = q0 and p0 = p0. We have for
0< δ < δ0 and N ∈ N,
q1 = q0+
N
∑
k=1
δ kdk(q0, p0)+δN+1RN+1(q0, p0,δ ),
p1 =
N
∑
k=0
δ kdk+1(q0, p0)+δN+1RN+2(q0, p0,δ )+
√
δση0
where, for all k ≥ 0, dk ∈ C ∞pol(R2d) is defined for all (x,y) ∈ R2d by
d1(x,y) =y, and for k ≥ 2
dk(x,y) =(−1)k−1γk−2
�
γy+∂qV (x)
�
+
k−1
∑
j=2
(−1) j−1γ j−2
k− j
∑
n=1
1
n! ∑k1+...+kn=k− j−n,
0≤ki
∂ n+1q V (x)(dk1+1(x,y), ...,dkn+1(x,y)).
and RN+1 verifies: There exist C > 0 and �N ∈ N such that for any (x,y) ∈ R2d and δ < δ0
|RN+1(x,y,δ )| ≤C(1+ |x|�N + |y|�N ). (3.7)
Proof (Proof of Proposition 3.2 in the case of the implicit split-step scheme (2.11).) Let N fixed. We have,
with the notation of Corollary 3.5, for all N0 ∈ N
q1 =q+
N0
∑
k=1
δ kdk(q, p)+δN0+1RN0+1(q, p,δ ) = q+δR1(q, p,δ ),
p1 =
N0
∑
k=0
δ kdk+1(q, p)+δN0+1RN0+2(q, p,δ )+
√
δση0 = p+
√
δση0+δR2(q, p,δ ) = z+
√
δση0.
Let φ ∈ C ∞pol(R2d), for any n ∈ N, there exists an integer rn such that φ ∈ C nrn(R2d). Using Taylor expan-
sion, we get
φ(q1, p1) =φ(q1,z+
√
δση0)
=φ(q1,z)+
2N+1
∑
k=1
1
k!
δ k/2σ k∂ kpφ(q1,z)(η0, ...η0)
+
� 1
0
(1− t)2N+1
(2N+1)!
δN+1σ2N+2∂ 2N+2p φ(q1,z+ t
√
δση0)(η0, ...η0)dt.
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Let �.� denotes the integer part. Using Taylor expansion on ∂ kpφ(q1,z) and computations done in the proof
of Lemma 3.4, we obtain
φ(q1, p1) = I1(x,η0)+ I2(x,η0)+ I3(x,η0)+ I4(x,η0),
where x= (q, p) and
I1(x,η0) =
2N+1
∑
k=0
1
k!
σ k
�
δ k/2∂ kpφ(x)(η0, ...,η0)+
�k
∑
n=1
1
n!
n
∑
�=0
�
n
�
� �k
∑
m=n
δm+k/2
× ∑
k1+...+k�
+k˜1+...+k˜n−�=m
0<ki≤�k
0<k˜i≤�k
∂ �q∂
n−�+k
p φ(x)(dk1(x), ...,dk�(x),dk˜1+1(x), ...,dk˜n−�+1(x),η0, ...,η0)
�
,
I2(x,η0) =
2N+1
∑
k=0
1
k!
σ k
�k
∑
n=0
1
n!
n
∑
�=0
�
n
�
� n(�k+1)
∑
m=�k+1
δm+k/2Bm,n,�,k(x1,η0),
I3(x,η0) =
2N+1
∑
k=0
1
k!
σ kδ k/2δ �k+1
� 1
0
(1− t)�k
(lk)!
�k+1
∑
�=0
�
�k+1
�
�
∂ �q∂
�k+1−�+k
p φ(q+ tδR1(x,δ ), p+ tδR2(x,δ ))
× (R1(x,δ ), ...,R1(x,δ ),R2(x,δ ), ...,R2(x,δ ),η0, ...,η0)dt,
I4(x,η0) =δN+1σ2N+2
� 1
0
(1− t)2N+1
(2N+1)!
∂ 2N+2p φ(q+δR1(x,δ ),z+ t
√
δη0)(η0, ...,η0)dt,
�k =N−
�k+1
2
�
and, with the temporary notation: for all 0 ≤ k ≤ 2N+ 1 and 1 ≤ i ≤ �k, g˜k,i = di+1, gk,i = di, g˜k,�k+1 =
R�k+2 and gk,�k+1 = R�k+1,
Bm,n,�,k(x,η0) = ∑
k1+...+k�
+k˜1+...+k˜n−�=m
0<ki≤�k+1
0<k˜i≤�k+1
∂ �q∂
n−�+k
p φ(x)(gk1(x), ...,gk�(x), g˜k˜1(x), ..., g˜k˜n−�(x),η0, ...,η0).
We have, for all � ∈ N, E(η2�+10,i ) = 0 and η0,i are independent of q, p and η0, j for j �= i, then the
expectation of all the odd term in k in I1, I2 and I3 vanish. Hence we have
E(I2(x,η0)) =
N
∑
k=0
1
(2k)!
σ2k
N−k
∑
n=0
1
n!
n
∑
�=0
�
n
�
� n(N−k+1)
∑
m=N−k+1
δm+kE(Bm,n,�,2k(x,η0)),
E(I3(x,η0)) =
N
∑
k=0
1
(2k)!
δN+1σ2k
� 1
0
(1− t)N−k
(N− k)!
N−k+1
∑
�=0
�
N− k+1
�
�
×E
�
∂ �q∂
N−k+1−�+k
p φ(q+ tδR1(x,δ ), p+ tδR2(x,δ ))
× (R1(x,δ ), ...,R1(x,δ ),R2(x,δ ), ...,R2(x,δ ),η0, ...,η0)
�
dt.
In E(I2(x,η0)), we have m+ k ≥ N + 1, then we can factor δN+1. Moreover, if n = � = 0 then
Bm,n,�,2k = 0, hence, in each term of E(I2(x,η0)), we have at least one derivative of φ . Using φ ∈
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C 2N+2r2N+2 (R
2d) and the polynomial growth of d j, R˜N0+1 and RN0+1 for j ∈ N∗ and N0 ∈ N, we get that
there exist integers n1, n2 and n3 such that
|E(I2(q, p,η0))| ≤CNδN+1(1+ |p|n1 + |q|n1)|φ |2N,r2N ,
|E(I4(q, p,η0))| ≤CNδN+1(1+ |p|n2 + |q|n2) � D2N+2φ �0,r2N+2
|E(I3(q, p,η0))| ≤CNδN+1(1+ |p|n3 + |q|n3) � DNφ �N+1,r2N+1 .
Hence, we have that there exists k1 ∈ N∗ such that
|Eφ(q1, p1)−E(I1)| ≤CNδN+1(1+ |p|k1 + |q|k1)|φ |2N+2,r2N+2 ,
where
E(I1) =
N
∑
j=0
1
(2 j)!
σ2 jδ jE
�
∂ 2 jp φ(q, p)(η0, ...,η0)
�
+
N
∑
j=0
1
(2 j)!
σ2 j
N− j
∑
n=1
1
n!
n
∑
�=0
�
n
�
�N− j
∑
m=n
δm+ j ∑
k1+...+k�
+k˜1+...+k˜n−�=m
k˜i,ki≥1
E
�
∂ �q∂
n−�+2 j
p φ(q, p)
× (dk1(q, p), ...,dk�(q, p),dk˜1+1(q, p), ...,dk˜n−�+1(q, p),η0, ...,η0)
�
,
=
N
∑
k=0
δ kAk(q, p)φ(q, p),
and
Ak(q, p)φ(q, p) =
σ2k
(2k)!
E
�
∂ 2kp φ(q, p)(η0, ...,η0)
�
+
k−1
∑
j=0
1
(2 j)!
σ2 j
k− j
∑
n=1
1
n!
n
∑
�=0
�
n
�
�
× ∑
k1+...+k�
+k˜1+...+k˜n−�=k− j
0<ki,k˜i
E
�
∂ lq∂
n−�+2 j
p φ(q, p)(dk1(q, p), ...,dk�(q, p),dk˜1+1(q, p), ...,dk˜n−�+1(q, p),η0, ...,η0)
�
Using property of η0, we get that A0 = I,
A1φ(q, p) =
σ2
2
d
∑
i=1
∂ 2
∂pi∂pi
φ(q, p)+ �∂pφ ,d2(q, p)�+ �∂qφ(q, p),d1(q, p)�= L
and Ak is an operator of order 2k.
The proof in the case of the scheme (2.12) uses the same arguments.
We need asymptotic expansions for q1 = q+δ p1 and p1 = p−δγ p1−∂qV (q1)δ +
√
δση0. We use the
local notation α =
√
δ . We define the function ψα which associate to (q, p) the solution z of (1+γα2)z=
(1+ γα2)q+α2p−α4∂qV (z)+αση0. This function is well defined (see Lemma 2.7). Moreover, using
same arguments as for the scheme (2.11), we can show that (α,q, p) �→ ψα(q, p) isC∞ on ]0,
√
δ1[×R2d ,
where δ1 =
γ+
√
γ2+4θ
2θ .
We have the following lemma:
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Lemma 3.6 Let δ0 =min( 1γ ,
γβ
4θ ). For 0< δ < δ0 and the local notation α =
√
δ , we have
∀N0 ∈ N, q1 = ψα(q, p) = q+
2N0+1
∑
k=2
δ
k
2 dk(q, p,η0)+δN0+1RN0+1(q, p,δ ,η0),
p1 =
2N0+1
∑
k=0
δ
k
2 dk+2(q, p,η0)+δN0+1RN0+2(q, p,δ ,η0),
where, ∀k ≥ 2, dk is defined for all (q, p) ∈ R2d by
d2(q, p,η0) = p,d3(q, p,η0) = ση0
and ∀k ≥ 2
d2k(q, p,η0) =(−1)k−1γk−2(γ p+∂qV (q))
+
k−1
∑
i=2
(−1)i+1γ i
k−i
∑
n=1
1
n! ∑k1+...+kn=2(k−i)
ks≥2
∂ nqV (q)(dk1(q, p,η0), ...,dki(q, p,η0)),
d2k+1(q, p,η0) =(−1)k−1γk−1ση0
+
k
∑
i=2
(−1)i+1γ i
k−i
∑
n=1
1
n! ∑k1+...+kn=2(k−i)+1
ks≥2
∂ nqV (q)(dk1(q, p,η0), ...,dki(q, p,η0)).
Moreover, we have that for any k ≥ 2, E(dk) ∈ C ∞pol(R2d),
E(d2k+1(q, p,η0)) = 0 (3.8)
and, for any N ∈ N, RN verifies: There exist C > 0 and �N ∈ N such that for any (x,y) ∈ R2d and δ < δ0
|E(RN(q, p,δ ,η0))| ≤C(1+ |q|�N + |p|�N ).
Proof To prove this Lemma, we use the same ideas as in Lemma 3.4. We first compute dk for all k.
By induction, we rewrite dk only in terms of d1, d2 and the derivatives of V evaluate in q. Using the
independence of η0 with (q, p), we can show (3.8).
To prove that E(RN) has polynomial growth, we show that, for n ∈ N, there existCn > 0 and kn ∈ N such
that, for (q, p) ∈ R2d , δ < δ0 and the local notation α =
√
δ , we have
E(|∂ nαψα(q, p)|2)≤Cn(1+ |q|kn + |p|kn).
The proof of Proposition 3.2 in the case of the scheme (2.12) is similar to the case of the scheme (2.11),
but we must use an asymptotic expansion of ∂ kpφ to a larger order (2N+1−k instead of N−�(k+1)/2�).
4 Modified generator
For now on, all definitions depend of the scheme considered.
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4.1 Formal series analysis
Let us now consider δ as fixed. We want to construct a formal series
L = L+δL1+ ...+δ nLn+ ... (4.1)
where the coefficients of the operator Ln are in C ∞pol(R2d) and such that formally the solution v at time
t = δ of the equation
∂t v(t,q) =L (q, p)v(t,q, p), t > 0,(q, p) ∈ R2d v(0,q, p) = φ(q, p),(q, p) ∈ R2d
coincides in the sense of asymptotic expansion with the approximation of the transition semigroupEφ(q1, p1)
studied in the previous section. In other words, we want to have the equality in the sense of asymptotic
expansion in powers of δ
exp(δL )φ = φ +∑
n≥1
δ nAnφ ,
where the operators An are defined in Proposition 3.2.
Formally, this equation can be written as
exp(δL )− Id = δ A˜(δ ), (4.2)
where A˜(δ ) = ∑n≥1 δ n−1An.
We have
exp(δL )− Id = δL
�
∑
n≥0
δ n
(n+1)!
L n
�
.
Note that the (formal) inverse of the series is given by�
∑
n≥0
δ n
(n+1)!
L n
�−1
= ∑
n≥0
Bn
n!
δ nL n,
where the Bn are the Bernoulli numbers (see [6,9]). Hence, equations (4.1) and (4.2) are equivalent in the
sense of formal series to
L = ∑
�≥0
B�
�!
δ �L �A˜(δ ) = ∑
n≥0
δ n
�
An+1+
n
∑
�=1
B�
�! ∑n1+...+n�+1=n−�
Ln1 ...Ln�An�+1+1
�
. (4.3)
Identifying the right hand sides of (4.1) and (4.3), we get the following induction formula
Ln = An+1+
n
∑
�=1
B�
�! ∑n1+...+n�+1=n−�
Ln1 ...Ln�An�+1+1. (4.4)
Each of the terms of the above sum is an operator of order 2n+2 with coefficients C ∞pol(R2d) and therefore
Ln is also an operator of order 2n+2 with coefficients C ∞pol(R2d).
Notes that (4.2) gives immediately the inverse relation of this formal series equation:
An =
n
∑
�=1
1
�! ∑n1+...+n�=n−�
Ln1 ...Ln� . (4.5)
Moreover we have clearly
Ln1= 0.
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4.2 Approximate solution of the modified flow
For a given N, we have constructed in the previous section a modified operator
L(N) = L+
N
∑
n=1
δ nLn. (4.6)
In order to perform weak backward error analysis and estimate recursively the modified invariant law of
the numerical process, we should be able to define a solution vN of the modified flow
∂t vN(t,q, p) = L(N)vN(t,q, p), t > 0,(q, p) ∈ R2d vN(0,q, p) = φ(q, p),(q, p) ∈ R2d . (4.7)
However in our situation we do not know whether this equation has a solution.
The goal of the following theorem is to give a proper definition of a modified flow associated to (4.6).
Theorem 4.1 Let φ ∈C ∞pol(R2d) such that
�
φdρ = 0. For any N ∈N, there exists an integer rN such that
φ ∈ C NrN (R2d). For all n ∈N, there exist functions vn(t, .) ∈ C ∞pol(R2d) defined for all times t ≥ 0 such that
for all t ≥ 0 and n ∈ N,
∂t vn(t,q, p)−Lvn(t,q, p) =
n
∑
�=1
L�vn−�(t,q, p), (4.8)
with initial condition v0(0, .) = φ and vn(0, .) = 0 for n≥ 1. For all N ≥ 0, setting
v(N)(t,q, p) =
N
∑
k=0
δ kvk(t,q, p),
then the following holds:
a. Let δ0 = min( 1γ ,
γβ
4θ ), there exist a positive real number CN and integers �N and kN such that for all
t ≥ 0, 0< δ < δ0 and (q, p) ∈ R2d
|Ev(N)(t,q1, p1)− v(N)(t+δ ,q, p)| ≤ δN+1CN(1+ |q|�N + |p|�N ) sup
s∈]0,δ [
n=0,...,N
|vn(t+ s, .)|2N+2,kN .
b. Let δ0 =min( 1γ ,
γβ
4θ ), there exist a positive real numberCN and an integer �N such that for all 0< δ < δ0
and (q, p) ∈ R2d
|Eφ(q1, p1)− v(N)(δ ,q, p)| ≤ δN+1CN(1+ |q|�N + |p|�N ) � φ �N(d+7)+2,rN(d+7)+2 .
Proof Let φ ∈ C ∞pol(R2d) such that
�
φdρ = 0, for any N ∈ N, there exists an integer rN such that φ ∈
C NrN (R
2d). For n = 0, equation (4.8) reduces to v0 = u, the solution of (2.27). By Proposition 2.15, we
have that u and all its derivatives have polynomial growth. Let n∈N and assume that v j(t) are constructed
for j = 1, ...,n−1. Let for t ≥ 0 and (q, p) ∈ R2d
Fn(t,q, p) =
n
∑
l=1
Llvn−l(t,q, p), (4.9)
the right-hand side in (4.8), then vn is uniquely defined and given by the formula
vn(t, .) =
� t
0
Pt−sFn(s, .)ds, t ≥ 0. (4.10)
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Using an induction argument and Proposition 2.15, we know that vn and all its derivatives have polynomial
growth. Moreover, we have for all k ∈N and n ∈N∗ that there exists an integer αk,n such that for all t ≥ 0
� vn(t) �k,αk,n≤C(t) � φ �k+n(d+1)+4n,rk+n(d+5) , (4.11)
where the constantC(t) depends on t, k, n and V . This proves the first part of the Theorem.
To prove a., we consider a fixed time t and define the functions wn(s,q, p) := vn(t+ s,q, p) for s≥ 0,
(q, p) ∈ R2d and n ∈ N. By definition, these functions satisfy the relation
∂swn(s,q, p) =
n
∑
�=0
L�wn−�(s,q, p),s≥ 0,(q, p) ∈ R2d wn(0,q, p) = vn(t,q, p),(q, p) ∈ R2d .
Let us consider the successive time derivatives of the functions wn. We have, using the definition of wn,
for all s≥ 0 and (q, p) ∈ R2d ,
∂ 2s wn(s,q, p) =
n
∑
�=0
L�∂swn−�(s,q, p) =
n
∑
k=0
∑
�1+�2=k
L�1L�2wn−k(s,q, p),
and we see by induction that for all m≥ 1, (q, p) ∈ R2d and s≥ 0
∂ms wn(s,q, p) = ∑
�1+...+�m+1=n
L�1 ...L�mw�m+1(s,q, p).
Using the fact that the operators L� are of order 2�+2 with no terms of order zero and that their coefficients
have polynomial growth, we see that there exist a constant C, depending on n and m, and an integer βn
such that
|∂ms wn(s,q, p)| ≤C(1+ |q|βn + |p|βn) sup
k=0,...,n
|wk(s, .)|2n−2k+2m,�n,k,m ,
where �n,k,m ∈ N is such that wk(s, .) ∈ C 2(n−k+m)�n,k,m (R2d). Now let us consider the Taylor expansion of
wn(δ , .), for δ < δ0. Let N be fixed. We have for δ < δ0, (q, p) ∈ R2d and n= 0, ...,N,
wn(δ ,q, p) =
N−n
∑
m=0
δm
m!
∂mt wn(0,q, p)+
� δ
0
sN−n
(N−n)!∂
N−n+1
t wn(s,q, p)ds
=
N−n
∑
m=0
δm
m! ∑�1+...+�m+1=n
L�1 ...L�mw�m+1(0,q, p)+RN,n(δ ,q, p).
Using the bounds on the time derivatives of wn, we obtain that there exists an integer �N such that for all
0≤ δ ≤ δ0 and all n= 0, ...,N,
|RN,n(δ ,q, p)| ≤CδN−n+1(1+ |q|�N + |p|�N ) sup
s∈]0,δ [,
n=0,...,N
|wn(s, .)|2N+2,kN ,
for some constants depending on N, n and kN such that for n= 0, ...,N, wn ∈ C 2N+2kN (R2d).
After summation in n and using the expression (4.5) of the operators An and the definition of wn, we get
for all (q, p) ∈ R2d , t ≥ 0 and 0< δ < δ0
v(N)(t+δ ,q, p) =
N
∑
n=0
δ n
n
∑
m=0
Amvn−m(t,q, p)+RN(t,δ ,q, p),
where
|RN(t,δ ,q, p)| ≤CNδN+1(1+ |q|�N + |p|�N ) sup
s∈]0,δ [,
n=0,...,N
|vn(t+ s, .)|2N+2,kN .
To conclude we use (3.1) applied to φ = v(N)(t,q, p) and the fact that δ < δ0.
The second estimate b. is then a consequence of a. with t = 0 and (4.11).
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5 Asymptotic expansion of the invariant measure and long time behavior
We now analyze the long time behavior of the solution of the modified flow associated to (4.7). In the
following, for a given operator B, we denote by B∗ its adjoint with respect to the L2(ρ) product. We start
by an asymptotic expansion of a formal invariant measure for the numerical schemes.
Proposition 5.1 Let δ0 = min( 1γ ,
γβ
4θ ). Let (Ln)n≥0 be the collection of operators defined recursively by
(4.4). There exists a collection of functions (µn)n≥0 such that µ0 = 1 and
�
µndρ = 0 for all n ≥ 1.
Moreover, for all n, µn ∈ C ∞pol(R2d) and for all n≥ 1
L∗µn =−
n
∑
�=1
(L�)∗µn−�. (5.1)
Let the function µ(N) be defined for (q, p) ∈ R2d and 0< δ < δ0 by
µ(N)(δ ,q, p) = 1+
N
∑
n=1
δ nµn(q, p),
then for 0< δ < δ0, µ(N)(δ , ., .) ∈ C ∞pol(R2d) and satisfies�
R2d
µ(N)(δ ,q, p)ρ(q, p)dqdp= 1.
Proof Let n≥ 1 be fixed. Assume that µ0 = 1 and for j = 1, ...,n−1, µ j are known and µ j ∈ C ∞pol(R2d).
Let us consider equation (5.1) given by
L∗µn =−
n
∑
�=1
L∗�µn−� =: Gn
Note that Gn ∈ C ∞pol(R2d). Indeed, µ0, ...,µn−1 and all the coefficients of L∗� are in C ∞pol(R2d). Moreover,
Gn satisfies �
R2d
Gn(q, p)ρ(q, p)dqdp=−
n
∑
�=1
�
R2d
L∗�µn−�(q, p)ρ(q, p)dqdp
=−
n
∑
�=1
�
R2d
µn−�(q, p)L�1ρ(q, p)dqdp= 0.
Using Lemma 2.16, we easily obtain the existence of a function µn ∈ C ∞pol(R2d) satisfying (5.1) and�
µndρ = 0. This shows the proposition.
Proposition 5.2 Let φ ∈C ∞pol(R2d) such that u(0) = φ , then for any n∈N, there exists an integer rn such
that φ ∈ C nrn(R2d). For all n ∈ N, k ∈ N and λ < λ0, there exist a positive polynomial function Pk,n and
an integer �k,n such that for all t ≥ 0
� vn(t)−
�
φµndρ �k,�k,n≤ Pk,n(t)e−λ t � φ −�φ� �βk,n,αk,n , (5.2)
where λ0 is defined in the Proposition 2.15, �φ�=
�
φρdqdp, βk,n = k+4n+(n+1)(d+1) and αk,n =
rβk,n .
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Proof Let φ ∈ C ∞pol(R2d) such that u(0) = φ , then for any n ∈ N, there exists an integer rn such that
φ ∈ C nrn(R2d). Using the fact that µ0 = 1 and v0 = u, we see that the estimate (5.2) is satisfied for n = 0
(Proposition 2.15). Let n≥ 1 assume that v j, j = 0, ...,n−1 satisfy: For all k ∈ N and λ < λ0, there exist
a positive polynomial function Pk, j and �k,l such that for any t ≥ 0:
� v j(t, .)−
�
φµ jdρ �k,� j,k≤ Pk, j(t)e−λ t � φ −�φ� �k+4 j+( j+1)(d+1),αk, j ,
where αk, j is such that φ ∈ C k+4 j+( j+1)(d+1)αk, j (R2d). Let us set for t ≥ 0
cn(t) =
n
∑
m=0
�
R2d
vn−m(t,q, p)µm(q, p)ρ(q, p)dqdp.
We claim that cn(.) does not depend on time. Indeed, for all t ≥ 0,
n
∑
m=0
∂t
�
R2d
vn−m(t,q, p)µm(q, p)ρ(q, p)dqdp=
n
∑
m=0
∂t
�
R2d
vm(t,q, p)µn−m(q, p)ρ(q, p)dqdp
=
n
∑
m=0
m
∑
�=0
�
R2d
Lm−�v�(t,q, p)µn−m(q, p)ρ(q, p)dqdp
=
n
∑
�=0
�
R2d
v�(t,q, p)
n−�
∑
m=0
L∗mµn−�−m(q, p)ρ(q, p)dqdp
=0,
by definition of the coefficients µn (see (5.1)). Note that the computation above is justified because ∀n,
vn, µn and all their derivatives have polynomial growth. We deduce, for all t ≥ 0,�
R2d
∂t vn(t,q, p)ρ(q, p)dqdp=−
n
∑
m=1
�
R2d
∂t vn−m(t,q, p)µm(q, p)ρ(q, p)dqdp. (5.3)
Now we compute the average of Fn. By (4.8), (4.9) and (5.3), we have for t ≥ 0
�Fn(t)�=
�
R2d
Fn(t,q, p)ρ(q, p)dqdp=
�
R2d
∂t vn(t,q, p)ρ(q, p)dqdp−
�
R2d
Lvn(t,q, p)ρ(q, p)dqdp
=
�
R2d
∂t vn(t,q, p)ρ(q, p)dqdp
=−
n
∑
m=1
�
R2d
∂t vn−m(t,q, p)µm(q, p)dqdp.
We rewrite (4.10) as follows: for all (q, p) ∈ R2d and t ≥ 0,
vn(t,q, p) =
� t
0
�Fn(s)�ds+
� t
0
Pt−s(Fn(s,q, p)−�Fn(s)�)ds.
Using the previous expression obtained for �Fn(s)� and recalling the initial data for vn, we deduce that for
all (q, p) ∈ R2d and t ≥ 0
vn(t,q, p) =−
n
∑
m=1
�
R2d
vn−m(t)µmdρ+
�
φµndρ
+
� t
0
Pt−s(Fn(s,q, p)−�Fn(s)�)ds.
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Then, using
�
R2d µm(q, p)ρ(q, p)dqdp= 0, for m ∈ N∗ (Proposition 5.1), we get for all (q, p) ∈ R2d and
t ≥ 0
vn(t,q, p)−
�
φµndρ =−
n
∑
m=1
�
R2d
�
vn−m(t, q˜, p˜)−
�
φµn−mdρ
�
µm(q˜, p˜)ρ(q˜, p˜)dq˜d p˜
+
� t
0
Pt−s(Fn(s,q, p)−�Fn(s)�)ds.
Note that, since L�, � ∈ N is a differential operator of order 2�+ 2 whose the coefficients belong to
C ∞pol(R2d) and contain no zero order terms, we have for k ∈N that there exist γk,n ∈N and ζk,n,l ∈N such
that for s≥ 0,
� Fn(s)−�Fn(s)� �k,γk,n ≤
n−1
∑
�=0
ck,�|v�(s)|bk,n,l ,ζk,n,l
≤
n−1
∑
�=0
ck,� � v�(s)−
�
φµ�dρ �bk,n,l ,ζk,n,� ,
where bk,n,l = k+2(n− l)+2. We have used:
|vn(t j+1, .)|α,β = |vn(t j+1, .)−
�
R2d
φ(q, p)ρn(q, p)ρ(q, p)dqdp|α,β .
Then, using Proposition 2.15, we have for k ∈ N that there exists r ∈ N such that for t ≥ 0
� vn(t)−
�
φµndρ �k,r≤
n
∑
m=1
��
R2d
|vn−m(t,q, p)−
�
φµn−mdρ|2ρ(q, p)dqdp
�1/2��
R2d
|µm(q, p)|2ρ(q, p)dqdp
�1/2
+
� t
0
Ck,n,ie−λ (t−s) � Fn(s)−�Fn(s)� �k+(d+1),γk+(d+1) ds.
Using the induction assumption, we have, for k ∈ N that there exists r ∈ N such that for t ≥ 0,
� vn(t)−
�
φµndρ �k,r≤
n
∑
m=1
c˜mP0,n−m,0(t)e−λ t � φ −�φ� �(n+1)(d+1)+4n,α0, j
+Ck,n
n−1
∑
l=0
ck,l
� t
0
Pk,l(s)e−λ (t−s)e−λ sds � φ −�φ� �4n+k+(n+1)(d+1),αk, j .
The conclusion follows.
The following Proposition ends the proof of our main result Theorem 2.17.
Proposition 5.3 Let N be fixed and �N be fixed. Let δ0 =min( 1γ ,
γβ
4θ ). Let (qk, pk) be the discrete process
defined by the implicit Euler scheme (2.12) or the implicit split-step scheme (2.11). Let 0 ≤ δ < δ0,
αN = 6N + 2+ (N + 1)(d + 1) and φ ∈ C ∞pol(R2d)∩C αN�N (R2d), then there exist strictly positive real
number CN and an integer kN such that we have for k ≥ 0,
� Eφ(qk, pk)− v(N)(tk, .) �0,kN≤ δNCN � φ −�φ� �αN ,�N , (5.4)
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where tk = kδ .
Moreover, for 0≤ δ < δ0, λ < λ0 and φ ∈ C ∞pol(R2d)∩C αN�N (R2d), there exist a positive real number CN,
an integer kN and a positive polynomial function PN satisfying the following : For all k ∈ N,
� Eφ(qk, pk)−
�
φµ(N)dρ �0,kN≤CN
�
e−λ tkPN(tk)+δN
�
� φ −�φ� �αN ,�N ,
where tk = kδ .
Proof Let N be fixed and lN be fixed. Let (qk, pk) be the discrete process defined by the implicit Euler
scheme (2.12) or the implicit split-step scheme (2.11), 0 ≤ δ < δ0 and φ ∈ C ∞pol(R2d)∩C αNlN (R2d) be
fixed. Let (q, p) ∈ R2d such that q0 = q and p0 = p. For all k, with tk = kδ , we have
Eφ(qk, pk)− v(N)(tk,q, p) = Ev(N)(0,qk, pk)− v(N)(tk,q, p)
= E
k−1
∑
j=0
Eqk− j−1,pk− j−1
�
v(N)(t j,qk− j, pk− j)− v(N)(t j+1,qk− j−1, pk− j−1)
�
.
Here we have used the notation Eqk− j−1,pk− j−1 for the conditional expectation with respect to the filtration
generated by qk− j−1 and pk− j−1. We have :
Eqk− j−1,pk− j−1
�
v(N)(t j,qk− j, pk− j)− v(N)(t j+1,qk− j−1, pk− j−1)
�
= Eqk− j−1,pk− j−1
�
v(N)(t j,q1(qk− j−1), p1(pk− j−1))− v(N)(t j+1,qk− j−1, pk− j−1)
�
,
where (q1(q), p1(p)) are the first step of the scheme (2.12) or of the scheme (2.11) when the initial
condition is (q, p). Using Theorem 4.1 with t = t j, Proposition 2.9 and (5.2), we deduce that there exist
integers pN and kN such that for all k ∈ N
� Eφ(qk, pk)− v(N)(tk, .) �0,kN≤ δN+1CN
k−1
∑
j=0
sup
s∈]0,δ [,n=0,...,N
|vn(t j+1, .)|2N+2,pN
≤ δN+1CN � φ −�φ� �6N+2+(N+1)(d+1),�N
p−1
∑
j=0
eλ t jPN(t j)
≤ δN+1CN � φ −�φ� �6N+2+2(N+1)(d+1),�N
p−1
∑
j=0
e−λ˜ t j ,
for some constantCN . We have used:
|vn(t j+1, .)|α,β = |vn(t j+1, .)−
�
R2d
φ(q, p)ρn(q, p)ρ(q, p)dqdp|α,β .
We conclude by using the fact that for a fixed constant γ1 > 0, we have
p−1
∑
j=0
e−γ1 jδ ≤ 1
1− e−γ1δ ≤
C
δ
,
where the constant C depends on γ1 and δ0. This shows (5.4). The second estimate is a consequence of
(5.2).
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A Appendix: Proof of Proposition 2.15 and Lemma 2.16
A.1 Notations, assumptions and result
In all this appendix, the constantC may vary from line to line and we will use the following notations:
Let φ ∈ C ∞pol(R2d), then, for all m ∈ N, there exists an integer rm such that φ ∈ C mrm (R2d). For a multi-index k= (k1, ...,k2d) ∈ Nd ,
we set |k|= k1+ ...+ k2d and for a function φ ∈C∞(R2d), we set
Dkφ(x) =
∂ |k|φ(x)
∂ k1x1 ...∂
kd
x2d
, x= (x1, ...,x2d) ∈ R2d .
Moreover, we will assume in al the appendix that
�
φdρ = 0. We define u by (2.26).
The aim of this appendix is to prove the following result (Proposition 2.15):
Proposition A.1 There exists a strictly positive real number λ0 such that for any m ∈ N, k ∈ N2d such that |k| = m and λ < λ0,
there exist an integer s> 2rm+1+d and a strictly positive real number C such that for all t ≥ 0 and (q, p) ∈ R2d��Dku(t,q, p)��≤C(1+ |q|s+ |p|s) � φ �m+d+1,rm+1+d exp(−λ t).
To prove this Proposition, we will use the same idea as in [26]. Unlike in [26], we need to know how the estimate depend of φ .
Moreover, using an estimate of u describes in [18], the proof is easier than in [26].
The proof proceeds as follows. We first show estimates on u and its derivatives in an appropriate space. More precisely, we will
show that for any λ < 2λ0, m ∈ N and k ∈ N2d such that |k| = m, there exists a strictly positive real number Cm such that for all
t > 0 �
|Dku(t,q, p)|2πs(q, p)dqdp≤Cm exp(−λ t),
where the function πs is defined as
πs =
1
Γ s
, (A.1)
for some integer s.
Moreover, we have the following result on πs: For all multi-index j and integer s, there exists a function ψj,s ∈C∞ such that
∂ jπs(q, p) = ψj,s(q, p)πs(q, p) (A.2)
where
ψj,s(q, p)
|(q,p)|→∞−−−−−−→ 0.
Then, for any m ∈ N and k ∈ N2d such that |k| = m, it is possible to choose an integer sm such that we have, for all t > 0, s ≥ sm
and ζ < 2λ0 �
R2d
|Dk�u(t,q, p)πs(q, p)�|2dqdp<Cm exp(−ζ t).
We then conclude by applying Sobolev imbedding Theorem (see [2]).
We will also use the following notation: for all s ∈ N, dπs = πs(q, p)dqdp.
A.2 Estimates on u(t) and its derivatives in L2(πs) = { f : R2d → R;
� | f |2dπs}
Using expression (2.24) of L� and inequality (2.7) on LΓ , computations lead to
L�(πs) = s
LΓ
Γ s+1
− sdσ
2
Γ
πs+
s(s+1)σ2
2
|∂pΓ |2
Γ 2
πs+dγπs
≤ (−a1s+ γd)πs+Φsπs,
where Φs(q, p)
|(q,p)|→+∞−−−−−−−→ 0 and a1 is defined by (2.7). Hence, for each s ∈ N∗, there exists a real number νs > 0 such that
L�(πs)≤ νsπs. (A.3)
We will now show the following proposition then we will use Sobolev inequalities to prove Proposition A.1:
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Proposition A.2 Let m ∈ N, ζ < 2λ and k ∈ N2d such that |k| = m be fixed. There exists an integer sm > 2rm such that, for all
s≥ sm, there exists a strictly positive real number Cm,s such that we have for all T > 0,�
|Dku(T )|2dπs ≤Cm,s � φ �2m,rm exp(−ζT ), (A.4)
where rm is defined at the beginning of this appendix.
Proposition A.2 is a corollary of the following result:
Proposition A.3 For all m ∈ N, k ∈ N2d such that |k| = m, positive polynomial function Q and ζ < 2λ , there exists an integer
sm > 2rm such that for all s≥ sm there exists a strictly positive real numbers Cm,Q,s such that we have for all T > 0
� T
0
exp(ζ t)
�
Q|Dku(t)|2dπsdt ≤Cm,Q,s � φ �2m,rm . (A.5)
For the convenience of the reading, we will first show Propositions A.2 and A.3 for m= 0. Then, we will show Proposition A.3
for m= 1 and explain how to deduce Proposition A.2 for m= 1. Finally, we will show Proposition A.3 by induction and show that
Proposition A.2 is a corollary of Proposition A.3. The idea to prove Proposition A.3 for m≥ 1 and k ∈ N2d such that |k|= m is the
following: We first show the result for Q|∂pDk-1.|2 and Q|(α∂p−∂q)Dk-1.|2. We can then deduce the result for Q|∂qDk-1.|2.
To show this two Propositions for m= 0, we need of a better point-wise estimatie of u:
Lemma A.4 There exists C =C(r0)> 0, λ0 = λ0(r0)> 0 such that, for all t ≥ 0 and (q, p) ∈ R2d ,
|u(t,q, p)| ≤CΓ r0 (q, p)exp(−λ0t) � φ �0,r0 . (A.6)
A proof of this result can be found in [18] or [10]. To show this Lemma, the two main ingredients are the property (2.6) on Γ and
that for x ∈ R2d , t > 0 and open O ⊂ R2d , the transition kernel for (2.4) satisfies Qt(x,O) > 0. Under Assumption B, the second
property is true (see [18]).
We have the following Corollary:
Lemma A.5 For s> 2r0, there exists a strictly positive real number Cs such that�
|u(t)|2dπs ≤Cs � φ �20,r0 exp(−2λ t) ∀t ≥ 0. (A.7)
Moreover, for Q a positive polynomial function, we have, for all s> sQ ≥ 2r0, that there exists a strictly positive real number CQ,s
such that �
Q|u(t)|2dπs ≤CQ,s � φ �20,r0 exp(−2λ t) ∀t ≥ 0. (A.8)
Then, the results (A.4) and (A.5) for m= 0 are a consequence of Lemma A.5.
The following Lemma is the key of the proof of all the other Lemmas.
Lemma A.6 Let A be a linear operator and Q a polynomial function. There exists an integer sA,Q such that for all s ≥ sA,Q, we
have for all ζ > 0 and T > 0
exp(ζT )
�
Q|Au(t)|2dπs+σ2
� T
0
exp(ζ t)
�
Q|∂p(Au(t))|2dπsdt
≤
�
Q|Au(0)|2dπs+(ζ +νs)
� T
0
exp(ζ t)
�
Q|Au(t)|2dπsdt
+2
� T
0
exp(ζ t)
�
Q�[A,L]u(t),Au(t)�dπsdt−
� T
0
exp(ζ t)
�
|Au(t)|2LQdπsdt
−σ2
� T
0
exp(ζ t)
�
�∂pQ,∂p|Au(t)|2�dπsdt, (A.9)
where, for A and B two linear operators, [A,B] = AB−BA.
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Proof Let s large enough such that
�
Q|Au(0)|2dπs < ∞. Using (2.23) and (2.25), we get
d
dt
[exp(ζ t)Q|Au(t)|2] =ζ exp(ζ t)Q|Au(t)|2+2exp(ζ t)Q�ALu(t),Au(t)�
=ζ exp(ζ t)Q|Au(t)|2+2exp(ζ t)Q�LAu(t),Au(t)�
+2exp(ζ t)Q�[A,L]u(t),Au(t)�
=ζ exp(ζ t)Q|Au(t)|2+ exp(ζ t)QL|Au(t)|2−σ2 exp(ζ t)Q|∂p(Au(t))|2
+2exp(ζ t)Q�[A,L]u(t),Au(t)�
=ζ exp(ζ t)Q|Au(t)|2+ exp(ζ t)L�Q|Au(t)|2�− exp(ζ t)|Au(t)|2LQ
−σ2 exp(ζ t)�∂pQ,∂p|Au(t)|2�−σ2 exp(ζ t)Q|∂p(Au(t))|2
+2exp(ζ t)Q�[A,L]u(t),Au(t)�.
We integrate with respect to t,
exp(ζT )Q|Au(T )|2 =Q|Au(0)|2+ζ
� T
0
exp(ζ t)Q|Au(t)|2dt+
� T
0
exp(ζ t)L(Q|Au(t)|2)dt
−
� T
0
exp(ζ t)|Au(t)|2LQdt−σ2
� T
0
exp(ζ t)�∂pQ,∂p|Au(t)|2�dt
−σ2
� T
0
exp(ζ t)Q|∂pAu(t)|2dt+2
� T
0
exp(ζ t)Q�[A,L]u(t),Au(t)�dt.
We integrate with respect to πs. Using the inequality (A.3) on L�πs, we have (A.13).
We will also need of following computations:
Lemma A.7 Let k ∈ N, we have for any (q, p) ∈ R2d
−LHk(q, p)≤ 2γkHk(q, p) (A.10)
and for all t ≥ 0 and linear operator A,
�∂pHk,∂p|Au(t)|2� ≤ 2kHk|Au(t)|2+2kHk−1|∂pAu(t)|2. (A.11)
Proof For any (q, p) ∈ R2d and k ∈ N∗, we have
∂pHk(q, p) = kHk−1(q, p)p
and
−LHk(q, p) = γk|p|2Hk−1(q, p)− k
2
Hk−1(q, p)− k(k−1)
2
|p|2Hk−2(q, p)
≤ γk|p|2Hk−1(q, p)≤ 2γkHk(q, p).
We have used the positivity of V . Moreover, we have for any t ≥ 0, � ∈ N and for each component of Au that we still write Au,
�∂pH2l ,∂p|Au(t)|2�= 4�H�Au(t)�pH�−1,∂pAu(t)�
≤ 2�H2�|Au(t)|2+2�|p|2H2�−2|∂pAu(t)|2
≤ 2�H2�|Au(t)|2+4�H2�−1|∂pAu(t)|2
and
�∂pH2l+1,∂p|Au(t)|2�= 2(2�+1)�H�u(t)p,H�∂pAu(t)�
≤ (2�+1)H2�|p|2|u(t)|2+(2�+1)H2�|∂pAu(t)|2
≤ 2(2�+1)H2�+1|u(t)|2+(2�+1)H2�|∂pAu(t)|2.
We now show the results (A.4) and (A.5) for m= 1. First, we show the two following preliminary Lemmas.
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Lemma A.8 Let Q be a positive polynomial function. Let s > 2r0 large enough and ζ < 2λ0. There exists a strictly positive real
number CQ,s such that for all T > 0 � T
0
exp(ζ t)
�
Q|∂pu(t)|2dπsdt ≤CQ,s � φ �20,r0 . (A.12)
Proof Let ζ > 0. We have [Id,L] = 0, then, using Lemma A.6 with A= Id and Q= 1, we get for T > 0
exp(ζT )
�
|u(t)|2dπs+σ2
� T
0
exp(ζ t)
�
|∂pu(t)|2dπsdt
≤
�
|u(0)|2dπs+(ζ +νs)
� T
0
exp(ζ t)
�
|u(t)|2dπsdt.
We choose ζ < 2λ0 and, using (A.7), we bound the last term. Then, we have (A.12) for Q= 1.
Let Q a positive polynomial function. Using Lemma A.6 for A= Id , we get for s large enough, ζ > 0 and T > 0
exp(ζT )
�
Q|u(t)|2dπs+σ2
� T
0
exp(ζ t)
�
Q|∂p(u(t))|2dπsdt
≤
�
Q|u(0)|2dπs+(ζ +νs)
� T
0
exp(ζ t)
�
Q|u(t)|2dπsdt
−
� T
0
exp(ζ t)
�
|u(t)|2LQdπsdt−σ2
� T
0
exp(ζ t)
�
�∂pQ,∂p|u(t)|2�dπsdt, (A.13)
As V ∈ C ∞pol(Rd), there exists a positive polynomial function Q1 such that |LQ| ≤ Q1, then we have for any T > 0 and s large
enough
−
� T
0
exp(ζ t)
�
|u(t)|2LQdπsdt−σ2
� T
0
exp(ζ t)
�
�∂pQ,∂p|u(t)|2�dπsdt
≤
� T
0
exp(ζ t)
�
2Q1+σ2|∂pQ|2
�
|u(t)|2dπsdt+σ2
� T
0
exp(ζ t)
�
|∂pu(t)|2dπsdt.
We choose 0< ζ < 2λ0 and use (A.8) and (A.12) with Q= 1 to have the result (A.12) for any positive polynomial function Q.
Lemma A.9 Let s > 2r1 large enough and ζ < 2λ0. There exists a strictly positive real number αs such that for α > αs, there
exists a positive real number Cs such that, for all T > 0,
� T
0
exp(ζ t)
�
|α∂pu(t)−∂qu(t)|2dπsdt+
� T
0
exp(ζ t)
�
|∂p(α∂pu(t)−∂qu(t))|2dπsdt
≤Cs � φ �21,r1 . (A.14)
Let k > 0 an integer. For any ζ < 2λ0 and s > 2r1 large enough, there exists a strictly positive real number αk such that ∀α ≥ αk
there exists a strictly positive real number Ck,s such that, for all T > 0,
exp(ζT )
�
Hk|α∂pu(T )−∂qu(T )|2dπs+
� T
0
exp(ζ t)
�
Hk|∂p(α∂pu(t)−∂qu(t))|2dπsdt
≤Ck,s � φ �21,r1 . (A.15)
Proof Let α > 0 and i ∈ {1, ...,d}. We use the following notation: A1 = α∂pi −∂qi . We have for any function ψ ∈C∞(R2d)
[A1,L]ψ =−αA1ψ+α(α− γ)∂piψ+ �∂qi∂qV,∂pψ�.
Using the polynomial growth of ∂qi∂qV , we have that there exist a positive polynomial function Q1, ε1 > 0 and ε2 > 0 such that for
any function ψ ∈C∞(R2d)
2�[A1,L]ψ,A1ψ�=−2α|A1ψ|2+2A1ψ�∂qi∂qV,∂pψ�+2α(α− γ)∂piψA1ψ
≤ (ε1+ ε2−2α)|A1ψ|2+ Q1ε1 |∂pψ|
2+
α(α− γ)2
ε2
|∂piψ|2. (A.16)
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Then, choosing s large enough and using Lemma A.6 with Q= 1, we get for all T > 0, ε1, ε2 and ζ > 0
exp(ζT )
�
|A1u(T )|2dπs+σ2
� T
0
exp(ζ t)
�
|∂p(A1u(t))|2dπsdt
≤
�
|A1u(0)|2dπs+ 1ε1
� T
0
exp(ζ t)
�
Q1|∂pu(t)|2dπsdt
+
(α(α− γ))2
ε2
� T
0
exp(ζ t)
�
|∂pi u(t)|2dπsdt
+(νs+ζ + ε1+ ε2−2α)
� T
0
exp(ζ t)
�
|A1u(t)|2dπsdt.
We choose ζ < 2λ0 and α , ε1 and ε2 such that νs+ζ + ε1+ ε2−2α < 0. We then use (A.12) to prove (A.14).
We now prove (A.15) by recursion on k. We have proved the case k = 0. Let us assume (A.15) is true for k− 1. We want to
obtain it for k.
Using computations for k = 0, (A.16), (A.10), (A.11) and Lemma A.6, we get for s large enough, ε1 > 0, ε2 > 0, ζ > 0 and
T > 0
exp(ζT )
�
Hk|α∂pu(t)−∂qu(t)|2dπs+σ2
� T
0
exp(ζ t)
�
Hk|∂p
�
α∂pu(t)−∂qu(t)
�|2dπsdt
≤
�
Hk|α∂pu(0)−∂qu(0)|2dπs
+(ζ + ε2+ ε1−2α+2kσ2+2kγ+νs)
� T
0
exp(ζ t)
�
Hk|α∂pu(t)−∂qu(t)|2dπsdt
+2kσ2
� T
0
exp(ζ t)
�
Hk−1|∂p(∂pu(t)−∂qu(t))|2dπsdt
+(
Q1
ε1
+
α2(α+ γ)2
ε2
)
� T
0
exp(ζ t)
�
Hk|∂pu(t)|2dπsdt,
whereQ1 is a positive polynomial function. We take ζ < 2λ and choose α , ε2 and ε1 such that ε2+ε1−2α+2kσ2+2kγ+ζ+νs ≤
0. Then, using the induction hypothesis on k, the polynomial growth of H and (A.12), we obtain (A.15) for k.
Remark A.10 Using the fact that q2 ≤CH(q, p) and p2 ≤ 2H(q, p), (A.14) and (A.15), we have for ζ < 2λ0, s large enough and
Q a positive polynomial function that there exist real positive numbers αs and CQ,s depending also of αs, such that, for T > 0,
� T
0
exp(ζ t)
�
Q|α∂pu(t)−∂qu(t)|2dπsdt ≤CQ,s � φ �21,r1 . (A.17)
Using above Remark, we can show the following Lemma:
Lemma A.11 Let Q be a positive polynomial function. Let s > 2r1 large enough. For all ζ < 2λ0, there exists a strictly positive
real number CQ,s such that for all T > 0
� T
0
exp(ζ t)
�
Q|∂qu(t)|2dπsdt ≤CQ,s � φ �21,r1 . (A.18)
Proof Let ζ < 2λ0. We have the following inequality: for any function ψ ∈C∞(R2d) and α > 0
|∂qψ|2 ≤ |(∂q−α∂p)ψ|2+α2|∂pψ|2.
Then, using (A.17) and (A.12), we have (A.18).
Using (A.12) and (A.18), we obtain (A.5) for m= 1. We will now show (A.4) for m= 1.
Lemma A.12 For s> 2r1 large enough and ζ < 2λ0, there exists a strictly positive real number Cs such that for T > 0,�
|∂pu(T )|2dπs ≤Cs � φ �21,r1 exp(−ζT ).
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Proof We have for t ≥ 0
2�[∂pi ,L]u(t),∂pi u(t)�= 2∂qi u(t)∂pi u(t)−2γ|∂pi u(t)|2 ≤ |∂qi u(t)|2+(1−2γ)|∂pi u(t)|2.
Then, using Lemma A.6, we get for T > 0 and ζ > 0
exp(ζ t)
�
|∂pu(t)|2dπs ≤
�
|∂pu(0)|2dπs+(ζ +νs+1−2γ)
� T
0
exp(ζ t)
�
|∂pu(t)|2dπsds
+
� T
0
exp(ζ t)
�
|∂qu(t)|2dπsds. (A.19)
We choose ζ < 2λ0 and use (A.12) and (A.18) to conclude.
Lemma A.13 For s> 2r1 large enough and ζ < 2λ0, there exists a strictly positive real number Cs such that for all T > 0,�
|∂qu(T )|2dπs ≤Cs � φ �21,r1 exp(−ζT ).
Proof We have for t ≥ 0
2�[∂qi ,L]u(t),∂qi u(t)�= 2�∂qiDV,∂pu(t)�∂qi u(t)≤ Q|∂pu(t)|2+ |∂qi u(t)|2,
where Q is a positive polynomial function such that |∂qiDV |2 < Q. Then, we use Lemma A.6, ζ < 2λ0, (A.12) and (A.18) to
conclude.
We have shown the result (A.4) for m= 1.
We will now show equation (A.5) by induction on m. We already proved the case m= 1. We suppose that (A.5) holds up to m
and we want to obtain it for m+1. First, we show a result on ∂pDku(t) where k ∈ N2d such that |k|= m.
Lemma A.14 Let us assume that induction hypothesis (A.5) holds up to m. For s> 2rm large enough, ζ < 2λ0 and k ∈ N2d such
that |k|= m, there exists a strictly positive real number Cm,s such that for all T > 0,� T
0
exp(ζ t)
�
|∂pDku(t)|2dπsdt ≤Cm,s � φ �2m,rm . (A.20)
Proof By induction, we can show for any function ψ
[Dk,L]ψ ≤ ∑
i∈N2d ,|i|≤m
Pi|Diψ|,
where Pi is a positive polynomial function which depend of the polynomial growth of V and its derivatives. Then, we get for t > 0
2�[Dk,L]u(t),Dku(t)� ≤ ∑
i∈N2d ,|i|≤m
P2i |Diu(t)|2+C|Dku(t)|2, (A.21)
whereC is a positive real number. Using Lemma A.6, we get for T > 0 and ζ > 0
exp(ζT )
�
|Dku(t)|2dπs+σ2
� T
0
exp(ζ t)
�
|∂p(Dku(t))|2dπsdt
≤
�
|Dku(0)|2dπs+(ζ +νs+C)
� T
0
exp(ζ t)
�
|Dku(t)|2dπsdt
+ ∑
i∈N2d ,|i|≤m
� T
0
exp(ζ t)
�
P2i |Diu(t)|dπsdt,
We choose ζ < 2λ0 and use induction hypothesis (A.5) to conclude.
Lemma A.15 Let us assume that induction hypothesis (A.5) holds. For ζ < 2λ0, s > 2rm large enough, � ∈ N and k ∈ N2d such
that |k|= m, there exists a strictly positive real number Cm,�,s such that� T
0
exp(ζ t)
�
H�|∂pDku(t)|2dπsdt ≤Cm,�,s � φ �2m,rm , (A.22)
for all T > 0.
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Proof We proceed by induction on �.
We also have the result for �= 0 (see (A.20)). Suppose that the induction hypothesis (A.22) holds for �−1. Using computations for
�= 0 (A.21), (A.10), (A.11) and Lemma A.6, we get for s large enough, ε1 > 0, ε2 > 0, ζ > 0 and T > 0
exp(ζT )
�
H�|Dku(t)|2dπs+σ2
� T
0
exp(ζ t)
�
H�|∂pDku(t)|2dπsdt
≤
�
H�|Dku(0)|2dπs
+(ζ +C+2�σ2+2�γ+νs)
� T
0
exp(ζ t)
�
H�|Dku(t)|2dπsdt
+2�σ2
� T
0
exp(ζ t)
�
H�−1|∂pDku(t)|2dπsdt
+ ∑
i∈N2d ,|i|≤m
� T
0
exp(ζ t)
�
H�P2i |Diu(t)|dπsdt,
whereC and Pi are defined in (A.21). We take ζ < 2λ0. Then, using the induction hypothesis on �, the polynomial growth of H and
induction hypothesis on m, we obtain (A.15) for �.
Remark A.16 Using the same ideas as in Remark A.10, we prove the following result. Let Q a positive polynomial function. For
s > 2rm large enough, ζ < 2λ0 and k ∈ N2d such that |k| = m, there exists a strictly positive real number Cm,Q,s such that for all
T > 0
exp(ζT )
�
Q|Dku(T )|2dπs+
� T
0
exp(ζ t)
�
Q|∂pDku(t)|2dπsdt ≤Cm,Q,s � φ �2m,rm . (A.23)
Lemma A.17 Let us assume that induction hypothesis (A.5) holds. Let Dmq u(t) denote an arbitrary partial derivative of u(t) of the
type ∂qi1 ...∂qim . For s > 2rm+1 large enough and ζ < 2λ0, there exists a strictly positive real number α˜0 such that for all α ≥ α˜0,
there exists a strictly positive real number C depending of m, s and α such that for all T > 0,� T
0
exp(ζ t)
�
|α∂p
�
Dmq u(t)
�−∂q�Dmq u(t)�|2dπsdt ≤C � φ �2m+1,rm+1 . (A.24)
Proof Let α > 0, i ∈ {1, ...,d} and A1 = α∂p−∂q. For any function ψ ∈C∞(R2d), we have
[A1Dmq ,L]ψ = A1[D
m
q ,L]ψ+[A1,L](D
m
q ψ).
Moreover, by induction an m, we can show for any function ψ ∈C∞(R2d)
A1[Dmq ,L]ψ ≤ ∑
i∈N2d ,|i|≤m
Pi|∂pDiψ|,
where Pi is a positive polynomial function which depend of the polynomial growth of V and its derivatives. Then, we get for t > 0
2�A1[Dmq ,L]u(t),A1Dmq u(t)� ≤ ∑
i∈N2d ,|i|≤m
P2i |∂pDiu(t)|2+C|A1Dmq u(t)|2, (A.25)
where C is a positive real number. Using (A.25) and (A.16), we have that there exist a positive polynomial function Q1, ε1 > 0 and
ε2 > 0 such that
�[A1Dmq ,L]u(t),A1Dmq u(t)� ≤ ∑
i∈N2d ,|i|≤m
P2i |∂pDiu(t)|2+(ε1+ ε2−2α+C)|A1Dmq u(t)|2
+
Q1
ε1
|∂pDmq u(t)|2+
α(α− γ)2
ε2
|∂piDmq u(t)|2.
To conclude, we proceed as Lemma A.9: We choose s large enough and use Lemma A.6. We the choose ζ < 2λ and α , ε1 and ε2
such that νs+ζ + ε1+ ε2−2α+C < 0 and use (A.23).
Lemma A.18 Let us assume that induction hypothesis (A.5) holds. Let Q a positive polynomial function. For s > 2rm+1 large
enough and ζ < 2λ0, there exists a strictly positive real number α˜s such that for all α ≥ α˜s, there exists a strictly positive real
number Cm,s which also depends of α and ζ such that for all T > 0,� T
0
exp(ζ t)
�
Q|α∂p
�
Dmq u(t)
�−∂q�Dmq u(t)�|2dπsdt ≤Cm,s � φ �2m+1,rm+1 . (A.26)
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Proof First, we prove this result by induction on k for Hk . We use same arguments and computations used to prove (A.15) and
(A.22), then we have the result for Q (see Remark A.10).
Remark A.19 Using (A.23) and (A.26), we prove that inequality (A.5) holds up to m+ 1. Indeed, if there is a derivative in a
direction p1,...,pd , then we use the result (A.23). In the other case, we use (A.26), (A.23) and ∂qDmq = −
�
α∂piD
m
q − ∂qiDmq
�
+
α∂piD
m
q , for i ∈ {1, ...,d}.
We have shown that (A.5) is true for all m, then we have shown Proposition A.3. We now prove that (A.4) is true for the
derivatives of order m, where m ∈ N∗.
Lemma A.20 Let m∈N∗ be fixed. For s> 2rm large enough, ζ < 2λ0 and k∈N2d such that |k|=m, there exists a strictly positive
real number Cm,s such that for all T > 0, �
|Dku(T )|2dπs ≤Cm,s � φ �2m,rm exp(−ζT ).
Proof We proceed as to prove Lemma A.11 and Lemma A.12 and we use Lemma A.6, (A.21) and Proposition A.3.
We have shown the result (A.4).
A.3 Point-wise estimates of u and its derivatives
Proof (Proof of Proposition A.1) Using (A.4) and (A.2), we get : For all m ∈N, n ∈N, k ∈N2d such that |k|=m, l ∈N2d such that
|l|= m, ζ < 2λ0 and s large enough, there exists a strictly positive real numberCm,n,s such that for all t > 0� ���Dl�Dku(t,q, p)πs(q, p)����2dqdp≤Cm,n,s � φ �2m+n,rm+n exp(−ζ t).
Then, using Sobolev embedding theorem [2], we get, for n= d+1
|Dku(t,q, p)|2π2s (q, p)≤Cm,d+1,s � φ �2m+d+1,rm+d+1 exp(−ζ t),
for all t > 0 and (q, p) ∈ R2d . The conclusion follows.
A.4 Proof of the Lemma 2.16
The two following results are consequences of Proposition A.1:
Corollary A.21 Let g ∈ C ∞pol(R2d) such that
�
R2d g(q, p)ρ(q, p)dqdp= 0, then there exists a unique function µ ∈ C ∞pol(R2d) such
that
Lµ = g and
�
R2d
µ(q, p)ρ(q, p)dqdp= 0.
Proof It is know that the unique solution µ of Lµ = g which verifies
�
R2d µ(q, p)ρ(q, p)dqdp = 0 is defined by µ(q, p) =�+∞
0 E(g(qq(t), pp(t)))dt. Then the regularity of µ is a consequence of Proposition A.1.
Remark A.22 L and its formal adjoint in L2(ρ) have the same behavior. Indeed, we have for any function φ ∈ C∞(R2d) and
(q, p) ∈ R2d
L∗(q, p;∂p,∂q)φ(q, p) =−�p,∂qφ(q, p)�+ �∂qV,∂pφ(q, p)�− γ�p,∂pφ(q, p)�
+
σ2
2
d
∑
i=1
∂ 2
∂pi∂pi
φ(q, p)
=L(q,−p;∂p,∂q)φ(q,−p).
Then we have the Lemma 2.16:
Let g ∈ C ∞pol(R2d) such that
�
R2d g(q, p)ρ(q, p)dqdp= 0. Then there exists a unique function µ ∈ C ∞pol(R2d) such that
L∗µ = g and
�
R2d
µ(q, p)ρ(q, p)dqdp= 0,
where L∗ is the adjoint of L with respect to the L2(ρ) product.
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