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Abstract
We consider 2-dimensional Schro¨dinger operator with the non-
degenerating magnetic field in the domain with the boundary and
under certain non-degeneracy assumptions we derive spectral asymp-
totics with the remainder estimate better than O(h−𝟣), up to O(𝜇−𝟣h−𝟣)
and the principal part ≍ h−𝟤 where h ≪ 𝟣 is Planck constant and
𝜇≫ 𝟣 is the intensity of the magnetic field; 𝜇h ≤ 𝟣.
We also consider generalized Schro¨dinger-Pauli operator in the
same framework albeit with 𝜇h ≥ 𝟣 and derive spectral asymptotics
with the remainder estimate up to O(𝟣) and with the principal part
≍ 𝜇h−𝟣, or, under certain special circumstances with the principal
part ≍ 𝜇 𝟣𝟤 h− 𝟣𝟤
0.0 Introduction
Our goal is to derive spectral asymptotics of 2-dimensional Schro¨dinger
operator
(0.1) A =
∑︁
j ,k
Pjg
jkPk + V , with Pj = hDj − 𝜇Vj
near the boundary where
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2(0.2) g jk = g kj , Vj and V are real-valued functions, h ∈ (𝟢, 𝟣], 𝜇 ∈ [𝟣,∞).
and in B(𝟢, 𝟣) ⊂ X the following conditions are fulfilled:
(0.3)𝟣−𝟥 |D𝛼g jk | ≤ c , |D𝛼Vj | ≤ c , |D𝛼V | ≤ c ∀𝛼 : |𝛼| ≤ K ,
(0.4) 𝜖𝟢 ≤
∑︁
j ,k
g jk𝜂j𝜂k · |𝜂|−𝟤 ≤ c ∀𝜂 ∈ ℝd ∖ 𝟢 ∀x ∈ B(𝟢, 𝟣)
So we basically want to generalize results of Chapter 13 [Ivr2]1) d = 𝟤 to
the case of 𝗌𝗎𝗉𝗉𝜓 ∩ 𝜕X ̸= ∅. We assume that condition (2.60) is fulfilled:
F ≍ 𝟣.
However it is not a simple generalization as propagation near the bound-
ary is completely different from one inside of the domain. While classical
dynamics inside is a normal speed cyclotron movement combined with a slow
(with the speed O(𝜇−𝟣)) magnetic drift, it is not the case near boundary:
when cyclotron hits the boundary it reflects from it and we arrive to a
normal speed (with the speed O(𝟣)) hop movement along the boundary.
The really difficult part is that hop movement is not separated from
cyclotron plus magnetic drift movement: first, as we move away from
the boundary the former is replaced by the latter; second, during some
hop the hop movement can be torn away from the boundary and become
cyclotron plus magnetic drift movement and v.v.: cyclotron plus magnetic
drift movement can collide with the boundary and become hop movement.
The main goal is to investigate the generic case as ∇VF−𝟣 ̸= 𝟢 and
∇𝜕XVF−𝟣 = 𝟢 =⇒ ∇𝟤𝜕XVF−𝟣 ̸= 𝟢 on 𝜕X .
Plan of the article
Section 1 is preliminary: first, we consider a classical dynamics, described
above, in details. Then we consider a model operator in the half-plane and
derive precise formula for it.
In section 2 we consider a weak magnetic field case 𝜇h≪ 𝟣 when classical
dynamics defines everything. Then hop movement breaks periodic cyclotron
1) This article is a rather small part of the huge project to write a book and is just
Chapter 15 consisting entirely of newly researched results. Chapter 13 corresponds to
Chapter 6 of its predecessor V. Ivrii [Ivr1]. External references by default are to [Ivr2].
3movement which allows us to prove that the contribution of this zone to the
remainder is O(𝜇−𝟣h−𝟣) where factor 𝜇−𝟣 is the width of the boundary zone
and 𝟣 is the time for which we typically follow classical dynamics. Recall
that the contribution of inner zone to the remainder (under appropriate
non-degeneracy conditions) also is O(𝜇−𝟣h−𝟣) albeit there factor 𝜇−𝟣 comes
from time ≍ 𝜇 for which we typically follow a classical dynamics. Sure, there
is a transitional zone between boundary and inner zones but as magnetic
field is not strong, it is very thin.
In section 3 we study a strong magnetic field case. In subsections 3.1–3.3
we establish Tauberian remainder estimates under different non-degeneracy
assumptions.
In subsection 3.4 we study propagation of singularities in the transitional
zone and find that under Dirichlet boundary condition we are able to prove
better results than under Neumann boundary condition. This difference
is not technical as it is the first manifestation of the fact that as magnetic
field grows stronger the classical dynamics loses its value as predictor of
the propagation and in the case of Neumann boundary condition some
singularities propagate along the boundary in the direction opposite to hops;
this is not related to a magnetic drift but rather to a different behavior of
the eigenvalues of the model operator.
In subsection 3.5 in the case of the strong magnetic field we pass from
estimates to calculations and derive our final results.
In section 4 we consider the cases of superstrong magnetic field (𝜇h ≍ 𝟣
and 𝜇h ≫ 𝟣 respectively; in the latter case we need to take potential
−z𝜇hF + V rather than V to prevent pushing bottom of the spectrum
to high. Here z ≥ 𝟣 under Dirichlet boundary condition but could be
smaller under Neumann boundary condition; then spectral asymptotics are
concentrated near boundary). As we know from Chapter 13 [Ivr2] cyclotrons
are no more observable due to uncertainty principle but magnetic drift
preserves its sense. The same remains true near boundary: we do not see
hops but we observe propagation along the boundary and it can be torn
away from the boundary and became magnetic drift and v.v.
Finally, in section 5 we consider generalizations: first, we get rid off
condition V ≍ 𝟣 and then we get rid off condition F ≍ 𝟣. In the latter case
as we know from Chapter 14 [Ivr2] our remainder estimate must deteriorate
to O(𝜇−
𝟣
𝟤h−𝟣).
Appendix 6 is devoted to auxiliary 𝟣-dimensional harmonic oscillator
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−𝜕𝟤x + x𝟤 considered on (−∞, 𝜂] with Dirichlet or Neumann boundary
condition as x = 𝜂. We study its eigenvalues 𝜆𝖣,n(𝜂) and 𝜆𝖭,n(𝜂) reproducing
results of B. Helffer, C. Bolley and M. Dauge. These properties are crucial
for our formulae and for analysis of section 4.
1 Preliminary discussion
1.1 Inner and boundary zones
Let us consider 𝟤-dimensional Magnetic Schro¨dinger operator near the
boundary. Let as usual 𝛾(x) = 𝟣
𝟤
𝖽𝗂𝗌𝗍(x , 𝜕X ) and consider disk (i.e. 𝟤-
dimensional ball) B(y , 𝛾(y)). Scaling it x ↦→ (x − y)𝛾−𝟣 to the unit disk we
get
(1.1) h ↦→ h𝗇𝖾𝗐 = h𝛾−𝟣, 𝜇 ↦→ 𝜇𝗇𝖾𝗐 = 𝜇𝛾, 𝜈 ↦→ 𝜈𝗇𝖾𝗐 = 𝜈𝛾,
𝜈 ↦→ 𝜈𝗇𝖾𝗐 = 𝜈𝛾
where recall 𝜈 and 𝜈 are introduced in (13.3.11) and 13.2.77 [Ivr2]. We
assume that originally 𝜈 = 𝜈 = 𝟣. Then according to Chapter 13 [Ivr2]
under reasonable conditions contribution of B(y , 𝛾(y)) to the remainder
𝖱𝖬𝖶∞ does not exceed
(1.2) C𝜈𝗇𝖾𝗐𝜇
−𝟣
𝗇𝖾𝗐h
−𝟣
𝗇𝖾𝗐 = C𝜇
−𝟣h−𝟣𝛾
as 𝛾 ≥ 𝜇h and dividing by 𝛾𝟤 and integrating we conclude that the contri-
bution of the inner zone
(1.3) X𝗂𝗇𝗇 := {x , 𝛾(x) ≥ 𝛾 := C𝟢𝜇−𝟣}
to 𝖱𝖬𝖶∞ does not exceed
(1.4) C𝜇−𝟣h−𝟣
∫︁
𝛾−𝟣 dx ≍ C𝜇−𝟣h−𝟣 𝗅𝗈𝗀 𝜇
as 𝜇 ≤ h− 𝟣𝟤 .
Remark 1.1. We must take C𝟢 large enough in (1.2) to ensure that 𝜇𝗇𝖾𝗐 ≥ 𝜇𝟢
where 𝜇𝟢 is large enough constant.
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One can get rid off logarithmic factor in (1.4) using Seeley’ approach
(R. Seeley, [S1, S2]; see also section 7.4) [Ivr2]. One also should consider
case 𝜇 ≥ h− 𝟣𝟤 but then zone {𝜇h ≥ 𝛾 ≥ C𝟢𝜇−𝟣} appears and its contribution
to remainder is estimated differently, as
(1.5) C
∫︁
𝛾(x)−𝟣T (x)−𝟣 dx .
We will postpone this until real proofs.
In the boundary zone
(1.6) X𝖻𝗈𝗎𝗇𝖽 := {x , 𝛾(x) ≤ 𝟤𝛾}
one can apply standard Weyl remainder estimate after rescaling. Then
contribution of B(y , 𝛾) to 𝖱𝖶 does not exceed Ch−𝟣𝗇𝖾𝗐 = Ch
−𝟣𝛾 and the total
contribution of X𝖻𝗈𝗎𝗇𝖽 to the remainder does not exceed Ch
−𝟣𝛾×𝛾−𝟣 = Ch−𝟣.
This is much worse than the contribution of the inner zone we derived
and needs to be fixed. To do it we need to extend dynamics from time
T ≍ 𝛾 ≍ 𝜇−𝟣 (T ≍ 𝟣 after rescaling) to T ≍ 𝟣 (T ≍ 𝜇 after rescaling) or
even more in the strong, very strong and superstrong magnetic field cases.
1.2 Classical dynamics near the boundary
To understand the role of the boundary, consider classical dynamics. Let
us consider first a half-plane X = ℝ𝟤+ = {x , x𝟣 > 𝟢}, g jk = δjk , F = 𝟣 and
V = 𝟢. Let us write the model operator in the form
(1.7) Ā := h𝟤D𝟤𝟣 + (hD𝟤 − 𝜇x𝟣)𝟤,
as F𝟣𝟤 := 𝜕𝟤V𝟣 − 𝜕𝟣V𝟤 = −𝟣 according to (13.1.7) [Ivr2].
Then we have a Hamiltonian circular trajectory
(1.8) x𝟣 = 𝜇
−𝟣𝜉𝟤 + a𝜇−𝟣 𝖼𝗈𝗌 𝟤𝜇t, x𝟤 = x̄𝟤 − a𝜇−𝟣 𝗌𝗂𝗇 𝟤𝜇t,
𝜉𝟣 = −a 𝗌𝗂𝗇 𝟤𝜇t, 𝜉𝟤 = 𝜉𝟤
where a = 𝜏
𝟣
𝟤 and 𝜏 is an energy level. So we got circular counter-clock-wise
trajectories of the radius 𝜏
𝟣
𝟤 centered at x̄ with x̄𝟣 = 𝜇
−𝟣𝜉𝟤 and depending
on 𝜉𝟤 these trajectories behave differently:
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Figure 1: Different classical trajectories in half-plane for model operator
(a) As 𝜉𝟤 ≥ 𝜏 𝟣𝟤 trajectory does not intersect 𝜕X or just touches it and
remains circular.
(b) As 𝜉𝟤 < 𝜏
𝟣
𝟤 trajectory reflects from 𝜕X and we get a “hop”-movement:
(c) As 𝜉𝟤 ↘ −𝜏 𝟣𝟤 trajectory stays closer and closer to 𝜕X and becomes a kind
of gliding ray in the limit. And we are interested only at zone {𝜉𝟤 ≥ −𝜏 𝟣𝟤}.
So, trajectories described in (b) are not periodic even for the model
operator.
µ−1η
µ−1ρ
µ−1
(a) 𝜉𝟤 > 𝟢
−µ−1η
µ−1ρ′
µ−1
(b) 𝜉𝟤 < 𝟢
Figure 2: Calculating the length of the hop; 𝜌 = 𝟣− 𝜂, 𝜌′ = 𝟣 + 𝜂
One can calculate easily that
(1.9) The length of the hop (i.e. the distance between hop’s start and
end points) is 𝟤a𝜇−𝟣(𝟣− 𝜂𝟤) 𝟣𝟤 with 𝜂 = 𝜉𝟤/a while the length of the arc is
𝟤a𝜇−𝟣(𝜋 − 𝖺𝗋𝖼𝖼𝗈𝗌 𝜂) and thus the time of the hop is 𝜇−𝟣(𝜋 − 𝖺𝗋𝖼𝖼𝗈𝗌 𝜂).
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Therefore
(1.10) As |𝜂| < 𝟣 the average hop-speed along x𝟤 is δx𝟤δt = −𝟤av(𝜂) with
(1.11) v(𝜂) :=
(𝟣− 𝜂𝟤) 𝟣𝟤
𝜋 − 𝖺𝗋𝖼𝖼𝗈𝗌(𝜂)
This is a plot of v(𝜂). One can see easily that v(𝜂) is
defined on (−𝟣, 𝟣) where it decays from 𝟢 to 𝟣; 𝜂 = 𝟣 is a
threshold between circular and hop-movement and 𝜂 = −𝟣
corresponds to gliding rays.
As we cannot get remainder estimate better than O(𝜇h−𝟣) for model
operator we need to consider a perturbation by a potential:
(1.12) A := h𝟤D𝟤𝟣 + (hD𝟤 − 𝜇x𝟣)𝟤 + V (x);
a classical dynamics for a general operator (0.1) in dimension d = 𝟤 will be
not different in our assumptions.
Then one should use the same classification as before with
(1.13) 𝜂 :=
𝜉𝟤
W𝟢(x)
𝟣
𝟤
, W = (𝜏 − V (x))F (x)−𝟣, W𝟢 = W |𝜕X
where so far F (x) = 𝟣.
Actually the last statement is not completely true in the transitional
zone (where now we consider zones in (x , 𝜉)-space)
𝒳𝗍𝗋𝖺𝗇𝗌 =
{︀
(x , 𝜉) : |𝜉𝟤 −W𝟢(x) 𝟣𝟤 | ≤ 𝟤𝜌
}︀
(1.14)
or equivalently {|𝜂 − 𝟣| ≤ C𝟢𝜌} where so far
𝜌 = C𝟢𝜇
−𝟣(1.15)
but later it may be increased due to uncertainty principle.
So, let us introduce an inner zone
(1.16) 𝒳𝗂𝗇𝗇 =
{︀
(x , 𝜉) : 𝜉𝟤 −W𝟢(x) 𝟣𝟤 ≥ 𝜌
}︀
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and a boundary zone
(1.17) 𝒳𝖻𝗈𝗎𝗇𝖽 =
{︀
(x , 𝜉) : 𝜉𝟤 −W𝟢(x) 𝟣𝟤 ≤ −𝜌
}︀
.
There is no need to consider gliding zone
(1.18) 𝒳𝗀𝗅𝗂𝖽 =
{︀
(x , 𝜉) : 𝜉𝟤 +W𝟢(x)
𝟣
𝟤 ≤ 𝜌}︀
separately from 𝒳𝖻𝗈𝗎𝗇𝖽.
Recall that inside of the domain potential causes magnetic drift
(1.19)𝟣,𝟤
d
dt
x𝟣 = 𝜇
−𝟣𝜕x𝟤W ,
d
dt
x𝟤 = −𝜇−𝟣𝜕x𝟣W .
Let us analyze what happens near the boundary. Note first that
(1.20) Billiards do not branch as 𝜇 ≥ 𝜇𝟢 where 𝜇𝟢 is large enough.
Really, one can prove easily that
(1.21) With respect to Hamiltonian trajectories 𝜕X is strongly concave in
the gliding zone and strongly convex in the transitional zone (and domain
X has opposite property) as 𝜇 ≥ 𝜇𝟢.
Recall that (according to Figure 2) 𝜌 = 𝟣− 𝜂, 𝜌′ = 𝟣 + 𝜂, 𝜂 = 𝜉𝟤W−𝟣𝟢 . Then
along Hamiltonian trajectories
d𝜌′
dt
=
d
dt
(︀
𝜉𝟤W
− 𝟣
𝟤
𝟢
)︀
= Wx𝟤W
− 𝟣
𝟤
𝟢 −
𝟣
𝟤
𝜉𝟤W
− 𝟥
𝟤
𝟢 W𝟢x𝟤
dx𝟤
dt
≡
W𝟢x𝟤W
− 𝟣
𝟤
𝟢
(︁
𝟣− 𝟣
𝟤
𝜉𝟤W
−𝟣
𝟢
dx𝟤
dt
)︁
𝗆𝗈𝖽 O
(︀
𝜇−𝟣𝜌′
)︀
as x𝟣 = O(𝜇
−𝟣𝜌′) and therefore for one hop
δ𝜌′
δx𝟤
≡ W𝟢x𝟤W−
𝟣
𝟤
𝟢
(︁
𝟣− 𝟣
𝟤
𝜉𝟤W
−𝟣
𝟢
δx𝟤
δt
)︁
with W𝟢,W𝟢x𝟤 , 𝜉𝟤 calculated in the middle of it
≡ W𝟢x𝟤W−
𝟣
𝟤
𝟢
(︁
𝟣 + 𝜂v(𝜂)
)︁
v(𝜂)−𝟣 ≡ 𝟤
𝟥
𝜌′W𝟢x𝟤W
− 𝟣
𝟤
𝟢 𝗆𝗈𝖽 O
(︀
𝜌′(𝜇−𝟣 + 𝜌′)
)︀
as 𝜂 = 𝜌′ − 𝟣 and v(𝜂) = 𝟣− 𝟣
𝟥
𝜌′ 𝗆𝗈𝖽 𝜌′ 𝟤.
Therefore
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(1.22) Along trajectories of the length ≤ 𝟣 𝜌′ 𝖾𝗑𝗉(−𝟦
𝟥
W
𝟣
𝟤
𝟢 ) remains constant
modulo O
(︀
𝜌′(𝜇−𝟣 + 𝜌′)
)︀
.
Remark 1.2. The similar statement would be completely wrong for 𝜌 because
as 𝜌 ≈ 𝟢 δ𝜌
δt
≈ −W𝟢x𝟤W−
𝟣
𝟤
𝟢 and therefore as W𝟢x𝟤 < 𝟢 hop-trajectories
2) will
be torn out of the boundary and begin magnetic drift movement. Meanwhile
as W𝟢x𝟤 > 𝟢 trajectories drifting in the inner zone may collide with the
boundary and begin hop-movement2).
In other words hops move away from the boundary (to the boundary) in
the direction along the boundary, in which W𝟢 decreases (increases).
Example 1.3. Meanwhile Wx𝟣 has more subtle effect. As hop-speed is larger
than C𝟢𝜇
−𝟣 (i.e. in 𝒳𝖻𝗈𝗎𝗇𝖽) magnetic drift with respect to x𝟤 has no qualitative
effect. However there are no hops in 𝒳𝗂𝗇𝗇. Therefore as Wx𝟣 ≍ 𝟣 we have
two rather different cases:
(i) Wx𝟣 > 𝟢. Then according to (1.19)𝟤 magnetic drift is to the left, in the
same direction as hops. Then all dynamics is to the left2). In particular
as Wx𝟤 > 𝟢 hop-trajectories are torn from the boundary and begin drift
movement (see figure 3(a)) while as Wx𝟤 < 𝟢 drift-trajectories collide with
the boundary and begin hop-movement (see figure 3(b)).
(ii) Wx𝟣 < 𝟢. Then according to (1.19)𝟤 magnetic drift is to the right, in the
opposite direction to the hops. So direction of dynamics (with respect to
x𝟤) in 𝒳𝗂𝗇𝗇 is opposite to the hop-movement. In particular as Wx𝟤 ≤ −𝜖𝟢
hop-trajectories are torn from the boundary and begin drift movement (see
figure 3(c)) while as Wx𝟤 ≥ 𝜖𝟢 drift-trajectories collide with the boundary
and begin hop-movement (see figure 3(d)).
This is consistent with the fact that drift trajectories are level curves of
W .
Example 1.4. Assume now that Wx𝟤 vanishes at some point but Wx𝟤x𝟤 ≠ 𝟢.
Then repeating analysis of the previous example we arrive to the following
four pictures:
Again this is consistent with the fact that drift trajectories are level
curves of W : in cases (a), (d), (b)–(c) point x̄ is a local minimum, maximum
and minimax respectively.
2) In the positive time direction (and negative x𝟤-direction).
Chapter 1. Preliminary discussion 10
(a) Wx𝟣 > 𝟢,Wx𝟤 > 𝟢 (b) Wx𝟣 > 𝟢,Wx𝟤 < 𝟢 (c) Wx𝟣 < 𝟢,Wx𝟤 > 𝟢 (d) Wx𝟣 < 𝟢,Wx𝟤 < 𝟢
Figure 3: To example 1.3. Bold lines show hop movement and thin lines
show drift movement which is along level lines of W .
(a) Wx𝟣 > 𝟢,Wx𝟤x𝟤 > 𝟢 (b) Wx𝟣 > 𝟢,Wx𝟤x𝟤 < 𝟢
(c) Wx𝟣 < 𝟢,Wx𝟤x𝟤 > 𝟢 (d) Wx𝟣 < 𝟢,Wx𝟤x𝟤 < 𝟢
Figure 4: To example 1.4. Bold lines show hop movement and thin lines
show drift movement which is along level lines of W .
However the following observation basically remains true:
(1.23) The speed of magnetic drift is O(𝜇−𝟣) (the typical speed is ≍ 𝜇−𝟣)
while the speed of hop-movement is O(𝟣) (and the typical speed is ≍ 𝟣).
1.3 Spectrum of the model operator
Consider model operator (1.7) as x𝟣 > 𝟢 with the Dirichlet or Neumann
boundary condition u|x𝟣=𝟢 or D𝟣u|x𝟣=𝟢. Making h-Fourier transform we arrive
to 𝟣-dimensional operator
h𝟤D𝟤𝟣 + (𝜉𝟤 − 𝜇x𝟣)𝟤(1.24)
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which after transformations x𝟣 ↦→ 𝜇x𝟣 or x𝟣 ↦→ ℏ− 𝟣𝟤 x𝟣 with ℏ := 𝜇−𝟣h becomes
ℏ𝟤D𝟤𝟣 + (𝜉𝟤 − x𝟣)𝟤 with ℏ = 𝜇h(1.25)
or
L(𝜂) := ℏ
(︀
D𝟤𝟣 + (𝜂 − x𝟣)𝟤
)︀
with 𝜂 = ℏ−
𝟣
𝟤 𝜉𝟤(1.26)
at ℝ+ ∋ x𝟣 respectively, again with the Dirichlet or Neumann boundary
condition at x𝟣 = 𝟢. As in the previous chapter one needs to distinguish
between ℏ = 𝜇h and ℏ = 𝜇−𝟣h.
Obviously
(1.27) Each of these operators has a simple discrete spectrum, let 𝟢 ≤
𝜆*,𝟢(𝜂) < 𝜆*,𝟣(𝜂) < 𝜆*,𝟤(𝜂) < ... be eigenvalues of operator L*(𝜂) defined by
(1.26) as ℏ = 𝟣 where * means either 𝖣 or 𝖭 and as usual 𝖣 and 𝖭 denote
Dirichlet and Neumann respectively.
Further
(1.28) Let 𝜐*,j(x𝟣, 𝜂) be real-valued orthonormal eigenfunctions of operator
L*(𝜂) (as ℏ = 𝟣) corresponding to eigenvalues 𝜆*,j(𝜂).
We will analyze them in details later (see Appendix 6), so far let us
notice only that 𝜆*,j(𝜂)→ +∞ as 𝜂 → −∞ and as 𝜆*,j(𝜂) are analytic we
conclude that
Proposition 1.5. (i) Spectrum of model operator (1.7) in {x𝟣 > 𝟢} with
Dirichlet or Neumann boundary conditions is absolutely continuous and
occupies [ℏ · 𝗂𝗇𝖿𝜂 𝜆*,𝟢(𝜂), +∞);
(ii) Schwartz kernel of its spectral projector is
(1.29) e(x , y , 𝜏 ,𝜇, h) =
(𝟤𝜋)−𝟣ℏ−𝟣
∑︁
j≥𝟢
∫︁
e iℏ
− 𝟣𝟤 (x𝟤−y𝟤)𝜂θ
(︀
𝜏 − ℏ𝜆*,j(𝜂)
)︀
𝜐*,j(ℏ−
𝟣
𝟤 x𝟣, 𝜂)𝜐*,j(ℏ−
𝟣
𝟤 y𝟣, 𝜂) d𝜂.
Setting x = y , subtracting h−𝟤𝒩𝖬𝖶(𝜏 , ℏ) with 𝒩𝖬𝖶(𝜏 , ℏ) defined by
(13.1.9)𝟤 [Ivr2]:
(1.30) 𝒩𝖬𝖶(𝜏 ,𝜇h) =
#{j ∈ ℤ+ : (𝟤j + 𝟣)𝜇hF + V ≤ 𝜏} · (𝟤𝜋)−𝟣√g(𝜇h)F ,
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and integrating with respect to x𝟣 we arrive to the following formal (at least
for now) equality
(1.31)
∫︁ ∞
𝟢
(︁
e(x , x , 𝜏 ,𝜇, h)− h−𝟤𝒩𝖬𝖶(𝜏 , ℏ)
)︁
dx𝟣 =
(𝟤𝜋)−𝟣𝜇h−𝟣
∫︁ ∞
𝟢
∑︁
j≥𝟢
(︁∫︁
θ
(︀
𝜏 − ℏ𝜆*,j(𝜂)
)︀
𝜐𝟤*,j(ℏ−
𝟣
𝟤 x𝟣, 𝜂) d𝜂−
θ
(︀
𝜏 − (𝟤j + 𝟣)ℏ)︀)︁ dx𝟣 = h−𝟣𝒩𝖬𝖶*,𝖻𝗈𝗎𝗇𝖽(𝜏 ,𝜇h)
with
(1.32) 𝒩𝖬𝖶*,𝖻𝗈𝗎𝗇𝖽(𝜏 , ℏ) :=
(𝟤𝜋)−𝟣
∫︁ ∞
𝟢
∑︁
j≥𝟢
(︁∫︁
θ
(︀
𝜏 − ℏ𝜆*,j(𝜂)
)︀
𝜐𝟤*,j(x𝟣, 𝜂) d𝜂 − θ
(︀
𝜏 − (𝟤j + 𝟣)ℏ)︀)︁ℏ 𝟣𝟤 dx𝟣
where in the last transition we rescaled x𝟣.
Recall that ?̄?j = (𝟤j + 𝟣) are eigenvalues of operator (1.26) on the whole
line ℝ ∋ x𝟣 as ℏ = 𝟣.
The following properties of 𝜆*,j(𝜂) are useful to know
In virtue of proposition 6.1 𝜏 > (𝟤j + 𝟣)ℏ ⇐⇒ 𝜏 > 𝜆𝖣j(𝜂) as 𝟢 < 𝜂 is
large enough and thus
(1.33)𝖣 θ
(︀
𝜏 − 𝜆𝖣j(𝜂)ℏ
)︀
= θ
(︀
𝜏 − (𝟤j + 𝟣)ℏ)︀ ⇐= 𝟢 < 𝜂 ≫ 𝟣
However 𝜏 ≥ (𝟤j + 𝟣)ℏ ⇐⇒ 𝜏 > 𝜆𝖭j(𝜂) as 𝟢 < 𝜂 is large enough and in
this case
(1.33)𝖭 θ
(︀
𝜏 − 𝜆𝖭j(𝜂)ℏ
)︀
= θ
(︀
𝜏 − (𝟤j + 𝟣)ℏ+)︀ ⇐= 𝟢 < 𝜂 ≫ 𝟣
Recall that θ(𝜏) is semi-continuous from the left and therefore θ(𝟢) = 𝟢.
Meanwhile θ(𝜏+) is semi-continuous from the right and therefore θ(𝟢) = 𝟣.
Thus for Dirichlet boundary problem formulae (1.31)–(1.32) should be
retained
(1.31)𝖣
∫︁ ∞
𝟢
(︁
e𝖣(x , x , 𝜏 , ℏ)− h−𝟤𝒩𝖬𝖶(𝜏 , ℏ)
)︁
dx𝟣 = h
−𝟣𝒩𝖬𝖶𝖣,𝖻𝗈𝗎𝗇𝖽(𝜏 ,𝜇h)
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with
(1.32)𝖣 𝒩𝖬𝖶𝖣,𝖻𝗈𝗎𝗇𝖽(𝜏 , ℏ) :=
(𝟤𝜋)−𝟣
∫︁ ∞
𝟢
∑︁
j≥𝟢
(︁∫︁
θ
(︀
𝜏 − ℏ𝜆𝖣,j(𝜂)
)︀
𝜐𝟤𝖣,j(x𝟣, 𝜂) d𝜂− θ
(︀
𝜏 − (𝟤j +𝟣)ℏ)︀)︁ℏ 𝟣𝟤 dx𝟣
but for Neumann boundary problem they need to be adjusted to
(1.31)𝖭
∫︁ ∞
𝟢
(︁
e𝖭(x , x , 𝜏 , ℏ)− h−𝟤𝒩𝖬𝖶(𝜏+, ℏ)
)︁
dx𝟣 = h
−𝟣𝒩𝖬𝖶𝖭,𝖻𝗈𝗎𝗇𝖽(𝜏 ,𝜇h)
with
(1.32)𝖭 𝒩𝖬𝖶𝖭,𝖻𝗈𝗎𝗇𝖽(𝜏 , ℏ) :=
(𝟤𝜋)−𝟣
∫︁ ∞
𝟢
∑︁
j≥𝟢
(︁∫︁
θ
(︀
𝜏−ℏ𝜆𝖭,j(𝜂)
)︀
𝜐𝟤𝖭,j(x𝟣, 𝜂) d𝜂−θ
(︀
𝜏−(𝟤j+𝟣)ℏ+)︀)︁ℏ 𝟣𝟤 dx𝟣.
Proposition 1.6. (i) Equalities (1.31)𝖣–(1.32)𝖣 and (1.31)𝖭–(1.32)𝖭 hold
and all integrals converge;
(ii) Alternatively
(1.34)𝖣 𝒩𝖬𝖶𝖣,𝖻𝗈𝗎𝗇𝖽(𝜏 , ℏ) =
(𝟤𝜋)−𝟣
∑︁
j≥𝟢
∫︁ (︁
θ
(︀
𝜏 − ℏ𝜆𝖣,j(𝜂)
)︀− θ(︀𝜏 − (𝟤j + 𝟣)ℏ)︀θ(𝜂))︁ℏ 𝟣𝟤 d𝜂
and
(1.34)𝖭 𝒩𝖬𝖶𝖭,𝖻𝗈𝗎𝗇𝖽(𝜏 , ℏ) =
(𝟤𝜋)−𝟣
∑︁
j≥𝟢
∫︁ (︁
θ
(︀
𝜏 − ℏ𝜆𝖭,j(𝜂)
)︀− θ(︀𝜏 − (𝟤j + 𝟣)ℏ+)︀θ(𝜂))︁ℏ 𝟣𝟤 d𝜂
Proof. One can prove easily that
(1.35) |x𝟣 − 𝜂| ≥ 𝜖(x𝟣 + |𝜂|) =⇒ |𝜐*,j(x𝟣, 𝜂)| ≤ Cj(𝟣 + x𝟣 + |𝜂|)−s .
By definition
(1.36)
∫︁ ∞
𝟢
𝜐𝟤*,j(x𝟣, 𝜂) dx𝟣 = 𝟣
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and based on these two facts and (1.33)𝖣,𝖭 one can prove (i) easily.
Inserting 𝜂 in the second term in the big parenthesis in (1.32)𝖣,𝖭 through
factor 𝟣 =
∫︀
δ(x𝟣 − 𝜂) d𝜂, changing order of integration and calculating
integral with respect to x𝟣 we prove (ii).
Remark 1.7. From forthcoming weak magnetic field arguments it follows
that in the weak sense
(1.37) 𝒩𝖬𝖶*,𝖻𝗈𝗎𝗇𝖽(𝜏 , ℏ) ∼
∑︁
n≥𝟢
𝜅*n(𝜏)ℏ𝟤n
with 𝜅*𝟢 = ∓(𝟦𝜋)−𝟣𝜏
𝟣
𝟤
+ as * = 𝖣,𝖭 respectively.
2 Weak magnetic field
2.1 Precanonical form
We will consider a general magnetic Schro¨dinger operator (0.1) in X ⊂ ℝ𝟤
(2.1) A =
∑︁
𝟣≤j ,k≤𝟤
Pjg
jkPk + V , with Pj = hDj − 𝜇Vj
satisfying in B(𝟢, 𝟣) ⊂ X assumptions (0.2)–(0.4) but in contrast to (13.1.5)
[Ivr2] we assume that
(2.2) X ∩ B(𝟢, 𝟣) = {x𝟣 > 𝟢} ∩ B(𝟢, 𝟣).
Then in contrast to Chapter 13 we cannot unleash a full power of Fourier
integral operators as we must preserve boundary, but we can assume that x𝟣
is small, in fact as small as 𝜇−𝟣Pj are: not exceeding C 𝗆𝖺𝗑
(︀
𝜇−𝟣,𝜇−
𝟣
𝟤h
𝟣
𝟤
−𝛿)︀.
Without any loss of the generality one can assume that
(2.3)𝟣−𝟥 g
𝟣𝟣 = F , g 𝟣𝟤 = 𝟢,
(︀
g 𝟤𝟤 − F)︀⃒⃒
x𝟣=𝟢
= 𝟢.
To achieve subsequently (2.3)𝟣−𝟥 we just reintroduce x𝟣 := 𝖽𝗂𝗌𝗍g/F (x , 𝜕X )
in the given metrics (g jkF−𝟣), then reintroduce x𝟤 := 𝛼(x) + 𝛽(x𝟤) with an
appropriate function 𝛼(x) and arbitrary function 𝛽(x𝟤) and finally chose
𝛽(x𝟤).
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Remark 2.1. In this construction F is any arbitrary positive function but
we select it to be a scalar intensity of the magnetic field. We cannot however
choose 𝜕x𝟣g
𝟤𝟤|x𝟣=𝟢 as this is defined by the curvature of the metrics (g jkF−𝟣).
Then
(2.4) F𝟣𝟤|x𝟣=𝟢 = −𝟣
(actually it may be 𝟣 but then we change x𝟤 ↦→ −x𝟤) and without any loss
of the generality one can assume that V𝟣 = 𝟢 and V𝟤 = x𝟣 + O(x
𝟤
𝟣 ); we can
always reach it by a gauge transformation.
So, changing V by O(h𝟤)
(2.5) A = (hD𝟣
)︀
F (x)(hD𝟣
)︀
+(︀
hD𝟤 − 𝜇x𝟣 − 𝜇x𝟤𝟣b(x)
)︀
g 𝟤𝟤(x)
(︀
hD𝟤 − 𝜇x𝟣 − 𝜇x𝟤𝟣b(x)
)︀
+ V (x)
with V (x) satisfying (2.3)𝟥. One can easily generalize to such operator
results of the previous section.
2.2 Propagation of singularities
2.2.1 No-critical point case
In the case of a weak magnetic field
(2.6) 𝜇𝟢 ≤ 𝜇 ≤ h𝛿−𝟣
we know that inside of the domain the shift during the first winding is
microlocally observable under condition (13.3.54) [Ivr2] i.e. as
(2.7) |∇VF−𝟣| ≥ 𝜖𝟢.
We are going to prove that near boundary the same is true as
(2.8) |∇𝜕XVF−𝟣| ≥ 𝜖𝟢
where ∇𝜕X is a derivative along boundary (i.e. 𝜕x𝟤).
To prove this assertion one needs just to prove the following statement:
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Proposition 2.2. (i) The propagation speed with respect to (x , 𝜉𝟤) does not
exceed C ;
(ii) Under condition (2.8) for operator in the form (2.5) propagation speed
with respect to 𝜉𝟤 is of magnitude 𝟣 as x𝟣 ≤ C𝜇−𝟣. Namely, for time t shift
with respect to 𝜉𝟤 is of magnitude |t| and has the same sign as tWx𝟤 with
W = (𝜏 − V )F−𝟣.
Proof. Proof follows the very standard way of the proof propagation of
singularities as in theorems 2.1.2 and 3.1.2 [Ivr2]. Here we are using an
auxiliary function 𝜙 = 𝜙(x , 𝜉𝟤, t) and not invoking actually reflections from
the boundary.
Then proof of statement (i) is then completely trivial.
To prove (ii) note that modulo O(x𝟣)
{a, 𝜉𝟤} ≡ {F , 𝜉𝟤}(a − V ) + {V , 𝜉𝟤} − 𝟤
(︀
𝜉𝟤 − 𝜇x𝟣 − 𝜇x𝟤𝟣b
)︀
F𝜇x𝟤𝟣{b, 𝜉𝟤}
and the last term is O(𝜇−𝟣) as |a| = O(𝟣); so
(2.9) {a, 𝜉𝟤} ≡ {F , 𝜉𝟤}(a − 𝜏) + F 𝟤{(V − 𝜏)F−𝟣, 𝜉𝟤}+ O(𝜇−𝟣)
and as (a− 𝜏) is small everything is defined by the second term in the right
hand expression.
Further details of this very simple proof are left to the reader.
Then we immediately arrive to
Corollary 2.3. Let U = U(x , y , t) be a Schwartz kernel of e−ih
−𝟣tA. Let
𝜓(x) = 𝜓′(x𝟤)𝜓′′(𝜇x𝟣) with fixed functions 𝜓′,𝜓′′ ∈ C∞𝟢 .
Finally, let condition (2.8) be fulfilled on 𝗌𝗎𝗉𝗉𝜓′. Then under condition
(2.6) both
Ft→h−𝟣𝜏𝜒T (t)𝝘(U𝜓)(2.10)
and
Ft→h−𝟣𝜏
(︀
?̄?T (t)− ?̄?T ′(t)
)︀
𝝘(U𝜓)(2.11)
are negligible as 𝜖𝟣𝜇
−𝟣 ≤ T ′ < T ≤ 𝜖𝟤 with arbitrarily small constant 𝜖𝟣 and
small enough constant 𝜖𝟤
3).
3) Recall that as usual 𝜒 ∈ C∞𝟢 ([−𝟣,− 𝟣𝟤 ] ∩ [ 𝟣𝟤 , 𝟣]), ?̄? ∈ C∞𝟢 ([−𝟣, 𝟣]) and equals 𝟣 at
[− 𝟣𝟤 , 𝟣𝟤 ].
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Meanwhile rescaling x ↦→ x𝜇, h ↦→ 𝜇h we immediately arrive to
Proposition 2.4. Let condition (2.6) be fulfilled and let condition (13.2.45)
[Ivr2] i.e.
(2.12) V ≤ −𝜖𝟢
be fulfilled on 𝗌𝗎𝗉𝗉𝜓′. Let 𝜓 be specified in corollary 2.3.
Then as |𝜏 | ≤ 𝜖 and T = 𝜖𝜇−𝟣
(2.13) Ft→h−𝟣𝜏 ?̄?T (t)𝝘(U𝜓) ≡∑︁
n≥𝟢,m≥𝟢
𝜕𝜏𝜅nm(𝜏)𝜇
𝟤n−𝟣h𝟤n+𝟤m−𝟣 +
∑︁
n≥𝟢,m≥𝟢
𝜕𝜏𝜅
′
nm(𝜏)𝜇
𝟤nh𝟤n+𝟤m
where 𝜅nm(𝜏) and 𝜅
′
nm(𝜏) are smooth coefficients.
Combining proposition 2.4 and corollary 2.3 we immediately conclude
that
Corollary 2.5. Under conditions (2.6), (2.8) and (2.12) decomposition
(2.13) holds with T = 𝜖𝟤.
Therefore applying Tauberian theorem we arrive to estimate (2.14) below
as 𝜓 specified in corollary 2.3.
Theorem 2.6. Let conditions (0.1)–(0.4), (2.2), (2.6), (2.8) and (2.12) be
fulfilled on 𝗌𝗎𝗉𝗉𝜓 where 𝜓(x) ∈ C∞𝟢 (ℝ𝟤). Then
(2.14) 𝖱𝖶∞ := |
∫︁
X
(︁
e(x , x , 𝟢)−
∑︁
n≥𝟢,m≥𝟢
𝜅nm(𝟢)𝜇
𝟤nh𝟤n+𝟤m−𝟤
)︁
𝜓(x) dx−∫︁
𝜕X
∑︁
n≥𝟢,m≥𝟢
𝜅′nm(𝟢)𝜇
𝟤nh𝟤n+𝟤m−𝟣𝜓(x) dsg | ≤ C𝜇−𝟣h−𝟣
where dsg is a measure on the boundary corresponding to metrics g .
Proof. So, as 𝜓 = 𝜓′(x𝟤)𝜓′′(𝜇x𝟣) estimate (2.14) is proven; thus contribution
of zone {x , x𝟣 ≤ 𝟤C𝟢𝜇−𝟣} to the remainder is O(𝜇−𝟣h−𝟣). This is rather a
broad zone as C𝟢 is arbitrarily large and in zone {x , x𝟣 ≥ C𝟢𝜇} analysis is
almost as if there was no boundary. We need to use the time direction in
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which 𝜉𝟤 increases and therefore trajectories drift inside of X . Still it is not
quite as without boundary as we are forced to use cut-off functions which
are scaled with respect to x𝟣.
However, this is technicality and we overcome it in the following way:
first note that such scaling functions are admissible as long as microlocal
uncertainty principle 𝜇−𝟣×𝜇−𝟤 ≥ 𝜇−𝟣h𝟣−𝛿 holds as we reduced our operator
to microlocal canonical form inside of domain. Here the first factor 𝜇−𝟣 is
due to the scale. So, as 𝜇 ≤ h𝛿− 𝟣𝟤 we can appeal to theory of Chapter 13
[Ivr2].
However we can change variables x𝟣𝗇𝖾𝗐 = x𝟣 + bx
𝟤
𝟣 so that
𝜉𝟣 =
(︀
𝟣 + O(x𝟣)
)︀
𝜉𝟣𝗇𝖾𝗐, 𝜉𝟤 − 𝜇x𝟣 − 𝜇bx𝟤𝟣 = 𝜉𝟤𝗇𝖾𝗐 − 𝜇x𝟣𝗇𝖾𝗐 + O(x𝟤𝟣 )𝜉𝟣
and then bad term does not appear at all; in old coordinates it would amount
to replacing 𝜉𝟤 by 𝜉𝟤 + O(x
𝟤
𝟣 𝜉𝟣).
This proves that in the inner zone we can take T ≍ 𝜇 in the correct
time direction and most importantly, we do not scale with respect to x𝟤
so microlocal uncertainty principle would be 𝟣× 𝜇−𝟤 ≥ 𝜇−𝟣h𝟣−𝛿 i.e. in our
frames 𝜇 ≤ h𝛿−𝟣. Formula (2.14) is proven.
Finally we need to pass to magnetic Weyl formula:
Theorem 2.7. In frames of theorem 2.6
(2.15) 𝖱𝖬𝖶 := |
∫︁
X
(︁
e(x , x , 𝟢)− h−𝟤𝒩𝖬𝖶(x , 𝟢,𝜇h)
)︁
𝜓(x) dx−
h−𝟣
∫︁
𝜕X
𝒩𝖬𝖶*,𝖻𝗈𝗎𝗇𝖽(x , 𝟢,𝜇h) dsg | ≤ C𝜇−𝟣h−𝟣
where 𝒩𝖬𝖶*,𝖻𝗈𝗎𝗇𝖽 is introduced by (1.32)𝖣 or (1.32)𝖭 for Dirichlet or Neumann
boundary condition respectively with ℏ = 𝜇hF (x) and 𝜏 replaced by −V (x).
Proof. To pass from (2.14) to (2.15) let us recall that coefficients are obtained
by successive approximation method and notice that as 𝜓 is fixed (non-
scaled) function running successive approximation method to derive (2.14)
leads to an extra factor h rather than 𝜇h if we differentiate 𝜓 or g jk or V or
differentiate twice Vj ; however exactly one such differentiation leads to 𝟢 in
the final calculations, so we conclude that at least 𝟤 “losing” differentiations
must be there, extra factor is O(h𝟤) and the term is O(𝟣).
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Thus to derive 𝖱𝖶∞ modulo O(𝟣) we should not differentiate g
jk ,V ,𝜓 at
all and to differentiate Vj only once. However it means exactly considering
model operator A = Ay at each point y .
The microhyperbolicity with respect to x𝟤 implies that with integration
(with the scale 𝟣) over x𝟤 we can replace 𝒩𝖬𝖶 by its decomposition with
respect to powers of ℏ = 𝜇h which justifies the transition from (2.14) to
(2.15).
2.2.2 Analysis in the boundary zone
In what follows “formula” and “remainder” mean Tauberian formula with
T = 𝜖𝜇−𝟣 and the corresponding Tauberian remainder 𝖱𝖳 until we will pass
to Weyl and magnetic Weyl formula and remainder.
To cover the case when condition (2.8) is violated (with an extreme case
W := VF−𝟣|𝜕X = 𝖼𝗈𝗇𝗌𝗍) let us consider first boundary zone 𝒳𝖻𝗈𝗎𝗇𝖽 defined
by (1.17) where we chose a small parameter 𝜌 later. To do so let us consider
a stripe
(2.16) 𝒳𝖻𝗈𝗎𝗇𝖽,𝜌 = 𝒳𝖻𝗈𝗎𝗇𝖽 ∩ {𝜌 ≤ −𝜉𝟤 +
(︀
VF−𝟣
)︀ 𝟣
𝟤 ≤ 𝟤𝜌}.
Then the length of the hop is ≍ 𝜇−𝟣𝜌 𝟣𝟤 with the possible perturbation O(𝜇−𝟤)
due to the magnetic drift (so 𝜌≫ 𝜇−𝟤 would suffice, but we request 𝜌 ≥ 𝜇−𝟣
anyway).
Now, weak magnetic field approach would mean that uncertainty principle
is fulfilled after the first hop: 𝜌× 𝜇−𝟣𝜌 𝟣𝟤 ≥ h𝟣−𝛿 or equivalently 𝜌 ≥ 𝜇 𝟤𝟥h 𝟤𝟥−𝛿.
Combining with restriction 𝜌 ≥ 𝜇−𝟣 we arrive to
(2.17) 𝜌 ≥ 𝜌 := 𝗆𝖺𝗑(︀C𝟢𝜇−𝟣,𝜇 𝟤𝟥h 𝟤𝟥−𝛿)︀
and our goal is to prove that under this the contribution of 𝒳𝖻𝗈𝗎𝗇𝖽 to the
remainder does not exceed C𝜇−𝟣h−𝟣.
To achieve this goal let note first that
(2.18)
∫︁
𝒳𝖻𝗈𝗎𝗇𝖽,𝜌∩{x𝟤=𝖼𝗈𝗇𝗌𝗍}
dx𝟣d𝜉 : da ≤ C𝜌
which enables us to estimate
(2.19) |Ft→h−𝟣𝜏 ?̄?T (t)𝝘(u tQy𝜓)| ≤ C𝜇−𝟣h−𝟣𝜌𝛾
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as |𝜏 | ≤ 𝜖, Q = Q(x𝟤, hD𝟤) ∈ 𝖲h,𝜌,𝛾(ℝ) and with the symbol supported in
𝒳𝖻𝗈𝗎𝗇𝖽,𝜌 ∩ {|x𝟤 − x̄𝟤| ≤ 𝛾}, 𝜌 ≥ C 𝗆𝖺𝗑(𝛾,𝜇−𝟣), 𝜓 = 𝜓′′(𝜇x𝟣) and T = T* =
𝜖𝜇−𝟣.
Remark 2.8. Note that factor 𝜇−𝟣 appears here and in all similar estimates
because width ≍ 𝜌 with respect to 𝜉𝟤 matches to the width ≍ 𝜇−𝟣𝜌 with
respect to x𝟣 on energy levels below c .
What we need is to investigate propagation until time T = T *(𝜌) and
prove that
|Ft→h−𝟣𝜏
(︀
?̄?T*(t)− ?̄?T*(t)
)︀
𝝘(u tQy𝜓)| ≤ C ′hs(2.20)
with ∫︁
T *−𝟣(𝜌) d𝜌 ≤ C(2.21)
then as the main part is given by Tauberian formula with T = T*, remainder
does not exceed
C𝜇−𝟣h−𝟣
∫︁
T *−𝟣(𝜌) d𝜌dx𝟤 ≤ C𝜇−𝟣h−𝟣.
In what follows T *(𝜌) = 𝜌𝟣−𝛿
′
with arbitrarily small exponent 𝛿′ > 𝟢.
To prove (2.20) with T *(𝜌) = 𝜌𝟣−𝛿
′
note first that
(2.22) If |𝜕x𝟤VF−𝟣| ≤ c𝜌𝛿′ then propagation in any time direction remains
in the zone
(2.23)
{︀𝟣
𝟤
𝜌 ≤ −𝜉𝟤 + (VF−𝟣) 𝟣𝟤 ≤ 𝜌′
}︀ ∩ {︀|x𝟤 − x̄𝟤| ≤ 𝟤𝛾}︀
for time T = T *(𝜌)
and
(2.24) If |𝜕x𝟤VF−𝟣| ≥ 𝟣𝟤c𝜌𝛿
′
then propagation in an appropriate4) time
direction remains in (2.23) for time T = T *(𝜌);
4) In which (VF−𝟣)(𝟢, x𝟤) decays; as rotation is counter-clock-wise we take ±t > 𝟢 as
±(VF−𝟣)(𝟢, x𝟤) > 𝟢.
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in both cases 𝛾 = C𝜇−𝟣T *(𝜌′) ≤ 𝜖𝜌 for sure where in the former case 𝜌′ = 𝟥𝜌
and in the latter case 𝜌′ = 𝜌𝟣−𝛿
′′
.
After assertions (2.22) and (2.24) are proven, we need to prove that
singularities really propagate. Figure 2(a) shows that as VF−𝟣 = 𝟣 and the
movement is strictly circular the length of the hop is exactly 𝟤𝜇−𝟣
(︀
𝟣− (𝟣−
𝜌)𝟤
)︀ 𝟣
𝟤 while in general case it will be of the same magnitude 𝜇−𝟣𝜌
𝟣
𝟤 as 𝜌≪ 𝟣.
But obviously in the most critical zone movement in x𝟤 is not monotone.
However for sure x𝟤 increases with each hop as we bound ourselves with
x𝟣 ≤ 𝜖′𝜇−𝟣𝜌 with small enough constant 𝜖′.
The main problem are trajectories which are almost tangent to the
boundary. There are two kind of them: with 𝜌′ ≪ 𝟣 and with 𝜌 ≪ 𝟣.
Trajectories of of the first kind are not actually difficult (see proof of
proposition 2.11). So we start from trajectories of the second kind.
Proposition 2.9. Consider zone 𝒵 := {𝜉𝟤 ≥ −𝜖}. Consider point (x̄ , 𝜉𝟤) ∈
𝒵 and its (𝜸,𝜎)-vicinity 𝝮 with 𝜸 = (𝛾𝟣, 𝛾𝟤) and 5)
𝛾𝟣 = 𝜎 = ℏ
𝟣
𝟤
−𝛿, as x̄𝟣 ≥ ℏ 𝟣𝟤−𝛿,(2.25)
𝛾𝟣 = 𝜎 =
(︀
ℏ𝛾−
𝟥
𝟤
)︀ 𝟣
𝟤
−𝛿
𝛾, as x̄𝟣 ≍ 𝛾 ≤ ℏ 𝟣𝟤−𝛿,(2.26)
𝛾𝟤 = ℏ
𝟣
𝟥
−𝛿(2.27)
and operator Q = Q(x , hD𝟤) ∈ 𝖲h,𝛾𝟣,𝛾𝟤,𝜎 with symbol supported in 𝝮.
Further, consider point (ȳ , 𝜂𝟤) ∈ 𝒵 and its (𝜸,𝜎)-vicinity 𝝮′ with 𝜸
reintroduced for this point according to (2.25)–(2.27) and also operator
Q ′ = Q ′(x , hD𝟤) ∈ 𝖲h,𝛾𝟣,𝛾𝟤,𝜎 with symbol supported in 𝝮′.
Let T ≍ 𝜇−𝟣 and
(2.28) |x𝟣 − y𝟣|𝛾−𝟣𝟣 + |x𝟤 − y𝟤|𝛾−𝟣𝟤 + |𝜉𝟤 − 𝜂𝟤|𝜎−𝟣 ≥ 𝜖
∀x ∈ 𝝭t,𝜏 (𝝮), y ∈ 𝝮′ ∀t ∈ 𝗌𝗎𝗉𝗉𝜒T
where 𝝭t,𝜏 is a Hamiltonian flow with reflections and 𝜉𝟣 is defined so that
a(x , 𝜉) = 𝜏 . Then
(2.29) Ft→h−𝟣𝜏𝜒T (t)Q
′U tQ ′
is negligible.
5) After rescaling x ↦→ 𝜇x .
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Proof. As we assume 𝜉𝟤 ≥ −𝜖𝟢 we do not need to consider “short and low”
hops as on figure 2(b) and the time of the hop is ≍ 𝜇−𝟣.
Obviously as 𝜇 ≤ h−𝛿 one can apply results of sections 2.4 and 3.5 [Ivr2]
and justify our final conclusion.
Let us consider larger 𝜇. To do so we need to understand how small
vicinity of Hamiltonian billiard flow with reflections we must take to contain
propagation.
To do so consider propagation in the different zones, step by step, and
we do consider 𝜎, 𝛾𝟣, 𝛾𝟤 not necessarily defined by (2.25)–(2.27).
(a) First of all, as x𝟣 ≥ 𝛾 ≥ ℏ 𝟣𝟤−𝛿 one can take any 𝛾j ≥ 𝛾 and 𝜌j ≥ 𝛾. So, as
x𝟣 ≥ ℏ 𝟣𝟤−𝛿 we can take 𝛾𝟣 = ℏ 𝟣𝟤−𝛿 and other scales different but larger. Thus,
(2.30) Let x̄𝟣 ≥ 𝛾 ≥ ℏ 𝟣𝟤−𝛿 and let 𝛾j ≥ 𝛾, 𝜎 ≥ 𝛾. Let t be such that
𝝭t′(𝗌𝗎𝗉𝗉Q) does not intersect 𝛾-vicinity of 𝜕X as 𝟢 < ±t ′ < ±t (if ±t > 𝟢).
Then (2.29) is negligible, provided 𝝭t,𝜏 (𝗌𝗎𝗉𝗉Q) does not intersect (𝜸,𝜎)-
vicinity of 𝗌𝗎𝗉𝗉Q ′.
We refer to this as inner propagation (see figure 5(a)).
(b) Consider now zone C𝜌 ≤ x𝟣 ≍ 𝛾 ≤ ℏ 𝟣𝟤−𝛿. Let us scale x𝟣 ↦→ x𝟣𝛾−𝟣,
x𝟤 ↦→ x𝟤𝛾− 𝟣𝟤 and ℏ ↦→ ℏ′ := ℏ𝛾− 𝟥𝟤 . As after original rescaling x ↦→ 𝜇x we
had that derivatives of all coefficients were less than C𝜇−𝟣 we conclude that
after this rescaling they are less then C𝜇−𝟣𝛾
𝟣
𝟤 and after division by 𝛾 they
are still bounded.
More precisely: we recalled that “up to perturbation” operator was
(2.31) Ā = (ℏD𝟣)𝟤 − (ℏD𝟤 − x𝟣)𝟤 − 𝟣
with |𝜉𝟤−𝟣| ≤ 𝜌; so in the zone in question rescaling as described is justified.
And therefore respectively we need to scale 𝜉𝟣 ↦→ 𝜉𝟣𝛾− 𝟣𝟤 and 𝜉𝟤 − 𝟣 ↦→ 𝜉𝟤𝛾−𝟣.
Now we have rather regular situation and can take ℏ′ 𝟣𝟤−𝛿 vicinity. In
other words, we can take
𝛾𝟣,𝜎 ≥ ℏ′ 𝟣𝟤−𝛿𝛾 =
(︀
ℏ𝛾−
𝟥
𝟤
)︀ 𝟣
𝟤
−𝛿
𝛾,(2.32)
𝛾𝟤 ≥ ℏ′ 𝟣𝟤−𝛿𝛾 𝟣𝟤 =
(︀
ℏ𝛾−
𝟥
𝟤
)︀ 𝟣
𝟤
−𝛿
𝛾
𝟣
𝟤(2.33)
and we can replace these right hand expressions by ℏ 𝟣𝟤−𝛿𝛾 𝟣𝟦 and ℏ 𝟣𝟤−𝛿𝛾− 𝟣𝟦
respectively and the latter does not exceed its value as 𝛾 = 𝜌 and it is ℏ 𝟣𝟥−𝛿.
This is squeezed inner propagation (see figure 5(b)).
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γ
(a) Inner propagation (b) Squeezed inner propagation
(c) Squeezed propagation with reflection
Figure 5: Inner, squeezed inner (and similar mirror symmetric), squeezed
with reflection propagations
Furthermore, we can apply long-range propagation of section 2.4 [Ivr2]
and replace condition x𝟣 ≍ 𝛾 by a weaker condition 𝛾𝟣+𝛿′ ≤ x𝟣 ≤ 𝛾𝟣−𝛿′ with
𝛿′ > 𝟢 small enough. But then we need no more than C (𝛿′) jumps to reach
from 𝛾 ≍ ℏ 𝟣𝟤−𝛿 to 𝛾 ≍ ℏ𝟤𝟥−𝛿 or inversely.
(c) Finally as x𝟣 ≤ C𝜌 we can apply the same scaling with 𝛾 = 𝜌 and note
that after rescaling trajectories meet the boundary under angle disjoint from
𝟢. So we have a standard reflection situation. Scaling back we arrive to the
same conclusion as in (b). This is squeezed propagation with reflection (see
figure 5(c)).
Repeating N ≍ 𝜇T times we arrive to
Corollary 2.10. Consider 𝜇−𝟣 ≤ T ≤ 𝜖𝜌. Then conclusion of proposi-
tion 2.9 remains true if we redefine 𝜎 := 𝜎𝗈𝗅𝖽N, 𝛾j := 𝛾j ,𝗈𝗅𝖽N with N ≍ 𝜇T
number of rotations.
Now we can prove our main claim
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Proposition 2.11. Estimate (2.20) holds with T* = 𝜖𝜇−𝟣 and T *(𝜌) =
𝜌𝟣−𝛿
′
.
Proof. We consider a pseudo-differential partition of unity. Let Q ′ =
Q ′(x𝟤, hD𝟤) ∈ 𝖲h,𝜌,𝛾 with symbol supported in 𝜖(𝛾, 𝜌)-vicinity of (x̄𝟤, 𝜉𝟤)
and 𝛾 = 𝜇−𝟣𝜌
𝟣
𝟤 satisfy (2.17).
(i) Consider first 𝜉𝟤 ≤ −𝜖𝟢.
Note first that
(2.34) As 𝜉𝟤 ≤ −𝜖 both operator and boundary value problem are 𝜉𝟤-
microhyperbolic as x𝟣 ≥ 𝟢.
Really, ih−𝟣[A, x𝟤] = hD𝟤 − 𝜇x𝟣 ≤ −𝜖.
Then due to results of chapter 3 [Ivr2] U tQy is negligible as ±t > 𝟢 and
±(x𝟤 − x̄𝟤 + 𝜖𝛾) < ±𝜖𝟢t, which implies (2.20).
(ii) Consider now 𝜉𝟤 ≥ −𝜖𝟢. Note that 𝝭t after exactly one turn moves x𝟤
to the left by at least 𝜖𝜌
𝟣
𝟤 ; we assume that 𝜌 ≥ C𝟢𝜇−𝟣 to counter possible
perturbations. Further, as 𝜌 ≥ (𝜇h) 𝟤𝟥−𝛿 it exceeds 𝛾𝟤 expansion due to
uncertainty principle. This justifies conclusion of the proposition as T * = 𝜖𝟢𝜌
as propagation speed with respect to 𝜉𝟤, x𝟤 does not exceed C𝟢.
(iii) To increase T *(𝜌) notice that we can take T *(𝜌) = 𝜌𝟣−𝛿
′
unless ℓ ≥ 𝜌𝛿′
where
(2.35) ℓ := 𝜖𝟢|∇𝜕XVF−𝟣|
as the speed of propagation with respect to 𝜌 does not exceed ℓ and dynamics
remains in the same (ℓ, 𝜌)-element with respect to (x𝟤, 𝜉𝟤).
Meanwhile as ℓ ≥ 𝜌𝛿′ we can take time direction in which 𝜌 increases
and then take T *(𝜌) = 𝜌𝟣−𝛿
′
anyway.
Uncertainty principle 𝜌ℓ ≥ h𝟣−𝛿 is obviously satisfied in both cases.
Remark 2.12. Surely one can improve arguments of (iii) and we will do it
studying strong magnetic field. However at this moment this leads to no
improvements in the remainder estimate.
Then immediately we arrive to
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Corollary 2.13. Contribution of zone 𝒳𝖻𝗈𝗎𝗇𝖽 defined by (1.17), (2.17) to
the remainder does not exceed C𝜇−𝟣h−𝟣.
Proof. Contribution of 𝒳𝖻𝗈𝗎𝗇𝖽,𝜌 to the remainder does not exceed
(2.36) C𝜇−𝟣𝜌h−𝟣 × T *,−𝟣 ≍ C𝜇−𝟣h−𝟣𝜌𝛿′
and summation over 𝜌 ≥ 𝜌 (i.e. integration with respect to 𝜌−𝟣d𝜌) results
in O(𝜇−𝟣h−𝟣).
2.2.3 Analysis in the transitional zone
Consider now transitional zone defined by (1.14). Obviously we get a rather
rough estimate
Proposition 2.14. Contribution of the transitional zone (1.14) to the re-
mainder does not exceed
(2.37) C𝜌h−𝟣 ≍ C𝜇−𝟣h−𝟣 + C (𝜇h) 𝟤𝟥h−𝟣−𝛿.
In particular, as 𝜇 ≤ h− 𝟤𝟧+𝛿 it does not exceed C𝜇−𝟣h−𝟣.
Now we want to improve this estimate under some non-degeneracy
condition invoking VF−𝟣|𝜕X .
Let us introduce ℓ-admissible partition with ℓ defined by (2.35).
Proposition 2.15. On ℓ-element with
(2.38) ℓ ≥ ℓ̄ := 𝗆𝖺𝗑(︀C𝜇−𝟣,𝜇 𝟣𝟤h 𝟣𝟤−𝛿)︀
expressions (2.10) and (2.11) are negligible as T* ≤ T ≤ T * with T* = 𝜖𝜇−𝟣
and T *(ℓ) = ℓ𝟣−𝛿
′
.
Proof. As in subsection 2.2.1 consider shift with respect to 𝜉𝟤 and it will
be ≍ ℓT . So, uncertainty principle requests ℓT × ℓ ≥ h𝟣−𝛿 which is exactly
our restriction to ℓ as T = 𝜖𝜇−𝟣. Meanwhile x𝟣 ≤ C𝟢𝜇−𝟣 + C𝜇−𝟣ℓT and it
remains less than C𝜇−𝟣 as T ≤ 𝟣. On the other hand shift with respect to
x𝟤 does not exceed C𝜇
−𝟣 + C𝜌
𝟣
𝟤T in virtue of proposition 2.17 below and it
remains less than 𝜖ℓ as T = 𝜖ℓ𝟣−𝛿
′
unless 𝜌 ≥ ℓ𝛿′ which is impossible in the
transitional zone.
We surely need to keep 𝜌ℓ ≥ h𝟣−𝛿 but one can check easily that 𝜌ℓ̄ ≥
𝜇−
𝟣
𝟤h
𝟣
𝟤
−𝛿 ≥ h𝟣−𝛿.
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Corollary 2.16. (i) Contribution of the part of the transitional zone (1.14)
where (2.38) is fulfilled to the remainder does not exceed C𝜇−𝟣h−𝟣;
(ii) Contribution of the transitional zone (1.14) to the remainder does not
exceed
(2.39) C𝜇−𝟣h−𝟣+
C (𝜇h)
𝟤
𝟥h−𝟣−𝛿 𝗆𝖾𝗌𝜕X
(︀{︀
x ∈ 𝜕X , |∇𝜕XV | ≤ C (𝜇h) 𝟣𝟤−𝛿
}︀)︀
h−𝟣−𝛿,
(iii) In particular, it does not exceed
(2.40) C𝜇−𝟣h−𝟣 + C (𝜇h)
𝟩
𝟨h−𝟣−𝛿,
provided
(2.41)± |∇𝜕XVF−𝟣| ≤ 𝜖 =⇒ ±∇𝟤𝜕XVF−𝟣 ≥ 𝜖
and expression (2.41) does not exceed C𝜇−𝟣h−𝟣 as 𝜇 ≤ h− 𝟩𝟣𝟥+𝛿.
While either sign in (2.41)± assures remainder estimate (2.40), in the
future we will need to distinguish between different signs in this condition
as dynamics will be different (see example 1.4).
We finish this subsubsection by
Proposition 2.17. An “average” propagation speed with respect to x𝟤 in
𝒳𝗍𝗋𝖺𝗇𝗌 does not exceed C𝜌 𝟣𝟤 .
Proof. Proof coincides with one of proposition 2.9 and corollary 2.10.
Surely trajectories in the squeezed reflection zone are not transversal
to boundary anymore after rescaling but we do not need it as instead of
ℏ′ 𝟣𝟤−𝛿-vicinity we can take 𝜖-vicinity and appeal f.e. to results of section 3.4
[Ivr2].
2.2.4 Analysis in the inner zone
Consider now inner zone defined by (1.16). As we know, in this zone we
must assume some non-degeneracy condition to get remainder estimate
better than O(𝜇h−𝟣). In Chapter 13 [Ivr2] we used few of such conditions
rendering different remainder estimates; all of them boiled down to the
remainder estimate O(𝜇−𝟣h−𝟣) under different restrictions to 𝜇.
Consider first propagation of singularities.
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Figure 6: Squeezed propagation with tangency, reflections or miss the
boundary
Proposition 2.18. Let Q ∈ 𝖲h,𝜌𝟣,𝜌𝟤,𝛾𝟣,𝛾𝟤 and let 𝝮 be (𝛾𝟣, 𝛾𝟤, 𝜌𝟣, 𝜌𝟤)-vicinity
(with respect to (x , 𝜉)) of its symbol. Then long as trajectories started from
𝝮 remain in 𝒳𝗂𝗇𝗇 defined by (1.16), (2.17)
(2.42) U tQy ≡ U𝟢 tQy
where U𝟢 is a propagator for operator A considered in X 𝟢 the fixed vicinity
of X̄ (i.e. in the whole plane effectively).
Proof. Proof is trivial as
(2.43) 𝜌 ≥ 𝜌 := 𝗆𝖺𝗑(︀C𝜇−𝟣,𝜇 𝟣𝟤h 𝟣𝟤−𝛿)︀
as then we can apply Fourier integral operators as described in Chapter 13
[Ivr2].
As 𝜌 is defined by (2.17) one needs to apply the same arguments as in
the proof of proposition 2.9. Albeit in that proof trajectories “comfortably
met” 𝜕X and now they “comfortably miss” it.
Remark 2.19. This proposition however does not imply that results of sec-
tion 13.3 [Ivr2] are automatically valid in our case as in that section we used
partition elements which could be rather large in some directions (sometimes
as large as ≍ 𝟣 which could be replaced by h𝛿′ as we apply microlocal stan-
dard uncertainty principle rather than logarithmic uncertainty principle).
Now boundary prevents us from doing this.
Still, however, as 𝜇 ≤ h−𝛿 with sufficiently small exponent 𝛿 > 𝟢 these
arguments of section 13.3 [Ivr2] remain automatically valid and leaving easy
details to the reader arriving to
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Proposition 2.20. Under non-degeneracy condition (13.3.57)m [Ivr2] with
𝜈 = 𝟣 i.e.
(2.44)m
∑︁
𝟣≤|𝛼|≤m
|D𝛼(VF−𝟣)| ≥ 𝜖
contribution of the inner zone 𝒳𝗂𝗇𝗇 to the remainder does not exceed C𝜇−𝟣h−𝟣
as 𝜇 ≤ h−𝛿 with sufficiently small exponent 𝛿 = 𝛿(m) > 𝟢.
Combining with results in inner and transitional zones where the same
contributions were derived even without non-degeneracy condition we con-
clude that
Theorem 2.21. Let conditions (0.1)–(0.4), (2.2) and (2.12) and non-
degeneracy condition (2.44)m be fulfilled on 𝗌𝗎𝗉𝗉𝜓 where 𝜓(x) ∈ C∞𝟢 (ℝ𝟤).
Then the remainder does not exceed C𝜇−𝟣h−𝟣 as 𝜇 ≤ h−𝛿 with sufficiently
small exponent 𝛿 = 𝛿(m) > 𝟢.
Proof. As in the Chapter 13 (see (13.3.49)𝜗) [Ivr2] the contribution of 𝒳𝗂𝗇𝗇
to the remainder does not exceed
(2.45) C𝜇−𝟣h−𝟣
∫︁
𝒳𝗂𝗇𝗇
T−𝟣 dx𝟤d𝜉𝟤 + C𝜇h−𝟣𝗆𝖾𝗌𝟤(𝝮𝟤)
with the same definition (13.3.50) [Ivr2] of 𝝮𝟤; here T = 𝜖𝜇
𝟣
𝟤𝜌
𝟣
𝟤 and d𝜉𝟤 = d𝜌
and integral is bounded as 𝜌 ≤ c𝜇.
In almost all other cases we however need to take remark 2.19 into
account. Still there is an exception: arguments linked to evolution with
respect to 𝜉𝟤 work in a bit larger zone, namely {(x , 𝜉) : 𝜉𝟤 ≤ C𝟢} and thus
in zone {x , x𝟣 ≤ C𝟣𝜇−𝟣} (which is a definition of X𝖻𝗈𝗎𝗇𝖽).
2.2.5 No-critical point case
Assume temporarily that condition (2.8) is fulfilled. Then, as we mentioned,
theorem 2.6 and proposition 2.15 cover this zone. So we need to consider
zone
(2.46) {x : C𝟢𝜇−𝟣 ≤ x𝟣 ≤ 𝜖}.
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However under condition (2.8) we can take ≍ 𝟣 scale with respect to
x𝟤 and consider drift in the time direction in which 𝜉𝟤 increases; then we
remain in the zone in question for time T * = 𝜖′𝜇. Meanwhile under this
condition shift with respect to 𝜉𝟤 is observable as |t| ≥ T* = 𝜖𝜇−𝟣. This
leads us to to conclusion that
(2.47) Under assumption (2.8) contribution of this (2.46) zone to the Taube-
rian remainder does not exceed C𝜇−𝟣h−𝟣
(i.e. the same as the contribution of zone {x : x𝟣 ≤ C𝟢𝜇−𝟣} albeit factor
𝜇−𝟣 now comes as T *−𝟣 rather than as the width of the zone).
So we arrive to
Theorem 2.22. Let conditions (0.1)–(0.4), (2.2) and (2.12) and non-
degeneracy condition (2.8) be fulfilled on 𝗌𝗎𝗉𝗉𝜓 where 𝜓(x) ∈ C∞𝟢 (ℝ𝟤).
Then contribution of zone {x : 𝖽𝗂𝗌𝗍(x , 𝜕X ) ≤ 𝜖𝟣} to the remainder does
not exceed C𝜇−𝟣h−𝟣 as 𝜇 ≤ h𝛿−𝟣 with arbitrarily small exponent 𝛿 > 𝟢.
Non-degenerate critical point case. Consider now case when non-
degeneracy condition (2.41) is fulfilled. Then obviously contribution of zone
{x𝟣 ≤ C𝟢𝜇−𝟣} to the remainder does not exceed
(2.48) C𝜇−𝟣h−𝟣 + C (𝜇h)
𝟣
𝟤
−𝛿h−𝟣
where the second term comes from zone
(2.49)
{︀
x : x𝟣 ≤ C𝟢𝜇−𝟣, |Wx𝟤| ≤ C𝟢𝗆𝖺𝗑
(︀
𝜇−𝟣, (𝜇h)
𝟣
𝟤
−𝛿)︀}︀
and this is not as good as (2.40) because 𝜌≪ 𝟣.
Now in the zone
(2.50)
{︀
x : C𝟢𝜇
−𝟣 ≤ x𝟣 ≤ 𝜖𝟣, |Wx𝟤| ≥ C𝟢𝗆𝖺𝗑
(︀
𝜇−𝟣, (𝜇h)
𝟣
𝟤
−𝛿)︀}︀
we can use T * = 𝜖𝜇ℓ with ℓ = 𝜖|Wx𝟤| and we can even take T * = ℓ𝟣−𝛿′ ; then
contribution of this zone to the remainder does not exceed C𝜇−𝟣h−𝟣.
Meanwhile contribution of zone
(2.51)
{︀
x : C𝟢𝜇
−𝟣 ≤ x𝟣 ≤ 𝜖𝟣, |Wx𝟤| ≤ C𝟢𝗆𝖺𝗑
(︀
𝜇−𝟣, (𝜇h)
𝟣
𝟤
−𝛿)︀}︀
to the Tauberian remainder under this condition does not exceed
(2.52) C𝜇−𝟣h−𝟣 + C𝜇(𝜇h)
𝟣
𝟤
−𝛿h−𝟣.
So we arrive to
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Theorem 2.23. Let conditions (0.1)–(0.4), (2.2) and (2.12) and non-
degeneracy condition (2.41) be fulfilled on 𝗌𝗎𝗉𝗉𝜓 where 𝜓(x) ∈ C∞𝟢 (ℝ𝟤).
Then contribution of zone {x : 𝖽𝗂𝗌𝗍(x , 𝜕X ) ≤ 𝜖𝟣} to the remainder does
not exceed (2.52); in particular, it does not exceed C𝜇−𝟣h−𝟣 as 𝜇 ≤ h𝛿− 𝟣𝟧 .
This is exactly the same estimate as was derived in Chapter 13 [Ivr2]
without boundary under condition
(2.53) |∇VF−𝟣|+ |∇𝟤VF−𝟣| ≥ 𝜖.
Now let us consider derivatives of VF−𝟣 with respect to x𝟣 which leads
to the drift in the direction x𝟤.
Our goal is to prove
Theorem 2.24. (i) Let conditions (0.1)–(0.4), (2.2) and (2.12) and non-
degeneracy condition (2.7) be fulfilled on 𝗌𝗎𝗉𝗉𝜓 where 𝜓(x) ∈ C∞𝟢 (ℝ𝟤).
Then the remainder does not exceed
(2.54) C𝜇−𝟣h−𝟣 + C𝜇𝟤h−𝛿
as 𝜇 ≤ h𝛿− 𝟣𝟤 ; in particular remainder does not exceed C𝜇−𝟣h−𝟣 as 𝜇 ≤ h𝛿− 𝟣𝟥 .
(ii) Additionally assume that condition (2.41) is also fulfilled on 𝗌𝗎𝗉𝗉𝜓.
Then the remainder does not exceed
(2.55) C𝜇−𝟣h−𝟣 + C𝜇
𝟧
𝟤h
𝟣
𝟤
−𝛿
as 𝜇 ≤ h𝛿− 𝟣𝟤 ; in particular remainder does not exceed C𝜇−𝟣h−𝟣 as 𝜇 ≤ h𝛿− 𝟥𝟩 .
Proof. (i) First assume that
(2.56) 𝜌 ≥ 𝜌 := 𝗆𝖺𝗑(︀C𝜇−𝟣,𝜇 𝟣𝟤h 𝟣𝟤−𝛿)︀.
Then along the whole trajectory x𝟣 ≥ 𝜇−𝟣𝜌 ≥ 𝜇− 𝟣𝟤h 𝟣𝟤−𝛿 and using 𝜇−𝟣h-
Fourier integral operators we can reduce operator to the canonical form
of section 13.2 [Ivr2]. We can then notice that the shift with respect to
“new” x𝟣 is 𝜇
−𝟣Tk where k ≍ |∇VF−𝟣| but the scale with respect to the dual
variable is 𝜇−𝟣𝜌 and we need to write uncertainty principle
(2.57) 𝜇−𝟣kT × 𝜇−𝟣𝜌 ≥ 𝜇−𝟣h𝟣−𝛿
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or plugging T ≍ 𝜇−𝟣 and k ≍ 𝟣 we get
(2.58) 𝜌 ≥ 𝜌 := 𝗆𝖺𝗑(︀C𝜇−𝟣,𝜇𝟤h𝟣−𝛿)︀
and this restriction is stronger than (2.56) which in turn is stronger than
(2.17).
Therefore
(2.59) Under condition (1.8) contribution to the remainder of 𝒳𝗂𝗇𝗇 defined
by (1.16), (2.58) does not exceed C𝜇−𝟣h−𝟣.
Meanwhile with this choice of 𝜌 contribution to the remainder of 𝒳𝗍𝗋𝖺𝗇𝗌
defined by (1.14) does not exceed C𝜌h−𝟣 which is exactly the second term
in (2.54).
Statement (i) is proven.
(ii) To prove (ii) we need to note that in 𝒳𝗍𝗋𝖺𝗇𝗌 shift with respect to 𝜉𝟤 is
observable as T ≍ 𝜇−𝟣 and |Wx𝟤| ≍ ℓ satisfies (2.38). Then the contributions
to the remainder of all zones save {𝒳𝗍𝗋𝖺𝗇𝗌, |Wx𝟤| ≤ ℓ̄} are O(𝜇−𝟣h−𝟣) and
under condition (2.41) the contribution of this zone does not exceed C𝜌ℓ̄h−𝟣
which is exactly the second term in (2.55).
Remark 2.25. (i) Conditions (1.8) and (2.41) are fulfilled generically at the
boundary.
(ii) Obviously in the setting of theorem 2.24 the inner zone provides the
worst contribution to the remainder and we will need to improve it in frames
of condition (2.24) using the strong magnetic field approach there.
2.3 From Tauberian to magnetic Weyl
formula
Now our goal is to pass from Tauberian with T = 𝜖𝜇−𝟣 to magnetic Weyl
formula and estimate remainder 𝖱𝖬𝖶. We also consider extended Weyl
formula and estimate remainder 𝖱𝖶∞.
Theorem 2.26. Let 𝜓 ∈ C∞(X̄ ) be a fixed function with a compact support
contained in the small vicinity of 𝜕X and let conditions (0.1)–(0.4),
F ≥ 𝜖𝟢(2.60)
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and
V ≤ −𝜖𝟢 ∀x ∈ B(𝟢, 𝟣);(2.61)
be fulfilled there. Further, let condition (2.6) be fulfilled.
Then
(i) Under condition (2.8) both 𝖱𝖶∞ defined by (2.14) and 𝖱
𝖬𝖶 defined by
(2.15) do not exceed C𝜇−𝟣h−𝟣 as 𝜇 ≤ h𝛿−𝟣;
(ii) Under condition (2.44)m both 𝖱
𝖶
∞ and 𝖱
𝖬𝖶 do not exceed C𝜇−𝟣h−𝟣 as
𝜇 ≤ h−𝛿;
(iii) Under condition (2.41) both 𝖱𝖶∞ and 𝖱
𝖬𝖶 do not exceed (2.52) as
𝜇 ≤ h𝛿−𝟣; in particular remainder does not exceed C𝜇−𝟣h−𝟣 as 𝜇 ≤ h𝛿− 𝟣𝟧 ;
(iv) Under condition (2.7) both 𝖱𝖶∞ and 𝖱
𝖬𝖶 do not exceed (2.54) as 𝜇 ≤
h𝛿−𝟣; in particular remainder does not exceed C𝜇−𝟣h−𝟣 as 𝜇 ≤ h𝛿− 𝟣𝟥 ;
(v) Under conditions (2.7) and (2.41) both 𝖱𝖶∞ and 𝖱
𝖬𝖶 do not exceed (2.55)
as 𝜇 ≤ h𝛿−𝟣; in particular remainder does not exceed C𝜇−𝟣h−𝟣 as 𝜇 ≤ h𝛿− 𝟥𝟩 .
Proof. (a) To go from 𝖱𝖳 to 𝖱𝖶∞ is easy: using condition (2.61) (i.e. |V | ≍ 𝟣)
we can apply the standard results of Chapters 4 and 7 [Ivr2] after rescaling
x ↦→ 𝜇x .
Going from 𝖱𝖶∞ to 𝖱
𝖬𝖶 is more subtle. Note first that we can drop all
terms with m > 𝟢 in (2.14). Therefore only surviving terms are those with
h−𝟤(𝜇h)𝟤n with integration over X and h−𝟣(𝜇h)𝟤n with integration over 𝜕X .
(b) Consider first terms with integration over X .
Note first that under condition (2.8) their sum is equal to
(2.62)
∫︁
X
𝒩𝖬𝖶(x ,𝜇h, 𝜏)𝜓(x) dx
modulo O
(︀
h−𝟤(𝜇h)s
)︀
; actually we go in the opposite direction: from expres-
sion (2.62) to its decomposition into powers of ℏ = 𝜇h.
Consider expression (2.62) under condition (1.8); again we can replace
θ(𝜏 − V − (𝟤j + 𝟣)F𝜇h) by derivative with respect to x𝟣 (of high order and
with smooth coefficient) of smooth C s-function; so integrating by parts we
again arrive to the sum of the terms in question plus the similar integral
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over the boundary; however the latter contains at least one extra integration
with respect to 𝜏 so we get
(2.63) (𝜇h)𝟤nh−𝟤
∫︁ (︀
𝜏 − V − (𝟤j + 𝟣)F𝜇h)︀r
+
𝜑n,r (x) dsg
where r ≥ 𝟣. If we replace in the latter term summation with respect to j
by integration the error will not exceed C (𝜇h)r+𝟣h−𝟤 i.e. C𝜇𝟤 which is less
than (2.54).
On the other hand, under condition (2.41) the error in question will not
exceed C (𝜇h)r+𝟣
𝟥
𝟤h−𝟤 which is less than (2.55). So, in (iiv) and (v) we also
can replace terms with integration over dx into 𝒩𝖬𝖶, may be changing 𝜅′n𝟢.
The same arguments albeit without integration with respect to x𝟣 work
under condition (2.41) alone; however we gain only factor (𝜇h)
𝟣
𝟤 .
The similar arguments work in frames of (ii) as well.
(c) Now case (i) becomes the most complicated as many terms should be
taken into account. We apply the following trick: consider the same operator
albeit we replace D𝟤 everywhere by D𝟥:
(2.64) Ā :=
∑︁
j ,k
P̄jg
jk(x𝟣, x𝟤)P̄k + V (x𝟣, x𝟤),
P̄𝟣 = hD𝟣, P̄𝟤 = hD𝟥 − 𝜇V𝟤(x𝟣, x𝟤)
Then it will affect in 𝖱𝖶∞ only terms with m ≥ 𝟣 we do not care about.
But the problem remains microhyperbolic in the variable x𝟤 and therefore
everything works as it should. We need to consider then shifts with respect
to 𝜉𝟤 only and therefore only averaging with respect to x𝟤 is needed.
Note then that what we get instead of
∫︀
e(x , x , 𝜏)𝜓 dx is
(2.65) (𝟤𝜋h)−𝟣
∫︁
𝖾(x𝟣, x𝟣; x𝟤, 𝜉𝟥, 𝜏)𝜓 dx𝟣 dx𝟤d𝜉𝟥
where 𝖾(x𝟣, y𝟣; x𝟤, 𝜉𝟤, 𝜏) is a Schwartz kernel for spectral projector for 𝟣-
dimensional operator. Here integration with respect to x𝟥 is not needed.
Neither is needed integration with respect to 𝜉𝟤 as we pass from Tauberian
expression with T = 𝜖𝜇−𝟣 for 𝖾(...) to 𝖾(...) itself. Finally we change in
(2.65) 𝜉𝟥 by 𝜉𝟤.
Also we can replace everywhere (save V𝟤) x𝟣 by 𝟢 while V𝟤 we replace by
(2.66) V̄𝟤 = V (𝟢, x𝟤) + (𝜕x𝟣V𝟤)(𝟢, x𝟤)x𝟣;
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it will not affect essential boundary terms. But then boundary terms in
𝖱𝖶∞ together must match to a boundary term in 𝖱
𝖬𝖶 . This proves (i)
completely.
(d) Exactly the same arguments work for (ii)–(v); we do not use condition
(2.7) at all and in 𝒳𝖻𝗈𝗎𝗇𝖽 defined in terms of (𝜉𝟥, x𝟤) we consider shifts after
hops with respect to x𝟥, so we do not need to integrate over x𝟥. Without
condition (2.21) we use the trivial O(𝜌h−𝟣) estimate for contribution of
𝒳𝗍𝗋𝖺𝗇𝗌.
Under condition (2.21) in 𝒳𝗍𝗋𝖺𝗇𝗌 we consider shifts with respect 𝜉𝟤 and
again integration over x𝟥 and 𝜉𝟤 is not needed.
3 Strong magnetic field
In this section we consider a case of the strong magnetic field when the
results of the previous section are not as sharp as we want (so the remainder
is not O(𝜇−𝟣h−𝟣)). As under different assumption it happens under different
restrictions to 𝜇, we consider separately different cases.
3.1 Most non-degenerate case
If condition (2.8) is fulfilled, we need to consider only the case of very strong
magnetic field
(3.1) h𝛿−𝟣 ≤ 𝜇 ≤ h−𝟣
and then operator is x𝟤-microhyperbolic. Therefore as 𝜓 = 𝜓
′𝜓′′𝜇 with
𝜓′ = 𝜓′(x𝟤) ∈ C∞𝟢 and 𝜓′′𝛾 = 𝜓′′(x𝟣𝛾−𝟣) 6) with 𝜓′′𝛾 supported in |x𝟣| ≤ C𝟢𝛾,
𝛾 = 𝜇−𝟣,
|Ft→h−𝟣𝜏𝜒T (t)𝝘𝜓u| ≤ C𝜇−𝟣h−𝟤T
(︀ h
T
)︀s
,(3.2)
and then
|Ft→h−𝟣𝜏 ?̄?T (t)𝝘𝜓u| ≤ C𝜇−𝟣h−𝟣(3.3)
6) Averaging with respect to x𝟣 is not needed at all.
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as h ≤ T ≤ T * = 𝜖𝟢 where 𝜇−𝟣 comes as a measure of X𝖻𝗈𝗎𝗇𝖽 and therefore
(3.4) 𝖱𝖳 ≤ C𝜇−𝟣h−𝟣.
Further advancing method of successive approximations with unperturbed
operator7)
(3.5) Ā :=
∑︁
j ,k
P̄jg
jk(y)P̄j + V (y),
P̄j = hDj − 𝜇Vj(y)− 𝜇
∑︁
k
(xj − yj)(𝜕kVj)(y)
we see that the first term results in expression (2.65) of the magnitude
C𝜇−𝟣h−𝟤 while any next term acquires factor h in the corresponding power
and thus does not exceed the remainder estimate.
So, under conditions (2.8) and (3.1) and indicated 𝜓 the remainder does
not exceed C𝜇−𝟣h−𝟣 while the principal part is given by the Tauberian
expression for the first term in the successive approximation method.
On the other hand, if we take 𝜓′′ ∈ C∞𝟢 (ℝ+) (supported in (𝟣𝟤 , 𝟣)) and
𝛾 ≥ 𝜇−𝟣 we can take
(3.6) T * ≍ 𝗆𝗂𝗇(︀(h−𝟣𝛾)𝟣+𝜎,𝜇𝛾𝟣−𝜎)︀.
Really, we could take T * ≍ 𝛾𝟣−𝜎 as
(3.7) 𝛾 ≥ 𝛾 := C𝟢𝜇−𝟣 + C𝟢𝜇− 𝟣𝟤h 𝟣𝟤−𝛿
which completely covers the case 𝜇 ≤ h𝛿−𝟣. Otherwise we can arrive to this
case scaling x ↦→ x𝜁, 𝜇 ↦→ 𝜇𝜁, h ↦→ h𝜁−𝟣 with 𝜁 = 𝗆𝗂𝗇(︀𝟣, (𝜇−𝟣h) 𝟣𝟤 , (𝜇−𝟣h𝛾−𝟤)s)︀
with large s.
Therefore the contribution of the strip {x , x𝟣 ≍ 𝛾} to the remainder
does not exceed
C𝛾h−𝟣
(︁
(h−𝟣𝛾)−𝟣−𝜎 + 𝜇−𝟣𝛾−𝟣+𝜎
)︁
and hence contribution of {x𝟣 ≤ 𝜖} does not exceed this expression integrated
over 𝛾−𝟣d𝛾 resulting in
Ch−𝟣
(︁
(h−𝟣𝛾)−𝟣−𝜎𝛾
⃒⃒
𝛾=𝜇−𝟣 + 𝜇
−𝟣𝛾𝜎|𝛾=𝟣
)︁
≍ C𝜇−𝟣h−𝟣.
7) In comparison with (2.65), (2.66) we freeze at y not (𝟢, y𝟤) at this moment.
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So, we can take 𝜓 fixed function rather than scaled with respect to x𝟣.
However let us partition it into functions supported in {x𝟣 ≤ 𝟤𝛾} and
in {x𝟣 ≥ 𝛾}. Then such expression in the latter case is not affected by
the presence of the boundary resulting in the same expression but with
approximation term calculated for the whole space.
However in the former case the presence of the boundary should be taken
into account. Let us use again the method of successive approximation but
use as unperturbed operator one with x𝟣 set to 𝟢 everywhere save in the
linear part of magnetic field; thus unperturbed operator is
(3.8) Ā := h𝟤D𝟤𝟣 + (𝜇x𝟣 − hD𝟤)𝟤 −W (𝟢, x𝟤).
Again as the main part of asymptotics is of magnitude 𝛾h−𝟤 and each next
term acquires factor 𝛾, so only first two terms need to be considered.
So, let us consider the second term; we claim that calculating this term
one does not need to take a boundary into account. Really, as perturbation
vanishes at the boundary one needs to kill x𝟣 before restricting to the
boundary, but it can be done only by commutator and then factor h rather
than 𝛾 appears. It is not enough but if we plug instead of 𝜓′′𝛾 function 𝜓
′′
𝛾
with C𝟢𝜇
−𝟣 ≤ 𝛾 ≤ 𝛾 and 𝗌𝗎𝗉𝗉𝜓′′ disjoint from 𝟢 we acquire factor (𝜇𝛾)−s
and then contribution to the error is C𝛾h−𝟣(𝜇𝛾)−s and it boils down to
C𝜇−𝟣h−𝟣 after summation with respect to 𝛾.
Then we get the final answer as the sum of two terms: one is for operator
(3.5) albeit with calculation (before taking 𝝘) in the whole plane i.e.
(3.9) h−𝟤
∫︁
X
𝒩𝖬𝖶(x ,𝜇h)𝜓(x) dx
and the second one for operator (3.8) but in half-plane and subtracting the
same expression for the same operator albeit in the whole plane we arrive to
(3.10)
∫︁
X
(︁∫︁
𝖾𝟣(x𝟣, x𝟣; x𝟤, 𝜉𝟤, 𝟢) d𝜉𝟤 − h−𝟤𝒩𝖬𝖶𝟢 (x ,𝜇h)
)︁
𝜓(x) dx
where 𝖾𝟣(x𝟣, y𝟣; x𝟤, 𝜉𝟤, 𝟢) is the Schwartz kernel of one-dimensional operator
(3.11) h𝟤D𝟤𝟣 + (𝜇x𝟣 − 𝜉𝟤)𝟤 −W (𝟢, x𝟤)
and 𝒩𝖬𝖶𝟢 refers to 𝒩𝖬𝖶 calculated for the same operator (3.8).
We will transform operators (3.8), (3.11) and silently (without changing
notations) transform 𝖾(...) and 𝒩𝖬𝖶𝟢 .
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Changing x𝟣 ↦→ x𝟣𝜁 and 𝜉𝟤 ↦→ 𝜉𝟤𝜁𝜇 we acquire factor 𝜇𝜁 and get instead
of the first term in (3.10)
(3.12) (𝟤𝜋h)−𝟣𝜁𝜇
∫︁
𝖾𝟣(x𝟣, x𝟣; x𝟤, 𝜉𝟤, 𝟢)𝜓
′(x𝟤)𝜓′′(x𝟣𝜁) dx𝟣 dx𝟤d𝜉𝟤
meanwhile transforming operator into
(3.13) h𝟤𝜁−𝟤
(︁
D𝟤𝟣 + h
−𝟤𝜇𝟤𝜁𝟦(x𝟣 − 𝜉𝟤)𝟤 −W (𝟢, x𝟤)h−𝟤𝜁−𝟤
)︁
.
One can drop a factor in the front of operator and select 𝜁 = 𝜇−
𝟣
𝟤h
𝟣
𝟤 thus
resulting in the answer
(3.14) (𝟤𝜋)−𝟣𝜇
𝟣
𝟤h−
𝟣
𝟤
∫︁
𝖾𝟣(x𝟣, x𝟣; x𝟤, 𝜉𝟤, 𝟢)𝜓
′(x𝟤)𝜓′′(x𝟣𝜇
𝟣
𝟤h−
𝟣
𝟤 ) dx𝟣 dx𝟤d𝜉𝟤
and in operator
(3.15) D𝟤𝟣 + (x𝟣 − 𝜉𝟤)𝟤 − 𝜇−𝟣h−𝟣W (𝟢, x𝟤).
However we need to subtract from (3.14) also transformed the second term
in (3.10). We can then tend 𝜁 → +∞ (the error will be negligible) and the
total difference will tend to
(3.16) h−𝟣
∫︁
𝜕X
𝒩𝖬𝖶*,𝖻𝗈𝗎𝗇𝖽(x𝟤,𝜇h)𝜓(x) dsg .
So, the final answer is
(3.17) h−𝟤
∫︁
X
𝒩𝖬𝖶(x ,𝜇h)𝜓(x) dx + h−𝟣
∫︁
𝜕X
𝒩𝖬𝖶*,𝖻𝗈𝗎𝗇𝖽(x𝟤,𝜇h)𝜓(x) dsg
with * = 𝖣,𝖭 and we arrive to
Theorem 3.1. Let 𝜓 ∈ C∞(X̄ ) be a fixed function with a compact support
contained in the small vicinity of 𝜕X and let conditions (0.1)–(0.4), (2.60)
and non-degeneracy condition (2.8) be fulfilled on 𝗌𝗎𝗉𝗉𝜓.
Then formula (3.17) gives 𝖭 with an error 𝖱𝖬𝖶 = O(𝜇−𝟣h−𝟣) as 𝜇 ≤ h−𝟣.
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3.2 Generic case. Analysis in inner zone
Now we are interested to improve results of the previous section in the
generic case i.e. when both conditions (2.7) and (2.41) are fulfilled. Then in
virtue of theorem 2.26(v) we can assume that
(3.18) 𝜇 ≥ h𝛿− 𝟥𝟩 .
We start from the simpler analysis in 𝒳𝗂𝗇𝗇. In this case as 𝜌 ≥ 𝜌 =
(𝜇h)
𝟤
𝟥h−𝛿 we need to consider operator without boundary condition; however
presence of the boundary as we remember manifests itself through uncertainty
principle; we should take T* = h𝟣−𝛿
′
ℓ−𝟤 or T* = 𝜇h𝟣−𝛿
′
𝜌−𝟣 whatever is smaller
and at this moment we are interested only in the zone where T* ≥ 𝜖𝜇−𝟣.
Actually we can take here effectively even 𝛿′ = 𝟢 in the following sense:
note that
(3.19) |Ft→h−𝟣𝜏𝜑T (t)𝝘
(︀
U tQy
)︀| ≤ C𝜇−𝟣h−𝟣𝜌ℓ× (︀𝜇T + 𝟣)︀
as 𝜑 ∈ C∞𝟢 ([−𝟣, 𝟣]), T ≥ h and
(3.20) |Ft→h−𝟣𝜏𝜒T (t)𝝘
(︀
U tQy
)︀| ≤ C𝜇−𝟣h−𝟣𝜌ℓ× (︀𝜇T + 𝟣)(︀ T
T*
)︀−s
as 𝜒 ∈ C∞𝟢 ([−𝟣,−𝟣𝟤 ] ∩ [𝟣𝟤 , 𝟣]) and T* ≤ T ≤ T * with unspecified at this
moment T * and
(3.21) T* = 𝗆𝗂𝗇
(︀
𝜇h𝜌−𝟣, ℓ−𝟤
)︀
h = h ×
{︃
𝜇𝜌−𝟣 as 𝜌 > 𝜇ℓ𝟤,
ℓ−𝟤 as 𝜌 < 𝜇ℓ𝟤.
Recall that Q = Q(x𝟤, hD𝟤) is an (ℓ, 𝜌) admissible element with 𝜌ℓ ≥ h𝟣−𝛿.
Really for one winding (i.e. T = 𝜖𝜇−𝟣) estimate (3.19) is obvious, and
we need to take in account N ≍ 𝜇T + 𝟣 windings.
Estimates (3.19) and (3.20) imply that
(3.22) |Ft→h−𝟣𝜏𝜑T (t)𝝘
(︀
U tQy
)︀| ≤ C𝜇−𝟣h−𝟣𝜌ℓ× (︀𝜇T* + 𝟣)︀
as 𝜑 ∈ C∞𝟢 ([−𝟣, 𝟣]) and T* ≤ T ≤ T *.
Remark 3.2. Therefore from the point of view of the remainder estimate,
rather than the final formula we need to take in account N* ≍ (𝜇T* + 𝟣)
windings but in the main part of asymptotics still (𝜇T*h−𝛿
′
+ 𝟣) windings
should be taken in account.
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Let us discuss T *. As average propagation speed with respect to x does
not exceed C𝟢𝜇
−𝟣 and propagation speed with respect to 𝜉𝟤 does not exceed
C𝟢ℓ, our dynamics remains in the same (ℓ, 𝜌)-element for time
(3.23) T * = 𝜖𝗆𝗂𝗇
(︀
𝜇ℓ, 𝜌ℓ−𝟣
)︀
and T* : T * ≍ h𝜌−𝟣ℓ−𝟣.
Therefore contribution of (ℓ, 𝜌)-element to the Tauberian remainder with
T ≥ (T*h−𝛿′ + 𝜖𝜇−𝟣) does not exceed
(3.24) C𝜇−𝟣h−𝟣𝜌ℓ
(︀
𝜇T* + 𝟣
)︀× T *−𝟣.
Note that in zone ℓ ≤ 𝜇− 𝟣𝟤𝜌 𝟣𝟤 we can reset ℓ = ℓ(𝜌) := 𝜇− 𝟣𝟤𝜌 𝟣𝟤 thus covering
the whole zone with a fixed magnitude of 𝜌 by a single element. Also note
that ℓ(𝜌)𝜌 = 𝜇−
𝟣
𝟤𝜌
𝟥
𝟤 ≥ 𝜇 𝟣𝟤h ≥ h𝟣−𝛿 as 𝜌 ≥ 𝜌.
Therefore
(3.25) Contribution of (ℓ(𝜌), 𝜌)-element to the Tauberian remainder with
T = 𝜇h𝟣−𝛿
′
𝜌−𝟣 does not exceed
C𝜇−𝟣h−𝟣ℓ(𝜌)𝟤
(︀𝜇𝟤h
𝜌
+ 𝟣
)︀ ≍ C + C𝜇−𝟤h−𝟣𝜌
and summation with respect to 𝜌 ∈ [𝜌, 𝜖𝜇] results in
(3.26) C | 𝗅𝗈𝗀 h|+ C𝜇−𝟣h−𝟣.
So,
(3.27) Contribution of zone {𝜌 ≥ 𝜌, 𝜇ℓ𝟤 ≤ 𝜌} to the Tauberian remainder
with T = 𝜇h𝟣−𝛿
′
𝜌−𝟣 does not exceed (3.26).
Remark 3.3. We need to keep ℓ(𝜌) ≥ C𝜇−𝟣 but this is definitely case as
𝜇 ≥ h− 𝟤𝟧 and we are ensured in this by condition (3.18).
Similarly, consider case 𝜇ℓ𝟤 ≥ 𝜌 ≥ 𝜌. Then automatically ℓ ≥ ℓ(𝜌) and
ℓ𝜌 ≥ h𝟣−𝛿 and
(3.28) In this zone we can reset 𝜌 = 𝜌(ℓ) = 𝜇ℓ𝟤.
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Really, to avoid collision with 𝒳𝗍𝗋𝖺𝗇𝗌 we select time direction in which 𝜌 (and
thus 𝜉𝟤) increases. It is possible because as long as |t| ≤ 𝜖𝜇ℓ we remain in
the same 𝜖ℓ-vicinity. Again ℓ ≥ C𝜇−𝟣 in virtue of condition (3.18).
Then
(3.29) Contribution of (ℓ, 𝜌(ℓ))-element to the Tauberian remainder with
T = h𝟣−𝛿
′
ℓ−𝟤 does not exceed
C𝜇−𝟣h−𝟣𝜌(ℓ)
(︀𝜇h
ℓ𝟤
+ 𝟣
)︀ ≍ C + C𝜇−𝟣h−𝟣ℓ𝟤
and summation with respect to ℓ ∈ [ℓ̄, 𝜖] results in (3.26) where ℓ̄ = 𝜇− 𝟣𝟤𝜌 𝟣𝟤 .
So,
(3.30) Contribution of zone {𝜌 ≥ 𝜌, 𝜇ℓ𝟤 ≥ 𝜌} to the Tauberian remainder
with T = 𝜇h𝟣−𝛿
′
𝜌−𝟣 does not exceed (3.26).
`
ρ
Xbound ∪ Xtrans
µ`2 ≤ ρ
µ`2 ≥ ρ
(a) 𝜇ℓ𝟤 < 𝜌
`
ρ
Xbound ∪ Xtrans
µ`2 ≤ ρ
µ`2 ≥ ρ
(b) 𝜇ℓ𝟤 > 𝜌
Figure 7: Partition of two zones in 𝒳𝗂𝗇𝗇
So we arrive to
Proposition 3.4. Under assumptions (2.41) and (2.7) contribution of 𝒳𝗂𝗇𝗇
to the Tauberian remainder with T = 𝜇h𝟣−𝛿
′
𝜌−𝟣 does not exceed (3.26).
We are completely happy with this estimate unless 𝜇 ≥ h−𝟣| 𝗅𝗈𝗀 h|−𝟣 and
we need to derive contribution of much more troublesome zone 𝒳𝗍𝗋𝖺𝗇𝗌 before
thinking if we should improve it.
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3.3 Generic case. Analysis in transitional
zone
Let us consider zone 𝒳𝗍𝗋𝖺𝗇𝗌. Recall that its contribution to the Tauberian
remainder with T = 𝜖𝜇−𝟣 (and thus with T = h𝟣−𝛿) does not exceed
C𝜌h−𝟣 = C (𝜇h)
𝟤
𝟥h−𝟣−𝛿 in the general case and C𝜌ℓ̄h−𝟣 = C (𝜇h)
𝟩
𝟨h−𝟣−𝛿 under
condition (2.41) and therefore (as we assume (2.41)) we should consider only
case
(3.31) 𝜇 ≥ h𝛿− 𝟩𝟣𝟥 .
Definitely 𝒳𝗍𝗋𝖺𝗇𝗌 is leaner than 𝒳𝗂𝗇𝗇 (albeit as 𝜇 ≥ h𝛿−𝟣 it is thick enough
to eliminate 𝒳𝖻𝗈𝗎𝗇𝖽). However the main problem there is that in the current
settings we are not aware of any lower bound of the propagation speed and
the only bound we know is an upper bound C𝟢𝜌
𝟣
𝟤 in both directions.
Therefore there is no mechanism except drift with respect to 𝜉𝟤 to break
periodicity and we must take
T* = 𝜖hℓ−𝟤(3.32)
and
T * = 𝜖𝜌−
𝟣
𝟤 ℓ.(3.33)
Sure we need to have T* ≤ T *, i.e. ℓ ≥ ℓ̄𝟢 with
(3.34) ℓ̄𝟢 := 𝜌
𝟣
𝟨h
𝟣
𝟥 = (𝜇h)
𝟣
𝟫h
𝟣
𝟥
−𝛿.
Obviously ℓ̄𝟢 ≤ ℓ̄ = (𝜇h) 𝟣𝟤h−𝛿 unless 𝜇 ≤ h− 𝟣𝟩 the case we are not interested
in.
Remark 3.5. Note that it it requires time t* ≍ 𝜌ℓ−𝟣 to pierce through 𝒳𝗍𝗋𝖺𝗇𝗌
and t* ≤ T * as ℓ ≤ ℓ̄ which is the case we are interested in. Otherwise we
would be able to increase T * further.
So, in the same manner as before contribution of (ℓ, 𝜌)-element with
ℓ ≥ ℓ̄𝟢 to the Tauberian remainder with any T ≥ T*h−𝛿 8) by
(3.35) C𝜇−𝟣𝜌ℓh−𝟣
(︀
𝜇T* + 𝟣)× T *−𝟣 = C𝜌 𝟥𝟤 ℓ−𝟤 + C𝜇−𝟣h−𝟣𝜌 𝟥𝟤
8) As T*h−𝛿 ≥ T * we reset T = T *.
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and summation over ℓ ≥ ℓ̄𝟢 results in
(3.36) C𝜌
𝟥
𝟤 ℓ̄−𝟤𝟢 + C𝜇
−𝟣h−𝟣𝜌
𝟥
𝟤 | 𝗅𝗈𝗀 h| ≍ C (𝜇h) 𝟩𝟫h− 𝟤𝟥−𝛿.
On the other hand, contribution of (ℓ̄𝟢, 𝜌)-element to the Tauberian remain-
der with T ≥ 𝜖𝜇−𝟣 does not exceed
(3.37) C𝜌ℓ̄𝟢h
−𝟣
which coincides with the (2.37).
So we arrive to
Proposition 3.6. Under condition (2.41) contribution of 𝒳𝗍𝗋𝖺𝗇𝗌 with any
T ≥ T*h−𝛿 = h𝟣−𝛿ℓ−𝟤 (reset to T ≥ h𝟣−𝛿 as either ℓ ≤ ℓ̄𝟢 or ℓ ≥ ℓ̄; see also
8)) does not exceed (3.36).
In particular, it does not exceed C𝜇−𝟣h−𝟣 as 𝜇 ≤ h𝛿− 𝟧𝟪 .
Remark 3.7. (i) Surely we need to keep ℓ ≥ C𝟢𝜇−𝟣 thus requiring ℓ̄𝟢 ≥ C𝟢𝜇−𝟣
i.e. 𝜇 ≥ h− 𝟤𝟧 but this is a case.
(ii) We also need to keep an upper bound to speed greater than C𝟢𝜇
−𝟣, i.e.
𝜌
𝟣
𝟤 ≥ C𝟢𝜇−𝟣 i.e. 𝜇 ≥ h− 𝟣𝟦 but this is also the case.
(iii) Further, we need to keep ℓ̄𝟢𝜌 ≥ h𝟣−𝛿 i.e. 𝜇 ≥ h− 𝟣𝟩 , but this is again the
case.
`
ρ
Xtrans
`∗ ¯`
Figure 8: Zone 𝒳𝗍𝗋𝖺𝗇𝗌
Can we increase T * in these arguments? We need to do it only under
condition (3.18). Then as we will prove later
Proposition 3.8. Let
(3.38) Dirichlet boundary condition be given on 𝜕X .
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Then in the transitional zone {|𝜌| ≤ 𝜌} as
(3.39) 𝜇 ≥ h− 𝟣𝟦−𝛿
average propagation speed in one direction (direction of hops when we have
chosen time) is bounded by C𝜌
𝟣
𝟤 and in the opposite direction it is bounded
by C𝜇−𝟣.
Note, that condition (3.39) ensures that 𝜌
𝟣
𝟤 ≫ 𝜇−𝟣.
So, assume that (3.38) holds. Then selecting the time direction for given
partition element so that ℓ increases along hops we can chose
(3.40) T * ≍ 𝟣.
Really, we need to leave ℓ-element and come back. This comeback includes
either going in the direction opposite of hops with the speed not exceeding
C𝟢𝜇
−𝟣 and requires time ≍ 𝜇ℓ which is larger than (3.40) as ℓ ≥ 𝜇−𝟣 and
𝜇 ≥ h− 𝟣𝟦 or leaving zone ℓ ≤ 𝜖 which requires at least time ≍ 𝟣 9).
Actually T * ≍ 𝟣 is better (larger) than given by (3.33) we used before
only as ℓ ≤ 𝜌 𝟣𝟤 , but this is only zone we need to care about.
So, contribution of the given element to the remainder does not exceed
the left-hand expression of (3.35) which now becomes
(3.41) C𝜇−𝟣𝜌ℓh−𝟣 × (︀𝜇hℓ−𝟤 + 𝟣)︀×𝗆𝗂𝗇(︀𝜌 𝟣𝟤 ℓ−𝟣, 𝟣)︀ ≍ C𝜌ℓ−𝟣 + C𝜇−𝟣h−𝟣𝜌ℓ.
Summation of the second term in the right-hand expression over partition
results in O(𝜇−𝟣h−𝟣). Summation of the first term in the right-hand ex-
pression over partition with ℓ ≥ ℓ̄𝟣 results in the same term calculated as
ℓ = ℓ̄𝟣 and coincides with C𝜌ℓ̄𝟣h
−𝟣 which also estimates the contribution of
zone {ℓ ≤ ℓ̄𝟣}. Here again we chose ℓ̄j from condition T* ≤ T * i.e. now we
replace ℓ̄𝟢 defined by (3.34) by
(3.42) ℓ̄𝟣 := h
𝟣
𝟤 ≪ ℓ̄𝟢
resulting in
(3.43) C𝜌h−
𝟣
𝟤 = C𝜇
𝟤
𝟥h
𝟣
𝟨
−𝛿.
Therefore (with pending proposition 3.8) we arrive
9) As X is a bounded domain and F ≍ 𝟣 in X this would mean run-around X along
boundary which as we see later is impossible under certain assumptions.
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Proposition 3.9. Assume that Dirichlet boundary condition is given on
𝜕X . Then under assumption (2.40) the total contribution of 𝒳𝗍𝗋𝖺𝗇𝗌 to the
Tauberian remainder does not exceed (3.43).
In particular, it does not exceed C𝜇−𝟣h−𝟣 as 𝜇 ≤ h𝛿− 𝟩𝟣𝟢 and it is always
has an extra factor 𝜇
𝟤
𝟥h
𝟩
𝟨
−𝛿 in comparison with h−𝟣.
Can we do better than this? Yes, as we can take
(3.44) T * ≍ 𝜇ℓ.
provided 𝜉𝟤 and ℓ increase in the same time direction (on given ℓ-element)
as F𝟣𝟤 < 𝟢.
Really, then selecting such time direction we remain in 𝒳𝗍𝗋𝖺𝗇𝗌 ∩ 𝒳𝗂𝗇𝗇 and
as we reach ℓ ≍ 𝟣 dynamics is already in 𝒳𝗂𝗇𝗇 where speed in both directions
is O(𝜇−𝟣).
Assuming that the critical point of W := VF−𝟣|𝜕X is x𝟤 = 𝟢 we note that
hops are to the left (as F𝟣𝟤 < 𝟢). So, we select time direction of the sign of
(−x𝟤), so ℓ ≍ |x𝟤| increases.
Meanwhile those expressions have the same sign: d𝜉𝟤/dt, −𝜕x𝟤W and
(−𝜕𝟤x𝟤W )x𝟤 and our condition means that these expressions are positive,
i.e. condition (2.41)− is fulfilled which matches to cases displayed at Fig-
ure 4(b),(d). So, under this condition we can select T * according to (3.44),
therefore replacing ℓ̄𝟣 defined by (3.42) by
(3.45) ℓ̄𝟤 := 𝜇
− 𝟣
𝟥h
𝟣
𝟥
−𝛿 ≪ ℓ̄𝟣
(as 𝜇 ≥ h− 𝟣𝟤−𝛿) from condition T* ≤ T * and arrive to remainder estimate
(3.46) C𝜌ℓ̄𝟤h
−𝟣 + C𝜇−𝟣h−𝟣 = C𝜇
𝟣
𝟥h−𝛿 + C𝜇−𝟣h−𝟣.
So we have proven
Proposition 3.10. Assume that Dirichlet boundary condition is given on
𝜕X . Then under assumption (2.41)− the total contribution of 𝒳𝗍𝗋𝖺𝗇𝗌 to the
Tauberian remainder does not exceed (3.46).
In particular, it does not exceed C𝜇−𝟣h−𝟣 as 𝜇 ≤ h𝛿− 𝟥𝟦 and it has an
extra factor 𝜇
𝟣
𝟥h𝟣−𝛿 in comparison with h−𝟣 (as h𝛿−
𝟥
𝟦 ≤ 𝜇 ≤ h−𝟣).
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Finally, assume that hops and magnetic drift have the same direction
near point in question which is the case under condition
(2.7)+ |𝜕x𝟤VF−𝟣| ≤ 𝜖 =⇒ 𝜕x𝟣VF−𝟣 ≥ 𝜖𝟢;
compare with original (2.7).
Then according to proposition 3.8 there can be no roll-back, only run-
around with the path of the length ≍ 𝟣. This corresponds to Figure 4(a),(b).
However if condition (2.41)− is also fulfilled (so we are in frames of
Figure 4(b)) fast run-around along boundary is not possible either, so the
run around must contain the segment of the length ≍ 𝟣 inside 𝒳𝗂𝗇𝗇 (even
inside {x , x𝟣 ≥ 𝜖}) but the speed here is O(𝜇−𝟣) and therefore T * ≍ 𝜇. Then
T* ≤ T * defines
(3.47) ℓ̄𝟥 := 𝜇
− 𝟣
𝟤h
𝟣
𝟤
−𝛿 ≪ ℓ̄𝟤;
this leads to remainder estimate C𝜌ℓ̄𝟥h
−𝟣 = 𝜇
𝟣
𝟨h
𝟣
𝟨
−𝛿 which is O(𝜇−𝟣h−𝟣) as
𝜇 ≤ h𝛿−𝟣 and O(h−𝛿) otherwise. Thus we have proven
Proposition 3.11. Assume that Dirichlet boundary condition is given on
𝜕X . Then under assumptions (2.41)− and (2.7)+ the total contribution of
𝒳𝗍𝗋𝖺𝗇𝗌 to the Tauberian remainder does not exceed C𝜇−𝟣h−𝟣 as 𝜇 ≤ h𝛿−𝟣 and
Ch−𝛿 otherwise.
Conjecture 3.12. The above Tauberian estimates hold with 𝛿 = 𝟢.
To prove this conjecture we must reload 𝒳𝖻𝗈𝗎𝗇𝖽 and 𝒳𝗂𝗇𝗇 and to derive
there the same remainder estimates as we proved in 𝒳𝗂𝗇𝗇 but with 𝜌 = (𝜇h) 𝟤𝟥 .
It does not look difficult as we need just to rescale x ↦ → x𝛾 with 𝛾 = h(𝜌/𝜌)−k
with arbitrarily large k . However then h ↦→ ℏ = (𝜌/𝜌)−k and it is not small
enough to keep number of reflections below ℏ−N . Really, we need to consider
at least 𝜇hℓ−𝟤 number of reflections which means 𝜇hℓ−𝟤 ≤ ℏ−s and as ℏ goes
to 𝟣 we need to allow ℓ ≥ (𝜇h) 𝟣𝟤 only!
Another approach would be based on logarithmic uncertainty principle
(albeit instead of h−𝛿 logarithmic factor | 𝗅𝗈𝗀 h|l would appear) but we do
not have here theory similar to one of section 2.3 [Ivr2].
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3.4 Propagation of singularities in
transitional zone
Let us study propagation of singularities in 𝒳𝗍𝗋𝖺𝗇𝗌; later we assume that the
Dirichlet boundary condition is given. We will use the technique developed
section 3.4 [Ivr2]. However there is a large difference: in section 3.4 [Ivr2]
we treated basically trajectories with a single tangent point while here we
need to treat 𝜇T such points in one shot.
Consider real function 𝜓′(x , 𝜉, t, 𝜏) and by Weierstrass theorem replace
it modulo
(︀
𝜏 − a(x , 𝜉))︀ by a linear with respect to 𝜉𝟣 function
(3.48) 𝜓′(x , 𝜉, t, 𝜏) = 𝜓𝟢(x , 𝜉𝟤, t, 𝜏) + 𝜓𝟣(x , 𝜉𝟤, t, 𝜏)𝜉𝟣 =
𝜓(x , 𝜉, t, 𝜏) + 𝛼(x , 𝜉, t, 𝜏)
(︀
𝜏 − a(x , 𝜉))︀.
Then as coefficient at 𝜉𝟤𝟣 in a(x , 𝜉) is 𝟣
(3.49) {𝜏 − a,𝜓} = {𝜏 − a,𝜓}+ 𝛼𝟣
(︀
𝜏 − a(x , 𝜉))︀
is at most quadratic with respect to 𝜉𝟤𝟣 and therefore the following identities
hold:
((hDt − A)u,𝜓𝗐u) = (u, (hDt − A)𝜓𝗐u) + ih(hD𝟣u,𝜓𝗐u)𝜕X−
ih(u, hD𝟣𝜓
𝗐u)𝜕X ,
(𝜓𝗐u, (hDt − A)u) = (u,𝜓𝗐(hDt − A)u) + ih(𝜓𝗐𝟣 u, (hDt − A)u)𝜕X
implying identity
(3.50) 𝟤h−𝟣 𝖱𝖾 i((hDt − A)u,𝜓𝗐u) = −(ih−𝟣[(hDt − A),𝜓𝗐]u, u)−
(hD𝟣u,𝜓
𝗐u)𝜕X + (u, hD𝟣𝜓
𝗐u)𝜕X + (𝜓
𝗐
𝟣 u, (hDt − A)u)𝜕X .
In this identity terms containing (hDt−A)u will be either negligible or under
our control anyway; [(hDt −A),𝜓𝗐] ≡ −ih{𝜏 − a,𝜓}𝗐 modulo smaller terms
and only boundary terms
(3.51) − (hD𝟣u,𝜓𝗐u)𝜕X + (u, hD𝟣𝜓𝗐u)𝜕X
need special analysis. Under Dirichlet boundary condition we rewrite them
as
−(hD𝟣u,𝜓𝗐𝟣 hD𝟣u)𝜕X(3.52)
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and under Neumann boundary condition we rewrite them as
(u, h𝟤D𝟤𝟣𝜓
𝗐
𝟣 u)𝜕X = −(u, (hDt − A)𝜓𝗐𝟣 u)𝜕X + (u, (hDt − A′)𝜓𝗐𝟣 u)(3.53)
where A′ = A−h𝟤D𝟤𝟣 and the difference is that in the former case definiteness
of this quadratic form is ensured by 𝜓𝟣 having definite sign but in the latter
case not.
Remark 3.13. (i) The same difference would manifest itself as we would
try to prove results of section 3.4 [Ivr2] for wave equation under Dirichlet
and Neumann boundary condition. The truth is that the former satisfies
Lopatinski condition while the latter does not: uniformity breaks in the
tangent zone.
(ii) The same difference manifests itself through different behavior of eigen-
values 𝜆𝖣,j(𝜂) and 𝜆𝖭,j(𝜂) as 𝜂 → +∞: while they both tend to (𝟤j + 𝟣)𝜇h
the former are tending to it from above and the latter from below. This
implies that under Neumann boundary condition at least for model operator
some singularities propagate in the direction opposite to hops and this
propagation is faster than magnetic drift. Such difference will be the most
transparent in the case of very strong and superstrong magnetic field in
section 4.
So, we assume that Dirichlet boundary condition is given on 𝜕X . We
select
𝜓𝟣 ≥ 𝟢(3.54)
and thus we should request
{𝜏 − a,𝜓′}+ 𝛽(𝜏 − a) ≤ 𝟢 with 𝛽 = 𝛽(x , t, 𝜉𝟤, 𝜏).(3.55)
We take originally
(3.56) 𝜓′ = χ(𝜑), 𝜑 = 𝜑(x , 𝜉)
where C∞(ℝ) ∋ χ is a function of the same type as in section 3.4 [Ivr2]:
namely supported in (−∞, 𝟢] and with χ′ < 𝟢 on (−∞, 𝟢).
Then as 𝜏 − a(x , 𝜉) = 𝟢 has two real roots ±𝜂 ̸= 𝟢 we conclude that
(3.57) 𝜓𝟣 =
𝟣
𝟤𝜂
(︁
χ(𝜑(𝜉𝟣 = 𝜂))− χ(𝜑(𝜉𝟣 = −𝜂))
)︁
≥ 𝟢
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provided
(3.58) − 𝜕𝜉𝟣𝜑 ≥ 𝜖𝟢.
It does not satisfy (3.54) as 𝜏 − a′ < 𝟢 but we will handle this in the same
way as in section 3.4 [Ivr2]).
Now, modulo terms of the type 𝛽 · (𝜏 − a)
(3.59) {𝜏 − a,𝜓} ≡ {𝜏 − a,𝜓′} ≡ −χ′(𝜑) · {𝜏 − a,𝜑} ≡
− χ𝟤𝟣(𝜑){𝜏 − a,𝜑} ≡ −𝜓𝟣 𝟤{𝜏 − a,𝜑}
as χ𝟣 =
√−χ′ is a smooth function (under correct choice of χ) and 𝜓 is
again linear with respect to 𝜉𝟣 function,
(3.60) 𝜓 ≡ χ𝟣(𝜑)({𝜏 − a,𝜑}) 𝟣𝟤
and we used Weierstrass theorem again. We want
(3.61) {𝜏 − a,𝜑} ≥ 𝜖𝟢.
Remark 3.14. Conditions (3.61) and (3.58) mean respectively that 𝜑 in-
creases along trajectories as x𝟣 > 𝟢 and at reflections.
Let us recall that instead of (3.54) we actually have a weaker inequality
Namely instead of (3.54) we have
(3.54)′ 𝜓𝟣 ≥ −χ𝟤(𝜑)𝟤χ𝟥(𝜏 − a′)𝟤
with both χ𝟤 and χ𝟥 smooth functions supported in (−∞, 𝟢] and notice that
both operator (hDt − A) and Dirichlet boundary problem for it are elliptic
as 𝜏 − a′ < 𝟢 and we can apply elliptic arguments there.
So, repeating arguments of section 3.4 [Ivr2]) we conclude that if
𝖶𝖥s+𝟣
(︀
(hDt − A)u
)︀ ∩ {︀𝜑+ < 𝜀}︀ ∩ {𝟢 ≤ t ≤ T} = ∅,(3.62)
𝖶𝖥s
(︀
u|𝜕X
)︀ ∩ {︀𝜑+ < 𝜀}︀ ∩ {𝟢 ≤ t ≤ T} = ∅,(3.63) (︀
𝖶𝖥s(u) ∪𝖶𝖥s(hD𝟣u)
)︀ ∩ {︀𝜑+ < 𝜀}︀ ∩ {t = 𝟢} = ∅(3.64)
and (︀
𝖶𝖥s−𝜎(u) ∪𝖶𝖥s−𝜎(hD𝟣u)
)︀ ∩ {𝜑+ < 𝜀} ∩ {𝟢 ≤ t ≤ T} = ∅,(3.65)
𝖶𝖥s−𝜎(hD𝟣u|𝜕X ) ∩ {𝜑+ < 𝜀} ∩ {𝟢 ≤ t ≤ T} = ∅(3.66)
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then (︀
𝖶𝖥s(u) ∪𝖶𝖥s(hD𝟣u)
)︀ ∩ {𝜑+ < 𝟢} ∩ {𝟢 ≤ t ≤ T} = ∅,(3.67)
𝖶𝖥s(hD𝟣u|𝜕X ) ∩ {𝜑+ < 𝟢} ∩ {𝟢 ≤ t ≤ T} = ∅.(3.68)
Here 𝜎 > 𝟢 is a sufficiently small exponents, 𝜖 > 𝟢 is an arbitrarily small
constant and T > 𝟢 is an arbitrary constant,
(3.69) 𝜑±(x𝟣, x𝟤, 𝜉𝟤, t, 𝜏) = 𝜑|𝜉𝟣=±𝜂, 𝜂 = (𝜏 − a′)
𝟣
𝟤
and𝖶𝖥s are defined in terms of pseudo-differential operators b(x , t, hD𝟤, hDt).
As we can plug (𝜑 − 𝜀) instead of 𝜑 we by induction can get rid off
assumptions (3.65), (3.66) (assuming that u is temperate).
We also can rescale x ↦→ Tx (and h ↦→ hT−𝟣, 𝜇 ↦→ 𝜇T ) thus replacing 𝜖
by 𝜖T when we come back and we can also consider large T .
As a = 𝜉𝟤𝟣 + (𝜉𝟤 − 𝜇x𝟤𝟣 ) + V we select
(3.70) 𝜑 = 𝜅t + (𝜇x𝟤 − 𝜉𝟣).
In more general case we select
(3.71) 𝜑 = 𝜅t + 𝜇x𝟤 + F𝟣𝟤p𝟣.
Note that (3.49) is fulfilled and also
(3.72) {𝜏 − a,𝜑} = 𝜅− 𝜕x𝟣V ;
and (3.61) becomes 𝜅− 𝜕x𝟣V ≥ 𝜖; so is fulfilled in two cases:
𝜅 = C𝟢(3.73)
and
𝜕x𝟣V ≥ 𝜖𝟢, |𝜅| ≤ 𝜖𝟣(3.74)
which allows us to prove respectively that “(𝜇x𝟤 − 𝜉𝟣)” propagates with a
speed bounded from below by −C𝟢 and, as 𝜕x𝟣V ≥ 𝜖𝟢 by 𝜖𝟣. To get rid off
𝜉𝟣 we must to pass from 𝜑
+ to 𝜑 but we need to notice that 𝜑+ ≤ 𝜑+ c𝟢.
Then we arrive to
Theorem 3.15. Let Dirichlet boundary condition be given on 𝜕X and let
F𝟣𝟤 < 𝟢 i.e. hops go to the left. Let 𝜒 ∈ C∞𝟢 ([𝟣𝟤 , 𝟣]). Then
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(i) For C𝟢 ≤ T ≤ T *
|Ft→h−𝟣𝜏𝜒T (t)𝜓𝟤(x𝟤)U𝜓𝟣(y𝟤)| ≤ Chs(3.75)
as
x𝟤 ≤ −C𝟢𝜇−𝟣T + y𝟤 ∀x𝟤 ∈ 𝗌𝗎𝗉𝗉𝜓𝟤, ∀y𝟤 ∈ 𝗌𝗎𝗉𝗉𝜓𝟣;(3.76)
(ii) Under condition (3.47) for C𝟢 ≤ T ≤ T * (3.75) holds as
(3.77) x𝟤 ≤ 𝜖𝟢𝜇−𝟣T + y𝟤 ∀x𝟤 ∈ 𝗌𝗎𝗉𝗉𝜓𝟤,∀y𝟤 ∈ 𝗌𝗎𝗉𝗉𝜓𝟣.
This theorem implies proposition 3.8 and thus justifies the improved
results of the previous subsection.
3.5 Calculations
Now we need to move from Tauberian to more explicit expressions for the
principal part of asymptotics.
First of all recall that the Tauberian expression for 𝝘
(︀
e(., ., 𝟢) tQy
)︀
is
(3.78) h−𝟣
∫︁ 𝟢
−∞
Ft→h−𝟣𝜏 ?̄?T (t)𝝘
(︀
U tQy
)︀
d𝜏
and if we replace ?̄?T (t) by 𝜒T (t)
10) we will get
(3.79) T−𝟣
∫︁ 𝟢
−∞
Ft→h−𝟣𝜏 ?̃?T (t)𝝘
(︀
U tQy
)︀
d𝜏
where ?̃?(t) = it−𝟣𝜒(t).
Let us list different cases depending on our assumptions
3.5.1 General discussion
As Q is supported in 𝒳𝗍𝗋𝖺𝗇𝗌 an absolute value of this expression does not
exceed
(3.80) C𝜇−𝟣𝜌ℓh−𝟣T−𝟣 × 𝜇T = C𝜌h−𝟣
10) Where as usual ?̄?,𝜒 ∈ C∞𝟢 ([−𝟣, 𝟣]) and ?̄? = 𝟣, 𝜒 = 𝟢 on [− 𝟣𝟤 , 𝟣𝟤 ] and later we will
decompose ?̄?T in the sum of ?̄?T̄ (t) and 𝜒𝟤−nT (t)
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as T ≥ 𝜖𝟢𝜇−𝟣 and therefore an approximation error should not exceed
(3.81) C𝜌ℓh−𝟣 × Th−𝟣𝝙
where 𝝙 is the size of perturbation and we know that as we replace V (x𝟣, x𝟤)
by V (x𝟣, y𝟤)
(3.82) 𝝙 = C𝟢ℓ(δx𝟤) + C𝟢(δx𝟤)
𝟤 = C𝟢ℓ(𝜇
−𝟣 + 𝗏T ) + C𝟢(𝜇−𝟣 + 𝗏T )𝟤
as δx𝟤 = (𝜇
−𝟣+𝗏T ) and in the first term factor ℓ comes as bound for |𝜕x𝟤V |.
Here 𝗏 ≍ 𝜌 𝟣𝟤 is an upper bound for propagation speed in 𝒳𝗍𝗋𝖺𝗇𝗌. However we
will justify that under Dirichlet boundary condition we can take in these
calculations 𝗏 ≍ 𝜇−𝟣. The difference between 𝜌 𝟣𝟤 = (𝜇h) 𝟣𝟥−𝛿 increases as 𝜇
increases.
Neglecting the second term in (3.82) (to be justified later), we acquire
factor
(3.83) Th−𝟣𝝙 = Cℓ(𝜇−𝟣 + 𝗏T )Th−𝟣
which after plugging T = h𝟣−𝜎ℓ−𝟤 becomes
(3.84) Cℓ𝜇−𝟣Th−𝟣 + C𝗏T 𝟤h−𝟣 = C
(︁
𝜇−𝟣ℓ−𝟣 + C𝗏hℓ−𝟥
)︁
h−𝜎
and it is O(h𝜎) as
(3.85) ℓ ≥ ℓ̂ := 𝗆𝖺𝗑(︀𝜇−𝟣, 𝗏 𝟣𝟥h 𝟣𝟥 )︀h−𝜎
and the contribution of zone ℓ ≤ ℓ̂ does not exceed
(3.86) C𝜌ℓ̂h−𝟣 = C𝜌𝗆𝖺𝗑
(︀
𝜇−𝟣, 𝗏
𝟣
𝟥h
𝟣
𝟥
)︀
h−𝟣−𝜎
and as 𝜇 ≤ h𝛿−𝟣 modulo O(𝜇−𝟣h−𝟣) it is
(3.87) 𝜌𝗏
𝟣
𝟥h
𝟣
𝟥h−𝟣−𝜎 ≍
{︃
𝜇
𝟩
𝟫h
𝟣
𝟫
−𝜎 as 𝗏 ≍ 𝜌 𝟣𝟤
𝜇
𝟣
𝟥h−𝜎 as 𝗏 ≍ 𝜇−𝟣
which is O(𝜇−𝟣h−𝟣) as either 𝗏 ≍ 𝜌 𝟣𝟤 and 𝜇 ≤ h𝛿− 𝟫𝟣𝟥 or 𝗏 ≍ 𝜇−𝟣 and 𝜇 ≤ h𝛿− 𝟥𝟦 .
Meanwhile contribution of an element with ℓ ≥ ℓ̂ does not exceed (3.81)
which is
(3.88) C𝜌ℓh−𝟣 ×
(︁
𝜇−𝟣ℓ−𝟣 + C𝗏hℓ−𝟥
)︁
h−𝜎
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and summation over ℓ ≥ ℓ̂ results in the same expression with ℓ = ℓ̂ and it
is the same (3.87) as before.
On the other hand, (the ratio of) second term in (3.82) to the first one
is (𝜇−𝟣 + 𝗏T ) to ℓ and ℓ ≥ 𝜇−𝟣 so only comparison is 𝗏hℓ−𝟤 vs ℓ and ℓ is
larger by the choice.
So,
(3.89) Under condition (2.41) contribution of 𝒳𝗍𝗋𝖺𝗇𝗌 to approximation error
is O
(︀
𝜇
𝟩
𝟫h
𝟣
𝟫
−𝛿)︀ for Neumann boundary condition and O(︀𝜇 𝟣𝟥h−𝛿)︀ for Dirichlet
boundary condition.
3.5.2 Case of condition (2.7)+
Assume now that Dirichlet boundary condition is given and condition (2.7)+
is fulfilled. Then
(3.90) T* = h−𝜎 𝗆𝗂𝗇
(︀(𝜇h)
𝜌
,
h
ℓ𝟤
)︀
and therefore the above arguments should be applied only as ℓ ≥ ℓ̂𝟣 with
(3.91) ℓ̂𝟣 = 𝜇
− 𝟣
𝟨h
𝟣
𝟥 ;
otherwise we replace ℓ by ℓ̂𝟣 (single element) and T = 𝜇
𝟣
𝟥h
𝟣
𝟥
−𝜎 and δx𝟤 =
δx𝟣 = O(𝜇
−𝟣); so 𝝙 ≍ ℓ̂𝟣𝜇−𝟣. Here we assume that ℓ̂𝟣 ≥ C𝜇−𝟣 as otherwise
we reset it to this value which would lead to the error less than C𝜇−𝟣h−𝟣−𝜎.
Then obviously the total error under the same replacement V (x𝟣, x𝟤) by
V (𝟢, y𝟤) + (𝜕x𝟣V )(𝟢, y𝟤)x𝟣 does not exceed
(3.92) C𝜌ℓ̂𝟣h
−𝟣 × (𝜇h) 𝟣𝟥h−𝟣−𝜎 ℓ̂𝟣𝜇−𝟣 ≍ C ℓ̂𝟤𝟣h−𝟣−𝜎 = h−𝜎 𝗆𝗂𝗇
(︀(𝜇h)
𝜌
,
h
ℓ̂𝟤𝟣
)︀
which in turn is O
(︀
𝜇−𝟣h−𝟣 + h−𝜎
)︀
.
3.5.3 Non-degenerate case
Finally, under condition (2.7) we take T* = h𝟣−𝜎 and 𝝙 = 𝜇−𝟣h−𝜎 so each
next term acquires factor C𝜇−𝟣h−𝜎 i.e. the second term is C𝜌h−𝟣 × 𝜇−𝟣h−𝜎
which is O(𝜇−𝟣h−𝟣) unless 𝜇 ≥ h𝛿−𝟣, in which case it is O(h−𝛿). However in
the latter case the the third term is O(𝟣) so we will need to consider the
second term in approximations as well.
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3.5.4 Boundary zone
Here we take T* = h𝟣−𝜎 and 𝝙 = 𝜇−𝟣h−𝜎 so each next term acquires factor
C𝜇−𝟣h−𝜎 i.e. the second term is Ch−𝟣 × 𝜇−𝟣h−𝜎 which is O(𝜇−𝟣h−𝟣−𝜎).
However the third term is O(𝟣) so we will need to consider the second term
in approximations as well.
3.5.5 Inner zone
In inner zone we make usual transformation and apply the standard method
of successive approximations at point y rather than (𝟢, y𝟤).
3.5.6 Calculations. I
As a result in the zone {x𝟣 ≥ C𝟢𝜇−𝟣} we get
h−𝟤
∫︁
𝒩𝖬𝖶(x , 𝜏 ,𝜇h)𝜓(x) dx
and in the zone {x𝟣 ≤ C𝟢𝜇−𝟣} we get something like this but with 𝒩𝖬𝖶
replaced by 𝒩𝖬𝖶* temporarily denoting eigenvalue counting function for
operator with the boundary conditions. So this main part would come from
parametrix Ḡ± for operator hDt −A in the direction of ±t > 𝟢 (see previous
and similar chapters) and this parametrix is equal to Ḡ±𝟢 + Ḡ
±
𝟣 where “bar”
refers to freezing coefficients in y .
Consider first term with Ḡ±𝟢 . While Ḡ
±
𝟢 is what it was on ℝ𝟤, 𝝘 is not
as now old 𝝘 is replaced by 𝝘θ(x𝟣) = 𝝘− 𝝘θ(−x𝟣) and only the first term
results in h−𝟤𝒩𝖬𝖶(y , 𝜏 ,𝜇h).
Note that contribution of terms with 𝝘θ(−x𝟣)Ḡ±𝟢 and 𝝘θ(x𝟣)Ḡ±𝟣 into
main part of asymptotics are of magnitudes 𝜇−𝟣h−𝟤 × 𝜇h = h−𝟣 where 𝜇−𝟣
is the width of X𝖻𝗈𝗎𝗇𝖽 and 𝜇h is a semiclassical parameter after rescaling.
Therefore replacing y𝟣 by 𝟢 will bring really the estimate we had referred to
and these terms together will result in h−𝟣𝒩𝖬𝖶𝖼𝗈𝗋𝗋 .
3.5.7 Justification
To justify setting of the upper bound of propagation speed 𝜇−𝟣 rather than
𝜌
𝟣
𝟤 under Dirichlet boundary conditions we just note that if A′ = A−A′ then
considering sandwich Ḡ±A′Ḡ± ...A′Ḡ±δ (one of Ḡ± may be replaced by G±)
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we can decompose A′ = A′𝟢 + A
′
+ + A
′
− where A
′
𝟢, A
′
+ and A
′
− are copies of
operator A′ localized as |x𝟤− y𝟤| ≤ 𝟤c𝟢𝜇−𝟣(T +𝟣), (x𝟤− y𝟤) ≥ 𝟥𝟤c𝟢𝜇−𝟣(T +𝟣)
and (x𝟤 − y𝟤) ≤ −𝟥𝟤c𝟢𝜇−𝟣(T + 𝟣) respectively.
Note that due to the fact that in direction of ±t propagation speed does
not exceed c𝟢𝜇
−𝟣 we conclude that as we consider time direction ±t > 𝟢
sandwiches containing at least one factor A′± are negligible, and sandwiches
containing at least one factor A′∓ become negligible after we apply x𝟤 = y𝟤.
So, the first term in approximation results in what we claimed as an
answer.
3.5.8 Calculations. II
Meanwhile as we replace V (x𝟣, y𝟤) by V (𝟢, y𝟤) + (𝜕x𝟣V )(𝟢, y𝟤)x𝟣 we notice
that 𝝙 = C𝟢(δx𝟣)
𝟤 ≍ C𝟢𝜇−𝟤 as δx𝟣 = O(𝜇−𝟣) which is smaller than (3.82).
The same arguments show that removing (𝜕x𝟣V )(𝟢, y𝟤)x𝟣 leads to the
error not exceeding
(3.93) C𝜇−
𝟣
𝟤𝜌h−𝟣 = C𝜇
𝟣
𝟨h−
𝟣
𝟥
−𝜎
as we need to use ℓ̂𝟣 = 𝜇
− 𝟣
𝟤 instead of ℓ̂ defined by (3.86).
Unfortunately expression (3.93) may be larger than anything we got
before. Fortunately there are alternatives: first, replacing x𝟣 by W
𝟣
𝟤
𝟢 (x𝟤)
leads to an error in operator O(𝜇−𝟣𝜌) and to the approximation error
(3.94) C (𝜇−𝟣𝜌)
𝟣
𝟤𝜌h−𝟣 = C𝜇
𝟣
𝟤h−𝜎;
this would mean replacing 𝒩𝖬𝖶*,𝖻𝗈𝗎𝗇𝖽(W𝟢) by 𝒩𝖬𝖶*,𝖻𝗈𝗎𝗇𝖽(W𝟣) with W𝟣 = W𝟢 +
𝜇−𝟣(𝜕x𝟣W )W
𝟣
𝟤
𝟢 .
Second, we can replace x𝟣 by 𝜇
−𝟣𝜉𝟤 i.e. use W (𝜇−𝟣𝜉𝟤, x𝟤) instead of
W𝟢(x𝟤) and we do not need to remove linear term (𝜕x𝟣V )(𝟢, y𝟤)(x𝟣 − 𝜇−𝟣𝜉𝟤)
but just simply shift with respect to 𝜉𝟤. This would lead to O(𝜇
−𝟤) shift in
W (𝜇−𝟣𝜉𝟤, x𝟤) and this shift could be ignored.
3.5.9 Calculations. III
Consider the second term in approximations. There are two cases when we
need to do this: in the boundary zone as 𝜇 ≤ h𝛿−𝟣 and under condition (2.8)
as 𝜇 ≥ h𝛿−𝟣.
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In the former case however we need to consider only T ≤ 𝜖𝜇 and then
only one winding should be considered and perturbation does not exceed
C𝟢𝜇
−𝟣, and we can take T = h𝟣−𝜎 so in fact we get an extra factor 𝜇−𝟣h−𝜎.
However scaling shows that in fact as we replace ?̄?T by 𝜒T the error will be
C𝜇−𝟣Th−𝟤(h/T )s and summation results in C𝜇−𝟣h−𝟣 error. Alternatively
we could employ semiclassical approximation to show the same.
In the latter case there is no boundary zone anymore. However scaling
shows that the same arguments work (without going to semiclassics).
3.6 Final results
Let us compare Tauberian remainder and approximation error.
(i) Under assumptions (2.8) both Tauberian remainder and an approximation
error are O(𝜇−𝟣h−𝟣).
(ii) Under assumptions (2.7) and (2.41) Tauberian remainder is estimated by
(3.36)+O(𝜇−𝟣h−𝟣) and an approximation error is estimated by (3.87)+(3.93)
and estimates (3.36) and (3.87) coincide, so the total error is (3.87)+(3.93)+
O(𝜇−𝟣h−𝟣).
(iii) Under assumptions (2.7) and (2.41) and Dirichlet boundary condition
Tauberian remainder is estimated by (3.43)+O(𝜇−𝟣h−𝟣) and approximation
error is estimated by (3.87)+(3.93) and (3.43) is larger than (3.87) so the
total error is (3.43)+ (3.93)+ O(𝜇−𝟣h−𝟣).
(iv) Under assumptions(2.7) and (2.41)− and Dirichlet boundary condition
Tauberian remainder is estimated by (3.46) and approximation error is
(3.93)+ O(𝜇−𝟣h−𝟣 + h−𝛿) and the total error is (3.46)+(3.93).
(v) Under assumptions (2.7)+ and (2.41)− and Dirichlet boundary condition
Tauberian remainder is O(𝜇−𝟣h−𝟣 + h−𝛿) and an approximation error is
(3.93)+ O(𝜇−𝟣h−𝟣 + h−𝛿) and this is a total error.
Thus we arrive to
Theorem 3.16. Let 𝜓 ∈ C∞(X̄ ) be a fixed function with a compact support
contained in the small vicinity of 𝜕X and let conditions (2.60)–(0.4), (2.60)
and and (2.61) be fulfilled on 𝗌𝗎𝗉𝗉𝜓.
Further, let condition (3.1) be fulfilled. Then
(i) Under non-degeneracy condition (2.8) 𝖱𝖬𝖶 is O(𝜇−𝟣h−𝟣);
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(ii) Under non-degeneracy conditions (2.7) and (2.41) 𝖱𝖬𝖶 does not exceed
(3.87)+ (3.93)+ O(𝜇−𝟣h−𝟣);
(iii) Under non-degeneracy conditions (2.7) and (2.41) 𝖱𝖬𝖶𝖣 does not exceed
(3.43)+ (3.93)+ O(𝜇−𝟣h−𝟣);
(iv) Under assumptions (2.7) and (2.41)− 𝖱𝖬𝖶𝖣 does not exceed (3.46) +
(3.93);
(v) Under non-degeneracy conditions (2.7)+ and (2.41)− 𝖱𝖬𝖶𝖣 does not exceed
(3.93)+ O(𝜇−𝟣h−𝟣 + h−𝛿).
We leave to the reader
Problem 3.17. Write down correction terms 𝒩𝖬𝖶*,𝖻𝗈𝗎𝗇𝖽,𝖼𝗈𝗋𝗋 corresponding to
the procedures described subsubsection “Calculations. II”. Then 𝖱𝖬𝖶𝖼𝗈𝗋𝗋 will
be the same as in theorem 3.16 albeit without (3.93).
One of the possible modifications of 𝒩𝖬𝖶*,𝖻𝗈𝗎𝗇𝖽 is given by (4.81).
Conjecture 3.18. All these estimates hold with 𝛿 = 𝟢.
4 Superstrong magnetic field
4.1 Preliminary analysis
In this section we consider cases of very strong magnetic field11)
𝜖𝟢h
−𝟣 ≤ 𝜇 ≤ C𝟢h−𝟣(4.1)
and superstrong magnetic field
C𝟢h
−𝟣 ≤ 𝜇(4.2)
In the latter case operator needs to be modified: we will replace V by
V − 𝜇hzF where constant z will be specified later; so operator (2.1) is
replaced by
(4.3) A =
∑︁
𝟣≤j ,k≤𝟤
Pjg
jkPk − 𝜇hzF + V , with Pj = hDj − 𝜇Vj
Then
11) Note that it is more narrow definition than (3.1) in the previous section.
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(4.4) We need only to consider eigenvalues 𝜆n(𝜂) of model operator L(𝜂)
defined by (1.26) with n ≤ N := N(𝜖𝟢).
Really, as n = 𝟢, 𝟣, 𝟤, ...
𝗂𝗇𝖿
𝜂
𝜆𝖣,n(𝜂) ≥ (𝟤n + 𝟣) (n ≥ 𝟢)(4.5)𝖣
𝗂𝗇𝖿
𝜂
𝜆𝖭,n(𝜂) ≥ (𝟤n − 𝟣), (n ≥ 𝟣).(4.5)𝖭
due to proposition 6.1 and our operator is modelled by (𝜇h)−𝟣L(𝜂).
However then
(4.6) |𝜆*,m(𝜂)− 𝜆*,n(𝜂)| ≥ 𝜖(N) ∀m ̸= n ≤ N ∀𝜂
with subscript * denoting either 𝖣 or 𝖭 and we can decompose into eigen-
functions 𝜐*,n(𝜇x𝟣, 𝜉𝟤) of the model operator. So basically we consider
one-dimensional diagonal operator perturbed and we can diagonalize it to
𝜇hF (𝟢, x𝟤)𝒜n(x𝟤, hD𝟤) with
𝒜n(x𝟤, hD𝟤) :=
(︀
𝜆*,n(ℏD𝟤)− z− (𝜇h)−𝟣W (𝟢, x𝟤)
)︀
+ ...(4.7)
where in this section
ℏ = 𝜇−
𝟣
𝟤h
𝟣
𝟤 ;(4.8)
preliminary we scaled x𝟣 ↦→ ℏ−𝟣x𝟣. Let us ignore perturbation in (4.7); later
in subsection (4.5) we will show that it could be made very small, albeit W
will be modified.
Remark 4.1. In (4.7) we replaced x𝟣 by 𝟢. Actually the better approximation
would come by replacing x𝟣 by 𝜇
−𝟣hD𝟤 but need in it will not come out
instantly.
Then we need to consider only scalar operators (4.7) and we are looking
at fixed vicinity of some point x̄𝟤. What we can say about 𝜉𝟤 apart of
𝜉𝟤 ≥ −C𝟢 (as 𝜆*,n → +∞ as 𝜉𝟤 → −∞)?
There are two possibilities: either we would be inside of the spectral gap
if not a boundary, or not.
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4.2 “Almost spectral gaps”
Assume first that we would be inside of the spectral gap if not a boundary:
(4.9) |(𝟤m + 𝟣− z)𝜇hF + V − 𝜏 | ≥ 𝜖𝟢𝜇h ∀m = 𝟢, 𝟣, 𝟤, ...
where |𝜏 | ≤ C and usually 𝜏 = 𝟢.
We know (see subsection 13.5.1 [Ivr2]) that inside of domain (4.9) means
a spectral gap. However it is not the case near boundary: looking at behavior
of 𝜆*,n(𝜉𝟤)𝜇h interpreted as Landau levels we can conjecture that only lower
spectral gap (−∞, .) survives and even it shrinks for Neumann boundary
condition.
As 𝜆*,n(𝜉𝟤)→ (𝟤n + 𝟣)𝜇h as 𝜉𝟤 → +∞ due to proposition 6.1 again and
we conclude that
(4.10) Under condition (4.9) operators in question are elliptic as 𝜉𝟤 ≥ C𝟢
and we need to consider only a compact interval |𝜉𝟤| ≤ C𝟢.
Note that as
(4.11)n 𝜆*,n(𝜉𝟤)− z− (𝜇h)−𝟣W ≥ 𝜖𝜇h ∀𝜉𝟤
then operator 𝒜n is elliptic for all 𝜉𝟤 and the contribution of it and interval
(−∞, 𝜏) to the asymptotics is negligible. In frames of (4.9) one can rewrite
above condition as
(𝟤n + 𝟣− z− 𝜖)𝜇hF + V − 𝜏 ≥ 𝟢,(4.12)𝖣,n
(𝜆*𝖭,n − z− 𝜖)𝜇hF + V − 𝜏 ≥ 𝟢,(4.12)𝖭,n
for Dirichlet and Neumann boundary conditions respectively where
(4.13) 𝜆*𝖭,n = 𝗆𝗂𝗇
𝜂
𝜆𝖭,n(𝜂) ∈ (𝟤m − 𝟣, 𝟤m + 𝟣).
One can then concludes easily that
Theorem 4.2. Let one of assumptions (4.1), (4.2) be fulfilled. Further,
let (4.12)𝖣,𝟢 or (4.12)𝖭,𝟢 be fulfilled with 𝜏 = 𝟢 (matching to the boundary
condition).
Then
(4.14) |e(x , x , 𝟢)| ≤ Cs𝜇−s
with arbitrarily large exponent s.
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Assume now that condition (4.9) is fulfilled for all m but (4.12)*,𝟢 fails.
Then there is a large difference between Dirichlet and Neumann cases because
only in the former case in virtue of proposition 6.2
(4.15) 𝜆′*,n ≤ −𝜖(N ,C𝟢) ∀n ≤ N ∀𝜉𝟤 : |𝜉𝟤| ≤ C𝟢
where here and below 𝜆′*,n := 𝜕𝜉𝟤𝜆*,n etc. For Neumann boundary condition
we assume that
(4.16) |𝜆′𝖭,n(𝜉𝟤)| ≤ 𝜖𝟢 =⇒ |
(︀
𝜆𝖭,n(𝜉𝟤)− z
)︀
𝜇hF −W | ≥ 𝜖𝟢𝜇h.
So, we arrive to the remainder estimate O(𝟣); transition from Tauberian
expression to magnetic Weyl one is trivial:
Theorem 4.3. Let one of assumptions (4.1), (4.2) be fulfilled. Further, let
(4.9) and in case of Neumann boundary (4.16) be fulfilled. Then 𝖱𝖬𝖶* = O(𝟣).
However there are other mechanisms to break degeneracy for Neumann
problem: first of all we know (see proposition 6.3) that
(4.17) |𝜆′𝖭,n(𝜉𝟤)| ≤ 𝜖𝟢 =⇒ 𝜆′′𝖭,n(𝜉𝟤) ≥ 𝜖𝟢 ∀n = 𝟢, 𝟣, 𝟤, ...
The first non-degeneracy assumption linked to derivatives with respect to
x𝟤 is
(4.18) |(︀𝜆𝖭,n(𝜉𝟤)− z)︀𝜇h −W | ≤ 𝜖𝟢𝜇h, |𝜆′𝖭,n(𝜉𝟤)| ≤ 𝜖𝟢 =⇒
|𝜕x𝟤W | ≥ 𝜖𝟢 ∀m = 𝟢, 𝟣, 𝟤, ... ,
where as usual W = −VF−𝟣; the next one is
(4.19)± |(︀𝜆𝖭,n(𝜉𝟤)− z)︀𝜇h −W | ≤ 𝜖𝟢𝜇h,
|𝜆′𝖭,n(𝜉𝟤)|+ |𝜕x𝟤W | ≤ 𝜖𝟢 =⇒ ±𝜕𝟤x𝟤W ≥ 𝜖𝟢 ∀n = 𝟢, 𝟣, 𝟤, ...
Theorem 4.4. Let one of condition (4.1), (4.2) be fulfilled. Further, let
conditions (2.60) and (4.9) be fulfilled in B(x̄ , 𝟣) and let 𝜓 ∈ C∞𝟢 be supported
in B(x̄ , 𝟣
𝟤
) ∩ {x : x𝟣 ≤ 𝜖′}.
Then 𝖱𝖬𝖶𝖭 = O(𝟣) under one of the assumptions (4.18), (4.19)
+ and
𝖱𝖬𝖶𝖭 = O
(︀| 𝗅𝗈𝗀 h|))︀ under assumption (4.19)−.
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Proof. As 𝜇h ≍ 𝟣 we are in frames of subsection 5.1.3 [Ivr2] and arrive
immediately to conclusion of theorem.
Consider case (4.2) of superstrong magnetic field and adapt arguments
of subsection 5.1.3 [Ivr2]. Then first we consider 𝜖(𝟣, ℓ)-admissible (with
respect to (x𝟤, 𝜉𝟤)) with 𝜌 = 𝜖(|𝜆′𝖭,n| partition of zone {|𝜆′𝖭,n| ≥ C (𝜇h)−
𝟣
𝟤}.
Then for operator (4.7)
(4.20) T* ≍ ℏ𝜌−𝟤, T * ≍ 𝜌−𝟣,
as propagation velocities with respect to x𝟤, 𝜉𝟤 are ≍ 𝜌 and O
(︀
(𝜇h)−𝟣)
respectively. Then contribution of an element to the Tauberian remainder
does not exceed Cℏ−𝟣𝜌× T* × T *−𝟣 ≍ C and the total contribution of zone
in question does not exceed C
∫︀
𝜌−𝟣 d𝜌 ≍ C as operator is elliptic unless 𝜌
has a specific magnitude.
In the remaining zone {|𝜆′𝖭,n| ≤ C (𝜇h)−
𝟣
𝟤 let us introduce 𝜖(𝜌, ℓ)-admissible
partition with
(4.21) 𝜌 =
(︀|𝜆′𝖭,n|𝟤 + (𝜇h)−𝟣|𝜕x𝟤W |𝟤)︀ 𝟣𝟤 + 𝜌, ℓ = (𝜇h) 𝟣𝟤𝜌, 𝜌 = 𝜇− 𝟣𝟤 .
Then for operator (4.7) divided by 𝜇h
(4.22) T* ≍ ℏ𝜌−𝟤, T * ≍ (𝜇h) 𝟣𝟤 ,
as propagation velocity with respect to (x𝟤, (𝜇h)
𝟣
𝟤 𝜉𝟤) is ≍ 𝜌. Therefore
contribution of (𝜌, ℓ) element to the Tauberian remainder does not exceed
Cℏ−𝟣𝜌ℓ × T* × T *−𝟣 ≍ C and the total contribution does not exceed
C
∫︀
𝜌−𝟣 d𝜌 which is O(𝟣) under one of the assumption (4.18), (4.19)+ as in
the former case 𝜌 ≍ 𝜌𝟣 = (𝜇h)− 𝟣𝟤 and in the latter case operator is elliptic
unless 𝜌 has a fixed magnitude. Further, we get O(| 𝗅𝗈𝗀 h|) under assumption
(4.19)− as integral is taken from 𝜌 to 𝜌𝟣.
Transition from Tauberian expression to magnetic Weyl expression is
trivial.
Remark 4.5. Following section 5.1.3 [Ivr2] we would be able to establish
remainder estimate O(𝟣) even under assumption ((4.19)−.
Remark 4.6. (i) The principal part of asymptotics in question is O(𝜇h−𝟣)
and as
(4.23) (𝟣 + z) + F−𝟣(V − 𝜏) ≤ −𝜖
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it is ≍ 𝜇h−𝟣.
(ii) As Neumann boundary condition is considered and
(4.24) 𝜇h(𝟣 + z)F + V − 𝜏 ≥ 𝜖𝜇h
the principal part of asymptotics in question is O(h−𝟣) and as
(4.25) 𝜇hF (𝜆*𝖭,𝟢 + z) + V − 𝜏 ≤ −𝜖𝜇h
it is ≍ ℏ−𝟣 = 𝜇 𝟣𝟤h− 𝟣𝟤 .
(iii) As
𝜇h(𝟤m − 𝟣 + k)F + V − 𝜏𝟣 ≤ −𝜖𝜇h,(4.26)
𝜇h(𝟤m + 𝟣 + k)F + V − 𝜏𝟤 ≥ −𝜖𝜇h, 𝜏𝟣 < 𝜏𝟤,
then the increment of principal part of asymptotics calculated as 𝜏 increases
from 𝜏𝟣 to 𝜏𝟤 is O(ℏ−𝟣) and is ≍ ℏ−𝟣 as |𝜏𝟤 − 𝜏𝟣| ≍ 𝜇h. Recall that without
boundary it would be O(ℏs).
Problem 4.7. Investigate under weaker non-degeneracy conditions than
(4.19)±.
4.3 Landau level
4.3.1 Preliminary analysis
Now consider case when condition (4.9) is broken. Without any loss of the
generality we can assume that
(4.27) Condition (4.9) breaks only for one value of m = m̄.
Really, if 𝜇h ≥ C this assumption would be fulfilled automatically; otherwise
we achieve it by considering 𝜖-admissible partition of unity.
Further, without any loss of the generality we can assume that
(4.28) z = 𝟤m̄ + 𝟣.
Really, let 𝜈 = |z − (𝟤m̄ + 𝟣)| ≤ 𝟣. If 𝜈𝜇h ≤ C then term ±𝜈𝜇hF could
be absorbed into V ; if 𝜈𝜇h ≥ C then dividing operator by 𝜈𝜇h we find
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ourselves in the frames of the previous subsection with 𝜇𝗇𝖾𝗐 = 𝜇
𝟣
𝟤h−
𝟣
𝟤𝜈−
𝟣
𝟤
and 𝜇𝗇𝖾𝗐 = 𝜇
− 𝟣
𝟤h
𝟣
𝟤𝜈−
𝟣
𝟤 ≤ 𝟣.
Then for all n ̸= m̄ the previous arguments work and we need to consider
n = m̄ only. Further, as n = m̄ these arguments work in zone {𝜉𝟤 ≤ C𝟢} and
we need to consider only zone {C𝟢 ≤ 𝜉𝟤 ≤ 𝜖𝟢𝜇}.
As symbol operator 𝜇h𝒜n with 𝒜n defined by (4.7) has a either first or
second derivative with respect to x𝟤 disjoint from 𝟢, but derivatives with
respect to 𝜉𝟤 could be pretty small, we will see that we cannot skip without
reservation O(ℏ) terms like those with an extra factor x𝟣 even as we derive
Tauberian remainder estimate but we in our assumptions will be able in
Tauberian arguments only to skip O(ℏ𝟤) terms like those with an extra
factor x𝟤𝟣 so we need to modify (4.7) a bit
12). To do this we first drag out
F (x) out of (A− 𝜏) leaving inside
(4.29) (hD𝟣)
𝟤 + (hD𝟤 − 𝜇x𝟣)𝟤 −W (x𝟣, x𝟤) + · · · =
(hD𝟣)
𝟤 + (hD𝟤 − 𝜇x𝟣)𝟤 −W (𝜇−𝟣hD𝟤, x𝟤)−
(𝜕x𝟣W )(𝜇
−𝟣hD𝟤, x𝟤)(x𝟣 − 𝜇−𝟣hD𝟤) + · · · =
(hD𝟣)
𝟤 +
(︀
hD𝟤 − 𝜇x𝟣 + 𝟣
𝟤
𝜇−𝟣(𝜕x𝟣W )(𝜇
−𝟣hD𝟤, x𝟤)
)︀𝟤 −W (𝜇−𝟣hD𝟤, x𝟤) + ...
with W = −(V − 𝜏)F−𝟣 resulting after shift
(4.30) hD𝟤 ↦→ hD𝟤 − 𝜇x𝟣 − 𝟣
𝟤
𝜇−𝟣(𝜕x𝟣W )(𝜇
−𝟣hD𝟤, x𝟤)
in
(4.31) 𝜇h𝒜n(x𝟤, hD𝟤) = 𝜇h𝜆*,n(ℏD𝟤)−W (ℏ𝟤D𝟤, x𝟤) + ... .
There could also be O(x𝟣) terms
13)
(4.32) 𝛼(x𝟤)x𝟣
(︁
h𝟤D𝟤𝟣 − (hD𝟤 − 𝜇x𝟣)𝟤
)︁
;
then replacing x𝟣 ↦→ x𝟣 + 𝛽(x𝟤)x𝟤𝟣 we also need to replace
hD𝟣 ↦→
(︀
𝟣− 𝟤𝛽x𝟣 + O(x𝟤𝟣 )
)︀
hD𝟣 and hD𝟤 ↦→
(︀
hD𝟤 + O(x
𝟤
𝟣 )hD𝟣
)︀
12) Actually effectively x𝟣 could be marginally more than ℏ.
13) After division by F intensity of magnetic field is 𝟣 so there could be no terms (4.32)
with “−” replaced by “+”.
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so modulo O(x𝟤𝟣 )
(hD𝟣)
𝟤 + (hD𝟤 − 𝜇x𝟣)𝟤 ↦→ (𝟣− 𝟦𝛽x𝟣)(hD𝟣)𝟤 + (𝟣 + 𝟦𝛽x𝟣)(hD𝟤 − 𝜇x𝟣)𝟤+
𝟤(hD𝟤 − 𝜇x𝟣)𝛽𝜇−𝟣h𝟤D𝟤𝟤
and choosing 𝛽 = −𝟣
𝟦
𝛼 we arrive to
(hD𝟣)
𝟤 + (hD𝟤 − 𝜇x𝟣 + 𝟤𝛽𝜇−𝟣h𝟤D𝟤𝟤 )𝟤
and thus we need to replace (4.31) by
(4.33) 𝜇h
(︀𝒜n(x𝟤, hD𝟤)− 𝟤n − 𝟣)︀ =
𝜇h
(︀
𝜆*,n(ℏD𝟤 + 𝟤𝛽ℏ𝟥D𝟤𝟤 )− 𝟤n − 𝟣
)︀−W (ℏ𝟤D𝟤, x𝟤(𝟣+) + ... .
Remark 4.8. In the case of superstrong magnetic field we need to consider
only zone
(4.34)
{︀
𝜉𝟤, |𝜆*,n − 𝟤n − 𝟣| ≤ C𝟢(𝜇h)−𝟣
}︀
otherwise operator is elliptic.
4.3.2 Non-degenerate case
Consider first case
(4.35) |(𝟤n + 𝟣− z)𝜇hF + V | ≤ 𝜖𝟢 =⇒ |∇𝜕XVF−𝟣| ≥ 𝜖𝟢
∀n = 𝟢, 𝟣, 𝟤, ...
Then obviously one can take T* ≍ ℏ. Really, speed with respect to 𝜉𝟤 is
≍ |𝜕x𝟤W | ≍ 𝟣.
Meanwhile consider time direction in which 𝜉𝟤 increases; we can select it
due to assumption (4.35). To reach 𝜉𝟤 = 𝜖ℏ−𝟣 we need time ≍ ℏ−𝟣𝜇h as for
𝜉𝟤 ≍ ℏ−𝟣 speed with respect to 𝜉𝟤 is (𝜇h)−𝟣. Consider evolution with respect
to x𝟤; speed with respect to x𝟤 does not exceed C𝜇h|𝜆′*,n| + Cℏ. Then we
can take for sure take
(4.36) T * = T *(𝜉𝟤) ≍ 𝗆𝗂𝗇
(︀
(𝜇h|𝜆′*,n|)−𝟣, ℏ−𝟣
)︀
Chapter 4. Superstrong magnetic field 64
Then contribution of B(x̄ , 𝟣) ∩ {x : x𝟣 ≤ 𝜖′} to the remainder does not
exceed
(4.37) C
∫︁
ℏ−𝟣
T*(𝜉𝟤)
T *(𝜉𝟤)
d𝜉𝟤 ≤
∫︁ (︀
ℏ+ C𝜇h|𝜆′*,n|
)︀
d𝜉𝟤
as integrand in the left-hand expression does not exceed Cℏ as |𝜆′*,n| ≤
ℏ(𝜇h)−𝟣 and it does not exceed C𝜇h|𝜆′*,n| otherwise. As 𝜆*,n(𝜉𝟤) is monotone
(at least for 𝜉𝟤 ≥ C ) and integral is taken over 𝜉𝟤 ≤ 𝜖ℏ−𝟣 also satisfying
(4.34) the right-hand expression does not exceed C .
Thus
(4.38) Under conditions (4.1) or (4.2), (4.28) and (4.35) fulfilled in B(x̄ , 𝟣)
contribution of B(x̄ , 𝟣
𝟤
)∩{x : x𝟣 ≤ 𝜖′}∩{𝜉𝟤 ≥ C} to the Tauberian remainder
does not exceed C .
4.3.3 Generic case
Now look what happens as (4.35) is also broken and replaced by conditions
(4.39)± |(𝟤n + 𝟣− z)𝜇hF + V |+ |∇𝜕XVF−𝟣| ≤ 𝜖𝟢 =⇒
∓∇𝟤𝜕XVF−𝟣 ≥ 𝜖𝟢 ∀n = 𝟢, 𝟣, 𝟤, ...
and
(4.40)± |(𝟤n + 𝟣− z)𝜇hF + V |+ |∇𝜕XVF−𝟣| ≤ 𝜖𝟢 =⇒
∓∇VF−𝟣 ≥ 𝜖𝟢 ∀n = 𝟢, 𝟣, 𝟤, ...
Inner zone. We define this zone preliminary by
𝒳𝗂𝗇𝗇 = {𝜉𝟤 ≥ c𝟢(𝗅𝗈𝗀 𝜇) 𝟣𝟤}
which means not only that 𝜇h(𝜆*,n−𝟤n−𝟣) and 𝜇h𝜆′*,n are negligible but that
they remain so even if we replace 𝜉𝟤 by (𝟣− 𝜖)𝜉𝟤. Then under assumption
(4.40) we can take
T* ≍ 𝗆𝗂𝗇
(︀
𝜉−𝟣𝟤 , ℏℓ−𝟤
)︀
,(4.41)
ℓ ≍ |Wx𝟤|(4.42)
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Really, the propagation speed with respect to x𝟤 is ≍ ℏ but as scale with
respect to 𝜉𝟤 is ≍ 𝜉𝟤 there, uncertainty principle means that ℏT · 𝜉𝟤 ≥ ℏ.
Similarly, propagation speed with respect to 𝜉𝟤 is ≍ ℓ, scale with respect to
x𝟤 is ≍ ℓ and uncertainty principle means that ℓT · ℓ ≥ ℏ.
Consider propagation in the time direction 𝗌𝗂𝗀𝗇(Wx𝟤)t > 𝟢 in which 𝜉𝟤
increases. Then
𝗌𝗂𝗀𝗇(Wx𝟤)
d
dt
𝗅𝗈𝗀 |Wx𝟤| = −ℏWx𝟣 𝗌𝗂𝗀𝗇 |Wx𝟤|−𝟣Wx𝟤x𝟤
so 𝗅𝗈𝗀 |Wx𝟤| also increases provided 𝖶x𝟣 and Wx𝟤x𝟤 have opposite signs. Then
we can take T * = ℏ−𝟣. This would lead to contribution of 𝒳𝗂𝗇𝗇 ∩ {𝜉𝟤ℓ ≥ ℏ}
to the Tauberian remainder not exceeding
C
∫︁∫︁
ℏ−𝟣
T*(𝜉𝟤)
T *(𝜉𝟤)
d𝜉𝟤dx𝟤 = C
∫︁∫︁
𝗆𝗂𝗇(𝜉−𝟣𝟤 , ℏℓ−𝟤) dℓd𝜉𝟤 ≤ C .
On the other hand, in 𝒳𝗂𝗇𝗇 ∩ {𝜉𝟤ℓ ≤ ℏ} we can take T* ≍ 𝜉−𝟣𝟤 and T * ≍ 𝜉𝟤
and contribution of this subzone to the Tauberian remainder not exceeding
C
∫︁∫︁
ℏ−𝟣
T*(𝜉𝟤)
T *(𝜉𝟤)
d𝜉𝟤dx𝟤 = C
∫︁
𝜉−𝟤𝟤 d𝜉𝟤 ≤ C .
On the other hand, as (4.39)±, (4.40)± with the same signs are fulfilled
we should chose between T * ≍ 𝜉𝟤 and T * ≍ ℏ−𝟣ℓ. So, as ℓ ≥ (ℏ𝜉𝟤) 𝟣𝟤 we
can take T* = ℏℓ−𝟤, T * = ℏℓ−𝟣 and contribution of this subzone to the
Tauberian remainder does not exceed
C
∫︁∫︁
ℏ−𝟣
T*(𝜉𝟤)
T *(𝜉𝟤)
d𝜉𝟤dx𝟤 = C
∫︁
ℓ−𝟣 dℓ ≤ C
as in the case of the same signs ℓ𝟤 + 𝜉𝟤ℏ must have the same magnitude or
operator is elliptic; so in this subzone ℓ must have the same magnitude.
As ℓ ≤ (ℏ𝜉𝟤) 𝟣𝟤 we can take T* = 𝜉−𝟣𝟤 , but the same ellipticity argument
means that actually we can upgrade T * ≍ ℏ to T * ≍ ℏ− 𝟣𝟤 𝜉
𝟣
𝟤
𝟤 contribution of
this subzone to the Tauberian remainder does not exceed
C
∫︁∫︁
ℏ−𝟣
T*(𝜉𝟤)
T *(𝜉𝟤)
d𝜉𝟤dx𝟤 = C
∫︁
𝜉−𝟣𝟤 d𝜉𝟤 ≤ C
as in this subzone ℓ must have the same magnitude.
Chapter 4. Superstrong magnetic field 66
We need to extend 𝒳𝗂𝗇𝗇 up to
𝒳𝗂𝗇𝗇 := {𝜉𝟤 ≥ 𝜉+𝟤 }(4.43)
with
𝜉±𝟤 =
(︁
𝗅𝗈𝗀(𝜇
𝟥
𝟤h
𝟣
𝟤 )− (𝟤n + 𝟤) 𝗅𝗈𝗀 𝗅𝗈𝗀(𝜇 𝟥𝟤h 𝟣𝟤 )± C
)︁ 𝟣
𝟤
(4.44)
describing a zone where 𝜇h|𝜆′*,n(𝜉𝟤)| ≤ 𝜖ℏ is dominated by |𝜕𝜉𝟤W (𝜉𝟣ℏ, x𝟤)|.
Then the same arguments work there albeit scale with respect to 𝜉𝟤 is now
𝜉𝟤 − 𝜉+′𝟤 𝜉±′𝟤 are defined by the same formula with C replaced by C/𝟤.
Further, these arguments remain valid for 𝜉𝟤 ≥ 𝜉−𝟤 provided 𝜆′*,n and
−Wx𝟣 have the same sign.
Thus we arrive to
Proposition 4.9. (i) Under conditions (4.1) or (4.2), (4.28) and (4.39)±,
(4.40)± (with the same or opposite signs) fulfilled in B(x̄ , 𝟣) contribution of
B(x̄ , 𝟣
𝟤
) ∩ 𝒳𝗂𝗇𝗇 ∩ {𝜉𝟤 ≥ C} to the Tauberian remainder does not exceed C .
(ii) Further as 𝜆′*,n and −Wx𝟣 have the same signs14) (i) remains true for
𝒳𝗂𝗇𝗇 = {𝜉𝟤 ≥ 𝜉−𝟤 }.
Boundary zone. Consider now boundary zone temporarily introduced as
𝒳𝖻𝗈𝗎𝗇𝖽 := {𝜉𝟤 ≤ 𝟣
𝟤
𝜉𝟤}
which actually should be intersected with zone (4.34).
Then we can take
(4.45) T* ≍ 𝗆𝗂𝗇 ℏ
(︁
𝜉𝟤
(︀
𝜇h|𝜆′*,n|
)︀−𝟣
, ℓ−𝟤
)︁
.
Really, in this zone propagation speed with respect to x𝟤 is ≍ 𝜇h|𝜆′*,n| and
scale with respect to 𝜉𝟤 is ≍ 𝜉−𝟣𝟤 to keep 𝜆′*,n of the fixed magnitude.
As ℓ ≥ (𝜉−𝟣𝟤 𝜇h|𝜆′*,n|
)︀ 𝟣
𝟤 consider propagation in the time direction of 𝜉𝟤
increasing. Then
(4.46) T * ≍ 𝗆𝗂𝗇(︀(𝜇h|𝜆′*,n|)−𝟣, ℏ−𝟣ℓ)︀
14) Which means that under Dirichlet or Neumann boundary condition (4.40)
+
and
(4.40)
−
respectively must be fulfilled.
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provided |Wx𝟤| also increases in the same direction because speed with
respect to x𝟤 is ≍ (𝜇h|𝜆′*,n|) as long as we remain in 𝒳𝖻𝗈𝗎𝗇𝖽 but then drops
to O(ℏ) outside of 𝒳𝖻𝗈𝗎𝗇𝖽 but x𝟤 can go in the opposite direction there. Our
extra assumption means exactly that
(4.47) Wx𝟤x𝟤 and 𝜆
′
*,n have the same signs
15).
Then contribution of the subzone in question to the Tauberian remainder
does not exceed
C
∫︁∫︁
ℏ−𝟣
T*(𝜉𝟤)
T *(𝜉𝟤)
d𝜉𝟤dx𝟤 ≍ C
∫︁∫︁
ℓ−𝟤
(︀
𝜇h|𝜆′*,n|+ ℏℓ−𝟣
)︀
dℓd𝜉𝟤 ≍
≍ C
∫︁ (︀
(𝜇h|𝜆′*,n|𝜉𝟤)
𝟣
𝟤 + ℏ𝜉𝟤(𝜇h|𝜆′*,n|)−𝟣
)︀
d𝜉𝟤 ≍
C (𝜇h|𝜆′*,n|𝜉𝟤)
𝟣
𝟤 𝜉−𝟣𝟤
⃒⃒
𝜉𝟤=𝜉𝟤
+ Cℏ(𝜇h|𝜆′*,n|)−𝟣
⃒⃒
𝜉𝟤=𝜉𝟤
≍ C
where 𝜉𝟤 is defined from (4.34) as solution to 𝜇h|𝜆*,n − (𝟤n + 𝟣)| = C .
Consider now subzone{︀
ℓ ≤ (𝜉−𝟣𝟤 𝜇h|𝜆′*,n|
)︀ 𝟣
𝟤 , ℓ ≥ 𝜉𝟤ℏ
}︀
where the second condition is due to uncertainty principle and scaling with
respect to 𝜉𝟤.
Then T * is defined by (4.45) with ℓ replaced by (𝜉−𝟣𝟤 𝜇h|𝜆′*,n|
)︀ 𝟣
𝟤 as we can
go into direction of increasing 𝜉𝟤. Then contribution of this subzone to the
Tauberian remainder does not exceed
C
∫︁∫︁
ℏ−𝟣
T*(𝜉𝟤)
T *(𝜉𝟤)
d𝜉𝟤dx𝟤 ≍ Cℏ
∫︁
d𝜉𝟤 ≪ C
again. Further, in subzone {ℓ ≤ ℏ𝜉𝟤} one can take T * ≍ 𝜉−𝟣𝟤 and its
contribution is ≪ 𝟣 as well.
Consider now case when
(4.48) Wx𝟤x𝟤 and 𝜆
′
*,n have the opposite signs
16).
15) Or equivalently that under Dirichlet or Neumann boundary condition (2.39)
−
and
(2.39)
+
respectively must be fulfilled.
16) Or equivalently that under Dirichlet or Neumann boundary condition (2.39)
+
and
(2.39)
−
respectively must be fulfilled.
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Then as ℓ ≥ ℓ* we can do nothing better than
(4.49) T * = ℓ
(︀
𝜇h|𝜆′*,n|
)︀−𝟣
.
Then contribution of the subzone in question to the Tauberian remainder
does not exceed
C
∫︁∫︁
ℏ−𝟣
T*(𝜉𝟤)
T *(𝜉𝟤)
d𝜉𝟤dx𝟤 ≍ C
∫︁∫︁
ℓ−𝟥(𝜇h|𝜆′*,n|) dℓd𝜉𝟤 ≍
≍ C
∫︁
d𝜉𝟤 ≍ C 𝗅𝗈𝗀 𝜇.
On the other hand, for ℓ ≤ ℓ* we can improve (4.49) to
(4.50) T * = ℓ𝟣−𝛿
(︀
𝜇h|𝜆′*,n|
)︀−𝟣− 𝟣
𝟤
𝛿
.
Then contribution of the subzone in question to the Tauberian remainder
does not exceed
C
∫︁∫︁
ℏ−𝟣
T*(𝜉𝟤)
T *(𝜉𝟤)
d𝜉𝟤dx𝟤 ≍ C
∫︁∫︁
ℓ−𝟣+𝛿ℓ*−𝛿 dℓd𝜉𝟤 ≍
≍ C
∫︁
d𝜉𝟤 ≍ C 𝗅𝗈𝗀 𝜇.
Finally, extending 𝒳𝖻𝗈𝗎𝗇𝖽 to
(4.51) 𝒳𝖻𝗈𝗎𝗇𝖽 = {𝜉𝟤 ≤ 𝜉−𝟤 }
comes with no cost at all as scale with respect to 𝜉𝟤 is 𝜉
−𝟣
𝟤 ≍ (𝜉−′𝟤 − 𝜉𝟤)
anyway.
So we arrive to
Proposition 4.10. (i) Under conditions (4.1) or (4.2), (4.28) and (4.39)±,
(4.40)± (with the same or opposite signs) fulfilled in B(x̄ , 𝟣) contribution
of B(x̄ , 𝟣
𝟤
) ∩ 𝒳𝖻𝗈𝗎𝗇𝖽 ∩ {𝜉𝟤 ≥ C} to the Tauberian remainder does not exceed
C 𝗅𝗈𝗀 𝜇.
(ii) Further as 𝜆′*,n and Wx𝟤x𝟤 have the same signs
15) this contribution does
not exceed C .
As 𝜆′*,n and −Wx𝟣 have the same signs14) we are done. Otherwise we
need to consider
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Transitional zone. 𝒳𝗍𝗋𝖺𝗇𝗌 is defined by
(4.52) 𝜉−𝟤 ≤ 𝜉𝟤 ≤ 𝜉+𝟤
with 𝜉±𝟤 defined by (4.44) and in this zone 𝜇h𝜆
′
*,n has magnitude ℏ and
𝜇h𝜆′′*,n has magnitude ℏ𝜉𝟤 ≫ ℏ𝟤 and we conclude that
Proposition 4.11. Under conditions (4.1) or (4.2), (4.28) and (4.39)±,
(4.40)± (with the same or opposite signs) fulfilled in B(x̄ , 𝟣) contribution
of B(x̄ , 𝟣
𝟤
) ∩ 𝒳𝗍𝗋𝖺𝗇𝗌 ∩ {𝜉𝟤 ≥ C} to the Tauberian remainder does not exceed
C 𝗅𝗈𝗀 𝜇.
(ii) Further as 𝜆′′*,n and Wx𝟤x𝟤 have the same signs
15) this contribution does
not exceed C .
Synthesis So, we proved that the total Tauberian remainder does not
exceed C 𝗅𝗈𝗀 𝜇. To upgrade it to C we must assume that Wx𝟤x𝟤 , 𝜆
′
*,n and
−Wx𝟣 have the same signs as 𝜆′*,n and 𝜆′′*,n have opposite signs. So we proved
Proposition 4.12. Under conditions (4.1) or (4.2), (4.28) and (4.39)±,
(4.40)± (with the same or opposite signs) fulfilled in B(x̄ , 𝟣) contribution of
B(x̄ , 𝟣
𝟤
) ∩ {𝜉𝟤 ≥ C} to the Tauberian remainder does not exceed C 𝗅𝗈𝗀 𝜇.
(ii) Further as Wx𝟤x𝟤, 𝜆
′
*,n and −Wx𝟣 have the same signs15) this contribution
does not exceed C .
4.4 From Tauberian to magnetic Weyl
In this subsection T = T*𝜇𝛿 but we will calculate with 𝛿 = 𝟢 because if we
consider time interval [T , 𝟤T ] with T ≥ T* in the estimate of its contribution
there will be an extra factor T−sT s* and the summation with respect to T
will result in the same answer albeit with T = T*.
We apply the successive approximation method to operator (4.7)
4.4.1 Inner zone
Replacing x𝟤 by y𝟤 leads to a contribution of (ℓ, 𝜌) element to an error does
not exceeding
(4.53) Cℏ−𝟣𝜌ℓ× ℏT
𝟤
*
ℏ
= Cℏ−𝟣𝜌ℓT 𝟤*
Chapter 4. Superstrong magnetic field 70
as propagation speed with respect to x𝟤 is O(ℏ) in the time scale used here
and we use time scale compatible with the choice of T* in the previous
subsection.
Under non-degeneracy condition (2.8) we can take T* = ℏ resulting in
the contribution of 𝒳𝗂𝗇𝗇 equal to O(𝟣) as 𝜌 ≍ ℏ−𝟣.
In more general generic case we estimate a contribution of (ℓ, 𝜌) element
to an error by
(4.54) Cℏ−𝟣𝜌ℓ× ℏℓT
𝟤
ℏ
= C𝜉𝟤ℓ
𝟤T 𝟤* ≍ Cℏ−𝟣𝜉𝟤ℓ𝟤𝗆𝗂𝗇
(︀
𝜉−𝟤𝟤 , ℏ𝟤ℓ−𝟦
)︀
where we plugged T* defined by (4.41); an extra factor ℓ appears as we
replace x𝟤 by y𝟤 because 𝜕x𝟤W = O(ℓ) and at this moment we take original
“narrow” 𝒳𝗂𝗇𝗇 with scale 𝜌 ≍ 𝜉𝟤 in 𝜉𝟤.
Therefore the contribution of 𝒳𝗂𝗇𝗇 to an error does not exceed
(4.55) Cℏ−𝟣
∫︁∫︁
𝗆𝗂𝗇
(︀
𝜉−𝟤𝟤 , ℏ𝟤ℓ−𝟦
)︀
ℓ dℓd𝜉𝟤 ≍ C
∫︁
𝜉−𝟣𝟤 d𝜉𝟤 ≍ C 𝗅𝗈𝗀 𝜇.
In the remaining part of 𝒳𝗂𝗇𝗇 defined by (4.44) we must replace 𝜉𝟤 by
𝜌 ≍ 𝜉𝟤 − 𝜉𝟤 as the scaling is concerned and it redefines correspondingly T*
and instead of right-hand expression in (4.55) we get C
∫︀
(𝜉𝟤 − 𝜉𝟤)−𝟣 d𝜉𝟤
which is also ≍ C 𝗅𝗈𝗀 𝜇.
4.4.2 Boundary zone
Due to the standard arguments contribution of subzone {𝜉𝟤 ≤ C𝟢} to the
error is either O(𝗅𝗈𝗀 𝜇) or O(𝟣) depending if there is a saddle point or no;
one can see easily that this saddle points cannot come from 𝜆𝖭,m but only
from 𝜆𝖭,n with n ̸= m and it is possible only as 𝜆h ≍ 𝟣.
Consider subzone {𝜉𝟤 ≥ C𝟢}. Here we need to replace (4.53) by
(4.56) Cℏ−𝟣𝜌ℓ× 𝜇h|𝜆
′
*,m|T 𝟤*
ℏ
= Cℏ−𝟤𝜇h|𝜆′*,m|𝜌ℓT 𝟤*
as propagation speed with respect to x𝟤 is ≍ 𝜇h|𝜆′*,m. Plugging under
condition (2.8) ℓ = 𝟣, 𝜌 = 𝜉−𝟣𝟤
T* = ℏ𝗆𝗂𝗇
(︀
𝜉𝟤(𝜇h|𝜆′*,m|)−𝟣, 𝟣
)︀
we arrive to
C𝜇h|𝜆′*,m|𝜌𝗆𝗂𝗇
(︀
𝜉𝟤𝟤(𝜇h|𝜆′*,m|)−𝟤, 𝟣
)︀
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and contribution of both subzones {𝜉𝟤 ≥ C , 𝜇h|𝜆′*,m| ≥ 𝜉𝟤} and {Cℏ ≤
𝜇h|𝜆′*,m| ≤ 𝜉𝟤ℏ} are O(𝟣).
In the same manner (4.54) is replaced by
(4.57) Ch−𝟣𝜌ℓ𝟤 × 𝜇h|𝜆
′
*,m|T 𝟤
ℏ
≍ Cℏ−𝟤𝜇h|𝜆′*,m|𝜌ℓ𝟤T 𝟤*
and plugging
T* = ℏ𝗆𝗂𝗇
(︀
𝜉𝟤(𝜇h|𝜆′*,m|)−𝟣, ℓ−𝟤
)︀
we arrive to
C𝜇h|𝜆′*,m|𝜌ℓ𝟤𝗆𝗂𝗇
(︀
𝜉𝟤𝟤(𝜇h|𝜆′*,m|)−𝟤, ℓ−𝟦
)︀
and summation with respect to ℓ results in
C𝜇h|𝜆′*,m|𝜌ℓ*,−𝟤 = C𝜌𝜉𝟤
as ℓ* = 𝜉−𝟣𝟤 𝜇h|𝜆′*,m| and summation with respect to 𝜉𝟤 results in C𝜉− 𝟤𝟤 ≍
C 𝗅𝗈𝗀 𝜇.
4.4.3 Transitional zone
In this zone we can return to (4.53) and plug T* = ℏ under condition (2.8)
resulting in O(𝟣).
Further we can return to (4.54) and plug in the generic case either
T* = 𝗆𝗂𝗇
(︀
ℏℓ−𝟤, 𝜉−𝟣𝟤
)︀
or T* = 𝗆𝗂𝗇(ℏℓ−𝟤, |𝜉𝟤−𝜉𝟤|−𝟣) resulting after summation
with respect to ℓ in C𝜉−𝟣𝟤 𝜌 or C |𝜉𝟤 − 𝜉𝟤|−𝟣𝜌 respectively. In the former case
we instantly get O(𝟣) while in the latter after summation with respect to
subzone {|𝜉𝟤 − 𝜉𝟤| ≥ ℏ} we arrive to O(𝗅𝗈𝗀 𝜇) while contribution of subzone
{|𝜉𝟤 − 𝜉𝟤| ≤ ℏ, ℓ ≤ ℏ} to asymptotics is O(𝟣).
4.5 Justification: reduction to model
operator
4.5.1 Reduction: step 1
The problem however is that the “kinetic” part of our operator is not exactly
h𝟤D𝟤𝟣 + (hD𝟤 − 𝜇x𝟣)𝟤 but is different. We need to improve construction of
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subsection 2.1). First we can assume that V𝟣 = 𝟢 and that g
jk = δjk , V𝟤 = 𝟢,
𝜕𝟣V𝟤 = 𝟣 as x𝟣 = 𝟢. Further, assume that
(4.58) g 𝟣𝟤 = O(xk𝟣 ), V𝟤 = x𝟣 + O(x
k+𝟣
𝟣 )
with k ≥ 𝟣. Then changing x𝟣 ↦→ x𝟣, x𝟤 ↦→ x𝟤 + 𝛼(x𝟤)xk+𝟣𝟣 we can achieve
g 𝟣𝟤 = O(xk+𝟣𝟣 ), simultaneously preserving the second relation. Then re-
defining x𝟣 := V𝟤(x) preserves the first relation (with k + 𝟣 instead of k).
Continuing we can make k as large as we wish and thus k =∞.
One needs to remember that g 𝟣𝟣 and g 𝟤𝟤 differ from 𝟣 by O(x𝟣). However
as we consider operator F−𝟣A with the intensity 𝟣 of magnetic field we
conclude that g 𝟣𝟣g 𝟤𝟤 = 𝟣 + O(x∞𝟣 ).
Our goal is to get rid off this perturbation which we rewrite as
(4.59) 𝒫𝗐 := 𝜇𝟤
(︁
ℏ𝟤D𝟣𝜎D𝟣 − 𝜎(ℏD𝟤 − x𝟣)𝜎(ℏD𝟤 − x𝟣)
)︁
.
Consider Poisson brackets
(4.60)
𝟣
𝟤
{︀(︀
𝜉𝟤𝟣 + (𝜉𝟤 − x𝟣)𝟤
)︀
,𝛼 + 𝛽𝜉𝟣
}︀
and note that for coefficients at 𝜉𝟣 equal 𝟢 i.e.
(4.61) 𝛼x𝟣 − (x𝟣 − 𝜉𝟤)𝛽x𝟤 = 𝟢
it is equal to
(4.62) 𝛽x𝟣𝜉
𝟤
𝟣 − (𝛽 + 𝛼x𝟤)(x𝟣 − 𝜉𝟤).
To make it equal to (4.59) modulo 𝜉𝟤𝟣 + (x𝟣 − 𝜉𝟤)𝟤 one needs to satisfy
(4.63) 𝛼x𝟤 = 𝟤𝜎(x𝟣 − 𝜉𝟤)− 𝛽x𝟣(x𝟣 − 𝜉𝟤)− 𝛽.
Compatibility with (4.61) requires
(4.64) (𝜕𝟤x𝟣 + 𝜕
𝟤
x𝟤
)
(︀
(x𝟣 − 𝜉𝟤)𝛽
)︀
= 𝟤𝜕x𝟣
(︀
(x𝟣 − 𝜉𝟤)𝜎
)︀
.
Consider instead it without 𝜕x𝟤 , with an extra condition “𝛽 = 𝟢 as x𝟣 = 𝟢”.
We can solve this one-dimensional equation
(4.65) 𝜕𝟤x𝟣
(︀
(x𝟣 − 𝜉𝟤)𝛽
)︀
= 𝟤𝜕x𝟣
(︀
(x𝟣 − 𝜉𝟤)𝜎
)︀
,
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then
(4.66) 𝛽(x𝟣, .) = 𝟤(x𝟣 − 𝜉𝟤)−𝟣
∫︁ x𝟣
𝜉𝟤
(x ′𝟣 − 𝜉𝟤)𝜎(x ′𝟣, .)dx ′𝟣 + 𝜌
with 𝜌 which does not depend on x𝟣; extra condition “𝛽 = 𝟢 as x𝟣 = 𝟢”
means that
(4.67) 𝜌 = −𝜉−𝟣𝟤
∫︁ 𝜉𝟤
𝟢
(x ′𝟣 − 𝜉𝟤)𝜎(x ′𝟣, .)dx ′𝟣
which gives us smooth function 𝛽 and 𝛼.
Remark 4.13. As 𝛼x𝟤𝜉𝟤 = 𝟢 as x𝟣 = 𝜉𝟤 = 𝟢 due to (4.63) and properties of
𝜎, 𝛽 we can select 𝛼 such that 𝛼𝜉𝟤 = 𝟢 there as well. This would enable
further calculations.
Then
(4.68)
𝟣
𝟤
{︀(︀
𝜉𝟤𝟣 + (𝜉𝟤 − x𝟣)𝟤
)︀
,𝛼 + 𝛽𝜉𝟣
}︀
=
(𝛽x𝟣 − 𝜎)
(︀
𝜉𝟤𝟣 + (x𝟣 − 𝜉𝟤)𝟤
)︀
+ 𝜎
(︀
𝜉𝟤𝟣 − (x𝟣 − 𝜉𝟤)𝟤
)︀
.
Let us pass to operators; to do this we consider corresponding ℏ-quantizations,
divide by −iℏ and multiply by 𝜇𝟤; then
− 𝟣
iℏ
[A,ℒ𝗐] = 𝒫𝗐 − 𝒫𝗐𝟣 ,(4.69)
with
A := ℏ𝟤D𝟤𝟣 + (ℏD𝟤 − x𝟣)𝟤,(4.70)
ℒ := 𝟣
𝟤
(𝛼 + 𝛽𝜉𝟣),(4.71)
𝒫𝟣 = (𝜎 − 𝛽x𝟣𝜎)
(︀
𝜉𝟤𝟣 + (x𝟣 − 𝜉𝟤)𝟤
)︀
(4.72)
where as we consider Weyl quantizations and symmetrized products after
multiplication by 𝜇𝟤 the error is O(𝜇𝟤ℏ𝟤) = O(h𝟤).
One can see easily that in our settings 𝜎 = 𝛽 = 𝟢 as x𝟣 = 𝟢 and 𝛽, 𝛼x𝟤
has 𝟢 of the second order as x𝟣 = 𝜉𝟣 = 𝜉𝟤 = 𝟢 while 𝛼x𝟣 has 𝟢 of the third
order as x𝟣 = 𝜉𝟣 = 𝜉𝟤 = 𝟢. Also note that due to (4.64) 𝛽x𝟣 − 𝜎 = 𝟢 as
x𝟣 = 𝜉𝟤 so
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(4.73) symbol (𝜎 − 𝛽x𝟣) is divisible by (x𝟣 − 𝜉𝟤).
Consider transformation of A+ 𝒫𝗐 by 𝖾𝗑𝗉(iℏ−𝟣ℒ𝗐):
(4.74) 𝖾𝗑𝗉(iℏ−𝟣ℒ𝗐) (A+ 𝒫𝗐) 𝖾𝗑𝗉(−iℏ−𝟣ℒ𝗐) =
A+ 𝒫𝗐 + 𝟣
iℏ
[A+ 𝒫𝗐,ℒ𝗐] + 𝟣
𝟤
(︀ 𝟣
iℏ
)︀𝟤
[[A+ 𝒫𝗐,ℒ𝗐],ℒ𝗐] + ...
where as one can see easily we left out terms which are o(h𝟤) and due to
(4.69)
(4.75) ≡ A+ 𝒫𝗐𝟣 +
𝟣
𝟤
(︀ 𝟣
iℏ
)︀
[𝒫𝗐,ℒ𝗐] + 𝟣
𝟤
(︀ 𝟣
iℏ
)︀
[𝒫𝗐𝟣 ,ℒ𝗐]
Consider first the symbol of the third term
− 𝟣
𝟦
{𝒫 ,𝛼 + 𝛽𝜉𝟣} =
− 𝟣
𝟦
{𝜎,𝛼 + 𝛽𝜉𝟣}
(︀
𝜉𝟤𝟣 − (x𝟣 − 𝜉𝟤)𝟤
)︀− 𝟣
𝟦
𝜎{𝜉𝟤𝟣 − (x𝟣 − 𝜉𝟤)𝟤,𝛼 + 𝛽𝜉𝟣};
as
𝟣
𝟤
{𝜉𝟤𝟣−(x𝟣−𝜉𝟤)𝟤,𝛼+𝛽𝜉𝟣} =
(︀
𝛼x𝟣+𝛽x𝟤(x𝟣−𝜉𝟤)
)︀
𝜉𝟣+𝛽x𝟣𝜉
𝟤
𝟣+(x𝟣−𝜉𝟤)(𝛼x𝟤+𝛽) =
𝟤𝛽x𝟤(x𝟣 − 𝜉𝟤)𝜉𝟣 + 𝜎
(︀
𝜉𝟤𝟣 + (x𝟣 − 𝜉𝟤)𝟤
)︀− (𝜎 − 𝛽x𝟣)(︀𝜉𝟤𝟣 − (x𝟣 − 𝜉𝟤)𝟤)︀
we conclude that
− 𝟣
𝟦
{𝒫 ,𝛼 + 𝛽𝜉𝟣} =
(︁
−𝟣
𝟦
{𝜎,𝛼 + 𝛽𝜉𝟣}+ 𝟣
𝟤
𝜎(𝜎 − 𝛽x𝟣)
)︁(︀
𝜉𝟤𝟣 − (x𝟣 − 𝜉𝟤)𝟤
)︀−
𝜎𝛽x𝟤(x𝟣 − 𝜉𝟤)𝜉𝟣 −
𝟣
𝟤
𝜎𝟤
(︀
𝜉𝟤𝟣 + (x𝟣 − 𝜉𝟤)𝟤
)︀
.
Consider now the symbol of the fourth term in (4.75):
− 𝟣
𝟦
{𝒫𝟣,𝛼 + 𝛽𝜉𝟣} =
− 𝟣
𝟦
{(𝜎−𝛽x𝟣),𝛼+𝛽𝜉𝟣}
(︀
𝜉𝟤𝟣+(x𝟣−𝜉𝟤)𝟤
)︀− 𝟣
𝟦
(𝜎−𝛽x𝟣){𝜉𝟤𝟣+(x𝟣−𝜉𝟤)𝟤,𝛼+𝛽𝜉𝟣};
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as we know the last Poisson bracket we conclude that
− 𝟣
𝟦
{𝒫𝟣,𝛼+𝛽𝜉𝟣} =
(︁
−𝟣
𝟦
{(𝜎−𝛽x𝟣),𝛼+𝛽𝜉𝟣}+
𝟣
𝟤
(𝜎−𝛽x𝟣)𝟤
)︁(︀
𝜉𝟤𝟣+(x𝟣−𝜉𝟤)𝟤
)︀
− 𝟣
𝟤
(𝜎 − 𝛽x𝟣)𝜎
(︀
𝜉𝟤𝟣 − (x𝟣 − 𝜉𝟤)𝟤
)︀
.
Then the sum of symbols of the third and the fourth terms in (4.75) is equal
to
(4.76) − 𝟣
𝟦
{𝜎,𝛼 + 𝛽𝜉𝟣}
(︀
𝜉𝟤𝟣 − (x𝟣 − 𝜉𝟤)𝟤
)︀− 𝜎𝛽x𝟤(x𝟣 − 𝜉𝟤)𝜉𝟣+(︁
−𝟣
𝟦
{(𝜎 − 𝛽x𝟣),𝛼 + 𝛽𝜉𝟣}+
𝟣
𝟤
(︀−𝜎𝟤 + (𝜎 − 𝛽x𝟣)𝟤)︀)︁(︀𝜉𝟤𝟣 + (x𝟣 − 𝜉𝟤)𝟤)︀.
Remark 4.14. However correction (4.59) is not a correct one as we need
g 𝟣𝟣g 𝟤𝟤 = 𝟣 and a more precisely is 𝒫𝗐𝟣 + 𝟣𝟤𝜎𝟤A as g 𝟣𝟣 = 𝟣 + 𝜎 + 𝟣𝟤𝜎𝟤 + ... ,
g 𝟤𝟤 = 𝟣− 𝜎 + 𝟣
𝟤
𝜎𝟤 + ... .
We can skip terms here which has 𝟢 of degree 5 at x𝟣 = 𝜉𝟣 = 𝜉𝟤 = 𝟢; this
takes care of the middle term.
By the same reason we can skip in
−𝟣
𝟦
{𝜎,𝛼 + 𝛽𝜉𝟣} = 𝟣
𝟦
𝜎x𝟤𝛼𝜉𝟤 +
𝟣
𝟦
𝜎x𝟤𝛽𝜉𝟤𝜉𝟣 +
𝟣
𝟦
𝜎x𝟣𝛽
middle term where we used that 𝜎 = 𝜎(x).
Consider two remaining terms (which have 𝟢 of the second order at
x𝟣 = 𝜉𝟤 = 𝟢 and also equal 𝟢 as x𝟣 = 𝟢 )
(4.77) 𝜎𝟣 :=
𝟣
𝟦
𝜎x𝟤𝛼𝜉𝟤 +
𝟣
𝟦
𝜎x𝟣𝛽;
then we can repeat the same procedure as before thus replacing the whole
first term in (4.76) by
(𝜎𝟣 − 𝛽𝟣 x𝟣)
(︀
𝜉𝟤𝟣 + (x𝟣 − 𝜉𝟤)𝟤
)︀
with 𝛽𝟣 matching 𝜎𝟣. One can see easily that then neither 𝒫𝟣 nor the
last term in (4.76) would change modulo O(h𝟤) and therefore we arrive to
operator A+ 𝒫𝗐𝟤 with
(4.78) 𝒫𝟤 =(︁
(𝜎−𝛽x𝟣)+𝜎𝟣−𝛽𝟣 x𝟣−
𝟣
𝟦
{(𝜎−𝛽x𝟣),𝛼+𝛽𝜉𝟣}+
𝟣
𝟤
(𝜎−𝛽x𝟣)𝟤
)︁(︀
𝜉𝟤𝟣+(x𝟣−𝜉𝟤)𝟤
)︀
.
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In this factor the first term has 𝟢 of the first order, other terms have 𝟢 of
the second order or higher and we can skip those which are higher. We can
also skip terms divisible by (x𝟣 − 𝜉𝟤)𝟤 as those terms are O(ℏ) on energy
levels in question leading to O(h𝟤) error in the final answer. Due to (4.73)
we arrive to
(𝜎 − 𝛽x𝟣) + (𝜎𝟣 − 𝛽𝟣 x𝟣)−
𝟣
𝟦
{(𝜎 − 𝛽x𝟣),𝛼 + 𝛽𝜉𝟣}
where the last term is
−𝟣
𝟦
{(𝜎 − 𝛽x𝟣),𝛼} −
𝟣
𝟦
{(𝜎 − 𝛽x𝟣), 𝛽}𝜉𝟣 + (𝜎 − 𝛽x𝟣)x𝟣𝛽.
One can prove easily that due to (4.63), (4.73) (which is valid for 𝜎𝟣, 𝛽𝟣 as
well) the remaining terms vanish as x𝟣 = 𝜉𝟤.
Therefore as we skip terms containing factor (x𝟣 − 𝜉𝟤)𝟤, what is left of
perturbation is 𝒫𝗐𝟥 with
(4.79) 𝒫𝟥 := 𝜌(x𝟤, 𝜉𝟤)(x𝟣 − 𝜉𝟤)
(︀
𝜉𝟤𝟣 + (x𝟣 − 𝜉𝟤)𝟤
)︀
,
so, 𝒫𝗐𝟥 is a symmetric product of 𝜌𝗐, (x𝟣 − 𝜇−𝟣hD𝟤) and A (as factor 𝜇𝟤
should be remembered).
4.5.2 Reduction: step 2
This perturbation is of the same magnitude as the original perturbation 𝒫𝗐
(albeit ℏ−𝛿 in estimates does not pop-up) but it is much easier to handle.
If we had no boundary17) we would use ℒ = 𝜔(x𝟤, 𝜉𝟤)𝜉𝟣
(︀
𝜉𝟤𝟣 + (x𝟣 − 𝜉𝟤)𝟤
)︀
to
eliminate it generating lower order terms but closer to factor 𝜉𝟣 forbids it
unless accompanied by factor x𝟣. Still replacing 𝜌(x𝟤, 𝜉𝟤) in (4.79) by
𝜌(x𝟤, 𝜉𝟤) = 𝜌(x𝟤, 𝟢)− 𝜌𝜉𝟤x𝟣 + 𝜌𝜉𝟤(x𝟣 − 𝜉𝟤) + + ...
we can eliminate the second term (producing exactly such component in 𝒫𝟥)
and skip the third and all terms as producing O(h𝟤) contribution. So
Remark 4.15. Without any loss of the generality one can assume that 𝜌 =
𝜌(x𝟤) in (4.79).
17) Or were on the distance at least ℏ 𝟣𝟤−𝛿 from it.
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Still it does not help us much and we cannot use obvious transformation
by 𝖾𝗑𝗉(iℏ−𝟣ℒ𝗐) with ℒ = 𝜔(x𝟤)
(︀
𝜉𝟤𝟣 + (x𝟣 − 𝜉𝟤)𝟤
)︀
due to trouble in the next
commutators. Instead we recall that basically our operator (4.70) multiplied
by 𝜇𝟤 should be equal W +𝜇hz with constant z. Actually one needs to insert
there also −hDt but at energy level 𝟢 it is really small and we can actually
by multiplication by (I +Q) make our evolution equation linear with respect
to hDt . We leave absolutely standard detailed arguments to the reader.
So now perturbation becomes
(4.80) 𝒫𝗐𝟦 = 𝜇h𝜌(x𝟤)(x𝟣 − ℏD𝟤)z+ 𝜌(x𝟤)(x𝟣 − ℏD𝟤)z
and it is completely different game as we can get rid of the first term using
transformation by 𝖾𝗑𝗉(iℏ−𝟣ℒ𝗐) with ℒ = 𝜇h𝜔(x𝟤)z as one can see easily
that there will be no problems with the next commutators. Remaining
perturbation is of the type
(︀
W𝟣(x , 𝜉)(x𝟣 − 𝜉𝟤)
)︀𝗐
and is of magnitude ℏ. So
we gained factor (𝜇h)−𝟣 which is important only in the case of superstrong
magnetic field so we can skip this step for a very strong magnetic field.
4.5.3 Reduction: step 3
Note that the only part of new perturbation which is not necessarily O(h𝟤)
comes from
(︀
W𝟣(x𝟤, 𝜉𝟤)(x𝟣 − 𝜉𝟤)
)︀𝗐
and we can use the same approach as
before to eliminate it.
Actually we can continue further. We can keep power of ℏD𝟣 below
𝟤 replacing ℏ𝟤D𝟤𝟣 by −(x𝟣 − ℏ𝟤D𝟤)𝟤 + ℏz − 𝜇−𝟤W . We can eliminate ℏD𝟣
transforming by 𝖾𝗑𝗉(iℏ−𝟣ℒ𝗐) with ℒ = 𝜌(x𝟣−𝜉𝟤). Similarly, we can eliminate
xp𝟣 (x𝟣−𝜉𝟤)q with p ≥ q transforming by similar operator with each 𝜉𝟣 having
cofactor x𝟣. Therefore having x
n
𝟣 with n ≥ 𝟤 we can decompose it into
sum of terms of the type xp𝟣 (x𝟣 − ℏD𝟤)q(ℏD𝟤)n−p−q where either p ≥ q or
p = 𝟢, q = 𝟣 or p = 𝟢, q = 𝟢 and eliminate the first type by the method
we just discussed and the second one transforming by 𝖾𝗑𝗉(iℏ−𝟣ℒ𝗐) with
ℒ = ℒ(x𝟤, 𝜉𝟤). It eliminates all powers – including those we skipped before
as lesser than O(h𝟤).
Remark 4.16. (i) So in the end we arrive to the model operator. Sure W
is going to be perturbed by O(h𝟤) albeit it may be because of smallness of
𝜉𝟤; so actually we get in the end W𝖾ff(𝜉𝟤, x𝟤) = −(V /F )(𝜉𝟤, x𝟤) + O(𝜉𝟥𝟤 + h𝟤)
albeit this does not change it basic properties.
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(ii) Recall that in this subsection 𝜉𝟤 in contrast to the rest of section
corresponds to ℏD𝟤 rather than ℏD𝟤 and ℏ = ℏ𝟤.
Conjecture 4.17. W𝖾ff(𝜉𝟤, x𝟤) = −(V /F )(𝜉𝟤, x𝟤) + O(𝜉∞𝟤 + h𝟤) as 𝜉𝟤 < ℏ𝛿.
4.6 Final results
Thus we arrive to the final contribution of zone {𝜉𝟤 ≤ ℏ−𝛿} (or equivalently
{x𝟣 ≤ ℏ 𝟣𝟤−𝛿}) to the asymptotics:∑︁
n≥𝟢
(𝟤𝜋ℏ)−𝟣𝜇
∫︁∫︁
θ
(︀
𝜇h
(︀
𝜆*,n(𝜉𝟤)−z
)︀−W𝖾ff(ℏ𝜉𝟤, x𝟤))︀𝜓(𝜉𝟤ℏ−𝟣, x𝟤)𝜁(𝜉𝟤ℏ𝛿) dx𝟤d𝜉𝟤
where transformation of 𝜓 is obvious. After change of variables x𝟣 = ℏ𝜉𝟤∑︁
n≥𝟢
(𝟤𝜋h)−𝟣
∫︁∫︁
θ
(︀
𝜇h
(︀
𝜆*,n(x𝟣ℏ−𝟣)− z
)︀−W𝖾ff(x𝟣, x𝟤))︀𝜓(x)𝜁(x𝟣𝜀−𝟣) dx𝟣dx𝟤
with 𝜀 = ℏ𝟣−𝛿 and ℏ = (𝜇−𝟣h) 𝟣𝟤 . Here 𝜁 ∈ C∞𝟢 ([−𝟣, 𝟣]) equals 𝟣 on [−𝟣𝟤 , 𝟣𝟤 ].
On the other hand, the final contribution of zone {𝜉𝟤 ≥ ℏ−𝛿} (or equiva-
lently {x𝟣 ≥ ℏ 𝟣𝟤−𝛿}) to the asymptotics is∑︁
n≥𝟢
(𝟤𝜋h)−𝟣𝜇
∫︁∫︁
θ
(︀
𝜇h
(︀
𝟤n+𝟣)− z)︀−W𝖾ff(x𝟣, x𝟤))︀𝜓(x)(︀𝟣− 𝜁(x𝟣𝜀−𝟣))︀ dx𝟣dx𝟤
and the final answer is∑︁
n≥𝟢
(𝟤𝜋h)−𝟣𝜇
∫︁∫︁
θ
(︀
𝜇h
(︀
𝟤n + 𝟣)− z)︀−W𝖾ff(x𝟣, x𝟤))︀𝜓(x)dx𝟣dx𝟤+
∑︁
n≥𝟢
(𝟤𝜋h)−𝟣𝜇
∫︁∫︁ (︁
θ
(︀
𝜇h
(︀
𝜆*,n(x𝟣ℏ−𝟣)− z
)︀−W𝖾ff(x𝟣, x𝟤))︀−
θ
(︀
𝜇h
(︀
𝟤n + 𝟣− z)︀−W𝖾ff(x𝟣, x𝟤))︀)︁𝜓(x)𝜁(x𝟣𝜀−𝟣) dx𝟣dx𝟤.
where now obviously we can take 𝜀 = Cℏ| 𝗅𝗈𝗀 ℏ| and even 𝜀 = Cℏ as we are
in the spectral gap situation.
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This matches (3.17) with
(4.81) 𝒩𝖬𝖶*,𝖻𝗈𝗎𝗇𝖽 :=∑︁
n
(𝟤𝜋)−𝟣𝜇
∫︁∫︁ (︁
θ
(︀
𝜇h
(︀
𝜆*,n(x𝟣ℏ−𝟣)− z
)︀−W𝖾ff(x𝟣, x𝟤))︀−
θ
(︀
𝜇h
(︀
𝟤n + 𝟣− z)︀−W𝖾ff(x𝟣, x𝟤))︀)︁𝜓(x)𝜁(x𝟣𝜀−𝟣) dx𝟣dx𝟤.
Therefore we arrive to our final theorem
Theorem 4.18. Let 𝜓 ∈ C∞(X̄ ) be a fixed function with a compact support
contained in the small vicinity of 𝜕X and let conditions (2.60), (2.7) and
(2.41) be fulfilled there. Then
(i) 𝖱𝖬𝖶 with 𝒩𝖬𝖶𝖻𝗈𝗎𝗇𝖽 defined by (4.81) does not exceed C 𝗅𝗈𝗀 𝜇;
(ii) This estimate could be improved to O(𝟣) in each of the following cases:
(a) Assumption (2.8) is fulfilled;
(b) Assumption (4.9) and in case of Neumann boundary problem one of
conditions (4.16), (4.19)+ is fulfilled;
(c) Assumption (4.9) fails but there is Dirichlet boundary problem and both
conditions (2.41)− and (2.7)+ are fulfilled;
(d) Assumption (4.9) fails but there is Neumann boundary problem and
both conditions (2.41)+ and (2.7)− are fulfilled.
Remark 4.19. Here we redefined 𝒩𝖬𝖶*,𝖻𝗈𝗎𝗇𝖽 including in it in contrast to what
we used before (see f.e. theorem 2.6) W (x𝟣, x𝟤) rather than W (𝟢, x𝟤).
We leave to the reader to prove that replacingW (x𝟣, x𝟤) byW (𝟢, x𝟤) leads
to an error O(𝟣) under condition (4.8) and O(ℏ− 𝟣𝟤 | 𝗅𝗈𝗀 ℏ|L) under condition
(2.41).
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5 Generalizations
5.1 Robin boundary value problem
Consider boundary condition
(5.1)
(︀
i
∑︁
j ,k
𝜈jg
jkPk − 𝛼
)︀
u
⃒⃒
𝜕X
= 𝟢
with real-valued 𝛼 = 𝛼(x) ≥ 𝟢 where 𝜈 = (𝜈𝟣, ... , 𝜈d) is an inner normal.
As 𝛼 = 𝟢 we get Neumann boundary condition and in a formal limit
𝛼→ +∞ we get Dirichlet boundary condition.
Weak magnetic field Obviously arguments of section 2 remain valid.
Recall that in that section we have not distinguished between Dirichlet and
Neumann boundary conditions.
Strong magnetic field Obviously arguments of section 3 remain valid.
Further, under assumption 𝛼 ≥ 𝜖𝟢 propagation theorem 3.15 remains valid;
really then boundary problem satisfies Lopatinski condition. Therefore
under this assumption one can derive the same remainder estimates as under
Dirichlet boundary condition.
Very strong and superstrong magnetic field On the contrary, in this
case we are practically in frames of Neumann boundary condition: see
remark 6.8.
5.2 Boundary meets degeneration of V
The following problem seems to be rather easy and straightforward:
Problem 5.1. Get rid off condition (2.12) V ≤ −𝜖 as 𝜇h ≤ 𝟣 (we have not
imposed this condition as 𝜇h ≥ 𝟣).
One should apply rescaling method and follow arguments of subsec-
tion 13.7.1 [Ivr2].
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5.3 Domains with corners
The following problem is far more interesting and challenging and I strongly
believe that the detailed analysis merits a publication:
Problem 5.2. Consider domains with corners ̸= 𝟢, 𝜋, 𝟤𝜋 assuming that coeffi-
cients belong to C∞(X ), all other assumptions are fulfilled and in the corners
non-degeneracy condition |∇𝜕XW | ≍ 𝟣 holds for each of two directions along
𝜕X .
Without any loss of the generality one can assume that locally either
X = {x𝟣 > 𝟢, x𝟤 > 𝟢} or X = ℝ𝟤 ∖ {x𝟣 < 𝟢, x𝟤 < 𝟢}. Then non-degeneracy
condition means that
(5.2) |Wx𝟣| ≍ 𝟣, |Wx𝟤| ≍ 𝟣.
We also assume that (2.12) is fulfilled.
5.3.1 Weak magnetic field case
One can use rescaling method with ℓ = 𝜖|x | as long as h𝖾ff = hℓ−𝟣 ≤ 𝟣,
𝜇𝖾ff = 𝜇ℓ ≥ 𝟣. In the inner zone 𝒳𝗂𝗇𝗇 (defined exactly as before) magnetic
drift is the only way to break periodicity and one can see easily that (3.21)
should be replaced by
(5.3) T* := h𝟣−𝛿ℓ−𝟣
Then we are in frames of the weak magnetic field approach as long as
(5.4) ℓ ≥ ℓ̄ := 𝗆𝖺𝗑(C𝜇−𝟣,𝜇h𝟣−𝛿).
Obviously we can take T * = 𝜖𝜇𝛾 with 𝛾 := 𝗆𝗂𝗇(|x𝟣|, |x𝟤|). To increase it
consider dynamics on Figure 9.
Selecting a proper direction (away from the nearest boundary) we can
take there T * = 𝜖𝜇ℓ and the contribution of 𝒳𝗂𝗇𝗇 intersected with ℓ-element to
the remainder does not exceed Ch−𝟣ℓ𝟤× (𝜇ℓ)−𝟣 ≍ C𝜇−𝟣h−𝟣ℓ and summation
over all inner zone returns O(𝜇−𝟣h−𝟣).
Meanwhile contribution of ℓ-element intersected with the boundary zone
𝒳𝖻𝗈𝗎𝗇𝖽 and transitional zone 𝒳𝗍𝗋𝖺𝗇𝗌 does not exceed C𝜇−𝟣h−𝟣ℓ×ℓ−𝟣 as T * = 𝜖ℓ
here; then summation with respect to these zones returns O(𝜇−𝟣h−𝟣| 𝗅𝗈𝗀 h|).
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(a)Wx𝟣 > 𝟢,Wx𝟤 > 𝟢 (b) Wx𝟣 > 𝟢,Wx𝟤 < 𝟢 (c) Wx𝟣 < 𝟢,Wx𝟤 > 𝟢 (d) Wx𝟣 < 𝟢,Wx𝟤 < 𝟢
(e) Wx𝟣 < 𝟢,Wx𝟤 < 𝟢 (f) Wx𝟣 > 𝟢,Wx𝟤 > 𝟢 (g) Wx𝟣 < 𝟢,Wx𝟤 > 𝟢 (h) Wx𝟣 > 𝟢,Wx𝟤 < 𝟢
Figure 9: Dynamics in the corner with angle < 𝜋 (a)-(d) and > 𝜋 (e)-(h).
Bold lines show hop movement and thin lines show drift movement which is
along level lines of W . Consistent with Figure 3.
One can get rid off logarithm noting that one can upgrade T * to T * =
𝗆𝗂𝗇(v−𝟣ℓ, 𝟣) as we are trying to move away from the corner; recall that in
the transitional zone 𝒳𝗍𝗋𝖺𝗇𝗌 speed in the opposite direction may be at most
v := C (𝜇h)
𝟣
𝟥h−𝛿 + C𝜇−𝟣 due to analysis of section 5.3[Ivr2] and 𝜇ℓ ≥ 𝟣.
Further, in the transitional zone we have an extra factor C (𝜇h)
𝟤
𝟥h−𝛿 due to
analysis of section 5.2 [Ivr2].
We are left with the corner zone 𝒳𝖼𝗈𝗋𝗇𝖾𝗋 := {x : ℓ(x) ≤ ℓ̄} and in virtue
of simple rescaling x ↦→ 𝜇x , 𝜇 ↦→ 𝟣 and h ↦→ 𝜇h ≤ 𝟣 we can estimate its
contribution to the remainder by
(5.5) C𝜇h−𝟣ℓ̄𝟤 = C𝜇−𝟣h−𝟣
(︀
𝟣 + 𝜇𝟦h𝟤−𝛿
)︀
;
So, the total remainder estimate is also given by (5.5) which is O(𝜇−𝟣h−𝟣)
for
(5.6) 𝜇 ≤ h𝛿− 𝟣𝟤 .
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5.3.2 Strong magnetic field case
To improve estimate (5.5) (our ultimate goal is O(𝜇−𝟣h−𝟣) as usual) as (5.6)
breaks one needs to invoke arguments of sections 2 and 3 and take into
account dynamics near the corner (see Figure 9) in the same way we took
into account dynamics near critical point of W |𝜕X (see Figure 4) before.
Tauberian remainder estimate. As we mentioned in 𝒳𝗂𝗇𝗇 one can take
T * ≍ 𝜇ℓ and T* = h𝟣−𝛿ℓ−𝟣. Therefore contribution of ℓ-element intersected
with 𝒳𝗂𝗇𝗇 to the Tauberian remainder does not exceed
(5.7) Ch−𝟣ℓ𝟤
(︀
𝟣 + 𝜇T*
)︀
T *−𝟣 ≍ C𝜇−𝟣h−𝟣(︀ℓ+ 𝜇h)︀
where due to arguments of section 2 here and below in the estimates we can
take 𝛿 = 𝟢 in the definition of T*. Then summation over 𝒳𝗂𝗇𝗇 ∩{x , ℓ(x) ≥ ℓ̄}
results in O
(︀
𝜇−𝟣h−𝟣 + | 𝗅𝗈𝗀 h|)︀. Moreover, in cases (b),(c), (e)–(h) one can
take T * ≍ 𝜇 and the result will be O(𝜇−𝟣h−𝟣).
The weak magnetic field arguments remain valid in 𝒳𝖻𝗈𝗎𝗇𝖽 and its contri-
bution to the Tauberian remainder is O(𝜇−𝟣h−𝟣).
Meanwhile exactly as in section 2 contribution of ℓ-element intersected
with 𝒳𝗍𝗋𝖺𝗇𝗌 to the Tauberian remainder does not exceed
C𝜇−𝟣(𝜇h)
𝟤
𝟥h−𝟣−𝛿ℓ× (︀𝟣 + 𝜇h
ℓ
)︀× (︀𝟣 + v
ℓ
)︀
as T * ≍ 𝗆𝗂𝗇(𝟣, v−𝟣ℓ) where v is the propagation speed in the direction
opposite to the hops and (𝜇h)
𝟤
𝟥h−𝛿 is the width of 𝒳𝗍𝗋𝖺𝗇𝗌; then the total
contribution of 𝒳𝗍𝗋𝖺𝗇𝗌 ∩ {x , ℓ(x) ≥ ℓ̄} does not exceed
C𝜇−𝟣(𝜇h)
𝟤
𝟥h−𝟣−𝛿
(︀
𝟣 + 𝜇h + v + 𝜇hv ℓ̄−𝟣
)︀
;
meanwhile the contribution of 𝒳𝗍𝗋𝖺𝗇𝗌 ∩ {x ,Cℏ ≤ ℓ ≤ ℓ̄} does not exceed
C (𝜇h)
𝟤
𝟥h−𝟣−𝛿 ℓ̄ as we take T * ≍ 𝜇−𝟣 here where here and below
(5.8) ℏ := 𝗆𝖺𝗑(𝜇−𝟣, h𝟣−𝛿).
Let us find ℓ̄ from T * = T* but keep it greater than ℏ i.e.
(5.9) ℓ̄ = C 𝗆𝖺𝗑
(︀
ℏ, (vh)
𝟣
𝟤
)︀
;
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so the total contribution of 𝒳𝗍𝗋𝖺𝗇𝗌 ∩ {x , ℓ(x) ≥ ℏ} does not exceed
C𝜇−𝟣h−𝟣 + Ch−𝛿 + Ch−𝟣(𝜇h)
𝟤
𝟥 (vh)
𝟣
𝟤h−𝛿.
Plugging v = (𝜇h)
𝟣
𝟥h−𝛿 we arrive to
(5.10) C𝜇−𝟣h−𝟣 + Ch−𝛿 + Ch−
𝟣
𝟤
−𝛿(𝜇h)
𝟧
𝟨
where the last term is not greater than the first two as 𝜇 ≤ h− 𝟪𝟣𝟣 .
On the other hand, under Dirichlet boundary condition18) we can take
v = 𝜇−𝟣 but then 𝜇ℓ ≥ 𝟣 and we can take T * = 𝟣 and we arrive to
O(𝜇−𝟣h−𝟣 + h−𝛿).
Remark 5.3. As it takes time (𝜇h)
𝟤
𝟥h−𝛿 to punch through 𝒳𝗍𝗋𝖺𝗇𝗌 and shift
with respect to x𝟤 will be v(𝜇h)
𝟤
𝟥h−𝛿 we can improve T * as v(𝜇h)
𝟤
𝟥h−𝛿 ≤ ℓ
which is not needed in the case of the Dirichlet18) problem and does not
help in the case of the Neumann problem.
We are left with 𝒳𝖼𝗈𝗋𝗇𝖾𝗋 but its contribution does not exceed C𝜇h−𝟣ℓ̄𝟤 =
Ch−𝛿.
Therefore remainder estimate is given by (5.10); if on the both sides of
the corner Dirichlet18) 19) is given remainder estimate is O(𝜇−𝟣h−𝟣 + h−𝛿).
Magnetic Weyl remainder estimate. Transition from Tauberian to
magnetic Weyl formula is obvious in 𝒳𝗂𝗇𝗇. To run successive approximations
one needs to assume that
(5.11) (𝜇−𝟣 + vT*)T* ≤ h𝟣+𝛿.
This is definitely the case in 𝒳𝖻𝗈𝗎𝗇𝖽 and we need to consider 𝒳𝗍𝗋𝖺𝗇𝗌 only.
Plugging T* = hℓ−𝟣 we arrive to ℓ ≥ ℓ̄𝟣 with ℓ̄𝟣 defined by
(5.12) ℓ̄𝟣 = C 𝗆𝖺𝗑
(︀
𝜇−𝟣h−𝛿, (vh)
𝟣
𝟤
)︀
which brings no extra terms in comparison with the Tauberian remainder.
So in contrast to section 3 transition from Tauberian to magnetic Weyl
formula does not increase an error.
18) And Robin boundary condition with 𝛼 ≥ 𝜖.
19) We can obviously mix conditions.
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5.3.3 Very strong magnetic field case
We need also to consider case of very strong magnetic field case h𝛿−𝟣 ≤
𝜇 ≤ 𝜖h−𝟣 under Dirichlet and improve remainder estimate O(h−𝛿) we got
here. In this case analysis follows basically from the same arguments
as in subsection 3.1. Then in formula (5.7) one should replace (𝜇h)
𝟤
𝟥h−𝛿
by 𝟣 resulting in the remainder estimate O(𝜇−𝟣h−𝟣 + | 𝗅𝗈𝗀 𝜇|K ). In this
approach actually corner zone becomes 𝒳𝖼𝗈𝗋𝗇𝖾𝗋 = {x , ℓ(x) ≤ ℓ̄} with ℓ̄ =
C𝜇−𝟣 + Ch| 𝗅𝗈𝗀 h|K/𝟤) or even ℓ̄ = C𝜇−𝟣.
Problem 5.4. (i) Investigate very strong magnetic field case under Dirich-
let18) and recover remainder estimate O(𝜇−𝟣h−𝟣 + | 𝗅𝗈𝗀 𝜇|K );
(ii) Improve it under Dirichlet boundary condition to O(𝜇−𝟣h−𝟣); is it
possible?
(iii) Could be it done under Robin boundary condition?
5.3.4 Superstrong magnetic field case
The similar arguments should work in the superstrong magnetic field case
𝜇 ≥ 𝜖h−𝟣 albeit we need to take ℓ̄ = 𝜇− 𝟣𝟤+𝛿h 𝟣𝟤 , ℓ̄ = 𝜇− 𝟣𝟤h 𝟣𝟤 | 𝗅𝗈𝗀 𝜇|K/𝟤 and
ℓ̄ = C𝜇−
𝟣
𝟤h
𝟣
𝟤 to recover remainder estimates O(𝜇𝛿), O(| 𝗅𝗈𝗀 𝜇|K ) and O(𝟣)
respectively and we arrive to
Problem 5.5. (i) Investigate very strong magnetic field case under Dirich-
let18) and recover remainder estimate O(𝜇𝛿);
(ii) Improve it under Dirichlet boundary condition to O(𝜇−𝟣h−𝟣 + | 𝗅𝗈𝗀 𝜇|K )
and even to O(𝜇−𝟣h−𝟣); is it possible?
(iii) Could be it done under Robin boundary condition?
5.4 Boundary meets field degeneration of F
5.4.1 Set-up
Even more challenging (and in my opinion worth both publication and
degree) seems to be a problem
Problem 5.6. Get rid off condition |F | ≥ 𝜖.
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Our goal (not necessary achievable in all cases) is to derive asymptotics as
sharp as if there was no boundary. We will assume that F ≍ 𝛾(x)𝜈−𝟣 where
𝛾 ∈ C∞, 𝛾(x) = 𝟢 =⇒ |∇𝛾(x)| ≍ 𝟣, x ∈ 𝜕X , 𝛾(x) = 𝟢 =⇒ |∇𝜕X𝛾(x)| ≍ 𝟣,
V < 𝟢.
Then we will have X𝗋𝖾𝗀 = {x : |𝛾(x)| ≥ 𝛾 := C𝜇−𝟣/𝜈} in the case of
𝜇 ≤ 𝜖h−𝜈 and degeneration zone X𝖽𝖾𝗀 = {|𝛾(x)| ≤ 𝛾} and then we will have
also four subzones:
X𝗋𝖾𝗀,𝗂𝗇𝗇 = {x : 𝛾(x) ≥ 𝛾, ℓ(x) := 𝖽𝗂𝗌𝗍(x , 𝜕X ) ≥ C𝜇−𝟣𝛾(x)𝟣−𝜈},(5.13)
X𝗋𝖾𝗀,𝖻𝗈𝗎𝗇𝖽 = {x : 𝛾(x) ≥ 𝛾, ℓ(x) ≤ C𝜇−𝟣𝛾(x)𝟣−𝜈},(5.14)
X𝖽𝖾𝗀,𝗂𝗇𝗇 = {x : 𝛾(x) ≤ 𝛾, ℓ(x) ≥ C𝜇−𝟣𝛾𝟣−𝜈 = C𝛾},(5.15)
X𝖼𝗈𝗋𝗇𝖾𝗋 = {x : 𝛾(x) ≤ 𝛾, ℓ(x) ≤ C𝛾}(5.16)
as on Figure 10(a) and each zone should be analyzed separately.
Remark 5.7. (i) Actually we need slightly increase 𝛾 as 𝜇 is close to h−𝜈
and we need increase “slightly” the threshold for ℓ(x) as 𝛾(x) is close to
(𝜇h)−𝟣/(𝜈−𝟣) for 𝜇 ≥ h𝛿−𝟣.
(ii) When we consider modified Schro¨dinger operators with 𝜇h ≥ 𝟣 so
that domain {x , 𝛾(x) ≥ C (𝜇h)−𝟣/(𝜈−𝟣)} is no more forbidden, according
to section 4 we need to change threshold for ℓ(x) to “slightly more” than
𝜇−𝟣/𝟤h𝟣/𝟤𝛾(x)(𝟣−𝜈)/𝟤.
(iii) When we consider modified Schro¨dinger operators with 𝜇h𝜈 ≥ 𝟣 accord-
ing to section 14.8 [Ivr2] we need to change threshold for 𝛾 to “slightly more”
than 𝜇−𝟣/𝟤𝜈h𝟣/𝟤.
Without any loss of the generality one can assume that X = {x𝟣 > 𝟢}
and 𝝨 = {x𝟤 = 𝟢} and F𝟣𝟤 < 𝟢 as x𝟤 > 𝟢. Then hops here are to the left (x𝟤
decays) and drift down (x𝟣 decays) because 𝜕x𝟤(−V )/F𝟣𝟤 > 𝟢.
Consider x𝟤 < 𝟢; note that F𝟣𝟤𝟢 changes sign and 𝜕x𝟤(−V )/F𝟣𝟤 does not if
𝜈 is even and then hops are to the right and drift is down there (Figure 10(b)).
On the other hand, F𝟣𝟤𝟢 does not change sign and 𝜕x𝟤(−V )/F𝟣𝟤 changes if 𝜈
is odd and then hops are to the left and drift is up there (Figure 10(c)).
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(a) (b) 𝜈 is even (c) 𝜈 is odd
Figure 10: Zones (boundary zone is gray, degeneration zone is dotted)
and dynamics near degeneration line of F (dashed). As V < 𝟢 we consider
F ≍ 𝛾𝜈−𝟣 with smooth 𝛾 such that |∇𝛾| ≍ 𝟣. Consistent with Figure 3.
5.4.2 Weak magnetic field case
Using methods of the previous chapter and considering time direction in
which drift up ne can prove easily that contribution of X𝗋𝖾𝗀,𝗂𝗇𝗇 to the remainder
is O(𝜇−𝟣/𝜈h−𝟣) at least as 𝜇 ≤ h𝛿−𝜈 .
Furthermore, using the methods of this chapter and and considering
time direction in which hops away from 𝝨 (and drift up) one can prove
easily that contribution of X𝗋𝖾𝗀,𝖻𝗈𝗎𝗇𝖽 to the remainder is O(𝜇
−𝟣/𝜈h−𝟣 at least
as 𝜇 ≤ h𝛿−𝜈 .
Consider zone X𝖽𝖾𝗀,𝗂𝗇𝗇. Then analysis of the previous chapter gives
us remainder estimate O
(︀
𝜇−𝟣/𝜈h−𝟣 + (𝜇𝟣/𝜈h)𝟣/𝟤h−𝟣
)︀
. Recall that the last
term is responsible for the correction which would come from near-periodic
trajectories if W = 𝖼𝗈𝗇𝗌𝗍. Now it is time to use the last non-degeneracy
condition
(5.17) |∇𝝨W | ≍ 𝟣.
where V * andW = −V *|𝝨 are introduced by formulae (14.2.28) and (14.2.29)
[Ivr2]. Then using a canonical form of the previous chapter near 𝝨 (and
thus ignoring presence of the boundary) and considering evolution of 𝜉𝟤 one
can take T* = h𝟣−𝛿ℓ−𝟣 with ℓ ≍ |x𝟣| (and this takes in account the presence
of 𝜕X ).
As T* ≤ 𝜖𝜇−𝟣/𝜈 one can then ignore all periodicity, which proves that
the contribution of zone X𝖽𝖾𝗀 ∩ {x𝟣 ≥ ℓ̄} to the remainder is O(𝜇−𝟣/𝜈h−𝟣);
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meanwhile, the contribution of zone X𝖽𝖾𝗀,𝗂𝗇𝗇 ∩ {x𝟣 ≤ ℓ̄} to the remainder
is O
(︀
𝜇−𝟣/𝜈h−𝟣 + (𝜇𝟣/𝜈h)𝟣/𝟤h−𝟣ℓ̄
)︀
with ℓ̄ = C 𝗆𝖺𝗑(𝜇𝟣/𝜈h𝟣−𝛿,𝜇−𝟣/𝜈). By our
standard technique we can actually make 𝛿 = 𝟢 in the estimate and then we
arrive to the remainder estimate O
(︀
𝜇−𝟣/𝜈h−𝟣+(𝜇𝟣/𝜈h)𝟥/𝟤h−𝟣
)︀
. In particular,
remainder estimate is O(𝜇−𝟣/𝜈h−𝟣) as 𝜇 ≤ h−𝟥𝜈/𝟧.
5.4.3 Strong magnetic field case
Here comes the difficult part:
Problem 5.8. (i) In frames of condition (5.3) prove that if
(5.18) |𝜉𝟤 − 𝜂*ℏW 𝟣/𝟤| ≤ 𝜌 ≤ ℓ𝟣/𝟤, with 𝜌ℓ ≥ h
then one can take T* ≍ hℓ−𝟣 and T * ≍ 𝟣 and then contribution of such
element to the Tauberian remainder does not exceed
(5.19) C𝜇−𝟣/𝜈𝜌ℓh−𝟣
(︀
𝟣 + 𝜇𝟣/𝜈T*
)︀
T *,−𝟣 ≍ C𝜇−𝟣/𝜈h−𝟣𝜌ℓ(︀𝟣 + 𝜇𝟣/𝜈hℓ−𝟣)︀
and therefore the total contribution to the Tauberian remainder of elements
of this type with ℓ ≥ 𝗆𝖺𝗑(h𝟤/𝟥,𝜇−𝟣/𝜈) is O(𝜇−𝟣/𝜈h−𝟣).;
(ii) Prove that if
(5.20) |𝜉𝟤 − 𝜂*ℏW 𝟣/𝟤| ≍ 𝜌 ≥ ℓ𝟣/𝟤, with 𝜌ℓ ≥ h
then one can take T* ≍ h𝜌−𝟤 and T * ≍ 𝜌 and then contribution of such
element to the Tauberian remainder does not exceed
(5.21) C𝜇−𝟣/𝜈𝜌ℓh−𝟣
(︀
𝟣 + 𝜇𝟣/𝜈T*
)︀
T *,−𝟣 ≍ C𝜇−𝟣/𝜈h−𝟣𝜌ℓ(︀𝟣 + 𝜇𝟣/𝜈h𝜌−𝟤)︀𝜌−𝟣
and therefore the total contribution to the Tauberian remainder of elements
of this type with 𝜌 ≥ 𝗆𝖺𝗑(h𝟣/𝟥,𝜇−𝟣/𝟤𝜈) is O(𝜇−𝟣/𝜈h−𝟣 + | 𝗅𝗈𝗀 𝜇|);
(iii) Provide the same estimate for contribution of the remaining small
zone {𝜌 ≤ 𝗆𝖺𝗑(h𝟣/𝟥,𝜇−𝟣/𝟤𝜈), C𝜇−𝟣/𝜈 ≤ ℓ ≤ h𝟤/𝟥, 𝜌ℓ ≤ h}; combining with
estimate for X𝖼𝗈𝗋𝗇𝖾𝗋 we arrive to the same estimate O(𝜇
−𝟣/𝜈h−𝟣 + h−𝛿);
(iv) Improve this estimate to O(𝜇−𝟣/𝜈h−𝟣 + 𝟣);
Also looks challenging the next step:
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Problem 5.9. Pass from asymptotics with the Tauberian principal part to a
more explicit ones.
There should be usual Magnetic Weyl term, a term associated with the
boundary and a term associated with degeneration albeit we do not expect
any mixed boundary-degeneration term.
5.4.4 Superstrong and hyperstrong magnetic field
cases
In the same way one needs to consider modified Schro¨dinger operator (with
z𝜇hF# subtracted where F# is “F but without absolute value”) and taking
into account remark 5.7 follow the same path:
Problem 5.10. Derive spectral asymptotics for the modified Schro¨dinger
operator:
(i) Consider the case of superstrong magnetic field: 𝜖h−𝟣 ≤ 𝜇 ≤ 𝜖h−𝜈 ;
(ii) Consider the case of hyperstrong magnetic field: 𝜇 ≥ 𝜖h−𝜈 .
6 Appendices: eigenvalues of L(𝜂)
6.A Basic properties
Recall that 𝜆𝖣,n(𝜂) and 𝜆𝖭,n(𝜂) n = 𝟢, 𝟣, ... are eigenvalues of
20)
(6.1) L(𝜂) = −𝜕𝟤x + (x + 𝜂)𝟤
on ℝ− with Dirichlet and Neumann boundary condition respectively at 𝟢,
un(x) = 𝜐n(x + 𝜂, 𝜂) are (real-valued) eigenfunctions such that ‖𝜐n‖ = 𝟣.
Proposition 6.1. 𝜆𝖣,n(𝜂) and 𝜆𝖭,n(𝜂), n = 𝟢, 𝟣, 𝟤, ... are real analytic func-
tions with the following properties:
(i) 𝜆𝖣,n(𝜂) are monotone decreasing for 𝜂 ∈ ℝ; 𝜆𝖣,n(𝜂)↗ +∞ as 𝜂 → −∞;
𝜆𝖣,n(𝜂)↘ (𝟤n + 𝟣) as 𝜂 → +∞; 𝜆𝖣,n(𝟢) = (𝟦n + 𝟥);
20) Obviously, transformation x ↦→ −x reduces (1.26) to this one.
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(ii) 𝜆𝖭,n(𝜂) are monotone decreasing for 𝜂 ∈ ℝ−; 𝜆𝖭,n(𝜂)↗ +∞ as 𝜂 → −∞;
𝜆𝖭,n(𝜂) < (𝟤n + 𝟣) as 𝜂 ≥ (𝟤n + 𝟣) 𝟣𝟤 ; 𝜆𝖭,n(𝟢) = (𝟦n + 𝟣);
(iii) 𝜆𝖭,n(𝜂) < 𝜆𝖣,n(𝜂) < 𝜆𝖭,(n+𝟣)(𝜂); 𝜆𝖣,n(𝜂) > (𝟤n+𝟣), 𝜆𝖭,n(𝜂) > (𝟤n−𝟣)+.
Proof. Note that 𝜆𝖣,n(𝜂) and 𝜆𝖭,n(𝜂) are obtained by variational procedure
from quadratic forms
(6.2) Q−(u) =
∫︁
x<𝟢
(︁
|𝜕xu|𝟤 + (x + 𝜂)𝟤|u|𝟤
)︁
dx , Q−𝟢 (u) =
∫︁
x<𝟢
|u|𝟤 dx
respectively with Dirichlet or no boundary conditions at x = 𝟢. Alternatively
we can consider
(6.3) Q−(u) =
∫︁
x<𝜂
(︁
|𝜕xu|𝟤 + x𝟤|u|𝟤
)︁
dx , Q−𝟢 (u) =
∫︁
x<𝜂
|u|𝟤 dx
respectively with Dirichlet or no boundary conditions at x = 𝜂 and we will
shift notations between these two.
We know eigenvalues ?̄?n = (𝟤n+𝟣) and eigenfunctions of this operator on
ℝ (i.e. as 𝜂 = −∞). Further, we know that eigenvalues of L𝖣(𝟢) and L𝖭(𝟢)
are (𝟤m + 𝟣) respectively with odd and even m we arrive to all assertions in
(i), and to all assertions in (ii) except the third one.
Consider 𝜐k(x) which are eigenfunctions of harmonic oscillator on ℝ,
k = 𝟢, ... , n. As u belongs to their span
Q−(u) = Q(u)− Q+(u) ≤ (𝟤n + 𝟣)Q𝟢(u)− Q+(u) =
(𝟤n + 𝟣)Q−𝟢 (u) + (𝟤n + 𝟣)Q
+
𝟢 (u)− Q+(u)
where Q, Q𝟢 denote the same forms on ℝ and Q+, Q+𝟢 on {x > 𝜂}.
Let 𝜂 ≥ (𝟤n + 𝟣) 𝟣𝟤 . Obviously (𝟤n + 𝟣)Q+𝟢 (u) < Q+(u) and therefore
Q−(u) < (𝟤n + 𝟣)Q−𝟢 (u) for u belonging to some (n + 𝟣)-dimensional space;
then 𝜆𝖭,n(𝜂) < (𝟤n + 𝟣).
In (iii) one needs only to prove that 𝜆𝖣,n(𝜂) < 𝜆𝖭,(n+𝟣)(𝜂). However in
(n + 𝟤) dimensional span of 𝜐𝖭,𝟢(x), ... , 𝜐𝖭,(n+𝟣)(x), functions vanishing at
x = 𝜂 form (n + 𝟣) dimensional subspace on which Q−(u) < 𝜆𝖭,(n+𝟣)Q−𝟢 (u)
(strict inequality is due to the fact that only on v = 𝜐𝖭,(n+𝟣)(x) equality can
be reached and this function does not belong to the subspace in question
(as then v(𝜂) = 𝜕v(𝜂) = 𝟢 which is impossible).
So far we have not proved that 𝜆𝖭,n(𝜂)→ (𝟤n + 𝟣) as 𝜂 → +∞; it will
be done later.
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6.B More properties
We follow M. Dauge–B. Helffer [DH] here.
Consider equation on x < 𝟢
(6.4)
(︀
L(𝜂)− 𝜆n(𝜂)
)︀
un = 𝟢.
Differentiating by 𝜂 and multiplying by un we arrive to
(6.5) 𝜕𝜂𝜆n(𝜂) = ((𝜕𝜂L(𝜂))un, un) = 𝟤((x + 𝜂)un, un) =
([𝜕x , (x + 𝜂)
𝟤]un, un) = 𝟤((x + 𝜂)
𝟤un, 𝜕xun) + 𝜂
𝟤|un(𝟢)|𝟤 =
𝟤(L(𝜂)un, 𝜕xun) + (𝜕
𝟤
xun, 𝜕xun) + 𝜂
𝟤|un(𝟢)|𝟤 =(︀
𝜂𝟤 − 𝜆n(𝜂)
)︀|un(𝟢)|𝟤 − |𝜕xun(𝟢)|𝟤.
In particular,
𝜕𝜂𝜆𝖣,n(𝜂) = −|𝜕x𝜐𝖣,n(𝜂)|𝟤(6.6)𝖣
and
𝜕𝜂𝜆𝖭,n(𝜂) =
(︀
𝜂𝟤 − 𝜆𝖭,n(𝜂)
)︀|𝜐𝖭,n(𝜂)|𝟤.(6.6)𝖭
We refer to them as Dauge-Helffer formulae [DH].
We conclude immediately that
Proposition 6.2. (i) 𝜕𝜂𝜆𝖣,n(𝜂) < 𝟢;
(ii) 𝜕𝜂𝜆𝖭,n(𝜂) ⪌ 𝟢 if and only if
(6.7) 𝜆𝖭,n(𝜂) ⪋ 𝜂𝟤.
Differentiating (6.6)𝖭 we arrive to
(6.8) 𝜕𝟤𝜂𝜆𝖭,n(𝜂) =(︀
𝟤𝜂 − 𝜕𝜂𝜆𝖭,n(𝜂)
)︀|𝜐𝖭,n(𝜂)|𝟤 + 𝟤(︀𝜂𝟤 − 𝜆𝖭,n(𝜂))︀𝜕𝜂𝜐𝖭,n(𝜂) · 𝜐𝖭,n(𝜂).
Therefore as 𝜕𝜂𝜆𝖭,n(𝜂) = 𝟢 in virtue of proposition 6.1
(6.9) 𝜕𝟤𝜂𝜆𝖭,n(𝜂) = 𝟤𝜂|𝜐𝖭,n(𝜂)|𝟤
and therefore it is non-degenerate minimum. So,
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Proposition 6.3. (i) 𝜆𝖭,n(𝜂) has a single stationary point
21) 𝜂n, it is non-
degenerate minimum, and in this point (6.7), (6.9) hold.
(ii) In particular, (𝜆𝖭,n(𝜂)− 𝜂𝟤) has the same sign as (𝜂n − 𝜂).
Therefore 𝜆𝖭,n+𝟣(𝜂n)− 𝜂𝟤n > 𝜆𝖭,n(𝜂n)− 𝜂𝟤n = 𝟢 implies that
(6.10) 𝜂n+𝟣 > 𝜂n.
6.C Estimates of 𝜆*,n(𝜂) as 𝜂 → +∞
So we must investigate properties of 𝜆n(𝜂) as 𝜂 → +∞. We know that then
𝜆𝖣,n(𝜂) ≥ (𝟤n + 𝟣) ≥ 𝜆𝖭,n(𝜂) and 𝜆𝖣,n(𝜂) tends to (𝟤n + 𝟣).
Consider 𝜐j(x). Note that
(6.11)
∫︁ +∞
𝜂
𝜐j(x)𝜐k(x) dx = O
(︀
𝜂j+k−𝟣e−𝜂
𝟤)︀
(non-uniformly with respect to j , k) and as j = k this is an exact magnitude.
Therefore
(6.12) (𝜐j , 𝜐k) = δjk + O
(︀
𝜂j+k−𝟣e−𝜂
𝟤)︀
as our space is L 𝟤((−∞, 𝜂)).
Consider bilinear form
Q−(u, v) =
∫︁ 𝜂
−∞
(︀
u′v ′ + x𝟤uv
)︀
dx
(where ′ means 𝜕x). One can rewrite it as
Q−(u, v) =
∫︁ 𝜂
−∞
(︀−u′′ + x𝟤u)︀v dx + u′(𝜂)v(𝜂).
Then
Q−(𝜐j , 𝜐k) = (𝟤j + 𝟣)(𝜐j , 𝜐k) + 𝜐′j(𝜂)𝜐k(𝜂).
21) And it must have one due to proposition 6.1.
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Thus if we consider u =
∑︀
k≤n 𝛼k𝜐k with 𝛼k ∈ ℝ such that
∑︀
k≤n 𝛼
𝟤
k ≍ 𝟣
then
Q−(u)− (𝟤n + 𝟣)Q−𝟢 (u) =
∑︁
k≤n
𝟤(k − n)𝛼𝟤k + O
(︀
e−𝜂
𝟤
𝜂n+k+𝟣
)︀
and this expression is negative provided 𝛼𝟤k ≥ e−𝜂𝟤𝜂n+k+𝟣 for some k < n;
otherwise we can assume that 𝛼n = 𝟣 and
Q−(u)− (𝟤n + 𝟣)Q−𝟢 (u) ≡
∑︁
k≤n
(︀
Q−(𝜐k)− (𝟤n + 𝟣)Q−𝟢 (𝜐k)
)︀
𝛼𝟤k ≤(︀
Q−(𝜐n)− (𝟤n + 𝟣)Q−𝟢 (𝜐n)
)︀ ≡ 𝜐′n(𝜂)𝜐n(𝜂) 𝗆𝗈𝖽 O(︀e− 𝟧𝟦𝜂𝟤)︀
and we know that 𝜐′n(𝜂)𝜐n(𝜂) is negative and of magnitude 𝜂
𝟤n+𝟣e−𝜂
𝟤
as
𝜂 ≥ cn and therefore due to variational principle
𝜆𝖭,n(𝜂) ≤ (𝟤n + 𝟣)− 𝜖𝜂𝟤n+𝟣e−𝜂𝟤 as 𝜂 ≥ cn.
Meanwhile let us replace 𝜐k(x) by 𝜐k(x) = 𝜐n(x)+𝜑k , 𝜑k = −𝜐k(𝜂)e𝜂x−𝜂𝟤
satisfying Dirichlet conditions as x = 𝜂. All the above conclusions except
calculations of Q(𝜐n) remain true for these functions as well and for them
Q−(𝜐n)− (𝟤n + 𝟣)Q−𝟢 (𝜐n) =
𝜐′n(𝜂)𝜐n(𝜂) + 𝟤𝜐
′
n(𝜂)𝜑n(𝜂) + Q
−(𝜑n)− (𝟤n + 𝟣)Q−𝟢 (𝜑n) =
− 𝜐′n(𝜂)𝜐n(𝜂) + 𝜐𝟤n(𝜂)
(︀
𝜂 + O(𝜂−𝟣)
)︀ ≍ 𝜂𝟤n+𝟣e−𝜂𝟤
and therefore
𝜆𝖣,n(𝜂) ≤ (𝟤n + 𝟣) + Cn𝜂𝟤n+𝟣e−𝜂𝟤 as 𝜂 ≥ cn.
On the other hand, consider C ∋ u supported in (−∞, 𝜂] and orthogonal
to 𝜐𝟢, ... , 𝜐n−𝟣. Then (modulo constant factor) u = 𝜐n(x) + v where v is
orthogonal to 𝜐n in ℝ as well.
Note that
Q−(u) = Q(u) = Q(𝜐n) + Q(v) = (𝟤n + 𝟣) + Q(v),
and Q−𝟢 (u) = 𝟣 + ‖v‖𝟤ℝ, and
Q−(u)− (𝟤n + 𝟣)Q−𝟢 (u) = Q(v)− (𝟤n + 𝟣)Q𝟢(v) ≥ 𝟤Q𝟢(v) ≥ 𝟤Q+𝟢 (v) =
𝟤Q+𝟢 (𝜐n) ≥ 𝜖𝜂𝟤n+𝟣e−𝜂
𝟤
.
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So, any (n + 𝟣)-dimensional subspace of L 𝟤((−∞, 𝜂)) contains an element
with Q−(u) ≥ (︀(𝟤n + 𝟣) + 𝜖𝜂𝟤n+𝟣e−𝜂𝟤)︀Q−𝟢 (u) and we arrive to the left
inequality of
(6.13) 𝜖n𝜂
𝟤n+𝟣e−𝜂
𝟤 ≤ 𝜆𝖣,n(𝜂)− (𝟤n + 𝟣) ≤ Cn𝜂𝟤k+𝟣e−𝜂𝟤 as 𝜂 ≥ cn
as the right one has been already proven.
Finally, estimate 𝜆𝖭,n from below. Consider 𝜐n(x) and extend it as
𝜐n(𝜂)e
𝟣
𝟤
(𝜂𝟤−x𝟤) to (𝜂,∞). Let u be a resulting function. Note
Q+(u)− (𝟤n + 𝟣)Q+𝟢 (u) = |𝜐n(𝜂)|𝟤
(︀
𝜂 − 𝟤n𝝫(𝜂))︀,
with 𝝫(𝜂) =
∫︀∞
𝜂
e𝜂
𝟤−x𝟤 dx and then as n = 𝟢
𝜆𝖭,n(𝜂)− (𝟤n + 𝟣) = Q−(𝜐n)− (𝟤n + 𝟣)Q−𝟢 (𝜐n) =
Q(u)− (𝟤n + 𝟣)Q𝟢(u)− Q+(u) + (𝟤n + 𝟣)Q+𝟢 (u) ≥
− |𝜐n(𝜂)|𝟤
(︀
𝜂 − 𝟤n𝝫(𝜂))︀ = −𝟣
𝟤
(︀
𝜂 − 𝟤n𝝫(𝜂))︀(𝜂𝟤 − 𝜆𝖭,n)−𝟣𝜕𝜂𝜆𝖭,n(𝜂)
due to (6.6)𝖭.Therefore(︀
𝟤n + 𝟣− 𝜆𝖭,n(𝜂)
)︀−𝟣
𝜕𝜂𝜆𝖭,n(𝜂) ≥ 𝟤
(︀
𝜂𝟤 − 𝜆𝖭,n(𝜂)
)︀(︀
𝜂 − 𝝫(𝜂))︀−𝟣.
Note that 𝝫(𝜂) = 𝟣
𝟤
𝜂−𝟣 + O(𝜂−𝟥) and 𝜆n < 𝟤n + 𝟣. Then the right-hand
side of the last inequality is greater than 𝟤(𝜂 − (n + 𝟣)𝜂−𝟣)− O(𝜂−𝟤) and
integrating we conclude that
𝗅𝗈𝗀
(︀
𝟤n + 𝟣− 𝜆𝖭,n(𝜂)
)︀−𝟣 ≥ 𝜂𝟤 − 𝟤(n + 𝟣) 𝗅𝗈𝗀 𝜂 − 𝗅𝗈𝗀Cn
and
𝟤n + 𝟣− 𝜆𝖭,n(𝜂) ≤ 𝜎n(𝜂) := Cne−𝜂𝟤𝜂𝟤n+𝟤
which is just one factor 𝜂 greater than we got as an lower estimate for
(𝟣− 𝜆n).
Finally, as 𝜆𝖭,n+𝟣(𝜂) > 𝜆𝖭,n+𝟣(𝜂n+𝟣) > 𝜆𝖣,n(𝜂n+𝟣) > (𝟤n+𝟣) we conclude
that 𝜆𝖭,n+𝟣(𝜂) and 𝜆𝖭,n(𝜂) are disjoint as 𝜂 > Cn and therefore as Q
−(𝜐n) ≤
Q−(𝜐n) + Cn𝜎n we conclude that Q−(𝜐n − 𝜐n) ≤ Cn𝜎n(𝜂):
(6.14) ‖𝜕x(𝜐n − 𝜐n)‖+ ‖x(𝜐n − 𝜐n)‖ ≤ Cn𝜎n(𝜂) 𝟣𝟤
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where norms are calculated in L 𝟤((−∞, 𝜂)) and then
(6.15) |(𝜐n − 𝜐n)| ≤ Cn𝜎n(𝜂) 𝟣𝟤 ;
In particular |𝜐n(𝜂)| ≤ Cn𝜎n(𝜂) 𝟣𝟤 .
So far it was proven only for n = 𝟢. However we apply induction: as it
was proven for k < n with fast decaying 𝜎k(𝜂). Then (𝜐n, 𝜐k) = O
(︀
𝜎k(𝜂)
𝟣
𝟤
)︀
for k < n and extending 𝜐n as before we arrive to (u, 𝜐k) = O
(︀
𝜎n−𝟣(𝜂)
𝟣
𝟤
)︀
for
all k < n.
Then Q(u)− (𝟤n + 𝟣)Q𝟢(u) ≥ −C𝜎n−𝟣 and we arrive to
𝜆𝖭,n − (𝟤n + 𝟣) ≥ −𝟣
𝟤
(︀
𝜂 − 𝟤n𝝫(𝜂))︀(︀𝜂𝟤 − 𝜆𝖭,n(𝜂))︀−𝟣𝜕𝜂𝜆𝖭,n(𝜂)− C𝜂𝟤ne−𝜂𝟤
which implies the same conclusions.
We also conclude that (6.14) and (6.15) hold for 𝜐n replaced by 𝜐𝖣,n and
that |𝜕x𝜐𝖣,n(𝜂)| ≤ Cn𝜂𝜎n(𝜂) 𝟣𝟤 .
6.D Asymptotics of 𝜆*,n(𝜂) as 𝜂 → +∞
Here will reproduce results of section 5 of C. Bolley–B. Helffer [BH] and
generalize them to arbitrary j and to Dirichlet problem (definitely their
methods could do the same).
In contrast to this paper we will not build quasi-modes but use Dauge-
Helffer formulae. Let
(6.16) 𝜀*,n(𝜂) = ±
(︀
𝜆*,n(𝜂)− 𝟤n − 𝟣
)︀
with * = 𝖣,𝖭 respectively. Then from
L(𝜂)𝜐*,n(𝜂)−
(︀
𝟤n + 𝟣± 𝜀*,n(𝜂)
)︀
𝜐*,n = 𝟢, L(𝜂)𝜐n − (𝟤n + 𝟣)𝜐n = 𝟢
we conclude that
∓𝜀*,n(𝜂)(𝜐*,n, 𝜐n) = 𝜐′n(𝜂)𝜐n(𝜂)− 𝜐n(𝜂)𝜐′n(𝜂)
and as modulo O
(︀
e−
𝟣
𝟤
𝜂𝟤𝜂K
)︀
(𝜐*,n, 𝜐n) ≡ 𝟣 then
∓𝜀*,n(𝜂) ≡ 𝜐′*,n(𝜂)𝜐n(𝜂)− 𝜐*,n(𝜂)𝜐′n(𝜂)
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modulo O
(︀
e−
𝟥
𝟤
𝜂𝟤𝜂K
)︀
. Then modulo sign
−𝜀𝖣,n(𝜂) ≡ 𝜐′𝖣,n(𝜂)𝜐n(𝜂) =
(︀−𝜕𝜂𝜀𝖣,n)︀ 𝟣𝟤𝜐n(𝜂),
𝜀𝖭,n(𝜂) ≡ 𝜐𝖭,n(𝜂)𝜐′n(𝜂) =
(︀−(𝜂𝟤 − 𝟤n − 𝟣)−𝟣𝜕𝜂𝜀𝖭,n)︀ 𝟣𝟤𝜐′n(𝜂)
and modulo O
(︀
e
𝟣
𝟤
𝜂𝟤𝜂K
)︀
𝜕𝜂𝜀
−𝟣
𝖣,n(𝜂) ≡ (𝜐n(𝜂))−𝟤,
𝜕𝜂𝜀
−𝟣
𝖭,n(𝜂) ≡ (𝜂𝟤 − 𝟤n − 𝟣)
(︀
𝜐′n(𝜂)
)︀−𝟤
and
𝜀−𝟣𝖣,n(𝜂) ≡
∫︁ 𝜂
(𝜐n(𝜂))
−𝟤 d𝜂,(6.17)𝖣
𝜀−𝟣𝖭,n(𝜂) ≡
∫︁ 𝜂
(𝜂𝟤 − 𝟤n − 𝟣)(𝜐′n(𝜂))−𝟤 d𝜂(6.17)𝖭
and finally we arrive to
Theorem 6.4. As 𝜂 → +∞
𝜆𝖣,n(𝜂) ≡ 𝟤n + 𝟣 +
(︁∫︁ 𝜂(︀
𝜐n(𝜂)
)︀−𝟤
d𝜂
)︁−𝟣
,(6.18)𝖣
𝜆𝖭,n(𝜂) ≡ 𝟤n + 𝟣−
(︁∫︁ 𝜂
(𝜂𝟤 − 𝟤n − 𝟣)(︀𝜐′n(𝜂))︀−𝟤 d𝜂)︁−𝟣(6.18)𝖭
modulo O
(︀
e−
𝟥
𝟤
𝜂𝟤𝜂K
)︀
with K = K (n).
Remark 6.5. One can see easily from (6.18)𝖣, (6.18)𝖭 that
e−𝜂
𝟤
𝜀−𝟣*,n(𝜂) ∼
∑︁
k≥𝟢
c ′*,n,k𝜂
−𝟤n−𝟣−𝟤k
with the leading coefficient c ′*,n,𝟢 =
𝟣
𝟤
𝜅−𝟤n where 𝜅n = (n!)
− 𝟣
𝟤𝜋−
𝟣
𝟦𝟤n/𝟤 coefficient
at xn at 𝜐ne
x𝟤/𝟤 and thus
(6.19) e−𝜂
𝟤
𝜀*,n(𝜂) =∼
∑︁
k≥𝟢
c*,n,k𝜂𝟤n+𝟣−𝟤k
where
(6.20) c*,n,𝟢 = 𝟤𝜅𝟤n =
𝟤n+𝟣
n!
√
𝜋
.
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Now we can estimate recurrently higher-order derivatives of 𝜀*,n(𝜂),
𝜐*,n(x , 𝜂) as x = 𝜂 arriving to
Corollary 6.6.
(6.21) |𝜕j𝜆*,n(𝜂)| ≍ 𝜂𝟤n+𝟣+je−𝜂𝟤
as 𝜂 > cn,j .
6.E Remarks
Remark 6.7. While we do not need it one can prove easily that
(6.22) 𝜆*,n(𝜂) ∼ 𝜂𝟤 +
∑︁
k≥𝟢
c*,n,k𝜂
𝟤
𝟥
(𝟣−𝟤k)
as 𝜂 → −∞ with c*,n,𝟢 eigenvalues of operator M(𝜂) :=
(︀
D𝟤 + 𝟤x |𝜂|)︀ on ℝ+
with the corresponding boundary condition (𝖣 or 𝖭) as x = 𝟢 and thus are
defined through zeros of Airy function or its derivative.
Remark 6.8. (i) For operator D𝟤 + x𝟤 on {x ≤ 𝜂} albeit with the boundary
condition (u′ + 𝛼u)(𝜂) = 𝟢 with 𝟢 ≤ 𝛼 <∞ one can see easily that (6.6)𝖭,
(6.17)𝖭 are replaced by
𝜕𝜂𝜆n(𝜂,𝛼) =
(︀
𝜂𝟤 − 𝛼𝟤 − 𝜆n(𝜂,𝛼)
)︀|𝜐n(𝜂,𝛼)|𝟤,(6.6)𝛼
𝜀−𝟣n (𝜂,𝛼) ≡
∫︁ 𝜂
(𝜂𝟤 − 𝟤n − 𝟣− 𝛼𝟤)(𝜐′n(𝜂,𝛼))−𝟤 d𝜂(6.17)𝛼
(6.23)
respectively.
(ii) One can prove easily that 𝜆n(𝜂;𝛼) monotonically depends on 𝛼 and
𝜆n(𝜂; 𝟢) = 𝜆𝖭,n(𝜂), 𝜆n(𝜂;𝛼)↗ 𝜆𝖣,n(𝜂) as 𝛼→ +∞.
However, in virtue of (i) for all 𝛼 > 𝟢 there is a single extremum which
is a nondegenerate minimum at 𝜂n = 𝜂n(𝛼) > 𝟢 such that 𝜂
𝟤
n = 𝜆n(𝜂n) + 𝛼
𝟤
and as 𝛼→ +∞ therefore 𝜂n(𝛼) ≈ 𝛼𝟤 + (𝟤n+ 𝟣) with a small negative error
(see remark 6.8).
Therefore as 𝛼→ +∞ these minima (see blue line on figure 12 for 𝛼 = 𝟢)
become more shallow and move to the right and blue-like lines here can
approximate red-like lines exactly as on the graphs of e−𝜂 − (𝜂𝟤 + 𝛼𝟤)−𝟣.).
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η
f (η)
Figure 11: Schematics of f (𝜂) = 𝜆n(𝜂;𝛼)− (𝟤n + 𝟣).
Conjecture 6.9. For each n function 𝜆𝖣,n(𝜂) is convex and 𝜕
𝟤
𝜂𝜆𝖣,n(𝜂) > 𝟢
while 𝜆𝖭,n(𝜂) has a single non-degenerate inflection point 𝜂
′
n and 𝜕
𝟤
𝜂𝜆𝖣,n(𝜂) ≷
𝟢 as 𝜂 ≶ 𝜂′n.
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Dirichlet versus Neumann Boundary Conditions
Figure 12: Plots of 𝜆𝖭,n(𝜂) and 𝜆𝖣,n(𝜂). Calculated by Matlab: Courtesy
of Dr. Marina Chugunova. Here 𝜂 is replaced by 𝜂
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