Image-text matching is central to visual-semantic cross-modal retrieval and has been attracting extensive attention recently. Previous studies have been devoted to finding the latent correspondence between image regions and words, e.g., connecting key words to specific regions of salient objects. However, existing methods are usually committed to handle concrete objects, rather than abstract ones, e.g., a description of some action, which in fact are also ubiquitous in description texts of realworld. The main challenge in dealing with abstract objects is that there is no explicit connections between them, unlike their concrete counterparts. One therefore has to alternatively find the implicit and intrinsic connections between them. In this paper, we propose a relation-wise dual attention network (RDAN) for image-text matching. Specifically, we maintain an over-complete set that contains pairs of regions and words. Then built upon this set, we encode the local correlations and the global dependencies between regions and words by training a visual-semantic network. Then a dual pathway attention network is presented to infer the visual-semantic alignments and image-text similarity. Extensive experiments validate the efficacy of our method, by achieving the state-of-the-art performance on several public benchmark datasets. * Authors contributed equally † Corresponding author Figure 1 : Illustration about the difference between current visualsemantic interaction DNN based methods and our RDAN model, which shows that our method can explore not only salient objects and key words, but also the latent relations between abstract objects.
Introduction
Image and text matching is central to visual-semantic crossmodal retrieval (e.g., given a sentence query to find matched images for visual description and given an image query to retrieve related sentences for semantic description). The pivotal challenge of such tasks is to explore a strategy that can well infer the visual-semantic alignments for measuring the image-text similarity. However, due to the existing huge visual-semantic discrepancy of cross-modal data, it is challenging to infer the accurate visual-semantic alignments.
Recently, with the dramatic development of deep learning, various deep learning based matching methods have been proposed and achieved promising performance. Many methods adopt a visual-semantic embedding based strategy [Frome et al., 2013; Gong et al., 2014] , which maps both images and texts into a common representation space. Thus the image-text similarity can be directly measured through this common space. However, using the whole images and texts information, visual-semantic embedding based strategy ignores the importance of local visual-semantic similarities of fine-grained image-text pairs (regions and words) and blends some redundant information (useless regions).
For further solving the visual-semantic discrepancy, recently studies [Karpathy and Fei-Fei, 2015] utilize a visualsemantic interaction based strategy to measure image-text similarity. Visual-semantic interaction based strategy captures local visual-semantic similarities by comparing finegrained image-text pairs (regions and words), and then aggregates these local similarities to obtain global image-text similarity. Moreover, considering the contribution of each local similarity is different in constructing global image-text similarity, attention mechanism has been introduced to discriminate the importance of each local similarity and infer the visual-semantic alignments [Huang et al., 2017] .
Such interaction-based attention methods can infer more accurate visual-semantic alignments and achieve promising performance.
However, existing methods are usually limited to explore the alignments between image regions containing concrete salience and key words, and ignoring the abstract objects, such as action. Specifically, when matching an image and a text, one not only focuses on the correspondence between concrete objects and key words, but also considers the latent relations between abstract objects. As shown in Figure 1, verbs (e.g., 'running') with discriminative information in text are often ignored, since it may be unclear which region in the image it can be matched with. People usually extract the latent relations between abstract objects when matching an image and a text. Therefore, it may motivate multi-level visual-semantic alignments for image-text matching. In reality, images and texts are often more complicated than the example of Figure 1 , which makes it difficult to accurately measure visual-semantic similarity by only using the fine-grained image-text pairs. Thus, how to capture the latent visual-semantic relations and infer accurate multi-level visual-semantic alignments are the keys to further breaking the boundaries between vision and language.
To address the issues mentioned above, we introduce a novel relation-wise dual attention network (RDAN) that can infer multi-level visual-semantic alignments for measuring image-text similarity. Specifically, we first maintain an overcomplete set of image-text pairs and calculate the local similarity of all the fine-grained pairs. Based on these local similarity, we then use a visual-semantic relation CNN model to extract the latent relation by capturing the local correlations and long-term dependencies between regions and words. Furthermore, we infer the visual-semantic alignments and calculate the image-text similarity through the learned information. Concretely, we propose a dual pathway attention network, which uses a row-wise attention operation and a column-wise attention operation to obtain the attended text-level features and image-level features for measuring the image-text similarity. To summarize, the main contributions of our work are as follows:
• We propose a novel relation-wise dual attention network to explore not only the local fine-grained similarities, but also the latent visual-semantic relations, which can provide rich complementary information for inferring visual-semantic alignments and measuring image-text similarity.
• Detailed visualization of the attention results validates that our model effectively infers the accurate visual-semantic alignments.
• Experimental results conducted on two publicly available datasets demonstrate the effectiveness of the proposed model.
Related Work
We first review the visual-semantic embedding based methods and visual-semantic interaction based methods. Then we discuss recent advance in combining semantic-enhanced strategies into image and text matching methods.
Over the past several years, many matching methods have been proposed to explore an accurate common embedding representation. [Frome et al., 2013] proposed the first deep visual-semantic embedding method. ] combined CNN [Krizhevsky et al., 2012 and LSTM [Hochreiter and Schmidhuber, 1997 ] to learn a common representation space. utilized cross-view and withinview constraints to learn structure-preserving representations. In addition, deep canonical correlation analysis [Klein et al., 2015; Yan and Mikolajczyk, 2015] is used as the objective function for representation learning. Under the similar objective, [Lev et al., 2016] used Fisher Vector to learn more discriminative representations. Recently, presented a model that maps phrases, regions, sentences and images into a shared embedding space. [Faghri et al., 2017] introduced hard negatives into triplet loss function to improve the embedding learning. [Gu et al., 2018] proposed incorporating generative objectives for cross-view feature embedding learning.
Visual-semantic interaction based methods utilize the local similarities of fine-grained image-text pairs to aggregate the global similarity. [Karpathy and Fei-Fei, 2015] proposed the first visual-semantic interaction based framework. [Plummer et al., 2015] considered the region-to-phrase correspondences for learning the similarity. Since each fine-grained pair plays a different role in calculating the global similarity score, attention mechanism is applied to image-text matching problem. [Nam et al., 2017] proposed a dual attentional network to capture the fine-grained interplay between regions and words. [Huang et al., 2017] presented a context-modulated attention scheme to selectively attend to a pair of instances appearing in the image and sentence. [Lee et al., 2018] proposed a stacked cross attention network, which learns all the possible alignments between regions and words.
Recently, some studies explored to utilize semanticenhanced strategies to learn the visual-semantic alignments. constructed pairwise combinations between regions/words to represent the correlations. Then the authors utilized KNN method to model these correlations for learning visual-semantic alignments. [Huang et al., 2018] used a multi-regional multi-label CNN to extract semantic concepts, and then used images and semantic concepts to generate sentence representation for measuring image-text similarity. Different from existing approaches, our method aims to directly discover the latent relations between regions and words, and to learn more discriminative visual-semantic alignments for inferring image-text similarity.
Our RDAN Approach
In order to capture the latent relations and infer more discriminative visual-semantic alignments, we propose a relationwise dual attention network (RDAN). The architecture of RDAN is shown in Figure 2 . Specifically, given an input image and a related text, we first map the image and text into a set of region features and a set of word features respectively. Then we use a visual-semantic relation CNN model to capture the latent relations between regions and words. Finally, we present a dual pathway attention network to infer the visual-semantic alignments and to calculate the imagetext similarity. Next, we will introduce RDAN from the following aspects: 1) input representation of images and texts as an over-complete set, 2) details of visual-semantic relation CNN model and dual pathway attention network and 3) model learning and implementation details of RDAN.
Input Representation
In order to construct an over-complete image-text-pair set and make image and text comparable, we map both data from their own spaces to a D-dimensional common space.
For an image, we aim to represent it with a set of region 
where W v is a parameter matrix, b v ∈ R is a bias vector. Thus, we can represent an image with a set of region vectors V = {v 1 , · · · , v k }. All extracted image regions are ordered by their confidence score. In our experiments, we set D = 1024 and k = 36.
For a text, we extract the same D-dimensional word features E = (e 1 , ..., e n ) ∈ R D×n where n denotes the number of words. For i-th word in the text, we first encode it to a onehot vector o i , and then map it into a 300-dimensional vector as follows et al., 2014] to learn the word representation. The bi-directional GRU contains a forward GRU, which scans the text from the first word to the last word, and a backward GRU, which scans the text by a reverse order
We finally represent the word feature by averaging − → h i and ← − h i ,
Thus, we can obtain a set of word vectors E.
Visual-Semantic Relation CNN Model
Based on the region features V and word features E, we intend to capture the latent visual-semantic relations. Inspired by the convolution neural network, which can effectively extract the relationships between pixels and construct the expressive representation hierarchically. Therefore, we aim to use a multi-layer CNN to capture the local correlations and long-term dependencies between regions and words.
Considering the particularity of the visual-semantic interaction, we design a novel visual-semantic relation CNN model. Specifically, we first compute the cosine similarity matrix S for all region-word pairs,
Here, s ij represents the similarity between the i-th region and the j-th word. k denotes the number of regions and n denotes the number of words. We use this similarity matrix as the input of visual-semantic relation CNN model. Unlike existing methods that applying CNN to image processing [Krizhevsky et al., 2012] or text processing [Pang et al., 2016] , each element of the input denotes a pixel or a correlation between words, each element in our model means the interaction information of each region-word pair. Then we introduce three different convolution kernels to expand the perceptual field for the regions and words. Concretely, we adopt a 3×1 convolution kernel to capture the latent relationships for uni-gram word and tri-gram regions, a 1 × 3 convolution kernel for uni-gram region and tri-gram words, and a 3 × 3 convolution kernel for tri-gram regions and tri-gram words. The first convolutional layer filters the k × n input with 32 kernels of size 3 × 1. The second convolutional layer has 32 kernels of size 1 × 3 connected to the outputs of the first convolutional layer. The third convolutional layer has 32 kernels of size 3 × 3. The ReLU non-linearity is applied to the output of each convolutional layer. The operation of each layer is shown as follows,
Then we filter the output of third convolutional layer with 2 kernel of size 1×1 to obtain the matrices S 1 and S 2 . Note that we remove the down-sampling operations (e.g., max-pooling) to avoid the information loss and keep the dimension of the similarity matrix. Through the hierarchical convolution operations, we can capture the latent visual-semantic relations from local to global. Finally, we merge the learned matrices and the original similarity matrix Ŝ
where ⊕ is an element-wise plus operation. We regard the similarity matrix S as a residual term to preserve the finegrained interaction information. Thus, the visual-semantic relation CNN model can capture not only the local fine-grained similarities, but also the latent relations, which can provide rich complementary information for inferring visual-semantic alignments.
Dual Pathway Attention Network
Armed by the learned visual-semantic relations, we can measure more accurate image-text similarity. To this end, we propose a dual pathway attention network, which can infer the importance of all the words to each region and infer the importance of all the regions to each word. Then we construct attended image-level feature to each word and construct attended text-level feature to each region for measuring imagetext similarity.
For i-th region, we fitst use a row-wise attention operation onŜ 2 to calculate the weight of each word to i-th region. Then we extract a corresponding attended text-level vector through a weighted combination of word representations,
where λ is the inversed temperature of the softmax function [Chorowski et al., 2015] . Similarly, we can obtain a corresponding attended image-level vector for j-th word through a column-wise attention operation onŜ 1 as follows,
Through the above dual pathway attention operations, we can obtain an image-level vector as context for each word and obtain a text-level vector as context for each region. Then we calculate the region relevance and word relevance as follows,
Here, region relevance denotes the similarity between i-th region and corresponding text-level vector, word relevance denotes the similarity between the j-th word and corresponding image-level vector. Finally, the visual-semantic similarity between image I and text T is calculated as follows:
where µ is a hyper-parameter, which controls the balance between region relevance and word relevance.
Model Learning
We utilize the hinge-based triplet loss as the objective function, which is widely used in image-text matching field. Given a positive image-text pair (I, T ), the objective function is as follows,
where m is a tuning margin, F (I, T ) denotes the similarity score of matched image I and text T , F (I,T ) is the score of mismatched image I and textT , and vice-versa with F (Î, T ). The above function considers all negative textT and all negative imageÎ.
However, using all the negative samples will lead to expensive computation. A common approach is to select a fixed number of mismatched pairs. Following [Faghri et al., 2017] , we focus on the hardest negatives. For a positive image-text pair (I, T ), the hardest negative is given bŷ F (I, d) . Thus, the objective function for optimizing our model is defined as follows,
All modules of our proposed RDAN excepting for the image regions extraction can constitute a whole deep network, which can be trained in an end-to-end manner.
Implementation Details
Our RDAN approach is implemented by Pytorch. For images, we adopt a Faster R-CNN model to extract region features. We set the intersection over union (IOU) threshold as 0.7. We extract the top k vectors of the last pooling layer for each image, and then use a fully-connect layer to transform the region vectors into 1024-dimensional vectors. For texts, we use the bidirectional GRU to encode a text into a set of word features. The word feature can be obtained by averaging the first 1024-dimensional output of forward GRU and backward GRU. Other parameters are empirically set as follows: k = 36, µ = 0.1, λ = 4 and m = 0.2.
Experiments
To demonstrate the effectiveness of the proposed RDAN model, we conduct extensive experiments on the visualsemantic cross-modal retrieval task. We use the Flickr30k [Plummer et al., 2015] and MS-COCO [Lin et al., 2014] datasets. These datasets contain 31,000 and 123,287 images respectively and each image has 5 captions. For Flickr30K, we follow [Karpathy and Fei-Fei, 2015] to use 1,000 images for validation, 1,000 images for testing and the rest for training. For MS-COCO, we follow [Lee et al., 2018] to use 5,000 images for validation, 5,000 images for testing and the rest for training. We report the results by averaging over 5 folds of 1K test images. We use Recall@K as the metric for evaluation, which means the correct image (sentence) is ranked within the Top-K retrieved results to the sentence query (image query). We calculate another criterion 'Sum' to evaluate the overall performance for both sentence retrieval and image retrieval.
Comparison with State-of-the-art Methods
We compare our model with several state-of-the-art models on Flickr30k and MS-COCO datasets in Table 1 and Table  2 . We can observe that our proposed model outperforms all baselines on both datasets. Especially for R@1, which is crucial to measure accuracy, our model achieves the best performance. For example, our best results at R@1 are 74.6 and 61.6 for sentence retrieval and image retrieval on MS-COCO dataset, which improves 2.6% on sentence retrieval and 4.7% on image retrieval comparing to current state-ofthe-art. Similar observations can be obtained from other metrics (e.g., R@5 and R@10). In addition, we notice that our models have significant improvements in the overall performance. The results demonstrate that our RDAN model can effectively infer visual-semantic alignments and accurately measure the image-text similarity.
Ablation Studies
We aim to validate the contribution of each component of our model by carrying out some ablation experiments. Specifically, we intend to answer the following questions: 1) Is the dual pathway attention structure effective? 2) Whether the visual-semantic relation CNN model is helpful to learn visual-semantic alignments? 3) Is the residual term (similarity matrix S) useful? 4) Does the hard negatives technique is effective?
We first train RDAN with µ = 0 or µ = 1, which means that RDAN only uses row-wise/column-wise attention operation to infer similarity score. We also train RDAN with one pathway attention structure (RDAN one-path ). This model generates one learned matrix, which is used to infer similarity score by using column-wise and row-wise attention operations. We then train RDAN without the visual-semantic relation CNN model (RDAN no-cnn ), which denotes RDAN only uses the original similarity matrix. Next, we train RDAN without the residual term S in the visual-semantic relation CNN model (RDAN no-res ). Finally, we train RDAN without using the hard negatives technique (RDAN no-hard ).
The experimental results are shown in Table 3 . We observe that the dual pathway attention structure is effective to learn more accurate visual-semantic alignments for inferring similarity score. The performance will degrade dramatically when only using row-wise/column-wise attention operation. In addition, one pathway attention structure is also difficult to achieve satisfactory results. Besides, we can see the residual term S is useful, since it contains the interaction information of fine-grained image-text pairs, which is important for inferring visual-semantic alignments. Further more, the hard negatives technique can significantly improve the performance. 
Analysis of Visualizing Attention Results
In order to show the discriminative ability and interpretability of our learned visual-semantic alignments, we visualize the learned most important region corresponding to each word. Specifically, we first calculate attention weights among each word and all regions on the learned information matrix. Then we visualize the most important region with respect to each word based on the weights. In Figure 3 , we first show the learned information matrix for the selected image with a sentence 'A young boy wearing a blue jersey and yellow shorts is playing soccer'. We then display the original image and the image with extracted region bounding box. We match the most important region for each word in the rest sub-figures. We can observe that the words 'a', 'young' and 'boy' are mapped to the same image region and the words 'wearing', 'a', 'blue' and 'jersey' are mapped to another same image region. These observations prove that our model can effectively explore not only concrete objects and key words, but also the latent relations between abstract objects. Such multi-level visualsemantic alignments are more in line with human behavior when matching images and texts. In this way, we can learn the more expressive image-level/text-level representation for each word/region, which is useful for measuring image-text similarity.
Conclusion
This paper aims to deal with abstract objects in image-text matching. Unlike the concrete objects, abstract ones lack the explicit connection between text and image region, requiring alternative ways to explore the intrinsic connection. Therefore, we propose a relation-wise dual attention network to capture the latent relations and infer visual-semantic alignments. We first use a visual-semantic relation network to learn latent correlations over a over-complete set of imagetext pairs. We then present a dual pathway attention network to obtain more expressive region/word representations and to measure image-text similarity. In addition, we provide visualization analysis to show how RDAN can give more discriminative and interpretability to such vison-language models. We perform experiments on cross-modal retrieval tasks and the results demonstrate the effectiveness of the proposed model by achieving significant performance improvements.
