Block Designs to construct new symmetrical ternary orthogonal arrays. In the current work we propose a novel construction approach for orthogonal arrays using unit column vectors and the Kronecker Product operations on existing orthogonal arrays.
Preliminaries and Definitions

Balanced Arrays
A balanced array, denoted by BA(N, m, s, t) {µ x 1 ,....,xt }, is defined as an N ×m matrix B with elements belonging to the set S = {0, 1, ...., s − 1} of s symbols, m factors, N runs and strength t such that every N × t sub-matrix of B contains the ordered row vector (x 1 , ...., x t ), µ x 1 ,....,xt times, where µ x 1 ,....,xt is invariant under any permutation of x 1 , ...., x t .
Orthogonal Arrays
An N × k array A with entries from S is said to be an orthogonal array with s levels, strength t (0 ≤ t ≤ k) and index λ if every N × t sub-array of A contains each t-tuple based on S exactly λ times as a row.
If µ x 1 ,....,xt = µ(constant) ∀ t − tuples (x 1 , . . . , x t ) ∈ S in a balanced array, then the balanced array becomes an orthogonal array with index µ. 
Kronecker Sum
Galois Field
A Galois field is a field that contains finite number of elements and is denoted by GF (s), where s is its order. The order of a Galois field is the number of elements in the field and is of the form p n , where p is a prime number known as characteristic of the field and n is a positive integer. We shall denote the elements of the GF (s) by {0, 1, 2, ...., s − 1} and the set of all n-tuples with entries from GF (s) by GF (s) n .
Simple Orthogonal Arrays
An orthogonal array is said to be simple if all its runs are distinct.
Linear Orthogonal Arrays
Let s = p n , where p is a prime and n is a positive integer. Then, the orthogonal array OA(N, k, s, t) with levels from GF (s) is linear if it satisfies the following two conditions:
• it is simple
• when its rows are considered as k-tuples from the GF (s), its N runs form a vector space over GF (s).
Chapter 2 Related Work
The problem of generating orthogonal arrays has been of interest to researchers since more than half a century. A number of algorithms have been proposed and constructions given. The orthogonal arrays that have been successfully constructed using such constructions are stored in libraries. In this chapter we shall discuss some important results in this area of research so as to build a basic framework before discussing the work presented in this thesis. We shall discuss the theorems and constructions briefly without digressing by going into the details of the proofs. For detailed proofs the reader is directed to the references.
The Rao-Hamming Construction
As the name indicates, this construction was given by Rao (1947 Rao ( , 1949 Construction: Let us consider an s n × n array whose rows are all possible ntuples over GF (s). Let, C 1 , C 2 , ....., C n be the columns of this array. The columns of the orthogonal array then consist of all the columns of the form
where z = (z 1 , z 2 , ......, z n ) T is an n-tuple from GF (s), not all the z i are 0, and the first z i is 1. Then, there are (s n − 1)/(s − 1) such columns. there also exists a linear array OA(s k−t , k, s, k − t).
Bush's Construction
Bose and Bush's Recursive Construction
This construction was proposed by Bose and Bush (1952) . It allows for the construction of orthogonal arrays of strength two with a large number of factors and possibly the the maximal number, provided that the number of symbols s and the index λ are powers of the same prime. The theorem is stated as follows:
Theorem 2.5: Let s = p v and λ = p u , where p is a prime and u and v are integers
Hadamard Matrices and Orthogonal Arrays
A Hadamard matrix is a square matrix which takes only two symbols +1 and -1 as its entries such that for every two different rows there are matching entries in exactly half of the cases and non-matching entries in the remaining half. It can be easily noticed that Hadamard matrices are difference schemes with two symbols. Hadamard matrices and orthogonal arrays have close resemblances in their combinatorial properties.
Hadamard matrices can be generated using recurrence relations. One such method is called Sylvester's method which goes as follows:
Let H i denote a Hadamard matrix of order i. Then,
. . .
An important result that illustrates the close connection between Hadamard matrices and orthogonal arrays is mentioned below. 
Chapter 3 A Novel Construction Algorithm
In this chapter, we propose a novel method for the construction of orthogonal arrays using existing orthogonal arrays and unit column vectors with the help of the Kronecker Product operator. The method proposed herein serves towards forming orthogonal arrays of larger dimensions from orthogonal arrays of smaller dimensions. We primarily deal with linear orthogonal arrays, however as we will show later, non-linear orthogonal arrays can also be constructed using this approach. We then investigate the correctness of the construction and other possible extensions to the algorithm.
The Construction
Let A denote a linear seed OA(N, k, s, t) with levels from GF (s). The construction provides an approach to generate another OA(N 2 , k 2 + 2k, s, t). Let C = {c 1 , c 2 , . . . , c k } denote the set of all the factors of A. Now let us define another zero column vector c k+1 . Let U denote a unit column vector of dimensions N × 1.
See Algorithm 1 for the detailed construction.
Algorithm 1 returns a set of column vectors C . Then, C forms the set of all the factors of an OA(N 2 , k 2 + 2k, s, t). Let us denote this OA(N 2 , k 2 + 2k, s, t) as B.
Correctness of the Algorithm
Now let us discuss the proof of correctness of the construction proposed above. We shall state the result formally in the form of the following theorem. Proof. We proceed with the proof by first showing that the OA(N 2 , k 2 + 2k, s, t) generated from the seed linear orthogonal array OA(N, k, s, t) is itself linear. Recall the denotations used in the previous section since they will be used again in this proof.
We can write
, where B i is defined as follows: it can be seen that the following results hold: 
A linear combination of the above two rows using scalars h 1 and h 2 from the GF (s) will result in the following:
Now, since A is known to be linear, and r 1 and r 2 are rows of A, h 1 r 1 + h 2 r 2 is also a row of A. Similarly,
Hence, by definition of the construction and its properties discussed earlier in this proof, h 1 R i + h 2 R j is a row of B. It can also be easily noted that one row of B is a zero vector of 1 × (k 2 + 2k) size. Hence, it can be concluded that the rows of B form a linear subspace of GF (s) k .
So, let N 2 = s n and let G be the generator matrix for B of dimensions n×(k 2 +2k)
such that the rows of B consist of all k-tuples ηG, where η ∈ GF (s) n . Now, suppose there exist t columns of B that are linearly dependent over GF (s). Then, due to the nature of the construction, there exist x (1 ≤ x ≤ t) columns in A that are linearly dependent, which is a contradiction. Hence, every selection of t columns of B are linearly independent over GF (s). So, let us choose t columns of B and let G 1 be the corresponding submatrix of generator matrix G. Then, the columns of G 1 will be linearly independent. Also, the number of times a t-tuple τ is present as a row in these t columns of B is determined by and is equal to the number of η such that
Now, since G 1 has rank t, the number of such η is s (n−t) , for all τ . Hence, B is an orthogonal array of strength t. This concludes the proof.
Binary Orthogonal Arrays
In this section we propose the following lemma, wherein we show that the linearity condition in Theorem 1 can be dropped for binary seed orthogonal arrays (i.e. OAs of strength 2).
Lemma 3.1:
The existence of an OA(N, k, s, 2) implies the existence of an
Proof. Let A be OA(N, k, s, 2) as described before and let c 1 and c 2 be any two distinct factors of B. Also, let us assume c 1 and c 2 were generated from the factors c i 1 , c j 1 , c i 2 , c j 2 of A using the following equations: In order to show the validity of the algorithm we split the analysis into four cases as follows.
We know that X i = (c j 1 + p i U )mod s and Y i = (c j 2 + q i U )mod s, where Since c 1 and c 2 were chosen arbitrarily, C forms the set of all the factors of an OA(N 2 , k 2 + 2k, s, 2). Hence, the construction given in Algorithm 1 gives an
It can be noticed that the linearity constraint is not necessary for proving that the method gives an OA(N 2 , k 2 + 2k, s, 2). Hence the above lemma is proved.
Generating Non-Linear Orthogonal Arrays
Although we originally proposed the method for generating linear orthogonal arrays, it is possible to generate non-linear orthogonal arrays using the same construction.
For accomplishing this we must take a linear orthogonal array to begin with, choose any one of its columns and cyclically permute its symbols. Then clearly the resulting orthogonal array will loose its linearity property. However, even then the construction will work well for this kind of seed orthogonal array and generate a non-linear orthogonal array. We discuss further about this approach and its correctness.
Given a linear orthogonal array A(N, k, s, t), we randomly choose a column c i of which we shall cyclically permute the symbols. After undergoing a cyclic permutation, the new column c i can be represented as follows:
where α is a non-zero element of GF (s) and U is a unit column vector of dimensions
Then the columns of the orthogonal array B generated using c i from the seed array A may be of the form:
Irrespective of whether c j is a zero column vector or is equal or not equal to c i , we always get a symbol-wise cyclic permutation of the column of B we would have generated if A were linear. Similarly, the result holds for
Since the the columns of the array we have obtained is proved to be equal to or a cyclic permutation of symbols of the columns of the linear orthogonal array which we would otherwise have generated, the array thus produced is orthogonal. Further, since it does not contain a zero vector for a row, it is not linear. Hence, we can successfully generate non-linear orthogonal arrays using the aforementioned construction.
Chapter 4 Results
The significance of a new construction lies in its ability to generate new orthogonal arrays which can be contributed to the existing libraries. Hence, it is important to show that the construction proposed in this work is actually capable of generating new orthogonal arrays. Thereby, in this chapter we shall discuss about the new orthogonal arrays that can be constructed using the proposed method. 
List of New Contributions
In this section we shall list out tables of orthogonal arrays which are generated using the proposed construction but are not found in any of the above mentioned libraries. Chapter 5
Conclusion and Future Work
In this work, we presented a novel construction algorithm for generating orthogonal arrays from seed linear orthogonal arrays. The proposed method works well for seed linear orthogonal arrays of all strengths and levels. We also discussed the proof of correctness of the construction and also the possibility of generating non-linear orthogonal arrays using the same construction. The results show that the proposed construction is indeed capable of contributing to the existing libraries of orthogonal arrays. Lists of new orthogonal arrays generated using this method have been provided in the Results section.
Extensive experimental observations suggest that the proposed construction works well even if the required linearity condition is dropped. This gives us reason to conjecture that the construction would work well for any seed orthogonal array. We have already proved this result for seed orthogonal arrays of strength 2. Our future work will be primarily directed towards proving the correctness of the construction for non-linear seed orthogonal arrays of any strength.
