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Abstract
Functional magnetic resonance imaging is a popular method to investigate functional con-
nectivity between brain areas, in which patterns of different time-series are investigated.
Problems in current functional connectivity methodologies are (a) rapid event-related de-
signs cause overlap in BOLD response between successive trials, and (b) lag between
hemodynamic response (i.e., the ideal noiseless response to a stimulus) and stimulus pre-
sentation results in biased parameter-estimates. The proposed mechanism for rapid event-
related designs is by unmixing the trials in which each trial is once the trial of interest, and
all other times the trial of nuisance to reduce multicollinearity. The current method is a sin-
gle parameter general linear model, the Least Squares-Separate (LSS), and cannot handle
the problem in lag since it assumes a fixed hemodynamic response. We propose an iterative
multi-parameter method in each trial is estimated by multiple boxcars (i.e, hypothesized
blocks within each trial). This study is an addition to the Finite BOLD Response (FBR)
and can be used to estimate the shape of the hemodynamic response function (HRF). Each
boxcar estimates a single  -value, so we investigated whether the maximum  -value, the
summation, or all  -values for each trial provided the most accurate representation for a
trial. In two simulation studies was demonstrated that (a) the maximum  -value is more
stable than the summation for the FBR methods, (b) the FBR outperformed the LSS with
lag, (c) the FBR is in particular good for detecting low correlations, while the LSS is good
for detecting high correlations. In addition, results of two real data studies demonstrated
that the FBR outperformed the LSS, and the shape of the HRF could be accurately esti-
mated for rapid event-related designs and block designs. This current work allows for a
more accurate estimation for functional connectivity, and is accompanied with an imple-
mentation in R.
Keywords: Functional magnetic resonance imaging, functional connectivity, beta-series,
rapid event-related design
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1 Introduction
Functional magnetic resonance imaging (fMRI) is a technique to study brain activation.
This technique provides good spatial information (i.e., ”where is the activation”) and limited
temporal information (i.e., ”when was the activation”). This limited temporal information is
due to the slow hemodynamic response function (HRF), which is the function of the ideal noise-
less response to a particular stimulus and is modeled with a double gamma function (Friston
et al., 1998). Typically, a single HRF can be described in several characteristics. An initial
dip, which occurs within the first 1-2 seconds; the time to the peak, which is usually within
4-6 seconds of the stimulus onset; the width of the signal, in which the HRF rises within 1-2
seconds and returns to baseline by 12-20 seconds after stimulus presentation; and finally the
post-stimulus undershoot, which lasts a few seconds. Friston et al. (1998) demonstrated that
differences in magnitude and latency of the HRF were elicited by different stimuli, since they
found that the HRF for visually presented words was depending on whether the words were
processed prior to the scanning. The most important aspect of fMRI research is the blood
oxygenation level dependent signal (BOLD). The BOLD signal has its origin in the magnetic
properties of oxyhemoglobin and deoxyhemoglobin, in which differences in magnetic proper-
ties of the blood vessel can be visualized with MRI (Ogawa, Lee, Kay, & Tank, 1990).
Lindquist (2008) pointed out that statistical problems arise with more advanced methodolo-
gies, but important progress can be made with new statistical analyses. For example, fMRI can
be used to investigate connectivity between multiple brain areas over time. Functional connec-
tivity is involved with the question how multiple time-series of different regions in the cortical
area interact. The goal of functional connectivity is to find patterns of correlations in differ-
ent time-series, or a significant pattern between two brain areas. It is therefore important to
estimate single-trial BOLD responses between two time-series, since the correlation between
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time-series is an estimation of the strength of the functional connectivity. Functional connec-
tivity can be used to investigate brain activity in resting-state (e.g., Greicius, Krasnow, Reiss,
& Menon, 2003; Honey et al., 2009), or task-induced networks. A practical application of
functional connectivity is in the prediction of deficits. In this paradigm, functional connectivity
is used to classify subjects as healthy or non-healthy. Functional connectivity is an interesting
advanced statistical method since it does not build upon the concept of isolated brain areas, but
treats brain areas as interconnected.
Currently, there are a two main problems in the fMRI methodology of functional connec-
tivity. First, the estimations in rapid event-related designs are biased. Second, lag between
the onset of the HRF and stimulus presentation has not been handled with current methods.
The first problem is because the HRF needs about 20 seconds to be completed. The second
problem is that current methodologies use a fixed shape of the HRF, while this fixed shape can
lead to a missing match between the maximum value induced by the stimulus and the value of
the HRF. This is illustrated in Figure 1, in which the real peak of the BOLD response has not
been estimated by the maximum value of the HRF. Figure 1 shows a BOLD signal for one trial
with an onset at 1 seconds and the HRF, which is set 3 seconds later. The maximum value of
the BOLD is estimated after the maximum value of the HRF. The effect of this lag is that not
the real maximum signal is estimated (i.e., 40), but a lower estimate. This is represented with
the dotted lines: the maximum value of the HRF is at 9 seconds, and estimates a value of the
BOLD response at 10.5 instead of 40. This lag results in biased parameter estimates.
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Figure 1. The graphical representation of lag between HRF onset and stimulus presentation
for one trial.
In this paper, we propose a method which can be used in rapid event-related designs with the
additional advantage that the shape of the HRF can be estimated. More importantly however,
this method can deal with lag between stimulus presentation and HRF onset. We will first elab-
orate on the two types of experimental designs. Subsequently, we will discuss the current meth-
ods in functional connectivity and we will elaborate on our proposed flexible multi-parameter
method.
To make inferences from fMRI data, two experimental designs are possible in fMRI search:
block design and event-related design. The earliest experimental design was the block design
and compares an experimental condition against a control condition in fixed timed intervals
(i.e., blocks). For example, if a researcher is interested in brain activation/localization after
a particular kind of stimulus, the design is likely to be one block of stimulus presentation
succeeded by a block of no stimulus presentation (i.e., rest) during several trials. The block
design was developed to allow completion of the BOLD response, since the BOLD response
takes about 20 seconds to complete. The strength of the block design is that it is good for
detecting significant brain areas (i.e., localization of brain activity). This is due to the rest
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blocks in which the BOLD returns to baseline, which maximize the variability between the
blocks. If the length of the block is short (i.e., less than 10 seconds), the HRF cannot return to
baseline and will affect the BOLD response. However, if the length of the blocks is too long, it
will be difficult to differentiate the low-frequency noise from the signal as a result of scanner
drift. The disadvantage of the block design is that it is not possible to estimate the shape of
the HRF, because all presented stimuli within a block will sum up to one HRF. In addition,
experiments with a block design can be predictable for the subject, making it susceptible for
potential confounds such as habituations or boredom.
The second type of experimental design is the event-related design in which stimuli are
presented as short-duration events to minimize temporal correlation between events. The events
of stimuli are jittered and randomized to maximize power. More trials per time-series increases
the statistical power, but the HRF will overlap if the trials are spaced to closely in time. This
overlap can lead to saturation of the fMRI signal. Bandettini and Cox (2000) demonstrated that
an inter-stimulus interval (ISI) - the time between the end of one stimulus and the onset of the
successive stimulus - of at least 8 seconds is needed to disentangle the HRF and to obtain a
stable pattern. A shorter ISI will show an enhanced pre-undershoot of the HRF. The optimal
ISI is between 10 and 12 seconds for events with a short duration (2 seconds). The advantage
of event-related design is that the HRF can be much better estimated than with a block-design,
so inferences can be made at (a) the neuronal level, (b) distinct processes within parts of a trial,
(c) functional connectivity between brain areas, and (d) sustained activation within a region
(Huettel, Song, & McCarthy, 2014). The onset and peak latencies of the HRF can provide
information about the timing of activation, and the width of the HRF can provide information
about the duration of activation (Lindquist, Loh, Atlas, & Wager, 2009).
Event-related designs are favored over block-designs since estimation of the hemodynamic
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response is better than with block-designs, stimuli can be randomized (i.e., jittered), trials
can be individually categorized, and event-related designs have superior detection power (e.g.
Josephs & Henson, 1999; Tie et al., 2009). The use of rapid event-related designs is an asset,
because it is less prone to boredom of the subject and slow event-related designs are ineffi-
cient for univariate analysis (Mumford, Turner, Ashby, & Poldrack, 2012). In addition, the
total scanning time per subject will decrease with rapid event-related designs and more stimuli
can be presented in a shorter time. The disadvantage of rapid event-related designs is that (a)
the multicollinearity between two closely presented trials is high and therefore unreliable, and
(b) hemodynamic responses will overlap between subsequent trials within the design matrix
(Poldrack, Mumford, & Nichols, 2012). This overlap results in highly variable parameter es-
timates. It is therefore necessary to disentangle each of those trials in a separate single trial
BOLD, because studies involved with functional connectivity make inferences about multiple
time-series: if estimations for one time-series are biased, the strength of functional connectivity
between brain areas is biased too. In conclusion, event-related designs are favored over block
designs, although rapid event-related designs (i.e, an ISI of less than 8 seconds) provide bi-
ased estimates which is problematic for functional connectivity studies. Several methods have
been proposed to deal with this problem. We will first discuss fMRI methods for functional
connectivity. Afterwards, we propose our method to disentangle BOLD responses in a rapid
event-related design.
The assumption of the BOLD signal is a linear time invariant (LTI) system, in which the
stimulus is the input and the HRF is the impulse response function. A LTI system is charac-
terized by scaling, superposition, and time-invariance (Lindquist, 2008). The scaling between
input and BOLD response indicates that both are changed with the same factor, superposition
implies that the response of two stimuli closely related in time is the sum of the two individual
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responses, and time-invariance indicates that if the stimulus is shifted in time, the response is
also shifted by this same factor in time. The implication of superposition can cause problems
in functional connectivity studies with an rapid event-related design, since two closely related
trials can be merged into one trial. The advantage to assume that the BOLD signal is a LTI
system, is that fMRI data can be modeled with a general linear model (GLM):
y =  1x1 + · · ·+  nxn + ✏ (1)
✏ ⇠ N(0,  2)
where the signal of a particular voxel in a time-series, y, is estimated by a combination of
several regressors (x1 . . . xn) and parameter weights ( 1 . . .  n) of the HRF, with normally dis-
tributed error with mean 0 and variance of  2, ✏ (e.g., Henson & Friston, 2007). Note that the
intercept ( 0) of Equation 1 is excluded, since the fMRI signal is in most cases demeaned. Each
regressor represents a design matrix, which specifies how the model factors change over time
and represents the hypothesized contributors of the time-series. The design matrix uses boxcars
(a block of activation) to estimate activation within a time-series. In the design matrix is a 0
denoted as a non-contributor/no-activation, while a 1 is denoted as a contributor of activation.
This notation can be optimized for different GLMmodels, such as a one-sample t-test, in which
the design matrix consists of one column with all values of 1, to more complex designs such
as a two-way ANOVA. This design matrix has the advantage that it can be used to calculate  -
values (i.e., the contributors) for each condition. This general linear model can also implement
nuisance parameters and noise of the signal, by adding a separate xnuisance and  nuisance for
each of the nuisance and noise parameters to reduce residual variation and to improve the va-
lidity of the model. These extra nuisance parameter can include for example scanner drift (low
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frequency noise as result of slow changes in voxel intensity over time), or motion correction
for the participants (e.g., translation, rotation).
Several methods have been proposed to estimate functional connectivity with a GLM. The
simplest method is co-activation, in which the correlation is calculated for simultaneous brain
activity during an experimental task. This method does not establish a network of brain acti-
vation, so advanced methods were developed. Another method is the psychophysiological in-
teraction (PPI), and was developed to identify the modulation of the effect of one brain area to
another. Another, more recent, method is called the beta-series correlations and was developed
to obtain trial-specific estimates in an event-related design (Rissman, Gazzaley, & D’Esposito,
2004). This method is based on the estimates of the amplitude of the BOLD response for every
single trial (i.e., a regressor) and can measure inter-regional correlations during several stages
of a task. This method models each trial as a separate regressor to estimate a single parameter
(i.e.,a  -value). Cisler, Bush, and Steele (2014) compared multiple variations of the PPI and the
beta-series correlations. They simulated two brain areas within a given probability, in which
activity of one area signaled a lagged neural event of 100 ms in another area. The stimulus
response was convolved with a canonical HRF to simulate the BOLD, and Gaussian noise was
added. The result of the simulations was that the beta-series correlation performed better than
the PPI in event-related designs and under conditions of variability in the HRF.
However, the disadvantage of the standard beta-series correlation is that estimations can
become unstable in a rapid event-related design due to multicollinearity between trial-specific
regressors. Several adaptations have been developed to use beta-series correlations for rapid
event-related designs. One of those methods is the Least Squares-Separate (LSS). The LSS
runs a GLM for each trial with two regressors. For each trial, one regressor is modeled as
interest and all other regressors are modeled as nuisance (Mumford et al., 2012). A graphical
11
example for the first trial is presented in Figure 2.
0BBBBBBBBBB@
1CCCCCCCCCCA
=
0BBBBBBBBBB@
1CCCCCCCCCCA
0BB@  1
 nuisance1
1CCA
Figure 2. Graphical illustration of the LSS for the first trial.
Figure 2 shows that the first trial is modeled as the trial of interest, while all other regressors
are modeled as nuisance. This trial estimates a separate   of interest and a   for all other trials
as nuisance. For the second trial, the second regressor will be modeled of interest and all others
as nuisance (including the first trial). This will be done for every trial iteratively. This model
addresses multicollinearity by calculating only two  -values, in which it is unlikely that the
trial of interest will be correlated with the nuisance trials. Mumford et al. (2012) investigated
several variations of beta-series based on the GLM. These methods comprised the LSS, and
models with additional regularization such as the ridge regression. To study rapid event-related
designs, they used an ISI between 4-6 seconds, and 6 seconds. With a short ISI, the HRF is
difficult to estimate because the HRF has not completed yet. The result of this study was that
the LSS was the most accurate method in classification for simulated data and real data. This
method worked particularly well for rapid event-related designs, and when the multicollinearity
between BOLD responses was high. In a situation where the scan noise is less than the trial
variability, the LSS will perform better than any other least-squares model (Abdulrahman &
Henson, 2016). These results suggest that the LSS is a good method for rapid designs and with
a high signal-to-noise ratio (SNR).
12
While the LSSmethod solved the problem of multicollinearity in rapid event-related design,
the problem in lag between HRF and stimulus onset still exist. The LSS is set by the stimulus
function (i.e., the timings), so if the onset of the HRF is not exactly the same as the stimulus
presentation, the estimation will be biased, see Figure 1. In addition, the assumptions of the
LSS are rather strict. The assumptions of the LSS are that (a) the shape of the HRF response
is known, (b) neural activation is exactly a boxcar function, and (c) the observed BOLD is the
convolution of the HRF and the boxcar. The disadvantage of this method is that this method
is less flexible due to the fixed shape of the HRF, and cannot deal with lag between HRF and
stimulus onset. The Finite BOLD Response (FBR) has been proposed as an alternative method
based on the LSS, since none of the previous assumptions are applied on the FBR and this
model can deal with lag between HRF onset and stimulus onset. The FBR models the BOLD
response (rather than the HRF) as a sequence of impulses (Ashby, 2011; Turner, Mumford,
Poldrack, & Ashby, 2012). The parameter estimates of the FBR are the average unmixed
BOLD responses, and estimates several parts of each trial which allows more flexibility in the
estimations. The amount of parameter estimates depends on the amount of boxcars within each
trial.
The FBR can be presented as the following example, with a response y, a design matrix,
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and the  -values: 0BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
y1
...
...
...
...
...
...
...
...
...
yn
1CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA
=
0BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
1CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA
0BBBBBBBBBBBBBBBBBB@
 1
 2
 3
 n1
 n2
 n3
1CCCCCCCCCCCCCCCCCCA
in which y1 . . . yn represents the vector of the signal of the time series, the design matrix rep-
resents a function of the amount of boxcars (i.e., the columns) and the length of those boxcars
(i.e., the rows), and the  -values represent the  -value for each boxcar. This design matrix is
for example suitable for a trial which is 3 seconds long, and is divided into three equal parts of 1
second to estimate several parts of the trial. Like the LSS, the FBR handles multicollinearity by
estimating one trial of interest and all other trials as nuisance iteratively. In this design matrix,
the rows represent the hypothesized moment in time; the columns represent the hypothesized
contributor. The first three columns represents the trial of interest, and will be used to estimate
 1  2, and  3. The last three columns represents the nuisance trials, and will be used to estimate
 n1  n2, and  n3.
The FBR programming will be described in more detail in the Method section. In a simu-
lation study, Turner et al. (2012) compared the LSS, the FBR, and some adaptations of those
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models to a rapid event-related design on multivoxel pattern analysis (MVPA). They found,
on average, that the LSS was slightly better than the FBR (difference in accuracy of 5%).
However, a temporally shift lead to a noticeable drop in accuracy for the LSS. The FBR stayed
constant over lag - the differences in time between stimulus presentation and HRF onset. This
emerges from the assumption that the LSS require a specific HRF, while the FBR estimates the
HRF at multiple time-points. They found with real data a higher accuracy for the FBR than for
the LSS.
The previous study of Turner et al. (2012) applied the FBR on MVPA in a rapid event-
related design, however, no other study has applied the FBR on functional connectivity. The
reason that the FBR has not been applied on functional connectivity is that is yet unknown
how much  -parameters are needed to accurately estimate the signal of the time-series. The
FBRmethod estimates multiple  -values, although it was unknown whether the summation, the
maximum, or all  -values provided the most accurate estimations for each trial. This question
was addressed in the first simulation, in which we compared the maximum and the summa-
tion of the  -values against the real (i.e., implied)  -values of the simulation. We compared
the FBR (summation and maximum) against the LSS (which only provide one  -value, i.e.,
the maximum). In a second simulation, we addressed the question whether all  -values pro-
vided a good estimation of simulated correlations of  -values between two time-series. In this
simulation, we obtained several  -values for each trial, which were analyzed with a restricted
canonical correlation (RCC) to find the maximum correlation between two matrices. This was
done to measure summary activity. A standard canonical correlation would not be appropriate,
since it may overemphasize the dependence between the matrices (Das & Sen, 1994). The RCC
forces the parameter-weights to be positive to find a global optimum. Finally, we compared the
maximum and all  -values (with the RCC) using real data. This data originated from a study
15
with a rapid event-related design, and from a study with a block design. In all simulation and in
the real data study, we compared the FBR against the LSS. Overall, we expected that the FBR
did not outperform the LSS in a setting without lag between stimulus presentation and HRF
onset, but we expected that the FBR performed better with lag. Since the FBR uses multiple
boxcars to estimate the  -values, it was possible to obtain varying results from different amount
of boxes. The choice of the amount of boxcars is in essence arbitrary and needs to be set be-
forehand. The amount of boxcars is depending on the bias-variance trade-off: more boxcars
allow less bias in estimating the shape of the HRF, but more variance between two successive
points in time, and is more sensitive for fitting noise and not the ”real” signal; less boxcar allow
more bias, but more stable estimations. We will elaborate on the bias-variance trade-off with
an concrete example in Simulation 2.
We will demonstrate that the maximum  -value is better than the summation of the  -
values, and the FBR outperforms the LSS, although with a small ISI the differences are less
prominent. More importantly, the FBR remained constant with increasing lag, while the LSS
shows a noticeable drop in accuracy. In addition, we will demonstrate that the FBR is superior
in detecting low correlations compared to the LSS. Finally, the FBR is an accurate method to
estimate the shape of the HRF in both event-related designs and block designs. To stimulate the
use this method, a practical application in R was made. This R-package can be obtained from
http://github.com/sremmers/FBRbeta and is ready to read nifti files. A worked
exampled with a step-by-step explanation of the FBRbeta package is shown in Appendix C.
This example discusses the basic codes in this package, and an implementation of functional
connectivity between two regions of interest (ROI). Appendix D contains the documentation of
this R-package.
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2 Method
In this section, we will elaborate on the steps we took to make the FBR method suitable
for functional connectivity analysis. The method was programmed in R (R Core Team, 2017)
using RStudio (RStudio Team, 2016). Both the LSS and the FBR estimates each one trial of
interest and all other trials are modeled as nuisance. This procedure is iterative, because there
are multiple trials in a time-series in which each trial must become once the trial of interest.
To do so, the timings of stimuli presentations were shuffled in a way that the first timing had
not been used previously. For example, stimuli presented at 1, 5, and 9 seconds lead to the
following matrix of timings: 26666664
1 5 9
5 1 9
9 1 5
37777775
The first column represents the trial of interest and had always a new value. All other columns
represent the nuisance trials (column 2 and 3). The rows represent the number of iteration. For
example, in the first iteration is the first trial of interest modeled at the stimulus at 1 second,
while the third iteration represents the trial of interest at 9 seconds.
To implement the timings in the design matrix, boxcars were computed for each of the
timings. A boxcars function was computed, in which the amount of boxcars and the length of
the boxcars could be changed. This first half of the columns of the design matrix represented
the regressor of interest, followed by all other regressors as nuisance. This was done for each
timing. So for example, if we have the same three stimuli presentations at 1 second, time1s, 5
seconds, time5s, and 9 seconds, time9s, with three boxes of length 1 second:
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boxcartime1s =
2666666666666666666666666666666666666664
interestz }| {
1 0 0
nuisancez }| {
0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
3777777777777777777777777777777777777775
boxcartime5s =
2666666666666666666666666666666666666664
interestz }| {
0 0 0
nuisancez }| {
1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
3777777777777777777777777777777777777775
(2)
boxcartime9s =
2666666666666666666666666666666666666664
interestz }| {
0 0 0
nuisancez }| {
1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
3777777777777777777777777777777777777775
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The rows represent the length of the time-series in seconds and the columns represent twice
the amount of boxes (twice, because the first half is modeled as trial of interest and all others
are modeled as nuisance). The length of the boxcar is represented by the rows of the matrix.
These three matrices show the boxcars for three timings. The first three columns of the ma-
trices represented the regressors of interest since three boxes are used. The last three columns
represented the regressors of nuisance. The 1 indicates the hypothetical onset of the stimulus
presentations (i.e., at 1, 5, and 9 seconds). The amount of boxcars and the length of the boxcars
could vary. For example, if the length of the boxes were set to two, the design matrix for the
first iteration should be:
boxcartime1s =
2666666666666666666666666666666666666666666666666664
1 0 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 1 0 0 0 0
0 0 1 1 0 0
0 0 1 1 0 0
0 0 0 0 1 0
0 0 0 0 1 0
0 0 0 1 0 1
0 0 0 1 0 1
0 0 0 0 1 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 1
3777777777777777777777777777777777777777777777777775
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Note that the length of the time-series should fit the length of the boxcars, since the design
matrix with length of 2 seconds is longer than with 1 second. In a subsequent step the beta-
series for the LSS were computed. This was be done with an unpublished package of Weeda,
in which the data was convolved using the stimulus timings. In the subsequent step were the
 -parameters of each design matrix estimated, using the standard formula,
 ˆ = (XTX) 1XTy (3)
in whichX was the design matrix (the boxcars for the FBR or the convolved HRF for the LSS),
and y was the data vector. Since both the LSS and the FBR estimates nuisance parameters, only
the  -values for the trial of interest provided information about the BOLD signal at a particular
timing.
The amount of  -values depend on the amount of boxes. That is, every box from the
trial of interest will estimate a  -value, so a function was made to compute the maximum,
the summation, and all  -values for each trials. In the final step, the estimated  -values were
correlated with the  -values implied by the model for the FBR and the LSS method. We only
used the  -values of the trial of interest in both methods. All visualizations in this paper were
done with the R package ggplot2 (Wickham, 2009). All individual correlations are presented
with a dot in all simulations.
2.1 Simulation 1
In this simulation, we investigated whether it was possible to find the  -values implied by
the data with the LSS and the FBR. In all simulations, we used 10 trials, the HRF was 18
seconds long with a mean signal value of 5. A total of 250 simulations were run for each
of the following combinations in which we varied and extended the flexibility and fit of the
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models. To investigate the main advantage of the FBR, we varied the lag - the time between
stimulus presentation and onset of the HRF - between 0, 2, 4, and 6 seconds. In addition,
ISI - the time between the end of a trial and the start of a successive trial - varied randomly
from an uniform distribution, where the intervals were chosen between 2-4, 4-6, 6-8, 10-12,
and 16-20 seconds. This variation was implemented to investigate various degrees of multi-
collinearity, since in rapid event-related designs it is difficult to estimate the single trial BOLD
because successive signals have merged onto one signal. In addition, the SNR was based on
N(0, 1/SNR ⇤max(signal)), and varied between ”infinity”, 5, and 2. In the ”infinity” SNR
condition, no noise was included in the model, and was only used for visual inspection of the
most optimal situation, since fMRI signal is rarely noiseless. We also varied the time per scan
(TR) between 1 and 2 seconds. To investigate the differences within the HRF, we varied the
trial-to-trial variability (TTV) of the amplitude between .001, .5, .8, 1.6, and 3. Finally, since
the FBR uses boxcars the estimate the HRF, some variations in the amount and length of the
boxes were investigated, which summed up to 18 seconds. The amount of boxes varied between
5, 6, 9, and 18, and the length of the boxes varied between 3.6, 3, 2, and 1 seconds respectively.
The rationale behind varying the boxes was that with more boxes, the estimations were more
prone to noise.
Data was simulated with each of the previous setups, so there were 2400 possible combina-
tions, each simulated 250 times. After the data was simulated, the timing-matrix was computed,
in which we varied the the first stimulus onset. In the next step, all regressorsX were computed
for all timings. The LSS convolved with the stimulus function (i.e., the timing of a stimulus
event), and the  -values of the LSS were computed using Formula 3. For the FBR, the max-
imum and the summation of the  -values were correlated with the  -values simulated by the
model. For the LSS, the  -values were correlated with the  -values simulated by the model.
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The dependent variable in this simulation is de correlation between the  -values of the
method and the  -values of simulation by the model (i.e., how well we could find the estimated
values). We analyzed the effect of each of the manipulations on the correlation for each of the
three methods with n-way ANOVAs (expect for the amount of boxes and the level of noise,
since the LSS does not use the amount of boxes). Post-hoc Tukey honest significant difference
(HSD) was used to investigate the differences within an interaction.
The most important comparison of this simulation is the interaction between lag and method,
and the interaction between SNR and the amount of boxes for the two FBR methods. Only in
the first simulation we will explicitly call the LSS the maximum LSS. This is because the LSS
will always takes the maximum  -value.
2.2 Simulation 2
In this simulation, we investigated which method provided the most accurate estimation of
the simulated correlation between two time-series. The time-series consisted of 10 trials, in
which the HRF was 15 seconds long. The reason to change the HRF from 18 seconds to 15
seconds was to explore how the methods performed with a slightly smaller HRF. A total of 250
simulations for each of the following setups were run in which we varied several factors. We
simulated two time-series with a varying correlation of the  -values of .2, .7, and .9. These
correlation is called ⇢. We varied the ISI randomly from an uniform distributions of 4-6, 8-10,
10-14, and 16-20 seconds. In addition, SNR varied between ”infinity”, 5, and 2. The SNR level
of ”infinity” was only used for visual inspection, since fMRI signal is rarely noiseless. Since
the length of a trial was 15 seconds, the amount of boxes were chosen between 5, 7.5, and 15
with length of 3, 2, and 1 seconds respectively. The TR varied between 1 and 2 seconds, and
the lag between HRF onset and stimulus presentation varied between 0, 2, 4, and 6 seconds. In
conclusion, a total of 864 combinations were simulated 250 times.
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The  -values were computed for each simulation with the R-package MASS (Venables &
Ripley, 2002). These  -values were based on 10 trials with mean signal value of 500 with
TTV of the amplitude of 100. This was done to make the  -values larger, although this has no
implications for the different simulated signal between Simulation 1 and Simulation 2. Data
were simulated with an unpublished package of Weeda, which took the  -values as input, and
all other setups previously described in this subsection. Two regions were simulated, each with
the same seed. After the data simulation, the timing-matrix was computed in which the first
timing shuffled in time. This was done because both the LSS and the FBR use only one trial of
interest and this was done to make sure that the first timing in a row was a new trial of interest.
The design matrices were based on the amount of boxcars and the length of the boxcars. For
the LSS, the stimulus timings were convolved with the HRF for each of the two regions, and
the  -values were computed with Formula 3. For the FBR, the RCC allowed comparison of the
matrix with  -values for the first simulated region and the  -values for the second simulated
region. Since we have all  -values for each trial of interest, is was possible to calculate the
summary of activation. This was done with the RCC and is an alternative to the canonical
correlation, in which all parameters are forced to be positive. The RCC was computed with
R-package mixOmics (Le Cao et al., 2017) and were centered and scaled for the estimation of
shrinkage parameters and the calculation of the regularized variance-covariance matrices.
The dependent variable in this simulation is the estimated correlation between two time-
series. All comparisons were done with n-way ANOVAs, in which the differences between
FBR and LSS were investigated (expect for the amount of boxes and the level of noise, since
the LSS does not use the amount of boxes). Post-hoc Tukey HSD was used to investigate the
differences within an interaction. In this simulation, we did not expect to find an effect of lag,
since both the HRF of the first time-series as the HRF of the second time-series are shifted
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with the same amount of time. However, the most interesting comparison is the different levels
of ⇢ and the method, since the FBR uses multiple parameters, it is possible that the FBR has
an advantage for low values of ⇢. Another interesting aspect is the interaction between level
of noise and the amount of boxes, in which we expected that less boxes are needed in a noisy
condition. Finally, the bias-variance trade-off is visualized and elaborated on estimating the
shape of the HRFwith 15 boxes and 7.5 boxes, and with SNR level of ”infinity” and 5 to provide
information on the estimation and the level of noise. The data used for the bias-variance trade-
off comprised the data for the ISI 8-10 seconds, ⇢ of .7, TR of 1 second, and lag of 0 second
setup.
2.3 Real Data
For the real data, we compared the FBR and the LSS to a rapid event-related design and a
block design. The estimation of the shape of the HRF in block designs is harder than in event-
related designs. With this flexible multi-parameter method, we expect that the estimation of the
shape will be possible. The real data samples were analyzed using FMRIB Software Library
(FSL, www.fmrib.ox.ac.uk/fsl). The data originated from the OpenfMRI database,
www.openfmri.org. The data used in this study were gathered by Jimura, Cazalis, Stover,
and Poldrack (2014) (accession number ds00016) and Pernet et al. (2015) (accession number
ds000158). The data were preprocessed according to the steps taken in the original papers.
The interest of this paper is not in establishing new theories of functional connectivity, but in
comparing the two methods. Therefore, only one participant from each study with only one
run will be preprocessed and analyzed. We estimated the functional connectivity two times
for different ROIs for each study. The localization of brain areas was done with the Harvard-
Oxford Cortical and Subcortical Structural Atlas, implemented in FSL. The preprocessed data
was read into R with the R-package arf3DS4 (Weeda, de Vos, Waldorp, Grasman, & Huizenga,
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2011). The measurement of functional connectivity was estimated by the LSS, the maximum
 -value of each trial the FBR, and the RCC. In addition, the averaged shape of the HRF is
visualized for one ROI for each study, in which the estimated  -values are averaged over all
trials with use of the RCC. This additional possibility is the advantage of the FBR method.
The study of Jimura et al. (2014) was involved with task switching in the context of learning
a new skill. Participants were required to decide whether a word was living or non-living by
pressing a corresponding button as quickly as possible. In six runs, subjects were required to
perform living-non-living judgments with a pressing response button in which either plain or
mirror-reversed words were presented. Each run consisted of 32 plain and 32 mirror-reversed
words. Each stimulus duration was 3.25 seconds, and the stimulus-onset asynchrony varied
across trials from 4 to 11.5 s (mean 6.28). Trials were split between mirror-repeat, mirror-
switch, plain-repeat, and plain-switch. The suffix ”repeat” indicates that the previous trial was
the same stimulus condition; the suffix ”switch” indicates that the previous trial was a different
stimulus condition. Prior to analyzing the brain data, preprocessing for one participant was
carried out in MCFLIRT, part of FSL version 5.0.9 to remove motion correction. The skull
was extracted using the brain extraction tool (BET). Spatial smoothing was performed using
5-mm full-width-half-maximum Gaussian kernel. The high pass filter cutoff was set to 64
seconds, and the TR of this study was 2 seconds. The functional image was registered on the
structural image (without the skull) using BBR and the standard MNI152 T1 brain with 12
degrees of freedom. Significance was set to cluster p-threshold of .05, with cluster Z-threshold
of 2.3. We used FILM prewhitening and the convolution was done with the double-gamma
HRF. In addition, we added a temporal derivative and applied temporal filtering for each of
the four condition. To find significant voxels, a GLM was carried out in FEAT version 6.0.0.
For comparing the LSS and the FBR, only the mirror-repeat condition was used, since that
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condition contained the most significant brain voxels.
The study of Pernet et al. (2015) was involved with voice-sensitive temporal areas of human
auditory cortex. The design of this study was a 620 seconds block design with 40 8-seconds
blocks of either vocal or non-vocal sounds. The 40 blocks were intermixed with 20 periods
of rest for completion of the HRF. Non-voice stimuli were succeeded by voice-stimuli and
vice versa for voice-stimuli with 400 ms delay. The vocal stimuli consisted of speech sounds,
and non-speech sounds of human vocal origin (for example, laughter). The non-voice stimuli
consisted of natural sounds, such as waves of the ocean. Participants were scanned while pas-
sively listening to the stimuli with eyes closed. Preprocessing was carried out in MCFLIRT,
part of FSL version 5.0.9 to remove motion correction. The skull was extracted using BET
and spatial smoothing was performed using 6-mm full-width-half-maximum Gaussian kernel.
The high pass filter cutoff was set to 128 seconds, and the TR of this study was 2 seconds.
The functional image was registered on the structural image (without the skull) using BBR on
the standard MNI 152 T1 brain with 12 degrees of freedom. Significance was set to cluster
p-threshold of .05, with cluster Z-threshold of 2.3. We used FILM prewhitening and the con-
volution was done with the double-gamma HRF. In addition, we applied temporal filtering and
a temporal derivate for each of the two condition. To find significant voxels, the GLM was
carried out in FEAT version 6.0.0. For the connectivity analysis, we compared the time-series
of two significant brain areas in the vocal condition, since that condition contained the most
significant voxels.
After the preprocessing was done of both studies, the filtered functional data was read into
R with the R-package arf3DS4 (Weeda et al., 2011). In a subsequent step, the timing of the first
stimuli presentation were shuffled in time to make sure that the first trial was only one time the
trial of interest. This was done because both the LSS and the FBR uses each iteration one trial
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of interest that has not been used previously. In a subsequent step, we selected several voxels,
which were each averaged and demeaned to estimate the activation of a ROI. This was done for
two significant brain areas.
For the FBR, the following steps were done. For each ROI, a design matrix with a prede-
fined amount of boxcars and a length of boxcars was computed based on the amount of trials of
the chosen condition. For the event-related study of Jimura et al. (2014), the amount of boxes in
were 36 (length .5 second), 18 (length 1 second), 9 (length 2 seconds), 4.5 (length 4 seconds),
and 3 (length 6 seconds). For the block design of Pernet et al. (2015), the amount of boxes were
40 (length .5 second), 20 (length 1 second), 10 (length 2 seconds), 5 (length 4 seconds) and 2.5
(length 8 seconds). The amount of boxcars multiplied by the length of the boxcars was equal
to the amount of trial, but any other setup in amount and length was possible too. In the final
step, we correlated the maximum  -values of each boxcars for both regions, and we correlated
all  -values from two ROIs in a restricted canonical correlation to obtain a measurement of
summary activation.
For the LSS, a new exploratory variable was made from the filtered functional data. Each
ROI was convolved with the stimuli timings with an unpublished code of Weeda to obtain
 -values. The  -values from the trial of interests of two ROIs were correlated to measure
functional connectivity between two brain areas.
3 Results
3.1 Simulation 1
All results are visualized in Appendix A. We will discuss the interaction between lag and
method, the amount of boxes and noise, and the TTV of the amplitude and the TR in separate
subsections.
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3.1.1 Interaction lag and method
For more interpretable results, the data for this subsection consisted of the result for SNR
2 and 5, the TTV in amplitude of 3, and TR of 1. The trend on which we elaborate occurs
for every setup we did not include in this data. A 4 ⇥ 3 ANOVA was conducted to compare
the interaction between lag(levels: 0, 2, 4, 6) and method (levels: maximum FBR, summation
FBR, maximum LSS) on the correlation between the  -values found by the methods and the
 -values simulated by data. There was a main effect of lag, F(3, 11988) = 4718.12, p <.001,
a main effect of method, F(2, 11988) = 968.90, p <.001. In addition, there was an interaction
effect of lag and method, F(6, 119888) = 5256.20, p <.001. Tukey HSD post-hoc results are
displayed in Table 1 and Figure 3.
Figure 3. The comparison of the maximum FSS, summation FSS, and the LSS. Shown is the
differences between lag for SNR 2 and 5, the TTV of the amplitude of 3, and TR of 1.
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Table 1
Post-hoc differences for the interaction between lag and method
Situation 1 Situation 2
Lag Method Lag Method Differences p-value
2 maximum FBR 0 maximum FBR 0.02 0.001
4 maximum FBR 0 maximum FBR 0.01 0.039
6 maximum FBR 0 maximum FBR 0.02 0.005
0 maximum LSS 0 maximum FBR 0.30 <.001
2 maximum LSS 0 maximum FBR 0.17 <.001
4 maximum LSS 0 maximum FBR -0.18 <.001
6 maximum LSS 0 maximum FBR -0.52 <.001
0 summation FBR 0 maximum FBR -0.09 <.001
2 summation FBR 0 maximum FBR -0.08 <.001
4 summation FBR 0 maximum FBR -0.07 <.001
6 summation FBR 0 maximum FBR -0.07 <.001
4 maximum FBR 2 maximum FBR 0.00 0.998
6 maximum FBR 2 maximum FBR 0.00 1.000
0 maximum LSS 2 maximum FBR 0.28 <.001
2 maximum LSS 2 maximum FBR 0.15 <.001
4 maximum LSS 2 maximum FBR -0.19 <.001
6 maximum LSS 2 maximum FBR -0.54 <.001
0 summation FBR 2 maximum FBR -0.11 <.001
2 summation FBR 2 maximum FBR -0.10 <.001
4 summation FBR 2 maximum FBR -0.09 <.001
6 summation FBR 2 maximum FBR -0.09 <.001
6 maximum FBR 4 maximum FBR 0.00 1.000
0 maximum LSS 4 maximum FBR 0.28 <.001
2 maximum LSS 4 maximum FBR 0.16 <.001
4 maximum LSS 4 maximum FBR -0.19 <.001
6 maximum LSS 4 maximum FBR -0.54 <.001
0 summation FBR 4 maximum FBR -0.10 <.001
2 summation FBR 4 maximum FBR -0.09 <.001
4 summation FBR 4 maximum FBR -0.08 <.001
6 summation FBR 4 maximum FBR -0.08 <.001
0 maximum LSS 6 maximum FBR 0.28 <.001
2 maximum LSS 6 maximum FBR 0.15 <.001
4 maximum LSS 6 maximum FBR -0.19 <.001
6 maximum LSS 6 maximum FBR -0.54 <.001
0 summation FBR 6 maximum FBR -0.11 <.001
2 summation FBR 6 maximum FBR -0.09 <.001
4 summation FBR 6 maximum FBR -0.08 <.001
6 summation FBR 6 maximum FBR -0.09 <.001
2 maximum LSS 0 maximum LSS -0.13 <.001
4 maximum LSS 0 maximum LSS -0.47 <.001
6 maximum LSS 0 maximum LSS -0.82 <.001
0 summation FBR 0 maximum LSS -0.39 <.001
2 summation FBR 0 maximum LSS -0.37 <.001
4 summation FBR 0 maximum LSS -0.36 <.001
6 summation FBR 0 maximum LSS -0.37 <.001
4 maximum LSS 2 maximum LSS -0.35 <.001
6 maximum LSS 2 maximum LSS -0.69 <.001
0 summation FBR 2 maximum LSS -0.26 <.001
2 summation FBR 2 maximum LSS -0.25 <.001
4 summation FBR 2 maximum LSS -0.24 <.001
6 summation FBR 2 maximum LSS -0.24 <.001
6 maximum LSS 4 maximum LSS -0.35 <.001
0 summation FBR 4 maximum LSS 0.09 <.001
2 summation FBR 4 maximum LSS 0.10 <.001
4 summation FBR 4 maximum LSS 0.11 <.001
6 summation FBR 4 maximum LSS 0.11 <.001
0 summation FBR 6 maximum LSS 0.43 <.001
2 summation FBR 6 maximum LSS 0.44 <.001
4 summation FBR 6 maximum LSS 0.46 <.001
6 summation FBR 6 maximum LSS 0.45 <.001
2 summation FBR 0 summation FBR 0.01 0.314
4 summation FBR 0 summation FBR 0.02 <.001
6 summation FBR 0 summation FBR 0.02 <.001
4 summation FBR 2 summation FBR 0.01 0.244
6 summation FBR 2 summation FBR 0.01 0.574
6 summation FBR 4 summation FBR 0.00 1.000
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Overall, the average correlation for the maximum FBR was .57 (SD = .30), for the summa-
tion FBR .49 (SD = .33), and for the LSS .50 (SD = .42). It is not surprising to see that the
correlations were slightly lower in the condition with more noise (SNR 2), because noisy data
is more difficult to estimate. However, it is more important that both FBR methods remained
constant over time, while the estimations of the LSS dropped after a lag of 2 seconds. For a
very short ISI (2-4 seconds) and no lag, the LSS method performed better than the FBR. In all
other cases, the maximum FBR outperformed all other methods. The fact that the FBR needs
at least 6-8 seconds to fit the data well is not surprising, given that Bandettini and Cox (2000)
demonstrated that an ISI of at least 8 seconds is needed to disentangle the HRF. With a shorter
ISI will the design matrix of the boxcars overlap.
3.1.2 Amount of boxes and noise
Another question in this simulation was involved with the amount of boxes to fit the data
(nbox) depending on the level of noise. Like in the previous subsection, the data consisted of
results for SNR 2 and 5, the TTV in amplitude of 3, and TR of 1. The LSSmethod was excluded
in this comparison, since the LSS does not use boxcars. A three-way ANOVA between SNR
(levels: 2, 5) ⇥ nbox (levels: 5, 6, 9, 18) ⇥ method (levels: maximum FBR, summation FBR)
was conducted. There was a main effect of SNR, F(1, 79984) = 4415.14, p <.001, a main
effect of nbox, F(3, 79984) = 40.79, p <.001, and a main effect of method, F(1,79984) =
1679.39, p <.001. In addition, there was an interaction between SNR and nbox, F(3, 79984)
= 11.40, p <.001, an interaction between SNR and method, F(1, 79984) = 204.97, p <.001,
and an interaction between nbox and method, F(3, 79984) = 13.22, p <.001. Finally, there was
a three-way interaction between SNR, nbox, and method, F(3, 79984) = 17.49, p <.001. The
results of the Tukey HSD post-hoc for the three-way interaction are presented in Table 2. The
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results are visualized in Figure 4.
The effect of the amount of boxes on the correlation were marginal, since most differences
in boxes were not significant. For the maximum FBR, the mean correlation for 5 boxes was .52
(SD = .32), for 6 boxes .54 (SD = .31), for 9 boxes .54 (SD = .31), and for 18 boxes, 51 (SD =
.32). For the summation FBR, the mean correlation for 5 boxes was .52 (SD = .32), for 6 boxes
.54 (SD = .31), for 9 boxes .54 (SD = .31), and for 18 boxes .51 (SD = .32). This indicates
that there are no salient differences in the amount of boxes and the level of noise for the FBR
methods.
Figure 4. The effect of method and the level of SNR on the correlation with multiple boxes for
TR of 1 and TTV of 3.
3.1.3 TTV of the amplitude and TR
Two other minor questions arose about the TTV of the amplitude and the TR for each of
the three methods. The data for this subsection consisted of all data for SNR 2. A three-way
ANOVA between TR (levels: 1 seconds, 2 seconds) ⇥ TTV (levels: .001, .5, .8, 1.6, 3) ⇥
method (levels: maximum FBR, summation FBR, LSS) showed a main effect for TR, F(1,
599970) = 6465.10, p <.001, a main effect for TTV, F(4, 599970) = 24792.80,p <.001, and a
main effect for method, F(2, 599970) = 947.14, p <.001. In addition, there was an interaction
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Table 2
Post-hoc differences for the three-way interaction between SNR, nbox, and method
Situation 1 Situation 2
SNR nbox Method SNR nbox Method Differences p-value
5 5 maximum FBR 2 5 maximum FBR 0.16 <.001
2 6 maximum FBR 2 5 maximum FBR 0.03 0.002
5 6 maximum FBR 2 5 maximum FBR 0.17 <.001
2 9 maximum FBR 2 5 maximum FBR 0.02 0.135
5 9 maximum FBR 2 5 maximum FBR 0.19 <.001
2 18 maximum FBR 2 5 maximum FBR -0.05 <.001
5 18 maximum FBR 2 5 maximum FBR 0.17 <.001
2 5 summation FBR 2 5 maximum FBR -0.07 <.001
5 5 summation FBR 2 5 maximum FBR 0.05 <.001
2 6 summation FBR 2 5 maximum FBR -0.05 <.001
5 6 summation FBR 2 5 maximum FBR 0.06 <.001
2 9 summation FBR 2 5 maximum FBR -0.06 <.001
5 9 summation FBR 2 5 maximum FBR 0.05 <.001
2 18 summation FBR 2 5 maximum FBR -0.06 <.001
5 18 summation FBR 2 5 maximum FBR 0.04 <.001
2 6 maximum FBR 5 5 maximum FBR -0.13 <.001
5 6 maximum FBR 5 5 maximum FBR 0.02 0.321
2 9 maximum FBR 5 5 maximum FBR -0.14 <.001
5 9 maximum FBR 5 5 maximum FBR 0.04 0.000
2 18 maximum FBR 5 5 maximum FBR -0.21 <.001
5 18 maximum FBR 5 5 maximum FBR 0.01 0.828
2 5 summation FBR 5 5 maximum FBR -0.22 <.001
5 5 summation FBR 5 5 maximum FBR -0.10 <.001
2 6 summation FBR 5 5 maximum FBR -0.21 <.001
5 6 summation FBR 5 5 maximum FBR -0.09 <.001
2 9 summation FBR 5 5 maximum FBR -0.21 <.001
5 9 summation FBR 5 5 maximum FBR -0.10 <.001
2 18 summation FBR 5 5 maximum FBR -0.22 <.001
5 18 summation FBR 5 5 maximum FBR -0.11 <.001
5 6 maximum FBR 2 6 maximum FBR 0.15 <.001
2 9 maximum FBR 2 6 maximum FBR -0.01 0.998
5 9 maximum FBR 2 6 maximum FBR 0.17 <.001
2 18 maximum FBR 2 6 maximum FBR -0.08 <.001
5 18 maximum FBR 2 6 maximum FBR 0.14 <.001
2 5 summation FBR 2 6 maximum FBR -0.09 <.001
5 5 summation FBR 2 6 maximum FBR 0.03 0.000
2 6 summation FBR 2 6 maximum FBR -0.08 <.001
5 6 summation FBR 2 6 maximum FBR 0.04 0.000
2 9 summation FBR 2 6 maximum FBR -0.08 <.001
5 9 summation FBR 2 6 maximum FBR 0.03 0.000
2 18 summation FBR 2 6 maximum FBR -0.09 <.001
5 18 summation FBR 2 6 maximum FBR 0.02 0.269
2 9 maximum FBR 5 6 maximum FBR -0.15 <.001
5 9 maximum FBR 5 6 maximum FBR 0.02 0.113
2 18 maximum FBR 5 6 maximum FBR -0.22 <.001
5 18 maximum FBR 5 6 maximum FBR 0.00 1.000
2 5 summation FBR 5 6 maximum FBR -0.24 <.001
5 5 summation FBR 5 6 maximum FBR -0.12 <.001
2 6 summation FBR 5 6 maximum FBR -0.22 <.001
5 6 summation FBR 5 6 maximum FBR -0.11 <.001
2 9 summation FBR 5 6 maximum FBR -0.23 <.001
5 9 summation FBR 5 6 maximum FBR -0.12 <.001
2 18 summation FBR 5 6 maximum FBR -0.24 <.001
5 18 summation FBR 5 6 maximum FBR -0.13 <.001
5 9 maximum FBR 2 9 maximum FBR 0.17 <.001
2 18 maximum FBR 2 9 maximum FBR -0.07 <.001
5 18 maximum FBR 2 9 maximum FBR 0.15 <.001
2 5 summation FBR 2 9 maximum FBR -0.08 <.001
5 5 summation FBR 2 9 maximum FBR 0.04 0.000
2 6 summation FBR 2 9 maximum FBR -0.07 <.001
5 6 summation FBR 2 9 maximum FBR 0.04 <.001
2 9 summation FBR 2 9 maximum FBR -0.07 <.001
5 9 summation FBR 2 9 maximum FBR 0.04 0.000
2 18 summation FBR 2 9 maximum FBR -0.08 <.001
5 18 summation FBR 2 9 maximum FBR 0.02 0.006
2 18 maximum FBR 5 9 maximum FBR -0.24 <.001
5 18 maximum FBR 5 9 maximum FBR -0.02 0.011
2 5 summation FBR 5 9 maximum FBR -0.26 <.001
5 5 summation FBR 5 9 maximum FBR -0.14 <.001
2 6 summation FBR 5 9 maximum FBR -0.24 <.001
5 6 summation FBR 5 9 maximum FBR -0.13 <.001
2 9 summation FBR 5 9 maximum FBR -0.25 <.001
5 9 summation FBR 5 9 maximum FBR -0.14 <.001
2 18 summation FBR 5 9 maximum FBR -0.26 <.001
5 18 summation FBR 5 9 maximum FBR -0.15 <.001
5 18 maximum FBR 2 18 maximum FBR 0.22 <.001
2 5 summation FBR 2 18 maximum FBR -0.01 0.556
5 5 summation FBR 2 18 maximum FBR 0.11 <.001
2 6 summation FBR 2 18 maximum FBR 0.00 1.000
5 6 summation FBR 2 18 maximum FBR 0.11 <.001
2 9 summation FBR 2 18 maximum FBR 0.00 1.000
5 9 summation FBR 2 18 maximum FBR 0.11 <.001
2 18 summation FBR 2 18 maximum FBR -0.01 0.724
5 18 summation FBR 2 18 maximum FBR 0.09 <.001
2 5 summation FBR 5 18 maximum FBR -0.23 <.001
5 5 summation FBR 5 18 maximum FBR -0.11 <.001
2 6 summation FBR 5 18 maximum FBR -0.22 <.001
5 6 summation FBR 5 18 maximum FBR -0.11 <.001
2 9 summation FBR 5 18 maximum FBR -0.22 <.001
5 9 summation FBR 5 18 maximum FBR -0.11 <.001
2 18 summation FBR 5 18 maximum FBR -0.23 <.001
5 18 summation FBR 5 18 maximum FBR -0.12 <.001
5 5 summation FBR 2 5 summation FBR 0.12 <.001
2 6 summation FBR 2 5 summation FBR 0.02 0.456
5 6 summation FBR 2 5 summation FBR 0.13 <.001
2 9 summation FBR 2 5 summation FBR 0.01 0.969
5 9 summation FBR 2 5 summation FBR 0.12 <.001
2 18 summation FBR 2 5 summation FBR 0.00 1.000
5 18 summation FBR 2 5 summation FBR 0.11 <.001
2 6 summation FBR 5 5 summation FBR -0.10 <.001
5 6 summation FBR 5 5 summation FBR 0.01 0.999
2 9 summation FBR 5 5 summation FBR -0.11 <.001
5 9 summation FBR 5 5 summation FBR 0.00 1.000
2 18 summation FBR 5 5 summation FBR -0.12 <.001
5 18 summation FBR 5 5 summation FBR -0.01 0.890
5 6 summation FBR 2 6 summation FBR 0.11 <.001
2 9 summation FBR 2 6 summation FBR -0.01 1.000
5 9 summation FBR 2 6 summation FBR 0.10 <.001
2 18 summation FBR 2 6 summation FBR -0.01 0.628
5 18 summation FBR 2 6 summation FBR 0.09 <.001
2 9 summation FBR 5 6 summation FBR -0.12 <.001
5 9 summation FBR 5 6 summation FBR -0.01 0.999
2 18 summation FBR 5 6 summation FBR -0.13 <.001
5 18 summation FBR 5 6 summation FBR -0.02 0.183
5 9 summation FBR 2 9 summation FBR 0.11 <.001
2 18 summation FBR 2 9 summation FBR -0.01 0.993
5 18 summation FBR 2 9 summation FBR 0.10 <.001
2 18 summation FBR 5 9 summation FBR -0.12 <.001
5 18 summation FBR 5 9 summation FBR -0.01 0.902
5 18 summation FBR 2 18 summation FBR 0.11 <.001
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between TR and TTV, F(4, 599970) = 466.13, p<.001, an interaction between TR and method,
F(2, 599970) = 421.49, p <.001, and an interaction between TTV and method, F(8, 599970)
= 86.41, p <.001. Finally, there was a three-way interaction between TR, TTV, and method,
F(8, 599970) = 41.53, p <.001. Overall, the differences in TR are not meaningful, since the
overall difference between TR 2 seconds and TR 1 seconds is -.07, with a slight advantage for a
sampling frame at 1 seconds. This is because the sampling frame at TR 1 is one sample every 1
second, while the sampling frame at TR 2 is one sample every 2 seconds, so the TR 1 condition
has more data-points. We will therefore elaborate on the two-way interaction between TTV
and method. Tukey HSD post-hoc results are presented in Table 3 and visualized in Figure 5.
In the TTV .001 condition, estimations were difficult for all methods. This is because
the HRF is too low to be estimated. Overall, a trend can be seen in which an increasing TTV
results in a higher correlation. None of the methods works well with in the TTV .001 condition.
Omitting this condition, the mean for the maximum FBR is .30 (SD = .34), for the summation
FBR .25 (SD = .34), and for the LSS .30 (SD = .38), in which the difference between LSS and
maximum FBR is not sigificant, p = .702.
Figure 5. The effect of the TTV and the TR on the correlation for SNR 2.
In conclusion, in this simulation we investigated the correlation between the  -values of
simulated fMRI data and the  -values estimated by the three methods. Overall, we found that
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Table 3
Post-hoc differences for the interaction between TTV and method
Situation 1 Situation 2
TTV Method TTV Method Differences p-value
0.5 maximum FBR 0.001 maximum FBR 0.18 <.001
0.8 maximum FBR 0.001 maximum FBR 0.25 <.001
1.6 maximum FBR 0.001 maximum FBR 0.35 <.001
3 maximum FBR 0.001 maximum FBR 0.40 <.001
0.001 maximum LSS 0.001 maximum FBR 0.01 0.619
0.5 maximum LSS 0.001 maximum FBR 0.18 <.001
0.8 maximum LSS 0.001 maximum FBR 0.24 <.001
1.6 maximum LSS 0.001 maximum FBR 0.35 <.001
3 maximum LSS 0.001 maximum FBR 0.41 <.001
0.001 summation FBR 0.001 maximum FBR 0.00 0.999
0.5 summation FBR 0.001 maximum FBR 0.13 <.001
0.8 summation FBR 0.001 maximum FBR 0.19 <.001
1.6 summation FBR 0.001 maximum FBR 0.29 <.001
3 summation FBR 0.001 maximum FBR 0.38 <.001
0.8 maximum FBR 0.5 maximum FBR 0.07 <.001
1.6 maximum FBR 0.5 maximum FBR 0.17 <.001
3 maximum FBR 0.5 maximum FBR 0.22 <.001
0.001 maximum LSS 0.5 maximum FBR -0.17 <.001
0.5 maximum LSS 0.5 maximum FBR 0.00 0.952
0.8 maximum LSS 0.5 maximum FBR 0.06 <.001
1.6 maximum LSS 0.5 maximum FBR 0.17 <.001
3 maximum LSS 0.5 maximum FBR 0.23 <.001
0.001 summation FBR 0.5 maximum FBR -0.18 <.001
0.5 summation FBR 0.5 maximum FBR -0.05 <.001
0.8 summation FBR 0.5 maximum FBR 0.01 0.596
1.6 summation FBR 0.5 maximum FBR 0.11 <.001
3 summation FBR 0.5 maximum FBR 0.20 <.001
1.6 maximum FBR 0.8 maximum FBR 0.10 <.001
3 maximum FBR 0.8 maximum FBR 0.15 <.001
0.001 maximum LSS 0.8 maximum FBR -0.25 <.001
0.5 maximum LSS 0.8 maximum FBR -0.08 <.001
0.8 maximum LSS 0.8 maximum FBR -0.01 0.134
1.6 maximum LSS 0.8 maximum FBR 0.09 <.001
3 maximum LSS 0.8 maximum FBR 0.16 <.001
0.001 summation FBR 0.8 maximum FBR -0.25 <.001
0.5 summation FBR 0.8 maximum FBR -0.12 <.001
0.8 summation FBR 0.8 maximum FBR -0.07 <.001
1.6 summation FBR 0.8 maximum FBR 0.04 <.001
3 summation FBR 0.8 maximum FBR 0.13 <.001
3 maximum FBR 1.6 maximum FBR 0.05 <.001
0.001 maximum LSS 1.6 maximum FBR -0.35 <.001
0.5 maximum LSS 1.6 maximum FBR -0.18 <.001
0.8 maximum LSS 1.6 maximum FBR -0.11 <.001
1.6 maximum LSS 1.6 maximum FBR -0.01 0.088
3 maximum LSS 1.6 maximum FBR 0.06 <.001
0.001 summation FBR 1.6 maximum FBR -0.35 <.001
0.5 summation FBR 1.6 maximum FBR -0.23 <.001
0.8 summation FBR 1.6 maximum FBR -0.17 <.001
1.6 summation FBR 1.6 maximum FBR -0.06 <.001
3 summation FBR 1.6 maximum FBR 0.03 <.001
0.001 maximum LSS 3 maximum FBR -0.40 <.001
0.5 maximum LSS 3 maximum FBR -0.23 <.001
0.8 maximum LSS 3 maximum FBR -0.16 <.001
1.6 maximum LSS 3 maximum FBR -0.06 <.001
3 maximum LSS 3 maximum FBR 0.01 0.011
0.001 summation FBR 3 maximum FBR -0.40 <.001
0.5 summation FBR 3 maximum FBR -0.28 <.001
0.8 summation FBR 3 maximum FBR -0.22 <.001
1.6 summation FBR 3 maximum FBR -0.12 <.001
3 summation FBR 3 maximum FBR -0.02 <.001
0.5 maximum LSS 0.001 maximum LSS 0.17 <.001
0.8 maximum LSS 0.001 maximum LSS 0.24 <.001
1.6 maximum LSS 0.001 maximum LSS 0.34 <.001
3 maximum LSS 0.001 maximum LSS 0.41 <.001
0.001 summation FBR 0.001 maximum LSS 0.00 0.999
0.5 summation FBR 0.001 maximum LSS 0.12 <.001
0.8 summation FBR 0.001 maximum LSS 0.18 <.001
1.6 summation FBR 0.001 maximum LSS 0.28 <.001
3 summation FBR 0.001 maximum LSS 0.38 <.001
0.8 maximum LSS 0.5 maximum LSS 0.07 <.001
1.6 maximum LSS 0.5 maximum LSS 0.17 <.001
3 maximum LSS 0.5 maximum LSS 0.24 <.001
0.001 summation FBR 0.5 maximum LSS -0.17 <.001
0.5 summation FBR 0.5 maximum LSS -0.05 <.001
0.8 summation FBR 0.5 maximum LSS 0.01 0.008
1.6 summation FBR 0.5 maximum LSS 0.11 <.001
3 summation FBR 0.5 maximum LSS 0.21 <.001
1.6 maximum LSS 0.8 maximum LSS 0.10 <.001
3 maximum LSS 0.8 maximum LSS 0.17 <.001
0.001 summation FBR 0.8 maximum LSS -0.24 <.001
0.5 summation FBR 0.8 maximum LSS -0.12 <.001
0.8 summation FBR 0.8 maximum LSS -0.06 <.001
1.6 summation FBR 0.8 maximum LSS 0.04 <.001
3 summation FBR 0.8 maximum LSS 0.14 <.001
3 maximum LSS 1.6 maximum LSS 0.07 <.001
0.001 summation FBR 1.6 maximum LSS -0.34 <.001
0.5 summation FBR 1.6 maximum LSS -0.22 <.001
0.8 summation FBR 1.6 maximum LSS -0.16 <.001
1.6 summation FBR 1.6 maximum LSS -0.06 <.001
3 summation FBR 1.6 maximum LSS 0.03 <.001
0.001 summation FBR 3 maximum LSS -0.41 <.001
0.5 summation FBR 3 maximum LSS -0.29 <.001
0.8 summation FBR 3 maximum LSS -0.23 <.001
1.6 summation FBR 3 maximum LSS -0.12 <.001
3 summation FBR 3 maximum LSS -0.03 <.001
0.5 summation FBR 0.001 summation FBR 0.12 <.001
0.8 summation FBR 0.001 summation FBR 0.18 <.001
1.6 summation FBR 0.001 summation FBR 0.29 <.001
3 summation FBR 0.001 summation FBR 0.38 <.001
0.8 summation FBR 0.5 summation FBR 0.06 <.001
1.6 summation FBR 0.5 summation FBR 0.16 <.001
3 summation FBR 0.5 summation FBR 0.25 <.001
1.6 summation FBR 0.8 summation FBR 0.10 <.001
3 summation FBR 0.8 summation FBR 0.20 <.001
3 summation FBR 1.6 summation FBR 0.09 <.001
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the maximum FBR provided a better estimation of the  -values of the data than the summation
FBR. The LSS outperformed the maximum FBR in conditions without lag, although this is dif-
ference in correlation decreased with increasing lag. The FBR outperformed the LSS if the lag
between stimulus presentation and HRF onset was at least 2 seconds. The LSS outperformed
the FBR with a very short ISI (2-6 seconds). However, the lag between stimulus onset and HRF
onset decreased the estimation for the LSS because the LSS uses a fixed stimulus function to
convolve the HRF. The amount of boxes needed for the FBR to fully capture the  -values were
also explored in which we did not find any noteworthy difference between the amount of boxes
and the level of noise, the TR and the methods, the TTV of the amplitude and the methods.
3.2 Simulation 2
We will discuss the interaction between lag and method, and the amount of boxes and noise
in separate subsections. For the interpretation of the results, data of all comparisons consisted
of the TR equals 1 seconds and SNR 2 and 5 conditions. All results are visualized in Appendix
B.
3.2.1 Interaction lag and method
In this simulation, we investigated which method provided the best estimation of the cor-
relations implied by two simulated brain regions. A comparison was made between the LSS
and all  -values FBR. The FBR was analyzed with the restricted canonical correlation, which
calculates the correlation of two matrices in which all  -values for a trial (and not just the
maximum value of a trial) are used. The main question of this simulation was which method
provided the most accurate estimations of the implied functional connectivity under several
conditions of noise, lag, and amount of boxes, and implied correlations.
A 3(⇢ : .2, .7, .9) ⇥ 4(lag : 0, 2, 4, 6) ⇥ 2(method : LSS, FBR) ANOVA showed a main
35
effect for ⇢, F(2, 143976) = 11836.87, p <.001, a main effect for lag, F(3, 143976) = 3.42,
p = .017, and a main effect for method, F(1, 013976) = 132006.50, p <.001. The interaction
between ⇢ and lag did not reach significance, F(6, 143976) = .59, p = .741, as did the interaction
between lag and method, F(3, 143976) = .47, p = .703. The interaction between ⇢ and method
was significant, F(2, 143976) = 7177.70, p <.001. The three-way interaction between ⇢, lag,
and method was not significant either, F(6, 143976) = .61, p = .727. The result of the Tukey
HSD post-hoc comparisons for the interaction between ⇢ and method presented in Table 4 and
Figure 6.
Table 4
Post-hoc differences for the interaction between rho and method
Situation 1 Situation 2
⇢ Method ⇢ Method Differences p-value
0.7 LSS 0.2 LSS 0.26 <.001
0.9 LSS 0.2 LSS 0.39 <.001
0.2 rccFBR 0.2 LSS -0.24 <.001
0.7 rccFBR 0.2 LSS -0.22 <.001
0.9 rccFBR 0.2 LSS -0.19 <.001
0.9 LSS 0.7 LSS 0.12 <.001
0.2 rccFBR 0.7 LSS -0.50 <.001
0.7 rccFBR 0.7 LSS -0.47 <.001
0.9 rccFBR 0.7 LSS -0.45 <.001
0.2 rccFBR 0.9 LSS -0.63 <.001
0.7 rccFBR 0.9 LSS -0.60 <.001
0.9 rccFBR 0.9 LSS -0.58 <.001
0.7 rccFBR 0.2 rccFBR 0.03 <.001
0.9 rccFBR 0.2 rccFBR 0.05 <.001
0.9 rccFBR 0.7 rccFBR 0.02 <.001
Figure 6 shows the average effect of lag on the correlation of the  -values from 250 simu-
lations per setup, for different ⇢ for TR 1 and SNR 2 and 5. The correlation for both the LSS
and the FBR are not affected by different lag for different levels of ⇢. This is because both the
HRF for the first brain area and the HRF for the second area are shifted with the same amount
of time. The FBR has an advantage for low ⇢’s, since the LSS is likely to overestimate the real
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correlations. The total average for ⇢ equals .2 is for the LSS .55 and for the FBR .31. For the ⇢
of .7 is the average for the LSS .81, and for FBR .33. For the ⇢ of .9 is the average for the LSS
.93, for the FBR .36.
Figure 6. The effect of lag and ⇢l on the correlation for the methods. This presentation is visu-
alized for TR equals 1 second and SNR 2 and 5.
3.2.2 Amount of boxes and noise
Another question was involved with the amount of boxcars and noise needed to fit the data
with the FBR method. Like in the previous simulation, we removed the LSS method since the
LSS does not use boxcars. A 3(⇢ : .2, .7, .9) ⇥ 3(nbox : 5, 7.5, 15) ⇥ 2(SNR : 2, 5) ANOVA
showed a main effect of SNR, F(1, 71982) = 5509.82, p <.001, a main effect of ⇢, F(2, 71982)
= 239.82, p<.001, and a main effect of the nbox, F(2, 71982) = 1694.67. p<.001. In addition,
the interaction between SNR and ⇢ was significant, F(2, 71982) = 24.81, p <.001, as was the
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interaction between SNR and nbox, F(2, 71982) = 154.61, p <.001, as was the interaction
between ⇢ and nbox, F(4, 71982) = 7.44, p <.001. The three-way interaction between SNR, ⇢
and nbox was not significant, F(4, 71982) = .88, p = .471. The most important interaction is
between SNR and nbox, and the Tukey HSD post-hoc test is presented in Table 5 and Figure 7.
Table 5
Post-hoc differences for the interaction between amount of boxes and noise
Situation 1 Situation 2
SNR nbox SNR nbox Differences p-value
5 5 2 5 0.09 <.001
2 7.5 2 5 0.01 0.01
5 7.5 2 5 0.16 <.001
2 15 2 5 0.09 <.001
5 15 2 5 0.26 <.001
2 7.5 5 5 -0.08 <.001
5 7.5 5 5 0.07 <.001
2 15 5 5 0.00 0.844
5 15 5 5 0.17 <.001
5 7.5 2 7.5 0.15 <.001
2 15 2 7.5 0.08 <.001
5 15 2 7.5 0.25 <.001
2 15 5 7.5 -0.07 <.001
5 15 5 7.5 0.10 <.001
5 15 2 15 0.17 <.001
Figure 7 shows the effect of different levels of noise and amount of boxes to fit the real
correlation. Overall, the estimation was more accurate when the noise level is lower (SNR 5)
compared to a higher SNR (average difference is .14, p <.001). The trend in Figure 7 is the
same as in Figure 6, in which the FBR is more accurate for low implied correlations of two
areas. In addition, the amount of boxes seemed to have more effect than in Simulation 1. For
example, with an SNR level of 5, ⇢ of .7, and ISI 4-6 seconds, the mean correlation of the FBR
is .47 with 5 boxes, .47 with 7.5 boxes, and .67 with 15 boxes. This indicates that more boxes
provide a better estimation of the correlation in a less noisy setting, while this effect of the
amount of boxes is less noticeable in a noisy setting.
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Figure 7. The effect the amount of boxcars under different levels of noise on the correlation for
TR equals 1 second.
3.2.3 Bias-variance trade off
To complete the simulations, we will elaborate on the bias-variance trade-off. Figure 8
shows the effect of different amount of boxes and level of noise in the estimation of the shape
of the HRF for the ISI 8-10 seconds, ⇢ .7, TR 1 second, and lag of 0 second condition. Figure
8.A shows a shape with less variance than Figure 8.B which is more smooth in its estimation.
This trend is also visualized in Figure 8.C and Figure 8.D, although this estimated   of the
latter two are slightly lower as a result of noise. Figure 8 is a nice example of the bias-variance
trade-off: with more parameters (i.e., more boxes) the shape is more smooth, but more sensitive
for extraordinary data, although this extraordinary data is removed since we averaged over 250
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simulations. Less parameters however provide a less smooth estimated HRF, but with less the
variance between two successive time-points.
Figure 8. Estimated shape of the HRF for different amount of boxes and level of noise from
the ISI 8-10 seconds, ⇢ .7, TR 1 seconds and lag of 0 seconds condition.
3.3 Real Data
3.3.1 Event-related design: Task switching
This study of Jimura et al. (2014) used an event-related design over several runs. The
mirror-repeat condition consisted of 19 stimuli presentations, but the last stimuli was removed.
This was done because the final trial was at the end of the time-series, so there was no possibility
to estimate the final trial with a long boxcar because the estimated HRF would become out of
bounds. Every ROI was first averaged and then demeaned. One ROI was found around the right
temporal occipital fusiform cortex, anatomical space ([x, y, z]) [20, -57, -12] and consisted of 8
voxels. Another ROI was found around the left temporal occipital fusiform cortex, anatomical
space [-18, -60, -12] and consisted of 12 voxels. The LSS found a correlation between the two
areas of .50. The results for several boxes for the FBR method are displayed in Table 1. Note
that the amount of boxes multiplied by the length of the boxes equals 18, i.e., the amount of
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stimuli/timings. In Table 6 can be seen that 18 boxes with length of 1 second the correlation
between both ROIs is .42. This correlation increased if the amount of boxes increased to 36,
with a length of .5 second. This is interesting, since small variations can be detected with a
small length of the boxes (i.e., the bias-variance trade-off). In addition, the restricted canonical
correlation showed a high correlations, with the highest correlation at 36 boxes.
Table 6
The functional connectivity between the left and right temporal occipital fusiform cortex for the
FBR for several amount of boxes
Amount of boxes Length of boxes Maximum FBR Restricted canonical correlation FBR
36 .5 .74 .86
18 1 .42 .75
9 2 .32 .59
4.5 4 .23 .38
3 6 .41 .39
This mirror-reversed condition consisted of multiple significant brain areas, so we chose an
additional ROI. This new ROI was located at the lingual gyrus and the occipital fusiform gyrus,
anatomical space [20, -67, -2] and consisted of 6 voxels. The functional connectivity between
the right temporal occipital fusiform cortex, and the lingual gyrus and the occipital fusiform
gyrus was explored. The LSS found a correlation of .003. The results are presented in Table 7.
The FBR found that these two areas were correlated, while the LSS did not found this
connectivity. It is also worth repeating that the restricted canonical correlation almost never
overestimated the real correlation in the simulations. However, since we changed the boxes, we
can be sure that both FBR estimations provide a good estimation of the functional connectivity.
The reason that the LSS did not found a correlation can reflect that the stimulus presentation
and the HRF onset was not the same (i.e, lag) for one of two areas. This is presented in Figure
9 in which the fMRI signal for the ROI of the lingural gyrus and the occipital fusiform gyrus
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Table 7
The functional connectivity between the right temporal occipital fusiform cortex, and the lin-
gural gyrus and the occipital fusiform gyrus for the FBR for several amount of boxes
Amount of boxes Length of boxes Maximum FBR Restricted canonical correlation FBR
36 .5 .68 .81
18 1 .21 .68
9 2 -.13 .37
4.5 4 .01 .00
3 6 -.34 .00
in visualized with the fMRI signal in black, the maximum estimated value for each trial in dark
blue for the FBR (FBRmax), the minimum estimated value in light blue for the FBR (FBRmin),
the maximum estimated value for each trial in red for the LSS (LSSmax), and the minimum
estimated value for each trial in orange for the LSS (LSSmin). This maximum represents the
maximum value of all 18 trials at a particular moment in the time-series. For example, the
maximum value for the LSS and the FBR of all 18 trials at the first second were chosen as the
maximum estimation of the first second. The minimum value is the least important estimator,
but this reflects the misfit of both the LSS and the FBR method. The maximum FBR for each
trial nicely fits the fMRI signal, while the LSS method did not capture the maximum value
for each peak. In addition, the minimal value of the LSS can in some situations give more
information about the trial than the maximum value of the LSS. This is for example round 25
seconds: the maximum LSS could not find this peak, but the minimum LSS provided some
estimations, although this estimation is not a representation of the maximum signal. Figure 9
demonstrates that the FBR method fits the data well, while the LSS performed badly. This is
likely a result of lag between HRF onset and stimulus presentation.
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Figure 9. The estimated  -value for the FBR and LSS for the maximum value and the mini-
mum value of each trial for the ROI consisting of the lingural gyrus and the occipital fusiform
gyrus.
It is also interesting to see that the restricted canonical correlation could not establish a
correlation at 4.5 and 3 boxes for the latest ROIs, see Table 7. From the latest two values based
on the maximum FBR (.01, and -.34) it seems that 4.5 and 3 boxes are not good to estimate
the  s. The advantage of the FBR is that it can estimate the average shape of the HRF. We
visualized the shape of the HRF of the left temporal occipital fusiform cortex, for 18 boxes
with a length of 1 second. This averaged HRF is the average of all  -estimations of all 18 trials
and is shown in Figure 10, and has its characteristic shape: an initial dip around 4 seconds, a
peak round 10 seconds and a post-stimulus dip after 16 seconds.
Figure 10. The estimated average shape of the HRF for the left temporal occipital fusiform
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cortex.
3.3.2 Block design: Passive listening
This study of Pernet et al. (2015) used a passive auditory task in a block design, in which
each successive trial was 20 seconds separated. Like in the previous subsection, we read the
preprocessed data of one participant into R. The condition with the vocal words consisted of 20
stimuli presentations/timings. Again, every ROI was first averaged and then demeaned. One
ROI was located around the right planum polare and the temporal pole, anatomical space [56,
6, -2] and consisted of 10 voxels. The other ROI was located at the left central opercular cortex
and planum polare, anatomical space [-55, 2, 3] and consisted of 10 voxels. The LSS provides
a correlation of .60 between these two brain areas. The result of the FBR is displayed in Table
8.
Table 8
The functional connectivity between the right planum polare and the temporal pole, and the left
central opercular cortex and planum polare for the FBR for several amount of boxes
Amount of boxes Length of boxes Maximum FBR Restricted canonical correlation FBR
40 .5 .68 .93
20 1 .68 .87
10 2 .68 .67
5 4 .55 .14
2.5 8 .70 .00
It can be seen that the estimation of the maximum FBR is more stable than in the previous
real dataset. The RCC is on the other hand more variable, but provides an overall higher
correlation. The RCC seeks the highest maximum correlation, so it is not strange that this
estimator is higher than the maximum value of each beta-series. Like in Table 7, it can be seen
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that the RCC is not a good estimator with 5 and 2.5 boxes. From Table 8, it can be seen that
the average correlation between these two ROI is around .68 for the maximum FBR. The RCC
has in the other hand more variance in its estimation, but shows overall a strong functional
connectivity.
To finalize the comparison of the LSS and the FBR, two new ROIs were chosen. One ROI
was located around the right precentral and inferior frontal gyrus, anatomical space [46, 8, 29]
and consisted of 16 voxels. Another ROI was located at the right insular cortex and consisted
of 14 voxels. The LSS found a correlation of .19. The results of the maximum FBR value and
the RCC of the FBR are displayed in Table 9. Again, we see that the RCC cannot estimate
the correlation with 2.5 boxes. However, the maximum value of the FBR is more stable and
estimates a higher correlation of .37.
Table 9
The functional connectivity between the the right precentral and inferior frontal gyrus, and the
right insular cortex for the FBR for several amount of boxes
Amount of boxes Length of boxes Maximum FBR Restricted canonical correlation FBR
40 .5 .37 .89
20 1 .37 .82
10 2 .37 .56
5 4 .40 .37
2.5 8 .37 .00
The average shape of the HRF for right planum polare and the temporal pole is displayed
in Figure 11 for 20 boxcars with a length of 1 second. This shape is averaged over all 20 trials
and shows its characteristic initial dip around 3 seconds, an peak after 12 seconds, and an dip
after 15 seconds.
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Figure 11. The estimated average shape of the HRF for the right planum polare and the tempo-
ral pole.
4 Discussion
Turner et al. (2012) demonstrated that the FBR was a better method than standard GLM
models for MVPA studies in rapid event-related designs. The goal of this paper was to extend
the FBR method to functional connectivity, with its advantage to handle lag between onset of
the HRF and stimulus presentation, and its possibility to estimate the shape of the HRF. The
current FBR method was extended by investigating whether the maximum of the  -values for
each trial, the summation of the  -values for each trial, or all  -values provided the best estima-
tion. We also investigated which method provided the best estimations of the true correlations
by using a restricted canonical correlation between two matrices containing  -values for the
trial of interests. Our results showed that, on average, the maximum FBR provided a better
estimation than the summation FBR. In addition, the LSS performed better than both FBR
methods in conditions without lag, especially with a short ISI. The most important result is that
lag between stimulus presentation and HRF onset lead to a noticeable drop in LSS estimation,
while the FBR remained constant over time. In addition, we demonstrated that the LSS and the
FBRmethod do not show any advantages with differences in TR and TTV of the amplitude. We
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also demonstrated that the FBR outperforms the LSS when the true correlations of two areas
are low (i.e., .2), while the LSS is a good estimator for high correlations. The FBR tended to
underestimate the true correlations, while the LSS tended to overfit the true correlations. Real
data from both the rapid event-related designs and the block design demonstrated that the FBR
outperformed the LSS, and the shape of the HRF could be estimated.
The reason that the LSS performed worse than the FBR is likely the result of the fixed
onset of the HRF. The FBR is more flexible due to the multiple estimations within each trial,
and is therefore not sensitive for lag between HRF onset and stimulus presentation. The FBR
estimates the shape of the HRF and is therefore more variable but more flexible, while the
LSS assumes a fixed shape of the HRF, which is less flexible but less variable. The FBR is
a more conservative method, since the estimated correlations were in most cases lower than
the true correlations between two time-series. An explanation is that the FBR makes multiple
estimations for each trial, and can detect more accurately small correlations. From the result
that the FBR tends to underestimate the real correlations, we can conclude that the FBR has
more power in estimating accurate  -values than the LSS (which was likely to overestimate the
correlation between two time-series).
One peculiarity is that we did not find an effect of the amount of boxes and the level of noise
in the both simulation. This might be because we averaged 250 simulations for each setup, in
which small differences in the amount of boxes are canceled out. The amount of boxes required
for an accurate estimation was more evident in the real data examples, in which we found that
more boxes were better than less boxes. The amount of boxes are important for the shape of
the estimated HRF. This shape is a result of the bias/variance trade-off: more estimations (i.e.,
boxes) lead to a less biased, but more flexible shape, while less boxes lead to a more smooth but
more biased shape. The former is the result that more data points are contributing to the shape,
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while the latter is a result that less data points are contributing. However, the amount of boxes
needs to be set beforehand. We recommend to use a maximum length of the boxes of 2 seconds.
Another peculiarity is that the RCC of the FBRmethod could not always compute a correlations
(with a small amount of boxes), and there were large differences in correlation between the
maximum  -value of the FBR and the summary  -values (i.e., the RCC). A possibility for the
former is that the RCC could not always estimate a correlation between two small matrices.
The later is a result that the RCC will always estimate a maximum combination between two
matrices. This correlation can be an accurate representation of the functional connectivity
between two brain areas, and is in particular useful to estimate the shape of the HRF. However,
the differences between the RCC and the maximum FBR has not been thoroughly investigated,
since we only compared those two methods with the real data examples. This might be a value
addition in subsequent research.
A limitation of the FBR is that the ISI needs to be at least 6 seconds to disentangle the HRF,
so a very short ISI is not possible. This is in accordance with literature. For example, Visser
et al. (2016) demonstrated in a classical Pavlovian conditioning paradigm (i.e., the effect of
conditional and unconditional stimulus) that within a short ISI (1.6 - 6.1 seconds, mean interval
3 seconds), no learning curve of conditioned stimulus was found, while this same effect was
present when the ISI was at least 8 seconds. In addition, they demonstrated that participants in
both ISI conditions showed the same anticipatory arousal. An explanation that the FBR needs at
least 6 seconds is that in designs with a very short ISI, it is possible that the design matrix cannot
differentiate between timings. This problem might be solved by using an iterative procedure for
each trial in which the design matrix of each trial of interest are averaged for multiple boxes.
For example, in the current FBR we compute one design matrix for each trial with a specified
amount of boxes and length of those boxes. An addition to this current methodology might
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be to shift the boxes slightly in time (for example, we estimate one  -value, and 2 additional
 -values ± 1 seconds of the first estimations). So, we obtain 3 estimations for each boxcar,
instead of only one). This addition slightly covers the shape of the HRF, but by averaging
those 3 estimations, it is possible to obtain an estimation of one boxcar for rapid event-related
designs. However, the disadvantage of this idea is that multicollinearity will increase, since the
overlap in coverage of two successive trials will be higher. Another disadvantage is that this
idea is computational intensive, since the amount of parameter will increase.
In conclusion, the FBR has been proven superior in functional connectivity analysis for
rapid event-related designs with an ISI of at least 6 seconds and block designs. Future research
can now use the FBR method to find more accurate estimations of functional connectivity in
the brain. The FBR can also be used to estimate the shape of the HRF. We recommend to
use a maximum length of the boxcars of 2 seconds. The amount of boxes is is a result of the
bias-variance trade-off, and needs to be set beforehand.
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