Deciphering the dynamic changes of core factors at different reprogramming stages plays an important role in elucidating the reprogramming mechanism of induced pluripotent stem cells (iPSCs) and improving their induction efficiency. The use of transcription factors (TFs) in combination with histone modification is vital to understand the multiple regulatory of pioneer factor. However, existing studies are not enough to consider the classification of stage-specific gene clusters from the perspective of multi-omic in the process of cell reprogramming. In this study, three stage-specific gene clusters of reprogramming initiation, maturation and stabilization phase were identified by using differential expression analysis. Considering the effects of regional binding preference, we further constructed a quantitative model on different genome regions (promoter, enhancer and enhancer subdivision region) by integrating the DNA binding profiles of Oct4 and three histone modifications (HMs). For promoter and enhancer regions, the receiver operating characteristic curve (Roc curve) of support vector machine (SVM) model was above 0.75 and predictive with the accuracy (Acc) about 66 ∼ 69%. But on enhancer subdivision region, the convolutional neural network (CNN) model we constructed showed more faithful predictive performance than the model on promoter and enhancer, which Roc curve area can reach 0.87. Taken together, our studies quantitatively reveal the cooperative effects of TFs and HMs on reprogramming stage-specific gene clusters, hoping to provide new sights in mining the key regulators of reprogramming.
I. INTRODUCTION
Cell reprogramming is the biological process of reprogramming the differentiated somatic cell returns to a pluripotent state, or forms an embryonic stem cell line [1] , or further develops into a new individual under specific conditions [2] . Differentiated somatic cells can be reprogrammed into iPSCs, which is of great significance in cell transplantation, preparation of disease cell models and drug screening [3] .
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The temporal expression patterns of TFs determine whether differentiated somatic cells can return to pluripotent state [4] , [5] . Under the comprehensive regulation of TFs, genes show dynamic expression patterns during reprogramming, which shows stage-specific expression of reprogramming initiation, maturation and stabilization phase [6] . Besides, cell reprogramming is often co-regulated by multiple TFs and epigenetic modifications. For successfully inducing cell programming, TFs participate in the process of genes expression and these genes are silent in developmental process and not suitable for expression in primitive cells [7] , [8] . TFs, as a core factor of the initial programming during VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ embryonic development, alter the fate of cells [9] . In addition, the changes of HMs mechanisms speed up the reprogramming process and reduce latency of the heterogeneity [10] . However, existing studies are not enough to consider the classification of stage-specific gene clusters from the perspective of multi-omic in the process of cell reprogramming. In recent years, deep learning technology, as the hottest research field of artificial intelligence [11] , has become the focus of worldwide attention. Among them, CNN [12] has achieved good results in pattern recognition and image recognition, such as face recognition [13] , license plate recognition [14] and pedestrian detection [15] . And CNN models are highly valued by researchers because of their outstanding performance. In the past two years, deep learning has gradually shown strong application capabilities in the field of bioinformatics. Ritambhara, et al. used HMs data as input and classified the gene expression by using a deep CNN to establish a unified discriminant framework [16] . Amin, et al. recognized and classified ncRNA, and compared six classification methods based on deep learning [17] .
In this study, based on differential expression analysis, we identified three stage-specific gene clusters of reprogramming initiation, maturation and stabilization phase. Furthermore, we systematically profiled the target binding of Oct4 and three HMs (H3k4me3, H3k27me3 and H3k27ac) on promoter, enhancer and enhancer subdivision region. Next, we further constructed a quantitative model on these three different genome regions by integrating the DNA binding profiles of Oct4 and three HMs. In which, we constructed the support vector machine (SVM) model on promoter and enhancer regions. But on the enhancer subdivision region, the convolutional neural network (CNN) model was introduced. Overall, our study quantitatively revealed the comprehensive interactions of TFs and HMs on reprogramming stage-specific gene clusters, hoping to provide new insights into revealing the potential molecular mechanisms of reprogramming.
The rest of the paper is constructed as follows: Section 2 introduces materials and methods; Section 3 analyzes the results; Section 4 makes conclusion and discussion for our work.
II. DATASET COLLECTION AND PROCESSING
The data for this study were downloaded from the Gene Expression Omnibus (GEO) database (http://www.ncbi.nlm. nih.gov/geo). The ChIP-seq data (TF Oct4, three HMs (H3k4me3, H3k27me3, H3k27ac) and RNApol were available under the accession number GSE67520. The GEO accession number of microarray transcriptome data was GSE67462. The ChIP-seq data contained nine reprogramming time points from mouse fibroblasts into iPSCs, including fibroblast status, days 1, 3, 5, 7, 11, 15, 18, induced pluripotent stem cell status (d0,d1, d3, d5, d7, d11, d15, d18, dIPSC). In addition, the downloaded ChIP-seq original fastq format data were controlled by FastQC software (http://www.bioinformatics.babraham.ac.uk/projects/fastqc/) FIGURE 1. The process of cell reprogramming. (a) from differentiated somatic cell to a pluripotent state, genes experienced three distinct cell stage: the initiation phase (1, 3, 5, 7) , the maturation phase (11, 15) , and the stabilization phase (18 days, induced pluripotent stem cell status). (b) genes with at least one binding peaks of oct4, h3k4me3, h3k27me3, h3k27ac and rnapol in the gene promoter or enhancer region in the process of cell reprogramming. obviously, the enhancer region is more involved than the promoter region. to remove low-quality samples. The Chip-seq data were compared to the mouse reference genome (mm9) using Bowtie (version 0.12.7) [18] short-reading alignment software, and the binding peaks were called by MACS2 (version 2.1.0) [19] . Finally, we use R package ChIPseeker [20] to annotate with the position of the peaks in the genome, in which −5 kb to +0.5 kb of gene transcription start sites (TSS) were defined gene promoter, and gene enhancer were defined as −50 kb to −5 kb of gene TSS.
Chen, et al. showed that reprogramming process can be classed into the three distinct stage, as shown in FIGURE 1 .A: the initiation phase (d1, d3, d5, d7), the maturation phase (d11, d15), and the stabilization phase (d18, induced pluripotent stem cell state) [21] . FIGURE 1.B depicted the total amount of genes with at least one binding peaks for the five factors including Oct4, H3k4me3, H3k27me3, H3k27ac and RNApol in the gene promoter or enhancer region during cell reprogramming. On the basis of these genes, we further extracted the genes with high differential expression at each stage by using differential gene expression, and obtained the stage-specific gene clusters as shown in Table 1 . Further, the DNA binding profiles of Oct4 and three HMs (H3k4me3, H3k27me3, H3k27 ac) and RNApol were counted in the promoter, enhancer and enhancer subdivision regions of these genes. In some gene regions, there may be no binding peaks of transcription factors, histone modifications, or RNA polymerase. Thus, use 0 substitutes for no binding in our feature processing.
III. METHODS
In this research, SVM and CNN model were applied. And the both were implemented in Python (version 3.5). Among them, SVM was based on a machine learning library (sklearn.multiclass), and CNN was based on the TensorFlow architecture. The experimental data included three categories: samples 1, 2, and 3, as shown in Table 2 . Samples 1 and 2 are the binding peaks of Oct4, H3k4me3, H3k27me3, H3k27ac and RNApol in the gene promoter and enhancer region respectively, and the SVM method was used for classification. Sample 3 was constructed by counting binding peaks of the TF Oct4, H3k4me3, H3k27me3, H3k27ac and RNApol in the gene enhancer subdivision region, and the CNN method was used for classification. For details on the gene enhancer subdivision region, please refer to part A of the results.
A. PREDICTION PERFORMANCE OF SVM CLASSIFIER
Statistical learning theory specializes in machine learning with limited samples in practical application, and develops SVM [22] - [24] , a general learning method. Because SVM is based on the principle of structural risk minimization, it shows great performance better than the existing methods, and has achieved lots of research results [25] - [28] . The choice of kernel function is important to the SVM model [29] , [30] . In order to achieve better classification results, different kernels should be selected according to data and algorithms. In this research, we select radial basis function (RBF) as kernel function of our SVM model. SVM maps input vectors to a high dimensional feature space by using a pre-selected nonlinear mapping, and constructs an optimal classification hyperplane in the high dimensional feature space, which is then used for classification. Given samples D = {(x 1 , y 1 ), (x 2 , y 2 ), · · · (x m , y m )} [30] , [31] , where x i is a vector of 1 * m dimension (training data with m attributes). In the sample space, the optimal hyperplane can be described by the following linear equation:
Among them, W = (w 1 ; w 2 ; · · · ; w m ) is the normal vector, which determines the direction of the hyperplane; b is the displacement vector, which determines the distance between the hyperplane and the point. The distance γ from any point x in the sample to the hyperplane (1) is shown by the following formula:
Further, in order to maximize the classification interval γ and find the parameters W and b that satisfy the condition, only the following formulas need to be solved:
In order to solve the nonlinear separable problem, SVM transforms data into high-dimensional space by kernel function and searches for classification hyperplane in highdimensional space. There are five kinds of kernel functions: linear kernel, polynomial kernel, Gaussian radial basis kernel, Laplacian kernels and sigmoid kernel. The Gaussian radial basis kernel function used in this research is as follows:
Basic SVM only solve two kinds of classification problems. For N (N > 2) classification problems, there are usually two solutions: 1 VS (N − 1): It needs to train N classifiers, and the i th classifier is used to determine whether the sample data belongs to the i th class. 1 VS 1: It needs to train N * (N − 1)/2 classifiers, and the classifier (i, j) can determine whether the sample data belongs to the i th class or the j th class. This paper used the first solution to classify stagespecific gene clusters in the reprogramming process. By using machine learning library, the basic SVM is extended to multiclass SVM. And SVM becomes multi-class classifiers to solve multi-class classification problems. Finally, the receiver performance curve (Roc curve) and accuracy (Acc) is used to evaluate the predictive performance and stability of the classifier.
B. CNN CLASSIFIER MODEL BASED ON MUITI OMICS
CNN was first popularized by LeCun, et al. in 1998 and widely used in various applications [32] . By using the tensorflow [33] framework, we constructed the CNN model on enhancer subdivision region based on multi-omic. Our CNN prediction model, shown in FIGURE 2, consisted of five parts. The ratio of the training set to the test set was 8:2. Our data set Sn included (X , Y ), where X consisted of T (=5) * B (=5), and Y included (100,010,001) to represent three states: initiation, maturation and stabilization phase.
1) CONVOLUTION
Convolution layer is the most important component of convolution neural network. Its task is to extract local features. Each neuron of the feature plane in the convolutional layer is locally connected to its input through the convolution kernel. And the input value of the neuron is obtained the weighted sum of the weight and the local input by the corresponding connection and plus the bias value. The convolution kernel is a weight matrix, which is generally chosen to be 3×3 for twodimensional data. Suppose the depth of the convolution is Fn. After sliding window operation, an output feature map of (Fn×(b−3)/1+1) size is generated. In the same input feature plane and output feature plane, the weights of the CNN are shared.
2) RECTIFICATION
At this stage, the output value of each neuron in the convolution layer passes the weighted value of the local features obtained by the convolution layer to an excitation function. We used a non-linear function called rectifier linear VOLUME 8, 2020 N. Ta element (ReLU). ReLU is an element operation that fixes all negative values to zero.
3) POOLING
Pooling layer is also called undersampling. Its task is to select features. The pooling layer can reduce the computational load, memory usage and the number of parameters. Maxpooling is used here. Maxpooling simply chooses the maximum in a certain range. The pooling layer is closely followed by the convolution layer, which is also composed of multiple feature planes. Each feature plane of the pooling layer corresponds to only one feature plane of the upper layer, and does not change the number of feature planes.
4) DROPOUT
Next, the result of this layer in the training process is that the input is randomly returned to the next layer, and the probability of selection is 0.5. This will normalize the network and prevent over-fitting. In the process of adjusting the neural network, redundant information may appear at some nodes. The neural network needs to determine which part of the information is useful for classification, and dropout allows some neurons to activate.
5) FULLY CONNECTION
In the CNN structure, after several convolution layers and pooling layers, one or more full connection layers are connected. Similar to multi-Layer Perceptron (MLP), each neuron in the connective layer is fully connected to all the neurons in the previous layer. Fully connection layer can integrate local information with category discrimination in convolution layer or pooling layer. In this research, in order to improve the performance of CNN network, the activation function of each neuron in the full connection layer adopts ReLu function. Finally, the output value of the full connection layer is transferred to an output layer, which is classified by using softmax logic regression. This layer can also be called the softmax layer. The features of dna binding profiles of enhancer subdivision region based on multi-omics. the bin has a length of 900 bp and is selected from the range of −50 kb to −5 kb (upstream enhancer region) of gene tss. by counting the peaks number of five features oct4, h3k4me3, h3k27me3, h3k27ac and rnapol in each bin, we obtain the input x of the model. the discretized three stage (100 represents the initiation phase, 010 represents the maturation phase, and 001 represents the stabilization phase) is the output of the model.
C. STATISTICAL ANALYSIS
The intraclass correlation coefficient (Icc) is one of the reliability coefficient indexes to measure and evaluate the inter-observer reliability and test-retest reliability. Icc is used to evaluate the difference between promoter and enhancer regions of highly expressed genes in DNA binding profiles of Oct4 and HMs in the three stage-specific gene clusters. And Icc is statistically analyzed and graphed by python software and spss software [34] .
IV. RESULTS

A. DNA BINDING PROFILES OF OCT4 AND HMS
It was discovered earlier that four TFs Oct4, Sox2, Klf4 and c-Myc (OSKM) could induce pluripotency in mouse and human fibroblasts [35] - [38] . Oct4 is a transcription factor necessary for embryogenesis of early pluripotency and maintenance of embryonic stem cell (ESC) function [39] , [40] . In addition, HMs is also an important factor for the mechanism of cell fate transformation. During cell reprogramming, the expression of gene is regulated by DNA binding profiles of promoter or enhancer regions. The features of DNA binding profiles on enhancer subdivision region based on multiomic are shown in FIGURE 3.
Next, Icc is used to evaluate the stability of the features. Table 3 describes the robustness of DNA binding profiles of Oct4 and HMs in the three stage-specific gene clusters. The DNA binding profiles of Oct4 and HMs in the enhancer region are more robust, while the features in the promoter region are less robust. The results in the Table 3 show that the promoter region features have higher Icc values in the early stage, but Icc decreases gradually with the later stage of reprogramming. Icc values between 0.2 and 0.4 indicate less consistency, and 0.4 to 0.6 indicate moderate consistency. 
B. PREDICTION RESULTS OF SVM IN THE PROMOTER AND ENHANCER REGIONS
SVM is a machine learning algorithm based on statistical learning theory to solve small sample, non-linear and highdimensional problems. We constructed SVM model on the promoter and enhancer region by integrating the DNA binding profiles of Oct4 and HMs, and the results were shown in FIGURE 4. In the FIGURE 4, the area under the roc curve of the enhancer region is larger than that of the promoter region, which indicates to some extent that the enhancer region plays a more important role in the classification of stage-specific genes clusters during the cell reprogramming process.
C. PREDICTION RESULTS OF CNN IN THE ENHANCER SUBDIVISION REGION
In order to better analyze the specific position of the gene, we divided the enhancer region into five bin groups, and counted the peaks number of Oct4, H3k4me3, H3k27me3, H3k27ac and RNApol in each bin. CNN was used to predict the different stage-specific gene clusters in cell reprogramming, and the results are shown in FIGURE 5 . The results show that the feature of enhancer subdivision region has high prediction effect.
In this paper, promoter, enhancer and enhancer subdivision region are distinguished, and SVM and CNN methods are used. The classification results are shown in Table 4 . According to Acc and Roc curve, it can be inferred that the classification effect of enhancer is slightly better than that of promoter region in the process of reprogramming. And the CNN model shows a good classification effect in the enhancer subdivision region. 
V. DISCUSSIONS AND CONCLUSIONS
Stem cells have extremely broad application prospects in the fields of cell therapy, tissue and organ repair, developmental biology, and pharmacology. The iPSCs are obtained by somatic cell reprogramming and have self-renewal and multidirectional differentiation potential similar to embryonic stem cells, which is helpful for the research and application of stem cells in medicine. In this paper, stage-specific gene clusters were classified using SVM and CNN based on multi-omic data. Correct identification of stage-specific gene clusters is helpful to understand the mechanism of reprogramming and improve the efficiency of reprogramming induction. The multi-omic data included TF Oct4, HMs (H3k4me3, H3k27me3, H3k27 ac) and RNApol. The paper has completed the following work:
1) According to the differential expression of genes, three stage-specific gene clusters of reprogramming initiation, maturation and stabilization phase were identified. 2) DNA binding profiles of Oct4 and HMs in promoter, enhancer and enhancer subdivision regions were counted. 3) For promoter and enhancer region, we constructed SVM model to classify stage-specific gene clusters. 4) Further, DNA binding profiles of Oct4 and HMs in the enhancer subdivision region transferred to the CNN model to analysis the biological relationship between the locations of the factors and stage-specific gene. 5) Finally, the performance of the classifier was evaluated by using the Roc curve and Acc. Our results showed that stage-specific gene clusters can be identified by using ChIP-Seq of multi-omic data combined with deep learning technology. In future work, we hope to discover other decisive transcription factors that play an important role in the formation of iPSC cells. Furthermore, the stage-specific gene clusters can be determined more accurately by combining multiple transcription factors. In addition, we hope to develop a method to identify and mine important functional sites. If the binding of transcription factors on these important functional sites is ensured, can the cell reprogramming be ensured and the induction efficiency improved.
As shown in a series of recent publications in demonstrating new prediction/classification methods, user-friendly and publicly accessible web-servers will significantly enhance their impacts; we shall make efforts in our future work to provide a web-server for the method reported in this paper.
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