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Abstract: The nonrelativistic many-electron system in the forward, exchange and BCS
approximation is considered. In this approximation, the model is explicitly solvable for
arbitrary space dimension d. The partition function and the correlation functions are
given by finite-dimensional integral representations. Renormalization effects as well as
symmetry breaking can be seen explicitly. It is shown that the usual mean field approach,
based on approximating the Hamiltonian by a quadratic expression, may be misleading if
the electron-electron interaction contains higher angular momentum terms and the space
dimension is d = 3. The perturbation theory of the solvable model is discussed. There are
cases where the logarithm of the partition function has positive radius of convergence but
the sum of all connected diagrams has radius of convergence zero implying that the linked
cluster theorem is not applicable in these cases.
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I. Introduction
In this paper we consider the nonrelativistic many-electron system in the forward,
exchange and BCS approximation. In this approximation, which is still quartic in the an-
nihilation and creation operators, the model can be solved explicitly. The partition func-
tion and the correlation functions are given by finite-dimensional integral representations.
We work in the quantum grand canonical ensemble and start with positiv temperature
T = 1β > 0 and finite volume L
d <∞.
The standard model of the many-electron system in d space dimensions is given by
the Hamiltonian
H = H0 +Hint (I.1)
where
H0 =
1
Ld
∑
k,σ
ek a
+
kσakσ (I.2)
and
Hint =
1
L3d
∑
σ,τ∈{↑,↓}
∑
k,p,q
U(k− p) a+kσapσa+q−kτaq−pτ (I.3)
We assume U to be short range, that is U is L1 in coordinate space. The energy momentum
relation ek is given by
ek =
k2
2m
− µ (I.4)
or may be substituted by a more general expression which satisfies ek = e−k. The param-
eter µ > 0, the chemical potential, is present since we are working in the grand canonical
ensemble and is determined by the density of the system. Since we are in finite volume, the
spatial momenta k range over some subset of
(
2π
L Z
)d
. The physics of the nonrelativistic
many-electron system is determined by momenta close to the Fermi surface
F =
{
k ∈ (2π
L
Z
)d ∣∣ ek = 0} (I.5)
so we impose a fixed ultraviolet cuttoff and choose
k ∈Mω =
{
k ∈ ( 2πL Z)d ∣∣ |ek| ≤ ω } (I.6)
In the context of conventional superconductivity the cuttoff ω is referred to as the Debye
frequency.
The normalizations choosen in the definition of the creation and annihilation operators
are such that the anticommutation relations read
{akσ, a+k′σ′} = Ldδk,k′δσ,σ′ (I.7)
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In particular, if ΩF = Π
kσ
ek<0
a+kσ 1 is the zero temperature ground state of the noninteracting
system, then (ΩF , a
+
kσakσΩF ) = L
dθ(−ek) such that (ΩF , H0ΩF ) =
∑
k,σ ek θ(−ek) ≈
Ld
∫
ddk
(2π)d
ek θ(−ek) is indeed an extensive quantity as it should be. Here θ(ε) is the step
function being one for ε > 0 and zero otherwise.
We are interested in the grand canonical partition function
Z = Z(β, L, U) = Tr e−βH (I.8)
which may be normalized by Tr e−βH0 such that Z(U = 0) = 1, and in particular in the
two point function
〈a+kσak′σ′〉β,L =
Tr e−βHa+kσak′σ′
Tr e−βH
(I.9)
which gives the momentum distribution of the system. Recall that in the free (U = 0)
system, the ideal Fermi gas,
lim
β→∞
〈a+kσak′σ′〉β,L = Ldδk,k′δσ,σ′θ(−ek) (I.10)
Since we are in the quantum grand canonical ensemble, the traces in (I.8,9) are to be
taken over the Fock space F = ⊕∞n=0Fn where
Fn =
{
Fn ∈ L2
([
[0, L]d × {↑, ↓}]n) ∣∣∣ Fn(xπ1σπ1, · · · ,xπnσπn) = sgnπ Fn(x1σ1, · · · ,xnσn)}
The fact that the physical system has a fixed number of particles N is expressed by
requireing that the expectation value 〈N〉β,L of the number operator N = 1Ld
∑
kσ a
+
kσakσ
(which is extensive, see above) is equal to the number of particles, 〈N〉β,L = N , which
determines µ as a function of the density N
Ld
.
As usual, the quartic part Hint (I.3) of the Hamiltonian H (I.1) may be represented
by the following four legged diagram:
Hint :
k, σ
p, σ
U(k−p)
∼∼∼∼∼∼∼∼∼∼
q− k, τ
q− p, τ
Because of conservation of momentum, there are three independent momenta here labelled
with k,p and q. Then one can consider the following three limiting cases with only two
independ momenta:
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forward exchange BCS
k, σ
k, σ
U(0)
∼∼∼∼∼∼∼∼∼∼
p, τ
p, τ
k, σ
p, σ
U(k−p)
∼∼∼∼∼∼∼∼∼∼
p, τ
k, τ
k, σ
p, σ
U(k−p)
∼∼∼∼∼∼∼∼∼∼
−k, τ
−p, τ
Hforw Hex HBCS
That is, one may consider the approximation
Hint ≈ Hforw +Hex +HBCS (I.11)
where
Hforw =
1
L3d
∑
σ,τ∈{↑,↓}
∑
k,p,q
U(k− p) δk,p a+kσapσa+q−kτaq−pτ
= 1
L3d
∑
σ,τ∈{↑,↓}
∑
k,p
U(0) a+kσakσa
+
pτapτ (I.12)
Hex =
1
L3d
∑
σ,τ∈{↑,↓}
∑
k,p,q
U(k− p) δk,q−p a+kσapσa+q−kτaq−pτ
= 1
L3d
∑
σ,τ∈{↑,↓}
∑
k,p
U(k− p) a+kσapσa+pτakτ (I.13)
HBCS =
1
L3d
∑
σ,τ∈{↑,↓}
∑
k,p,q
U(k− p) δq,0 a+kσapσa+q−kτaq−pτ
= 1
L3d
∑
σ,τ∈{↑,↓}
∑
k,p
U(k− p) a+kσapσa+−kτa−pτ (I.14)
Let us shortly make a comment on the volume factors. In (I.12-14), we only introduced
some Kroenecker delta’s but we did not cancel a volume factor Ld. That this is the right
thing to do, that is, that the left hand side as well as the right hand side of (I.11) is indeed
proportional to the volume may be seen in the easiest way for the forward term. On a
fixed n particle space Fn the interacting part Hint is a multiplication operator given by
Hint|Fn =
1
2
n∑
i,j=1
i 6=j
U(xi − xj) (I.15)
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Let δy(x) = δ(x−y). Then ϕ(x1, · · · ,xn) = δy1 ∧ · · ·∧ δyn(x1, · · · ,xn) is an eigenfunction
of Hint with eigenvalue
E = 1
2
n∑
i,j=1
i 6=j
U(yi − yj) = 12Ld
n∑
i,j=1
i 6=j
∑
q
ei(yi−yj)q U(q) (I.16)
which is, for U ∈ L1, proportional to n or to the volume Ld for constant density. One
finds that ϕ is also an eigenvector of the forward term, Hforwϕ = Eforwϕ where Eforw is
obtained from (I.16) by putting q = 0 without cancelling a volume factor,
Eforw =
1
2Ld
n∑
i,j=1
i 6=j
U(q = 0) (I.17)
which is also proportional to the volume.
We now come to the exact definition of the model which is solved in this paper. To
do so, we need the functional integral representation of the perturbation series for the
partition function. It is summarized in the following theorem which is fairly standard.
One may look in [FKT1] for a nice and clean proof.
Theorem I.1: Let H = H0 +Hint be the Hamiltonian (I.1-3), let
Z = Z(β, L) = Tr e−β(H0+Hint)/Tr e−βH0 (I.18)
be the normalized grand canonical partition function and let
〈a+kσakσ〉β,L =
Tr e−βHa+kσakσ
Tr e−βH
(I.19)
a) The partition function Z has the following perturbation series
Z =
∞∑
n=0
(− 1
βLd
)n
n!
∑
σ1···σ2n
∑
k1···k2n
p1···p2n
n∏
i=1
{
δk2i−1+k2i,p2i−1+p2iU(k2i − p2i)
} ×
det
[
δσi,σjδki,pj C(ki)
]
1≤i,j≤2n (I.20)
Here k = (k0,k) ∈ πβ (2Z+1)×
{
k ∈ ( 2πL Z)d ∣∣ |ek| ≤ ω } and the covariance C is given by
C(k0,k) =
1
ik0 − ek (I.21)
If ‖U(x)‖L1 ≤ c (βLd)−1 or ‖U(x)‖L∞ ≤ c (βLd)−2, c a constant, then (I.20) converges.
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b) Let
dµC(ψ, ψ¯) = Π
k,σ
βLd
ik0−ek e
− 1
βLd
∑
k,σ
(ik0−ek)ψ¯k,σψk,σ
Π
k,σ
dψk,σdψ¯k,σ (I.22)
be the Grassmann Gaussian measure with covariance C. Then the perturbation series
(I.20) can be rewritten as
Z =
∫
e−Vint(ψ,ψ¯)dµC(ψ, ψ¯) (I.23)
where
Vint(ψ, ψ¯) = 1(βLd)3
∑
σ1σ2
∑
k1,k2
p1,p2
δk1+k2,p1+p2U(k2 − p2)ψ¯k1σ1 ψ¯k2σ2ψp1σ1ψp2σ2 (I.24)
c) The momentum distribution (I.19) at temperature T = 1
β
is given by
〈a+kσakσ〉β,L = limǫ→0
ǫ<0
1
β
∑
k0∈πβ (2Z+1)
〈ψ¯k0kσψk0kσ〉β,L,ǫ (I.25)
where
〈ψ¯kσψkσ〉β,L,ǫ = 1Zǫ
∫
ψ¯kσψkσ e
−Vint(ψ,ψ¯)dµCǫ(ψ, ψ¯) (I.26)
Here Cǫ(k) =
e−iǫk0
ik0−ek and Zǫ =
∫
e−VintdµCǫ .
Remarks: (i) A bound from which convergence of the perturbation series follows for
sufficiently small U is easiest obtained in coordinate space. There the perturbation series
reads
Z =
∫
e−
∫
dξ1dξ2(ψ¯ψ)(ξ1)U(ξ1−ξ2)(ψ¯ψ)(ξ2)dµC(ψ, ψ¯)
=
∞∑
n=0
1
n!
∫
dξ1 · · ·dξ2n
n∏
i=1
U(ξ2i−1 − ξ2i) det [C(ξi, ξj)]1≤i,j≤2n (I.27)
where ξ = (x0,x, σ),
∫
dξ =
∑
σ∈{↑,↓}
∫
[0,β]
dx0
∫
[0,L]d
ddx, U(ξ) = U(x) = δ(x0)U(x),
C(ξ, ξ′) = δσ,σ′C(x− x′) where
C(x0,x) =
1
Ld
∑
k∈Mω
eikxe−ekx0 [θ(−x0)θβ(−ek)− θ(x0)θβ(ek)] (I.28)
and θβ is an approximate step function given by θβ(ε) =
1
1+e−βε . First observe that,
since supx0∈[0,β]
∣∣e−ekx0 [θ(−x0)θβ(−ek) − θ(x0)θβ(ek)]∣∣ ≤ 1 for all k, one has ‖C‖∞ ≤
1
Ld
∑
k∈Mω 1 <∞ if we choose a fixed ultraviolet cuttoff in (I.6). The determinant can be
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bounded using | det[~a1 · · ·~ar] | ≤ Πri=1 ‖~ai‖2 where the ~ai are r component vectors. That
is
∣∣∣det [C(ξi, ξj)]1≤i,j≤2n∣∣∣ ≤ 2nΠ
i=1
{ 2n
Σ
j=1
|C(ξi, ξj)|2
} 1
2 ≤ 2nΠ
i=1
(2n‖C‖2∞)
1
2 = (2n‖C‖2∞)n (I.29)
which gives
|Z| ≤
∞∑
n=0
(
e
n
)n
(4βLd)n‖U‖nL1(2n‖C‖2∞)n =
∞∑
n=0
(
8e‖C‖2∞βLd
)n ‖U‖nL1 (I.30)
(ii) The ǫ-limit shows up in (I.25) because of
C(x0,x)
x0 6=0
= 1
Ld
∑
k
eikxe−ekx0 [θβ(−ek)θ(−x0)− θβ(ek)θ(x0)]
= 1
βLd
∑
k,k0
eikx−ik0x0 1ik0−ek (I.31)
but
C(0,x) = 1
Ld
∑
k
eikxθβ(−ek) = lim
ǫ→0
ǫ<0
1
βLd
∑
k,k0
eikx−ik0ǫ 1
ik0−ek , (I.32)
see the proof of Lemma A1 in the appendix for a more detailed discussion.
(iii) Whereas the momenta in the Hamiltonian are d dimensional, the variables in the
perturbation series are d + 1 dimensional. The additional k0 variables in (I.20) are the
Fourier transform of the x0 variables in (I.27) which in turn enter the perturbation series
because of
d
dλ |0e
−β(H0+λHint) =
∫ β
0
e−x0H0Hint e−(β−x0)H0dx0 , (I.33)
that is, because Hint does not commute with H0.
As remarked under (iii), the momenta in
Hint =
1
L3d
∑
σ,τ∈{↑,↓}
∑
k,p,q
U(k− p) a+kσapσa+q−kτaq−pτ (I.3)
are d dimensional, but the variables in
Vint = 1(βLd)3
∑
σ,τ∈{↑,↓}
∑
k,p,q
U(k− p) ψ¯kσψpσψ¯q−kτψq−pτ (I.34)
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are d+1 dimensional. On the Hamiltonian level, the forward, exchange and BCS approx-
imation (I.11) does not lead to an explicitly solvable model, but on the functional integral
level it does. This is the main result of this paper.
Theorem I.2: Let
{Vforw+Vex+VBCS}(ψ, ψ¯) = 1(βLd)3
∑
στ
∑
kpq
U(k−p) [δk,p+δk,q−p+δq,0] ψ¯kσψpσψ¯q−kτψq−pτ
(I.35)
Then the approximation
Vint ≈ Vforw + Vex + VBCS (I.36)
in (I.23,26) makes the model explicitly solvable. The partition function, the two point func-
tions and the generating functional for the connected amputated Greens functions are given
by finite-dimensional integral representations. The dimension of these representations is
proportional to J if the electron electron interaction is given by
U(k− p) =


1
2
j∑
ℓ=−j
λ|ℓ|eiℓϕke−iℓϕp +
λ0
2
if d = 2
j∑
ℓ=0
ℓ∑
m=−ℓ
λℓY¯ℓm (k
′)Yℓm (p′) if d = 3
=:
J∑
l=0
λl yl(k) y¯l(p) (I.37)
Here k = |k|(cosϕk, sinϕk) for d = 2 and k′ = k/|k| for d = 3.
The general solution is written down in Theorem II.1. In the following, we summarize
the results for Vint ≈ VBCS and for an electron-electron interaction given by (I.37). This
case is treated in section III.1.
In that case the two point function (I.26) becomes (we suppress the ǫ):
〈ψ¯p↑ψp′↑〉β,L = βLdδp,p′
∫
F ↑↑p (φ) e
−βLdV (φ) Π
στ
J
Π
l=0
dulστdv
l
στ∫
e−βLdV (φ) Π
στ
J
Π
l=0
dulστdv
l
στ
(I.38)
Here φlστ = u
l
στ + iv
l
στ , στ ∈ {↑↑, ↓↓, ↑↓},
F ↑↑p (φ) =
(ip0+ep)[p
2
0+e
2
p+Φ−p↑↓Φ¯−p↑↓+Φp↓↓Φ¯p↓↓]
(p20+e
2
p+Ω
+
p )(p
2
0+e
2
p+Ω
−
p )
(I.39)
Φk↑↓ =
J∑
l=0
λ
1
2
l φ
l
↑↓ yl(k
′) , Φ¯k↑↓ =
J∑
l=0
λ
1
2
l φ¯
l
↑↓ y¯l(k
′) , (I.40)
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Φkσσ =
J∑
l=0
λ
1
2
l φ
l
σσ [yl(k
′)− yl(−k′)] , Φ¯kσσ =
J∑
l=0
λ
1
2
l φ¯
l
σσ [y¯l(k
′)− y¯l(−k′)] (I.41)
and Ω±k are the solutions of the quadratic equation
Ω2−
(
Φ¯k↑↓Φk↑↓ + Φ¯−k↑↓Φ−k↑↓ + Φk↑↑Φ¯k↑↑ + Φk↓↓Φ¯k↓↓
)
Ω+ Φk↑↑Φk↓↓Φ¯k↑↓Φ¯−k↑↓
+ Φ¯k↑↑Φ¯k↓↓Φk↑↓Φ−k↑↓ + Φk↑↑Φk↓↓Φ¯k↑↑Φ¯k↓↓ + Φ¯k↑↓Φk↑↓Φ¯−k↑↓Φ−k↑↓ = 0 (I.42)
Observe that Φ¯kστ is not necessarily the complex conjugate of Φkστ , depending on the
signs of the coupling constants λl. The effective potential Vβ is given by
Vβ(φ) =
J∑
l=0
(|φl↑↓|2 + |φl↑↑|2 + |φl↓↓|2)− ∑
ǫ∈{+,−}
∫
Mω
ddk
(2π)d
1
β log
[
cosh( β2
√
e2
k
+Ωǫ
k
)
cosh β2 ek
]
(I.43)
For a pure even interaction, that is, if λℓ = 0 for all odd angular momentum ℓ, one
has, if yl(−k) = (−1)lyl(k), Φk↑↑ = Φk↓↓ = 0 and the expectation value simplifies to
〈ψ¯p,σψp′,σ〉β,L = βLdδp,p′
∫ −ip0−ep
p20+e
2
p+Φp↑↓Φ¯p↑↓
e−βL
dVβ(φ↑↓)
J
Π
l=0
dul↑↓dv
l
↑↓∫
e−βLdVβ(φ↑↓)
J
Π
l=0
dul↑↓dv
l
↑↓
(I.44)
with an effective potential
Vβ(φ↑↓) =
J∑
l=0
|φl↑↓|2 −
∫
M
ddk
(2π)d
1
β log
[
cosh( β2
√
e2
k
+Φk↑↓Φ¯k↑↓)
cosh β2 ek
]2
(I.45)
Recall that the free two point function is given by 〈ψ¯p,σψp′,σ〉β,L = βLdδp,p′1/(ip0− ep) =
−βLdδp,p′(ip0 + ep)/(p20 + e2p). In particular, for a delta function interaction one obtains
the two dimensional integral representation
〈ψ¯p,σψp′,σ〉β,L = −βLdδp,p′
∫ ip0+ep
p20+e
2
p+λ(u
2+v2)
e−βL
dVβ(u,v)dudv∫
e−βLdVβ(u,v)dudv
(I.46)
where
Vβ(u, v) = u
2 + v2 −
∫
Mω
ddk
(2π)d
1
β log
[
cosh( β2
√
e2
k
+λ(u2+v2))
cosh β2 ek
]2
(I.47)
A positive λ corresponds to an attractive interaction.
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Since the only place where the volume Ld shows up in the integral representations
(I.44,46) is the prefactor in the exponential e−βL
dV (φ), the computation of the infinite
volume limit comes down to the determination of the global minimum of the real part of
the effective potential V as a function of the φlστ ’s.
figure 1
For repulsive coupling λ < 0 Vβ (I.47) has a global minimum at u = v = 0 which
results in
lim
L→∞
e−βL
dVβ(u,v)dudv∫
e−βLdVβ(u,v)dudv
= δ(u)δ(v) (I.48)
and
lim
L→∞
〈ψ¯p,σψp′,σ〉β,L = −βδp0 ,p′0δ(p− p′)
ip0+ep
p20+e
2
p
(I.49)
For attractive coupling λ > 0 and sufficiently small T = 1β the effective potential (I.47)
has the form of a mexican hat. This results in
lim
L→∞
〈ψ¯p,σψp′,σ〉β,L = −βδp0,p′0δ(p− p′)
ip0+ep
p20+e
2
p+∆
2 (I.50)
where ∆2 = λρ20 ∼ e−
1
λ and ρ20 = u
2
0 + v
2
0 is the value where Vβ takes its global minimum
which lies on a circle in the u, v plane.
The expectation values 〈ψψ〉 and 〈ψ¯ψ¯〉 can also be computed. To make them nonzero,
we introduce a small external field r = |r|eiα. That is, we substitute VBCS by (we do not
consider here 〈a↑a↑〉 expectations)
VBCS,r = VBCS + 1βLd
∑
k
[r ψk↑ψ−k↓ − r¯ ψ¯k↑ψ¯−k↓] (I.51)
One obtains again a finite-dimensional integral representation. For a delta function inter-
action, that is for J = 0 in (I.37), it reduces to a two dimensional integral:
〈ψ¯p,↑ψ¯−p′,↓〉β,L = βLdδp,p′
∫ −i√λ eiα(u+iv)
p20+e
2
p+λ(u
2+v2)
e−βL
dVβ,r(u,v)dudv∫
e−βLdVβ,r(u,v)dudv
(I.52)
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where
Vβ,r(u, v) = u
2 +
(
v + |r|√
λ
)2
− 2β
∫
M
ddk
(2π)d
log
[
cosh( β2
√
e2
k
+λ(u2+v2))
cosh β2 ek
]
(I.53)
Consider an attractive λ > 0 and sufficiently small T = 1β such that the global
minimum of the effective potential moves away from zero. For r = 0, the global minimum
of Vβ,r is degenerated and lies on a circle in the u, v plane. In particular, Vβ,0 is an even
function of u and v and 〈ψ¯p↑ψ−p↓〉 vanishes by symmetry.
figure 2
For r 6= 0, Vβ,r has a unique global minimum at (u, v) = (0, v0) where v0 is given by
the negative solution of
v0
{
λ
∫
M
ddk
(2π)d
tanh( β2
√
e2
k
+λv20)
2
√
e2
k
+λv20
− 1
}
= 2|r| (I.54)
which, in the limit r → 0, becomes the BCS equation for |∆|2 = λv20 . Thus
lim
|r|→0
lim
L→∞
e
−βLdVβ,r(u,v)∫
e−βL
dVβ,r(u,v)dudv
= lim
|r|→0
lim
L→∞
e
−βLd[Vβ,r(u,v)−Vβ,r(0,v0)]∫
e−βL
d[Vβ,r(u,v)−Vβ,r(0,v0)]dudv
= δ(u)δ
(
v + |∆|√
λ
)
(I.55)
and 〈ψ¯p↑ψ¯−p↓〉 becomes nonzero.
For repulsive λ < 0, Vβ,r is complex and the real part of Vβ,r has a unique global
minimum at (u, v) = (0, 0) which results in lim|r|→0 limL→∞ e
−βLdVβ,r(u,v)∫
e
−βLdVβ,r(u,v)dudv
= δ(u)δ(v)
and lim|r|→0 limL→∞〈ψ¯p↑ψ¯−p↓〉 = 0.
These results of course are also obtained if one applies the usual mean field formalism
which is based on approximating the quartic Hamiltonian by a quadratic expression. How-
ever, the situation is different if the electron-electron interaction contains higher angular
momentum terms and the space dimension is 3. In that case the standard mean field
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formalism [AB,BW] predicts an angle dependent gap but, if ek has SO(3) symmetry, this
is not the case.
Suppose that λℓ > 0 is attractive and
U(k− p) = λℓ
ℓ∑
m=−ℓ
Y¯ℓm(k
′)Yℓm(p′) (I.56)
Then the Anderson Balian Werthammer mean field formalism gives
lim
L→∞
1
Ld
〈a+kσakσ〉 = 12
(
1− ek
[
tanh( β2
√
e2
k
+∆∗
k
∆k)√
e2
k
+∆∗
k
∆k
]
σσ
)
(I.57)
where the 2× 2 matrix ∆k, ∆Tk = −∆−k, is a solution of the gap equation
∆p =
∫
Mω
ddk
(2π)d
U(p′ − k′)∆k tanh(
β
2
√
e2
k
+∆∗
k
∆k)
2
√
e2
k
+∆∗
k
∆k
(I.58)
In 3 dimensions, it has been proven [FKT2] that for all ℓ ≥ 2 (IV.58) does not have unitary
isotropic (∆∗k∆k = const Id) solutions. That is, the gap in (I.57) is angle dependent.
However in Theorem III.3 it is shown that, for even ℓ,
lim
L→∞
1
βLd
〈ψ¯kσψkσ〉β,L =
∫
S2
ik0+ek
k20+e
2
k
+λℓρ
2
0|Σm α0mYℓm(x)|2
dΩ(x)
4π (I.59)
which gives, using (I.25),
lim
L→∞
1
Ld
〈a+kσakσ〉 =
∫
S2
1
2
(
1− ek tanh(
β
2
√
e2
k
+|∆(x)|2)√
e2
k
+|∆(x)|2
)
dΩ(x)
4π
(I.60)
if ∆(x) = λ
1
2
ℓ ρ0Σm α
0
mYℓm(x) and ρ0 and α
0 are values at the global minimum. The point
is that for SO(3) symmetric ek also the effective potential has SO(3) symmetry which
means that also the global minimum has SO(3) symmetry. Since in the infinite volume
limit the integration variables are forced to be at the global minimum, the integral over
the sphere in (I.59,60) is the averaging over all global minima.
There is some physics literature [B,BZT,BR,G,Ha,W] which investigates the relation
between the reduced but still quartic and not solvable BCS Hamiltonian
HBCS = H0 +
1
L3d
∑
σ,τ∈{↑,↓}
∑
k,p
U(k− p) a+kσa+−kτapσa−pτ (I.61)
and the quadratic, explicitly diagonalizable mean field Hamiltonian
HMF = H0 +
1
L3d
∑
σ,τ∈{↑,↓}
∑
k,p
U(k− p)
(
a+kσa
+
−kτ 〈apσa−pτ 〉+ 〈a+kσa+−kτ 〉apσa−pτ
− 〈a+kσa+−kτ 〉〈apσa−pτ 〉
)
(I.62a)
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where the numbers 〈apσa−pτ 〉 have to be determined by the condition
〈apσa−pτ 〉 = Tr e
−βHMFapσa−pτ
Tr e−βHMF
(I.62b)
which is equivalent to the gap equation (I.58) if one defines ∆pστ =
1
Ld
∑
k U(p−k) 1Ld 〈akσa−kτ 〉.
One has, if H ′ := HBCS −HMF,
H ′ = 1
L3d
∑
σ,τ∈{↑,↓}
∑
k,p
U(k− p)
(
a+kσa
+
−kτ − 〈a+kσa+−kτ 〉
)(
apσa−pτ − 〈apσa−pτ 〉
)
(I.63)
It is claimed that, in the infinite volume limit, the correlation functions of both models
should coincide. More precisely, it is claimed that
lim
L→∞
1
Ld
log Tr e
−βHBCS
Tr e−βHMF (I.64)
vanishes. To this end it is argued that each order of perturbation theory (with respect
to H ′) of Tr e−β(HMF+H
′)/Tr e−βHMF is finite as the volume goes to infinity. The Haag
paper argues that spatial averages of field operators like 1
Ld
∫
[0,L]d
ddxa↑(x)a↓(x) may be
substituted by numbers in the infinite volume limit, since commutators with them have an
extra one over volume factor, but there is no rigorous controll of the error. At least for a
more complicated electron-electron interaction (I.56), this reasoning cannot be correct in
view of (I.57-60).
Namely, consider the 〈a+kσakσ〉β,L expectation. In terms of Grassmann variables it is
given by (I.25,26). Assume first a delta function interaction U(k − p) = λ. For the full
model (I.3), by making a Hubbard Stratonovich transformation, (I.26) can be rewritten as
〈ψ¯pσψpσ〉 =
∫
F (φ) e−V (φ) Π
q0q
dφq0qdφ¯q0q∫
e−V (φ) Π
q0q
dφq0qdφ¯q0q
(I.65)
where the integrand is given by
F (φ) =
∂
∂spσ |s=0 det
[
A+ S↑ i( λβLd )
1
2 φ
i( λ
βLd
)
1
2 φ¯ A¯+ S↓
]
det
[
A i( λ
βLd
)
1
2 φ
i( λ
βLd
)
1
2 φ¯ A¯
] (I.66)
and the effective potential reads
V (φ) =
∑
q0q
|φq0q|2 − log
det
[
A i( λ
βLd
)
1
2 φ
i( λ
βLd
)
1
2 φ¯ A¯
]
det
[
A 0
0 A¯
] (I.67)
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Here A and Sσ are diagonal matrices with entries Ak = ik0 − ek and skσ respectively and
φ is a short notation for the matrix (φk−p)k,p where k = (k0,k) ∈ πβ (2Z + 1) ×Mω. Of
course, for example det
[
A 0
0 A¯
]
= Πk(k
2
0 + e
2
k) does not make sense, but the quotients in
(I.66,67) are well defined.
The correlation functions of the reduced, but still quartic BCS Hamiltonian (I.61)
are obtained from (I.65-67) by first assuming that the global minimum φminq of V (φ) is
proportional to δq,0φq0 and second by suppressing the quantum fluctuations around φ
min
qq0
=
0 for all q 6= 0. That is, for the model (I.61) one finds
〈ψ¯pσψpσ〉 =
∫
Fp(φ) e
−LdV (φ)
Π
q0
dφq0dφ¯q0∫
e−LdV (φ) Π
q0
dφq0dφ¯q0
(I.68)
where the integrand is given by
Fp(φ) =
∂
∂sp0σ |s=0
det
[
Ap + Sp↑ i(λβ )
1
2 φ
i(λ
β
)
1
2 φ¯ A¯p + Sp↓
]
det
[
Ap i(
λ
β )
1
2 φ
i(λβ )
1
2 φ¯ A¯p
] (I.69)
and the effective potential reads
V (φ) =
∑
q0
|φq0 |2 − 1Ld
∑
k
log
det
[
Ak i(
λ
β
)
1
2 φ
i(λ
β
)
1
2 φ¯ A¯k
]
det
[
Ak 0
0 A¯k
] (I.70)
The volume factor L−
d
2 in the determinant in (I.66,67) has been transformed away by a
substitution of variables such that it shows up in the exponent in front of the effective
potential in (I.68). The matrices in (I.69,70) are labelled only by the k0, p0 variables, that
is, Ak is the diagonal matrix with entries Ak,k0 = ik0 − ek and φ is a short notation for
the matrix (φk0−p0)k0,p0 .
Contrary to the full model, the volume dependence of the model (I.61) or (I.68-70) is
such that in the infinite volume limit the integration variables φq0 in (I.68) are forced to
be at the global minimum of (I.70).
The model discussed in this paper (that is, only the BCS part) is obtained from (I.68-
70) by assuming that the global minimum of (I.70) is proportional to δq0,0. In that case,
the only integration variable which is left in (I.68) is the q0 = 0 mode φ = φ0 and the
expressions (I.68-70) reduce to the integral representation (I.46,47).
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Now assume that the elctron electron interaction is given by (I.56) and suppose for
simplicity that ℓ is even which suppresses ↑↑↑↑ and ↓↓↓↓ contributions in (I.3) and (I.61).
In that case the model (I.61) gives
〈ψ¯pσψpσ〉 =
∫
Fp(φ) e
−LdV (φ) ℓ
Π
m=−ℓ
Π
q0
dφmq0dφ¯
m
q0∫
e−LdV (φ)
ℓ
Π
m=−ℓ
Π
q0
dφmq0dφ¯
m
q0
(I.71)
where the integrand is given by
Fp(φ) =
∂
∂sp0σ |s=0
det
[
Ap + Sp↑ i(λβ )
1
2 Φp
i(λβ )
1
2 Φ¯p A¯p + Sp↓
]
det
[
Ap i(
λ
β )
1
2 Φp
i(λβ )
1
2 Φ¯p A¯p
] (I.72)
and the effective potential reads
V (φ) =
ℓ∑
m=−ℓ
∑
q0
|φmq0 |2 − 1Ld
∑
k
log
det
[
Ak i(
λ
β
)
1
2 Φk
i(λ
β
)
1
2 Φ¯k A¯k
]
det
[
Ak 0
0 A¯k
] (I.73)
Here Φk denotes the matrix with entries Φk,p0p′0 =
∑ℓ
m=−ℓ φ
m
p0−p′0Yℓm(k), labelled by the
p0, p
′
0 variables. The model discussed in this paper is obtained from (I.71-73) by assuming
that the global minimum of (I.73) has only nonzero φmq0=0 modes. In that case (I.71-73)
reduce to the integral representation (I.44,45) which further can be reduced, by Theorem
III.3, to (I.59). However, the argument used in Theorem III.3 that the 〈ψ¯pσψpσ〉 expecta-
tion has to be SO(3) invariant if ek is SO(3) invariant still applies to (I.71), since (I.73) is
invariant under simultanious transformation of the φmq0 ’s to
∑
m′ U(R)mm′φ
m′
q0
where U(R)
is the unitary representation of SO(3) given by Yℓm(Rk) =
∑
m′ U(R)mm′Yℓm′(k).
That is, if the BCS equation (I.58) or (I.62b) of the quadratic mean field model (I.62)
has a solution such that |∆k|2 is not SO(3) invariant (and, by [FKT2], this is necessarily
the case for any nonzero solution for d = 3 and ℓ ≥ 2), then the 〈a+kσakσ〉 expectation of the
quadratic mean field model (I.62) does not coincide with the corresponding expectation of
the quartic reduced BCS Hamiltonian (I.61).
In [AB], Anderson and Brinkmann used the quadratic mean field Hamiltonian with
an ℓ = 1 interaction to describe the properties of superfluid Helium 3. The basic quantities
in their analysis are the 〈akσa−kτ 〉 expectations or the matrix ∆kστ which is obtained as a
solution of the gap equation of the quadratic model. In view of the discussion above, one
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may regard as the more natural approach to take the quartic BCS Hamiltonian (I.61), to
add in a symmetry breaking term which breaks the U(1) particle symmetry as well as the
spatial SO(3) symmetry and then to compute (in the approximation φmq0 = δq0,0φ
m) the
infinite volume limit followed by the limit symmetry breaking term → 0. In particular,
besides the usual U(1) symmetry breaking one may expect SO(3) symmetry breaking in the
sense that probably also for the 〈a+a〉 expectations the above two limits do not commute.
That is, ifB denotes the SO(3) symmetry breaking term, whereas limL→∞ limB→0〈a+kσakσ〉
has SO(3) symmetry, limB→0 limL→∞〈a+kσakσ〉 may have not. However, to what extend
the quantities of the [AB] paper are related to these expectations is not clear. For example,
for ℓ ≥ 2 ([AB] has ℓ = 1, but still uses the quadratic mean field formalism) any nontrivial
solution of the quadratic model (I.62) is necessarily anisotropic, without any external SO(3)
symmetry breaking field at all. The quantities limB→0 limL→∞〈a+kσakσ〉 for the quartic
model (I.61) or the model discussed in this paper of course would depend on the direction
of B, if they become anisotropic. A more careful analysis of this question we defer to
another paper.
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II. Solution of the Model in the Forward, Exchange
and BCS Approximation
Let H = H0 +Hint where
H0 =
1
Ld
∑
σ∈{↑,↓}
∑
k∈M
ek a
+
kσakσ (I.2)
and
Hint =
1
L3d
∑
σ,τ∈{↑,↓}
∑
k,p,q
U(k− p) a+k,σap,σa+q−k,τaq−p,τ (I.3)
Then
Z =
Tr e−β(H0+Hint)
Tr e−βH0
=
∫
e−Vint(ψ,ψ¯)dµC(ψ, ψ¯) (I.23)
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where the exponent in the fermionic integral is given by (κ = βLd)
Vint(ψ) = 1κ3
∑
σ,τ∈{↑,↓}
∑
k,p,q
U(k− p) ψ¯k,σψp,σψ¯q−k,τψq−p,τ (I.24)
and k = (k0,k) ∈ πβ (2Z+ 1)×M .
The forward, exchange and BCS approximation is obtained by restricting the above
sum to the following terms
forward : δk,p , exchange : δk,q−p , BCS : δq,0 . (I.35)
We consider the approximation Vint ≈ Vforw + Vex + VBCS ≡ U(ψ, ψ¯). That is,
U(ψ, ψ¯) = 1κ3
∑
σ,τ∈{↑,↓}
∑
k,p,q
U(k− p)[δk,p + δk,q−p + δq,0] ψ¯k,σψp,σψ¯q−k,τψq−p,τ (II.1)
and
U(k− p) = −


1
2
j∑
ℓ=−j
λ|ℓ|eiℓϕke−iℓϕp +
λ0
2
if d = 2
j∑
ℓ=0
ℓ∑
m=−ℓ
λℓY¯ℓm (k
′)Yℓm (p′) if d = 3
=: −
J∑
l=0
λl yl(k
′) y¯l(p′) (I.37)
and we abbreviated
κ = βLd (II.2)
This model can be solved explicitly. Before we write down the general solution we shortly
indicate the computation for Vint ≈ VBCS and U(k−p) = −λ. In that case it comes down
to the usual effective potential computation with ‘constant φ’. That is, using the identity
(φ = u+ iv, φ¯ = u− iv ∈ C)
e2ab = 12π
∫
R2
eaφ+bφ¯e−
1
2 |φ|2dudv (II.3)
one obtains
Z =
∫
e
−(λκ )
1
2 1
κ
∑
k
ψ¯k↑ψ¯−k↓×(λκ )
1
2 1
κ
∑
p
ψp↑ψ−p↓dµC(ψ, ψ¯)
=
∫
R2
∫
ei(
λ
κ )
1
2 φ 1κ
∑
k
ψk↑ψ−k↓+ i(λκ )
1
2 φ¯ 1κ
∑
k
ψ¯k↑ψ¯−k↓dµC(ψ, ψ¯)
1
2π e
− 12 |φ|2dudv
=
∫
R2
Π
k
1
k20+e
2
k
det
(
ik0−ek iλ
1
2 φ¯
iλ
1
2 φ −ik0−ek
)
κ
π e
−κ|φ|2dudv
= κπ
∫
R2
e−κVβ(u,v)dudv (II.4)
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In the following theorem the ξ variables take care of the exchange contributions, the w
variable makes the forward contribution quadratic in the fermion fields and the φ variables,
as in (II.3,4) above, sum up BCS contributions.
Theorem II.1: Let U(ψ, ψ¯) be given by (II.1) and let
Z(β, L, {sk,σ}) =
∫
e
−U(ψ,ψ¯)+ 1κ
∑
k,σ
sk,σψ¯k,σψk,σdµC(ψ, ψ¯) (II.5)
〈ψ¯pσψpσ〉 = κ ∂∂spσ |s=0 logZ(β, L, {skσ}) (II.6)
Let w ∈ R, ξlστ = alστ + iblστ , φlστ = ulστ + ivlστ ∈ C for 0 ≤ l ≤ J , (στ) ∈ {↑↑, ↓↓, ↑↓} and
define the fields
Ξk↑↓ =
J∑
l=0
(2λl)
1
2 ξl↑↓ yl(k
′) , Ξ¯k↑↓ =
J∑
l=0
(2λl)
1
2 ξ¯l↑↓ y¯l(k
′)
Ξkσσ =
J∑
l=0
λ
1
2
l ξ
l
σσ yl(k
′) , Ξ¯kσσ =
J∑
l=0
λ
1
2
l ξ¯
l
σσ y¯l(k
′) , (II.7)
Γk↑ = U
1
2
0 w + iΞk↑↑ + iΞ¯k↑↑ , Γk↓ = U
1
2
0 w + iΞk↓↓ + iΞ¯k↓↓ , (II.8)
Φk↑↓ =
J∑
l=0
(2λl)
1
2φl↑↓ yl(k
′) , Φ¯k↑↓ =
J∑
l=0
(2λl)
1
2 φ¯l↑↓ y¯l(k
′) (II.9)
Φkσσ =
J∑
l=0
λ
1
2
l φ
l
σσ [yl(k
′)− yl(−k′)] , Φ¯kσσ =
J∑
l=0
λ
1
2
l φ¯
l
σσ [y¯l(k
′)− y¯l(−k′)] . (II.10)
where U0 = U(k = 0) =
∫
ddxU(x). For each k = (k0,k), let Sk be the 8 × 8 skew
symmetric matrix
Sk = −i


0 −1
i
Ak↑ Φ¯k↑↓ 0 Ξ¯k↑↓ 0 0 Φ¯k↑↑
1
iAk↑ 0 0 Φk↑↓ 0 −Ξk↑↓ Φk↑↑ 0−Φ¯k↑↓ 0 0 −1iA−k↓ 0 −Φ¯k↓↓ Ξ−k↑↓ 0
0 −Φk↑↓ 1iA−k↓ 0 −Φk↓↓ 0 0 −Ξ¯−k↑↓−Ξ¯k↑↓ 0 0 Φk↓↓ 0 1iAk↓ −Φ−k↑↓ 0
0 Ξk↑↓ Φ¯k↓↓ 0 −1iAk↓ 0 0 −Φ¯−k↑↓
0 −Φk↑↑ −Ξ−k↑↓ 0 Φ−k↑↓ 0 0 1iA−k↑−Φ¯k↑↑ 0 0 Ξ¯−k↑↓ 0 Φ¯−k↑↓ −1iA−k↑ 0


where Akσ = ak − skσ − Γkσ = ik0 − ek − skσ − Γkσ and let PfSk be the Pfaffian of Sk
given by Lemma II.2 below. Then:
a)
Z(β, L, {sk,σ}) =
∫ ∏
k0>0
k∈M
{(
1
aka−k
)2
PfSk
}
dνκ(w, ξ, φ) (II.11)
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where
dνκ(w, ξ, φ) =
(
κ
4π
) 1
2 e−
κ
4w
2
dw
J
Π
l=0
Π
στ
{(
κ
π
)2
e−κ(|φ
l
στ |2+|ξlστ |2)dulστdv
l
στda
l
στdb
l
στ
}
(II.12)
b)
〈ψ¯pσψp′σ〉 = βLdδp,p′
∫ ∂
∂spσ
PfSp
PfSp
e−κV (w,ξ,φ)dwΠ dξdφ∫
e−κV (w,ξ,φ)dwΠ dξdφ
(II.13)
where the effective potential V is given by
V (w, ξ, φ) = 14w
2 +
∑
στ
J∑
l=0
(|φlστ |2 + |ξlστ |2)− 1βLd
∑
k∈M
log Π
k0>0
PfSk
a2
k
a2−k
(II.14)
and Π dξdφ = Π
στ
J
Π
l=0
dξlστdφ
l
στ . Here στ ∈ {↑↑, ↓↓, ↑↓}.
Remark: The product Π
k0>0
PfSk
a2
k
a2−k
in the effective potential (II.14) where PfSk = PfSk(ak, a−k)
has to be computed according to the rule
∏
k0>0
PfSk
a2ka
2
−k
= lim
ǫ→0
ǫ<0
∏
k0>0
PfSk(e
ik0ǫak, e
−ik0ǫa−k)
a2ka
2
−k
(II.15)
That there are cases where it is necessary to make the phase factors explicit can be seen
from the discussion given in the proof of Lemma A1 in the appendix.
Proof: Since we assume U(p− k) = U(k− p), one has
U(ψ, ψ¯) = 1
κ3
∑
σ,τ
∑
k,p
U(0) ψ¯k,σψ¯p,τψk,σψp,τ +
1
κ3
∑
σ,τ
∑
k,p
U(k− p) ψ¯p,σψ¯k,τψk,σψp,τ
+ 1
κ3
∑
σ,τ
∑
k,p
U(k− p) ψ¯p,σψ¯−p,τψk,σψ−k,τ
= − 1κ2 U0κ
∑
k,p
(
ψ¯k↑ψk↑ + ψ¯k↓ψk↓
)(
ψ¯p↑ψp↑ + ψ¯p↓ψp↓
)
+ 1κ3
∑
k,p
U(k− p)
{
ψ¯p↑ψp↑ψ¯k↑ψk↑ + ψ¯p↓ψp↓ψ¯k↓ψk↓ + 2ψ¯p↑ψp↓ψ¯k↓ψk↑
}
+ 1
κ3
∑
k,p
U(k− p)
{
ψ¯p↑ψ¯−p↑ψk↑ψ−k↑ + ψ¯p↓ψ¯−p↓ψk↓ψ−k↓ + 2ψ¯p↑ψ¯−p↓ψk↑ψ−k↓
}
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We substitute U(k− p) =∑Jl=0 λlyl(k′)y¯l(p′) and use the identities
e
1
2X
2
= 1√
2π
∫
R
eXwe−
1
2w
2
dw
e−2XY = 12π
∫
R2
eiXφ+iY φ¯e−
1
2 |φ|2dudv
to obtain
e−U(ψ,ψ¯) =∫
exp
{(
2U0
κ
) 1
2 w 1κ
∑
k
[
ψ¯k↑ψk↑ + ψ¯k↓ψk↓
]}
×
exp
{∑
l
[
i
(
λl
2κ
) 1
2 ξ¯l↑↑
1
κ
∑
k
y¯l(k
′) ψ¯k↑ψk↑ + i
(
λl
2κ
) 1
2 ξl↑↑
1
κ
∑
k
yl(k
′) ψ¯k↑ψk↑
]}
×
exp
{∑
l
[
i
(
λl
2κ
) 1
2 ξ¯l↓↓
1
κ
∑
k
y¯l(k
′) ψ¯k↓ψk↓ + i
(
λl
2κ
) 1
2 ξl↓↓
1
κ
∑
k
yl(k
′) ψ¯k↓ψk↓
]}
×
exp
{∑
l
[
i
(
λl
κ
) 1
2 ξ¯l↑↓
1
κ
∑
k
y¯l(k
′) ψ¯k↑ψk↓ + i
(
λl
κ
) 1
2 ξl↑↓
1
κ
∑
k
yl(k
′) ψ¯k↓ψk↑
]}
×
exp
{∑
l
[
i
(
λl
2κ
) 1
2 φ¯l↑↑
1
κ
∑
k
y¯l(k
′) ψ¯k↑ψ¯−k↑ + i
(
λl
2κ
) 1
2 φl↑↑
1
κ
∑
k
yl(k
′)ψk↑ψ−k↑
]}
×
exp
{∑
l
[
i
(
λl
2κ
) 1
2 φ¯l↓↓
1
κ
∑
k
y¯l(k
′) ψ¯k↓ψ¯−k↓ + i
(
λl
2κ
) 1
2 φl↓↓
1
κ
∑
k
yl(k
′)ψk↓ψ−k↓
]}
×
exp
{∑
l
[
i
(
λl
κ
) 1
2 φ¯l↑↓
1
κ
∑
k
y¯l(k
′) ψ¯k↑ψ¯−k↓ + i
(
λl
κ
) 1
2 φl↑↓
1
κ
∑
k
yl(k
′)ψk↑ψ−k↓
]}
dν(w, ξ, φ)
where
dν(w, ξ, φ) = 1√
2π
e−
1
2w
2
dw Π
l
Π
(στ)∈
{↑↑,↓↓,↑↓}
1
(2π)2 e
− 12 (|φlστ |2+|ξlστ |2)dulστdv
l
στda
l
στdb
l
στ
By a substitution of variables and collecting terms, one obtains
e−U(ψ,ψ¯) =∫
exp
{
1
κ
∑
k
[
U
1
2
0 w + i
∑
l
λ
1
2
l
(
ξ¯l↑↑ y¯l(k
′) + ξl↑↑ yl(k
′)
)]
ψ¯k↑ψk↑
}
×
exp
{
1
κ
∑
k
[
U
1
2
0 w + i
∑
l
λ
1
2
l
(
ξ¯l↓↓ y¯l(k
′) + ξl↓↓ yl(k
′)
)]
ψ¯k↓ψk↓
}
×
exp
{∑
l
[
i(2λl)
1
2 ξ¯l↑↓
1
κ
∑
k
y¯l(k
′) ψ¯k↑ψk↓ + i(2λl)
1
2 ξl↑↓
1
κ
∑
k
yl(k
′) ψ¯k↓ψk↑
]}
×
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exp
{∑
l
[
iλ
1
2
l φ¯
l
↑↑
1
κ
∑
k
y¯l(k
′)−y¯l(−k′)
2
ψ¯k↑ψ¯−k↑ + iλ
1
2
l φ
l
↑↑
1
κ
∑
k
yl(k
′)−yl(−k′)
2
ψk↑ψ−k↑
]}
×
exp
{∑
l
[
iλ
1
2
l φ¯
l
↓↓
1
κ
∑
k
y¯l(k
′)−y¯l(−k′)
2 ψ¯k↓ψ¯−k↓ + iλ
1
2
l φ
l
↓↓
1
κ
∑
k
yl(k
′)−yl(−k′)
2 ψk↓ψ−k↓
]}
×
exp
{∑
l
[
i(2λl)
1
2 φ¯l↑↓
1
κ
∑
k
y¯l(k
′) ψ¯k↑ψ¯−k↓ + i(2λl)
1
2φl↑↓
1
κ
∑
k
yl(k
′)ψk↑ψ−k↓
]}
dνκ(w, ξ, φ)
where dνκ(w, ξ, φ) is defined in the statement of the theorem. Using the definition of the
fields Ξ, Γ and Φ, the above expression reads
e−U(ψ,ψ¯) =
∫
exp
{
1
κ
∑
k
[
Γk↑ ψ¯k↑ψk↑ + Γk↓ ψ¯k↓ψk↓ + iΞ¯k↑↓ψ¯k↑ψk↓ + iΞk↑↓ψ¯k↓ψk↑
+ iΦ¯k↑↓ψ¯k↑ψ¯−k↓ + iΦk↑↓ψk↑ψ−k↓ + i2
∑
σ
(
Φ¯kσσψ¯kσψ¯−kσ +Φkσσψkσψ−kσ
)]}
dνκ
We now rewrite the exponent in order to perform the fermionic functional integral. Since,
if the set of spatial momenta satisfy k ∈Mω = −Mω,∑
k
Γk↑ ψ¯k↑ψk↑ =
∑
k0∈πβ (2Z+1)
∑
k∈Mω
Γk↑ ψ¯k↑ψk↑ =
∑
k0>0
∑
k∈Mω
[
Γk↑ ψ¯k↑ψk↑ + Γ−k↑ ψ¯−k↑ψ−k↑
]
= 12
∑
k
k0>0
[
Γk↑
(
ψ¯k↑ψk↑ − ψk↑ψ¯k↑
)
+ Γ−k↑
(
ψ¯−k↑ψ−k↑ − ψ−k↑ψ¯−k↑
)]
one obtains, using the antisymmetry of the Φkσσ, Φ¯kσσ∑
k
{
Σ
σ
Γkσ ψ¯kσψkσ + iΦ¯k↑↓ψ¯k↑ψ¯−k↓ + iΦk↑↓ψk↑ψ−k↓
+ iΞ¯k↑↓ψ¯k↑ψk↓ + iΞk↑↓ψ¯k↓ψk↑ + i2 Σ
σ
(
Φ¯kσσψ¯kσψ¯−kσ +Φkσσψkσψ−kσ
)}
= 12
∑
k
k0>0
{
Σ
σ
[
Γkσ
(
ψ¯kσψkσ − ψkσψ¯kσ
)
+ Γ−kσ
(
ψ¯−kσψ−kσ − ψ−kσψ¯−kσ
)]
+ iΦ¯k↑↓
(
ψ¯k↑ψ¯−k↓ − ψ¯−k↓ψ¯k↑
)
+ iΦ¯−k↑↓
(
ψ¯−k↑ψ¯k↓ − ψ¯k↓ψ¯−k↑
)
+ iΦk↑↓
(
ψk↑ψ−k↓ − ψ−k↓ψk↑
)
+ iΦ−k↑↓
(
ψ−k↑ψk↓ − ψk↓ψ−k↑
)
+ iΞ¯k↑↓
(
ψ¯k↑ψk↓ − ψk↓ψ¯k↑
)
+ iΞ¯−k↑↓
(
ψ¯−k↑ψ−k↓ − ψ−k↓ψ¯−k↑
)
+ iΞk↑↓
(
ψ¯k↓ψk↑ − ψk↑ψ¯k↓
)
+ iΞ−k↑↓
(
ψ¯−k↓ψ−k↑ − ψ−k↑ψ¯−k↓
)
+ iΣ
σ
[
Φ¯kσσ
(
ψ¯kσψ¯−kσ − ψ¯−kσψ¯kσ
)
+ Φkσσ
(
ψkσψ−kσ − ψ−kσψkσ
)]}
Since, if ak = ik0 − ek
dµC(ψ, ψ¯) = Π
k,σ
κ
ak
e
− 1κ
∑
k,σ
akψ¯k,σψk,σ
Π
k,σ
dψk,σdψ¯k,σ
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one obtains
Z(β, L, {sk,σ}) =
∫
e
−U(ψ,ψ¯)+ 1κ
∑
k,σ
sk,σψ¯k,σψk,σdµC(ψ, ψ¯)
= Π
k,σ
κ
ak
∫ ∫
e
− 12 1κ
∑
k0>0
∑
k
〈Ψk,SkΨk〉
Π
k,σ
dψkσdψ¯kσ dνκ(w, ξ, φ)
=
∫ ∏
k0>0
k∈Mω
{(
κ2
aka−k
)2 ∫
e−
1
2
1
κ 〈Ψk,SkΨk〉dψ¯k↑dψk↑dψ¯−k↓dψ−k↓×
dψk↓dψ¯k↓dψ−k↑dψ¯−k↑
}
dνκ(w, ξ, φ)
=
∫ ∏
k0>0
k∈Mω
{(
1
aka−k
)2
PfSk
}
dνκ(w, ξ, φ)
where
Ψk =
(
ψ¯k↑, ψk↑, ψ¯−k↓, ψ−k↓, ψk↓, ψ¯k↓, ψ−k↑, ψ¯−k↑
)
and PfSk is the Pfaffian of the 8× 8 skew symmetric matrix Sk defined in the statement
of the theorem. We used that
Π
k,σ
dψkσdψ¯kσ = Π
k0>0
Π
k
{
+ dψ¯k↑dψk↑dψ¯−k↓dψ−k↓dψk↓dψ¯k↓dψ−k↑dψ¯−k↑
}
Part b) of the theorem follows from
1
κ
〈ψ¯pσψpσ〉 = ∂∂spσ |s=0 logZ(β, L, {skσ}) •
Lemma II.2: Let Sk be the skew symmetric 8 × 8 matrix of Theorem II.1. Then the
Pfaffian of Sk is given by
PfSk =
(
Ak↑A−k↓ + Φ¯k↑↓Φk↑↓
)(
A−k↑Ak↓ + Φ¯−k↑↓Φ−k↑↓
)
+Ak↑A−k↑Φk↓↓Φ¯k↓↓ + Ak↓A−k↓Φk↑↑Φ¯k↑↑
+Φk↑↑Φk↓↓Φ¯k↑↓Φ¯−k↑↓ + Φ¯k↑↑Φ¯k↓↓Φk↑↓Φ−k↑↓
+Φk↑↑Φk↓↓Φ¯k↑↑Φ¯k↓↓
+ iΞk↑↓A−k↑Φ¯k↑↓Φk↓↓ + iΞ¯k↑↓A−k↑Φk↑↓Φ¯k↓↓
− iΞk↑↓A−k↓Φ−k↑↓Φ¯k↑↑ − iΞ¯k↑↓A−k↓Φ¯−k↑↓Φk↑↑
+ iΞ−k↑↓Ak↓Φk↑↓Φ¯k↑↑ + iΞ¯−k↑↓Ak↓Φ¯k↑↓Φk↑↑
− iΞ−k↑↓Ak↑Φ¯−k↑↓Φk↓↓ − iΞ¯−k↑↓Ak↑Φ−k↑↓Φ¯k↓↓
+ Ξk↑↓Ξ¯k↑↓A−k↑A−k↓ + Ξ−k↑↓Ξ¯−k↑↓Ak↑Ak↓
+ Ξk↑↓Ξ¯−k↑↓Φ¯k↑↓Φ−k↑↓ + Ξ−k↑↓Ξ¯k↑↓Φ¯−k↑↓Φk↑↓
− Ξk↑↓Ξ−k↑↓Φ¯k↑↑Φk↓↓ − Ξ¯k↑↓Ξ¯−k↑↓Φk↑↑Φ¯k↓↓
+ Ξk↑↓Ξ¯k↑↓Ξ−k↑↓Ξ¯−k↑↓
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Proof: The Pfaffian of Sk is given by the sum of all contractions
∑
Π〈ψψ〉 of the fields
ψ¯k↑, ψk↑, ψ¯−k↓, ψ−k↓, ψk↓, ψ¯k↓, ψ−k↑, ψ¯−k↑
where the value 〈ψψ〉 is given by the corresponding matrix element. That is, the Pfaffian
can be evaluated by using Wick’s Theorem or integration by parts. Since Sk is an 8 × 8
matrix, one has Pf[−Sk] = PfSk and
PfSk =〈ψ¯k↑ψk↑ψ¯−k↓ψ−k↓ψk↓ψ¯k↓ψ−k↑ψ¯−k↑〉Sk
=− Ak↑〈ψ¯−k↓ψ−k↓ψk↓ψ¯k↓ψ−k↑ψ¯−k↑〉Sk − iΦ¯k↑↓〈ψk↑ψ−k↓ψk↓ψ¯k↓ψ−k↑ψ¯−k↑〉Sk
− iΞ¯k↑↓〈ψk↑ψ¯−k↓ψ−k↓ψ¯k↓ψ−k↑ψ¯−k↑〉Sk + iΦ¯k↑↑〈ψk↑ψ¯−k↓ψ−k↓ψk↓ψ¯k↓ψ−k↑〉Sk
=+ Ak↑A−k↓〈ψk↓ψ¯k↓ψ−k↑ψ¯−k↑〉Sk + iAk↑Φ¯k↓↓〈ψ−k↓ψk↓ψ−k↑ψ¯−k↑〉Sk
+ iAk↑Ξ−k↑↓〈ψ−k↓ψk↓ψ¯k↓ψ¯−k↑〉Sk
+ Φ¯k↑↓Φk↑↓〈ψk↓ψ¯k↓ψ−k↑ψ¯−k↑〉Sk − Φ¯k↑↓Ξk↑↓〈ψ−k↓ψk↓ψ−k↑ψ¯−k↑〉Sk
− Φ¯k↑↓Φk↑↑〈ψ−k↓ψk↓ψ¯k↓ψ¯−k↑〉Sk
− Ξ¯k↑↓Φk↑↓〈ψ¯−k↓ψ¯k↓ψ−k↑ψ¯−k↑〉Sk − Ξ¯k↑↓Ξk↑↓〈ψ¯−k↓ψ−k↓ψ−k↑ψ¯−k↑〉Sk
− Ξ¯k↑↓Φk↑↑〈ψ¯−k↓ψ−k↓ψ¯k↓ψ¯−k↑〉Sk
+ Φ¯k↑↑Φk↑↓〈ψ¯−k↓ψk↓ψ¯k↓ψ−k↑〉Sk − Φ¯k↑↑Ξk↑↓〈ψ¯−k↓ψ−k↓ψk↓ψ−k↑〉Sk
− Φ¯k↑↑Φk↑↑〈ψ¯−k↓ψ−k↓ψk↓ψ¯k↓〉Sk
=+
(
Ak↑A−k↓ +Φk↑↓Φ¯k↑↓
)〈ψk↓ψ¯k↓ψ−k↑ψ¯−k↑〉Sk
+
(
Ak↑iΞ−k↑↓ − Φ¯k↑↓Φk↑↑
)〈ψ−k↓ψk↓ψ¯k↓ψ¯−k↑〉Sk
+
(
Ak↑iΦ¯k↓↓ − Φ¯k↑↓Ξk↑↓
)〈ψ−k↓ψk↓ψ−k↑ψ¯−k↑〉Sk
− Ξ¯k↑↓Φk↑↓〈ψ¯−k↓ψ¯k↓ψ−k↑ψ¯−k↑〉Sk − Ξ¯k↑↓Ξk↑↓〈ψ¯−k↓ψ−k↓ψ−k↑ψ¯−k↑〉Sk
− Ξ¯k↑↓Φk↑↑〈ψ¯−k↓ψ−k↓ψ¯k↓ψ¯−k↑〉Sk + Φ¯k↑↑Φk↑↓〈ψ¯−k↓ψk↓ψ¯k↓ψ−k↑〉Sk
− Φ¯k↑↑Ξk↑↓〈ψ¯−k↓ψ−k↓ψk↓ψ−k↑〉Sk − Φ¯k↑↑Φk↑↑〈ψ¯−k↓ψ−k↓ψk↓ψ¯k↓〉Sk
=+
(
Ak↑A−k↓ +Φk↑↓Φ¯k↑↓
)(
Ak↓A−k↑ +Φ−k↑↓Φ¯−k↑↓
)
+
(
Ak↑iΞ−k↑↓ − Φ¯k↑↓Φk↑↑
)(−Φk↓↓Φ¯−k↑↓ − iΞ¯−k↑↓Ak↓)
+
(
Ak↑iΦ¯k↓↓ − Φ¯k↑↓Ξk↑↓
)(−iΦk↓↓A−k↑ − Ξ¯−k↑↓Φ−k↑↓)
− Ξ¯k↑↓Φk↑↓
(−iΦ¯k↓↓A−k↑ − Ξ−k↑↓Φ¯−k↑↓)
− Ξ¯k↑↓Ξk↑↓
(−A−k↓A−k↑ − Ξ−k↑↓Ξ¯−k↑↓)
− Ξ¯k↑↓Φk↑↑
(
A−k↓iΦ¯−k↑↓ + Φ¯k↓↓Ξ¯−k↑↓
)
+ Φ¯k↑↑Φk↑↓
(
Φ¯k↓↓Φ−k↑↓ + iΞ−k↑↓Ak↓
)
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− Φ¯k↑↑Ξk↑↓
(
A−k↓iΦ−k↑↓ + Ξ−k↑↓Φk↓↓
)
− Φ¯k↑↑Φk↑↑
(−A−k↓Ak↓ − Φ¯k↓↓Φk↓↓)
By multiplying out the brackets one obtains the stated formula •
Before we specialize Theorem II.1 in section III where the effective potential and
the two point functions are computed more explicitly, in the following theorem we write
down the integral representation for the generating functional of the connected amputated
Greens functions.
Theorem II.3: Let U(ψ, ψ¯) be given by (II.1) and let V be the effective potential (II.14).
Let
G(η) = log
∫
e−U(ψ+η,ψ¯+η¯)dµC(ψ, ψ¯) (II.16)
be the generating functional for the connected amputated Greens functions. Then, if ζ
k
denotes the eight component vector
ζ
k
= (akηk↑,−akη¯k↑, a−kη−k↓,−a−kη¯−k↓,−akη¯k↓, akηk↓,−a−kη¯−k↑, a−kη−k↑)
and Sk = Sk(w, ξ, φ) is the 8 × 8 matrix of Theorem II.1, one has the following integral
representation
G(η)−G(0) = − 1κ
∑
kσ
akη¯kσηkσ + log
∫
e
− 12 1κ
∑
k
〈ζ
k
,S−1
k
ζ
k
〉
e−κV (w,ξ,φ)dwΠ dξdφ∫
e−κV (w,ξ,φ)dwΠ dξdφ
(II.17)
Proof: By a substitution of Grassmann variables,∫
e−U(ψ+η,ψ¯+η¯)dµC =
e−
1
κ
∑
kσ
ak η¯kσηkσ
∫
e−U(ψ,ψ¯) Π
kσ
κ
ak
e
1
κ
∑
kσ
ak[ψ¯kσηkσ+η¯kσψkσ−ψ¯kσψkσ] Π
kσ
dψkσdψ¯kσ
As in the proof of Theorem II.1, one has
e−U(ψ,ψ¯)−
1
κ
∑
kσ
akψ¯kσψkσ =
∫
e
− 12 1κ
∑
k0>0
∑
k
〈Ψk,SkΨk〉
dνκ(w, ξ, φ)
such that∫
e−U(ψ,ψ¯) Π
kσ
κ
ak
e
1
κ
∑
kσ
ak[ψ¯kσηkσ+η¯kσψkσ−ψ¯kσψkσ] Π
kσ
dψkσdψ¯kσ
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=∫ ∫
Π
k0>0,k
(
PfSk
a2
k
a2−k
)
e
1
κ
∑
kσ
ak[ψ¯kσηkσ+η¯kσψkσ]×
Π
k0>0,k
κ4
PfSk
e
− 12 1κ
∑
k0>0
∑
k
〈Ψk,SkΨk〉
dνκ(w, ξ, φ) Π
kσ
dψkσdψ¯kσ
=
∫ ∫
Π
k0>0,k
(
PfSk
a2
k
a2−k
)
e
1
κ
∑
k0>0,k
〈Ψk,ζ
k
〉×
Π
k0>0,k
κ4
PfSk
e
− 12 1κ
∑
k0>0
∑
k
〈Ψk,SkΨk〉
Π
k0>0,k
dΨk dνκ(w, ξ, φ)
=
∫
Π
k0>0,k
(
PfSk
a2
k
a2−k
)
e
− 12 1κ
∑
k0>0,k
〈ζ
k
,S−1
k
ζ
k
〉
dνκ(w, ξ, φ)
where
dΨk = dψ¯k↑dψk↑dψ¯−k↓dψ−k↓dψk↓dψ¯k↓dψ−k↑dψ¯−k↑
By definition of V
Π
k0>0,k
(
PfSk
a2
k
a2−k
)
dνκ(w, ξ, φ) = e
−κV (w,ξ,φ)dwΠ dξdφ
which proves the theorem •
III. Solution for Pure BCS
We consider the model
Z(β, L, {sk,σ}) =
∫
e
−U(ψ,ψ¯)+ 1κ
∑
k,σ
sk,σψ¯k,σψk,σdµC(ψ, ψ¯) (III.1)
with ek = k
2/2m− µ, C(k) = 1/(ik0 − ek) and
U(ψ, ψ¯) = 1κ3
∑
σ,τ∈{↑,↓}
∑
k,p
U(k− p) ψ¯k,σψ¯−k,τψp,σψ−p,τ (III.2)
The electron-electron interaction U is given by (I.37).
To write down the effective potential and the two point functions in this case, one
first has to compute the Pfaffian of the matrix Sk of Theorem II.1. Since we consider only
a BCS interaction, the Ξ and Γ fields are zero. With Lemma II.2 one obtains
PfSk =
(
ak↑a−k↓ + Φ¯k↑↓Φk↑↓
)(
a−k↑ak↓ + Φ¯−k↑↓Φ−k↑↓
)
+ ak↑a−k↑Φk↓↓Φ¯k↓↓ + ak↓a−k↓Φk↑↑Φ¯k↑↑
+Φk↑↑Φk↓↓Φ¯k↑↓Φ¯−k↑↓ + Φ¯k↑↑Φ¯k↓↓Φk↑↓Φ−k↑↓ + Φk↑↑Φk↓↓Φ¯k↑↑Φ¯k↓↓ (III.3)
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where akσ = ak − skσ. In particular, for skσ = 0
PfSk = (aka−k + Ω+k )(aka−k + Ω
−
k ) (III.4)
where Ω±k are the solutions of the quadratic equation
Ω2 −
(
Φ¯k↑↓Φk↑↓ + Φ¯−k↑↓Φ−k↑↓ + Φk↑↑Φ¯k↑↑ + Φk↓↓Φ¯k↓↓
)
Ω+ Φk↑↓Φ¯k↑↓Φ−k↑↓Φ¯−k↑↓
+ Φk↑↑Φk↓↓Φ¯k↑↓Φ¯−k↑↓ + Φ¯k↑↑Φ¯k↓↓Φk↑↓Φ−k↑↓ + Φk↑↑Φk↓↓Φ¯k↑↑Φ¯k↓↓ = 0 (III.5)
The effective potential becomes
V (φ) =
∑
στ∈{↑↑,↓↓,↑↓}
N∑
l=0
|φlστ |2 − 1βLd
∑
k∈M
log Π
k0>0
{
aka−k+Ω
+
k
aka−k
aka−k+Ω
−
k
aka−k
}
(III.6)
We start in section III.1 with the case of a delta function interaction, that is, J = 0 in
(I.37). This reproduces the usual mean field results. In section III.2, we consider a more
general electron-electron interaction of the form (I.37) with arbitrary J . One finds that
the standard approach based on approximating the Hamiltonian by quadratic terms and
imposing a self consistency equation may be misleading.
III.1 BCS with Delta Function Interaction
Corollary III.1: Let sk,↑, sk,↓, rk, r¯k be some real or complex numbers, let
Z(β, L, {sk}, {rk}) =
∫
exp
{
− λκ3 Σ
k,p
ψk↑ψ−k↓ψ¯p↑ψ¯−p↓ + 1κ Σ
k
[sk↑ψ¯k↑ψk↑
+ sk↓ψ¯k↓ψk↓ + rkψk↑ψ−k↓ − r¯kψ¯k↑ψ¯−k↓]
}
dµC(ψ, ψ¯) (III.7)
and let
1
κ 〈ψ¯pσψpσ〉β,L,r = ∂∂spσ logZ(β, L, {sk}, {rk})
∣∣
sk=0,rk=r
(III.8)
1
κ〈ψp↑ψ−p↓〉β,L,r = ∂∂rp logZ(β, L, {sk}, {rk})
∣∣
sk=0,rk=r
(III.9)
Define the effective potential
Vβ,r(u, v) = u
2 + (v + |r|√
λ
)2 − ∫
M
ddk
(2π)d
Wβ,k
(
λ(u2 + v2)
)
(III.10)
where
Wβ,k(y) =
1
β
log
[
cosh( β2
√
e2
k
+y)
cosh β2 ek
]2
(III.11)
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a) Let ap = ip0 − ep. There are the two dimensional integral representations
Z(β, L, r) = κ
π
∫
e−κVβ,r(u,v)dudv (III.12)
1
κ 〈ψ¯p,σψp,σ〉β,L,r =
∫ −a−p
apa−p+λ(u2+v2)
e−κVβ,r(u,v)dudv∫
e−κVβ,r(u,v)dudv
(III.13)
1
κ〈ψp,↑ψ−p,↓〉β,L,r =
∫ −i√λ e−iα(u−iv)
apa−p+λ(u2+v2)
e−κVβ,r(u,v)dudv∫
e−κVβ,r(u,v)dudv
1
κ
〈ψ¯p,↑ψ¯−p,↓〉β,L,r =
∫ −i√λ eiα(u+iv)
apa−p+λ(u2+v2)
e−κVβ,r(u,v)dudv∫
e−κVβ,r(u,v)dudv
(III.14)
b) Let Vβ(ρ) := ρ
2−∫ ddk
(2π)d
Wβ,k(λρ
2) and |∆|2 = λρ20 be given by Vβ(ρ0) = minρ≥0 Vβ(ρ)
Then, if ∆ = ∆(λ, β) = |∆| e−iα, one has
lim
|r|→0
lim
L→∞
1
βLd
logZ(β, L, r) = −Vβ(|∆|) (III.15)
lim
|r|→0
lim
L→∞
1
βLd
〈ψ¯p,σψp,σ〉β,L,r = −a−papa−p+|∆|2 (III.16)
lim
|r|→0
lim
L→∞
1
βLd
〈ψp,↑ψ−p,↓〉β,L,r = ∆apa−p+|∆|2 (III.17)
lim
|r|→0
lim
L→∞
1
βLd
〈ψ¯p,↑ψ¯−p,↓〉β,L,r = −∆¯apa−p+|∆|2 (III.18)
but
lim
L→∞
lim
|r|→0
1
κ
〈ψp,↑ψ−p,↓〉β,L,r = lim
L→∞
lim
|r|→0
1
κ
〈ψ¯p,↑ψ−p,↓〉β,L,r = 0 (III.19)
Proof: a) For a δ function interaction one has J = 0 in Theorem II.1 and the fields (II.10)
are zero, Φkσσ = 0. The fields (II.9) become Φk↑↓ = (2λ)
1
2φ0↑↓ ≡ (2λ)
1
2φ. Since we added
the rψψ and r¯ψ¯ψ¯ terms to the exponent in (III.7) which were not present in Theorem II.1,
these fields have to be substituted by (g =
√
2λ)
gφ→ gφ− irk , gφ¯→ gφ¯+ ir¯k
The Pfaffian (III.3) becomes
PfSk =
(
ak↑a−k↓ + [gφ¯+ ir¯k][gφ− irk]
)(
a−k↑ak↓ + [gφ¯+ ir¯−k][gφ− ir−k]
)
(III.20)
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such that
∂
∂spσ
PfSp
PfSp |sk=0,rk=r
=
−a−p
apa−p+[gφ−ir][gφ¯+ir¯] (III.21)
and
∂
∂rp
PfSp
PfSp |sk=0,rk=r
= −i[gφ¯+ir¯]
apa−p+[gφ−ir][gφ¯+ir¯] (III.22)
The effective potential (III.6) is given by (the |φ|2 term is not shifted by r)
V (φ) = |φ|2 − 1
βLd
∑
k∈M
log Π
k0>0
{
aka−k+[gφ−ir][gφ¯+ir¯]
aka−k
}2
(III.23)
The product over k0 ∈ πβ (2N+1) in (III.23) can be computed explicitly using the formula
[Hn]
∞
Π
n=0
(
1 + ξ(2n+1)2+a2
)
=
cosh
(
π
2
√
a2+ξ
)
cosh π2 a
(III.24)
One obtains
Π
k0>0
{
aka−k+ξ
aka−k
}2
= Π
k0∈πβ (2N+1)
(
1 + ξ
k20+e
2
k
)2
=
{
cosh
(
β
2
√
e2
k
+ξ
)
cosh(β2 ek)
}2
(III.25)
which gives, if one approximates the Riemannian sum 1
Ld
∑
k∈Mω by an integral
V (φ) = |φ|2 −
∫
Mω
ddk
(2π)d
Wβ,k
(
[gφ− ir][gφ¯+ ir¯]) (III.26)
Thus one arrives at the integral representations
Z(β, L, r) = κπ
∫
e−κV (φ)dudv (III.27)
1
κ
〈ψ¯p,σψp,σ〉β,L,r =
∫ −a−p
apa−p+[gφ−ir][gφ¯+ir¯] e
−κV (φ)dudv∫
e−κV (φ)dudv
(III.28)
1
κ 〈ψp,↑ψ−p,↓〉β,L,r =
∫ −i[gφ¯+ir¯]
apa−p+[gφ−ir][gφ¯+ir¯] e
−κV (φ)dudv∫
e−κV (φ)dudv
(III.29)
where V is given by (III.26). Part (a) then follows from the substitution of variables∫
F
(
gφ− ir, gφ¯+ ir¯) e−κ|φ|2dudv = ∫ F (eiαgφ, e−iαgφ¯) e−κ(u2+(v+ |r|g )2)dudv (III.30)
which holds for both signs of λ.
To obtain part (b), one has to compute the limit of
δκ,r(u, v) =
e−κVβ,r(u,v)∫
e−κVβ,r(u,v)dudv
(III.31)
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where
Vβ,r(u, v) = u
2 + (v + |r|g )
2 −Wβ
(
λ(u2 + v2)
)
(III.32)
if we define
Wβ(ξ) =
∫
M
ddk
(2π)d
Wβ,k(ξ) =
1
β
∫
M
ddk
(2π)d
log
[
cosh
(
β
2
√
e2
k
+ξ
)
cosh(β2 ek)
]2
(III.33)
In particular,
signWβ
(
λ(u2 + v2)
)
= signλ
For positive λ and nonzero r, Vβ,r(u, v) is real and has a unique global minimum determined
by
2u− 2uλW ′β
(
λ(u2 + v2)
)
= 0
2(v + |r|)− 2vλW ′β
(
λ(u2 + v2)
)
= 0
Since λW ′β = 1 does not solve the second equation, the only solution of the first equation
is u = 0 and one is left with
v
[
λW ′β(λv
2)− 1] = |r|
which has a solution v = O(|r|) which is a local maximum and two nontrivial solutions
λv2 = |∆|2 +O(|r|) where the positive one is only a local minimum and the negative one,
v0, is the global minimum. Therefore
lim
κ→∞ δκ,r(u, v) = limκ→∞
e−κ[Vβ,r(u,v)−Vβ,r(0,v0)]∫
e−κ[Vβ,r(u,v)−Vβ,r(0,v0)]dudv
= δ(u) δ(v − v0)
and
lim
|r|→0
lim
κ→∞
δκ,r(u, v) = δ(u) δ
(
v + |∆|g
)
(III.34)
This proves the formulae under (b) for attractive λ. Since
lim
|r|→0
Vr,β(u, v) = u
2 + v2 −Wβ
(
λ(u2 + v2)
)
is an even function in u and v, limr→0〈ψp,↑ψ−p,↓〉β,L,r=limr→0〈ψ¯p,↑ψ¯−p,↓〉β,L,r = 0. The
limit of the logarithm of the partition function becomes
1
κ logZ =
1
κ log
κ
π
∫
e−κVβ,r(u,v)dudv
= 1κ log
κ
π
∫
e−κ[Vβ,r(u,v)−Vβ,r(0,v0)]dudv + 1κ log e
−κVβ,r(0,v0)
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The first term on the right hand side may be approximated by (Vuv =
∂2Vβ,r
∂u∂v
(0, v0) = 0)
1
κ log
κ
π
∫
e−
κ
2 (Vuuu
2+Vvv(v−v0)2)dudv = 1κ log
1
π
∫
e−
1
2 (Vuuu
2+Vvvv
2)dudv
κ→∞→ 0
which results in
lim
κ→∞
1
κ
logZ = −Vβ,r(0, v0)
Now let λ be negative. In that case the effective potential (III.32) is complex:
Vβ,r(u, v) = u
2 + v2 − |r|2|λ| − 2iv |r|√|λ| −Wβ
(
λ(u2 + v2)
)
= ρ2 + |Wβ
(
λρ2
) | − |r|2|λ| − 2iρ cosϕ |r|√|λ|
Since the real part Uβ,r = ReVβ,r has a global minimum at u = v = 0 one has, since
U ′′ = ∂
2Uβ,r
∂u2
(0, 0) =
∂2Uβ,r
∂v2
(0, 0) > 0,
δκ,r(u, v) =
e
−κ
[
Uβ,r(u,v)−2iv |r|√|λ|
]
∫
e
−κ
[
Uβ,r(u,v)−2iv |r|√|λ|
]
dudv
≈ e
−κ
[
U′′
2 (u
2+v2)−2iv |r|√
|λ|
]
∫
e
−κ
[
U′′
2 (u
2+v2)−2iv |r|√
|λ|
]
dudv
=
e−κ
U′′
2 u
2∫
e−κ
U′′
2 u
2
du
e
−κ
[
U′′
2 v
2−2iv |r|√
|λ|
]
∫
e
−κ
[
U′′
2 v
2−2iv |r|√
|λ|
]
dv
=
e−κ
U′′
2 u
2∫
e−κ
U′′
2 u
2
du
e
−κU′′2
[
v−i 2|r|√
|λ|U′′
]2
∫
e
−κU′′2
[
v−i 2|r|√
|λ|U′′
]2
dv
κ→∞→ δ(u) δ
(
v − i 2|r|√|λ|U ′′
)
which results in
lim
|r|→0
lim
κ→∞
δκ,r(u, v) = δ(u) δ(v) (III.35)
and
lim
|r|→0
lim
κ→∞
1
κ 〈ψ¯p,↑ψ−p,↓〉β,L,r =
∫ −a−p
apa−p+λ(u2+v2)
δ(u)δ(v) dudv =
−a−p
apa−p
= − 1ap
lim
|r|→0
lim
κ→∞
1
κ 〈ψp,↑ψ−p,↓〉β,L,r = lim|r|→0 limκ→∞
1
κ 〈ψ¯p,↑ψ¯−p,↓〉β,L,r = 0 •
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Using (II.17) and (III.34,35) the infinite volume limit for the generating functional for
the connected Greens functions can be computed in a similar way. One finds
Corollary III.2: Let r = |r|eiα, γ = geiα(u+ iv), γ¯ = ge−iα(u− iv) and let
G(η) = Gr(β, L, η) = log
∫
eUr(ψ+η,ψ¯+η¯)dµC(ψ, ψ¯) (III.36)
be the generating functional for the connected amputated Greens functions where
Ur(ψ, ψ¯) = − λκ3
∑
k,p
ψk↑ψ−k↓ψ¯p↑ψ¯−p↓ + 1κ
∑
k
[rψk↑ψ−k↓ − r¯ψ¯k↑ψ¯−k↓] (III.37)
Let Vβ,r be the effective potential (III.10) and let ∆ be given as in Corollary III.1. Then
there is the integral representation
G(η)−G(0) = − 1
κ
∑
k
[
akη¯k↑ηk↑ + a−kη¯−k↓η−k↓
]
+ (III.38)
+ log
∫
dudv e−κVβ,r(u,v) exp
{
1
κ
∑
k(akη¯k↑,−a−kη−k↓) 1aka−k+γγ¯
(
a−k
iγ
−iγ¯
−ak
)(
akηk↑
−a−k η¯−k↓
)}
∫
dudv e−κVβ,r(u,v)
For attractive λ > 0 the infinite volume limit of the generating functional is given by
lim
|r|→0
lim
L→∞
{G(β,L, r, η)−G(β, L, r, 0)} = (III.39)
− 1κ
∑
k
[
ak
|∆|2
aka−k+|∆|2 η¯k↑ηk↑ + a−k
|∆|2
aka−k+|∆|2 η¯−k↓η−k↓
+∆
aka−k
aka−k+|∆|2 η−k↓ηk↑ + ∆¯
aka−k
aka−k+|∆|2 η¯k↑η¯−k↓
]
For repulsive λ < 0 one obtains
lim
|r|→0
lim
L→∞
{G(β, L, r, η)−G(β, L, r, 0)} = 0 . (III.40)
III.2 BCS with Higher Angular Momentum Terms
We now consider the case where the electron-electron interaction contains higher an-
gular momentum terms. In this case one finds that the usual mean field approach, based
on approximating the Hamiltonian by quadratic terms, may be misleading. To simplify
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the algebra we assume that only even ℓ terms contribute in (I.37). In that case the fields
Φkσσ with equal spin (II.10) are still zero. So let
U(k′−p′) =


1
2
j∑
ℓ=−j
ℓ even
λ|ℓ|eiℓϕke−iℓϕp +
λ0
2
if d = 2
j∑
ℓ=0
ℓ even
ℓ∑
m=−ℓ
λℓY¯ℓm (k
′)Yℓm (p′) if d = 3
=:
J∑
l=0
l even
λlyl(k
′) y¯l(p′) (III.41)
where yl(−k) = (−1)lyl(k). We only consider the ψ¯ψ expectations, so we let r = 0. The
Pfaffian (III.3) becomes
PfSk =
(
ak↑a−k↓ + Φ¯k↑↓Φk↑↓
)(
a−k↑ak↓ + Φ¯−k↑↓Φ−k↑↓
)
(III.42)
where
Φk↑↓ =
J∑
l=0
l even
(2λl)
1
2φl↑↓ yl(k
′) , Φ¯k↑↓ =
J∑
l=0
l even
(2λl)
1
2 φ¯l↑↓ y¯l(k
′) (III.43)
and the effective potential is given by, using (III.25) again to compute the k0 product
V (φ↑↓) =
J∑
l=0
|φl↑↓|2 −
∫
Mω
ddk
(2π)d
Wβ,k
(
Φ¯k↑↓Φk↑↓) (III.44)
where Wβ,k is given by (III.11). By Theorem II.1, the two point function is given by
1
κ〈ψ¯pσψpσ〉 = −
∫ ip0+ep
p20+e
2
p+Φ¯k↑↓Φk↑↓
e−κV (φ↑↓)
J
Π
l=0
dul↑↓dv
l
↑↓∫
e−κV (φ↑↓)
J
Π
l=0
dul↑↓dv
l
↑↓
(III.45)
To compute the infinite volume limit, one has to find the global minimum of the real
part of V (φ↑↓). This is easier for d = 2. However, using symmetry arguments, it is possible
to give a rather explicit expression also for d = 3 without knowing the exact location of
the global minimum.
Consider first the two dimensional case. An analysis done by Albrecht Schuette in his
Diploma thesis [Sch] shows the following result:
Suppose that λm > 0 is attractive and λm > λℓ for all ℓ 6= m. Then
lim
κ→∞
1
κ
〈ψ¯pσψpσ〉β,L = ip0+epp20+e2p+λmρ2m (III.46)
where ρm is determined by the BCS equation
1− λm4π
∫
d|k||k| tanh(
β
2
√
e2
k
+λmρ2m)√
e2
k
+λρ2m
= 0 (III.47)
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The form of the two point function (III.46) can still be obtained by applying the stan-
dard mean field formalism [AB,BW]. However, the situation is different in 3 dimensions.
Before we state the corresponding theorem, we shortly recall the mean field equations
(I.57,58)
The 〈a+a〉 expectations are given by
〈a+kσakσ〉 = 12
(
1− ek
[
tanh( β2
√
e2
k
+∆∗
k
∆k)√
e2
k
+∆∗
k
∆k
]
σσ
)
(I.57)
where the 2× 2 matrix ∆k, ∆Tk = −∆−k, is a solution of the gap equation
∆p =
∫
M
ddk
(2π)d
U(p′ − k′)∆k tanh(
β
2
√
e2
k
+∆∗
k
∆k)
2
√
e2
k
+∆∗
k
∆k
(I.58)
In 2 dimensions, if one substitutes U(p− k) by a single attractive term λℓeiℓ(ϕp−ϕk),
then (I.58) has the unitary isotropic solution ∆k = ∆
(
0
−eiℓϕk
eiℓϕk
0
)
for even ℓ and ∆k =
∆
(
cos ℓϕk
sin ℓϕk
sin ℓϕk
− cos ℓϕk
)
if ℓ is odd. In that case ∆∗k∆k = |∆|2Id and (I.57) coincides with
(III.46) (after integration of the latter over p0).
In 3 dimensions, it is proven [FKT2] that for all ℓ ≥ 2 (I.58) does not have unitary
isotropic (∆∗k∆k = const Id) solutions. In view of that result, the symmetry considerations
below indicate that in 3 dimensions for ℓ ≥ 2 the standard mean field approach is misleading
since one would no longer expect SO(3) invariance for the 〈a+kσakσ〉 expectations according
to (I.57). But this is indeed the case if there is no external SO(3) symmetry breaking term
(which is also not present in the quadratic mean field model, see the discussion following
(I.61) at the end of the introduction).
Theorem III.3: Let ℓ be even, λℓ > 0 be attractive and let
U(ψ, ψ¯) = λℓ
(βLd)3
∑
k,p
ℓ∑
m=−ℓ
Y¯ℓm(k
′)Yℓm(p′) ψ¯k↑ψ¯−k↓ψp↑ψ−p↓ (III.48)
Then, if eRk = ek for all R ∈ SO(3), one has
lim
κ→∞
1
κ 〈ψ¯pσψpσ〉β,L = limκ→∞
∫
1
κ ψ¯pσψpσ e
−U(ψ,ψ¯)dµC(ψ, ψ¯)
=
∫
S2
ip0+ep
p20+e
2
p+λℓρ
2
0|Σm α0mYℓm(x)|2
dΩ(x)
4π
(III.49)
where ρ0 ≥ 0 and α0 ∈ C2ℓ+1, Σm |α0m|2 = 1, are values at the global minimum (which is
degenerated) of
V (ρ, α) = ρ2 −
∫
M
ddk
(2π)d
1
β
log
[
cosh( β2
√
e2
k
+λℓρ2|Σm αmYℓm(k′)|2)
cosh β2 ek
]2
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In particular, the momentum distribution np is given by
np = lim
L→∞
1
Ld
〈a+pσapσ〉β,L =
∫
S2
1
2
(
1− ep tanh(
β
2
√
e2p+|∆(x)|2)√
e2p+|∆(x)|2
)
dΩ(x)
4π (III.50)
and has SO(3) symmetry. Here ∆(x) = λ
1
2
ℓ ρ0Σm α
0
mYℓm(x).
Proof: Substituting ul↑↓ by um and u
l
↑↓ by −vm in (III.45), one has to compute the infinite
volume limit of
1
κ 〈ψ¯pσψpσ〉 = −
∫
R4ℓ+2
a−p
apa−p+|Φp|2 e
−κV (φ)Πℓm=−ℓ dumdvm∫
R4ℓ+2
e−κV (φ)Πℓm=−ℓ dumdvm
(III.51)
where
V (φ) =
ℓ∑
m=−ℓ
|φm|2 −
∫
M
ddk
(2π)d
2
β log
[
cosh( β2
√
e2
k
+|Φk|2)
cosh β2 ek
]
and
Φk = λ
1
2
ℓ
ℓ∑
m=−ℓ
φ¯mYℓm(k
′)
Let U(R) be the unitary representation of SO(3) given by
Yℓm(Rk
′) =
∑
m′
U(R)mm′Yℓm′(k
′)
and let
∑
m(Uφ)mYℓm(k
′) =: (UΦ)k. Then for all R ∈ SO(3) one has
(
U(R)Φ
)
k
= ΦR−1k
and
V
(
U(R)φ
)
=
∑
m
|[U(R)φ]m|2 −
∫
M
ddk
(2π)d
2
β log
[
cosh( β2
√
e2
k
+|[UΦ]k|2)
cosh β2 ek
]
=
∑
m
|φm|2 −
∫
M
ddk
(2π)d
2
β log
[
cosh( β2
√
e2
k
+|ΦR−1k|2)
cosh β2 ek
]
=
∑
m
|φm|2 −
∫
M
ddk
(2π)d
2
β log
[
cosh( β2
√
e2
k
+|Φk|2)
cosh β2 ek
]
= V (φ) (III.52)
Let S4ℓ+1 = {φ ∈ C2ℓ+1 | ∑m |φm|2 = 1}. Since U(R) leaves S4ℓ+1 invariant, S4ℓ+1 can
be written as the union of disjoint orbits,
S4ℓ+1 = ∪[α]∈O[α]
where [α] = {U(R)α | R ∈ SO(3)} is the orbit of α ∈ S4ℓ+1 under the action of U(R) and
O is the set of all orbits. If one chooses a fixed representant α in each orbit [α], that is, if
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one chooses a fixed section σ : O → S4ℓ+1, [α] → σ[α] with [σ[α]] = [α], every φ ∈ C2ℓ+1
can be uniquely written as
φ = ρU(R)σ[α] , ρ = ‖φ‖ ≥ 0, α = φ‖φ‖ , [α] ∈ O and R ∈ SO(3)/I[α]
where I[α] = I
σ
[α] = {S ∈ SO(3) | U(S)σ[α] = σ[α]} is the isotropy subgroup of σ[α]. Let∫
R4ℓ+2 Πm dumdvm f(φ) =
∫
R+
Dρ
∫
O
D[α]
∫
[α]
DR f
(
ρU(R)σ[α]
)
be the integral in (III.51) over R4ℓ+2 in the new coordinates. That is, for example, Dρ =
ρ4ℓ+1dρ. In the new coordinates
|Φp|2 = λℓρ2
∣∣∣∑
m
(
U(R)σ[α]
)
m
Yℓm(p
′)
∣∣∣2 = λℓρ2∣∣∣∑
m
σ¯[α],mYℓm
(
R−1p′
)∣∣∣2
such that
−a−p
apa−p+|Φp|2 =
−a−p
apa−p+λℓρ2|Σm σ¯[α],mYℓm(R−1p′)|2 ≡ f(ρ, [α], R−1p)
Since V (φ) = V (ρ, [α]) is independent of R, one obtains
1
κ
〈ψ¯pσψpσ〉 =
∫ −a−p
apa−p+|Φp|2 e
−κV (φ) ℓΠ
m=−ℓ
dumdvm
∫
e−κV (φ)
ℓ
Π
m=−ℓ
dumdvm
=
∫
R+
Dρ
∫
O
D[α]
∫
[α]
DR f(ρ, [α], R−1p) e−κV (ρ,[α])∫
R+
Dρ
∫
O
D[α]
∫
[α]
DR e−κV (ρ,[α])
=
∫
R+
Dρ
∫
O
D[α] vol([α])
∫
[α]
DRf(ρ,[α],R−1p)∫
[α]
DR
e−κV (ρ,[α])∫
R+
Dρ
∫
O
D[α] vol([α]) e−κV (ρ,[α])
(III.53)
It is plausible to assume that at the global minimum of V (ρ, [α]) ρ is uniquely determined,
say ρ0. Let Omin ⊂ O be the set of all orbits at which V (ρ0, [α]) takes its global minimum.
Then in the infinite volume limit (III.53) becomes
lim
κ→∞
1
κ
〈ψ¯pσψpσ〉 =
∫
Omin
D[α] vol([α])
∫
[α]
DR f(ρ,[α],R−1p)∫
[α]
DR∫
Omin
D[α] vol([α])
(III.54)
Consider the quotient of integrals in the numerator of (III.54). Since
f(ρ, [α], R−1p) = f
(
ρ2
∣∣Σ
m
σ¯[α],mYℓm
(
R−1p′
)∣∣2)
= f
(
ρ2
∣∣Σ
m
(
U(S)σ[α]
)
m
Yℓm
(
R−1p′
)∣∣2)
= f
(
ρ2
∣∣Σ
m
σ¯[α],mYℓm
(
(RS)−1p′
)∣∣2) = f(ρ, [α], (RS)−1p)
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for all S ∈ I[α], one has, since [α] ≃ SO(3)/I[α]
∫
[α]
DR f(ρ, [α], R−1p)∫
[α]
DR
=
∫
SO(3)/I[α]
DR f(ρ, [α], R−1p)
∫
I[α]
DS∫
SO(3)/I[α]
DR
∫
I[α]
DS
=
∫
SO(3)/I[α]
DR
∫
I[α]
DS f(ρ, [α], (RS)−1p)∫
SO(3)/I[α]
∫
I[α]
DRDS
=
∫
SO(3)
DR f(ρ, [α], R−1p)∫
SO(3)
DR
=
∫
S2
dΩ(x)
∫
SO(3)x→p
DR f(ρ, [α], R−1p)∫
S2
dΩ(x)
∫
SO(3)x→p
DR
=
∫
S2
dΩ(x) f(ρ, [α],x)
∫
SO(3)x→p
DR∫
S2
dΩ(x)
∫
SO(3)x→p
DR
(III.55)
where SO(3)x→p = {R ∈ SO(3) | Rx = p}. If one assumes that DR has the usual
invariance properties of the Haar measure, then
∫
SO(3)x→p
DR does not depend on x such
that it cancells out in (III.55). Then (III.54) gives
lim
κ→∞
1
κ〈ψ¯pσψpσ〉 =
∫
Omin
D[α] vol([α])
∫
S2
dΩ(x) f(ρ,[α],x)∫
S2
dΩ(x)∫
Omin
D[α] vol([α])
(III.56)
Now, since the effective potential, which is constant on Omin, may be written as
V (ρ, [α]) =
∫
S2
dΩ(x)
4π G
(
ρ2
∣∣Σm σ¯[α],mYℓm (x)∣∣2)
with G(X) = ρ2 − ∫ dk k22π2 log
[
cosh( β2
√
e2
k
+λℓX)
cosh β2 ek
]
, it is plausible to assume that also
∫
S2
dΩ(x) f(ρ, [α],x)∫
S2
dΩ(x)
=
∫
S2
dΩ(x)
4π
ip0+ep
p20+e
2
p+λℓρ
2|Σm σ¯[α],mYℓm(x)|2
is constant on Omin. In that case also the integrals over Omin in (III.56) cancel out and
the theorem is proven •
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IV. Solution with Delta Function Interaction and
Its Perturbation Theory
IV.1 Solution with Delta Function
We consider the model
Z(β, L, {sk,σ}) =
∫
e
−U(ψ,ψ¯)+ 1κ
∑
k,σ
sk,σψ¯k,σψk,σdµC(ψ, ψ¯) (IV.1)
where
U(ψ, ψ¯) = λκ3
∑
σ,τ∈{↑,↓}
∑
k,p,q
[
δk,p + δk,q−p + δq,0
]
ψ¯kσψ¯q−kτψpσψq−pτ
= λκ3
∑
k,p,q
[
δk,p + δk,q−p + δq,0
]
ψ¯k↑ψ¯q−k↓ψp↑ψq−p,↓ (IV.2)
It is useful to explicitly cancel the ψ¯↑ψ¯↑ψ↑ψ↑ and ψ¯↓ψ¯↓ψ↓ψ↓ terms before directly applying
Theorem II.1 because then the integral representation becomes 4 dimensional instead of 5
dimensional. Both representations are of course equivalent. One obtains
〈ψ¯pσψp′σ〉 = βLdδp,p′
∫ ∂
∂spσ
PfSp
PfSp
e−κVβ(z,x,ρ)dv dw xdx ρdρ∫
e−κVβ(z,x,ρ)dv dw xdx ρdρ
(IV.3)
where z = v + iw,
PfSk =(Ak↑A−k↓ + λρ2)(A−k↑Ak↓ + λρ2) + (Ak↑Ak↓ + A−k↑A−k↓)λx2
+ 2λ2x2ρ2 + λ2x4 (IV.4)
Ak↑ = ak − sk↑ −
√
λ z, Ak↓ = ak − sk↓ −
√
λ z¯
as before ak = ik0 − ek and the effective potential is given by
Vβ(z, x, ρ) = |z|2 + x2 + ρ2 − 1βLd
∑
k∈Mω
log Π
k0>0
PfSk
a2
k
a2−k
(IV.5)
The product over k0 is computed in Lemma A1 in the appendix. One finds
Vβ(v, w, x, ρ) = (IV.6)
v2 + w2 + x2 + ρ2 − 1
Ld
∑
k∈Mω
1
β
log
[
cosh2
(
β
2
√
(ek+
√
λv)2+λρ2
)
− sin2
(
β
2
√
λ(w2+x2)
)
cosh2 β2 ek
e−β
√
λv
]
The z variable sums up forward contributions, x = |ξ| sums up exchange contributions
and ρ = |φ| collects the BCS contributions. Pure BCS is given by z = x = 0 and (IV.6)
coincides with (I.47) or (III.10) (for r = 0).
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To compute the infinite volume limit of (IV.3) one has to find the global minimum of
the effective potential (IV.6).
Consider first the case of an attractive coupling λ = g2 > 0. To make (IV.6) small,
the numerator in the logarithm has to be large. Hence for λ positive w2 + x2 has to be
zero. This gives
∂
∂sp↑ PfSp
PfSp
=
a−p−gv
[ap−gv][a−p−gv]+g2ρ2 (IV.7)
As in section III.1 ρ is positive for sufficiently small T = 1
β
and v may or may not be
nonzero to renormalize ep. Thus for attractive coupling the two point function becomes
lim
L→∞
1
κ
〈ψ¯p↑ψp↑〉 = − ip0+epgp20+e2pg+|∆|2 (IV.8)
if epg = ep + gv0, |∆|2 = λρ20 and v0, ρ0 are the (λ dependent) values where V takes its
global minimum.
Now consider a repulsive coupling λ = −g2 < 0. In that case the numerator in the
logarithm in (IV.6) reads cosh2(β2
√
(ek + igv)2 − g2ρ2 ) + sinh2(β2 g
√
w2 + x2 ) and the
value ρ = 0 is favourable. Furthermore v = 0 seems favourable. In that case
∂
∂sp↑ PfSp
PfSp
=
ap−gw
a2p−g2(w2+x2) (IV.9)
and the two point function becomes, if δ2g = g
2(w2 + x2) ≥ 0
lim
L→∞
1
κ
〈ψ¯p↑ψp↑〉 = apa2p−δ2g =
1
2
[
1
ip0−ep−δg +
1
ip0−ep+δg
]
(IV.10)
since the effective potential is even in w and therefore the w term in (IV.9) cancels. At
zero temperature, this results in a momentum distribution
nk = lim
L→∞
β→∞
1
Ld
〈a+k ak〉β,L = limǫ→0
ǫ<0
∫
R
dk0
2π
1
2
[
1
eik0ǫ(ik0−ek)−δg +
1
eik0ǫ(ik0−ek)+δg
]
= 1
2
[
χ(ek − δg < 0) + χ(ek + δg < 0)
]
=


1 if ek < −δg
1
2 if −δg < ek < δg
0 if δg < ek
(IV.11)
Thus, if δg is nonzero, the exchange and forward contributions lead to a splitting of the
Fermi surface. A nonzero δg can be achieved by making the coupling g
2 sufficiently big:
Let K = |S
d−1|
(2π)d
mkd−2F ∼ kdF /µ and let
Vβ(y) = y
2 −
∫
Mω
ddk
(2π)d
1
β log
[
cosh2( β2 ek)+ sinh
2( β2 gy)
cosh2 β2 ek
]
(IV.12)
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Then
lim
β→∞
Vβ(y) = (1−Kg2)y2 +K[gy − ω]2+ (IV.13)
where [x]+ = x for positive x and 0 otherwise. The global minimum of V∞ is at ymin where
ymin =
{
0 if g2 < 1/K
Kωg if g2 > 1/K
(IV.14)
IV.2 Perturbation Theory
In this section we consider the perturbation theory of the model
Zex/BCS(β, L) =
∫
e−Vex/BCS(ψ,ψ¯)dµC(ψ, ψ¯) (IV.15)
For BCS, one obtains a power series in C(k)C(−k) and for Vex one gets a power series in
C(k)2.
We will find that the linked cluster theorem, logZ is given by the sum of all connected
diagrams, cannot be applied to (IV.15). More specifically, whereas the series for Z(λ), the
sum of all diagrams, converges for sufficiently small λ (for finite β and L) with Z(0) = 1
which implies that also logZ is analytic for λ sufficiently small, the sum of all connected
diagrams has radius of convergence zero (for finite β and L).
We start with BCS. First we show how the integral representation (III.12) (for r = 0)
ZBCS = 2κ
∫
e
−κ
(
ρ2− 1
Ld
∑
k
log
[
cosh(
β
2
√
e2
k
+λρ2)
cosh
β
2
ek
])
ρ dρ (IV.16)
is obtained by direct summation of the diagrams without making a Hubbard Stratonovich
transformation. That is, without using the identity
e
− λκ3
∑
k,p
ψk↑ψ−k↓ψ¯p,↑ψ−p↓ =
∫
eiφ g
1
κ
∑
k
ψk↑ψ−k↓+iφ¯ g
1
κ
∑
k
ψ¯k↑ψ¯−k↓ κ
π
e−κ|φ|
2
dudv
One has
ZBCS =
∫
e
− λ
κ3
∑
k,p
ψk↑ψ−k↓ψ¯p↑ψ¯−p↓dµC(ψ, ψ¯) (IV.17)
=
∞∑
n=0
(
λ
κ3
)n
n!
∑
k1,···,kn
p1,···,pn
det
[
κδki,pjC(ki)
]
1≤i,j≤n det
[
κδki,pjC(−ki)
]
1≤i,j≤n
=
∞∑
n=0
(
λ
κ
)n ∑
π∈Sn
ǫπ
∑
k1,···,kn
C(k1)C(−k1) · · ·C(kn)C(−kn) δk1,kπ1 · · · δkn,kπn
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This is the expansion into Feynman diagrams. It can be summed up by collecting the
fermion loops:
Say that the permutation π is of type t(π) = 1b1 · · ·nbn if the decomposition into
disjoint cycles contains br r-cycles for 1 ≤ r ≤ n. Necessarily one has 1b1 + · · ·+ nbn = n.
The number of permutations which have br r-cycles for 1 ≤ r ≤ n is
n!
b1! · · · bn! 1b1 · · ·nbn
The sign of such a permutation is given by
ǫπ = (−1)(1−1)b1+(2−1)b2+···+(n−1)bn = (−1)n−
∑
n
r=1
br
Therefore one obtains
Z =
∞∑
n=0
(
λ
κ
)n n∑
b1,···,bn=0
1b1+···+nbn=n
n!
b1! · · · bn! 1b1 · · ·nbn (−1)
n−
∑n
r=1
br×
{∑
k
[C(k)C(−k)]1
}b1
· · ·
{∑
k
[C(k)C(−k)]n
}bn
=
∞∑
n=0
n∑
b1,···,bn=0
1b1+···+nbn=n
n!
n∏
r=1
1
br!
{
−1r
∑
k
[−λκC(k)C(−k)]r
}br
(IV.18)
The only factor which prevents us from an explicit summation of the above series is the
n!. Therefore we substitute
n! =
∫ ∞
0
e−xxndx
and obtain
Z =
∫ ∞
0
e−x
∞∑
n=0
n∑
b1,···,bn=0
1b1+···+nbn=n
n∏
r=1
1
br!
{
−1
r
∑
k
[−λ
κ
x C(k)C(−k)]r}brdx
=
∫ ∞
0
e−x
∞∏
r=1
∞∑
br=0
1
br!
{
−1r
∑
k
[−λκx C(k)C(−k)]r
}br
dx
=
∫ ∞
0
e−xe
−
∑
k
∑∞
r=1
1
r
[
−λ
κ
x C(k)C(−k)
]r
dx
=
∫ ∞
0
e−xe
∑
k
log
[
1+
λx
κ C(k)C(−k)
]
dx (IV.19)
= 2κ
∫ ∞
0
e
−κ
(
ρ2− 1κ
∑
k
log
[
1+ λρ
2
k2
0
+e2
k
])
ρ dρ
= 2κ
∫ ∞
0
e
−κ
(
ρ2− 1
Ld
∑
k
1
β log
[
cosh(
β
2
√
e2
k
+λρ2)
cosh
β
2
ek
]2)
ρ dρ
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which coincides with (IV.16). In the last line we used (III.25) again. The case of an
exchange interaction is treated in the same way:
Zex =
∫
e
− λ
κ3
∑
k,p
ψk↑ψp↓ψ¯p↑ψ¯k↓dµC(ψ, ψ¯)
=
∞∑
n=0
(
λ
κ
)n ∑
π∈Sn
ǫπ
∑
k1,···,kn
C(k1)
2 · · ·C(kn)2 δk1,kπ1 · · · δkn,kπn
=
∞∑
n=0
n∑
b1,···,bn=0
1b1+···+nbn=n
n!
n∏
r=1
1
br!
{
−1r
∑
k
[−λκC(k)2]r
}br
(IV.20)
=
∫ ∞
0
e−xe
−
∑
k
∑∞
r=1
1
r
[
−λκx C(k)2
]r
dx
= 2κ
∫ ∞
0
e
−κ
(
y2− 1
Ld
∑
k
1
β log
[
cosh2(
β
2
ek)−sin2(
β
2
√
λ y)
cosh2
β
2
ek
]2)
y dy (IV.21)
where in the last line Lemma A1 in the appendix has been used to compute the k0 product.
Observe that limβ→∞ 1κ
∑
k C(k)
2r = 0 for all r ≥ 1 since ∫ dk0
2π
1
(ik0−e)j = 0 for all j ≥ 2,
but for large repulsive coupling limβ→∞ 1βLd logZex = −V∞(ymin) > 0 by (IV.13,14).
We now consider the linked cluster theorem. It states that, if the partition function
Z(λ) =
∞∑
n=0
λn
∑
G∈Γn
val(G) (IV.22)
is given by a sum of diagrams, Γn being the set of all n’th order diagrams, then the
logarithm
logZ(λ) =
∞∑
n=0
λn
∑
G∈Γcn
val(G) (IV.23)
is given by the sum of all connected diagrams. This theorem is easily illustrated for a
quadratic perturbation. Namely, if
Z =
∫
e−
λ
κ
∑
kσ
ψ¯kσψkσdµC(ψ, ψ¯)
=
∞∑
n=0
(−λ)n
n!
∑
k1···kn
σ1···σn
det[δσi,σjδki,kjC(ki)]1≤i,j≤n
=
∞∑
n=0
n∑
b1,···,bn=0
1b1+···+nbn=n
n∏
r=1
1
br!
{
−1
r
∑
k
[−λC(k)]r
}br
(IV.24)
= e
∑
k
log[1+λC(k)] (IV.25)
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then the sum of all connected diagrams is obtained by summing all the terms with b1 =
· · · = bn−1 = 0 and bn = 1 in (IV.24). That is, one gets
∞∑
n=1
1
1!
{
− 1n
∑
k
[−λC(k)]n
}1
=
∑
k
log [1 + λC(k)] (IV.26)
which coincides with logZ. Now consider ZBCS. The sum of all connected diagrams is
given by the sum of all the terms with b1 = · · · = bn−1 = 0 and bn = 1 in (IV.18). That
is, one obtains
∞∑
n=0
(−1)n+1 (λκ)n n! 1n∑
k
[C(k)C(−k)]n (IV.27)
which has radius of convergence zero, at finite temperature and finite volume. How-
ever, ZBCS(λ) has positive radius of convergence and ZBCS(0) = 1 which means that also
logZBCS(λ) is analytic for sufficiently small (volume and temperature dependent) λ. That
is, in this case the linked cluster theorem does not apply since the right hand side of (IV.23)
is infinite.
We remark that we think that this is an artefact of the specific model at hand for the
following reason. Suppose for the moment that the k sums in (IV.17,18) are finite with
N different values of k. Then ZBCS(λ) is a polynomial in λ of degree (at most) N . In
particular, the coefficients
n∑
b1,···,bn=0
1b1+···+nbn=n
n∏
r=1
1
br!
{
−1r
∑
k
[C(k)C(−k)]r
}br
= 0 if n > N . (IV.28)
That is, there are strong cancellations between fermion loops of different orders. However,
for Vint ≈ VBCS (or forward or exchange), an n’th order connected diagram is necessarily a
single n’th order fermion loop such that there are no cancellations at all. In a more realistic
model a connected diagram contains fermion loops of different orders and cancellations
are present. In fact, a careful diagrammatic analysis [FT,FKLT,FST] shows that the
renormalized sum of all connected diagrams of the two dimensional electron system with
anisotropic dispersion relation ek (such that Cooper pairs are suppressed) has positive
radius of convergence (which is, in particular, independent of volume and temperature).
Appendix
Lemma A.1: a) Let ak = ik0 − ek, e−k = ek and let b, c, d be some complex numbers.
Then ∏
k0∈πβ (2Z+1)
aka−k+bak+ca−k+d
aka−k
:= lim
ǫ→0
ǫ<0
∏
k0∈πβ (2Z+1)
aka−k+beiǫk0ak+ce−iǫk0a−k+d
aka−k
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=
cosh β2
√
e2
k
+ω+
cosh β2 ek
cosh β2
√
e2
k
+ω−
cosh β2 ek
e
β
2 (b+c) (A.1)
where ω± =
p±
√
p2−4q
2 with p = (b+c−ek)2−e2k−4bc+2d and q = 4bce2k−2(b+c)ekd+d2.
In particular, for b = c and d = c2∏
k0∈πβ (2Z+1)
(
1 + c
ak
)
:= lim
ǫ→0
ǫ<0
∏
k0∈πβ (2Z+1)
(
1 + e−iǫk0 c
ak
)
= 1+e
−β(ek−c)
1+e−βek (A.2)
b) Let Ak↑ = ak −
√
λ z, Ak↓ = ak −
√
λ z¯, and let
PfSk = PfSk(ak, a−k) = (Ak↑A−k↓ + λρ2)(Ak↓A−k↑ + λρ2) (A.3)
+ (Ak↑Ak↓ + A−k↑A−k↓ + 2λρ2)λx2 + λ2x4
Then ∏
k0∈πβ (2Z+1)
k0>0
PfSk(ak,a−k)
a2
k
a2−k
:= lim
ǫ→0
ǫ<0
∏
k0∈πβ (2Z+1)
k0>0
PfSk(e
iǫk0ak,e
−iǫk0a−k)
a2
k
a2−k
=
cosh2
(
β
2
√
(ek+
√
λ v)2+λρ2
)
−sin2
(
β
2
√
λ(w2+x2)
)
cosh2 β2 ek
e−β
√
λv (A.4)
Proof: We first explain why the definition of the product given in the lemma is the right
one.
Consider the quadratic perturbation
H = H0 + λN =
1
Ld
∑
kσ
ek a
+
kσakσ +
λ
Ld
∑
kσ
a+kσakσ
One finds by explicit computation of the trace
Z(λ, β) = Tr e
−β(H0+λN)
Tr e−βH0 = Π
kσ
1+e−β(ek+λ)
1+e−βek
On the other hand, by explicit summation of the perturbation series or equivalently, by
performing the fermionic functional integral, one obtains
Z(λ, β) =
∫
e
λ
βLd
∑
kσ
ψ¯kσψkσdµC
= Π
kσ
βLd
ik0−ek
∫
e
λ
βLd
∑
kσ
ψ¯kσψkσe
− 1
βLd
∑
kσ
(ik0−ek)ψ¯kσψkσ
Π
kσ
dψkσdψ¯kσ
= Π
kσ
ik0−ek−λ
ik0−ek = Πkσ
Π
k0
(
1− λak
)
(A.5)
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In the perturbation expansion the product in the last equation results from
Π
kσ
(
1− λak
)
= e
∑
kσ
log
(
1− λak
)
= e
−
∑∞
r=1
λr
r
∑
kσ
1
ak
r
The term for r = 1 requires special attention since
∑
k0
1
ik0−ek is not absolutely convergent.
This sum enters the perturbation series as the propagator
C(x0 − x′0,x− x′) = Tr e
−βH0Tψ(x0x)ψ+(x′0x
′)
Tr e−βH0
evaluated at x0 − x′0 = 0. Here Tψ(x0x)ψ+(x′0x′) is defined to be ψ(x0x)ψ+(x′0x′) if
x0 ≥ x′0 and −ψ+(x′0x′)ψ(x0x) if x0 < x′0. By explicit computation one finds that for
x0 6= x′0
C(x0 − x′0,x− x′) = 1Ld
∑
k
eik(x−x
′)e−ek(x0−x
′
0) [θβ(−ek)θ(x′0 − x0)− θβ(ek)θ(x0 − x′0)]
= 1
βLd
∑
k,k0
eik(x−x
′)−ik0(x0−x′0) 1
ik0−ek
and for x0 = x
′
0
C(0,x− x′) = 1
Ld
∑
k
eik(x−x
′)θβ(−ek) = lim
ǫ→0
ǫ<0
1
βLd
∑
k,k0
eik(x−x
′)−ik0ǫ 1
ik0−ek
Here θ is a step function being 1 for positive arguments and θβ(−v) = e−βv1+e−βv is an
approximate step function. Therefore the k0-sums have to be evaluated according to∑
k0
1
ik0−ek =
∑
k0
ǫ
1
ik0−ek := limǫ→0
ǫ<0
e−ik0ǫ 1
ik0−ek = βθβ(−ek) = β e
−βek
1+e−βek
We emphasize this point because the following computation leads to a wrong result
∑
k0
1
ik0−ek =
∑
k0
sym
1
ik0−ek :=
1
2
∑
k0
[
1
ik0−ek +
1
−ik0−ek
]
=
∑
k0
−ek
k20+e
2
k
= −β2 1−e
−βek
1+e−βek
Therefore the product in (A.5) is found to be
Π
k0
(
1− λ
ik0−ek
)
= Π
k0
ǫ
(
1− λ
ik0−ek
)
= e
−
∑∞
r=1
λr
r
∑
ǫ
k0
1
(ik0−ek)r
= e
−
∑∞
r=1
λr
r
∑
sym
k0
1
(ik0−ek)r e
∑
sym
k0
λ
ik0−ek−
∑
ǫ
k0
λ
ik0−ek
= Π
k0
sym
(
1− λik0−ek
)
e−
β
2 λ = Π
k0>0
k20+(ek+λ)
2
k20+e
2
k
e−
β
2 λ
(III.25)
=
cosh β2 (ek+λ)
cosh β2 ek
e−
β
2 λ = 1+e
−β(ek+λ)
1+e−βek (A.6)
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which proves (A.2).
In the general case one may proceed similarly to obtain (using ak + a−k = −2ek)
Π
k0∈πβ (2Z+1)
aka−k+bak+ca−k+d
aka−k
= lim
ǫ→0
ǫ<0
Π
k0
(
1 +
beiǫk0ak+ce
−iǫk0a−k+d
aka−k
)
=: Π
k0
ǫ · · ·
= Π
k0
sym
(
1 + bak+ca−k+d
aka−k
)
e
b
∑
ǫ
k0
−
∑
sym
k0
1
a−k+c
∑
ǫ
k0
−
∑
sym
k0
1
ak
= Π
k0>0
(aka−k+bak+ca−k+d)(aka−k+ba−k+cak+d)
(aka−k)2
e
β
2 (b+c)
= Π
k0>0
(aka−k)2+aka−k(−2ek(b+c)+2d+b2+c2)+bc(a2k+a2−k)−2ekd(b+c)+d2
(aka−k)2
e
β
2 (b+c)
Since a2k + a
2
−k = −2k20 + 2e2k = −2aka−k + 4e2k one obtains
Π
ǫ
k0∈πβ (2Z+1)
aka−k+bak+ca−k+d
aka−k
= Π
k0>0
(aka−k)2+paka−k+q
(aka−k)2
e
β
2 (b+c)
= Π
k0>0
(
1 + ω+aka−k
)(
1 + ω−aka−k
)
e
β
2 (b+c)
where p = −2ek(b+ c) + 2d+ (b+ c)2 − 4bc and q = 4bce2k − 2ekd(b+ c) + d2. Application
of (III.25) proves part (a) of the lemma.
Part b) First, if bk = ak −
√
λ v, one computes that
PfSk = (bkb−k + λρ2)2 + (b2k + b
2
−k + 2λρ
2)λ(w2 + x2) + λ2(w2 + x2)2 (A.7)
Namely, since
Ak↑A−k↓ = aka−k −
√
λ v(ak + a−k) + i
√
λw(ak − a−k) + λ(v2 + w2) ⇒
(Ak↑A−k↓ + λρ2)(Ak↓A−k↑ + λρ2) =
[
aka−k −
√
λ v(ak + a−k) + λ(v2 + w2 + ρ2)
]2
+ λw2(ak − a−k)2
=
[
bkb−k + λ(w2 + ρ2)
]2
+ λw2(bk − b−k)2
and
Ak↑Ak↓ = (ak −
√
λv)2 + λw2 = b2k + λw
2
one has
PfSk =
[
bkb−k + λ(w2 + ρ2)
]2
+ λw2(bk − b−k)2 +
[
b2k + b
2
−k + 2λ(w
2 + ρ2)
]
λx2 + λ2x4
=
[
bkb−k + λρ2
]2
+ (b2k + b
2
−k + 2λρ
2)λ(w2 + x2) + λ2(w2 + x2)2
44
Now let y2 = w2 + x2 and
Fk(ak, a−k) =
[
bkb−k + λρ2
]2
+ (b2k + b
2
−k + 2λρ
2)λy2 + λ2y4
Then part (b) follows from the following formula
lim
ǫ→0
ǫ>0
∏
k0∈πβ (2Z+1)
k0>0
Fk(e
iǫk0ak,e
−iǫk0a−k)
a2
k
a2−k
=
cosh2
(
β
2
√
(ek+
√
λv)2+λρ2
)
−sin2
(
β
2
√
λy2
)
cosh2 β2 ek
e−β
√
λv (A.8)
Proof of (A.8): One has AkA−k = aka−k −
√
λ v(ak + a−k) + λv2 and
A2k + A
2
−k = a
2
k + a
2
−k − 2
√
λ v(ak + a−k) + 2λv2 = 2AkA−k + (ak − a−k)2
which gives
Fk = (AkA−k + λρ2 + λy2)2 + (ak − a−k)2λy2
= [AkA−k + λρ2 + λy2 + iλ
1
2 y(ak − a−k)] [AkA−k + λρ2 + λy2 − iλ 12 y(ak − a−k)]
=
[
aka−k − (
√
λ v − iλ 12 y)ak − (
√
λ v + iλ
1
2 y)a−k + λv2 + λρ2 + λy2
]×[
aka−k − (
√
λ v + iλ
1
2 y)ak − (
√
λ v − iλ 12 y)a−k + λv2 + λρ2 + λy2
]
Therefore one obtains
Π
ǫ
k0>0
Fk(ak,a−k)
a2
k
a2−k
= lim
ǫ→0
ǫ<0
Π
k0
aka−k−(
√
λ v−iλ 12 y)eik0ǫak−(
√
λ v+iλ
1
2 y)e−ik0ǫa−k+λv2+λρ2+λy2
aka−k
(A.)
=
cosh β2
√
e2
k
+ω+
cosh β2 ek
cosh β2
√
e2
k
+ω−
cosh β2 ek
e−β
√
λ v
where
p = (ek + 2
√
λ v)2 − e2k − 4(λv2 + λy2) + 2λv2 + 2λρ2 + 2λy2
= 4
√
λ vek + 2λv
2 + 2λρ2 − 2λy2
q = 4(λv2 + λy2)e2k + 4
√
λvek(λv
2 + λρ2 + λy2) + (λv2 + λρ2 + λy2)2
= (2
√
λvek + λv
2 + λρ2 + λy2)2 + 4λy2e2k
such that
p2
4
− q = −4(2√λ vek + λv22 + λρ2)λy2 − 4λy2e2k = −4
[
(ek +
√
λ v)2 + λρ2
]
λy2
and therefore
e2k + ω± = (ek +
√
λ v)2 + λρ2 − λy2 ± 2iλ 12 y[(ek +√λv)2 + λρ2] 12
=
{[
(ek +
√
λ v)2 + λρ2
] 1
2 ± iλ 12 y
}2
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which results in
Π
ǫ
k0>0
Fk(ak,a−k)
a2
k
a2−k
=
cosh β2
{
[(ek+
√
λ v)2+λρ2]
1
2 +iλ
1
2 y
}
cosh β2 ek
cosh β2
{
[(ek+
√
λv)2+λρ2]
1
2−iλ 12 y
}
cosh β2 ek
e−β
√
λv
=
sinh2( β2 i
√
λ y)+ cosh2( β2
√
(ek+
√
λ v)2+λρ2 )
cosh2 β2 ek
e−β
√
λ v •
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