: A microarray gene expressions with classification using extreme learning machine. Vol 47, No. 2,[523][524][525][526][527][528][529][530][531][532][533][534] In the present scenario, one of the dangerous disease is cancer. It spreads through blood or lymph to other location of the body, it is a set of cells display uncontrolled growth, attack and destroy nearby tissues, and occasionally metastasis. In cancer diagnosis and molecular biology, a utilized effective tool is DNA microarrays. The dominance of this technique is recognized, so several open doubt arise regarding proper examination of microarray data. In the field of medical sciences, multicategory cancer classification plays very important role. The need for cancer classification has become essential because the number of cancer sufferers is increasing. In this research work, to overcome problems of multicategory cancer classification an improved Extreme Learning Machine (ELM) classifier is used. It rectify problems faced by iterative learning methods such as local minima, improper learning rate and over fitting and the training completes with high speed.
INTRODUCTION
Cancer is a notable disease in the medical field which is well known by unregulated division and extension of cells. Alike leukemia, cancerous cells may occur in liquids. Additionally, it occurs in solid tumors that firstly appear in the different tissues in different parts of the body. They are classified into different types of cancer based on their original place such as lung, colon, breast, or prostate cancer. In cancer diagnosis gene expression profiling-based classification binary classification problems have most widely studied and on direct multicategory classification problem only a tiny amount of work done. Thus, the last diagnosis rests with the medical specialist who assess if the assurance of the classifier is extremely enough. In ELM can be considered as two stage Feed-Forward Neural Network (FNN) -firstly learning system which assigns connections with and within hidden neurons and secondly, adjust the connections with output neurons. This technique solves issues such as local minima, improper learning rate and over fitting usually occurs in iterative learning techniques and completes the training very fast. ELM classifier alters the training of FNN into linear problem in which only connections with output neurons need adjusting. This ELM classifier drastically reduces the time consumption.
The rest of this research is organized as follows. Section 2 summarizes the concepts and literature survey. Section 3 discusses the proposed method, and section 4 provides the experiment analysis with discussions. Finally, Section 5 presents the conclusions of the work.
LITERATURE SURVEY
The problem of selection of a small subset of genes from broad patterns of gene expression data, recorded on DNA micro-arrays given by GUYON et al (2002) . Using available training examples from cancer and normal patients, they build a classifier suitable for genetic diagnosis, as well as drug discovery. Previous attempts to address this problem select genes with correlation techniques. They propose a new method of gene selection utilizing Support Vector Machine methods based on Recursive Feature Elimination (RFE). A generic approach to cancer classification based on gene expression monitoring by DNA microarrays is described and applied to human acute leukemias as a test case presented by GOLUB et al (1999) . A class discovery procedure automatically discovered the distinction between Acute Myeloid Leukemia (AML) and Acute Lymphoblastic Leukemia (ALL) without previous knowledge of these classes. An automatically derived class predictor was able to determine the class of new leukemia cases.
A combination of Integer-Coded Genetic Algorithm (ICGA) and Particle Swarm Optimization (PSO), coupled with the neural-network-based Extreme Learning Machine (ELM), is used for gene selection and cancer classification introduced by SARASWATHI et al (2011) . The performance enhancement scheme for the recently developed by Suresh et al (2010) extreme learning machine (ELM) for multi-category sparse data classification problems. ELM is a single hidden layer neural network with good generalization capabilities and extremely fast learning capacity. The ELM theory shows that the hidden nodes of the "generalized" Single-Hidden Layer Feed forward Networks (SLFNs), which need not be neuron alike, can be randomly generated and the universal approximation capability of such SLFNs can be guaranteed shown by HUANG et al (2010) . This paper further studies ELM for classification in the aspect of the standard optimization method and extends ELM to a specific type of "generalized" SLFNs-support vector network.
A stomach cancer detection system based on Artificial Neural Network (ANN), and the Discrete Cosine Transform (DCT), is developed by SARHAN (2009) . The proposed system extracts classification features from stomach microarrays using the DCT. As verified by the simulation results, ELM tends to have better scalability and achieve similar (for regression and binary class cases) or much better (for multiclass cases) generalization performance at much faster learning speed (up to thousands times) than traditional SVM and LS-SVM proved by HUANG et al (2012) . A simple Bayesian approach can be taken to eliminate this regularization parameter entirely, by integrating it out analytically using an uninformative Jeffrey's prior introduced by CAWLEY et al (2006) . The improved algorithm (BLogReg) is then typically two or three orders of magnitude faster than the original algorithm, as there is no longer a need for a model selection step.
The design of mammography-based machine learning classifiers (MLC) and RAMOS et al (2012) proposes a new method to build MLC for breast cancer diagnosis. They massively evaluated MLC configurations to classify features vectors extracted from segmented regions (pathological lesion or normal tissue) on Cranio Caudal (CC) and/or Medio Lateral Oblique (MLO) mammography image views, providing BI-RADS diagnosis. An automatic breast cancer diagnosis technique using a genetic algorithm (GA) for simultaneous feature selection and parameter optimization of artificial neural networks (ANN) is proposed by AHMAD et al (2013) . The performances of the proposed algorithm employing three different variations of the back propagation technique for the fine tuning of the weight of ANN are compared. The algorithm is called the GAANN_XX where the XX refers to the back-propagation training variation used.
The classification of the two binary bioinformatics datasets, leukemia and colon tumor is further studied by using the recently developed neural network-based finite impulse response extreme learning machine (FIR-ELM) by LEE et al (2013) . It is seen that a time series analysis of the microarray samples is first performed to determine the filtering properties of the hidden layer of the neural classifier with FIR-ELM for feature identification. The meta-cognitive component controls the learning process in the cognitive component by choosing the best learning strategy for the current sample and adapts the learning strategies by implementing self-regulation which is shown by BABU et al (2013) . In addition, sample overlapping conditions are considered for proper initialization of new hidden neurons, thus minimizes the misclassification. The interaction of cognitive component and meta-cognitive component address the what-to-learn, when-tolearn and how-to-learn human learning principles efficiently. XI et al (2013) extends the initial LGEM to a new LGEM model for Single-Hidden Layer Feed-Forward Neural Networks (SLFNs) trained with Extreme Learning Machine (ELM) which is a type of new training algorithms without iterations. The development of this extended LGEM can provide some useful guidelines for improving the generalization ability of SLFNs trained with ELM. An algorithm for architecture selection of the SLFNs is also proposed based on the extended LGEM. DECHERCHI et al (2013) shows that C-ELM can actually benefit from the enhancement provided by the circular input without losing any of the fruitful properties that characterize the basic ELM framework. In the proposed framework, C-ELM handles the actual mapping of visual signals into quality scores, successfully reproducing perceptual mechanisms.
Its effectiveness is proved on recognized benchmarks and for four different types of distortions. Extreme Learning Machine (ELM) is used for directing multicategory classification problems in the cancer diagnosis area by ZHANG et al (2007) . The multicategory classification performance of ELM on three benchmark microarray data sets for cancer diagnosis, namely, the GCM data set, the Lung data set, and the Lymphoma data set.
MATERIALS AND METHODS
In this section, describe the proposed feature selection of algorithm. The main aspects of the algorithm namely, ELM classifier are discussed.
GENE RANKING
Gene ranking is unsupervised but the process which is used here for selecting the best solution from the non-dominated set is supervised process. Most of the gene ranking methods are based on the wrapper approaches or filter methods. Some heuristic methods for gene weighting are: a) Gradient descent on the input space. Gene ranking by using multi-objective optimization is new in this area.
FEATURE SELECTION
The motivation for applying Feature Selection (FS) techniques has shifted from optional status to become a real prerequisite for model building. The main reason is the high dimensional nature of many modeling tasks in this field. A typical microarray dataset may contain thousands of genes but only a small number of samples (often less than two hundred). In addition, feature selection can minimize the effect of noise introduced by some variables. In the Successive Feature Selection (SFS) procedure, a set of h ≤ 10 features is processed one at a time (this value of h is taken due to memory constraints; it is experimentally found that the suitable value of h is equal to or lower than 10). The output is the rank of features. In the successive levels, a feature is dropped one at a time, and a subset of features is obtained. Then, the classification accuracy using a classifier is evaluated, and the best subset of features is processed to the next level.
The SFS procedure can be applied by partitioning the training data into a training set and a validation set. The training set is used to estimate the model parameters of the classifier, and the validation set is used to evaluate the classification accuracy of the feature subsets at each of the levels. In figure 1 shows the SFS process. This procedure is finished when all the features are ranked. Two ranked sets are achieved in SFS: that is R 1 = {x 2 , x 4 , x 1 , x 3 } and R 2 = {x 2 , x 1 , x 4 , x 3 } Figure 1 . Successive Feature Selection
BLOCK REDUCTION
A d-dimensional feature vector has been partitioned into m roughly equal blocks, S j , for j = 1…m of size h≤10. Each block has at least r features. All the blocks have been processed through the SFS procedure one at a time, which yields top-r feature sets, F j , for j ¼ 1 . . . q. Then, the unique features of two consecutive feature sets, F 1 and F 2 , are used to find the best top-r feature set, F b . Next, the unique features of F b and F 3 are used to obtain the best set. This process is continued for all the q sets. The obtained best top-r feature set, F b from the block reduction procedure is stored for further pruning. Select the r number of features to be investigated, where 1< r < h, and select the block size h, where h ≤10.
2. Decompose the training samples randomly into a training set (Tr) and a validation set (V) using a proportionality ratio p 1 .
3.
Partition the features of the sets (Tr and V) into m roughly equal blocks, S j , for j =1…m.
4.
Apply the Successive Feature Selection (SFS) procedure on each of S j to get the top-r ranked feature set, F j and its corresponding classification accuracy, α j, for j=1…q, where q ≥ m and F j ≠ F l ∀ j ≠ l,
5.
Initialize i ← 1 and j← 2.
Find the best features set F b ← find_bestSet(F i , F j )

7.
Terminate the process if j = q, or else update i ←b and j ←j + 1, and go to Step 6.
8.
If more than one set of F b is obtained, then perform cross-validation to get one best set (for cross-validation, decompose training samples randomly n times 2 into training sets and validation sets using the proportionality ratio p and compute the average classification accuracy for all sets in F b ; select a set if F b for which the average classification accuracy is the highest) 9.
Repeat Steps 2-8 for another random decomposition of training samples. Let the new training set and validation set be defined as Tr* and V*. This will give a best set F b * .
10.
Find the best set and its corresponding average classification accuracy (α b ) using F b and F b * ; i.e., [F b 
Repeat Steps 9-10 until α b does not show any improvement.
The dimensionality of the feature space is reduced either through feature selection or through feature extraction. Linear Discriminant Analysis (LDA) is a well-known technique for feature selection-based dimensionality reduction.
EXTREME LEARNING MACHINE CLASSIFICATION
In supervised batch learning classifier, the learning algorithms use a finite number of input-output samples for training. Here, consider N arbitrary distinct samples (x i , t i )∈R n × R m , where x i is an n×1 input vector and t i is a m×1 target vector. If an SLFN with hidden nodes can approximate these N samples with zero error, it then implies that there exist β i , a i and b i such that (4) H is called the hidden layer output matrix of the network; the i th column of H is the ith hidden node's output vector with respect to inputs x 1 ,x 2 ,… ,x N and the j th row of H is the output vector of the hidden layer with respect to input x j.
In real applications, the number of hidden nodes will always be less than the number of training samples, N, and, hence, the training error cannot be made exactly zero but can approach a nonzero training error∈. The hidden node parameters a i and b i (input weights and biases or centers and impact factors) of SLFNs need not be tuned during training and may simply be assigned with random values according to any continuous sampling distribution.
Equation (5) then becomes a linear system and the output weights β are estimated as
Where the Moore-Penrose is generalized inverse of the hidden layer output matrix H. The ELM algorithm, 1 which consists of only three steps, can then be summarized. a) ELM Classifier: Given a training set activation function g(x), and hidden node number , (6) 1) Assign random hidden nodes by randomly generating parameters (a i , b i ) according to any continuous sampling distribution, i = 1,…, .
2) Calculate the hidden layer output matrix H.
3) Calculate the output weight β:
The universal approximation capability of ELM classifier has been analyzed using an incremental method and it has been shown that single SLFNs with randomly generated additive or RBF nodes with a wide range of activation functions can universally approximate any continuous target functions in any compact subset of the Euclidean space R n . In this research work, the activation function used in ELM classifier is the sigmoidal function .
EXPERIMENTAL RESULTS In this section, described about the experimental setup of data sets. The proposed methodology was applied to the publicly available cancer datasets namely SRBCT, MLL, Prostate, Leukemia, and Lymphoma cancer dataset and the experimented using MATLAB.
Lymphoma, Leukemia, Prostate, MLL and SRBCT Datasets
The five DNA microarray gene expression data sets namely, Lymphoma, Leukemia, SRBCT, Prostate Tumor, and MLL are used for experimentation purposes. Their performance in terms of classification accuracy using the selected features is very promising.
Lymphoma dataset: B cell Diffuse Large Cell Lymphoma (B-DLCL) is a heterogeneous group of tumors, based on significant variations in morphology, clinical presentation, and response to treatment. Gene expression profiling has revealed two distinct tumor subtypes of B-DLCL: germinal center B cell-like DLCL and activated B cell-like DLCL. Lymphoma dataset consists of 24 samples of germinal center B-like and 23samples of activated B-like.
Leukemia dataset: it consists of 72 samples: 25 samples of Acute Myeloid Leukemia (AML) and 47 samples of Acute Lymphoblastic Leukemia (ALL). The source of the gene expression measurements is taken from 63 bone marrow samples and 9 peripheral blood samples. Gene expression levels in these 72 samples are measured using high density oligonucleotide microarrays. Each sample contains 7129 gene expression levels.
Prostate dataset: it contains in total 102 samples in two classes tumor and normal, which have 52 and 50 samples, respectively. The original dataset contains 12600 genes. Then, filtered out the genes with max/min ≤ 5 or (max -min) ≤ 50. After preprocessing, obtains a dataset with 102 samples and 5966 genes.
MLL dataset: The Mixed-Lineage Leukemia (MLL) data set includes gene expression measurements for 72 leukemia samples, divided into three diagnostic classes (acute lymphoblastic leukemias, mixed-lineage leukemias and acute myeloid leukemias). Our classification model shows clear separation of the three diagnostic classes (ALL, AML and MLL leukemias), based on gene expression values, which have 24, 28, 20 samples, respectively.
SRBCT dataset: the small round blue-cell tumor dataset consists of 50 samples, each containing 2,308 genes. This is a classification problem. The tumors are Burkitt's Lymphoma (BL), the Ewing Family of tumorS (EWS), Neuro Blastoma (NB), and Rhabdo Myo Sarcoma (RMS). There are 63 samples for training and 20 samples for testing. The training set consists of 8, 23, 12, and 20 samples of BL, EWS, NB, and RMS, respectively. The test set consists of 3, 6, 6, and 5 samples of BL, EWS, NB, and RMS, respectively.
Testing Accuracy and Execution Time
The table 1 represents the accuracy and execution time for various gene expression data using the BPN and ELM technique. The comparison of BPN and ELM approaches are evaluated using five datasets lymphoma, leukemia, prostate, MLL and SRBCT. The ELM is more proficient performance than the standard BPN technique. The SRBCT dataset reports effective results than other four datasets. In SRBCT dataset, the numbers of genes are higher than other datasets but it gives the high accuracy with less execution time. The accuracy and execution time represents the better outcome using proposed ELM when compared to the standard BPN techniques. Figure 3 shows the accuracy of BPN and proposed ELM. In SRBCT dataset the accuracy value is higher in ELM approach compared to other datasets. In ELM technique execution time is lesser than the BPN in all datasets and is plotted in Figure 4 . 
CONCLUSION
In this research, a fast and efficient feature and classification method called the ELM algorithm for a cancer classification problem is presented. It is observed that the algorithm finds a small gene subset that provides high classification accuracy on several DNA microarray gene expression data sets. Using back propagation, microarray gene data classification is rendering learning time. Thus the ELM is a proposed technique which performed the microarray gene classification directly, without any modification. In experimental result, the five datasets are used for cancer classification. ELM algorithm achieves higher classification accuracy than the BPN technique with less training time and a smaller network structure. It can also be seen that ELM achieves better and more balanced classification for individual categories as well.
