In a real time, automatic licence plate recognition system, licence detection, character segmentation and character recognition are three important components. All these three components generally require high accuracy and fast recognition speed to process. In this paper, general processing steps for license plate recognition (LPR) are addressed. After three types of combined classifiers are introduced and compared, a hierarchically combined classifier is designed based on an inductive learning-based method and an support vector machine (SVM)-based classification. This approach employs the inductive learning-based method to roughly divide all classes into smaller groups. Then, the SVM approach is used for character classification in individual groups. Having obtained a collection of samples of characters in advance from licence plates after licence detection and character segmentation steps, some known samples are available for training. After the training process, the inductive learning rules are extracted for rough classification and the parameters used for SVM-based classification are obtained. Then, a classification tree is constructed for next fast training and testing processes based on SVMs. The experimental results show that the hierarchically combined classifier is better than either the inductive learning-based classification or the SVM-based classification with a lower error rate and a faster processing speed.
Bijan Samali is currently the Head of the School of Civil and Environmental
Engineering at the University of Technology, Sydney and has a Personal Chair in Structural Engineering at UTS. He is also the Director of Centre for Built Infrastructure Research at UTS. He has published over 300 technical papers in engineering journals and conference proceedings. His main research interests lie in the general area of structural dynamics including wind and earthquake engineering with special emphasis on structural control, dynamic measurement and analysis of buildings and bridges, damage detection and structural health monitoring, and use of smart materials in engineering applications. Computer and Information Technology, 2008 (CIT 2008) , Sydney, July 2008] .
This paper is a revised and expanded version of a paper entitled [A hierarchically combined classifier for licence plate recognition] presented at [8th IEEE International Conference on

Introduction
A licence plate is a unique identification of a vehicle. The fundamental issues in real-time licence plate recognition are the accuracy and the recognition speed. Till now, lots of commercial automatic licence plate recognition (ALPR) products are available around the world. The existing ALPR systems include Safe-T-Cam (Csiro), SeeCar in Israel (Htsol), VECON in Hongkong (Asiavision), LPR in USA (Lpr), the ALPR in UK (Ivsuk), IMPS in Singapore (Spg) and the CARINA in Hungary (Arh). In these systems, we see various approaches. One approach applies an image pre-processing to obtain clear images (with little noise) of the licence plates. Then, the licence plate images are used as input to commercial optical character recognition (OCR) software to recognise the characters in them. Other approaches include template matching methods and learning-based methods.
Template matching methods must have character images as templates stored in the memory. Then, the input image is compared with the templates for recognition. Learningbased methods extract the knowledge (or features) of characters from training samples. Then, the input image is recognised based on the feature matching. Zheng et al. (2004) compared several types of classifiers and found that support vector machine (SVM) approach had the highest accuracy for printed text and handwriting text identification in noisy document images. Zhao et al. (2000) made the same conclusion after comparing several classifiers for recognising handwritten numbers. Hence, SVMs have considerable potentials for classification. We have also concluded that inductive learning-based methods as shown in [Aksoy00] are simple and fast, and SVM-based methods as shown in Cristianini and Shawe-Taylor (2000) and Vapnik (1995) achieve comparable higher accuracy. SVM-based methods are a good choice when dealing with noisy data. However, SVM has its limitation, such as huge amount of training samples needed and long training time required. Furthermore, SVM was originally designed for bi-class classification. SVM is also with complex computation burden. Hence, in this paper, a new approach is designed to combine the inductive learning-based approach together with SVM-based approach in order to improve the performance of licence plate recognition. A hierarchically combined classifier is constructed to recognise characters of licence plates. This approach is discussed in detail in Section 3. A tree structure for multi-layer classification is demonstrated to simplify and speed up the recognition computation.
The organisation of this paper is as follows. First, general licence plate recognition process is described in Section 2. We then introduce a hierarchically combined classification model in Section 3. Section 4 presents the detailed algorithms for character recognition. The experimental results for licence plate recognition are demonstrated in Section 5. Finally, conclusion and further work are presented in Section 6.
Licence plate recognition system
Licence plate recognition system usually consists of three major parts: licence plate detection, character segmentation and character recognition.
Licence plate detection
Licence plate detection is one of important steps in a LPR system. The quality of a licence plate detector influences the accuracy of licence plate recognition. On the other hand, many factors can affect the accuracy and efficiency of licence place detection. Most existing licence plate detection algorithms are restricted by various controlled conditions such as fixed backgrounds, known colour or designated ranges of the distance between cameras and vehicles. In this paper, we use an AdaBoost learning algorithm as shown in Zhang et al. (2007) based on both global statistical features and local Haar-like features to construct a cascaded classifier for licence plate detection.
As shown in Zhang et al. (2007) , the basic idea of the detection algorithm was to use a variable scanning window moving around an input vehicle image. At each position, the image area covered by the scanning window was classified using a pre-trained classifier as either a licence plate area (a positive decision) or a non-licence plate area (a negative decision).
The algorithm adapted for licence plate detection is as shown in Zhang et al. (2007) , a six-layer cascaded classifier is constructed to increase the detection speed, in which the first two layers are based on global features and the last four layers are based on local Haar-like features. A positive result from the first classifier triggers the evaluation of a second classifier. A positive result from the second classifier triggers a third classifier, etc. A negative outcome at any layer leads to the immediate rejection of the image region (block). In other words, those image regions that are not rejected by the upper layer classifier will be processed by the next layer classifier. If the classifier at any layer rejects a selected image region, no further processing will be performed for this region. The reason of using this method for detection before recognition is that the algorithm can be achieved in real time and accurately, and it can be more flexibly applied for applications under complex environmental conditions. As an illustration, Figure 1 shows nine licence plates detected using the algorithms introduced in this section.
Character segmentation
Once the licence plate area is located, the next step is to segment the characters individually. In recent years, there have been many algorithms developed for character segmentation on licence plates. These algorithms include the works shown in Zhang and Zhang (2003) based on Hough transform, and in Zhang et al. (2006) based on horizontal and vertical projections. However, licence plate images captured in real time usually contain heavy noise and are with complex backgrounds. Sometimes, licence plate boundaries are connected to inside characters, characters are connected to each other, or characters are broken . It brings difficulties for proper character segmentation due to image noise, plate frame, rivet, space mark, plate rotation and illumination variance (Zhang and Zhang, 2003) . Improperly segmented characters will result in misrecognised characters. Hence, it is still a problem for accurate and real-time character segmentation.
In our system, blob extraction (Horn, 1986) algorithm is used for quick and accurate character segmentation.
Blob extraction (Horn, 1986 ) is an image segmentation technique that categorises the pixels in an image as belonging to one of many discrete regions. Blob extraction performs on binary images through globally thresholding image pixel values. It consists of processes of region labelling, connected-component labelling and blob discovery. It first scans an image and groups its pixels into components based on pixel connectivity. All pixels in a connected component share similar pixel intensity values and are in some way connected with each other. Once all components have been determined, each pixel is labelled according to the component it was assigned to. The detailed process for blob extraction is described below:
1 Scan the binary image from left to right and from top to bottom.
2 For every pixel, check the neighbouring pixels in northeast, north, northwest and west directions in the 8-connectivity neighbour structure for its region criterion such that the pixel intensity value is 1 on the binary image.
a If none of the neighbours meet the criterion then assign the pixel to the region with the current value of region counter. Then, increment the region counter.
b If only one neighbour meets the criterion assign the pixel to the region of this neighbour.
c If multiple neighbours meet the criterion and they are all members of the same region, assign the pixel to the region of these neighbours.
d If multiple neighbours meet the criterion but they are members of various regions, assign the pixel to one of the regions that these neighbours belong and record that all of these regions must be combined into one single region and assigned a new, single region value.
3 The pixels with the same region value is grouped together to form a component and is assigned a unique label.
Based on the labelled component in an image, we can extract the regions or blobs of which each has a unique label. The top, bottom, right and left positions, and the width, length and area of each blob can be determined or computed. Then, we select the blobs as the candidate characters based on the height-to-width ratio values and the estimated area of a character. The estimated average size of character and space between characters can also be used as selection criteria. Obviously, if the licence plate boundary is connected to some characters inside the licence plate or some characters are connected to each other, these characters may not be recorded as candidate characters because of the sizes of the corresponding components or regions. The information such as the character amount on a licence plate, the space between segmented characters, and the averaged width and height of a licence plate are also be considered to improve the segmentation accuracy. Figure 3 shows some segmented characters from captured licence plates.
Character recognition
There have been various commercial systems for licence plate recognition around the world. In these systems, either OCR-based methods or learning-based methods are applied.
Figure 3
The segmented characters on licence plates OCR has shown its advantage in recognising printed document or text where the background has no or very little noise. However, licence plate images captured in real time usually contain heavy noise and are with complex backgrounds. Therefore, OCRbased approaches put more efforts on removing the noise and try to improve the quality of characters segmented from licence plate images.
A learning-based algorithm on licence plate recognition was proposed in Aksoy et al. (2000) based on RULES-3 induction theory. One advantage of using this method is that the recognition speed is much quicker and it is robust to image rotation and translation. But it is not robust to image scaling. Kim et al. (2000) proposed another learning-based method using a SVM-based character recogniser for licence plate recognition. The recognition rate of Kim's module was about 97.2%. Learning-based approach such as those shown in Zheng et al. (2006a,b) and Jin and Qin (2003) extracts optimal features of characters to improve the recognition accuracy.
Combined classifier design
Each classifier has its own application areas where it performs the best. In a practical pattern recognition system, there may be different feature sets, different training sets and different training sessions. Different classifiers give different results according to different initialisations due to the random inherence in the training procedure. For example, SVMs may lead to different classification accuracies or matching rates when different values of parameters are set. It can also be seen that no single classifier can be of high accuracy for dealing all problems. Instead of selecting a best classifier and discarding the others, we combine a group of classifiers together with their outputs to take advantages of individual classifiers. Through combination of classifiers, we can tolerate the failure of individual classifiers, and hence increase training efficiency and improve the overall classification accuracy.
For classifier combination (Kittler et al., 1998) , basically there are three types of structures or models to use. These types are parallel type, cascaded type and hierarchical type. Figure 4 gives their diagram illustrations. They have different features and characteristics.
In the parallel structured model, different kinds of classifiers are grouped and work simultaneously, and outputs of these classifiers are combined and considered to obtain the final result. The final result is the one obtained by the classifier who gives the highest accuracy. Parallel model can obtain higher classification accuracy than each classifier but it may have higher computational complexity because each classifier pursues in its own way for classification.
Figure 4 Three types of combined systems
In the cascaded structured model, the classifiers are organised in form of cascade, where the input to the classifier in a succeeding layer is the output of the classifier in the layer above. The output of latter layer is obviously influenced by the former layer's results. In this model, if one classifier fails, all the subsequent classifiers cannot work well. The overall classification accuracy cannot be guaranteed.
The hierarchical model is a mixture of the previous two types. Different classifiers are used for the same set of samples. Each classifier may have its own effects on the final decision. The output of the classifier that gives the best accuracy is selected as the output according to optimisation criteria. Therefore, the overall performance is improved.
No matter which of three models shown in Figure 4 is selected to combine the classifiers, the aim is to provide a more accurate and creditable output. There are many examples showing that a combined classifier can improve the classification accuracy. For example, Chang's combined classifier (Chang et al., 2004) results in the accuracy of higher than 95% and better overall performance than the individual classifiers. More examples can be found in Wang et al. (2005) and Yang and Nakagawa (2004) .
In the following, our approach for a hierarchically combined model is presented in detail.
Our combined classifier is to take advantages of two classification methods, namely inductive learning-based method and SVM-based method for character recognition. The classifiers based on these two methods are layered in a hierarchical structure.
Inductive learning-based method is simple and fast. But the classification accuracy of inductive learning-based method is not high enough to efficiently classify 10 Arabic numbers and 26 letters on licence plates. As a consequence, inductive learning-based method is suggested to be used only as a coarse classifier to divide the 36 different classes (for 10 digits and 26 letters) into several groups before further and finer classification.
On the other hand, SVM takes approach of appropriate kernel design and relevant efficient training algorithms, and hence SVM-based method is a powerful classification method. Due to its original design as a bi-class classifier, SVM has high classification accuracy for bi-class problems. But SVM-based method has lower accuracy in dealing with multi-class problems than bi-class problems. The experimental trend curve between accuracy and number of classes in Figure 5 shows that a higher accuracy can be obtained if the number of classes is less. In other words, the smaller classes to be classified in a multi-class problem, the higher recognition rate can be obtained using SVM-based method and thereby less time is taken in training and testing processes. We use SVMbased method in our combined classification model for fine classification after the coarse classification using the inductive learning-based method.
Our combined classifier consists of two layers. The first layer uses the inductive learning-based method, and the second layer applies the SVM-based method. They are combined in a hierarchical structure which is shown in Figure 6 .
Based on the extracted rules of an inductive learning-based classifier, firstly, the characters on a licence plate are divided into two groups, namely digitals and letters.
Then, each group is further separated into nine smaller collections denoted by C i (i = 1, 2, …, 9). In this approach, collection 1 contains digital 0, 3 and 8, collection 2 contains 1, 2, 5 and 7 and collection 3 contains 4, 6 and 9. Similarly, six collections for letters are formed and named as collection 
Classification algorithms
This section discusses in detail how the hierarchically combined classifier works.
Coarse classification layer
The classifiers which employ the inductive learning-based method is used for coarse classification of characters in licence plates. In the state of New South Wale, Australia, there are some basic types of licence plates. Six characters contained in a licence plate are commonly grouped into the sequence of two letters, two digitals and two letters; three letters and three digitals; or three letters, two digitals and one letter. Once the characters are segmented from licence plates, two groups of characters are constructed followed the position in different types. One is for digits and another is for letters. Therefore, two classifiers, R1 and R2, are created, each applying the inductive learning-based method, for numerals and letters, respectively at layer 1.
The algorithm (Zheng et al., 2006b ) for extracting rules is summarised as follows:
Step 1 Take the edge map of a sample character.
Step 2 Set iteration count N c to 0.
Step 3 If N c < N f then N c = N c + 1; ELSE go to Step 5.
Step 4 Find the appearance frequency of N c th feature mask (Aksoy et al., 2000) in the sample. Go to Step 3.
Step 5 Form the rules (the frequency ranges of edge masks) for this sample character. If there are no more unclassified samples, then STOP; ELSE go to Step 1. Using these particular range blocks we can divide characters into different groups in first stage. Through training process, rule set is generated from the samples in the training set. After training process presented in Zheng et al. (2006b) , two rule sets for classifiers R1 and R2, respectively, are learned. Using the rules created for R1, the ten digits (zero to nine) are categorised into three collections. Similarly, R2 categorise the 26 letters into six collections. These nine collections will be used for finer classification in the next layer.
Fine classification layer
In the second layer, nine SVMs are trained using the corresponding digits or letters' samples for the nine collections, respectively. Once training process is complete, these nine SVMs are ready for digital number and letter classification. Because the number of characters in each collection is much smaller than the number of all characters (which is 36), SVM-based classification for recognition of characters in the collections result in more accurate results than simply applying a SVM for recognition of characters without going through the coarse layer.
One may find that there are overlaps between the letter's collections and no overlaps between digit's collections. Due to this reason, multiple outcomes may be obtained for certain letters such as 'A'. Therefore, additional step is proposed as a max-win strategy to decide the outcomes obtained for such letter and select the optimal output as the classification for the letter.
Classification tree
Commonly, an SVM-based method applies two approaches for multi-class classification. They are 'one against all' (OVA) and 'one against one' (OVO) methods (Dong et al., 2005; Foody et al., 2004) . 'OVA' uses a set of binary classifiers, each trained to separate one class from the rest. There are n classifiers for n decision functions corresponding to n classes. 'OVO' uses one classifier for each pair of classes. This method requires n(n 1)/2 classifiers or SVMs to be applied for all pairs of classes.
In the following, we present an efficient method for multi-class classifier design using a tree structure, namely classification tree (CT). The CT is constructed into the layers of binary classifiers. Each layer has a binary classifier to separate candidate into two groups. Figure 7 shows the tree classification approach. This CT is proposed to speed up the recognition time and also the training time when using SVM-based classifiers.
Figure 7 CT structure diagram
Let us take the letter recognition of a car licence plate as an example. During the training process, 26 classifiers (SVMs) are built up using one character as a positive sample and all others as negative samples. The SVMs in the higher level nodes have higher priorities than those in the lower level nodes. For instance, SVM which distinguish letter A from other letters has higher priority than SVM which identifies letter B. From the top to the bottom, the training data set decreases in size. In other words, the last classifier which separates letter Y from Z needs only the training samples of letter Y as positive samples and those of letter Z as negative samples.
This approach is similar to 'OVA' method. But the difference of this approach from OVA is that this approach uses a hierarchical approach as shown in Figure 4 . The classifier used to recognise letter 'A' has 25 letters other than letter 'A' as it's negative labelled samples. If a classifier is designed for recognising letter 'Y', on the other hand, this classifier has only samples of letter 'Y' as its positive labelled samples and the samples of letter 'Z' as it's negative labelled samples. It is clear to see that the higher level classifier takes longer training time due to more training samples while lower level classifier takes less time. The computational burden is greatly released for lower level classifiers.
In addition, CT saves more time for candidate recognition. Once each SVM has been trained, these different SVMs are put in different layers of the CT. For a given candidate character input, it takes on average only 19-folds of test time for every classifier used in 'OVA' approach to find its recognition result matching the classification accuracy of 'OVA'. For instance, if one needs to tell if the candidate is letter 'A', the classification result is obtained only by classifier in the first layer. On the other hand, if one wants to classify a letter 'Z', it must go through 25 classifiers in 25 layers of the CT. On the contrary, original 'OVA' method recognises a candidate through finding the maximum values of 26 classifiers for letter recognition. It needs 26-folds of test (recognition) time. 'OVO' requests even much time in training process and testing process. Therefore, the CT provides a much faster way than 'OVA' and 'OVO' methods.
The comparison results are shown in Table 1 . The matching rates of using the 'OVO', 'OVA' and the CT are 63%, 80.7% and 82.3%, respectively. In the table, Ttrain stands for the training time of a classifier. Ttest stands for the testing time of a classifier. The CT improves the recognition accuracy. 
Experiment set-up and results
The experiments in this section are set up to show that the hierarchically combined classifier outperforms the individual classifiers. The experiments are based on the database in which the licence plate images are segmented from the car licence plates in New South Wales State of Australia in real time as shown in Figure 3 . The benchmark of every experiment is based on error rate defined as
The number of characters recognised incorrectly Error rate = The number of testing characters
The lower the error rate is, the better the classifier performs.
Multi-class classification on the collections
Considering the three collections for digits, the SVM-based multi-class classifiers give the error rates of 10.7%, 14.5% and 17.0%, respectively as shown in Table 2 . Considering the six collections of letters, the average error rates are 12.5%, 1.0%, 29.1%, 33%, 33% and 16.7%, respectively. The overall error rate is 17.7% on average.
In our data sample sets, there are some deformations contained in these images. In addition, there are less sample images for those characters. From the results showing the error rates of others, we believe that more training samples added, the less error rate is achieved. 
Conclusions
The inductive learning method is simple and quick. It does class recognition through rule induction. It needs not store the training samples in memory. A disadvantage of inductive learning-based method is that the feature masks are dependent on the edge information. So, this method shows pitfalls in pursuing higher classification accuracy especially for dealing with multi-class classification. SVM has the high classification accuracy but it takes more samples and more time for training. Furthermore, the classification accuracy is reduced when SVM originally designed for bi-class classification is used for multiclass classification. The proposed classifier combining the inductive learning with SVM-based classifiers shows the improved classification accuracy compared with the inductive learning-based and SVM-based methods. Furthermore, the CT saves the training and testing time a lot when using the combined classifier proposed. The experimental results support the above claim.
