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Abstract

Location and identification of subterranean infrastructure is crucial for managing
and maintaining urban infrastructure and utility, and locating subsurface hazards.
Low-frequency oscillating magnetic fields suffer less attenuation due to propagating
through media than ground penetrating radar. Here, electronically-geared, rotating neodymium magnets project oscillating magnetic fields which are manipulated
to provide object identification from rapid analysis of dynamic magnetometer data.
Ferromagnetic materials interact directly with the rotating magnetic field. Eddy currents, which induce a counter-propagating magnetic field, are generated in conductive,
non-ferromagnetic materials. Two applications are highlighted by preliminary experiments: discrimination between copper, aluminum and steel pipes, and improved
detection of buried explosive devices.
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Chapter 1
Introduction
Object detection and the ability to gain information about an object through
non-contact sensing has implications for both modern infrastructure technologies and
for locating concealed explosive devices. Many utility maps have large uncertainties
pertaining to exact location of subterranean infrastructure. Providing an accurate
location and information about the material of the infrastructure under investigation
can rapidly improve mapping and excavation processes. Anti-personnel landmines
also provide a large challenge to remote sensing techniques as differentiation from
natural objects, such as rocks, can be difficult if the natural feature is similar in
geometry. A magnetic sensing system may allow for more information about the
target to be gained with limited data processing.

1.1

Document Outline

A review of current literature regarding non-destructive target discrimination and
eddy current testing as well as the primary contributions of the work in this thesis
1

can be found here in Chapter 1. Electromagnetic theory that is necessary to the
understanding of the functionality of active magnetic sensing is defined in Chapter 1
as well. Chapter 2 discusses the design of the active magnetic sensing system as well
as some specifics regarding critical components. Following this in Chapter 3, system
testing with both dipole magnets and multipole magnets as the excitation source is
described. Chapter 3 also presents two main methods of testing and the results of
these tests for both system configurations. Applying machine learning techniques to
these results is discussed in Chapter 4. Simulations intended to verify the results
found experimentally in Chapter 3 are presented in Chapter 5. Chapter 6 presents
the major conclusions gained from this work as well as future work for active magnetic
sensing systems.

1.2
1.2.1

Literature Review
Non-destructive Target Discrimination

Ground penetrating radar (GPR) emits and receives high frequency electromagnetic fields in order to detect dielectric changes in subsurface materials and structures [1]. In many cases, especially with electrically conductive soils, it can be difficult
to use ground penetrating radar to gain information about the subsurface feature being sensed. However, data processing techniques such as utilizing phase information
have had some success in distinguishing between materials [2]. Methods for identification of antipersonnel landmines have also had some success through extensive
data processing of the GPR data [3]. Additional limited success was found using

2

standard mean background removal methods that increased the discrimination of a
cluster of non-lethal clutter [4]. Further techniques to reduce the false alarm rate of a
ground penetrating radar scan across clutter dense soils have focused on feature classification. The application of texture feature coding methods, which have previously
showed promise for tumor detection, has been explored as a potentially viable process
of anti-tank mine identification [5]. Multiple methods have showed promise for target
discrimination of GPR data, however most require extensive processing abilities.

1.2.2

Eddy Current Testing Applications

Inducing eddy currents in a material through an applied oscillating magnetic field
is a common method for defect detection in structures. Standard applied magnetic
field frequencies for this method of testing generally fall between 100 Hz and 10
MHz [6]. One growing application of this technique is aircraft structure inspection.
Non-destructive testing (NDT) of aluminum aircraft plates is done through the use of
inductive probes with excitation and sensing coils or the use of a magnetoresistive sensor. This technique is used for both defect detection and geometric characterization
of the defect [7]. Transient eddy current non-destructive evaluation (NDE) with hall
sensors has also been investigated for detecting cracks in aircraft structures, as well
as corrosion. Transient eddy currents were found to be an ideal method for corrosion
detection in fasteners [8]. Giant magnetoresistive sensors have also been explored for
NDE of aircraft. Giant magnetoresistive sensors have proven to be advantageous for
these applications because they have high, frequency independent sensitivity [9]. Giant magnetoresistive sensors have been effective when used in a real time inspection
system [10]. One additional implementation of giant magnetoresistive sensors is a
3

configuration in an array that allows for faster evaluation of a larger area [11].
Eddy current testing has also been utilized for ferromagnetic material inspection.
Artificial defects have been manufactured in test specimens in order to correlate the
geometry and orientation of the defect with its magnetic signature. Testing has been
done in order to distinguish between the presence of a crack and lift-off. The limit
depth was determined to have no relation to the depth of penetration of the eddy
current [12]. Pulsed eddy current (PEC) testing has also been explored for thick
ferromagnetic tubes. Traditional eddy current testing of thick walled tubes requires
a higher frequency to first determine the average wall thickness. PEC has shown to
be capable of detecting the average wall thickness as well as the inner diameter with
only one detector due to it continuous frequency spectrum as well as other unique
capabilities [13]. Eddy current testing has had great success around crack detection
and characterization in conductive metals due to the impact of the eddy current on
the local magnetic field.

1.3

Contributions

Primary contributions that are presented in this thesis:
• Use of multipole magnets for increasing magnetic field oscillation frequency
• Detecting magnetic field changes through eddy current formulation in nonferromagnetic metals using rotating permanent magnets
• Initial use of a neural network for material differentiation

4

• Observe unique impacts on local magnetic fields from copper, steel, lead and
aluminum pipes in a simulation using COMSOL Multiphysics

5

1.4

Eddy Currents

A non-ferromagnetic electrically conductive material placed in the presence of an
alternating electromagnetic field will experience some degree of penetration from the
applied electromagnetic field. With this penetration, eddy currents are generated
in the material. When present, these continuous eddy currents provide a magnetic
field that generally opposes the applied field, resulting in a decrease in the amplitude
of the electromagnetic field near the target. The greater the intensity of the eddy
current, the greater the opposition to the applied electromagnetic field [14]. In order
for the presence of the eddy currents to be detected, the strength of the magnetic
field created by the eddy current should be maximized.
The application of an alternating electromagnetic field to ferromagnetic materials
results in a concentration of the initially applied field, likely decreasing any observable
impacts on the magnetic field from the creation of eddy currents. Two material
properties that have a significant impact on the strength of the eddy current are
electrical conductivity and magnetic permeability. A material with a high electrical
conductivity results in more intense eddy current formulation than that of a material
with a low electrical conductivity. With regards to magnetic permeability, metals
can be broken into three main groups, paramagnetic, diamagnetic and ferromagnetic.
Paramagnetic materials have a relative magnetic permeability of just greater than
1, diamagnetic materials exhibit relative magnetic permeability values of less than
1, while ferromagnetic materials generally have a relative magnetic permeability of
much greater than 1. If a material has a relative magnetic permeability of less than 1,
it exhibits slight opposition to applied magnetic fields. High magnetic permeability
6

results in a general decrease in the penetration depth [15].
Penetration depth in itself is another critical parameter to the formulation of eddy
currents in a conductor. The penetration depth is defined as
s

δ=

2
,
µωσ

(1.1)

where µ, ω and σ are the magnetic permeability, electromagnetic field oscillation
frequency and the electrical conductivity of the material, respectively [16]. Values
of estimated penetration depth for general aluminum and copper were calculated
using their material properties and a magnetic field frequency of 210 Hz [17] [18].
The penetration depth for aluminum and copper were found to be 14.2 mm and
10.4 mm, respectively. It is apparent that lower frequency applied electromagnetic
fields yield a greater penetration depth into the material of interest. However, when
attempting to tune the applied frequency, the skin effect can alter the distribution of
the reactionary fields within the solid. In general, eddy currents may appear on the
opposite side of the test piece if the material thickness is not at least three times that
of the standard penetration depth [15]. This is important to consider with regard to
the material thickness of the target under examination. For this proposed sensing
technique, applied magnetic field oscillation frequencies in the range of 200 Hz are
examined. A standard range for testing that involves the examination of induced
eddy currents is 100 Hz to 10 MHz, as previously mentioned [6].

7

1.5

Magnetic Field Definition

The static vector field of a magnetic point dipole can be defined as
B=−

M
R
+ (3M · R) 5 ,
3
R
R

(1.2)

where R is the radius vector from the point dipole to some point, R is the magnitude
of R, M is the magnetic moment vector and B is the magnetic induction vector. This
equation can be reduced to the commonly used simple scalar representation

B≈

M
,
R3

(1.3)

where it can be seen that the magnetic field strength attenuates in proportion to
the inverse of distance cubed [19]. This is an important relation to consider in the
orientation of any magnetic sensing system. The proximity of both the excitation
source and the sensor to the target needs to be managed with regards to the field
strength in order for changes in the field to be measurable. A static representation
of this field for two in phase cylindrical dipole magnets can be seen in Fig. 1.1 below.
The color map shows the magnetic scalar potential (A) and the arrows represent the
magnetic flux density. This was done using material properties of Neodymium 50H
as the permanent magnet and the dimensions of the magnets used experimentally.
The concept of dual rotating dipole magnets will be expanded upon later in this
paper. Dual rotating magnets, as opposed to a singular rotating magnet, have been
proven to be effective in projecting strong magnetic fields [20].
Later in this work, radially alternating multipole magnets will be introduced as the
8

Figure 1.1: Mathematical model of two in phase cylindrical dipole magnets. The arrows
represent magnetic flux density and the surface color map represents the magnetic scalar
potential.

magnetic excitation source. In order to understand the behavior of this configuration,
the same plot as seen above is recreated for the multipole magnets and can be seen
below in Fig. 1.2. Both Fig. 1.1 and 1.2 were created using a static 2D magnetic field
solver in COMSOL. The magnets modelled represent the dimensions and material of
the magnets used experimentally later in this work.
It can be noted that the multipole magnets exhibit a lower magnetic scalar potential than that of the dipole magnets. The dipole magnets have a much larger volume
in comparison to the smaller wedge magnets that make up the multipole magnet.

9

Figure 1.2: Mathematical model of two in phase multipole magnets. The arrows represent
magnetic flux density and the surface color map represents the magnetic scalar potential.

10

Chapter 2
System Design

2.1

Oscillating Magnetic Field Generation

2.1.1

Magnetic Excitation Source

In order to detect the presence of a non-ferromagnetic object, there must be a
magnetic excitation source that is capable of inducing eddy currents and sensors that
can detect the resulting field disturbance. There are two main methods for creating
an alternating magnetic field, the most common being an alternating current through
a coil. This projects a magnetic field, however the coils can be very large and power
intensive [21]. An alternate method is to rotate a magnet that has alternating radial
poles. With advancements in compact neodymium magnets, this method can provide
strong alternating magnetic fields with low power consumption. The potential downside to this method is frequency limitations due to mechanical considerations. The
11

magnets initially used in this work were dipole bar magnets with radially alternating poles. They were used in initial testing operating at frequencies around 30 Hz.
In order to reach magnetic field oscillation frequencies of up to 200 Hz, the motor
driving these magnets must reach this desired frequency. That being said, there are
approaches in which magnetic field oscillation frequencies can reach up to 210 Hz
without the need for high speed motors. This would eliminate the need for costly and
power intensive motors. The solution to this problem that is explored in this work is
a multipole magnet with radially alternating poles.
A 12 pole magnet has 6 north and 6 south poles facing outward around its circumference and could be modelled as 6 dipole magnets in a convenient arrangement.
This means that magnetic field oscillation frequencies of 6 times the frequency of the
motor being used can be achieved. Fig. 2.1 below shows the 12 pole magnet used.

Figure 2.1: Multipole magnet with radially alternating poles.

The magnet is composed of 12 Neodymium 50H wedge magnets and housed within
a brass cylinder. The outer diameter of the magnet is 25.4 mm and the depth is 12.7
mm. The pole identification of this particular magnet can be visualized in Fig. 2.2
12

below, where N and S indicate the outer polarization at that location.

Figure 2.2: Pole identification for the multipole magnet.

A magnetic characterization using indicator paper can be found in 2.3 below. The
indicator paper displays the magnitude of the magnetic field and has no indication
of north versus south poles, but allows for further characterization of the 12 pole
magnet.

Figure 2.3: Magnetic field characterization using magnetic indicator paper.

13

Rotating this multipole magnet ideally results in a projecting alternating magnetic
field, meaning that if the magnetic field is sensed at a tangential orientation to the
rotating magnet, a sinusoidal wave could be observed.

14

2.1.2

Precise Motion Control

The following system components enable the precise motion control as required
for the implementation of the permanent magnets. A dual rotating magnet concept
provided the most effective magnetic field propagation. Two Galil servo motors were
used for the rotation of the two magnets. In order to maintain precise phase control,
electronic gearing methods were implemented through use of a 2-axis Galil DMC4123
motion controller. In Fig. 2.4 below, the motion controller can be seen. The particular
model of this motion controller used in this work enables communication and control
of two motors simultaneously. The controller is easily programmed in order to change
the speed and direction of the motors as pleased.

Figure 2.4: Galil DMC4123 motion controller for electronic gearing.

The Galil motors used are BLM-N23-50-1000-B Nema 23 brushless servo motors
and can be seen in Fig. 2.5 below. This particular motor has a 1, 000 line encoder
and connects to the motion controller through a 15 pin HD D-Type connection. It is
capable of reaching shaft speeds of 5, 000 rpm, or 83.33 Hz with a supply voltage of
15

48 V. This motor is also rated for 55 oz-in (0.388 N-m) of continuous torque, or 120
oz-in (0.847 N-m) peak torque, which is more than sufficient for the rotation of the
permanent magnets.

Figure 2.5:
magnets.

Galil BLM-N23-50-1000-B Nema 23 brushless servo motor used to spin the

16

2.2

Magnetic Field Sensing

The magnetometer used for sensing magnetic field values in this work is the PNI
RM3100 and can be seen below in Fig. 2.6. In this figure, the three sensing coils are
labelled X,Y, and Z, respectively. The footprint of the RM3100 is 1 inch (25.4 mm) by
1 inch (25.4 mm), providing a compact magnetic field sampling device. This sensor
is a geomagnetic sensor and it meets the sampling, sensitivity and size requirements
of this application.

Figure 2.6: PNI RM3100 magnetometer with the three orthogonal sensing coils identified.

The data sheet for the RM3100 magnetometer can be found below in Fig. 2.7.
The most pertinent parameters for this application are the sample rate, sensitivity
and noise. When set to 50 cycle counts, the RM3100 sensor is able to sample up to
534 Hz in each axis while maintaining noise and sensitivity levels of 30 nT and 50 nT,
17

respectively [22]. For this application, where oscillating magnetic fields in the range
of 200 Hz are expected, this sample rate is sufficient for capturing the behavior of the
magnetic fields present.

Figure 2.7: PNI RM3100 data sheet [22].

The RM3100 magnetometer has a communication board available for purchase
with it. This PNI communication board makes for easy USB data transmission with
no programming necessary. The downfall of this communication board is that it limits
the sampling frequency of the sensor to 24 Hz with no way to modify this setting. In
order to work around this problem and enable high speed sampling, a microcontroller
board was programmed to interface with the sensor. Because of its high speed abilities and compatibility with the RM3100 magnetometer, the STM32 Nucleo-F411RE
development board was used. The Nucleo-F411RE development board provides high
speed data transmission as well as convenient pin headers [23]. In order for the magnetometer to be paired with the Nucleo board, the magnetometer was wired into a
18

Nucleo compatible shield. This configuration enabled control over the RM3100 magnetometer settings and can be seen in Fig. 2.8. The Nucleo board is programmed
in C++ using open source code, which had to be modified in order to enable the
high speed sampling. The major changes were the cycle counts and the baud rate.
The cycle counts were set to 50 and the baud rate was set to 921600 bits per second.
These changes can be seen in the code attached in Appendix B. Fig. 2.8 also shows
a diagram of the of the nucleo board that identifies pin header labels.

Figure 2.8: On the left: PNI RM3100 magnetometer paired with the STM32 NucleoF411RE development board. On the right: Diagram of the STM32 Nucleo-F-411RE development board identifying pins [23].

The information in Fig. 2.9 was used to properly wire the magnetometer into the
Nucleo board. The important connections to note are AVDD, AVSS, DVDD, DVSS,
I2CEN, SCL and SA1. These are the only pins on the magnetometer that were used
for the wiring of the device. The DVSS and AVSS pins were both connected to
ground. The AVDD, DVDD, and I2CEN pins were all connected to 3.3 V power.
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The final two pins, SCL and SA1, were connected to the locations labelled SCL and
SDA on the microcontroller shield, respectively.

Figure 2.9: Pin identification for the PNI RM3100 magnetometer [22].
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Once this connection was properly established, the data being streamed from the
magnetometer needed to be written to a file. The code that controls the magnetometer dictates that the values recorded for all three axes to be printed with comma
separation for convenience, resulting in three columns of data. In order to capture
this data, RealTerm was used. RealTerm enables the data to stream live to a screen
or to be captured and written to a text file. The text file can then be imported
into MATLAB and manipulated to process and plot the data collected. The unit of
output from the magnetometer is µT.
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Chapter 3
Testing Methods and Results
Two main phases of testing were completed throughout this research. The first
phase used dipole bar magnets as the magnetic field excitation source and the second
phase introduced multipole magnets as the excitation source in order to increase the
magnetic field oscillation frequency. For both of these phases, initial testing was done
with the system stationary followed by translating the active magnetic sensing device
across a sandbox which contained targets.

3.1

Dipole Magnets

All of the dipole magnet testing was completed with the magnetometer sampling
at 150 Hz with a maximum source oscillation speed of 40 Hz.

3.1.1

Initial Testing

The initial testing was completed by mounting the dipole magnet along the axis
of the motor shaft. The motor was secured to a wooden board and a clear protective
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housing placed over the motor. The magnetometer was then dangled directly above
the motor, leaving space for different targets to be placed between the magnet and
the magnetometer. This configuration can be seen in Fig. 3.1, where a steel pipe is
placed between the magnetometer and the rotating magnet.

Figure 3.1: Initial testing with a dipole magnet.

For this method of testing, two other pipes were examined, a lead pipe and an
aluminum pipe. All three targets can be seen in Fig. 3.2. The discrepancy in diameter
between these three pipes was not of concern at this point in testing, however it may
have impacted the results.
In order to compare the magnetic interactions of the these three pipes directly,
the magnetometer was set to continuously collect data as the motor was spinning the
magnet at 40 Hz and each target was individually placed on the clear housing for
about 10 seconds. This allows for any impact on the magnetic field from the target
to be examined and compared to one another. The results from all three sampling
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Figure 3.2: The targets used for initial testing with a dipole magnet.

coils of the magnetometer can be seen in Fig. 3.3. The blue line is the oscillating
magnetic field being recorded. Due to the frequency of the oscillation and the time
of data collection, the cycles saturate the plots and the individual oscillations cannot
be visualized.
In these plots, the beginning and ending time for when each target is placed
between the magnetometer and the rotating magnet are clearly labelled in red. It can
be observed from these results that the steel pipe has an obvious impact on the local
magnetic field. The aluminum pipe also appears to have an impact on the magnetic
field, while the lead pipe appears to have no visible impact on the magnetic field.
This indicates the potential for differentiation between materials based on a change
in amplitude of the applied oscillating magnetic field. However, in this testing, the
target creates a direct obstruction between the magnetic excitation source and the
magnetometer, which would not be practical for field testing.
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Figure 3.3: The results from initial testing with a dipole magnet and all three targets present
at different times.

3.1.2

Sandbox Scans

The next method of testing of the dipole magnet system is to scan a 3 meter by 3
meter sandbox that contains 190 mm of sand with targets present. In order to this,
a system incorporating dual rotating magnets and the magnetometer was assembled
and can be seen in Fig. 3.4. It can be noted that the magnetometer assembly is placed
directly between the two rotating magnets. The motor controller is out of the picture
and placed on the translating structure. This location enables the magnetometer to
pick up on changes in the magnetic field caused by an object that passes below the
system. With this configuration, the system can be translated over a surface, while
recording data, and the data can be analyzed to determine the presence of an object
capable of interacting with magnetic fields at a given frequency.
For optimal magnetic field projection, the magnets are kept at 180 degrees out of
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Figure 3.4: The configuration of the dual rotating dipole active magnetic sensing system.

phase [20]. The active magnetic sensing system was suspended so that the magnetometer was 50 mm above the surface of the sand. The system was then translated
1.17 m across the sandbox at a speed of 36 mm/s. The sandbox with the active magnetic sensing system can be visualized in Fig. 3.5 below. Targets of various materials
and dimensions were placed on the surface of the sand perpendicular to, but in the
path of, the scan direction that is represented by the red arrow.
For this particular testing, copper, steel and lead pipes were placed along the axis
of translation. All three of these pipes have the same diameter, but slightly varying
wall thickness. An image of these three targets placed along the path of the scan can
be found in Fig. 3.6.
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Figure 3.5: The active magnetic sensing system is translated along the axis of the red arrow
at a constant speed.

This setup was tested for three different frequencies of magnetic oscillation as well
as three different depth conditions within the sandbox. The frequencies being 10, 20,
and 30 Hz and the pipe placement being on the surface of the sand, as well as being
buried 2 and 4 inches below the surface. Each of the pipes are evenly spaced out along
the scan axis. The results for all of these conditions can be seen in Fig. 3.7- 3.15.
As can be observed, these plots no longer show a saturated signal as a peak based
envelope has been taken in MATLAB resulting in two lines that follow the peaks of
the received oscillating signal.
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Figure 3.6: Lead, steel and copper targets placed along the scan path of the dual rotating
dipole active magnetic sensing system.

The results from these scans show that as the pipes are buried deeper, the observable impact from the pipe on the applied field becomes less significant. It also
appears that the only pipe that has an impact on the magnet field is the steel pipe. At
these low frequencies, the changes in frequency do not appear to have an observable
impact on the results. The inability to see a change in the magnetic field when nonferromagnetic materials are present, leads to the indication that the frequency may
be too low to induce eddy currents capable of being detected by the magnetometer.
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Figure 3.7: Sandbox scan with the dual dipole magnets rotating at 10 Hz and the lead, steel
and copper pipes present on the surface of the sand.
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Figure 3.8: Sandbox scan with the dual dipole magnets rotating at 20 Hz and the lead, steel
and copper pipes present on the surface of the sand.
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Figure 3.9: Sandbox scan with the dual dipole magnets rotating at 30 Hz and the lead, steel
and copper pipes present on the surface of the sand.
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Figure 3.10: Sandbox scan with the dual dipole magnets rotating at 10 Hz and the lead,
steel and copper pipes present 2 inches below the surface of the sand.
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Figure 3.11: Sandbox scan with the dual dipole magnets rotating at 20 Hz and the lead,
steel and copper pipes present 2 inches below the surface of the sand.
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Figure 3.12: Sandbox scan with the dual dipole magnets rotating at 30 Hz and the lead,
steel and copper pipes present 2 inches below the surface of the sand.
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Figure 3.13: Sandbox scan with the dual dipole magnets rotating at 10 Hz and the lead,
steel and copper pipes present 4 inches below the surface of the sand.
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Figure 3.14: Sandbox scan with the dual dipole magnets rotating at 20 Hz and the lead,
steel and copper pipes present 4 inches below the surface of the sand.
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Figure 3.15: Sandbox scan with the dual dipole magnets rotating at 30 Hz and the lead,
steel and copper pipes present 4 inches below the surface of the sand.
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3.2

Multipole Magnets

The advantage of the multipole magnets is the multiple changes in polarity around
the circumference of the magnet, ideally resulting in an increase of the applied magnetic field oscillation frequency without a need to increase the motor shaft speed.
In order to compare the signal observed by the magnetometer from the dipole and
multipole magnets, a sample was taken of each at the same motor shaft speed. The
results from this test with both shaft speeds at 9 Hz can be seen in Fig. 3.16 and
3.17, as labelled. In this test the z axis exhibits the greatest impact from the multiple
poles.

Figure 3.16: Signal sample from dipole magnet rotating at 9 Hz.
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Figure 3.17: Signal sample from 12 pole magnet rotating at 9 Hz.
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3.2.1

Initial Testing

The same initial testing methods that were used for the dipole magnets, were used
for the multipole magnet as well. The magnetometer was hung above the rotating
multipole magnet and objects were placed between the two, as seen in Fig. 3.18.

Figure 3.18: Initial testing setup for the multipole magnet with the thick aluminum plate
present.

The targets for this test were a thick aluminum plate, a thin aluminum sheet and
a thin copper sheet. These targets can be seen in Fig. 3.19. The copper sheet has the
original plastic wrapping and therefore has a white appearance.
Each were placed between the magnetic excitation source and the magnetometer
for about 10 seconds in separate data samples for two different motor frequencies,
9 and 19 Hz. These frequencies would ideally result in a magnetic field oscillation
frequencies of 6 times that of the motor shaft speed, resulting in magnetic field frequencies of 54 and 114 Hz, respectively. For each of these tests, the target is in40

Figure 3.19: From left to right: thick aluminum plate (1/4in thick), thin aluminum sheet
(1/16in thick), and thin copper sheet (1/16in thick).

troduced at 10 seconds into the sample period and removed at 20 seconds into the
sample period. The results from these tests can be seen in Fig. 3.20 - 3.25, where the
expected magnetic field frequency is in parenthesis.
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Figure 3.20: Results using 12 pole magnet as the excitation source for the thick aluminum
plate. The motor shaft frequency is as labelled and the anticipated magnetic field frequency
is in parenthesis.
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Figure 3.21: Results using 12 pole magnet as the excitation source for the thick aluminum
plate. The motor shaft frequency is as labelled and the anticipated magnetic field frequency
is in parenthesis.
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Figure 3.22: Results using 12 pole magnet as the excitation source for the thin aluminum
sheet. The motor shaft frequency is as labelled and the anticipated magnetic field frequency
is in parenthesis.
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Figure 3.23: Results using 12 pole magnet as the excitation source for the thin aluminum
sheet. The motor shaft frequency is as labelled and the anticipated magnetic field frequency
is in parenthesis.
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Figure 3.24: Results using 12 pole magnet as the excitation source for the thin copper sheet.
The motor shaft frequency is as labelled and the anticipated magnetic field frequency is in
parenthesis.
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Figure 3.25: Results using 12 pole magnet as the excitation source for the thin copper sheet.
The motor shaft frequency is as labelled and the anticipated magnetic field frequency is in
parenthesis.
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These results show the greatest impact on the magnetic field from targets was
sensed by the X and Z sensor coils for all three targets. The thick aluminum plate had
a noticeable impact for the 9 Hz motor shaft speed condition, while the two thinner
sheets exhibited a much smaller change in the magnetic field. For all three targets,
the 19 Hz motor shaft speed condition resulted in a visible amplitude decrease while
the target was present. This indicates that the magnetic field oscillation frequency of
114 Hz results in greater magnetic interaction from non-ferromagnetic metals than a
frequency of 54 Hz.

3.2.2

Sandbox Scans

Fig. 3.26 below shows the assembled system with the multipole magnets installed.
This is the same configuration as previously mentioned in the dipole magnet section.
This image illustrates the orientation of the target as the device passes over it along
a scan.
The primary materials under examination are aluminum, steel and copper. Fig. 3.27
shows these three key targets. The ends are covered on each of these pipes in order
to prevent them from filling up with sand during testing. The wall thickness of each
of these pipes varies. While this thickness has an impact on the interaction of eddy
currents, it is not common to have a steel pipe of the same wall thickness as a copper
pipe. Copper is likely to have thin walls while steel and aluminum are likely to have
a larger wall thickness, which is exhibited in these pipe samples. The steel pipe is
the same as that used in the sandbox testing for the dipole configuration, while the
aluminum and copper pipes are larger diameter pipes than previously used in this
research. Three additional targets of interest are an inert anti-personnel landmine,
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Figure 3.26: The configuration of the dual rotating multipole active magnetic sensing system.

rock of similar size to the landmine and an aluminum disc, of which can be seen in
Fig. 3.28 below.
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Figure 3.27: Pictured from left to right: a 32 mm OD steel pipe that is 530 mm long, a 50
mm OD aluminum pipe that is 305 mm long and a 50 mm OD copper pipe that is 178 mm
long.

Figure 3.28: Pictured from left to right is a 101 mm OD inert anti-personnel landmine,
a rock of undetermined make up and approximate size to the landmine and a 152 mm OD
aluminum disc with a 20 mm thickness.
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3.2.3

Results

The most successful configuration for the scans across the sandbox was found to be
with the motors spinning in opposite directions with the magnets in phase with each
other. The frequency used for inducing eddy currents in non-ferromagnetic materials
was a 35 Hz motor frequency, theoretically resulting in a magnetic field oscillation
frequency of 210 Hz. This is approaching the maximum acceptable field frequency
when sampling at 480 Hz. In order to verify that this model holds true for two
counter-rotating multipole magnets, a frequency analysis was conducted on a large
sample of magnetic data while the magnets were in motion. Because the magnets
have 12 radially alternating poles, it is expected that the oscillation frequency of
the magnetic fields is six times that of the motor rotation frequency, as shown in
Fig. 3.29. The plots were created utilizing the fast Fourier transform function in
MATLAB. The signal was smoothed using Welch’s power spectral density estimate
with a Nuttall-defined Blackman-Harris window. The peak at the desired frequency
is called out using an arrow. However, a number of lower frequency peaks can also
be visualized at multiples of the motor speed, perhaps due to slight imbalances in
the wedge magnets composing the multipole magnet. The peaks appear to follow a
non-linear system sub-harmonics trend from the motor frequency until the larger 210
Hz peak [24].
The testing methods for the sandbox are the same as described in the sandbox
testing section of the dipole magnet configuration, but with only one target present
for a given scan. Each of the targets were placed around 0.75 − 0.85 m from the
beginning of the scan and the system was translated over the top of each target with

51

Figure 3.29: Fast Fourier transform of data where both motors are spinning the multipole
magnets at 35 Hz in opposite directions. Plots for all three of the magnetometer axes have
a logarithmic y axis.

each target placed on the surface of the sand. In Fig. 3.30 below, there is no target
present in the sandbox. A general curve can be seen and this trend followed for
each scan completed. This trend is due to the proximity of some ferromagnetic lab
equipment to the sandbox. In order to flatten this curve, a background subtraction
of the lower envelope was completed in MATLAB.
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Figure 3.30: Unprocessed data from a san across the empty sandbox.

All of the following plots have had this background subtraction completed. The
trend of the oscillating signal has been removed as seen in Fig. 3.31. The following
plots show the results from the sampling in the Z axis coil. This is the direction in
which the greatest impact from all of the scan targets can be visualized as previously
determined. The red lines on each of the plots represents the location of the center
of the target along the scan. It can be seen that the oscillating magnetic field signal
experiences a decrease in amplitude as it passes over the aluminum pipe in Fig. 3.31.
In order to examine the magnetic signal being recorded, Fig. 3.32 shows a zoomed in
view at a typical location along the scan. It can be observed that the magnetic field
is indeed oscillating as predicted. However, additional oscillations can be seen within
the sine wave. These additional oscillations represent the 210 Hz frequency detected
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in previous fast Fourier transform.

Figure 3.31: Magnetic signal sensed in the Z axis for a scan over the sand box with the
aluminum pipe present.

Figure 3.32: A short-duration view of the signal being sensed during the scan with the
aluminum pipe present.
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In order to analyze changes in the magnetic field, a peak based envelope averaged
over every 630 samples was calculated in MATLAB. This sample averaging value was
chosen because it is three times the expected oscillation frequency. The blue lines in
Fig 3.33-3.35 below represent this mentioned envelope. It is evident that the presence
of steel provides a drastically different interaction with the applied magnetic field
than that of the aluminum and copper. The presence of steel results in a change in
the average value for which the magnetic field is oscillating about. The aluminum
and copper create a slight decrease in the amplitude of the magnetic field, indicating
that these materials create a magnetic field of their own that opposes the applied
magnetic field.

Figure 3.33: Scan over the sand box with the steel pipe present.
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Figure 3.34: Scan over the sand box with the aluminum pipe present.

Figure 3.35: Scan over the sand box with the copper pipe present.
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The same procedure was followed for comparing the landmine, rock and aluminum
disc. The red line indicates the location of the center of the target. These results
can be seen in Fig. 3.36 - 3.38. The plots indicate that the larger thickness of this
aluminum disc may contribute to a stronger opposing magnetic field present in the
aluminum disc than that of the aluminum pipe previously examined. It can also be
observed that the landmine has a similar influence as that of the steel pipe, where
the upper and lower envelopes are identical, rather than mirrors of each other as seen
in the aluminum plot. This is likely due to a small steel spring that is located on
the exterior of the landmine. The rock exhibits no detectable influence on the sensed
magnetic field.

Figure 3.36: Scan over the sand box with the anti-personnel landmine present.
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Figure 3.37: Scan over the sand box with the rock present.

Figure 3.38: Scan over the sand box with the aluminum disc present.
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Chapter 4
Machine Learning
In the early stages of testing where the dipole magnets were being used as the
excitation source, only the steel pipe had a visible impact on the sensed magnetic field.
That being said, there may be a more subtle signature present that is not inherently
obvious through initial inspection. One method used to further analyze the data for
differences between the materials scanned is to use a neural network. It is important to
note that the goal of these methods was to differentiate between a scan with no pipe,
and a scan with the lead pipe present as no difference was obviously visible. These
methods were not able to be tested on the multipole magnet configuration due to
a campus-wide laboratory shutdown making data collection unattainable. However,
these methods were applied to differentiating between the dipole magnet scans with
the lead pipe present and scans with the steel pipe present, as this data had previously
been collected.
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4.1

Data Collection

Training and testing a neural network requires a large data set. For this particular
case, the data set needed to be diverse in pipe location and orientation in order to
prevent the algorithm from identifying the location of the feature as a signature to
that material. In order to build this data set, 100 scans over the sandbox were
completed with the pipe at four different locations along the scan and at five different
orientations at each location. This layout can be visualized in Fig. 4.1 below. Each
color represents a different location for the pipe. Each scan was completed with just
one pipe present at one of those locations and five scans were completed for each
orientation. This resulted in a total of 100 scans and was completed for both the
lead and the steel pipe used in the dipole sandbox testing section. The dotted lines
represent the different orientations of the pipes.

Figure 4.1: Layout of the machine learning data collection methods.
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While the data were being collected, MATLAB was used to write the lower envelope of each scan to a CSV file. Each row in the file was the data points for the lower
envelope of the Z axis data that was collected. Each envelope was consisted of 4700
data points and a single column was added on to the end of the data set where a value
was placed to indicate the material of the pipe present in the scan. The result of this
was a CSV file with 200 rows and 4701 columns. Fig. 4.2 shows the lower envelope
from a scan with the steel pipe present and a scan with the lead pipe present.

Figure 4.2: Example data from collected data set showing results for scans with the steel
pipe present and with the lead pipe present.

From this example, it can be seen that the average value of the two scans is
different. This occurrence is likely due to the fact that the cart that was placed next
to the sandbox for the data collection was moved every time the pipe position was
changed, resulting in a slightly changing ambient magnetic field. This means that
many of the scans have a different average value from each other that has no relation
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to the presence of different targets, which would have an unfavorable impact on the
training of a neural network. Two methods to combat this variation between samples
would be subtracting each scans average value from itself, or calculating a rate of
change between each data point along the envelope.
Calculating the rate of change between each data point may also help to isolate
any features along the scan. Because of this benefit, the rate of change between
each data point was taken and the results of this manipulation to the same data as
previously plotted can be found below in Fig. 4.3.

Figure 4.3: Example data from collected data set showing results for scans with the steel
pipe present and with the lead pipe present after the rate of change between each data point
was calculated.

This method exaggerates the feature created by the steel pipe and brings the two
scans to the same average value of zero. The two scans are now more easily
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comparable with limited factors of difference other than the obvious feature that the
steel pipe exhibits.

4.2

Techniques

The machine learning program was developed in Python using the TensorFlow
library. Supervised learning was implemented, meaning that, as previously stated,
the classification of each data sample is included to group the scans together during
training. The neural network built was a multilayer perceptron with four hidden
layers. It was specified that the algorithm uses 80% of the data to train the neural
network and 20% of the data to test the neural network. The structure of this neural
network is composed of inputs, the hidden layers and the outputs, each with a specified
number of neurons. The general structure can be seen below in Fig. 4.4.

Figure 4.4: General structure of a perceptron model [25].

The model used in this application had 60 neurons in each hidden layer. The
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number of neurons was mostly based on trial and error due to a lack of quantitative
methods for selection [26]. The previously mentioned data set was then fed into the
algorithm which builds and trains a model.

4.3

Results

The model was given 1000 training epochs and the training history can be seen
in Fig. 4.5. The final training accuracy was 95%.

Figure 4.5: Training history of multilayer perceptron model.

Once trained, the model uses separate data that were not used in training to test
the accuracy. This total testing set contains 40 samples and 10 of which can be seen
in Fig. 4.6. This sample shows that the prediction for each of the selected samples is
the same as the actual classification.
These results indicate that the model was successfully trained and can differentiate
between a scan with a steel pipe present and a lead pipe present. The next step was to
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Figure 4.6: Sample of the neural network model testing results.

determine whether this algorithm could determine the difference between a scan with
a lead pipe present and a scan with no pipe present. The data for the no pipe condition
was collected to reach a total of 100 scans to match that of the lead pipe scan data.
When this data was fed into the machine learning algorithm, the training accuracy
could not increase higher than 50%, indicating failure to differentiate between the two
scan conditions. This also shows that there was likely no impact on the magnetic field
as a result of the lead pipe that the magnetometer could detect. As previously stated,
further testing was unable to be completed with this method of machine learning.

65

Chapter 5
Simulations

5.1

Problem Setup

In order to further understand and verify the experimental results seen in this
work, simulations of similar properties were completed. COMSOL Multiphysics was
used because of its proven ability to capture the effects of eddy currents in solid
materials [27]. COMSOL Multiphysics has also shown to be effective in modeling eddy
currents for nondestructive evaluation applications [28]. For computational efficiency,
the magnetic excitation source is represented as a coil rather than rotating magnets.
Because dual rotating magnets were used in testing, dual coil sources were used in
the simulation. The coils also act as sensors as they are translated across multiple
pipes. Table 5.1 below shows the dimensions of the pipes used. These dimensions
were derived from the smaller diameter pipes previously used experimentally.
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Diameter (mm)
Length (mm)
Wall Thickness (mm)

Copper
31.75
120
1.6

Steel
31.75
120
3.18

Lead
31.75
120
6.35

Aluminum
31.75
120
3.18

Table 5.1: Dimensions of the pipes used in the simulation.

The exact material composition of the pipes used experimentally is unknown.
Because of this, general properties for the given materials were used. The material
properties required by the software to capture the physics of the problem are the
relative permeability, electrical conductivity and relative permittivity. The values for
these properties can be found in Table 5.2.
Copper
Relative Permeability
.999994
Electrical Conductivity (S/m) 5.998e7
Relative Permittivity
1

Steel
Lead Aluminum
80
.999983
1.000022
.4032e7 .455e7
3.774e7
1
1
1

Table 5.2: Essential material property values used for each material [18] [29].

It is worth noting that the electrical conductivity of both the steel and the lead
is roughly a factor of ten less than that of the aluminum and copper. The electrical
conductivity may have an impact on the circulation of eddy currents within the
material. A greater electrical conductivity allows for less restricted flow of current.
The geometric setup of the problem can be seen in Fig. 5.1. The large rectangular
prism represents the domain of the problem and is 600 mm by 300 mm by 300 mm.
The four pipes with varying dimensions can be seen with their material label above
them. Also present in the problem setup are the coils, represented by vertical hollow
cylinders. The coils are placed 60 mm apart. The pipes are oriented along the y-axis
and spaced out from one another along the x-axis by 100 mm. The coils are placed
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5 mm above the surface of the pipes and are evenly spaced from the center of the
length of all of the pipes. The initial x location of the coil is −250 mm.

Figure 5.1: Geometric setup of the simulation with each pipe material called out above the
pipe.

In order to make the coil as similar to the permanent magnet source as possible, the
magnetic flux of each wedge of the multipole magnet was calculated. The magnetic
flux density at a selected distance from a face of a cube permanent magnet can be
calculated using Equation 5.1 [30].
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In the above equation, W represents the width of the cube, L represents the length
68

of the cube, D is the thickness of the cube, z is the distance from a face of the magnet
and Br is the remanence field of the permanent magnet material. These variables
can be identified on the the cube in Fig. 5.2.

Figure 5.2: Dimensions of a cube needed to calculate the magnetic flux density.

Because the wedge magnets are not cubic and have a varying length, L, along its
thickness, D, the average of the large and small lengths were used as the length in
the calculation. This average resulted in a value of 4.84 mm. The thickness of the
magnet is the difference between the radius of the outside of the ring assembly and
the interior radius of the ring assembly, or 6.5 mm. The width of the cube is the
length of the ring magnet assembly, or 14 mm. The remanence of Neodymium 50H is
1.4 Tesla [31]. The distance from the surface of the magnet was set to 1 mm. This is
because the calculation for the magnetic flux density of a coil is for the center of the
coil, meaning that the magnetic flux density very close to the surface of the magnet
69

is desired. The resulting magnetic flux density from one of the wedge magnets that
composed the multipole magnet is 0.5675 Tesla.
The magnetic flux resulting from a multiturn coil with a current flowing through
it was found using

B = µnI,

(5.2)

µ = kµ0

(5.3)

N
.
L

(5.4)

where

and

n=

In the above equations, I is the current in Amperes, k is the relative permeability
T
m, N is the number of turns and
of the core, µ0 is a constant equal to 4π ∗ 10−7 A

L is the length of the coil [32]. In this case, the core of the coil is air, which has a
relative permeability of one. The length of the coil was set to 10 mm and the number
of turns to 4000. This leaves the current in the coil as the variable to be tuned in
order to match the magnetic flux of the permanent magnet, resulting in a current of
1.13 Amps.
The magnetic fields physics interface in COMSOL was used for the configuration of
this problem. The domain was meshed with 43637 free tetrahedral domain elements.
The study steps used were a parametric sweep, coil geometry analysis and a frequency
domain step. The parametric sweep mimicked translating the coil without adding
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the need for a computationally intense time dependent study step. In this parametric
sweep, a static solution is found for each of the specified coil locations. The coil
locations begin at the initial condition previously described and change by 5 mm in
the positive x direction. Thus creating a solution for every 5 mm along the path of
the coils.
The coil geometry analysis is included in order for the software to recognize the
solid object as a multiturn coil. The frequency domain study step solves for a steady
state static solution at a given input frequency of the coil. Using this configuration,
multiple frequencies can be solved for along the entire path of the coil without a
substantial increase in computation time.

5.2

Results

In order to visualize the results from this simulation, the total magnetic energy
in each coil is plotted for each location and frequency. These results can be seen in
Fig. 5.3. Due to the symmetry of the problem, the two coils exhibit the same results.
These results show that the steel has a unique impact on the total magnetic
energy when compared to the non-ferromagnetic metals. The copper and aluminum
introduce a very similar impact on the total magnet energy as they both cause a
decrease in the total magnetic energy. The lead has this same impact, but to a much
smaller degree. The lead has nearly no visible impact on the magnetic energy when
the applied frequency is 100 Hz, but its impact grows as the frequency increases. The
aluminum and copper pipes also have a greater impact on the magnetic energy as the
applied frequency increases. The amplitude of the magnetic energy peak resulting
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Figure 5.3: Total magnetic energy of the coils at locations along the domains. The red lines
represent the pipe edge locations.

from the steel pipe decreases as the applied frequency increases as well.
The main differences between the lead and the aluminum and copper pipes is
electrical conductivity and wall thickness. The aluminum and copper have a similar
electrical conductivity and the copper has a smaller wall thickness than the aluminum.
The lead pipe has an electrical conductivity of roughly a factor of ten less than the
aluminum and copper. This may be the cause for the different caliber of impact on
the total magnetic energy.
The results from this investigation agree with the experimental results. The steel
pipe induces an increase in the total magnetic energy and the non-ferromagnetic
metals induce a decrease in the total magnetic energy. In the experiments, the lead
pipe was not successfully detected during testing. The simulation results indicate
that this may be due to an excitation source frequency that is not high enough to
induce a detectable change in the magnetic field. The wall thickness of the lead pipe
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as compared to the other materials may also contribute to the different magnetic
behavior. The results of this simulation indicate promise for the possibility of nondestructive material differentiation through active magnetic sensing.
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Chapter 6
Conclusions and Future Work

6.1

Experimental Results

The results indicate that eddy currents can be induced in a conductive metal
through the use of rotating permanent multipole magnets. Non-ferromagnetic metals
have been successfully detected using a magnetic sensing device due to the opposing
magnetic field generated by eddy currents. A compact geomagnetic magnetometer
was successfully used for the detection of eddy currents in conductive materials. Multipole permanent magnets were also a successful method for increasing the frequency
of oscillating magnetic fields without introducing high speed motors or large power
intensive coils. However, the frequency of the motor and sub-multiples of this frequency were also detected during testing. This is likely a result of slight asymmetries
of each individual wedge magnet.
The interaction of ferromagnetic materials and the oscillating magnetic field produced a distinct feature in which the average value of the magnetic field present
is changed, whereas the non-ferromagnetic materials exhibited an amplitude change
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about the same axis of oscillation. Copper and aluminum pipes were visibly detected,
but lead pipes were not successfully detected. The aluminum and copper pipes that
were detected in sandbox scans were roughly twice the diameter of that of the lead
pipe available for testing. The inert landmine could also clearly be differentiated from
a rock, as the rock has no magnetic influence.

6.2

Machine Learning Application

Data recorded using the dual rotating dipole active magnetic sensing system was
used to train a neural network to distinguish between a scan with a steel pipe present
and a scan with a lead pipe present. Though these two types of scans could be
visually differentiated by a user, the concept is to make the differentiation of materials
a process in which a highly trained professional would not be needed. The algorithm
was able to train itself using the data recorded in the sandbox test bed and result in a
95% training accuracy, proving successful for determining between a scan with a lead
pipe present and a scan with a steel pipe present. This algorithm proved ineffective
when applied to data containing scans with the lead pipe present and with no pipe
present as it was unable to differentiate between the two scan conditions. This work
was unable to be expanded to the dual multipole active magnetic sensing system and
further targets due to a campus-wide laboratory closures preventing the collection of
the required data set.
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6.3

Computational Results

In order to verify the results found experimentally, COMSOL Multiphysics was
used to simulate a similar physical problem. This enabled higher frequency examination than that of the active magnetic sensing system due to magnetometer sampling
capabilities. Two coils used both as the excitation source and as the sensors were
translated across copper, steel, lead and aluminum pipes. The copper, aluminum and
lead pipes all induced a decrease in total magnetic energy within the coils, though
each to a different magnitude. These materials also exhibited a larger impact on the
magnetic energy as the frequency increased from 100 Hz to 400 Hz. The steel pipe
resulted in an increase in total magnetic energy. The magnitude of the impact on
the magnetic field for non-ferromagnetic metals appear to rely on material geometry,
material properties and frequency of the applied magnetic field. The results from
this investigation agree with the experimental results as lead pipes were not detected
experimentally and the lead pipe had very little detectable impact on the magnetic
field at 200 Hz and even less at 100 Hz.

6.4

Future Work

Future work regarding the dual rotating permanent magnet active magnetic sensing system is as follows:
• Investigation into higher frequency of applied magnetic field and magnetic field
sampling
• Larger multipole permanent magnets with great magnetic flux density
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• Compare objects of same geometry but differing material in the sandbox
• Apply machine learning to aluminum, copper and lead for the multipole magnet
system
• Investigate other machine learning techniques including the use of raw data and
not the envelope data
• Develop a practical active magnetic sensing system for field testing
• Use soft magnetic stators to act as magnetic antennas that project high frequency dipole fields that project from rotating multipole magnets
While subsurface sensing was not completed for the dual rotating multipole system, it showed promise for distinguishing between different materials through nondestructive examination. The motors used are capable of rotating at up to 80 Hz
and could theoretically create an oscillating magnetic field in the range of 480 Hz
when using the 12 pole magnets. In order to do this, a new magnetometer would
need to be used that is capable of sampling at frequencies greater than 1 kHz. The
computational results indicate that this may result in the ability to detect the presence of a lead pipe. Magnets with a greater magnetic flux density would likely enable
subsurface testing at greater depths.
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Appendix A
Data Processing Code
All data collected using the magnetomter was processed and manipulated using
MATLAB. The RealTerm software used for data collection writes the data to a text
file with commas separating X, Y and Z axis data on each row. Because of this comma
separation, the ’readtable’ function can be used to read the data into MATLAB. The
following code contains arbitrary file names and values that may be changed depending on the data being examined, but it shows the structure of the data processing
used. The following sections of code also show methods for calculation and plotting of
the Fast Fourier Transform, as well as the recorded time domain data. The second set
of code included outlines the process for compiling data to one document for machine
learning.
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%% Raw data processing, FFT calculation, plotting the data
clc
clear all
% Import files under different names
file1 = 'Aluminum-35Hz.txt';
% Format the file and read it as a table (csv)
opts = detectImportOptions(file1);
opts = setvartype(opts, {'Var1','Var2',}, 'double');
filename = readtable(file1,opts);
% Trim beginning and end of files
filename(1,:) = [];
filename(end, :) = [];
%
t
X
Y
Z

Assign X,Y and Z variables to columns
= linspace(1, height(filename), height(filename));
= table2array(filename(:,1));
= table2array(filename(:,2));
= table2array(filename(:,3));

%% Fast Fourier Transform Plots
% Perform FFT
X_f = fft(X);
Y_f = fft(Y);
Z_f = fft(Z);
L = length(X_f);
Fs = 480; % Hz
% Account for non-real aspects of frequency domain data
P2_x = abs(X_f);
P1_x = P2_x(1:L/2+1);
P1_x(2:end-1) = 2*P1_x(2:end-1);
P2_y = abs(Y_f);
P1_y = P2_y(1:L/2+1);
P1_y(2:end-1) = 2*P1_y(2:end-1);
P2_z = abs(Z_f);
P1_z = P2_z(1:L/2+1);
P1_z(2:end-1) = 2*P1_z(2:end-1);
F = linspace(0,Fs/2,length(P1_x));
% Implement Pwelch
NFFT = 1024;
[P1x,F] = pwelch(X,nuttallwin(NFFT),0,NFFT,Fs,'power');
[P1y,F] = pwelch(Y,nuttallwin(NFFT),0,NFFT,Fs,'power');
[P1z,F] = pwelch(Z,nuttallwin(NFFT),0,NFFT,Fs,'power');
%Plot outputs of Pwelch
figure
subplot(2,2,1)
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semilogy(F,P1x); %Plots x values
text(210,.05554,'\leftarrow 210Hz')
xlabel('Frequency (Hz)','fontsize',16);
ylabel('Spectral Amplitude','fontsize',16);
title('X AXIS','fontsize',16);
subplot(2,2,2)
semilogy(F,P1y); %Plots y values
text(210,1.653,'\leftarrow 210Hz')
xlabel('Frequency (Hz)','fontsize',16);
ylabel('Spectral Amplitude','fontsize',16);
title('Y AXIS','fontsize',16);
subplot(2,2,3)
semilogy(F,P1z); %Plots z values
text(210,.1324,'\leftarrow 210Hz')
xlabel('Frequency (Hz)','fontsize',16);
ylabel('Spectral Amplitude','fontsize',16);
title('Z AXIS','fontsize',16);
%% Time Domain Plots of Data
% Creat the distance for the x-axis of the plots
dist = linspace(0,46,length(X));
dist = dist*2.54;
env = 2000; % Envelope value
% Plot all three axis on one figure
figure
subplot(2,2,1)
[upx,lox] = envelope(X,env,'peak');
X = X - lox;
plot(dist,X,[78 78],[-2 4])
title('X Axis')
xlabel('Distance (cm)')
ylabel('Magnitude (\muT)')
subplot(2,2,2)
[upy,loy] = envelope(Y,env,'peak');
Y = Y - loy;
plot(dist,Y,[78 78],[-1 11])
title('Y Axis')
xlabel('Distance (cm)')
ylabel('Magnitude (\muT)')
subplot(2,2,3)
[upz,loz] = envelope(Z,env,'peak');
Z = Z -loz;
plot(dist,Z,[78 78],[-2 6])
title('Z Axis')
xlabel('Distance (cm)')
ylabel('Magnitude (\muT)')
% Plot the z axis on its on figure
figure
[upz2,loz2] = envelope(Z,420,'peak');
plot(dist,loz2,dist,upz2, 'Color',[0 .4470 .7410],'LineWidth',2)
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hold on
% Plot the line indicating pipe location
plot([.755 .755],[-1 7],'LineWidth',2,'Color',[.9 .080 .1])
grid on
title('Copper Pipe','fontsize',16)
xlabel('Distance (m)','fontsize',16)
ylabel('Magnitude (\muT)','fontsize',16)
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%% Process recorded data and write it to a .csv file for machine
learning
clc
clear all
x = 'FileName.txt';
% Read the text file into a table
opts = detectImportOptions(x);
opts = setvartype(opts, {'Var1','Var2',}, 'double');
filename = readtable(x,opts);
% Trim the first and last row of the file to clean it up
filename(1,:) = [];
filename(end, :) = [];
% Set the length that the data will be cut to
min_length = 4700;
filename = filename(1:min_length,1:3);
%
X
Y
Z

Assign variables to columns
= table2array(filename(:,1));
= table2array(filename(:,2));
= table2array(filename(:,3));

% Gather the envelope of the data
env_average = 150;
[upx,lox] = envelope(X,env_average,'peak');
% Prompt for the material used in the scan
mat = input("Enter material: (0 for steel or 1 for lead) " );
%mat = 0;
%mat =1;
% Append the material designation to the end of the array
lox(end+1,:) = mat;
% Make the array horizontal
lox = lox';
% Write this data to a csv file
dlmwrite('SteelLeadNothing.csv',lox,'delimiter',',','-append');
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Appendix B
Magnetometer Controller Code
The following code consists of three files, a main file, and two supporting files.
This code was adapted from open source code supplied by PNI [33]. The major
changes made to this code can be found highlighted in the main file. All code is C++
and was compiled using Mbed, the online compiler.
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/* This is the main file which calls upon two supporting files.
Most of the changes to the code were made in this file. */
#include "mbed.h"
#include "Rm3100.hpp"
int main(void)
{
Serial pc(USBTX, USBRX);
pc.baud(921600); /* Updated in order to accomodate faster sampling*/
printf("### Hello RM3100 ###\r\n");
int addr = ((Rm3100::RM3100_ADDR | Rm3100::RM3100_ADDR_SSN) << 1);
struct Rm3100::Status status = { 0 };
struct Rm3100::Sample sample = { 0 };
Rm3100 sensor(I2C_SDA, I2C_SCL, addr);
sensor.Begin();
osDelay(1);
sensor.SetCycleCounts(50); /* Needs to be 50 achieve max sampling*/
osDelay(1);
sensor.SetRate(350.0f);
osDelay(1);
sensor.SetContinuousMeasurementMode(true);
osDelay(1);
while (true) {
sensor.GetStatus(&status);
if (status.drdy) {
sensor.GetSample(&sample);
printf("%f, %f, %f\r\n", sample.x, sample.y, sample.z);
}
osDelay(1);
}
}
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#ifndef RM3100_HPP
#define RM3100_HPP
#include <stdint.h>
#include "mbed.h"
/**

*

An interface for the RM3100 3-axis magnetometer from PNI Sensor Corp.

*

*
*
*

@code
#include "mbed.h"
#include "Rm3100.hpp"

*

*
*
*
*

int main(void)
{
Serial pc(USBTX, USBRX);
pc.baud(115200);

*

*

printf("### Hello RM3100 ###\r\n");

*

*
*
*

int addr = ((Rm3100::RM3100_ADDR | Rm3100::RM3100_ADDR_SSN) << 1);
struct Rm3100::Status status = { 0 };
struct Rm3100::Sample sample = { 0 };

*

*

Rm3100 sensor(I2C_SDA, I2C_SCL, addr);

*

*
*

sensor.Begin();
osDelay(1);

*

*
*

sensor.SetCycleCounts(200);
osDelay(1);

*

*
*

sensor.SetRate(100.0f);
osDelay(1);

*

*
*

sensor.SetContinuousMeasurementMode(true);
osDelay(1);

*

*
*
*
*
*
*
*
*
*

while (true) {
sensor.GetStatus(&status);
if (status.drdy) {
sensor.GetSample(&sample);
printf("x: %f, y: %f, z: %f\r\n", sample.x, sample.y, sample.z);
osDelay(10);
}
}
@endcode */ class Rm3100

{ public:
enum
ReturnCode
{
RM3100_RET
_EIO = 22,
RM3100_RET_ENODEV = -19,
RM3100_RET_EINVAL = -5,
RM3100_RET_OK = 0,
};
enum I2CAddress {
RM3100_ADDR_SA0 = 0x01, // address bit 0
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*

}

RM3100_ADDR_SA1 = 0x02, // address bit 1
RM3100_ADDR_MASK = 0x03,
RM3100_ADDR =
0x20, // 7-bit base address
RM3100_ADDR_SSN = RM3100_ADDR_SA0, // SSN high = address bit 0
RM3100_ADDR_SO = RM3100_ADDR_SA1, // SO high = address bit 1
};
enum Register {
RM3100_REG_POLL =
0x00, // polls for a single measurement
RM3100_REG_CMM =
0x01, // initiates continuous measurement mode
RM3100_REG_CCX =
0x04, // cycle counts -- X axis
RM3100_REG_CCY =
0x06, // cycle counts -- Y axis
RM3100_REG_CCZ =
0x08, // cycle counts -- Z axis
RM3100_REG_TMRC =
0x0B, // sets continuous mode data rate
RM3100_REG_MX =
0x24, // measurement results -- X axis
RM3100_REG_MY =
0x27, // measurement results -- Y axis
RM3100_REG_MZ =
0x2A, // measurement results -- Z axis
RM3100_REG_BIST =
0x33, // built-in self test
RM3100_REG_STATUS = 0x34, //
status of DRDY
RM3100_REG_HSHAKE = 0x35, // handshake register
RM3100_REG_REVID = 0x36, // MagI2C revision identification
};
struct SingleMeasurementMode {
uint8_t res0:4;
uint8_t pmx:1;
uint8_t pmy:1;
uint8_t pmz:1;
uint8_t res7:1;
};
enum DataReadyMode {
RM3100_DRDM_RES0 =
0x00, // reserved
RM3100_DRDM_ANY_AXES = 0x01, // drdy on measurement complete on any axis
RM3100_DRDM_ALL_AXES = 0x02, // drdy on measurement complete on all axes
RM3100_DRDM_MASK =
0x03,
};
struct ContinuousMeasurementMode {
uint8_t start:1;
// continuous measurement mode enabled
uint8_t res1:1;
uint8_t drdm:2;
// data ready mode
uint8_t cmx:1;
// X axis measurement enabled in CMM
uint8_t cmy:1;
//
Y axis measurement enabled in CMM
uint8_t cmz:1;
// Z axis measurement enabled in
CMM
uint8_t res7:1;
};
struct CycleCounts
{
uint16_t x;
uint16_t y;
uint16_t z;
};
enum ContinuousMeasurementModeUpdateRate {
RM3100_CMM_RATE_600_0_HZ = 0x02, //
~600 Hz
RM3100_CMM_RATE_300_0_HZ = 0x03, //
~300 Hz
RM3100_CMM_RATE_150_0_HZ = 0x04, //
~150 Hz
RM3100_CMM_RATE_75_0_HZ = 0x05, //
~75 Hz
RM3100_CMM_RATE_37_0_HZ = 0x06, //
~37 Hz
RM3100_CMM_RATE_18_0_HZ = 0x07, //
~18 Hz
RM3100_CMM_RATE_9_0_HZ =
0x08, //
~9 Hz
RM3100_CMM_RATE_4_5_HZ =
0x09, //
~4.5 Hz
RM3100_CMM_RATE_2_3_HZ =
0x0A, //
~2.3 Hz
RM3100_CMM_RATE_1_2_HZ =
0x0B, //
~1.2 Hz
RM3100_CMM_RATE_0_6_HZ =
0x0C, //
~0.6 Hz
RM3100_CMM_RATE_0_3_HZ =
0x0D, //
~0.3 Hz
RM3100_CMM_RATE_0_015_HZ = 0x0E, // ~0.015 Hz
RM3100_CMM_RATE_0_075_HZ = 0x0F, // ~0.075 Hz
RM3100_CMM_RATE_MASK = RM3100_CMM_RATE_0_075_HZ,
RM3100_CMM_RATE_MSB =
0x90,
};
enum StatusFlag {
RM3100_STATUS_FLAG_DRDY = (1 << 7),
};
struct Status {
uint8_t res0:7;
uint8_t drdy:1;
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};
struct Measurement
{
int32_t x;
int32_t y;
int32_t z;
};
struct Sample
{
float x;
float y;
float z;
};
struct MeasurementScale {
float x;
float y;
float z;
MeasurementScale(float _x, float _y, float _z) : x(_x), y(_y), z(_z) {}
};
enum SelfTestCount {
RM3100_SELF_TEST_COUNT_1 = 0x01, // 1 LR periods
RM3100_SELF_TEST_COUNT_2 = 0x02, // 2 LR periods
RM3100_SELF_TEST_COUNT_4 = 0x03, // 4 LR periods
RM3100_SELF_TEST_COUNT_MASK = RM3100_SELF_TEST_COUNT_4,
};
enum SelfTestTimeout {
RM3100_SELF_TEST_TIMEOUT_30_US = 0x01, // 1 cycle -- 30 Âµs
RM3100_SELF_TEST_TIMEOUT_60_US = 0x02, // 2 cycles -- 60 Âµs
RM3100_SELF_TEST_TIMEOUT_120_US = 0x03, // 4 cycles -- 120 Âµs
RM3100_SELF_TEST_TIMEOUT_MASK = RM3100_SELF_TEST_TIMEOUT_120_US,
};
struct SelfTestConfig {
uint8_t bp:2; // test count (LR periods)
uint8_t bw:2; //
timeout (sleep oscillation cycles)
uint8_t xok:1; // X result -- 0 =
error, 1 = ok
uint8_t yok:1; // Y result -- 0 = error, 1 = ok
uint8_t zok:1; // Z result -- 0 = error, 1 = ok
uint8_t ste:1; // self test enable -- 0 = disable, 1 = enable
};
struct HandShakeConfig {
uint8_t drc0:1; // clear drdy on any register write
uint8_t
drc1:1; // clear drdy on measurement read
uint8_t res2:1; // 0
uint8_t res3:1; // 1
uint8_t nack0:1; // 1 when undef register write
uint8_t nack1:1; // 1 when
write SMM when CMM or visa versa
uint8_t nack2:1; // 1 when measurement read
before data ready
};
static const uint8_t RM3100_REVID = 0x22;

*
*
*
*

/**
Creates a new instance attached to the specified I2C pins and address
*
@param sda I2C data pin
@param scl I2C clock pin
@param addr 8-bit I2C address
*/
Rm3100(PinName sda, PinName scl, uint8_t addr);
virtual ~Rm3100();

/**
Checks hardware id and sets the data scale
*
* @return 0 on success
*/
int
Begin(void);

*

*
*
*

/**
Gets the current single measurement mode config
*
@param smm pointer to read config into
@return 0 on success
*/
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int GetSingleMeasurementMode(struct SingleMeasurementMode *smm);

*
*
*

*
*
*
*
*

/**
Sets the current single measurement mode config
*
@param smm pointer to write config from
@return 0 on success
*/
int SetSingleMeasurementMode(struct SingleMeasurementMode *smm);
/**
Sets the current single measurement mode config
*
@param x enable measurement on X axis
@param y enable measurement on Y axis
@param z enable measurement on Z axis
@return 0 on success
*/
int SetSingleMeasurementMode(bool x, bool y, bool z);

/**
Gets the current continuous measurement mode config
*
* @param cmm pointer to read config into
* @return 0 on success
*/
int GetContinuousMeasurementMode(struct ContinuousMeasurementMode
*cmm);

*

/**
Sets the current continuous measurement mode config
*
* @param cmm pointer to write config from
* @return 0 on success
*/
int SetContinuousMeasurementMode(struct ContinuousMeasurementMode
*cmm);

*

/**
Sets the current continuous measurement mode config
*
* @param enabled enable CMM -- true = enabled, false = disabled * @param drdm data ready mode
* @param x enable measurement on X axis
* @param y enable measurement on Y axis
* @param z enable measurement on Z axis
* @return 0 on success
*/
int SetContinuousMeasurementMode(bool enabled, uint8_t drdm, bool x,
bool y, bool z);

*

*
*
*

*

/**
Sets the current continuous measurement mode config
*
@param enabled enable CMM -- true = enabled on all axes, false = disabled
@return 0 on success
*/
int SetContinuousMeasurementMode(bool enabled);
/**
Gets the current cycle counts
*
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*
*

*
*
*

*
*
*
*
*

*
*
*
*

*
*
*

*
*
*

*
*
*

*
*

@param cc pointer to read into
@return 0 on success
*/
int GetCycleCounts(struct CycleCounts *cc);
/**
Sets the current cycle counts
*
@param cc pointer to write from
@return 0 on success
*/
int SetCycleCounts(struct CycleCounts *cc);
/*
Sets the current cycle counts (x, y, z)
*
@param x cycle counts for X axis
@param y cycle counts for Y axis
@param z cycle counts for Z axis
@return 0 on success
*/
int SetCycleCounts(uint16_t x, uint16_t y, uint16_t z);
/*
Sets the current cycle counts (x = y, z)
*
@param xy cycle counts for X and Y axes
@param z cycle counts for Z axis
@return 0 on success
*/
int SetCycleCounts(uint16_t xy, uint16_t z);
/*
Sets the current cycle counts (x = y = z)
*
@param xyz cycle counts for all axes
@return 0 on success
*/
int SetCycleCounts(uint16_t xyz);
/**
Updates the measurement scale based on the given cycle counts
*
@param cc pointer to cycle counts
@return 0 on success
*/
void UpdateMeasurementScale(struct CycleCounts *cc);
/**
Gets the continuous mode update rate
*
@param tmrc pointer to read into
@return 0 on success
*/
int GetContinuousMeasurementModeUpdateRate(uint8_t *tmrc);
/**
Sets the continuous mode update rate (TMRC)
*
@param tmrc rate to set according to TMRC table
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*

*
*
*

*
*
*

*
*
*

*
*
*

*
*
*

*
*
*

*
*
*
*

@return 0 on success
*/
int SetContinuousMeasurementModeUpdateRate(uint8_t tmrc);
/**
Sets the contiunous mode update rate (Hz)
*
@param rate rate to set in Hz
@return 0 on success
*/
int SetRate(float rate);
/**
Gets the current status
*
@param status pointer to read into
@return 0 on success
*/
int GetStatus(struct Status *status);
/**
Gets the current measurement data (24-bit signed)
*
@param m pointer to read into
@return 0 on success
*/
int GetMeasurement(struct Measurement *m);
/**
Gets the current measurement sample (scale to ÂµT)
*
@param s pointer to read into
@return 0 on success
*/
int GetSample(struct Sample *s);
/**
Gets the current self-test config/result
*
@param cfg pointer to read into
@return 0 on success
*/
int GetSelfTestConfig(struct SelfTestConfig *cfg);
/**
Sets the current self-test config
*
@param cfg pointer to write from
@return 0 on success
*/
int SetSelfTestConfig(struct SelfTestConfig *cfg);
/**
Sets the current self-test config
*
@param count LR periods
@param timeout sleep oscillation cycles
@return 0 on success
*/
int SetSelfTestConfig(uint8_t count, uint8_t timeout, bool enabled);
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*
*
*
*
*

*
*

*
*
*

*
*
*

*
*
*

/**
Performs a self-test, returning result
*
@param count LR periods
@param timeout sleep oscillation cycles
@param result pointer to read result into
@return 0 on success
*/
int PerformSelfTest(uint8_t count, uint8_t timeout,
struct SelfTestConfig *result);
/**
Clears the self-test config
*
@return 0 on success
*/
int ClearSelfTest();
/**
Gets the current handshake config
*
@param cfg pointer to read into
@return 0 on success
*/
int GetHandShakeConfig(struct HandShakeConfig *cfg);
/**
Sets the current handshake config
*
@param cfg pointer to write from
@return 0 on success
*/
int SetHandShakeConfig(struct HandShakeConfig *cfg);
/**
Sets the current data ready config
*
@param on_write 1 = drdy cleared on any register write
* @param on_read_measurement 1 =
drdy cleared on measurement register read
@return 0 on success
*/
int SetDrdyClearConfig(bool on_write, bool on_read_measurement);

/**
Gets the current hardware revision
*
* @param rev pointer to read into
* @return 0 on success
*/
int GetHardwareRevision(uint8_t *rev);
private:
I2C _i2c;
uint8_t _addr;
struct MeasurementScale _scale;
int
_sample_delay_ms;
int Read(uint8_t reg, uint8_t *buffer, uint8_t count);
reg, uint8_t *buffer, uint8_t count);
};

*

#endif /* RM3100_HPP */
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int Write(uint8_t

#include <stdint.h>
#include "Rm3100.hpp"
Rm3100::Rm3100(PinName sda, PinName scl, uint8_t addr)
: _i2c(sda, scl), _addr(addr), _scale(1.0f, 1.0f, 1.0f),
_sample_delay_ms(1) {}
Rm3100::~Rm3100() {}
int Rm3100::Begin(void)
{
uint8_t revid = 0x00;
struct CycleCounts cc = { 0 };
int ret;
// get hardware revision and validate
ret = GetHardwareRevision(&revid);
if
(ret) {
return ret;
}
if (revid !=
RM3100_REVID) {
return
RM3100_RET_ENODEV;
}
// get current cycle counts
ret = GetCycleCounts(&cc);
if (ret) {
return ret;
}
// update scale
UpdateMeasurementScale(&cc);
return RM3100_RET_OK;
}
/*
* (0x00) POLL
*/
int Rm3100::GetSingleMeasurementMode(struct SingleMeasurementMode *smm)
{
return Read(RM3100_REG_POLL, (uint8_t *)smm, sizeof(*smm));
}
int Rm3100::SetSingleMeasurementMode(struct SingleMeasurementMode *smm)
{
return Write(RM3100_REG_POLL, (uint8_t *)smm, sizeof(*smm));
}
int Rm3100::SetSingleMeasurementMode(bool x, bool y, bool z)
{
struct SingleMeasurementMode smm = {
.res0 = 0,
.pmx = x,
.pmy = y,
.pmz = z,
.res7 = 0,
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};
return SetSingleMeasurementMode(&smm);
}
/*
* (0x01) CMM
*/
int Rm3100::GetContinuousMeasurementMode(struct ContinuousMeasurementMode
*cmm) {
return Read(RM3100_REG_CMM, (uint8_t *)cmm, sizeof(*cmm));
}
int Rm3100::SetContinuousMeasurementMode(struct ContinuousMeasurementMode
*cmm) {
return Write(RM3100_REG_CMM, (uint8_t *)cmm, sizeof(*cmm)); }
int Rm3100::SetContinuousMeasurementMode(bool enabled, uint8_t drdm, bool x,
bool y, bool z)
{
struct ContinuousMeasurementMode cmm = {
.start = enabled,
.res1 = 0,
.drdm = (drdm & RM3100_DRDM_MASK),
.cmx = x,
.cmy = y,
.cmz = z,
.res7 = 0,
};
return SetContinuousMeasurementMode(&cmm);
}
int Rm3100::SetContinuousMeasurementMode(bool enabled)
{
return SetContinuousMeasurementMode(enabled, RM3100_DRDM_ALL_AXES,
enabled,
enabled, enabled);
}
/*
* (0x04 -- 0x09) CCX, CCY, CCZ
*/
int Rm3100::GetCycleCounts(struct CycleCounts *cc)
{
uint8_t buffer[6];
int ret = Read(RM3100_REG_CCX, buffer, sizeof(buffer));
if (ret) {
return ret;
}
cc->x = (buffer[0] << 8) | buffer[1];
cc>y = (buffer[2] << 8) | buffer[3];
cc->z =
(buffer[4] << 8) | buffer[5];
return
RM3100_RET_OK;
}
int Rm3100::SetCycleCounts(struct CycleCounts *cc)
{
// convert to BE
uint8_t buffer[] = {
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(cc->x >> 8), (cc->x & 0xFF),
(cc->y >> 8), (cc->y & 0xFF),
(cc->z >> 8), (cc->z & 0xFF),
};
UpdateMeasurementScale(cc);
return Write(RM3100_REG_CCX, buffer, sizeof(buffer));
}
int Rm3100::SetCycleCounts(uint16_t x, uint16_t y, uint16_t z)
{
struct CycleCounts cc = {
.x = x,
.y = y,
.z = z,
};
return SetCycleCounts(&cc);
}
int Rm3100::SetCycleCounts(uint16_t xy, uint16_t z)
{
return SetCycleCounts(xy, xy, z);
}
int Rm3100::SetCycleCounts(uint16_t xyz)
{
return SetCycleCounts(xyz, xyz, xyz);
}
void Rm3100::UpdateMeasurementScale(struct CycleCounts *cc)
{
_scale.x = 1.0f / ((cc->x * 0.3627f) + 1.85f);
_scale.y = 1.0f / ((cc->y * 0.3627f) + 1.85f);
_scale.z = 1.0f / ((cc->z * 0.3627f) + 1.85f);
}
/*
* (0x0B) TMRC
*/
int Rm3100::GetContinuousMeasurementModeUpdateRate(uint8_t *tmrc)
{
return Read(RM3100_REG_TMRC, tmrc, sizeof(*tmrc)); }
int Rm3100::SetContinuousMeasurementModeUpdateRate(uint8_t tmrc)
{
uint8_t value = (tmrc & RM3100_CMM_RATE_MASK) | RM3100_CMM_RATE_MSB;
return Write(RM3100_REG_TMRC, &value, sizeof(value));
}
int Rm3100::SetRate(float rate)
{
float r = 600.0f;
uint8_t tmrc = RM3100_CMM_RATE_600_0_HZ;
while ((tmrc < RM3100_CMM_RATE_MASK) && ((r / 2.0f) >= rate)) {
r /= 2.0f;
tmrc++;
}
return SetContinuousMeasurementModeUpdateRate(tmrc);
}
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int Rm3100::GetStatus(struct Status *status)
{
return Read(RM3100_REG_STATUS, (uint8_t *)status, sizeof(*status));
}
int Rm3100::GetMeasurement(struct Measurement *m)
{
uint8_t buffer[9] = { 0 };
int ret = Read(RM3100_REG_MX, buffer, sizeof(buffer));
if (ret) {
return ret;
}
m->x = (((int8_t)buffer[0]) << 16) | (buffer[1] << 8) | (buffer[2]);
m->y = (((int8_t)buffer[3]) << 16) | (buffer[4] << 8) | (buffer[5]);
m>z = (((int8_t)buffer[6]) << 16) | (buffer[7] << 8) | (buffer[8]);
return RM3100_RET_OK;
}
int Rm3100::GetSample(struct Sample *s)
{
struct Measurement m = { 0
};
int ret =
GetMeasurement(&m);
if (ret) {
return ret;
}
s->x = (float)m.x * _scale.x;
s>y = (float)m.y * _scale.y;
s->z =
(float)m.z * _scale.z;
return
RM3100_RET_OK;
}
int Rm3100::GetSelfTestConfig(struct SelfTestConfig *cfg)
{
return Read(RM3100_REG_BIST, (uint8_t *)cfg, sizeof(*cfg)); }
int Rm3100::SetSelfTestConfig(struct SelfTestConfig *cfg)
{
return Write(RM3100_REG_BIST, (uint8_t *)cfg, sizeof(*cfg));
}
int Rm3100::SetSelfTestConfig(uint8_t count, uint8_t timeout, bool
enabled) {
struct SelfTestConfig cfg = {
.bp = (count & RM3100_SELF_TEST_COUNT_MASK),
.bw = (timeout & RM3100_SELF_TEST_TIMEOUT_MASK),
.ste = enabled,
};
return SetSelfTestConfig(&cfg);
} int Rm3100::PerformSelfTest(uint8_t count, uint8_t timeout,
struct SelfTestConfig *result)
{
// configure test
int ret = SetSelfTestConfig(count, timeout, true);
if (ret) {
return ret;
}
osDelay(1);
// initiate single measurement

99

ret = SetSingleMeasurementMode(true, true, true);
if (ret) {
return ret;
}
// wait 1 ms for measurement
osDelay(1);
// get result
ret = GetSelfTestConfig(result);
if (ret) {
return ret;
}
osDelay(1);
return ClearSelfTest();
}
int Rm3100::ClearSelfTest()
{
uint8_t value = 0;
return Write(RM3100_REG_BIST, &value, sizeof(value));
}
int Rm3100::GetHandShakeConfig(struct HandShakeConfig *cfg)
{
return Read(RM3100_REG_HSHAKE, (uint8_t *)cfg, sizeof(*cfg)); }
int Rm3100::SetHandShakeConfig(struct HandShakeConfig *cfg)
{
cfg->res2 =
0;
cfg->res3 =
1;
return Write(RM3100_REG_HSHAKE, (uint8_t *)cfg, sizeof(*cfg)); }
int Rm3100::SetDrdyClearConfig(bool on_write, bool on_read_measurement)
{
struct HandShakeConfig cfg = {
.drc0 = on_write,
.drc1 = on_read_measurement,
};
return SetHandShakeConfig(&cfg);
}
int Rm3100::GetHardwareRevision(uint8_t *rev)
{
return Read(RM3100_REG_REVID, rev, sizeof(*rev));
}
int Rm3100::Read(uint8_t reg, uint8_t *buffer, uint8_t count)
{
_i2c.write(_addr, (const char *)&reg, sizeof(reg), true);
return _i2c.read(_addr, (char *)buffer, count, false)
? RM3100_RET_EIO : RM3100_RET_OK;
}
int Rm3100::Write(uint8_t reg, uint8_t *buffer, uint8_t count)
{
_i2c.write(_addr, (const char *)&reg, sizeof(reg), true);
return _i2c.write(_addr, (const char *)buffer, count, false)
? RM3100_RET_EIO : RM3100_RET_OK; }
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Appendix C
Machine Learning Code
The following code was used to build and train a neural network. It is programmed
in Python and adapted from a tutorial doing similar work with sonar data from a
submarine [34].
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import matplotlib.pyplot as plt
import tensorflow as tf
import numpy as np
import pandas as pd
from sklearn.preprocessing import LabelEncoder
from sklearn.utils import shuffle
from sklearn.model_selection import train_test_split
# Read dataset
def read_dataset():
df = pd.read_csv("RateOfChange.csv")
X = df[df.columns[0:4699]].values
y1 = df[df.columns[4699]]
# Encode the dependent variable
encoder = LabelEncoder()
encoder.fit(y1)
y = encoder.transform(y1)
Y = one_hot_encode(y)
print(X.shape)
return(X,Y,y1)
# Define the encoder function
def one_hot_encode(labels):
n_labels = len(labels)
n_unique_labels = len(np.unique(labels))
one_hot_encode = np.zeros((n_labels, n_unique_labels))
one_hot_encode[np.arange(n_labels), labels] = 1
return one_hot_encode
# Read the dataset
X, Y, y1 = read_dataset()
# Shuffle the dataset to mix up the rows
X, Y,y1 = shuffle(X, Y, y1, random_state=1)
# Convert the dataset into train and test part
train_x, test_x, train_y, test_y = train_test_split(X, Y, test_size=0.20, random_state=415)
# Inspec the shape of the training and testing data
print(train_x.shape)
print(train_y.shape)
print(test_x.shape)
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# Define the important parameters and variable to work with the tensors
learning_rate = .3
training_epochs = 100
cost_history = np.empty(shape=[1], dtype=float)
n_dim = X.shape[1]
print("n_dim", n_dim)
n_class = 2
model_path =
"C:\\Users\\wezeq\\Documents\\Research\\MachineLearning\\SandBoxSteelLead\\Model"
# Define the number of hidden layers and number of neurons in each layer
n_hidden_1 = 60
n_hidden_2 = 60
n_hidden_3 = 60
n_hidden_4 = 60
x = tf.placeholder(tf.float32, [None, n_dim])
W = tf.Variable(tf.zeros([n_dim, n_class]))
b = tf.Variable(tf.zeros([n_class]))
y_ = tf.placeholder(tf.float32, [None, n_class])
# Define the model
def multilayer_perceptron(x, weights, biases):
# Hidden layer with stigmoid activation
layer_1 = tf.add(tf.matmul(x, weights['h1']), biases['b1'])
layer_1 = tf.nn.sigmoid(layer_1)
# Hidden layer with stigmoid activation
layer_2 = tf.add(tf.matmul(layer_1, weights['h2']), biases['b2'])
layer_2 = tf.nn.sigmoid(layer_2)
# Hidden layer with stigmoid activation
layer_3 = tf.add(tf.matmul(layer_2, weights['h3']), biases['b3'])
layer_3 = tf.nn.sigmoid(layer_3)
# Hidden layer with RELU activation
layer_4 = tf.add(tf.matmul(layer_3, weights['h4']), biases['b4'])
layer_4 = tf.nn.relu(layer_4)
# Output layer with linear activation
out_layer = tf.matmul(layer_4, weights['out']) + biases['out']
return out_layer
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# Define the weights and the biases for each layer
weights = {
'h1': tf.Variable(tf.truncated_normal([n_dim, n_hidden_1])),
'h2': tf.Variable(tf.truncated_normal([n_hidden_1, n_hidden_2])),
'h3': tf.Variable(tf.truncated_normal([n_hidden_2, n_hidden_3])),
'h4': tf.Variable(tf.truncated_normal([n_hidden_3, n_hidden_4])),
'out': tf.Variable(tf.truncated_normal([n_hidden_4, n_class]))
}
biases = {
'b1': tf.Variable(tf.truncated_normal([n_hidden_1])),
'b2': tf.Variable(tf.truncated_normal([n_hidden_2])),
'b3': tf.Variable(tf.truncated_normal([n_hidden_3])),
'b4': tf.Variable(tf.truncated_normal([n_hidden_4])),
'out': tf.Variable(tf.truncated_normal([n_class]))
}
# Initialize all of the variables
init = tf.global_variables_initializer()
saver = tf.train.Saver()
# Call your model defined
y = multilayer_perceptron(x, weights, biases)
# Define the cost function and optimizer
cost_function = tf.reduce_mean(tf.nn.softmax_cross_entropy_with_logits(logits=y, labels=y_))
training_step = tf.train.GradientDescentOptimizer(learning_rate).minimize(cost_function)
sess = tf.Session()
sess.run(init)
# Calculate the cost and the accuracy for each epoch
mse_history = []
accuracy_history = []
for epoch in range(training_epochs):
sess.run(training_step, feed_dict={x: train_x, y_:train_y})
cost = sess.run(cost_function, feed_dict={x: train_x, y_: train_y})
cost_history = np.append(cost_history, cost)
correct_prediction = tf.equal(tf.argmax(y,1), tf.argmax(y_,1))
accuracy = tf.reduce_mean(tf.cast(correct_prediction, tf.float32))
#print("Accuracy: ", (sess.run(accuracy, feed_dict={x: test_x, y_: test_y})))
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pred_y = sess.run(y, feed_dict={x: test_x})
mse = tf.reduce_mean(tf.square(pred_y - test_y))
mse_ = sess.run(mse)
mse_history.append(mse_)
accuracy = (sess.run(accuracy, feed_dict={x: train_x, y_: train_y}))
accuracy_history.append(accuracy)
print('epoch : ', epoch, '-', 'cost: ', cost, "- MSE:", mse_, '- Train Accuracy: ', accuracy)
save_path = saver.save(sess,model_path)
print('Model saved in file: %s' % save_path)
# Plot mse and accuracy graph
plt.plot(mse_history, 'r')
plt.title("MSE History")
plt.show()
plt.plot(accuracy_history)
plt.title("Accuracy History")
plt.show()
prediction = tf.argmax(y,1)
# Print the final accuracy
correct_prediction = tf.equal(tf.argmax(y,1), tf.argmax(y_, 1))
accuracy = tf.reduce_mean(tf.cast(correct_prediction, tf.float32))
print('**********************************')
print('0 Stands for Steel & 1 Stands for Lead')
print('**********************************')
for i in range(10,30):
prediction_run = sess.run(prediction, feed_dict={x: test_x[i].reshape(1,4699)})
accuracy_run = sess.run(accuracy, feed_dict={x: test_x[i].reshape(1,4699), y_: test_y[i].reshape(1,2)})
print('Original Class: ', y1[i], 'Predicted Values: ', prediction_run, 'Accuracy: ', accuracy_run)
print("Test Accuracy: ", (sess.run(accuracy, feed_dict={x: test_x, y_: test_y})))
# Print the final mean square error
pred_y = sess.run(y, feed_dict={x: test_x})
mse = tf.reduce_mean(tf.square(pred_y - test_y))
print("MSE: %.4f" % sess.run(mse))
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