Abstract In this paper, the inverse function and two other functions over F p m are employed to construct three classes of optimal p-ary cyclic codes with parameters [p m −1, p m −2m−2, 4], where m > 1 and is an integer, and p > 3 and is an odd prime. In addition, perfect nonlinear monomials, almost perfect nonlinear monomials and a number of other monomials over F 5 m are used to construct some optimal quinary cyclic codes with the same parameters.
Introduction
In this paper, we always fix m > 1 and p > 3 an integer and an odd prime respectively, and fix F p m a finite field with p m elements. An [n, k, d] linear code C is a k-dimension subspace of Any cyclic code C of length n over F p corresponds to an principle ideal of F p [x]/(x n − 1). Let C = (g(x)), where g(x) is monic and has the least degree. The polynomial g(x) is called the generator polynomial and (x n − 1)/g(x) is called the parity-check polynomial of C.
Cyclic codes are an important subclass of linear codes and have wide applications in consumer electronics, data storage and communication systems since they have efficient encoding and decoding algorithms [5, 8, 17] . The reader can refer to [10] for more details on cyclic codes. Let α and m α i (x) be a generator of F * p m = F p m \{0} and the minimal polynomial of α i over F p respectively, and let 1 < e < p m − 1 be not in the p-cyclotomic coset modulo p m − 1 containing 1. The monomials x e over F 3 m , including perfect nonlinear (PN) monomials and almost perfect nonlinear (APN) monomials, were used to construct optimal ternary cyclic codes C (1,e) with parameters [3 m − 1, 3 m − 2m − 1, 4] since 2005 in [3, 6, 14] , where C (1,e) has the generator polynomial m α (x)m α e (x). Furthermore, as a class of subcodes of C (1,e) , the cyclic codes C (0, 1,e) with generator polynomial (x − 1)m α (x)m α e (x) were studied in [9, 13, 21] based on known PN functions x e over F p m . Specially, the inverse function and the monomials over F p m , which include PN monomials and APN monomials, were used to construct optimal p-ary cyclic codes C (0,1,e) with parameters [p m − 1, p m − 2m − 2, 4] for p > 3 or p = 5 by Xu et al. in 2015 [20] . As another class of subcodes of C (1,e) , the optimal ternary cyclic codes C ( Inspired by the works of [3, 6, 14] and [20] , it is natural to consider the question whether optimal p-ary cyclic codes C (1,e) and C (1,e,s) for p > 3 can be obtained from the inverse function and the monomials x e over F p m or not. Ding and Helleseth in [6] mentioned that p-ary cyclic codes C (1,e) for p > 3 has the minimum distance 2 or 3 which may not be interesting. To make this paper self-contained, we first show that the minimum distance of p-ary cyclic codes C (1,e) for p > 3 is 2 when e is odd or e is even with gcd(e − 1, p − 1) = 1, and 3 when e is even with gcd(e − 1, p − 1) = 1. Then to obtain optimal p-ary cyclic codes for p > 3, we investigate a class of subcodes C (1,e,s) of C (1,e) . Three classes of optimal p-ary cyclic codes C (1,e,s) with parameters [p m − 1, p m − 2m − 2, 4] for p > 3 are presented by a unified way and contain a class of cyclic codes that are obtained from the inverse function over F p m . In addition, with the help of the factorization of a polynomial and analysis irreducible factors of this polynomial, some optimal quinary cyclic codes C (1,e,s) with parameters [5 m − 1, 5 m − 2m − 2, 4] are constructed by using the monomials over F 5 m , including PN monomials and APN monomials.
The following lemma is useful in the sequel. 
Lemma 3. ( [15, Theorem 3.20] ) Let q be a prime power. For every finite field F q and every positive integer m, the product of all monic irreducible polynomials over F q whose degrees divide m is equal to x q m − x.
Lemma 4.
( [15, Theorem 2.14] ) Let q be a prime power and f (x) be an irreducible polynomial over F q of degree m. Then f (x) = 0 has a root x ∈ F q m , and then has all the roots 3 Codes C (1,e) In this section, we consider cyclic codes of length p m − 1 and dimension p m − 2m − 1 over F p with generator polynomial m α (x)m α e (x), denoted by C (1,e) , where 1 < e < p m − 1, e / ∈ C 1 and | C e |= m. Let d be the minimum Hamming distance of C (1,e) . When p = 2, it was proved in [1, 2, 16] that d = 5. When p = 3, d = 4 and the code C (1,e) was dealt with in [3, 6] . When p > 3, Ding and Helleseth mentioned that d = 2 or 3 in [6] . Here, we provide a short proof to make this paper self-contained. Theorem 1. Let p > 3 be an odd prime. For any given integer 1 < e < p m − 1, the minimum distance of C (1,e) is equal to 2 when e is odd or e is even with gcd(e − 1, p − 1) = 1, and 3 when e is even with gcd(e − 1, p − 1) = 1.
Lemma 5. ([18, Theorems 2.4 ]) Let a, t and l be positive integers. Then
Proof: Clearly, the code C (1,e) has no codeword of Hamming weight 1. The code C (1,e) has a codeword of Hamming weight 2 if and only if there exists an element c in F * p and two distinct elements x 1 , x 2 in F * p m such that
We will discuss (1) by distinguishing among the following cases:
Case 1. e is odd: If c = 1, then (1) has a solution x 1 = x, x 2 = −x, where x ∈ F * p m . Case 2. e is even with gcd(e − 1, p − 1) = 1: The equation x e−1 = −1 has a solution a( = −1) in F * p . If c = a, then (1) has a solution x 2 = x, x 1 = −ax, where x ∈ F * p m . Case 3. e is even with gcd(e − 1, p − 1) = 1: Replacing x 1 by −cx 2 in the second equation of (1) gives that (c e + c)x e 2 = 0. It then follows that c e−1 = −1 which implies that c = −1 since gcd(e − 1, p − 1) = 1. Thus x 1 = x 2 , a contradiction. Hence, in this case the code C (1,e) has no codeword of Hamming weight 2. Below we prove that C (1,e) has a codeword of Hamming weight 3. To end this, we need to show that there exist three elements c 1 , c 2 , c 3 in F * p and three distinct elements x 1 , x 2 , x 3 in F * p m such that
When p ≡ 1 (mod 4), (−1)
. If e ≡ 0 (mod 4) and (2), where x ∈ F * p m . If e ≡ 2 (mod 4) and
Then a e +a = 0 and a e −a = 0 since gcd(e−1, p−1) = 1. If c 1 = a e + a, c 2 = a e − a, c 3 = −2, then x 1 = x, x 2 = −x, x 3 = ax is a solution of (2) , where x ∈ F * p m . Then the desired result follows from the above discussion. This completes the proof. ✷ ) is x 8 + 2x 7 + 2x 6 + 3x 3 + 3x + 1 and C (1, 3) has parameters [624, 616, 2] . If e = 6, then the generator polynomial of C (1, 6 ) is x 8 + 2x 7 + 2x 6 + x 5 + x 4 + 2x 3 + 3x 2 + 4x + 3 and C (1, 6) has parameters [624, 616, 3] .
2) Let m = 3 and α be a generator of F * 7 m with α 3 + α 2 + α + 2 = 0. If e = 3, then the generator polynomial of C (1,3) is x 6 + 3x 5 + 2x 4 + 6x 3 + x 2 + 3x + 4 and C (1, 3) has parameters [342, 336, 2] . If e = 4, then the generator polynomial of C (1,4) is x 6 + 3x 4 + 3x 3 + x 2 + 2x + 5 and C (1, 4) has parameters [342, 336, 2] . If e = 8, then the generator polynomial of C (1, 8 ) is x 6 + 6x 5 + 3x 4 + 6x 3 + 2x 2 + 5x + 6 and C (1, 8) has parameters [342, 336, 3] .
When p > 3, the code C (1,e) has minimum distance 2 or 3 which may not be interesting. In this paper, to obtain optimal p-ary cyclic codes, we study a class of subcodes C (1,e,s) 
Clearly, (3) cannot hold for ω = 1. If ω = 2, then one has c 1 = c 2 since x s 1 = ±1, x s 2 = ±1 and x 1 = x 2 , and then x 2 = −x 1 . This implies that c 1 x e 1 + c 2 x e 2 = c 1 (x e 1 + (−x 1 ) e ) = 0 or 
4.1
The exponent e of the form e =
Let odd prime p ≡ 3 (mod 4) and p = 3. In this subsection new optimal p-ary cyclic codes C (1,e,s) with parameters [p m − 1, p m − 2m − 2, 4] for odd m are investigated, where e is even and satisfies
for some 0 ≤ τ, h < m and 0 < k < 2(p h + 1). We first give some properties of the exponent e which show that we can only consider τ = 0 and h ∈ {0, 1, · · · , 
and
are even, then e i and e j are equivalent, where i = j and i, j ∈ {0, 1, · · · , m−1}.
Proof: Note that
is odd and gcd p h + 1, Lemma 5 . A lengthy routine computation shows that
This together with the facts that e i and e j are even,
is odd and gcd p h + 1,
. Then the desired result follows immediately from the definition. This completes the proof. ✷ Proposition 1 is the reason why we only consider τ = 0 in the representation (4), i.e.,
, where 0 ≤ h < m and 0 < k < 2(p h + 1) such that e is even. The following proposition shows that for a given odd integer m, there are at most 
is even, i = 1, 2. Then 1) e 1 and e 2 are equivalent if
2) e 1 and e 2 are inequivalent if
is odd and gcd(p
This together with the fact that gcd (p h 1 + 1)(p h 2 + 1),
= 1 leads to
is odd and e i is even, i = 1, 2. Then the desired result follows immediately from the definition.
2) According to Definition, to show the inequivalence of e 1 and e 2 , it is sufficient to prove that there is no integer l such that p l e 1 − e 2 ≡ 0 (mod p m − 1). Assume that there exists some 0 ≤ l < m such that p l e 1 − e 2 ≡ 0 (mod p m − 1). Immediately, we have (p l e 1 − e 2 )(p
Thus, the desired result follows. This completes the proof. ✷ Propositions 1 and 2 are the reasons why we only consider e is even and satisfies
for some h ∈ {0, 1, · · · ,
. Let e be of the form (5) . In this subsection, we will show that p-ary cyclic codes C (1,e,s) are optimal and has parameters [p m − 1, p m − 2m − 2, 4] by a somewhat similar method as that in [14] . We use η to denote the quadratic character on F p m which is defined by η(x) = 1 when x is a nonzero square in F p m and η(x) = −1 when x is a nonzero nonsquare in F p m . Proof: Clearly, the dimension of C (1,e,s) is equal to p m − 2m − 2. The equation (3) has no solution for w = 2 due to the fact that e is even. We now prove that (3) has no solution for ω = 3.
. Then x, y = 0, 1, x = y and (3) becomes
By Lemma 5, gcd(p h + 1, p m − 1) = 2 due to odd m. Since p ≡ 3 (mod 4) and m is odd, we have gcd 2(p h + 1), p m − 1 = 2. This together with the fact that
Due to symmetry, the proof can be divided into the following three cases:
In this case, (6) can be written as
. Straightforward calculations give 1 + (1), one obtain that 1 +
Based on the above discussion, (3) has no solution for w = 3. This completes the proof. Cyclic codes C (1, 4202, 8403) , C (1, 5252, 8403) and C (1, 5546, 8403) have parameters [16806, 16795, 4] and the generator polynomials of them are x 11 + 3x 9 + 5x 8 + x 5 + 3x 4 + 5x 3 + 6x 2 + 3x + 6, x 11 + 6x 10 + 2x 9 + 3x 8 + 3x 7 + 4x 6 + 3x 5 + 4x 4 + 2x 2 + 2x + 6 and x 11 + 3x 10 + 2x 9 + 4x 8 + 2x 7 + 2x 6 + 5x 5 + 5x 4 + 3x 3 + 6x 2 + 6x + 6 respectively. = 665 and α be a generator of F * 11 m with α 3 + α 2 + 3 = 0. For (k, h) = (3, 0), (7, 1) , the corresponding e of the form (5) are 998, 388 respectively. The generator polynomials of C (1, 998, 665) and C (1, 388, 665) which have parameters [1330, 1323, 4 ] are x 7 + 6x 6 + 3x 5 + 3x 4 + 9x 3 + 6x 2 + 8x + 6 and x 7 + 4x 6 + 5x 5 + 3x 4 + 6x 3 + 10x 2 + 6 respectively.
The exponent
where e / ∈ C 1 and |C e | = m. For a given positive integer m > 1, the following propositions show that there are exactly m 2 (resp., 2 ) inequivalent exponents e of the form (8) when m is even (resp., odd).
Proposition 3. For a given positive integer
1) e and e ′ are equivalent if
2) e and e ′ are equivalent if
3) e and e ′ are inequivalent if
when m is odd.
Proof: By definition, to end the proofs of 1) and 2), it is sufficient to prove there exists some i such that p i e ≡ e ′ (mod p m − 1). Then the desired results of 1) and 2) follows immediately when m is odd in the representation (8) . For simplicity, the following we rewrite h 2 as h. Recall that C i is the p-cyclotomic coset containing i module p m − 1 and | C i | be the length of C i . when m is odd in the following theorem to obtain optimal cyclic codes C (1,e,s) with parameters
. With the same techniques in Theorem 2, our main result of this subsection is given as follows. Proof: By Proposition 4, | C e |= m. In addition, since e is even, C 1 ∩ C e = ∅ and (3) has no solution for w = 2. Hence the dimension of C (1,e,s) is equal to p m − 2m − 2. The following we will show that (3) has no solution for w = 3.
To consider the codewords in C (1,e,s) with weight 3, it is more convenient to write (3) as
where r = 1 + p h , x = . Then x, y = 0, 1, x = y. Due to symmetry, we only need to consider (9) for the following three cases: )(x − 1) r = 0 from (9) . Then x = 1 due to he third equation in (9), a contradiction. This completes the proof. C (1,314,312 ) is x 9 +3x 8 +x 7 +x 6 +x 5 +3x 4 +2x 2 +4x+3 and C (1,314,312) has parameters [624, 615, 4] . If e = 318, then the generator polynomial of C (1, 318, 312) is x 9 + 4x 8 + 4x 6 + 2x 5 + 2x 4 + 3x 3 + 4x 2 + x + 3 and C (1,318,312) has parameters [624, 615, 4]. The generator polynomials of C (1,1564,1562) , C (1, 1568, 1562) and C (1, 1588, 1562 ) are x 11 + x 10 + 3x 9 + 3x 8 + 2x 6 + 4x 5 + x 4 + 3x 3 + 3x 2 + x + 2, x 11 + x 10 + 3x 9 + 4x 8 + x 6 + 4x 5 + x 3 + 4x 2 + 3x + 2 and x 11 + x 10 + 3x 9 + 2x 8 + 3x 7 + x 6 + 4x 5 + 2x 4 + 2x 3 + 3x 2 + 3x + 2 respectively. Furthermore, cyclic codes C (1,1564,1562) , C (1, 1568, 1562) 
2) Let

4.3
The exponent e of the form e = p m − 2
The optimal p-ary cyclic code C (0,1,e) with parameters [p m −1, p m −2m−2, 4] was constructed by Xu and Cao using the exponent e = p m − 2 in [20] for p > 3. Inspired by the work of [20] , the optimal p-ary cyclic code C (1,e,s) with parameters [p m − 1, p m − 2m − 2, 4] is also presented utilizing the exponent e = p m − 2 in this subsection, where p ≡ 1 (mod 4) when m(> 1) is odd and p > 3 when m is even.
The following theorem can be proved by the same approach as the proof of Theorem 3. So we omit the proof. In this section, we only focus on the quinary cyclic codes C (1,e,s) . A sufficient condition for the cyclic code C (0,1,e) with parameters [5 m − 1, 5 m − 2m − 2, 4] to be optimal was given and then was used to construct several classes of optimal quinary cyclic codes C (0,1,e) with parameters [5 m − 1, 5 m − 2m − 2, 4] in [20] . Taking the same techniques, several classes of optimal quinary cyclic codes C (1,e,s) with parameters [5 m − 1, 5 m − 2m − 2, 4] will be also represented in this section. Note that s =
is even, then (3) has no solution for ω = 2. We first study the conditions the exponent e satisfies such that the quinary cyclic codes C (1,e,s) has parameters = 62 and α be a generator of F * 5 m with α 3 +α 2 +2 = 0. If e = 9, then the code C (1,9,62) has parameters [124, 117, 3] with the generator polynomial x 7 + 3x 6 + 3x 3 + 3x + 4. If e = 10, then the code C (1,10,62) has parameters [124, 117, 3] with the generator polynomial x 7 + 2x 6 + 3x 5 + 4x 4 + 2x 3 + 3x + 3. (1,8,312) has parameters [624, 615, 3] with the generator polynomial x 9 + x 8 + 2x 5 + 3x 3 + x 2 + 3x + 2. If e = 9, then the code C (1,9,312) has parameters [624, 615, 3] with the generator polynomial x 9 + 2x 7 + 3x 6 + x 5 + 4x 2 + 2x + 4.
2) Let
For a given integer m > 1, to obtain optimal quinary cyclic code C Proof: Clearly, the dimension of C (1,e,s) is 5 m − 2m − 2 and η(−1) = 1. By the Sphere Packing Bound [10, Theorem 1.12.1], the minimum distance of C (1,e,s) is at most 4. The code C (1,e,s) has no codeword of Hamming weight ω = 2 since s is even. The code C (1,e,s) has a codeword of Hamming weight ω = 3 if and only if there exist three elements c 1 , c 2 , c 3 in F * 5 and three distinct elements x 1 , x 2 , x 3 in F * 5 m satisfying (3). Due to symmetry of x 1 , x 2 and x 3 , it is sufficient to consider the following two cases:
The third equation in (12) implies that (c 1 , c 2 , c 3 ) = (1, 2, 2) or (1, 1, 3 ) due to symmetry of c 1 , c 2 and c 3 . When (c 1 , c 2 , c 3 ) = (1, 2, 2) , let x = (c 1 , c 2 , c 3 ) = (1, 1, 3) , let
. Then x = 0, 1, y, η(x) = η(y) = 1 and (12) can be written as x + y − 2 = 0 x e + y e − 2 = 0.
Replacing y by 2 − x in the second equation in (13) gives that x e + (2 − x) e = 2. When e is even, we have (x + 3) e + x e = −3.
When e is odd, we have (x + 3) e − x e = 3. , then x = 0, 1, y, η(x) = η(y) = −1 and (16) can be written as x + y + 2 = 0 x e + y e + 2 = 0.
Substituting −x − 2 for y in the second equation in (17) yields that x e + (−x − 2) e = −2. When e is even, we have (
When e is odd, we have (x − 3) e − x e = −3.
For the case (c 1 , c 2 , c 3 ) = (1, 2, 3): Let x = 
Replacing y by x − 2 in the second equation of (20) yields that (15) .
Based on the above discussion, to end the case e ≡ 0 (mod 4) with odd m, it is sufficient to prove that the equations (14) with x = 1 and η(x) = η(x − 2) = 1, (15) and (18) have no solution in F * 5 in this case. If e ≡ 0 (mod 4) and m is odd, then η(2) = −1 and (14) has solutions
Thus (14) with x = 1 and η(x) = η(x − 2) = 1 has no solution in F * 5 since x = −1, 3 lead to η(x − 2) = η(2) = −1 and η(x) = η(−2) = −1 respectively. Furthermore, straightforward calculations yield that (15) and (18) have no solution in F * 5 when e ≡ 0 (mod 4) and m is odd. The cases e ≡ 2 (mod 4) with even m and e ≡ 3 (mod 4) can be proven in the same manner. So we omit the proofs. This completes the proof. ✷ All the known perfect nonlinear (PN) monomials from F 5 m to F 5 are equivalent to x 5 k +1 , where k ≥ 0 ia an integer and m gcd(k,m) is odd (Dembowski and Ostrom 1968 [7] , including the function x 2 as a special case). Using Theorem 6, one can verify that the quinary cyclic code C (1,e,s) is optimal if m is even and x e is PN over F 5 m . when m is even.
3) (x + 3) e − x e = 3: In this case, we have (x + 3) e − x e = 3 has the only solution x = −1 in [15624, 15611, 4] with the generator polynomial x 13 + x 11 + 3x 10 + 2x 9 + 2x 8 + 3x 7 + 2x 5 + x 4 + 2x 3 + 3x + 3.
Next we are ready to use APN monomials over F 5 m to construct optimal quinary cyclic codes C (1,e,s) with parameters [5 m − 2, 5 m − 2m − 2, 4]. Known APN monomials x e over F 5 m are listed as follows: 
The following we will show that each e above gives a class of optimal quinary cyclic codes C (1,e,s) with parameters [5 m − 2, 5 m − 2m − 2, 4]. The proof is analogous of Theorem 7 in [20] . Here we provide a short proof to make the paper self-contained. Proof: If e is listed in Table 1 , then e ≡ 3 (mod 4) and the dimension of C (1,e,s) is 5 m −2m−2 (the reader can refer to [20] for details). To this end, by Theorem 6, we only need to prove the following two cases: Case 1. the equation (x+3) e −x e = 3 has no solution or the solution x = x 0 with η(
Case 2. the equation (x−3) e −x e = −3 has no solution or the solution x = x 0 with η(x 0 ) = 1 or η(x 0 + 2) = 1 in F * 5 m \ F * 5 . We only give the proof of case 1, the other case can be proven in the same manner. It is clear that x = 1 is the only solution of (x + 3) e − x e = 3 in F * 5 since e ≡ 3 (mod 4). Assume that x 0 is a solution of (x + 3) e − x e = 3 in F * 5 m \ F * 5 . Let m(x) be the minimal polynomial of x 0 over F 5 . Then the degree of m(x) is at least 2 due to x 0 / ∈ F 5 . Thus m(x) has at least two roots in F 5 m \ F 5 . Note that m(x)|(x + 3) e − x e − 3 and then (x + 3) e − x e = 3 has at least three solutions in F 5 m which is impossible since x e is APN over [20] . In the following, using properties of APN monomials and the canonical factorization of low-degree polynomials, we will construct several new classes of quinary optimal cyclic codes C 
We will discuss (21) with a similar manner as in [14, Corollary 1] by distinguishing among the following cases: Then the polynomials f (x), g(x) and h(x) have no root in F 5 m if m is odd. Hence (21) has the only solution x = 1 in F 5 m . We can prove (x − 3) e − x e = −3 has the only solution x = −1 in F 5 m in the same manner and thus omit this proof here. Then the desired result follows immediately from Theorem 6.
2) The proof of 2) is similar as that of 1) and thus is omitted. 
