Brain extraction is a critical preprocessing step in the analysis of MRI neuroimaging studies and influences the accuracy of downstream analyses. State-of-the-art brain extraction algorithms are, however, optimized for processing healthy brains and thus frequently fail in the presence of pathologically altered brain or when applied to heterogeneous MRI datasets. Here we introduce a new, rigorously validated algorithm (termed HD-BET) relying on artificial neural networks that aims to overcome these limitations. We demonstrate that HD-BET outperforms five publicly available state-ofthe-art brain extraction algorithms in several large-scale neuroimaging datasets, including one from a prospective multicentric trial in neuro-oncology, yielding median improvements of +1.33 to +2.63 points for the DICE coefficient and -0.80 to -2.75 mm for the Hausdorff distance (Bonferroni-adjusted p<0.001). Importantly, the HD-BET algorithm shows robust performance in the presence of pathology or treatmentinduced tissue alterations, is applicable to a broad range of MRI sequence types and is not influenced by variations in MRI hardware and acquisition parameters encountered in both research and clinical practice. For broader accessibility our HD-BET prediction algorithm is made freely available and may become an essential component for robust, automated, high-throughput processing of MRI neuroimaging data.
Introduction
Brain extraction, which refers to the process of separating the brain from non-brain tissues in medical images is a preliminary but critical step in many neuroimaging studies conducted using magnetic resonance imaging (MRI) . Consequently the accuracy of brain extraction may have an essential impact on the quality of the subsequent analyses such as image registration (Kleesiek, et al., 2016; Klein, et al., 2010; Woods, et al., 1993) , segmentation of brain tumors or lesions (de Boer, et al., 2010; Menze, et al., 2015; Shattuck, et al., 2001; Wang, et al., 2010; Zhang, et al., 2001; Zhao, et al., 2010) , measurement of global and regional brain volumes (e.g. in neurodegenerative diseases and multiple sclerosis (Frisoni, et al., 2010; Radue, et al., 2015) ), estimation of cortical thickness (Haidar and Soul, 2006; MacDonald, et al., 2000) , cortical surface reconstruction Tosun, et al., 2006) and for planning of neurosurgical interventions (Leote, et al., 2018) .
Manual segmentation is currently considered the "gold-standard" for brain extraction (Smith, 2002; Souza, et al., 2018) . However, this approach is not only very laborintensive and time-consuming, but also shows a strong inter-and intraindividual variability (Kleesiek, et al., 2016; Smith, 2002; Souza, et al., 2018) that could ultimately bias the analysis and consequently hamper the reproducibility of clinical studies. To overcome these shortcomings several (semi-) automated brain extraction algorithms have been developed and optimized over the last years (Kalavathi and Prasath, 2016) .
Their generalizability is however limited in the presence of varying acquisition parameters or in the presence of abnormal pathological brain tissue, such as brain tumors. Without additional manual correction, poor brain extraction can introduce errors in downstream analysis (Beers, et al., 2018) .
Artificial neural networks (ANN) have recently been successfully applied to a multitude of medical image segmentation tasks. In this context, several approaches based on ANN have been proposed to improve the accuracy of brain extraction. However, these ANN algorithms have focused on learning brain extraction from training datasets either containing a collection of normal (or apparently normal) brain MRI from public datasets (Dey and Hong, 2018; Sadegh Mohseni Salehi, et al., 2017) , or from a limited number of (single institutional) brain MRI with pathologies (Beers, et al., 2018; Kleesiek, et al., 2016) . Therefore, generalizability of these ANN algorithms to complex multicenter datasets may be limited on unseen data with varying MR hardware and acquisition parameters, pathologies or treatment-induced tissue alterations. Moreover, essentially all approaches up until now focused on processing precontrast T1-weighted MRI sequences, since it provides a good contrast between different brain tissues and is frequently used as standard space for registration of further image sequences (Han, et al., 2018; Lutkenhoff, et al., 2014) . However they fall short when it comes to processing other types of MRI sequences, which would however be desirable from a clinical and trial perspective.
To overcome these limitations we utilize MRI data from a large multicenter clinical trial in neuro-oncology (EORTC-26101 (Wick, et al., 2017; Wick, et al., 2016) ) to develop, train and independently validate an ANN for brain extraction (subsequently referred to as HD-BET). Specifically, we aimed to develop an automated method that (a) performs robustly in the presence of pathological and treatment-induced tissue alterations, (b) is not influenced by variations in MRI hardware and acquisition parameters, and (c) is applicable to independently process various types of common anatomical MRI sequence.
Methods

Datasets
Four different datasets including the MRI data from a prospective randomized phase II and III trial in neuro-oncology (EORTC-26101) (Wick, et al., 2017; Wick, et al., 2016) and three independent public datasets (LPBA40, NFBS, CC-359) (Puccio, et al., 2016; Shattuck, et al., 2008; Souza, et al., 2018) , were used for the present study. The characteristics of the individual datasets were as follows:
EORTC-26101
The EORTC-26101 study was a prospective randomized phase II and III trial in patients with first progression of a glioblastoma after standard chemo-radiotherapy. Briefly, the phase II trial evaluated the optimal treatment sequence of bevacizumab and lomustine (four treatment arms with single agent vs sequential vs. combination) (Wick, et al., 2016) whereas the subsequent phase III trial (two treatment arms) compared patients treated with lomustine alone with those receiving a combination of lomustine and bevacizumab (Wick, et al., 2017) . Overall, the EORTC-26101 study included n=596 patients (n=159 from phase II and n=437 from phase III) with n=2593 individual MRI exams acquired at 37 institutions within Europe. The study was conducted in accordance with the Declaration of Helsinki and the protocol was approved by local ethics committees and patients provided written informed consent (EudraCT# 2010-023218-30 and NCT01290939). Full study design and outcomes have been published previously (Wick, et al., 2017; Wick, et al., 2016) . MRI exams were acquired at baseline and every 6 weeks until week 24, afterwards every 3 months. For the present analysis we included T1-w, cT1-w, FLAIR and T2-w sequences (either acquired 3D and/or with axial orientation) and excluded those with heavy motion artifacts or corrupt data. These criteria were fulfilled by n=10005 individual sequences (including n=2401 T1-w, n=2248 T2-w, n=2835 FLAIR and n=2521 cT1-w sequences from n=2401 exams and n=583 patients) which were included for the present analysis.
Public datasets
We used three public datasets for independent testing. Specifically, we collected and analyzed data from (a) the single-institutional LONI Probabilistic Brain Atlas (LPBA40) dataset of the Laboratory of Neuro Imaging (LONI) consisting of n=40 MRI scans from individual healthy human subjects (Shattuck, et al., 2008) , (b) the single-institutional Nathan Kline Institute Enhanced Rockland Sample Neurofeedback Study (NFBS) dataset consisting of n=125 MRI scans from individual patients with a variety of clinical and subclinical psychiatric symptoms (Puccio, et al., 2016) , and (c) the Calgary-Campinas-359 (CC-359) dataset consisting of n=359 MRI scans from healthy adults (Souza, et al., 2018) . For each subject, the repositories contains an anonymized (defaced) T1-w MRI sequence and a manually-corrected ground-truth brain mask.
Brain extraction using state-of-the-art algorithms
All T1-w sequences from each of the datasets were preprocessed identically. First all images were reoriented to the standard (MNI) orientation (fslreorient2std, FMRIB software library, http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FSL). Next, for each T1-w sequences in each dataset individual brain masks were generated with five state-ofthe-art brain extraction algorithms, namely BET (Smith, 2002) , 3dSkullStrip , BSE , ROBEX and BEaST ) (see Supplementary Methods 1 for detailed description). All algorithms were used with standard parameters, except for BET where we added the options -R (for a more robust center estimation), -S and -B (to cleanup eye, optic nerve and neck voxels). For all brain extraction algorithms the maximum allowed processing time was set to 60 min (to keep processing within an acceptable time frame and execution of the brain extraction process was aborted if an algorithm exceeded this time limit for processing a single T1-w sequence). We did not perform brain extraction with these algorithms on any other sequence type (i.e. cT1-w, FLAIR or T2w) that were available in the EORTC-26101 dataset since all of these algorithms have primarily been developed for processing of T1-w sequences and not optimized for independent processing of other sequence types.
Defining a ground-truth (reference) brain mask
A ground-truth reference brain mask is required to evaluate the accuracy of brain extraction algorithms. Moreover, for the purpose of the present study with development of the HD-BET algorithm for automated brain extraction these masks are required to train the algorithm (i.e. to learn this specific task), as well as for subsequent evaluation of its accuracy. A ground-truth reference brain mask for the T1-w sequences was already provided within the three public datasets (LPBA40, NFBS, CC-359), whereas for the EORTC-26101 we generated a radiologist-annotated ground-truth reference brain mask for T1-w sequences as follows: The brain mask generated by BET algorithm was selected as a starting point. For each brain mask, visual inspection and corrections were performed using ITK-SNAP (by applying the different capabilities of this tool, including region-growing segmentation and manual corrections (www.itksnap.org (Yushkevich, et al., 2006) )). In a second step, to enable the use of the HD-BET algorithm independently of the input MRI sequence type (i.e. not limited to T1-w sequences) we transferred the ground-truth reference brain masks within the EORTC-26101 dataset from T1-w to the remaining anatomical sequences i.e. cT1-w, FLAIR and T2-w sequences. First, all sequences were spatially aligned to the respective T1-w sequence by rigid registration with 6-degrees of freedom (Greve and Fischl, 2009; Jenkinson and Smith, 2001) , resulting in a transformation matrix for each of them. Next, the transformation matrix was inversely back transformed to the individual sequence space of the c T1-w, FLAIR and T2-w sequences and applied to the ground-truth reference brain mask (within the space of the T1-w sequence) using nearest neighbor interpolation. Thereby a ground-truth brain mask was generated for the remaining sequences (i.e. c T1-w, FLAIR and T2-w) within the individual sequence space. Finally, visual inspection was performed for all brain masks to exclude registration errors.
Artificial neural network (ANN)
The topology of the ANN underlying the HD-BET algorithm was inspired by the U-Net image segmentation architecture and its 3D derivatives Kayalibay, et al., 2017; . Supplementary Methods 2 contain an extended description of the architecture, as well as the training and evaluation procedure. Briefly, the EORTC-26101 dataset was divided into a training and test set using a random split of the dataset (~2:1 ratio) with the constraint that all patients from each of the 37 institution were either assigned to the training or test set (to limit the potential of overfitting the HD-BET algorithm). By applying this, the EORTC-26101 training set consisted of n=6586 individual MRI sequences (from n=1568 exams, n=372 patients, n=25 institutions) whereas the EORTC-26101 test set consisted of n=3419 individual MRI sequences (from n=833 exams, n=211 patients, n=12 institutions) (see Table 1 for the detailed information on the individual MRI sequences, scanner types, field strengths). All MRI sequences from training set of the EORTC-26101 cohort (i.e. T1-w, cT1-w, FLAIR and T2-w) were used to train and validate the HD-BET algorithm (with 5-fold crossvalidation). For independent largescale testing and application of the HD-BET algorithm (done by using the five models from cross-validation as an ensemble), all MRI sequences from the test set of the EORTC-26101 cohort (i.e. T1-w, cT1-w, FLAIR and T2-w) as well as the T1-w sequences of the LPBA40, NFBS and CC-359 datasets were used. For both training and testing, the HD-BET algorithm was blinded to the type of MRI sequence used as input (i.e. T1-w, cT1-w, FLAIR or T2-w) which allowed to develop an algorithm that is capable to perform brain extraction irrespective of the type of anatomical MRI sequence.
Evaluation metrics
To evaluate the performance of the different brain extraction algorithms we compared the segmentation results of the different brain extraction methods with the ground-truth reference brain mask from each individual sequence. Among the numerous different metrics for measuring the similarity of two segmentation masks we calculated a volumetric measure, the Dice similarity coefficient (DICE, (Dice, 1945) ) and a distance measure, the Hausdorff distance. The DICE coefficient is a standard metric for reporting the performance of segmentation and measures the extent of spatial overlap between two binary images, ground-truth (GT) and predicted brain mask (PM). It is defined as twice the size of the intersection between two masks normalized by the sum of their volumes.
Its values range between 0 (no overlap) and 100 (perfect agreement). However, volumetric measures can be insensitive to differences in edges, especially if this difference leads to an overall small volume effect relative to the total volume. Therefore we used the Hausdorff distance (Taha and Hanbury, 2015) to measure the maximal contour distance (mm) between the two masks.
d (x → y) = max( → ), = 1 . .
The smaller the Hausdorff distance, the more similar the images. Here we took the 95 th percentile of the Hausdorff distance, which allows to overcome the high sensitivity of the Hausdorff distance to outliers.
Statistical analysis
The Shapiro-Wilk test was performed to compare all evaluation metrics (DICE coefficient, Hausdorff distance) obtained from the T1-w sequences among the different brain extraction algorithms for normality. We report descriptive statistics (median, interquartile range (IQR)) for DICE coefficient and Hausdorff distance for all brain extraction algorithms in each of the datasets. To test the general differences of the different brain extraction algorithms in terms of their DICE coefficient and Hausdorff distance, we used a non-parametric Friedman or Skilling-Mack test. The latter was used in presence of missing data that would prevent a list-wise comparison (missing data resulted from those instances where the brain mask from one of the five state-ofthe-art brain extraction algorithms was not generated after exceeding the predefined time limit of 60 min for processing a single T1-w sequence). For post-hoc comparisons, one-tailed Wilcoxon matched-pairs signed-rank tests were used to assess the performance of the HD-BET algorithm in comparison to the five state-of-the-art brain extraction methods. The p-values from all post-hoc tests within each of the dataset were corrected for multiple comparison using the Bonferroni adjustment. The effect sizes of the post-hoc comparisons were interpreted using the Cohen classification (≥0.1 for small effects, ≥0.3 for medium effects and ≥0.5 for large effects (Cohen, 1988) ).
For all other imaging sequences analyzed within the EORTC-26101 dataset (i.e. cT1w, FLAIR and T2-w) we report descriptive statistics (median, IQR) for DICE coefficient and Hausdorff distance.
All statistical analyses were performed with R version 3.4.0 (R Foundation for Statistical Computing, Vienna, Austria)). P-values <0.05 were considered significant.
Data Availability
The MRI data from the EORTC-26101 trial that were used for training and independent large-scale testing of the HD-BET algorithm are not publicly available and restrictions apply to their use. The MRI data from the LPBA40, NFBS and CC-359 datasets are publically available and information on download is provided within the respective references cited in the Method section. For broader accessibility we provide a fully functional version of the presented HD-BET prediction algorithm for download via https://github.com/MIC-DKFZ/HD-BET.
Results
Within the EORTC-26101 training set (consisting of n=6586 individual MRI sequences with pre-and postcontrast T1-weighted (T1-w, cT1-w), FLAIR and T2-weighted (T2-w) sequences from 1568 MRI exams in 372 patients acquired across 25 institutions (Table 1) Supplementary Table 1 ).
Next, we compared the performance of our HD-BET algorithm with five different stateof-the-art brain extraction algorithms within each dataset (EORTC-26101 training set, EORTC-26101 test set as well as the public LPBA40, NFBS and CC-359 datasets).
Comparison was restricted to T1-w sequences since all state-of-the-art brain extraction algorithms have primarily been developed for processing of T1-w sequences and not optimized for independent processing of other sequence types (i.e. cT1-w, FLAIR or T2-w). We applied uniform non-parametric testing due to the evidence of non-normal data distribution for the majority of measurements (p<0.05 on Shapiro-Wilk test for 53/60 measurements - Supplementary Table 2 ). The obtained first-level statistics showed a significant difference between the investigated brain extraction methods for both evaluation metrics (DICE coefficient, Hausdorff distance) in each dataset (p < 0.001 for all comparisons - Supplementary Table 3 ). revealed a high effect size and 10% (3/29 comparisons) a medium effect (Figure 2-3 and Table 3 ). The improvement yielded with the HD-BET algorithm as compared to all competing algorithms within the different datasets ranged from +1.33 to +2.63 for DICE and -0.80 to -2.75 mm for the Hausdorff distance (95 th percentile) and was most pronounced in the EORTC-26101 dataset ( Table 4 ). Figure 4 depicts a representative case from the EORTC-26101 test set and highlights the challenges associated with brain extraction in the presence of pathology and treatment-induced tissue alterations.
Specifically
Average processing time for brain extraction of a single MRI sequence required 32 seconds of processing with the HD-BET algorithm. In contrast, average processing time of a single T1-w sequence with one of the five competing public brain extraction algorithms ranged from 3 seconds to 10.7 minutes (specifically, averages were 3 seconds for BSE, 17 seconds for BET, 1.4 minutes for ROBEX, 4.0 minutes for 3dSkullstrip and 10.7 minutes for BEaST).
For broader accessibility we provide a fully functional version of the presented HD-BET prediction algorithm for download via https://github.com/MIC-DKFZ/HD-BET.
Discussion
Here we present a method (HD-BET) that enables rapid, automated and robust brain extraction in the presence of pathology or treatment-induced tissue alterations, is applicable to a broad range of MRI sequence types and is not influenced by variations in MRI hardware and acquisition parameters encountered in both research and clinical practice. We demonstrate generalizability of the HD-BET algorithm within the EORTC-26101 dataset acquired across 37 institutions which includes all major MRI vendors with a broad variety of scanner types and field strengths as well as within three independent public datasets. The HD-BET algorithm yields state-of-the-art performance and outperformed five publicly available brain extraction algorithms in each of the datasets. This finding reflects the limitations of existing brain extraction algorithms which are not optimized for processing heterogeneous imaging data with pathological tissue alterations or varying hardware and acquisition parameters (Fennema-Notestine, et al., 2006) and consequently may introduce errors in downstream analysis of MRI neuroimaging data (Beers, et al., 2018) . We addressed this within our study by training (and independent testing) the HD-BET algorithm with data from a large multicentric clinical trial in neuro-oncology which allowed to design a robust and broadly applicable brain extraction algorithm that enables high-throughput processing of neuroimaging data. Moreover, the improvement in the brain extraction performance yielded by the HD-BET algorithm was most pronounced in the EORTC-26101 dataset, again reflecting the limitations of the competing state-of-the-art algorithms when processing heterogeneous imaging data with abnormal pathologies or varying acquisition parameters.
The HD-BET algorithm is able to perform brain extraction on various types of common anatomical MRI sequence without prior knowledge of the sequence type. From a practical point of view this is of particular importance since imaging protocols (and the types of sequences acquired) may vary substantially. Brain extraction algorithms are generally optimized to process T1-w MRI sequences (Han, et al., 2018; Lutkenhoff, et al., 2014) and fall short during processing of other types of MRI sequences (e.g. T2-w, FLAIR or cT1-w images). We addressed this shortcoming and demonstrate that the HD-BET algorithm also performs well on cT1-w, FLAIR or T2-w MRI and closely replicates the performance observed for brain extraction on T1-w sequences.
The runtime of the HD-BET algorithm for processing a single MRI sequence is in the order of half a minute with modern hardware. More advanced GPU hardware would allow to further improve processing time, although the existing setup already performed well in comparison to the runtime of the other competing brain extraction algorithms.
For example, the 2 nd best performing algorithm in the EORTC-26101 dataset (ROBEX) required on average more than one minute for processing of a single MRI sequence.
We acknowledge that although many different brain extraction algorithms have been proposed and published, we essentially focused on the most commonly applied stateof-the-art algorithms. Moreover a case-specific tuning of parameters from these stateof-the-art brain extraction algorithms may have allowed to improve their performance to some extent Popescu, et al., 2012) . This is however not a practical approach, especially in the context of high-throughput processing. In addition, future studies will need to evaluate the performance of our HD-BET algorithm in a broader range of diseases in neuroradiology since our evaluation was essentially limited to cases with brain tumors (EORTC-26101 dataset) or cases with only mild or no structural abnormalities (LPBA40, NFBS, CC-359 dataset). However, given the broad phenotypic appearance (and associated post-treatment alterations) of brain tumors which were used for training the algorithm we are confident that HD-BET is equally applicable to the broad disease spectrum encountered in neuroradiology.
In conclusion, the developed and rigorously validated HD-BET algorithm enables rapid, automated and robust brain extraction in the presence of pathology or treatmentinduced tissue alterations, is applicable to a broad range of MRI sequence types and is not influenced by variations in MRI hardware and/or acquisition parameters Tables   Table 1. Characteristics of the datasets analyzed within the present study.
EORTC-26101 LPBA40 NFBS CC-359
Training set (Cohen, 1988) Annotation: * = using the 95 th percentile of the Hausdorff distance (mm) Annotation: * = using the 95 th percentile of the Hausdorff distance (mm) 
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Artificial Neural
State-of-the-art brain extraction algorithms
Commonly available techniques such as the Brain Extraction Tool (BET (Jenkinson and Smith, 2001; Smith, 2002) ) implemented in FSL Woolrich, et al., 2009 ) and 3dSkullStrip (part of the AFNI package ) are based on a deformable surface-based model Kelemen, et al., 1999) and create a brain mask though expanding and deforming of a defined template until its boundary fits into the surface of the brain (Kalavathi and Prasath, 2016; Smith, 2002; Souza, et al., 2018) . Specifically, 3dSkullStrip is a modified version of BET and includes adjustments for avoiding the clipping of certain brain areas with two additional processing stages to ensure the convergence and reduction of the clipped area.
Additionally is uses 3D edge detection.
Brain Surface Extractor (BSE) (Shattuck, et al., 2001) as part of the BrainSuite applies thresholding with morphology (Beare, et al., 2013; Hahn and Peitgen, 2000; Hohne and Hanson, 1992) , in which the image is segmented by evaluating the intensity of the image pixels. In the next step, the uncertain voxels between brain and surrounding tissue are detected and subsequently eliminated through morphological filtering (Hohne and Hanson, 1992; Smith, 2002) .
ROBEX is a method that uses affine registration of the image to a template to improve the performance. It combines a discriminative model that is trained to detect the brain boundaries and a generative model that ensures plausibility using a cost function. Another example, named BEaST is an atlas based method. It is built on nonlocal segmentation embedded in a multi-resolution framework and uses sum of squared differences to determine a suitable patch from a library of priors.
Artificial Neural Network (ANN)
All MRI sequences (and the corresponding brain masks) were downsampled to an isotropic spacing of 1.5x1.5x1.5 mm³ and normalized through z-scoring. The predicted output brain mask was linearly upsampled to the original resolution for evaluation.
Network Architecture
The network architecture (depicted in Figure 1 ) shares similarities with our recent contribution (Isensee, et al., 2017) to the BraTS 2017 challenge (Menze, et al., 2015) .
It is inspired by the success of the U-Net architecture and its 3D derivatives Kayalibay, et al., 2017; .
U-Net sets itself apart from other segmentation networks (Havaei, et al., 2017; Kamnitsas, et al., 2017; Kleesiek, et al., 2016; Zhao, et al., 2018) by the use of an encoder and a decoder network that are interconnected with skip connections.
Conceptually, the encoder network is used to aggregate semantic information at the cost of reduced spatial information. The decoder is the counterpart of the encoder that reconstructs the spatial information while being aware of the semantic information extracted from the encoder. Skip connections are used to transfer feature maps from the encoder to the decoder to allow for even more precise localization of the brain.
Heavy encoder, light decoder
Our instantiation of the U-Net utilizes pre-activation residual blocks (He, et al., 2016) in the encoder. Contrary to plain convolutions which learn a nonlinear transformation of the input, residual blocks learn a nonlinear residual that is added to the input. This allows the network by design to learn the identity function and ultimately allows the design of deeper architectures and improves the gradient flow. Here, a residual blocks consists of two 3x3x3 convolutional layers, each of which is preceded by instance normalization and a leaky ReLU nonlineariy.
We do not employ residual connections in the localization pathway. Here, each concatenation is followed by a 3x3x3 convolutional layer that is intended to recombine semantic and localization information, followed by a 1x1x1 convolution that halves the number of feature maps. We chose to upsample our feature maps by means of trilinear upsampling followed by a 3x3x3 convolution that again halves the number of feature maps. This approach allows us to leverage the benefits of convolutional upsampling (typically transposed convolution) without the risk of introducing checkerboard artifacts.
Large Input Patch Size
In order to maximize the amount of contextual information the encoder can aggregate, we train our network architecture with an input patch size of 128x128x128 voxels. At 1.5x1.5x1.5 mm³ voxel resolution this patch size almost covers an entire patient. Using such a large patch size enables the network to correctly reconstruct the brain mask even if large parts of the brain are missing due to a traumatic brain injury or the presence of a resection cavity.
Auxiliary Loss Layers
During training, the nature of gradient descent will optimize the network in a way that most quickly optimize the loss function. In the case of a U-Net like architecture such as the one presented here, this may lead to too simple decision making in the early stages of the training, i.e. solving most of the segmentation problem by forwarding local structures recognized early in the encoder to the decoder instead of making use of the entire receptive field the network can access. Additionally, gradients at the lower parts of the U shape are typically smaller due the nature of the chain rule. As a result, training the lower layers can be slow. We address both of these issues by integrating auxiliary loss layers deep into the network. These layers effectively create smaller versions of the desired segmentation, each of which are trained with its own loss layer and downsampled versions of the reference annotation.
Nonlinearity and Normalization Motivated by successful recent work (Drozdzal, et al., 2016; Isensee, et al., 2017; Kayalibay, et al., 2017; Sudre, et al., 2017) a soft dice loss formulation for training the network was used.
( , ) = − 2 | | ∑ ∑ , , ∑ , + ∑ , ∈ Here, ∈ denotes the voxels of the softmax output and ∈ denotes a one hot encoding of the corresponding ground truth patch. Both and have shape shape Kx128x128x128 where ∈ are the classes (background, brain). is used to index pixels in a patch (discarding spatial information; ∈ 128 3 ).
As stated in the previous section, each auxiliary loss layer has its own dice loss term and is trained on a downsampled version of the reference annotation. The global loss is then computed as the weighted sum of these loss terms: 
Data Augmentation
Due to their high capacity, neural networks tend to overfit given a limited amount of training data. Besides explicit regularization such as weight decay, stochastic gradient descent and dropout, implicit regularization in the form of data augmentation has proven to be very effective (Hernández-García and König, 2018) . For this reason we apply a broad range of data augmentation techniques on the fly during training using a framework that was developed in our department and is available at http://github.com/MIC-DKFZ/batchgenerators). Hereby, U(a, b) denotes the uniform distribution on the interval [a, b].
-All input patches are mirrored randomly along all axes with probability 50%.
-50% of patches are augmented with spatial transformations. These transformations include scaling, rotation and elastic deformation. Scaling is applied with a random scaling factor sampled from U(0.75, 1.25). Rotation is performed around all three axes with a random angle sampled from U(-180°, 180°) for each axis. Elastic deformation is implemented by sampling a grid of random, Gaussian distributed displacement vectors (μ=0, σ=1) which is then smoothed by a Gaussian smoothing filter with σ sampled uniformly from U(9, 13) and finally scaled by a randomly chosen scaling factor sampled uniformly from U(0, 900). We then apply the smoothed rescaled displacement vector field to the image and the corresponding segmentation via third order spline interpolation and nearest neighbor interpolation, respectively.
-Finally, we apply gamma augmentation to 50% of the patches. Gamma augmentation is done by transforming the voxel intensities to the interval [0, 1] and then applying the following equation for each voxel . = γ γ is hereby sampled from U(0.8, 1.5) once for each modality.
-30% of the image patches are augmented with pixel-wise additive Gaussian Noise (µ=0, σ=0.2).
-A Gaussian blur filter with σ sampled from U(0.2, 1.5) was applied to 30% of the input patches.
-Since the gamma and Gaussian Noise augmentations alter the mean and standard deviation of the patches during training, whereas the network will only be presented z-score normalized inputs at test time, patches are renormalized to zero mean and unit variance before being fed into the network.
Evaluation
During evaluation, we apply data augmentation in the form of mirroring the data along all axes. Due to the fully convolutional nature of our network, we process entire images one at a time, alleviating the need for stitching patches together.
The prediction of the brain masks was performed in both training set (EORTC-26101 training set) and the four test sets (EORTC-26101 test set, LPBA40, NFBS and CC-359) using the following procedures. Predictions in the training set were generated from the samples within each of the holdout folds during 5-fold cross validation, whereas for test set patients we used the five networks obtained through the corresponding cross-validation as an ensemble to predict tumor segmentations. For the latter, softmax probabilities of the individual prediction of the five different networks are averaged to yield the final prediction. All computations performed using NVIDIA (NVIDIA Corporation, California, United States) Titan Xp graphics processing units. 
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