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Abstract
We study inference and learning based on a sparse coding model with ‘spike-and-slab’ prior.
As in standard sparse coding, the model used assumes independent latent sources that linearly
combine to generate data points. However, instead of using a standard sparse prior such as a
Laplace distribution, we study the application of a more flexible ‘spike-and-slab’ distribution
which models the absence or presence of a source’s contribution independently of its strength
if it contributes. We investigate two approaches to optimize the parameters of spike-and-slab
sparse coding: a novel truncated EM approach and, for comparison, an approach based on
standard factored variational distributions. The truncated approach can be regarded as a varia-
tional approach with truncated posteriors as variational distributions. In applications to source
separation we find that both approaches improve the state-of-the-art in a number of standard
benchmarks, which argues for the use of ‘spike-and-slab’ priors for the corresponding data do-
mains. Furthermore, we find that the truncated EM approach improves on the standard factored
approach in source separation tasks—which hints to biases introduced by assuming posterior
independence in the factored variational approach. Likewise, on a standard benchmark for im-
age denoising, we find that the truncated EM approach improves on the factored variational
approach. While the performance of the factored approach saturates with increasing numbers
of hidden dimensions, the performance of the truncated approach improves the state-of-the-art
for higher noise levels.
Keywords: sparse coding, spike-and-slab distributions, approximate EM, variational Bayes, unsuper-
vised learning, source separation, denoising
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1 Introduction
Much attention has recently been devoted to studying sparse coding models with ‘spike-and-slab’
distribution as a prior over the latent variables [Goodfellow et al., 2013, Mohamed et al., 2012, Lu¨cke
and Sheikh, 2012, Titsias and Lazaro-Gredilla, 2011, Carbonetto and Stephen, 2011, Knowles and
Ghahramani, 2011, Yoshida and West, 2010]. In general, a ‘spike-and-slab’ distribution is comprised
of a binary (the ‘spike’) and a continuous (the ‘slab’) part. The distribution generates a random
variable by multiplying together the two parts such that the resulting value is either exactly zero
(due to the binary random variable being zero) or it is a value drawn from a distribution governing
the continuous part. In sparse coding models, employing spike-and-slab as a prior allows for
modeling the presence or absence of latents independently of their contributions in generating an
observation. For example, piano keys (as latent variables) are either pressed or not (binary part),
and if they are pressed, they result in sounds with different intensities (continuous part). The
sounds generated by a piano are also sparse in the sense that of all keys only a relatively small
number is pressed on average.
Spike-and-slab distributions can flexibly model an array of sparse distributions, making them
desirable for many types of data. Algorithms based on spike-and-slab distributions have successfully
been used, e.g., for deep learning and transfer learning [Goodfellow et al., 2013], regression [West,
2003, Carvalho et al., 2008, Carbonetto and Stephen, 2011, Titsias and Lazaro-Gredilla, 2011], or
denoising [Zhou et al., 2009, Titsias and Lazaro-Gredilla, 2011], and often represent the state-of-
the-art on given benchmarks [compare Titsias and Lazaro-Gredilla, 2011, Goodfellow et al., 2013].
The general challenge with spike-and-slab sparse coding models lies in the optimization of
the model parameters. Whereas the standard Laplacian prior used for sparse coding results in
uni-modal posterior distributions, the spike-and-slab prior results in multi-modal posteriors [see,
e.g., Titsias and Lazaro-Gredilla, 2011, Lu¨cke and Sheikh, 2012]. Figure 1 shows typical poste-
rior distributions for spike-and-slab sparse coding (the model will be formally defined in the next
section). The figure illustrates posterior examples for the case of a two-dimensional observed and
a two-dimensional hidden space. As can be observed, the posteriors have multiple modes; and
the number modes increases exponentially with the dimensionality of the hidden space [Titsias
and Lazaro-Gredilla, 2011, Lu¨cke and Sheikh, 2012]. The multi-modal structure of the posteriors
argues against the application of the standard maximum a-posteriori (MAP) approaches [Mairal
et al., 2009, Lee et al., 2007, Olshausen and Field, 1997] or Gaussian approximations of the posterior
[Seeger, 2008, Ribeiro and Opper, 2011] because they rely on uni-modal posteriors. The approaches
that have been proposed in the literature are, consequently, MCMC based methods [e.g., Carvalho
et al., 2008, Zhou et al., 2009, Mohamed et al., 2012] and variational EM methodologies [e.g., Zhou
et al., 2009, Titsias and Lazaro-Gredilla, 2011, Goodfellow et al., 2013]. While MCMC approaches
are more general and more accurate given sufficient computational resources, variational approaches
are usually more efficient. Especially in high dimensional hidden spaces, the multi-modality of the
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Figure 1: Left figures visualize observations generated by two different instantiations of the spike-
and-slab sparse coding model (1) to (3). Solid lines are the generating bases vectors. Right
figures illustrate the corresponding exact posteriors over latents computed using (13) and (15) given
observations and generating model parameters. The probability mass seen just along the axes or
around the origin actually lies exactly on the axis. Here we have spread the mass for visualization
purposes by slightly augmenting zero diagonal entries of the posterior covariance matrix in (15).
posteriors is a particular challenge for MCMC approaches; consequently, recent applications to
large hidden spaces have been based on variational EM optimization [Titsias and Lazaro-Gredilla,
2011, Goodfellow et al., 2013]. The variational approaches applied to spike-and-slab models thus
far [see Rattray et al., 2009, Yoshida and West, 2010, Titsias and Lazaro-Gredilla, 2011, Goodfellow
et al., 2013] assume a factorization of the posteriors over the latent dimensions, that is the hidden
dimensions are assumed to be independent a-posteriori. This means that any dependencies such
as explaining-away effects including correlations (compare Figure 1) are ignored and not accounted
for. But what consequences does such a negligence of posterior structure have? Does it result in
biased parameter estimates and is it relevant for practical tasks? Biases induced by factored vari-
ational inference in latent variable models have indeed been observed before [MacKay, 2001, Ilin
and Valpola, 2005, Turner and Sahani, 2011]. For instance, in source separation tasks, optimization
through factored inference can be biased towards finding mixing matrices that represent orthogonal
sparse directions, because such solutions are most consistent with the assumed a-posteriori indepen-
dence [see Ilin and Valpola, 2005, for a detailed discussion]. Therefore, the posterior independence
assumption in general may result in suboptimal solutions.
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In this work we study an approximate EM approach for spike-and-slab sparse coding which does
not assume a-posteriori independence and which can model multiple modes. The novel approach
can be considered as a variational EM approach but instead of using factored distributions or
Gaussians, it is based on posterior distributions truncated to regions of high probability mass [Lu¨cke
and Eggert, 2010]. Such truncated EM approaches have recently been applied to different models
[see e.g., Puertas et al., 2010, Shelton et al., 2011, Dai and Lu¨cke, 2012, Bornschein et al., 2013].
In contrast to the previously studied factored variational approaches [Titsias and Lazaro-Gredilla,
2011, Mohamed et al., 2012, Goodfellow et al., 2013], the truncated approach will furthermore
take advantage of the fact that in the case of a Gaussian slab and Gaussian noise model, integrals
over the continuous latents can be obtained in closed-form [Lu¨cke and Sheikh, 2012]. This implies
that the posteriors over latent space can be computed exactly if the sums over the binary part
are exhaustively evaluated over exponentially many states. This enumeration of the binary part
becomes computationally intractable for high-dimensional hidden spaces. However, by applying
the truncated variational approach exclusively to the binary part of the hidden space, we can still
fully benefit from the analytical tractability of the continuous integrals.
In this study, we systematically compare the truncated approach to a recently suggested fac-
tored variational approach [Titsias and Lazaro-Gredilla, 2011]. A direct comparison of the two
variational approaches will allow for answering the questions about potential drawbacks and biases
of both optimization procedures. As approaches assuming factored variational approximations have
recently shown state-of-the-art performances [Titsias and Lazaro-Gredilla, 2011, Goodfellow et al.,
2013], understanding their strengths and weaknesses is crucial for further advancements of sparse
coding approaches and their many applications. Comparison with other approaches that are not
necessarily based on the spike-and-slab model will allow for accessing the potential advantages of
the spike-and-slab model itself.
In Section 2 we will introduce the used spike-and-slab sparse coding generative model, and
briefly discuss the factored variational approach which has recently been applied for parameter
optimization. In Section 3 we derive the closed-form EM parameter update equations for the
introduced spike-and-slab model. Based on these equations, in Section 4 we derive the truncated
EM algorithm for efficient learning in high dimensions. In Section 5, we numerically evaluate the
algorithm and compare it to factored variational and other approaches. Finally, in Section 6 we
discuss the results. The Appendix present details of the derivations and experiments.
2 Spike-and-slab Sparse Coding
The spike-and-slab sparse coding model assumes like standard sparse coding a linear superposition
of basis functions, independent latents, and Gaussian observation noise. The main difference is that
a spike-and-slab distribution is used as a prior. Spike-and-slab distributions have long been used
for different models [e.g., Mitchell and Beauchamp, 1988, among many others] and also variants
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of sparse coding with spike-and-slab priors have been studied previously [compare West, 2003,
Garrigues and Olshausen, 2007, Knowles and Ghahramani, 2007, Teh et al., 2007, Carvalho et al.,
2008, Paisley and Carin, 2009, Zhou et al., 2009]. In this work we study a generalization of the spike-
and-slab sparse coding model studied by Lu¨cke and Sheikh [2012]. The data generation process
in the model assumes an independent Bernoulli prior for each component of the the binary latent
vector ~s ∈ {0, 1}H and a multivariate Gaussian prior for the continuous latent vector ~z ∈ RH :
p(~s |Θ) = B(~s;~pi) =
H∏
h=1
pishh (1− pih)1−sh , (1)
p(~z |Θ) = N (~z; ~µ,Ψ), (2)
where pih defines the probability of sh being equal to one and where ~µ and Ψ parameterize the
mean and covariance of ~z, respectively. The parameters ~µ ∈ RH and Ψ ∈ RH×H parameterizing
the Gaussian slab in (2) generalize the spike-and-slab model used in [Lu¨cke and Sheikh, 2012]. A
point-wise multiplication of the two latent vectors, i.e., (~s~z)h = sh zh generates a ‘spike-and-slab’
distributed variable (~s ~z), which has either continuous values or exact zero entries. Given such a
latent vector, a D-dimensional observation ~y ∈ RD is generated by linearly superimposing a set of
basis functions W and by adding Gaussian noise:
p(~y |~s, ~z,Θ) = N (~y; W (~s ~z),Σ), (3)
where each column of the matrix W ∈ RD×H is a basis function W = (~w1, . . . , ~wH) and where
the matrix Σ ∈ RD×D parameterizes the observation noise. Full rank covariances Σ can flexibly
parametrize noise and have been found beneficial in noisy environments [Dalen and Gales, 2008,
Ranzato and Hinton, 2010, Dalen and Gales, 2011]. Nevertheless the model can also be constrained
to have homoscedastic noise (i.e., Σ = σ2I). We use Θ = (W,Σ, ~pi, ~µ,Ψ) to denote all the model
parameters. Having a spike-and-slab prior implies that for high levels of sparsity (low values of pih)
the latents assume exact zeros with a high probability. This is an important distinction compared
to the Laplace or Cauchy distributions used for standard sparse coding [Olshausen and Field, 1997].
The spike-and-slab sparse coding algorithm we derive in this work is based on the model (1) to
(3). The factored variational approach [Multi–Task and Multiple Kernel Learning, MTMKL; Titsias
and Lazaro-Gredilla, 2011] that we use for detailed comparison is based on a similar model. The
MTMKL model is both a constrained and generalized version of the model we study. On one hand,
it is more constrained by assuming the same sparsity for each latent, i.e., pih = pih′ (for all h, h
′); and
by using a diagonal covariance matrix for the observation noise, Σ = diag(σ21, . . . , σ
2
D). On the other
hand, it is a generalization by drawing the basis functions W from Gaussian processes. The model
(1) to (3) can then be recovered as a special case of the MTMKL model if the Gaussian processes
are Dirac delta functions. For parameter optimization, the MTMKL model uses a standard factored
variational optimization. In the case of spike-and-slab models, this factored approach means that
the exact posterior p(~s, ~z | ~y) is approximated by a variational distribution qn(~s, ~z; Θ) which assumes
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the combined latents to be independent a-posteriori [compare Zhou et al., 2009, Titsias and Lazaro-
Gredilla, 2011, Goodfellow et al., 2013]:
qn(~s, ~z; Θ) =
H∏
h=1
q(h)n (sh, zh; Θ),
where q
(h)
n are distributions only depending on sh and zh and not on any of the other latents. A
detailed account of the MTMKL optimization algorithm is given by Titsias and Lazaro-Gredilla
[2011] and for later numerical experiments on the model, we used the source code provided along
with that publication.1 Further comparisons will include the spike-and-slab sparse coding model
by Zhou et al. [2009]. The generative model is similar to the spike-and-slab model in Equations
(1) to (3) but uses a Beta process prior to parameterize the Bernoulli (the “spike”) distribution
and assumes homoscedastic observation noise. Inference in their model is based on factored vari-
ational EM or Gibbs sampling. As this model is closely related to ours, we use it as another
instance for comparison in our numerical experiments in order to assess the influence of different
inference method choices. This comparison allows us to explore differences of training the model
with a sampling-based approach, as they yield many of the same benefits of our inference method
(e.g., flexible representation of uncertainty), but where generally more computational resources are
necessary.
3 Expectation Maximization for Parameter Optimization
In order to learn the model parameters Θ given a set of N independent data points {~y (n)}n=1,...,N
with ~y (n) ∈ RD, we maximize the data likelihood L = ∏Nn=1 p(~y (n) |Θ) by applying the Expectation
Maximization (EM) algorithm. Instead of directly maximizing the likelihood, the EM algorithm
[in the form studied by Neal and Hinton, 1998] maximizes the free-energy, a lower bound of the
log-likelihood given by:
F(Θold,Θ) =
N∑
n=1
〈
log p(~y (n), ~s, ~z |Θ)
〉
n
+H(Θold), (4)
where 〈 · 〉n denotes the expectation under the posterior over the latents ~s and ~z given ~y (n)〈
f(~s, ~z)
〉
n
=
∑
~s
∫
~z
p(~s, ~z | ~y (n),Θold) f(~s, ~z) d~z (5)
and H(Θold) = −∑~s ∫~z p(~s, ~z | ~y (n),Θold) log(p(~s, ~z | ~y (n),Θold)) d~z is the Shannon entropy, which
only depends on parameter values held fixed during the optimization of F w.r.t. Θ in the M-step.
Here
∑
~s is a summation over all possible binary vectors ~s.
The EM algorithm iteratively optimizes the free-energy by alternating between two steps. First,
in the E-step given the current parameters Θold, the relevant expectation values under the posterior
1We downloaded the code from http://www.well.ox.ac.uk/m˜titsias/code/varSparseCode.tar.gz.
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p(~s, ~z | ~y (n),Θold) are computed. Next, the M-step uses these posterior expectations and maximizes
the free-energy F(Θold,Θ) w.r.t. Θ. Iteratively applying E- and M-steps locally maximizes the data
likelihood. In the following section we will first derive the M-step equations which themselves will
require expectation values over the posteriors (5). The required expressions and approximations
for these expectations (the E-step) will be derived afterwards.
3.1 M-step Parameter Updates
The M-step parameter updates of the model are canonically obtained by setting the derivatives
of the free-energy (4) w.r.t. the second argument to zero. Details of the derivations are given in
Appendix A and the resulting update equations are as follows:
W =
∑N
n=1 ~y
(n)
〈
~s ~z〉T
n∑N
n=1
〈
(~s ~z)(~s ~z)T〉
n
, (6)
~pi =
1
N
N∑
n=1
〈
~s
〉
n
, (7)
~µ =
∑N
n=1
〈
~s ~z〉
n∑N
n=1
〈
~s
〉
n
, (8)
Ψ =
N∑
n=1
[〈
(~s ~z)(~s ~z)T〉
n
− 〈~s~sT〉
n
 ~µ~µT
]

( N∑
n=1
[〈
~s~sT
〉
n
])−1
, (9)
and Σ =
1
N
N∑
n=1
[
~y (n)(~y (n))T −W [〈(~s ~z)〉
n
〈
(~s ~z)〉T
n
]
WT
]
. (10)
3.2 E-step Expectation Values
The M-step equations (6) to (10) require expectation values w.r.t. the posterior distribution be
computed over the whole latent space, which requires either analytical solutions or approximations
of integrals/sums over the latent space. For the derivation of closed-form E-step equations it is
useful to know that the discrete latent variable ~s can be combined with the basis function matrix
W so that we can rewrite (3) as
p(~y |~s, ~z,Θ) = N (~y; W˜~s ~z,Σ),
where we have defined (W˜~s)dh = Wdhsh such that W (~s ~z) = W˜~s ~z.
Here the data likelihood p(~y |Θ) can be derived in closed-form after marginalizing the joint
p(~y,~s, ~z |Θ) over ~z:
p(~y,~s|Θ) = B(~s;~pi)
∫
N (~y; W˜~s ~z,Σ)N (~z; ~µ,Ψ) d~z
= B(~s;~pi) N (~y; W˜~s ~µ,C~s), (11)
7
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where C~s = Σ + W˜~s ΨW˜
T
~s . The second step follows from standard identities for Gaussian random
variables [e.g., Bishop, 2006]. We can then sum the resulting expression over ~s to obtain
p(~y |Θ) =
∑
~s
B(~s;~pi) N (~y; W˜~s ~µ,C~s). (12)
Thus, the marginal distribution takes the form of a Gaussian mixture model with 2H mixture
components indexed by ~s. However, unlike in a standard Gaussian mixture model, the mixing
proportions and the parameters of the mixture components are not independent but coupled to-
gether. Therefore, the following steps will lead to closed-form EM updates that are notably not
a consequence of closed-form EM for classical Gaussian mixtures. In contrast, Gaussian mixture
models assume independent mixing proportions and independent component parameters. By using
Equations (11) and (12) the posterior over the binary latents p(~s | ~y,Θ) is given by:
p(~s | ~y,Θ) = p(~s, ~y |Θ)
p(~y |Θ) =
B(~s;~pi) N (~y; W˜~s ~µ,C~s)∑
~s′ B(~s′;~pi) N (~y; W˜~s′~µ,C~s′)
. (13)
We can now consider the factorization of the posterior p(~s, ~z | ~y,Θ) into the posterior over the binary
part p(~s | ~y,Θ) and the posterior over the continuous part given the binary state p(~z |~s, ~y,Θ):
p(~s, ~z | ~y,Θ) = p(~s | ~y,Θ) p(~z |~s, ~y,Θ). (14)
Like the first factor in (14), the second factor is also analytically tractable and given by:
p(~z |~s, ~y,Θ) = p(~s |Θ) p(~z |Θ) p(~y |~z,~s,Θ)
p(~s |Θ) ∫ p(~y |~z,~s,Θ) p(~z |Θ)d~z
∝ N (~z; ~µ,Ψ)N (~y; W˜~s ~z,Σ)
= N (~z;~κ~s,Λ~s),
where the last step again follows from standard Gaussian identities with definitions
Λ~s = (W˜
T
~s Σ
−1 W˜~s + Ψ−1~s )
−1,
~κ
(n)
~s = (~s ~µ) + Λ~s W˜T~s Σ−1 (~y (n) − W˜~s ~µ)
(15)
and with Ψ~s = Ψ
(
diag(~s)
)
. The full posterior distribution can thus be written as
p(~s, ~z | ~y (n),Θ) = B(~s;~pi)N (~y
(n); W˜~s ~µ,C~s)N (~z; ~κ(n)~s ,Λ~s)∑
~s′ B(~s′;~pi)N (~y (n); W˜~s′ ~µ,C~s′)
. (16)
Equation (16) represents the crucial result for the computation of the E-step below because, first,
it shows that the posterior does not involve analytically intractable integrals and, second, for fixed
~s and ~y (n) the dependency on ~z follows a Gaussian distribution. This special form allows for the
derivation of analytical expressions for the expectation values as required for the M-step updates.
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Because of the Gaussian form, the integrations over the continuous part are straight-forward and
the expectation values required for the M-step are given as follows:〈
~s
〉
n
=
∑
~s
qn(~s; Θ)~s, (17)〈
~s~sT
〉
n
=
∑
~s
qn(~s; Θ)~s~s
T, (18)
〈
~s ~z〉
n
=
∑
~s
qn(~s; Θ)~κ
(n)
~s , (19)
and
〈
(~s ~z)(~s ~z)T〉
n
=
∑
~s
qn(~s; Θ)
(
Λ~s + ~κ
(n)
~s (~κ
(n)
~s )
T
)
. (20)
In all of the expressions above, the left-hand-sides are expectation values over the full latent space
w.r.t. the posterior p(~s, ~z | ~y (n),Θ), whereas the right-hand-sides now take the form of expectation
values only over the binary part w.r.t. the posterior p(~s | ~y (n),Θ) in Equation (13). The deriva-
tions of E-step equations (17) to (20) are a generalization of the derivations by Lu¨cke and Sheikh
[2012]. While Gaussian identities and marginalization have been used to obtain analytical results
for mixture-of-Gaussians priors before [e.g. Moulines et al., 1997, Attias, 1999, Olshausen and Mill-
man, 2000, Garrigues and Olshausen, 2007], the above equations are the first closed-form solutions
for the spike-and-slab model [first appearing in Lu¨cke and Sheikh, 2012]. The observation that the
Gaussian slab and Gaussian noise model allows for analytically tractable integrals has, in parallel
work, also been pointed out by Mohamed et al. [2012].
Iteratively computing the E-step equations (17) to (20) using the current parameters Θ and the
M-step equations (6) to (10), represents a closed-form and exact EM algorithm which increases the
data likelihood of the model to (possibly local) maxima.
4 Truncated EM
While being exact, the execution of the above EM algorithm results in considerable computational
costs for larger-scale problems. Without approximations, the computational resources required
scale exponentially with the number of hidden dimensions H. This can be seen by considering
the expected values w.r.t. the posterior p(~s | ~y,Θ) above, which each require a summation over all
binary vectors ~s ∈ {0, 1}H . For tasks involving low dimensional hidden spaces, the exact algorithm
is still applicable. For higher dimensional problems approximations are required, however. Still, we
can make use of the closed-form EM solutions by applying an approximation solely to the binary
part. Instead of sampling-based or factored approximations to the posterior p(~s, ~z | ~y,Θ), we use a
truncated approximation to the posterior p(~s | ~y (n),Θ) in Equation (13). The truncated approxima-
tion is defined to be proportional to the true posteriors on subspaces of the latent space with high
probability mass [compare Expectation Truncation, Lu¨cke and Eggert, 2010]. More concretely, a
posterior distribution p(~s | ~y (n),Θ) is approximated by a distribution qn(~s; Θ) that only has support
9
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Figure 2: Visualization of the exact posterior probabilities of the spike-and-slab model with
H = 10 latents, computed for three given data points ~y (n). The model was trained on natural
data (see Section 5.4 for more details). A Histograms of the posterior mass over the H latents:
p(sh = 1 | ~y(n),Θ) =
∑
~swithsh=1
p(~s | ~y(n),Θ)/∑~s p(~s | ~y(n),Θ). Low values for most h imply that
these latents can be neglected (i.e., clamped to zero) for a posterior approximation. B Histograms
of the posterior mass over the hyperplanes of increasing dimensionality i: p(|~s| = i | ~y(n),Θ) =∑
~swhere|~s|=i p(~s | ~y(n),Θ)/
∑H
i′=0
∑
~swhere|~s|=i′ p(~s | ~y(n),Θ). In case of all the three examples presented
here, subspaces with i > 4 can be neglected as another approximation step for posterior estimation.
on a subset Kn ⊆ {0, 1}H of the state space:
qn(~s; Θ) =
p(~s, ~y (n) |Θ)∑
~s ′∈Kn
p(~s ′, ~y (n) |Θ)
δ(~s ∈ Kn), (21)
where δ(~s ∈ Kn) is an indicator function, i.e., δ(~s ∈ Kn) = 1 if ~s ∈ Kn and zero otherwise.
The basic assumption behind the approximation in (21) is that the posterior over the entire
hidden space is concentrated in small volumes, which is represented by the reduced support of subset
Kn. When using a spike-and-slab sparse coding model to gain a generative understanding of the
data, sparsity in the posterior distribution usually emerges naturally. We can see an illustration of
this in Figure 2 (generation details in Section 5.4). Figure 2A shows (for three typical data points)
how much posterior mass is carried by each of the H = 10 latent dimensions. Figure 2B shows
(for the same data points) histograms of the posterior mass marginalized across the whole range of
hyperplanes spanned by the 10–dimensional latent space. Figure 2A indicates that only a subset
of the H latents is significantly relevant for encoding the posterior, while Figure 2B allows us to
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observe that the posterior mass is primarily contained within low-dimensional hyperplanes of the
H–dimensional hidden space. In other words, given a data point we find that most of the posterior
mass is concentrated in low-dimensional subspaces spanned by H ′  H of the latent dimensions.
The sparse nature of the posterior as illustrated by Figure 2 allows us to apply approximation (21),
where we define the subsets Kn based on index sets In ⊆ {1, . . . ,H}, which contain the indices of
H ′ most relevant sparse latents (compare Figure 2A) for the corresponding data points ~y (n):
Kn = {~s |
∑
h sh ≤ γ and ∀h 6∈ In : sh = 0} ∪ U , (22)
where the indices comprising In have the highest value of a selection (or scoring) function Sh(~y (n),Θ)
(which we define later). The set U is defined as U = {~s | ∑h sh = 1} and ensures that Kn contains
all singleton states [compare Lu¨cke and Eggert, 2010]. Otherwise, Kn only contains vectors with
at most γ non-zero entries and with non-zero entries only permitted for h ∈ In. The parameter
γ 6 H ′ sets the maximal dimensionality of the considered hyper-planes (compare Figure 2B). It
was empirically shown by Lu¨cke and Eggert [2010] that for appropriately defined subspaces Kn, the
KL-divergence between the true posteriors and their truncated approximations converges to values
close to zero.
If we now use the concrete expressions of the sparse spike-and-slab model (Equations (1) to (3))
for the variational distribution in Equation (21), the truncated approximation is given by:
p(~s | ~y (n),Θ) ≈ qn(~s; Θ) = N (~y
(n); W˜~s ~µ,C~s)B(~s;~pi)∑
~s ′∈Kn N (~y (n); W˜~s′~µ,C~s′)B(~s′;~pi)
δ(~s ∈ Kn). (23)
The approximation can now be used to compute the expectation values which are required for
the M-step equations. If we use the variational distributions in Equation (23) for qn(~s; Θ) on the
right-hand-sides of Equations (17) to (20), we obtain:
∑
~s
qn(~s; Θ) f(~s) =
∑
~s∈Kn N (~y (n); W˜~s ~µ,C~s)B(~s;~pi) f(~s)∑
~s ′∈Kn N (~y (n); W˜~s′~µ,C~s′)B(~s′;~pi)
, (24)
where f(~s) denotes any of the (possibly parameter dependent) functions of (17) to (20). Instead of
having to compute sums over the entire binary state space with 2H states, only sums over subsets
Kn have to be computed. Since for many applications the posterior mass is finally concentrated in
small volumes of the state space, the approximation quality can stay high even for relatively small
sets Kn.
Note that the definition of qn(~s; Θ) in Equation (21) neither assumes uni-modality like MAP
approximations [Mairal et al., 2009, Lee et al., 2007, Olshausen and Field, 1997] or Gaussian
approximations of the posterior [Ribeiro and Opper, 2011, Seeger, 2008], nor does it assume a-
posteriori independence of the latents as factored approximations [Jordan et al., 1999, Goodfellow
et al., 2013, Titsias and Lazaro-Gredilla, 2011]. The approximation scheme we have introduced here
exploits the inherent property of the sparse spike-and-slab model to have posterior probabilities
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concentrated in low-dimensional subspaces. The quality of our approximated posterior qn(~s; Θ)
primarily depends on an appropriate selection of the relevant subspaces Kn (see Section 4.2 below).
The truncated approximation is similar to factored variational approximations or MAP approx-
imations in the sense that it can be formulated as an approximate distribution qn(~s; Θ) within
the free-energy formulation by Neal and Hinton [1998]. Within this formulation, qn(~s; Θ) is often
referred to as variational approximation, and we therefore refer to our approximation as truncated
variational EM. Like factored variational approaches, we here aim to minimize the KL-divergence
between the true posterior and the approximation in Equation (21). However, we do not use varia-
tional parameters and a gradient based optimization of such parameters for the minimization. Our
approach is therefore not a variational approach in the sense of classical variational calculus.
4.1 Computational Complexity
The truncated E-step defined by (17) to (20) with (24) scales with the approximation parameters γ
and H ′ which can be defined independently of the latent dimensionality H. The complexity scales
as O(N∑γγ′=0 (H′γ′ )(D + γ′)3), where the D3 term can be dropped from the cubic expansion if the
observed noise Σ is considered to be diagonal or homoscedastic. Also the truncated approximation
yields sparse matrices in Equations (21) and (23) which results in more efficient and tractable
matrix operations.
Although the total number of data points N above defines a theoretical upper bound, in practice
we can further benefit from the preselection step of the truncated approach to achieve significantly
improved runtime performances. Clustering the data points using the index sets In saves us from
redundantly performing various computationally expensive operations involved in Equations (15)
and (23), that given a state ~s ∈ Kn are independent of individual data points sharing the same
subspace Kn. Furthermore, such a batch processing strategy is also readily parallelizable as the
truncated E-step can be performed independently for individual data clusters (see Appendix C for
details). Using the batch execution mode we have observed an average runtime speedup of up to
an order of magnitude.
4.2 Selection Function
To compose appropriate subspaces Kn a selection function Sh(~y (n),Θ) is defined, which prior to
each E-step allows us to select the relevant H ′ hidden dimensions (i.e., the elements of the index
sets In) for a given observation ~y
(n). A selection function is essentially a heuristic-based scoring
mechanism, that ranks all the latents based on their potential for being among the generating
causes of a given observation. Selection functions can be based on upper bounds for probabilities
p(sh = 1 | ~y (n),Θ) [compare Lu¨cke and Eggert, 2010, Puertas et al., 2010] or deterministic functions
such as the scalar product between a basis vector and a data point [derived from noiseless limits
applied to observed space; compare Lu¨cke and Eggert, 2010, Bornschein et al., 2013].
12
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For the sparse coding model under consideration we define a selection function as follows:
Sh(~y (n),Θ) = N (~y (n); W˜~sh~µ,C~sh) ∝ p(~y (n) |~s = ~sh,Θ), (25)
where ~sh represents a singleton state in which only the entry h is non-zero. The selection function
(25) is basically the data likelihood given a singleton state ~sh. The function does not take into
account the probability of the state itself (i.e., p(~sh |Θ)), as this may introduce a bias against
less active latent dimensions. Similar to previously used selection functions [compare e.g., Lu¨cke
and Eggert, 2010, Puertas et al., 2010], in order to maintain a linear scaling behavior w.r.t. the
number of latents, the selection function introduced here avoids computationally demanding higher-
order combinatorics of the latents by only assessing one-to-one correspondences between individual
latents and an observed data point. In the next section we empirically evaluate the efficacy of our
selection function by means of numerical experiments that are based on the KL-divergence between
the exact and the approximated posteriors computed from the subspaces Kn.
Equations (21) to (23) replace the computation of the expectation values w.r.t. the exact poste-
rior, and represent the approximate EM algorithm used in the experiments section. The algorithm
will be applied without any further mechanisms such as annealing as we found it to be very ro-
bust in the form derived above. Furthermore, no data preprocessing such as mean subtraction or
variance normalization will be used in any of the experiments. To distinguish the algorithm from
others in comparative experiments, we will refer to it as Gaussian Sparse Coding (GSC) algorithm
in order to emphasize the special Gaussian case of the spike-and-slab model used.
5 Numerical Experiments
We investigate the performance of the GSC algorithm on artificial data as well as various realistic
source separation and denoising benchmarks. For all experiments the algorithm was implemented to
run in parallel on multiple CPUs with no dependency on their arrangement as physically collocated
arrays with shared memory or distributed among multiple compute nodes [see Bornschein et al.,
2010, for more details]. We further extended the basic technique to make our implementation more
efficient and suitable for parallelization by applying the batch execution (the observation discussed
in Section 4.1 on Computational Complexity and Appendix C). In all the experiments, the GSC
model parameters were randomly initialized.2 The choice of GSC truncation parameters H ′ and γ
is in general straight-forward: the larger they are the closer the match to exact EM but the higher
are also the computational costs. The truncation parameters are therefore capped by the available
computational resources. However, empirically we observed that often much smaller values were
2We randomly and uniformly initialized the pih between 0.05 and 0.95. ~µ was initialized with normally distributed
random values and the diagonal of Ψ was initialized with strictly positive uniformly distributed random values. We
set Σ to the covariance across the data points, and the elements of W were independently drawn from a normal
distribution with zero mean and unit variance.
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sufficient than those that are maximally affordable.3 Note that factored variational approaches
do not usually offer such a trade-off between the exactness and computational demand of their
inference schemes by means of a simple parameter adjustment.
5.1 Reliability of the Selection Function
To assess the reliability of the selection function we perform a number of experiments on small scale
artificial data generated by the model, such that we can compute both the exact (13) and truncated
(23) posteriors. To control for the quality of the truncated posterior approximation—and thus the
selection function—we compute the ratio between posterior mass within the truncated space Kn
and the overall posterior mass [compare Lu¨cke and Eggert, 2010]:
Q(n) =
∑
~s∈Kn
∫
~z p(~s, ~z | ~y (n),Θ) d~z∑
~s ′
∫
~z′ p(~s
′, ~z′ | ~y (n),Θ) d~z′ =
∑
~s∈Kn B(~s;~pi)N (~y (n); W˜~s ~µ,C~s)∑
~s′ B(~s′;~pi)N (~y (n); W˜~s′~µ,C~s′)
, (26)
where the integrals over the latent ~z in (26) are again given in closed-form. The metric Q(n) ranges
from zero to one and is directly related to the KL-divergence between the approximation qn in
Equation (23) and the true posterior:
DKL(qn(~s, ~z; Θ), p(~s, ~z | ~y (n),Θ)) = − log(Q(n)) .
If Q(n) is close to one, the KL-divergence is close to zero.
Data for the control experiments were generated by linearly superimposing basis functions that
take the form of horizontal and vertical bars [see e.g., Fo¨ldia´k, 1990, Hoyer, 2002] on a D = D2×D2
pixel grid, where D2 = H/2. This gives us D2 possible horizontal as well as vertical locations for
bars of length D2, which together form our generating bases W
gen. Each bar is then randomly
assigned either a positive or negative value with magnitude 10. We set the sparsity such that
there are on average two active bars per data point, i.e., pigenh = 2/H for all h ∈ H. We assume
homoscedastic4 observed noise Σgen = σ2ID, where σ
2 = 2.0. The mean of the generating slab
is i.i.d. drawn from a Gaussian: ~µgen ∼ N (0, 5), and the covariance of the slab is Ψgen = IH .
We generate N = 1000 data points. We run experiments with different sets of values for the
truncation parameters (H ′, γ) ∈ {(4, 4), (5, 4), (5, 3)} for each H ∈ {10, 12}. Each run consists of
50 EM iterations and after each run we compute the Q-value over all the data points. For all the
experiments we find the average Q-values to be above 0.99, which shows that the state subspaces
(22) constructed from the H ′ latents chosen through the selection function (25) contain almost
the entire posterior probability mass in this case. The small fraction of remaining posterior mass
lies in other discrete subspaces and its principle form is known to not contain any heavy tails
(see Equation (16)). The contribution of the truncated posterior mass to parameter updates can
therefore be considered negligible.
3Compare Appendix B for trade-off between complexity and accuracy of the truncated EM approach.
4To infer homoscedastic noise we set in the M-step the updated noise matrix Σ to σ2ID where σ
2 = Tr
(
Σ
)
/D.
This is equivalent to parameter update for σ2 if the model originally assumes homoscedastic noise.
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5.2 Consistency
Prior to delving into a comparative analysis of GSC with other methods, we assess the consistency
of the approach by applying both its exact and truncated variational inference schemes on the
task of recovering sparse latent directions w.r.t. increasing numbers of training data. For this
experiment we work with synthetic data generated by the GSC model itself. Moreover, we also
apply the truncated variational inference on standard sparse coding data generated with a standard
Laplace prior[Olshausen and Field, 1996, Lee et al., 2007]. Taking into account the computational
demands of the exact inference, we set both the hidden as well as observed dimensions (H and D
respectively) to 10. For the experiment we exponentially increase N from 1000 to 512000. For each
trial in the experiment we generate a new ground-truth mixing matrix W gen ∈ RD×H by randomly
generating a set of H orthogonal bases and perturbing them with a Gaussian noise with zero mean
and a variance of 2.0. We set the sparsity parameters pih to 1/H, while the observed noise is
assumed to be homoscedastic with σ = 1.0. When generating data with a spike-and-slab prior, the
slab is considered to have its mean at zero with an identity covariance matrix, i.e., µh = 0.0 for all
h ∈ H and Ψgen = IH , respectively. In each trial after performing 100 EM iterations and inferring
the whole set of GSC parameters Θ, we quantify the quality of the inference in terms of how well
the inferred bases W align with the corresponding ground truth bases W gen. As a measure of
discrepancy between the generating and the recovered bases we use the Amari index [Amari et al.,
1995]:
A(W ) =
1
2H(H − 1)
H∑
h,h′=1
( |Ohh′ |
maxh′′ |Ohh′′ | +
|Ohh′ |
maxh′′ |Oh′′h′ |
)
− 1
H − 1 , (27)
where Ohh′ =
(
W−1W gen
)
hh′ . The Amari index is either positive or zero. It is zero only when the
basis vectors of W and W gen represent the same set of orientations, which in our case implies a
precise recovery of the (ground truth) sparse directions.
Figure 3 summarizes the results of the experiment. Each error bar in the plot extends one
standard deviation on both sides of its corresponding mean Amari index, which is computed from
15 repetitions. The black curve shows the results of the exact GSC inference on spike-and-slab
generated data, while the blue and green curves illustrate the results of the truncated variational
inference (H ′ = γ = 5) on data generated by spike-and-slab and Laplace priors respectively. For
data generated with the spike-and-slab prior, we observe a gradually more accurate recovery of the
sparse directions, as the mean Amari indices gradually converge towards the minimum value of
zero for increasing numbers of training data. The minimum Amari index values that we obtain for
the black and blue curves for N ∈ {128K, 256K, 512K} are all below 6 × 10−3. For the standard
sparse coding data, we also see an improvement in performance with more data; however, higher
mean values of the Amari index in this case can presumably be attributed to the model mismatch.
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Figure 3: Numerical experiment investigating the consistency of the exact as well as the truncated
variational GSC algorithm for increasing numbers of data points. The curves show results for the
recovery of sparse directions for different numbers of data points. Data points were generated by
both the spike-and-slab generative model (black and blue) and a standard sparse coding model with
Laplace prior (green). The curves show the mean Amari index and standard deviations computed
based on 15 repetitions of the learning algorithm.
5.3 Recovery of Sparse Directions on Synthetic Data
In our first comparison with other methods, we measure the performances of GSC (using the trun-
cated variational approximation) and MTMKL (which uses a factored variational approximation)
approaches on the sparse latent direction recovery task given synthetic data generated by standard
sparse coding models. In one set of experiments we generate data using sparse coding with Cauchy
prior [Olshausen and Field, 1996], and in another set of experiments we use the standard Laplace
distribution as a prior [Olshausen and Field, 1996, Lee et al., 2007]. For each trial in the experi-
ments a new mixing matrix W gen was generated without any constraints on the sparse directions
(i.e., matrices were non-orthogonal in general). In both sets of experiments we simultaneously vary
both the observed and latent dimensions D and H between 20 and 100, and repeat 15 trials per
given dimensionality. For each trial we randomly generated a new data set of N = 5000 noisy
observations with Σgen = ID. Per trial, we perform 50 iterations of both algorithms. The GSC
truncation parameters H ′ and γ were set to H10 . We assess the performances of the algorithms w.r.t.
the Amari index (27).
The results for GSC and MTMKL in Figure 4 show that both approaches do relatively well
in recovering the sparse directions, which shows that they are robust against the model mismatch
imposed by generating from models with other priors. Furthermore, we observe that the GSC
approach consistently recovers the sparse directions more accurately.
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Figure 4: Performance of GSC (with H ′ = γ = H10) vs. MTMKL on data generated by standard
sparse coding models both with Cauchy and Laplace priors. Performance compared on the Amari
index (27).
5.4 Source Separation
On synthetic data we have seen that spike-and-slab sparse coding can effectively recover sparse
directions such as those generated by standard sparse coding models. As many signals such as
acoustic speech data are sparse, and as different sources mix linearly, the assumptions of sparse
coding match such data well. Source separation is consequently a natural application domain of
sparse coding approaches, and well suited for benchmarking novel spike-and-slab as well as other
sparse coding algorithms. To systematically study the a-posteriori independence assumption in
factored variational approaches, we monitor the recovery of sparse directions of GSC and MTMKL
for an increasing degree of the mixing matrix’s non-orthogonality. Figure 5 shows the performance of
both the methods based on three different source separation benchmarks obtained from [ICALAB;
Cichocki et al., 2007]. The error bars show two standard deviations estimated based on 15 trials
per experiment. The x-axis in the figure represents the degree of orthogonality of the ground truth
mixing bases W gen. Starting from strictly orthogonal at the left, the bases were made increasingly
non-orthogonal by randomly generating orthogonal bases and adding Gaussian distributed noise to
them with σ ∈ {4, 10, 20}, respectively. For Figure 5 no observation noise was added to the mixed
sources. For both the algorithms we performed 100 iterations per run.5 The GSC truncation
parameters H ′ and γ were set to 10 for all the following experiments, therefore for 10halo the
GSC inference was exact. As can be observed, both approaches recover the sparse directions well.
While performance on the EEG19 data set is the same, GSC consistently performs better than
MTMKL on 10halo and Speech20. If observation noise is added, the difference can become still
more pronounced for some data sets. Figure 6 shows the performance in the case of Speech20 (with
5For the MTMKL algorithm we observed convergence after 100 iterations while the GSC algorithm continued to
improve with more iterations. However, allowing the same number of iterations to both the algorithms, the reported
results are obtained with 100 iterations.
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Figure 5: Performance of GSC vs. MTMKL on source separation benchmarks with varying degrees
of orthogonality of the mixing bases. The orthogonality on the x-axis varies from being orthogonal
⊥ to increasingly non-orthogonal mixing as randomly generated orthogonal bases are perturbed by
adding Gaussian noise N (0, σ) to them. No observation noise was assumed for these experiments.
Performances are compared on the Amari index (27).
added Gaussian noise with σ = 2.0), for instance. Along the x-axis orthogonality decreases, again.
While the performance of MTMKL decreases with decreasing orthogonality, performance of GSC
increases in this case. For other data sets increased observation noise may not have such effects,
however (see Appendix, Figure 12 for two examples).
Next we look at MAP based sparse coding algorithms for the source separation task. Publicly
available methods which we compare with are [SPAMS; Mairal et al., 2009] and the efficient sparse
coding algorithms [ESCA; Lee et al., 2007]. These methods are based on linear regression with
lasso regularization, where sparsity is induced by introducing a parameter-regulated penalty term
in the objective function,6 which penalizes the L1−norm of regressors (or latent variables). In
a probabilistic context this is equivalent to assuming a Laplace prior on the regressors. In this
experiment we test the performance on another set of ICALAB [Cichocki et al., 2007] benchmarks
used previously [Suzuki and Sugiyama, 2011, Lu¨cke and Sheikh, 2012]. Following Suzuki and
Sugiyama [2011] we use N = 200 and N = 500 data points from each benchmark and generate
observed data by mixing the benchmark sources with randomly generated orthogonal bases and
adding no noise to the observed data. For each experiment we performed 50 trials with a new
randomly generated orthogonal data mixing matrix W gen and new parameter initialization in each
trial. The GSC inference was exact for these experiments with better results obtained with observed
noise constrained to be homoscedastic. We performed up to 350 iterations of the GSC algorithm
(with more iterations continuing to improve the performance) while for the other algorithms we
observed convergence between 100 and 300 iterations.
Table 1 lists the performances of the algorithms. As can be observed, the spike-and-slab based
6For both the algorithms compared here, optimal values for sparsity controlling regularization parameters were
chosen through cross-validation.
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Figure 6: Performance of GSC vs. MTMKL in terms of the Amari index (27) on the Speech20
benchmark with varying degrees of orthogonality of the mixing bases and Gaussian noise (with
σ = 2) added to observed data. The orthogonality on the x-axis varies from being orthogonal ⊥
to increasingly non-orthogonal mixing as randomly generated orthogonal bases are perturbed by
adding Gaussian noise N (0, σ) to them.
models perform better than the standard sparse coding models for all except of one experiment
(Sergio7, 200 data points) where SPAMS performs comparably well (or slightly better). Among
the spike-and-slab models, GSC performs best for all settings with 500 data points, while MTMKL
is better in two cases for 200 data points.7 Further improvements on some settings in Table 1 can
be obtained by algorithms constrained to assume orthogonal bases [Suzuki and Sugiyama, 2011,
Lu¨cke and Sheikh, 2012]. However, for 10halo and speech4 GSC and MTMKL are better without
such an explicit constraint.
Figure 2 was generated in a similar fashion on the 10halo data set. There we computed the exact
posterior (13) over H = 10 latent dimensions, thus the approximation parameters were γ = H ′ = H
(exact E-step). After performing 50 EM iterations and learning all the model parameters, we then
visualized marginalized posteriors for a given data point along each column of the figure. The top
row of the figure allows us get an idea of how concentrated and sparse a data point is in terms of the
latents contributing to its posterior mass. The bottom row of the figure on the other hand allows
us to observe the sparsity in the posterior w.r.t. the dimensionality of the hyperplanes spanned by
the latents, with a posterior mass accumulation in low-dimensional hyperplanes.
7In Table 1 the results do not necessarily improve with an increased number of data points. However, the data
points considered here are not independent samples. Following Suzuki and Sugiyama [2011] we always took consecutive
200 or 500 data points (after an offset) from each of the benchmarks. Therefore, due to time-dependencies in the
signals, the underlying data point statistics change with the number of data points.
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data sets Amari index - mean (std.)
name H = D N GSC MTMKL SPAMS ESCA
10halo 10 200 0.27(.04) 0.21(.05) 0.28(0) 0.31(.02)
500 0.17(.03) 0.20(.03) 0.29(0) 0.29(.02)
Sergio7 7 200 0.19(.05) 0.19(.03) 0.18(0) 0.27(.04)
500 0.13(.04) 0.23(.04) 0.19(0) 0.18(.04)
Speech4 4 200 0.13(.04) 0.14(.03) 0.18(0) 0.23(.02)
500 0.10(.04) 0.14(.08) 0.16(0) 0.17(0)
c5signals 5 200 0.29(.08) 0.24(.08) 0.39(0) 0.47(.05)
500 0.31(.06) 0.32(.03) 0.42(0) 0.48(.05)
Table 1: Performance of GSC, MTMKL and other publicly available sparse coding algorithms on
benchmarks for source separation. Performances are compared based on the Amari index (27).
Bold values highlight the best performing algorithm(s).
5.5 Computational Complexity vs. Performance
In terms of computational complexity, GSC and MTMKL algorithms are significantly different, so
we also looked at the trade-off between their computational costs versus performance. Subfigures
A and B in Figure 7 show performance against compute time for both algorithms. The error bars
for the Speech20 plot were generated from 15 trials per experiment. For MTMKL we obtained
the plot by increasing the number of iterations from 50 to 100 and 1000, while for the GSC plot
we performed 100 iterations with H ′ = γ ∈ [2, 3, 5, 7, 10]. For the image denoising task (described
next), the MTMKL plot was generated from a run with H = 64 latents and the number of iterations
going up to 12K. The GSC plot was generated from H = 400 latents with H ′ and γ being 10 and
5 respectively. The last point on the GSC (blue) curve corresponds to the 120th EM iteration.
As can be observed for both tasks, the performance of MTMKL saturates from certain runtime
values onwards. GSC on the other hand continues to show improved performance with increasing
computational resources.
For the denoising task we also compared the performance of both the algorithms against an
increasing number of latents H. While the computational cost of the MTMKL algorithm increases
linearly w.r.t. H, the runtime cost of the truncated variational GSC remains virtually unaffected by
it, since it scales w.r.t. the parameters H ′ and γ (see Section 4.1). In this experiment we performed
65 iterations of the GSC algorithm for H ∈ {64, 256} and up to 120 iterations for H = 400. For
MTMKL we performed up to 120 iterations for each given H. Figure 7C summarizes the results
of this experiment. In the figure we can see a constant performance increase for GSC, while for
MTMKL we actually observe a slight decrease in performance. This is in conformity with what
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Figure 7: A,B: Runtime vs. performance comparison of GSC (blue) and MTMKL (red) on source
separation and denoising tasks. Source separation is compared on the Amari index (the lower
the better) while the denoising is compared on the peak signal-to-noise (PSNR) ratio (the higher
the better). C: Performance of GSC (blue) and MTMKL (red) on the denoising task against an
increasing number of latents.
Titsias and Lazaro-Gredilla [2011] report in their work that for the denoising task they observed
no performance improvements for larger number of latents.
5.6 Image Denoising
Finally, we investigate performance of the GSC algorithm on the standard “house” benchmark for
denoising which has been used for the evaluation of similar approaches [e.g., Li and Liu, 2009, Zhou
et al., 2009] including the MTMKL spike-and-slab approach. The MTMKL approach currently
represents the state-of-the-art on this benchmark [see Titsias and Lazaro-Gredilla, 2011]. We also
compare with the approach by Zhou et al. [2009] as a representative sampling-based optimization
scheme. For the task a noisy input image is generated by adding Gaussian noise (with zero mean
and standard deviation determining the noise level) to the 256×256 image (see Figure 8). Following
the previous studies, we generated 62, 001 overlapping (shifted by 1 pixel) 8 × 8 patches from the
noisy image. We then applied 65 iterations of the GSC algorithm for H ∈ {64, 256} for different
noise levels σ ∈ {15, 25, 50}. The truncation parameters H ′ and γ for each run are listed in Table 2.
We assumed homoscedastic observed noise with a priori unknown variance in all these experiments
(as the MTMKL model).
A comprehensive comparison of the denoising results of the various algorithms is shown in Table
2, where performance is measured in terms of the peak signal-to-noise (PSNR) ratio. We found
that for the low noise level (σ = 15) GSC is competitive with other approaches but with MTMKL
performing slightly better. For the higher noise levels of σ = 25 and σ = 50, GSC outperforms
all the other approaches including the MTMKL approach that represented the state-of-the-art.
In Figure 8 we show our result for noise level σ = 25. The figure contains both the noisy and
the GSC denoised image along with the inferred sparsity vector ~pi and all bases with appearance
probabilities significantly larger than zero (sorted from high such probabilities to low ones). We
also applied GSC with higher numbers of latent dimensions: Although for low noise levels of σ = 15
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and σ = 25 we did not measure significant improvements, we observed a further increase for σ = 50.
For instance, with H = 400, H ′ = 10 and γ = 8, we obtained for σ = 50 a PSNR of 28.48dB.
As for source separation described in Section 5.5, we also compared performance vs. computa-
tional demand of both algorithms for the task of image denoising. As illustrated in A and B of
Figure 7, MTMKL performs better when computational resources are relatively limited. However,
when increasingly more computational resources are made available, MTMKL does not improve
much further on its performance while GSC performance continuously increases and eventually
outperforms MTMKL on this task.
PSNR (dB)
Noise Noisy img MTMKLexp. K-SVDmis. *K-SVDmatch Beta pr. GSC (H=64) GSC (H=256)
σ=15 24.59 34.29 30.67 34.22 34.19 32.68 (H’=10,γ=8) 33.78 (H’=18,γ=3)
σ=25 20.22 31.88 31.52 32.08 31.89 31.10 (H’=10,γ=8) 32.01 (H’=18,γ=3)
σ=50 14.59 28.08 19.60 27.07 27.85 28.02 (H’=10,γ=8) 28.35 (H’=10,γ=8)
Table 2: Comparison of the GSC algorithm with other methods applied to the “house” benchmark.
The compared methods are: MTMKL [Titsias and Lazaro-Gredilla, 2011], K-SVD [Li and Liu,
2009], and Beta process [Zhou et al., 2009]. Bold values highlight the best performing algorithm(s).
∗High values for K-SVD matched are not made bold-faced as the method assumes the noise variance
to be known a-priori [see Li and Liu, 2009].
6 Discussion
The last years have seen a surge in the application of sparse coding algorithms to different research
domains, along with developments of new sparse coding approaches with increased capabilities.
There are currently different lines of research followed for developing new algorithms: one direction
is based on the standard sparse coding algorithm [Olshausen and Field, 1996] with Laplace prior
and parameter optimization using maximum a-posteriori (MAP) estimates of the latent posteriors
for efficient training. This original approach has since been made more efficient and precise. Many
sparse coding algorithms based on the MAP estimation are continuously being developed and are
successfully applied in a variety of settings [e.g., Lee et al., 2007, Mairal et al., 2009]. Another line
of research aims at a fully Bayesian description of sparse coding and emphasizes greater flexibility
by using different (possibly non-Gaussian) noise models and estimations of the number of hidden
dimensions. The great challenge of these general models is the procedure of parameter estimation.
For instance, the model by Mohamed et al. [2012] uses Bayesian methodology involving conjugate
priors and hyper-parameters in combination with Laplace approximation and different sampling
schemes.
A line of research falling in between conventional and fully Bayesian approaches is represented
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Figure 8: Top left: Noisy “house” image with σ = 25. Top right: GSC denoised image. Middle:
Inferred sparsity values pih in descending order indicate that finally around 107 of in total 256 latent
dimensions significantly contribute to model the data. Bottom: Basis functions (ordered from left
to right, top to bottom) corresponding to the first 107 latent dimensions sorted w.r.t. the decreasing
sparsity values pih .
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by the truncated variational approach studied here and by other very recent developments [Tit-
sias and Lazaro-Gredilla, 2011, Goodfellow et al., 2013]. While these approaches are all based
on spike-and-slab generalizations of sparse coding (like fully Bayesian approaches), they maintain
deterministic approximation procedures for parameter optimization. Variational approximations
allow for applications to large hidden spaces which pose a challenge for sampling approaches es-
pecially in cases of multi-modal posteriors. Using the novel and existing approaches in different
experiments of this study, we have confirmed the advantages of spike-and-slab priors for sparse
coding, and the scalability of variational approximations for such models. The newly developed
truncated variational algorithm scales almost linearly with the number of hidden dimensions for
fixed truncation parameters (see for instance the scaling behavior in supplemental Figure 10 for
H going up to 1024). The MTMKL algorithm by Titsias and Lazaro-Gredilla [2011] has been
applied on the same scale. Using a similar approach also based on factored distributions Goodfel-
low et al. [2013] report results for up to a couple of thousands latent dimensions (albeit on small
input dimensions and having a more constrained generative model). Sampling based algorithms
for non-parametric and fully Bayesian approaches are more general but have not been applied to
such large scales.
A main focus of this work and reasoning behind the algorithm’s development is due to the long-
known biases introduced by factored variational approximations [MacKay, 2001, Ilin and Valpola,
2005, Turner and Sahani, 2011]. Our systematic comparison of the GSC algorithm to the method
by Titsias and Lazaro-Gredilla [2011] confirms the earlier observation [Ilin and Valpola, 2005] that
factored variational approaches are biased towards orthogonal bases. If we compare the perfor-
mance of both algorithms on the recovery of non-orthogonal sparse directions, the performance
of the factored variational approach is consistently lower than the performance of the truncated
variational algorithm (Figure 4). The same applies for experiments for unmixing real signals in
which we increased the non-orthogonality (Figure 5A,C; suppl. Figure 12); although for some data
performance is very similar (Figure 5B). Also if sources are mixed orthogonally, we usually observe
better performance of the truncated variational approach (Table 1), which is presumably due to
the more general underlying prior (i.e., a fully parameterized Gaussian slab). Overall, GSC is the
best performing algorithm on source separation tasks involving non-orthogonal sparse directions
[compare Suzuki and Sugiyama, 2011, for algorithms constrained to orthogonal bases]. For some
data sets with few data points, we observed an equal or better performance of the MTMKL ap-
proach, which can be explained by their Bayesian treatment of the model parameters (see Table
1, performance with 200 data points). Notably, both approaches are consistently better on source
separation benchmarks than the standard sparse coding approaches SPAMS [Mairal et al., 2009]
and ESCA [Lee et al., 2007] (see Table 1). This may be taken as evidence for the better suitability
of a spike-and-slab prior for such types of data.
For source separation our approach (like conventional sparse coding or ICA) seeks to infer
sparse directions by capturing the sparse, latent structures from the spatial domain of the input
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signals. However, when dealing with data that also carry a temporal structure (e.g., speech or EEG
recordings), other approaches which explicitly model temporal regularities such as Hidden Markov
Models (HMMs) may as well be a more natural and (depending on the task) a more suitable choice.
Such methodologies can in principle be combined with the sparse coding approaches studied and
compared here to form more comprehensive models for spatio-temporal data, which can yield
improved performance on blind source separation tasks [compare e.g., Gael et al., 2008, Mysore
et al., 2010].
In the last experiment of this study, we finally compared the performance of factored and
truncated variational approximations on a standard image denoising task (see Table 2). The high
PSNR values observed for both approaches again in general speak for the strengths of spike-and-
slab sparse coding. The MTMKL model represented the state-of-the-art on this benchmark, so
far. Differences of MTMKL to previous approaches are small, but this is due to the nature of
such long-standing benchmarks (compare, e.g., the MNIST data set). For the same denoising task
with standard noise levels of σ = 25 and σ = 50 we found the GSC model to further improve the
state-of-the-art (compare Table 2 with data by Li and Liu, 2009, Zhou et al., 2009, Titsias and
Lazaro-Gredilla, 2011). While we observed a continuous increase of performance with the number
of hidden dimensions used for GSC, the MTMKL algorithm [Titsias and Lazaro-Gredilla, 2011] is
reported to reach saturation at H = 64 latent dimensions. As the learned sparse directions become
less and less orthogonal the more over-complete the setting gets, this saturation may again be due
to the bias introduced by the factored approach. GSC with H = 256 improves the state-of-the-art
with 32.01dB for σ = 25 and with 28.35dB for σ = 50 (with even higher PSNR for H = 400). As
we assume an independent Bernoulli prior per latent dimension, GSC can also prune out latent
dimensions by inferring very low values of pih for the bases that make negligible contribution in the
inference procedure. This can be observed in Figure 8, where for the application of GSC to the
denoising task with σ = 25, we found only about 107 of the 256 basis functions to have significant
probabilities to contribute to the task. This means that GSC with about 100 basis functions can
be expected to achieve almost the same performance as GSC with 256 basis functions. However, in
practice we observed that the average performance increases with more basis functions because local
optima can more efficiently be avoided. This observation is not limited to the particular approach
studied here; also for other approaches to sparse learning, efficient avoidance of local optima has
been reported if the number of assumed hidden dimensions was increased [e.g. Spratling, 2006,
Lu¨cke and Sahani, 2008]. In comparison to MTMKL, GSC can make use of significantly more
basis functions. It uses about 100 functions while MTMKL performance saturates at about 64 as
mentioned previously. On the other hand, we found MTMKL to perform better on the low noise
level setting (see σ = 15 in Table 2) or when relatively limited computational resources are available
(see Figure 7).
In conclusion, we have studied a novel learning algorithm for sparse coding with spike-and-slab
prior and compared it with a number of sparse coding approaches including other spike-and-slab
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based methods. The results we obtained show that the truncated EM approach is a competitive
method. It shows that posterior dependencies and multi-modality can be captured by a scalable de-
terministic approximation. Furthermore, the direct comparison with a factored variational approach
in source separation experiments confirms earlier observations that assumptions of a-posteriori in-
dependence introduces biases, and that avoiding such biases, e.g. by a truncated approach, improves
the state-of-the-art on source separation benchmarks as well as on standard denoising tasks. How-
ever, we also find that under certain constraints and settings, factored variational learning for
spike-and-slab sparse coding may perform as well or better. In general, our results argue in favor
of spike-and-slab sparse coding models and recent efforts for developing improved algorithms for
inference and learning in such models.
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A Derivation of M-step Equations
Our goal is to optimize the free-energy w.r.t. Θ:
F(Θold,Θ) =
N∑
n=1
〈
log p(~y (n), ~s, ~z |Θ)
〉
n
+H(Θold)
=
N∑
n=1
∑
~s
∫
~z
p(~s, ~z | ~y (n),Θold)
[
log
(
p(~y (n) |~s, ~z,Θ))+ log (p(~z |~s, Θ))+ log (p(~s |Θ))] d~z + H(Θold) ,
where
log
(
p(~y (n) |~s, ~z,Θ)) = −1
2
(
log(2piD) + log |Σ|)
−1
2
(
~y (n) − W (~s ~z)
)T
Σ−1
(
~y (n) − W (~s ~z)
)
,
log
(
p(~z |~s, Θ)) = −1
2
(
log(2pi|~s|) + log |Ψ ~s~sT|
)
−1
2
(
(~z − ~µ) ~s )T (Ψ ~s~sT)−1 ( (~z − ~µ) ~s )
and log
(
p(~s |Θ)) = H∑
h=1
log
(
pishh (1− pih)1−sh
)
.
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The free-energy thus takes the form:
F(Θold,Θ) =
N∑
n=1
∑
~s
∫
~z
qn(~s, ~z; Θ
old)
[
− 12
(
log(2piD) + log |Σ|)− 12 (~y (n) − W (~s ~z))T Σ−1 (~y (n) − W (~s ~z))
−12
(
log(2pi|~s|) + log |Ψ ~s~sT|)
−1
2
(
(~z − ~µ) ~s )T (Ψ ~s~sT)−1 ( (~z − ~µ) ~s )
+
∑H
h=1 log
(
pishh (1− pih)1−sh
) ]
d~z + H(Θold) ,
where qn(~s, ~z; Θ
old) denotes the posterior p(~s, ~z | ~y (n),Θold). Now we can derive the M-step equations
(6) to (10) by canonically setting the derivatives of the free-energy above w.r.t. each parameter in
Θ to zero.
A.1 Optimization of the Data Noise
Let us start with the derivation of the M-step equation for Σ:
∂
∂Σ
F(Θold,Θ)
=
N∑
n=1
∑
~s
∫
~z
qn(~s, ~z; Θ
old)
[
− 12 ∂∂Σ (log |Σ|)− 12 ∂∂Σ
(
~y (n) − W (~s ~z))T Σ−1 (~y (n) − W (~s ~z)) ]d~z
=
N∑
n=1
∑
~s
∫
~z
qn(~s, ~z; Θ
old)
[
− 12Σ−1 + 12Σ−2
(
~y (n) − W (~s ~z)) (~y (n) − W (~s ~z))T ]d~z != 0
⇒ Σ = 1
N
N∑
n=1
∑
~s
∫
~z
qn(~s, ~z; Θ
old)
[ (
~y (n) − W (~s ~z)) (~y (n) − W (~s ~z))T ]d~z
=
1
N
N∑
n=1
[(
~y (n) −W〈(~s ~z)〉
n
)(
~y (n) −W〈(~s ~z)〉
n
)T
+W
[〈
(~s ~z)(~s ~z)T〉
n
− 〈(~s ~z)〉
n
〈
(~s ~z)〉T
n
]
WT
]
=
1
N
N∑
n=1
[
~y (n)(~y (n))T −W [〈(~s ~z)〉
n
〈
(~s ~z)〉T
n
]
WT
]
,
where 〈 · 〉n denotes the expectation value in Equation (5).
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A.2 Optimization of the Bases
We will now derive the M-step update for the basis functions W :
∂
∂W
F(Θold,Θ)
=
N∑
n=1
∑
~s
∫
~z
qn(~s, ~z; Θ
old)
[
− 12 ∂∂W
(
~y (n) − W (~s ~z))T Σ−1 (~y (n) − W (~s ~z)) ]d~z
=
N∑
n=1
∑
~s
∫
~z
qn(~s, ~z; Θ
old)
[
− 1Σ
(
~y (n)(~s ~z)T −W (~s ~z)(~s ~z)T
)]
d~z
!
= 0
⇒W =
∑N
n=1 ~y
(n)
〈
~s ~z〉T
n∑N
n=1
〈
(~s ~z)(~s ~z)T〉
n
.
A.3 Optimization of the Sparsity Parameter
Here we take the derivative of the free-energy w.r.t. ~pi:
∂
∂~pi
F(Θold,Θ) =
N∑
n=1
∑
~s
∫
~z
qn(~s, ~z; Θ
old)
[
∂
∂~pi
(
~s log ~pi + (1− ~s) log(1− ~pi)
)]
d~z
=
N∑
n=1
∑
~s
qn(~s; Θ
old)
[
~s
~pi − (1−~s)(1−~pi)
]
!
= 0
⇒ ~pi = 1
N
N∑
n=1
〈
~s
〉
n
.
A.4 Optimization of the Latent Mean
Now we derive the M-step update for the mean ~µ of the Gaussian slab:
∂
∂~µ
F(Θold,Θ) =
N∑
n=1
∑
~s
∫
~z
qn(~s, ~z; Θ
old)
[
− 12 ∂∂~µ
(
(~z − ~µ) ~s )T (Ψ ~s~sT)−1 ( (~z − ~µ) ~s )]d~z
=
N∑
n=1
∑
~s
∫
~z
qn(~s, ~z; Θ
old)
[(
Ψ ~s~sT)−1 ( (~z − ~µ) ~s )]d~z != 0
⇒ ~µ =
∑N
n=1
〈
~s ~z〉
n∑N
n=1
〈
~s
〉
n
.
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A.5 Optimization of the Latent Covariance
Lastly we derive the M-step update for the latent covariance Ψ:
∂
∂Ψ
F(Θold,Θ)
=
N∑
n=1
∑
~s
∫
~z
qn(~s, ~z; Θ
old)
[
− 12 ∂∂Ψ
(
log |Ψ ~s~sT|)− 12 ∂∂Ψ( (~z − ~µ) ~s )T (Ψ ~s~sT)−1 ( (~z − ~µ) ~s )]d~z
=
N∑
n=1
∑
~s
∫
~z
qn(~s, ~z; Θ
old)
[
− 12
(
Ψ ~s~sT)−1 + 12(Ψ ~s~sT)−2( (~z − ~µ) ~s ) ( (~z − ~µ) ~s )T ]d~z != 0
⇒ Ψ =
N∑
n=1
[〈
(~z − ~µ) (~z − ~µ)T  ~s~sT〉
n
]

( N∑
n=1
[〈
~s~sT
〉
n
])−1
=
N∑
n=1
[〈
(~s ~z)(~s ~z)T〉
n
− 〈~s~sT〉
n
 ~µ~µT
]

( N∑
n=1
[〈
~s~sT
〉
n
])−1
.
B Performance vs. Complexity Trade-Off
If the approximation parameters H ′ and γ are held constant, the computational cost of the algo-
rithm scales with the computational cost of the selection function. If the latter cost scales linearly
with H (as is the case here), then so does the overall computational complexity [compare complex-
ity considerations by Lu¨cke and Eggert, 2010]). This is consistent with numerical experiments in
which we measured the increase in computational demand (see Figure 10). In experiments with
H increasing from 16 to 1024, we observed a, finally, close to linear increase of computational
costs. However, a larger H implies a larger number of parameters, and thus may require more data
points to prevent over-fitting. Although a larger data set increases computational demand, our
truncated approximation algorithm allows us to take advantage of parallel computing architecture
in order to more efficiently deal with large data sets (see Appendix C for details). Therefore in
practice, we can weaken the extent of an increase in computational cost due to a higher demand
for data. Furthermore, we examined the benefit of using GSC (in terms of average speedup over
EM iterations) versus the cost regarding algorithmic performance. We compared approximation
parameters in the range of H ′ = γ = [1, 10] and again observed the performance of the algorithm
on the task of source separation (with randomly generated orthogonal ground truth mixing bases
and no observed noise). Figure 9 shows that a high accuracy can still be achieved for relatively
small values of H ′ γ which, at the same time, results in strongly reduced computational demands.
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Figure 9: Performance of the GSC on 10halo, EEG19 and Speech20 benchmarks for decreasing
truncation parameters H ′ and γ. The right plot shows how the computational demand of the
truncated variational algorithm decreases with decreasing values of the truncation parameters.
The runtime plots are normalized by the runtime value obtained for H ′ = γ = 10 for each of the
benchmarks.
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Figure 10: Time scaling behavior of GSC for increasing latent dimensions H and fixed truncation
parameters H ′ and γ.
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C Dynamic Data Repartitioning for Batch/Parallel Processing
As described in Section 4, the truncated variational approach deterministically selects the most
likely H ′ causes of a given observation ~y for efficiently approximating the posterior distribution
over a truncated latent space. In practice one can also use the selected latent causes for apply-
ing clustering to the observed data, which allows for an efficient and parallelizable batch-mode
implementation of the E-step of the truncated variational EM algorithm.
In the batch processing mode, prior to each E-step the observed data can be partitioned by clus-
tering together the data points w.r.t. their selected latent causes. The resulting clusters can then
be processed individually (e.g., on multiple compute cores) to perform the E-step (Equations (21)
to (23)) for all data points in a given cluster. This approach not only pursues a natural partitioning
of data, but in a parallel execution environment, it can prove to be more efficient than uniformly
distributing data [as in Bornschein et al., 2010] among multiple processing units. By maximizing
the similarity (in latent space) of individual data points assigned to each of the processing units,
we can overall minimize the number of redundant computations involved in Equations (15) and
(23), that are tied to specific states of the latents. This can be observed by considering Equation
(21), which is as follows:
p(~s, ~z | ~y (n),Θ) ≈ N (~y
(n); ~µ~s, C~s)B(~s;~pi)N (~z; ~κ(n)~s ,Λ~s)∑
~s ′∈Kn N (~y (n); ~µ~s′ , C~s′)B(~s′;~pi)
δ(~s ∈ Kn). (28)
Here the parameters ~µ~s, C~s and Λ~s entirely depend on a particular latent state ~s. Also, ~κ
(n)
~s
takes prefactors that can be precomputed given the ~s. It turns out that to compute (28) our
clustering-based, dynamic data repartitioning and redistribution strategy is more efficient than the
uniform data distribution approach of Bornschein et al. [2010]. This is illustrated in Figure 11,
which shows empirical E-step speedup over the latter approach taken as a baseline. The error bars
were generated by performing 15 trials per given data size N . For all the trials, model scale (i.e.,
data dimensionality) and truncation approximation parameters were kept constant.8 Each trial
was run in parallel on 24 computing nodes. The red plot in the figure also shows the speedup as
a result of an intermediate approach. There we initially uniformly distributed the data samples
which were then only locally clustered by each processing unit at every E-step. The blue plot on
the other hand shows the speedup as a result of globally clustering and redistributing the data prior
to every E-step. All the reported results here also take into account the cost of data clustering and
repartitioning.
In a parallel setup, we perform the data clustering process by having each processing unit cluster
its own data locally and then merging the resulting clusters globally. In order to avoid uneven data
distribution, we also bound the maximum size of a cluster. Currently we pick (per iteration) top α
8The observed and the latent dimensions of the GSC model were 25 and 20 respectively. The truncation approxi-
mation parameters H ′ and γ (maximum number of active causes in a given latent state) were 8 and 5 respectively.
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Figure 11: Runtime speedup of the truncated variational E-step (Equations (21) to (23)) with the
static data distribution strategy taken as a baseline. The red plot shows the speedup when initially
uniformly distributed data samples were only clustered locally by each processing unit, while the
blue plot shows the speedup as a result of globally clustering and redistributing the data. The
runtimes include the time taken by clustering and repartitioning modules.
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Figure 12: Source separation with observation noise. Performance of GSC vs. MTMKL on 10halo
and EEG19 benchmarks with varying degrees of orthogonality of the mixing bases and Gaussian
noise added to observations. Performance of GSC vs. MTMKL on the Speech20 benchmark with
varying degrees of orthogonality of the mixing bases with Gaussian noise added to observed data.
The orthogonality on the x-axis varies from being orthogonal ⊥ to increasingly non-orthogonal
mixing as randomly generated orthogonal bases are perturbed by adding Gaussian noise N (0, σ)
to them. Performance is compared on the Amari index (27).
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percentile of occurring cluster sizes as the threshold.9 Any cluster larger than α is evenly broken
into smaller clusters of maximum size α. Moreover, to minimize communication overhead among
computational units, we actually only cluster and redistribute the data indices. This entails that
the actual data must reside in a shared memory structure which is efficiently and dynamically
accessible by all the computational units. Alternatively, all the units require their own copy of the
whole data set.
Here we have introduced and illustrated the gains of dynamic data repartitioning technique
in the context of a specific sparse coding model, which in fact involves computationally expen-
sive, state-dependent operations for computing posterior distributions. The technique however is
inherently generic and can be straight-forwardly employed for other types of multi-causal models.
9The α for the reported experiments was 5.
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