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ABSTRACT
ASPECTS OF HOLOGRAPHY IN
LORENTZ-VIOLATING GRAVITY
by
J is h n u B h a t t a c h a r y y a
University of New Hampshire, May, 2013
The study of black hole thermodynamics has provided deep insights into the na
ture of quantum gravity. In particular, it is almost universally accepted nowadays
that ‘quantum gravity is holographic’, so that the maximum amount of information
allowed in a given region of spacetime is proportional to the area of the boundary
rather than the volume of the region. This is against the conventional notion of extensivity of information (entropy), but in accord with Bekenstein’s proposal on the
proportionality of black hole entropy to its event horizon area. Due to the very def
inition of black holes, however, conventional black hole thermodynamics rely on the
standard causal structure of general relativity dictated by local light cones. It may
therefore seem that the notion of holography is ultimately tied to the same causal
structure, and hence, on the equivalence principle and local Lorentz invariance.
The goal of this dissertation is to re-evaluate this generally accepted wisdom.
To that end, we consider a modified gravity theory called Einstein-aether theory.
This theory violates local Lorentz invariance and therefore destroys the notion of a
universal light cone. Yet, in the low energy limit, it possesses static and spherically
symmetric solutions with ‘universal horizons’ - spacelike hypersurfaces that are causal
boundaries between an interior region and asymptotic spatial infinity. In other words,
this theory admits black hole solutions but with very different causal structures.
In this dissertation, we investigate into how much of black hole thermodynamics
carry over in this new setting. We consider static and spherically symmetric black hole

solutions of Einstein-aether theory and establish the Smarr formula and the first law
of black hole mechanics for them, with the relevant horizon now the universal horizon.
We also consider tunneling of a scalar ‘test’ field through the universal horizon, and
show that the latter radiates as a blackbody at a fixed temperature. Our results
suggest that the scope of holography may be much broader than currently assumed.
However, one still needs to go a long way before these questions are convincingly
settled, and we comment on the open questions in our concluding remarks.

CHAPTER 1
INTRODUCTION

This dissertation studies black holes and their thermodynamic properties in certain
modified theories of gravitation. The goal of the present introductory chapter is to
give a broad and minimally-technical overview of the subject matter that is presented
in more details in the subsequent chapters.
Gravitation is the oldest recognized force of Nature. Yet, it is also the least un
derstood one (in a sense to be explained below). Our naive notion of gravity as “the
force that causes everything to fall towards the Earth”, instilled within us since an
tiquity (or at least since the time of Aristotle), was reshaped by Newton (based on
observations by Galileo) with his proposal of the law of universal gravitation. New
ton’s theory of gravitation is remarkable for being very simple yet accurate within
its domain of applicability. However, it fails to correctly account for “relativistically
strong” gravitational effects (i.e., when the effective gravitational potential energy of
an object is comparable to its rest energy), and/or when an object is moving “rela
tivistically fast” (i.e., with a speed which is a sizeable fraction of the that of light). In
such situations, it is superseded by Einstein’s theory of gravitation: general relativity.
Indeed, general relativity correctly reduces to Newtonian gravity in the appropriate
limit of slow speed and weak gravity1, thereby explaining the success of the latter. On
the other hand, it gives an experimentally consistent - and spectacularly so - picture

xFor more details, see pages 76-78 of Wald, pages 153-4 of Carroll or pages 485-6 of Hartle [1].
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of gravitation in more extreme limits [2]. As of today, general relativity is our best
description of classical (= non-quantum-mechanical) gravitation, and provides the
right framework to address a multitude of astrophysics! and cosmological problems,
starting from the study of gravitational waves, all the way to the evolutionary history
of the entire Universe until it was (almost) created2.
Perhaps more importantly, the departure from the Newtonian framework is ac
companied by a major paradigm shift. General relativity is not just a theory of
gravity, but (and unlike any other physical theory before it) is also a theory of space
time. It proposes that spacetime is very much a dynamical deformable medium3, as
opposed to a “passive arena” on which “stuff just happens” (as it used to be thought
in pre-relativistic physics). And what we perceive as the force of gravity is nothing
but an “illusion” that results from the curvature of the ambient spacetime.
A mathematically precise version of the above qualitative picture4, as originally
formulated by Einstein himself, begins with modeling the spacetime as a manifold with
a metric. The underlying manifold structure then naturally accounts for the principle
of equivalence. In the absence of other non-gravitational influences, matter moves

2As an even more mundane “application” of general relativity, GPS devices correctly take into
account the time delay due to gravitational redshifting, as predicted by general relativity.
3An alive piece of jelly comes to mind, although the reader is advised to take this analogy with
a grain of salt.
4A detailed exposition of general relativity is beyond the scope of this dissertation. There are
various excellent texts [1] which could be consulted if the need be. Our notations and conventions
are collected at the end of this chapter where all the basic equations of general relativity and/or
differential geometry relevant to this dissertation are also summarized.
5Caveat: Strictly speaking, what the manifold (+ metric) structure of spacetime really ensures is
general covariance, i.e., the independence of the laws of physics under general coordinate transforma
tions. The equivalence principle, on the other hand, dictates that in a small enough region of space
time, any physical effect (we will ignore the finer distinctions between the weak/Einsteinian/strong
versions) must be identical with the flat spacetime version of the effect consistent with the special
theory of relativity. To ensure the last part (no preferred frame + finite maximum speed) in any
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along geodesics as dictated by the principle of equivalence. Due to the curvature of
the ambient spacetime, such motion appears to be along curved trajectories (family
of geodesics focusing towards or away from a point) and hence accelerated, thereby
giving us the “force of gravity”6. The curvature of the spacetime is generated, in
turn, by the local energy-momentum density of the distribution of matter and energy;
this is the precise content of the celebrated Einstein’s equation (see the section on
‘Notations’ below for the exact form).
Despite its enormous success, general relativity is an incomplete theory. As already
mentioned above, it only provides a classical description of gravity. Nature, on the
other hand, operates by the rules of quantum mechanics at the microscopic level. As
with the other forces of Nature - the electroweak and the strong interactions - it then
seems natural7 to formulate a quantum mechanically consistent theory of gravity - a
theory of quantum gravity - by simply quantizing general relativity. This program,
however, does not lead to the desired goal, because, quantized general relativity can
only be made sense perturbatively, as an effective field theory (EFT).
This warrants an elaboration. Let us begin with an example of a classical EFT,
say hydrodynamics. Hydrodynamics provides an excellent effective description of flu
ids when the relevant scale in question is much bigger than some microscopic cutoff
scale (the mean free path in this case). However, hydrodynamics becomes invalid
when the cutoff scale is approached, signaling new physical degrees of freedom (in
this case, the microscopic molecular degrees of freedom) that could not be captured

generally covariant theory, no tensor field beside the metric (and scalars and/or gauge fields) can
assume non-trivial configurations in a ground state solution.
6Equivalently, it requires an expenditure of energy to “stay still” (departure from geodesic motion)
in a curved spacetime, which appears as having to “fight the force of gravity”.
7See [3] for a discussion of how/why a fundamentally classical theory of gravity leads to incon
sistencies.
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by hydrodynamics. Perhaps not surprisingly, we have a very similar story with effec
tive quantum field theories. Consider the archetypical example of Fermi’s theory of
beta decay. This is an effective field theory description of the weak interaction, where
the physically important phenomenon of vector boson exchange between fermions is
hidden inside a four-Fermion contact interaction vertex. This effective description
eventually breaks down near an energy scale related to the mass of the W* vector
bosons, and is replaced by the Glashow-Salam-Weinberg theory of electroweak inter
actions, which correctly takes the vector boson degrees of freedom into account. The
key lesson from the above examples is that any effective description, by definition,
must breakdown at a certain cutoff scale signaling the emergence of new physical
degrees of freedom beyond that scale.
Quantization of general relativity leads to an effective field theory in the same sense
as above [4, 5], with the cutoff being set by the Planck length i PL, or equivalently8,
by the Planck mass MPh, where

In particular, within this framework one can reliably organize the quantum effects
of gravity as a perturbation series in (E /M PL), where E is the typical energy associ
ated with the physical process of interest, provided E <C MPL. On the other hand,
such a series will inevitably fail to converge when E « MPL and beyond, signaling
a breakdown of the effective description and emergence of new physical degrees of
freedom. Currently, there are various proposals on what these physical degrees of
freedom are. For the purpose of this dissertation, however, such proposals (except a

8See our very first comment in the ‘Notations’ section at the very end of this chapter.
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recent one called Horava gravity [6, 7, 8], to be discussed briefly in chapter 2) axe of
little interest.
From a practical standpoint, this is a blessing. Thanks to the extremely large
value of the Planck mass compared to the energies of “typical” physical processes (in
cluding even those taking place inside the LHC), quantum gravity effects are usually
very small. Indeed, had this not been the case, we could not have consistently isolated
quantum non-gravitational physics from quantum gravity effects and developed, say,
the Standard Model of particle physics. So why is quantum gravity important? Quan
tum gravity is important because of the paradox posed by black hole event horizons.

A black hole is a region in spacetime from inside of which nothing can escape
outside. We have described the simplest non-trivial black hole - the asymptotically
flat Schwarzschild black hole - in figures (1-1) and (1-2), to clarify some of the as
sociated concepts (details in the respective captions). An event horizon of a black
hole is the causal boundary which causally separates the inside of the black hole from
the outside (see figures (1-1) and (1-2)). But precisely because of this causal nature,
an event horizon must violate the second law of thermodynamics. To elaborate, any
macroscopic object at a non-zero temperature, and hence with non-vanishing entropy,
thrown into a black hole, will disappear from an observer outside the black hole. This
suggests a way to reduce the entropy of the universe outside the event horizon, thereby
violating the second law of thermodynamics, unless, as Bekenstein argued [9,10, 11],
an event horizon is associated with an entropy proportional to its area. One can then
reformulate the usual second law into the generalized second law

S ( ‘S'outside

"b “^ h o riz o n ) =

5

0 ,

z
O
OUTSIDE

INSIDE

F ig u re 1-1. A cartoon of the ‘tilting of the light cones’ (in the Eddington-Finklestein
coordinates) near the e v e n t h o r iz o n (blue d o tte d line) of the Schwarzschild
solution of general relativity. The thick b lack (brow n) arrows denote the local
directions of out(in)going light rays, and the shaded g ra y regions in between are the
corresponding local light cones. The cartoon depicts how both the in- and outgoing
light rays are trapped in ‘INSIDE’ the black hole (to the left of the event horizon in
the cartoon), and therefore cannot escape to the ‘o u t s i d e ’ (to the right of the event
horizon). Because of the equivalence principle, nothing can move faster than light
locally, and hence, nothing can escape outside the event horizon. This is why, the
Schwarzschild solution describes a black hole (the region inside the event horizon).
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SINGULARITY

OUTSIDE

F ig u re 1-2. The conformal/Carter-Penrose diagram is a very useful tool to pictorially represent the global causal structure of a spacetime, i.e., which part(s) of
the spacetime can/not communicate with which other part(s). Above, we have the
conformal diagram of (one half of) the (eternal) Schwarzschild black hole spacetime.
By utilizing the spherical symmetry of the solution, the global causal structure of
this spacetime can be effectively expressed in terms of this two-dimensional diagram,
where each point inside the diagram represents a two-sphere. The straight line bound
ary X+ represents the future null infinity, the boundary at infinity where all light rays
end up eventually. Likewise,
is the past null infinity, where all the light rays
started out in the infinite past. According to the rules of constructing a conformal
diagram, light rays move along ±45° straight lines. Now consider the events P and Q
shown in the diagram. Outgoing light rays from P (at +45°) can end up on J +, while
the outgoing rays emanating from Q cannot! The same is true for outgoing rays from
any event th at lies to the left of the e v e n t h o r iz o n (b lu e d o tte d line). Thus, the
event horizon divides the whole spacetime into two parts: the ‘OUTSIDE’, from where
outgoing light can end up on X+, and the ‘i n s i d e ’ part, i.e., the black hole region,
from where nothing can escape.

7

where 5outaide is the entropy of all the matter that is outside the horizon, while Shorkon
is the entropy associated with the horizon itself. The generalized second law and the
thought experiments behind it imply that any causal boundary in a gravitational
theory should have an entropy associated with it.
To be able to consistently assign an entropy, however, we also need to associate a
temperature with an event horizon. This was achieved through the discovery of the
celebrated Hawking effect [12, 13] which shows that a black hole must emit thermal
radiation at a temperature proportional to the surface gravity at the horizon. The
explicit expressions for the temperature (T ) and entropy (S ) of a black hole, in terms
of its surface gravity (/cH) and horizon area (AH), are
S
kB

A„
4£$l

c3Au
4HGn’

b

hnH
27rc ’

where GNand kB are Newton’s constant and Boltzmann’s constant respectively. Note,
in particular, that the (dimensionless) entropy is equal to a quarter of the horizon
area in Planck units, as well as the purely quantum mechanical nature of the Hawking
temperature (T -► 0 as h -¥ 0). Furthermore, using Einstein’s equation and some
appropriate assumptions on the nature of the matter stress tensor (to ensure causality
etc.) one can formulate four laws of black hole mechanics, namely:
• the zeroth law, which states that the surface gravity of a black hole is constant
over the black hole event horizon [14],
• the first law, which relates a change in the total mass (energy) Madm of a black
hole, to a corresponding change in its horizon area times its surface gravity plus

9The surface gravity is a geometric quantity associated with a (Killing) horizon. The reader
who feels dissatisfied with the meagre account of black hole thermodynamics presented in this
introductory chapter can find more details in chapter 5.
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(macroscopic) work done terms [14]10

<5Madm =

8itGn

+ work done terms ,

• the second law, which asserts that the area of an isolated black hole event
horizon cannot decrease with time [17, 18], and finally,
• the third law, which claims that the surface gravity of a black hole cannot be
reduced to zero in a finite amount of (advanced) time [19].
To be consistent with Bekenstein and Hawking’s discoveries, they must therefore be
interpreted as the laws of thermodynamics for black holes. In short, a black hole is a
thermodynamic object.
We must emphasize, that unlike the empirical validity of the laws of thermody
namics for ordinary macroscopic matter, the laws of black hole mechanics are derived
from a combination of Einstein’s equation, assumed (but realistic) properties of the
matter stress tensor, and global structures of the spacetime. In fact, if one assumes
that the second law of black hole thermodynamics holds for black hole horizons (or
any causal horizon to be precise), it is possible to derive the Einstein’s equation [20].
The significance of the thermodynamic nature of a black hole - what we have
previously called the “paradox posed by an event horizon” - can hardly be overem
phasized. A black hole is very different from, say, a piece of burning coal; indeed, a
Schwarzschild black hole is nothing but empty space! Yet, as far as thermodynamics

10The total mass of a black hole, as well as the notation Madm, will be defined in chapter 2. Also,
see [15] for a more modern and general proof of the first law, where the derivation makes it manifest
that the first law is really a property of solutions of a generally covariant theory admitting a Killing
horizon. Finally, if one includes higher curvature terms the entropy is still a function of the metric
and matter fields evaluated on a slice of the Killing horizon, though no longer proportional to the
surface area alone [16].
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is concerned, both are on the same footing. On the other hand, while we have a
precise understanding of the underlying microsctructure of the piece of burning coal
(which allows us, for example, to compute its entropy), there is no (universally ac
cepted) notion of the “atoms of spacetime” which must be ultimately responsible for
the entropy of the black hole11. Furthermore, the entropy of a black hole, contrary to
our intuitions about thermodynamic extensivity, goes as the area of its horizon. But
the most important consequence of all is the breakdown of the principle of unitarity,
one of the cornerstones of quantum mechanics, as suggested by the fact that a black
hole radiates. Indeed, as a consequence of the Hawking effect a black hole looses its
mass, and eventually will completely evaporate, leaving us with pure thermal radia
tion. Along with the black hole is also then gone all the information that went past
the horizon at earlier times, allowing pure states to evolve into mixed thermal states.
But this is in conflict with unitarity of quantum mechanics [29]. This is known as
the black hole information paradox [30], and it stands as one of the major unsolved
problems of physics.
After more than four decades of intense research activities, we still lack a complete
understanding of all the implications of black hole thermodynamics. Undoubtedly, a
complete understanding will require a consistent theory of quantum gravity (which

11This requires some clarifications: Within the context of string theory, it is possible to derive
the black hole entropy by usual statistical mechanical state counting, as was first shown in [21], It
has later been realized (see, e.g., [22] and [23], and [24] for a recent review) that in this approach,
an emergent two dimensional conformal symmetry near the black hole horizon plays a more crucial
role, than supersymmetry or other tools of string theory. The black hole entropy can also be derived
in loop quantum gravity (LQG), another popular approach to quantum gravity, as was first shown
in [25] and [26] (see [27] for a recent review). However, the proportionality factor of one quarter
between the black hole entropy and the horizon area does not follow naturally in this approach
(although see [28]). It is probably safe to say that unlike the laws of black hole mechanics, the
status of derivations of black hole entropy from various approaches to quantum gravity is much
debated. A (slightly dated) review, which provides a more detailed account of this topic than this
footnote, can be found in section 5 of Wald’s ‘Living Reviews’ article [1].
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cannot be just quantized general relativity [5]). It is generally accepted that for such
a theory to naturally account for the arearentropy relation of black holes, it should
respect the principle of holography [31, 32, 33] (for a review, see [34]). In simple
terms, the holographic principle (or holography, in short) asserts that in a theory
of quantum gravity, the total information that can be stored in a given region of
spacetime is bounded from above by the information that could be encoded in the
surface enclosing the region (as opposed to its volume), one bit per one-Planck-unit
area. Holography is believed to be the key guiding principle which any theory of
quantum gravity should respect, and it is one of the fundamental tenets of many of
the current approaches to quantum gravity.
However, if holography indeed holds the merit of being such a guiding principle, it
should better have a much deeper foundation than the underlying principles of general
relativity (a mere classical limit of some more fundamental quantum theory). But, on
the face of it, this seems incorrect: the notion of holography, as already mentioned, in
intimately tied to the arearentropy relation for black holes, while, the very existence
of (conventional) black holes (more precisely, the existence of null event horizons
that trap light) depends crucially on the causal structure of general relativity, and
therefore, on the equivalence principle.
This tension, between the fundamental nature of holography versus how strongly
it is related to the principles of general relativity, lies at the heart of the work pre
sented in this dissertation. The question becomes even more relevant and concrete
scientifically, due to the availability of a host of new classical gravity models proposed
to explain recent cosmological and astrophysical data. A large class of these mod
els explicitly give up the equivalence principle and local Lorentz invariance as their
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founding principles12. Hence, by allowing for arbitrarily fast propagation of signals,
such theories of gravity enjoy very different causal structures than that of general
relativity. With such modified causal structures available, one can concretely revisit
the question: to what extent do black hole thermodynamics and holography depend
on the causal structure of spacetimes?
Of course, one needs black holes with modified causal structures to pose such
a question meaningfully. This is possible, for example, within the context of the
Einstein-<ether theory [35] (see [36, 37, 38] for reviews), a generally covariant modifi
cation of general relativity which gives up the equivalence principle. We will introduce
the Einstein-aether theory in chapter 2. For now, it is sufficient to note that this the
ory is a very general, yet useful, toy model, allowing for modified causal structures
(preferred frame/no equivalence principle) and black hole solutions. Naively, it may
seem that black holes cannot exist in a theory where signals can propagate arbitrarily
fast. However, contrary to the intuition, static and spherically symmetric solutions
of the Einstein-aether theory have been found in [39, 40, 41] which admit a universal
horizon [40], a spacelike hypersurface which traps arbitrarily fast moving signals. We
will discuss these solutions in chapter 2, where we also explain the universal horizon.
The existence of a universal horizon as a new kind of causal boundary forces us to
rethink the question of violation of the second law of thermodynamics in the current
scenario, and ultimately, evaluate the possibilities of extending the notions of black
hole thermodynamics and holography in theories of gravity with very different causal
structures. This dissertation is an account of the steps taken so far towards that goal.
In particular:

12It is far more serious to give up general covariance, as one loses even energy-momentum conser
vation without it.
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• In chapter 2, which is based on [41] and unpublished notes of the author, we
study the solutions of [39, 40] as well as a number of new solutions found by the
author and collaborators (among which, the asymptotically flat solutions have
already been published in [41]), and show that they satisfy a first law of black
hole mechanics.
• In chapter 3, which is based on [42] and unpublished notes of the author, it
is shown that for a certain subclass of the solutions mentioned above, thermal
radiation is emitted from the universal horizon. Taken together with the central
result (first law) of chapter 2, this observation indicates that some notion of
black hole thermodynamics may survive in Einstein-aether theory.
• Our conclusions are summarized in chapter 4, where we also point the reader
at future directions in which this line of research can/needs to be extended.
• Chapter 5, written in the spirit of an appendix, collects the mathematical results
which play a central role in the derivations of chapters 2 and 3, as well as a brief
recapitulation of standard black hole thermodynamics of general relativity.

N otation s, conventions and all that
1. In a setting where both relativity and quantum mechanics are important, it
is convenient and customary to work in units where h = c = 1. This will
be assumed throughout this dissertation unless otherwise specified. In this
system of units there can only be one dimensionful parameter, e.g. energy. By
convention, every dimensionful quantity is then expressed in units of appropriate
powers of energy. In particular, we have [length] ~ [time] ~ [energy]-1.
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2. We will employ the abstract index notation for tensors as explained in Wald’s
textbook [1]. In particular, the early Latin letters (a, b, c ,...) will denote abstract
indices, while mid Greek letters (A,/i, i/,...) will denote coordinate indices.
3. We use the mostly plus convention for the metric g ^ . The metric and its inverse
g°6 relate any vector X a with its dual covector X a in the standard manner. For
any two vectors X a and Y a, the inner product will be variously denoted by
( X - Y ) = X aYa = X aY a = gabXaY b.
4. We will always work with a covariant derivative Va that is torsion free ( [Va, V&] any
scalar = 0) and metric compatible (V agbc = 0). We will often use the conven
tional notation V x = X aV a for the directional derivative (of any tensorial
object) along some vector field X a. The affine connection coefficients T ^ as
sociated with the covariant derivative are given by

^fiv ~

2

® (Pl&ov "I” ^vgan

dag^)

.

5. Our definitions of the various curvature tensors are as follows: we define the
Riemann tensor X abcd 85
[V., v , K =

«•

* „ a /(0 = - W ^ + d ^ s + r ^ r ^ - r ^ r ^

where va is any arbitrary one-form, the Ricci tensor ^.<,6 as

X a b = Xacb

^

^

( 0

~

and finally, the Einstein tensor gab as

jiv + ^f t v ^”<rA — ^

^

vX

>

,

6. Given some matter action «Smatter> the stress tensor %t is defined as

<5g«Sm = “boundary terms” —^

J

d4z y/—g %h8g06 ,

M
where the “boundary terms” can occur if the matter action contains derivatives
of the metric. Once a stress tensor is given, the Einstein’s equations are

Qab = SnGn'Tab ,

where Gs is the Newton’s constant. The Einstein’s equations can also be de
rived from an action principle, but we do not present that here since it will be
presented in the very next chapter 2. Also, it is sometimes convenient to normal
ize the matter action with an extra factor of (87tGn)-1, whence the Einstein’s
equation becomes Qab = %b7. The Lie derivative is a useful mathematical concept in differential geometry. It
is a coordinate independent derivative (i.e., it does not depend on the choice
of coordinates, is linear, distributive, and satisfies the Leibnitz (chain) rule)
that measures the rate of change of a tensorial quantity along the flow (integral
curves) of a given vector field. The exact mathematical definition of this con
cept, as well as its physical significance, can be found in any standard book on
differential geometry, or in the appropriate appendices of the general relativity
texts listed in [1]. For our purpose, we simply quote the “operational definition”
of it below: first, given a scalar / and a vector field X a, the Lie derivative of /
along X a, to be denoted by £ * / is simply the ordinary directional derivative
of / along X a
£xf = x ^ f .
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Next, given two vector fields X a and Y a, the Lie derivative of Y a along X a, to
be denoted by £ *Y , is given by

( £ XY)M= X vdvY» - Y vdvX li .

Both expressions above are coordinate independent, even though none of them
are manifestly so. Now, using that the Lie derivative is a derivative (i.e., linear,
distributive and satisfies the chain rule) the Lie derivative of any tensorial object
T along any vector field X a, to be denoted by £ * T , can be computed.
8. If spacetime has a symmetry (e.g., spherical symmetry) generated by some
Killing vector r f , then for any tensorial object T (for details, see any textbook
on differential geometry or any of the general relativity texts listed in [1])

£^T = 0

.

When T = got we obtain the Killing’s equation

VaVb + VbTla =

0

.

Using the Killing equation one can show that if Sab is some symmetric tensor
which satisfies V0S ab = V&0 for some scalar function <j>, then S abrjb defines a
conserved current
VQ[Sabrjb] = 0 .
This identity is at the heart of the derivation of the first law of black hole
mechanics.
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CHAPTER 2
MECHANICS OF ./ETHER BLACK HOLES

As we already noted in our introductory remarks, understanding black hole ther
modynamics is a key step towards a proper understanding of quantum gravity. Indeed,
starting with the seminal work of Bardeen, Carter, and Hawking [14] on the laws of
black hole mechanics, followed by the discovery of Hawking radiation [12,13], and the
recognition that the four laws have a thermodynamic interpretation [9, 10, 11] that
eventually led us to holography [31, 32], this line of investigation has provided very
useful information about quantum gravity. Integral to black hole thermodynamics is
the first law of black hole mechanics, which for the simplest Schwarzschild case, and
the most similar to what we are interested in, is just
r, r

KKH ^ - K H

= “ i r f T

’

where Madm is the ADM mass of the spacetime, and kkh and AKH are the surface
gravity and the cross-sectional area evaluated on the Killing horizon, respectively1.
Identifying Madm as the energy, (2tt)~1kkh as the temperature of the horizon based
on Hawking’s result [12, 13], and (47rGN)-1 times the area with the entropy, one can
make the analogy with the first law of thermodynamics, 8E = T8S.

lrThe ADM mass is defined later in this chapter. We have also summarized the relevant aspects
of the laws of black hole mechanics for certain kinds of static and spherically symmetric black holes
in general relativity in chapter 5, where the Killing horizon is also defined. We will explicitly denote
Killing horizons with a subscript ‘ k h ’ to distinguish them from universal horizons, a concept to be
defined below.
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A much stronger departure from general relativity comes when one considers mod
els that allow vacuum solutions with non-zero tensor fields besides the metric. In these
models Lorentz symmetry and the equivalence principle are in general broken. A sim
ple example of such a model is that of Einstein-aether theory [35] (see [36, 37, 38] for
reviews), which introduces an aether vector field ua, and a dynamical constraint which
forces u° to be a timelike unit vector everywhere. We introduce the Einstein-aether
theory in more details below.
The introduction of the aether vector preserves general covariance, but allows for
novel effects such as matter fields traveling faster than the speed of light [43] and new
gravitational wave polarizations that travel at different speeds [44]. Given certain
choices of the action for the aether, the theory can be made phenomenologically vi
able [37, 38], have positive energy [45], and be ghost free [36]. In addition, the aether
vector establishes a preferred frame and causality can be imposed in that frame [46]
by requiring that all matter excitations propagate towards the future, even if the mo
mentum vector of an excitation with respect to that frame is spacelike. Since there is
a preferred frame, Lorentz invariance does not hold, nor do the usual Lorentz invari
ance based arguments that a spacelike momentum vector in one frame immediately
imply the existence of past directed momentum vectors. Thus, the propagation faster
than the speed of light does not violate causality.
Even though there is a notion of causality, it seems at first glance as if there would
be no causal boundaries equivalent to an event horizon in Einstein-aether theory; by
coupling the aether vector ua to matter kinetic terms, the matter Lagrangian can
be chosen to make matter perturbations about flat space propagate arbitrarily fast.
However, this intuition about the non-existence of causal boundaries is incorrect.
As initially observed by Eling and Jacobson [39] while studying static, spherically
symmetric and asymptotically flat solutions of Einstein-aether theory, causally sepa
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rated regions of spacetime can exist even in this case. The boundary of this region
is called the universal horizon [40]. Furthermore, this surface is regular, and in fact
Barausse, Jacobson and Sotiriou [40] have numerically continued the solution for met
ric and aether fields beyond the universal horizon. Even more recently, exact static
and spherically symmetric solutions of Einstein-aether theory have been constructed
where it is possible to locate and study the universal horizon analytically. We will
explain the universal horizon in details in section

2 .2

below (see, in particular, the

discussion following eqn. (2.54)).
Since such a causal boundary exists, it is natural to conjecture that there must
be an entropy associated with the universal horizon as well2. In spherical symmetry,
one does not need to worry about the zeroth law of black hole mechanics, as the sym
metry enforces that all geometric quantities are constant over the universal horizon
automatically. Hence one can immediately proceed to derive a Smarr formula and a
corresponding first law.
The rest of this chapter is organized as follows. We review Einstein-aether theory in
section 2.1. Next, in section 2.2, we present a class of static and spherically symmetric
solutions of Einstein-aether theory which admit universal horizons, as well as discuss
the regularity of these solutions. Finally, in section 2.3 we proceed to construct the
Smarr formula and first law for valid for static and spherically symmetric solutions
of Einstein-aether theory.

2 Otherwise, arguments similar to those by Bekenstein [9, 10, 11] leads to a violation of the second
law of thermodynamics in such backgrounds.
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2.1

T he Einstein-aether theory

Einstein-aether theory was originally constructed in [35] as a mechanism for break
ing local Lorentz symmetry yet retaining as many of the other positive characteristics
of general relativity as possible. In particular, it is the most general theory involving
the metric and a unit timelike vector ua that is two-derivative in fields and generally
covariant. We will, in fact, present a generalized version of the theory (compared
to standard presentations) by including a cosmological constant in the action. If we
interpret the action as that of an effective field theory, then the cosmological constant
term, being the zeroth order term in a derivative expansion, is a rather natural can
didate. Admittedly, for phenomenological applications of the Einstein-aether theory
concerning our Universe, it may be convenient to set the cosmological constant to
zero, but there is no good reason to rule it out in our case. Parenthetically, the action
also admits a very natural generalization to arbitrary spacetime dimensions (modulo
terms specific to the spacetime dimensionality), and in particular, the expressions
for the stress tensor and the boundary terms stay intact (barring those coming from
special dimension dependent terms). However, we will only study the theory in four
spacetime dimensions in this work. Also, we will not consider any other matter besides
the aether, for simplicity.
Following the notations of [41], the action of Einstein-aether theory is

S = Scc +

+ Sae + Sqhy »

(2.1)

where Scc and SEH are the canonically normalized cosmological constant and the
Einstein-Hilbert terms, respectively,

Here I is the length scale associated with the cosmological constant, Ccc is a constant
sign which equals —1

,0

and

1

for negative, zero and positive cosmological constant,

respectively, and Gm is a normalization constant for the action and related to the
Newton’s constant GN (see eqn. (2.10) below and the discussion around it). The
aether action S m is
5a5 = 1 6 ^ J d*X^

’

(2-2)

where JSf* is the aether Lagrangian, given by

= - Z a6cd(V 0 uc)(V 6 ud) + Are(u2 + 1 ) .
The tensor

(2.3)

defined as3
= clgabgod + c2 8 \ 8 bd + c3 8 ad8 bc - c4 ttau6 gal ,

(2.4)

ensures all the possible two-derivative terms for the aether field, with the four con
stants {ci, • • • , 0 4 } appearing in (2.4) playing the role of coupling constants of the
theory (more on their numerical values shortly). Therefore, the aether Lagrangian
includes all possible terms for the aether field up to mass dimensions two, as well as
a Lagrange multiplier term implementing the normalization condition
u 2 = uaua = - 1 .

(2.5)

General covariance is maintained by enforcing the unit constraint on ua via the La
grange multiplier. Written out explicitly, the aether Lagrangian takes the form
= -c i(V aii6 )(Vau6) - c3 (V aub)(V bua) - c2(V • u f + c4 a 2 + A ^u 2 -I-1 ) , (2.6)

3Note the indicial symmetry Zbadc = Zaicd.
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where the acceleration a° of the aether field is defined as

a°

= Vuu° .

(2.7)

In particular, a° is always orthogonal to the aether field (u • a = 0) once the unit
norm constraint (2.5) is imposed. One could have also considered adding a term
proportional to

= ^ abuaub in the aether Lagrangian(2.3).However, due to the

following identity comingfrom the definition of the Riemanntensor

Huu = - ( V 0 u6 ) ( W ) + (V • u ) 2 + VQ[a“ - u“(V • u)] ,

such a term can only shift the coefficients c<i and C3 by constant amounts, apart from
adding a total derivative term to the action. Therefore, we do not need to consider
such a term. Yet another term proportional to £abcd(V aUb)(VcUd), which is allowed
in the aether Lagrangian in principle, is actually a total derivative

£abcd(V aub)(V cud) = Va[£a6c% ,(Vcu,)] ,

owing to a well known property of the Riemann tensor (^.(o6c]d = 0). Therefore, this
term is also not considered.
Finally, the Gibbons-Hawking-York (GHY) boundary term «SGHYis given by [47,48]

<5ghy = g

J

dy 3 V —h %.,

(2-8)

mdM
where 7Cis the extrinsic curvature of the boundary of the spacetime, dM. This term is
needed for a well posed variational problem, as its variation cancels out derivatives of
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the metric variations on the boundary originating from the variation of the EinsteinHilbert action.
There exists a number of theoretical as well as observational bounds on the cou
plings {ci,--- ,c4}; see e.g. [37, 38] for a comprehensive review. In this work, we
assume the following constraints to hold on these couplings

0^

C1 4

<2,

2+

C1 3 + 3 c 2 > 0 ,

C1 3

< 1,

(2-9)

where we have defined C13 = (ci -I- C3 ) and ci4 = (ci + c4). As we will see, these
combinations of couplings, as well as C123 = (C1 +C2 +C3 ), play a more direct role in our
analysis than the individual couplings. The constraints (2.9) come from the following
conditions. If ci4 ^ 2 gravity becomes repulsive and one loses a proper Newtonian
limit. Furthermore, in addition to the usual spin-2 gravitons, Einstein-aether theory
also possesses two vector modes and a scalar mode (corresponding to the three degrees
of freedom of ua) [44]. If ci4 < 0 or (2 -I- C13 -I- 3c2) < 0 then the scalar mode
squared speed (see (2.84) below) about flat spacetime becomes negative, signaling an
instability of flat space to the production of scalar aether-metric excitations. Also, (2+
C13 + 3c2) cannot be strictly zero, as the Gcosmo appearing in the Friedmann equations
derived from the Einstein-aether theory needs to be positive and finite [49]. Similarly,
if C13 ^

1

then the squared speed of the usual spin- 2 graviton in flat spacetime

becomes negative or infinite, which generates the same problem but with the usual
spin-2 graviton modes. There are other observational limits on the couplings, e.g.,
coming from the requirement that propagating high energy cosmic rays do not lose
energy due to vacuum Cerenkov radiation of gravitons [50]. We will explicitly not
impose such constraints here as we are interested in the behavior of the scalar mode,
the interplay of any scalar mode horizon with the Killing and universal horizons,
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and the possible role of Cerenkov radiation from the universal horizon. Allowing the
scalar mode to have any speed from almost zero to infinity is therefore theoretically
useful.
The constant Gx in the action (2.2) is a dimensionful normalization constant to
make the action dimensionless. It may be related to GN, the Newton’s gravitational
constant, via

by considering the weak field/slow-motion limit of the Einstein-aether theory [49],
provided it is allowed by boundary conditions. In general (particularly in the presence
of a cosmological constant) the relation is unknown, but we will not need it for the
rest of this dissertation.
The Einstein’s equations and the aether’s equations of motion are obtained by
varying the action (2.1) with respect to the metric and the aether field respectively.
The variation of the Einstein-Hilbert and the cosmological constant pieces are standard4 [1]

s { y/=i [-%* + n ]} = s/=i |^r<u + <«} Se?+V=ivc

- <«(A>) v^*-] .
(2 . 11)

Note, in particular, that the total derivative term coming from the variation includes
derivatives of the metric variations on the boundary, rendering the variational prob
lem ill posed. The GHY boundary term (2.8) is introduced precisely to cancel this
unwanted boundary contribution. The variation of the aether piece, on the other

4Since 5g0 j, = —gocgM<fscrf> if we were to write the first term in the variation as that due to
gab instead of due to gai we would have gotten an extra overall negative sign. Of course, this does
not have any consequence on the Einstein’s equations, but this overall sign is important for the
generalized Bianchi identities to be derived below.
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hand, works out to be
+ 2 ^ i J E „ i n ‘ + V ^ i v c [ X ^ S g * - 2 Y \ fa “] ,
(2.12)
where

is the aether stress tensor, explicitly given by

2 2 = K u auh+ c,a„ai - ig o iV j V cud + c, [(Vauc)(V bur) - fVci/„)(Vcii(l)) + V cX \ b ,

(2.13)
and the vector Ma is given by

E a = Aseua + V bY ba + c4(V0ui)a6 ,

(2.14)

where, we have defined
n

= Z acMV cud ,

= Y \a ub) - u{aYb) c + ucY{ah) ,

(2.15)

to make the expressions compact. Note that unlike the case with the Einstein-Hilbert
action, the boundary term in (2.12) does not include derivatives of the variations of
any of the fundamental fields. Consequently, we do not need to supplement the total
action with a GHY-like term for the aether. Based on the variations, the equations
of motion are the Einstein’s equations

Qdb = ~ ^ T g 06 + *23? >

(2-16)

the aether’s equations of motion
E a= 0 .

(2.17)

and, of course, the normalization constraunt (2.5). We should emphasize that both (2.16)
and (2.17) are derived prior to imposing the normalization constraint. Once all the
25

equations are derived, however, we can (and must) always impose the normalization
constraint.
Given the aether’s equation of motion (2.17), the Lagrange multiplier A* can
be solved immediately, by projecting the equation along the aether and using the
normalization condition (2.5)

A* = ubV aY% + c4a2 .

(2.18)

We will discuss how to tackle the remaining equations in section 2.1.2 below.

2.1.1

Hypersurface orthogonadity and Horava gravity

In this work, we will be primarily interested in static and spherically symmetric
solutions of Einstein-aether theory (see chapter 5 for general properties of static aind
spherically symmetric spacetimes). In spherically symmetric spacetimes, any vector
(one-form) va is hypersurface orthogonal5 and satisfies

va = ad/3

t»[aV6uc] = 0 ,

(2-19)

where a and 0 are scalar functions on the spacetime; physically, equation (2.19)
implies that va is everywhere orthogonal to the hypersurfaces defined by 0 = constant.
In the context of Einstein-aether theory, the aether is hypersurface orthogonal if it is
normal to some hypersurfaces E[/, and therefore satisfies

ua = -N d U

&

N = [—g“6(V0£7)(V6t7)]"1/2 ,

u(oV6uc] = 0 ,

(2.20)

5See [1] for this standard concept. The condition on the left of (2.19) actually defines a hypersur
face orthogonal vector, and the equivalence “<=►
” is the content of the so called Frobenius’s theorem.
When dealing with spherically symmetric spacetimes, since there is no invariant three-form in such
geometries, eqn. (2.19) is automatically satisfied by all vectors respecting spherical symmetry.
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where the function U, called the aether time function, labels each hypersurface Ey in
a foliation, and the condition on N follows from the unit norm constraint (2.5).
However, even if one is not interested in spherical symmetry, it is still possible to
impose the hypersurface orthogonality condition (2.20) as an additional simplifying
constraint on the theory (in such a case however, we are adding an extra structure
to the theory, namely the preferred foliation Ey). Then, the dynamics of the aether
is entirely controlled by the scalar function [/, effectively removing the two vector
degrees of freedom from the spectrum of the theory. Interestingly, there is also a non
trivial connection with this hypersurface orthogonal version of the Einstein-aether
theory and Horava gravity [6, 7] as first pointed out in [51]. The goal of this section
will be to develop some formalism which not only helps to understand this connection,
but also is important for the solutions that we eventually discuss. We also include
a short note on Horava gravity at the end of this section, with an emphasis on its
relevance to the present work.
Unless otherwise stated, the unit norm constraint (2.5) will always be assumed. To
begin with, even without hypersurface orthogonality, we can introduce the projector
pa6 (on the tangent space)
Pab = Sab "f" UaUb ,

(2.21)

as well as the rank two (anti)symmetric tensors uiab and K ab, constructed out of the
derivatives of the aether field as follows

bJab = V[nUj] +

U[a O(,],

Kab ~

2

”£uPaf> = V(alIf,) + U(a&b) >

(2.22)

where the (square) round brackets denote (anti)symmetrization (with the standard
factors of one-half included in their respective definitions). As we show below, the
two-form ujab, called the twist of the aether field, is a direct quantifier of whether or
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not the aether is hypersurface orthogonal. Note that both K ab and u ^ are “purely
spatial” , i.e., orthogonal to it°, by their respective definitions. We also define the
trace of K ^ , to be denoted by K , as

K = gabK ab = p^Kab = (V • u) .

(2.23)

Then, from (2.22), we can write

V0Ui = - u aab + K ab + u ab .

(2.24)

If we now substitute the above expression into (2.6), we can express the aether La
its trace K , and u ab as follows (C13 = ci —C3 )

grangian in terms of

= ~C\zKabKab —c2 K 2 -f- C1 4 0 2 —Cisujabu)ab .

(2.25)

Using (2.24) we can also express the Lagrange multiplier (2.18) as

A® = —Ci3 K abK ab -f- c2 V uK + ci4 a 2 -I- C3 (V • a) + c4 a 2 —Ci3 UJabu ab .

(2.26)

Let us now assume that the aether is restricted to be orthonormal to the hyper
surfaces £ 1/ = constant. When this happens, the projector pa&becomes the metric on
the hypersurfaces induced by gab, while K ab becomes the extrinsic curvature of the
hypersurfaces due to their embedding in the spacetime and K becomes the trace of
the extrinsic curvature. Furthermore, upon using (2.24), the condition (2.20) becomes
equivalent to

uaUhc + ubuica + ucu ab = 0

o

u ab = 0

<=>

(V aub - VfcU0) = ~(uaab - ubaa) ,
(2.27)
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that is, the aether is hypersurface orthogonal if and only if its twist two-form vanishes
everywhere. Consequently, the part of the aether Lagrangian dependent on the twistsquared drops out. The theory can then only depend on C2 and the combinations C13
and C1 4 , instead of the individual coefficients ci, c3 and c4 (a fact that will be reflected
in the solutions that we derive later). Note that our argument does not depend on
the dimensionality of the spacetime.
As shown in [51], the action (2.25) (minus the twist squared term) added to the
Einstein-Hilbert action gives us the two-derivative truncation of an appropriately
“extended” [8 ] version of Horava gravity [6 , 7]6. Note that there is no Lagrange
multiplier term in (2.25) since the normalization of the aether is automatically taken
care of by (2.20). In other words, it is the scalar function U (as opposed to the
vector ua) which plays the role of the fundamental degree of freedom. The Einstein’s
equation for this theory is Qab = *2 5 , where, the stress tensor T*b of this theory is
related to the aether stress tensor

(2.13) according to

*^6 = Vb + (u • E )u°ub -

2

ulapb)cE c ,

(2.28)

while the equation of motion for the scalar mode becomes

Va[iVpo6£f6] = 0 ,

where *2 ^® and Ma are the expressions for

(2.13) and Ma (2.14) when

(2.29)

= 0,

respectively.

6In the canonical formulation of Horava gravity, one also decomposes the Ricci scalar, d la
ADM [1], by adapting to the preferred foliation. In this manner, the complete two-derivative level
action of Hofava gravity is expressed in terms of the extrinsic curvature of the foliation, the accel
eration, and the intrinsic curvature of the foliation.
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Now, for any solution of the Einstein-aether theory with the aether hypersurface
orthogonal, we must have A* = (u ■E ) and pahMc = 0 (by taking the projections
of (2.14) along and orthogonal to the hypersurface, respectively). But such a solution
then also satisfies (2.28) and (2.29) automatically. Therefore, any hypersurface or
thogonal solution of the Einstein-aether theory is also a solution of the two-derivative
level truncation of Horava theory. This is the case, for example, with all the static
and spherically symmetric solutions that we discuss in this work. On the other hand,
the converse of the result is manifestly untrue in general: a solution of Horava theory
will not necessarily satisfy the Einstein-aether equations of motion (2.16) and (2.17).
The complete Horava theory action also contains all possible fourth and sixth
spatial derivative terms (defined with respect to the preferred foliation) built out of
the induced metric and its (spatial) derivatives. Due to the absence of terms with more
than two time derivatives, such a theory is ghost free, and even more interestingly,
power-counting renormalizable, as has been argued in [6, 7]. Therefore, Horava theory
has the promise of being a UV-finite quantum field theory of gravity (although at
the expense of Lorentz symmetry at high energies). We will not get into any further
details of Horava gravity, since the issue of renormaiizability of this theory and related
topics are somewhat orthogonal to the central theme of this dissertation. However,
the following must be emphasized: as already pointed out, any quantum theory of
gravity is usually expected to be holographic, and as such, it is unlikely that it has
the structure of a quantum field theory at high energies. This is essentially because,
usually in a quantum field theory, the entropy scales as the volume of the space
in which the theory lives (thermodynamic extensivity), whereas, in a holographic
theory, the entropy scales as the volume of a space of at least one less dimensions [5].
Of course, one could argue that our intuition about the holographic nature of a
generic quantum theory of gravity is perhaps misguided, and that holography is, at
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best, solely a property of quantum theories of gravity with exact unbroken Lorentz
symmetry at all scales. However, this cannot be entirely true; the black hole solutions
that we study in this dissertation are also solutions of Horava gravity (as already
discussed above), and therefore, according to the main results of this dissertation,
they behave as thermodynamic objects. The fact that Horava gravity seems to be
a consistent UV complete quantum field theory of gravity, and yet holographic, is
indeed very puzzling. We do not have any satisfactory resolution of this conflict as
of now.

2.1.2

Equations of motion for spherical symmetry and staticity

In this section, we will specialize to spherical symmetry and staticity and massage
the equations of motion (2.16) and (2.17) to reflect these symmetries manifestly.
We will first introduce some kinematical results which will eventually be helpful to
simplify the equations of motion. In order for this section to be self-contained, we will
provide a very brief summary of the formalism that is fully developed and discussed
in chapter 5. In particular, in the said chapter the reader should find an appropriate
mention of any quantity/relation which has not been explicitly defined/derived in
this section.
By the spherical symmetry of the problem, the acceleration is orthogonal to the
two-spheres S that are invariant under the spherical symmetry7. We can then define
5° to be the unit spacelike vector along the acceleration

a“ = (a • s)sa,

s2 = 1,

(a - s)2 = a2 .

(2.30)

7Here is a demonstration: let ( a be any one of the Killing vectors generating the spherical
symmetry. Then, a-£ = (Vuu6)£<, = Vu(u-£) —uaub(Va$b) = 0, upon utilizing (u-Q = 0 (spherical
symmetry) and V(QCi>) = 0 since C° is Killing.
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Needless to say, s° is naturally orthogonal to the aether as well as the spherical
directions.
We can now derive the expansions of various rank-two tensors like VaUfc and Vasj,
in the basis spanned by the bi-vectors u0itbt U(aSb), U[ast] =

2

e^, saSb and gab (the

projector/induced metric on the two spheres). As can be easily seen, these are the
only allowed basis bi-vectors along which any rank-two tensor can have non-trivial
components, by spherical symmetry. Straightforward algebra yields (recall (2.24) and
that u ab = 0 due to spherical symmetry)

^a^b =

(® ' s'jUaSb + K ab,

^ ab = KQSaSb "I g '8*6 >

( ^ '^ )

and likewise8
^ a&b ~~ (u • s)ttal£(>-|- K qSalib “f* 7^£a6 •

(2.32)

In the above expansions, K 0, K and k are scalar coefficients of the expansions which
can eventually be computed once a particular coordinate system has been chosen
and the metric is given in that coordinate basis. The trace K (2.23) of the extrinsic
curvature K ab is related to Kq and K through

K = K0 + K .

(2.33)

The various coefficients of the above expansions have the following physical interpre
tations: Kq is the acceleration of s“, since from (2.32) V 3 sb = Koub, while, K and k

8Because of spherical symmetry, sa is orthogonal to hypersurfaces which we will call £ 5 . Conse
quently, one could define an induced metric
= gofc —saSb on £ 5 , and an extrinsic curvature K $
of the hypersurfaces £ s due to their embedding in the spacetime:
FYom (2.32) we
then have
= —(a • s)uaUb + ^ga6 , and
= gabK ^ = (V • s) = (a ■s) + k. However, these
observations will not be important for the rest of the dissertation.
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axe the traces of the extrinsic curvatures K ab and kab of the two-sphere 3 due to its
embedding in Es (see footnote 8) and Eu respectively
£r
1o .
K-ab — 2

K^
— ~2 ^a*>’

f

1n ,
b—2

&„
— 2 ® 06 '

We are now in a position to adapt the the Einstein’s equation (2.16) and aether
equation of motion (2.17) to the spherical symmetry of the problem. We start with
the aether stress tensor (2.13). By spherical symmetry, the basis-expansion should
have the following form
rfse
% tb =

where

% iu '^ 'a ^ ’b ~

"b

S a U (,)

-b *2^4 SaS(, H

2 * 8 0 6

>

= (T^uaub, T*s — T£;uasb, T* = fT^sasb and finally T® —

(2-34)

g°6. Sub

stituting the expression for the Lagrange multiplier (2.26) (recall Uah = 0 due to
spherical symmetry) and using the basis expansions (2.31) and (2.32) derived above,
the individual components work out to be

'Cl = cu{V -a)-cu a2+ ^ - = ci^M a-sH V ^a-s)]-*-^ ,

'C = ci4[A'(o-s)+Vu(a-s)],
(2.35)

and

T* = cl3 V c[K0 uc}+c2 V c[Kuc) - c u a2+ ^ ,

<1* = c1 3 V c[kue}+2c2 V c[Kuc}+Xm ,
(2.36)

where X x is the on-shell value of the aether Lagrangian (2.25) (recall u ab = 0 due to
spherical symmetry)

£ m = - a 3 KabK ab - c2 K 2 + cu a2 .
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(2.37)

The trace of aether stress tensor is then given by

* * = (“ < £ + %*, + **) = (ci3 + 3c2)Vc[ATuc] - c14(V • a) +

.

(2.38)

Now, the Einstein’s equation (2.16) earn be equivalently expressed as

(2.39)

As with the aether stress tensor, spherical symmetry dictates that there are four non
trivial components of the Ricci tensor, namely %.uu, 0 ^ U3, K^as and £ . Therefore,
there can only be four components of the Einstein’s equations, namely those found
by contracting (2.39) with uaub, u(asb\ sasb and gab. Using the expressions for the
appropriate Ricci tensor components worked out in section 5.1.5 of chapter 5, the
Einstein equation components along uaub, sasb and g06 are9

(2.40)
E E q = * - ^ - C C - T - ) = °We will talk about the remaining equation ^ .us =

below.

We can similarly simplify the aether equation of motion (2.17) upon assuming
spherical symmetry. Indeed, once the Lagrange multiplier (2.26) has been substituted,
there can only be a single non-trivial projection of the aether equation of motion,

9We have one extra component of the Einstein’s equation because we do not assume staticity
yet. Therefore, these equations can also be used to study time dependent but spherically symmetric
problems, e.g., time dependent spherically symmetric perturbations around static solutions.
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namely along sa. Using the basis expansions (2.31) and (2.32), this projection leads
to the following equation

(s • jE) = C1 3 V sKq + C13

k

C2 VaK — (T*S = 0 .

(2-41)

Now, a well known fact in any generally covariant theory is that there are Bianchi
identities as a consequence of diffeomorphism invariance. The Bianchi identities tell
us how to construct the constraint equations, i.e., those combinations of the equa
tions of motion, which, after a choice of time-foliations, impose constraints on the
various functions on a foliation but do not evolve the data from one foliation to an
other. Einstein-aether theory, being generally covariant, also gives rise to Bianchi
identities. Unlike general relativity however, the resulting constraint equations of
the Einstein-aether theory are not just some particular components of the Einstein’s
equations, because the stress tensor of the aether (unlike ordinary matter) contains
second derivatives of the metric. Thus to identify the correct constraint equations,
we need go through a derivation of the Bianchi identities of Einstein-aether theory.
The basic philosophy of the derivation is essentially identical to the standard text
book derivation of the usual Bianchi identities, and we closely follow the presentation
in [52] (see also [40]).
Consider, therefore, a diffeomorphism generated by a vector field £°. Under it,
the variations of the metric and the aether field are

Sgab = -2 V (a£6),

Sua = Vt.ua - V UC .

Since the action (2.1) is invariant under such a diffeomorphism, the total variation of
the action vanishes to the leading order in
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0 = - g ^ / d"* , / = ! ( s * - <S) v « * + ^

/ d4x V ^ i iE.(V{«* - V „ f ) ,

where the indicial symmetry of (Qab —%£) was used to write the first term as above.
It is worth emphasizing that the diffeomorphism variation of the action we are consid
ering is off-shell. Integrating by parts and discarding boundary terms, the variation
of the total action under a diffeomorphism leads to

0=

j d4x V~S

[Gab —

+ jE0VfcUa} £b .

Therefore, the appropriate generalization of the Bianchi identities in the present con
text is
V“ [Qab — Tab + ua&b] + JEaVbUa — 0 .

(2-42)

To obtain the constraint equation, we need to pick a time foliation Et. If dt is the
time translation vector on the foliation, then the constraint equation is [52]

(Gab ~ ‘T£b) (^t)° + (u • dt)Mb = 0 .

For example, if we adapt the equation to the foliation Eu which is natural to the
problem, we need to choose ua as the vector generating the 17-time translations.
Therefore, the constraint equation becomes

(Qab-< r£)ua - R b = 0 .

(2.43)

Projecting the equation along sb, one then obtains

*Lus - * Z - ( s - I E ) = 0 .
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(2.44)

where we have used QabUasb = ^ .U3. Using the expression for H{.us worked out in (5.57),

as well as the only non-trivial component of the aether equation of motion (2.41), the
explicit form of the constraint equation is

ci2 3VsA0 - (1 - c13) I K 0 - - ) k + (1 + c2)

= 0.

(2.45)

On the other hand, subtracting ci3 times f^us (5.57) from (2.41) gives

= (l —c1 3 )r% .

(2.46)

This final equation contains the tZ-time derivative of (o • s) (hidden in T^) and
therefore is a true evolution equation (until staticity is assumed). Therefore, this
equation should be interpreted as the equation of the motion of the scalar mode of
the aether (recall that there axe no vector modes due to spherical symmetry). As
such, we will call (2.46) the scalar equation of motion. Note that the constraint
equation (2.45) as well as the scalar equation of motion (2.46) are two independent
linear combinations of the aether equation of motion (2.41) and the u-s component
of the Einstein equation

= *2^®, and therefore the two sets of equations are

equivalent. The equations (2.40), (2.45) and (2.46) form the complete set of equations
governing the dynamics of spherically symmetric Einstein-aether theory. Section 2.2
onwards, the rest of the present chapter is devoted to a study of the properties and
solutions of these equations.
So far we have only explored the consequences of spherical symmetry. However,
the solutions we study in this dissertation are also static, i.e., invariant under time
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translations10. Let us then briefly consider the consequences of that as well. To start
with, the spherical symmetry of the problem allows us to write the timelike Killing
vector x° generating time-translations as (compare with (5.43))

X° = - ( « • X K + (s ■x)sa ■

(2.47)

Prom V0Xb = ~ K£ab (see e<ln- (5-34)) and the basis expansions (2.31) and (2.32), we
can then relate the surface gravity « (see the discussion around eqn. (5.38) for why k
is called the surface gravity) to (a ■s) and K 0 as

k = - ( a ■s)(u ■x) + Kq ( s ■x) ■

(2.48)

The combined assumptions of staticity and spherical symmetry has some important
consequences. For instance, the vanishing of the Lie derivative of any scalar a along
Xa translates to
(■u • x)Vua = (s • x)Vsa .
Another very important identity is (although strictly speaking, it is really just a
consequence of the spherical symmetry; see (5.42))

(u ■x )K = (s • x)k ■

(2.49)

As an immediate application of these results, consider multiplying the aether equation
of motion (2.41) with (s • x)- With the help of some obvious integrations by parts,

10A matter of jargon: When a spacetime admits time-translation invariance, it is called stationary.
A stationary spacetime with a hypersurface orthogonal time-translation generating Killing vector is
called static. By spherical symmetry, any stationary spacetime is necessarily static.
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we arrive at

(u ■x) [ciaV efW ] + c2 V c[Kuc) - ci4o2 + JSf»] = (s ■x)Tu® .

(2.50)

This equation is directly required to derive the Smarr formula in section 2.3.

2.2

T he solutions

With the equations of motion worked out in the previous section, the next natural
step is to find solutions of them. The present section is devoted to that goal.
We start with adopting a convenient coordinate system which respects the symme
tries of the problem. A natural choice is the ingoing Eddington-Finklestein-like (EF)
coordinate system, which not only makes the symmetries of the problem manifest,
but is free from coordinate singularities as well (see the discussion leading to (5.18)
for some insights into the physical nature of this coordinate system). In our chosen
coordinate system, the metric takes the form

ds2 = —e(r)du2 + 2/(r)dudr + r 2(d02 + sin2 6 d<f>2) ,

(2-51)

and the timelike Killing vector is x a — &v Note that the metric component e(r) =
—X2 is the negative of the norm of the Killing vector. It is a positive11 function of the
radial coordinate r all the way to the outermost Killing horizon where it varnishes,
11Except for asymptotically de Sitter solutions, where e(r) becomes negative beyond the cosmo
logical horizon; see below.
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i.e., where X2 —0 <=> e(rKH) —0, rKHbeing the radial location of the outermost Killing
horizon. Furthermore, the aether field can be paxametrized as
/ (r)dr
u0 =

e(r) = (u ■x ) 2 ~ (s • x)2 ,

(it • x ) d v +

(s • X) ~ (« • X)

(2.52)

where the second relation takes care of the unit norm constraint (2.5). Therefore,
there are three independent functions that completely specify the geometry and the
aether field configuration, namely (u • x), (s ■x) and /(r), and all other quantities
can be derived from these three functions and their derivatives. For example, four
quantities that explicitly appear in the equations are12

where a prime (/) denotes a derivative with respect to r. Once we substitute these
expressions into equations (2.40), (2.45) and (2.46), we get five (not all independent)
coupled non-linear ordinary differential equations for (u-x), (s-x) and f(r). These are
the equations we intend to solve. To understand the physical properties of these solu
tions however, we need to understand the concept of the universal horizon, something
we have not defined precisely yet. We want to clarify this concept now.
The aether time function U, defined previously in (2.20), can be explicitly read off
from (2.52):

u a = ( u ■x)d!7,

d£/ = dv +

/(r)dr

(« • *){(« • * ) - ( « • X)} ’

(2.54)

12For the sake of completeness, we also note that given any scalar function F(r), staticity and
spherical symmetry implies V aF(r) = f {r )~l F'{r)pa. In particular, this means V uF(r) = ~(s ■
x ) f i r )~1F'(r) and V ,F(r) = - ( u • x ) f ( r)~1F'(r); see chapter 5 for further details.
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Now, for all “reasonable” boundary conditions (e.g., asymptotically flat, asymptoti
cally (anti) de Sitter, etc.) the Killing vector is either aligned with the aether at infin
ity, or is positively boosted with respect to it. Therefore, (u ■x) is negative far away
towards asymptotic infinity, and increases as we move into the bulk, while (s •x) stays
non-negative (these statements will become less vague as we explicitly propose some
boundary behaviour and write down some solutions below). As a result, the coefficient
of dr in (2.54) is a negative function of r. Now consider a hypersurface Ey for some
fixed U\ by (2.54), it is defined by a curve (du/dr) = —/(r)(u -x )~ 1{(s-x) —(u-x)}-1
in the v-r plane. Based on the qualitative behaviour of the functions (u •x) and (s •x)
discussed above, as one moves in towards r = 0, each Ey hypersurface bends down
to the infinite past in v, eventually asymptoting to a 3 dimensional spacelike hyper
surface on which (u • x) = 0 (see figure 2-1). This implies that the Killing vector
X° becomes tangent to Eu at this location. This hypersurface is the universal hori
zon. It is a causal boundary; any signal must propagate to the future in U, which is
necessarily towards decreasing r at the universal horizon.
As with Killing horizons, there could in principle be multiple universal horizons,
one nested inside another. When that is the case, the outermost one plays the role
of the causal boundary. This surface occurs at the largest root of

(^ ’ x )uh = 0 .

(2.55)

In the following, we will always refer to the outermost universal horizon when talking
about one, and consider the above as the defining property of the same. Due to
spherical symmetry, sa becomes the unit vector along x° on the universal horizon
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V

CONST

KILLING HORIZON

F ig u re 2-1. Bending of the Eu h v p e r s u r fa c e s (th ick b ro w n lines) near the u n i 
v e r s a l h o r i z o n (b lu e d o tte d line) of an aether black hole. The g re e n d o tte d
lin e denotes the usual K i l l i n g h o r i z o n . The Killing vector x a points upward
throughout everywhere.
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(see (2.47)) and (s • x ) UH =

Ix Iuh

where

| x | uh

is the magnitude of x “ on the universal

horizon13.
We are now ready to discuss the solutions of (2.40), (2.45) and (2.46). Needless to
say, even with the assumptions of staticity and spherical symmetry, these equations
are very complicated, and cannot be explicitly solved in their full generality. We
will therefore make one further simplifying assumption in the beginning, namely set
f ( r ) = l 14. As we show in the next section, it is then possible to find all solutions
with f(r) = 1 in closed analytic forms. Subsequently, we will relax this condition
and discuss some more general solutions, although they can only be treated in some
approximate manner.
2.2.1

Exact solutions w ith /(r ) = 1

For a general static and spherically symmetric background, a straight-forwards
calculation yields

Therefore, when /( r ) = 1, ^ us = 0. The Einstein’s equation ${.u, =

T“ = 0

c123VaA: = 0 ,

then implies

(2.57)

where the second condition follows from the scalar equation of motion (2.46). The
only non-trivial component of the aether’s equation of motion (2.41) as well as the

13The outermost universal horizon has to be in a region where the Killing vector is spacelike (since
two timelike vectors cannot be orthogonal). Therefore, in a spacetime with multiple Killing horizons,
the universal horizon is definitely behind the outermost Killing horizon, but there could be more
Killing horizons before the outermost universal horizon occurs. In general, the outermost universal
horizon can only occur behind any odd-numbered Killing horizon.
14This is equivalent to setting f(r) = constant, as we can then always rescale the EF “time”
function v and make f(r) = 1 .
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constraint equation (2.45) then also vanish individually, each being a linear combinar
tion of the Einstein’s equation

= ‘ZJt® and the scalar equation of motion (2.46).

Furthermore, by the following identity (which is true when f ( r ) = 1)

(u • X

)(8

• x)(EEquu + E E q J + c123(s • x)2^

+ (u • x)2* * = 0 ,

(2.58)

the sum of the im and ss components of the Einstein’s equation (2.40) vanishes as
well (provided neither (it •x) nor (s •x) vanishes). These considerations already allow
us to solve for either (u • x) or (s • x) (if not both), and therefore there could, at
most, be one more linearly independent equation left to solve. It furthermore turns
out that for all the interesting cases, the combination

(l/2)[r EEq]' + (EEquu - E E q J ,

(2.59)

which should vanish on-shell, leads to a first order ordinary differential equation for
either (u • x) or (s • x) (i.e., whichever has not already been solved). The complete
solution thus obtained solves all the relevant equations, i.e., (2.40), (2.45) and (2.46).
However, such a solution in general depends on a number of free parameters. We
then need to demand that the solution - i.e., the two functions (u •x) and (s •x) - be
regular everywhere in the spacetime, as well as the spacetime be free from curvature
singularities. This allows us to fix some of the free parameters. In the following,
we will illustrate this process explicitly for each and every individual case that could
occur when f ( r ) = 1.
When f(r) = 1, the general expressions for T£ and V aK simplify to

■ 5 =

P ( “ •x ) T .

V

‘ K

=

=

<“ • * > [r “ V < *

■* > ] ' l '

•

(2.60)
44

Therefore, there axe only finitely many ways to satisfy (2.57), which we consider next
in a case-by-case basis.
One trivial manner in which one could satisfy cu 3 V sK =

0

is by setting (u •x) =

0. But this case must be discarded on physical grounds: if the aether is timelike
everywhere and the timelike Killing vector is timelike unto the outermost Killing
horizon then (u • x) cannot vanish globally.
Among the other ways to satisfy (2.57), one could have either Cu = 0, or C123 = 0,
or, C14 = C123 = 0 simultaneously. On closer inspection however, the last case has to
be ruled out for physical consistency: if C14 and C1 2 3 both vanished simultaneously, the
Einstein’s equation 1%.^ =

alone implies the aether’s equation of motion (2.41), the

constraint equation (2.45) and the scalar equation of motion (2.46). But some of these
equations are real dynamical equations, as they are valid without assuming staticity.
In particular, there is no dynamics associated with the scalar mode if C14 = C123 = 0,
making this case physically unacceptable. Therefore, the conditions ci 4 = 0 and
C123 =

0

are mutually exclusive and should be treated as such15.

To facilitate the rest of the discussion, let us define the functions ^ ( r ) and

y(r)

as follows:
y ( r ) = s 0r + ^ ,

^ ( r ) = Uo +

(2.61)

where Uo, Ux, So and Si are arbitrary constants. Note that if (u ■x) = ^ ( r ) , then
the non-trivial part of ^

=

0

(involving derivatives of (u ■x); see (2.60)) is solved.

Similarly, if (s • x) = -^ (r )> then the non-trivial part of

= 0 (involving

derivatives of (s • x); see (2.60)) is solved. We are then left with the following four
cases to consider:
16As we will see below, one can find all the solutions when either C14 = 0 or C123 = 0. One can
then verify that the C123 —►0 limit of the C14 = 0 solutions are different from the C14 —> 0 limit of
the C123 = 0 solutions.
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1

. As a first option, we can set (s • x) = 0, which solves both equations in (2.57).
This case is considered in section 2.2.1.1.

2. Otherwise, we can set (u ■x) — *%{r) and (s • x) = ^ ( r)- We consider this case
in section 2 .2 .1 .2 .
3. The third option to consider is cm = 0 with cu i 1 0. To be consistent, we then
have to set (u • x) = &(r). We analyze this case in section 2.2.1.3.
4. The final case to consider is C123

0 but Cu = 0. This time we choose (s • x) =

y ( r ) . This case is analyzed in section 2.2.1.4.
A little thought should also convince the reader that the last two cases yield the most
general solutions when C123 and c14 are set to zero, respectively, i.e., even without
starting from the assumption of f ( r ) =

2.2.1.1

1

in the beginning.

(s • x) = 0: Minkowski and global AdS solutions

When (s • x) = 0j according to (2.60), both the equations in (2.57) are satisfied.
However, the identity (2.58) this time does not imply that the sum of the uu and ss
components of the Einstein’s equation vanish; indeed, upon explicitly computing the
sum of the said equations we can confirm this. Furthermore, it turns out this sum of
equations could vanish either if C14 = 0 , or if (u ■x) = 9/(r).
►► Upon considering the first choice, i.e., C14 = 0, the combination (2.59) leads
to a first order equation for (u ■x), whose unique solution is such that the back
ground is a Schwarzschild black hole with either anti-de Sitter (AdS) asymptotics,
or flat/Minkowski asymptotics, or de Sitter asymptotics, depending on whether the
cosmological constant is negative (ccc = —1 ), zero (ccc = 0 ), or positive (ccC = 1 ), re
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spectively. The solutions can be compactly written as (see section 5.2 for a discussion
these solutions in the context of general relativity)

(u ' X)2 = e(r) =

+ 1 —~T ’

(s-x) = 0 ,

where ro is a constant of integration. However, (u ■x) clearly becomes imaginary
behind the respective black hole Killing horizons in all such solutions, as well as
beyond the cosmological horizon for the asymptotically de Sitter solution (ccC = 1).
As a result, the aether field becomes unphysical in all such situations. Therefore,
the only way to make this case possible is to disallow any Killing horizon in any
of these solutions (in particular, any asymptotically de Sitter solution is ruled out
by this requirement), as well as make the solutions free from curvature singularities.
Therefore, the only consistent choices are global Minkowski spacetime (ccc = 0)

ds2 = —dv 2 + 2dudr + r 2dfi2 ,

(u • x) — —1 ,

(s • x) = 0 ,

or global AdS spacetime (ccc = —1)
ds2 = -

+ 1^ dv2 + 2dvdr + r 2dfl| ,

(«•*) = - ^ j + 1,

(s • x) = 0 ,

with the aether aligned with the unit vector along the timelike Killing vector in both
cases. We will discover these solutions as special cases of more interesting general
solutions considered below.
►► For the second choice, i.e., (u • x) — W{r), upon directly substituting the
expression for (u-x) into EEq (2.40), we discover that we further need to set i»o = —1
and Ui = 0, which also solves all the equations. Once again, we get back Minkowski
space with a constant aether aligned with the Killing vector.
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2.2.1.2

(u ■x) =

(r) and (s • x ) = y ( r ) : Minkowski and global de Sitter

solutions
With this choice, both the equations in (2.57) are satisfied, and we only need
to check the Einstein’s equations (2.40). Upon substituting (u ■x) = & (r) and
(s ■x) —

into EEq (2.40), we discover that we need to further set

* mh -

- — *■

Ul=0’ ,1 = 0 '

( 2 -6 2 )

for (2.40) to be satisfied. One possible choice is ccc = 0, whence we get Minkowski
space with a constant aether aligned with the Killing vector (again!)

ds 2 = —dv2 + 2 dvdr + r 2 (d0 2 + sin2 0 d<£2) ,

(u • x) = —1 ,

(s ■x) =

0

•

A more interesting possibility, however, is to choose a positive cosmological constant
(ccc = 1). With this choice one gets the following solution

ds 2 = - ( - - fi- + l') du2 + 2 d udr+ r 2 (d0 2 +sin 2 0d<fi2) ,

(u-x) = -

1

,

(s-x) =

7

- >

which describes a globally de Sitter spacetime, with the aether describing a canon
ically normalized, affinely parametrized, timelike geodesic. Note that the solution,
and especially the aether field, is regular everywhere, in spite of the presence of a cos
mological horizon at r = £tft. It is also important to note that by one of the constraint
conditions (2.9) on the couplings, the effective scale £.a of the cosmological constant
is always real, as physical consistency demands. These cases will also show up as
special cases of the general solutions discussed below.

48

2.2.1.3

Ci23 = 0 and (u •x) = ^ ( r ) : asymptotically de Sitter and flat aether

black holes
We are finally led to one of the two non-trivial cases, where we will find bona fide
aether black hole solutions with universal horizons. With the choice of C123 = 0 and
(it • x) = ^ ( r ) , both the equations in (2.57) are satisfied, and we only need to solve
for (s -x )• The appropriate first order equation for (s-x) can furthermore be obtained
from (2.59), and it takes the following form

- (1 - >4) - P 7 r“ )Uj ■

(1 - 0 3 )[r(. • X)2]' = ^

This is solved by

(.

v n2

( ' x)

Cccr 2

(1 - ttg)

(1 - Cia)*

(1 - C13)

r3
(2 - c14)uf
r + 2(1 - en y ’

with rs am arbitrary constant of integration. We cam immediately conclude that
the solutions cam only be consistent for a strictly non-negative cosmological constant
(otherwise, (s • x ) 2 becomes negative for large r), and hence the spaicetime cam either
be asymptotically de Sitter (ccC =

1

) or asymptotically flat (ccc = 0). The leading

order term of e(r) for large r, for the asymptotically de Sitter solution, takes the
standard form in terms of the effective scale length

1

—Cj3 .

The previously found globally de Sitter solution (2.62) is therefore a special case of
this solution. Furthermore, by requiring that the timelike Killing vector be normalized
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canonically, and that there be a universal horizon at r = r UH, we can fix t»o =

- 1

and

Ui = r uH- The complete expression for (u • x) for either values of Ccc is then

( u-x) = - l + !f •
r

(2.63)

The solutions at this stage depend on two free parameters, namely rUH and ra. To
make the solutions regular everywhere, it is sufficient to impose

r, ^

0

,

so that each and every term in (s-x ) 2 is manifestly non-negative16, thereby preventing
(s ■x ) 2 from becoming negative anywhere17. However, we also need to ensure that the
solutions are free from curvature singularities everywhere (except perhaps at r = 0 ).
To that end, we compute the curvature invariants for the solutions and find

ab _

_ 12ccC

*

Z

36ccc

(2ci3 — ci4)2r * H

ti.

(1 —ci3) 2r 8

’

’

and
a b ed _
K

24ccc
£

12(r„ + 2rUH)2 24(2ci3 - ct4)r2H(ra + 2rUH) , 14(2ci3 - cu )2r*H
r6
(1 - c13)r 7
+
(1 - Ci3) 2r 8

Therefore, the solutions for both values of ccc have curvature singularities at r = 0
unless both r UHand r, vanish (whence we obtain the maximally symmetric solutions).
16The last term in (s • x ) 2 is non-negative due to the constraints (2.9) on the couplings.
17 Actually, it is necessary to set r, Si 0 for CcC = 0, since otherwise, (s ■x)2 will have a single
root at some positive r, thereby making the solution irregular. For Ccc > 0, on the other hand, it is
possible to allow for r, < 0, whence there is a double root of (s • x) 2 at some positive r. We are yet
to work out the consequences of the latter case, and for the rest of this dissertation, we will assume
r, 0 .
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The existence of the universal horizon is therefore unavoidable to save cosmic cen
sorship; since we do not have local Lorentz invariance, a Killing horizon is not a true
causal boundary and cannot hide curvature singularities. In fact, since r UHand r» are
independent until now, we can still violate cosmic censorship by setting rm =

0

while

keeping r„ ^ 0. The aether profile for such a solution is manifestly regular everywhere
in r > 0 , but since there is no universal horizon, we have a naked singularity at r = 0 .
To avoid this pathology, we furthermore demand that rs be proportional to r UH, such
that
r, = n,rm ,
and treat

0 ^ fxa < oo ,

(2.64)

as the free parameter instead of rg. In this manner, we still have a

two-parameter family of solutions for both values of the cosmological constant, but
the solutions are always regular everywhere in the bulk of the spacetime and there is
no naked singularity. The final expressions for (s ■x) and e(r) are

- 4fe s lf +
1 X ) " V <5.

r

( 2 - c 14)rgH
+ 2(1 - c13)r= ’

_
C (r )-

2ssll.

rp

r

( 2 c 13 - c i 4 ) r g H

2(1 -

C i3 ) r 2

’

(2.65)

where
r0

=

(2

+ n,)rm .

(2 .6 6 )

The parameter r0, as we show later, is directly related to the ADM mass of the
solutions. Also, as already mentioned, the above solutions are the most general static
and spherically symmetric solutions for c123 = 0. A special case for Ccc = 0 and
Ha = 0 has already been reported in our earlier work [41]. The general asymptotically
flat solution for /*,

(s • x)

^ 0

has been absent in the literature so far, presumably because

(2.65), for Ccc = 0, is not analytic in (1/r) at r = oo, and therefore cannot be

captured by the standard boundary conditions imposed on the aether. The general
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solutions for both kinds of asymptotics depend on two parameters; in particular one
could choose any two of the three parameters {rUH, fa, r0} to label a solution, or one
could trade ro for the ADM mass of the solution.
As a final remark, the non-trivial aether stress tensor components for these solu
tions read

*UU

(2ci3 ~ cu ) r vH

3cCcCl3

.r r * _ rr«

*88

&

2 (1

_

—Ci3) r 4

12cccCi3
+ 2Tuu t
P

in the u-s basis. Quite interestingly, none of these components depend on fa, a
fact, which is also related to the absence of fa in the expressions of Hi and !R.ab%.ah
displayed above.
. .1.4

2 2

C14 =

0

and (s • x) — &’(r )

For the final case of /(r) = 1, we need to set C14 = 0 and (s • x) =

With

this choice, the first order equation for (u ■x) following from (2.59) is

[r(u • x)2]' = 3

(2

+

C13

-I- 3c2 )g§ _ Ccc
r -IP

3(1 - c13)gf
1

2

This is solved by

(«• x ) 2 =

(2

+ C13 + 3c2)«o

Ccc
r3 +
P

1

—— +
r

r4

with ru a constant of integration. Therefore, the solutions at this stage depend on
three free parameters, namely So,

8 1

and ru. To fix some of these parameters, we

need to impose regularity on (u ■x) by demanding that the function be well defined
everywhere (except perhaps at r = 0). By looking at the large r limit of (u • x)2, we
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can immediately impose the following bound on js0 in order to prevent (u • x ) 2 from
becoming negative as r —►oo

-2
0

>
2°cc
— (2 4- C13 + 3c2) ^

By (2.9), every quantity except for Ccc is necessarily positive on the right hand side of
the above expression. In particular, the above bound is saturated if {ccC = 0, s 0 = 0},
or if {ccc = 1, *o =
goes to

—1

+ ci 3 + 3c2)-1}. For these (and only these) cases, (u -x )

asymptotically, while for all other cases with S q strictly above the bound,

(u • x) oc —r for large r. In fact, it will be convenient to define a (positive) length
scale l u such that
(2 + C13 + 3c2)

Ccc ,_1 _
P
R

(2.67)

and trade «o for i u. Now, for non-negative cCC) the saturation of the bound on

is

equivalent to i u —►oo. For ccc = —1, on the other hand, the appropriate condition
on so is s§ > 0 , which translates to

0

< i u ^ I , cCG= -1 .

(2 .6 8 )

To make the rest of the discussion more accessible, we will now consider two cases
depending on the behaviour of (u ■x) at infinity.
►► (u • X) —> —l a s r —»oo:

This case corresponds to choosing l u —> oo. From

our discussions above, we can then only allow a strictly non-negative cosmological
constant (ccC /

—1) in this case. To ensure that the general expression for

(it • x ) 2

be regular and well behaved everywhere, we need to further impose restrictions on ru
and *i. In particular, we need to demand that (u ■x ) 2 has (at least) a double root at
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r = rUHso that (u •x) has (at least) a simple root. This constraint is powerful enough
to fix both ru and 8\ as follows

r „ = l!5 = ,

3

, 1

= .. .r ™ ..
V 3 ( l- c is )

(2.69)

so that (u • x) is given by

( 2 '7 0 )

This allows us to write the remaining functions describing the geometry and the aether
profile as

where
=

|± ^ ,

(2.72)

is the scale of the effective cosmological constant (which is there if and only if Ccc = 1 ),
while the parameter ro, which will later be shown to give the ADM mass of the
solution, is
0

_ 4r u«
3

2

cGCr„H I
2
1 V 3 ( l - c 13)(2 + c13 + 3c2) ’

.
}

Note that for CqC = 1, the above solution is a black hole (with a universal horizon)
generalization of the global de Sitter solution found in section 2.2.1.2 (compare (2.72)
with (2.62)).
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By direct computation, one further has

12

ccc ,

Cr

2

c13 r^H

(1 — c!3)r 6

The r —»• 0 limit of the expression for the Ricci scalar implies that the geometry
has a curvature singularity at r =

0

, which is however hidden behind the universal

horizon. On the other hand, the leading order term of the Ricci scalar for large r is
consistent with the interpretation of £mB(2.72) as the scale of the effective cosmological
constant. The trace of the extrinsic curvature, K , shows that the hypersurfaces Ey
have constant non-positive curvature of embedding in the spacetime. Note that the
leading order pieces of !%. and K are non-vanishing only for a positive cosmological
constant (ccC = 1). For ccc = 0, this solution has been presented previously in [41].
Because £u —i►oo for the above two cases, both the solutions depend on a single
parameter, which could be r UH, or by (2.73), r 0 (and hence the ADM mass of the
solutions).
►► (u ■x) -+ —{?/£u) as r -> oo: The analysis of the finite £u case is very similar
to above. In particular, regularity requirements on (u • x) lead to

(2.74)

with the final expression for (u ■x) being

The remaining functions that describe the geometry and the aether profile are

' UH

(«•*) = e0r-

r V 3 ( l - c 13)V

«

>• 3 ( l - c 13)r*V

«
(2.76)

where * 0 is given by (2.67), r 0 is given by

o

_ 4rUH 2r„H i 0 _ 2
3 + ^ 2
+ 2 fu h 1

3(1 — Ci3)(2 + C1 3 4- 3c2)

Ccc .
J2

1

1

+ 2 & ' , (2.77)

.

,

and A is given by

a _

2

^

_

COC

( c 13 +

3 c 2)S q

p

2

__

1

- (2 + Ci3 + 3c2)

2cqc _ (C13 + 3c2)
&
i u2

. (2.78)

As with all the previous cases, ro will be shown to be related to the ADM mass of
the solutions. The constant A, on the other hand, determines the asymptotic nature
of the spacetime. Note that A can be of either sign or even vanish depending on18

to >
4* <

A -

0

(ci3 + 3c 2 )c c c ^ 2
9

<=► < ( C l3 + 3 C2) |

Ccc jjj

0

,

)

o , 4 arbitrary,

arbitrary,

_
ln
, o. \ / n
Ccc ^ 0 ) (c 13 + 3c2) 7^ 0 ,

ccc =

0

,

(ci 3 + 3c2) = 0 .

(2.79)
When A = 0, the spacetime is asymptotically flat. Otherwise, for strictly (negative)
positive A, the spacetime is asymptotically (anti) de Sitter, with the scale i,B of the

18By (2.9), (cj3 + 3c2) > —2. Therefore (cj3 + 3c2) can be negative.
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’

effective cosmological constant given by £“* = (\/-A ) \/A. Therefore, all but the
asymptotically flat solutions for Ccc ^

0

, depend generally on two parameters, which

could be conveniently chosen out of {rUH, £u, r0} (or the ADM mass traded in for ro).
Upon computing the various intrinsic and extrinsic curvature invariants for these
solutions, one obtains

K — —3fio i

where

* 0

— 12A +

2

cl3 r^H

(1 - C i3) r 6

is given by (2.67). Therefore, the hypersurfaces Ey are embedded in the

spacetime with constant negative curvature, as well as the spacetime, in the bulk, is
free of curvature singularities. Also, no further restrictions follow from the expressions
for the other curvature invariants. The singularity at r = 0, when r UH^ 0, is cloaked
by the universal horizon.
►► B oth cases considered together:

Upon taking the limit £u —>• oo of the

£u = finite solution, we get back the first case analyzed with cu = 0. Therefore,
with the provision of taking l u to infinity, (2.75) and (2.76) describe the most general
solution with cu = 0. When rUH vanishes, we obtain a one parameter family of
solutions labeled by £u

(u-x) = - J j 2 + 1 ’

(s 'X) = r^

Ccc
£2

(2 + Ci3 + 3 c2)

.

1

£2 j

e(r) = —Ar2 + 1 ,
(2.80)

which are smooth everywhere, and in particular, the spacetime is maximally symmet
ric. As already commented earlier, these solutions (i.e., with and without r UH = 0)
are indeed the most general solutions with cu =
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0

even without starting from the

assumption of /(r ) = 1. For completeness, the non-trivial stress tensor components
for the general two-parameter family of solutions, in the u-s basis, is given by

. 17-* _ rr® _
88

XUU

3(ci3 + 3c2)Sq
c13r4H
2
(1 - c13)r6

+ 5 !»
£.

i

T® = 9(ci3 +3c2)«o+4'Zjt®

One of the interesting features of these solutions is a dynamical generation of an
effective vacuum energy (2.79), that is ultimately due to the non-trivial aether profile
at infinity. In particular, there cam be an effective cosmological constant when none
has been put in by hand, or, the effect of the ambient cosmological constant can be
nullified due to this dynamically generated cosmological constant. Let us take a closer
look at the latter possibility; in this case, we obtain a solution where the spacetime
is asymptotically flat. From (2.78) and (2.67) we then have

L = is l— {

>

ccc ( c 13

+

3c2 ) > 0 ,

-1

*0

= lu

0 <

< 00 ,

Ccc — ( c i 3 + 3 c 2) — 0 ,

iu = OO ,

(2.81)

Ccc = 0 > ( c i 3 + 3 c 2 ) > —2

Therefore, (u • x) is exactly as above (2.75), while

(s-x) =

iu

r 2 v ^ 3 ( l — C i3)

e(r) = 1 • r0
r

/1 + 3r«H
*-U

Cl3^„
3(1 - ci3 )r 4
(2.82)

where
r0 =

4r„
3

+
'

2r?,UH
^

UH

+
4

v/ 3

( 1 - c13) V

(2.83)
^

According to (2.81), quite a bit of “fine tuning” of the various parameters is required
to obtain these solutions; even the slightest departure from the conditions (2.81) will
lead to asymptotically non-flat solutions which are qualitatively different.
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It is also worth pointing out that for a negative cosmological constant, if —2
(C 1 3 + 3 c 2 ) < 0 ,

in

( 2 .7 9 ) .

then the bound

( 2 .6 8 )

<

is automatically met by the first condition

In particular, for t u = £, we get an asymptotically AdS solution with the

aether being aligned with the Killing vector x° asymptotically (equivalently, (s •x) ~►
0 asymptotically). This solution, furthermore, reduces to the global AdS solution
presented in section 2 .2 .1 . 1 .

2.2.2

More general solutions and summary

Due to the non-linearity and complicated nature of the general field equations (2.40),
(2.45) and (2.46), no exact solutions of them are known when the assumption of
f ( r ) = 1 is given up. In the past, asymptotically flat aether black hole solutions have
been studied in [39, 40] (see section IV of [41] for a short summary of the relevant re
sults). The authors of [39, 40] have studied the relevant equations, with the following
boundary conditions at asymptotic infinity

( u - x ) = - l + C?(l/r) ,

(s • x) = 0 ( l/ r ) ,

f(r ) =

1

+ <D(l/r) .

By our discussions on the exact solutions, it can be immediately inferred that these
are not necessarily the most general behaviour of the functions (it • x) and (s • x ) at
infinity, even for asymptotically flat aether black hole solutions. However, within this
restricted framework, the analysis yields a one parameter family of asymptotically
flat aether black hole solutions with a universal horizon.
Needless to say, the said class of solutions cannot be expressed in a closed form.
However, it is easy to obtain a series form of the solutions in powers of (1/r), valid for
large r. Such a general series solution depends on two parameters, among which one
is ro, the coefficient of the 0 ( l / r ) term in the metric component e(r) (related to the
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ADM mass of the solution). The authors of [39, 40] have also numerically integrated
the equations to construct the solutions in the bulk of the spacetime. Their studies
reveal that the general two-parameter solutions are typically singular at the spin-0
horizon of the corresponding solutions.
To understand the concept of a spin-0 horizon, recall that Einstein-aether theory
admits a ‘ground state’ solution where the spacetime is four dimensional Minkowski
and the aether is a constant vector (which can be aligned with a timelike Killing
vector of the Minkowski space). In [44], the authors consider perturbations around
this background and show that there is a spin-0 19 mode which propagates with a
speed s 0 (not to be confused with the quantity a 0 introduced before) given by

=
0

c m (2 - C u )

c1 4 ( l - c 13)(2 + c13 + 3c2) ’

(

,

^

with respect to the aether rest frame. Because of general covariance of the Einsteinaether theory, perturbations around any aether black hole background (with any kind
of asymptotics) will also give rise to a spin-0 mode with a local speed given by (2.84).
The spin-0 horizon is a hypersurface beyond which any outward moving excitation
traveling with s0 (or less) gets trapped. More precisely, the spin-0 horizon is hyper
surface where the timelike Killing vector becomes null with respect to the “effective
spin-0 metric” gj^ = gab- (sq - 1 )uaUb [39, 40]. In a static and spherically symmetric
spacetime, we can equivalently define the spin- 0 horizon as the hypersurface where
(s • x )2 = So(« ' X)2-

19The results of [44] show that when the aether is not hypersurface orthogonal and if no symmetry
is assumed, there are additional spin-1 and spin-2 modes. For spherically symmetric perturbations,
no spin- 1 or spin- 2 modes can be excited.
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For generic values of the couplings c2, ci3 and ci4 respecting (2.9), the spin-0 speed
so is a non-zero finite quantity. Consequently, the spin-0 horizon can be located any
where outside the universal horizon. Therefore, once the general solution is required
to be regular everywhere outside the universal horizon, the extra constraint automat
ically reduce the number of free parameters on which a general solution can depend,
from two (as found from the asymptotic analysis) to one. One can then choose this
parameter to be ro- In a nutshell, this has been the strategy followed in [39, 40] in
their construction of the numerical solutions.
According to (2.84), the spin-0 speed diverges as c14 —►0, while it vanishes as
C123 —> O20. In the context of a black hole solution, when cu = 0, the spin-0 hori
zon coincides with the universal horizon, since the latter is the causal boundary for
arbitrarily fast excitations. On the other hand, when C123 —0, the spin-0 horizon is
pushed all the way to spatial infinity and so overlaps with the asymptotic boundary.
With our exact solutions, we have therefore constructed all such solutions with these
special properties.

★ ★ ★ ★ ★

It may be worthwhile to pause here for a while, and briefly summarize the present,
rather long, section. In this section, we have looked at various static and spherically
symmetric solutions of Einstein-aether theory. The genuine black hole solutions among
these have maximally symmetric spacetime asymptotics, and a universal horizon deep
inside the bulk which acts as a causal boundary even for arbitrarily fast excitations.

20We note that there are other limits of (2.84) when so can vanish or diverge: C14 -> 2 (so
vanishes), C13 -» 1 (s 0 diverges) and (2 + C13 + 3c2) -» 0 (s0 diverges). However, they all violate the
constraints (2.9), and therefore are excluded on physical grounds.
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An important upshot of our analysis is that, even with demanding regularity, a general
solution may depend on more than one (at most two?) parameters; this contradicts
the standard “folklore” [39, 40, 41]. One plausible explanation of extra parameter(s),
at least in the case of the exact solutions, is the existence of some as-of-yet unknown
symmetry of the solutions.
Another important outcome of our analysis is that for the special cases of C123 = 0
and C14 =

0

, we have found all the static and spherically symmetric solutions of

Einstein-aether theory; i.e., there is no other to be found!
Finally, the exact as well as approximate solutions discussed in this section are
also solutions of Horava gravity, and all the conclusions pertaining to these solutions
to be drawn henceforth, will shed light on both the theories.

2.3

T he Smarr form ula and th e first law

In general relativity, the Smarr formula [53] is a relation between the mass of
a general black hole and quantities defined on its Killing horizon. Mathematically,
such a relation exists due to general covariance that general relativity enjoys [15].
But more importantly, given its thermodynamic nature, the Smarr formula for a
black hole is the analogue of the thermodynamic relation E = T S + • • • (e.g.,
E = T S —pV + Yli fcNi for multicomponent fluids). Furthermore, upon consid
ering variations between “nearby solutions” (i.e., solutions differing at the first order
in their parameters), the corresponding variation of the Smarr formula gives the first
law of black hole mechanics, as first shown in the famous work of Bardeen, Carter
and Hawking [14]. Naturally, the thermodynamic interpretation of such a first law is
that, it is the first law of thermodynamics for the black hole.
If the aether black holes that we have introduced above have a thermodynamic
interpretation - which they should, given the existence of the causal universal horizon
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- then they must satisfy a Smarr formula and a first law of black hole mechanics,
with the relevant horizon being the universal horizon. The goal of this section is to
(i) provide a simple derivation of a Smarr formula for general static and spherically
symmetric aether black holes, and (ii) obtain a first law of black hole mechanics from
that. To be able to do that, we first need to define the mass of a black hole.
The definition of mass (or equivalently, energy) in any theory of gravity is an
involved issue. On the one hand, metric perturbations around any background (grav
itational waves) carry energy. Yet on the other hand, it is not possible to construct a
background independent local stress tensor for the gravitation field whose “time-time”
component could be interpreted as the energy density of the same; this is because
gravity is not due to any matter field but a consequence of pure geometry. It is
not possible, in general, to define the total energy inside a finite region of space
time when gravity is “turned on”. However, one can define a total energy of the
whole spacetime, if it admits time translation invariance asymptotically. This defi
nition of energy, called the ADM mass and denoted by Madm, was first put forward
by Arnowitt, Deser and Misner [54, 55] for asymptotically flat spacetimes, and later
generalized by Hawking and Horowitz [56] for more generalized asymptotics.
An alternate definition of energy, called the Komar mass [57], can be given for
asymptotically flat stationary spacetimes, where there is a globally well defined timetranslation generating Killing vector. As consistency demands, the Komar mass de
fined in such a situation becomes equal to the ADM mass. In the following, we will
use the terms Komar and ADM masses interchangeably. With this understanding,
the Komar mass is defined as

(2.85)

ADM

0
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£oo

where dT,^ is the boundary at infinity, dE 0 f, is the area measure on it (5.9), and the
normalization on the right hand side comes from the normalization of the gravitar
tional part of the action for the theory under consideration. When we have spherical
symmetry furthermore, we can use V aXb = ~ K£ab (5.34) on the right hand side of the
definition, so that
M adm = lim — = lim
,
r-+ 0 0 Gm r-> 0 0 2Gmf{r)

(2.86)

where at the last step we have used (5.39). Now, consider the most general static,
spherically symmetric and asymptotically flat geometry, so that for large r

e(r) =

1

-

7

r

+ •• • ,

f(r ) =

M" « = w

, ’

1

+ •• • .

Plugging this into (2.86) we obtain

(287)

which is the promised relation between r0, the coefficient of the 0 ( 1 /r) term in
the metric component e(r), and the ADM mass of the solution. This relation, in
fact, holds for spacetimes with non-asymptotically flat boundary conditions as well.
However, in such cases, one needs to resort to the more sophisticated approach of [56]
based on a Hamiltonian formulation of general relativity.
Following [14], our starting point of the derivation of the Smarr formula for the
aether black hole solutions is the standard identity in differential geometry

^.acXC= V 6 (VaX6 ) = V 6 [ - < 6 ]-
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Note that at the last step we have explicitly used the result V„X& =

(5.34).

Now, this geometric identity can be turned into a dynamical equation by substituting
the Einstein’s equation (2.39) on the left, yielding

TTX. +

rSx" ~ {'I'x . =

.

(2.88)

Using (5.50) (but see also (5.51) and (5.52)), the first term, which comes from the
cosmological constant, can be expressed as

V 6 [9 cc(r)e”6] =

,

[rV W ]' =

r 2 / ( r ),

(2.89)

where qcc(r) is defined by the second equation in (2.89); given an explicit solution,
one can then integrate this equation and solve for qCc(r)- In fact, when /(r ) =

1

(as

with the exact solutions), one readily has (compare with (5.52))21

9

cc(r) =

,

whenever f(r ) = 1 .

(2.90)

On the other hand, the part on the left hand side of (2.88) involving the aether stress
tensor dotted with x° becomes a total divergence of the vector

“

Ci4(a • s)sa + c13K 0ua - ^Ci23K u a ,

owing to (2.50). Therefore, with the help of the identity (5.49), we can write the left
hand side of (2 .8 8 ) as

■ C t 1 - l ^ 'X * - V* [ { ^ ( a • ,)(„ • X) - C .M (s ■x) +

■*)} * ] .

21 We set the arbitrary constant of integration to zero because it does not have any physical
meaning here.
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Finally, putting everything back into (2.88), we have

afe — 0

J~ ah — < 7 s m a r r ( ^ ) ^ a b ,

,

(2.91)

where

9nu m ( r) = qCc(r) - ( i - y ) (a ’ s)(“ ' X) + i 1 ~ ci3)K0(s ■*) +

•x) • (2.92)

The equation on the left of (2.91) is the differential version of the sought after Smarr
formula (as opposed to the standard integral version, that we will also derive be
low). Due to the similarity of this differential version with the source-free Maxwell’s
equation, we have, by (5.46), the standard ‘1 /r2’ failoff for ^smarrM
^ae({Cj},rUH) • • •)
9 sm a rr( 0

—

2r2

(2.93)

where ^({ci}, r UH, • • • ) 22 is a constant with the dimension of length, which depends,
in general, on the couplings { c j = {c2 ,ci 3 ,ci 4 }, the parameter rUH which labels
every solution, the scale £ of the cosmological constant if present, and possibly other
parameters, like

for the cm = 0 solutions of section 2.2.1.3, or t u for the ci4 = 0

solutions of section 2 .2 .1.4. Since, even with fir ) = 1 , the solutions can have rather
varied dependence on the various parameters, and moreover, because the /( r ) ^

1

generalizations of all these solutions are not known in closed forms, we will present
the forms of ra,({ci},rUH, • • •) on a case-by-case basis below.
However, even with ^({cj}, rUH, • • ■) unspecified, we can compute the flux of Fab
through any two-sphere S r at a radius r, simply by integrating (2.91). In fact,

22In our previous work [41] we defined a constant, also with the dimension of length, by the same
notation rm. Here we are using the same notation, but for a very different quantity.
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since the right hand side of the differential version of the Smarr relation [left equa
tion in (2.91)] vanishes (equivalently, since ^marrM ~ r -2), the flux is in depended
of the radial location of the two-sphere (Gauss’ law at work!); in other words, the
flux through the boundary at infinity equals the flux through the universal horizon.
Therefore, in terms of the total mass Mx of a solution, which we define as

M* =

,

(2.94)

the statement of equality of the fluxes through the asymptotic boundary and the
universal horizon is

2V/ae = fa Q

’

^UH= ^smarr^uh) ,

AVH = 4ttr 2H ,

(2.95)

where A VH is the area of the universal horizon. This is the promised integral version
of the Smarr formula. The quantity Mm is called the total mass, because, from (2.88),
one can see that it contains contributions both from the spacetime as well as from the
aether. For standard asymptotically flat boundary conditions, it furthermore agrees
with the notion of total energy in Einstein-aether theory [58, 59]. As we show below,
Ma, can always be written as a sum of the ADM mass (2.87) and a contribution from
the aether.
To express the right hand side of (2.95) in terms of more familiar quantities, we
can directly appeal to (2.92), whence (recall, (it • x ) uh = 0 (2.55))

9

uH = 9 cc(rUH) + (1 ~ C13)KUHH
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-^UhIxIuH )

(2.96)

where kuh and K m are the surface gravity (2.48) and the trace of the extrinsic cur
vature K evaluated on the universal horizon, respectively, and |x|uh is the magnitude
of the Killing vector on the universal horizon (recall, (s • x)uh = IxIuh (2.55)).
Now, we can consider a variation of the Smarr formula (2.95) to derive a first
law of black hole mechanics for our aether black holes. Physically, such a variation
takes us from one regular and static solution (labeled by a set of parameters) to a
distinct nearby regular and static solution, such that the parameters have changed
“infinitesimally”. In practice, this means that we need to consider a first order vari
ation of both sides of (2.95) due to a similar variation of the underlying parameters.
Such a variation can be computed directly if the analytical form of the solution under
consideration is known explicitly (more precisely, we only need to know the explicit
dependence of both sides of (2.95) on the parameters). This is true for the exact
solutions presented above. However, for more general solutions, this is not possible.
In particular, if a solution depends on more than one dimensionful quantities, the
scaling argument given in [41] does not work. Therefore, even though we have at
least a formal Smarr relation (2.95) for any static and spherically symmetric aether
black hole, a naive variation of that does not allow us to write down a corresponding
first law in a meaningful way. As of yet, we lack a coherent derivation/presentation
of the first law for general static and spherically symmetric aether black holes. There
fore, in the following, we will explicitly work out the Smarr formula for the various
solutions presented above, and vary the latter to derive the corresponding first law.
►► G lobally m axim ally sym m etric solutions:

Let us first consider the globally

Minkowski and (anti) de Sitter solutions presented in sections 2.2.1.1 and 2.2.1.2.
The globally Minkowski solutions were obtained under various conditions, but in all
such cases, the aether defined a unit normalized timelike geodesic along the Killing
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vector. Consequently, each and every term in qaM A r

r ( 0

(2.92) vanishes and the Smarr

relation (2.95) is satisfied trivially with rx = 0. Next, for the asymptotically anti/de
Sitter solutions, the contribution to qaMarr(0 coming from the terms beyond qcc(r),
precisely cancels the contribution due to gCc(r )- As a result, ^marrM =

0

4*

=

0, and the Smarr relation is again trivially satisfied. Finally, we obtained a oneparameter family of maximally symmetric solutions for cu = 0 in (2.80). Even though
the aether profile here is much more complicated, the contribution of the aether into
9

smarr(^) still compensates for that due to qcc(r).
The bottom-line is, for a solution without a universal horizon, the Smarr formula

must be satisfied trivially and, in particular, rm = 0. Without a Smarr formula,
furthermore, we do not need to worry about a first law.
►► .® ther black holes w ith C123 = 0: Let us next look at the black hole solutions
from section 2.2.1.3. We will explicitly consider the cases with a universal horizon
(i.e., r UH^ 0). Prom the knowledge of the solutions, a direct computation yields

rm - [(2 - cm) + M l - ci3 >] rm -

1-

Note that rm is a sum of ro and contributions coming from the aether. Therefore,
when we divide both sides of the above relation by 2GX, we find that the total mass
Mje (2.94) of the present class of solutions is a sum of their ADM mass (2.87) and
energy due to the aether profile. The explicit form of Mm is conveniently given by

(2.97)
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and this relation is the integral form of the Smarr formula (2.95) for the present class
of solutions. From the bounds on the couplings (2.9) as well as that on fis (2.64), we
find that M* is strictly non-negative. This is a generalization of the results of [45].
We can now explicitly consider a variation of both sides of (2.97) under a first
order change of r UHand (jl„. The corresponding variation SMm can then be presented
as
_ Qvh ^Auh _|_ (1 ~ ci3)rUH
8 TrGa
2Ga

Qvh

Cl4\

f”uH L'

22

- C1 3 )

)

2

(2.98)
giving us the first law of black hole mechanics for these solutions. The physical
interpretation of the first law (for the asymptotically flat solutions) will be established
in chapter 3 after we consider th e therm al radiation from these black holes.

►► iE ther black holes w ith

= 0: The other class of black hole exact solutions

were given by the generally two-parameter family of solutions in section 2 .2 .1.4. Once
again, we will consider the cases with rUH/ 0. As before, a direct computation yields

rB = r0 - (5ci3 + 3c2 )r;UHl

Ccc . 1

+ i 02
k

1 T

3(1 —Ci3 ) ( 2 + C13 + 3c2)

ti

confirming the general claim that the total mass MB (2.94) is a sum of the ADM
mass (2.87) and contributions from the aether. Mx is most conveniently expressed as
an explicit function of r UHand i u as follows

2

2 r,3
„
4r,
GmMB = —— I- To” + [2 —(5 ci3 + 3c2 )]rUHx

3(1 —Ci3 ) ( 2 + C13 + 3c2)

Ccc , _1 _ l + 3r^,
p
PUA ^ 02u

This also gives us the Smarr formula (2.95) for the present case.
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(2.99)
.

Note that when £u is finite, the coefficient of the third term on the right hand side
of (2.99) is negative, unless the couplings are such that

2 - ( 5 c 13 + 3c2) £ 0

4 ( 1 - c 13) ^ (2 + c13 + 3c2) .

(2.100)

This is consistent with, but not equivalent to, the constraints (2.9). If this additional
constraint is not satisfied, it may violate the positivity of Mx [45]; in other words,
the extra constraint (2 .1 0 0 ) is sufficient, although perhaps not necessary, to ensure
Mee^O.
The next natural step is to obtain the first law by considering a variation of
Ma (2.99) due to first order variations of rUH and £u (provided the latter is not fixed
to some particular value, as is the case with certain subclasses of solutions with
C14 = 0). Straight-forward algebra would then lead to an expression with the generic
following form

where the partial derivatives can be computed from (2.99). As one would rightly ex
pect, these expressions are rather cumbersome and not very illuminating. Therefore,
we will not present the most general forms of them here. Rather, we will only consider
the subclass of asymptotically flat solutions presented in (2.81), (2.82) and (2.83) and
work out the first law for them. These solutions are of immediate interest to us, be
cause, we have only considered thermal radiation from asymptotically flat black holes
in this dissertation for reasons explained in the beginning of chapter 3. Therefore,
given our current level of understanding, we can only hope to physically interpret
the first law of mechanics that is associated with the asymptotically flat aether black
holes.
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Now, according to (2.81), the asymptotically flat aether black holes come in three
categories. Among them, for the kinds with £u finite and non-zero, we find, after
straight-forward algebra

2

G .M . =

^

+

^

+

[2 -

(5 < :‘ 3 + 3C
2>lri
\/3 (l —Ci^)£u

( 2 . 101 )

We reminder the reader that the above expression for M„ is true when there is an
ambient cosmological constant and £u takes a particular value proportional to £ (case
one of (2.81)), as well as, when both the ambient cosmological constant and (C1 3 + 3 C2 )
vanish but £u is a free parameter (case two of (2.81)); note that for this second case,
the coefficient of the third term on the right hand side of (2.101) can be replaced with
2(1 —2ci3). The relation (2.101) is therefore the Smarr formula for both these cases.
If we now vary Mx in (2.101), we have

■ { 3r,

3 tuh

[2 -

i2
r UH J u h
Gm£l \ 4

2

( 5 c i s + 3 c 2)]
1

4 \ / 3 ( l —C1 3 )
i2

—

+

( 5 c i 3 + 3 c 2 )]

2v/3(l - d 3)

[1 , 3 r- l
2«SJ I2
4-

2

.....I—
**... 1

8Me

6r u„

1+

}

2

3 r 2UH

e2
H

8AUH
8 ^Ga
|« «

J

( 2 . 102 )

which is the first law for these cases. Note, once more, that the first law (2.102) is
applicable for both types of asymptotically flat solutions with £u finite. The piece
proportional to 8£u is present only for the case when Ccc = (ci3 + 3c2) = 0, while for
the case with £u oc £, 8£u = 0. It is also worth pointing out that the coefficient of
8Am in (2.102) is not proportional to qm , which for these solutions is

This is unlike (2.98).
The final class of asymptotically flat aether black holes with cu = 0 arise when
the ambient cosmological constant vanishes and i u is pushed to infinity [third case
in (2.81)]. In this case, either by direct computation, or by simply taking the l u -+ oo
limit of (2.99) after setting ccc = 0, we have

M’ = s r = IwUjg
r •

(2103)

Note that mass is manifestly positive for all values of the couplings Ci and C1 3 . A
direct variation of (2.103) then also yields the first law

SM‘ = T S F 2

'

*» = i T - •

(2 l0 4 >

As a consistency check, the first law for the present case can also be obtained as the
l u —> 0 0 limit of (2.102). Unlike (2.102) however, this time the coefficient of 5Am is
proportional to qm , as in (2.98).
We will be able to physically interpret the first law for the various cases here in
chapter 3, along with that for the asymptotically flat C123 = 0 black holes.
►► G eneral asym ptotically flat solution:

Finally, let us consider the more

general asymptotically flat black hole solutions from section 2.2.2. Here, even though
we do not have exact solutions, the boundary behaviour of the metric and the aether
profile leads to

r* = ( i - y ) r 0

Ms = ( l - y ) Madm •

(2.105)

Due to our lack of knowledge of the analytical form of the solution, we do not know
the explicit functional relationship between Mx (or ro) and r UH. However, since the
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solution depends on a single dimensionful parameter, we must have M* oc r UH with
the constant of proportionality a function of C2 , C13 and cu but of nothing else. The
same conclusions can be drawn for r0.
The Smarr formula for these solutions takes the form (2.95), although we can
not explicitly write the expression for qm . However, due to the single-dimensionfulparameter dependence of the solutions, we have qm oc rjjjj, just as with ro and Mm.
Furthermore, since j4uh

oc

r„H, variations of qVH and Am , due to that of rUH, are

related by
r

9 u h SA UH
------ ^----- •

,

o<7uh^ uh =

So, upon considering a variation of (2.95) for the present solutions, we get

SM. -

.

(2.106)

This is, therefore, the first law for the present class of solutions. We must emphasize
the crucial role played by the single-dimensionful-parameter dependence of the solu
tions, due to which, even without a complete knowledge of the solutions, we could
obtain a first law.

*

*

*

*

*

The Smarr formula and the first law of mechanics for the aether black holes are
classical properties of them. However, the classical story cannot be a complete one; a
classical black hole can only absorb but never emit, and therefore, a classical theory
with black hole solutions must necessarily violate the second law of thermodynamics.
The situation is saved by quantum mechanics, which turns a black hole into a black
body. We now turn to this part of the story.
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CHAPTER 3
THERMODYNAMICS OF ASTHER BLACK HOLES

In the previous chapter, we have given a detailed account of static and spherically
symmetric black holes in Einstein-aether theory. A remarkable feature of such black
holes is the existence of a universal horizon, a spacelike hypersurface which traps
arbitrary fast excitations. Therefore, such a hypersurface represents a true casual
boundary - an event horizon. But precisely because of this causal nature of the
universal horizon, one could imagine violating the second law of thermodynamics by
simply allowing some amount of matter with a finite amount of entropy to disappear
behind it. This would make Einstein-aether theory an inconsistent theory of gravity.
In general relativity, a similar paradox with usual black holes is avoided by asso
ciating an entropy with the event horizon [9, 10, 11]. However, any object with an
entropy must be a thermal object, and therefore, must radiate. The celebrated result
of Hawking [12, 13] precisely confirms this. Our goal in this chapter is to show that
there is an analogous radiation that is emitted from the universal horizon of a subset
of the aether black holes studied previously. Therefore, one can also consistently as
sociate an entropy with the universal horizon of such black holes, and formulate an
analogous generalized second law of thermodynamics, thereby avoiding all paradoxes.
Moreover, the first law of black hole mechanics derived in the previous chapter then
naturally gets the status of the first law of thermodynamics for these aether black
holes. Our results, even with its limitations, therefore suggest that black hole ther
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modynamics may not perhaps be as strongly tied to the causal structure of general
relativity as it usually thought.
As already mentioned, our results on the thermodynamic nature of aether black
holes only apply to a subset of the black hole solutions studied in this dissertation. To
elaborate, recall from section 2 .2 .2 , that perturbations around spherically symmetric
Einstein-aether solutions possess an extra scalar aether-metric degree of freedom, which
generically travels at a speed different from the speed of light [44]. Outgoing matter
radiation may therefore emit aether-metric Cerenkov radiation. However, if the scalar
mode moves with infinite speed, Cerenkov radiation is forbidden, while for zero speed
scalar modes, there is no energy lost [60]. These special situations arise when (and
only when) ci4 =

0

or C123 =

0

(see section 2 .2 .2 ), and so for these cases Cerenkov

radiation can be ignored. But for these special choices of couplings, we only have
the exact solutions of section 2 .2 . 1 for which /(r ) = 1 . Currently, we do not have a
good understanding of the complications due to Cerenkov radiation, and therefore,
in this dissertation we will only consider radiation from black holes with C123 =

0

or

with C14 = 0. In fact, we also do not have a complete understanding of radiation
from black holes with non-asymptotically flat boundary conditions. So, we will also
avoid black holes with asymptotically anti/de Sitter boundary conditions. This leaves
us with the asymptotically flat aether black hole solution of section 2.2.1.3 and that
described by equation (2.82) in section (2.2.1.4).
The rest of this chapter is organized as follows: in the following section, we will
first review the tunneling approach for the derivation of black hole radiation. The
tunneling method, originally developed in [61, 62], is one of the many approaches to
demonstrate the existence of black hole radiation. This method is particularly suit
able for our purpose because one does not necessarily need to assume the equivalence
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principle/local Lorentz invariance1 and it relies only on local physics2. Subsequently,
in section 3.2, we will apply the tunneling method to derive radiation from the uni
versal horizon for the class of black holes mentioned above.

3.1

The geometrical optics approximation

To derive Hawking radiation from a stationary black hole in the tunneling ap
proach, one considers particle pair creation near the event horizon of the black
hole [61, 62, 65]. The radiation is then composed of positive energy outgoing particles
(traveling forward in Killing time) that manages to escape from just inside the event
horizon, and negative energy ingoing particles (traveling backward in Killing time)
that manages to fall into the black hole from just outside the horizon. Both these
processes are forbidden classically, and therefore the quantum mechanical nature of
the process is clear right from the outset3.
It is natural to consider a quantum field theory in the black hole background to
realize the above picture (especially the pair creation process) effectively. In such a
framework, the particles constituting the radiation are excitations of the quantum
field. However, a full-fledged quantum field theory computation can be avoided to
arrive at the desired result. This is because, a finite energy excitation at infinity
is infinitely blue shifted near the event horizon, and therefore only a semi-classical
description of the excitations (the so called “geometric optics limit”) is all that mat

1Unlike, e.g., Hawking’s original derivation [12, 13] or that through the Unruh effect [63] (see
Jacobson’s lectures in [1]).
2Unlike, e.g., the Euclidean gravity derivation [64],
3There is also an implicit assumption that goes into the derivation, namely, there is no flux of en
ergy coming from the timelike/null/spacelike past infinity. This can be ensured through appropriate
boundary conditions imposed on the wavefunction of the excitations.
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ters. One could then apply the standard WKB or even the eikonal/Hamilton-Jacobi
methods to derive the Hawking radiation [65].
With hindsight, the robustness of the Hawking process makes it perfectly adequate
to consider a neutral scalar field theory. Furthermore, the relevant physics can already
be extracted from the s-wave sector of the theory. Therefore, let <t>be a real scalar
field whose dynamics, in the classical limit, is governed by an action <S[0]. In a
semi-classical approximation, a given classical configuration <f>(x) is interpreted as the
wavefunction associated with the quantum state of a 0 -excitation, and is written as

<f>(x) = 0oexp{iS[0(x)]} ,

(3.1)

where <j>o is a “slowly varying” (= constant) profile, and S[<j>(x)} is the scalar field
action evaluated on the configuration <f>(x). If ka is the four-momentum of such an
excitation, then from the standard rules of quantum mechanics

- iV a0(x) = ka<j)(x) .

(3.2)

Equations (3.1) and (3.2) then yield the covariantized Hamilton-Jacobi equations

K = Vo5[0(x)] .

(3.3)

Of course, (3.3) does not have any dynamical content yet, because we still have not
imposed any equation of motion. In a proper WKB treatment, this latter requirement
is accomplished by substituting the ansatz (3.1) into the “Schrodinger equation”
satisfied by the wavefunction <j>(x) (e.g. the Klein-Gordon equation, if <S[0] is the
standard two derivative, covariant action for the scalar field). In the (more moderate)
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eikonal/Hamilton-Jacobi approximation, one instead imposes that ka (3.3) satisfies
some appropriate energy-momentum dispersion relation. For example, in general
relativity, the equation of motion of an excitation near the event horizon of a black
hole, in the eikonal approximation, becomes

k2 = 0 ,

(3.4)

based on the following rationale: as already remarked, close to the event horizon,
the wavelength of the excitation is much smaller than the length scale over which the
geometry changes appreciably. Therefore, in the geometric optics limit, the excitation
essentially moves as a massless4 free particle. For our purpose, however, a relativistic
dispersion like (3.4) will not be able to describe arbitrarily fast moving excitations
which are required to escape the universal horizon. We will come back to this point
below, and simply assume for the rest of this section that some appropriate dispersion
relation has been spelled out.
Specializing to spherical symmetry now, we need to pick suitable coordinates to
explicitly write down the Hamilton-Jacobi equations corresponding to the dispersion
relation of our choice. In order to ensure that unphysical pathologies associated with
a coordinate system do not mask important physics, we should pick coordinates that
are smooth across across the horizon. Furthermore, such a coordinate system should
represent some appropriate physical observer, such that, the components of ka (3.2)
in our chosen coordinate system can be interpreted as the energy and momentum as
measured by a that observer. These requirements are met by the Painleve-Gullstrand

4Due to the extreme blue-shifting, the Compton wavelength associated with the mass is much
larger than the de Broglie wavelength of the excitation, as one moves closer to the horizon. Therefore,
a mass-squared term in (3.4) becomes irrelevant near the horizon.
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(PG) coordinates, which is the coordinate system carried by a freely infalling timelike
observer.
Let t“ be the timelike unit vector that defines the geodesics of radially infalling
observers in a static and spherically symmetric geometry. Then, its dual covector is a
closed one-form, such that ta = —diPG (at least locally). The function tPGis called the
Painlev6 time function and it is the proper time of the freely falling observer. The
Painleve time function and the usual radial coordinate r (in addition to the usual
angular coordinates) constitute the PG coordinate system. In these coordinates, the
metric of a static and spherically symmetric spacetime becomes

ds 2 = - d t 2G+ (7 (r)dtPG+ /(r)d r) 2 + r 2 (d02 +sin 2 Qd<f)2) ,

7

(r) = y / l - e(r) , (3.5)

where the functions e(r) and /(r ) are the familiar metric components in the EddingtonFinklestein coordinates

ds 2 = -e(r)dv2 + 2f(r)dvdr + r2(d02 + sin2 Qd<f>2) ,

introduced before in (2.51). These coordinates are smooth through the outermost
Killing horizon of a general static and spherically black hole. More importantly for
us, these coordinates are also smooth all the way through the outermost universal
horizon5 of aether black holes. Note that the timelike vector t° and its orthogonal
unit spacelike vector r° satisfy the following useful identities by their definitions

t2 = - 1 ,

r2 = 1,

(t • r) = 0,

(t • x) = -1 ,

(r • X) = 7 (r) ■

(3.6)

5In fact, for the exact asymptotically flat aether black hole solutions that we will only consider,
there is a single Killing horizon and a single universal horizon.
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Asymptotically, t “ is aligned with the timelike Killing vector, while r “ is along the unit
radial vector; in particular, 7 (r) -> 0 as r —►0 0 . Also, since we are just developing
the formalism of the tunneling approach here, we will assume /(r ) ^

1

in this section

to keep things general.
We can now make the following ansatz for the phase of the field configuration
<t>{tpG,r) (3.1)
S [ 0 ( t PG,r )] =

^utPG+J

dr'Av(r') ,

(3 .7 )

as is customary in the eikonal approximation. Let us pause for a moment to explain
the physical interpretations of ui (which is positive by assumption here and hence
forth), that of the T sign in front of it, and the function kr(r). Plugging (3.7)
into (3.3), the wave four-vector is seen to have the following basis expansion in
the Painlev6 coordinates (recall that p0 is the vector orthogonal to x° and satisfies
p2 = - x 2; see chapter 5)

ka = Twdtpo -I- kr(r)dr = ±w t 0 +

•

(3.8)

/ ( r)

In other words, the wave vector satisfies

(fc • X )

= =Fw .

(3.9)

Now, the energy Ex of the excitation as measured locally by a static (Killing) observer
(outside the Killing horizon) is

^ S "15T = ¥ [

*

U' = ± M E * '

\x\ = V = x 3 ? -

This shows w is the magnitude of the Killing energy of the excitation, while the
top (bottom) sign refers to positive (negative) energy excitations. As expected, Ex
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diverges as the local static observer moves closer to the Killing horizon. We could
also consider the energy EPGof the same excitation, as measured locally by the freely
infalling observer
+ * £ $ !!.
J\T)

(3.10)

As one moves towards asymptotic infinity, EPG —►±cj because 7 (r) tends to zero in
the same limit6.
The function kr(r) also has a very simple interpretation: since (k- r) is the the local
three-momentum, pPa, of the excitation as measured by the freely falling observer,
from (3.8) we get

Ppo = (k ■r) =

kr(r) = /( r ) p PG .

^

(3.11)

In other words, fcr (r) is proportioned to pPG (due to spherical symmetry, there is
a single component of the three-momentum). In fact, since we will eventually be
interested in aether black holes with /(r ) =

1

, the proportionality (3.11) actually

becomes an equality.
The eikonal ansatz (3.7) along with some appropriate dispersion relation now al
lows us to solve for kr(r), and hence the complete momentum four-vector, in terms of
u) and the metric components (and the aether profile in case of aether black holes). For
the stamdaxd dispersion of general relativity (3.4), as well as for the “superluminal”
dispersion required for tunneling through the universal horizon (to be considered be-

6This observation frees the definition of u from that measured by a static observer. This is
perhaps necessary in the context of the aether black holes since once inside the Killing horizon, the
nature of the static observer is somewhat unclear. However, the Painlev6 observer is well defined
starting from the universal horizon all the way to asymptotic infinity, and, in fact, is identical with
the static observer at infinity. Hence we can identify u with the magnitude of the energy measured
at infinity without any confusion.
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low), there axe four physical solutions7 of fcr(r); these are: kf^(r) and k f^ ( r ) , where
+ (—) refers to positive (negative) energy and subscript l(o) means in(out)going. By
time reversal invariance, which plays a crucial role in the tunneling method, we further
have fc+0 )(r) = - k ; {l){r) and fc+(I)(r) = - k ; {0)(r). Among these, k+0)(r) and k;{i](r)
will turn out to be singular at the relevant horizon (classically forbidden trajectories),
while fc^,j(r) and k~^(r) will be smooth across the horizon.
According to standard results in quantum mechanics, the emission rate T, in the
eikonal approximation, is given by T ~ exp [—21m 5]. Prom (3.7), we can evaluate
Im <S as
rni-t-e
Im S = Im lim /
d r 'fc l,(r') = - I m l i m /
dr'k;{l)(r') ,
«—
fo L .
r(°>
«'*•„+£
where rH is the radial location of the relevant horizon. Note that the result after
the first (second) equality corresponds to the tunneling of a positive (negative) en
ergy out(in)going mode out of (into) the black hole. Considering both the processes
together, we get
f

2 Im S = Im lim
e-K)

r r H+ t

u rH-€

dr^r+(0 )(r ')

I " ’£dr'fc;(I)(r')}
ra+ t

.

J

The imaginary parts of the integrals are due to the singularities in the integrands
K(o)(r ) and k~^(r), residing on the contours of the integration. To evaluate the
integrals, we push the contour below the singularity in the first integral and above
the singularity in the second [62]. The imaginary part then effectively comes from

7This is ultimately tied to imposing appropriate boundary conditions on the wavefunction at
infinity. The boundary conditions then decide how the various modes can causally propagate through
spacetime, and in particular, which of these modes can eventually escape to infinity and contribute
to the radiation measured there.
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the residue of a closed anticlockwise circuit encircling the singularity at the relevant
horizon
(3.12)
where we have used time reversal invariance through k~^(r) = —k*^(r). If the right
hand side of (3.12) is linear in u (up to u independent chemical potential terms),
then the semiclassical emission rate implies a Planckian distribution by the principle
of detailed balance; i.e., the emission spectrum is thermal. In the following section,
we will apply this formalism to the aether black holes.
Before ending this section, we would like to address one final issue about the
coordinate independence of the computed temperature. So far, we have set up our
computation in the Painlev^ coordinates for reasons already discussed above (smooth
across our horizon of interest/represents the radially freely falling observer). Now, we
certainly expect the final expression (3.12) to be a coordinate independent quantity,
allowing us to define the temperature of a black hole unambiguously. However, this
is not manifest from the given expression. In the following, we will confirm (but
not prove) the coordinate independence of (3.12) by repeating (rather sketchily) our
analysis in the familiar Eddington-Finklestein (EF) coordinates which are regular
everywhere. We start with the analogue of (3.8)

ka = ^ u d v + k r(r)dr = ±u)£-a + - ~ ~ y a

which satisfies (3.9). The function k r(r) above is the “spatial” momentum of the
excitation in the EF coordinates. Comparing (3.8) with the above, we can then
relate fcr(r) with kr(r) as follows

where (3.6) comes handy. Clearly, for any kind of modes with either sign of the Killing
energy, the difference k r(r)—kr(r) is regular and finite across a Killing horizon (where,
by definition, 7 (r) == 1 ), as well as a universal horizon (see (3.15) below). Therefore,
the computed value of 2 Im <Sremains unchanged if kr(r) is replaced with k r(r) on the
right hand side of (3.12). One could have arrived at the same conclusion by repeating
the argument in any other coordinate system that is regular through the horizon.

3.2

R adiation from th e universal horizon

For usual black holes in general relativity, the standard dispersion relation (3.4)
describes excitations that tunnel through a Killing horizon [61, 62, 65]. But, an
excitation satisfying (3.4) cannot move arbitrarily fast, and consequently, cannot
tunnel through the universal horizon. What we need, instead, is an inherently “nonrelativistic” dispersion relation for the excitations, one which can guarantee genuine
“superluminal” propagation in order to tunnel through the universal horizon.
A non-relativistic dispersion relation, by definition, does not respect Lorentz in
variance, and therefore must be with respect to some preferred frame. In Einsteinaether theory, the natural choice is given by the aether frame. For an excitation with
four-momentum ka, the aether frame energy and momentum are given by —ku(r) =
—(U 'k ) and ks(r) = (s- k), such that

ka = —ku{r)ua + ka(r)sa .

The sought after non-relativistic dispersion relation will be some relation between
A;u(r) and k3(r)8. However, since the emission rate (3.12) is computed in terms of

8Just to illustrate the point, the dispersion (3.4) becomes [—fcu(r)]2 —k,(r)2 —0 with respect to
the aether frame.
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kr(r), we need the relations between the aether and the Painleve frame energies and
momenta. Now, since both {ua, s°} and {t°, r “) consist of a pair of one unit timelike
and one unit spacelike vector which are mutually orthogonal, they are related by a
local boost

/

cosh 9

—sinh #

—sinh 9

cosh 9

{

/

V1

V

t°

cosh 9 sinh 9
sinh 9 cosh 9

where 9 = 9(r) is a position dependent boost angle. Contracting with x° and us
ing (3.6), we then get
■{u'x) = cosh 9 + 7 (r) sinh 9,

—1 = (u • x) cosh# + (s • x)sinh#,

(s • x) = sinh 9 + 7 (r) cosh 9,

7

(r) = (u • x) sinh # + (s ■x) cosh #.
(3.14)

We can find out the range of #(r) between asymptotic infinity and the universal
horizon as follows: when the spacetime is asymptotically flat (as we will consider
here), there are two different classes of asymptotic boundary conditions on (u-x) and
(s •x) allowed, and it will be convenient to consider these two cases separately. When
(u •x) —►—1 and (s • x) -> 0 asymptotically9, we find # —►0 as r —> 0 0 . On the other
hand, for (u ■x) ~ —(r/^„) and (s • x) ~ (r /^«) asymptotically10, we have # -»

00

as r -4 oo11. Furthermore, # decreases as we move into the bulk. At the universal

9This case corresponds to the asymptotically flat aether black holes of section 2.2.1.3, as well as
those in section 2.2.1.4, corresponding to the special choice (ccC = 0, £u = 0 0 , (C13 + 3 C2 ) > —2);
see (2.81) and (2.82).
10This case corresponds to the asymptotically flat aether black holes described by (2.82) of sec
tion 2.2.1.4 when £u is non-zero and finite (note: there are two possible subcases; see (2.81)).
11For this case, 0 = 0 could occur somewhere in the bulk of the spacetime where

(s-x) = y(r).
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(u •x) = -1 and

horizon where (it • x) = 0 , we have

7

where

| x | uh

(^uh) + coth $m =

&

0

sinh 6m = -|xIuh ■

(3-15)

is the magnitude of x a on the universal horizon (recall, x“ is spacelike on

the universal horizon).
Finally, for a four-momentum ka of the form (3.8), the relations (3.13) and (3.14)
yield
_ ± u + ka(r)(s ■x)

(ti-x)

M ) "

fcr(r)

f(r)

’

_ Tu>sinhfl + k,(r)

(-u-x)

'

,

.

(

}

where the top and the bottom signs correspond to positive and negative (Killing)
energy excitations respectively.
We can now proceed to propose a non-relativistic dispersion relation for the ex
citations. As already remarked, we wish to violate Lorentz invariance and examine
higher dimension operators. However, we want to keep the corresponding field equa
tions second order in U-time derivatives, to avoid ghosts; equivalently, we want the
aether frame energy appear quadratically in the dispersion. With this goal, let us
consider a fairly general non-relativistic dispersion relation of the form

[—M r )F =

£

[V .M r)l‘‘ [V?Mr)]- • • • [V't.(r)]'* .

< & .,- * e ‘W w

h , — ,lp

(3.17)
where Vs = s°Va (as in chapter 2 ), fc0 >

0

is a (mass) dimension one constant,

and z, <5, i, j, p and li, • • • , lP are all non-negative integers, satisfying the following
inequalities

z = 2,

j < 2z,

id + j ' + 2li + 3l2 + • • • -f (p 4- l)lp ^ 2z .
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(3.18)

The quantities Gs(r) in (3.17) are functions with mass dimension <5 that are smooth
and finite at the universal horizon; for example, for <5 = 1, possibilities for G\ (r)
include (a • s), K q, K and k (all defined in chapter 2). The coefficients
in (3.17) are 0 (1 ) constants with mass dimensions

= 2 - {*<5 + j + 2fi +

h {p + 1)lp} ,

to make the dispersion relation dimensionally consistent. Note that these may in
troduce more scales, but as we will prove, near the universal horizon these terms
are all irrelevant, and consequentially the only scale that matters is ko (we did not
included the ka(r)2z piece inside the summation in (3.17), precisely to highlight this
dominant piece in the dispersion relation near the universal horizon). Finally, the in
equalities (3.18) ensure a consistent derivative expansion (as will become more clear
later).
One could imagine deriving the dispersion relation (3.17) from a Lagrangian for
the scalar field <f>. As already remarked, such a Lagrangian can, at most, contain
two derivatives of <f>with respect to the aether time U. On the other hand, due to
the presence of the higher dimension terms, it could contain spatial derivatives of
arbitrary (but finite) order. A generic Lagrangian of this kind is of the form12

S[*] =

,

2

=

-fg^V ^X V ^) +

v v , • • ■, v ^ ) ,
(3.19)

12To “derive” the dispersion relation (3.17) from the Lagrangian (3.19), we (may) need to consider
appropriately complex conjugated terms in the said Lagrangian, since the ansatz (3.1) makes the
scalar field a complex valued function while the dispersion relation (3.17) is a real relation.
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where s# >

0

is a dimension zero coupling constant, g0 6 = g06 - (s^2 —l)u 0 it(,13,

-SfHD is the part of the Lagrangian that contains all possible higher spatial derivative
terms which are bilinear in <f>u , and V a = p06Vb is the projected (spatial) covariant
derivative on the Eu hypersurfaces (on which

is the induced metric; see chapter 2 ).

Since we are interested in spherically symmetric radiation only, all spatial derivatives
can be expressed in terms of V 4; this is the source of the V 3(- • •) terms on the right
hand side of (3.17).
The dispersion relation (3.17), as it stands, is too general. First of all, the time
reversal invariance of the scalar field theory, which is one of the key assumptions
underlying the derivation of (3.12), is not necessarily met by (3.17). We will therefore
assume hereafter that the dispersion relation (3.17) is an even function of ka(r). One
may object that due to the relationship between ku(r) and ka(r) (3.16), the left hand
side of the dispersion (3.17) cannot be an even function of ka(r). But under a time
reversal, we also need to switch the sign of

lo;

this ensures ku(r) —►—ku(r ) under

ka(r) —►—ks(r). Also, given the very general form of the dispersion (3.17) (especially

the signs of the coefficients C.'.'.'), it could be possible that ku(r) vanishes for some
non-zero value of ka(r), and for larger values of ka(r), ku(r ) becomes imaginary. For
instance, consider a very simple example for z =

2

where the dispersion is ku(r)2 =

ka(r)2 —/eg 2 /cs(r)4. Then ku(r) vanishes if ka(r) = k0, and becomes imaginary if
ka(r) > k0- But, such a situation cannot represent arbitrarily blue-shifted excitations

near the universal horizon. Therefore, we will also demand that the dispersion (3.17)

13The prefactor s j in the first term of (3.19) ensures a canonical normalization of the U-time
derivative piece.
14Any term in the Lagrangian which contains three or higher occurrences of <j>is a self interaction
term for the scalar field. Based on our earlier discussion, such terms are expected to be irrelevant
near the universal horizon, and hence ignored here.
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admits solutions with ku(r) =

0

if and only if ks(r) =

0

, and, in particular, ku(r)

grows in an unbounded manner with ks(r).
To make things somewhat more concrete, let us consider the z = 2 case in some
more details. The simplest Lagrangian with fourth order spatial derivatives of <f>
(compare with (3.19)) is

r ( v o^ )(v 6 0 )

This gives to the following dispersion relation (compare with (3.17))

(3.21)

Following our discussions above, this dispersion relation is manifestly an even function
of ka(r). Furthermore, since each and every term on the right hand side of (3.21) is
positive definite, ku(r) can vanish if and only if ka(r) vanishes; in the other extreme,
|fcu(r)| increases in an unbounded fashion with k„(r).
As the dispersion relation (3.17) (or its z =

2

cousin (3.21)) is no longer a quadratic

algebraic equation, obtaining exact solutions to it analytically is a formidable task;
in fact, we cannot solve the dispersion (3.17) everywhere, even in principle, without
knowing the coefficients C z explicitly. Fortunately, we need to solve the dispersion
relation only around the universal horizon, in order to extract the residue of kr(r)
and obtain the temperature (3.12). This is possible through Laurent expanding the
dispersion relation around the universal horizon, and solve it order by order in powers
of (r —r 0H). As we now show below, this can be done unambiguously, without a
complete specification of the dispersion relation, as long as we are “close enough” to
the universal horizon.
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3.2.1

T he ingoing m odes

The dispersion relation (3.17), not only has the outgoing (ingoing) solutions for
positive (negative) energy which actually tunnels through the universal horizon and
contributes to the temperature (3.12), but also has the corresponding ingoing (outgo
ing) solutions, which, as representing a classically admissible process, are smooth at
the horizon. We will quickly analyze these latter modes for the sake of completeness.
For the positive Killing energy ingoing modes, ks(r) is smooth and finite at the
universal horizon. On the universal horizon, the dispersion relation (3.17) satisfied
by such a mode becomes

kuifvn)2 —

^<s(r™)' fc«(r UH)J >
0

(3.22)

<5,p,i,j

where, the only terms from the summed piece in (3.17) that contribute above, are
those without any Vs(...)15; therefore, ku(rv„) must be finite on the universal hori
zon. On the other hand, from the expression (3.16) for ku(r) in terms of ks(r), the
former should generically have a pole at the universal horizon. Therefore, consistency
demands that k,(rm ) must be tuned to

k.(rm ) =

.

(3.23)

This ensures, that neither fcu(r), nor kr(rUH) (using (3.16) and (3.15)) is singular at
the universal horizon

[(“ '

x)K(r)]vn = 0 ,

[(tt •

x)kr(r)]ra =

0 .

15This is owing to the fact that on the universal horizon, s° is proportional to the Killing vector,
so that, V , on a scalar is equivalent to a Killing derivative on the same.
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The negative value of ks(rVH) (3.23) confirms that the mode under consideration is
ingoing in the aether frame, as required. However, the same mode must also have
positive aether frame energy (equivalently, fcu(rUH) < 0). So far, even though we
showed that ku(r) is smooth across the universal horizon, we have no knowledge about
the sign of ku(rm ). We could take the square-root of the right hand side of (3.22)
to compute /tu(rUH), provided that we have a complete knowledge of the coefficients
CZ and the quantities ^a(rUH), but that can hardly resolve the sign ambiguity. We
will therefore assume that an ingoing excitation with positive Killing energy must
also have positive aether frame energy. When we have boundary conditions such
that (u ■x)

►—1 and (s •x)

0

asymptotically, we can, in fact, prove our claim

as follows: for the said boundary behaviour of the aether, the aether frame energy
equals the Killing energy at infinity by (3.16). Therefore, for a positive Killing energy
excitation, the aether frame energy is positive asymptotically. Now, if the aether
frame energy of such an excitation is negative near the universal horizon, then it
must vanish somewhere in the bulk of the spacetime. But that would mean ks(r )
would vanish at the same location too, by the properties imposed on the dispersion
relation (see the paragraph following (3.19)). This would mean that the momentum
four-vector itself would vanish at that location, which is unacceptable for a physical,
propagating excitation. The above argument does not hold for an aether profile with
asymptotic behaviour given by (u • x) ~ - ( r / 4 ) and (s • x) ~ (r/4 )- Therefore, for
this case, we actually need to impose the assumption that the aether frame energy for
a positive Killing energy ingoing mode be positive as well. This would allow us to
compute ku(rVH) from (3.22) unambiguously. By switching the sign of oj and ka(rm ),
we can furthermore obtain the negative energy (as measured with respect to both the
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Killing and aether frames) outgoing mode, which is the time-reversed counterpart of
the positive energy ingoing mode found above16.
If we Taylor expand both sides of the relation (3.16) for ku(r) and positive Killing
energy, then, to the leading order

ku{r) — ku{rm ) 4 - 0 ( r —r0H) ,

ku(rvn) = — ----- — ^(?"uh)|x|uh + i—jy
V ® ' 5 /UH L

>

IXI u h .

were (a • s)UH and «UH are the values of the acceleration and the surface gravity on
the universal horizon, respectively, and we have used (3.23) to simplify the final
expression for ku(rm ). This allows us to compute fc'(rUH). But more importantly, it
suggests an algorithm to solve for the ingoing mode as a Taylor expansion around the
universal horizon. To elaborate, suppose that we know up to the (n —l)th derivatives
of both ka(r) and ku(r) evaluated at the universal horizon, for some integral n ^

1

.

The relation (3.16) then allows us to compute k[n\ r vli), and the latter, fed to the
dispersion relation (3.17) (assuming it is known completely), will let us compute
fcin)(rUH), where a superscript (n) denotes the nth derivative. In this way, an ingoing

mode with positive energy can be constructed with the required precision. Using
time reversal, the corresponding outgoing negative energy mode can then also be
constructed.
However, as already mentioned, these modes describe classically allowed propa
gation and hence, do not contribute to the tunneling (3.12). Indeed, such positive
(negative) energy modes can be removed from the picture, by disallowing any en
ergy flux from the past (future) infinity. In the following section, we therefore turn

16The role of the boundary conditions in the above argument is worth noting.
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to the modes which do contribute to the tunneling - the positive (negative) energy
out(in)going modes.

3.2.2

The outgoing modes

Prom the preceding analysis of the ingoing modes, it is clear that kr(r) cannot have
a simple pole at the universal horizon. On the other hand, being classically forbidden,
the positive (negative) energy out (in) going mode must have some singularity at the
universal horizon. This prompts the following ansatz for ka(r)

k s =

m > 0,

where b (w , r) is some a n a ly tic

b(w, rUH) ^ 0 ,

fu n ctio n a t th e u n iversal h orizon, an d

(3.24)

m

is th e sm a llest

positive real number such that (—u • x)mka{r) is finite at the universal horizon. By
the above ansatz, ks(r) can have a singularity other than a pole, simple or otherwise.
Therefore m is allowed to be a non-integer. This is precisely why { - u •x) was chosen
in the above ansatz: (u • x) is always non-positive up to the universal horizon, and
therefore it is meaningless to raise it to some non-integer power that m could possibly
be. Indeed, m is a fraction between zero and one for every z > 2 , as we find below. We
have also made

b(u>, r)

an explicit function of the Killing energy w, for conveniently

dealing with, and distinguish between, the positive and negative energy excitations,
as discussed below. Finally, the factor of ko is there to make

b (oi,

r) dimensionless.

For brevity (and clarity!), let us focus on the positive energy outgoing modes first.
The dispersion relation (3.17) will generally yield both positive and negative solutions
for b(w, r), and we should associate the positive solution with an outgoing excitation.
To avoid any ambiguity, we will henceforth define the function b(w, r) to be strictly
positive at (and outside) the universal horizon (recall, u > 0 by convention). With
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this restriction, a solution written as (3.24) corresponds to a positive (Killing) energy
outgoing excitation, and the positivity of the aether frame energy of the said excitation
follows directly from (3.16)17. Finally, by time reversal invariance we must have
b (—u , r ) = —b(w,r); therefore the corresponding negative energy ingoing excitation
will have the same form as (3.24), except b(w,r) replaced with —b(w,r).
Now, to solve for the outgoing mode, consider multiplying the dispersion rela
tion (3.17) with (—u ■x)2mz and evaluate the resulting equation on the universal
horizon. The first term on the right hand side, coming from the kg(r)2z piece, then
evaluates to k2b ( u , rVH)2z. On the other hand, using (3.24) as well as the following
identity derivable from (3.24) by straight-forward induction

[(_„ . x)mV”fc*(r)]UH= {—m(a • s )m } nk0b( u, rVH),

n € Z,

l^n^p,

the contribution coming from the piece inside the summation becomes

x ( - u - x ) v t ~ U+h+" +lp)] ■
But, from the final inequality in (3.18), the power of (—u-x) above is strictly positive;
consequently, the entire summation evaluates to zero on the universal horizon. In
other words, the kg(r)2z piece is the most singular piece on the right hand side of

17For asymptotic aether profile given by (u • x) ~►—1> (® ' x)
0, the argument is as given in
the context of the ingoing mode analysis. For asymptotic aether profile where (u ■x)
-fr /4 ),
(s • x) ~ (r/4i), we can also argue that an out(in)going mode has positive (negative) aether frame
energy. We first prove the claim by considering the asymptotic limit of the relation (3.16), whence
ku(r) + kt (r) —> 0 asymptotically. We can then argue against the possibility of the aether frame
energy switching sign somewhere in the bulk, based on the restrictions imposed on the dispersion
relation (see the paragraph following (3.19)). Once more, the role of the boundary conditions should
be noted!
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the dispersion relation (3.17) near the universal horizon. This implies, that there is
an approximate scale invariance characterized by a Lifshitz exponent z for the scalar
field near the universal horizon and that this approximation gets better and better as
one moves closer to the universal horizon.
Continuing analyzing (—u • x)2mz times the dispersion relation (3.17) on the uni
versal horizon, the left hand side becomes, upon using (3.16)

[(-1 1

• x)m* {~ M r )}3uH = {±w(-t* • x)ra _ 1 + MxIuhMw, rUH)(—u • x)ra2" 1)-1}

•

By demanding that this must be finite and non-zero (since the right hand side of
corresponding equation is also finite and non-zero), the dispersion relation is satisfied
if and only if
m= -i-,
z —I

b(±w, rUH) = ±|x|™ ■

(3.25)

where the top (bottom) sign refers to positive (negative) energy out(in)going exci
tations. So finally, plugging (3.24) into (3.16), the Painleve frame momenta for the
out(in)going positive (negative) excitations are (since we are dealing with the exact
solutions, we have set f(r) = 1 )

(,26)
Quite satisfyingly, we have the correct out(in)going behaviour when the said excitar
tion has positive (negative) energy. By inspection, the first term in kr(r) has a simple
pole at the universal horizon. However, for z > 2, (m + 1) is a fraction between one
and two, and therefore the universal horizon is a branch point for the second term in
kr(r). Only for z = 2 this second piece has a double as well as a simple pole at the
universal horizon. As of yet, we do not have a proper understanding of the situation
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for z > 2. Therefore, in the rest of the analysis we will concentrate on the z = 2
case only. This case is also interesting due to the availability of an exact dispersion
relation for this case, namely (3.21), although nothing beyond the ka(r)A piece will
be important for the rest of the discussion (see below).

3.2.2.1

The outgoing mode for

2

=2

For z = 2, (3.26) reduces to
u;sinh 0
&ob(u;,r)
*V(o)(r ) = - fcr(l)(r ) = (u -x ) + («-x)2

b(iu>, rUH) —± | x |uh ■

(3.27)

To compute 21m S from (3.12) now, we can apply Cauchy’s integral formula. To
that end, let us consider the near-universal-horizon behaviour of (u • x) for a generic
aether profile

\ , Qi ( 1
(tt • x) = - ( o • s)un(r - rVH) 1 +

ruH)

The constant a i will be different for different solutions. From the above Taylor ex
pansion, we see that hT(r) (3.27) has both a double- and a single-pole at the universal
horizon. Obviously, the double pole contributes nothing to (3.12). Furthermore,
by Cauchy’s formula the total residue depends not only on b(w ,rUH) but also on
b'(w, r UH). We can compute b'(u;, rUH) by considering a Laurent expansion of the dis
persion relation (3.21) around r = r UH, and solving the same up to 0[(r - r UH)-3];
this yields
LO
ko

Kuh

(3.29)

( a ■ s ) UH

We have therefore explicitly verified that b(w, r) is an odd function of u to this order
in (r —rUH) (recall, u> > 0 by convention) as demanded by time reversibility. It is
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also worth pointing out that everything beyond the /cs(r ) 4 term on the right hand
side of (3.21) starts to contribute at 0[(r —r UH)~2] and beyond; in other words, both
b(w, r UH) and b'(w, rUH) depend solely on the pure ‘w2 ~ fc4’ part of the dispersion
relation. Consequently, the residue (and hence the temperature) is not affected at all
by the presence of anything but the fc,(r) 4 term in (3.21).
Putting everything together in (3.12) and computing the residue, we finally find

2

uj —

Im S z = 2

(3.30)

where TUH and no are given by
ko
^UH
+
(a-s) UH

(a • s)uh|x 1i
(M>(z = 2 )

47T

IxluH
rVH

(3.31)

As already remarked, the tunneling probability is T ~ exp[- 2 Im <S]. Therefore,
from (3.30) we can conclude that the universal horizon emits a purely thermal Hawking
radiation. Furthermore, /xo(z=2 ) can be interpreted as as a chemical potential, which,
by (3.31) depends on k0.
Let us now work out the explicit expressions for the temperature and the chemical
potential for the various asymptotically flat black hole solutions with f(r) = 1 . We
first consider those with C123 = 0 discussed in section 2.2.1.3 (see equations (2.63)
and (2.65) for the metric and aether profiles). Direct computation gives

4*

t uh

'A4* +

- c 14)
2 ( 1 - c 13) ’
(2

M0 (z=2 ) =

98

ko

,
2

(2

C1 4 )

2 ( 1 - c 13).

(3.32)

Given that the temperature (3.32) is inversely proportional to r UH, we can immediately
appeal to the first law for the present case (2.98)18, and conclude that the entropy of
the present class of aether black holes is proportional to their universal horizon area

(3.33)

aeBH —

The dependence of black hole entropy on the area of the universal horizon further
consolidates the thermodynamic nature of these class of black holes. In fact, we can
also argue in favour of the second and third laws of thermodynamics for the present
class of black holes; we will do this below. However, we currently lack a proper
understanding of the remaining piece of the first law (2.98) that is proportional to
<W
We will next repeat the above exercise for the asymptotically flat aether black
holes for C14 = 0, described in section 2.2.1.4 (see (2.75) and (2.82) for the profiles).
As the reader may recall, there are three subcases to consider as listed in (2.81). For
the subcases with l u finite, the temperature (3.31) works out to be

(3.34)

By inspection, TUH does not have the right scaling behaviour with r UH. Even worse,
upon comparing Tm with the coefficient of 5Am in the first law (2.102), we cannot
find a simple proportionality between the two. Consequently, the entropy of these
aether black holes cannot be simply proportional to the area of the universal horizon.
Therefore, even though by (3.31) these black holes emit purely thermal radiation,

18We remind the reader that the first law (2.98) is valid for both Ccc = 0 and CqC — 1. Here, we
are only considering the case with Ccc = 0, for reasons discussed in the beginning of this chapter.
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conventional black hole thermodynamics seems to be invalid for them. Do we not
have a resolution of this conflict yet.
For the remaining kind of asymptotically flat Cu = 0 aether black holes (the case
corresponding to Ccc =

0

and £u —)■oo in (2.81)), we however recover the expected

behaviour for the temperature as a function of r UH

UH —

1
/
2
4nrm V 3(1 - c13) ’

Mo = —

k0
9\/2(l —C1 3 )

(3.35)

Comparison with the first law (2.104) then reveals a direct proportionality between
the entropy of these black holes and the area of the universal horizon

C

-^UH . 12(1 — C13)

s“ “ “ 2 o ; v —

3

—

(

’

s

(3'M)

indicating the validity of conventional black hole thermodynamics for these black
holes.
However, for a complete thermodynamic description for these black holes, one
needs the other laws of thermodynamics as well. We will now argue that all such
laws are indeed satisfied by the black holes considered above, i.e., for which we could
convincingly establish thermal radiation and obtained an entropy proportional to the
universal horizon area. We have already indicated that spherical symmetry alone
guarantees the zeroth law. Furthermore, since the mass Ma of these black holes
(see (2.97) and (2.103)) is directly proportional to rUH, it increases monotonically
with the corresponding universal horizon area. Therefore, any addition of positive
energy matter to any such black hole (performed without destroying the spherical
symmetry) can only increase the area of its universal horizon, and hence its entropy.
By the same proportionality between Ma and r UH, one may also conclude Mm oc T ^1.
100

Therefore, it is impossible to reduce the temperature of any such black hole in finitely
many steps. In this manner, the second and third laws of thermodynamics are also
valid for these black holes. In short, these black holes are thermodynamics objects.
3.2.2.2

T he outgoing m ode for “z = oo”

There is another interesting limit, namely z -» oo, in which case the universal
horizon ceases to be a branch point of kr{r) (3.26). The only meaningful way to
interpret the dispersion relation (3.17) in this case is to think of the right hand side
as an infinite series in k3(r) and its 5 -derivatives to all orders. As m —►0 in the same
limit, the value of b(w,r) on the universal horizon (3.25) is finite: b 2 =0 0 (±c*;,rUH) =
±1. From (3.26) kr(r) then has a simple pole at the universal horizon; therefore,
from (3.12)
2 Im

S , =00 =

=

-kolxL

(3.37)

4-L UH

Even though our basic conclusion does not change, in that, we still have a perfectly
thermal spectrum of emission from the universal horizon, the temperature in this case
is twice as large as that obtained for the z = 2 case (3.31). The implication of this
discrepancy is under investigation.

★ ★ ★ ★ ★

Our semiclassical analysis strongly indicates that some of the static, spherically
symmetric and asymptotically flat aether black holes behave as thermodynamic ob
jects in the same way as conventional black holes in general relativity. However, our
current understanding of these issues is far from being complete. We summarize the
current state of affairs in the final chapter of this dissertation, which follows next.
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CHAPTER 4
LOOKING BACK, LOOKING AHEAD

In this dissertation we have studied static and spherically symmetric black hole
solutions of Einstein-aether theory. Einstein-aether theory is a generally covariant
modification of general relativity, where a vector field, the aether, is forced to satisfy
a unit normalization constraint. Therefore, there is a preferred frame of reference
defined by the aether, and every solution of the theory violates local Lorentz invari
ance. In particular, matter fields do not necessarily have a finite local limiting speed
in such backgrounds.
At first sight, the notion of a black hole seems impossible in such a situation.
However, as discussed in section 2.2 of chapter 2, there exists one- and two-parameter
families of static and spherically symmetric solutions of Einstein-aether theory with a
universal horizon, a spacelike hypersurface that traps arbitrarily fast excitations. The
universal horizon therefore behaves as an event horizon. This allows one to extend
the notion of black holes in a situation where local Lorentz invariance is lost and local
light cones do not dictate the causal structure of spacetime.
However, a well known problem associated with event horizons is that unless
we can associate an entropy with them, there is a violation of the second law of
thermodynamics. On the other hand, to consistently associate an entropy with an
event horizon, there must be thermal radiation emitted off from it. In chapter 3, we
use quantum mechanical tunneling to show that purely thermal radiation is indeed
given off by the universal horizon of certain kinds of aether black holes. We also show
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earlier in section 2.3 of chapter 2, that the aether black holes satisfy a first law of black
hole mechanics. Finally, we argue at the end of chapter 3, how the second and third
laws of black hole thermodynamics can be generalized for the class of aether black
holes from which the emission of thermad radiation can be convincingly demonstrated.
This allows us to complete the thermodynamic interpretation for such aether black
holes. Our results therefore indicate that the notion of black hole thermodynamics,
and perhaps even that of holography (both in the conventional [31, 32, 33, 34], as well
as in the modern [70, 71, 72, 73], senses), may possibly be valid beyond the realm of
general relativity.
In spite of our claim, one still needs to go a long way to completely establish
black hole thermodynamics and holography in the context of Einstein-aether theory
in particular, and for Lorentz violating theories in general. In the following we list
some of the major concerns that need to be addressed.
To be able to talk about black hole thermodynamics, one of the elementary require
ments is a thorough knowledge of black solutions of the theory under consideration,
even if such solutions cannot be expressed analytically in closed forms. As we have
already commented at the end of section 2 .2 , our knowledge of even static and spheri
cal symmetric solutions with “standard” asymptotics (e.g., flat, anti/de Sitter) seems
to be incomplete. It is also very important to understand the physical significance of
the various parameters which label such solutions; otherwise, a physically consistent
interpretation of the laws of thermodynamics for such solutions cannot be complete.
When the assumption of spherical symmetry is given up, we have very little, if any,
knowledge of black hole solutions of Einstein-aether theory. The primary obstacle here
is the enormously complicated nature of the equations one has to deal with. How
ever, without giving up spherical symmetry, one cannot look at more realistic (e.g.,
rotating) black holes. More importantly, the status of the zeroth, second and third
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laws of black hole mechanics/thermodynamics axe unclear without spherical symme
try. Unless one confronts the challenge of tackling these more complicated situations,
it will never be clear whether our results are an artifact of spherical symmetry, or if
they really signify something deeper.
However, finding more solutions is only part of the story. It is equally important
to establish that once semiclassical physics is taken into consideration, the universal
horizon of aether black holes emit purely thermal radiation. Currently, the derivation
of this effect, as presented in this dissertation, is only applicable to asymptotically
flat aether black holes with either vanishing or infinite spin-0 mode speed. The latter
assumption helps us to bypass complications that could arise due to the fact that
when the spin- 0 mode speed is non-zero or finite, matter fields should emit spin- 0
Cerenkov radiation while propagating outwards from the universal horizon, thereby
modifying any thermal spectrum. However, even within this restriction, our results
fail to establish thermodynamics for a class of ci 4 = 0 black hole solutions. Whether
this is due to problems associated with the ci4 ->

0

limit [8 ], or is a symptom of

something else, remains to be seen. It is also very important to address the issue of
Cerenkov radiation, and especially, understand how it possibly modifies the thermal
spectrum and affects the thermodynamics of aether black holes. In this context, aether
black holes with non-maximally symmetric (e.g., Lifshitz) asymptotics cannot possi
bly be consistent with such “trivial” spin-0 mode behaviour. Therefore, extending our
derivation by taking Cerenkov radiation into consideration is of crucial importance.
Of somewhat lesser importance is the fact, that even though we developed our
tunneling analysis for a scalar field with a general dispersion relation of the type
lu 2 ~ k2z’ near the universal horizon, the final computation could only be performed
satisfactorily for z = 2, owing to the presence of a branch cut for all finite z > 2. It will
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be interesting to understand the physical meaning of the branch cut and subsequently
extend our analysis for all z.
Yet another issue is the reprocessing of the thermal spectrum near the Killing
horizon. As shown in previous work [6 6 , 67,

68

, 69], the WKB approximation for

low frequency modes breaks down near the Killing horizon even in the presence of
Lorentz violation. Indeed, one can numerically examine the validity of the WKB
approximation for our modes in a regime where the Killing frequency w becomes
less than ko. However, the further processing of low frequency modes by the Killing
horizon is expected to be effectively a graybody factor and does not necessarily modify
the essential nature of the universal horizon thermodynamics. But one should perform
the detailed computation to establish this convincingly.
The spectacular success of black hole thermodynamics in general relativity is
partly due to the multiple routes available to establish the thermal nature of black
holes (e.g., see [12,13, 63, 64, 61, 62, 65] for a very short sample). One may therefore
hope that our result on the thermal emission from the universal horizon, if really
fundamental, could likewise be established from different starting points.
Finally, as already discussed at the end of section 2.1.1 of chapter 2, if Einsteinaether is the low energy limit of a renormalizable quantum field theory such as HoravaLifshitz gravity, then there are difficulties with assigning a holographic entropy to
black holes, as this may interfere with the expected ultraviolet behavior of the theory.
On the other hand, our results in this dissertation are equally applicable for black
holes in Horava gravity, indicating that Horava gravity may be holographic. Logically,
one of these conclusions must be incorrect! Unfortunately, we lack a proper resolution
of this paradox at this stage.
These (and possibly many other!) puzzles require further investigation. We leave
them for future work.
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CHAPTER 5
MISCELLANY

This chapter is written in the spirit of an appendix, and provides some of the
background material for the main parts of this dissertation. In particular, section 5.1
discusses aspects of spherically symmetric spacetimes, while section 5.2 summarizes
some well-known facts about certain spherically symmetric black holes in general
relativity. This final section is also intended to play the role of a quick review of black
hole thermodynamics for spherically symmetric black holes in general relativity.

5.1

‘Spherically’ symmetric spacetimes

In this section, we will collect some results concerning spherically symmetric space
times (and slight generalizations thereof). Instead of a proper formal development,
the focus will be on presenting some explicit results which play a crucial role in the
derivations of the main results of this dissertation. The mathematical definition of
spherically symmetric spacetimes can be found in many standard textbooks on gen
eral relativity or geometry (see e.g. Wald’s textbook [1], chapter 6.1). The basic idea
is as follows: a (1 + 3) dimensional spacetime is spherically symmetric if its isometry
group contains a S0(3) subgroup, such that, under the action of an element of the
S0(3), a given point in spacetime just gets “rotated” (think about our intuitive notion
of spherical symmetry). In the following, we will, in fact, consider a slightly general
situation - we will consider (n + 2 ) dimensional spacetimes instead of just four di
mensional ones, and we will keep the symmetry group unspecified instead of working
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with SO(n + 1). This will allow us to consider spacetimes where the transverse space
(e.g. the n-spheres in the case of SO(n + 1 ) invariance) could be a n-dimensional
flat space (e.g. AdS in Poincare patch, Lifshitz, their black hole versions etc.), or
even something more exotic. As will be seen, neither the spacetime dimensionality,
nor the exact isometry group has any significant bearing on the results to follow. In
what follows, we will call these spacetimes (n + 2 )-dimensional ‘spherically’ symmetric
spacetimes.
The ‘spherical’ symmetry allows us to define a radial coordinate r (not necessarily
measuring some “radial distance” with respect to some “centre”) such that

‘Area’ of the transverse

=

„
b(r)?

space at ‘radius’ r

intrinsic volume of

x

,

(5.1)

the transverse space

where b(r) is some monotonic function of r. For example, in case of usual spherical
symmetry, the radial coordinate is defined such that b(r) = r 2, so that the area of
the transverse space at radius r is

47

rr2. We will keep b(r) arbitrary, here since the

transverse space is not necessarily a usual round sphere. If we, furthermore, pick n
coordinates {y’JJLi to describe (a patch of) the transverse space, then the appropriate
metric g& on the n-dimensional transverse space is

Sab = b(r)qij (p)dpidyJ' ,

(5.2)

where qij(y) is some intrinsic metric on the transverse space and b(r) plays the role of a
warp-factor. For example, for usual spherical symmetry in (1+3) dimensions, one can
choose the standard polar coordinates, i.e., { y \y 2} = {9,<t>} so that qij(y)dyidy:>=
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(d92 + sin2 6d(j>2)\ hence gab = r 2(d02 4- sin2 6d<f>2). We will also use the notation dAT
for the differential area element on the hypersurface, i.e.,

dAT = 6(r)^dny \/d et q .

(5.3)

Clearly, / dAr gives what we have previously called the ‘area’ of the transverse space
2 r (5.1), where, here and henceforth, S r is our notation for the transverse space at
‘radius’ r.
Given gab: the metric on the whole spacetime, ga&, splits as

ds2 = gab = g"6 + gab

where ^

(5.4)

is a two-dimensional Lorentzian metric. Because of ‘spherical’ symmetry,

there cannot be any preferred direction along the transverse space. Consequently,
any physical vector X a must be orthogonal to the transverse space, i.e.,

ga6*6 = 0 .

(5.5)

Therefore, g^, acts as the effective metric for any such physical vector and maps
vectors to their duals.

5.1.1

The radial null vectors

In a ‘spherically’ symmetric spacetime, there exists radial null vectors £1 and £“
satisfying

gab4 = 0,

4 = 0,

(£+ ■£-) = -1 ,
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Ve_eL = 0 .

(5.6)

Note that the inner-product between the null vectors is a choice of normalization
that we make. We also choose the null vector i a_ to define an affinely parametrized
geodesic. The null vectors form a convenient basis in the (two-dimensional) space of
physical vectors (5.5).
Due to the ‘spherical’ symmetry, furthermore, any bi-vector (= rank two tensor)
can be expanded in a basis spanned by t+at+b, £+at-b, t-at+b, t—aZ-b and gab• In fact,
instead of working with £+a£-b and £-a£+b, it is sometimes more convenient to work
with their (anti)symmetrized combinations

gab =

{£—a£+b + t+at-b),

s'Jb = (t-at+b ~ t+J-b),

(^)a ^b =

■

(5‘7)

That the symmetrized combination equals g“6 can be checked directly. The antisym
metrized combination e"6, on the other hand, gives the unique physical two-form up
to an arbitrary scalar that is allowed by ‘spherical’ symmetry. In other words, due to
‘spherical’ symmetry, any given (physical) two-form Fa&must be of the form

Fab = Q(F) 4 , ,

(5.8)

where Q(F) issome scalarfunction that depends on the two-form Fab (and contains
all the essentialinformation about it). Therefore, in terms of the area two-form dEa(,
defined as
dSot =

,

(5.9)

the flux of the two-form (5.8) threading the transverse space 2Jr is

J

d ^ F a b = Q(F)

Sr

J

dAr .

Sr

This expression will be very useful when dealing with conservation laws later.
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(5.10)

One immediate consequence of (5.8) is that the exterior derivative of any physical
one-form X a is proportional to eJJj

VaXb - V bX a = Q ( X ) & ,

(5.11)

where Q (X )is a scalarthat depends on X a] hence, X[aVbXc] = Q(X)X[aejJ.]. But,
X[a£lbc] = 0for anyphysical vector (5.5), as there cannot

be any non-trivial three-

form in a two-dimensional space (the two dimensional space here being that spanned
by the physical vectors)! Therefore X[0V&XC] = 0, i.e., every physical vector in a
‘spherically ’ symmetric spacetime is hypersurface orthogonal (2.19).
Due to its indicial antisymmetry, eJJj maps a vector to one that is orthogonal to
it. For example, in the case of the null vectors,

= ±4. ,

(5.12)

indicating that £± are the eigenvectors of (eu)06- The above relation can be used to
find the action of eJJj, on any physical vector.
Using various properties of the null vectors £±a discussed above, we can expand
the covariant derivatives of the null vectors in the appropriate bi-vector basis

v j - b = n t- a£-b H

k
Va£+i, = - K t - J +b + — gob ,
n

A:_
gab,
n

(5.13)

where k and k± are scalar functions of spacetime to be determined below. Note that
the antisymmetrization of Va£-b vanishes

V„^_b - Vb£-a = 0

&£. = 0
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£ .a = - d v .

(5.14)

In the very last relation above, v is a scalar function (the last relation is valid, if not
globally, at least in a small region of spacetime). The basis expansion Va£+b, on the
other hand, implies
V/+^ = <

,

(5.15)

i.e., £\ also defines a null geodesic, although non-affinely parametrized. Taking the
antisymmetrized part of Va£+b, we then have

Va£+b -

V

b£+a = -K(£-a£+b - £+J-b) = -Ke'ab.

( 5 -1 6 )

as expected (5.11).
The observation in (5.14) allows us to construct a coordinate system consisting
of {v ,r,y i}. Using the orthogonality relations between the null vectors (5.6) as well
as the standard orthogonality between the coordinate basis vectors {dv, <9r} and their
dual one-forms {dv,dr}, we arrive at

t t = - / ( « , r ) - 1^ ,

£+a =

+ f(v , r ) d r ,

£\ = dv +

,
(5.17)

where e(v, r)and f( v ,r ) are arbitrary scalar functions. Prom (5.7) and (5.2), this
also leads to an Eddington-Finklestein (EF) form of the metric (5.4)

gab=

-e(v, r)dv2 + 2f(v , r)dvdr + 6(r)qy (y)dytdyj .

(5.18)

The function f(v , r) has one nice interpretation: if we compute the determinant of
gab (5.18), then
\ / - d e t g = /(v,r)6(r)?v'cletq
In other words, f(v , r) is the effective measure of the volume of the spacetime.
I ll

(5.19)

It is possible to compute the functions

and k± introduced in (5.13) in terms

k

of the functions e(v,r) and f ( v ,r ): using the components of l a_ and

worked out

in (5.17), the expression for y/ —detg worked out above in (5.19), and the standard
formula

V • X = V aX a =

+X

^

= d,>X* + X ^ l o g V ^ d e tg ,

for any vector X a, we get

2 f(v,r)b(r)
Now, from (5.13) we have

(
= V•

2 /(u ,r) J

4 /(v ,r)6 (r)
(5.20)

so that

‘- - I ®

* !

<“

On the other hand, we can use (5.16) as well as the fact V fii +v—

'

= dll£+u—dl/£+IJ,

(so that we can avoid any affine connection coefficients) to compute «, and obtain

K = dv logf(v ,r ) +

•

(5-22)

But from (5.13) we have V •£+ — (k + k+). Using the second result in (5.20) and the
expression for

(5.21), we then finally have

k+ =

U _ .
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(5.23)

5.1.2

x° ^

pa

Two very useful identities that follow as direct consequences of (5.13) are

= - V 6g£, = k-p a ,

V be»b =

k—Xa ,

(5.24)

where, the vectors x° and pa axe defined as
e(v,r)£a_
x a = e% + - ^ - ^ ,
22
e(v, r)£°L
pa —
,

M
1
e% = - ( Xa + Pa) ,
2
e(v,r)tl = (x“ - P°) ,

(5.25a)

so that

{I- • x) = {I- ■p) = - i ,

(5.25b)

(<+. x) = - (£ + . , ) = - %
As a direct consequence of their definition, x° and

! .

pa

are orthogonal to each other

and have equal but opposite magnitudes

(X • P) = 0,

p2 = - x 2 =

e(v,

r) ,

(5.26)

while from (5.7), we have

*(V| r )sHb

=

(

XaXb

+

PaPb)

,

(5.27a)

and

e(v, r)eIJb = (xapb ~

PaXb),
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£„&X6 =

Pa ,

el^ p b =

Xa

■

(5.27b)

One application of the identity for V bgab (5.24) is to obtain the “transverse com
ponent” of V„Xb for any (physical) vector X a

kx = g * (V aX b) = - ( V ago6)*& = ~k-(P ■X ) .

(5.28)

This shows that not just k+ (5.23), but the “transverse component” of the covariant
derivative of any (physical) vector is proportional to fc_. In particular, x° being
orthogonal to pa (5.25), we must have gai>(V0Xh) = 0 by the above relation; such a
statement is also true for any vector along x a (and only for them).
What can be said about (V • x)? Using the relations (5.13), it is easily computed
as follows

(V • x) = dv log f(v , r)

<=► V«[o(u, r)f(v, r)_1x“] = f{v, r)_1 [5„a(t;, r)] , (5.29)

where a(v, r) is any arbitrary scalar. As an immediate corollary, any vector of the
form a ( r) /(u ,r) -1x“ is naturally divergence-less. An example of such a vector is
k - x a which appears on the right hand side of the second relation in(5.24). That this
vectoris divergence-free can be seen either from the geometrical factVaVM Q6 = 0
valid for any general antisymmetric tensor Aab (without any assumption of any kind
of symmetry), or more directly from the result of (5.29) after recalling the expression
for k_ (5.21). A direct computation of the divergence of fc_x° then leads to the
following identity
(V_jfc+) = (V+jL) + Kk- ,
where we have used the following notation

V± = ^ V a .
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(5.30)

The identity (5.30) is of crucial importance in ensuring the indicial symmetry of the
Ricci tensor as will be discussed below.
The complete basis expansions of the covariant derivatives of x “ and pa will be of
little use to us, but we will display them here just for the sake of completeness. The
results are as follows:

VoXft = -*«<-a<-6 + ! $ . l o g / ( v , r ) g i - |

k-

l& lo g /fa .rjje ^ ,

(5.31a)

and,

%Pb = K u t-J-b +

^

log f( v ,r ) | gJJj, - i dv log f(v , r)e^ +

, (5.31b)

where,
KU =

f(v ,r ) d e(v,r)
2 dv ./ (w»r ).

kp = —e(v, r)k_ .

(5.31c)

In particular, the expression for kp follows directly from (5.28). Prom the explicit ex
pressions for the covariant derivatives above, we can also verify the following relations

g y v V ) = e ^ (v y ),

g & (v y )= e ^ v Y ) -

(5 -3 1 d )

which are essentially consequences of (5.24) (and, of course, the orthogonality between
X° and pP).
Moving on, let us try to understand the physical importance of the vectors x°
and pa. We begin with expressing them (and the corresponding one-forms) in the
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EF basis; using (5.14) and (5.17) we get (note that pa is manifestly hypersurface
orthogonal)

X° = dv ,

pa = dv -1- e}jU-’- \ dT ,
f{ v ,r )

Xa = - e(v, r)du + f(v ,r)d r ,

pa = f(v ,r)d r .
(5.32)

In particular,given any scalar a(v, r), we have

Vxa(v,r) = dva(v,r) .

(5.33)

Therefore, when we have time-translation invariance/staticity1 in addition to ‘spher
ical’ symmetry, all “u-derivatives” on scalars must vanish, and x “ is expected to play
the role of the timelike Killing vector. Indeed, when we have staticity, (5.31a) reduces
to (from here onwards, equations which are satisfied when both ‘spherical’ symmetry
and staticity hold, will be marked by (★))

V aX & = -«£^

(★) •

(5-34)

As a result,Xa satisfies the Killing’s equation (V(ax&) = 0), although it does not yet
prove that x° is a Killing vector. On the other hand, the assumption of staticity
further reduces (5.31b) to2

Vap6 = K&b -I-

Vppa = npa

aft,

(★) .

(5.35)

:A matter of jargon: When a spacetime admits time-translation invariance, it is called sta
tionary. A stationary spacetime with a hypersurface orthogonal time-translation generating Killing
vector is called static. By our ‘spherical’ symmetry, any stationary spacetime is necessarily static.
2Note that p° defines a non-afimely parametrized geodesic by (5.35), while the unit vector along
pa is the corresponding afiinely parametrized geodesic.
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Now, to prove that x° is a Killing vector, it is not sufficient to show that it satisfies
the Killing’s equation; rather we also need to show that the Lie derivative of x“
on any physical tensorial object vanishes. We offer a sketch of the proof of this
straightforward result here: with the help of the (5.35) (which has been derived
without assuming x° is Killing) one can show directly that £ xpa = 0. But since
£ xX° vanishes trivially, and x° and pa are orthogonal, these results lead to £ x(any
physical vector) = 0. Finally, because we can build up any physical tensor as a linear
combination of the tensor products of appropriately chosen physical vectors, we prove
the desired result.
In a stationary spacetime (i.e., with or without spherical symmetry), if a Killing
vector which is timelike at infinity becomes null somewhere in the bulk of the space
time, then the corresponding null hypersurface that the Killing vector defines is called
a Killing horizon. With spherical symmetry assumed, this hypersurface is defined by
the relation e(rKH) = 0 where rKH is the radial location of a Killing horizon. Under
certain conditions [1], the outermost of such Killing horizons behaves as an event
horizon; therefore, the region behind the outermost Killing horizon is a black hole.
In a static and ‘spherically’ symmetric spacetime, the integral curves of the Killing
vector x“ define the trajectories of a family of static observers. In usual general rela
tivity, such an identification is sensible only outside the (outermost) Killing horizon.
Outside the (outermost) Killing horizon, the timelike unit vector x° along x° defines
a static observer at a given location, and the local magnitude of the Killing vector
|x| = y /—x2, called the redshift factor gives a measure of the local time dilation
(w.r.t a static observer at infinity). Therefore, outside the Killing horizon, we can
then write
X° = lxlx°
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(★) •

(5.36)

Now, from (5.34), the directional derivative of the Killing vector along itself can be
written as
v xx" = K f

(★) •

(5.37)

Hence, using (5.36)

V 4x * - « s f ,

a* = K | x | - '

( 5. 38)

(★ ),

where f° is the unit vector along pa, i.e., pa = |x|r°- Therefore, the quantity a*
is the local acceleration of the observer (the observer is accelerating since s/he is
static in a curved spacetime), and n gets the natural interpretation of the redshifted
acceleration as measured from infinity (since |x| is the redshift factor). We call

k

the

surface gravity. Prom (5.22) the surface gravity can be explicitly given as (/ = (d/dr))

* = $

)

{ ir ) ■

(5-39)

We have already mentioned that static spacetimes are characterized by the existence
of a hypersurface orthogonal timelike Killing vector. For the present case, such hy
persurfaces for Xa are given by t = constant, where, using (5.32), t is defined through

Xa = ~e(r)dt,

dt = dv — dr* ,

dr* = e(r)-1/(r)d r

(★) .

(5.40)

The coordinate r* is called the tortoise coordinate, and it manifestly breaks down at
the Killing horizon. The time coordinate t associated with the timelike Killing vector
is called the Schwarzschild time, and it leads to the so called Schwarzschild coordinate
system where the metric (5.4)/(5.18) is given by

ga6 = -e(r)d t2 + ^ y dr2 + b(r)<\ij{y)dyidyj
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(★) •

(5.41)

5.1.3

ua and s°

In general, it is perhaps too restrictive to demand that there be a globally well
defined unit timelike vector field in a spherically symmetric spacetime. However,
within the context of a theory like the Einstein-aether theory, such a condition must
be assumed3. In this section, we will therefore briefly comment on the additional
consequences of such an assumption.
Without any reference to the aether field, we will denote such a vector field by tt“.
We will also denote, by s°, the4 unit spacelike vector orthogonal to ua as well as the
‘spherical’ directions. Then it is easy to show

f£b ~ ( naub + sasb) ,

e"6 = (uasb - saub) .

Moreover, as with the null vectors t± or x“ and pa, one could look for are appropriate
expressions for V aub and V asb. These results have already been obtained in (2.31)
and (2.32) of section 2.1.2 and we do not need repeat the analysis. In particular,
even though the results there were derived by assuming that the transverse space
is a round sphere, nothing changes by relaxing this to incorporate the case of more
general ‘spherical’ symmetry that we consider here. However, in a spacetime with
dimensionality not equal to 4, the factors of (1/2) in the spherical coefficients of
(V aub) and (V asb) should be replaced with factors of (1/n). While on this point,
note that by (5.28), we have

3The reader who has been through our discussion of the static and spherically symmetric solutions
of Einstein-aether theory surely have realized the essential nature of this assumption.
4When ua is well defined globally, such a vector can always be uniquely determined (up to
possible sign). For example, if tt° hats a non-vanishing acceleration, then sa is the unit vector along
the acceleration. See section 2.1.2 for more details.
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K = f (V.u») = - k - h - X ) .

k = g**(VoSl) = - L ( u • x)

(5.42)

A couple of important points must be clarified: first, note that the above expressions
do not depend on the assumption of staticity (recall our definition of x“ in the previous
section). Secondly, also without assuming staticity, but just using the orthonormality
of the pair {ua, s°} one can write

Xa = - { u ■x)ua + (s ■x)sa .

(5.43)

But, since p2 = —x 2 and (p •x) = 0, we infer5 (s ■p) = —(u • x) and (tt • p) = —(s •x)These relations go into the final form of the expressions in (5.42).
Earlier, we commented on the importance of k-X° being divergence-free in ensur
ing the symmetry of the Ricci tensor. In the u-s basis, we have

-fc_X° = fc-(n • x)n“ - k~(s • x)s° = ~kua 4- K sa ,

upon using (5.42) and (5.43). Therefore, when computing the Ricci tensor compo
nents in the u-s basis, the equivalent of (5.30) that becomes relevant is

(Vu£) + K 0k = (V SK) + (a ■s)K .

5.1.4

(5.44)

Divergence and Gauss’s law

In the first part of this discussion, we will not assume staticity. Consider a general
two-form Fat, of the kind (5.8) and let’s compute its divergence. The computation is

5A sign ambiguity here can be fixed by demanding that (a • p) is positive wherever (u • x) is
negative.
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sleek if we write

V aQ

as

V„Q = -{(V _Q )p. + (VxQ)*-a} ,

and then simply apply the chain rule on V6[Qe“6]. The final expression can be easily
simplified using (5.12), (5.13) and (5.41) with the following end result

V6[Qe^] = - {(V_Q) + L Q }

Xa+ {VxQ)l-a •

(5-45)

The right hand side defines a vector which is divergence-less kinematically (i.e., with
out the need for any equation of motion).
If Q is such that

= 0, then we have an analogy with the source free

Maxwell’s equation, with Qe1^ interpreted as the field strength. If that be the case,
then we get an appropriate generalization of the expected (1/r) fall off

V*[QeH = 0

«

<2W =

.

(5 46)

as we show now. First, if Q has the above form, a direct substitution into (5.45)
shows that V6[Qe“6] = 0. To go the other way and solve the equation in (5.46), we
need to use some coordinate system. Let us choose the most natural one - the EF
coordinates (5.18). Using the coordinate derivative representations (5.17), (5.32) and
the expression for k - (5.21), the equations for Q are

V vQ = 0,

b(r)-?f(v, r)~ % [6(r)*Q] = 0 .

But this is solved uniquely by a Q of the form given in (5.46). For n = 2 we recover
the expected (1/r) fall-off with the standard choice of 6(r) = r 2. As our proof shows,
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the background does not need to be static, neither does the transverse space needs
to be strictly spherical, to arrive at the above conclusion.
When staticity is assumed, (5.45) reduces to

V‘[<3eiI = - { ( V - Q ) + fc-<3}x.

(* ).

(5.47)

There is then a neat relation between the above, and the divergence of a vector, as we
now show. This relation plays a crucial role in the derivation of the Smarr formula.
Without any loss in generality, a general vector Va can be expandedas

Va = - ( V - x a +

Vpn ,

V- = ( V- £ - ) ,

Vp = ( V- p) .

Using (5.13), the divergence of Va works out to be (note that the part along x° is
divergence-free due to xa being Killing)

( T . V ) - { v . I4 + L

t r , } . g

(* ).

(5.48)

where / = (d/dr). Comparing the right hand side of the above with the same of (5.47),
we conclude
V*[(V • r i e y = (V • V )x .

(★) .

(5.49)

Therefore, using (5.46) (or simply from the explicit coordinate realization of (V • V)
in (5.48)), any vector in a static and ‘spherically’ symmetric geometry with (V • p) =
const • b(r)~? is divergence-free (no restriction on its “other” component).
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With staticity still assumed, the coordinate realization of (V •V) in (5.48) further
allows us investigate into solutions of the equation (V • V) = Cq, for some constant
C0. The relevant equation to solve is

(V • V) = C0

[b(r)?(V-p)]' = C0f(r)b(r)i

(★) .

(5.50)

In principle, the solution can be obtained once f (r) and b(r) are specified. However,
taking advantage of the yet-to-be-fixed radial coordinate, we can impose a gauge
choice /(r)6(r)5 = r n which essentially defines the radial coordinate in this gauge.
In this gauge, the above condition can be integrated to yield,
r< - n + l

{V-V) = C0 «

(~i

(V.,)-^rJ L _ T+ i5iT. /(r)6(r)i=r" (*) . (5.51)

where Ci is a constant of integration. Its presence essentially reflect our ability to
shift Va by a divergence-free vector and yet satisfy (V • V) = C0. In particular,
for special solutions with f (r) = 1, the above gauge choice is automatically met by
setting the the standard 6(r) = r 2; in such a case

(V-lO = C0 »
5.1.5

(V'-/,) = ^ Ty + ^.,

/(r )

= l, 6(r) = r2 (*) . (5.52)

The Ricci tensor

Because of the spherical symmetry, the Ricci tensor can be expanded as

%ab = OL-I+aUb + 2L+e-J-b +

%

- g i +

2

= tR.mt'U'a'U'b

/
\
^Luai.Ua^b ~b SaUb) ~b

—gab ,
.

n

H

n

(5.53)

goj, ,

such that the only nontrivial components are {^.±, !R.n, ^.} in the null basis, and
(Xuu, ^ ,u„

£ } in the u-s basis (the results of the components in the u-s
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basis are useful in the context of Einstein-aether theory). Note that the ‘spherical’
components stays the same in both the basis owing to the ‘spherical’ symmetry. In
this section, we will only work out the components other than £ . When a particular
choice of the coordinates has been made and a particular transverse space has been
picked one can compute £ explicitly. Also, we will not assume staticity in this section.
To work out the Ricci tensor components, we adopt the following scheme: by
definition of the Riemann tensor

[Ve, Va]X c = VC[V0XC] - Va(V • X ) = m r tX " .

(5.54)

By choosing appropriate vectors for X a and contracting the resulting expression with
other vectors, the components can be computed. We will first work out the compo
nents in the u-s basis due to their relevance in this work. Here we explicitly assume
n = 2 so that the results can be directly used in the Einstein’s equations of Einsteinaether theory.
With X a = ua the identity (5.54) becomes

Vc[Vauc] - V aK =

bub .

(5.55)

Therefore, $tuu is obtained by contracting (5.55) with ua

* «u = V • a - K abK ab - V UK = - K abK ab + K 2 + V c[-K u c + ac] ,

(5.56a)

or expanding out the right hand side

Kuu = V ,(a • a ) - V UK 0 - V UK + k(a • a ) + a2 - AT02 - ^
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.

(5.56b)

Likewise, $tua is obtained by contracting (5.55) with s°

(5.57)

Next, with X a = s“, the identity (5.54) becomes

Vc[V0sc] ~ Va((a •s) + k) = 2iabsb

(5.58)

Now, contracting (5.58) with it° we obtain

(5.59)

From the identity (5.44), one then has 213U = 21 ua. Finally, 2^ss is obtained by
contracting (5.58) with s“

= Vc[/r0oc] - K ^ K ^ ab - V ,K W = - K ^ K ^ ab + t f (s)2 + V c{ - K ^ s a + K 0uc] ,
(5.60a)
or, expanding out the left hand side as with m%

m>s = VUK0 - V,(o • s) - V 3k + KKo + K l - a2 - ^ .

In the same manner choosing X a =

(5.60b)

in (5.54) and making appropriate contractions,

we end up with

m ~

=

-

(v_L) +

kl
n

m +=
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kl
(V+fc+) + — - nk+
n

(5.61)

and
T.

~ „ ,

£ n= 2

f ,

k-k+
n

V _ / c + fcJ + ------±

(5.62)

The identity (5.30) ensures ^._+ = 9L+- — —(1/2)^.".

5.2

A general class o f static and spherically sym m etric black
holes

The prime aim of this section is to summarize some well known facts about a twoparameter class of static and spherically symmetric black holes in general relativity,
and briefly review their thermodynamics. A secondary goal is to illustrate how some
of the differential geometric tools developed in the previous section can be put to
good use.
With the second goal in mind, let us seek spherically symmetric solutions of Ein
stein’s equations where the stress tensor

*ab =

has the form

- y C + -g a t •

(5.63)

The functions Tn and T are constrained by VaTob = 0, but otherwise, are com
pletely arbitrary functions of spacetime. In the following, we will use the EF coordi
nates (5.18). Note that we are not assuming staticity!
For the above form of the stress tensor, two of the Einstein’s equation components,
along

and

(5.61), become

* ± = o.

Using (5.61) and performing an obvious redefinition of the v coordinate, we discover
that all the metric components become solely functions of r; in other words the only
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solutions possible with the above form of the stress tensor given in (5.63) are actually
static (i.e., there exists a Killing vector orthogonal to the ‘spherical’ directions and
the said Killing vector is timelike at infinity; see section 5.1.2 for details)! This result
is known as Birkhoff’s theorem [1].
One may wonder if we have specialized too much in assuming the above kind of
the stress tensor. To convince the reader that this is not the case, let us now make
a choice of matter fields, and show that the above kind of stress tensor arises quite
often in general relativity. Also, the Birkhoff’s theorem, as our proof shows, does not
require the stress tensor to be given by (5.63) globally; rather, if (5.63) is the form
of the stress tensor in a region of spacetime, then the geometry in that region must
be static and spherically symmetric.
Let us now consider solutions of Einstein’s equations where the matter field con
sists of a cosmological constant and the electromagnetic field. To keep things simple,
we will only consider four spacetime dimensions with the transverse space a round
two-sphere. We will also use the canonical radial coordinate such that b(r) = r 2. The
Einstein’s equation for this system is [l]6

*.a6 = - ^ r g a b - yga* +

,

3* = ^ a b ^ ,

(5.64)

where S'ab = 2V[aAft] is the field strength7, and ccc = 1 ,0 ,-1 for positive, zero
and negative cosmological constant, respectively. Apart from the Einstein’s equar
tion (5.64), we also have the Maxwell’s equation, which, due to the absence of any
charged matter, is given by

6Note that the Einstein’s equation is unchanged if we allowed arbitrary spacetime dimensionality
and more general kinds of transverse space (as we have considered almost throughout this chapter).
7The field strength in our chosen units is >/8nGN times the field strength in conventional units.
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= 0.

(5.65)

But, by spherical symmetry (5.46), the Maxwell’s equation can only be solved by

=Q ,

(5.66)

where Q here is the totalelectriccharge of the field

configuration (5.10).

If we

substitute(5.66) intothe right hand side of (5.64) we immediatelyobtain a stress
tensor of the form (5.63), with

r 11 =

6ccC
P

6ccc

Q_
r2

p

Q2~
r2

■

Invoking Birkhoff’s theorem, we are therefore left with a single function, the metric
component e(r), to solve for. This can be solved from the remaining Einstein’s equa
tion (5.64) component along g"fc8, upon using the expression for !Rjl from (5.62). The
complete solution is then given by

< r) = - ^ j r +

1

-

7

+ fs -

/(r) = 1 -

(5-67)

where r0 is a constant of integration, and is related to the ADM mass of the present
solution (2.86). The complete solution is therefore characterized by two parameters,
namely r0 and Q. This two-parameter family of solutions is called the asymptoti
cally de Sitter/flat/anti-de Sitter Reissner-Nordstrom (RN) black hole, depending on
whether ccc = 1,0 or -1 , or simply the electrically charged black hole.

8One can show that the Einstein’s equation component along the spherical directions is satisfied,
once that along g”6 is solved.

128

Provided Q is appropriately bounded, one can always find real positive roots to
the equation e(r) = 0; such roots label the radial locations of the Killing horizons
of the timelike Killing vector. If rKH is the location of the outermost Killing horizon,
then, as we briefly explained above (see the discussion after (5.35)) it is also the radial
location of the event horizon of the black hole. The identity

(5.68)

is then equivalent to the Smarr formula formula for the charged black holes. By
varying the Smarr formula with respect to r KHand Q, one can furthermore derive the
first law of mechanics for the charged black holes

6M,ADM

SA KH
87tGn

«K H
—

,

SQ
2Gn

$K H

(5.69)

where «KHis the surface gravity at the event horizon and $ Kh is the electric potential
there. The $ KHSQ term in the first law above can be easily interpreted as the electrical
work done on a black hole in adding an amount SQ of charge to it. Therefore, if the
complete first law has to be interpreted as the first law of thermodynamics for the
charged black holes, then we should be able to show that

kkh is

proportional to the

temperature of the hole. We will now do precisely that by applying the tunneling
method developed previously in chapter 3. In fact, our analysis below applies to any
static and spherically symmetric black hole in general relativity.
As we already explained in section 3.1, the dispersion relation (3.4) describes a
positive (negative) energy excitation tunneling out of (into) a black hole, and con
tributes to the tunneling amplitude (3.12). Therefore, ka describes an outgoing radial
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null geodesic. In the Painleve coordinates, such geodesics are given by (3.8) along
with

*S.iM = -KmM =

.

(5-70)

in the notation introduced in section 3.1. Since j(r KH) = 1, we can readily see that
(r) and k~^(r) diverge at the black hole horizon.
To compute (3.12) now, we can Taylor expand k^0)(r) and k~^(r) around the
horizon

I -

7 (r ) =

K K n / ( r K H )(r

~

— r K n ) [1 +

’" k h ) ] )

f ( r ) = f { rkh)

[1 +

0{t

— r KH) ] ,

where we have used 7(rK„) = 1, and the explicit expression for the surface gravity
/cKHat the horizon: kKh = ~ 7 /(»'kh)/(^kh)_1- Therefore,

K(o)(r) = - K a)(r) = ~ ~ ~ I1 + ° ( r - r K«)] •

Finally, from (3.12) we obtain the well-known result [62, 65]

2 Im <S =

■—

I bh

,

Tbh = ^ ,

in accordance with the original result of Hawking [12, 13].
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(5.71)
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