the discounted optimal value function is assumed to be bounded below in both states x and discount factors α, where V * α (x) is the discounted optimal value function (see, e.g., [11, 13, 17] ). (III) For the much more general case when the costs have neither upper nor lower bounds, to the best of our knowledge, only Cavazos-Cadena addresses the problem. In [6] he provides a Lyapunov function condition which is a stronger condition because it requires that some states be positive recurrent, and under which he ensures that the VIA yields convergent approximations to the solution of the average cost optimality equation, whereas the treatment in [6] is restricted to denumerable MDPs and the VIA does not yield an average optimal stationary policy. In this paper, we further study the much more general case in Borel spaces. We give another set of weaker conditions under which we first get the average cost optimality equation, then under an additional condition (Assumption 3.8), we see that the VIA yields the optimal (minimum) average cost, an average optimal stationary policy, and a solution to the average cost optimality equation.
A key feature of our conditions is that the function h α (x) is bounded only in the discount factors α, whereas [11, 13, 17] h α (x) is assumed to be bounded below in both states x and discount factors α. Finally, we provide an example to illustrate our conditions. The rest of this paper is organized as follows. In Section 2, we introduce the control model and the optimality problem that we are concerned with. After optimality conditions and the average cost optimality equation given in Section 3, we study the VIA for average cost Markov decision processes in Section 4. Our conditions are illustrated with an example in Section 5.
The optimal control problem
Notation. If X is a Borel space (i.e., a Borel subset of a complete and separable metric space), we denote by B(X) the Borel σ-algebra.
In this section, we first introduce the control model
1)
where S and A are the state and the action spaces, respectively, which are assumed to be Borel spaces, and A(x) denotes the set of available actions at each state x ∈ S. We suppose that the set
is a Borel subset of S × A. Furthermore, Q(·|x, a) with (x, a) ∈ K, the transition law, is a stochastic kernel on S given K. Finally, c(x, a), the cost function, is assumed to be a real-valued measurable function on K. (As c(x, a) is allowed to take positive and negative values, it can also be interpreted as a reward function rather than a "cost.")
To state the optimal control problem that we are concerned with, we need to introduce the classes of admissible control policies.
For each t ≥ 0, let H t be the family of admissible histories up to time t, that is,
Definition 2.1. A randomized history-dependent policy is a sequence π := (π t , t ≥ 0) of stochastic kernels π t on A given H t satisfying
The class of all randomized history-dependent policies is denoted by Π. A randomized
exists a measurable function f on S with f(x) ∈ A(x) for all x ∈ S, such that
For simplicity, denote this policy by f. The class of all stationary policies is denoted by F, which means that F is the set of all measurable functions f on S with f(x) ∈ A(x) for all
For each x ∈ S and π ∈ Π, by the well-known Tulcea's theorem [8, 10, 12] , there exist a unique probability measure space (Ω, F, P π x ) and a stochastic process {x t , a t , t ≥ 0} defined on Ω such that, for each D ∈ B(S) and t ≥ 0,
5)
with h t = (x 0 , a 0 , . . . , x t−1 , a t−1 , x t ) ∈ H t , where x t and a t denote the state and action variables at time t ≥ 0, respectively. The expectation operator with respect to P π x is denoted by E π x . In particular, when the policy π := f is in F, the corresponding process {x t } is a Markov chain with values in S and transition law Q(·|x, f(x)). Now define the α-discounted cost and the long-run average expected cost criteria, respectively, as follows: for each π ∈ Π, x ∈ S, and α ∈ (0, 1), 
t=0 c(x t , a t )] denotes the n-stage total expected costs up to time n when using the policy π, given the initial state x. Definition 2.2. A policy π * ∈ Π is said to be α-discounted cost optimal if
An average expected cost optimal policy is defined similarly.
To define the n-step value function, let V * 0 (·) := 0, and assume that V * n−1 (·) has been defined, let
It is easy to see that V * n (x) is the minimum expected n-step costs, given initial state x. That is,
The main goal of this paper is to give new conditions for the convergence of V * n (x) and for the VIA for average cost Markov decision processes in Borel spaces.
Average cost optimality equation
In this section, we state conditions for the VIA for average cost Markov decision processes and establish the average cost optimality equation.
We will first introduce two sets of hypotheses. The first one, Assumption 3.1, is a combination of a "Lyapunov-like inequality" condition together with a growth condition on the one-step cost c. (2) is the so-called "growth condition" and it is not required when the costs are bounded.
The second set of hypotheses we need is the following standard continuitycompactness conditions; see, for instance, [9, 14, 18] and their references.
(2) For each fixed x ∈ S, c(x, a) is lower semicontinuous in a ∈ A(x), and the func-
for each bounded measurable function u on S, and also for u =: w as in Assumption 3.1. To get the average cost optimality equation, in addition to Assumptions 3.1 and 3.3, we give a new condition (Assumption 3.5 below). To state this assumption, we introduce the following notation.
For the function w ≥ 1 in Assumption 3.1, we define the weighted supremum norm u w for real-valued functions u on S by
and the Banach space B w (S) := {u : u w < ∞}.
Assumption 3.5.
(1) There exist two functions v 1 , v 2 ∈ B w (S) and some state
3)
There exists a sequence {α n } ⊂ (0, 1) such that the sequence {h αn } is equicontinuous. may not be bounded below, whereas the function h α (x) is assumed to be bounded below in [11, 13, 17] .
(b) In [9] we give some sufficient conditions as well as examples to verify Assumption 3.5(1). These conditions are generalizations of the stochastic monotonicity condition and the "Lyapunov-like inequality" condition.
(c) Assumption 3.5 (2) 
(c) Any stationary policy f in F realizing the minimum of (3.4) is average optimal, and so f * in (3.5) is an average optimal stationary policy.
Proof. (a) Under Assumptions 3.1, 3.3, and 3.5(1), Theorem 4.1(a) in [9] gives the existence of a unique constant g * , two functions h * k ∈ B w (S) (k = 1, 2), and a stationary policy f * ∈ F satisfying the two average cost optimality inequalities
Moreover, from the proof of (3.6)-(3.8) in [9] , we have that there exists a subsequence {α k } of {α n } such that
On the other hand, by Assumption 3.5(2) and the well-known Ascoli theorem, we obtain To guarantee the convergence of value iteration for average cost Markov decision processes, in addition to Assumptions 3.1, 3.3, and 3.5, we give another key condition (Assumption 3.8 below).
Assumption 3.8. For the policy f * in Theorem 3.7(a),
(1) the sequence {V * n } is equicontinuous; (2) there exists a probability measure P on S such that
for every bounded continuous function u on S, and P(G) > 0 for every open set G; (3) let v 1 , v 2 be the two functions as in Assumption 3.5, and for n = 1, 2, . . . , suppose that f n ∈ F realizing the minimum of (2.8); that is,
(3.12)
Then there exist two functions
(3.14) Finally, we give an important lemma to close this section.
Lemma 3.10. Suppose that A(x)
is compact for all x ∈ S, and let {f n } be a stationary policy sequence in F. Then there exists a stationary policy f ∈ F such that f(x) ∈ A(x) is an accumulation point of {f n (x)} for each x ∈ S.
Proof. For the proof, see [15, Proposition 12.2].

Value iteration algorithm
In this section, under Assumptions 3.1, 3.3, 3.5, and an additional condition (Assumption 3.8), we see that the VIA yields the optimal average cost, an average optimal stationary policy, and a solution to the average cost optimality equation. To do this, we use the following notations.
Let {M n , n ≥ 0} be a sequence of constants, and define
where V * n is as in (2.8). Then we may rewrite (2.8) as
We consider the functions
where x 0 is as in Assumption 3.5, and
Notice that the following relations are satisfied for all x ∈ S: 
and the convergence is uniform on compact subsets of S; (b) for each x ∈ S, there exists a subsequence n i = n i (x) (depending on x) such that the limit lim i→ ∞ f n i (x) exists, (c) if the limit lim i→ ∞ f n i (x) is denoted byf(x), thenf(x) ∈ A(x) for all x ∈ S, and f is an average expected cost optimal stationary policy.
Proof. (a) We will first prove that there exists a constant k such that
and the convergence is uniform on compact sets. In fact, from (4.4), we have
which together with the equicontinuity of h * (by Assumption 3.5(2) and Theorem 3.7)
and V * n (by Assumption 3.8(1)) yields the equicontinuity of e n . Then, under Assumptions 3.3 and 3.8, from (2.8), we see that there exists f n ∈ F such that
Combining (4.10) and (3.4), we get
which together with (4.4) yields
Iterating this inequality, we have
(4.13)
Thus, noting that e 0 (x) := h * (x), by Assumptions 3.5(1) and 3.8(3b), we obtain
On the other hand, for f * as in (3.5), from (2.8), again it follows that
This inequality together with (4.4) and (3.5) gives
By induction and (4.17), we get
In particular, letting n = 0 in (4.18), we have 19) which together with Assumptions 3.5(1) and 3.8(3a) yields
Combining (4.14) and (4.20), we have
From (4.21) and the well-known Ascoli theorem, we see that there exist a subsequence {e n i } of {e n } and a continuous function l such that is an accumulation of {f n (x)} for every x ∈ S; that is, for every x ∈ S, there exists a subsequence n i = n i (x) (depending on x) such that the limit
which gives part (b).
We now prove (c). In fact, from (b), we havef(x) ∈ A(x) for all x ∈ S. Then, we wish to prove thatf is an average expected cost optimal stationary policy. Indeed, from part (a), we have that for arbitrary ε > 0, there exists an integer N > 0 such that
On the other hand, we may rewrite (2.8) and (4.3) as
which together with (4.25) yields 27) and so , we obtain
(4.29)
Letting ε → 0, we have
Thus, from (4.30) and [9, Theorem 4.1], we conclude thatf is an average expected cost optimal stationary policy.
In this section, we use an example in [9] to illustrate our assumptions.
Example 5.1 (see [9, Example 5.1], a controlled queueing system). Consider a controlled queueing system in which the state variable denotes a number of customers in the system. The arrival rate is assumed to be a positive constant λ, and the service rate µ is assumed to be controlled by a decision maker. Here, we interpret the service rate µ as the control action. When the system's state is at x ∈ S := {0, 1, . . . }, the decision maker takes an action a from a given set A(x) ≡ [µ 1 , µ 2 ] with µ 2 > µ 1 > 0, which increases or decreases the service rates given by (5.1) and (5.2) below. The action incurs a costc(x, a).
In addition, the decision maker obtains a reward px during the period in which the system remains in state x, where the unit reward caused by a customer is presented by a constant p > 0.
We now formulate this system as a discrete-time Markov decision process. The corresponding transition law Q(y|x, a) and cost rates c(x, a) are given as follows:
We suppose the following.
(E 1 ) The parameter λ satisfies that eλ < µ 1 , where e is the well-known exponential
|c(x, a)| < Cx for all x ∈ S and some constant C > 0.
Under (E 1 ) and (E 1 ), it has been shown in [9] that Assumptions 3.1, 3.3, and 3.5(1) hold.
Since a state space S is denumerable, by Remarks 3.6(c) and 3.9(d), we see that Assump- Thus, similar to the proof of (5.6), we obtain S v 2 (y)Q n dy | x, f n (x), f n−1 (x), . . . , f 1 (x) ≤ L 2 (x). (5.8)
Hence, from (5.6) and (5.8), we see that Assumption 3.8(3) is true.
