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Programs with Minimal Goto Statements 
SHIGEKI IWATA* 
Electrical Engineering Department, School of Science and Engineering, 
Waseda University, Shinjuku, Tokyo, Japan 
An algorithm is presented which produces a program with the minimum 
number of goto statements. We can apply the algorithm not only to an arbitrate 
loop free flowgraph but also to the class of "gate flowgraph" in which all entries 
and exits are particular for every cycle of the flowgraph. The algorithm has an 
O(n) time bound where n is the number of nodes in the flowgraph. Every 
flowgraph can be trivially transformed into a gate flowgraph. 
1. INTRODUCTION 
Any program can be translated into a goto free program. Kasai (1974) 
considered only translations which do not introduce new variables nor change 
the sequence of computation and tests, and established a necessary and sufficient 
condition of translatability into a goto free program. Most of these translations, 
however, are considered only for ALGOL-l ike languages which use if-then-else 
and do-while. 
In this paper, FORTRAN-l ike languages are studied where only goto state- 
ments change a control flow of a program, and we consider a control flow of a 
program as a flowgraph. We show an algorithm that produces a program with 
the minimum number of goto statements. We consider a "covering set" (or a 
node-disjoint set of paths) for a flowgraph, and the covering set represents a
program of the flowgraph. The number of goto statements in the program 
increases (decreases) as the number of elements of the covering set for the 
flowgraph increases (decreases). 
The algorithm we show produces a covering set with the least number of 
elements. It can be applied to a loop free flowgraph and a "gate flowgraph" in 
which all entries and exits are particular for every cycle of the flowgraph. It is 
shown that the algorithm requires O(n) time to obtain a covering set where n is 
the number of nodes in a given flowgraph, and that every flowgraph can be 
trivially transformed into a gate flowgraph. 
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2. PRELIMINARIES 
A digraph G = (N, E) is an ordered pair consisting of a set of nodes N and 
a set of edges E. A digraph contains no loops [edges of the form (% v)] and no 
multiple edges. Edge (u, v) leaves u and enters v. We assume in this paper that 
with respect o every nodes v, the number of edges that enter v and the number 
of edges that leave v are at most two. 
A path from u 1 to u n is a sequence (ul, u2)(u2, ua) "-. (un_l, un) of edges such 
that nodes ul,  u 2 ,..., un are distinct. Nodes u 1 , u 2 ,..., un or edges (u 1 , u2) ,
(u 2 , u3),... , (un_a, un) are on the path. A path is null if the path consists of only 
one node. A cycle is a sequence (ul, u2)(u2, ua) ... (u~_t, u~)(u~, u~) of edges 
such that nodes ul ,  u~ ,..., u~ are distinct. For an edge (u, v), u is called its 
initial node and v its terminal node. A semipath is a sequence le 2 "" e~ of edges 
such that (i) there are distinct nodes us, uz ,..., un+l and (ii) e i = (ui, ui+l) or 
e~ -~ (ui+~, us) for all i (1 ~ i ~< n). A semicycle is a sequence ~e2"" en of edges 
such that (i) there are distinct nodes u 1 ,u  S ,..., u~ and (ii) e, -~ (ui, ui+l) or 
ei -- (u~+~, u~) for all i (1 ~ i ~ n) where u.+ 1 = u~. An edge e is acyclic if there 
is not any cycle which contains e. A digraph is acyclic if it contains no cycles. 
Digraph (N, E) is aflowgraph, denoted by (N, E, no), if (i) n o is the distinguished 
node in AT, (ii) there is a path from n o to every node and no edges enter n o . 
References on graphs and flowgraphs include Harary (1969) and Hecht and 
Ullman (1972, 1974). 
DEFINITION 1. A covering set for a digraph G is a node-disjoint set of paths 
such that every node of G is on one of the paths. I f  an edge is on one of the paths 
in the covering set, we say the dge is on the covering set. 
Informally, we can regard a flowchart as a flowgraph treating statements 
as nodes of the flowgraph except goto statements and FORTRAN-l ike programs 
are sequences of assignment statements; if-goto statements and goto statements. 
And we can consider that a covering set for the flowgraph represents a program 
of the flowchart. In the FORTRAN-l ike program represented by a covering set 
P for a flowgraph F = (N, E, no), every goto statement corresponds to every 
edge not on the paths in P. Let E~ be the set of edges in E which are not on P 
and E~, be the set of edges in E which are on P. We note that 
#(E)  - -  #(Eg)  = #(E~) ,  (1) 
and that 
#(N)  --  #(P)  -- #(E,) .  (2) 
I f  one of the paths in P is from n o , then tile number of goto statements in the 
program is #(Eg), and if neither path in P is from no, then the number of goto 
statements in the program is #(Ea) + 1 : an additional goto statement is necessary 
to give the first control to the first statement to be executed (for node no). 
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We assume in this paper that one of the paths in a covering set is from n o . 
From Eqs. (1) and (2), we obtain 
#(E)  - -  #(E . )  = #(N)  - -  #(P ) .  (3) 
Since both #(E)  and #(N)  are independent of P, to minimize #(Eg) is 
equivalent o minimize #(P) .  Therefore, to find a FORTRAN- l ike program 
with the minimum number of goto statements i  then reduced to finding a 
covering set for the flowgraph with the least number of elements. 
DEFINITION 2 (Yaku, 1975). Let G = (N, E) be a digraph. Edges (u, v) 
and (w, x) in E are alternately adjacent (or (u, v) is alternately adjacent to (w, x)) 
if (i) they are distinct, and (ii) u = w or v = x. A semipath ele 2 ... en is alternate 
if e i and e~+ 1 are alternately adjacent for all i (1 ~< i < n). A semicycie le z ".. e~ 
is alternate if both ele 2 "-" en_a and eze 4 "" e~e xare alternate semipaths. 
Remark. We note that the number of the edges in an alternate semicycle is 
even. We also note that if an edge e is on a covering set, neither edge alternately 
adjacent o e is on the covering set. 
LEMMA 1. Let G be a digraph, and let e 1 and e 2 be two acyclic alternately 
adjacent edges of G. For any covering set P '  for G, there is a covering set P for G 
such that (i) either e t or e 2 is on P, and (ii) #(P)  ~< #(P ' ) .  
Proof. It suffices to consider a case when neither e 1 nor e 2 is on P ' .  We 
assume that initial nodes of e 1 and e 2 are same, e 1 = (u, v) and e2 = (u, w). 
We construct a covering set which e~ is on and whose number of paths is less 
than or equal to that of P ' .  Since P '  is a covering set for G, there are in P '  a path 
Pl to u and a path p(O which v is on. Note that these paths are distinct, since e 1 
is acyclic. Now two cases can be distinguished. 
Case 1. pill starts from v. I f  P is a set of paths such that 
P = (P '  - {p~, p~,)) u (p~e~p~'}, 
then P is a covering set for G, and #(P)  < #(P ' ) .  
Case 2. p(v) is a path of the form pz(x, v)p 3 , where pz is a path to x, and P3 
is a path starting from v. I f  P is a set of paths such that 
P = (P' - -  {p~, p2(x, v)pz}) U {plelp3, P2}, 
then P is a covering set for G and #(P)  = #(P') .  
We can similarly prove this when terminal nodes of e 1 and e 2 are same. There- 
fore the lemma is proved. Q.E.D. 
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LEMMA 2. Let G be a digraph and let there be the acyclic edge e of G to which 
at most one edge is alternately adjacent. For any covering set P '  for G, there is a 
covering set P for G such that (i) e is on P and (ii) #(P)  ~ #(P ' ) .  
Proof. I f  no edges are alternately adjacent to e, the proof is obvious. Without 
loss of generality, we assume that e' = (u, w) is an only alternately adjacent edge 
to e = (u, v). The proof is similar as that of Lemma 1. I f  neither e nor e' in on P', 
there are in P '  two distinct paths:p1 which starts from v, and p~ which ends to u. 
Note that e is acyclic. Then P = (P ' - -{P l ,  P2})k3 {p~ep2 } is a covering set 
for G, and #(P)  < #(P ' ) .  I f  e' is on P', there are in P '  two distinct paths: 
Pl  which starts from v, and a path of the formp2e'p8 where p.. is a path to u andp3 
is a path from w. Then P -- (P' -- {Pl , pze'pa}) k) {pzepl ,P3} is a covering set 
for G, and #(P)  = #(R' ) .  
Therefore the lemma is proved. Q.E.D. 
L•MMA 3. Let G be a digraph, let ele 2 "." en be the acyclic alternate semipath 
such that only e~_ 1 is alternately adjacent o en and let P'  be an arbitrary covering 
set for G. I f  n is odd and n = 2k + 1, there is a covering set P for G such that each 
of el, e3 ,..., e2k+~ is on P and #(P)  <~ #(P' ) .  I f  n is even and n = 2k, there is a 
covering set P for G such that each ore2, e4 ,..., e27~ is on P and #(P)  <~ #(P') .  
Proof. The proof is completed by repeated applications of Lemma 2. 
Q.E.D. 
LEMMA 4. Let G be a digraph and let ele ~ ... ean be an acyclic alternate semi- 
cycle of G. For any covering set P '  for G, there is a covering set P for G such that (i) 
either each of ei , e 3 ,..., e~,_~ , or each of e2 , e~ .... , e2, are on P and (ii) #(P)  ~< 
#(P'). 
Proof. Two cases can be distinguished. 
Case 1. e 1 is on P ' .  Thus e 2 is not on P '  since el and e 2 are alternately 
adjacent. Let P1 = P ' .  I f  e 3 is not on P~ then neither two edges e,z nor e~ is on P1 • 
In this case, we can have a covering set P2 such that (i) both e~ and e a are on P~, 
and (ii) #(/ '2) ~< #(P1), as in the proof of Lemma 1. Let P2 = P1 if e 3 is on P1. 
Similarly, we can obtain a sequence P3,  P4 ..... P~ of covering sets such that (i) 
el,  e 3 ,..., e2i_ 1 are on Pi and (ii) #(Pi)  ~'~ #(Pi-1), for all i (1 < i ~ n). Now 
P = P~ satisfies conditions of the lemma. 
Case 2. el is not on P ' .  I f  e 2 is not on P '  either, then we can have a covering 
set P" such that (i) el is on P" and (ii) #(P")  ~ #(P ' )  as in the proof of Lemma 1 
and this case can be reduced to Case 1 : we can obtain a sequence Q1, Q2 ..... Q~ 
of covering sets such that (i) Q1 = p,t, (ii) e l ,  e3 ,..., e2i-1 are on Q~, and (iii) 
#(Q~) ~< #(Q~-l) for all i (1 < i ~< n); P = Q~ satisfies conditions of the lemma. 
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I f  e2 is on P' ,  thne by similar argument as Case 1, we obtain a covering set R such 
that (i) e~, e 4 ..... e~,~ are on R, and (ii) #(R)  • #(P' ) .  We note that P = R 
satisfies conditions of the lemma. Q.E.D. 
3. RESULTS 
Let F be a flowgraph, c be a cycle in F and C be a set of nodes which appear 
in c. An edge (u, v) of F is called an entry of c if u is not in C and v is in C. An 
edge (u, v) o fF  is called an exit of c if u is in C and v is not in C. 
DEFINITION 3. An edge e is a gate of a cycle if e is an entry or an exit of the 
cycle. A f lowgraphF is agateflowgraph if for all cycles , fF ,  every gate of cycles is 
alternately adjacent o only one edge. 
We now present an algorithm which produces a set ot paths tor a given flow- 
graph. It  is shown that the set o5 paths is a covering set having least number of 
elements, if the given flowgraph is in the class of gate flowgraphs. 
The algorithm produces a set P of paths by selecting some edges of a given 
flowgraph F = (N, E, no). We start choosing edges which leave the node n o . 
I f  an edge leaves the node, the edge is selected as on P; if two edges leave the 
node, either one of these two is selected as on P, depending oi1 an alternate 
semipath or semicycle containing these two edges. Once an edge e is selected, 
edges of no further use are deleted from F which contain e and alternately 
adjacent edges to e; and terminal node of the selected edge becomes a node of 
our interest. Steps described above are repeated until no edges leave the node. 
When no edges leave tile node, one of the nodes which no edges enter then 
becomes a node of our interest, and repeat he whole steps. 
Algorithm L Set of Paths 
Input. Flowgraph F = (N, E, no). 
Output. Set P of paths ofF.  
.Method. Initially P and a set S of edges are both empty, and a set E' of 
edges is E. The algorithm also makes use of a variable NODE whose initial 
value is n o . All nodes in N are not marked initially. Marked nodes indicate 
those which no edges enter in (N, E'). 
begin 
1. while one or two edges leave NODE in (N, E') or there is a marked node do 
2. if only one edge e = (NODE, v) leaves NODE in (N, E') then begin 
3. add e to S; 
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let NODE be v 
end 
else i f  two edges e 1 = (NODE, v) and e z = (NODE, w) leave NODE in 
(N, E') then 
if there is in (N, E') an alternate semicycle el  2 .." eee or an alternate 
semipath e~e~ ... e~+l such that only e~k is alternately adjacent o 
e2k+l then 
begin 
add e~ to S; 
delete e 1 and ez, ea ,..., e2k and an edge of the form (x, v), if 
any, from E';  
let NODE be v 
end 
else if there is in (N, E') an alternate semipath ele 2 "" ezk such 
that only e~.k-1 is alternately adjacent to e2~ then 
begin 
add e 2 to S; 
delete e 2 and e 1 , e z ..... e2~_ 1 from E';  
if only e2 is alternately adjacent to e 1 then mark v; 




comment no edges leave NODE; 
comment (N, S) forms a single path; 
16. add a path to P which consists of all edges in S and which 
ends to NODE; 
17. let S be empty; 
18. let NODE be one of the marked nodes; 
19. unmark the node 
end; 
20. add a path to P which consists of all edges in S and which ends to NODE 
end 
EXAMPLE. We apply the algorithm to a flowgraph shown in Fig. 1. As two 
edges (n o , ul) and (n o , u3) leave no, and only (no, u3) is alternately adjacent o 
else 








FIG. 1. A flowgraph F = (24, E, no) for Algorithm I. 
(no, ul) , (no, ul) is then selected and both edges are deleted. We mark u 3 since 
only (no, ul) is alternately adjacent o (no, ,~). Now two edges leave ul ,  then we 
find an alternate semipath (ul, u~)(ul, UT)(Us, UT); (ul, "2) is selected and 
(ul,  u2) , (ul,  UT) are deleted, since only (ul,  "7) is alternately adjacent to (u6, u~). 
As no edges leave us, we find a marked node, that is u 3 . We unmark u 3 . An edge 
(u3, "4) leaves u~, then it is selected and both (u~, u4) and (u9, u4) are deleted, 
since (u9, u4) is alternately adjacent o (u3, u4)- Similarly (u4, Us) is selected and 
deleted. As (us, u6) , (Us, u8) leave u 5 and only (us, Us) is alternately adjacent o 
(us, u6), (us, "6) is selected, (us, us) and (us, Us) are deleted, and u 8 is marked. 
An edge (u6, UT) is selected next and deleted. As no edges leave u 7 , we unmark 
the marked node "8. (Us, ug) is selected and deleted. Resulting set of paths are 
{(n0, ul)(.1,-~), (u3, .4)(.4, .5)(-5, u0)(.6, -~), ("8, ".)}. 
We consider a time bound for Algorithm I. Let n and e be the number of nodes 
and edges of a given flowgraph, respectively. A condition of a while statement at 
line 1 requires a constant ime for an execution, and repeating it n - -  1 times 
requires O(n) time. Statements at lines 3-5 are repeated less than n times and 
each execution requires a constant ime, then they have an O(n) time bound. 
It should be noted in statements at lines 7-15 that once an edge is detected as on 
an alternate semicycle or an alternate semipath, the edge is no more checked as 
on another alternate semicycle or semipath. Thus the total number of edges to be 
checked as on an alternate semicycle or semipath at lines 7 and 11 is less than 
e. A block of statements at lines 8-10 or lines 12-15, each of which requires 
a constant time for an execution, is executed less than n times. By the assumption 
of this paper that with respect o every node v, the number of edges that leave v 
is at most two and n - -  1 ~ e < 2n. Then a time bound for statements at lines 
6-15 is O(n). Statements at lines 16-19 are executed the number of times of 
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paths in P and requires less than O(n) time. A statement at line 20 is executed 
once and requires less than O(n) time. Thus, Algorithm I has an O(n) time bound. 
THEOREM 1. Let F = (N, E, no) be a flowgraph. I f  the alternate semipaths 
and the alternate semicycles encountered in st p 7 and 11 of Algorithm I are aeyclic, 
and the set P of paths obtained by application of Algorithm I to F is a covering set 
for F, then for any covering set P' for F, #(P)  ~ #(P') .  
Proof. Let u0, u 1 .... , ur be distinct nodes in N and Eo, E 1 ,..., E~, So, 
5:1 .... , S~ be sets of edges such that: (i) u o = no, E6. = E and S o is empty, (ii) 
for all i (0 ~< i < r), if no edges leave ui in (N, E~)', then ui+~ is any node no 
edges enter in (N, Ei), and Si+l = Si; if only one edge (ui, v) leaves ui in 
(N, Ei), then ui+l ~ v, El+ 1 = E i -- {(ui, v) and an edge of the form (x, v)} and 
Si+l = Si t3 {(ut, v)}; if two edges e 1 = (ui, vl) and e 2 = (ui, v..) leave ui 
in (N, El), then u,+ 1 = vl ,  Ei+ 1 = Ei -- {el, e~, e 4 ,..., e~k and an edge of the 
form (x, vl) , if any} and Si+ 1 = S l t3 {el} when there is an alternate semicycle 
elez..'e~7 c or there is an alternate semipath ele 2 ".. e2~+1 such that only e2~ 
is alternately adjacent to e2~+1, and ui+ 1 = v~, Ei+ ~ = E i - -{eu ,  and 
el,  ea ,-.., e~k-1} and Si+ 1 = S i k3 {e2} when there is an alternate semipath 
ele e ... e2~ such that only e2~_ 1 is alternately adjacent o e2k; and (iii) there is not 
any node in N other than u0, u a .... , ue which satisfies the condition (ii) when 
i~r .  
We show that there is a covering set Pr for F such that (i) every edge in Sr is 
on P ,  and (ii) for any covering set P '  for F, #(P , )  ~ #(P ' ) .  
INDUCTIVE HYPOTrlESlS. There is a covering set Pi for F such that (i) every 
edge in S, is on Pi and (ii) for any covering set P' for F, #(P~) • #(P'). 
Basis (i = 0). The proof is obvious since S o is empty. 
Induction step (0 ~ i < r). Assume the inductive hypothesis holds for i. 
When Si+ 1 ~ Si u {e}, let Q be any covering set such that every edge in S t 
is on Q and e is not on Q. Then we can obtain a covering set Pi+l such that 
every edge in Si+t is on Pi+l and #(Pi+l) • #(Q) as the proof of Lemmas 2, 
3 or 4. Thus, for any covering set P '  for F, #(Pi+I) ~ #(P ' ) .  Therefore the 
inductive hypothesis holds for i + 1. 
By Algorithm I, S~ is equal to a set of all edges which consist paths in P. We 
note that marking nodes in the algorithm is only for indication of nodes in which 
no edges enter. From the assumtion of the theorem, P is a covering set for F. 
Hence the proof is completed. Q.E.D. 
THEOREM 2. Let F be an acyclic flowgraph. The set P of paths obtained by 
application of Algorithm I to F is a covering set for F, and for any covering set P' 
for F, #(P)  <~ #(P'). 
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Proof. Since F is acyclic, it is clear that the set P of paths is a covering set 
for F. Then, the proof is completed by Theorem 1. Q.E.D. 
THEOREM 3. Let F = (N, E, no) be a gate flowgraph. The set P of paths 
obtained by application of Algorithm I to F is a covering set for F, and for any 
covering set P' for F, #(P)  ~ #(P'). 
Proof. Let Uo, u t ..... u, be nodes in N and Eo, E 1 .... , E~, So, $1 ,..., Sr be 
sets of edges which satisfies the assumption (ii) in the proof of Theorem 1. We 
note by the assumption of S~ that there is not any cycle in (N, Sr). To show that 
P is a covering set forT', it suffices to show that u o , u 1 ,..., u r are all nodes in N. 
Suppose that there are nodes in N other than u 0 , ul ,..., u~. By the assumption 
of u~, E~ and Sr,  none of these nodes satisfies the assumption (ii) in the proof of 
Theorem 1. We distinguish cases and show in all cases that there is node z which 
satisfies the assumption (ii) when i = r. Now three cases can be distinguished. 
Case 1. No edges leave u~ in (N, Er). Since F is a gate flowgraph, there 
exists node z other than u0, u 1 .... , u~ which no edges enter in (N, Er). Note that 
there is an edge of the form (uk, z) in (N, E0) where 0 ~ k < r. 
Case 2. Only one edge leaves u~ in (N, E,). Obviously, there is an edge of the 
form (Ur, z) in Er ,  and there is node z. 
Case 3. Two edges (u,, vl) and (u,, v2) leave u~ in (N, E~). Then there is an 
alternate semicycle or an alternate semipath containing both (u~, Vl) and 
(u~, v2). Note that the alternate semicycle or semipath does not contain any gate 
nor edge of a cycle. There exists node z which is either v 1 or v 2 depending on a 
condition of the alternate semicycle or the alternate semipath. 
There is node z other than u0, u 1 ,..., u r in all three eases, and this contradicts 
the assumption of u~, E, and S~. Therefore, uo, ul ,... , u~. are all nodes in N, and 
P is a covering set for F. Hence, by Theorem 1, for any covering set P '  for F, 
#(P)  ~< #(P' ) .  Q.E.D. 
THEOREM 4. Every flowgraph can be reduced to a gate flowgraph by allowing 
the insertion of dummy nodes in gates of the flowgraph so that every gate of the 
flowgraph may be alternately adjacent o only one edge. 
Proof. Obvious. Q.E.D. 
4. CONCLUDING REMARKS 
A dissection (Berge, 1976) of digraph G is defined to be a set of paths and 
cycles of G such that each node of G is contained in exactly one of the paths or 
cycles. The value of a dissection is defined to be the number of paths in the 
dissection. 
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In a gate flowgraph, every gate is alternately adjacent to only one edge by the 
definition. Then, for a given dissection of a gate flowgraph, we can transform the 
dissection without changing its value into another dissection consisting of only 
paths. We note that the transformed issection is a covering set for the gate 
flowgraph. Now dissection theorem (Berge, 1976) states that the minimum 
value of a dissection for G = (N, E) equals to 
~(#(s )  - #({v I (u, v) e e, u ~ s})). 
We can find a covering set for a gate flowgraph with least number of elements by 
making use of this thorem. However, this way of finding a covering set requires 
an 0(2 n) time where n is the number of nodes in the gate flowgraph. 
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