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Abstract
Abstract: Let V be a vertex operator algebra, k a positive integer and σ a permutation automorphism of the
vertex operator algebra V ⊗k. In this paper, we determine the fusion product of any V ⊗k-module with any σ-twisted
V
⊗k-module.
1 Introduction
This paper is about permutation orbifold vertex operator algebras. The theory of permutation orbifolds studies the
representations of the tensor product vertex operator algebra V ⊗k with the natural action of the symmetric group Sk
as an automorphism group, where V is a vertex operator algebra and k is a positive integer. The study of permuta-
tion orbifolds was initiated in [BHS], where the twisted sectors (modules), genus one characters and their modular
transformations, as well as the fusion rules for cyclic permutations for affine Lie algebras and the Virasoro algebra
were studied. The genus one characters and modular transformation properties of permutation orbifolds for a general
rational conformal field theory were given in [Ba].
The study on permutation orbifolds in the context of vertex operator algebras was started by Barron, Dong and
Mason in [BDM], where for a general vertex operator algebra V with any positive integer k, an intrinsic connection
between twisted modules for tensor product vertex operator algebra V ⊗k with respect to permutation automorphisms
and V -modules was found. More specifically, let σ be a k-cycle which is viewed as an automorphism of V ⊗k.
Then, for any V -module (W,YW (·, z)), a canonical σ-twisted V
⊗k-module structure on W was obtained, which
was denoted by Tσ(W ). Furthermore, it was proved therein that this gives rise to an isomorphism of the categories
of weak, admissible and ordinary V -modules and the categories of weak, admissible and ordinary σ-twisted V ⊗k-
modules, respectively. The C2-cofiniteness of permutation orbifolds and general cyclic orbifolds was established later
in [A1, A2, M1, M2]. On the other hand, an equivalence of two constructions (see [FLM], [Le], [BDM]) of twisted
modules for permutation orbifolds of lattice vertex operator algebras was given in [BHL]. The permutation orbifolds
1
of the lattice vertex operator algebras with k = 2 and k = 3 were extensively studied in [DXY1, DXY2, DXY3]. In
particular, the fusion rules for the permutation orbifolds were determined. On the other hand, a study on permutation
orbifolds in the context of conformal nets was given in [KLX], where irreducible representations of the cyclic orbifold
were determined and fusion rules were given for k = 2.
Note that intertwining operator and fusion rule for modules were introduced in [FHL], while a theory of tensor
products for modules for vertex operator algebras was developed and has been extensively studied by Huang and
Lepowsky (see [HL1], [HL2], [H1], [H2]). Intertwining operators among three twisted modules were studied by Xu
(see [X]) and a notion of tensor product for twisted modules was introduced in [DLM1].
In this paper, we study fusion products of V ⊗k-modules with σ-twisted V ⊗k-modules for any σ ∈ Sk. More
specifically, by using the explicit construction of the σ-twisted V ⊗k-modules due to [BDM], we completely determine
the fusion products. To achieve this goal, we study fusion products of twisted modules and obtain the associativity of
the fusion product of twisted modules by using a theorem of [KO] and [CKM]. We also generalize and use a result
of [Li2] and [Li3] on an analogue of Hom-functor. More specifically, given any σ-twisted modulesW2 and W3 for
a vertex operator algebra V with a finite order automorphism σ, we introduce the space H(W2,W3) of generalized
intertwining operators fromW2 to W3 and prove that H(W2,W3) has a natural weak V -module structure. Further-
more, we prove that for any V -moduleW1, the space HomV (W1,H(W2,W3)) is naturally isomorphic to the space of
intertwining operators of type
(
W3
W1 W2
)
. As one of the main results, we show that for any V -modulesM,N,W , there
is a canonical linear isomorphism from the space IV
(
W
M N
)
of intertwining operators of the indicated type to the space
IV ⊗k
( Tσ(W )
M1 Tσ(N)
)
of intertwining operators, whereM1 =M ⊗ V ⊗(k−1) is viewed as a V ⊗k-module.
Now, we describe the contents of this paper with more details. Let V be any vertex operator algebra and let k be a
positive integer. Recall from [BDM] that for σ = (12 · · ·k) ∈ Aut(V ⊗k), every σ-twisted V ⊗k-module is isomorphic
to Tσ(W ) for some V -moduleW and Tσ(W ) is irreducible if and only ifW is irreducible. On the other hand, from
[FHL], irreducible V ⊗k-modules are classified as M1 ⊗ · · · ⊗Mk, where M1, . . . ,Mk are irreducible V -modules.
Our first goal is to determine the fusion product
(M1 ⊗ · · · ⊗Mk)⊠ Tσ(W ).
We first consider the special case where Mj = V for 2 ≤ j ≤ k. While it is natural to start with a special case,
actually the main motivation comes from the following observation
(M1 ⊗ · · · ⊗Mk) ≃ ⊠
k
i=1(V
⊗(i−1) ⊗Mi ⊗ V ⊗(k−i)). (1.1)
The following is our first main result:
Theorem A. Let V be any vertex operator algebra and set σ = (12 · · · k) ∈ Aut(V ⊗k) with k a positive integer. Let
M and N be any V -modules such that a tensor productM ⊠N exists. Then(
M ⊗ V ⊗(k−1)
)
⊠V ⊗k Tσ(N) ≃ Tσ (M ⊠N) .
To prove this theorem, we generalize and use a result of [Li2] and [Li3] on an analogue of the classical Hom-
functor. Let V be any vertex operator algebra with a finite order automorphism τ . Let W2 and W3 be τ -twisted
V -modules. We first introduce the space H(W2,W3) of what are called generalized intertwining operators from
W2 to W3, where the definition of a generalized intertwining operator φ(x) from W2 to W3 captures the essential
properties of I(w, x) for an intertwining operator I(·, x) of type
(
W3
W W2
)
withW a V -module and with w ∈W . More
specifically, in addition to the lower truncation condition, φ(x) satisfies the conditions that [L(−1), φ(x)] = ddxφ(x)
and that for every v ∈ V , there exists a nonnegative integer n such that
(x1 − x)
nYM3(v, x1)φ(x) = (x1 − x)
nφ(x)YM2 (v, x1).
We prove that H(W2,W3) has a natural weak V -module structure and that for any V -module W1, the linear space
HomV (W1,H(W2,W3)) is naturally isomorphic to the space of intertwining operators of type
(
W3
W1 W2
)
. Coming back
to vertex operator algebra V ⊗k, letM,N,W be V -modules. By exploiting certain techniques from [BDM] we obtain
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a linear isomorphism between IV ⊗k
( Tσ(W )
M1 Tσ(N)
)
and IV
(
W
M N
)
, whereM1 = M ⊗ V ⊗(k−1) . Furthermore, we use
this natural isomorphism to obtain the fusion product isomorphism relation of Theorem A.
As it was indicated before, the main idea is to prove Theorem A first and then use the relation (1.1) and the
associativity of the tensor product to deal with the general case. Using Theorem A and a general result (Lemma 6.4),
we show (
V ⊗(r−1) ⊗M ⊗ V ⊗(k−r)
)
⊠V ⊗k Tσ(N) ≃
(
M ⊗ V ⊗(k−1)
)
⊠V ⊗k Tσ(N) ≃ Tσ (M ⊠N)
for 2 ≤ r ≤ k.
On the other hand, to carry out this plan we shall need the associativity of the tensor product for twisted modules.
Let V be a regular and self-dual vertex operator algebra of CFT type and let G be a finite abelian automorphism group
of V. For any g-twisted V -moduleM and h-twisted V -moduleN with g, h ∈ G, we establish that a tensor product of
M and N exists and the tensor product functor is associative.
This result is achieved by using a theorem of [KO] and [CKM] and a theorem of [H2], where our approach is
essentially the same as that in [CKM]. First, it was proved in [CM, M2] that V G is also a regular and self-dual vertex
operator algebra of CFT type. Then by [H2], the V G-module category CV G is a modular tensor category. On the
other hand, a fusion categoryRep(V ) was introduced in [KO] and [CKM] as a subcategory of CV G . This in particular
implies that the tensor product functor for Rep(V ) is associative. It turns out that for any finite order automorphism g
of V, a g-twisted V -module is an object in Rep(V ). Then it is shown that the tensor product of two twisted modules
in the sense of [X] and [DLM1] exists and is equivalent to the tensor product in the category Rep(V ). Consequently,
we obtain the existence and the associativity of the tensor product in the sense of [X] and [DLM1].
The following is the second main theorem of this paper:
Theorem B. Let V be a regular and self-dual vertex operator algebra of CFT type, and let M1, ...,Mk, N be V -
modules. Let σ be a k-cycle permutation. Then
(M1 ⊗ · · · ⊗Mk)⊠V ⊗k Tσ (N) ≃ Tσ (M1 ⊠V · · ·⊠V Mk ⊠V N) .
Now, let σ ∈ Sk be an arbitrary permutation. A classical fact is that the conjugacy class of σ is uniquely determined
by a partition κ of k, i.e., κ = (k1, . . . , ks) is a sequence of positive integers such that
k1 ≥ k2 ≥ · · · ≥ ks, k1 + k2 + · · ·+ ks = k.
Define σκ = σ1 · · ·σs, where σ1 = (12 · · · k1), σ2 = ((k1 + 1) · · · (k1 + k2)), and so on. Then σκ = µσµ
−1 for
some permutation µ. It is known that the categories of σ-twisted modules and σκ-twisted modules are isomorphic
canonically. Using [BDM] and [FHL], we show that irreducible σκ-twisted V
⊗k-modules are classified as
Tσκ(N1, . . . , Ns) := Tσ1(N1)⊗ · · · ⊗ Tσs(Ns), (1.2)
where N1, . . . , Ns are irreducible V -modules. Furthermore, irreducible σ-twisted V
⊗k-modules are classified as
Tσ(N1, . . . , Ns) := (Tσκ(N1, . . . , Ns))
µ
, (1.3)
where for any σκ-twisted V
⊗k-module (W,YW ), (Wµ, Y τW ) is a σ-twisted V
⊗k-module with Wµ = W as a vector
space and
Y µW (a, x) = YW (µ(a), x) for a ∈ V
⊗k.
The following is the third main result of this paper:
Theorem C. Assume that V is a rational and C2-cofinite vertex operator algebra of CFT type and k is a positive
integer. Let σ ∈ Sk ⊂ Aut(V
⊗k). Suppose µσµ−1 = σκ, where κ = (k1, . . . , ks) is a partition of k and µ ∈ Sk. Let
M1, . . . ,Mk and N1, . . . , Ns be irreducible V -modules. Then
(M1 ⊗ · · · ⊗Mk)⊠ Tσκ(N1, N2, . . . , Ns) ≃ Tσκ(M
[k1] ⊠N1, . . . ,M
[ks] ⊠Ns) (1.4)
as a σκ-twisted V
⊗k-module, and
(M1 ⊗ · · · ⊗Mk)
µ
⊠ (Tσ(N1, N2, . . . , Ns)) ≃ Tσ(M
[k1] ⊠N1, . . . ,M
[ks] ⊠Ns) (1.5)
as a σ-twisted V ⊗k-module, whereM [k1] = ⊠k1i=1Mi,M
[k2] = ⊠k1+k2i=k1+1Mi, and so on, are V -modules.
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This paper is organized as follows. In Section 2, we review some basics on vertex operator algebras, we also
present the analytic function version of the twisted Jacobi Identity. In Section 3, we prove that for a regular, self-dual
vertex operator algebra V of CFT type and a finite abelian automorphismgroupG of V , the tensor productM⊠V N for
any g-twisted V -moduleM and h-twisted V -moduleN exists and is associative for g, h ∈ G. In Section 4, we present
the weak V -moduleH(M2,M3) of generalized intertwining operators from a σ-twisted V -moduleM2 to another σ-
twisted V -moduleM3. In Section 5, for any V -modulesM,N,W , we construct a linear isomorphism between the
spaces IV
(
W
M N
)
and IV ⊗k
( Tσ(W )
M1 Tσ(N)
)
. Furthermore, we prove
(
M ⊗ V ⊗(k−1)
)
⊠ Tσ(N) = Tσ (M ⊠V N). Finally,
in Section 6, by applying associativity of the tensor product⊠ in Section 3, we obtain the second main theorem of this
paper.
Notations: For this paper, we use Z+ for the nonnegative integers.
2 Basics
Let (V, Y,1, ω) be a vertex operator algebra in the sense of [FLM] and [FHL] (cf. [Bo]). First, we recall the definitions
of an automorphism of V and a g-twisted V -module for a finite order automorphism g of V (see [FLM], [DLM1]).
Definition 2.1. An automorphism of a vertex operator algebra V is a linear isomorphism g of V such that g (ω) = ω
and gY (v, z) g−1 = Y (gv, z) for any v ∈ V . Denote by Aut (V ) the group of all automorphisms of V .
A straightforward consequence is that every automorphism g of V preserves the vacuum vector 1, i.e., g(1) = 1.
On the other hand, a standard fact is that for any subgroupG ≤ Aut (V ), the set of G-fixed points
V G := {v ∈ V | g (v) = v for g ∈ G}
is a vertex operator subalgebra.
Let g be a finite order automorphism of V with a period T in the sense that T is a positive integer such that gT = 1.
Then
V = ⊕T−1r=0 V
r, (2.1)
where V r =
{
v ∈ V | gv = e2piir/T v
}
for r ∈ Z. Note that for r, s ∈ Z, V r = V s if r ≡ s (mod T ).
Definition 2.2. A weak g-twisted V -module is a vector spaceM with a linear map
YM (·, z) : V → (EndM) [[z
1/T , z−1/T ]]
v 7→ YM (v, z) =
∑
n∈ 1T Z
vnz
−n−1 (vn ∈ EndM) ,
which satisfies the following conditions: For all u ∈ V r, v ∈ V , w ∈M with 0 ≤ r ≤ T − 1,
YM (u, z) =
∑
n∈ rT +Z
unz
−n−1,
unw = 0 for n sufficiently large,
YM (1, z) = IdM ,
z−10 δ
(
z1 − z2
z0
)
YM (u, z1)YM (v, z2)− z
−1
0 δ
(
z2 − z1
−z0
)
YM (v, z2)YM (u, z1)
= z−12
(
z1 − z0
z2
)− rT
δ
(
z1 − z0
z2
)
YM (Y (u, z0) v, z2) , (2.2)
where δ (z) =
∑
n∈Z z
n.
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Notice that for any weak g-twisted V -module (M,YM ), from definition we have
z
r
T YM (u, z)w ∈W ((z)) for u ∈ V
r, r ∈ Z, w ∈M. (2.3)
On the other hand, we have (see [DL])
z−12
(
z1 − z0
z2
)− rT
δ
(
z1 − z0
z2
)
= z−11
(
z2 + z0
z1
) r
T
δ
(
z1 − z0
z2
)
.
Remark 2.3. It is well known that the twisted Jacobi identity (2.2) is equivalent to the following associativity relation
(z0 + z2)
l+ rT YM (u, z0 + z2)YM (v, z2)w = (z2 + z0)
l+ rT YM (Y (u, z0) v, z2)w (2.4)
for w ∈M , where l is a nonnegative integer such that zl+
r
T YM (u, z)w involves only nonnegative integral powers of
z, and commutator relation
[YM (u, z1) , YM (v, z2)]
= Resz0z
−1
2
(
z1 − z0
z2
)− rT
δ
(
z1 − z0
z2
)
YM (Y (u, z0) v, z2) . (2.5)
From [DLMi] (cf. Definition 2.7 and Lemma 2.9 of [LTW]), (2.4) can be equivalently replaced with the property
that for u, v ∈ V , there exists a nonnegative integerm such that
(z1 − z2)
mYM (u, z1)YM (v, z2) ∈ Hom
(
M,M((z
1
T
1 , z
1
T
2 ))
)
and
zm0 YM (Y (u, z0)v, z2) = (z1 − z2)
mYM (u, z1)YM (v, z2)|
z
1
T
1
=(z2+z0)
1
T .
Definition 2.4. A g-twisted V -module is a weak g-twisted V -moduleM which carries a C-grading induced by the
spectrum of L(0) where L(0) is the component operator of Y (ω, z) =
∑
n∈Z L(n)z
−n−2. That is, we have M =⊕
λ∈CMλ, whereMλ = {w ∈M | L(0)w = λw}. Moreover, it is required that dimMλ < ∞ for all λ and for any
fixed λ0, M nT +λ0 = 0 for all small enough integers n.
Definition 2.5. An admissible g-twisted V -module is a weak g-twisted modulewith a 1T Z+-gradingM = ⊕n∈ 1T Z+M(n)
such that umM (n) ⊂M (wtu−m− 1 + n) for homogeneous u ∈ V andm,n ∈
1
T Z.
Note that ifM = ⊕n∈ 1T Z+M(n) is an irreducible admissible g-twisted V -module, then there is a complex number
λM such that L(0)|M(n) = λM + n for all n. As a convention, we assumeM(0) 6= 0, and λM is called the weight or
conformal weight ofM.
In case g = 1, we recover the notions of weak, ordinary and admissible V -modules (see [DLM2]).
Definition 2.6. A vertex operator algebra V is said to be g-rational if the admissible g-twisted module category is
semisimple. In particular, V is said to be rational if V is 1-rational.
It was proved in [DLM2] that if V is a g-rational vertex operator algebra, then there are only finitely many ir-
reducible admissible g-twisted V -modules up to isomorphism and any irreducible admissible g-twisted V -module is
ordinary.
Definition 2.7. A vertex operator algebra V is said to be regular if every weak V -module M is a direct sum of
irreducible ordinary V -modules.
Definition 2.8. A vertex operator algebra V is said to beC2-cofinite if V/C2(V ) is finite dimensional, whereC2(V ) =
span{u−2v | u, v ∈ V }.
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Remark 2.9. We here recall some known results we shall use extensively.
(1) It was proved in [DLM2, Li4] that if V is a C2-cofinite vertex operator algebra, then V has only finitely many
irreducible admissible modules up to isomorphism.
(2) Assume that V is rational and C2-cofinite. It was proved in [ADJR] that V is g-rational for any finite automor-
phism g, and on the other hand, it was proved in [DLM3] that λM is a rational number for every irreducible g-twisted
V -moduleM .
A vertex operator algebra V = ⊕n∈ZVn is said to be of CFT type if Vn = 0 for all negative integers n and
V0 = C1.
We shall need the following result from [CM, M2]:
Theorem 2.10. Assume that V is a regular and self-dual vertex operator algebra of CFT type. Then for any solvable
subgroupG of Aut(V ), V G is a regular and self-dual vertex operator algebra of CFT type.
Definition 2.11. LetM =
⊕
n∈ 1T Z+ M(n) be an admissible g-twisted V -module. Set
M ′ =
⊕
n∈ 1T Z+
M (n)
∗
,
the restricted dual, whereM(n)∗ = HomC(M(n),C). For v ∈ V , define a vertex operator YM ′(v, z) onM ′ via
〈YM ′ (v, z)f, u〉 = 〈f, YM (e
zL(1)(−z−2)L(0)v, z−1)u〉,
where 〈f, w〉 = f(w) is the natural paring M ′ × M → C. On the other hand, if M = ⊕λ∈CMλ is a g-twisted
V -module, we defineM ′ = ⊕λ∈CM∗λ and define YM ′(v, z) for v ∈ V in the same way.
The same argument of [FHL] gives:
Proposition 2.12. If (M,YM ) is an admissible g-twisted V -module, then (M
′, YM ′ ) carries the structure of an ad-
missible g−1-twisted V -module. On the other hand, if (M,YM ) is a g-twisted V -module, then (M ′, YM ′ ) carries the
structure of a g−1-twisted V -module. Moreover,M is irreducible if and only ifM ′ is irreducible.
Let g1, g2, g3 be mutually commuting automorphisms of V of periods T1, T2, T3, respectively. In this case, V
decomposes into the direct sum of common eigenspaces for g1 and g2:
V =
⊕
0≤j1<T1, 0≤j2<T2
V (j1,j2),
where for j1, j2 ∈ Z,
V (j1,j2) =
{
v ∈ V | gsv = e
2piijs/Ts , s = 1, 2
}
. (2.6)
For any complex number α, we define
(−1)α = eαpii.
Now, we define intertwining operators among weak gs-twisted modules (Ms, YMs) for s = 1, 2, 3.
Definition 2.13. An intertwining operator of type
(
M3
M1 M2
)
associated with the given data is a linear map
Y(·, z) : M1 → (Hom(M2,M3)) {z}
w 7→ Y (w, z) =
∑
n∈C
wnz
−n−1
such that for any w1 ∈M1, w
2 ∈M2 and for any fixed c ∈ C,
w1c+nw
2 = 0 for n ∈ Q sufficiently large,
6
z−10
(
z1 − z2
z0
)j1/T1
δ
(
z1 − z2
z0
)
YM3(u, z1)Y(w, z2)
− z−10
(
z2 − z1
−z0
)j1/T1
δ
(
z2 − z1
−z0
)
Y(w, z2)YM2(u, z1)
= z−12
(
z1 − z0
z2
)−j2/T2
δ
(
z1 − z0
z2
)
Y (YM1(u, z0)w, z2) (2.7)
onM2 for u ∈ V
(j1,j2) with j1, j2 ∈ Z and w ∈M1, and
d
dz
Y(w, z) = Y(L(−1)w, z).
All intertwining operators of type
(
W3
M1 M2
)
form a vector space, which we denote by IV
(
M3
M1 M2
)
. Set NM3M1M2 =
dim IV
(
M3
M1 M2
)
, which is called the fusion rule.
Remark 2.14. As it was proved in [X], if there are weak gs-twisted modules (Ms, YMs) for s = 1, 2, 3 such that
NM3M1 M2 > 0, then g3 = g1g2. In view of this, we shall always assume that g3 = g1g2.
By the same arguments in Chapter 7 of [DL] for formulas (7.24) and (7.11) we have:
Proposition 2.15. The twisted Jacobi identity (2.7) is equivalent to the generalized commutativity: For u ∈ V (j1,j2)
and w ∈M1, there is a positive integer n such that
(z1 − z2)
n+
j1
T1 YM3(u, z1)Y(w, z2) = (−z2 + z1)
n+
j1
T1 Y(w, z2)YM3 (u, z1)
for u ∈ V (j1,j2), w ∈ M1 and generalized associativity: For u ∈ V
(j1,j2), w ∈M1 and w2 ∈ M2, there is a positive
integer n depending on u and w2 only such that
(z0 + z2)
n+
j2
T2 YM3(u, z1)Y(w, z2)w2 = (z2 + z0)
n+
j2
T2 Y(YM1(u, z0)w, z2)w2.
Let V1 and V2 be vertex operator algebras and let σ1, σ2 be finite order automorphisms of V1, V2, respectively. Let
W1 be a V1-module,W2,W3 σ1-twisted V1-modules, and letN1 be a V2-module,N2, N3 σ2-twisted V2-modules. Note
thatW1⊗N1 is a V1⊗V2-module, whileW2⊗N2 andW3⊗N3 are σ-twisted V1⊗V2-modules with σ = σ1⊗σ2. For
any intertwining operator Y1(·, z) of type
(
W3
W1 W2
)
and for any intertwining operator Y2(·, z) of type
(
N3
N1 N2
)
, define
a linear map
(Y1 ⊗ Y2)(·, z) : W1 ⊗N1 → (Hom(W2 ⊗N2,W3 ⊗N3)) {z}
by
(Y1 ⊗ Y2)(w1 ⊗ n1, z)(w2 ⊗ n2) = Y1(w1, z)w2 ⊗ Y2(n1, z)n2 (2.8)
for w1 ∈W1, w2 ∈W2, n1 ∈ N1, n2 ∈ N2. As in [ADL], by using the generalized commutativity and associativity,
it is straightforward to show that (Y1 ⊗Y2)(·, z) is an intertwining operator of type
(
W3⊗N3
W1⊗N1 W2⊗N2
)
. Then we have a
linear map
ψ : IV1
(
W3
W1 W2
)
⊗ IV2
(
N3
N1 N2
)
→ IV1⊗V2
(
W3 ⊗N3
W1 ⊗N1 W2 ⊗N2
)
(Y1,Y2) 7→ Y1 ⊗ Y2. (2.9)
The same arguments of [ADL] in proving Theorem 2.10 (with minor necessary modifications) give:
Theorem 2.16. Let V1, V2, σ1, σ2, W1,W2,W3, N1, N2, N3 be given as above. Then the linear map ψ is one-to-one.
Furthermore, if either
dim IV 1
(
W3
W1 W2
)
<∞, or dim IV 2
(
N3
N1 N2
)
<∞,
then ψ is a linear isomorphism.
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Set D = C2 \ {(z, z), (z, 0), (0, z) | z ∈ C}. Then we have:
Proposition 2.17. Let V be rational and C2-cofinite, and let G ⊂ Aut(V ) be a finite abelian group. Then in the
presence of other conditions in Definition 2.13, the Jacobi identity (2.7) is equivalent to the following properties for
g1, g2 ∈ G and v ∈ V
(j1,j2), w ∈M1, w2 ∈M2, w
′
3 ∈M
′
3:
(a) The formal series
〈w′3, YM3(v, z1)Y(w, z2)w2〉(z1 − z2)
j1/T1z
j2/T2
1
converges to a unique multi-valued analytic function f(z1, z2) =
∑
i hi(z1,z2)z
ri
2
zr
1
zs
2
(z1−z2)t for some hi(z1, z2) ∈ C[z1, z2],
ri ∈ Q and r, s, t ∈ Z in the domain |z1| > |z2| > 0.
(b) The formal series
〈w′3,Y(w, z2)YM2(v, z1)w2〉(−z2 + z1)
j1/T1z
j2/T2
1
converges to f(z1, z2) in the domain |z2| > |z1| > 0.
(c) The formal series
〈w′3,Y(YM1 (v, z1 − z2)(w, z2)w2〉(z1 − z2)
j1/T1z
j2/T2
1
converges to f(z1, z2) in the domain |z2| > |z1 − z2| > 0.
Proof. Since V G is rational by Theorem 2.10, from [DLM3] each Mi is a direct sum of finitely many irreducible
V G-modules whose weights are rational. Without loss we can assume that w,w2, w
′
3 are vectors in some irre-
ducible V G-modules. Then there exists a rational number r such that the powers of z2 in the formal power series
〈w′3, YM3(v, z1)Y(w, z2)w2〉 lie in r + Z. The same is true for the corresponding terms in (b) and (c). Now results
follow from Proposition 2.15 and the proofs of Propositions 7.6, 7.8 and 7.9 of [DL].
Now we recall a notion of tensor product (see [HL1], [Li3], [DLM1]).
Definition 2.18. Let g1, g2 be commuting finite order automorphisms of a vertex operator algebra V and letMi be a
gi-twisted V -module for i = 1, 2. A tensor product for the ordered pair (M1,M2) is a pair (M,F (·, z)) whereM is a
weak g1g2-twisted V -module and F (·, z) is an intertwining operator of type
(
M
M1 M2
)
such that the following universal
property holds: For any weak g1g2-twisted V -moduleW and for any intertwining operator I(·, z) of type
(
W
M1 M2
)
,
there exists a unique weak twisted V -module homomorphism ψ fromM toW such that I(·, z) = ψ ◦ F (·, z).
We shall useM1 ⊠
V M2 to denote a generic tensor product module ofM1 andM2, provided that the existence is
verified.
Remark 2.19. We here recall Huang-Lepowsky’s tautological construction of a tensor product (see [HL1]). Suppose
that V is a vertex operator algebra with a finite order automorphism τ such that V is τ -rational, namely, every τ -twisted
V -module is completely reducible. LetW be a V -module and T a τ -twisted V -module such that dim IV
(
P
W T
)
<∞
for every irreducible τ -twisted V -module P . Let {Pα | α ∈ A} be a complete set of equivalence class representatives
of irreducible τ -twisted V -modules. Set
M = ⊕α∈AI
(
Pα
W T
)∗
⊗ Pα = ⊕α∈AHom
(
I
(
Pα
W T
)
, Pα
)
, (2.10)
a τ -twisted V -module. For α ∈ A, define Yα(w, z)t ∈ Hom
(
I
(
Pα
W T
)
, Pα
)
{z} by
(Yα(w, z)t)(I) = I(w, z)t for I ∈ I
(
Pα
W T
)
.
Set Y(·, z) =
∑
α∈A Y
α(·, z). Then (M,Y) is a tensor product ofW and T .
The following is a simple property of fusion rules (numbers) (see [FHL], [HL1], [DLM1]:
Lemma 2.20. Let g1, g2 be commuting finite order automorphisms of a vertex operator algebra V and let Mi be a
gi-twisted V -module for i = 1, 2, 3 with g3 = g1g2. ThenN
M3
M1 M2
= NM3M2 M1 .
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3 Tensor products of twisted modules
Throughout this section, we assume that V is a regular and self-dual vertex operator algebra of CFT type and G is
a finite abelian automorphism group of V . The main goal of this section is to prove that for any g, h ∈ G and for
any g-twisted V -moduleM and h-twisted V -module N, a tensor product ofM and N exists and associativity holds.
These results will be used later to determine the tensor product of an untwisted module with a twisted module for the
study on permutation orbifolds.
Denote by CV the category of ordinary V -modules and by CV G the category of ordinary V
G-modules. From [H2],
both CV and CV G are modular tensor categories. Furthermore, from [KO] and [CKM], V is a commutative associative
algebra in CV G as V = ⊕χ∈irr(G)V χ, where irr(G) is the set of irreducible characters of G and V χ are irreducible
V G-modules (cf. [DJX]), i.e., simple objects in CV G .
Recall the following definition from [KO] and [CKM] (see Proposition 3.46 of [CKM]):
Definition 3.1. Denote by Rep(V ) the subcategory of CV G consisting of every V
G-moduleW together with a V G-
intertwining operator YW (·, z) of type
(
W
V W
)
such that the following conditions are satisfied:
1. (Associativity) For any u, v ∈ V, w ∈W and w′ ∈ W ′, the formal series
〈w′, YW (u, z1)YW (v, z2)w〉
and
〈w′, YW (Y (u, z1 − z2)v, z2))w〉
converge on the domains |z1| > |z2| > 0 and |z2| > |z1 − z2| > 0, respectively, to multivalued analytic functions
which coincide on their common domain.
2. (Unit) YW (1, z) = IdW .
Recall from [KO] (see also [CKM]) that there is a categorical tensor product functor⊠V in the category ofRep(V ),
which is associative. We denote byM⊠VN the tensor product ofM andN inRep(V ). Then for any two V
G-modules
M,N in Rep(V ), M ⊠V N is a quotient ofM ⊠
V G N.Moreover,Rep(V ) is fusion category. In particular,Rep(V )
is a semisimple category with finitely many inequivalent simple objects.
From the generalized associativity for a twisted module (see Proposition 2.15), we immediately have:
Lemma 3.2. If W is a g-twisted V -module with g ∈ G, then W is an object of Rep(V ). Furthermore, if Wi is a
gi-twisted V -module with gi ∈ G for i = 1, 2, then W1 and W2 are equivalent objects in Rep(V ) if and only if
g1 = g2 andW1 ≃W2 as twisted V -modules.
On the other hand, we have:
Lemma 3.3. IfW is a simple object in Rep(V ), thenW is an irreducible g-twisted V -module for some g ∈ G.
Proof. We need to use the Frobenius-Perron dimension in a fusion category (see [BK], [ENO], [DMNO]). Let C be
a fusion category and let K(C) denote the Grothendieck ring of C. According to [ENO], there exists a unique ring
homomorphism FPdim C : K(C) → R such that FPdim C(X) > 0 for all nonzero X ∈ C, where FPdim C(X)
is called the Frobenius-Perron dimension of X ∈ C. Furthermore, one has the Frobenius-Perron dimension for the
category C:
FPdim (C) =
∑
X∈O(C)
FPdim C(X)2,
where O(C) denotes the equivalence classes of the simple objects in C. Note that both CV G and Rep(V ) are fusion
categories. It follows from [DMNO] and [ENO] that
(FPdim C
VG
V )(FPdim (Rep(V ))) = FPdim (CV G). (3.1)
We also need quantum dimensions and global dimensions from [DJX] and [DRX]. LetM be a g-twisted V -module
with g ∈ G and set chqM = tr|Mq
L(0)−c/24. Then chqM converges to a holomorphic function χM (τ) on the upper
half plane with q = e2piiτ (see [Z], [DLM3]). The quantum dimension ofM over V is defined as
qdimVM = lim
y→0
χM (iy)
χV (iy)
.
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From [ADJX] we have
qdimVM = FPdimRep(V )M, and qdimV GW = FPdim CVGW
for any V G-module W . Denote the equivalence classes of irreducible g-twisted V -modules by M(g). The global
dimension of V is defined as
glob(V ) =
∑
M∈M(1)
(qdimVM)
2.
It follows that glob(V G) = FPdim (CV G). Recall from [DJX] and [DRX] that
qdimV GV = o(G),
glob(V G) = o(G)2glob(V ),
glob(V ) =
∑
M∈M(g)
(qdimVM)
2
for any g ∈ G. Then we have
FPdim C
VG
V = qdimV GV = o(G), FPdim (CV G) = glob(V
G) = o(G)2glob(V ).
Combining these relations with equation (3.1) we obtain
FPdim (Rep(V )) = o(G)glob(V ).
Since for any g ∈ G, every irreducible g-twisted module is a simple object in Rep(V ) by Lemma 3.2, we get
FPdimRep(V ) ≥
∑
g∈G
∑
M∈M(g)
(qdimVM)
2 = o(G)glob(V ) = FPdimRep(V ).
Thus
FPdimRep(V ) =
∑
g∈G
∑
M∈M(g)
(qdimVM))
2,
which implies that every simple object in Rep(V ) is an irreducible g-twisted V -module for some g ∈ G.
Remark 3.4. Note that Lemma 3.3 holds for any (not necessarily abelian) finite automorphism group G as long as
V G is rational, C2-cofinite.
Let g, h ∈ G. For any g-twisted moduleM and h-twisted module N , as they are objects in Rep(V ) by Lemma
3.2,M ⊠V N exists in Rep(V ).We will show next that the tensor product in the sense of Definition 2.18 exists and is
isomorphic toM ⊠V N.We first prove that a categorical intertwining operator is the same as an intertwining operator
in the sense of Definition 2.13.
The following is a generalization of Theorem 3.53 in [CKM] where gi = 1 for i = 1, 2, 3 with a similar proof:
Theorem 3.5. Let g1, g2, g3 be commuting finite order automorphisms of V and letMi be a gi-twisted V -module for
i = 1, 2, 3. Assume
Y(·, z)· : M1 ⊗M2 −→M3{z}
w1 ⊗ w2 7−→ Y(w1, z)w2 =
∑
n∈C
(w1)nw2z
−n−1
is a bilinear map satisfying the following conditions:
1. Lower truncation: For any w1 ∈M1, w2 ∈M2 and α ∈ C, (w1)α+mw2 = 0 for sufficiently largem ∈ N.
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2. The L(−1)-derivative formula: [L(−1),Y(w1, z)] =
d
dx
Y(w1, z) = Y(L(−1)w1, z) for w1 ∈M1.
3. The L(0)-bracket formula: [L(0),Y(w1, z)] = z
d
dz
Y(w1, z) + Y(L(0)w1, z) for w1 ∈M1.
4. For any w′3 ∈ M
′
3, w2 ∈ M2, v ∈ V , w1 ∈ M1, the following series define multivalued analytic functions on
the indicated domains, which coincide on the respective intersections of their domains:
〈w′3, YM3(a, z1)Y(w1, z2)w2〉 on |z1| > |z2| > 0, (3.2)
〈w′3,Y(YM1 (a, z1 − z2)w1, z2)w2〉 on |z2| > |z1 − z2| > 0, (3.3)
〈w′3,Y(w1, z2)YM2 (a, z1)w2〉 on |z2| > |z1| > 0. (3.4)
Specifically, the principal branches (that is, z2 = e
log z2 ) of the first and second multivalued functions yield
single-valued functions which coincide on the simply connected domain
S1 := {(z1, z2) ∈ C
2 |Re z1 > Re z2 > Re(z1 − z2) > 0, Im z1 > Im z2 > Im(z1 − z2) > 0}
and the principal branches of the second and third multivalued functions yield single-valued functions which
coincide on the simply connected domain
S2 := {(z1, z2) ∈ C
2 |Re z2 > Re z1 > Re(z2 − z1) > 0, Im z2 > Im z1 > Im(z2 − z1) > 0}.
5. There exists a multivalued analytic function g defined on {(z1, z2) ∈ C
2 | z1, z2, z1 − z2 6= 0} that restricts to
the three multivalued functions above on their respective domains.
Then Y is an intertwining operator of type
(
M3
M1 M2
)
in the sense of Definition 2.13.
Proof. The proof here is a slight modification of that of Theorem3.53 in [CKM]. First, fix z2 ∈ C
× withRe z2, Im z2 >
0. Then fz2(z1) := g(z1, e
log z2)z
j1/T1
1 (z1 − z2)
j2/T2 yields a possibly multivalued analytic function of z1 defined
on {z1 ∈ C
× | z1 6= z2}. However, note that fz2 has single-valued restrictions to each of {z1 ∈ C
× | |z1| > |z2|},
{z1 ∈ C
× | |z2| > |z1 − z2| > 0} and {z1 ∈ C× | |z2| > |z1|}, and these restrictions coincide on certain simply-
connected subsets of the intersections of these domains. Thus these restrictions define a single-valued analytic function
on the union of these domains. This implies that fz2 has a single-valued restriction f˜z2 to C
× \ {z2} with possible
poles at 0, z2,∞. Thus f˜z2 is a rational function. It follows from Proposition 2.17 that Y satisfies the Jacobi identity
and hence it is an intertwining operator of type
(
M3
M1 M2
)
in the sense of Definition 2.13.
Theorem 3.6. Let g1, g2, g3 ∈ G and letMi be gi-twisted V -modules for i = 1, 2, 3. Then the space of intertwining
operators of type
(
M3
M1 M2
)
in the sense of Definition 2.13 is linearly isomorphic to the space of the categoricalRep(V )
intertwining operators of type
(
M3
M1 M2
)
. Furthermore, a tensor product moduleM1⊠
V M2 exists and andM1⊠
V M2
andM1 ⊠V M2 are isomorphic g1g2-twisted V -modules.
Proof. By Theorem 3.44 of [CKM], the space of the categorical Rep(V ) intertwining operators of type
(
M3
M1 M2
)
is
isomorphic to the space of bilinear maps
Y(·, z)· : M1 ⊗M2 −→M3 {z}
w1 ⊗ w2 7−→ Y(w1, z)w2 =
∑
n∈C
(w1)nw2z
−n−1
satisfying the conditions 1-5 in Theorem 3.5. By Proposition 2.17 and Theorem 3.5, the latter space is the same as the
space of intertwining operators of type
(
M3
M1 M2
)
in the sense of Definition 2.13. It follows from Remark 2.14 that the
space of the categoricalRep(V ) intertwining operators of type
(
M3
M1 M2
)
is zero if g1g2 6= g3. So we assume g1g2 = g3
for the rest of the proof.
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Let {M13 , . . . ,M
r
3} be a complete set of equivalence class representatives of irreducible g3-twisted V -modules.
From Lemma 3.2, M13 , . . . ,M
r
3 are inequivalent simple objects in Rep(V ). From the first part, the fusion rules
N
Mi3
M1,M2
of the indicated types in the sense of Definition 2.13 and in Rep(V ) are the same. As M1 ⊠V M2 is an
object in Rep(V ) (consisting of some V G-modules), the fusion numbers N
Mi3
M1,M2
are finite. For 1 ≤ i ≤ r, set
Ni = N
Mi3
M1,M2
for short. Set
W = ⊕ri=1(C
Ni ⊗M i3),
which is a g3-twisted V -module and hence an object inRep(V ). It follows that there is an isomorphism in the category
Rep(V ) fromM1 ⊠V M2 toW .
For 1 ≤ i ≤ r, let Yi1, ...,Y
i
Ni
be a basis of IV
(
Mi3
M1 M2
)
. Then we have intertwining operators es ⊗ Y
i
j for
1 ≤ i ≤ r, 1 ≤ s, j ≤ Ni of type
(
W
M1 M2
)
, where e1, . . . , eNi are the standard basis vectors of C
Ni . Set
F (·, z) =
r∑
i=1
Ni∑
s,j=1
es ⊗ Y
i
j(·, z). (3.5)
We now prove that (W,F ) is a tensor product ofM1 andM2 in the sense of Definition 2.18. LetM be any g3-twisted
V -module and I ∈ IV
(
M
M1 M2
)
. We need to show that there is a unique V -homomorphismψ :W →M such that I =
ψ◦Y. Since V is g3-rational,M is isomorphic to a direct sum ofM
i
3 for 1 ≤ i ≤ r. ThusM = HomV (M
i
3,M)⊗M
i
3.
It can be readily seen that
IV
(
M
M1 M2
)
= ⊕ri=1HomV (M
i
3,M)⊗ IV
(
M i3
M1 M2
)
.
Then I =
∑r
i=1
∑Ni
j=1 ψi,j ⊗ Y
i
j where ψi,j ∈ HomV (M
i
3,M). For 1 ≤ i ≤ r, 1 ≤ s ≤ Ni, let pi,s be the
projection of M onto es ⊗ M
i
3, a V -homomorphism, and let pii,s be the identification map es ⊗ M
i
3 ≃ M
i
3. Set
ψ =
∑r
i=1
∑Ni
j,s=1 ψi,jpii,spi,s, a V -homomorphism fromW toM . It is clear that I = ψ ◦F. Thus (W,F ) is a tensor
product ofM1 andM2 in the sense of Definition 2.18. Consequently, we haveM1 ⊠
V M2 ≃M1 ⊠V M2.
Since the tensor product functor ⊠V is associative, we have:
Corollary 3.7. LetMi be a gi-twisted V -module with gi ∈ G for i = 1, 2, 3. Then
(M1 ⊠V M2)⊠V M3 ≃M1 ⊠V (M2 ⊠V M3).
4 Weak V -moduleH(M2,M3) of generalized intertwining operators
Let τ ∈ Aut(V ) of period T and let M2 and M3 be weak τ -twisted V -modules. In this section, we introduce a
spaceH(M2,M3) which consists of what we call generalized intertwining operators fromM2 toM3 and we define a
vertex operator map YH(·, z). We prove that (H(M2,M3), YH(·, z)) carries the structure of a weak V -module. Then
we prove for any weak V -module M1, giving an intertwining operator Y of type
(
M3
M1M2
)
is equivalent to giving a
V -homomorphism fromM1 toH(M2,M3).
Let V be a vertex operator algebra and let τ ∈ Aut (V ) of period T . In this section, we first prove that for any
τ -twisted V -modulesM2 and M3, there is a weak module structure on the space H(M2,M3) of generalized inter-
twining operators. Furthermore, we prove that for any weak V -moduleM1, the space HomV (M1,H(M2,M3)) of V -
homomorphisms fromM1 toH(M2,M3) is canonically isomorphic to IV
(
M3
M1M2
)
. (Hence giving a V -homomorphism
fromM1 toH(M2,M3) is equivalent to giving an intertwining operator of type
(
M3
M1M2
)
.)
Let V be a vertex operator algebra and let τ be a finite order automorphism of V of period T , which are all fixed
throughout this subsection. As before, for r ∈ Z set
V r = {v ∈ V | τv = ηrT v} ,
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where
ηT = e
2pi
√−1/T ,
the principal primitive T -th root of unity.
Definition 4.1. Let (M2, YM2) and (M3, YM3) be weak τ -twisted V -modules. A generalized intertwining operator
fromM2 toM3 is an element φ(x) =
∑
α∈C φαx
−α−1 ∈ (Hom(M2,M3)){x} satisfying the following conditions:
(G1) For any α ∈ C, w ∈M2, φα+nw = 0 for n ∈ Z sufficiently large;
(G2) [L(−1), φ(x)] = ddxφ(x);
(G3) For any v ∈ V , there exists a nonnegative integer k such that
(x1 − x2)
kYM3(v, x1)φ(x2) = (x1 − x2)
kφ(x2)YM2(v, x1). (4.1)
Denote byH(M2,M3) the space of all generalized intertwining operators fromM2 toM3.
Let φ(x) ∈ H(M2,M3) and let u ∈ V
r with 0 ≤ r < T . For each n ∈ Z, we define
uHn φ(x)
= Resx1
∑
j≥0
(
− rT
j
)
x−
r
T −jx
r
T
1
(
(x1 − x)
n+jYM3(u, x1)φ(x) − (−x+ x1)
n+jφ(x)YM2 (u, x1)
)
, (4.2)
an element of (Hom(M2,M3)){x}.
Remark 4.2. Here are some explanations about this definition. First, recall that for any weak τ -twisted V -module
(W,YW ), we have
z
r
T YW (u, z)w ∈ W ((z)) for u ∈ V
r, r ∈ Z, w ∈W.
In view of this, the sum in (4.2) involves only integer powers of x1, so that applying Resx1 to the sum makes sense.
Second, due to the weak commutativity (4.1), we see that for any n ∈ Z, the sum contains only finitely many nonzero
terms, and uHn φ(x) = 0 for n sufficiently large. Third, as φ(x) satisfies the condition (G1), it can be readily seen that
uHn φ(x) also satisfies the condition (G1).
Now, set
YH(u, z)φ(x) =
∑
n∈Z
uHn φ(x)z
−n−1. (4.3)
In terms of this generating function, we have
YH(u, z)φ(x)
= Resx1
(
x+ z
x1
)− rT (
z−1δ
(
x1 − x
z
)
YM3(u, x1)φ(x) − z
−1δ
(
x− x1
−z
)
φ(x)YM2 (u, x1)
)
. (4.4)
Using linearity, we obtain a vertex operator map
YH(·, z) : V → (End(Hom(M2,M3)){x}) [[z, z−1]]
u 7→ YH(u, z). (4.5)
First, we present some technical results.
Lemma 4.3. Let v ∈ V r with r ∈ Z and let φ(x) ∈ H(M2,M3). Then
zk(x+ z)
r
T YH(u, z)φ(x) =
(
(x1 − x)
kx
r
T
1 YM3(u, x1)φ(x)
)
|x1=x+z, (4.6)
where k is any nonnegative integer such that (4.1) holds. Furthermore, we have
x−11 δ
(
x+ z
x1
)(
x+ z
x1
) r
T
YH(u, z)φ(x)
= z−1δ
(
x1 − x
z
)
YM3(u, x1)φ(x) − z
−1δ
(
x− x1
−z
)
φ(x)YM2 (u, x1). (4.7)
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Proof. Write r = qT +r0 for some q, r0 ∈ Zwith 0 ≤ r0 < T . As YH(u, z)φ(x) involves only finitely many negative
powers of z, we can multiply both sides of (4.4) by (x+ z)
r0
T and by doing so we get
zk(x + z)
r0
T YH(u, z)φ(x)
= Resx1z
kx
r0
T
1
(
z−1δ
(
x1 − x
z
)
YM3(u, x1)φ(x) − z
−1δ
(
x− x1
−z
)
φ(x)YM2 (u, x1)
)
= Resx1z
−1δ
(
x1 − x
z
)(
(x1 − x)
kx
r0
T
1 YM3(u, x1)φ(x)
)
− Resx1z
−1δ
(
x− x1
−z
)(
(x1 − x)
kx
r0
T
1 φ(x)YM2 (u, x1)
)
= Resx1x
−1
1 δ
(
x+ z
x1
)(
(x1 − x)
kx
r0
T
1 YM3(u, x1)φ(x)
)
.
Then
zk(x+ z)
r
T YH(u, z)φ(x)
= zk(x+ z)q(x+ z)
r0
T YH(u, z)φ(x)
= Resx1x
−1
1 δ
(
x+ z
x1
)
(x + z)q
(
(x1 − x)
kx
r0
T
1 YM3(u, x1)φ(x)
)
= Resx1x
−1
1 δ
(
x+ z
x1
)
xq1
(
(x1 − x)
kx
r0
T
1 YM3(u, x1)φ(x)
)
= Resx1x
−1
1 δ
(
x+ z
x1
)(
(x1 − x)
kx
r
T
1 YM3(u, x1)φ(x)
)
=
(
(x1 − x)
kx
r
T
1 YM3(u, x1)φ(x)
)
|x1=x+z.
This proves the first assertion. Furthermore, we have
zkx
r
T
1
(
z−1δ
(
x1 − x
z
)
YM3(u, x1)φ(x) − z
−1δ
(
x− x1
−z
)
φ(x)YM2 (u, x1)
)
= z−1δ
(
x1 − x
z
)(
x
r
T
1 (x1 − x)
kYM3 (u, x1)φ(x)
)
− z−1δ
(
x− x1
−z
)(
x
r
T
1 (x1 − x)
kφ(x)YM2 (u, x1)
)
= x−11 δ
(
x+ z
x1
)(
(x1 − x)
kx
r
T
1 YM3(u, x1)φ(x)
)
= x−11 δ
(
x+ z
x1
)(
(x1 − x)
kx
r
T
1 YM3(u, x1)φ(x)
)
|x1=x+z
= x−11 δ
(
x+ z
x1
)
zk(x + z)
r
T YH(u, z)φ(x),
which is equivalent to (4.7).
Note that for any u ∈ V , we have u = u0 + u1 + · · ·+ uT−1, where for 0 ≤ r ≤ T − 1,
ur =
1
T
T−1∑
j=0
η−jrT τ
j(u) ∈ V r.
Using this and Lemma 4.3, we immediately get the the following generalization:
Proposition 4.4. Let v ∈ V and let φ(x) ∈ H(M2,M3). Then
zkYH(u, z)φ(x) =
(
(x1 − x)
kYM3(u, x1)φ(x)
)
|
x
1/T
1
=(x+z)1/T
, (4.8)
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where k is any nonnegative integer such that (4.1) holds. Furthermore, we have
T−1∑
j=0
x−11 δ
(
η−jT
(
x+ z
x1
) 1
T
)
YH(τ ju, z)φ(x)
= z−1δ
(
x1 − x
z
)
YM3(u, x1)φ(x) − z
−1δ
(
x− x1
−z
)
φ(x)YM2 (u, x1). (4.9)
We also have the following generalization of the first part of Lemma 4.3 (cf. [Li5], Lemma 2.15):
Lemma 4.5. Let v ∈ V and let φ1(x), . . . , φp(x) ∈ H(M2,M3). If
p∑
j=1
fj(x1 − x)YM3 (v, x1)φj(x) =
p∑
j=1
fj(x1 − x)φj(x)YM2 (v, x1),
where f1(x), . . . , fp(x) ∈ C[x], then p∑
j=1
fj(x1 − x)YM3 (v, x1)φj(x)
 |
x
1/T
1
=(x+z)1/T
=
p∑
j=1
fj(z)YH(v, z)φj(x). (4.10)
On the other hand, let v1, . . . , vp ∈ V and let φ(x) ∈ H(M2,M3). If
p∑
j=1
fj(x1 − x)YM3 (v
j , x1)φ(x) =
p∑
j=1
fj(x1 − x)φ(x)YM2 (v
j , x1),
where f1(x), . . . , fp(x) ∈ C[x], then p∑
j=1
fj(x1 − x)YM3 (v
j , x1)φ(x)
 |
x
1/T
1
=(x+z)1/T
=
p∑
j=1
fj(z)YH(vj , z)φ(x). (4.11)
Proof. As φj(x) ∈ H(M2,M3), there is a nonnegative integer k such that
(x1 − x)
kYM3(v, x1)φj(x) = (x1 − x)
kφj(x)YM2 (v, x1)
for all 1 ≤ j ≤ p. Then
(x1 − x)
kfj(x1 − x)YM3 (v, x1)φj(x) = (x1 − x)
kfj(x1 − x)φj(x)YM2 (v, x1).
In view of Lemma 4.3, for 1 ≤ j ≤ p, we have(
(x1 − x)
kYM3(v, x1)φj(x)
)
|
x
1/T
1
=(x+z)1/T
= zkYH(v, z)φj(x),
so that (
(x1 − x)
kfj(x1 − x)YM3 (v, x1)φj(x)
)
|
x
1/T
1
=(x+z)1/T
= fj(x1 − x)|x1=x+z ·
(
(x1 − x)
kYM3(v, x1)φj(x)
)
|
x
1/T
1
=(x+z)1/T
= zkfj(z)YH(v, z)φj(x).
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Then
zk
 p∑
j=1
fj(x1 − x)YM3(v, x1)φj(x)
 |
x
1/T
1
=(x+z)1/T
=
(x1 − x)k p∑
j=1
fj(x1 − x)YM3 (v, x1)φj(x)
 |
x
1/T
1
=(x+z)1/T
=
p∑
j=1
(
(x1 − x)
kfj(x1 − x)YM3 (v, x1)φj(x)
)
|
x
1/T
1
=(x+z)1/T
= zk
p∑
j=1
fj(z)YH(v, z)φj(x),
which amounts to (4.10). The second assertion can be proved similarly.
As the first main result of this section, we have:
Theorem 4.6. Let τ ∈ Aut(V )with o(τ) = T and letM2 andM3 be weak τ -twisted V -modules. Then (H(M2,M3), YH)
carries the structure of a weak V -module.
Proof. First, we prove thatH(M2,M3) is closed under the action of V given by (4.4), i.e.,
vHn φ(x) ∈ H(M2,M3) for v ∈ V, n ∈ Z, φ(x) ∈ H(M2,M3).
Assume v ∈ V r with r ∈ Z. As it was pointed out before, vHn φ(x) satisfies condition (G1) for every n ∈ Z. We now
establish condition (G2). Using (G2) for φ(x) and the corresponding property for YM3(v, x1), we have
[L(−1), YM3(v, x1)φ(x)] =
(
∂
∂x1
+
∂
∂x
)
YM3(v, x1)φ(x),
[L(−1), φ(x)YM2(v, x1)] =
(
∂
∂x1
+
∂
∂x
)
φ(x)YM2 (v, x1).
On the other hand, notice that(
∂
∂x1
+
∂
∂x
)
z−1δ
(
x1 − x
z
)
= 0,
(
∂
∂x1
+
∂
∂x
)
z−1δ
(
x− x1
−z
)
= 0,(
∂
∂x1
+
∂
∂x
)(
x−11 δ
(
x+ z
x1
)(
x+ z
x1
) r
T
)
= 0.
16
Using these properties and (4.7), we get
x−11 δ
(
x+ z
x1
)(
x+ z
x1
) r
T
[L(−1), YH(v, z)φ(x)]
= z−1δ
(
x1 − x
z
)
[L(−1), YM3(v, x1)φ(x)] − z
−1δ
(
x− x1
−z
)
[L(−1), φ(x)YM2 (v, x1)]
=
(
∂
∂x1
+
∂
∂x
)(
z−1δ
(
x1 − x
z
)
YM3(v, x1)φ(x) − z
−1δ
(
x− x1
−z
)
φ(x)YM2 (v, x1)
)
=
(
∂
∂x1
+
∂
∂x
)(
x−11 δ
(
x+ z
x1
)(
x+ z
x1
) r
T
YH(v, z)φ(x)
)
= x−11 δ
(
x+ z
x1
)(
x+ z
x1
) r
T
(
∂
∂x1
+
∂
∂x
)
(YH(v, z)φ(x))
= x−11 δ
(
x+ z
x1
)(
x+ z
x1
) r
T ∂
∂x
(YH(v, z)φ(x)). (4.12)
As YH(v, z)φ(x) involves only finitely many negative powers of z, by cancellation we obtain
[L(−1), YH(v, z)φ(x)] =
∂
∂x
YH(v, z)φ(x).
This implies that vHn φ(x) satisfy condition (G2) for all n ∈ Z.
Next, we consider condition (G3). Let u ∈ V . Then there exists a positive integer k such that
(x1 − x2)
kYMi(u, x1)YMi (v, x2) = (x1 − x2)
kYMi(v, x2)YMi(u, x1),
(x1 − x2)
kYM3(u, x1)φ(x2) = (x1 − x2)
kφ(x2)YM2(u, x1)
for i = 2, 3. Using these and (4.7) we get
x−11 δ
(
x+ z
x1
)(
x+ z
x1
) r
T
(y − x)k(y − x− z)kYM3(u, y)(YH(v, z)φ(x))
= x−11 δ
(
x+ z
x1
)(
x+ z
x1
) r
T
(y − x)k(y − x1)
kYM3(u, y)(YH(v, z)φ(x))
= x−11 δ
(
x+ z
x1
)(
x+ z
x1
) r
T
(y − x)k(y − x1)
k(YH(v, z)φ(x))YM2 (u, y)
= x−11 δ
(
x+ z
x1
)(
x+ z
x1
) r
T
(y − x)k(y − x− z)k(YH(v, z)φ(x))YM2 (u, y).
Again, as (YH(v, z)φ(x)) involves only finitely many negative powers of z, by cancellation we obtain
(y − x)k(y − x− z)kYM3(u, y)(YH(v, z)φ(x)) = (y − x)
k(y − x− z)k(YH(v, z)φ(x))YM2 (u, y). (4.13)
Let n0 ∈ Z such that v
H
n φ(x) = 0 for all n ≥ n0. Form ∈ N, applying Reszz
n0−m to both sides we get
k∑
j=0
(
k
j
)
(−1)j(y − x)2k−jYM3 (u, y)
(
vHn0−m+jφ(x)
)
=
k∑
j=0
(
k
j
)
(−1)j(y − x)2k−j
(
vHn0−m+jφ(x)
)
YM3(u, y). (4.14)
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It then follows from this identity and induction onm that for everym ∈ N, there exists a positive integer p such that
(y − x)pYM3(u, y)
(
vHn0−mφ(x)
)
= (y − x)p
(
vHn0−mφ(x)
)
YM3(u, y).
(Note that if k = 0, it is clear, and if k ≥ 1, (4.14) gives a recursion formula.) Thus we have proved vHn φ(x) ∈
H(M2,M3) for n ∈ Z. Now, we have proved that YH(·, z) is a linear map from V to (End(H(M2,M3))) [[z, z−1]]
such that YH(u, z)φ(x) ∈ H(M2,M3)((z)) for u ∈ V, φ(x) ∈ H(M2,M3). It can be readily seen from (4.4) that
YH(1, z) = 1.
To prove that H(M2,M3) is a weak V -module, it suffices to prove the weak associativity. Let u ∈ V
r, v ∈ V s
with r, s ∈ Z and let φ(x) ∈ H(M2,M3). Then there exists a positive integer n such that
(x1 − x)
nYM3(u, x1)φ(x) = (x1 − x)
nφ(x)YM2 (u, x1),
(x1 − x)
nYM3(v, x1)φ(x) = (x1 − x)
nφ(x)YM2 (v, x1),
(x1 − x)
nYM3(u, x1)YM3(v, x) = (x1 − x)
nYM3(v, x)YM3 (u, x1).
From the twisted Jacobi identity for (M3, YM3) we have
(y2 + z0)
r
T YM3 (Y (u, z0)v, y2)
= Resy1y
r
T
1
(
x−10 δ
(
y1 − y2
z0
)
YM3(u, y1)YM3(v, y2)− x
−1
0 δ
(
y2 − y1
−z0
)
YM3(v, y2)YM3 (u, y1)
)
.
Using these properties and the standard delta-function substitutions, we get
(y2 + z0)
r
T (y2 − x)
n(y2 − x+ z0)
nYM3(Y (u, z0)v, y2)φ(x)
= (y2 + z0)
r
T (y2 − x)
n(y2 − x+ z0)
nφ(x)YM2 (Y (u, z0)v, y2).
Multiplying both sides by (y2 + z0)
− rT (noticing that we are allowed to do so since Y (u, z0)v ∈ V ((z0))), we obtain
(y2 − x)
n(y2 − x+ z0)
nYM3(Y (u, z0)v, y2)φ(x)
= (y2 − x)
n(y2 − x+ z0)
nφ(x)YM2 (Y (u, z0)v, y2). (4.15)
Noticing that umv ∈ V
r+s form ∈ Z, using Lemma 4.5 we obtain
zn2 (z2 + z0)
n(x+ z2)
r+s
T YH(Y (u, z0)v, z2)φ(x)
=
(
(x2 − x)
n(x2 − x+ z0)
nx
r+s
T
2 YM3(Y (u, z0)v, x2)φ(x)
)
|x2=x+z2 . (4.16)
On the other hand, we have
(x2 + z0)
r
T zn0 YM3(Y (u, z0)v, x2) =
(
(x1 − x2)
nx
r
T
1 YM3(u, x1)YM3 (v, x2)
)
|x1=x2+z0 ,
which gives
zn0 YM3(Y (u, z0)v, x2) = (x2 + z0)
− rT
(
(x1 − x2)
nx
r
T
1 YM3(u, x1)YM3 (v, x2)
)
|x1=x2+z0 .
Then
zn2 z
n
0 (z2 + z0)
n(x + z2)
r+s
T YH(Y (u, z0)v, z2)φ(x)
=
(
(x2 − x)
n(x2 − x+ z0)
nx
r+s
T
2 z
n
0 YM3(Y (u, z0)v, x2)φ(x)
)
|x2=x+z2
=
(
(x2 − x)
n(x2 − x+ z0)
nx
r+s
T
2 (x2 + z0)
− rT
(
(x1 − x2)
nx
r
T
1 YM3(u, x1)YM3 (v, x2)φ(x)
)
|x1=x2+z0
)
|x2=x+z2
=
(
(1 + z0/x2)
− rT
(
(x2 − x)
n(x1 − x)
n(x1 − x2)
nx
r
T
1 x
s
T
2 YM3(u, x1)YM3(v, x2)φ(x)
)
|x1=x2+z0
)
|x2=x+z2
=
(
1 +
z0
x+ z2
)− rT ((
(x2 − x)
n(x1 − x)
n(x1 − x2)
nx
r
T
1 x
s
T
2 YM3(u, x1)YM3 (v, x2)φ(x)
)
|x1=x2+z0
)
|x2=x+z2 ,
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which gives
zn2 z
n
0 (z2 + z0)
n(x+ z2)
s
T (x + z2 + z0)
r
T YH(Y (u, z0)v, z2)φ(x)
=
((
(x2 − x)
n(x1 − x)
n(x1 − x2)
nx
r
T
1 x
s
T
2 YM3(u, x1)YM3(v, x2)φ(x)
)
|x1=x2+z0
)
|x2=x+z2 . (4.17)
On the other hand, we consider YH(u, z1)YH(v, z2)φ(x). With (4.13), by Lemma 4.5 we have
zk1 (z1 − z2)
k(x+ z1)
r
T YH(u, z1)YH(v, z2)φ(x)
=
(
(x1 − x)
k(x1 − x− z2)
kx
r
T
1 YM3(u, x1)(YH(v, z2)φ(x))
)
|x1=x+z1 .
We also have
zk2 (x+ z2)
s
T YH(v, z2)φ(x) =
(
(x2 − x)
kx
s
T
2 YM3(v, x2)φ(x)
)
|x2=x+z2 .
Then we get
zk2 (x+ z2)
s
T zk1 (z1 − z2)
k(x+ z1)
r
T YH(u, z1)YH(v, z2)φ(x)
=
(
(x1 − x)
k(x1 − x− z2)
kx
r
T
1 YM3(u, x1)
(
(x2 − x)
kx
s
T
2 YM3(v, x2)φ(x)
)
|x2=x+z2
)
|x1=x+z1
=
((
(x1 − x)
k(x1 − x2)
k(x2 − x)
kx
r
T
1 x
s
T
2 YM3(u, x1)YM3 (v, x2)φ(x)
)
|x2=x+z2
)
|x1=x+z1,
which gives
zk2 (x+ z2)
s
T (z2 + z0)
kzk0 (x+ z2 + z0)
r
T YH(u, z2 + z0)YH(v, z2)φ(x)
=
((
(x1 − x)
k(x1 − x2)
k(x2 − x)
kx
r
T
1 x
s
T
2 YM3(u, x1)YM3 (v, x2)φ(x)
)
|x2=x+z2
)
|x1=x+z2+z0 .
Combining this with (4.17) (replacing n with a larger one so that n ≥ k) we obtain
zn2 z
n
0 (z2 + z0)
n(x+ z2)
s
T (x+ z2 + z0)
r
T YH(Y (u, z0)v, z2)φ(x)
= zn2 (x + z2)
s
T (z2 + z0)
nzn0 (x+ z2 + z0)
r
T YH(u, z2 + z0)YH(v, z2)φ(x),
noticing that under the formal series expansion convention, for anym ∈ Z,
(x2 + z0)
m|x2=x+z2 = ((x+ z2) + z0)
m = (x+ (z2 + z0))
m = xm1 |x1=x+z2+z0 .
Multiplying both sides by z−n2 z
−n
0 (x+ z2)
− sT (x+ z2 + z0)−
r
T we get
(z2 + z0)
nYH(Y (u, z0)v, z2)φ(x) = (z2 + z0)nYH(u, z2 + z0)YH(v, z2)φ(x).
This establishes the weak associativity. Therefore, (H(M2,M3), YH) carries the structure of a weak V -module.
We end this section with the following technical result:
Lemma 4.7. Let τ, T, M2, M3 be given as before and let φ(x) ∈ (Hom(W2,W3)){z}. Suppose that φ(x) satisfies
the conditions (G1) and (G2) and suppose that the condition (G3) holds for any u ∈ U , where U be a subset of V such
that ∪k−1j=0 τ
j(U) generates V as a vertex algebra. Then φ(x) ∈ H(W2,W3).
Proof. LetK consist of all vectors a ∈ V such that
(x1 − x)
nYM3(a, x1)φ(x) = (x1 − x)
nφ(x)YM2 (a, x1)
for some nonnegative integer n. We must proveK = V . As ∪T−1j=0 τ
j(U) generates V as a vertex algebra, it suffices to
prove that K is a vertex subalgebra that contains ∪T−1j=0 τ
j(U). It is clear that K is a subspace with 1 ∈ K , and from
assumption we have U ⊂ K . Note that for any v ∈ V , we have
YMi(τ(v), z) = lim
z1/T→η−1k z1/T
YMi(v, z)
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with i = 2, 3. It then follows that τ(K) ⊂ K . Thus ∪T−1j=0 τ
j(U) ⊂ K . Now, it remains to prove that umv ∈ K for
any u, v ∈ K, m ∈ Z. As τ(K) ⊂ K , it suffices to consider u ∈ K ∩ V r with r ∈ Z. Note that
(z2 + z0)
r
T YMi(Y (u, z0)v, z2)
= Resz1z
r
T
1
(
z−10 δ
(
z1 − z2
z0
)
YMi(u, z1)YMi(v, z2)− z
−1
0 δ
(
z2 − z1
−z0
)
YMi(v, z2)YMi(u, z1)
)
(4.18)
holds onMi for i = 2, 3. Let k be a positive integer such that
(z1 − z)
kYM3(a, z1)φ(z) = (z1 − z)
kφ(z)YM2 (a, z1)
for a ∈ {u, v}. Using these relations and (4.18), we get
(z2 − z)
k(z2 + z0 − z)
kYM3(Y (u, z0)v, z2)φ(z) = (z2 − z)
k(z2 + z0 − z)
kφ(z)YM2 (Y (u, z0)v, z2).
Just as in the first part of the proof of Theorem 4.6, it follows from this relation and an induction that umv ∈ K for all
m ∈ Z. Therefore, we concludeK = V and hence φ(x) ∈ H(W2,W3).
Proposition 4.8. Let M2, M3 be weak τ -twisted V -modules and let M be any weak V -module. Then for any
intertwining operator I(·, x) of type
(
M3
M M2
)
, we have I(w, x) ∈ H(M2,M3) for w ∈ M , and the map fI defined by
fI(w) = I(w, x) for w ∈M is a homomorphism of weak V -modules. Furthermore, the linear map θ : IV
(
M3
M M2
)
→
HomV (M,H(M2,M3)) defined by θ(I) = fI is a linear isomorphism.
Proof. Let I(·, x) be any intertwining operator of type
(
M3
M M2
)
. From definition, we see that for everyw ∈M , I(w, x)
satisfies conditions (G1) and (G2). As the Jacobi identity for I(·, x) implies commutator formula which furthermore
implies locality, I(w, x) also satisfies (G3). Thus I(w, x) ∈ H(M2,M3). Then we have a linear map fI fromM to
H(M2,M3) defined by fI(w) = I(w, x) for w ∈M . For any u ∈ V
r, w ∈M with r ∈ Z, we have
fI(Y (u, x0)w)
= I(Y (u, x0)w, x)
= Resx1
(
x+ x0
x1
)− rT (
x−10 δ
(
x1 − x
x0
)
YM3(u, x1)I(w, x) − x
−1
0 δ
(
x− x1
−x0
)
I(w, x)YM2 (u, x1)
)
= YH(u, x0)I(w, x)
= YH(u, x0)fI(w).
This proves that fI is a homomorphism of weak V -modules.
For the second assertion, it is clear that θ is a one-to-one linear map. To prove that it is onto, let f be a V -
homomorphism fromM to H(M2,M3)). For every w ∈ M , noticing that as an element of H(M2,M3)), f(w) is a
formal series in a formal variable, we write f(w) as f(w)(x), and then set If (w, x) = f(w)(x) ∈ H(M2,M3). This
gives a linear map If (·, x) fromM to (HomC(M2,M3)){x}. We have
[L(−1), If (w, z)] =
d
dz
If (w, z).
For any v ∈ V, w ∈M , as f(w)(x) ∈ H(W2,W3), by condition (G3) there exists a nonnegative integer k such that
(x1 − x)
kYM3(v, x1)f(w)(x) = (x1 − x)
kf(w)(x)YM3 (v, x1),
which amounts to
(x1 − x)
kYM3(v, x1)If (w, x) = (x1 − x)
kIf (w, x)YM3 (v, x1). (4.19)
20
On the other hand, for v ∈ V r with r ∈ Z and w ∈M , with f a homomorphism of weak V -modules, we have
(z2 + z0)
r
T If (YM (v, z0)w, z2)
= (z2 + z0)
r
T f(YM (v, z0)w)(z2)
= (z2 + z0)
r
T YH(v, z0)f(w)(z2)
= Resz1z
r
T
1
(
z−10 δ
(
z1 − z2
z0
)
YM3(v, z1)f(w)(z2)− z
−1
0 δ
(
z2 − z1
−z0
)
f(w)(z2)YM2 (v, z1)
)
= Resz1z
r
T
1
(
z−10 δ
(
z1 − z2
z0
)
YM3(v, z1)If (w, z2)− z
−1
0 δ
(
z2 − z1
−z0
)
If (w, z2)YM2(v, z1)
)
.
This together with (4.19) gives the Jacobi identity. Therefore, If (·, x) is an intertwining operator of type
(
M3
M M2
)
. It is
clear that θ(If ) = f . This proves that θ is onto, concluding the proof.
5 Permutation orbifolds
In this section, we shall apply the results of Section 4 to the permutation orbifold model.
5.1 Linear isomorphism between IV
(
W
M N
)
and IV ⊗k
(
Tσ(W )
M1 Tσ(N)
)
Let V be a vertex operator algebra and let k be a positive integer, which are all fixed throughout this section. Set
σ = (1 2 · · · k), which is an automorphism of V ⊗k. Let M , N , and W be irreducible V -modules. Set W1 =
M ⊗ V ⊗(k−1), which is a V ⊗k-module. Let Tσ(N) and Tσ(W ) be the σ-twisted V ⊗k-modules constructed in
[BDM]. In this section, we prove that there is a canonical linear isomorphism between the spaces IV
(
W
M N
)
and
IV ⊗k
( Tσ(W )
M1 Tσ(N)
)
. That is, given an intertwining operator of type
(
W
M N
)
, we can construct an intertwining operator
of type
( Tσ(W )
M1 Tσ(N)
)
. Conversely, given an intertwining operator of type
( Tσ(W )
M1 Tσ(N)
)
, we can construct an intertwining
operator of type
(
W
M N
)
. As one of the main results, we obtain the following tensor product relation:(
M ⊗ V ⊗(k−1)
)
⊠V ⊗k Tσ (N) ≃ Tσ (M ⊠V N) .
5.1.1 From IV
(
W
M N
)
to IV ⊗k
( Tσ(W )
M1 Tσ(N)
)
Let V be a vertex operator algebra as before, and let k be a positive integer with k ≥ 2 and set σ = (1 2 · · · k), which
is viewed as an automorphism of V ⊗k of order k.
For any u ∈ V , 1 ≤ j ≤ k, we denote by uj the vector in V ⊗k whose j th tensor factor is u and the other tensor
factors are 1:
uj = 1⊗(j−1) ⊗ u⊗ 1⊗(k−j). (5.1)
We have
Y (uj , z) = 1⊗(j−1) ⊗ Y (u, z)⊗ 1⊗(k−j). (5.2)
Note that σuj = uj+1 for 1 ≤ j ≤ k, where uk+1 = u1 by convention. For any weak V ⊗k-module (W,YW ), we
have [
YW (u
i, z1), YW (v
j , z2)
]
= Resz0z
−1
2 δ
(
z1 − z0
z2
)
YW (Y (u
i, z0)v
j , z2)
for u, v ∈ V, 1 ≤ i, j ≤ k. For n ≥ 0, as un1 = 0 (in V ) we have (u
i)n(v
j) = 0 (in V ⊗k) if i 6= j. Then we
immediately have:
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Lemma 5.1. Let (W,YW ) be any weak V
⊗k-module. Then
[
YW (u
i, z1), YW (v
j , z2)
]
= 0 for any u, v ∈ V , i, j ∈
{1, . . . , k} with i 6= j.
Let k be a positive integer. Recall from [BDM]
∆k(z) = exp
∑
n≥1
anz
−nk L(n)
 k−L(0)z(1/k−1)L(0), (5.3)
where the coefficients an for n ≥ 1 are uniquely determined by
exp
∑
n≥1
−anx
n+1 d
dx
x = 1
k
(1 + x)k −
1
k
. (5.4)
As in [BDM], we shall also use the expression∆k(z
k)−1. For convenience, we set
Φk(z) = ∆k(z
k)−1 = (kzk−1)L(0) exp
−∑
n≥1
anz
−nL(n)
 . (5.5)
The following results were obtained in [BDM] (Proposition 2.2 and Corollary 2.5):
Proposition 5.2. Let (W,YW ) be any V -module. Then
∆k(x)YW (v, z)w = YW
(
∆k(x+ z)v, (x+ z)
1/k − x1/k
)
∆k(x)w, (5.6)
Φk(x)YW (v, z)w = YW
(
Φk(x+ z)v, (x+ z)
k − xk
)
Φk(x)w, (5.7)
∆k(z)L(−1)w −
1
k
z1/k−1L(−1)∆k(z)w =
d
dz
∆k(z)w, (5.8)
∆k(z)ω =
1
k2
z2(
1
k−1)ω + z−2
c
24
(1− k−2)1 (5.9)
for v ∈ V, w ∈W , where ω is the conformal vector of V and c is the central charge.
The following is one of the main results of [BDM]:
Theorem 5.3. Let V be any vertex operator algebra and let σ = (12 · · · k) ∈ Aut(V ⊗k). Then for any (weak,
admissible) V -module (W,YW ), we have a (weak, admissible) σ-twisted V
⊗k-module (Tσ(W ), YTσ(W )), where
Tσ(W ) =W as a vector space and the vertex operator map YTσ(W )(·, z) is uniquely determined by
YTσ(W )(u
1, z) = YW (∆k(z)u, z
1/k) for u ∈ V, (5.10)
where u1 = u⊗1⊗(k−1) ∈ V ⊗k. Furthermore, every (weak, admissible) σ-twisted V ⊗k-module is isomorphic to one
in this form.
Set
ηk = e
2pi
√−1
k , (5.11)
the principal primitive k-th root of unity.
We shall need the L(−1)-operator for the vertex operator algebra V ⊗k on the σ-twisted V ⊗k-module Tσ(W ).
Note that the conformal vector of V ⊗k is
ω(k) := ω1 + · · ·+ ωk,
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where ω denotes the conformal vector of V . Write
YW (ω, z) =
∑
n∈Z
L(n)z−n−2, YTσ(W )(ω
(k), z) =
∑
n∈Z
LTσ (n)z
−n−2. (5.12)
Using the covariance property of σ-twisted modules and the expression of∆k(z)ω from Proposition 5.2, we have
YTσ(W )(ω
(k), z) =
k−1∑
j=0
YTσ(W )(σ
jω1, z) =
k−1∑
j=0
lim
z1/k→η−jk z1/k
YTσ(W )(ω
1, z)
=
k−1∑
j=0
lim
z1/k→η−jk z1/k
YW (∆k(z)ω, z
1/k)
=
k−1∑
j=0
1
k2
η−2jk z
2/k−2YW (ω, η
−j
k z
1/k) + z−2
c
24
k(1− k−2)
=
1
k
∑
m∈Z
L(mk)z−m−2 + z−2
c
24
(k − k−1).
Then
LTσ(n) =
{
1
kL(nk) for n 6= 0
1
kL(0) +
c
24 (k − k
−1) for n = 0.
(5.13)
In particular, we have
LTσ (−1) =
1
k
L(−k). (5.14)
We have the following result which will be used later:
Lemma 5.4. Let (W,YW ) be any V -module. Then
d
dz
∆k(z) =
1
k
∑
i≥1
(
−k + 1
i
)
z−1−(i−1)/kL(i− 1)∆k(z) (5.15)
holds onW.
Proof. It is similar to that of Corollary 2.5 of [BDM]. As in [BDM] we set
∆xk(z) = exp
(
−
∑
j≥1
ajz
−j/kxj+1
∂
∂x
)
kx
∂
∂x z(−1/k+1)x
∂
∂x ,
an element of (End C[x, x−1])[[z1/k, z−1/k]]. As in the proof of Corollary 2.5 of [BDM], it suffices to show that
1
k
∑
i≥1
(
−k + 1
i
)(
−xi
∂
∂x
)
z−1−(i−1)/k∆xk(z) =
∂
∂z
∆xk(z) (5.16)
in (End C[x, x−1])[[z1/k, z−1/k]].
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Note that
∆xk(z)x = exp
(
−
∑
j≥1
ajz
−j/kxj+1
∂
∂x
)
kx
∂
∂x z(−1/k+1)x
∂
∂xx
= exp
(
−
∑
j≥
ajz
−j/kxj+1
∂
∂x
)
kz−1/k+1x
= kz exp
(
−
∑
j≥1
ajz
−j/kxj+1
∂
∂x
)
z−1/kx
= kz exp
(
−
∑
j≥1
aj(z
−1/kx)j+1
∂
∂z−1/kx
)
z−1/kx
= kz
(
1
k
(1 + z−1/kx)k −
1
k
)
= z
(
(1 + z−1/kx)k − 1
)
,
where for the second last equality we are using equation (5.4). Then
1
k
∑
i≥1
(
−k + 1
i
)(
−xi
∂
∂x
)
z−1−(i−1)/k∆xk(z)x
=
1
k
∑
i≥1
(
−k + 1
i
)(
−xi
∂
∂x
)
z−1−(i−1)/kz
(
(1 + z−1/kx)k − 1
)
= −
∑
i≥1
(
−k + 1
i
)
xiz−i/k(1 + z−1/kx)k−1
= −
∑
i≥0
(
−k + 1
i
)
xiz−i/k
(
(1 + z−1/kx)k−1
)
+ (1 + z−1/kx)k−1
= −1 + (1 + z−1/kx)k−1
=
∂
∂z
z
(
(1 + z−1/kx)k − 1
)
=
∂
∂z
∆xk(z)x.
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From [BDM] we have that∆xk(z)x
n = (∆xk(z)x)
n for n ∈ Z. Thus
1
k
∑
i≥1
(
−k + 1
i
)(
−xi
∂
∂x
)
z−1−(i−1)/k∆xk(z)x
n
=
1
k
∑
i≥1
(
−k + 1
i
)(
−xi
∂
∂x
)
z−1−(i−1)/kzn
(
(1 + z−1/kx)k − 1
)n
= −n
∑
i≥1
(
−k + 1
i
)
xiz−i/k(1 + z−1/kx)k−1zn−1
(
(1 + z−1/kx)k − 1
)n−1
= −n
∑
i≥0
(
−k + 1
i
)
xiz−i/k(1 + z−1/kx)k−1zn−1
(
(1 + z−1/kx)k − 1
)n−1
+ n(1 + z−1/kx)k−1zn−1
(
(1 + z−1/kx)k − 1
)n−1
= −nzn−1
(
(1 + z−1/kx)k − 1
)n−1
+ n(1 + z−1/kx)k−1zn−1
(
(1 + z−1/kx)k − 1
)n−1
= nzn−1
(
(1 + z−1/kx)k − 1
)n−1 (
−1 + (1 + z−1/kx)k−1
)
= n(∆xk(z)x)
n−1 ∂
∂z
∆xk(z)
=
∂
∂z
(∆xk(z)x)
n
=
∂
∂z
∆xk(z)x
n.
Therefore, equation (5.16) holds.
As the first main result of this section we have:
Theorem 5.5. Let M,N and W be weak V -modules and let σ = (1 2 · · · k) ∈ Aut(V ⊗k). Let Y(·, z) be an
intertwining operator of type
(
W
M N
)
. For w ∈ W , set
Y(w, z) = Y(∆k(z)w, z
1/k) ∈ (Hom(N,W )){z}. (5.17)
Then
Y(w, z) ∈ H(Tσ(N), Tσ(W )) for w ∈ W. (5.18)
Furthermore, the linear map f :M ⊗ V ⊗(k−1) → H(Tσ(N), Tσ(W )), defined by
f(w ⊗ a) = aH−1Y(w, z) for w ∈M, a ∈ V
⊗(k−1),
is a weak V ⊗k-module homomorphism fromM ⊗ V ⊗(k−1) toH(Tσ(N), Tσ(W )).
Proof. First, we show that Y(w, z) ∈ H(Tσ(N), Tσ(W )) for w ∈ M . It is clear that Y(w, z) satisfies the condition
(G1). For condition (G2), note that the following relations hold for any w′ ∈W, m ∈ Z:
Y(L(−1)w′, z) =
d
dz
Y(w′, z),
[L(m),Y(w′, z)] =
∑
i≥0
(
m+ 1
i
)
zm+1−iY(L(i − 1)w′, z).
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Using these relations and Lemma 5.4 we have
[LTσ(−1),Y(w, z)]
=
1
k
[
L(−k),Y(∆k(z)w, z
1/k)
]
=
1
k
∑
i≥0
(
−k + 1
i
)
(z1/k)1−k−iY(L(i− 1)∆k(z)w, z1/k)
=
1
k
z
1
k−1Y(L(−1)∆k(z)w, z1/k) +
1
k
∑
i≥1
(
−k + 1
i
)
z−1−(i−1)/kY(L(i− 1)∆k(z)w, z1/k)
=
1
k
z
1
k−1
(
∂
∂y1/k
Y(∆k(z)w, y
1/k)
)
|y=z
+
1
k
∑
i≥1
(
−k + 1
i
)
z−1−(i−1)/kY(L(i− 1)∆k(z)w, z1/k)
=
(
∂
∂y
Y(∆k(z)w, y
1/k)
)
|y=z + Y
(
∂
∂z
∆k(z)w, z
1/k
)
=
d
dz
Y(∆k(z)w, z
1/k)
=
d
dz
Y(w, z).
For condition (G3), let u ∈ V, w ∈M . By Lemma 3.3 in [BDM], we have
YTσ(W )(u
1, z1)Y(w, z2)− Y(w, z2)YTσ(N)(u
1, z1)
= Resz0
1
k
z−12 δ
(
(z1 − z0)
1/k
z
1/k
2
)
Y (YM (u, z0)w, z2)
= Resz0
1
k
k−1∑
r=0
z−12 δ
(
z1 − z0
z2
)(
z1 − z0
z2
)−r/k
Y (YM (u, z0)w, z2)
= Resz0
1
k
k−1∑
r=0
z−11 δ
(
z2 + z0
z1
)(
z2 + z0
z1
)r/k
Y (YM (u, z0)w, z2) . (5.19)
It follows that there exists a nonnegative integer n such that
(z1 − z2)
nYTσ(W )(u
1, z1)Y(w, z2) = (z1 − z2)
nY(w, z2)YTσ(N)(u
1, z1). (5.20)
Since {σj(u1) | u ∈ V, 1 ≤ j ≤ k} generates V ⊗k as a vertex algebra, by Lemma 4.7 we have Y(w, z) ∈
H(Tσ(N), Tσ(W )). Note that V
⊗k as a vertex algebra is generated by the subset {uj | u ∈ V, 1 ≤ j ≤ k}.
Second, we show that f is a homomorphism of weak V -modules where H(Tσ(N), Tσ(W )) is viewed as a V -
module through the embedding pi1 of V into V
⊗k. Note that for 1 ≤ i ≤ k,
YTσ(W )(u
i, z1) = YTσ(W )(σ
i−1u1, z1) = lim
z
1/k
1
→η1−ik z
1/k
1
YTσ(W )(u
1, z1).
Then using (5.19) (by replacing z
1/k
1 with η
1−i
k z
1/k
1 ), we get
YTσ(W )(u
i, z1)Y(w, z2)− Y(w, z2)YTσ(N)(u
i, z1)
= Resz0
1
k
k−1∑
r=0
z−11 δ
(
z2 + z0
z1
)(
z2 + z0
z1
)r/k
η
r(i−1)
k Y (YM (u, z0)w, z2) . (5.21)
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For u ∈ V , write
ui = ui,0 + ui,1 + · · ·+ ui,k−1, (5.22)
where ui,r ∈ (V ⊗k)r for 0 ≤ r ≤ k − 1. As
YTσ(W )(u
i,r, z1) ∈ z
− rT
1 (EndTσ(W ))[[z1, z
−1
1 ]], YTσ(N)(u
i,r, z1) ∈ z
− rT
1 (EndTσ(N))[[z1, z
−1
1 ]],
from (5.21) we get
YTσ(W )(u
i,r, z1)Y(w, z2)− Y(w, z2)YTσ(N)(u
i,r, z1)
= Resz0
1
k
z−11 η
(i−1)r
k
(
z2 + z0
z1
)r/k
δ
(
z2 + z0
z1
)
Y(YM (u, z0)w, z2). (5.23)
As Y(·, x) is an intertwining operator of type
(
W
M N
)
, we have
z−10 δ
(
x
1/k
1 − x
1/k
z0
)
YW
(
∆k(x1)v, x
1/k
1
)
Y
(
∆k(x)w, x
1/k
)
− z−10 δ
(
−x1/k + x
1/k
1
z0
)
Y
(
∆k(x)w, x
1/k
)
YN
(
∆k(x1)v, x
1/k
1
)
= x−1/kδ
(
x
1/k
1 − z0
x1/k
)
Y
(
YM (∆k(x1)v, z0)∆k(x)w, x
1/k
)
. (5.24)
Let p be a nonnegative integer such that zp0YM (∆k(x1)v, z0)∆k(x)w involves only nonnegative (integer) powers of
z0. Then we have
(x1 − x)
pYW
(
∆k(x1)v, x
1/k
1
)
Y
(
∆k(x)w, x
1/k
)
= (x1 − x)
pY
(
∆k(x)w, x
1/k
)
YN
(
∆k(x1)v, x
1/k
1
)
,
which is
(x1 − x)
pYTσ(W )(v
1, x1)Y(w, x) = (x1 − x)
pY(w, x)YTσ(N)(v
1, x).
Then
zpYH(v1, z)(Y(w, x)) =
(
(x1 − x)
pYTσ(W )(v
1, x1)Y(w, x)
)
|
x
1/k
1
=(x+z)1/k
. (5.25)
On the other hand, from (5.24) we get
x
−1/k
1 δ
(
x1/k + z0
x
1/k
1
)(
(x1 − x)
pYTσ(W )(v
1, x1)Y(w
1, x)
)
= x
−1/k
1 δ
(
x1/k + z0
x
1/k
1
)
(x1 − x)
pY
(
YM (∆k(x1)v, z0)∆k(x)w, x
1/k
)
.
Taking the residue with respect to x
1/k
1 , we obtain(
(x1 − x)
pYTσ(W )(v
1, x1)Y(w, x)
)
|
x
1/k
1
=x1/k+z0
=
(
(x1 − x)
pY
(
YM (∆k(x1)v, z0)∆k(x)w, x
1/k
))
|
x
1/k
1
=x1/k+z0
. (5.26)
Notice that for any
f(x, x1, z0) ∈ x
αU((x1/T ))((x
1/k
1 , z0))
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with α a complex number, U a vector space and T a positive integer, we have(
f(x, x1, z0)|x1/k
1
=x1/k+z0
)
|z0=(x+z)1/k−x1/k = f(x, x1, (x+ z)
1/k − x1/k)|
x
1/k
1
=(x+z)1/k
.
In view of this, applying substitution z0 = (x+ z)
1/k − x1/k to (5.26), we get(
(x1 − x)
pYTσ(W )(v
1, x1)Y(w, x)
)
|
x
1/k
1
=(x+z)1/k
=
(
(x1 − x)
pY
(
YM (∆k(x1)v, (x+ z)
1/k − x1/k)∆k(x)w, x
1/k
))
|
x
1/k
1
=(x+z)1/k
= zpY
(
YM (∆k(x+ z)v, (x+ z)
1/k − x1/k)∆k(x)w, x
1/k
)
. (5.27)
Combining this with (5.25), and then using (5.6) we get
YH(v1, z)(Y(w, x)) = Y
(
YM (∆k(x + z)v, (x+ z)
1/k − x1/k)∆k(x)w, x
1/k
)
= Y
(
∆k(x)YM (v, z)w, x
1/k
)
= Y(YM (v, z)w, x). (5.28)
Furthermore, for any v ∈ V, a ∈ C1⊗ V ⊗(k−1), we have
f(Y (v, z)w⊗a) = aH−1Y(YM (v, z)w, x) = a
H
−1YH(v
1, z)(Y(w, x)) = YH(v1, z)aH−1Y(w, x) = YH(v
1, z)f(w⊗a),
noticing that [aHm, (v
1)Hn ] = 0 for m,n ∈ Z as (v
1)ia = 0 for all i ≥ 0. This proves that f is a homomorphism of
weak V -modules.
Third, we show that f is a homomorphism of weak C1 ⊗ V ⊗(k−1)-modules. To this end, we first show that if
2 ≤ i ≤ k, then
(ui)Hn Y(w, x) = 0 for all u ∈ V, w ∈M, n ≥ 0. (5.29)
Recall
ui = ui,0 + ui,1 + · · ·+ ui,k−1,
where ui,r ∈ (V ⊗k)r for 0 ≤ r ≤ k − 1. By definition, we have(
ui,r
)H
n
Y(w, x)
=
∑
j≥0
(
− rk
j
)
Resx1x
− rk−jx
r
T
1
{
(x1 − x)
n+jYTσ(W )
(
ui,r, x1
)
Y(w, x) − (−x+ x1)
n+jY(w, x)YTσ(N)
(
ui,r, x1
)}
28
for n ∈ Z. Assume n ≥ 0. Using (5.23) we get(
ui
)H
n
Y(w, x)
=
k−1∑
r=0
(
ui,r
)H
n
Y(w, x)
=
k−1∑
r=0
Resx1
∑
j≥0
(
− rk
j
)
x−
r
k−jx
r
k
1 (x1 − x)
n+j
(
YTσ(W )(u
i,r, x1)Y(w, x) − Y(w, x)YTσ (N)
(
ui,r, x1
))
= Resx0Resx1
k−1∑
r=0
∑
j≥0
(
− rk
j
)
x−
r
k−jx
r
k
1 (x1 − x)
n+j
·
1
k
η
(1−i)r
k x
−1
1 δ
(
x2 + x0
x1
)(
x2 + x0
x1
)r/k
Y(YM (u, x0)w, x)
= Resx0Resx1
k−1∑
r=0
∑
j≥0
(
− rk
j
)
x−
r
k−jx
r
k
1 x
n+j
0
·
1
k
η
(i−1)r
k x
−1
1 δ
(
x+ x0
x1
)(
x+ x0
x1
)r/k
Y(YM (u, x0)w, x)
= Resx0Resx1
k−1∑
r=0
(
x+ x0
x1
)−r/k
xn0 ·
1
k
η
(i−1)r
k x
−1
1 δ
(
x+ x0
x1
)(
x+ x0
x1
)r/k
Y(Y (u, x0)w, x)
=
(
1
k
k−1∑
r=0
η
(i−1)r
k
)
Resx0x
n
0Y(YM (u, x0)w, x)
= δi,1Y(unw, x).
This proves (5.29). Since V i for 2 ≤ i ≤ k generateC1⊗V ⊗(k−1) as a vertex algebra, from [LL], Y(w, x) forw ∈M
are vacuum-like vectors inH(Tσ(N), Tσ(W )) viewed as a weak module forC1⊗V
⊗(k−1) in the sense of [Li1]. Then
by ([LL]; Proposition 4.7.7, or Corollary 4.7.8), the linear map f fromM ⊗ V ⊗(k−1) to H(Tσ(N), Tσ(N)), defined
by f(w ⊗ a) = aH−1Y(w, x) for w ∈ M, a ∈ V
⊗(k−1), is a weak module homomorphism for C1 ⊗ V ⊗(k−1).
As V 1 and C1 ⊗ V ⊗(k−1) generate V ⊗k as a vertex algebra, it follows immediately that f is a weak V ⊗k-module
homomorphism. This completes the proof.
Given V -modulesM,N , and W , we have the space IV
(
W
M N
)
of intertwining operators. Furthermore, we have
σ-twisted V ⊗k-modules Tσ(N) and Tσ(W ), and we have the space IV ⊗k
( Tσ(W )
M1 Tσ(N)
)
of intertwining operators of type( Tσ(W )
M1 Tσ(N)
)
. On the other hand, in view of Theorem 4.6, we have a weak V ⊗k-module (H(Tσ(N), Tσ(W )), YH(·, z)).
Combining Theorem 5.5 and Proposition 4.8, we immediately have:
Corollary 5.6. For every intertwining operator Y(·, z) of type
(
W
M N
)
, there exists an intertwining operator Y(·, z) of
type
( Tσ(W )
M1 Tσ(N)
)
, which is uniquely determined by
Y(w1, z) = Y(∆k(z)w, z
1/k) for w ∈M. (5.30)
In view of Corollary 5.6, we have a linear map
pi : IV
(
W
M N
)
→ IV ⊗k
(
Tσ(W )
M1 Tσ(N)
)
; Y(·, z) 7→ Y(·, z). (5.31)
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5.1.2 From IV ⊗k
( Tσ(W )
M1 Tσ(N)
)
to IV
(
W
M N
)
In this section, we shall prove that the linear map pi defined above from IV
(
W
M N
)
to IV ⊗k
( Tσ(W )
M1 Tσ(N)
)
is an isomor-
phism by constructing its inverse map. The arguments here are similar to those in [BDM] (Section 4).
Let V, k, and σ be given as before. On the other hand, letM,N , andW be V -modules. SetM1 =M ⊗V ⊗(k−1),
which is a V ⊗k-module. Recall the σ-twisted V ⊗k-modules Tσ(N) and Tσ(W ).
Recall∆k(z) from (5.3). Here, we shall need its inverse
∆k(z)
−1 = z(1−1/k)L(0)kL(0) exp
−∑
j≥1
ajz
−j/kL(j)
 . (5.32)
As before, by convention we define kα = eα lnk and (zk)α = zkα for any α ∈ C. Furthermore, for any formal series
A(x) =
∑
α∈C
uαx
α ∈ U{x}
with U a vector space, we define
A(zk) =
∑
α∈C
uαz
kα ∈ U{z}.
In particular, if w is an L(0)-eigenvector in a V -module with eigenvalue α ∈ C, we have
z(1−1/k)L(0)kL(0)w = z(1−1/k)αkαw.
Notice that∆k(z
k)−11 = 1.
The following lemma follows from the proof of Lemma 4.1 in [BDM]:
Lemma 5.7. Let Y(·, z) be an intertwining operator of type
( Tσ(W )
M1 Tσ(N)
)
. For w ∈M , set
Y(w, z) = Y
((
∆k(z
k)−1w
)1
, zk
)
,
an element of (Hom(N,W )){z}, where
(
∆k(z
k)−1w
)1
= ∆k(z
k)−1w ⊗ 1⊗(k−1) ∈M1{z}. Then
Y(L(−1)w, z) =
d
dz
Y(w, z)
on N for any w ∈M .
Furthermore, we have the following commutator formula:
Lemma 5.8. Let Y(·, z) be an intertwining operator of type
( Tσ(W )
M1 Tσ(N)
)
. Then
YW (u, z1)Y(w, z2)− Y(w, z2)YN (u, z1) = Resz0z
−1
2 δ
(
z1 − z0
z2
)
Y(YM (u, z0)w, z2)
for u ∈ V , w ∈M , where Y(w, z) for w ∈M is defined as in Lemma 5.7.
Proof. Let u ∈ V, w ∈M . Noticing that
(σju1)nw
1 = (uj+1)nw
1 = 0 for all 1 ≤ j ≤ k − 1, n ≥ 0,
from the twisted Jacobi identity (2.7), we get
YTσ(W )(u
1, z1)Y(w
1, z2)− Y(w
1, z2)YTσ(N)(u
1, z1)
= Resz0
1
k
z−12 δ
(
(z1 − z0)
1/k
z
1/k
2
)
Y
(
Y (u1, z0)w
1, z2
)
.
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Then we have (see [BDM], Section 4)
YW (u, z1)Y(w, z2)− Y(w, z2)YN (u, z1)
= YTσ(W )
((
∆k
(
zk1
)−1
u
)1
, zk1
)
Y
((
∆k
(
zk2
)−1
w
)1
, zk2
)
− Y
((
∆k
(
zk2
)−1
w
)1
, zk2
)
YTσ(N)
((
∆k(z
k
1 )
−1u
)1
, zk1
)
= Resx
1
k
z−k2 δ
((
zk1 − x
)1/k
z2
)
Y
(
Y
((
∆k
(
zk1
)−1
u
)1
, x
)(
∆k(z
k
2 )
−1w
)1
, zk2
)
.
We are going to use the change-of-variable x = zk1 − (z1 − z0)
k. Note that for any n ∈ Z,(
zk1 − x
)n/k
|x=zk
1
−(z1−z0)k = (z1 − z0)
n, (5.33)
where by convention (zk1 − x)
n/k =
∑
j≥0
(
n/k
j
)
(−1)jzn−kj1 x
j . Using (3.12) in [BDM], we have
YW (u, z1)Y(w, z2)− Y(w, z2)YN (u, z1)
= Resz0z
−k
2 (z1 − z0)
k−1
δ
(
z1 − z0
z2
)
Y
(
Y
((
∆k(z
k
1 )
−1u
)1
, zk1 − (z1 − z0)
k
)(
∆k
(
zk2
)−1
w
)1
, zk2
)
= Resz0z
−1
2 δ
(
z1 − z0
z2
)
Y
(
Y
((
∆k(z
k
1 )
−1u
)1
, zk1 − (z1 − z0)
k
) (
∆k(z
k
2 )
−1w
)1
, zk2
)
= Resz0z
−1
2 δ
(
z1 − z0
z2
)
Y
((
Y
(
∆k
(
(z2 + z0)
k
)−1
u, (z2 + z0)
k − zk2
)
∆k(z
k
2 )
−1w
)1
, zk2
)
.
Then it suffices to prove
Y
(
∆k
(
(z2 + z0)
k
)−1
u, (z2 + z0)
k − zk2
)
∆k(z
k
2 )
−1 = ∆k(zk2 )
−1Y (u, z0), (5.34)
or equivalently
∆k(z
k
2 )Y
(
∆k
(
(z2 + z0)
k
)−1
u, (z2 + z0)
k − zk2
)
∆k(z
k
2 )
−1 = Y (u, z0).
This last relation follows from (4.24) ([BDM]; Proposition 2.2) by replacing u, z and z0 with ∆k((z2 + z0)
k)−1u, zk2
and (z2 + z0)
k − z2, respectively. Now, the proof is complete.
As the second main result of section we have:
Theorem 5.9. LetM , N andW be V -modules and let σ = (1 2 · · · k) ∈ Aut (V ⊗k). SetM1 =M ⊗ V ⊗(k−1). Let
Y(·, z) be any intertwining operator of type
( Tσ(W )
M1 Tσ(N)
)
. For w ∈M , set
Y(w, z) = Y
((
∆k(z
k)−1w
)1
, zk
)
,
an element of (Hom(N,W )){z}. Then Y(·, z) is an intertwining operator of type
(
W
M N
)
.
Proof. As theL(−1)-property has been given in Lemma 5.7, it remains to prove the Jacobi identity which is equivalent
to the commutator formula which was obtained in Lemma 5.8 and the weak associativity which states that for any
u ∈ V, w ∈M, a ∈ N, there exists a nonnegative integer n such that
(z0 + z2)
nYW (u, z0 + z2)Y(w, z2)a = (z2 + z0)
nY(YM (u, z0)w, z2)a.
Let u ∈ V, w ∈M . Recall
u1 = u⊗ 1⊗(k−1) ∈ V ⊗k, w1 = w ⊗ 1⊗(k−1) ∈M1.
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We have u1 =
∑k−1
r=0 u
1,r, where ui,r ∈ (V ⊗k)r, i.e., σu1,r = ηrku
1,r. By the twisted Jacobi identity, there exists a
positive integer l such that for n ≥ l,
(x0 + x2)
r/k+nYTσ(W )(u
1,r, x0 + x2)Y(w
1, x2)a = (x2 + x0)
r/k+nY
(
YM1(u
1,r, x0)w
1, x2
)
a
for r = 0, 1, . . . , k − 1. Using change-of-variables x2 = z
k
2 and x0 = (z0 + z2)
k − zk2 , we obtain
(z0 + z2)
r+knYTσ(W )
(
u1,r, (z0 + z2)
k
)
Y
(
w1, zk2
)
a = (z2 + z0)
r+knY
(
YM1
(
u1,r, (z0 + z2)
k − zk2
)
w1, zk2
)
a.
Thus there exists a positive integer p such that
(z0 + z2)
nYTσ(W )
(
u1,r, (z0 + z2)
k
)
Y
(
w1, zk2
)
a = (z2 + z0)
nY
(
YM1
(
u1,r, (z0 + z2)
k − zk2
)
w1, zk2
)
a
for n ≥ p, r = 0, 1, . . . , k − 1. Consequently, we have
(z0 + z2)
nYTσ(W )
(
u1, (z0 + z2)
k
)
Y
(
w1, zk2
)
a = (z2 + z0)
nY
(
YM1
(
u1, (z0 + z2)
k − zk2
)
w1, zk2
)
a
for n ≥ p.
Notice that ∆k(z
k)−1u ∈ V [z, z−1] and ∆k(zk)−1w ∈ M [z, z−1]. (Both of them are finite sums.) Then, there
exists a positive integer q such that
(z0 + z2)
nYTσ(W )
(
(∆k(z0 + z2)
k)−1u)1, (z0 + z2)k
)
Y
(
(∆k(z
k
2 )
−1w)1, zk2
)
a
= (z2 + z0)
nY
(
YM1
(
(∆k(z0 + z2)
k)−1u)1, (z0 + z2)k − zk2
)
(∆k(z
k
2 )
−1w)1, zk2
)
a
for n ≥ q. Therefore, we obtain
(z0 + z2)
nYW (u, z0 + z2)Y(w, z2)a
= (z0 + z2)
nYTσ(W )
((
∆k
(
(z0 + z2)
k
)−1
u
)1
, (z0 + z2)
k
)
Y
((
∆k
(
zk2
)−1
w
)1
, zk2
)
a
= (z0 + z2)
n
Y
(
YM1
((
∆k
(
(z2 + z0)
k
)−1
u
)1
, (z2 + z0)
k − zk2
)(
∆
(
zk2
)−1
w
)1
, zk2
)
a
= (z0 + z2)
nY
((
∆k
(
zk2
)−1
Y (u, z0)w
)1
, zk2
)
a
= (z0 + z2)
nY (YM (u, z0)w, z2) a
for n ≥ p, where we are using (5.34) for the second last equality. This completes the proof.
To summarize, we have:
Corollary 5.10. The linear map pi defined in (5.31) is a linear isomorphism from IV
(
W
M N
)
to IV ⊗k
( Tσ(W )
M1 Tσ(N)
)
.
6 Tensor products of V ⊗k-modules with permutation automorphism twisted
V ⊗k-modules
In this section, we study tensor product using the results of Section 5 from the k-cycle σ to an arbitrary permutation in
Sk and present the second main theorem of this paper. Some of the results in this section are valid for arbitrary vertex
operator algebras.
Let V be a general vertex operator algebra for now. Recall Definition 2.18 for a tensor product of a g1-twisted
V -moduleM with a g2-twisted V -moduleN . As a convention, we shall useM⊠N to denote a generic tensor product
module, provided that its existence is justified.
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Remark 6.1. Let V be any vertex operator algebra. Note that for any V -module (M,YM ), the pair (M,YM ) is a
tensor product of V andM . Furthermore, (M,Y oM ) is a tensor product ofM and V , where Y
o
M (·, z) is defined by
Y oM (w, z)v = e
zL(−1)YM (v,−z)w for v ∈ V, w ∈M
(see [FHL]). ThusM ⊠ V ≃M ≃ V ⊠M .
Remark 6.2. Let U and V be vertex operator algebras and let (W,YW ) be a U -module and (M,YM ) a V -module.
Then it is straightforward to show thatW ⊗M is a tensor product module for U ⊗ V -modulesW ⊗ V and U ⊗M ,
where
Y(w ⊗ v, z)(u⊗m) = ezL(−1)YW (v,−z)w ⊗ YM (v, z)m (6.1)
for w ∈M, v ∈ V, u ∈ U, m ∈M . That is,W ⊗M ≃ (W ⊗ V )⊠ (U ⊗M).
Let k be a positive integer. Recall from [BDM] that for any V -module W , we have a σ-twisted V ⊗k-module
Tσ(W ) which equalsW as a vector space and a V -module homomorphism fromW1 toW2 is exactly the same as a
σ-twisted V ⊗k-module homomorphism from Tσ(W1) to Tσ(W2).
Let M and N be V -modules. Assume that (M ⊠ N,Y) is a tensor product of M and N . That is, M ⊠ N is a
V -module and Y is an intertwining operator of type
(
M⊠N
M N
)
, satisfying the universal property. From Theorem 5.5, we
have an intertwining operator Y of type
(Tσ(M⊠N)
M1 Tσ(N)
)
. It follows from Corollary 5.10 that (Tσ(M ⊠N),Y) is a tensor
product ofM ⊗ V ⊗(k−1) with Tσ(N). Thus we have proved:
Theorem 6.3. Let M and N be V -modules. Suppose that there exists a tensor product (M ⊠ N,Y) of M and N .
Then a tensor product ofM ⊗ V ⊗(k−1) with Tσ(N) exists and
(M ⊗ V ⊗(k−1))⊠ Tσ(N) ≃ Tσ(M ⊠N)
In particular, we have (M ⊗ V ⊗(k−1))⊠ Tσ(V ) ≃ Tσ(M) and Theorem A (in Introduction) is true.
Next, we shall generalize this result. First, we formulate the following lemma which is straightforward to prove:
Lemma 6.4. Let U be a vertex operator algebra and let σ, τ be automorphisms of U with σ of finite order. Assume
thatW1,W2 are σ-twisted U -modules andW is a V -module on which τ acts such that
τYW (u, z)w = YW (τ(u), z)τw for u ∈ U, w ∈ W. (6.2)
If I(·, z) is an intertwining operator of type
(
W2
W W1
)
, then Iτ
−1
(·, z) is an intertwining operator of type
(
W2
W τ W1
)
,
whereW τ =W as a vector space, YW τ (u, z) = YW (τ(u), z) for u ∈ U , and
Iτ
−1
(w, z) = I(τ−1(w), z) for w ∈W.
Furthermore, if (P,Y) is a tensor product of W and W1, then (P,Y
τ−1) is a tensor product of W τ and W1. In
particular, we haveW ⊠W1 ≃W
τ
⊠W1, provided that one of the two tensor products exists.
We now in a position to prove Theorem B (in Introduction).
Proof. First of all, combining Theorem 6.3 with Lemma 6.4, we have
(V ⊗(i−1) ⊗M ⊗ V ⊗(k−i))⊠ Tσ(N) ≃ Tσ(M ⊠N)
for any V -moduleM and for 1 ≤ i ≤ k. This shows that this theorem is true if for some 1 ≤ r ≤ k,Mi = V for all
i 6= r, asM1⊠ · · ·⊠Mk ≃Mr. For the general case, notice that asMi⊠V ≃Mi ≃ V ⊠Mi for 1 ≤ i ≤ k, we have
M1 ⊗ · · · ⊗Mk ≃ ⊠
k
i=1(V
⊗(i−1) ⊗Mi ⊗ V ⊗(k−i)),
where we are also using Remark 6.2. Then the general case follows from the special case and Theorem 3.7 (an
associativity).
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Now, we consider an arbitrary permutation σ ∈ Sk. Recall that a partition of k is a sequence of positive integers
k1, k2, . . . , ks such that
k1 ≥ k2 ≥ · · · ≥ ks ≥ 1 and k1 + · · ·+ ks = k.
Associated to each partition κ = (k1, k2, . . . , ks), we have a permutation
σκ := σ1 ◦ σ2 ◦ · · · ◦ σs, (6.3)
where σ1 = (12 · · · k1), σ2 = ((k1 + 1) · · · (k1 + k2)), and so on. A classical fact is that every permutation in Sk is
conjugate to σκ for a uniquely determined partition κ of k.
Remark 6.5. Let U be a vertex operator algebra and let σ, τ be finite order automorphisms of U such that τ = µσµ−1
for some automorphism µ of U . It is straightforward to show that a linear map YW (·, z) : U → (EndW ){z} is a
τ -twisted U -module structure onW if and only if Y µW (·, z) is a σ-twisted U -module structure onW , where
Y µW (u, z) = YW (µ(u), z) for u ∈ U.
If W is a τ -twisted U -module, we denote by W τ the corresponding σ-twisted U -module. On the other hand, if
W1,W2 are τ -twisted U -modules, a τ -twisted U -module homomorphism from W1 to W2 is exactly the same as a
σ-twisted U -module homomorphism fromWµ1 toW
µ
2 . Therefore, the category of τ -twisted U -modules is isomorphic
to the category of σ-twisted U -modules canonically.
Furthermore, by a straightforward argument we have:
Lemma 6.6. Let V be any vertex operator algebra and let σ and µ be automorphisms of V with σ of finite order. Set
τ = µσµ−1. Assume that W is a V -module and T1, T2 are τ -twisted V -modules. Then an intertwining operator of
type
(
T2
W T1
)
is exactly the same as an intertwining operator of type
( Tµ
2
Wµ Tµ
1
)
.
Proposition 6.7. Let V be any vertex operator algebra and let σ and µ be automorphisms of V with σ of finite order.
Set τ = µσµ−1. Let W be a V -module and T a τ -twisted V -module. Assume that there exists a tensor product
Wµ
−1
⊠ T (a τ -twisted V -module). Then there exists a tensor productW ⊠ T µ (a σ-twisted V -module) and
W ⊠ T µ ≃ (Wµ
−1
⊠ T )µ. (6.4)
Proof. Recall that T µ is a σ-twisted V -module andWµ
−1
is a V -module withW as the underlying space, where the
vertex operator map Y µ
−1
W (·, x) is given by
Y µ
−1
W (v, x) = YW (µ
−1v, x) for v ∈ V.
From definition, we have an intertwining operator Y of type
(Wµ−1⊠T
Wµ−1 T
)
, satisfying the universal property. Let P be
any σ-twisted V -module and I(·, z) be any intertwining operator of type of
(
P
W Tµ
)
. By Lemma 6.6, I(·, z) is also an
intertwining operator of type
(
Pµ
−1
Wµ−1 T
)
. Then there exists a τ -twisted V -module homomorphism ψ fromWµ
−1
⊠ T
to Pµ
−1
such that I(w, z)t = ψ(Y(w, z)t) for w ∈ W, t ∈ T . Note that from Remark 6.5, ψ is also a σ-twisted
V -module homomorphism from (Wµ
−1
⊠ T )µ to P . This proves that ((Wµ
−1
⊠ T )µ,Y) is a tensor product of W
with T µ. Therefore, we have (Wµ
−1
⊠ T )µ ≃W ⊠ T µ, as desired.
Remark 6.8. Let V1 and V2 be vertex operator algebras and let τ1, τ2 be finite order automorphisms of V1, V2, re-
spectively. Set τ = τ1 ⊗ τ2, an automorphism of V1 ⊗ V2. Then the same arguments of [FHL] show that ifWi is an
irreducible τi-twisted Vi-module for i = 1, 2, thenW1⊗W2 is naturally an irreducible τ -twisted V1⊗V2-module and
on the other hand, every irreducible τ -twisted V1 ⊗ V2-module is isomorphic to one in this form. Furthermore, if Vi is
τi-rational for i = 1, 2, then V1 ⊗ V2 is τ -rational (see [BDM], Lemma 6.1 and Proposition 6.2).
As before, we view the symmetric group Sk as an automorphism group of V
⊗k. From Remarks 6.5 and 6.8 and
Theorem 5.3 (due to [BDM]) we immediately have:
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Proposition 6.9. Let V be any vertex operator algebra and σ ∈ Sk be any permutation. Suppose that µσµ
−1 = σκ,
where µ ∈ Sk and κ is the partition of k which is uniquely determined by σ. Then for any s irreducible V -modules
N1, ..., Ns, we have an irreducible σ-twisted V
⊗k-module
Tσ(N1, . . . , Ns) := (Tσ1(N1)⊗ · · · ⊗ Tσs(Ns))
µ, (6.5)
where σ1, . . . , σs are disjoint cycles as in (6.3), and on the other hand, every irreducible σ-twisted V
⊗k-module is
isomorphic to one in this form. Furthermore, for irreducibleV -modulesN1, ..., Ns andP1, . . . , Ps, Tσ(N1, . . . , Ns) ≃
Tσ(P1, . . . , Ps) if and only if Ni ≃ Pi for 1 ≤ i ≤ s.
To present our general result, we also need the following result:
Proposition 6.10. Let V1, . . . , Vs be vertex operator algebras, let τ1, . . . , τs be finite order automorphisms ofV1, . . . , Vs,
respectively. Assume that Vi is τi-rational for 1 ≤ i ≤ s. Set
τ = τ1 ⊗ · · · ⊗ τs ∈ Aut (V1 ⊗ · · · ⊗ Vs).
Assume thatWi is a Vi-module and Ti is a τi-twisted Vi-module for i = 1, . . . , s such that dim IVi
(
Pi
Wi Ti
)
< ∞ for
every irreducible τi-twisted Vi-module Pi for 1 ≤ i ≤ s. Then there exist tensor productsW1 ⊠ T1, . . . ,Ws ⊠ Ts,
(W1 ⊗ · · · ⊗Ws)⊠ (T1 ⊗ · · · ⊗ Ts), and
(W1 ⊠ T1)⊗ · · · ⊗ (Ws ⊠ Ts) ≃ (W1 ⊗ · · · ⊗Ws)⊠ (T1 ⊗ · · · ⊗ Ts). (6.6)
Proof. By induction, it suffices to prove that it is true for s = 2. From Remark 2.19, there exist tensor products
W1 ⊠ T1 and W2 ⊠ T2. By definition, we have an intertwining operator Y1 of type
(
W1⊠T1
W1 T1
)
and an intertwining
operator Y2 of type
(
W2⊠T2
W2 T2
)
, satisfying the universal property. Define a linear map
Y(·, z)· : (W1 ⊗W2)⊗ (T1 ⊗ T2)→ ((W1 ⊠ T1)⊗ (W2 ⊠ T2)) {z}
by
Y(w1 ⊗ w2, z)(t1 ⊗ t2) = Y1(w1, z)t1 ⊗ Y2(w2, z)t2 (6.7)
forwi ∈ Wi, ti ∈ Ti with i = 1, 2. Then Y is an intertwining operator of type
(
(W1⊠T1)⊗(W2⊠T2)
W1⊗W2 T1⊗T2
)
(see the comments
right before Theorem 2.16). We claim that ((W1 ⊠ T1)⊗ (W2 ⊠ T2),Y) is a tensor product ofW1⊗W2 and T1⊗T2.
Let T be any τ -twisted V1⊗V2-module and let I be any intertwining operator of type
(
T
W1⊗W2 T1⊗T2
)
. We must show
that there exists a τ -twisted V1⊗V2-module homomorphismψ from (W1⊠T1)⊗(W2⊠T2) to T such that I = ψ◦Y . As
V1⊗V2 is τ -rational, it suffices to consider the case with T an irreducible τ -twisted V1⊗V2-module. From Remark 6.8,
T ≃ P1 ⊗ P2, where Pi is an irreducible τi-twisted Vi-module for i = 1, 2. As dim IVi
(
Pi
Wi Ti
)
< ∞ by assumption,
from Theorem 2.16 (due to [ADL]), I =
∑r
j=1 I1,j ⊗ I2,j , where I1,j are intertwining operators of type
(
P1
W1 T1
)
and
I2,j are intertwining operators of type
(
P2
W2 T2
)
. By the universal property of (Wi ⊠ Ti,Yi) for i = 1, 2, there exist τi-
twisted Vi-module homomorphisms ψi,j :Wi ⊠ Ti → Pi such that Ii,j(·, z) = ψi,j ◦ Yi(·, z) for i = 1, 2, 1 ≤ j ≤ r.
Set ψ =
∑r
j=1 ψ1,j ⊗ψ2,j , which is a τ -twisted V1 ⊗ V2-module homomorphism from (W1 ⊠ T1)⊗ (W2 ⊠ T2) to T
such that I = ψ ◦ Y . This proves that ((W1 ⊠ T1)⊗ (W2 ⊠ T2),Y) is a tensor product of (W1 ⊗W2) with T1 ⊗ T2.
Thus tensor product (W1 ⊗W2)⊠ (T1 ⊗ T2) exists and (W1 ⊠ T1)⊗ (W2 ⊠ T2) ≃ (W1 ⊗W2)⊠ (T1 ⊗ T2).
We now prove Theorem C.
Proof. Using Proposition 6.10 and Theorem B, we obtain
(M1 ⊗ · · · ⊗Mk)⊠ Tσκ(N1, N2, . . . , Ns)
= (M1 ⊗ · · · ⊗Mk)⊠ (Tσ1(N1)⊗ · · · ⊗ Tσs(Ns))
≃
(
M [k1] ⊠ Tσ1(N1)
)
⊗ · · · ⊗
(
M [ks] ⊠ Tσs(N1)
)
≃ Tσ1
(
M [k1] ⊠N1
)
⊗ · · · ⊗ Tσs
(
M [ks] ⊠Ns
)
= Tσκ
(
(M [k1] ⊠N1), . . . , (M
[ks] ⊠Ns)
)
,
proving the first assertion. Then using Proposition 6.7 we get the second assertion.
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