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Quantum Metrology calculates the ultimate precision of all estimation strategies, measuring what
is their root mean-square error (RMSE) and their Fisher information. Here, instead, we ask how
many bits of the parameter we can recover, namely we derive an information-theoretic quantum
metrology. In this setting we redefine “Heisenberg bound” and “standard quantum limit” (the
usual benchmarks in quantum estimation theory), and show that the former can be attained only
by sequential strategies or parallel strategies that employ entanglement among probes, whereas
parallel-separable strategies are limited by the latter. We highlight the differences between this
setting and the RMSE-based one.
The theory of quantum metrology [1–12] determines
the ultimate precision in any estimation. The estima-
tion of an unknown parameter generally requires a probe
that interacts with the system to be sampled: the inter-
action encodes the parameter onto the probe, which is
then measured. Clearly, if one uses N independent mea-
surements, the root mean square error (RMSE) in the
estimation scales as 1/
√
N (the standard quantum limit)
as dictated by the central limit theorem. If one uses N
parallel entangled probes or one probe sequentially N
times, the error can be reduced to 1/N (the Heisenberg
bound) [4, 13]. This precision can be attained without
the use of entanglement at the measurement stage [4].
The RMSE is, however, ill suited for digital sensors,
digital data processing, or even for the digital archival of
parameters, where the number of significant digits (bits)
is a more useful figure of merit. Moreover, the techniques
used in the conventional theory (e.g. the use of N00N
states [14]) suffer from ambiguities in the typical case in
which a phase is estimated [15, 16], so that the reported
RMSE does not typically refer to the true total error in
the estimation [17–19].
In this paper we overcome these problems by replac-
ing RMSE (and Fisher information) with mutual infor-
mation, which directly measures the number of bits of
information that the quantum estimation strategy pro-
vides. Namely, we derive an information-theoretic quan-
tum metrology, obtaining a number of results: (1) we re-
define in a natural way the concepts of Heisenberg bound
(using the Holevo theorem) and of standard quantum
limit; (2) for parallel estimation strategies the Heisen-
berg bound can be attained, but only in the presence of
entanglement, as in the RMSE case; (3) as expected, for
parallel strategies without entanglement at the prepara-
tion, at most the standard quantum limit is achievable
(and entanglement at the measurement stage is useless);
(4) instead, for sequential strategies (where one of the
probes performs most of the samplings) the Heisenberg
bound is attainable without using entanglement, as in the
RMSE case; (5) increasing the Hilbert space dimension
of the probe is helpful, in contrast to the RMSE case
where a two-dimensional subspace is sufficient; (6) the
Heisenberg bound is achieved by the quantum phase es-
timation algorithm (QPEA) [20, 21] and by the Pegg-
Barnett phase states [22], in contrast to the RMSE case
[17, 18, 23].
Heisenberg bound and standard quantum limit:— In
quantum metrology we estimate a parameter ϕ by first
preparing one or more probes into an initial state ρ0,
then evolving them by applying N times the interaction
Uϕ that encodes the parameter onto the probe(s) and
transforms the state into ρϕ, and finally measuring ρϕ.
The aim is to find the ultimate precision attainable for
the estimation strategy as a function of N . If the probe
is finite-dimensional, no estimation strategy can beat the
Heisenberg bound ∝ 1/N for the RMSE.
A natural way to extend the Heisenberg bound to an
information-theoretic setting is to use the Holevo theo-
rem [24], which gives the maximum number of bits I at-
tainable on a parameter ϕ encoded into a state ρϕ, given
the measurement results ~m:
I(~m : ϕ) 6 S(
∑
ϕ
pϕρϕ)−
∑
ϕ
pϕS(ρϕ) , (1)
where S(ρ) = −Tr[ρ log2 ρ] is the von Neumann en-
tropy, and pϕ the prior probability of the parameter ϕ.
Clearly the accessible information is largest when ρϕ are
all pure states, and in this case the last sum in (1) is
null and the Holevo bound is attainable. We then de-
fine the info-theoretic Heisenberg bound as S(
∑
ϕ pϕρϕ).
This quantity scales as log2N since we are applying N
times the same transformation Uϕ that encodes the un-
known parameter ϕ (supplementary material). So the
Heisenberg bound is I ≃ log2N , at least asymptotically
for large N . In the RMSE case the best precision at-
tainable for unentangled parallel strategies scales as the
square root of the Heisenberg bound, so an intuitive def-
inition of information-theoretic standard quantum limit
is I ≃ log2
√
N = 12 log2 N . As shown below, this is
the correct definition since unentangled parallel strate-
gies are indeed bounded by this quantity. These defi-
nitions are consistent with the RMSE based ones: an
2error ∆ϕ ≃ 1/N leads to the expectation that roughly
log2N binary digits of the results are reliable, and simi-
larly an error ∆ϕ ≃ 1/√N leads to the expectation that
1
2 log2N digits are reliable. Nonetheless, the RMSE and
the mutual information capture different aspects of the
estimation’s quality, as shown below.
Below we show which kinds of estimation strate-
gies achieve these bounds. An example (the QPEA)
shows that sequential and entangled-parallel strategies
can achieve the info-theoretic Heisenberg bound. We
then show that the optimal parallel-separable strategies
can only attain the standard quantum limit. We finally
discuss the role of the probe’s dimensionality.
Methods
For the sake of simplicity we will first restrict to two-
dimensional probes (qubits), for which Uϕ = |0〉〈0| +
ei2piϕ|1〉〈1| (with |0〉 and |1〉 the eigenstates of the gener-
ator of Uϕ), and then separately analyze what happens in
the (finite) d-dimension case. We use finite-dimensional
probes and unitaries, so the parameter ϕ is periodic and
we restrict to ϕ ∈ [0, 1]. As is customary in quantum
metrology, we request no prior knowledge on the param-
eter to be estimated (uniform prior).
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FIG. 1: Sequential and parallel-entangled strategies. (a) Se-
quential strategy, where a single probe (large triangle) sam-
ples N unitaries Uϕ (black boxes) sequentially. Ancillary sys-
tems (small triangles) may interact through arbitrary inter-
mediate unitaries (gray squares). (b) Quantum phase esti-
mation algorithm (QPEA). To see that it is equivalent to a
sequential strategy [21], where the last unitary is the inverse
quantum Fourier transform (QFT†), use intermediate uni-
taries that swap the state of the ancillas with the state of the
probe. The output (measured in the computational basis) is a
t-bit digital estimate of the parameter ϕ with t = log
2
(N+1).
(c) Parallel QPEA, which uses entangled N00N states (dashed
boxes) composed of 1, 2, 4, · · · , 2t−1 qubits. The circles rep-
resent C-NOT gates that remove the entanglement, and the
cups represent the discarding of qubits in the state |0〉.
Sequential strategies:— In sequential strategies [4, 21,
25] the transformations Uϕ act on a single probe se-
quentially and ancillas may interact with the probe at
any intermediate stage, Fig. 1a. We consider the QPEA
[20, 21] as an example of sequential strategy, Fig. 1b: it
needs t = log2(N +1) qubits initialized in |+〉 ∝ |0〉+ |1〉
states, where the zero-th qubit is subject to Uϕ once, and
the j-th qubit is subject to Uϕ 2
j times. The t qubits
then undergo a quantum Fourier transform (QFT) and
are measured in the computational basis, yielding a t-bit
number m, from which ϕ can be estimated as m/2t. One
can see that the QPEA is a sequential strategy by con-
sidering one of the qubits as the probe and the others
as ancillas, and inserting appropriate swap-unitaries to
swap the ancilla states and the probe state (the zero-th
swap after a single Uϕ action, the j-th after 2
j actions)
[21].
To evaluate how many of the bits of m are reliable,
one needs to calculate the mutual information I(m : ϕ),
using the QPEA conditional probability
p(m|ϕ) = sin
2(π(N + 1)ϕ)
(N + 1)2 sin2(π(ϕ−m/(N + 1))) . (2)
The mutual information obtained from it has an asymp-
totic scaling in N given by (supplementary material)
I(m : ϕ)→ log2N − 2 + 2 γ+ln(2)−1ln(2) ≃ log2N − 1.2199,
(3)
where γ is the Euler-Mascheroni constant. Namely,
it (quickly) asymptotically achieves the info-theoretic
Heisenberg bound, apart from a small additive constant,
see Fig. 2.
The QPEA is known to also achieve the best estimation
in terms of a window function cost [21], but it cannot
achieve the RMSE-based Heisenberg bound unless one
repeats it a few times [17–19].
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FIG. 2: Heisenberg bound of the QPEA. (a) Plot of the mu-
tual information I(m : ϕ) as a function of N (blue) and
of the function log
2
N (dashed red). Note that I quickly
acquires the same linear dependence in a log scale as the
Heisenberg bound. The inset shows the same behavior for
large N . (b) Ratio between the mutual information and
log
2
N − 1.2199, showing the rapid onset of the asymptotic
behavior to this quantity.
Parallel entangled strategies:— The proof that parallel
entangled strategies can achieve the mutual-info Heisen-
berg bound is simple, since one can easily transform the
sequential strategy detailed above into a parallel one by
entangling the probes: see Fig. 1c. This means that one
3uses N probes grouped in N00N states of increasing num-
ber of bits: |0〉 + |1〉, |00〉 + |11〉, · · · , |0〉2j + |1〉2j , · · · .
When these log2(N + 1) groups interact in parallel with
the N transformations Uϕ, the jth group acquires a
phase of 2π2jϕ, the same as the corresponding probe
in the QPEA strategy of Fig. 1b. A simple network
of controlled-not gates can transfer this phase to one of
the probes in each group and the other probes in the
group are discarded. So the input to the final quantum
Fourier transform is identical to the one of the conven-
tional QPEA. Thus both the output probability and the
mutual information are the same as the ones calculated
above: also the parallel entangled strategy can achieve
the Heisenberg bound (apart from a small additive con-
stant).
Note that the use of controlled-not gates after the ac-
tion of the transformations Uϕ imply that this procedure
requires an entangled detection strategy (in contrast, the
QFT does not require entanglement among probes [26]).
It is still an open question whether a parallel entangled
strategy can achieve the info-theoretic Heisenberg bound
with a separable detection, as is the case for the RMSE
bound. The Heisenberg bound is not achieved (supple-
mentary material) if one uses the same detection strategy
as in the RMSE case (namely projecting each probe onto
the |±〉 ∝ |0〉 ± |1〉 states) or if one employs the single-
qubit optimal strategy according to Davies theorem (see
below).
Parallel separable strategies:— To prove that with-
out entanglement the parallel strategies cannot achieve
the Heisenberg bound, one needs to analyze the opti-
mal strategy and show that it can only achieve the stan-
dard quantum limit. (Whereas to prove that the sequen-
tial and entangled strategies can achieve the Heisenberg
bound, we merely had to exhibit an example, the QPEA
above.)
In the separable case, the optimal input state for each
qubit probe is an equatorial state, such as (|0〉+ |1〉)/√2,
which is evolved by Uϕ into |ϕ〉 = (|0〉 + ei2piϕ|1〉)/
√
2.
Indeed equatorial states maximize the distinguishability
between input and output. The N parallel probes after
the Uϕ evolutions emerge in a joint state
|ϕ〉⊗N =
N∑
j=0
√
1
2N
(
N
j
)
ei2pijϕ|Sj〉, (4)
where |Sj〉 is the normalized symmetric state obtained
by summing over all possible permutations with j ones,
e.g. for N = 4, |S1〉 ∝ |0001〉+ |0010〉+ |0100〉+ |1000〉,
|S2〉 ∝ |0011〉+ |0101〉+ |0110〉+ |1001〉+ |1010〉+ |1100〉.
To obtain the POVM that maximizes the mutual infor-
mation on this state, we use Davies’ theorem [27]: If the
input is covariant with respect to a group that admits an
irreducible unitary representation Uϕ, then there exists a
unit vector |r〉 such that the mutual information is maxi-
mized by the positive operator-valued measure (POVM)
Πφ =
d
|G|Uφ|r〉〈r|U †φ , (5)
where d is the dimension of the system Hilbert space and
|G| is the number of elements in the group [27]. Davies’
theorem can be extended to continuous parameters ϕ by
requiring the compactness of the group [28] and to uni-
tary representations that are irreducible only on equato-
rial states [29].
Since the state |ϕ〉⊗N spans only the N+1-dimensional
symmetric subspace of the N -qubits space, we can limit
ourselves to it. So the optimal POVM is given by (5)
with d = N +1, |G| = 1 and |r〉 a state in the symmetric
subspace: |r〉 = ∑j αj |Sj〉. Apart from an irrelevant
phase factor, this state is uniquely determined by the
POVM’s normalization condition
∫
dφΠφ = 1 (see [30]).
Indeed, this condition is satisfied only if |αj | = 1/
√
N + 1
for all j. Hence an optimal POVM is
Πφ = (N + 1)|φ〉〈φ|, with |φ〉 ≡ 1√N+1
N∑
n=0
ei2pinφ|Sn〉. (6)
Then, the conditional probability of finding the result φ
(which is our estimate of the unknown parameter) when
the true value is ϕ is
p(φ|ϕ) = (〈ϕ|⊗N )Πφ(|ϕ〉⊗N ) (7)
=
N∑
n,n′=0
1
2N
√(
N
n
)(
N
n′
)
ei2pi(φ−ϕ)(n−n
′) , (8)
whence one can calculate the mutual information I(φ :
ϕ). Its asymptotic scaling (supplementary material) is
I(φ : ϕ)→ 12 log2 N + 12 log2 2pie ≃ 12 log2N + 0.6 , (9)
namely the standard quantum limit for the mutual in-
formation (apart from a small additive constant). The
explicit evaluation of I(m : ϕ) shows that it quickly at-
tains the asymptotic expression, Fig. 3a. This proves
that separable probes can achieve at most the standard
quantum limit.
The above strategy uses separable input states, but
an entangled POVM Πφ (the states |φ〉 are entangled).
We now show that the standard quantum limit can be
achieved also by a strategy separable both at the input
and at the measurement. Indeed, consider the strategy
in which we measure the separable state |ϕ〉⊗N with a
projective POVM which projects onto the states |±〉 ∝
|0〉 ± |1〉 each of the N qubits separately. The outcome
will be a string ~m of N zero-one results corresponding
to outcome “+” or “−” at each qubit respectively. The
probability of each outcome is p(+|ϕ) = cos2(πϕ) and
p(−|ϕ) = sin2(πϕ), so the probability of obtaining the
whole string ~m is
p(~m|ϕ) = sin2κ(πϕ) cos2(N−κ)(πϕ) , (10)
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FIG. 3: Standard quantum limit for unentangled probes.
(a) Plot of the mutual information I(φ : ϕ) relative to the
optimal POVM (6), which uses entangled measurements, as
a function of N (blue), and of the standard quantum limit
log
2
(N)/2 (cyan dashed). The fluctuations are due to the
Monte-Carlo integration used here. (b) Plot of the mutual
information I(~m : ϕ) of (12), relative to the separable POVM
that projects onto |±〉 each probe, as a function of N (blue),
and of the standard quantum limit log
2
(N)/2 (cyan dashed).
The inset shows the large-N scaling. Both cases asymptoti-
cally scale at the standard quantum limit (apart from a small
additive constant).
where κ is the number of ones in the string ~m (its Ham-
ming weight). The unknown parameter is easily esti-
mated from the vector ~m as κ/N . The marginal proba-
bility of the string ~m is then
p(~m) =
∫ 1
0
dϕ p(~m|ϕ) = (2(N − κ))!(2κ)!
22N (N − κ)!κ!N ! . (11)
Whence mutual information is (supplementary material)
I(~m : ϕ) = N/ ln 2 (12)
+
N∑
κ=0
(2(N − κ))!(2κ)!
4N((N − κ)!)2(κ!)2 log2
(N − κ)!κ!N !
(2(N − κ))!(2κ)! .
The asymptotic scaling of I(~m : ϕ) of Eq. (12) for
large N was numerically checked (Fig. 3b) and goes as
≃ log(N)/2− 0.395 (the constant was evaluated numer-
ically), as expected from the standard quantum limit.
Beyond qubits:— We now drop the assumption of
two-dimensional probes (qubits) and consider the ef-
fect of a d-dimensional Hilbert space of the probes. In
this case, we must consider the transformation Uϕ =∑d−1
n=0 e
i2pinϕ|n〉〈n|, where |n〉 are eigenstates with eigen-
value n of the generator H of Uϕ. Intuitively, one ex-
pects that a two-dimensional probe will give outcomes
in bits (base-2 numbers) and that a d-dimensional probe
will give outcomes in base-d numbers. We will see that
this intuition is correct: one will asymptotically gain the
factor log2 d of a change of basis in the logarithms in
the mutual information definition. We can prove this re-
sult using a d-dimensional extension of the QPEA for the
sequential and entangled protocols, and using the Pegg-
Barnett states for the separable protocol (also shown in
[23]).
The QPEA for d-dimensional systems [31] is a straight-
forward extension of the QPEA. Its output is a number
m composed of t base-d digits, whence the parameter ϕ
can be estimated as m/dt. The conditional probability
of obtaining m given ϕ is
p(m|ϕ) = sin
2(πϕdt)
d2t sin2[π(ϕ−m/dt)] , (13)
analogous to (2). The mutual information is then
I(m : ϕ) = t log2 d+
∫ 1
0
dϕ
∑
m
p(m|ϕ) log2 p(m|ϕ)
→ t log2 d− 1.2199 , (14)
where the asymptotic scaling is derived in the same way
as for (3). The t ∼ log2N factor in (14) accounts for
the Heisenberg scaling of the QPEA, while the log2 d
term accounts for the increase in the dimensionality of
the probes. The form of I(m : ϕ) as a function of d is
the same as the one shown in Fig. 2 if one replaces N +1
with dt: compare (13) with (2). Hence as in the previous
case, the asymptotic scaling (14) kicks in very rapidly.
In the separable case, we can find a similar log2 d fac-
tor by preparing each d-dimensional probe in the Pegg-
Barnett state
∑
n |n〉/
√
d [22], which is evolved by Uϕ
into the state |ϕ, d〉 ≡∑n e2piinϕ|n〉/√d. A measurement
that extracts information from the probe asymptotically
approaching log2 d bits is a projective POVM onto the
states |ϕj , d〉 with ϕj = j/d (with j = 0, · · · , d− 1) [23].
This is equivalent to the above d-dimensional QPEA for
a single probe t = 1, so the mutual information of this
Pegg-Barnett procedure is given by Eq. (14) with t = 1,
where again we find a log2 d factor. Hence, also in the
separable case, an increase in the probes dimension leads
to a log2 d increase in the estimation precision.
Note that, also in the RMSE case, an increase in the
probe dimension increases the precision, because we can
access larger eigenvalues of the generator of Uϕ. How-
ever, in that case, one can always restrict the probes to
a two-dimensional subspace, spanned by the eigenvectors
|0〉 and |d − 1〉 relative to the minimum and maximum
eigenvalues of the generator H [4]. In the mutual-info
case, this is not true anymore: the above log2 d increase in
precision is absent if we limit the probe states to the sub-
space spanned by these two states (supplementary mate-
rial). Interestingly, the Pegg-Barnett states are known to
be useless in achieving the RMSE base Heisenberg scaling
in the dimension d [32], in contrast to the above log2 d
scaling result. These two facts emphasize that, although
RMSE and mutual-info give consistent indications on the
measurement precision, they really capture different as-
pects of it.
Conclusions:— In conclusion, we have given an
information-theoretic version of quantum metrology,
leading to the main results of ordinary RMSE-based
5quantum metrology, but highlighting some peculiar dif-
ferences from it. We did not consider the effect of noise
and experimental imperfections here, leaving it to future
work, since this substantially complicates the theory, as
happens in the RMSE-case, e.g. [8, 10, 33–36].
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6Supplementary Material
THE HEISENBERG BOUND IS ≃ log
2
N
We prove that the Heisenberg bound is asymptotically equal to log2N for large N . This follows from the proof that
N applications of the unitary Uϕ for unknown ϕ cannot increase the entropy beyond log2(N +1), whenever the initial
probe state ρ0 is pure. Consider the projector Pk that projects onto an N -qubit state with k ones, e.g. for N = 3
P0 = |000〉〈000|, P1 = |001〉〈001|+ |010〉〈010|+ |100〉〈100|, P2 = |110〉〈110|+ |101〉〈101|+ |011〉〈011|, P3 = |111〉〈111|.
The set {Pk} is a projective POVM, namely P 2k = Pk and
∑N
k=0 Pk = 1 . Use this POVM to build the following chain
of inequalities
S(
∑
ϕ
pϕρϕ) = S(
∑
ϕ
pϕU
⊗N
ϕ ρ0U
⊗N
ϕ
†
) 6 S(
N∑
k=0
Pk
∑
ϕ
pϕU
⊗N
ϕ ρ0U
⊗N
ϕ
†
Pk) = S(
N∑
k=0
Pkρ0Pk) 6 log2 (N + 1), (S1)
where the first inequality follows from the fact that a projective measurement increases entropy, the following equality
follows from the fact that the projection removes any ϕ dependence, and the last inequality follows from the fact that
there are N + 1 terms in the sum over k. A similar proof holds also if we apply sequentially the N unitaries Uϕ to a
single probe or for hybrid sequential/parallel strategies.
We are interested in the asymptotic scaling for large N , so log2(N + 1) ≃ log2N , and we consider this last as the
Heisenberg bound scaling, since joining Eq. (S1) with the Holevo bound, we find that
I(~m : ϕ) 6 log2(N + 1) ≃ log2N. (S2)
THE MUTUAL INFORMATION OF THE QPEA IS ≃ log
2
(N + 1) − 1.2199
We prove that the mutual information of the QPEA is asymptotically equal to log2N − 1.2199 for large N . By
using Eq.(2) of the main text, we have
I(m : ϕ) =
N∑
m=0
∫ 1
0
dϕ p(m|ϕ)p(ϕ) log2
[
p(m|ϕ)
p(m)
]
= log2(N + 1) +
N∑
m=0
∫ 1
0
dϕ
1
(N + 1)2
sin2((N + 1)πϕ)
sin2(π(ϕ− m(N+1) ))
log2
[
1
(N + 1)2
sin2((N + 1)πϕ)
sin2(π(ϕ− m(N+1) ))
]
= log2(N + 1) +
∫ 1
0
dϕ log2
[
sin2((N + 1)πϕ)
]
−
N∑
m=0
∫ 1
0
dϕ
1
(N + 1)2
sin2((N + 1)πϕ)
sin2(π(ϕ − m(N+1) ))
log2
[
(N + 1)2 sin2(π(ϕ− m
N + 1
))
]
. (S3)
The second term of Eq. (S3) is equal to −2 for all N . We focus on the third term of Eq. (S3). First we can get
rid of the sum over m by noticing that sin2((N + 1)πϕ) = sin2((N + 1)π(ϕ − m
N+1 )) for integer m. This implies
that, changing the integration variable ϕ → ϕ − m
N+1 and using the periodicity of the sin to restore the integration
extremes, that integral can be also written as
−
N∑
m=0
1
(N + 1)2
∫ 1
0
dϕ
sin2((N + 1)πϕ)
sin2(πϕ)
log2
[
(N + 1)2 sin2(πϕ)
]
(S4)
= − 1
(N + 1)
∫ 1
0
dϕ
sin2((N + 1)πϕ)
sin2(πϕ)
log2
[
(N + 1)2 sin2(πϕ)
]
. (S5)
Now we can change the integration variable to x = (N + 1)πϕ to write Eq. (S5) as
− 1
(N + 1)
∫ pi(N+1)
0
dx
π(N + 1)
sin2 x
sin2( x(N+1) )
log2
[
(N + 1)2 sin2(
x
N + 1
)
]
. (S6)
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FIG. 4: Explicit evaluation of the quantity in Eq. (S8) as a function of N . (a) Plot up to N = 127(t = 7). (b) Plot up to
N = 100000. It shows that Eq. (S8) is equal to −1.299 for large N .
It is clear that the major contributions to this integral come from the regions where the sin2( x(N+1) ) in the integrand
is null, namely for x→ 0+ and x→ π(N + 1)−. Indeed the integrand has a logarithmic divergence there. To look at
the asymptotic behavior for (N + 1)→ ∞, it is better to move this region entirely in the vicinity of x→ 0 by using
the periodicity of the integrand to change the integration extremes from
∫ pi(N+1)
0
dx to
∫ pi(N+1)
2
−pi(N+1)2
dy. Expanding to
first order in y(N+1) the integrand (which is a good expansion in the region of interest y → 0), we get
−
∫ pi(N+1)
2
−pi(N+1)2
dy
π
sin2 y
y2
log2
[
y2
]→ − ∫ ∞
−∞
dy
π
sin2 y
y2
log2
[
y2
]
= 2
(
γ + ln 2− 1
ln 2
)
≃ 0.7801, (S7)
where γ is the Euler-Mascheroni constant. Hence, we proved
N∑
m=0
∫ 1
0
dϕ
1
(N + 1)2
sin2((N + 1)πϕ)
sin2(π(ϕ − m(N+1)))
log2
[
1
(N + 1)2
sin2((N + 1)πϕ)
sin2(π(ϕ − m(N+1)))
]
→ −2 + 2
(
γ + ln 2− 1
ln 2
)
≃ −1.2199.
(S8)
Also the numerical calculations shows that Eq. (S8) converges to −1.299 for large N , see Fig. (4). For the QPEA
I(m,ϕ)→ log2N − 1.299.
THE MUTUAL INFORMATION OF THE QPEA WITH A SEPARABLE DETECTION
We show that, if one uses the single-qubit measurement which projects each probe onto |±〉 for the QPEA, the
Heisenberg bound is not achieved. Consider the parallel QPEA (Fig. 1c). The state of j-th probe after the transfor-
mations Uϕ is
1√
2
(|0〉2j + ei2piϕ2j |1〉2j ) (with j = 0, 1, ..., t− 1). One can measure each qubit of the probe separately
with the projective operators which project onto |±〉 ∝ |0〉 ± |1〉. Therefore the outcome will be string ~m of 2j bits
corresponding to outcome “+” or “−” at each qubit respectively. If the number of ones in the string (its Hamming
weight) is even (odd), the probability p(~m|ϕ) is 1
2(2
j
−1)
cos2(πϕ2j)
(
1
2(2
j
−1)
sin2(πϕ2j)
)
. Hence the mutual information
of j-th probe is
I(j)(~m : ϕ) = log2 2
(2j) +
∫ 1
0
dϕ cos2(πϕ2j) log2
[
1
2(2j−1)
cos2(πϕ2j)
]
+ sin2(πϕ2j) log2
[
1
2(2j−1)
sin2(πϕ2j)
]
= 1 +
∫ 1
0
dϕ cos2(πϕ2j) log2
[
cos2(πϕ2j)
]
+ sin2(πϕ2j) log2
[
sin2(πϕ2j)
]
= 1 + log2
e
4
≃ 0.44 . (S9)
The total mutual information of t probes is 0.44 t = 0.44 log2(N + 1) and the Heisenberg bound is not achieved.
We cannot even attain the standard quantum limit 12 log2N . Since this is the same result that is obtained from the
optimal POVM of the Davies theorem, we can conclude that this POVM is also an optimal one. Then, using Davies’
POVM separately on each qubit would not give any advantage over the above calculation.
8THE MUTUAL INFORMATION OF THE SEPARABLE PARALLEL STRATEGY WITH AN
ENTANGLED MEASUREMENT
We show that the mutual information of the parallel strategy with a separable initial state and entangled POVM
is asymptotically equal to 12 log2N + 0.6. The conditional probability for the measurement described by the POVM
Πφ of Eqs. (5,6) of the main text is
p(φ|ϕ) = (〈ϕ|⊗N )Πφ(|ϕ〉⊗N ) =
N∑
n′,n=0
√
1
2N
(
N
n′
)√
1
2N
(
N
n
)
exp [i2π(φ− ϕ)(n′ − n)] . (S10)
By using the following approximation that is valid for N ≫ 1:(
N
n
)
≃ 2N
√
2
πN
exp
[
− (n−
N
2 )
2
N
2
]
, (S11)
in Eq. (S10), we have
p(φ|ϕ) ≃
√
2
πN
N∑
n′,n=0
exp
[
− (n
′ − N2 )2
N
]
exp
[
− (n−
N
2 )
2
N
]
exp [i2π(φ− ϕ)(n′ − n)]
=
√
2
πN
(
N∑
n′=0
exp
[
− (n
′ − N2 )2
N
]
exp
[
−i2π(φ− ϕ)(n′ − N
2
)
])
×
(
N∑
n=0
exp
[
− (n−
N
2 )
2
N
]
exp
[
i2π(φ− ϕ)(n − N
2
)
])
. (S12)
Considering n′ and n as continuous variables and replacing the sum with an integral we obtain
p(φ|ϕ) ≃
√
2πN exp
[−2π2(φ − ϕ)2N] . (S13)
Substitute Eq. (S13) in the mutual information relation (using uniform prior p(φ) = 1)
I(φ : ϕ) =
∫ 1
0
∫ 1
0
dϕ dφ p(φ|ϕ) log2 [p(φ|ϕ)]
≃
∫ 1
0
∫ 1
0
dϕ dφ
√
2πN exp
[−2π2(φ − ϕ)2N] log2 [√2πN exp [−2π2(φ − ϕ)2N]]
=
1
2
log2N + log2
√
2π − (2π2N) (log2 e)
∫ 1
0
∫ 1
0
dϕ dφ
√
2πN (φ− ϕ)2 exp [−2π2(φ− ϕ)2N]. (S14)
Consider the third term of Eq. (S14) and define ω := 2π2N ,
−
√
2πNω (log2 e)
∫ 1
0
∫ 1
0
dϕ dφ (φ− ϕ)2 exp [−ω(φ− ϕ)2]
= −
√
2πNω (log2 e)
∫ 1
0
∫ 1
0
dϕ dφ
[
− d
dω
(
exp
[−ω(φ− ϕ)2])]
=
√
2πNω (log2 e)
d
dω
[−1 + e−ω +√πωerf(√ω)
ω
]
=
√
2πN (log2 e)
[
−1
2
√
π
ω
erf(
√
ω) +
1
ω
(1 − e−ω)
]
≃ −1
2
log2 e N ≫ 1, (S15)
where erf(x) := 1√
pi
∫ x
−x dt e
−t2 denotes the error function. This function is equal to 1 for large x. Replacing Eq. (S15)
in Eq. (S14)
I(φ : ϕ)→ 1
2
log2N + log2
√
2π
e
≃ 1
2
log2N + 0.6 N ≫ 1. (S16)
9THE MUTUAL INFORMATION OF THE PARALLEL SEPARABLE STRATEGY WITH A SEPARABLE
MEASUREMENT
We show that the mutual information of the parallel strategy with a separable initial state and separable POVM
is asymptotically equal to 12 log2 N − 0.395. We want to derive Eq. (12) of the main text. By using Eqs. (10,11) of
the main text, we have:
I(~m : ϕ) =
N∑
κ=0
∫ 1
0
dϕ
(
N
κ
)(
cos2(πϕ)
)N−κ (
sin2(πϕ)
)κ
log2
[(
cos2(πϕ)
)N−κ (
sin2(πϕ)
)κ]
+
N∑
κ=0
∫ 1
0
dϕ
(
N
κ
)(
cos2(πϕ)
)N−κ (
sin2(πϕ)
)κ
log2
[
4N (N − κ)!κ!N !
(2(N − κ))!(2κ)!
]
. (S17)
The first part of Eq. (S17) is equal to
N∑
κ=0
∫ 1
0
(
N
κ
)(
cos2(πϕ)
)N−κ (
sin2(πϕ)
)κ
(N − κ) log2
[
cos2(πϕ)
]
dϕ
+
N∑
κ=0
∫ 1
0
(
N
κ
)(
cos2(πϕ)
)N−κ (
sin2(πϕ)
)κ
κ log2
[
sin2(πϕ)
]
dϕ,
=
∫ 1
0
log2
[
cos2(πϕ)
] N∑
κ=0
(
N
κ
)(
cos2(πϕ)
)N−κ (
sin2(πϕ)
)κ
(N − κ) dϕ
+
∫ 1
0
log2
[
sin2(πϕ)
] N∑
κ=0
(
N
κ
)(
cos2(πϕ)
)N−κ (
sin2(πϕ)
)κ
κ dϕ
= N
∫ 1
0
{(
cos2(πϕ)
)
log2
[
cos2(πϕ)
]
+ sin2(πϕ) log2
[
sin2(πϕ)
]}
dϕ,
= N
(
log2
e
4
)
, (S18)
where the second equality uses the moment-generating function method.
To calculate the integral in the second line of Eq. (S17) consider the definition of gamma function as Γ(z) :=∫∞
0
tz−1e−tdt, so we have
Γ(z)Γ(s) :=
∫ ∞
0
∫ ∞
0
tz−1us−1e−(t+s) dt du. (S19)
We define t := x2, u := y2 and replace them in Eq. (S19)
Γ(z)Γ(s) := 4
∫ ∞
0
∫ ∞
0
x2z−1y2s−1e−(x
2+y2) dx dy. (S20)
For simplicity, we use the polar coordinate so x = r cos θ, y = r sin θ
Γ(z)Γ(s) : = 4
∫ pi
2
0
dθ cos2z−1 θ sin2s−1 θ
∫ ∞
0
dr r2(z+s)−2 re−r
2
= 4
(∫ pi
2
0
dθ cos2z−1 θ sin2s−1 θ
)
1
2

∫ ∞
0
2rdr ( r2︸︷︷︸
r′
)(z+s)−1e−r
2


= 2
(∫ pi
2
0
dθ cos2z−1 θ sin2s−1 θ
)(∫ ∞
0
dr′r′(z+s)−1er
′
)
= 2
(∫ pi
2
0
dθ cos2z−1 θ sin2s−1 θ
)
Γ(z + s),
(S21)
Therefore ∫ pi
2
0
dθ (cos2 θ)z−
1
2 (sin2 θ)s−
1
2 =
1
2
Γ(z)Γ(s)
Γ(z + s)
. (S22)
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FIG. 5: Numerical evaluation of f(N) up to (a) N = 100 and (b) N = 100000 .
For non-negative integer value of a, we have Γ(a + 12 ) =
(2a)!
4aa!
√
π. By substituting Eq. (S22) in the second line of
Eq. (S17), we get
N∑
κ=0
(2(N − κ))!(2κ)!
4N((N − κ)!)2(κ!)2 log2
[
4N(N − κ)!κ!N !
(2(N − κ))!(2κ)!
]
≃2N + 1
2
log2N + log2
√
2π +N log2N −N log2 e
+
N∑
κ=0
(2(N − κ))!(2κ)!
4N((N − κ)!)2(κ!)2 log2
[
(N − κ)!κ!
(2(N − κ))!(2κ)!
]
, (S23)
where we use the Stirling’s formula (ν! ∼ √2πν(ν
e
)ν for large ν). By substituting Eq. (S18) and Eq. (S23) in Eq. (S17),
we get
I ≃ 1
2
log2N + log2
√
2π +N log2N +
N∑
κ=0
(2(N − κ))!(2κ)!
4N((N − κ)!)2(κ!)2 log2
[
(N − κ)!κ!
(2(N − κ))!(2κ)!
]
︸ ︷︷ ︸
f(N)
,
=
1
2
log2N + f(N). (S24)
The numerical calculation of f(N) shows that this term is asymptotically a constant and f(N)→ −0.395, Fig. (5).
THE MUTUAL INFORMATION FOR THE PROBE IN A 2-DIMENSIONAL SUBSPACE
We show that the mutual information of the probe which is spanned by the states |0〉 and |d− 1〉 does not increase
with the probe Hilbert space dimension d. Suppose the initial state is |ψ0〉 = 1√2 (|0〉+ |d− 1〉) and the quantum state
after the evolution is |ψϕ〉 = 1√2 (|0〉+ ei2piϕ(d−1)|d− 1〉). One can use the Davies theorem to find the optimal POVM
that maximizes the mutual information as Πφ = 2Uϕ|r〉〈r|U †ϕ, when restricting the Hilbert space to the subspace
spanned by |0〉 and |d− 1〉 the Davies theorem gives that |r〉 = 1√
2
(|0〉+ |d− 1〉), so the mutual information is
I(φ : ϕ) = log2 2 + 2
∫ 1
0
∫ 1
0
cos2(π(φ − ϕ)(d− 1)) log2
[
cos2(π(φ − ϕ)(d − 1))] dϕ dφ,
= 1 + log2
e
4
≃ 0.44 . (S25)
Also one can use the POVM |±〉 ∝ |0〉 ± |d− 1〉 to obtain the same result. In this case the mutual information does
not depend on d.
