A Probabilistic Framework for Discriminative and Neuro-Symbolic
  Semi-Supervised Learning by Allen, Carl et al.
A Probabilistic Framework for Discriminative and
Neuro-Symbolic Semi-Supervised Learning
Carl Allen Ivana Balaževic´ Timothy Hospedales
University of Edinburgh Samsung AI Centre, Cambridge
{carl.allen, ivana.balazevic, t.hospedales}@ed.ac.uk
Abstract
In semi-supervised learning (SSL), a rule to predict labels y for data x is learned
from labelled data (xl, yl) and unlabelled samples xu. Strong progress has been
made by combining a variety of methods, some of which pertain to p(x), e.g. data
augmentation that generates artificial samples from true x; whilst others relate to
model outputs p(y|x), e.g. regularising predictions on unlabelled data to minimise
entropy or induce mutual exclusivity. Focusing on the latter, we fill a gap in the
standard text by introducing a unifying probabilistic model for discriminative semi-
supervised learning, mirroring that for classical generative methods. We show that
several SSL methods can be theoretically justified under our model as inducing
approximate priors over predicted parameters of p(y|x). For tasks where labels
represent binary attributes, our model leads to a principled approach to neuro-
symbolic SSL, bridging the divide between statistical learning and logical rules.
1 Introduction
Semi-supervised learning (SSL) tackles problems of predicting labels y for data points x given
labelled pairs (xl, yl) and unlabelled samples xu. Such tasks are of practical importance since
unlabelled data are often far cheaper to acquire and/or more abundant than labelled data. For
unlabelled data samples to help predict labels, the distribution of x must contain information relevant
to the prediction [4, 33]. State-of-the-art SSL algorithms [3, 2] combine multiple methods, many of
which can be seen to depend on properties of p(x), although some correspond to properties of model
outputs p(y|x). The latter include a family of methods that append a function of the predictions for
unlabelled data to a discriminative supervised learning loss function, e.g. entropy minimisation [11],
mutual exclusivity [22, 32] and pseudo-labelling [15]. Supplementing existing theory, we propose a
probabilistic model for discriminative SSL, which theoretically justifies such methods.
Neuro-symbolic learning is a broad field that combines statistical learning and logical reasoning.
Approaches often introduce probability into a logical framework [7, 16], or add logic into statistical
learning models, e.g. neural networks [21, 30]. Much progress has been made in integrating the two
paradigms, including a specific relationship to semi-supervised learning [32, 30], but a fully principled
understanding eludes. We show that our probabilistic model for SSL theoretically underpins neuro-
symbolic SSL, explaining methods that augment a supervised loss function with a function based on
logical constraints, taking an important step towards bridging the ‘connectionism/symbolism’ divide.
Central to our common probabilistic model are parameters θ of the distribution p(y|x), as predicted
by statistical models, e.g. neural networks with an appropriate loss function. Since every x induces a
possibly distinct distribution over labels with an associated θ induces an implicit distribution p(θ) over
ground truth parameters, and so over the expected outputs of an accurate model. Where known, p(θ)
therefore provides a prior distribution over the parameter predictions for unlabelled data, allowing
them to be evaluated and the model generating them potentially improved, e.g. by back-propagation.
Fortunately, p(θ) often circumvents many complexities of p(x), potentially allowing it to be known
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in analytical form a priori. Also, the distribution over parameters corresponding to a set X is
independent of whether x ∈X are labelled, thus empirical distributions over model predictions
should be similar for labelled and unlabelled data, whereby the former provides a prior for the
latter. We formalise this within a probabilistic model for discriminative semi-supervised learning that
underpins a family of SSL methods that rely on properties of p(θ) rather than p(x). The explicit form
of p(θ) is considered in several cases, including classification where classes are mutually exclusive
and y|x deterministic, i.e. where every x is only ever associated with a unique y (despite any epistemic
uncertainty as to which), as applicable to popular image datasets MNIST, CIFAR and ImageNet. By
comparison to the corresponding discrete form of p(θ), SSL methods entropy minimisation, mutual
exclusivity and pseudo-labelling are each explained as approximating continuous relaxations of p(θ).
In tasks with binary vector labels y and where y|x is deterministic (e.g. classification of potentially
co-occurring image features, allowed chess board configurations or the relations between entities in a
knowledge base), only certain attribute combinations may be valid, e.g. under the rules of the game or
the laws of nature. Here, we show p(θ) is again discrete, defined by a task-specific set of probability
masses over θ-space corresponding to valid attribute combinations. Where valid combinations can
defined in terms of logical rules, those rules can be translated into simple continuous functions
that compound to approximate a continuous relaxation of p(θ). As such, an approximation to the
distribution p(θ) required for SSL under our probabilistic model can be derived from, or interpreted
in terms of, logical rules, providing a theoretically principled approach for a neuro-symbolic SSL.
Our key contributions are:
• to provide a probabilistic model for discriminative semi-supervised learning, comparable to that
for classical generative methods, contributing to current theoretical understanding of SSL;
• to consider the analytical form of the distribution over parameters p(θ), by which we explain
several SSL methods, including entropy minimisation as used in state-of-art SSL models; and
• to show that our probabilistic model incorporates a neuro-symbolic approach to SSL in which the
distribution p(θ) over expected model outputs is described in terms of logical rules, providing a
theoretically principled method of integrating ‘connectionist’ and ‘symbolic’ methods.
2 Background and related work
Notation: xli ∈X l, yli ∈Y l are labelled data pairs, i∈{1 ... Nl}; xuj ∈Xu, yuj ∈Y u are unlabelled
data samples and their prospective labels, j ∈{1 ... Nu}; X ,Y are respective domains of x and y.
θ denotes parameters of the distribution p(y|x; θ) (not weights of a neural network). As a random
variable, θ varies with x under a distribution p(θ) and θx denotes a realisation corresponding to a
specific x. That is, θx defines a distribution, and p(θ) defines a distribution over those distributions.
2.1 Semi-supervised learning
Semi-supervised learning is a well established field, described by a number of surveys and taxonomies
[25, 33, 4, 29]. SSL methods have been categorised by how they adapt supervised learning algorithms
[29]; or their assumptions [4], e.g. that data of each class form a cluster/manifold, or that data of
different classes are separated by low density regions. It has been proposed that all such assumptions
are variations of clustering [29]. Whilst ‘clustering’ itself is not well defined [9], from a probabilistic
perspective this suggests that SSL methods assume p(x) to be a mixture of conditional distributions
that are distinguishable by some property, e.g. connected dense regions. This satisfies the condition
that for unlabelled xu to help in learning to predict y from x, the distribution of x must contain
information relevant to the prediction [4, 33]. In this work, we distinguish SSL methods by whether
they rely on direct properties of p(x) or on properties that manifest in p(θ), the distribution over
parameters of p(y|x; θ) as x varies. State-of-art models [3, 2] combine methods of both types.
A canonical SSL method that relies on explicit assumptions of p(x) is the classical generative model:
p(X l,Y l,Xu) =
∫
ψ,pi
p(ψ, pi)p(X l|Y l, ψ)p(Y l|pi)
∑
Y u∈YNup(X
u|Y u, ψ)p(Y u|pi)︸ ︷︷ ︸
p(Xu|ψ,pi)
(1)
Parameters ψ, pi of p(x|y) and p(y) are learned from labelled and unlabelled data, e.g. by the EM
algorithm, and predictions p(y|x)=p(x|y)p(y)/p(x) follow by Bayes’ rule. Figure 1 (left) shows
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Figure 1: Graphical models for: generative SSL (left); discriminative SSL (previous [4]) (centre);
discriminative SSL (ours) (right). Shading indicates observed variables, which are otherwise latent.
the corresponding graphical model. Whilst generative SSL has an appealing probabilistic rationale,
it is rarely used in practice, similarly to its counterpart for fully supervised learning, in large part
because p(x) is often complex yet must be accurately described [11, 33, 14]. Properties of p(x) also
underpin data augmentation and consistency regularisation [23, 13, 27, 18], in which true x samples
are adjusted, typically based on implicit domain knowledge of p(x|y), to generate artificial samples
assumed to be of the same class, whether or not that is known. Other methods consider p(x) in terms
of p(x|z) for a latent representation z that helps to predict y [12, 19]. We focus on a family of SSL
methods that augment a discriminative supervised loss function with a function of predictions on
unlabelled data, which implicitly rely on a relationship between predicted parameters θ. For example:
Entropy minimisation [11] assumes classes are ‘well separated’. As a proxy for class overlap, the
entropy of predictions for unlabelled data is added to a discriminative supervised loss function ` sup.
`MinEnt(θ) = −
∑
i
∑
k
yli,k log θ
xli
k︸ ︷︷ ︸
` sup
−
∑
j
∑
k
θ
xuj
k log θ
xuj
k (2)
Mutual exclusivity [22, 32] assumes no class overlap, whereby accurate model predictions form
‘one-hot’ vectors. Reinterpreted as vectors of logical variables z, such outputs exclusively satisfy
the logical formula
∨
k(zk
∧
j 6=k¬zj). A function derived from this formula applies to unlabelled
predictions:
`MutExc(θ) = `
sup −
∑
j
log
∑
k
θ
xuj
k
∏
k′ 6=k
(1− θx
u
j
k′ ) (3)
Pseudo-labelling [15] assumes that predicted labels k(t)j =arg maxk θ
xuj
k , for unlabelled data x
u
j at
iteration t, are correct (at the time) and treated as labelled data:
`Pseudo(θ, t) = `
sup −
∑
j
log
∑
k
1
k=k
(t)
j
θ
xuj
k (4)
Although intuitive, these methods lack a theoretical rationale comparable to that of generative models
(Eq 1). Naively summing over all labels for unlabelled samples appears to be of little use [14]:
p(Y l|X l,Xu) =
∫
θ
p(θ)p(Y l|X l, θ)∑Y up(Y u|Xu, θ)︸ ︷︷ ︸
=1
=
∫
θ
p(θ)p(Y l|X l, θ). (5)
Indeed, under the previously considered graphical model (Fig. 1, centre), parameters θ of p(Y l|X l, θ)
are provably independent of Xu [25, 4]. Approaches to breaking the independence include introduc-
ing additional variables to Gaussian Processes [14], or an assumption that parameters of p(y|x) are
dependent on those of p(x) [25]. Our work takes further the (general) assumption of [25] to provide
a probabilistic model for discriminative SSL, complementing that for generative methods (Eq. 1).
2.2 Neuro-symbolic learning
Neuro-symbolic learning (NSL) is a broad field with the ambitious aim of bringing together statistical
machine learning and logical reasoning (see [10] for a summary). Many approaches either introduce
probabilities into a logical framework [7, 16, 20]; or combine logical rules into statistical learning
methods such as neural networks [21, 8, 17, 30, 31]. A general framework for NSL [28, 10] places
statistical methods within a low-level perceptual component that processes raw data (e.g. performing
pattern recognition), the output of which feeds a reasoning module, e.g. performing logical inference
(Fig. 2). This structure surfaces in various works [e.g. 17, 31, 30, 6], in some cases taking explicit
analytical form. Marra et al. [17] propose a 2-step graphical model (their Fig. 1) comprising a neural
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Figure 2: A general framework for neuro-symbolic learning to combine statistical learning (percep-
tion) and logical rules (reasoning) [28, 10]. We draw an analogy to components of our probabilistic
model for discriminative SSL (Sec 3) in which p(θ) can be specified in terms of logical rules (Sec 4).
network and a “semantic layer”, however logical constraints are subsequently introduced as a design
choice (their Eq. 2), whereas in our work they follow naturally as a component of a probability
distribution. The graphical model for SSL proposed by van Krieken et al. [30] (their Fig. 1) includes
a neural network component and a logic-based prior. However, knowledge base rules link directly to
labels and only to those predicted for unlabelled data, whereas in our model rules define a prior over
the parameters of all label distributions. Where probabilities are seen as ‘continuous relaxations’ of
logical rules, in our work logical rules define the ‘structure’ of a hierarchical prior. Taking inspiration
from prior work, we propose a fully probabilistic basis for neuro-symbolic semi-supervised learning.
3 A probabilistic model for discriminative semi-supervised learning
The labels y∈Y paired with a given data sample x define a distribution p(y|x; θ) over the label space
with some parameter θ, e.g. a multinomial distribution over classes, or a complex distribution over real
values. Thus, we assume every x∈X maps to a unique ground truth θ∈Θ (denoted θx to highlight
the associated x), for some domain Θ. As such, there exists a well defined (deterministic) function
f :X →Θ, f(x)=θx. Various predictive models learn to approximate f , e.g. neural networks with an
appropriate loss function, taking in x and outputting an estimate of θx (denoted θ˜x) that maximises
p(y|x; θ˜x). Given the correspondence, sampling x according to p(x) induces a specific distribution
p(θ) over corresponding parameters, and so over the expected outputs of an accurate model. Thus,
if known, p(θ) provides a prior over unlabelled predictions θ˜u, potentially enabling the prediction
model to be improved, e.g. by back-propagating a gradient to increase p(θ˜u). To that extent, the
distribution p(θ˜x
l
) over predictions for labelled data provides an empirical approximation to p(θ);
and under certain assumptions (considered in Sec. 3.2), the analytical form of p(θ) can be derived a
priori. To formalise, we define: θX
l
={θx}x∈Xl as the set of parameters of p(y|x) for each x∈X l
(θX
u
defined similarly); and α as parameters of the marginal distribution over θ. For example, in
K-class classification p(y|x) is a categorical distribution with parameter vector θ on the simplex
∆K⊆RK , with θxk =p(y=k|x), k∈{1 ...K}; and α defines a distribution over ∆K. Treating θ and
α as latent random variables, the conditional distribution of the data factorises comparably to Eq. 5:
p(Y l|X l,Xu) =
∫
θX•,α
p(α)p(Y l|X l, θXl)p(θXl |X l, α)∑Y up(Y u|Xu, θXu)︸ ︷︷ ︸
=1
p(θX
u |Xu, α)
=
∫
θX•,α
p(α)p(Y l|θXl)p(θXl |X l, α)p(θXu |Xu, α)
p(Y l|X l,Xu;ω) ≈
∫
α
p(α)p(Y l|θ˜Xl) p(θ˜Xl |α) p(θ˜Xu |α) (6)
where θ˜x .= fω(x) for a family of functions fω :X →Θ parameterised by ω, e.g. a neural network.
Line 2 substitutes p(Y |X, θX) = p(Y |θX) since θx fully describes p(y|x). Line 3 substitutes
p(θX |X, α;ω) = p(θ˜X , θX |X, α;ω) = p(θ˜X |θX)p(θX |α) and, assuming θx is deterministic in x
and well approximated by θ˜x, that p(θ˜X |θX)≈δθ˜X−θX . Fig. 1 (right) shows the corresponding
graphical model. Together, the relationship fω(x) ≈ θx and the distribution p(θ|α) break the
independence noted previously (Sec. 2). Without fω linking x to θx, xu reveals nothing of p(y|xu)
or its parameters θx
u
, leaving only the prior p(θx|α); without p(θx|α), we can have a prediction θ˜xu
(as in supervised learning), but no means to critique and so learn from it. Interpreting terms of Eq. 6:
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• p(Y l| θ˜Xl) encourages labelled predictions θ˜xl to approximate parameters of p(y|xl);
• p(θ˜Xl |α) encourages α to capture the distribution over θ˜xl, parameters predicted for xl; and
• p(θ˜Xu|α) allows predictions θ˜xu on unlabelled data to be evaluated under prior knowledge of
p(θ) and/or the approximate posterior distribution p(θ˜X
l |α) learned from labelled data.
Eq. 6 supports a Bayesian approach, or maximum a posteriori estimates of θx can be learned, e.g. in
K-class classification by minimising the following objective with respect to ω (recall θ˜x .=fω(x)):
`DSSL(θ) = −
∑
i
K∑
k=1
yli,k log θ˜
xli
k −
∑
i
log p(θ˜x
l
i |α)−
∑
j
log p(θ˜x
u
j |α) (7)
The distribution p(θ|α) can be seen to regularise an underlying supervised model. In contrast to
common regularisation techniques, e.g. `1, `2, regularisation here is over the model outputs θ˜ not its
weights ω. Importantly for SSL, p(θ) provides the necessary relationship between data samples, as an
alternative to p(x). A natural question arises: when is it useful to consider SSL methods dependent
on knowledge of p(y|x) rather than p(x), given there are fewer y than x by definition? Firstly, the
two options are not mutually exclusive and can be combined, as seen in recent approaches [3, 2].
Secondly although parameters of p(θ) necessarily depend on those of p(x) [25], the structure of p(θ)
can be far simpler than that of p(x). We analyse the form of p(θ) in several cases in Sec. 3.2.
3.1 Relationship between discriminative and generative SSL
Whilst we contrast discriminative and generative SSL, here we emphasise the relationship between
them. The joint distributions underlying Eqs 1 and 6 can be written:
p(Y l,X l,Xu) =
∫
ψ,pi
p(ψ, pi)p(X l|ψY l)p(ψY l,Y l|pi)
∑
Y u
p(Xu|ψY u)p(ψY u,Y u|pi) [Gen.]
p(Y l,Xl,Xu) =
∫
α,ω
p(α, ω)p(Y l|θ˜Xl)p(θ˜Xl,X l|α, ω)
∑
Y u
p(Y u|θ˜Xu)p(θ˜Xu,Xu|α, ω) [Disc.]
reflecting a symmetry in structure and the parameters that share information between labelled and
unlabelled data. The function f(x) = θx, approximated by fω(x), also gives a direct relationship
p(θ) = |J |p(x), for Jacobian matrix Ji,j = ∂xi∂θj , by which p(θ) provably inherits properties of
p(x). For example, if p(x) =
∑
k p(x|y = k)pik is a mixture distribution with class probabilities
pik=p(y=k), then p(θ) is also a mixture distribution with identical class weighting. Proof:
p(θ) = |J |p(x) = |J |
∑
k
p(x|y=k)pik =
∑
k
|J |p(x|y=k)pik =
∑
k
p(θ|y=k)pik. 
Thus any cluster/mixture assumption of p(x) applies also to p(θ); and class conditional distributions
p(θ|y) over ground truth parameters must differ sufficiently for classification to succeed.
3.2 SSL case taxonomy
To make use of Eq. 6, p(θ) must be described, ideally in analytic form. Such form depends on
two fundamental properties of the data/task: (i) the label domain Y is continuous (regression) or
discrete (classification); and (ii) y|x is stochastic or deterministic. In the discrete case, labels can
represent mutually exclusive classes k ∈ {1 ...K} and θxk = p(y= k|x); or potentially concurrent
binary features y∈{0, 1}K (combinations of which are mutually exclusive) and θxk =p(yk=1|x).
Table 1 shows examples of commonly occurring cases, several of which we now explore in detail.
Table 1: Task and data properties affecting the distribution p(θ) over parameters of p(y|x; θ).
Map x→y
Domain Y Discrete (classification) Continuous (regression)
Mut. Excl. classes Concurrent features
Stochastic Mix of Gaussians - -
Deterministic
MNIST, SVHN
CIFAR, Imagenet
Animals w/attributes
Sudoku completion
Knowledge Base completion
Image-to-image translation
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Figure 3: The distribution p(θ) for a mix of 2 univariate Gaussians (varying class means).
Stochastic classification (mutually exclusive yk). To demonstrate how distributions p(x) and p(θ)
relate, we consider a mixture of two 1-dimensional equivariant Gaussians: p(x)=
∑
k pikp(x|y=k),
k∈{0, 1}, where x|y=k ∼ N (µk,Σ). Here, p(θ) can be derived in closed form (see Appendix A):
p(θ) =
∑1
k=0 pik
√
σ2
2pi
1
|µ1−µ0| exp{a(log θ1θ0 )2 + (bk − 1) log θ1 + (−bk − 1) log θ0 + ck︸ ︷︷ ︸
p(θ|y=k)
}
for coefficients a, bk, ck. As expected, p(θ) is a mixture with equal class probabilities to p(x) (Sec.
3.1). Fig. 3 shows the distributions p(x) and p(θ) for different separations of class means µk,
illustrating how the former determines the latter. Just as unlabelled samples xu are expected to fit
p(x) for estimates of µk,Σ, their associated θx
u
are expected to fit the implied distribution p(θ). As
class means separate further, class overlap decreases and p(θ) tends towards a discrete distribution
in the limiting deterministic case (considered below). Although here, both distributions are known
analytically, often p(x) is not modelled but much may still be known of p(θ), subject to the data/task.
Deterministic classification (mutually exclusive yk). In many classification tasks, a given x is
associated with exactly one class label y, and (typically) no other label y′ 6=y appears with that x;
thus classes are mutually exclusive and y|x is (materially) deterministic. This can be seen in image
classification for datasets such as MNIST, CIFAR and ImageNet. As such, ground truth parameters
θxk =p(y=k|x) ∈ {0, 1} form ‘one-hot’ vectors θ = ek ∈ {0, 1}K , and each class conditional
p(θ|y=k)∝ek(p(θ)pik ) is well described by a delta function δθ=ek at a vertex of Θ=∆K . Thus,
p(θ) =
∑
k
p(y=k) p(θ|y=k) ≈
∑
k
pik δθ=ek , (8)
and irrespective of the potential complexity of p(x), the structure of p(θ) is defined simply. This
distribution, however, is discontinuous and lacks support over most of Θ, i.e. p(θ˜) = 0 for any
prediction θ˜ 6=ek, making it unsuitable for gradient-based learning methods. As such, a continuous
approximation to p(θ) can be obtained by relaxation of each delta component to a suitable function
over Θ. From Eqs 2, 3 and 4, the unlabelled loss components of SSL methods entropy minimisation
[11], mutual exclusivity [22, 32] and pseudo-labelling [15] (plotted in Fig. 4) can be seen as such
(un-normalised) continuous relaxations pˆ(θ) of the true discrete p(θ), thus justifying these methods
theoretically under the discriminative probabilistic model for SSL (Eqs. 6, 7). Note that, pˆ(θ) need not
be normalised in practice where the gradient of log p˜(θ) is optimised, rendering any proportionality
constant obsolete. Relaxing p(θ) can be interpreted as redistributing probability density to invalid
regions, to guide poor predictions towards valid points under p(θ).
Deterministic classification (concurrent yk). In some classification tasks, label vectors y ∈
Y = {0, 1}K represent K binary attributes of x, e.g. the features present in an image, a correct
configuration in chess or Sudoku, or the relations connecting subject and object entities in a knowledge
base. As in those examples, y|x is often deterministic, whereby, for a given x∗ with corresponding
label y∗, the conditional distribution p(y|x∗) is given by an indicator function 1y−y∗ , parameterised
by θx∗=y∗. Thus all θx are confined to {0, 1}K ⊂∆2K= Θ, at vertices of the domain. It follows
that p(θ|y) = δθ−y and so p(θ) =
∑
Ypiy δθ−y is a weighted sum of point probability masses at
6
Figure 4: The unsupervised loss components of entropy minimisation (Eq. 2), mutual exclusivity (Eq.
3) and pseudo-labelling (Eq. 4) (exponentiated for comparison to probabilities), seen as continuous
relaxations pˆ(θ) of the discrete distribution p(θ), for mutually exclusive classes and y|x deterministic.
θ ∈ {0, 1}K . A continuous relaxation of p(θ) again gives an approximation suitable for gradient
based learning. Since each θ∈{0, 1}K (from a continuous space Θ), maps by identity θ=y to a
label y∈Y (in a discrete space), there exists a one-to-one correspondence between θ in the support
of p(θ) and labels y. We note as a consequence, that the distribution p(θ), of use in SSL, can be
learned or improved from unpaired labels y∼p(y), a variation of standard SSL. We now consider
the special case in which logical relationships exist between attributes, that can be exploited.
4 Neuro-symbolic semi-supervised learning
In deterministic classification with concurrent binary features (Sec. 3.2), certain configurations of
features may be impossible, e.g. an animal having both legs and fins, three kings on a chess board, or
two knowledge base entities being related by capital_city_of but not city_in. Where so, the support
of p(y|x) for any x is confined to a data-specific set of valid labels V, a subset of all plausible
labels P={0, 1}K , such that ∀y∈P\V, p(y|x)=0. (Given the one-to-one correspondence between
y, θ ∈ {0, 1}K (Sec 3.2), we let V, P refer to both valid and plausible labels y and parameters θ.)
Thus: p(θ|α) =
∑
y∈V
p(y)p(θ|y) =
∑
y∈V
piyδθ−y, (9)
parameterised by α = {V,ΠV}, for ΠV = {piy = p(y)}y∈V the corresponding label probabilities.
(Note that Eq, 9 also holds for any ‘larger’ set V′⊆P containing V.) V may, for example, be defined
by the mutual exclusivity of certain attributes, the rules of a game, or relationships between entity
relations. Such universal rules are powerful and desirable to capture (cf the uncertain generalisation
of statistical models, e.g. neural networks). Such reach may allow a large set V to be defined in
relatively few rules between attributes. Loosely speaking, V defines the structure of p(θ), and ΠV its
magnitude. Considering the structure more specifically, we drop piy and consider probability mass
(replacing δθk−c with Kronecker delta δθkc ), to define:
s(θ) =
∑
y∈V
δθy =
∑
y∈V
∏
k:yk=1
δθk1
∏
k:yk=0
δθk0 , (10)
which effectively tests whether a given parameter θ matches each valid label y∈V, with s(θ)=1 if
θ∈V, else s(θ)=0. Restricted to plausible θ∈P and defining logical variables zk ⇐⇒ (δθk1=1),
the same test is expressible as a logical formula in propositional logic:∨
y∈V
∧
k:(yk=1)
zk
∧
k:¬(yk=1)
¬zk , (11)
which evaluates to True ⇐⇒ θ∈V⇐⇒ s(θ)=1. Comparing Eqs. 10 and 11 shows a relationship
between logical and mathematical operations familiar in the fuzzy logic and neuro-symbolic literature
[e.g. 1, 26, 30]. Here, True maps to 1, False to 0, ∧ to multiplication, ∨ to addition, and where
zk corresponds to δθk1 = 1 as a function of θk, ¬zk maps to δ(1−θk)1 = 1, a function of 1−θk. In
fact, for any (m-ary) propositional logic operator ◦(X1 ... Xm), e.g. X1⇒X2, various functional
representations ρ◦ : [0, 1]m→ [0, 1] exist, taking binary inputs corresponding to Xi being True/False,
and outputting ρ◦=1 if ◦ evaluates to True, else ρ◦=0 [1, 17]. Any logical formula can typically be
expressed in equivalent ways, each of which corresponds to a function (compounding the functional
representations of its operators) that evaluates to 1 iff the logical formula is True, else 0. As such, any
logical formula equivalent to Eq. 11 must correspond to a function equivalent to s(θ), ∀θ∈P. That is
to say, any set of logical rules that define V can be converted by their functional representations to a
function pˆ(θ) equivalent to s(θ) (restricted to θ∈P). Note, there may be many choices of pˆ(θ).
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To generalise to all θ∈Θ, δθk1 in the functional representation of z is substituted for any continuous
g(θk) :Θ→ [0, 1], g(1)=1, g(0)=0, leaving the output of all functional representations unchanged
for θ∈{0, 1}. By choosing all functional representations to be continuous over [0, 1]m, gˆ(θ) is itself
continuous over Θ. As such pˆ :Θ→ [0, 1] satisfies pˆ(θ)=s(θ)=1 for valid θ∈V, and pˆ(θ)=s(θ)=0
for invalid θ∈P\V, serving as a continuous relaxation of p(θ), ∀θ∈Θ, up to probability weights piy
(see Sec. 5). We have thus shown that the parameter distribution p(θ), as used in discriminative SSL,
can be approximated by a functional representation of logical rules. Taking functional representations
from fuzzy logic [1], as often done in practice [e.g. 26, 30, 17], assumes g(θk) = θk. Applying
that substitution to Eq 10 defines semantic loss [32], which is therefore explained theoretically by
our probabilistic model for discriminative SSL applied to neuro-symbolic learning. Note that p(θ)
ultimately remains a probability distribution and could be modelled as such, i.e. we are not forced to
take a logical view, but logical rules can be made use of where they apply.
Having established a principled means of introducing logical rules into probabilistic SSL, we briefly
consider ways to compute pˆ(θ) efficiently. (1) Substituting g(θ)=θ in Eq 10, as in [32], corresponds
closely to weighted model counting [24, 5], which has efficient computational methods if |V| is not
exponential in K, e.g. by multiplying θ by a binary matrix corresponding to V. (2) If each y∈V
satisfies a fixed set of R logical rules L={lr}r, then Eq. 11 is equivalent to a conjunction
∧
rlr, and
pˆ(θ) to a product of R terms. Thus, log pˆ(θ), as optimised in gradient based learning, equates to a
summation, and each rule lr contributes a term added independently to the loss function. As such,
a subset of L might be applied for efficiency, e.g. the most ‘important’ rules. (3) Further, if each
rule lr has Tr terms and Rmaxr(Tr)|V|, then such pˆ(θ) (in product form) can be computed far
more efficiently than calculating Eq 10 (in sum form), which tests for θ∈V element by element. As
an example, in classifying Sudoku solutions, R represents the number of rules such as “only one 5
in row 1”, specified in Tr=9 disjunctions, whereas |V| is the total number of valid configurations.
Returning to the SSL view of p(θ) as a prior over the predictions for unlabelled data (Eq. 7), p(θ) can
now be defined in terms of logical rules known a priori, or by rules learned from the labelled data.
For the latter, V must be estimated such that a set of rules entailing V may be inferred by logical
techniques, e.g. abduction [31, 6].
In summary, functional representations of logical formulae have been combined with statistical
learning in many neuro-symbolic works, but here we introduce a fully theoretically principled means
in which logical rules define the structural aspect of the distribution over valid parameters p(θ), of a
probabilistic model for discriminative semi-supervised learning.
5 Discussion
In Section 4 we focus on the structure of a discrete distribution p(θ) defined byV, rather than piy∈ΠV
defining the probability over the support of p(θ). Intuitively, any relaxation of p(θ) used to evaluate
predictions θ˜ can be interpreted as a confidence, or error model for those predictions, and should be
independent of probabilities piy since the prediction model fω(x)= θ˜x already takes class weighting
into account. This rationalises why label probabilities piy are omitted in both existing discriminative
SSL methods (Eqs 2, 3, 4, in Section 3) and in our analysis of neuro-symbolic SSL.
6 Conclusion
We present a hierarchical probabilistic model for discriminative semi-supervised learning, comple-
menting the classical generative perspective. Central to our model are parameters θ of the distribution
p(y|x; θ), as often predicted by neural networks. The distribution p(θ) over these parameters serves
as a prior over outputs of a predictive model, in particular for those of unlabelled data. Subject to
properties of the data, the analytical form of p(θ) may be known a priori. In addition, predictions on
labelled data provide an empirical estimate of p(θ). Where labels represent multiple binary attributes,
strong relationships may exist between them, expressible as logical rules. We show how such rules
fit within our probabilistic model, providing a principled means of combining logical reasoning and
statistical learning. Such rules may, again, be known a priori and imposed, or potentially learned from
the data. Our model accords with a proposed general architecture for neuro-symbolic computation
[28, 10] comprising low level perception and high level reasoning modules (Fig 2).
In future work, we plan to consider the general case in which y|x is stochastic (i.e. aleatoric
uncertainty), to make rigorous the concept of a confidence model (i.e. epistemic uncertainty), and to
extend the principled combination of statistical learning and logical reasoning to supervised learning.
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A Mixture of Gaussians: derivation of p(θ)
For a general mixture distribution:
θxk = p(y=k|x) = σ
(
log
p(x|y=k)pik∑
k′ 6=k p(x|y=k′)pik′
)
;
dθxk
dx
= θxk(1−θxk)
(
d
dx log p(x|y=k)−
∑
k′ 6=k
p(x|y=k′)pik∑
k′′ 6=k p(x|y=k′′)pik′′
d
dx log p(x|y=k′)
)
which, in our particular case, become:
θx1 = σ
(
log pi1pi0 +
µ1−µ0
σ2 x− 12 (µ
2
1
σ2 − µ
2
0
σ2 )
)
,
dθxk
dx
= θxk(1− θxk)(µ
2
1
σ2 − µ
2
0
σ2 ).
Rearranging the former gives x in terms of θ. Substituting into p(θ)= |J |p(x) gives:
p(θ) =
1∑
k=0
pik
√
σ2
2pi
1
|µ1−µ0| exp{a(log θ1θ0 )2 + (bk − 1) log θ1 + (−bk − 1) log θ0 + ck︸ ︷︷ ︸
p(θ|y=k)
}
with coefficients: a = −σ
2
2(µ1−µ0)2 , bk =
µk
µ1−µ0 +
σ2
(µ1−µ0)2 (
µ21−µ20
σ2 − log pi1pi0 ), ck = −
(µ1−µ0)2b2k
2σ2 .
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