This paper presents a new approach to estimating and constructing confidence intervals for the steady state mean of a stochastic process from short simulations which may exhibit significant transient response. Specifically, we examine the conditional least squares estimator for the mean of an autoregressive process. If the process is autoregressive with normal innovations, this estimator is the conditional maximum likelihood estimate (MLE) of the mean. We show that the MLE is asymptotically normal, and derive a finite-sample approximation to its distribution.
is autoregressive with normal innovations, this estimator is the conditional maximum likelihood estimate (MLE) of the mean. We show that the MLE is asymptotically normal, and derive a finite-sample approximation to its distribution.
This provides the basis for two asymptotically valid single-replication confidence intervals which do not require choosing a batch size. As a point estimator, the MLE is a generalization of the estimator due to Snell and Schruben (1984) and is related to the weighted batch mean (Bischak, Kelton, and Pollock, 1993) .
Empirical results for a queuing network show that the autoregressive process is a reasonable model of transient response. For short series with reasonable initializations (e.g., empty and idle), the MLE yields confidence intervals which are comparable or superior to those of existing procedures, in both single and parallel replication simulations.
INTRODUCTION
In this paper we present a new approach to the problem of estimating and constructing confidence intervals for the steady state mean p of a stochastic process from short simulations which may exhibit significant transient response. We assume that the process may be strongly autocorrelated (positive or otherwise), that sufficient knowledge of steady state conditions is not available to initialize the process in steady state, and that the cost of collecting simulation observations is large so that available data is limited to a finite series of n observations {X1, . . ..xn} .
The problem of estimating the steady state mean in general, and of controlling the effects of initial transient response in particular have been widely studied; many existing methods are surveyed by Law and Kelton (1991) and Pawlikowski (1990) , and progress continues to be made. However, all existing confidence interval procedures explicitly assume that the observed process is in steady state, stationary in both mean and covariance.
These include (unweighed) batch means (see Law, 1977 ),
Fishman's autoregressive approach (Fishman, 1978) , standardized time series (Schruben, 1983) , weighted batch means (Bischak, Kelton, and Pollock, 1993) , and intervals based on the ratio estimator due to Glynn and Heidelberger (1992) . Since initial transient effects may invalidate the assumption of stationarity, either truncation or initialization methods are employed to minimize bias due to initial transient response. A third approach, weighting initial observations, is due to Snell and Schruben (1984) and is developed further in this paper.
For short transient simulations, there is as yet no completely satisfactory confidence interval procedure, In particular, Sargent, Goldsman, and Swain (1992) show that most confidence interval procedures are invalid for small sample sizes, even when assumptions such as stationarity and normality are satisfied. Constructing valid confidence intervals from short stationary series is the motivation for weighted batch means (Bischak, Kelton and Pollock, 1993 time. In this context, two ways in which the problem of confidence interval estimation can arise are:
(1) Different simulation models may be independently executed on separate processors; confidence intervals may be periodically computed for each model and particular systems may be then selected or rejected on the basis of the results.
(2) Independent replications of the same simulation model may be executed on parallel processors, and the results of each simulation run are then combined to form a single estimate and confidence interval.
While the above situations lend themselves readily to parallel simulation, similar situations also occur when simulating on single-processor computers. (Fuller, 1976) , continuous time Markov chains (Glynn, 1984) and M/M/k queuing systems (Odoni and Roth, 1983 ).
The autoregressive model assumes that each new observation X, is linearly related to previous observations with the addition of a random "shock" or innovation. An autoregressive process of order p, AR(p), is represented as follows: P Xr = 00+~$ix,. i+st, t = 1,2, . . .
(1) izl where p is finite and {et, t = 2,2, . ..} is a sequence of independent and identically distributed random variables with mean O and variance a:<m . The value + = {4+J,..., $P} is a vector of autoregressive coefficients. Provided that the mean system response converges to a unique limiting steady state, the steady state mean response p = L($) is:
Although there may exist a value for(2), it is not necessarily true that mean system response will converge to a unique finite value. For example, consider a queue where customers arrive slightly more rapidly than they can be served, in which case the sequence of time-in-system for each customer will diverge. While this will beccjme apparent after many observations, it may not be immediately apparent from the first customers that the server cannot keep up with demand. If it is not known in advance that the server can keep up with demand, it maybe necessary to empirically establish the existence of a steady state mean before estimating its value.
Taking the expectation of (1) 
Since we assume initialization effects may be large, we must estimate the autoregressive model parameters without assuming that the process is stationary. We choose here the method of maximum likelihood, conditioning on the first p observations. For the purpose of deriving the Voss, Haddock, and Willema"n maximum likelihood estimator and its distribution, the order of autoregression p is assumed known. In practice, it is also necessary to identify the order of autoregression;
however, to establish consistency of the estimator, it is sufficient to assume that the estimators of the autoregressive order and coefficients are consistent (VOSS,Haddock, and Willemain, 1996) . Let $ bean estimate of the vector of autoregressive coet%cients @. We can define an estimate for the mean
as follows:
Note that this estimator does not require the assumption that a unique limiting steady state response exists. If the estimated autoregressive parameters satisfy the stationarity condition, then the estimate is defined and finite. On the other hand, if the estimated parameters fall outside the stationary region, system response is to all indications nonstationary in mean or covariance, and no estimate of steady state is meaningful.
If $ is a consistent estimator of $, and {Xt} converges to a covariance stationary process, then Q is defined almost surely and is a consistent estimator of J.L (Voss, Haddock, and Willemain, 1996) .
We can compute the conditional least squares estimate of $ as follows (Fuller, 1976) :
Provided that the stationarity condition (4) is satisfied, this estimator is asymptotically normally distributed:
where A =plim An . The elements of A are given by n+.
IL' otherwise where yflk) is the process autoeovariance at lag k. The asymptotic properties for the linear least squares estimators also apply to estimates obtained by any method which is asymptotically equivalent to the method of maximum likelihood, such as solution of the Yule-Walker equations, which differ from the linear least squares estimates by a quantity which approaches zero in probability as n increases (Fuller, 1976 Voss, Haddock and Willemain (1996) show that the estimator jl is related to other estimators in the literature. In particular, @ is equivalent to the weighted batch mean Bischak, Kelton, and Pollock (1993) when all the data are grouped into a single batch, and is the minimum-variance instance of the weighted batch mean. However, Bischak, et rd. assume that the process { Xt } is in steady state and that any initial transient observations have been deleted, and they use a different consistent estimator of $. @ can readily be computed for autoregressive processes of any order, and reduces to the GLS estimator derived by Snell and Schruben (1984) for the AR(l ) process. For autoregressive processes, we expect~to be nearly unbiased regardless of the initial observations. If the autocorrelation structure of the process is known, then $ is exactly unbiased and has the same variance as the sample mean. If model (1) holds, and $1, . . .. $P are known and satisfy the stationarity condition of (4) (t=p-i+l
The bias correction is a finite sum of less than 2p2
terms of X, . Since Xt is covariance stationary for large t with finite variance, it satisfies the stationarity condition (4), so the 1 -~~=~$i term in the denominator converges to a nonzero quantity in probability. Further, since the bias correction term is a finite sum of variables with finite mean and variance, and is divided by n -p, it converges to zero in probability as n + -. Therefore, n"2 (fin -X. _P) + O in probability.
Corollary:
If (1) Since the MLE has the same asymptotic variance as the sample mean and is based on an autoregressive model of the output process, a single-replication confidence interval similar to that of Fishman (1978) and Yuan and Nelson (1994) : p" * t,_a/2,j &irJ (11) where t~_~,2~denotes the corresponding quautile of the student-t ' distribution, and
v~ti~n) =~~[1 -~~=, $i]-2/ (n -p) . An estimate for the degrees of freedom is
The approximate estimator (12) is specifically derived for short series. However, in simulation experiments of AR (1) Let B = A-zo~with elements { bij} be the limiting covariance matrix of n ($ -t)) . We can write the limiting covariance matrix Z as:
The following result is based on Fieller (1932) , who derived the distribution of the ratio of two correlated noncentral normal random variables. For a bivariate normal N with mean~n W and covariance matrix E,, the distribution of the index is asymptotically and Gn (y) =~y gn (t) dt.
-Ca Let fn ( yl~) denote the true finite-sample probability density function of (in . We can approximate~n 
1; otherwise
Estimates of the autocovariances, Ii) , maybe determined by solving the system of p + 1 linear equations:
, . . .. p and fiO) = 6: . The estimated covariance matrix B may be substituted into (13) to obtain the estimated covariance matrix $ and the estimated probability density and cumulative distribution functions,~J-y) and .(y) , respectively. This leads to the following 1 -rx asymptotically valid confidence internal for p:
Multiple-replication intervals
In multiple-replication experiments, we can let the data suggest the sampling distribution of j,i. Consider R independently-seeded replications of the same simulation model running either in parallel on R processors, or in sequence on a single processor. Further assume that for each replication, the same number of observations are collected, avoiding the issue of ratio bias (Glynn and Heidelberger, 1992) . For each replication, we can identify and estimate an autoregressive model and obtain .an estimate for the mean, jl(j) j = 1, . . .. R . Since @ is asymptotically normal, this suggests the following confidence interval for u: j*t,_a,z,R_,w) (17) where~= R-l~$ , P(i) and
. This is similar to the traditional confidence interval for the method of independent replications (see Law, 199 1) except that it is based on the MLE (i instead of the sample mean~.
NUMERICAL EXPERIMENTS
The performance of the proposed estimator and confidence interval procedure is demonstrated empirically in a series of numerical experiments for the queuing network studied by Schmben (1982) . The sequence of the number of entities in the system just before each customer arrival is shown in Figure 2 for two independent replications. On this graph is also superimposed the steady state mean, which is 22.40~0.12 with 95!Z0 confidence, based on 100,000 observations. We see here that in short series, the initial transient period can be a substantial portion of the available data. We compare the proposed procedure with the method of unweighed batch means (UBM) (see Law and Kelton, 1991) 
and weighted batch means (WBM). In single-replication experiments, MLE (F) indicates intervals based on
Fieller's distribution (16) and MLE (N) indicates intervals based on the normal distribution (1 1); in multiple-replication experiments, intervals are computed by (17). We evaluate estimators on the basis of mean error (bias) and root-mean-square-error, and confidence intervals on the basis of coverage and mean interval width In UBM, the series is optimally truncated to minimize the mean square error of the sample mean, as in Snell and Schruben (1984) . For the series in Figure 1 , the optimal truncation point is 36 when initialized empty and idle, and O when initialized in steady state. The entire observed series is always used for MLE and WBM since these are robust to initialization bias. For UBM and WBM, the batch size is 8 when n = 128 and 16 when n >256. The autoregressive order is estimated by minimizing the finitesample information criterion (FIC) (Broerson and Wensink, 1993) . The maximum candidate order pmax, is one unit less than the batch size since this is the largest value which can be chosen with WBM; pmax is therefore 7 when n = 128 and 15 when n >256.
The output analysis procedures and process (1) simulation are written in C++ and compiled using the SparcWorks on a Sun workstation.
Simulations are conducted under SIMAN IV on an IBM RS6000 workstation, and the results are exported to a text file for analysis.
In these experiments, series of length n = {128, 256, 522} are generated for 1000 super-replications, and series of length n = {8192, 16384} are generated for 200 super-replications. Table 1 summarizes performance of the estimators and internal procedures for single-replication experiments. First, in short simulations when the process is initialized empty and idle, MLE and WBM exhibit nearly the same bias, and are much less biased than even the optimally truncated sample mean in UBM, though MLE and WBM also exhibit considerably higher root-mean-square error than UBM. Second, in short samples initialized at steady state, all three estimators are practically unbiased, though MLE and WBM exhibit larger root-mean-square error for short series. Third, for large samples, all three estimators, UBM, WBM and MLE perform nearly identically in both mean error and root mean square error regnrdlless of initial conditions. While optimal truncation can greatly minimize the root-mean-square error of the samp [e mean in short series, enough residual transient response remains that the truncated sample mean is still somewhat biased.
In addition to an estimate of the steady state mean, we also require an accurate assessment of how accurate the estimator is, Table 1 shows coverage fiequcncies and mean widths for nominally 90% confidence intervals. In short series initialized empty and idle, MLE(F) and MLE(N) yield coverages equal or very close to nominal coverages for all run lengths studied, even for very short run lengths n = 128. Further, MLE yields coverages which are much closer to nominal coverage than those obtained by UBM and WBM. In short series which are initialized from the steady state distribution, none of the three interval procedures attain nominal coverages, but MLE(F) and MLE(N) again yield coverages closer to Table 2 summarizes the performance of UBM, WBM, and MLE for multiple-replication confidence interval procedures. In these experiments, the total number of observations, IV, is held constant, and are obtained by running R independent replications of length n = N/R . Intervals are computed as in (17), except for R = 1 where intervals are obtained using the corre- The confidence interval procedures presented here permit rapid evaluation of complex systems on the basis of steady state mean in short simulations. They can be usefully applied for providing decision support in evaluating many systems in real-time, where the cost of simulating long series of observations is prohibitively expensive. An areas for further investigation is rapid ranking and selection based on the MLE.
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