The daily return and the realized volatility are simultaneously modeled in the stochastic volatility model with leverage and long memory. The dependent variable in the stochastic volatility model is the logarithm of the squared return, and its error distribution is approximated by a mixture of normals. In addition, we incorporate the logarithm of the realized volatility into the measurement equation, assuming that the latent log volatility follows an Autoregressive Fractionally Integrated Moving Average (ARFIMA) process to describe its long memory property. Using a state space representation, we propose an efficient Bayesian estimation method implemented using Markov chain Monte Carlo method (MCMC). Model comparisons are performed based on the marginal likelihood, and the volatility forecasting performances are investigated using S&P500 stock index returns.
Introduction
The realized volatility is defined as the sum of the squared intraday returns over a specified time interval such as a day (e.g., Andersen and Bollerslev (1998) and Barndorff-Nielsen and Shephard (2001) ). This measure would provide a consistent estimator of the latent volatility under the ideal market assumption. The theory of the realized volatility is discussed in Barndorff-Nielsen and Shephard (2002) and Meddahi (2002) , and there have been extensive studies on its time series structure and performance in volatility prediction (e.g., Andersen et al. (2003) , Andersen et al. (2007) , Andersen et al. (2004) , Koopman et al. (2005) and Maheu and McCurdy (2007) ).
In the real market, however, two major problems arise in measuring the daily realized volatility using high frequency return data: (1) the presence of non-trading hours and (2) market microstructure noise in transaction prices. The first problem arises because the stock market is usually open for only part of the day. For example, the Tokyo Stock Exchange (TSE) is open for 4.5 hours a day and there is a lunch break. If we calculate the realized volatility as the sum of the squared intraday returns when the market is open, we may underestimate the latent one-day volatility. To avoid this underestimation, Hansen and Lunde (2005) proposed a scale realized volatility that adjusts the realized volatility by the ratio of the variance of the daily return to the mean of the realized volatility.
Market microstructure noise has various causes, including bid-ask spread and variation in trade sizes (see O'Hara (1995) and Hasbrouck (2007) for details) and can cause the realized volatility to be a biased estimator of the latent volatility. As the sample time interval approaches zero, the bias owing to microstructure noise is expected to increase significantly. At-Sahalia et al. (2005) and Bandi and Russell (2008) propose a procedure to determine the optimal sampling interval, and Zhang et al. (2005) propose a bias adjusting method by assigning different weights to the realized volatilities calculated using different time intervals. In addition, Barndorff-Nielsen et al. (2008) derive the Realized Kernel (RK) as a consistent estimator of the latent volatility using high frequency data with noise.
Whereas, the intraday returns are heavily contaminated by microstructure noise, the daily returns are less subject to the noise. The daily returns could, therefore, provide additional information to eliminate the bias owing to microstructure noise and non-trading hours simultaneously. Takahashi et al. (2009) propose an extension of the stochastic volatility (SV) model to include such simultaneous modeling of the daily returns and realized volatility known as the Realized Stochastic Volatility (RSV) model. Hansen et al. (2012) implement a similar simultaneous modeling approach within the GARCH framework, called the Realized GARCH model, and demonstrate the superior, performance of the proposed model compared to GARCH (using daily returns only). Maheu and McCurdy (2011) consider the simultaneous modeling of S&P500 and IBM data and show that this approach outperforms the conventional EGARCH model.
Two important properties of the stochastic volatility and realized volatility have been discussed in previous empirical studies: (i) the leverage effect and (ii) long memory. The leverage effect refers to the correlation between the return at time t and the logarithm of the volatility at time t + 1 and has been well established in empirical studies of stock returns (see, e.g., the survey by Shephard (2005) ). To account for leverage effects, Melino and Turnbull (1990) , for example, use the GMM (generalised methods of moments), and Harvey and Shephard (1996) use the QML (quasi-maximum likelihood method) with the Kalman filter for their estimation. Bayesian estimations have been described in various studies (e.g., Jacquier et al. (2004) , Omori et al. (2007) , Omori and Watanabe (2008) ). Takahashi et al. (2009) further propose a Bayesian estimation method for the RSV model with leverage where they use a single realized measure, while multiple realized measures are used in Venter and de Jongh (2013) and Koopman and Scharth (2013) . Superposition model, in which the logarithm of the volatility is a sum of latent factor processes, is proposed to describe the long-range dependence of the volatility in Dobrev and Szerszen (2010) with jumps in latent processes, and in Koopman and Scharth (2013) with a correlation between returns and measurement errors.
The long memory property of the realized volatility has also been investigated in many empirical studies using the high frequency data (e.g., Andersen, Bollerslev, Diebold, and Ebens (2001) ) and Raggi and Bordignon (2012) modeled the realized volatility with long memory and Markov switching dynamics using a Bayesian estimation method for the state space model. The SV model with long memory is discussed in Breidt et al. (1998) using the frequency domain approach (spectral likelihood estimator) and in So (2002) using a Bayesian approach with the state space model (So (1999) ). Ruiz and Veiga (2008) investigate the statistical property of the stochastic volatility model with leverage and long memory (but without using the realized volatility), and compare with those of FIEGARCH models. Further, the autocorrelation function of powered absolute returns and their cross-correlations with original returns are derived in Pérez et al. (2009) . This paper extends the RSV model by incorporating both the leverage effects in the SV model and the long memory property of the realized volatility, and proposes a highly efficient Bayesian estimation method with a Markov Chain Monte Carlo (MCMC) implementation. Instead of the block sampler used in Takahashi et al. (2009) , we employ the mixture sampler, a highly efficient Bayesian estimation method proposed by Kim et al. (1998) and Omori et al. (2007) . In these methods, we take the logarithm of the squared asset return as a dependent variable to obtain linear measurement equations and approximate the error distribution by a mixture of normal distributions. In addition to the transformed stochastic volatility model, we assume an Autoregressive Fractionally Integrated Moving Average (ARFIMA) process for the logarithm of the log volatility to describe the long memory property of the realized volatility.
The paper is organized as follows. In Section 2, we introduce our model and its motivation. Section 3 describes the Bayesian estimation procedure based on the state space representation and Markov chain Monte Carlo methods. We illustrate our proposed method through numerical examples using simulated data in Section 4. In Section 5, we present our empirical studies using S&P500 realized volatility and realized kernels, perform model comparisons based on the marginal likelihood, and investigate the volatility forecast performances. We conclude in Section 6.
Realized stochastic volatility with leverage and long memory

Realized stochastic volatility with leverage
The simple stochastic volatility model with leverage is given by
where y 1t is a stock return at time t. The parameter ρ measures the correlation between ϵ t and η t and, when negative, captures the increase in volatility following a drop in equity returns (e.g., Black (1976) , Nelson (1991 ), Yu (2005 ). The volatility clustering is described by the first order autoregressive process (8) with mean µ for the h t+1 (the log volatility at time t + 1). Because it is difficult to evaluate the likelihood function using the high dimensional numerical integration, Bayesian efficient estimation methods have been proposed in previous studies (e.g., Omori et al. (2007) , Omori and Watanabe (2008) ). Furthermore, to incorporate the information contained in the realized volatility, Takahashi et al. (2009) propose simultaneous modeling of the daily returns and realized volatility by introducing an additional measurement equation
where y 2t is the logarithm of the realized volatility at time t, and u t is assumed to be independent of ϵ t and η t . This model makes it possible to use the realized volatility calculated from all available returns without any additional adjustment such as selecting the optimal sampling frequency to compute the realized volatility. The bias adjustment term, ξ, accounts for the effects of the market microstructure noise and non-trading hours simultaneously. When it is negative (positive), the realized volatility is considered to underestimate (overestimate) the latent volatility. We refer to this model as the Realized Stochastic Volatility (RSV) model (e.g., Koopman and Scharth (2013) , Dobrev and Szerszen (2010) , Venter and de Jongh (2013) ). Although we could extend the model by replacing h t with ψh t in (5), where ψ is another adjustment coefficient, this extension does not necessarily improve the model fit in the empirical studies in Section 5.3. We therefore adopt the measurement equation (5) for the logarithm of the realized volatility by setting ψ = 1. Takahashi et al. (2009) compared the simultaneous models using naive and scaled realized volatilities based on the marginal likelihood, and demonstrated that the effect of non-trading hours is more important than that of microstructure noise.
Realized stochastic volatility with superposition
Koopman and Scharth (2013) consider superpositions of independent ARMA processes as the volatility process in RSV framework.
This model can describe the long memory property of the log volatility process. We will explain about this property in the next subsection. We also include the leverage effect to the each independent volatility processes. In this literature, we call this model as realized stochastic model with superposition (RSV-SP). Koopman and Scharth (2013) argue that the dependence between ϵ t and u t may not be negligible due to the discretization effects and jumps when the realized measure is based on a finite sample. We could consider, for example, a linear dependence by incorporating an additional correlation between these errors, but it is still not clear how to model the nonlinear dependence structure. Detail investigation of such a dependence problem is left for our future work.
The long memory property of the realized volatility
In empirical studies, the realized volatilities often display long memory properties, and the ARFIMA process is frequently used to express this characteristic (Andersen et al. (2003) , Giot and Laurent (2004) , Koopman et al. (2005) , Raggi and Bordignon (2012) ). The ARFIMA (p,d,q) process is defined by
where η t denotes white noise, L is the lag operator such that
, it is referred to as the ARIMA(p,1,q) process and is nonstationary.
We observe that in general
We assume that 0 < d < 1 because the estimates of the memory parameter, d, are typically found to fall between 0 and 1 in empirical studies of the realized volatilities. The process is stationary if d < 0.5 and nonstationary if d ≥ 0.5. Long memory stochastic volatility models where the latent log volatility is assumed to follow an ARFIMA process have also been discussed in several studies without explicitly utilizing the information contained in the realized volatilities (e.g., Breidt et al. (1998) , So (2002) , Ruiz and Veiga (2008) ). Koopman and Scharth (2013) implement a superposition model in the RSV framework, describing the long range behavior of the log volatility process. However, in this paper, we consider a straightforward description of the long range behavior by adapting the ARFIMA process directly in the RSV framework. To incorporate the long memory property of the realized volatility into the stochastic volatility model, we consider the following state space model, referred to as the Realized Stochastic Volatility with Long Memory model (RSV-LM(p,d,q)):
(
In this paper, we focus on three specific cases of appearing frequently in empirical studies: RSV-LM(0,d,0), RSV-LM(0,d,1) and RSV-LM(1,d,0). We therefore assume that Φ(L) = 1 − ϕL and Θ(L) = 1 − θL, where |ϕ| < 1 and |θ| < 1. We assume that u t is independent of (ϵ t , η t ) because the measurement error is dominated by the computing the realized volatilities. However, it is straightforward to extend our model to incorporate a correlation between u t and the other error terms.
Highly efficient Bayesian estimation
This section describes the highly efficient Bayesian estimation of the parameter using the MCMC method. Following the mixture sampler approach (e.g., Kim et al. (1998) , Omori et al. (2007) ), we first represent the RSV-LM model in linear Gaussian state space form to utilize efficient estimation procedures such as filtering, smoothing and prediction.
The efficient auxiliary mixture sampler
The mixture sampler proposed by Kim et al. (1998) and Omori et al. (2007) is well-known as an efficient MCMC sampling method for SV models. Its basic idea is to transform the nonlinear measurement equation into a linear equation and to approximate the distribution of the non-normal disturbances by a mixture of normals. We first transform y 1t to (y * 1t , δ t ) in Equation (14) as follows.
for t = 1, 2, . . . , n. Because ϵ * t is the logarithm of the chi-square random variable with one degree of freedom, its probability density is given by
We approximate this density by mixtures of normal densities as follows:
where f N (ϵ * t |m, v 2 ) denotes the probability density of a normal distribution with mean m and variance v 2 , N(m, v 2 ). As the conditional distribution of η t given ϵ * t and δ t is
where the mean is a nonlinear function of ϵ * t , we furthermore employ a linear approximation of exp(ϵ * t /2). We therefore approximate the distribution of (ϵ 2 t , η t ) by a bivariate mixture normal distribution given δ t ,
This approximation is generally quite accurate and there is little difference between the true and approximated probability densities. Omori et al. (2007) propose the approximation with K = 10 and provide their selected p j ≡ Pr(s t = j) and mixture component parameters (m j , v j , a j , b j ) for j = 1, . . . , 10; we reproduced this parameter list in Table 1 . 
Linear Gaussian state space representation
Given s = {s 1 , . . . , s n }, we obtain a linear Gaussian measurement equation. Noting that h t = E(h t |h t−1 , h t−2 , . . .)+ η t−1 , we define a dependent vector and a state vector,
so that h t is a sum of the first two elements of α t , Let 0 k , 1 l and I m denote a k × 1 zero vector, a l × 1 vector with all elements equal to one, and an m × m identity matrix. Then, using the MA model of an ARFIMA process for the state equation based on the finite truncation 1 ,
we can represent the RSV-LM model as the following linear Gaussian state space model:
where
For the initial latent log volatility, h 1 , we assume that
) .
for simplicity. If h t follows an ARFIMA(1,d,0) process, then the coefficient ψ j is given by
Conditional on s, we obtain the linear Gaussian state space representation, and can therefore generate samples from the conditional posterior distributions using the simulation smoother and augmented Kalman filter (de Jong (1991) ). As we shall see in the next subsection, by integrating out the latent state variables and mean parameter µ using the augmented Kalman filter, we generate posterior samples in a highly efficient way.
MCMC implementation
and set the prior probability densities π(ζ) and π(φ)
′ and φ = (ξ, µ) ′ . We draw samples from the posterior distribution with probability density π(ζ, φ, h, s|y) using the MCMC technique. We summarize the sampling steps as follows.
1. Set the initial value of ζ, φ, s.
(a) Generate ζ|s, y * , δ.
4. Return to step 2.
We will describe each sampling step in detail below.
Generation of s.
The posterior probability mass function of s t given ζ, φ, h, y * , δ is given by
We can generate a sample from this discrete distribution using the inverse distribution method.
Generation of (ζ, φ, h). The conditional posterior probability density function of (ζ, φ, h) is
and f is the conditional likelihood of the approximated model. We note that the conditional posterior probability density π(ζ|s, y * , δ) is marginalized over both h and φ. By implementing the augmented Kalman Filter (de Jong (1991)), we can integrate out (h, φ) to obtain the conditional likelihood f (y * |ζ, s, δ) (see Appendix Appendix B for the details). Using this likelihood and the prior probability density, we use the MetropolisHastings algorithm (MH, e.g., Chib and Greenberg (1995) ) to generate posterior samples of parameters as follows.
(a) Generate ζ ∼ π(ζ|s, y * , δ).
To generate ζ in the region R = {γ :
First we compute the mode,ζ † , of the conditional posterior density of ζ † , π(ζ † |s, y * , δ), numerically, and then construct the proposal density based on the Taylor expansion around the mode:
We generate a candidate ζ † ∼ N(µ ζ , Σ ζ ) and conduct MH algorithm.
where φ 1 and C 1 are defined in Appendix Appendix B.
(c) Given ζ and φ, generate h simultaneously using a simulation smoother by Durbin and Koopman (2002) ), which is known to be stable when the dimension of the state vector is high. We generate state disturbances, {u * t }, from the posterior distribution and substitute them into the state equation to obtain h recursively.
Illustrative example using simulated data
To illustrate our proposed estimation method, we consider the RSV-LM (1,d,0) model with the true parameters are set equal to
and generate 2,000 observations. As suggested by Kim et al. (1998) and Omori et al. (2007) , we take y * 1t = log(y 
based on previous empirical studies, (e.g., Takahashi et al. (2009) ) where we also account for the nonstationary case by setting −1/2 < d < 1 as, d is sometimes observed to vary between 0.5 and 0.6 in empirical studies.
The number of iterations in our MCMC implementation is set to 1, 500 after 500 samples are discarded as the burn-in period. The number of truncation lags, M, is set to 50. Table 2 shows the true values, posterior means, posterior standard deviations, posterior 95% credible intervals and inefficiency factors (IF) 2 . The estimation result shows that our estimates are close to the true values of the parameters and that all of the 95% credible intervals include these true values. We note that the inefficiency factors are extremely low (1 ∼ 7) in comparison to the values using other approaches (see, e.g., Omori and Watanabe (2008) , where the inefficiency factors are 68 ∼ 433 for the multi-move sampler and 103 ∼ 3507 for the single move sampler). This result demonstrates that our proposed estimation method is highly efficient and that we have successfully extended the work of Omori et al. (2007) to the RSV-LM model without loss of sampling efficiency.
Application to S&P500 returns data
Data
We apply our proposed model to the daily returns and realized volatility (or the realized kernel) of the S&P500 stock index. The sample period is from January 3, 1996 to February 27, 2009, and the number of observations is n = 3, 263.
3 Figure 1 shows a time series plot of the log RV, and the mean level appears to be slowly changing. The mean level began to increase at the lower level and remained near zero for the first half of the sample period. It later began decreasing again but then increased sharply toward the end of second half. Figure 2 shows a autocorrelation function of log RV. The autocorrelation of log RV maintain high level even in long lags. These behaviors suggests that the logarithm of the realized volatility has the long memory property. The summary statistics are also shown in Table 3 . The distributions of the log RV and log RK are much closer to a normal distribution than those of the RV and RK. This indicates that our normality assumption for the error term in (5) is plausible for our empirical analysis, and we defer the extension to a non-normal error distribution to future work. 
Estimation results
We estimate the following eight models:
• RSV model. The prior distributions are the same as in in Section 4 except that we assume (1 + ϕ)/2 ∼ Beta(20,1.5) as in the previous literature.
• RSV-SP model. As in Section 2.2, we consider the RSV model with superposition where the log volatility is assumed to be the sum of two independent stationary AR(1) processes with leverage effects (see Omori et al. (2007) ):
The prior distributions for (µ, ϕ 1 , σ 2 η1 , ξ, ρ 1 , σ 2 u ) are the same as in the RSV model. For the parameters of the second AR(1) process, we assume (1 + ϕ 2 )/2 ∼ Beta(10,10), (1 + ρ 2 )/2 ∼ Beta(10,10), σ The number of iterations is set to 1,500 and the initial 500 samples are discarded as the burn-in period, taking account of the inefficiency factors. As in the previous section, these factors are extremely small (1 ∼ 6), and our MCMC estimation method is highly efficient. This is because we use the mixture sampler, which integrates out all of the latent volatility variables to compute the conditional likelihood and, furthermore, uses the additional information based on the logarithm of the realized volatilities. We note that these inefficiency factors are even smaller overall than those obtained using the mixture sampler approach for the stochastic volatility model with leverage, without using the realized volatilities (Omori et al. (2007) ). We can therefore perform the statistical inference even with a small number of the iterations and the short burn-in period compared to previous studies.
The estimation results for the RSV model are shown in Tables 4 using log RV t and log RK t for y 2t . The estimation results of RSV model are quite similar using log RV t and log RK t . The persistence parameter in the volatility is found to be high (ϕ = 0.965 (0.965)), and the negative ρ indicates the existence of leverage effects (ρ = −0.534 (−0.539)). We note that the posterior probability of a negative bias, (ξ = −0.625 (−0.588)), in the realized volatility (or the realized kernel) is greater than 0.975. This implies that the realized volatilities underestimate the integrated volatilities because they do not account for the presence of non-trading hours and microstructure noise. By introducing the term ξ, the bias can be estimated and eliminated. Hansen and Lunde (2005) , for example, propose to correct the bias by computing the scaled realized volatility (SRV). This ensures that the mean of the scaled realized volatilities (or the scaled realized kernels) is equal to the sample variance of the daily returns. This may therefore be used to substantially reduce the bias owing to overnight price changes. However, this is not necessary in our model because the bias itself is estimated and eliminated. This result is consistent with the preceding empirical study by Takahashi et al. (2009) . The estimation results for the RSV-SP model are shown in Tables 5. For the RSV-SP model, the estimation results are similar to those of RSV. The posterior mean of the persistence parameter for the second AR(1) process, ϕ 2 , is smaller than that of first one. This indicate the second process, h 2t , corresponds to the transitory component, while the first process, h 1t , corresponds to the persistent component. The degree of the leverage effect in second AR(1) process is moderate but still seems to exist (ρ 2 = −0.220 (−0.223)). For RSV-LM models, we use two different types of models such as AR and MA models. The estimation results for the RSV-LM models are shown in Table 6 (the MA model (26)- (28) and the AR model (A.2)- (A.4) ). 4 The results using the logarithm of RV t and RK t are very similar, as in the RSV models. The AR and MA models also give similar results, although σ 2 η and ρ are slightly smaller and d and σ 2 u are a slightly larger in the AR models.
The bias adjustment terms ξ are estimated to be negative, and the posterior probability of negative bias is greater than 0.975 as in the RSV models. Furthermore, although the absolute values of the posterior means of the correlation parameter, ρ, are slightly smaller than those of the RSV models, they are nevertheless found to be negative in all models, indicating the existence of leverage effects in the long memory process.
The posterior means of the fractional parameter d are greater than 0.5, which suggests that log volatility process may have the long memory and nonstationary properties. On the other hand, the RSV-LM models are found to have lower values of the persistence parameter compared to the RSV models. For example, the posterior means of ϕ are 0.05 (AR models) ∼ 0.10 (MA models) in RSV-LM(1,d,0) models and those of θ in RSV-LM(0,d,1) models are −0.10 (MA models) ∼ −0.05 (AR models). The high autoregressive impact (expressed by ϕ) in the log volatility process in the RSV models therefore appears to be replaced by a dependence on the long past disturbance terms (expressed by d) in the RSV-LM models.
Model comparison
In this section, we perform a model comparison of the RSV, RSV-SP and RSV-LM models based on the logarithm of the marginal likelihood. The marginal likelihood is defined as the integral of the likelihood with respect to the prior density of the parameter(s). Following Chib (1995) , we estimate the logarithm of the marginal likelihood, log m(y), as
where ϑ = (ζ, φ) and log f (y|ϑ), log π(ϑ) and log π(ϑ|y) denote the likelihood, prior density and posterior density. The prior density can be computed in a straightforward manner, but we must evaluate the likelihood and posterior density using a Monte Carlo method for our models. To compute the likelihood, we use the auxiliary particle filter of Pitt and Shephard (1999) with 8,000 particles. We repeat the computation of the particle filter 10 times to calculate the numerical standard errors of the estimated likelihood. The posterior density at ϑ is evaluated using the MCMC method as in Chib (1995) and Chib and Jeliazkov (2001) , with the number of the reduced run is set to 1,000. The estimation results are shown in Tables 7 and 8 for the log RV t and log RK t . Similar results are obtained in both cases, using the log RV t and log RK t . The RSV-LM models and the RSV-SP model outperform the RSV model with respect to the marginal likelihood. This suggests that the logarithm of the latent volatility process may have long memory properties. Among the RSV-LM and RSV-SP models, the AR model of RSV-LM (RSV-LM-AR) outperforms other models and the RSV-SP model outperforms the MA model of RSV-LM (RSV-LM-MA) overall. The RSV-LM-AR models may be able to capture the long range dependence better than other models through their lagged log volatilities. On the other hand, the marginal likelihoods for the three RSV-LM models (ı.e., (0,d,0), (1,d,0), (0,d,1) models) are quite similar taking account of the standard errors, for RSV-LM models using log RV t and RSV-LM-AR models using log RK t . The RSV-LM-AR models appear to fit the data during this period equally well, and we could not identify any clear difference among these models. We therefore further compare the above models using another criterion based on the volatility forecasting performance in the next subsection.
Remark 1. We also estimated the RSV model with a multiplicative coefficient, λ, in front of the log volatility h t (hence, y 2t = ξ + λh t + u t ) using the logarithm of RV t . We found that the posterior mean of λ (= 0.9516) is close to one and that the logarithm of its marginal likelihood (= −7131.6) is not improved. The data, therefore, do not motivate an extension of the RSV model to include such a multiplicative parameter.
Remark 2. When the number of observations is small, the RSV model may outperform the RSV-LM models. To outperform the RSV models with respect to marginal likelihood, we would need to take account of sufficiently large lags in the RSV-LM models. Model comparison result. S&P500 returns. 
Volatility forecast performance
In addition to the above model comparison using marginal likelihoods which measures the goodness of fit for the in-sample period, we investigate the predictive performance of our models based on the volatility forecasting for the out-of-sample period. By generating the volatilities from their posterior predictive distribution, we compare the performance of the models with respect to several loss functions as described in Patton (2011) (see, e.g., Poon and Granger (2003) and Andersen et al. (2006) for recent comprehensive reviews of the volatility forecast).
Generation of volatilities from the posterior predictive distribution.
Let N denote the number of MCMC iterations used in the parameter estimation, and let (θ (i) , {h
) denote the posterior sample of (θ, {h t } n t=1 ) at the i-th iteration (i = 1, . . . , N). Then, the K-step-ahead volatility forecast is obtained by adding several steps to each MCMC iteration:
(c) Generate y
n+k ) as a random sample of the K-step-ahead variance from its posterior predictive distribution.
2. The estimate of the conditional variance σ 2 n+K is obtained bȳ
n+K .
Robust loss functions based on volatility proxies. Patton (2011) derived the functional form of the loss function for comparing volatility forecasts using imperfect volatility proxies, such that the forecasts are robust to the presence of noise in the proxies. A loss function, L, is called "robust" if the ranking of any two (possibly imperfect) volatility forecasts, g 1t , and g 2t , by expected loss is the same whether the ranking is performed using the true conditional variance, σ 2 t , or some conditionally unbiased volatility proxy,σ 2 t . Patton (2011) showed that RMSE 5 and QLIKE type loss functions,
are robust with respect to the forecast error,σ 2 t − g t , and standardized forecast error,σ 2 t /g t respectively, where g t denotes a volatility forecast of the conditional variance σ 2 t . We note that these loss functions are also invariant with respect to a rescaling of the data. Therefore, even if we use a conditionally unbiased volatility proxy (e.g., the realized variances computed using 5 minute returns for liquid stocks and 30 minute returns for less liquid stocks), these loss function can produce a correct ranking of the volatility forecasts.
We use the sum of the realized volatility (or the realized kernel), computed using 5 minute returns and squared overnight returns, as a conditionally unbiased volatility proxy. Further sensitivity analysis using other types of realized measures may be interest because microstructure noise could decrease the predictive accuracy (see, e.g., Andersen et al. (2011 ), Ghysels and Sinko (2011 ), Asai et al. (2012 , Koopman and Scharth (2013) ), but we defer this analysis to future work. Tables 10 and 11 show the Root Mean Square Error (RMSE) 6 and the values of the QLIKE type loss function. For both the RMSE and the QLIKE function, the RSV-LM models outperform the RSV model, suggesting that modelling the long memory property may improve the accuracy of the volatility forecast. The RSV-SP model, which is also expected to describe the long memory property, outperforms the RSV model for 1, 5, 10-step ahead forecasts, but the RSV-LM-MA models still outperform the RSV-SP model. Among the RSV-LM models, the RSV-LM-MA models outperform the RSV-LM-AR models in contrast to the model comparison results in Section 5.3. The performances of the RSV-LM-MA (0,d,1), (1,d,0) and (0,d,0) models are quite similar. For one-step-ahead volatility forecasts, the RSV-LM-MA (0,d,1) model appears to perform slightly better than other RSV-LM-MA models, whereas, for the longer forecast horizons (K = 5, 10), the RSV-LM-MA (1,d,0) model outperforms the other RSV-LM-MA models. 6 The RMSE is computed as √ 1/I ∑ I j=1 (σ 2 n+K, j −ḡ n+K, j ) 2 whereσ 2 n+K, j andḡ n+K, j are the K-step ahead volatility proxy and the estimate of the conditional variance for the j-th prediction ( j = 1, . . . , I). Tables 12 and 13 show the values for the RMSE and QLIKE functions. The values for the RMSE are higher than those in period I because they are sensitive to the volatile values of RV t 7 . In the case of the RMSE loss function, the RSV-LM-MA (0,d,1) model performs better than other RSV-LM models for one-step-ahead forecasts, but the RSV and RSV-SP models outperform the RSV-LM-AR models. This result appears to be inconsistent with the result below for the QLIKE loss function. However, we must recall that a few outliers can severely deteriorate the values for the RMSE loss function. The result for the QLIKE loss function may be more reliable because the QLIKE loss function is less sensitive to these volatile values. For the longer forecast horizons, the values of the AR and MA models become more similar compared to those for the one-step-ahead forecast, and the RSV-SP model performs as well as the RSV-LM models for the 10-step ahead forecast. In the case of the QLIKE loss function, the RSV-LM models outperform the RSV model, and, among the RSV-LM models, the RSV-LM-MA (0,d,1) model performs better than other RSV-LM models for one-step-ahead volatility forecasts. However, for the longer forecast horizons (K = 5, 10), the RSV-LM-AR (1,d,0) model outperform the other models. The RSV-SP model performs as well as RSV-LM-AR models.
Overall, the RSV-LM-MA models show high predictive performance in both periods. In high volatility period (period II), RSV-SP and RSV-LM-AR also perform well for the longer forecast horizons. The RSV-LM models can describe the long memory property well via relatively small number of parameters while maintaining the short step ahead predictive performance.
Conclusion
In this paper, we propose simultaneous modeling of the daily returns and realized volatility (or realized kernel) including leverage and long memory. The state space representation of the new model is described, and a highly efficient sampling algorithm is proposed to implement the MCMC estimation. We have shown that the biases in the realized variances owing to both non-trading hours and market microstructure noise can be estimated within our modeling framework. In empirical studies, the posterior distribution of the leverage parameter, ρ, supports the presence of the leverage effect for the RSV and RSV-LM models. The estimated fractional parameter, d, of the ARFIMA process suggests that the volatilities have long memory and nonstationary properties. It corresponds to the long range persistence of the realized volatilities and realized kernels.
The RSV-LM models and RSV (RSV and RSV-SP) models are compared based on the marginal likelihood and their volatility forecasts.In the marginal likelihood comparison, if we adopt sufficiently large lags and a high enough number of observations, the RSV-LM-AR models outperform the RSV models. Among the RSV-LM models, the RSV-LM-AR models provide a superior fit to the data compared to the RSV-LM-MA models. In the volatility forecast comparison based on RMSE and QLIKE type loss functions, the RSV-LM models again outperform the RSV models. For the one-step-ahead forecast, the RSV-LM-MA (0,d,1) model outperforms other models, but for the longer forecast horizons, the performance appears to depend on the prediction period. ) .
For the initial latent log volatility, h 1 , we assume
.
for simplicity. If h t follows ARFIMA(1,d,0) process, the coefficient ψ j is given by 
