Abstract. In this paper we develop a family of A-stable one-step methods with high derivatives by means of a collocation technique. We present construction details and a theory to justify such sort of methods. We also concentrate on an effective way of their practical implementation.
Introduction
In this paper we study one-step numerical methods for ordinary differential equations (ODEs) of the form
x (t) = g t, x(t) , t ∈ [t 0 , t 0 + T ], x(t 0 ) = x

0
(1) where x(t) ∈ R n and g : D ⊂ R n+1 → R n is a sufficiently smooth function. Problem (1) is quite usual in theoretical research and in practical engineering (see, for example, [2] , [4] , [6] , [7] , [12] ). Therefore efficient methods for finding its solution with any set accuracy (up to round-off errors) are important as in theory as in practice.
Here, we present a family of one-step collocation methods with high derivatives. Note that such topic of research proved its efficiency. So, there are many papers in this field (see [5] , [7] , [8] , [11] and so on). Especially, we pay attention to the general linear methods developed by Butcher [4] which also include high derivatives. In general, all that methods are implicit. Therefore the most difficult task is their correct and effective implementation because we have to involve an additional iterative scheme.
The outline of this paper is organized as follows: We present the family of one-step collocation methods with high derivatives in Sect. 2. There, we also study convergence and A-stability of these methods. An effective implementation based on Newton-like iterations is given in Sect. 3. The last section of the paper is devoted to the problem of step size selection. Theoretical results are clearly confirmed by numerical experiments.
interval [t k , t k+1 ] as collocation ones. Second, we assume that we know derivatives of the right-hand part of problem (1) at the nodes t k and t k+1 up to order p. Now we can construct the Hermit interpolation formula (see, for example, [3] ) and substitute it into the right-hand part of system (1) instead of g t, x(t) . Integrating the newly obtained system on the interval [t k , t k+1 ] we come to the numerical method
k denotes the r-th derivative 1 of the right-hand part of problem (1) with respect to t evaluated at the point t k , and τ k is a step size which may be fixed or variable.
The results presented above give a way to derive 
Theorem 2 One-step method (2) is A-stable for any integer p ≥ 0.
Further we call methods of the form (2) as E-methods with high derivatives, for short. As an example of E-methods, we present the following numerical method of order 8 obtained by Theorem 1 when p = 2:
(4b)
Implementation of E-methods with High Derivatives
When implementing method (2) in practice, we have to involve some additional iterative scheme to treat the corresponding nonlinear algebraic system. We applied the simple (fixed-point) iteration and the modified (or full) Newton one in [10] to obtain the following combined algorithms: E-method with the simple iteration (SI-method):
where
presents the right-hand part of system (4),x k is an approximate solution of
, and Π(t) implies a predictor which is an interpolation formula based on the values of numerical solutionx k (Π(t) ≡x k in the trivial case).
E-method with the Newton iteration (N-method):
) is the Jacobian of the mappingF τ k evaluated at the point X i−1 k+1 .
E-method with the modified Newton iteration (MN-method):
Let us test our combined algorithms with the underlying method (4) on the restricted three body problem
The initial values of problem (8) are:
The solution path of this problem is a periodic one with the period T (see, for example, [6] ). Tables 1-3 exhibit that all the methods under testing are convergent for problem (8) and their orders depend on the number of iterations per grid point. We also see that the full (or modified) Newton iteration demonstrates the maximum order convergence with fewer iteration steps than the simple one. Unfortunately, it may be too expensive to compute the exact Jacobian of method (2) because of the high derivatives. Now we show how to simplify it.
First of all we replace the exact Jacobian ∂F τ k in method (6) with the following matrix:
, and obtain the E-method with the simplified Newton iteration (ESN-method). If we test the new method on our problem (8) we come to Table 4 . It is obvious that the ESN-method is cheaper than the previous Newton-type methods, but we see that it acts like the EMN-method. The corresponding theoretical result is given by 
where µ = min{(ξ + 1)(N + 1) − 2, 2p + 4}, ξ = min{ζ + 1, 2p + 3}, ζ is the order of predictor Π(t) which is used to compute an initial approximation in the simplified Newton iteration, τ def = max{τ k } is a diameter of the grid, and C µ is a constant.
Step Size Control for E-methods with High Derivatives
Now we consider the problem of step size selection for E-methods with high derivatives. Let us assume that the exact solution of problem (1) is known at the point t k ; i. e., x k = x(t k ), and the local error tolerance l is given. The notationx k+1 denotes the numerical solution calculated by two steps of method (2) with the size τ k /2. Then the algorithm to control the local error of E-methods is presented as follows:
Algorithm 1: Local step size control
Step 1.
Step 3.
Step 4. If ∆x k+1 > l then τ k :=τ k and go to Step 1, elsex k+1 :=x k+1 + ∆x k+1 and τ k+1 :=τ k .
Step 5. t k := t k + τ k , k := k + 1 and go to Step 1.
Here, θ ∈ (0, 1) is a safety factor.
If we want to apply the local error control mechanism to iterative methods (5)- (7) we have to provide sufficient iterations at each grid point as the following estimates indicate:
N ≥ 2p + 7 ξ + 1 − 1 for the EMN-and ESN-methods,
N ≥ 2p + 6 − ξ for the ESI-method.
Let us test our methods with the local step size control on problem (8) . If we use the combined algorithms mentioned above to solve this problem we come to the data presented in Table 5 . The number of iterations per grid point for each type of the iterative E-methods was calculated by formulas (10)- (12), respectively. These numbers are given in parentheses at the first column of Table 5 . We see that the local step size selection is quite efficient for all the types of iterations, but, unfortunately, it does not allow to find automatically the numerical solution with the accuracy set by the user. To improve it, we have to involve a global error control in the step size selection procedure.
By this reason, we apply the local-global step size selection developed with the aim of controlling the global error of Runge-Kutta formulas in [9] to our E-methods with high derivatives. First, we suppose that the numerical solutioñ x k has been computed at the point t k with an accuracy of O(τ 2p+5 k ). Second, the local and global errors tolerances l and g have been given. Third, we assume that some step size τ k has been fixed. Then the algorithm of the local-global step size selection for method (2) is presented as follows:
Algorithm 2: Local-global step size control
Step 1. By Algorithm 1, find estimates ∆x k+1 ∆x k+2 of the local error of method (2) at the points t k+1 , t k+2 and step sizesτ k ,τ k+1 for the tolerance l (change the step size τ k , if necessary).
Step 2. Determine the coefficient of the principal term of the local error ψ 2p+5 (t k+1 ).
Step 3. Compute the coefficient of the principal term of the global error ψ 2p+4 (t k+1 ) by the formula
Step 4. Find an estimate ∆ψ 2p+4 (t k+1 ) of the local error of method (14) by the Richardson extrapolation or by two one-step methods of different orders (see [9] , for details).
Step 5. If ∆ψ 2p+4 (t k+1 ) > g /100 then calculate a new step size τ k as shown in Algorithm 1 and go to Step 1,
Step 6. If q > 1 then τ k := τ k /q and go to Step 1, elsex k+1 :=x k+1 + ∆x k+1 , ∆x k+1 := ∆x k+2 and τ k+2 :=τ k+1 .
Step 7. t k := t k + τ k , k := k + 1 and go to Step 1.
Here, the square brackets mean an integer part of the number. A fuller description of Algorithm 2 for the iterative E-methods with high derivatives will appear in [10] .
If we now test our iterative E-methods with Algorithm 2 to select a step size on problem (8) we come to Table 6 . These data show the great advantage of the local-global step size control (Algorithm 2) over the local one (Algorithm 1), if we compare the global errors obtained in the last numerical experiment with Table 5 . Thus, E-methods presented in the paper together with the local-global step size control can be a good computational technique to solve many practical problems including stiff ones.
