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ABSTRACT
Due to a noticeable expansion of document recognition applicability, there is a high demand for recognition on mobile
devices. A mobile camera, unlike a scanner, cannot always ensure the absence of various image distortions, therefore the
task of improving the recognition precision is relevant. The advantage of mobile devices over scanners is the ability to use
video stream input, which allows to get multiple images of a recognized document. Despite this, not enough attention is
currently paid to the issue of combining recognition results obtained from different frames when using video stream input.
In this paper we propose a weighted text string recognition results combination method and weighting criteria, and provide
experimental data for verifying their validity and effectiveness. Based on the obtained results, it is concluded that the use
of such weighted combination is appropriate for improving the quality of the video stream recognition result.
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1. INTRODUCTION
Optical character recognition systems become widely used in a variety of fields as a part of business, social, and
government process automation [1–4]. Such systems can take scanned images, photos, and video sequences as an input.
The usage of video sequences for documents recognition allows the system to capture the recognized objects under various
angles, with various focus, etc. This, in turn, allows to exclude sporadic recognition system errors caused by distortions
such as highlights, motion blur, optical system aberrations, etc. [5, 6]. The next step after obtaining per-frame results is to
select a strategy of combining these results in a single integrated answer.
There are two main groups of approaches to using multiple images of the recognized object for maximization of data
extraction efficiency. The first group contains methods and algorithms devoted to combine the information from different
frames on an image level, and then to perform recognition of a single image. Such methods include selection of the most
informative video frame [7], tracking and combining images of the recognized object [8, 9], or using super-resolution
methods which allow to merge multiple frames into a single image with higher quality [10, 11]. The second approach to
extract data from video is to combine the recognition results produced independently from each frame [12, 13]. Figure 1
illustrates an example of combining recognition results from different frames to get the correct answer.
Figure 1. Use case illustration
Some parallels can be seen between the task of per-frame recognition results combination and the task of classifier
combination (i.e. building an optimal ensemble of multiple recognition systems). For classical classifier combination
problem (where the result of each classifier is a class label, possibly with a membership estimation) there exist a large
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number of combination strategies, such as rules of sum, product, median, maximum, etc. [14,15]. The majority of existing
works on such ensembles operate with a single-object classifier model. At the same time, text string recognition is often
performed with the string object considered as non-atomic, i.e. consisting of multiple components (characters), each
recognized independently, or at least having independent classification result on the output of the recognition system.
When performing recognition results combination of such string objects additional problems arise – such as the problems
of ambiguous per-character segmentation, which leads to the combination of variable-length strings, etc.
To solve such problem a ROVER method (Recognizer Output Voting Error Reduction) can be used. This method
was initially developed for improving speech recognition by combining multiple recognition results produced by different
systems [16]. Its principal operation consists of two stages. On the first stage all recognition results are aligned in a single
word transition network. In the case of text strings this could be done by inserting “empty” characters between some pairs
of symbols in an optimal way. On the second stage a voting procedure is used to select the best recognition result for each
component. The ROVER method can be generalized to the case where single component recognition result is not a class
label, but rather a distribution of membership estimations [12]. In such case to compute an optimal alignment a metric
must be defined on the set of single component recognition results, including the “empty” character.
If a predictor could be constructed such that it would be possible to estimate validity of the recognition result, such
predictor can be used for weighting the per-frame results in the combination. This could include zero-valued weights for
rejecting some of the per-frame results which could spoil the overall integrated result, or to select and combine only the
few “best” results. The question, however, arises – which predictor to use to maximize the quality of the final result.
In this paper we propose two variants for weighting the per-frame recognition results before their combination. The
weighting model is presented in section 2, which unites the approaches of weighted combination and selection of best
result, and the two weighting functions are introduced. Section 3 contains experimental evaluation of the proposed criteria.
2. WEIGHTING MODEL AND APPROACHES
2.1 Constructing a weighting model
If an individual frame was recognized with a bad precision (e.g. due to text field location or segmentation errors, low
quality of an input image, etc.), and its recognition result is later used to produce a combined video sequence result, the
final result may significantly degrade. If a method of prior estimation or individual result is accessible, these estimations
could be used to introduce ordering of the frame results by its “significance”, however another question arises – which
strategy is more appropriate, a weighted combination of all individual results, or a selection of a few best ones? In [17]
this problem was considered in regards to a single character recognition, on two distinct data subsets: one containing
localization and segmentation errors, and the other without such errors. The experiments showed that if localization and
segmentation errors are present, the best result can be achieved using a combination of several most “competent” classifiers
using a product rule or a voting procedure. With text field (or text string) recognition the problem is more complicated:
there could be no single frame result on which all characters are recognized correctly or even visible, so one may expect
that combination of all individual results might be more significant in the string recognition case.
Let us consider recognition of an object x with a correct value x∗ ∈ X, where X is the set of all possible recognition
results, in a sequence of video frames I1(x), . . . , IN (x), with Ii(x) ∈ I, where I is the set of images. After processing
each frame Ii(x), a frame recognition result xi ∈ X is obtained, and the quality of the result can be defined as a distance
ρ(xi, x
∗) according to some metric ρ : X × X → R+0 . An integration function R(N) : XN × (R+0 )N → X is defined,
which takes a sequence of frame recognition results and their associated weights. A “weight” of the recognition result
is a non-negative value which signifies the “importance” of the obtained result. With a fixed frame recognition module,
and with a fixed integration function R(N), the task is to assign weights w1, w2, . . . , wN to the frame recognition results
x1, x2, . . . , xN such that to minimize the expected quality of the integrated result ρ(R(N)(x1, . . . , xN , w1, . . . , wN ), x∗).
We assume here that if wi = 0 then the frame result xi does not contribute to the integrated result at all.
Let us define a base weighting function w : I × X → R+0 which takes as an input an image of an object and its
recognition result, and produces a weight value, signifying the prior estimation of the “quality” of the image and/or its
recognition result. Consider an ordering pi ∈ SN of the frame recognition results in descending order of the corresponding
values of a base weighting function: pi(i) < pi(j) ⇔ w(Ii(x), xi) ≥ w(Ij(x), xj), and a threshold parameter t ∈
{1, . . . , N}. Using pi and t we can construct a general weighting model as follows:
w
(t)
i =
{
w(Ii(x), xi), if pi(i) ≤ t,
0, if pi(i) > t
. (1)
The weighting model (1) can be used to generalized both the full weighted combination of all input samples (with
t = N ), the selection of the single best result (with t = 1 and with the w determining the “quality” of the result) and
intermediate systems with weighted combination of a few best frame results. Given such weighting model, the task is now
to determine which base weighting function w to use.
2.2 Base weighting functions
In the scope of this work, two criteria were evaluated as a base weighting function w. The first is a focus estimation
F (I(x)) of an input image I(x), calculated using an algorithm proposed in [18]. This criterion was also used to control
the input frame quality in video stream document recognition systems [13]. First, absolute values for vertical, horizontal,
and diagonal image gradients are calculated:
GVi,j(I) = |Ii+1,j−Ii,j |; GHi,j(I) = |Ii,j+1−Ii,j |; GD1i,j (I) =
1√
2
|Ii+1,j+1−Ii,j |; GD2i,j (I) =
1√
2
|Ii,j+1−Ii+1,j |, (2)
where Ii,j – intensity value of the pixel with coordinates (i, j) of an image I . Second, the focus estimation is calculated as
a minimal 0.95-quantile for obtained gradient values:
F (I) = min{q(GV (I)), q(GH(I)), q(GD1(I)), q(GD2(I))}, (3)
where q(G) is a 0.95-quantile of a gradient image G.
The second weighting criterion used for classification quality estimation was an a-posteriori recognition confidence
value Q(x). The string object recognition result x with length M can be represented as an alternatives matrix:
x =
 (q11, c11) · · · (qM1, cM1)... . . . ...
(q1K , c1K) · · · (qMK , cMK)
 , cij ∈ C, qij ∈ [0, 1], ∀i ∈ {1, . . . ,M} : K∑
j=1
qij = 1, (4)
where C is a set of all possible character alternatives, card(C) = K, and qij is a membership estimation of the i-th
element of the string object to a character class cij ∈ C. The confidence value Q(x) was calculated as a minimal value of
the highest membership estimation across all string character classification results:
Q(x) =
M
min
i=1
{
K
max
j=1
qij
}
. (5)
Note that the confidence value Q(x) is calculated only using the independent per-frame recognition result and is based
on individual character classification estimations. Further study of confidence-based weighting criteria may include more
careful analysis of the changes in estimation distributions in a video stream [19].
Figure 2 illustrates text field images, their recognition results, and corresponding weight values according to the two
proposed criteria.
2.3 Comparison methodology
Per-frame recognition of text fields with subsequent combination of the obtained values in a single recognition result
can be regarded as an anytime algorithm [21] – an iterative process which yields better results over time and can be stopped
at any time with the best result available currently. A useful method to compare realizations of anytime algorithms is to
use expected performance profiles – graphical plots which show dependence of the expected result quality on the time
required to obtain it. In the case of recognition results combination such performance profiles correspond to plots of mean
distance between the obtained integrated results and ground truth against the length of the integrated clip prefix. In section
3 expected performance profiles will be presented for recognition results combination using different weighting methods.
Image Recognition 
result 
Focus estimation 
F(I) (eq. 3) 
Confidence value 
Q(x) (eq. 5) 
HANS-PETTER 0.1137 0.9428 
HANS-PETTER 0.0754 0.9937 
HANBPETTER 0.0616 0.2149 
HANSSENER 0.0372 0.4368 
HW IPTFFEN 0.0261 0.3982 
Figure 2. Illustration of base weighting functions. Images are taken from MIDV-500 dataset [20]
3. EXPERIMENTAL EVALUATION
The constructed methods of weighted combination were tested on a MIDV-500 dataset [20], which consists of 500
video sequences, each with 30 frames, of hand-held captured ID documents using mobile devices. Only the frames on
which the document is fully visible were considered (if that lead to a reduction of the number of frames in a sequence,
the remaining frames were repeated in a cycle until the length of each clip returned to 30 frames). From each image the
text fields were cropped using a ground truth coordinates provided with the dataset. Four field groups were evaluated:
numeric dates, document numbers, Latin name components, and MRZ lines. Each text field image was recognized using
a text line recognition subsystem of Smart IDReader document recognition system [22]. The comparison with correct
text field values was case-insensitive, and the letter “O” was treated as identical to the digit “0”. Normalized Generalized
Levenshtein Distance [23] was used as a metric function ρ(xi, x∗), as in work [12].
In terms of the weighting model (1) five approaches to weighted combination were considered given a base weighting
functions: combination without weighting (i.e. using a constant value as a base weighting function and a threshold param-
eter t = N ), choosing the best (threshold parameter t = 1) and weighted combinations of the 3 best (threshold parameter
t = 3), of the best 50% (threshold parameter t = N/2), and of all frames (threshold parameter t = N ).
Figure 3 shows the performance profiles for various approaches to weighted combination using a focus estimation (3)
and a recognition result confidence value (5), as measure on all analyzed field groups of the MIDV-500 dataset.
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Figure 3. Performance profiles for weighted combination for all field types based on focus estimation (left) and confidence value (right)
It can be seen that on the analyzed dataset and based on confidence value weighting function the selection of a single
best result yields the worst result. Using both weighting functions the weighted combination of best 50% frames yields the
best result, and the result is notably better when compared with unweighted combination.
Figure 4 shows the performance profiles for weighted combination of the best 50% frames (determined as the best
strategy from the considered five alternatives) for focus estimation and confidence value, in order to compare the criteria.
It can be observed that with any length of the integrated clip prefix the focus estimation F (I) (3) performs better than the
confidence value.
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Figure 4. Comparison of weighted combination of all frames using focus estimation and confidence value for all field types
Table 1. Mean Levenshtein metric to ideal for different weighting criteria
Weighting criterion Doc. number Date Latin MRZ All fields
No weighting 0.0605 0.0657 0.0735 0.0333 0.0634
Focus estimation F (I) (3) 0.0431 0.0525 0.0599 0.0351 0.0510
Confidence value Q(x) (5) 0.0492 0.0581 0.0682 0.0336 0.0568
Table 1 shows mean Levenshtein metric to ideal for different weighting criteria, separately for the four analyzed field
groups and the total result for all analyzed fields. Thus the best weighted combination strategy for all evaluated weighting
functions was to use the best 50% input frames. The weighted combination outperforms the one without assigning per-
frame sample weights, and the weighting based on focus estimation of field image (3) turned out to be the most effective
for generic field groups.
4. CONCLUSION
In this paper we considered the problem of combining multiple recognition results in relation to the task of improving
the quality of text fields recognition in a video stream. Evaluations conducted on a MIDV-500 video data set shows, that
the use of weighted combination allows improve text recognition precision in a video stream.
Proposed model generalizes the combination and selection of the best result by a pre-defined criterion. Two different
weighting criteria – the string recognition result confidence score and the input image focus score – were investigated for
usage with the weighting model. The input image focus score weighting criteria yield consistently higher total precision in
the performed experiments.
In view of this result the weighted combination should be researched further, and other weighting criteria might be
considered, such as ones based on a field language model, which does not depend on the particular recognition method.
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