Bacteriophage proteins are viruses that can significantly impact on the functioning of bacteria and can be used in phage based therapy. The functioning of Bacteriophage in the host bacteria depends on its location in those host cells. It is very important to know the subcellular location of the phage proteins in a host cell in order to understand their working mechanism. In this paper, we propose iPHLoc-ES, a prediction method for subcellular localization of bacteriophage proteins. We aim to solve two problems: discriminating between host located and non-host located phage proteins and discriminating between the locations of host located protein in a host cell (membrane or cytoplasm). To do this, we extract sets of evolutionary and structural features of phage protein and employ Support Vector Machine (SVM) as our classifier. We also use recursive feature elimination (RFE) to reduce the number of features for effective prediction. On standard dataset using standard evaluation criteria, our method significantly outperforms the state-of-the-art predictor. iPHLoc-ES is readily available to use as a standalone tool from: https:// github.com/swakkhar/iPHLoc-ES/ and as a web application from: http://brl.uiu.ac.bd/iPHLoc-ES/ .
Introduction

1
The term 'bacteriophage' means 'bacteria eaters' in Latin. Bac-2 teriophage or informally called phage proteins are viruses that 3 can kill the bacteria by infection and replication. History of phage 4 goes back 100 years back in 1910s when phages were used to 5 cure dysentery ( Keen, 2012; Lederberg, 1996 ) . With the emer-6 gence of antibiotics, phage therapy somehow lost its popularity 7 ( Keen, 2012 ) . However, in recent years due to continuous abuse Phage_finder ( Fouts, 2006 dataset is transformed and trained using a classification model. 105 We used Support Vector Machine (SVM) ( Cortes and Vapnik, 1995 ) 106 in this paper due to superiority over other methods ( Ding et al., 107 2016b ). The trained model is saved for prediction phase. Whenever 108 a new sequence is given, it goes through the same process and 109 given the instance with selected features, the trained model pre-110 dicts its label. For both of the problems (PH vs non-PH and PHM 111 vs PHC), we follow the same procedure. 
Benchmark dataset
113
The description of the datasets used in this paper for pH 114 vs non-PH problem is given in Table 1 . There are total 278 in-115 stances out of which 144 are positive instances or host-located 116 proteins and 134 are extra-cellular proteins or negative samples. 117 This dataset is similar to the one used in Ding et al. (2016a ) . 118 All the protein sequences are collected from UniProt Database 119 ( Consortium, 2014 ) . All these subcellular locations are experimen-120 tally validated. Subphages that are part of other phage proteins or 121 the phages with non-standard amino-acids were discarded to gen-122 erate the dataset. This dataset excludes the redundant sequences 123 with similarity threshold set to 30%.
124
From the host located protein dataset, a second dataset was de-125 rived for PHC vs PHM problem. The description is given in Table 2 . 126 In total, 68 phages are location in cell membrane and 76 phages 127 are located in cell cytoplasm. 
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Here, L is the length of the protein and
where s j is an amino acid in the protein sequence and a i is one of 184 the 20 different amino-acid symbols ( Dehzangi et al., 2014b ). An-185 other group of features called Dubchuck features ( Dubchak et al., 186 1999 ) are also generated using this sequence based information 187 depending on the physico-chemical properties of the amino acids 188 residues, such as polarity, solvability, hydro-phobicity etc. 
PSSM based features
190 PSSM files were generated using three iterations of the PSI-191 BLAST Algorithm ( Altschul et al., 1997 ) using the non-redundant 192 database (nr) provided by NCBI. The threshold cut-off value of E 193 was set to 0.001. PSSM file returns the log-odds of the substitu-194 tion probabilities of a given protein at each position for all possible 195 amino-acid symbols after the alignment . 196 This is a L × 20 matrix which we refer in this paper as PSSM ma-197 trix . We first normalize the pssm matrix using the same technique 198 as proposed in Sharma et al. (2015) . After normalization, we gen-199 erated five groups of features from the normalized PSSM matrix. 200 We will denote the normalized matrix throughout this section as 201 N which is a two dimensional matrix of dimension L × 20. They are 202 enumerated as bellow: 
2. PSSM 1-lead Bigram: PSSM 1-lead bigram is defined in a simi-207 lar way to PSSM bigram:
3. PSSM Composition: PSSM composition is created by taking the 209 normalized sum of the column wise values in the PSSM matrix 210 Sharma et al. (2015) . It is defined as: We hypothesize that along with the sequential and evolutionary 
here, L is the length of the protein and
where SS j is the structural motif at position j of the protein se-248 quence and f i is one of the 3 different motif symbols. Torsional-Angles-
5. Structural probabilities composition: Structural probabilities 259 for each position of the amino-acid residue are given in spd3 260 file as a matrix of dimension L × 3. We denote it by P . Struc-261 tural probabilities composition is defined as:
6. Torsional angles bigram: Bigram for the torsional angles is 263 similar to that of PSSM matrix and defined as:
7. Structural probablities bigram: Bigram of the structural prob-265 abilities is similar to that of PSSM matrix and defined as:
8. Torsional angles auto-covariance: This feature is also derived 267 from torsional angles and defined as:
9. Structural probablities auto-covariance: This feature is also 269 derived from structural probabilities and defined as: 
T P+ T N T P+ T N+ F P+ F N
For each of the problem, the dataset is considered as a set con-319 taining positive and negative samples. Several sampling methods ( Efron and Gong, 1983 ) are used in 336 the literature to assess the performance of the classification algo-337 rithms for supervised learning. Among them jackknife and cross-338 validation are the most popular ones. In this paper, we employed 339 both k -fold cross-validation with k = 10 and jack knife test to be 340 able to directly compare our method with the previous studies 341 found in the literature. It is very important to test the predictors 342 using any of these acceptable sampling methods to tackle the bias-343 variance trade-off ( Friedman, 1997 ) . 345 In this section, we present the results of the experiments that 346 were carried in this study. All the methods were implemented in 347 Python. Each of the experiments were carried 5 times and only the 348 average is reported as results. For each of these meth-360 ods, we ran the algorithms using 10-fold cross validation on the 361 dataset. Those results are shown in Table 4 . As it is shown in 362 Table 4 , Recursive feature elimination show superior performance 363 compared to other two feature selection methods in terms of all 364 the measures. We also plot Receiver Operating Characteristic (ROC) 365 curve to see the effectiveness of the feature selection methods. The 366 plot of the ROC curve is given in Fig. 2 . The area under ROC curve 367 value is maximum for the recursive feature elimination method 368 which is 0.9623 with accuracy 89.92%. Color map of the rankings of the features as ranked by the RFE 381 algorithm is given in 4 . This map shows the distribution of selected 382 features over all the features. Selected features include Dubchuck 383 features, PSSM bigram, PSSM Auto-Covariance, PSSM 1-lead bigram 384 and PSSM segmented distribution from the evolutionary group of 385 features extracted for PSSM and the rest of the features were struc-386 tural features generated by SPIDER3. It reveals the importance of 387 both type of features: evolutionary and structural. We used the 388 same number and set of features also for the PHM vs PHC problem. 389 The selected features are given as supporting information with the 390 paper. 
Results and discussion
ARTICLE IN PRESS
JID: YJTBI [m5G; September 21, 2017;22:5 ]
Classifiers
392
To see the effect of the different classification algorithms, we 393 applied different types of supervised learning algorithms on the 394 dataset of pH vs non-pH classification problem. We tried six clas-395 sifiers in our experiments. They were: Support Vector Machine 396 with linear kernel, Support Vector Machine with rbf kernel, Sup-397 port Vector Machine with sigmoid kernel, Random Forest Classi-398 fier, Naive Bayes Classifier and Logistic Regression Classifier. We 399 used 10-fold cross validation in the experiments and mean values 400 of performance metrics are reported in Table 5 . 401 From the values reported in Table 5 , it is clearly noticed that 402 the best classification algorithm for the pH vs non-pH problem is 403 SVM with linear kernel. In this experiments, we used the same 404 features that were selected in the feature selection phase using 405 RFE algorithm. Logistic Regression algorithm was the second best 406 with 85.97% accuracy and auROC value of 0.9326. We have also 407 Please cite this article as: S. Shatabda In this study, We have developed a method named iPHLoc-ES 434 that significantly outperformed the previously proposed methods 435 for prediction of subcellular localization of bacteriophage proteins. 436 The performance of iPHLoc-ES was superior than PHPred as the 437 most accurate predictor that was recently developed in terms of all 438 the comparison metrics used in this paper. The accuracy of the first 439 problem of discrimination of host located phage proteins from the 440 extra-cellular phage proteins (PH vs non-PH) was improved from 441 84% accuracy to 88.48% accuracy using jack knife test. The im-442 provement in the other problems ware even higher. We achieved 443 the classification accuracy of 100% compared to that of 92.4% for 4 4 4 PHPred. Similar improvements are noticed in Table 6 for other 445 metrics as well. 446 The receiver operating characteristic graph which is a plot of 447 false positive rate against true positive rate is very important when 448 considered balanced data. In terms of imbalanced data, often area 449 under Precision-Recall Curve and balanced accuracies are often 450 considered for performance consideration. In our case, the datasets 451 were quite balanced as shown in Tables 1 and 2 . Hence the mea-452 sure of area under ROC curve is sufficient to compare the perfor-453 mance of the algorithms or methods. At the same time iPHLoc-ES 454 achieve very high sensitivity and specificity as well. For the second 455 problem we achieve to 100% prediction performance. Note that we 456 admit that the number of samples present in the dataset is very 457 small which may cause very high performance and hard to gener-458 alize. However, this is due to the lack of experimentally validated 459 phage locations available. Moreover, a number of phages were dis-460 carded for several reasons including sequence similarity and oth-461 ers. We aim at employing iPHLoc-ES for larger benchmarks as soon 462 it is made available.
463
One of the main success of iPHLoc-ES is due to the efficient 464 feature selection. It is important to note that most of the features 465 were previously used in the literature for protein subcellular local-466 ization except the structural features. It was very important to re-Q3 467 duce the number of features and remove the curse of dimensional-468 ity and hence select only effective and discriminatory features for 469 classification. It is also important to note that logistic regression 470 classifier and SVM with linear kernel were among the best per-471 forming classification algorithms. 
Web server implementation
473
To make our method available as a web application we imple-474 mented an web application and made it publicly available from: 475 http://brl.uiu.ac.bd/iPHLoc-ES/ . The web application was developed 476 using PHP and python language. It is very simple to use. This pre-477 dictor can be used to find two types of prediction results: pH vs 478 non-PH and PHM vs PHC. This can be selected using the option 479 button. For the prediction one need to provide two files to the 480 Please cite this article as: S. Shatabda since the field of phage therapy is getting popular day by day, 498 we believe the number of experimentally validated phage locations 499 will be increased and hence prediction models will be enhanced. 500
