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Abstract
Implementing particle-interaction configuration and time integration are per-
formance intensive essentials of particle-based methods. In this paper, a dual-
criteria time-stepping method is proposed to improve the computational effi-
ciency of the weakly-compressible smoothed particle hydrodynamic (WCSPH)
method for modeling incompressible flows. The key idea is to introduce an
advection time criterion, which is based on fluid velocity field, for recreating
the particle-interaction configuration. Within this time criterion, several steps
of pressure relaxation determined by the acoustic time criterion, based on the
artificial speed of sound, can be carried out without updating the particle in-
teraction configuration and much larger time-step sizes compared with the con-
ventional counterpart. The method has shown optimized computational perfor-
mance through CPU cost analysis. Good accuracy and performance is obtained
for the presented benchmarks implying promising potential of the proposed
method for incompressible flow and fluid-structure interaction simulations.
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1. Introduction
As a fully Lagrangain particle-based method, smoothed particle hydrody-
namics (SPH) was originally proposed by Lucy [1] and Gingold and Monaghan
[2] for modeling astrophysics problems. Beside its original application [3, 4],
SPH has been successfully exploited in a broad variety of problems ranging
from solid mechanics [5, 6, 7, 8] to fluid mechanics [9, 10, 11] and fluid-structure
interactions (FSI) [12, 13, 14]. Due to its Lagrangian feature, SPH is particu-
larly well suited for modeling flows involving significantly varying topology and
free surface [15, 16, 17, 18, 19].
In the context of modeling incompressible flows, the weakly-compressible
SPH (WCSPH) method is widely applied and many studies have been devoted
to portray the applicability of WCSPH to simulate scientific and engineering
problems. Typical examples include wave breaking or overtopping [20, 21], wave
impact [22, 13], violent sloshing [23, 24], as well as FSI problems [12]. A well-
known limitation of WCSPH is the computational efficiency, in particular arising
when one aims at long time simulations of large scale systems within reasonable
computing cost. One type of techniques to alleviate this limitation is applying
High Performance Computing (HPC) techniques by using Central Processing
Units (CPUs), Graphics Processing Units (GPUs) and Many Integrated Cores
(MICs) systems to accelerate the simulations [25, 26, 27]. Another type of the
acceleration techniques is to modify the numerical algorithms to circumvent or
optimize the critical computationally expensive operations [28, 29, 30].
SPH algorithms are based on pairwise interactions between neighboring par-
ticles through a Gaussian-like kernel function, which is radial-symmetric and
has compact support. Therefore, implementing the particle-interaction config-
uration, i.e. determining the neighboring particles (by neighbor search) and
computing corresponding kernel function values, is a critical aspect of the high-
performance SPH solvers. Two different approaches, namely, cell-linked list
(CLL) [28] and Verlet list (VL) [31], are widely used in the SPH community for
implementing the particle-interaction configuration.
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The CLL approach first partitions the computational domain into equisized
cells, typically with the size of the support or cut-off radius of the kernel func-
tion, such that a CLL is created for each cell with all particles within the cell.
Having the CLLs created, neighbor search is restricted to the nearest neigh-
boring cells, 9 and 27 cells in two and three dimensions, respectively. Then,
together with neighbor-searching operations, the CLL approach computes the
kernel function values and interaction forces with the particles belong to these
neighboring cells only if they are found within the cut-off radius. Note that
since the CLL approach does not store the neighboring-particle identities and
the corresponding kernel function values, usually the neighbor search is car-
ried out multiple times, together with the kernel function values recomputed
accordingly, during a single time step. For example, when the kick-drift-kick
time integration algorithm is applied in a typical WCSPH method [32], neigh-
bor search and computing the kernel values are carried out twice for one single
time-step.
The VL approach also first divides the computational domain into equisized
cells but typically with the size larger than the cut-off radius. For each particle,
all particles within the adjacent cells are then checked to create a VL contain-
ing the references to all potential neighboring particles. In the simplest VL
approach, since the cell size is the same as the cut-off radius, the VL contains
only the real neighbors with non-vanishing kernel function values [29]. Note
that a VL may be used for multiple times without executing neighbor search
if the particle-interaction configuration can be obtained without updating the
VL. Again, for example, in the above mentioned WCSPH method [32], when
the simplest VL approach is applied, a VL can be used twice for one single time
step.
However, as pointed by Dominguez et al. [29], the simplest VL approach
does not show notable improvement on computational efficiency as the VL is
only reused once. In order to increase the reuse of VL, the VL approach has to
use cells with considerably larger size than the cut-off radius. Dominguez et al.
[29] showed that with a 50% increase of the cell size, a performance gain of 8%
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is achieved when the VL is reused for 13 times in 7 time steps. The reason for
only incremental performance gain is that all the potential neighboring particles
need to be checked for computing interaction force even only a small portion
of them are real neighbors. This deficiency is due to the amount of potential
particles scales to the cell size with the power of dimensions.
In this paper, we present a dual-criteria time stepping for the WCSPH
method to improve computational efficiency when the simplest VL approach
is employed. The basic idea is, apart from the acoustic time criterion as in pre-
vious WCSPH methods, to introduce an extra advection time criterion which
is similar to that used in incompressible SPH (ISPH) method [33]. While the
simplest VL is employed, such choice of time criteria leads to a dual-loop time-
stepping algorithm in which the recreation of VLs and computation of kernel
function values are carried out in the outer advection time-step loops and the
pressure relaxation is carried out in the inner acoustic time-step loops. Note
that, in comparison to ISPH, the present method circumvents the solution of
pressure Poisson equation (PPE), which requires global quantities for iterations
and converged PPE solution to ensure numerical stability. The reason for im-
proved computational efficiency by the present method is twofold. First, larger
time-steps compared with previous counterparts are permissible for the acoustic
criterion. Second, even the VL contains only the real neighbors, it can be reused
for many time during the acoustic time steps. The remainder of this paper is
arranged as follows: Section 2 details the proposed time-steeping method. A
number of validation test cases are presented and discussed together with com-
putational efficiency analysis in Section 3 and concluding remarks of the present
study are summarized in Section 4.
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2. Method
In the Lagrangian frame, the conservation of mass and momentum can be
written as 
dρ
dt = −ρ∇ · v
ρdvdt = −∇p+ η∇2v + ρg
, (1)
where v is the velocity, ρ the density, p the pressure, η the dynamic viscosity,
g the gravity and ddt =
∂
∂t + v · ∇ stands for material derivative. Following the
weakly-compressible assumption [9, 34] for modeling incompressible flow, Eq.
(1) is closed by an artificial isothermal equation of state (EoS)
p = c2(ρ− ρ0). (2)
Eq. 2 assumes that the density varies around 1% [34] if an artificial sound speed
of c = 10Umax is employed, with Umax being the maximum anticipated velocity
within the flow.
2.1. WCSPH method
Following Refs. [11, 35, 36, 37], the WCSPH discretization of the continuity
equation reads
dρi
dt
= ρi
∑
j
mj
ρj
vij · ∇iWij = 2ρi
∑
j
mj
ρj
(vi − vij) · ∇iWij . (3)
Here, mj is the particle mass, and vij = vi − vj and vij = (vi + vj)/2 are
the relative and average velocities between particle i and j, respectively. ∇iWij
represents the gradient of the kernel function W (|rij |, h), where rij = ri−rj and
h is the smoothing length, with respect to particle i. Similarly, the discretization
of the inviscid momentum equation gives
dvi
dt
= −
∑
j
mj
(
pi + pj
ρiρj
)
∇iWij = −2
∑
j
mj
pij
ρiρj
∇iWij , (4)
where pij = (pi + pj)/2 denotes the average pressure between particle i and j.
To stabilize the inviscid simulation, an artificial viscosity term [36, 38] can be
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included as (
dvi
dt
)(ν)
= −
∑
j
mjα
hc
ρ
vij · rij
|rij |2 ∇iWij (5)
where ρ = (ρi + ρj)/2, and 0 ≤ α ≤ 1.0 is a tunable parameter. An alternative
approach to stabilize the simulation is introducing a Riemann solver to realize
the pairwise particle interactions [37, 32]. Specifically, the inter-particle averages
vij and pij in Eqs. (3) and (4) are replaced by
vij = U
∗eij + (vij − Ueij), pij = P ∗, (6)
where U = vij ·eij , U∗ and P ∗ are the solution of inter-particle Riemann problem
along the unit vector eij = −rij/rij pointing form particle i to particle j. For
viscous flows, Eq. (5) is replaced by the physical shear force term obtained
through [11] (
dvi
dt
)(ν)
= 2
∑
j
mj
η
ρiρj
vij
rij
∂Wij
∂rij
, (7)
where η is the dynamic viscosity of the fluid. The WCSPH method may suffer
from particle clumping and void regions in high Reynolds number flows. As a
remedy, the transport-velocity formulation [39, 17] with the following form
dv˜i
dt
=
dvi
dt
− 2
∑
j
mj
p0
ρiρj
∇iWij , (8)
is employable for modeling internal flows to improve the accuracy and stability.
Here, p0 is the background pressure and v˜ represents the particle transport
velocity,
2.2. Dual-criteria time stepping
The dual-criteria time-stepping employs two time-step size criteria charac-
terized by the particle advection and the acoustic velocities, respectively. The
time-step size determined by the advection criterion, termed ∆tad, has the fol-
lowing form
∆tad = CFLad min
(
h
|v|max ,
h2
ν
)
, (9)
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where CFLad = 0.25, |v|max is the maximum particle advection velocity in the
flow and ν the kinematic viscosity. Note that this criterion is the same as that
used in the ISPH method [40]. The time-step size according to the acoustic
criterion, termed ∆tac, has the form
∆tac = CFLac
h
c+ |v|max , (10)
where CFLac = 0.6. Note that this criterion gives much larger time-step size
than that employed in conventional time integration for WCSPH simulations
[9, 35, 36].
In this paper, while the advection criterion controls the updating frequency
of the simplest VL and the corresponding kernel function values, the acoustic cri-
terion determines the frequency of the pressure relaxation process, i.e. the time
integration of the particle density, pressure and velocity. Accordingly, during
one advection step, the pressure relaxation process is carried out approximately
k ' ∆tad∆tac times. During the pressure relaxation process, the particle-interaction
configuration is considered to be fixed in space, same as the ISPH method and
temporally similar to the case for a Eulerian method. As a consequence, a large
CFLac = 0.6 number typically for a Eulerian method, for example the WENO
scheme [41], is allowable without introducing numerical instability.
The details of the time stepping procedure are given in the following. At
the beginning of the advection step, the fluid density field of free-surface flows
is reinitialized by
ρi = max(ρ
∗, ρ0
∑
Wij∑
W 0ij
), (11)
where ρ∗ denotes the density before re-initialization and superscript 0 represents
the initial reference value. For flows without free surface, Eq. 11 is merely
modified as
ρi = ρ
0
∑
Wij∑
W 0ij
. (12)
Similar to the previous re-initialization approaches in Refs. [10, 17], Eq. 11 or
12 stabilizes the density which is updated by Eq. 3 in the pressure relaxation
process without updating the particle-interaction configuration. Also, the vis-
cous force is computed here and the transport-velocity formulation is applied
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if necessary. Having the time-step size ∆tad calculated, the pressure relaxation
process is repeated using a velocity-Verlet scheme [31, 42] with the time-step
size of ∆tac, until the accumulated time interval is larger than ∆tad. Here, we
denote the beginning of an acoustic time step by superscript n, at the mid-point
by n + 12 and eventually at the new time-step by n + 1. In the Verlet scheme,
the velocity field is first updated to the mid-point value by
v
n+ 12
i = v
n
i +
1
2
∆tac
(dvi
dt
)n
. (13)
Then particle position and density are updated to the next time step in the
following form r
n+1
i = r
n+ 12
i + ∆tacv
n+ 12
i
ρn+1i = ρ
n
i +
1
2∆tac
(
dρi
dt
)n+ 12 . (14)
Finally, the velocity field is updated at the end of the time step as
vn+1i = v
n
i +
1
2
∆tac
(dvi
dt
)n+1
. (15)
An overview of the proposed time-stepping method is shown in Fig. 1. Note
that the present time stepping recovers the traditional scheme by removing the
outer loop and density reinitialization, applying CFLac = 0.25 and updating
the VL and the kernel function values at every time step.
3. Validation tests
In this section, to validate the present method, a set of benchmark cases are
simulated and the results are compared with those of previous experiments and
simulations. These cases include several three-dimensional free-surface flows
exhibiting violent phenomena such as wave impacts and breaking, and a two-
dimensional FSI problem involving an elastic structure oscillating in flow. The
5th-order Wendland kernel [43] with a smoothing length of h = 1.3dp, where
dp is the initial particle spacing, and a cut-off radius of 2.6dp is employed in all
the following simulations. As for the treatment of wall boundary, a one-sided
Riemann solver is employed and we refer to Ref. [32] for more details.
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Simulation starts
Setup initial parameters and initialize particles
Partition the computional domain in to equisized cells.
Create Verlet list and particle-interaction configuration
Density reinitialization and ∆tad calculation
Compute viscous force and apply transport-velocity if necessary
Pressure relaxation continues
∆tac calculation
update velocity to the mid-point
update postion and density to the next time step
update velcity to the next time step
Finalize pressure relaxation
Update domain partition, Verlet list and particle-interacting configuration
Simulation terminates
Yes
No
Yes
No
Figure 1: Flowchart of the present time stepping for the WCSPH method.
3.1. Dam-break flow
In the first case, we consider a dam-break flow which is widely used as a
benchmark and has experimental data [44] available for quantitative comparison.
Following Lobovsky et al. [44], the schematic and setup parameters are given in
Fig. 2. We consider an inviscid flow with a density of ρ0 = 1000 kg/m3 and a
gravitational constant of g = 9.8 m/s2. According to the shallow water theory,
the maximum velocity is estimated as vmax = 2
√
gH to set up the speed of
sound, where H is the initial water depth. Note that, for simplicity, the water
column starts with zero initial pressure for the computation instead of being
released by lifting up a holding gate quickly as in the experimental setup.
Fig. 3 illustrates several snapshots of the time evolution of free surface.
Similar to previous numerical results [45, 32], the main features, viz. high roll-up
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vL	=	1610
A =	1010 150
D=600 H
B	=	600
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H=300
x z
y
y
P2
P3
P1
Figure 2: Schematic of the dam-break flow with the length unit of millimeter. Three pressure
sensors P1, P2 and P3 are located at the downstream wall.
along the downstream wall, a large reflected jet and a free surface breaking due
to the re-entry of the backward wave, are well captured by the present method.
The predicted surge-wave front with increasing spatial resolutions is given in Fig.
4. It can be observed that the surge-wave front converges asymptotically to the
shallow-water solution at later time. Note that, the analytical prediction is not
applicable to the initial time, as the assumption of shallow-water equation does
not hold. Similar to several previous simulations [42, 45, 13, 32], it is noted
that numerically predicted surge-wave propagation is slightly faster than the
experimental data, which is attributed to several uncertainties, e.g. turbulence,
effect of air, wall roughness and repeatability of the experiment.
In the simulation, the measured pressure is obtained by kernel averaging
from the fluid particles within the support radius, e.g, 2h, of a specific sensor
with
Ps =
∑
s pfWsf∑
sWsf + 
, (16)
where  = 1.0×10−6 is a small number to avoid zero denominator. Comparison
of the time history of the predicted pressure signals against experimental data
is plotted in Fig. 5. Considering that latter is post-processed by averaging the
values of pressure on a sensor with a diameter of d = 4.2 mm, a good agreement
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Figure 3: Snapshots of particle and pressure distributions during time evolution of the dam-
break flow.
is noted except for the fluctuations, which are decreased with increasing the
spatial resolution. Note that, the predicted pressure signal at P3 has lower
magnitude than the experiment, but matches the occurrence time t(
√
g/H) ∼
2.8 quite well. Similar discrepancies on pressure magnitude have been observed
in previous numerical results of Cercos [47] and Zhang et al. [32], simulated by
different WCSPH methods.
Here, we compare the computational efficiency of the present method with
the traditional counterpart as interpreted in Section 2.2. The computations
are carried out on an Intel(R) Xeon(R) L5520 2.27GHz Desktop computer with
24GiB RAM and Scientific Linux system (6.9). We choose the dam-break flow
here because its has been used for performance evaluation in several previous
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Figure 4: Time evolution of the surge-wave front in the dam-break flow. The experimental
data are taken from Lobovsky et al. [44] and the analytical solution from the shallow-water
equation [46].
studies [30, 47, 29]. To analyze the performance in strong scaling behavior, we
evaluate the CPU wall-clock time for sequential computations of three different
spatial resolutions until the dimensionless time of 10. As shown in Tab. 1, an
approximated speedup of 2.80 is achieved by the present time-stepping method.
This result indicates that, although the VL and corresponding kernel function
values need more memory than the conventional CLL, it is a good choice for
large scale simulations when such memory requirement is not a burden.
Table 1: CPU time for simulating the dam-break flow with three spatial resolutions.
Total CPU time (s)
Number of
Particles
64560
(H/dp = 20)
269472
(H/dp = 40)
1290364
(H/dp = 80)
Traditonal 1683.89 29217.4 525621
Present 583.45 10408.2 187314
Acceleration
ratio
2.88 2.81 2.80
3.2. Liquid sloshing
Following Rafiee et al. [24], we consider an energetic violent free-surface
flow, which involves liquid sloshing inside a rectangular tank with a low filling
12
Figure 5: The time history of the pressure signals in the dam-break flow predicted at P1 (a),
P2 (b) and P3 (c) with three different spatial resolutions. The experimental data is taken
from Lobovsky et al. [44].
level. The geometric and setup parameters of the problem are given in Fig.
6. The tank motion is defined by a sinusoidal excitation in x-direction of x =
A sin(2.0fpit), where A = 0.1 m and f = 0.496 s−1 are the amplitude and
frequency, respectively. As f is close to the natural frequency of the liquid,
thereby resulting in a highly nonlinear violent free-surface motion. Initially, the
particles are placed on a regular lattice with a particle spacing of dp = L/260.
Fig. 7 shows several snapshots of particle and pressure distributions. The
main features, e.g., a traveling wave with a crest, the resulting bore breaks
and impacts at the wall and then forming a high run-up, are well captured by
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vL = 1.3
0.1
D=0.9 H
H=0.18
x z
y y
P2      (0.18)
P3      (0.195)
P1     (0.165)
Figure 6: Schematic of the liquid-sloshing with the length unit of meter. There are three
pressure sensors P1, P2 and P3 locate at a narrow side wall as shown above.
the present method. Fig. 8 shows the zoom-in view of the free surface breaks
and impacting during which a void region is generated and collapsed. This
phenomenon is also observed in the experiments of Rafiee et al. [24], where the
void region is filled with air. The time history of the predicted impact pressure
Figure 7: Snapshots of particle and pressure distributions in the simulation of liquid sloshing.
in comparison with experimental data is given in Fig. 9. A good agreement is
noted, however, some oscillations are observed during the decay time and the
impact pressure is overestimated. The discrepancies may be attributed to the
neglected air phase in the present simulation. In the experimental investigations
[24], there exists entrapped air pockets when the wave impacting occurs as shown
in Fig. 8. The air pockets might cushion the impact and influence the peak
pressure. Note that considerably more oscillatory impact pressure is obtained
in the results of Rafiee et al. [24] than that predicted by the present simulation.
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Figure 8: Zoom-in view of the free surface breaks and impacting at wall in the simulation of
liquid sloshing.
3.3. Dam-break flow with an obstacle
We consider a dam-break flow impacting a cuboid obstacle located on the
downstream horizontal bed. This test case was first experimentally studied by
Kleefsman et al. [48] with comparison against numerical results obtained by
a Eulerian volume-of-fluid (VOF) method. This benchmark case has been fre-
quently used to validate the applicability of particle-based methods in modeling
FSI problems where the structure elasticity is neglected [32, 13]. The geometric
and setup parameters are briefly described in Fig. 10. We consider an invis-
cid flow with a density of ρ0 = 1000 kg/m3 and the gravitational constant of
g = 9.8 m/s2. The particles are initially placed on a regular lattice with a
particle spacing of dp = H/55.
Fig. 11 shows several snapshots of the particle and pressure distributions
at different time instants. It is observed that the free-surface profiles herein
are in good agreement with the experimental and numerical results presented
in [48], as well as those from previous simulations [32, 13]. Note that, similar
to the experimental observations [48], a splash-up is produced after the surge
wave impacts at the obstacle. Fig. 12 plots the time history of the pressure
measured at P1 and P2, which indicate a good agreement with the experimental
15
Figure 9: Liquid sloshing: comparison of the time history of the impact pressure between
numerical results and experimental data of Rafiee et al.[24] at pressure sensors P1 (a), P2 (b)
and P3 (c).
data except for the overestimated peak magnitude and the oscillations during
pressure decay. These discrepancies are deemed to be reasonable due to the
weakly-compressible formulation and the inviscid model employed in the present
simulation.
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0.744 1.2281.248
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Figure 10: Schematic of the dam-break flow with an obstacle in the length unit of meter. Two
pressure sensors P1 and P2 are located at the front side of the obstacle.
3.4. Flow-induced vibration of an elastic beam attached to a cylinder
Following Turek and Hron [49] and Han and Hu [14] a two dimensional FSI
benchmark involving flow-induced vibration of an elastic beam attached to a
rigid cylinder is considered here. The geometric and setup parameters of the
problem are shown in Fig. 13. The density ratio of the structure to the fluid
is ρs/ρf = 10, the Reynolds number Re = ρfU0D/ν = 100, the dimensionless
Young’s modulus E∗ = E/ρfU20 = 1.4 × 103 and the corresponding Poisson
ratio λ = 0.4. The initial particle spacing is dp = 0.05D and the artificial speed
of sound is set to c0 = 20U0.
Note that the transport-velocity formulation is applied herein with the back-
ground pressure P0 = ρ0c
2. No-slip boundary condition is imposed on the top
and bottom walls, while inflow and outflow conditions are applied at the left
and right side of the domain, respectively. The inflow condition is given by
the parabolic x-component velocity profile U(t, y) = 6U0y(H − y)/H2 with a
smoothing start technique as in Refs. [49, 14], where U0 = 1ms
−1. The in-
17
Figure 11: Snapshots of the particle and pressure distributions in the simulation of the dam-
break flow with an obstacle.
Figure 12: Dam-break flow with an obstacle: time history of the pressure at P1 (a) and P2
(b) obtained from the simulation and a previous experiment [48].
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11D
! = 3.5D
ℎ = 0.2D
D = 1
No-slip wall
No-slip wall
Inlet Outlet
S
Figure 13: Schematic of the two-dimensional flow-induced vibration of a flexible beam attached
to a rigid cylinder. The cylinder is centered at (2D, 2D) measured from the left bottom corner
of the computational domain.
flow and outflow boundary conditions are implemented by the combination of a
standard periodic boundary condition and a buffer inflow region with the size of
20 particle spacing by velocity relaxation. After each acoustic time step, within
the buffer region, the particle velocity is relaxed to the target value according
to the inflow profile by
vi ← viα+ v(ri)(1− α), (17)
where v(ri) is the prescribe velocity and α = 0.1 is the relaxation strength
chosen here. For the details of the SPH-discretized structure equations, please
refer to Ref. [14].
Fig. 14 shows the flow vorticity field and beam deformation at four different
time instants in a typical periodic movement when self-sustained oscillation is
reached. It can be observed that these results are in quite good agreements
with those from previous simulations [49, 14, 50]. Fig. 15 plots the temporal
variation of the x-, y-displacements and the trajectory of the end point S, which
is defined in Fig. 13. It can be observed that the beam reaches a periodic self-
sustained oscillation as time goes beyond a dimensionless time of 50. A good
agreement with computational results of both [50] and [51] is noted. Note that
the trajectory of point S shows a typical Lissajous curve with a frequency ratio
of 2 : 1 between horizontal and vertical components [50].
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Figure 14: Flow vorticity field and beam deformation in the simulation of flow-induced vibra-
tion of a flexible beam attached to a rigid cylinder. From top to bottom, each panel shows
the results at time instants U0t/D = 15.98, 16, 18, 16.28 and 16.38, respectively.
Table 2 presents a quantitative comparison of the dimensionless amplitude of
the oscillation in y-direction and the frequency between present computational
results and the existing data in the literature [49, 50, 51, 14]. The dimensionless
amplitude demonstrates a good agreement, however, slight discrepancies are
noted in the dimensionless oscillation frequency. To evaluate the convergence
of the proposed method, we performed a convergence study by decreasing the
20
Figure 15: Flow-induced vibration of a beam attached to a cylinder: amplitude of the x-
displacement (a), y-displacement (b) and the trajectory (c) of the end point S.
spatial resolution to dp = 0.0125D. This is found that the amplitude and the
frequency, respectively, converge to 0.86 and 0.186, again, good agreement with
previous results is noted.
4. Concluding remarks
We have proposed a dual-criteria time-stepping method to optimize compu-
tational efficiency of the WCSPH method. Apart from the acoustic time cri-
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Table 2: Flow-induced vibration of a beam attached to a cylinder: comparison of the present
computational results against previous studies.
Refs. Amplitude in y direction Frequency
Turek and Hron [49] 0.83 0.19
Bhardwaj and Mittal [50] 0.92 0.19
Tian et al. [51] 0.784 0.19
Present method 0.93 0.178
terion which controls the pressure relaxation process, an extra advection time
criterion is introduced to control the recreation of particle-interaction configu-
ration. During the advection time criterion, several steps of pressure relaxation
are processed whereas the particle-interaction configuration is frozen. As con-
sequence, significant amount of computational efforts are saved due to the fact
that particle-interaction configuration can be reused for several time steps. An-
other noteworthy feature of the present method is that a large CFL number
is permissible for pressure-relaxation time-steps within the WCSPH context
implying optimized computational performance. Through computational per-
formance analysis, we have demonstrated that an speedup of 2.80 is achieved
by the present method, in comparison to the traditional counterpart. With
preliminary examples, we have shown that the present method is capable of
modeling free-surface flows involving violent impact and breaking events, as
well as fluid- rigid/elastic structure interaction problems, with good robustness
and accuracy. While the present simulations are focusing on benchmark tests,
the present method is expected to be employed in more complex scientific and
engineering problems.
5. Acknowledgement
The authors gratefully acknowledge the financial support by German Re-
search Fundation (Deutsche Forschungsgemeinschaft) DFG HU1527/10-1 and
HU1527/12-1 for the present work.
22
References
[1] L. B. Lucy, A numerical approach to the testing of the fission hypothesis,
The Astronomical Journal 82 (1977) 1013–1024.
[2] R. A. Gingold, J. J. Monaghan, Smoothed particle hydrodynamics: theory
and application to non-spherical stars, Mon. Not. R. Astron. Soc. 181 (3)
(1977) 375–389.
[3] V. Springel, The cosmological simulation code GADGET-2, Mon. Not. R.
Astron. Soc. 364 (4) (2005) 1105–1134.
[4] V. Springel, Smoothed particle hydrodynamics in astrophysics, Annual Re-
view of Astronomy and Astrophysics 48 (2010) 391–430.
[5] L. D. Libersky, A. G. Petschek, Smooth particle hydrodynamics with
strength of materials, in: Advances in the free-Lagrange method including
contributions on adaptive gridding and the smooth particle hydrodynamics
method, Springer, 1991, pp. 248–257.
[6] W. Benz, E. Asphaug, Simulations of brittle solids using smooth particle
hydrodynamics, Comput. Phys. Commun. 87 (1-2) (1995) 253–265.
[7] J. J. Monaghan, SPH without a tensile instability, J. Comput. Phys. 159 (2)
(2000) 290–311.
[8] P. Randles, L. Libersky, Smoothed particle hydrodynamics: some re-
cent improvements and applications, Comput. Methods Appl. Mech. Eng.
139 (1-4) (1996) 375–408.
[9] J. J. Monaghan, Simulating free surface flows with SPH, J. Comput. Phys.
110 (2) (1994) 399–406.
[10] A. Colagrossi, M. Landrini, Numerical simulation of interfacial flows by
smoothed particle hydrodynamics, J. Comput. Phys. 191 (2) (2003) 448–
475.
23
[11] X. Y. Hu, N. A. Adams, A multi-phase SPH method for macroscopic and
mesoscopic flows, J. Comput. Phys. 213 (2) (2006) 844–861.
[12] C. Antoci, M. Gallati, S. Sibilla, Numerical simulation of fluid–structure
interaction by SPH, Computers & Structures 85 (11-14) (2007) 879–890.
[13] S. Marrone, M. Antuono, A. Colagrossi, G. Colicchio, D. Le Touze´,
G. Graziani, δ-SPH model for simulating violent impact flows, Comput.
Methods Appl. Mech. Eng. 200 (13-16) (2011) 1526–1542.
[14] L. Han, X. Hu, SPH modeling of fluid-structure interaction, Journal of
Hydrodynamics 30 (1) (2018) 62–69.
[15] M. Shadloo, G. Oger, D. Le Touze´, Smoothed particle hydrodynamics
method for fluid flows, towards industrial applications: motivations, cur-
rent state, and challenges, Computers & Fluids 136 (2016) 11–34.
[16] P. Sun, A. Colagrossi, S. Marrone, A. Zhang, The δplus-sph model: simple
procedures for a further improvement of the sph scheme, Comput. Methods
Appl. Mech. Eng. 315 (2017) 25–49.
[17] C. Zhang, X. Y. Hu, N. A. Adams, A generalized transport-velocity formu-
lation for smoothed particle hydrodynamics, J. Comput. Phys. 337 (2017)
216–232.
[18] T. Ye, D. Pan, C. Huang, M. Liu, Smoothed particle hydrodynamics (sph)
for complex fluid flows: Recent developments in methodology and applica-
tions, Physics of Fluids 31 (1) (2019) 011301.
[19] H. Gotoh, A. Khayyer, On the state-of-the-art of particle methods for
coastal and ocean engineering, Coastal Engineering Journal 60 (1) (2018)
79–103.
[20] R. J. Farahani, R. A. Dalrymple, Three-dimensional reversed horseshoe
vortex structures under broken solitary waves, Coastal Eng. 91 (2014) 261–
279.
24
[21] S. Shao, C. Ji, D. I. Graham, D. E. Reeve, P. W. James, A. J. Chadwick,
Simulation of wave overtopping by an incompressible SPH model, Coastal
Eng. 53 (9) (2006) 723–735.
[22] A. Khayyer, H. Gotoh, S. Shao, Corrected incompressible SPH method
for accurate water-surface tracking in breaking waves, Coastal Eng. 55 (3)
(2008) 236–250.
[23] H. Gotoh, A. Khayyer, H. Ikari, T. Arikawa, K. Shimosako, On enhance-
ment of incompressible SPH method for simulation of violent sloshing flows,
Appl. Ocean Res. 46 (2014) 104–115.
[24] A. Rafiee, F. Pistani, K. Thiagarajan, Study of liquid sloshing: numerical
and experimental approach, Comput. Mech. 47 (1) (2011) 65–75.
[25] I. F. Sbalzarini, J. H. Walther, M. Bergdorf, S. E. Hieber, E. M. Kotsalis,
P. Koumoutsakos, PPM–a highly efficient parallel particle–mesh library
for the simulation of continuum systems, J. Comput. Phys. 215 (2) (2006)
566–588.
[26] A. C. Crespo, J. M. Dominguez, A. Barreiro, M. Go´mez-Gesteira, B. D.
Rogers, Gpus, a new tool of acceleration in CFD: efficiency and reliabil-
ity on smoothed particle hydrodynamics methods, PLoS One 6 (6) (2011)
e20685.
[27] D. Nishiura, M. Furuichi, H. Sakaguchi, Computational performance of a
smoothed particle hydrodynamics simulation for shared-memory parallel
computing, Comput. Phys. Commun. 194 (2015) 18–32.
[28] W. Mattson, B. M. Rice, Near-neighbor calculations using a modified cell-
linked list method, Comput. Phys. Commun. 119 (2-3) (1999) 135–148.
[29] J. M. Domı´nguez, A. J. Crespo, M. Go´mez-Gesteira, J. C. Marongiu, Neigh-
bour lists in smoothed particle hydrodynamics, Int. J. Numer. Methods
Fluids 67 (12) (2011) 2026–2042.
25
[30] D. Winkler, M. Rezavand, W. Rauch, Neighbour lists for smoothed particle
hydrodynamics on gpus, Comput. Phys. Commun. 225 (2018) 140–148.
[31] L. Verlet, Computer” experiments” on classical fluids. i. thermodynamical
properties of lennard-jones molecules, Phys. Rev. 159 (1) (1967) 98.
[32] C. Zhang, X. Hu, N. A. Adams, A weakly compressible SPH method based
on a low-dissipation riemann solver, J. Comput. Phys. 335 (2017) 605–620.
[33] S. J. Cummins, M. Rudman, An sph projection method, J. Comput. Phys.
152 (2) (1999) 584–607.
[34] J. P. Morris, P. J. Fox, Y. Zhu, Modeling low reynolds number incompress-
ible flows using sph, J. Comput. Phys. 136 (1) (1997) 214–226.
[35] M. B. Liu, G. R. Liu, Smoothed particle hydrodynamics (SPH): an overview
and recent developments, Arch. Comput. Methods Eng. 17 (1) (2010) 25–
76.
[36] J. J. Monaghan, Smoothed particle hydrodynamics and its diverse appli-
cations, Annu. Rev. Fluid Mech. 44 (2012) 323–346.
[37] J. P. Vila, On particle weighted methods and smooth particle hydrodynam-
ics, Math. Models Methods Appl. Sci. 9 (02) (1999) 161–209.
[38] J. J. Monaghan, R. A. Gingold, Shock simulation by the particle method
SPH, J. Comput. Phys. 52 (2) (1983) 374–389.
[39] S. Adami, X. Y. Hu, N. A. Adams, A transport-velocity formulation for
smoothed particle hydrodynamics, J. Comput. Phys. 241 (2013) 292–307.
[40] X. Hu, N. A. Adams, An incompressible multi-phase SPH method, J. Com-
put. Phys. 227 (1) (2007) 264–278.
[41] G.-S. Jiang, C.-W. Shu, Efficient implementation of weighted eno schemes,
J. Comput. Phys. 126 (1) (1996) 202–228.
26
[42] S. Adami, X. Hu, N. A. Adams, A generalized wall boundary condition
for smoothed particle hydrodynamics, J. Comput. Phys. 231 (21) (2012)
7057–7075.
[43] H. Wendland, Piecewise polynomial, positive definite and compactly sup-
ported radial functions of minimal degree, Adv. Comput. Math. 4 (1) (1995)
389–396.
[44] L. Lobovsky`, E. Botia-Vera, F. Castellana, J. Mas-Soler, A. Souto-Iglesias,
Experimental investigation of dynamic pressure loads during dam break,
J. Fluids Struct. 48 (2014) 407–434.
[45] A. Ferrari, M. Dumbser, E. F. Toro, A. Armanini, A new 3d parallel SPH
scheme for free surface flows, Computers & Fluids 38 (6) (2009) 1203–1217.
[46] A. Ritter, Die fortpflanzung der wasserwellen, Zeitschrift des Vereines
Deutscher Ingenieure 36 (33) (1892) 947–954.
[47] J. L. Cercos-Pita, Aquagpusph, a new free 3d sph solver accelerated with
openCL, Comput. Phys. Commun. 192 (2015) 295–312.
[48] K. Kleefsman, G. Fekken, A. Veldman, B. Iwanowski, B. Buchner, A
volume-of-fluid based simulation method for wave impact problems, J.
Comput. Phys. 206 (1) (2005) 363–393.
[49] S. Turek, J. Hron, Proposal for numerical benchmarking of fluid-structure
interaction between an elastic object and laminar incompressible flow, in:
Fluid-structure Interaction, Springer, 2006, pp. 371–385.
[50] R. Bhardwaj, R. Mittal, Benchmarking a coupled immersed-boundary-
finite-element solver for large-scale flow-induced deformation, AIAA Jour-
nal 50 (7) (2012) 1638–1642.
[51] F.-B. Tian, H. Dai, H. Luo, J. F. Doyle, B. Rousseau, Fluid–structure
interaction involving large deformations: 3d simulations and applications
to biological systems, J. Comput. Phys. 258 (2014) 451–469.
27
