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Abstract
Without theoretical evidence to support the use of an algorithm, one cannot be certain that
if it solves one problem successfully it will necessarily solve all problems successfully. One
can analyze an algorithm from many different settings, each having the possibility for different
focal points for results and insights. In signal processing, an analysis into the stability of an
algorithm can have as its focal point stability in the sense of Lyapunov or of numerical linear
algebra (backward, forward), etc. Unfortunately, without a clear vocabulary to apply toward
the focal point of interest, the interpretation is ambiguous. To avoid this problem, a clear
distinction must be made that delineates each significant contribution to the process of solving
the problem, from the definition of a problem to the derivation of the algorithm. It requires that
perturbations assumed at each juncture be described in a clear language that offers no chance
for confusion. We offer such a terminology and apply it to the fast transversal filter and its
(existing) analyses, an algorithm that has long been known to diverge yet has nonetheless
received much interest regarding the reasons behind its divergence as well as inquiries into
how it might be modified to one that enjoys more dependable and robust behavior.
© 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
The guidelines for the analysis of signal processing algorithms have been quite
flexible in the past. The concept of stability has been taken implicitly from many
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different fields: differential equations in dynamical systems or control theory, and
numerical linear algebra. This has led to many results being derived that cannot be
compared directly with each other. Thus if a paper declares a particular algorithm
stable, rather than being informative it merely generates some confusion as to what
exactly that means. This is in stark contrast to the situation enjoyed by the numerical
linear algebra community. A numerical analysis in linear algebra consists of two
parts: (A) an analysis of the problem, and (B) an analysis of the algorithm. Part
(A) consists of a perturbation analysis, leading to the concept of the condition of
the problem, while part (B) requires a decision regarding the means employed for
finding the solution, i.e., specifying the problem’s method of solution, from which a
stability analysis of the algorithm can be performed. Parts (A) and (B) together then
provide an analysis of the computed solution.
analysis of the problem + analysis of the algorithm
⇓
analysis of the computed solution
In numerical linear algebra a backward error analysis interprets arithmetic effects
as a perturbation of the problem. Perturbation analyses have been done for many
different problems (classes of matrices) and stability analyses have been done for
many algorithms (on various classes of matrices).
However, in signal processing, although quite important results have been ob-
tained, analyses to date have often been incomplete in that they have not determined
the necessary conditions for an algorithm to be guaranteed to be usable. This is wor-
rying since arguably it is the usability of an algorithm’s output that is the ultimate
goal of the analysis task. (Consider: a stable algorithm can still produce output that
is not accurate enough for a particular application.)
In this work we are interested in building on the work given in [1] where the em-
phasis was to introduce terminology to support a consistent approach for analyzing
algorithms specific to signal processing. Here our emphasis is to establish a novel
result that applies to the fast transversal filter (FTF). Without the work of [1] it would
be difficult to convey its significance. In this paper we use the framework suggested
in [1] to combine the results from [2,8,9] into a unified framework from which it
will be simple to assess their individual and collective merit as well as identifying
and motivating future work. Lacking in [1] is an example that applies the theory and
definitions in a broad manner. This work has the additional benefit of providing such
an illustration.
2. Background
Least squares applications are plentiful in signal processing. In order to reduce the
computational complexity, i.e., hardware costs, it is desirable to solve least-squares
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problems recursively. Recursive least squares (RLS) makes use of a certain shift
structure of the data matrix as well as the existence of other connecting relation-
ships between parameters. RLS has a computational complexity of an order that is
the square of the dimension of the weight vector. A further reduction in order is
possible and defines the class of fast algorithms. Unfortunately, the necessary steps
employed in this reduction in order has further obscured the relationship existing be-
tween the original problem statement and the resultant algorithm. Not withstanding
this fact, past analyses of RLS have nonetheless motivated a number of algorithms,
notable examples include [3,6] among others. It is believed that the existing frame-
work for conducting a numerical analysis in linear algebra can also be applied to
signal processing to facilitate future analyses as well as the proper interpretation of
past analyses. This point was brought out in [1].
A numerical analysis in signal processing should consist of: (A) an analysis of the
input (i.e., a perturbation analysis), and (B) an analysis of the algorithm (i.e., stability
analysis). Parts (A) and (B) together will then provide an analysis of the computed
solution.
analysis of the input + analysis of the algorithm
⇓
analysis of the computed solution
By an algorithm in signal processing we mean a nonlinear mapping that explicitly
gives each elementary operation needed for its evaluation [1]. It produces a sequence
of vectors that (hopefully) converges to some desired solution. Although this level
of detail is required before computer coding can occur, it is possible to study the
sensitivities to perturbations that are independent of the implementation. We refer to
this as the method and its formal definition will be presented in Section 4.
Ultimately, we want to be guaranteed that the computed solution is usable. This
leads to concerns about the following issues:
(i) convergence
(ii) computability
(iii) reliability
(iv) trustworthiness.
To discuss (i)–(iv) it is useful to consider continuity with respect to perturbations:
We would like to guarantee that as the perturbation to the problem tends to zero
the perturbed problem tends toward the (original) problem as does its associated
perturbed solution.
With this in mind, convergence is concerned with the potential for the method to
solve the problem. It is possible that the method, through simplifying assumptions,
will no longer solve the problem exactly. Interpreting the simplifying assumptions
as a perturbation we can use continuity to study the behavior of the perturbation
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as it tends to zero. For example, a solution given by Newton’s method requires the
computation of the gradient of a cost function. This is not always possible and as
a result approximations to the gradient are introduced to create new methods which
will no longer solve the original problem exactly.
Computability is concerned with the effect of restricting the perturbation of the
algorithm to a set of computer numbers and then carrying out all steps in exact arith-
metic; this defines a general class of perturbations of the problem. If the perturbations
that are expected from the implementation of an algorithm into a finite word length
are sufficient to drastically change the solution, a computer would not be a suitable
device to host the algorithm.
Reliability is the part often avoided in an analysis and is concerned with the ele-
mentary operations defining the implementations of the algorithm onto the computer. It
involves the effect of perturbations that occur when the computer performs arithmetic
and then it establishes how these perturbations affect future arithmetic operations.
Trustworthiness is concerned with the various implementations of a method. By
changing the elementary operations which define an algorithm one effectively has
changed the algorithm. This is because the roundoff error induced from finite pre-
cision arithmetic is dependent upon the order of elementary operations. Even if a
change in elementary operations results in mathematically equivalent statements and
expressions, because the calculations are performed in inexact arithmetic the round-
off errors are different and thus so will the algorithm. It is therefore of interest which
implementation of a method, i.e., which arrangement of elementary operations, will
yield results that are more resilient to the effects of computer arithmetic.
Issues (ii) and (iii) share a similar concept but differ because the perturbations
have a different origin; finite precision vs. finite arithmetic. However, it is none-
theless possible to discuss the degree of insensitivity to perturbations possessed by
a method or algorithm, i.e., the degree of robustness, in either setting. Also, when
algorithms solve the same problem, robustness can again be discussed, but in this
setting through issue (iv). We will visit these general concepts (issues (i)–(iv)) more
formally in the following sections.
Past analyses in signal processing have usually addressed only one of (i), (ii), (iii),
or (iv) and as such are termed for the purposes of this work as partial analyses. With-
out a clear framework that allows for an easy and straightforward placement of a partial
analysis, it is often left open to interpretation which of the four areas were addressed.
In light of this, we turn to a special algorithm that has had a turbulent history.
Acceptance of the fast transversal filter (FTF) algorithm has suffered from ac-
counts reporting divergence. The divergence has even been described as explosive
or catastrophic to give character to the seemingly sudden and powerful manner in
which the algorithm was rendered useless [10, p. 764].
Throughout, we will denote vectors, e.g., x ∈ Rn, in boldface and matrices, e.g.,
A ∈ Rn,m, in capital letters. All other mathematical symbols will denote scalars. In
the following section we begin by motivating the FTF as a solution to a least-squares
problem.
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3. The least-squares problem and the FTF method/algorithm
Suppose we wish to determine a quantity of interest, d(i), at time i, which is
assumed to be a linear function of some set of m measurements um(i) = [u(i), u(i −
1), . . . , u(i −m+ 1)]t. The actual relationship is unknown. Therefore, we wish to
find for i = m, . . . , n, coefficients w∗ = [w1∗, w2∗, . . . , wm∗]t such that the fitting
error vector e(n) = [e(m), e(m+ 1), . . . , e(n)]t has minimum 2-norm, where
e(i)= d(i)−
m∑
j=1
wj∗u(i − j + 1), i = m, . . . , n, (1)
e∗(n)= min
w
‖e(n)‖2 (2)
= min
w
‖d(n)− Aw‖2 (3)
= min
w


n∑
j=m
(d(j)− um(j)tw)2


1/2
, (4)
where
A =


um(n)
t
um(n− 1)t
...
um(m)
t

 ∈ R
(n−m+1)×m.
This describes a least-squares problem. For many applications, computational com-
plexity must be as low as possible. For example, to minimize hardware costs, any
algorithm that is to be seriously considered for an application must have a complexity
that is of an order that increases linearly with m, i.e., it must be of order m. As an
example, the least mean squares (LMS) algorithm [11] is a stochastic gradient-based
algorithm that satisfies this criteria for complexity and it is very simple to implement.
For these and other reasons, it has enjoyed use over a variety of applications and has
become the benchmark algorithm.
To compete with the LMS algorithm with regard to computational complexity, the
least-squares problem must also be of order m. In general, a recursive least-squares
algorithm requires orderm2 computational complexity. However it can be shown that
this can be reduced to order m by simultaneously solving four related least squares
problems. For our purposes, the four problems can be represented as
min‖Axi − di‖2, i = 1, 2, 4 (5)
min‖Ax3 − d3‖2 with (6)
d3 = [1, 0, . . . , 0]t =: 1((n−m+1),1)(n). (7)
where the di are particular vectors. Essentially there are special properties that hold
between each solution vector xi which can be exploited to yield a recursive update
scheme that solves Eq. (2). The resultant algorithm is called the fast transversal filter
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(FTF) algorithm and was introduced by Carayannis et al. [12] and Cioffi et al. [13]
and possesses the following favorable attributes [14, p. 604]:
• Recursively solves the least-squares problem exactly.
• Possesses a computational complexity that is competitive with the LMS algo-
rithm (i.e., it increases linearly with the order m of the least-squares problem).
• Fast convergence that is independent of the eigenvalue spread of AtA.
In the language of Section 1 we have a problem given by Eq. (2) and its method
for solution that requires the solution to four related least-squares problems repre-
sented by Eqs. (5) and (6) that are subsequently exploited and used to derive the FTF
algorithm.
4. Convergence
The method chosen to solve a problem may, due to approximating assumptions,
not solve it exactly. Or the method may be altered in some sense. These possibilities
give multiple interpretations to issue (i) of the analysis. The perturbation can rep-
resent unknown but expected changes made to the method. Under study is whether
the definition of continuity, to be presented in this section, is upheld. Next, the per-
turbation can represent a prescribed set of changes to the method, whose solution
is no longer expected to agree exactly with the desired solution. Here, the study is
concerned with how much these modifications will alter the solution, even if no other
errors were to be introduced. Again, the same perturbation analysis can answer these
inquiries through arguments of continuity. Only after first observing how conver-
gence in the perturbation parameter relates to stability and conditioning can issue
(iii) be addressed. Here, we will use the notation, definitions, and theorems detailed
in [1], provided here in part, in order to further discuss the FTF algorithm and its
stability, computability and reliability. Consider the following problem:
Problem P : determine x ∈ Rp such that φ(x) = y ∈ Rq.
From Section 3, the FTF method for solving (2) requires the solution of the four
related (sub)problems (5) and (6). On a different level, each of these subproblems are
themselves considered problems, and as such each must be well posed in the sense
of Hadamard.
We say that P is well posed in the sense of Hadamard if x exists, is unique, and
the inverse mapping φ−1 is continuous. Stability is related to the continuity of φ−1.
In our FTF example P is the problem given in (2). The inverse mapping φ−1 is the
pseudo-inverse of A, y is the desired response d(n), and the solution x is given by
the desired vector of weights, w∗.
Let (y) = x, where  is a representation of φ−1, i.e., only the result x is the
same as with φ−1; the computational route may differ, and hence the conditions of
continuity may also differ. We call this the method of solution, or simply, the method.
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Definition 1. A method provides in sufficient detail the intended manner (formula-
tion) in which a problem is to be solved in exact arithmetic.
With respect to (2),  represents the manner in which w∗ will be found and is giv-
en by Eqs. (5) and (6) and the exploitation of certain relationships existing between
their solutions; this provides sufficient detail regarding how (2) will be solved and
thus can be used to distinguish it from other methods. We refer to this as the FTF
method. Now let δ model the perturbation to the problem: issue (i). The perturbation
δ is to reflect unknown but expected changes in the elements of matrix A, etc. This is
in distinction to issue (ii) in which the perturbation is modelled after the limitations
given by computer representation. Let ε model the perturbation from the computer
representation: issue (ii). Let θ(δ, ε) be the 2 × 1 vector of perturbations.
Assume P is well posed. Let δ be a perturbation: issue (i). Let
φδ(xδ) = yδ and δ(yδ) = xδ.
We want xδ → x as δ → 0.
Let ε = 0, so the perturbation vector is θ(δ, 0). Let M be some means of mea-
surement, e.g., norm. Then
xδ − x = δ(yδ)− δ(y)+ δ(y)− (y),
i.e.,
M(xδ − x) =M(δ(yδ)− δ(y))+M(δ(y)− (y))
or
M(direct convergence) =M(stability)+M(direct consistency),
while
yδ − y = φδ(xδ)− φδ(x)+ φδ(x)− φ(x),
i.e.,
M(residual convergence) =M(stability)+M(residual consistency).
Hence, if there is no perturbation in the formulation, then stability⇒ convergence;
otherwise, stability + consistency ⇒ convergence.
We will now need a few definitions in order to formalize the discussion above. A
more detailed presentation can be found in [1].
Definition 2. A set of mappings φδ : X → Y is equicontinuous at x if for all ζ > 0
there exists an η > 0, independent of δ, such that ‖φδ(xˆ)− φδ(x)‖  ζ whenever
‖xˆ − x‖  η.
Definition 3. The mapping φδ is consistent with respect to φ if yδ → y and φδ(xˆ)→
φ(xˆ) as δ → 0 whenever ‖xˆ − x‖ < η, for some η > 0.
Definition 4. δ = φ−1δ is an approximation to the inverse mapping φ−1 if φδ is
consistent with respect to φ.
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Definition 5. The approximation method δ is stable with respect to δ whenever
δ is equicontinuous.
Then we have the following theorems:
Theorem 1 [15]. For φδ consistent with respect to φ, a sufficient condition for con-
vergence is the equicontinuity of δ.
Theorem 2 (The Lax Principle [4, 5]). If consistent and stable, then convergent.
Without considering the limitations of a computing environment, it is possible,
through arguments of continuity and the Lax Principle, to assess whether any imple-
mentation of a method has hope for a meaningful resolution. The structure presented
tackles the difficult problem of convergence by allowing the investigator to assess
two separate tasks, each hopefully more simple to accomplish, and then use the Lax
Principle to make a conclusion regarding convergence.
5. The FTF method is not necessarily consistent
The FTF method for solving (2) requires that all four subproblems are stable and
consistent. This is simply because poor continuity behavior in one subproblem, when
combined with the other subproblems, can adversely affect the overall solution to the
problem. If one or more were found to not be stable it would be very likely that the
entire method would be rendered unstable. We cannot be certain since its contri-
butions could theoretically be damped out due to the manner in which the results
are used in the overall solution. But any algorithm derived from this method would
likely have trouble with reliability, which will be formally defined in Section 7. We
will now see that this situation applies to the subproblem given by (6).
With (7), the problem for finding the minimizing x3 is restated now with the
notation more familiar to the signal processing community:
min
k
‖d3 − Ak‖2=‖d3 − Akm(n)‖2. (8)
For A having full rank, i.e., the data are said to be persistently excited, we have
km(n) = m(n)1(n−m+1) (9)
with M(n) = A† = (AtA)−1At the pseudo-inverse matrix of A. However, given
the special choice (7) for d3, we see from (9) it is also the first column to A†, the
pseudo-inverse of A.
Next, we will consider the effect on the least-squares solution km(n) in (9) when
A is perturbed to A˜ = A+ δA. For the special right-hand side vector given in (7), we
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must consider the effect of these perturbations when computing A†. It is well known
[16–18] that under certain conditions, the pseudo-inverse A† can be a discontinuous
function with respect to perturbations in the elements of A. We now review these
conditions.
Formally, we let P and R denote the projection matrices onto the column and row
space of A; define A˜ = A+ δA, where δA is the matrix of perturbations associated
with A; and let the projection matrices asscociated with A˜ be P˜ and R˜. Then the
following definition [18, p. 139] distinguishes relatively harmless perturbations from
those which can cause the pseudo-inverse matrix to behave discontinuously as a
function of perturbations made to the original matrix.
Definition 6. The matrix A˜ is an acute perturbation of A if ‖P˜ − P ‖2 < 1 and
‖R˜ − R‖2 < 1.
An equivalent criteria for A˜ and A to be acute is for rank(A) = rank(A˜) = rank(P A˜).
Assume that A˜ and A are acute. For perturbations δA small in norm with respect
to ‖A†‖2, the following assures us that the perturbed pseudo-inverse will be a con-
tinuous function in δA.
Theorem 3. If rank(A˜†) = rank(A†) = r, and η = ‖A†‖2‖δA‖2 < 1, then
‖A˜†‖2  11 − η‖A
†‖2.
For the proof we refer to [16, p. 26].
Theorem 4. If rank(A˜) = rank(A) = m (n > 2m− 1), then
‖A˜† − A†‖2 
√
2‖A˜†‖2‖A†‖2‖δA‖2.
For the proof we refer to [17].
For A and A˜ not acute, the following result is due to Wedin [17].
Theorem 5. If A˜ and A are not acute, then
‖A˜† − A†‖2  1‖δA‖2 .
As discussed by Stewart and Sun [18, p. 140], if the perturbation δA is sufficient
to induce a change in rank when considering A, then A† can be described as a point
of discontinuity or, in some ways, even a pole.
For the FTF method, we can address the impact of Theorems 3 and 5 using
Definitions 5 and/or 3. Consider Akm(n) = 1(n−m+1) given in Eq. (9). Here, the
mapping φ(x) is given by the data matrix A. The perturbed mapping φδ is given by
the perturbed matrix A˜ = A+ δA. Theorem 3 says that as long as δA is an acute
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perturbation, the changes in the solution to (9) will be well behaved and satisfy
Definition 2. However, for δA not acute, Theorem 5 says that Definition 3 will be
violated.
Without concerning ourselves with the expected perturbations due to solving a
problem on a computer, i.e., computer representation or computer arithmetic affects,
we see that the FTF method can have serious consistency problems if the perturba-
tions to A for the subproblem (9) are not acute. Any implementation of this method
would therefore need to offer a guarantee that this would not happen. In the fol-
lowing section we concern ourselves with the expected perturbations given through
computer representation.
6. Computability
Here, we shall see how the algorithm is changed when its implementation is re-
stricted to the set of computer numbers. The question we will pose is as follows: If
the problem is restricted to the limits of computer representation (finite word length
representation) and then solved exactly, how will the solution be affected? Further,
in the sense of continuity, how does this solution behave in the limit as the com-
puter representation tends toward the exact representation? To answer these queries
we will first resolve the method to sufficient detail as to expose all its elementary
operations. This we call the implementation of the method, or algorithm.
Definition 7. An algorithm is a finite description giving in exact detail the finite or
infinite sequence of elementary computer operations of a method intended to solve
the problem.
We restrict the method to the set of computer numbers, and assume problem P
can be represented by a method  such that the perturbation is given as θ(0, ε).P is
represented by the related problem Pε in which the exact formulation becomes:
ε(yε) = xε and φε(xε) = yε.
ε is the implementation of the method; we will call it the algorithm.
Definition 8. Let ε be the algorithm for  such that ε(yε) = xε and (y) = x.
Then x is computable in finite precision by  if xε → x as ε → 0.
Since xε − x = ε(yε)− (y) = ε(yε)− ε(y)+ ε(y)− (y),M(comput-
ability) = M(arithmetic stability) + M(arithmetic reliability).
Consider Definition 8. As long as a perturbation of modulus no larger than ε will
not alter the rank of A˜ from A, the problem with consistency and Eq. (9) can be
avoided.
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7. Reliability
In Sections 2 and 3 we considered the behavior of mappings under perturbations
and the continuity of the mappings with respect to perturbations. So far, we have
no guarantee that the result of the perturbation will be small with respect to the
result given by θ(0, 0), no matter how small the perturbation is. Here, we consider
the sensitivity to perturbations of a nonlinear mapping by the use of forward and
backward analyses. In a forward analysis we are concerned with the direct error,
i.e., with ‖xε − x‖, while in a backward analysis we are concerned with the residual
error, i.e., with ‖yε − y‖.
Definition 9. A problem is well conditioned if small perturbations in its input pa-
rameters do not cause large perturbations in its output parameter(s). Otherwise, it is
ill conditioned.
Definition 10. The algorithmic consistency error of an algorithm consists of the
errors caused by the machine arithmetic (the sequencing of the arithmetic operations
and the set of computer arithmetic).
Definition 11. An algorithm is arithmetically reliable if its algorithmic consistency
error is O(ε).
We now wish to transform the task concerned with computer effects to one of
perturbation effects. We shall do this by interpreting the computer solution x˜ as the
exact solution to a nearby problem. Let E be the class of allowed perturbations. For
example, if a problem requires that an associated matrix be symmetric, then we can
define E as the set of perturbations that satisfy this condition, i.e., the perturbed
matrix will be symmetric.
Definition 12. Let the problem P be given by φ(x) = y and given by an algo-
rithm as x = ε(y). For yˆ − y = y and y ∈ E, the backward error B(x˜) associ-
ated with the computed solution x˜ is given by B(x˜) = inf{‖y‖ : y ∈ E and x˜ =
ε(yˆ)}.
Definition 13. An algorithm is backward stable if B(x) = O(ε).
Theorem 6. To first order we have: forward error  condition of problem × back-
ward error.
It has been known for many years that the FTF algorithm suffers from divergence.
In fact, the algorithm can exhibit a tendency for explosive divergence if one defines
this term to mean that apparent convergence for many iterations is followed by com-
plete and utterly useless solutions the next iteration(s). Le Borne [2] has presented
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a case for this type of divergence. Since the relationships exploited when deriving
the algorithm from Eqs. (5) and (6) are not actually enforced through the recursive
update equations of the algorithm there exists the possibility that the relationships
may be destroyed by some perturbation. The propagation of roundoff errors is just
such a perturbation and can be shown to disrupt the interrelationships and hence lead
to large errors and divergence. Hence, we have the following.
Theorem 7. The FTF algorithm is not arithmetically reliable.
8. Trustworthiness
When the implementation of a method offers multiple possibilities regarding the
number of arithmetically equivalent expressions, the choice for different algorithms
is presented.
Definition 14. Let D be the domain of allowable inputs for a given problem to be
solved by some method. Let φ and ψ be two different algorithms derived from this
method. Then we say that φ is numerically more trustworthy than ψ on D if the
effect from machine roundoff for algorithm φ is less than for algorithm ψ .
A more detailed discussion for determining the trustworthiness of algorithms is
found in either [1] or [19]. Slock has proposed a different implementation of the FTF
method that is called the stabilized FTF algorithm (SFTF) [20]. The idea behind it
is to retain the backward consistency, i.e., the relationships existing between (5) and
(6). To this end, he proposed that one computes the recursive update parameters
twice using two expressions that are equivalent but incorporate a different set of
elementary operations. The updated parameter would then be defined as a convex
combination of these two computed values. This algorithm has been demonstrated
to compute usable solutions well after the FTF algorithm has diverged. However, to
date the SFTF has not been analyzed thoroughly to guarantee that for all allowable
inputs it will produce a solution that is no worse than the FTF. If one can show
that the SFTF algorithm will never diverge before the FTF algorithm, then one will
have proven that the SFTF algorithm is numerically more trustworthy than the FTF
algorithm, even if the SFTF can be shown to diverge. To date, however, this has not
been demonstrated and it is of no surprise that among scientists and engineers there
exists a range of differing opinions regarding the robustness of the SFTF algorithm.
9. Conclusions
In signal processing, terminology from many fields has been used to define sta-
bility, involving both exact arithmetic and finite precision arithmetic. This has been
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a source of confusion when considering the usefulness of a solution produced by an
algorithm in finite precision arithmetic. What one needs to show is that:
(1) the algorithm is stable and consistent in exact arithmetic,
(2) the algorithm is arithmetically stable and arithmetically reliable in inexact arith-
metic.
Then small perturbations in the input data will cause only small perturbations
in the output data (solution). For the FTF algorithm, we have applied definitions
presented in another work that make a clear distinction among the sources of the
various errors. We have used these definitions to clarify the situation concerning
what must be shown before any variant of the FTF algorithm can be guaranteed to
produce usable results.
The FTF algorithm is based on a method that contains a potentially unstable
subproblem. The condition for instability involves a change of rank in the under-
lying problem via perturbations introduced by the computer arithmetic. Further, we
have restated in the context of this setting the results from previous analyses which
addressed the loss of backward consistency of the FTF algorithm. Lastly, we have
motivated the need for future work by outlining what must be shown if the SFTF
algorithm is to be considered numerically more trustworthy than its counterpart, the
FTF algorithm.
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