INTRODUCTION
relates to population-level phenomena. There are several compelling reasons to consider disease processes at this population scale:
1. Anthropogenic change in land use, climate and biodiversity has many potentially large public health impacts (Aguirre et al., 2002) . Predicting the future effects of changes to a complex system is difficult. Retrospective studies of the relationship between climate and disease prevalence over space (Greene et al., 2006 ) and over time (Rodó et al., 2002) can aid predictions and inform policy decisions (Kovats and Bouma, 2002) . A major challenge in retrospective studies is to disentangle the extrinsic effects of climate or other environmental drivers from the intrinsic disease dynamics (Koelle and Pascual, 2004) .
2. The effectiveness of medical treatment and vaccination strategies for certain infectious diseases, such as malaria and cholera, is limited by drug resistance, genetic shift, and poor medical infrastructure in affected regions. This leads to an emphasis of controlling the disease by behavioral and environmental interventions. An ability to model the disease dynamics can be used to forecast the from demographic noise (variability due to uncertainty of individual outcomes, such as the number of contacts made with an infected individual) and from environmental noise (such as variability due to weather, or economic events affecting the whole population). To a first approximation, demographic stochasticity has variance linear in population size and environmental stochasticity has variance quadratic in population size, though more subtle distinctions can be made (Engen et al., 1998) . Models must also choose to be mechanistic or phenomenological, really a continuous scale trade-off between incorporating scientific understanding and aiming for a simple description of relationships observed in data (Ellner et al., 1998) . Developing techniques that draw on understanding of population dynamics, while also permitting statistical inference about unknown model parameters and exploration of relevant covariates, is a topic of current research interest (Bjørnstad and Grenfell, 2001 ). Data are often aggregated over time and space, such as weekly or monthly counts per region. This has led to the use of discrete-time models for data analysis. Finkenstädt and Grenfell (2000) and Koelle and Pascual (2004) represent the state of the art for data analysis via discrete-time mechanistic modeling, using a Taylor series to generate a log-linear model with unobserved variables reconstructed via back-fitting. There are several reasons to prefer continuous-time models:
1. For discrete-time models, the sampling frequency affects the models available and the interpretation of the resulting parameters. The underlying continuoustime processes are most naturally modeled in continuous time.
2. Continuous-time modeling facilitates the inclusion of covariates measured at various frequencies.
3. Continuous-time disease models have been studied much more extensively from the mathematical point of view than their discrete-time counterparts (Bailey, 1975; Anderson and May, 1991; Hethcote, 2000; Diekmann and Heesterbeek, 2000) . This focus represents both that continuous-time models more accurately reflect the real properties of the systems and that such models are relatively easy to analyze. Most data analysis, on the other hand, has made use of discrete-time formulations, which can be fitted to discretely-sampled data in a relatively straightforward fashion. However, the dynamics of discrete-time nonlinear systems are frequently at odds with those of their continuous-time analogues (May, 1976; Glass et al., 2003) , a fact which can complicate the interpretation of the parameters of discrete-time models.
Strategies appropriate for fitting continuous time models to discretely observed data include atlas methods (Turchin, 2003) , gradient matching (Ellner et al., 2002) , and approaches based on nonlinear forecasting (Kendall et al., 2005) . Likelihood based analysis (frequentist or Bayesian) has largely been overlooked because finding the likelihood involves the difficult task of integrating out unobserved variables. Bayesian analysis is also attractive, since previous research may be available to provide an informed prior. Bayesian methods have been used for population models (Thomas et al., 2005; Clark and Bjørnstad, 2004) . For this chapter we consider MLE methods, but the computational issue of integrating out unobserved variables arises in a similar way with Bayesian methods.
Evaluation of the likelihood and determination of the conditional distribution of unobserved variables given data are computationally approachable in a broad class of time series models known as state space models (SSMs). SSMs have been proposed as a unifying framework for ecological modeling (Thomas et al., 2005) . Likelihood based inference has been shown to outperform other more ad-hoc statistical model fitting criteria for population models incorporating process noise and observation error (de Valpine and Hastings, 2002) . The linear, Gaussian SSM (Kalman, 1960 ) became fundamental to engineering, for signal processing and control theory (Anderson and Moore, 1979) , and found applications in economics (Harvey, 1989 Monte Carlo (Gordon et al., 1993; Doucet et al., 2001; Arulampalam et al., 2002) and Markov Chain Monte Carlo (Shephard and Pitt, 1997 
The dependence on θ will be written explicitly only when necessary for clarity. In principle, the assumed Markov structure in (8.1) and (8.2) allows the likelihood, f θ (y 1:T ), to be found recursively via the identities Initialize: Let {X F 0,j , j = 1, . . . , J} be a sample draw from f (x 0 ). These J realizations are commonly termed "particles". Each particle will give rise to a trajectory through the state space with distribution f (x t |y 1:t ).
FOR t = 1 to T
• Move particles according to unconditional state process:
marginal distribution f (x t |y 1:t−1 ). {X P t,j } is said to solve the prediction problem at time t.
• Calculate conditional likelihood of new observation:
• Prune particles according likelihood given data:
Generate X F t,j by resampling from {X P t,j } with probability proportional to 
Calculate cumulative sum of normalized weights:
Resample cumulative sum at intervals of 1/J:
. This resampling generates a tree structure, where X Bayesian inference might appear straightforward: simply add θ to the state space.
The initial particles are then drawn from f (x 0 , θ) and the particle filter will then D R A F T February 9, 2007, 2:41pm D R A F T produce a sample from f (θ|y 1:T ). Each particle at time t has exactly the same value of θ as its ancestor at time t − 1, and the prior distribution on θ is updated via the SMC algorithm giving particles with successful values of θ more descendants.
The catch is that the SMC algorithm degenerates when there is no variability in the θ component of the state process after t = 0. Heuristically, the particles in SMC evolve by natural selection according to their plausibility given the data. Particles whose θ component are fixed over time are analogous to natural selection without mutation, which produces only limited scope for evolution. One solution to this is to allow the parameter to vary slowly with time by adding noise (Kitagawa, 1998 and range for the parameters. Select scalars 0 < α < 1, C and N .
FOR n = 1 to N
• Apply SMC (Algorithm 1) with θ included in the state space as a timevarying parameter, evolving as
where the covariance matrix Σ n is defined by
• Calculate updated estimate:
The MLE is estimated asθ = θ • Calculate updated estimate:
Algorithms 3 and 4 are different variations on the same theme of using limiting Bayesian posterior distributions to find maximum likelihood estimates. Both algorithms can be combined, so that one filtering iteration updates estimates of all estimated parameters, including initial value parameters.
MODELING CHOLERA
Cholera is a diarrheal disease endemic to the Ganges delta region (Sack et al., 2004) . Global pandemics have occurred throughout recent history. The current 
Here, population size P t is interpolated from available census data, and is presumed to be accurately known; seasonal transmissibility is modeled as log(β t ) = 
s , the number of cholera mortalities between monthly observation times, the data on observed mortality were modeled
with reporting rate ρ.
The variance component ρ(1 − ρ)C t models demographic stochasticity via binomial sampling variation. Environmental stochasticity is modeled via τ 2 ρ 2 C 2 t , which dominates demographic variability for large C t and is found to be appropriate when fitting (8.7) and (8.8) to data. The dominance of environmental stochasticity has been assumed implicitly in previous analyses of similar data, by modeling additive noise of variance τ 2 in log(ρC t ) (Finkenstädt and Grenfell, 2000; Koelle and Pascual, 2004) .
Demographic variability is non-negligible when C t is small, and can be included in our framework without adding any additional parameters.
Continuous-state population models, such as the model given by (8.7) and (8.8),
are more convenient for data analysis than discrete-state population models. Theoretical results and simulation studies of population models often resort to demographic (Poisson) variability, using the rates in 2. There may be little reason to think that Gaussian white noise is a plausible stochastic driver for the system under investigation. Supplying random coefficients to an ODE or Markov chain adds lower frequency "colored noise."
However, most practical time series models, such as the ARMA framework (Shumway and Stoffer, 2000) , use white noise as the basic building block.
This noise is often modeled as Gaussian, for convenience, and the data may sometimes be transformed to increase the plausibility of this assumption. Solutions to SDEs driven by Gaussian white noise include almost all non-Gaussian continuous time, continuous sample path Markov processes (Øksendal, 1998) .
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Smooth, low frequency noise can be modeled by adding white noise to a derivative of the process of interest.
3. Much discussion has occurred in theoretical modeling literature concerning different possible interpretations of an SDE. The two most popular interpretations are the Itô and Stratonovich solutions (Øksendal, 1998) . The distinction, involving the exact way the SDE is solved as a limit of finite sums, should have little scientific relevance. Meaningful scientific conclusions should not depend on the choice of interpretation of SDE (Ionides et al., 2004) . Numerical solution is most straightforward for the Itô solution, so that is the one adopted here.
Fitting structural models to cholera data
Maximizing a nonconvex function of more than a few variables is seldom routine, especially when the function is evaluated by Monte Carlo methods. Algorithm 3 provides a way to leverage the special structure of an SSM for optimization, but diagnostic checks are necessary before one has confidence in the results. Beyond the standard approach of trying various initial values (θ (1) , θ lo and θ hi ) one should assess the choice of the two variables α and C for Algorithm 3. If α is too small, the rapid decrease in step size in Algorithm 3 may leave the algorithm stranded, unable to reach the maximum. This is analogous to excessively rapid cooling in simulated annealing (Spall, 2003) . If α is too large, insufficient cooling will occur within a reasonable computation time. These issues can be diagnosed by plotting θ (n) against n for several values of α and θ is calculated with a Monte Carlo error. Figure 8 .2 shows a convergence and sliced likelihood plot for a simulation study, presented in Ionides et al. (2006) , using the cholera model in (8.7) and (8.8). The deviation between the MLE and the true parameter value is due to the finite length (50 years) of the simulated dataset. In some generality, the MLE for state space models is consistent and asymptotically normally distributed (Jensen and Petersen, 1999) .
Sliced likelihoods can be used to generate standard errors, since calculating λ(θ + cδ i ) involves finding log fθ +cδ i (y t |y 1:t−1 ). Regressing log fθ +cδ i (y t |y 1:t−1 ) on c
gives an estimate of (∂/∂θ i ) log fθ(y t |y 1 Profile log likelihood (dashed line) using non-parametric regression (Ionides, 2005; Cleveland et al., 1993) . The dotted lines show the construction of an approximate 95% confidence interval, given by observed Fisher information
where the derivatives are evaluated at θ =θ. This leads to a corresponding estimatê
F for the covariance matrix ofθ.
A superior way to find confidence intervals is via a profile likelihood (BarndorffNielsen and Cox, 1994) . If θ is partitioned into two components ζ and η then the profile log likelihood of η is defined (Barndorff-Nielsen and Cox, 1994) by The model in (8.7) and (8.8) was fitted to historical data for Dhaka, Bangladesh (Bouma and Pascual, 2001; Rodó et al., 2002; Koelle and Pascual, 2004) , shown in the transmissibility is seen to decrease too soon to be explained fully by rainfall.
Snow-melt from the Himalayas is one candidate to explain this discrepancy.
Investigating residuals is a routine diagnostic check in time series and regression analysis. The most basic residuals to consider for SSMs are the standardized prediction residuals,
though there are other possibilities Durbin and Koopman, 2001 ). The next step after identifying covariates is to include them in the model. This is not necessarily an easy task -even explaining seasonality can be a challenge (Pascual and Dobson, 2005) . For example, both rainfall and drought can initiate cholera epidemics. The low frequency component of residuals from a time series model fit to cholera data has been found to match various plausible environmental drivers, such as rainfall, river discharge and El Niño indices (Koelle et al., 2005) . Fitting the model of (8.7) and (8.8) results in less than perfectly white residuals (see Figure 8 .5). The residuals nevertheless give evidence of increased cholera infection in Dhaka after the monsoon during El Niño conditions , and this association is not evident from the original time series. How best to include environmental covariates in a mechanistic model is a topic for future investigation. However, the methodology in Section 8.3 both provides a tool to identify covariates and a flexible framework for including them in a mechanistic way.
CONCLUSION
Six key areas requiring further development for time series analysis of population data were identified by Bjørnstad and Grenfell (2001) . They may be summarized techniques have been developed for data assimilation (Evensen and van Leeuwen, 1996; Houtekamer and Mitchell, 2001) , employing an ensemble of numerical solutions of a spatial-temporal model to approximate the conditional distribution given data. Alternatively, spatial-temporal variability can be incorporated through random effect models (Wikle, 2003; Wikle et al., 1998; Berliner et al., 2000) . More progress is necessary before SMC techniques can be routinely applied to spatial-temporal data.
However, SMC provides an effective and flexible tool for partially observed stochastic nonlinear dynamical systems of moderate dimension, allowing freedom to develop models based on scientific principles rather than on methodological constraints.
