There are several natural ways to extend the notion of the order of points on a line to higher dimensions. This article focuses on three of them-combinatorial type, order type, and isotopy class-and surveys work done in recent years on the efficient encoding of order types and on complexity questions relating to all three classifications.
The combinatorial type of a configuration
Let us consider first a configuration of points in the plane: S= {Pi, . . . ,P,}. If we project the points of S onto a directed line, this will induce an ordering on S. But of course we may get a different ordering if we project onto a different line. So let us allow the directed line to rotate continuously, say in a counterclockwise direction. This gives a periodic sequence of permutations, which we call the circular sequence associated to the configuration P,, . . . , P,, [24] .
For the configuration shown in Fig. 1 Notice that the order of the switches 23,45; 25; 135; . . . is precisely the order of the slopes of the corresponding connecting lines: every time L becomes orthogonal to a connecting line, the corresponding indices switch. The circular sequence of permutations a(S) of a configuration S encodes all the geometric properties of S relating to incidence and convexity: the extreme points of S are precisely the ones whose indices occur as initial members of some term of a(S); more generally, the so-called k-sets belonging to S (the subsets of cardinality k cut off by lines) are precisely the initial segments of length k; three points of S are collinear if and only if they reverse order in a single switch; a point of S lies in the convex hull of several other points if and only if the corresponding index is always surrounded by the remaining indices in every term of O(S); and so on. It is easy to see that o(S) satisfies the following two simple combinatorial conditions:
l the move from each term to the next consists of the reversal of one or more nonoverlapping substrings, and l once i and j switch, they never do again before every other pair of indices switches.
It is easy enough to abstract these properties, and we call a cyclic sequence of permutations of {l,..., n} an allowable sequence if it satisfies these two conditions. You might wonder, at this point, whether every allowable sequence comes from a configuration of points in just this way. For simple sequences, in which each move consists of just a simple interchange of two adjacent indices, it was claimed in an article written over a hundred years ago [35] that this was indeed the case. But when we tried to prove it, and could not, we discovered that in fact it was false-there is precisely one simple 5-sequence which (together with the sequences obtained by permuting its labels and combining switches) is unrealizable [18] :
42513~45213'345231~45321*5432143...
It turns out that to realize it one would have to be able to draw the diagram shown in Fig. 2 using straight lines, and it is an amusing exercise to prove that this is in fact impossible.
(More generally, in fact, it turns out that any diagram that consists of an n-gon with a cyclic sequence of pairs of diagonals which would be parallel if the n-gon were regular, and which always meet on the same side going around, cannot be drawn with straight lines, and this fact gives lots of nonrealizable allowable sequences .)
Recall [28] that an arrangement of pseudolines in the plane is a family of topological lines, any two of which meet at exactly one point and cross there; it constitutes a natural topological generalization of a line arrangement. The corresponding phenomenon involving configurations
of points is what we call a generalized configuration; it consists of points connected by pseudolines forming an arrangement, rather than by straight lines. The generalized configuration shown in Fig. 3 , for example, realizes the nonrealizable simple Ssequence above, the order of the switches being determined by the cyclic order in which the pseudolines meet the "line at infinity' ' .
Every allowable sequence, in fact, can be realized by a generalized configuration, and to every generalized configuration corresponds an allowable sequence, just as to an ordinary configuration [24] ; hence generalized configurations can be thought of as the geometric counterparts of allowable sequences. Without going into any detail, let us remark that just as there is a duality that takes you from point configurations to line arrangements, similarly there is a duality Fig. 3. that takes you from generalized configurations to pseudoline arrangements; this and related questions about allowable sequences are explored in the series of papers [18, 19, 17, 21, 24] ; see also [8] . One of the reasons for the invention of allowable sequences (see [20] ) was to permit certain problems in combinatorial geometry to be replaced by purely combinatorial problems, in the hope that they would thereby become more transparent. (Of course, in view of the fact that allowable sequences encode generalized configurations, and not just ordinary ones, the problems would be generalized in the process; but as we all know, that is sometimes just what is needed to find a solution.) Among these was the Erd&-Szekeres conjecture, that any set of 2"-'+ 1 points in general position in the plane contains the vertices of a convex n-gon [15] , the Dirac conjecture that any set of n noncollinear points in the plane contains a point with at least cn connecting lines passing through it [9] , and Scott's problem of finding the minimum number of directions determined by n noncollinear points in the plane
1371.
The first of these problems remains as open today as it was 10 years ago. The second was solved independently by Beck [3] and by Szemeredi and Trotter [39] in 1983, by methods not having anything to do with allowable sequences. But the third was settled by Ungar in a beautiful little paper [40] published in 1982, in which he proved the result of the title by a purely combinatorial argument using allowable sequences; this was exactly the result that Scott had conjectured some years earlier. Another problem which was attacked successfully using allowable sequences was the problem of finding a sharp upper bound on how many sets of cardinality at most k can be cut off by straight lines from a set of n points in general position in the plane. After some weaker results (including one by the authors), Alon and Gyori settled the problem in 1986 by proving that the maximum number of I k-sets among n points in the plane, for k<n/2, is precisely kn [2] .
Other applications of allowable sequences have been used by the authors, to prove the conjecture of Grtinbaum that every arrangement of 8 pseudolines is stretchable, i.e., determines a cell complex isomorphic to one determined by straight lines [19] , and to establish Helly-type theorems for pseudoline arrangements [22] ; by Edelsbrunner and Welzl, to k-sets [13, 43] (for example they are used in [43] to generalize results of both [2] and [ 141 to an asymptotic upper bound on the number of k-sets among n points in the plane, for k ranging over a subset K of (1, . . . . Ln/21}); and by J amison in a sequence of papers inspired by the directions problem (cf. [31] ). See [l l] for still others.
So far, we have dealt only with configurations in the plane. How does the "circular sequence of permutations" of a configuration extend to higher dimensions? If you play around a little with allowable sequences, you soon discover that if you lose the order of the terms, it is not hard to reconstruct it, since in any move from one term to the next only an adjacent pair can be interchanged (at least in the simple case; the corresponding fact is also true in the general case as well). Of course you may accidentally reverse the entire sequence, say from but it is easy to see that this is the only ambiguity. What this means is that (up to reversal) an allowable sequence is determined by just the set of its terms. And if you go back to the numbered configuration giving rise to a sequence, you realize that all you have to do, therefore, is to project the configuration onto a directed line, getting a permutation of the numbers from 1 to n, and take as your combinatorial encoding of the configuration the set of all the permutations you get in this way. This idea goes through with no effort in higher dimensions as well. Take and we suspect there is a lot that can be done with it.
The order type of a configuration
If you know anything about oriented matroids, or chirotopes, it will already be clear to you that combinatorial equivalence is just a refinement of chirotopal equivalence, and that in particular the circular sequence of permutations o(S) of S, or the combinatorial type of S in higher dimensions, determines the oriented matroid on the points of S, or what we call the order type of S. Without going into the definition of an oriented matroid, let us recall simply that the order type of a set S in the plane is determined by the orientations of all (d + 1)-tuples of points of S, and in the plane these can be read off from the circular sequence corresponding to S. (The corresponding fact holds in higher dimensions also.) If you look at the configurations in Fig. 4 , however, you see that it is possible for two configurations to have the same labeled order type, yet not to be combinatorially equivalent in this labeling: the permutation 1234, which arises from S by projection onto line L, cannot come from S' by any projection, yet triples in S have the same orientation as corresponding triples in S'. This coarser classification has been studied much more extensively (see [5, 6, 10, 16, 32] for basic results about oriented matroids, realizable or not, and Section 3 below for some references to the isotopy problem for (realizable) order types), and we will restrict our attention here to questions relating to encoding and to bounds on the number of order types.
For simplicity, let us look at a configuration S = {Pi, . . . , P,} of points in general position in the plane, such as the one in Fig. 5 . How does one efficiently encode its order type, i.e., the orientations of all the triples in S?
If these were points on a line, say in the order P4, P,, P,, Pz, the question we are asking would be: how does one encode the set of all relations Pi < Pj which hold between pairs of points? In that case the answer would be obvious: instead of writing the (;) statements {P, < P2, P, <P,, P, > P4, . . . }, just write the 12 numbers which represent the positions of the points:
(This is of course just the inverse of the permutation 4132 you get by reading the indices of the points from left to right.) This encodes the information represented by the (t) pairs above into space of size IZ.
Well, we noticed that the same thing works in higher dimensions as well: It is convenient to write this information in a matrix, which we call the A-matrix of the configuration S:
I
(Of course the diagonal entries are undefined, and we use the symbol "0" to indicate this.)
Here, for example, how can we reconstruct the order type of the configuration S in Fig. 5 from its A-matrix? From A(1,3) = 1(3,4) = 1(4,.5) = L(5,l) = 0, we can first discover that the extreme points of S, in counterclockwise order, are 1, 3,4, 5. Then, we can find that 2 belongs to the cell adjoining 3 and 4 by reading off the cyclic order of the points around 3 and around 4 from the corresponding rows. Notice that A(i, j) is really the "position" of the directed line ij among the remaining points, in the same sense that for points on a line recording the position of each one gives us their order: there, it tells us how many points are on the positive side of each point, while here it tells us how many points are on the positive side of each line.
So in the plane, we can encode the (t) orientations of triples, which define the order type, in space of size (2) . And in higher dimensions we also save an order of magnitude by using the L-function. It is possible, moreover, to find efficient algorithms for carrying out this process of finding the J.-function, which we call "geometric sorting". See [12] for an optimal O(nd> algorithm for sorting, and [23] for a discussion of comparing two unlabeled configurations to determine whether-in some labeling-they have the same order type.
In that paper on sorting, we ventured the following conjecture:
Conjecture 2.2 [23]. The number of inequivalent configurations of n points in Rd is at least exp(cnd).
The point was that since we could encode the order type of a configuration of n points in dimension d by ndlog n bits (namely the A-function), that meant that there couldn't be more than exp(ndlog n) distinct realizable order types (the socalled information-theoretic upper bound), and we somehow felt that the actual number would turn out to be not too far below this: in the plane, for example, we knew that there were at least exp(cn2) distinct order types of generalized configurations [23] , and we thought that it might be possible to show that most of these were actually realizable.
But it was not until a few years later that we realized that our conjecture was way off the mark.
It turned out that by looking at the problem as a problem in the solution of simultaneous polynomial inequalities, considering the finer question of the number of connected components of configurations (i.e., isotopy classes-see below), bounding these in turn by the Betti number of a certain semi-algebraic set, and using a result of Milnor's on the rank of the cohomology of semi-algebraic sets [33] , we were able to prove the following And it followed as an immediate corollary of Theorem 2.3(a) that the number of combinatorially distinct simplicial polytopes with n vertices in Rd was also bounded by exp(d2(1 + l/d)n log n), since the combinatorial type of a polytope is determined by the order type of its vertices. (Of course not conversely, as you can see by looking at a regular octahedron and perturbing its vertices slightly: you get different order types, without the combinatorial type of the polytope changing.)
Shortly after we got this result, Alon was able to improve the upper bound for order types of configurations and polytopes to exp(d2(1 + O(log log n/log n))n log n) [I] using a different result of Milnor's from the same paper, and to show in fact that it held for all configurations, not just those in general position, and for all polytopes, not just simplicial ones. And soon after that (see [25] ) we were able to improve it again, using a result of Warren's [42] in place of the Milnor result, to the following bound, also valid for all configurations and polytopes:
exp(d2( 1 + 0( 1 /log n))n log n). So the way things stand now, the bounds for the number f (n, d) of order types of arbitrary n-point configurations in R" read as follows:
Hence asymptotically, in the exponent at least, the bounds are now tight.
We have already sketched where the upper bound comes from; here, briefly, is how we get the lower bound:
A simple configuration of n points in Rd determines ($) hyperplanes, and these in turn determine cells, by a formula of Zaslavsky [45] . Now any n-point configuration the point is that different realizations of the same order type may have inequivalent cells: see Fig. 6 .) So we get a lower bound of roughly (n!jd2
on the number of realizable order types, and by Stirling's formula this comes down to exp(d2 + O(l/log n)n log n).
But what this means is that suddenly the A-matrix encoding of order types of configurations does not look so good any more: true, it is an order of magnitude more efficient than the naive encoding, but now there are far fewer than exp(ndlog n) objects to be encoded, only about exp(d2n log n). So the question arises: is there some other way to represent the information in an order type in efficient form? We'll come back to this question at the end.
The isotopy class of a configuration
There is yet another way of classifying point configurations that we would like to touch on here-by isotopy class. Because of the work of Mnev [34] and Vershik [41] , it is now known that this third generalization of the notion of the order of points on a line to higher dimensions, which-like combinatorial equivalence-is also a refinement of order type, but in a different direction, is likewise a strict refinement. But let us go back a bit. For a number of years, this was a tantalizing problem, independently discovered (and independently worked on) by a number of different people. The question was:
Isotopy problem for configurations. If two configurations in general position, As= {Pi, . ..) P,} and T= {Q,, . . . . Qn}, have the same order type, can you move one continuously to the other, maintaining the same order type?
Special cases were known, up to 9 points [36] , or in case the points were all, or nearly all, extreme (which is quite easy, in fact), but the general question remained elusive.
Then about two years ago, White found an explicit example, involving 42 points, of a configuration not in general position which violates the isotopy property [44] .
This was followed a few months later by another example, by Jaggi and Mani, of a general position configuration of 17 points which violates the isotopy property [29] , and the latter was generalized and its construction greatly simplified by Sturmfels and White [38] ; this was the form in which the result appeared in print [30] . Finally, it was discovered a few months later that the problem had already been solved in a more sweeping way in the 1986 thesis of the Soviet mathematician Mnev (see [34] ), who was able to prove that there exist configurations whose order types are realizable by spaces of configurations of the same homotopy type as any given semi-algebraic set; in particular, these configuration spaces may be disconnected.
The proof proceeds by a broad generalization of an ancient idea-doing arithmetic by geometric construction; what Mnev shows, essentially, is that configurations can be found which reflect, in their geometric structure, the systems of polynomial equations and inequalities which define order types. As far as bounds on the number of isotopy classes are concerned, we have already seen, in Section 2, that the way to get an upper bound on the number of order types is precisely via isotopy classes; it is also obvious that any lower bound on order types is automatically one on isotopy classes as well. Hence the number of isotopy classes of n-point configurations in lRd ' is also bounded both above and below by exp(d2( 1 + 0( l/log n))n log n).
Finally, it will be interesting to see whether it turns out that there is any way of telling, by looking at two configurations of the same order type, whether or not they are isotopic, i.e., whether the isotopy classification has any effective geometric description; this seems doubtful, but there is nothing as yet to rule it out.
Chazelle's problem on the encoding of order types
Recall that because realizable order types in the plane constitute only a small proportion of all planar order types (only exp(4n log n + O(n)) out of exp(n210g n), by results mentioned earlier), and I-matrices encode all order types, there should be a more efficient way to carry out the encoding in just the realizable case. Well, the simplest encoding one can imagine, for simple configurations at least, would be to take a "small" representative of each realizable order type and just list the coordinates of its points. This would give 2n numbers, which we can assume rational by a slight perturbation, and by blowing up we can then suppose them to be integers. The problem, of course, is that the integers might have to be large in certain cases. A few years ago Chazelle therefore posed the question [7] : How large would the bit size have to be in such an encoding? One way to make this more precise is to ask: How large a grid do you need so that every planar n-point configuration in general position can be realized on it, up to order type? (If a grid of polynomial size would do, for example, then the coordinate representation would give a good encoding.) Recently Sturmfels and the authors were able to prove, however, that you actually need a do&y-exponential-size grid, in other words that there are configurations, even ones in general position, that are extremely "spread out" in this sense. Here is our result [26] : i.e., there are configurations that have no realization by rational points. But what is surprising is that even if the rigidity is relaxed, by assuming that no 3 points line up, so that it wil/ clearly have a rational and therefore an integral realization, we may still need a grid of doubly-exponential size to do the job.) Let us sketch the two proofs here; for more details, see [26] . For the lower bound, the steps are as follows:
(1) First we inductively construct a rigid configuration with doubly-exponential "spread"
by repeated squaring of the number 2, carried out via geometric construction. (Here, "rigid" means that after the choice of the first 4 points, each subsequent point is determined by intersecting two lines connecting previously chosen points.) (2) We then observe that a certain cross-ratio of points in the resulting configuration is doubly exponential.
(Recall that the cross-ratio of collinear points A, B, C,D is the ratio IABl ICDl /IACI IBDI.) (3) Next, we "scatter" the points of this configuration, by a construction used previously in [38] and suggested by earlier work of Billera and Munson [4] , which replaces each point by four points closely surrounding it, in such a way that every realization of the resulting simple order type surrounds a realization of the original one.
(4) Finally, we check-via a convexity argument-that there are still points in the new configuration with doubly-exponential cross-ratio, and that this implies that when realized on a grid, there must be points with coordinates of doublyexponential size.
For the upper bound:
(1) To begin with, we replace the (y) inequalities If the system of strong inequalities has a solution, so does the system of weak inequalities, by dilatation; and of course the converse is also true. So it is enough to bound a solution of the new system.
(2) We then apply a result of Grigor'ev and Vorobjov [27] which gives a number R depending doubly exponentially on these bounds such that every connected component of the semi-algebraic set defined by our inequalities meets the ball of radius R centered at the origin. In the case at hand, in particular, there is a solution of these inequalities, each point of which has distance at most R = 22c" from the origin, and such that each triple formed by three of these points has area at least 1.
(3) An easy calculation then shows that each point can be surrounded by a disk of radius 1/(2R) within which it can be moved without any crossovers taking place.
(4) Finally, we blow up the whole picture until the size of the disk surrounding each point becomes l/l/z; we still get a doubly-exponential upper bound for the distance from each point to the origin. But then we can find a point with integer coordinates within the disk surrounding each point, and we are done.
Thus the upshot is that encoding the order type of a configuration by choosing an integral representative is definitely not the most efficient way of doing it, and that the L-matrix still gives the most efficient encoding known. Hence the question still remains: can we find an encoding having only O(n log n) bits?
