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Model-Free and Model-Based Active Learning
for Regression
Jack O’Neill, Sarah Jane Delany and Brian MacNamee
Abstract Training machine learning models often requires large labelled datasets,
which can be both expensive and time-consuming to obtain. Active learning aims
to selectively choose which data is labelled in order to minimize the total number
of labels required to train an effective model. This paper compares model-free and
model-based approaches to active learning for regression, finding that model-free
approaches, in addition to being less computationally intensive to implement, are
more effective in improving the performance of linear regressions than model-based
alternatives.
1 Introduction
Machine Learning algorithms are typically used to induce models capable of pre-
dicting one or more features (or target values) of previously unseen data. Model in-
duction usually relies on the availability of a corpus of training data, within which
these target values have been previously labelled. It is well recognized that for some
tasks, this corpus is “very difficult, time-consuming, or expensive to obtain” [1].
Recent years have seen a growing awareness of the cost involved in labelling data
[2, 3]. This has led to an increased interest in active learning [1]; a sub-field of ma-
chine learning which seeks to generate models that perform better with less data by
carefully selecting the data from which the model learns.
In the absence of active learning, an oracle — usually a human domain-expert
— is presented with a large set of unlabelled data, U. The oracle provides labels for
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each unlabelled instance, adding it to the set of labelled data, L, until all data has
been labelled. Active Learning, on the other hand, works towards creating this fully-
labelled dataset incrementally. An initial, or seed batch of data is selected from U
and added to the labelled dataset, L. A selection strategy, or query strategy, is then
employed to choose a small subset — or batch — of data fromU, which is presented
to the oracle for labelling. This batch of data is then labelled and added to L. The
process is repeated until some pre-defined stopping criterion has been reached. If
the goal of the exercise is to create a fully labelled dataset, the oracle may only ever
be presented with a subset of U; a predictive model may then be induced using the
resulting labelled data and used to predict the labels of the remaining instances in
U; saving time and effort on the labelling process.
A key component of the active learning cycle is the query selection strategy. This
selection strategy is a technique employed to select unlabelled data to present to
the oracle for labelling. Selection strategies ascribe some measure of the predicted
utility of each unlabelled instance to the effectiveness of the model to be trained.
This prediction may be made using information derived from the labelled data al-
ready provided, L, or the remainder of the as-yet unlabelled data, U. One approach
to predicting the utility of an unlabelled instance, which we refer to as model-based,
is to generate a model using the currently labelled data, L, and choose unlabelled
instances based on information derived from this model. Five of the six query strat-
egy frameworks, or families, identified by Settles in his literature survey of Active
Learning [1] (uncertainty sampling, Query-by-Committee (QBC), Expected Model
Change (EMC), Expected Error Reduction, and Variance Reduction) are model-
based approaches. The sixth, Density-weighted, as its name suggests, is generally
employed to weight the output of one of the other five frameworks, and is not often
used as a standalone approach. Although effective, model-based approaches incur
the performance overhead of having to repeatedly generate predictive models, thus
increasing the time required to label data. Model-free approaches, on the other hand,
predict the informativeness of candidate instances based solely on the non-label fea-
tures of the datasets U and L. Candidate instances may be selected solely on their
density, or representativeness of the rest of the data, or diversity i.e. how dissimilar
they are from the unlabelled or labelled datasets. This obviates the need for repeated
model induction which we would expect to reduce the computational overhead and
time required for the selection strategy to generate queries.
This study compares the effectiveness of model-based approaches to that of
model-free approaches in the context of dataset labelling using a linear regres-
sion model. The current-state-of-the-art in active learning for regression — rep-
resented by the QBC and EMC algorithms — is evaluated against three model-free
approaches; a purely density-based approach (labelled Density), a purely diversity-
based approach (labelled Diversity) and a mixture of both, realized in the Explo-
ration Guided Active Learning (EGAL) algorithm [4].
Section 2 outlines the challenges involved in applying Active Learning to regres-
sion models, along with the current approaches taken to overcome these challenges.
Section 3 describes the datasets and algorithms used in the evaluation. Section 4
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presents the results of the evaluation while Section 5 discusses these findings and
suggests future directions of research.
2 Related Work
There is an abundance of literature examining the applicability of active learning
to problems of classification [1]. However, the use of active learning for regres-
sion has received considerably less attention [5]. The theoretical capability of active
learning to significantly improve the rate and accuracy of estimating a function in
the presence of noise has been shown by Castro et al. [6]. This study shows that
the learning rate may be increased when learning functions “whose complexity is
highly concentrated in small regions of space” [6] i.e. functions generally better
suited to kernel-based models. This is due to the ability of active learning tech-
niques to quickly isolate interesting regions of the version space using techniques
such as model uncertainty and local variance. Although the study does not find that
active learning could provably significantly outperform passive sampling in learning
a general function without localized complexity, the goal of dataset labelling is not
necessarily to approximate a general function, applicable to unseen data, but rather
to discover that function which best approximates the finite sample of data in the
unlabelled pool. Furthermore, earlier work by Sung and Niyogi [7] showed promis-
ing practical results in applying active learning to estimating polynomial functions
which do not have this property of localized complexity.
Although active learning for classification problems has received more attention
than active learning for regression, a number of active learning selection strategies
initially developed for use in classification have been shown to perform well when
used in regression problems. These approaches, Expected Gradient Length (EGL)
and QBC, fall primarily into the category of model-based selection strategies. These
selections strategies assign an expected utility of each unlabelled instance based on
the output of models generated using the currently labelled data. Another approach,
Transductive Experimental Design, outlined by Yu et al. [8] employs statistical tech-
niques from Optimal Experiment Design to assess the utility of an instance based on
its non-label features. This approach avoids the need to train additional models and
reduces the overhead incurred in employing an active learning selection strategy.
QBC, originally introduced by Seung et al. [9], is an example of an ensemble-
based approach to active learning. QBC trains a committee of models using different
views of the available data; and selects for labelling the unlabelled instance on which
each of the models in this committee most disagree. Burbidge et al. [10] have ex-
plored the application of the QBC algorithm to linear regression models, finding it
to perform favourably against a random baseline.
Expected Gradient Length was proposed for classification problems by Settles
and Craven in 2008 [11], and is a variation on QBC. Like QBC, it builds a committee
of models using samples of the labelled dataset. However, unlike QBC, unlabelled
data is scored on the basis of the disagreement between the aggregated output of
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the committee on the one hand, and the predicted outcome of a model built on the
entire labelled dataset — the output model — on the other. The idea behind EGL is
that those instances which maximise the change in the output model are most likely
to improve the model’s accuracy. Cai et al. [5] have applied EGL (which they also
refer to as Expected Model Change) to regression problems, finding it to outperform
QBC on a number of datasets.
Diversity, or distance from the labelled data, was first proposed as a sole mea-
surement of the usefulness of an unlabelled instance by Baram et al. [12] using their
Kernel Farthest-First (KFF) algorithm. The KFF algorithm is based, as its name
suggests, on farthest-first traversal sequences in kernel space. The KFF algorithm
seeks to label the unlabelled instance which is least similar to (i.e. farthest from)
the currently labelled dataset, with the distance between a point and a set defined as
the minimum distance between that point and any instance belonging to the set. The
KFF algorithm has been shown to outperform a random baseline on a simple XOr
classification problem [12], and has been incorporated in the work of Osugi et al.
[13]; but has received little attention as a stand-alone approach to active learning.
Density, or closeness to the labelled data, was proposed as a selection strategy
when comparing multiple algorithms by Boiy and Moens [14]. Their density-based
selection strategy was implemented as the inverse of the Kernel Farthest-First Diver-
sity algorithm described above — labelling those instances closest to the currently
labelled set. Density-based selection strategies are not generally as effective as the
other approaches described above; the problems with density-based selection strate-
gies have been explained and visualized by MacNamee et al. [15]. Both Density and
Diversity have been implemented in accordance with the approach taken by Hu et
al. [16], using cosine distance as a similarity measure between instances.
Exploration Guided Active Learning (EGAL) was proposed by Hu et al. [4]
as a classifier-independent approach which offers computational advantages over
committee-based alternatives. The EGAL algorithm is a model-free approach to ac-
tive learning based on a combination of density and diversity measures. Unlabelled
data is compared using a similarity measure (cosine similarity was chosen by Hu et
al. [16], but the approach is independent of the particular measure used), and only
those instances which are sufficiently distant from the currently labelled dataset —
the candidate set — are considered for labelling. Within this candidate set, instances
are ranked according to their density within the dataset as a whole, and those in-
stances with the greater density are preferred. EGAL works on the assumption that
the densest instances are most representative of the current data, allowing EGAL
to balance a bias for selecting dissimilar instances for labelling with a resilience to
labelling outliers which are not representative of the data as a whole.
A random selection strategy is a model-free selection strategy which is often
used as a baseline against which to compare proposed active learning approaches
[10, 5, 4]. This approach simply selects unlabelled data at random and makes no
attempt to maximize the utility of the queried labels; making it a suitable simulation
of passive learning.
Many active learning experiments are conducted by allowing the selection strat-
egy to query the label of a single instance for each iteration of the active learning
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loop, which is not always a realistic setting [17]. A lower batch size allows a selec-
tion strategy to make a larger number of queries, each of which is built upon a larger
collection of prior labels. However, this also increases the number of models which
the selection strategy has to generate, and by extension, the time taken to complete
the active learning loop.
While numerous studies have been undertaken aiming to optimize batch con-
struction [18, 19, 20], the impact of increasing batch size on the learning rate of
selection strategies has not been studied in detail.
Although active learning is often used to minimize the number of labelled ex-
amples required to induce effective generalizable models, previous work on active
learning [21, 22] has shown its applicability to dataset labelling, a related, but subtly
different task. In the former, models are induced in order to make predictions about
previously unseen data. When applied to dataset labelling the goals of the induced
model are to “minimise the number of labels that are needed from the human expert
while maintaining the quality of the labels applied by the system” [21]. The result-
ing labelled data may in turn be used to induce a model which would be required to
generalize, but this is not a concern during the labelling phase.
3 Experimental Framework
The aim of this evaluation is to compare the performance of a broad range of active
learning strategies in the context of regression-based tasks. Each of the active learn-
ing selection strategies under consideration was tested on seven separate datasets,
all of which are available from the UCI Machine Learning Repository1, The datasets
used are summarized in Table 1, which lists the number of features and instances of
each dataset following preparatory treatment outlined below.
Datasets were chosen on the basis of their suitability for inducing a regression
model, however, some pre-processing was required on the bike sharing demand
dataset before proceeding. This dataset describes daily demand for an urban bike
sharing service. The instant and dteday features, an ID and date identifier respec-
tively, were dropped as they are both necessarily unique to each instance. The fea-
tures, season, mnth, yr and weekday are more properly categorical features. As lin-
ear regressions are unable to process categorical features, these were expressed us-
ing one-hot encoding. The features casual and registered simply break down the
target feature cnt into number of registered members and number of unregistered
members availing of the bike sharing service. These were removed as they allow
for simple direct computation of the label. A working R script demonstrating the
required processing is available online 2
All other datasets were processed as is. Table 1 gives a brief summary of each
dataset, including the number of features, number of instances and the r squared
1 https://archive.ics.uci.edu/ml/datasets.html
2 link removed for anonymization purposes
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value of the linear regression created by using all of the available data. This value
represents the correlation between the label and the rest of the features for each
dataset.
Table 1 Description of Datasets Used
Dataset Features Instances R Squared
Auto MPG 8 392 0.82
House Prices 14 506 0.74
Treasury 16 1049 1.00
Wine Quality Red 12 1599 0.36
Wine Quality White 12 4898 0.28
Concrete Data 9 1030 0.62
Bike Sharing 34 731 0.84
All of the datasets used were fully labelled. This made it possible to simulate the
labelling process without the need for a human oracle; as labels were hidden from
the system until requested. The experiment proceeded as follows. An initial batch
of 10 instances was randomly selected and added to the labelled set L as seed data.
Execution continued in iterations. At each iteration, both the labelled set, L and
unlabelled set, U, were presented to the Active Learning Selection Strategy, which
generated a query requestingB labels. In order to investigate the impact of the batch
size,B, on the active learning process, the experiment was repeated using a range of
batch sizes between 1 and 50. The labels for each of these instances were revealed
and added to the labelled set. The labelled data was then used to induce a linear
regression model, which provided predicted labels for the remaining unlabelled data
U. The process was then repeated until no unlabelled data remained.
Using the error recorded after each iteration, a learning curve was constructed
plotting the error of the linear regression induced after each batch iteration as a func-
tion of the number of labels in L. Performance is reported both graphically (show-
ing the Root Mean Square Error (RMSE) of all algorithms after each batch has been
processed), and tabularly; condensing the scores across iterations using trapezoidal
integration [23] resulting in an an Area Under the Learning Curve (AULC) score,
representing its overall performance — a lower AULC score indicating a stronger
performance.
The EGAL algorithm requires a similarity measure used to calculate density and
diversity, an α parameter which controls the neighbourhood size for density calcu-
lations, and an ω , or balancing parameter [4] — which controls the relative contri-
bution of density and diversity in instance selection. Following Hu et al.’s recom-
mendation, the standard EGAL algorithm used an α parameter of the mean of the
similarities within the dataset less 0.75 the standard deviation, (µ−0.75σ ), and an
ω parameter of 0.25. These parameters have been shown to be generally optimal in
problems of classification [16]. The cosine distance similarity measure was chosen
for both algorithms due to its simplicity and popularity.
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The Random selection strategy was used as a baseline against which to compare
the other algorithms under scrutiny. In order to obtain a reliable estimate of the per-
formance of the random selection strategy, results were averaged over 10 iterations,
each created using a unique random seed. Variance between each instantiation of
the Random selection strategy was recorded to allow performance graphs to be fit-
ted with error bars, giving a good indication of the range of performances expected
in the absence of an active learning selection strategy.
The QBC and EMC algorithms each rely on measuring disagreement between
various models. Both QBC and EMC were implemented using committee sizes of
5 after prior testing showed this to perform well. In the case of QBC, disagreement
is measured as the sum of the absolute differences between each committee mem-
ber’s predicted output value, and the average predicted output of the committee as
a whole. In the case of EMC, disagreement is measured as the absolute difference
between the current model on the one hand and the average output of the 5-member
committee on the other.
4 Evaluation
Figure 1 shows the learning curve for each algorithm on a selection of datasets using
a batch size of 5. It is immediately clear that the Density algorithm performs poorly,
having a substantially larger AULC than the random baseline. The difference in per-
formance between the rest of the algorithms is less pronounced. However, the Di-
versity algorithm occasionally outperforms the alternatives (auto mpg, wine quality
red) and all algorithms apart from Density appear to perform at least as well as the
random baseline consistently. The strong performance of Diversity on the one hand,
and poor performance of Density on the other, suggest that the EGAL algorithm may
have potential for improvement. A balancing parameter of 0.25 was found by Hu et
al. to be optimal for classification problems [4], these findings suggest that a lower
value, favouring diversity over density may be optimal for regression problems.
Table 2 shows the AULC score achieved by each of the selection strategies on
all datasets, using a batch size of 5. As the absolute AULC scores achieved are
incommensurable between dataests, a Friedman Rank Sum test was performed to
detect statistical difference between algorithms. Table 3 shows these performances
ranked within datasets.
The Diversity algorithm showed the strongest performance on 4 of the 7 datasets.
However, the QBC algorithm achieved the most consistent performance, being
among the top 2 highest performing algorithms on each dataset; suggesting that
the performance of QBC is more reliable regardless of the dataset used.
A Friedman Test for statistically significant difference between algorithms’ per-
formances yields a p value <0.001, indicating that at least one of the active learning
algorithms under consideration has a statistically significant impact on the data la-
belling process. A post-hoc Nemenyi test, shown in Table 4, demonstrates that the
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Fig. 1 Learning Curves on selected datasets at batch size 5
Table 2 AULC for all algorithms, with the lowest AULC shown in bold
Density Diversity EGAL EGL Mean Random QBC
Auto MPG 1138.67 812.95 895.45 863.45 891.62 838.50
Wine Quality Red 940.57 666.75 696.39 687.06 707.53 686.68
Wine Quality White 3072.79 2461.34 2449.73 2385.70 2479.72 2395.43
Treasury 398.19 149.02 172.75 168.20 187.05 166.91
House Prices 10087.72 2241.96 2380.54 2134.53 2681.22 2041.73
Concrete Data 11243.49 6806.26 7145.05 7185.30 7439.98 7096.97
Bike Sharing 607563.72 416858.08 429205.43 411248.85 436794.38 408658.06
Diversity and QBC algorithms are statistically significantly superior to the random
baseline at p <0.05.
Figure 2 shows the total time spent waiting for each selection strategy to issue
label queries. Increased batch sizes are shown to significantly reduce the time taken
for the execution time for each selection strategy. We include these as an indicator of
the time cost of employing each selection strategy. Generally speaking, the slower
the execution time, the more time an oracle spends waiting for queries, and the
greater the actual or opportunity cost of employing active learning [24]. Although
QBC and Diversity have broadly similar execution times, it has been noted that as
the Diversity strategy in no way depends on the actual labels provided by an oracle,
it is possible to pre-compute the label requests prior to beginning the active learning
loop [7]. Implementing the Diversity selection strategy to take advantage of this
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Table 3 Ranked performance for all algorithms, with the lowest rank for each dataset shown in
bold
Density Diversity EGAL EGL Mean Random QBC Total
Auto MPG 6 1 5 3 4 2 21
Wine Quality Red 6 1 4 3 5 2 21
Wine Quality White 6 4 3 1 5 2 21
Treasury 6 1 4 3 5 2 21
House Prices 6 3 4 2 5 1 21
Concrete Data 6 1 3 4 5 2 21
Bike Sharing 6 3 4 2 5 1 21
Total 42 14 27 18 34 12 147
Table 4 Pairwise comparisons using Nemenyi multiple comparison test with q approximation for
unreplicated blocked data
Density Diversity EGAL EGL Random
Diversity 0.00090
EGAL 0.26521 0.42892
EGL 0.00798 0.99287 0.79304
Random 0.86345 0.04896 0.91810 0.19978
QBC 0.00026 0.99975 0.26521 0.95648 0.02076
would eliminate the waiting period between batches, making it a more attractive
option in real-world scenarios.
Although increased batch sizes have a positive effect on the time cost of each
selection strategy, this is balanced by a negative impact on the model’s overall per-
formance. The Diversity and QBC algorithms outperformed the Random baseline
at batch sizes up to and including 10. The relative performance of the selection
strategies decreased dramatically as batch size increased. Figure 3 demonstrates the
impact of increasing batch size on each selection strategies’ AULC. Real world
application making use of active learning will therefore have to strike a balance
between speed of execution and accuracy of predicted labels.
5 Conclusion
In this paper we evaluated a number of active learning approaches for regression, in-
cluding the existing state-of-the-art for classification problems. The QBC selection
strategy, which has been shown to perform well in classification problems, main-
tained a consistent significant improvement over a random baseline in regression
problems. Interestingly, a purely diversity-based approach, which has received lit-
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Fig. 2 Exection time on the bike sharing dataset by batch size
Fig. 3 Selection Strategy performance on selected datasets by batch size
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tle attention in classification problems, was shown to significantly outperform the
baseline.
The choice of batch size was found to be an important factor in determining both
the overall accuracy and execution time of both model-based and model-free se-
lections strategies. A higher batch size reduces execution time but also negatively
impacts selection strategy performance. In the case of model-free selection strate-
gies, the impact of increased execution time can be reduced by generating batch
queries before the active learning loop begins.
The strong performance of the Diversity algorithm suggests that further research
into active learning strategies based solely on integral properties of the dataset shows
promise in developing algorithms which are not only more computationally effi-
cient, but also more accurate than the more popular ensemble-based alternatives. In
particular, the EGAL selection strategy may be improved by adjusting the balancing
parameter to put more emphasis on diversity measures when used in the context of
a regression problem.
While Diversity was shown to perform well in a data labelling task, it remains
to be seen whether models induced using these selection strategies can generalize
well to predicting unseen data. A natural extension of the current study would be to
examine the effectiveness of these approaches within this common scenario.
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