Abstract : Jedlicka, Hernando and McGuire have proved that Gold and Kasami functions are the only power mappings which are APN on infinitely many extensions of F 2 . For p an odd prime, we prove that the only power mappings x → x m such that m ≡ 1 mod p which are PN on infinitely many extensions of of F p are those such that m = 1 + p l , l positive integer. As Jedlicka, Hernando and McGuire, we prove that has an absolutely irreducible factor by using Bézout's Theorem.
Introduction
In [7] and [5] , the authors are interested in integers m such that the function x → x m is almost perfectly nonlinear (APN) on infinitely many extensions of F 2 . Using similar methods, we study here the case of perfectly nonlinear (PN) functions over finite fields of odd characteristic.
Let p be a prime number, n a positive integer, q = p n and F q a finite field with q elements. We recall the following definition : Définition 1.1 We say that the function φ is APN over F q if : ∀a, b ∈ F q , a = 0, |{x ∈ F q , φ(x + a) − φ(x) = b}| ≤ 2 and if, furthermore, there exists a pair (a, b) such that we have equality.
Jedlicka, Hernando and McGuire prove that in the case of characteristic 2, the only integers m such that x → x m is APN on infinitely many extensions of F 2 are m = 2 k + 1 (Gold) and m = 4 k − 2 k + 1 (Kasami). They use the fact that a function x → x m is APN over F 2 n if and only if the rational points in F 2 n of (x + 1) m + x m + (y + 1) m + y m = 0 are points such that x = y or x = y + 1. This can happen only if has no absolutely irreducible factor over F 2 .
In characteristic 2, if φ(x + a) + φ(x) = b then φ(x + a + a) + φ(x + a) = b.
So, there is no PN function (see definition below). Furthermore, to prove that φ is APN, it is sufficient to prove that ∀a, b ∈ F q , a = 0, |{x ∈ F q , φ(x + a) − φ(x) = b}| ≤ 2.
On the contrary, in odd characteristic, we do not know the relationship between the two solutions of φ(x+a)−φ(x) = b (if there exist two). So, it seems to be difficult to adapt this method to APN functions in odd characteristic. Nevertheless, we can try on PN functions : Définition 1.2 If q is odd, a function φ is PN over F q if for all b ∈ F q and all a ∈ F * q |{x ∈ F q , φ(x + a) − φ(x) = b}| = 1.
Equivalently, a function φ is PN over F q if for all a ∈ F * q , the only rational points in F q of φ(x + a) − φ(x) − φ(y + a) + φ(y) = 0 are points such that x = y.
From now, φ : x → x m , m ≥ 3. We only have to consider the case where a = 1 in the definition above (see [3] ).
Remark 1.3
If m is odd then, 0 and 1 are solutions of (x + 1)
The only known PN power mappings are the following :
where p = 3 and l is an odd integer such that gcd(l, n) = 1 [1] .
We can assume that m ≡ 0 mod p. Indeed, if x → x m is PN over F q and m ≡ 0 mod p then x → x m p is also PN over F q .
Proposition 1.5
If h has an absolutely irreducible factor over F p then x → x m is not PN on F p n for n sufficiently large.
Proof : Assume that h has an absolutely irreducible factor over F p , denoted by
So, we get that for all x ∈ F p n , −m(x + 1) m−1 + mx m−1 = 0 which is impossible since m ≡ 0 mod p. Let s be the degree of Q. Since Q = c(x − y), Q(x, x) is not the null polynomial. So there are at most s rational points of Q such that x = y.
On the other hand, if we denote by P the number of affine rational points of Q on F p n , we have (see [8, p. 331] ):
Hence, for n sufficiently large, Q has a rational point in F p n such that x = y and x → x m is not PN over F p n .
✷
From now, we are interested in the case where m ≡ 1 mod p. We denote by l the greatest integer such that p l divides m − 1 and we set
By Proposition 1.4, the only known functions x → x m such that m ≡ 1 mod p which are PN on infinitely many extensions of F p are those such that m = 1+p l . We want to prove that there does not exist any other. 
After reading the manuscript of this paper, McGuire informed me that the result in this paper has already been proved by Hernando and himself and also by R. Coulter. But as far as I know, it has never been published. Now, we only have to prove Theorem 1.6. The method of Jedlicka, Hernando and McGuire is, using Bézout's Theorem, to prove that h has an absolutely irreducible factor over F p because it has not enough singular points. In Part 2, we study singular points of h and their multiplicity. In Part 3, we bound the intersection number (see [4] for definition) I t (u, v) where t is a singular point of h and u, v are such that h = uv. In part 4, we prove Theorem 1.6. Finally, we consider briefly the case where d ≡ 1 mod p.
2 Singularities of h Proposition 2.1 The singular points of h are described in Table 1 .
The proof of this theorem follows from Lemmas 2.2 to 3.12 and their corollaries. 
Singular points at infinity
We denote by f (respectively h) the homogenized form of f (respectively h). We denote by f (respectively h) the dehomogenized form of f (respectively h) relative to y.
At infinity (z = 0), F x (x, y, 0) = F y (x, y, 0) = 0 and . If y 0 = 0 then x 0 = 0; so y 0 = 0 and we have to study the solutions of
Equation (1) Now, we want to find the multiplicity of these singularities : 
This term vanishes (which means that (x
We have just proved the following lemma :
The point (ω : 1 : 0) is a singular point of h with multiplicity
Furthermore, h has m−1 p l singular points at infinity.
Affine singular points
We have :
3 Affine singular points of f are points satisfying
From Lemma 2.3, we get that
There are at most m−1 p l − 1 solutions to the second equation of (2) . Let x 0 be one of these solutions, we want to know the number of y 0 such that (x 0 , y 0 ) is a singular point of f .
Then,
where * indicates that this sum runs over all possible b-uples except (m 1 , . . . , m b ).
We multiply by y
and we set α = y
The degree of this polynomial in y 0 is
Lemma 2.4 The number of affine singularities of h is at most :
Now, we study the multiplicity of affine singularities :
is a singularity of multiplicity at least p l . Consider the terms of degree p l + 1 : 
Hence, affine singularities have multiplicity at most p l + 1. Then we look at terms of degree p l :
However,
We can do the same for y 0 .
Lemma 2.5 There are at most :
affine singularities of h such that x 0 = y 0 et x 0 , y 0 ∈ F * p l . They have multiplicity p l + 1 (for h and f );
of h such that x 0 = y 0 and x 0 or y 0 ∈ F * p l . They have multiplicity p l (for h and f ).
Singularities at infinity
Let t = (ω : 1 : 0) a singular point of h at infinity (ω m−1 p l = 1). We write h(x + ω, z) = H mt + H mt+1 + . . . where m t is the multiplicity of t and H i is the homogeneous polynomial composed of the terms of degree i of h(x + ω, z). Then,
where R is a polynomial of degree greater than m t + 1
So, 
Proof : If t = (1 : 1 : 0) then its multiplicity is p l − 1. By Lemma 3.2,
and all its factors are different. So I t (u, v) = m t (u)m t (v). We get the result since
Proof : The multiplicity of t is p l . By Lemma 3.2,
So all factors of H p l are simple and I t (u, v) = m t (u)m t (v). We get the result since m t (u) + m t (v) = p l . 
Proof : The multiplicity of t is p l − 1. By Lemma 3.2,
and
Affine singularities
We write h(x + x 0 , y + y 0 ) = H mt + H mt+1 + . . . where m t is the multiplicity of t and H i is the homogeneous polynomial composed of the terms of degree i of h(x + x 0 , y + y 0 ).
Let t = (x 0 , y 0 ) be an affine singular point of h with multiplicity m t such that x 0 = y 0 . Then
So, F mt+2 = (x − y)H mt+1 and F mt+1 = (x − y)H mt . Furthermore, for some a, F mt+1 = a(x mt+1 − y mt+1 ) (see proof of Lemma 2.5).
Lemma 3.6 If t = (x 0 , y 0 ) is an affine singular point of h with multiplicity m t such that x 0 = y 0 , then F mt+2 = (x − y)H mt+1 and F mt+1 = (x − y)H mt . Furthermore, tangent lines to h at t are factors of
Proof : The multiplicity of t is p l . The factors of
x−y are all distinct. So, by Lemma 3.6, tangent lines to u or v are all distinct and I t (u, v) = m t (u)m t (v). Since m t (u) + m t (v) = p l , we get the result. Proof : The multiplicity of t is p l − 1. By Lemma 3.6,
Hence, gcd(H p l −1 , H p l ) = 1. By Lemma 3.1, I t (u, v) = 0.
✷
where R ′ is a polynomial of degree greater than m t + 1.
Lemma 3.9 If t = (x 0 , y 0 ) is an affine singular point of h with multiplicity m t such that x 0 = y 0 then
Corollary 3.10 If t = (x 0 , y 0 ) is an affine singular point of h such that x 0 = y 0 ,
Proof : The multiplicity of t is p l + 1. By Lemma 3.9,
Hence, all factors of H mt are simple and then I t (u, v) = m t (u)m t (v). Since m t (u) + m t (v) = p l + 1, we get the result.
Corollary 3.11 If t = (x 0 , y 0 ) is an affine singular point of h such that x 0 = y 0 and x 0 ∈ F * p l and y 0 ∈ F * p l or x 0 ∈ F * p l and y 0 ∈ F * p l then
Proof : The multiplicity of t is p l . Then
✷ Let t = (x 0 , y 0 ) be an affine singular point of h such that x 0 = y 0 and x 0 , y 0 ∈ F p l ; t has multiplicity p l . We have
where
; since x 0 , y 0 ∈ F * p l , c 1 = 0 and c 2 = 0. By Lemma 3.9,
so, H p l has only one factor and gcd( 
.
Equivalently, if I tot is any upper bound on the global intersection number
of u and v for all factorizations of h into two factors over the algebraic closure of F p , then
Proof : We write h = e 1 . . . e r , where each e i is irreducible over F p , but not absolutely irreducible. Then each e i factors into c i ≥ 2 factors on an algebraic closure of F p and its factors are all of degree
. Now, we factor each e i into two factors u i and v i such that deg(
Let I tot be an upper bound on the global intersection number of u and v for all factorizations of h into two factors over the algebraic closure of F p . Then by Bezout's theorem,
The following lemma is proved in [5] for p = 2 but it is the exact same proof for p = 2.
Lemma 4.2 Let h k , 1 ≤ k ≤ r, the irreducible factors of h over F p and for all 1 ≤ k ≤ r, we write h k = h k,1 . . . h k,c k the factorization of h k into c k absolutely irreducible factors. Then
where Sing(F ) is the set of singular points of F .
2.
1≤i<j≤c k
The following theorems prove Theorem 1.6. From now, we assume m = 1+p l . However,
So, by Lemma 4.2,
On the other hand, by Bezout's Theorem,
Hence,
Then, by Lemma 4.2,
However, k ≥ 2 (m = 1 + p l ) and k ≤
which is a contradiction. and x 0 = y 0 . They have multiplicity 2. There is no singularity at infinity.
Using the same kind of idea that in the proof of Theorem 4.5, we get that if h has no absolutely irreducible factor then
where N is the number of affine singularities.
Unfortunately, we cannot eliminate any m with this method. However, we have the following result : Proposition 5.2 If gcd(m − 1, p − 1) > 1 then h has an absolutely irreducible factor.
Proof : We write h = ag 1 . . . g r where g i are monic in x and absolutely irreducible on an extension E of F p . Let h i be the homogeneous polynomial of highest degree in g i . Then Then h = σ(h) = aσ(g 1 ) . . . σ(g r ). By unicity of factorization, for all 1 ≤ i ≤ r, there exists 1 ≤ j ≤ r such that σ(g i ) = g j and consequently σ(h i ) = h j . However, since gcd(m − 1, p − 1) > 1, there exists a (m − 1)th root of unity ζ 0 = 1 such that ζ 0 ∈ F p . So σ(x − ζ 0 y) = x − ζ 0 y. Assume for example that x − ζ 0 y divides h 1 , then since x − ζ 0 y divides only one of the h i , σ(h 1 ) = h 1 . Finally, σ(g 1 ) = g 1 which means that g 1 ∈ F p [x, y] and h as an absolutely irreducible factor over F p .
✷
