We prove the first non-trivial communication complexity 
Introduction
The edit distance (aka Levenshtein distance) between two strings is the number of insertions, deletions, and substitutions needed to transform one string into the other. This distance is of key importance in several fields such as computational biology and text processing, and consequently computational problems * Part of this work was done while the author was visiting IBM Almaden.
involving the edit distance were studied quite extensively. The most basic problem is that of computing the edit distance between two strings of length d over alphabet Σ. The fastest algorithm known for the case of constant-size alphabet remains the algorithm of Masek and Paterson [20] from 1980, that runs in time O(d 2 / log d). Unfortunately, such near-quadratic time is prohibitive when working on large datasets, which is a common case in areas such as computational biology, and a possible approach is to trade accuracy for speed and employ faster algorithms that compute the edit distance approximately (possibly as a preliminary filtering step). Currently, the best quasi-linear time algorithm, due to Batu, Ergün, and Sahinalp [6] , achieves d 1/3+o(1) approximation.
Another major algorithmic challenge is to design a scheme for Nearest Neighbor Search (NNS) under the edit distance. In this problem, we wish to design a data structure that preprocesses a dataset of n strings of length d each, so that when a query string is given, the query's nearest neighbor (i.e., a dataset string with the smallest edit distance to the query string) can be reported quickly. However, no efficient solutions for this problem are known, even if one is content with a small approximation. All known algorithms with fast query time (polynomial in d and log n) either require large space or have large approximation -Indyk [14] achieves constant approximation using n that is polynomial in d and in n 1/ 2 . Empirically, edit distance appears to be more difficult than Hamming distance, and the reason is quite clear -insertions and deletions cause portions of the string to move and create an alignment problem -but there is no rigorous evidence that supports this intuition. In particular, we are not aware of a computational model in which the complexity of edit distance is provably larger than that of Hamming distance.
We give the first rigorous evidence for the computational hardness of the edit distance. In fact, we show a computational model in which the complexity of estimating edit distance is significantly larger than that of Hamming distance, and this is the first setting for such a separation. Our results hold for two important metrics:
1. standard edit metric, i.e. edit distance on {0, 1} d ; 2. the Ulam metric, which is the edit distance on permutations of length d. Here and throughout, a permutation is a string consisting of distinct characters. Our results immediately imply lower bounds for sketching algorithms and nonembeddability statements, areas that received a lot of attention; we will discuss these implications in more detail after stating our main results.
Main Results
Our main result is stated in terms of communication complexity of the distance threshold estimation problem (DTEP) and holds for both edit metric over Σ = {0, 1}, and for the Ulam metric. In DTEP [26] , for a threshold R and an approximation α fixed as parameters, we are given inputs x, y and we want to decide whether ed(x, y) > R or ed(x, y) ≤ R/α.
In the communication protocols setting, Alice and Bob, who have access to a common source of randomness, receive strings x and y respectively as their inputs, and their goal is to solve DTEP by exchanging messages. The communication complexity of the protocol is then defined as the minimum number of bits Alice and Bob need to exchange, to succeed with probability at least 2/3. When x, y come from the standard edit metric, we denote the communication complexity by CC
{0,1}
α,R . Similarly, when x, y come from the Ulam metric, we denote the communication complexity by CC Ulam α,R . Our main theorem provides a lower bound on the latter, exhibiting a trade-off between communication and approximation. 
We extend this result from the Ulam metric to the standard edit metric by reducing the latter to the former. The key idea, which may be of independent interest, is that substituting every alphabet symbol with an independent random bit preserves the edit distance, up to a constant factor (with high probability), as stated in the following theorem. Theorem 1.2. Let P, Q ∈ Σ d be two permutations, and let π : Σ → {0, 1} be a random function. Then
Using the last two theorems, we obtain the following.
The only lower bounds known previously for CC
{0,1} α,R
and CC
are obtained by a straightforward reduction from the same problem on Hamming metric. These bounds assert that the communication complexity for α = 1 + is Ω(1/ ), and in the case of sketching protocols Ω(1/ 2 ) [27] , and both are clearly uninformative for (say) α ≥ 2. See also [25] for other related results.
Comparison with Hamming distance. The next proposition, proved (implicitly) by Kushilevitz, Ostrovsky, and Rabani [19] , upper bounds the communication complexity of DTEP over the Hamming metric. Let H(x, y) be the Hamming distance between x and y.
Then there exists a communication protocol (in fact, a sketching algorithm) that given inputs
Observe that for a constant approximation factor α (namely, independent of d), the complexity of the Hamming metric is O (1) , while that of edit metric is Ω(log log d). It thus follows that edit distance is indeed provably harder to compute than Hamming, for communication protocols.
Implications and Related Work
Two promising approaches to designing algorithms for the edit metrics are via metric embeddings and via sketching, and our results preclude good approximation algorithms obtained via either of these approaches.
Embedding of edit distance into normed metrics. A current line of attack on edit distance is by embedding it into a computationally easier metric, for which efficient algorithms are known. An embedding is a mapping f from the strings into, say, 1 metric, such that for all strings x, y,
and D ≥ 1 is called the embedding's distortion (approximation factor). An embedding with low distortion would have major consequences since it allows porting a host of existing algorithms for 1 metric to the case of edit distance. For example, an (efficiently computable) embedding with distortion D gives an efficient nearest neighbor data structure for approximation (say) 2D, by applying the embedding and reverting to [15, 19] .
Naturally, researchers were keen to find the least distortion for an embedding into 1 -the problem is cited in Matoušek's list of open problems [21] , as well as in Indyk's survey [13] . Table 1 .2 summarizes the previously known upper and lower bounds, as well as the implications of our theorems. The reader may find more background, including on some variations of the edit distance, in [24] .
It is readily seen from the table that the only previous super-constant distortion lower bound is Ω(log d) for embedding of edit distance into 1 , due to Krauthgamer and Rabani [18] , building on a technique of Khot and Naor [17] . Although an important lower bound, one can potentially overcome such a lower bound by, say, embedding edit distance into a richer space, such as ( 2 ) 2 , the square of 2 , with a possibly smaller distortion -the major implications of an embedding into ( 2 ) 2 are precisely the same as when embedding into 1 . Unfortunately, on this front, much weaker lower bounds are known -the previous lower bound is only 3/2 [1] . To further stress how little is known, we note that one can consider even richer metrics, such as any fixed power of 2 (essentially equivalent to embedding a fixed root of edit distance into 2 ), which also has an efficient nearest neighbor data structure. For sufficiently high (but fixed) power of 2 , the 3/2 bound of [1] For the Ulam metric, this distortion lower bound is near-optimal, since the metric embeds into 1 with O(log d) distortion [8] . The previous distortion lower bound was 4/3 [9] .
Sketching of edit distance. The sketch of a string x is a (randomized) mapping of x into a short "fingerprint" sk(x), such that sketches of two strings, sk(x) and sk(y), are sufficient to distinguish between the case where x, y are at edit distance ed(x, y) ≤ R/α, and the case where ed(x, y) > R, for approximation factor α > 1 and parameter R > 1. The main parameter of a sketching algorithm is its sketch size, the length of sk(x).
The sketching model can also be described as a simultaneous communication protocol, as follows. Alice receives x and computes sk(x), Bob receives y and computes sk(y), and then they send their computed values to a "referee", who needs to decide whether x, y are close or far based only on the sketches. By letting either Alice or Bob play the role of the referee in this simultaneous protocol, one easily sees that the sketch size required by a sketching algorithm is always no smaller than the number of communication bits required by a (general) protocol. The following corollary thus follows immediately from our preceding communication lower bounds. Sketching with constant sketch size can be viewed as a generalization of the "embeddings approach" presented above, by using Proposition 1.4, albeit with a small constant factor loss in the approximation factor. An important observation is that this more general approach suffices for the purpose of designing an NNS scheme with efficient query time (assuming that computing the sketch can be done efficiently) and in polynomial space.
1 Indeed, the nearest neighbor data structure for Hamming metric of [19] could be viewed as an instantiation of the last step. In addition, sketching can be useful for the original goal of quickly computing the distance.
The sketching model is also important as a basic computational notion for massive data sets, and in recent years, an intensive research effort has led to many sketching algorithms for DTEP over different metrics. Prior to our work, there were essentially three metrics for which a sketch size lower bound is known: for 1 [27] (equivalently, for p , p ∈ (1, 2]), for ∞ [26, 4] (implying lower bounds for p , p > 2), and for the Earth-mover distance over {0, 1}
d [2] .
Sketching of edit distance was studied in [5, 3, 23, 8] , but the only lower bound known for sketching of edit distance is trivial in the sense that it follows immediately from Hamming distance (by a straightforward reduction). This lower bound on the sketch size is Ω(1/ 2 ) for approximation α = 1 + [27] , which becomes uninformative for even a 2-approximation. In fact, Bar-Yossef et al. [3] write that "The state of affairs indicates that proving sketching lower bounds for edit distance may be quite hard."
1 In particular, one can first amplify the sketching's probability of success to 1 − n −Ω (1) , where n is the number of points in the dataset, using sketch size O(log n). Then, the data structure pre-indexes all possible sketches in the amplified protocol, using only 2 O(log n) = n O(1) space. For each possible value of the amplified sketch, data structure stores the answer that the sketching referee would conclude from the sketches of the query and each dataset point. Note that, in fact, s-sized sketch imply n O(s) -size NN data structure.
Our Techniques
Our proof of Theorem 1.1 consists of three steps. Generally speaking, we design two input distributions: µ 0 over "far" pairs (x, y) (i.e. ed(x, y) > R), andμ 1 over "close" pairs (i.e. ed(x, y) ≤ R/α). The goal then becomes to show that these distributions are indistinguishable by protocols with low communication complexity. By Yao's minimax principle, it suffices to consider deterministic protocols.
The first step reduces the problem to proving that the two distributionsμ 0 ,μ 1 In the third step, we complete the description of µ 0 , µ 1 by detailing the construction of D 0 , D 1 , and give an upper bound the λ-test distinguishability ∆ λ for these distributions. In a simplified view, each distribution D t is generated by a block rotation operation, namely, choosing a random block of length L and applying to it t L cyclic shifts. The difference between the two distributions is in the magnitude of the rotation (namely, t ).
Our use of Fourier analysis is elementary, and does not involve the KKL theorem [16] or Bourgain's noise sensitivity theorem [7] , which were used in the previous non-embeddability results for edit distance [17, 18] . We also note that our hard distribution is notably different from the distributions of [18] or [17] , which do admit efficient communication protocols.
To prove Theorem 1.2, we give a new characterization of the Ulam distance between two strings. In particular, building on the work of [12, 25] , we prove that if two strings (permutations) P, Q are at distance k = ed(P, Q), then there exist Θ(k) pairs of characters in P , all characters at distinct positions, such that for each pair (a, b), their order in P is opposite to that in Q (if they appear in Q at all). Once we have this characterization, a careful counting of the number of the possible alignments between P and Q finishes the proof of the theorem.
Organization. The proof of Theorem 1.1 appears in Section 3. Due to space constraints, for some lemmas we give only proof sketches. The proof of Theorem 1.2 is deferred to the full version of the paper.
Preliminaries
We
Definition 2.1. For matrix
A ∈ M n,n (R) and p ∈ [1, ∞], the p-norm of A is defined by A p = max{ Av p : v ∈ C n , v p = 1}.
Fourier Analysis over Z d p
We review basic Fourier Analysis over
The collection of functions f : 
We let N ρ stand for a random noise vector over in Z d p , namely, a vector where each coordinate is set independently at random as follows: with probability ρ it is set to zero, and with probability 1 − ρ it is set to a random value from Z p .
The noise operator T ρ (also called Bonami-Beckner operator) operates on functions f : Z 
Fact 2.2. For every vector
Note that, for p = 2, i.e. Fourier expansion over
Edit metric and Ulam metric
Let Σ be the alphabet; we mostly consider Σ = {0, We will also use the following operation on strings.
Definition 2.4 (Rotation operations). Fix d > 1 and an alphabet
Σ. For s, L ∈ [d], define the right rotation operation − → R s,L : Σ d → Σ d
as follows. When applied to a string x, it takes the substring of x of length L starting at position s (with wrap-around) and performs on it a cyclic shift to the right (by 1 position); the rest of x remains unchanged. A left rotation
L is called the length of the rotation operation.
For example, − → R j,2 swaps positions j and j + 1 in
i is a rotation of the same block but by i positions to the right. Note that a rotation operation can be simulated by at most two deletions and two insertions (and only one of each when the rotation block does not wrap-around).
Proof of the Main Theorem
In this section we prove Theorem 1.1. Fix the values of d and R, and let us use the alphabet Σ = Z p for p being the smallest prime greater than d 3 . For the rest of this section, defineμ (our hard distribution) as µ =μ 0 +μ1 2 , whereμ 0 will be a distribution over far pairs of points (x, y) andμ 1 will be a distribution over close pairs (x, y), i.e., ed(x, y) > R and ed(x, y) ≤ R/α, respectively.
We will follow the steps outlined in Section 1.3, and eventually put all the pieces together in Section 3.5. It is worth noting that the definition of the hard distributionμ is quite technical, and that we will mention (and use) a few simple properties of it even before specifying it in full detail in Section 3.3.
Reduction to Boolean Functions
Our first lemma says that if there is an efficient communication protocol, then there are boolean functions with a non-negligible advantage in distinguishing the distributionμ 0 fromμ 1 . This lemma is based on the ideas from [2] , although the current proof is simpler than in [2] .
Proof sketch. The main idea is to reduce the communication to a simultaneous (i.e. sketching) protocol where Alice and Bob each send a sketch of one bit only, and the referee performs an equality test on these two bits. Then, using Yao's minimax principle, we easily obtain two deterministic boolean functions H A and H B that complete the proof.
To accomplish the reduction, assume an l-bit protocol and construct a one-bit sketching protocol as follows: Alice and Bob guess the entire transcript of length l using public coins (the guess is independent of the actual inputs). Each of them then checks whether the guessed transcript describes the messages they would send using the assumed l-bit protocol, using the guessed transcript to simulate the other party's messages. If the transcript turns out to be incompatible, they send a bit chosen independently at random. Otherwise, Alice always outputs 1, and Bob outputs the outcome of the guessed transcript. Observe that if the guessed transcript is not correct, then at least one of the two bits output by Alice and Bob is completely random. Thus, for inputs fromμ 1 , Alice and Bob's bits are equal with probability at least 2
, and for inputs fromμ 0 , that probability is at most 2 
From Boolean Functions to λ-Tests
Next we provide a method to lower bound the advantage achieved by the boolean functions H A , H B , by relating it to a certain statistical property of the hard distributionμ. The lemma below will use the general structure of the hard distributionμ =μ 0+μ1 2 , which we describe next. For each t ∈ {0, 1}, the distributioñ µ t will be formed via a small modification of another distribution µ t , which has a structure that is easier for analysis. We analyze below (in Lemma 3.4) the distributions µ 0 and µ 1 , but eventually the total variation distance betweenμ t and µ t for each t will be shown to be extremely small, and the lemma will immediately extend toμ 0 ,μ 1 as well.
The distribution µ t consists of pairs (x, y) chosen as follows: x ∈ Z d p is chosen uniformly at random, and y is constructed from x in two steps. In the first step, let z x + N ρ , where N ρ is random noise of some rate ρ ∈ (0, 1) (that does not depend on t). In the second step, y is obtained from z by permuting the coordinates of z according to a distribution D t over permutations. Formally, D t is a distribution over permutation operations, where a permutation operation is a function π : Z (xπ (1) , . . . xπ (d) ). We will require that D t is symmetric in the sense that every two permutation operations π and π −1 are equi-probable (in it).
We next quantify the "difference" between the dis- 
Definition 3.2. The λ-test distinguishability of
D 0 , D 1 , denoted ∆ λ ,
is the maximum, over all λ-tests u, of the total variation distance between the distributions
A (0,λ) u and A (1,λ) u . Fact 3.3. ∆ λ = A (0,λ) − A (1,λ) ∞ /2.Pr µ0 [H A (x) = H B (y)]−Pr µ1 [H A (x) = H B (y)] ≤ max λ∈[d] ∆ λ ρ λ .
Proof. For t ∈ {0, 1}, define C (t)
E µt H A (x)H B (y) to be the correlation between the two boolean functions.
2 .
We will show that
For this purpose, it is more convenient to express each C (t) in terms of the Fourier coefficients of H A and H B . Recall that µ t is generated by picking a random x, and constructing y from x using a random noise N ρ and a random permutation drawn from D t , namely, y = π(x + N ρ ), where π ∈ D t . Let µ t |x denote the distribution µ t conditioned on the value of x. Thus,
, we can switch to the Fourier basis by applying Parseval's equality, and get
where (H A ) u and (f (t) ) u are the Fourier coefficients of H A and f (t) respectively. The next proposition, which we shall prove shortly, expresses the level λ 
Proposition 3.5. For all λ ∈ [d] and H
This proposition naturally leads us to break each C (t) into the terms corresponding to each Fourier level λ. Define the λ th -correlation to be
Then,
. We can now bound each C 
We will prove the proposition shortly by a straightforward calculation. Given this proposition, we have
thereby proving Lemma 3.4.
It remains to prove Propositions 3.5 and 3.6.
Proof of Proposition 3.5. Define a new function g
, and thus (
Similarly to the operator T ρ , we define the operator
we proceed to analyze how the operator O t works on the Fourier coefficients of a function H B .
Fact 3.7. For a permutation operation π, define P π to be an operator on functions ψ :
Now, the operator O t defined earlier is simply a convex combination of several P π , where π is drawn from D t . Thus, with the above fact, for every
Consequently, the vector of level λ Fourier coefficients of g (t) can be written as a product of the matrix A (t,λ) and the vector of the (same) level λ Fourier coefficients of H B , which proves Proposition 3.5.
We will need the following fact for the proof of Proposition 3.6. 
where we used (3), Cauchy-Schwarz, Proposition 3.5, Definition 2.1, Fact 3.8, and Fact 3.3, respectively.
The Hard Distribution
Our hard distribution construction follows the general outline given in Section 3.2. In particular, we first define the intermediary distributions µ 0 and µ 1 , for which we need to specify the value of ρ and the distributions D 0 , D 1 over permutation operators. The description of the latter will form the bulk of the construction. Also, we will describe how to finally constructμ t from µ t , for each t ∈ {0, 1}. 
For each t ∈ {0, 1}, we define the distribution µ t over (x, y) such that ed(x, y) is likely to be Θ( t R), as follows. Choose
p is a random noise of rate ρ 1 − 1 R/d. To obtain y, we apply a number of random rotation operations to z, each picked independently from a specific distribution. We use the following notation: Finally, we need to constructμ t for t ∈ {0, 1}. We note that we cannot setμ t to be exactly µ t because the latter may sometime generate pairs (x, y) that are not far or close, respectively. We thus defineμ 0 to be the distribution µ 0 restricted to (i.e. conditioned on) pairs (x, y) with that ed(x, y) > R, and similarlyμ 1 is the distribution µ 1 restricted to pairs with ed(x, y) ≤ R/α. As we will see, the resulting distributions are very close to µ 0 , µ 1 , respectively. The total variation distance betweenμ 0 and µ 0 is at most Pr µ0 [ed(x, y) 
−Ω (1) and
−Ω (1) . Hence, for every t ∈ {0, 1}, the total variation distance betweenμ t and µ t is at most d
−Ω (1) .
The proof of this lemma relies on a claim that each individual rotation induces an expected distance of t L, and that over several rotation operations (and similarly for the noise) the resulting distance has a high concentration around its expectation. Full details are deferred to the full version.
λ-Test Indistinguishability
Having constructed the hard distribution, we now wish to apply to it Lemma 3.4, and we thus need to prove an upper bound on ∆ λ , the λ-test distinguisha-
Proof sketch. Fix a λ-test u and let δ λ be the total variation distance between the distributions r 0 (u) and r 1 (u) where each r t ∈ D rot t . The heart of this lemma is the bound:
The lemma would then follow by the union bound:
. We prove the bound (7) on δ λ in two steps. The first step proves the bound for λ = 1, which already illustrates the intuition why this distribution is hard. The second step builds on the first step to show the bound for general λ ≥ 2.
Step 1: λ = 1. We prove that δ 1 ≤ O(log
Since λ = 1, we have only one non-zero entry in u, say at position j. For t ∈ {0, 1}, let j (t) be the random variable denoting the position of the symbol u j in the vector r(u) obtained by applying the random rotation r ∈ D rot t on u. The total variation distance between the distributions of j (0) and of j (1) can be computed as the complement of their "common" weight, i.e., as 1 −
It therefore suffices to show that the common weight is ≥ 1 − O(log
First, for both distributions t ∈ {0, 1}, the symbol u j remains at position j with probability
. . m}. We now prove that, for all t ∈ {0, 1},
Indeed, by the choice of 0 , 1 (Eqn. (6)),
as well as
The event {j (1) = j + k}, i.e., the symbol u j moves k positions to right under the distribution D rot 1 , happens when either:
• the symbol u j falls into the rotation block, the block is of length
= β l L min , the rotation is to the right, and the symbol does not wrap-around; or
• the symbol u j falls into a the rotation block, the block is of length
l−ξ1 L min that is rotated, the rotation is to the left, and the symbol is in the wrap-around part.
We thus obtain Pr j (1) [j (1) 
and one can similarly prove that {j (1) = j − k}, {j (0) = j + k} and {j (0) = j − k} all have the same probability, Lmin ζ·2d . We note that this "match-up" happens only for l ≥ ξ 1 +1, since for l ≤ ξ 1 the second type of movement of the symbol u j cannot happen anymore. We can now sum the total weight that we identified as common in the two distributions to be
And thus, δ 1 ≤ ξ 1
Lmin d
= O log
Step 2: λ ≥ 2. When we have λ ≥ 2 non-zero entries in u, the intuition is to group these non-zero entries into one or more segments and then reduce to the λ = 1 case with the role of "symbol u j " being replaced by a segment. For example, when, say, there are λ = 2 non-zero entries in u, most of the block lengths L fall into two categories:
• L is much larger than the distance between the positions of the two non-zero entries -in which case, the two non-zero symbols from u move jointly most of the time, and thus the segment connecting the two symbols roughly behaves as the "symbol u j " in the λ = 1 scenario;
• L is much smaller than the distance between the two positions -in which case, each of the two nonzero entries can be treated separately as in λ = 1 case.
Furthermore, we can bound the number of values of L that do not satisfy one of the above properties.
A relatively straight-forward bound is roughly O(λ 2 ) (all pair-wise distances between the non-zero entries), times O(log 1/ 1 ) (i.e., same factor as in λ = 1 case). This already gives a bound of δ λ ≤ O(λ 3 log
To get the final bound (7), we employ a much more careful global analysis, that takes into consideration the fact that the same value of L is "good" for some segments but "bad" for other segments. The complete proof for this case appears in the full version of the paper. 
Putting it all together

+ d
−Ω (1) = O α log α log d , which concludes the proof of Theorem 1.1.
