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2
Introduction
The equations describing the motion of a perfect fluid were first formulated by Euler in 1752 (see
[9], [10]), based, in part, on the earlier work of D.Bernoulli [1]. These equations were among the
first partial differential equations to be written down, preceded, it seems, only by D’Alembert’s 1749
formulation [8] of the one-dimensional wave equation describing the motion of a vibrating string in the
linear approximation. In contrast to D’Alembert’s equation however, we are still, after the lapse of two
and a half centuries, far from having achieved an adequate understanding of the observed phenomena
which are supposed to lie within the domain of validity of Euler’s equations.
The phenomena displayed in the interior of a fluid fall into two broad classes, the phenomena
of sound, the linear theory of which is acoustics, and the phenomena of vortex motion. The sound
phenomena depend on the compressibility of a fluid, while the vortex phenomena occur even in a
regime where the fluid may be considered to be incompressible. The formation of shocks, the subject
of the present monograph, belongs to the class of sound phenomena, but lies in nonlinear regime,
beyond the range covered by the linear acoustics.
Let us make a short review of the history of the study of the sound phenomena in fluids, in
particular the phenomena of the formation of shocks in the nonlinear regime. At the time when
the equations of the fluid motion were formulated, thermodynamics was in its infancy, however, it
was already clear that the local state of a fluid as seen by a comoving observer is determined by two
thermodynamic variables, say pressure and temperature. Of these, only pressure entered the equations
of motion, while the equations involve also the density of the fluid. Density was already known to
be a function of pressure and temperature for a given type of fluid. However, in the absence of an
additional equation, the system of equations at the time of Euler, which consisted of the momentum
equations and the equation of continuity, was underdetermined, except in the incompressible limit.
The additional equation was supplied by Laplace in 1816 [13] in the form of what was later to be
called adiabatic condition, and allowed him to make the first correct calculation of the sound speed.
The first work on the formation of shocks was done by Riemann in 1858 [17]. Riemann considered
the case of isentropic flow with plane symmetry, where the equations of fluid mechanics reduces to
a system of conservation laws for two unknowns and with two independent variables, a single space
coordinate and time. He introduced for such systems the so-called Riemann invariants, and with the
help of these showed that solutions which arise from smooth initial conditions develop infinite gradients
in finite time.
In 1865 the concept of entropy was introduced into theoretical physics by Clausius [7], and the
adiabatic condition was understood to be the requirement that the entropy of each fluid element
remains constant during its evolution.
The first general result on the formation of singularity in three dimensional fluids was obtained
by Sideris in 1985 [18]. Sideris considered the compressible Euler equations in the case of a classical
ideal gas with adiabatic index γ > 1 and with initial data which coincide with those of a constant
state outside a ball. The assumptions of his theorem on the initial data were that there is an annular
region bounded by the sphere outside which the constant state holds, and a concentric sphere in its
interior, such that a certain integral in this annular region of ρ − ρ0, the departure of the density ρ
from its value ρ0 in the constant state, is positive, while another integral in the same region of ρv
r, the
radial momentum density, is non-negative. These integrals involve kernels which are functions of the
3
distance from the center. It is also assumed that everywhere in the annular region the specific entropy
s is not less than its value s0 in the constant state. The conclusion of the theorem is that the maximal
time interval of existence of a smooth solution is finite. The chief drawback of this theorem is that
it tells us nothing about the nature of the breakdown. Also the method relies the strict convexity of
the pressure as a function of density displayed by the equation of state of an ideal gas, and does not
extend to more general equation of state.
The most recent and complete results on the formation of shocks in three dimensional fluids were
obtained by Christodoulou in 2007 [5]. Christodoulou considered the relativistic Euler equations in
three space dimensions for a perfect fluid with an arbitrary equation of state. He considered the regular
initial data on a space-like hyperplane Σ0 in Minkowski spacetime which outside a sphere coincide with
the data corresponding to a constant state. He considered the restriction of the initial data to the
exterior of a concentric sphere in Σ0 and the maximal classical development of this data. Under
suitable restriction on the size of the departure of the initial data from those of the constant state, he
proved certain theorems which give a complete description of the maximal classical development. In
particular, theorems give a detailed description of the geometry of the boundary of the domain of the
maximal classical solution and a detailed analysis of the behavior of the solution at this boundary.
The aim of the present monograph is to derive analogous results for the classical, non-relativistic,
compressible Euler’s equations taking the data to be irrotational and isentropic, and to give a proof
of these results which is considerably simpler and completely self-contained. The present monograph
in fact not only gives simpler proofs but also sharpens some of the results. In addition the present
monograph explains in depth the ideas on which the approach is based. Finally certain geometric
aspects which pertain only to the non-relativistic theory are discussed.
We shall presently explain the basis of the approach of the present monograph (also of the previous
one dealing with the relativistic case). This basic idea can be thought as an extension of the method
of Riemann invariants combined with the method of the partial hodograph transformation, to the case
of more than one space dimension. We first recall some basic facts about Riemann invariants. In the
case of one space dimension, the isentropic Euler system reads:
∂tρ+ ∂x(ρv) = 0
∂tv + v∂xv = −1
ρ
∂xp
and it can be written as a single equation of the velocity potential φ:
(g−1)µν∂µ∂νφ = 0
or, setting ψµ = ∂µφ,
(g−1)µν∂µψν = 0
where g is the following Lorentzian metric on the spacetime manifold M:
g = −η2dt2 + (dx− vdt)2,
Here
v = −ψx
is the fluid velocity and
h = ψt − 1
2
ψ2x
is the enthalpy. The pressure p is a given function of h and
ρ = dp/dh
4
while the sound speed η is given by
η2 = dp/dρ
Riemann invariants are the functions R1, R2 defined on the cotangent space T
∗
pM, which are the
two functionally independent solutions of the following eikonal equation:
gµν
∂R
∂ψµ
∂R
∂ψν
= 0
i.e.
−η2( ∂R
∂ψt
)2 + (
∂R
∂ψx
+ ψx
∂R
∂ψt
)2 = 0
We define the vectorfields N1 N2 on M by:
N1 =
∂R1
∂ψµ
∂
∂xµ
, N2 =
∂R2
∂ψµ
∂
∂xµ
These are null vectorfields with respect to g. We choose R1 and R2 so that the integral curves of
N1 and N2 are the incoming and outgoing null curves respectively. Then R1, R2 as functions on M
satisfy:
N2R1 = 0, N1R2 = 0 (1)
Let us introduce the acoustical coordinates (t, u) so that u is constant along the outgoing null curves.
Then the vectorfields:
L =
∂
∂t
, L = η−1κL+ 2T
where
T =
∂
∂u
and κ = −∂x
∂u
(2)
are null vectorfields with respect to g, and the integral curves of L and L are outgoing and incoming
null curves respectively. Therefore L and L are colinear to N2 and N1 respectively. Therefore equations
(1) are equivalent to:
LR1 = 0, LR2 = 0 (3)
To write down explicit expressions for R1, R2 we use, instead of (ψt, ψx), the following variables in
T ∗pM:
h = ψt − 1
2
ψ2x, v = −ψx
Then for any function f = f(h, v) defined on T ∗pM, we have:
∂f
∂ψx
+ ψx
∂f
∂ψt
= −∂f
∂v
Let us introduce a function r = r(h) by:
dr
dh
=
1
η
, r(0) = 0
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Then
R1 = r + v, R2 = r − v
are the two functionally independent solutions of the eikonal equation, therefore the two Riemann
invariants. From the first equation of (2), we know that:
R1 = R1(u)
is determined by initial data, while to obtain R2, we consider the second of equations (3), namely the
equation:
η−1κ
∂R2
∂t
+ 2
∂R2
∂u
= 0
Here κ enters, which is defined by (2). To obtain an equation for κ we consider the equation:
∂x
∂t
= c+, c+ = v + η
We shall derive an equation for κ. From (3) we have:
∂κ
∂t
= −∂c+
∂u
= −1
2
∂R1
∂u
+
1
2
∂R2
∂u
− dη
dh
∂h
∂u
While
∂h
∂u
=
dh
dr
∂r
∂u
=
1
2
η(
∂R1
∂u
+
∂R2
∂u
)
Substituting the above we obtain:
∂κ
∂t
=
1
2
(−1− η dη
dh
)
∂R1
∂u
+
1
2
(1− η dη
dh
)
∂R2
∂u
Since
∂R1
∂u
=
2
η
∂h
∂u
− ∂R2
∂u
we have:
∂κ
∂t
=
1
2η
(−2− 2η dη
dh
)
∂h
∂u
+
∂R2
∂u
Let us define:
H = −2h− η2
Noting that by the second of (3)
∂R2
∂u
= − κ
2η
∂R2
∂t
We conclude that κ satisfies the following equation:
∂κ
∂t
= m′ + κe′
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with
m′ =
1
2η
dH
dh
∂h
∂u
, e′ = − 1
2η
∂R2
∂t
The main idea in the one dimensional case is that R1, R2 as well as the rectangular coordinate x
are smooth functions of (t, u). The partial hodograph transformation is the transformation:
(t, u) 7−→ (t, x),
from acoustical to rectangular coordinates. The Jacobian is:
∂(t, x)
∂(t, u)
=
∣∣∣∣ 1 0v + η −κ
∣∣∣∣ = −κ,
and vanishes when κ vanishes. This means R1, R2 are not smooth in (t, x) when shocks form.
In the case of more than one space dimension, in particular, the case of three space dimensions, we
do not have Riemann invariants. We work instead with the first order variations, which are defined
through the variation fields :
∂µ, R˚i = ǫijkx
j ∂
∂xk
, xµ∂µ − I, µ = 0, 1, 2, 3; 1 ≤ i < j ≤ 3
Here I is the multiplication operator by 1. These fields are the generators the of the subgroup of the
scale-extended Galilean group, the invariance group of the compressible Euler system, which leaves
the constant state invariant. These first order variations satisfy the linear wave equation:
g˜ψ = 0 (4)
where g˜ is the conformal acoustical metric:
g˜ = Ωg, Ω =
ρ
η
, g = −η2dt2 +
∑
i
(dxi − vidt)2
Like the equations satisfied by R1, R2 in the case of one space dimension, equation (4) does not depend
on the Galilean structure, but depends only on the properties of (M, g) as a Lorentzian manifold.
Actually, it depends more sensitively on the conformal class of (M, g). This is similar to the fact that
in the case of one space dimension, null curves depend only on the conformal class of the acoustical
metric. Also like in the case of one space dimension, we shall work in the acoustical coordinates (t, u, ϑ).
Here u is the acoustical function in M, whose level sets Cu are outgoing null hypersurfaces. The level
curves of ϑ ∈ S2 on each Cu are the generators of Cu. Like in the case of one space dimension, we
denote by L the tangent vectorfield of the generator of Cu parametrized by t, and L the incoming null
normals of St,u := Cu
⋂
Σt, whose definitions are formally the same as one space dimensional case. We
also denote by T the tangent vectorfield of the inward normal curves to the St,u in Σt parametrized
by u. Here Σt is the level set of the function t, which is isometric to the Euclidean space.
To obtain a fundamental energy estimate for this linear equation in (t, u, ϑ), we need two multiplier
vectorfields K0,K1. These are non-spacelike and future-directed with respect to g (a requirement
which actually depends only on the conformal class of g). They are linear combinations of L and
L, with coefficients which are smooth in (t, u, ϑ). The concept of multiplier vectorfields originates
from Noether’s theorem [14] on conserved currents. A modern more general treatment of compatible
currents is found in [4]. In order to obtain higher order energy estimates, we consider the nth order
variations by applying a string of commutation vectorfields of length n− 1 to the first order variations:
T, Q := (1 + t)L, Ri = ΠR˚i
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Here Π is the orthogonal projection from TpΣt to TpSt,u. Then we obtain an inhomogeneous wave
equation for the nth order variation ψn:
g˜ψn = ρn (5)
where ρn is determined by the deformation tensors of the commutation vectorfields. Actually ρn
depends on up to the n − 1th order derivatives of the deformation tensors, and ρ1 = 0. The use
of commutation fields originates in [12]. Multiplier fields and commutation fields on general curved
spacetimes have first been used in [6].
After we solve (5) in the acoustical coordinates, we need to go back to the original rectangular
coordinates. Again we must consider the inverse of the transformation:
(t, u, ϑ) 7−→ (t, x)
where ϑ ∈ S2 and x ∈ R3. This is what replaces the partial hodograph transformation in higher
dimensions. The Jacobian of this transformation is:
κ
√
det /g (6)
Here /g is the induced acoustical metric on St,u. So we consider the system satisfied by the rectangular
coordinates on each Cu:
∂xi
∂t
= Li = −ηTˆ i − ψi,
which is a fully nonlinear system for xi. Here Tˆ is the inward unit normal of St,u in Σt, whose expression
is the ratio of a homogeneous quadratic polynomial in ∂x
i
∂ϑA to the square root of a homogeneous quartic
polynomial in ∂x
i
∂ϑA . The estimates of the derivatives of x
i reduce to the estimates of the derivatives of
χ and µ. These are defined as follows:
2χ = /LL/g, µ = ηκ
where κ is the magnitude of T . Thus χ is the 2nd fundamental form of St,u in Cu. Finally the way
we estimate χ, µ is to study the geometric structure equations of the foliation of M by surfaces St,u.
To summarize, in the case of n space dimensions, the role of Riemann invariants is played by the
first order variations ψ, which shall be proved to be smooth functions of (t, u, ϑ). Moreover, we shall
show that the xi are also smooth functions of (t, u, ϑ). This shall be done through estimates on χ and
µ based on the geometric structure equations. One of these equations is the same as in the one space
dimensional case:
Lµ = m+ µe
where
m =
1
2
dH
dh
Th, H = −2h− η2
and
e =
1
2η2
(
ρ
ρ′
)′Lh+
1
η
Tˆ i(Lψi)
As a consequence of these facts, the boundary of the maximal classical development contains a
singular part H, where the Jacobian (6) vanishes. Since √det /g is, by virtue of the estimates for χ,
bounded from below by a positive constant, κ, equivalently µ, vanishes on H. Thus, the inverse of the
transformation:
(t, u, ϑ) 7−→ (t, x)
8
is not differentiable at H. Therefore the ψ are not differentiable with respect to the rectangular
coordinates at H. Nevertheless, H, the zero-level set of µ, a smooth function of (t, u, ϑ), is a smooth
hypersurface in M relative to the differential structure induced by the acoustical coordinates. This is
because we can show that Lµ is bounded from above by a strictly negative function at H, therefore H
is a non-critical level set of µ.
The first main result in the present monograph can be thought as an existence theorem
(Theorem 17.1) for the nonlinear wave equation of the velocity potential:
(g−1)µν∂µ∂νφ = 0
with small initial data:
The solution of the above nonlinear wave equation can be extended smoothly to the boundary of
the maximal solution in acoustical coordinates (t, u, ϑ), and the solution is also smooth in rectangular
coordinates before µ becomes 0, since the differential structures induced by acoustical coordinates and
rectangular coordinates are equivalent to each other when µ > 0.
Theorem 17.1 also gives a lower bound for the time when the shock forms (i.e. µ = 0), and
the energy estimates for solution as well as various geometric quantities associated to the acoustical
spacetime (M, g).
Based on this existence theorem, we find some conditions on initial data which guarantee the
formation of shocks in finite time (See Theorem 18.1). The conditions are imposed on a Σt-integral
of the following function:
(1 − u+ t)Lψ0 − ψ0 (7)
where
ψ0 := ∂tφ
is one of the first order variations. The principal part of function (7), namely, (1−u+t)Lψ0 determines
the properties of function m, which, in turn, determines the formation of shocks. Moreover, the
spherical mean of function (7) on St,u satisfies an ordinary differential inequality in the parameter t.
Then we can connect the properties of m near the point where the shocks form and the properties
of m on the initial hypersurface Σ0 by using this ordinary differential inequality. Then the necessary
properties of m then follow from its properties on the initial hypersurface Σ0.
Also based on the existence theorem, we can give a geometric description of the boundary of the
maximal classical solution in acoustical differential structure (Proposition 19.1):
The boundary contains a regular part C, which is an incoming null hypersurface in (M, g), and
a singular part H, on which the function µ vanishes. H is a spacelike hypersurface in (M, g), and it
has the common past boundary with C, denoted by ∂−H, which is a 2-dimensional spacelike surface
in (M, g). However, the singular boundary, from the intrinsic point of view, is a null hypersurface in
(M, g), on which the acoustical metric g degenerates in acoustical coordinates.
The corresponding description of the singular boundary in the standard differential structure (that
is, in rectangular coordinates) is given in Proposition 19.3.
Moreover, we establish a trichotomy theorem (Theorem 19.1) describing the behavior of the
past-directed null geodesics initiated at the singular boundary:
For each point q of the singular boundary, the intersection of the past null geodesic conoid of q
with any Σt in the past of q splits into three parts, the parts corresponding to the outgoing and to
the incoming sets of null geodesics ending at q being embedded discs with a common boundary, an
embedded circle, which corresponds to the set of the remaining null geodesics ending at q. All outgoing
null geodesics ending at q have the same tangent vector at q.
Finally, considering the transformation from one acoustical function to another, we show that
the foliations corresponding to different families of outgoing null hypersurfaces have equivalent ge-
ometric properties and degenerate in precisely the same way on the same singular boundary (See
Proposition 19.2).
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Let us now give an outline of the present monograph. The first four chapters concern the geometric
set up. Then in Chapter 5, we obtain energy estimates for the linear wave equation associated to
the conformal acoustical metric. Chapter 6 deals with the preliminary estimates for the deformation
tensor of the commutation vectorfields, the precise estimates of which are given in Chapter 10 and 11.
We also introduce the basic bootstrap assumptions on variations as well as on χ and µ in Chapter
5 and Chapter 6. Chapter 8 and Chapter 9 are crucial in the whole work, because it is here that
estimates for χ and µ are derived which do not lose derivatives, thus allowing us to close the bootstrap
argument. Chapter 8 concerns the estimates for the top order spatial derivatives of χ. In fact only
the top order angular derivatives are involved. While Chapter 9 concerns the estimates for the top
order spatial derivatives of µ. In Chapter 12, based on the bootstrap assumptions on variations, we
recover the bootstrap assumptions on χ and µ, except C1, C2 and C3, which are recovered in Chapter
13. In Chapter 14, based on a crucial lemma (Lemma 8.11) established in Chapter 8, we estimate
the borderline contribution from the top order spatial derivatives of χ and µ. Then in Chapter 15,
we obtain the energy estimates for the top order variations. These are allowed to blow up as shocks
begin to form. We then revisit the lower order energy estimates and show that the estimates of each
preceding order blow up successively more slowly until we finally reach energy estimates of a certain
order which do not blow up at all. These bounded energy estimates allow us to close the bootstrap
argument (See Chapter 16-17).
In regard to the notational conventions, Latin indices take the values 1, 2, 3, while Greek indices
take the values 0, 1, 2, 3. Repeated indices are meant to be summed, unless otherwise specified.
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Chapter 1
Compressible Fluids and Non-linear
Wave Equations
1.1 The Euler’s Equations
The mathematical description of the state of a moving fluid is determined by the distribution of the
fluid velocity v = v(x, t) and of any two thermodynamic quantities pertaining to the fluid, for instance
the pressure p = p(x, t) and the mass density ρ = ρ(x, t). All the thermodynamics are determined by
the value of any two of them, together with the equation of state. The equation of motion of a perfect
fluid can be derived as follows.
We begin with the equation which expresses the conservation of mass. We consider the domain
Ω(t) in R3 occupied by some fluid at time t. The mass of fluid in Ω(t) is
∫
Ω(t) ρdV . This integral
should not depend on t due to the mass conservation. So we get
d
dt
∫
Ω(t)
ρdV = 0 (1.1)
This means ∫
Ω(t)
∂ρ
∂t
dV +
∫
∂Ω(t)
ρv · ndS = 0 (1.2)
where n is the out normal of ∂Ω(t). By Green’s formula, we have∫
Ω(t)
[
∂ρ
∂t
+ div(ρv)]dV = 0 (1.3)
Since Ω(t) is arbitrary, we have
∂ρ
∂t
+ div(ρv) = 0 (1.4)
This is the equation of continuity.
Then we consider the conservation of momentum. By Newton’s law,
dP
dt
= F (1.5)
where P is the momentum, F is the force. In our case, equation (1.5) becomes
d
dt
∫
Ω(t)
ρvdV = −
∫
∂Ω(t)
pndS (1.6)
15
i.e.
d
dt
∫
Ω(t)
ρvdV = −
∫
Ω(t)
∇pdV (1.7)
A component of this equation is
d
dt
∫
Ω(t)
ρvidV = −
∫
Ω(t)
∂p
∂xi
dV (1.8)
Then we get
∫
Ω(t)
[
∂(ρvi)
∂t
+ div(ρviv)]dV = −
∫
Ω(t)
∂p
∂xi
dV (1.9)
Since Ω(t) is arbitrary, as well as the equation of continuity, we get
∂vi
∂t
+ v · ∇vi = −1
ρ
∂p
∂xi
(1.10)
In a perfect fluid, heat exchange between different parts of the fluid is absent. So the motion is
adiabatic throughout the fluid.
In the adiabatic motion the entropy of any particle of fluid remains constant as that particle moves
about in space. Denoting by s the entropy per unit mass. We can express the condition for adiabatic
motion as
ds
dt
= 0 (1.11)
which can be written as
∂s
∂t
+ v · ∇s = 0 (1.12)
1.2 Irrotational Flow and the Nonlinear Wave Equation
The adiabatic condition may take a much simpler form. If the entropy is constant throughout the fluid
at some initial instant, it remains everywhere the same constant value at all times. In this case, we
can write the adiabatic condition simply as
s = constant (1.13)
Such a motion is said to be isentropic. We may in this case put (1.10) into a different form. To do
this, we employ the thermodynamic relation
dh = V dp+ θds (1.14)
where h is the enthalpy, defined in terms of the energy per unit mass:
h = e+ pV
V = 1ρ is the specific volume, and θ is the temperature. Since s is constant, we have:
dh = V dp =
1
ρ
dp (1.15)
So (1.10) becomes
16
∂vi
∂t
+ v · ∇vi = − ∂h
∂xi
(1.16)
This implies
∂ω
∂t
+ v · ∇ω = ω · ∇v− (divv)ω (1.17)
where ω = ∇× v.
If ω |t=0= 0, then by (1.17) ω ≡ 0. A flow for which ω = ∇× v ≡ 0 in all space and time is called
an irrotational flow. In this case, since R3 is simply-connected, there exists a function φ, such that
v = −∇φ. The equation (1.16) becomes
∂2φ
∂xi∂t
−
∑
j
∂φ
∂xj
∂2φ
∂xj∂xi
=
∂h
∂xi
(1.18)
i.e.
∂
∂xi
[
∂φ
∂t
− 1
2
|∇φ|2 − h] = 0 (1.19)
Since φ is defined up to a constant which may depend on t, without loss of generality, we may set
h =
∂φ
∂t
− 1
2
|∇φ|2 (1.20)
Then only the continuity equation remains. While dhdp = V > 0, then by inverse function theorem,
p can be viewed as a function of h. This is because h can be viewed as a function of p and s, and in
the isentropic case, h is a function of p. Then ρ = dpdh , ρ is also a function of h.
The continuity equation is
∂ρ
∂t
− div(ρ∇φ) = 0 (1.21)
i.e.
dρ
dh
∂
∂t
(
∂φ
∂t
− 1
2
∑
i
(
∂φ
∂xi
)2)−
∑
j
dρ
dh
∂
∂xj
(
∂φ
∂t
− 1
2
∑
i
(
∂φ
∂xi
)2)
∂φ
∂xj
− ρ∆φ = 0 (1.22)
∂2φ
∂t2
− 2
∑
i
∂φ
∂xi
∂2φ
∂t∂xi
+
∑
ij
∂φ
∂xi
∂φ
∂xj
∂2φ
∂xi∂xj
− η2∆φ = 0 (1.23)
where we have used the fact that dpdh = ρ and the definition of η, the sound speed, which is the
following:
η2 = η2(h) := (
∂p
∂ρ
)s (1.24)
We define the function
H = H(h) := −η2 − 2h (1.25)
From (1.24) we know that
η−2 = (
dρ
dp
)s = − 1
V 2
(
dV
dp
)s (1.26)
Since V = (dhdp )s, by direct calculation we obtain
dH
dh
= − η
4
V 3
(
d2V
dp2
)s (1.27)
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So dHdh vanishes if and only if V is linear in p. This fact will be used later. The meaning of the
function H will become apparent in the sequel.
Equation (1.21) is the Euler-Lagrange equation of the Lagrangian
L = p(h) (1.28)
In general, L = L(t,x;φ, ∂φ∂t ,∇φ), and the Euler-lagrange equation is
∑
α
∂
∂xα
(
∂L(t,x;φ, ∂φ∂t ,∇φ)
∂uα
) =
∂L
∂q
(t,x;φ,
∂φ
∂t
,∇φ) (1.29)
where q = φ, x0 = t, u0 =
∂φ
∂t , ui =
∂φ
∂xi i = 1, 2, 3
In the case of L = p(h),
∂L
∂uα
=
dp
dh
∂h
∂uα
= ρ
∂h
∂uα
(1.30)
where h = u0 − 12
∑
i(ui)
2
So we have
∂h
∂u0
= 1,
∂h
∂ui
= −ui, ∂h
∂q
= 0
Then the Euler-lagrange equation is
∂ρ
∂t
−
∑
i
∂
∂xi
(ρui) = 0 (1.31)
This is the equation (1.21).
1.3 The Equation of Variations and the Acoustical Metric
Next, we shall discuss the linearized equation corresponding to (1.21).
Let φ be a given solution of (1.21) and let φτ : τ ∈ I, I an open interval of the real line containing
0, be a differentiable 1-parameter family of solution such that φ0 = φ.
Then
ψ = (
dφτ
dτ
)τ=0 (1.32)
is a variation of φ through solutions.
Consider the Lagrangian of the unknown ψ:
Lτ [ψ] := L[φ+ τψ] (1.33)
Then the linearized Lagrangian of L[φ] is
L˙[ψ] :=
1
2
d2Lτ [ψ]
dτ2
|τ=0 (1.34)
In this case, Lτ [ψ] = p(hτ ), where
hτ =
∂
∂t
(φ+ τψ) − 1
2
∑
i
[
∂
∂xi
(φ+ τψ)]2
By direct calculation, we have
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d2Lτ
dτ2
[ψ] |τ=0= d
2p
dh2
(h)[
∂ψ
∂t
−
∑
i
∂φ
∂xi
∂ψ
∂xi
]2 +
dp
dh
(h)(−
∑
i
(
∂ψ
∂xi
)2) (1.35)
i.e.
d2Lτ
dτ2
[ψ] |τ=0= dρ
dh
(h)(
∂ψ
∂t
−
∑
i
∂φ
∂xi
∂ψ
∂xi
)2 − ρ(
∑
i
(
∂ψ
∂xi
)2) (1.36)
i.e.
d2Lτ
dτ2
[ψ] |τ=0= ρ[η−2(∂tψ −
∑
i
∂iφ∂iψ)
2 −
∑
i
(∂iψ)
2] (1.37)
i.e.
d2Lτ
dτ2
[ψ] |τ=0= −ρ(g−1)µν∂µψ∂νψ (1.38)
where the metric g is:
g = −η2dt2 +
∑
i
(dxi − vidt)2 (1.39)
and
g−1 = −η−2( ∂
∂t
+ vi
∂
∂xi
)⊗ ( ∂
∂t
+ vj
∂
∂xj
) +
∑
i
∂
∂xi
⊗ ∂
∂xi
(1.40)
Here,vi = −∂iφ.
We have used the fact:
ρ′
ρ
=
dρ
dh
1
ρ
=
dρ
dp
dp
dh
1
ρ
= η−2
Consider the conformal metric
g˜µν = Ωgµν (1.41)
which satisfy the following conditions:
ρ(g−1)µν∂µψ∂νψ = (g˜−1)µν∂µψ∂νψ
√
−detg˜ (1.42)
Since
√−det g = η, we get √−detg˜ = Ω2η, we have Ω = ρη
Since the linearized equation of (1.21) is the Euler-Lagrange equation of the linearized Lagrangian
L˙[ψ], the linearized equation of (1.21) is
g˜ψ = 0 (1.43)
Since ρ0, η0, which are the mass density and the sound speed corresponding to the constant state,
are constants, and the Euler-Lagrangian equations are not affected if the Lagrangian is multiplied by
a constant, we may choose
Ω =
ρ/ρ0
η/η0
(1.44)
so that Ω = 1 in the constant state.
We may in fact choose the unit of time in relation to the unit of length so that
η0 = 1
and we may further choose the unit of mass in relation to the unit of length so that
ρ0 = 1
These choices shall be understood from the next chapter to the end of the book.
19
1.4 The Fundamental Variations
Now if φ is a solution of (1.21) and fτ is a 1-parameter subgroup of the isometry group of E
3, that is
R
3 with the standard Euclidean metric ∑
i
(dxi)2
,or the translation on t-direction, then for each τ ,
φτ = φ ◦ fτ (1.45)
is also a solution. It follows that
ψ = (
dφ ◦ fτ
dτ
)τ=0 = Xφ (1.46)
satisfies the linear equation (1.43)
X can be the following:
Ωij := x
i∂j − xj∂i (1.47)
1 ≤ i < j ≤ 3
and
Tµ :=
∂
∂xµ
(1.48)
µ = 0, 1, 2, 3, which are the generators of fτ .
Consider now the scaling group for equation (1.21). It is easy to see that the physical dimension
of φ is length
2
time , so we consider the transformation, with constants a, b > 0:
φ˜(t,x) :=
b2
a
φ(
t
a
,
x
b
) (1.49)
A direct calculation implies
h˜(t,x) :=
∂φ˜
∂t
− 1
2
|∇φ˜|2 = b
2
a2
h(
t
a
,
x
b
) (1.50)
In general, p is an arbitrary function of h:
p = p(h) (1.51)
so
dp
dh
= ρ > 0 i.e p′ > 0 and also p > 0 (1.52)
and
dp
dρ
= η2 =
dp
dh
dh
dρ
= ρ/
d2p
dh2
> 0 (1.53)
Under the transformation (1.49), we have:
p˜(t,x) = p(h˜(t,x)) = p(
b2
a2
h(
t
a
,
x
b
)) (1.54)
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and then
ρ˜(t,x) =
dp˜
dh˜
= p′(
b2
a2
h(
t
a
,
x
b
)) = ρ(
b2
a2
h(
t
a
,
x
b
)) (1.55)
Now we can transform the Euler-Lagrange equation (1.21) under the transformation (1.49).
We can see that in general, only in the case a = b the Euler-Lagrange equation is invariant under
the transformation (1.49). But still, there are some special cases that we have 2-dimensional scaling
group.
First we consider the case:
p(h) =
1
2
h2 (1.56)
Note that this function p(h) satisfies (1.51)-(1.53)
Now we may take a/=b:
h˜(t,x) =
b2
a2
h(
t
a
,
x
b
)
Then
p(h˜(t,x)) =
1
2
h˜2(t,x) =
b4
a4
1
2
h2(
t
a
,
x
b
) =
b4
a4
p(h(
t
a
,
x
b
)) (1.57)
That is
p˜(t,x) =
b4
a4
p(
t
a
,
x
b
) (1.58)
and also:
ρ˜(t,x) = h˜(t,x) =
b2
a2
h(
t
a
,
x
b
) =
b2
a2
ρ(
t
a
,
x
b
) (1.59)
So now we have:
∂ρ˜
∂t
− div(ρ˜∇φ˜) (1.60)
=
b2
a3
∂ρ
∂t
− b
2
a2
1
a
ρ∆φ− b
a2
∇ρ · b
a
∇φ = b
2
a3
(
∂ρ
∂t
− div(ρ∇φ))
This means the equation (1.21) is invariant under the transformation (1.49). So in this case, the scaling
group is 2-dimensional.
More generally, we can consider the case
p(h) = Chα, α > 1, C > 0, h > 0 (1.61)
Obviously in this case the function p(h) satisfies (1.51)-(1.53) and we have:
p = C(
ρ
αC
)
α
α−1 (1.62)
If we set:
γ =
α
α− 1 , k =
C
(αC)
α
α−1
then
p = kργ (1.63)
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with γ > 1 and k depending on γ.
This is the polytropic case. We can calculate as above to see that in this case, we also have the
2-dimensional scaling group. Also, one can easily see that we have the 2-dimensional scaling group
only when the function p is a homogeneous function of h.
In present book, we shall consider the general case p = p(h), so the scaling group is 1-dimensional.
In this case, we consider the 1-parameter group of dilations of R× E3, given by:
(t,x) 7→ (eτ t, eτx) (1.64)
where τ ∈ R.
Let φ be a solution of (1.21) and define for each τ ∈ R the function
φτ := e
−τφ(eτ t, eτx) (1.65)
As we have seen before, φτ is also a solution of (1.21). Then
ψ = (
dφτ
dτ
)|τ=0 := Sφ (1.66)
satisfies the linear equation (1.43). Here S is the differential operator
S = D − I, D = xµ ∂
∂xµ
(1.67)
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Chapter 2
The Basic Geometric Construction
2.1 Null Foliation Associated with the Acoustical Metric
2.1.1 Galilean Spacetime
Since the Galilean spacetime is the frame of classical fluid mechanics, we shall mention some basic
facts about it.
A Galilean spacetime is a quadruple (G,A, π, e) where:
(1) G is a 4-dimensional affine space;
(2) A is a 1-dimensional affine space with unit displacement, which represents time;
(3) The map π: G → A is a surjective affine map;
So Σt := π
−1(t) is an affine subspace of G for each t ∈ A, and we can introduce a Euclidean metric
et on each Σt. The Σt is the hypersurfaces of absolute simultaneity.
(4) A Galilean frame is an affine foliation of G by a family of parallel lines transversal to Σt. A
Galilean frame represents a family of inertial observers at rest relative to each other. The metric e
satisfies the condition that parallel transport along the lines of a Galilean frame induces an isometry
between (Σt1 , et1) and (Σt2 , et2) for any t1, t2 ∈ A.
Two Galilean spacetimes, (G,A, π, e) and (G′,A′, π′, e′) are equivalent if and only if there is a pair
(I, J), where I is an affine spaces isomorphism of G onto G′, and J is an affine spaces isomorphism of
A onto A′ such that
(1) π′ ◦ I = J ◦ π ;
(2) J takes the unit displacement of A into the unit displacement of A′ ;
(3) I|Σt is an isometry of (Σt, et) onto (Σ′t′ , e′t′), for each t ∈ A. Here Σt = π−1(t), Σ′t′ = π′−1(t′),
and t′ = J(t).
Classical mechanics including classical continuum mechanics are invariant under such Galilean
transformations. We have used in fact this Galilean invariance to define the first order variations in
Chapter 1.
However, in this book, we shall adopt a different point of view in analyzing the equation of vari-
ations. We shall retain from the Galilean spacetime G only its differentiale manifold structure R4,
a manifold endowed with the acoustical metric g. We call the pair (R4, g) the acoustical spacetime,
which is a Lorentzian manifold. Two such Lorentzian manifolds (M, g) and (M′, g′) are equivalent if
and only if there is a diffeomorphism f of M′ onto M such that g′ = f∗g, i.e. (M′, g′) is isometric to
(M, g), through an arbitrary diffeomorphism f .
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2.1.2 Null Foliation and Acoustical Coordinates
The initial data for the equation of motion
∂ρ
∂t
+ div(ρv) = 0 (2.1)
∂v
∂t
+ v · ∇v = −1
ρ
∇p (2.2)
∂s
∂t
+ v · ∇s = 0 (2.3)
is to be given on the hyperplane Σ0 and consists in specification of the triplet (p, s,v). We assume
that there is a sphere S0,0 outside which the initial data coincide with those of a constant state, that
is we have
p = p0, s = s0, v = 0 (2.4)
By choosing the unit of length equal to the radius of S0,0, we then take S0,0 to be the unit sphere
centered at the origin in Σ0. We consider an annular interior neighborhood of S0,0 in Σ0:
Σǫ00 = {x ∈ Σ0 : 1− ǫ0 6 r(x) 6 1} (2.5)
where r is the Euclidean distance function from the origin in Σ0 and ǫ0 is a positive constant, satisfying
the condition:
ǫ0 6
1
2
(2.6)
We define in Σ0 the function
u = 1− r (2.7)
which on Σ0 minus the origin is a smooth function without critical points, vanishing on S0,0 and
increasing inward. For each value of u in the closed interval [0, ǫ0], the corresponding level set S0,u of
u is a sphere of radius 1− u in the interval [1− ǫ0, 1], and we have:
Σǫ00 =
⋃
u∈[0,ǫ0]
S0,u (2.8)
In the case that the initial data is irrotational and isentropic outside S0,ǫ0 , the data in the exterior of
S0,ǫ0 in Σ0 specify the pair (φ, ∂tφ) in this region. This is initial data for the nonlinear wave equation
(1.23) in the region in question and we have:
φ = 0, ∂0φ = h0 (2.9)
h0 is the enthalpy of constant state. in the exterior of S0,0 in Σ0. As we have seen in Chapter 1, the
enthalpy h is defined up to an additive constant, we may use this freedom to set:
h0 = 0
To any given initial data set as above there corresponds a unique maximal solution of the equation
(2.1)-(2.3), of the nonlinear wave equation (1.23) in the irrotational isentropic case. The notion of
maximal solution or maximal development of an initial data set is the following. Given an initial data
set, the local existence theorem asserts the existence of a development of this set, namely of a domain
D in Galilean spacetime, whose past boundary is the domain of the initial data, and of a solution
defined in D and taking the given data at the past boundary, such that if we consider any point p ∈ D
and any curve issuing at p with the property that its tangent vector at any point q belongs to I¯−q , the
closure of the past component of the double cone defined by gq, the acoustical metric at q, then the
curve terminates in the past at a point of the domain of the initial data. The local uniqueness theorem
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asserts that if (D1, (p1, s1,v1)) and (D2, (p2, s2,v2)) are two developments of the same initial data set
((D1, φ1) and (D2, φ2) in the irrotational isentropic case), then (p1, s1,v1) coincides with (p2, s2,v2) in
D1
⋂D2 (φ1 coincides with φ2 in D1⋂D2 in the irrotational isentropic case). It follows that the union
of all developments of a given initial data set is itself a development, the unique maximal development
of the initial data set. We consider, in the domain of maximal solution, the family {Cu : u ∈ [0, ǫ0]} of
outgoing characteristic hypersurfaces corresponding to the family {S0,u : u ∈ [0, ǫ0]}:
Cu
⋂
Σ0 = S0,u : ∀u ∈ [0, ǫ0] (2.10)
Each bicharacteristic generator of each Cu is to extend in the domain of maximal solution as long as
it remains on the boundary of the domain of dependence of the exterior of the surface S0,u in Σ0. if
we denote by Wǫ0 the spacetime domain :
Wǫ0 =
⋃
u∈[0,ǫ0]
Cu (2.11)
then the domain Mǫ0 of the maximal solution corresponding to the given data set is the union of Wǫ0
with the domain in Galilean spacetime bounded by the exterior of the unit sphere S0,0 in Σ0 and
by the outgoing characteristic hypersurface C0 corresponding to S0,0. By the domain of dependence
theorem the solution coincide in Mǫ0 \Wǫ0 with the constant state. This implies that C0 is a complete
cone, each of its bicharacteristic generators extending to infinity in the parameter t. We extend the
function u toWǫ0 by requiring that its level sets are precisely the outgoing characteristic hypersurfaces
Cu. The function u is then the solution of the equation:
(g−1)µν∂µu∂νu = 0 (2.12)
We shall call such a function an acoustical function. The vector field Lˆ given by:
Lˆ = −(g−1)µν∂νu (2.13)
is then a future-directed null geodesic vectorfield with respect to the Lorenzian metric g. Its integral
curves are the bicharacteristic generators of each Cu. Now the parametrization of these given by Lˆ is
affine; however, for reasons which shall become apparent in the following we wish the generators to be
parametrized by the function t instead. For this reason we choose the colinear vectorfield
L = µLˆ (2.14)
where the proportionality factor µ, a positive function, is chosen so that
Lt = 1 (2.15)
Thus
1
µ
= −(g−1)µν∂µt∂νu (2.16)
For each u ∈ [0, ǫ0] there is a greatest lower bound t∗(u) of the extent of the generators of Cu, in the
parameter t, in the domain of the maximal solution. This t∗(u) is either a positive real number or ∞.
Acoording to the above we have t∗(0) =∞. Let us denote
t∗ǫ0 = inf
u∈[0,ǫ0]
t∗(u) (2.17)
In the following we shall confine attention to the spacetime domain
W ∗ǫ0 =
⋃
(t,u)∈[0,t∗ǫ0)×[0,ǫ0]
St,u (2.18)
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where
St,u = Cu
⋂
Σt (2.19)
Define in W ∗ǫ0 the vectorfield T such that it is tangential to Σt, orthogonal to the surfaces {St,u : u ∈
[0, ǫ0]} in metric g, and it verifies:
Tu = 1 (2.20)
Consider the commutator:
Λ = [L, T ] (2.21)
From (2.12)-(2.14); we know
Lu = 0 (2.22)
and by the fact that T is tangential to Σt, we have:
T t = 0 (2.23)
then from (2.15),(2.20), we get:
Λu = Λt = 0 (2.24)
Therefore Λ is tangential to St,u. From (2.14) and (2.22), we know that
g(L,L) = 0 (2.25)
i.e. L is a null vector with respect to the acoustical metric g. Also, from (2.13),(2.14) and (2.20),
g(L, T ) = µg(Lˆ, T ) = −µTu = −µ (2.26)
Since the restriction of g to Σt is the Euclidean metric, T is a spacelike vector with respect to g and
we can write
g(T, T ) = κ2 (2.27)
where κ is a positive function, the Euclidean magnitude of T . Let N be any vector tangent to one of
Cu, then we have
Nu = 0 (2.28)
i.e.
g(L,N) = 0 (2.29)
So for any X tangent to one of St,u,
g(L,X) = 0 (2.30)
Since by definition, X is also g orthogonal to T , it follows that
TpW
∗
ǫ0 = Πp ⊕ TpSt,u (2.31)
where Πp is spanned by L and T . The metric g in Πp is given by (2.25)-(2.27) in terms of µ and κ.
By (2.31) g is then completely specified once we give the metric /g induced on St,u:
/g(X,Y ) = g(X,Y ) ∀X,Y ∈ TpSt,u (2.32)
For each u ∈ [0, ǫ0] the generators of Cu defines a smooth mapping of S0,u to St,u for each t ∈
[0, t∗ǫ0). While each S0,u is diffeomorphic to S2. Therefore, we get a diffeomorphism from St,u to S2:
p 7→ ϑ = ϑ(p) (2.33)
where ϑ ∈ S2, p ∈ St,u. If local coordinates (ϑ1, ϑ2) are chosen on S2, this diffeomorphsim defines
local coordinates on St,u for every (t, u) ∈ [0, t∗ǫ0)× [0, ǫ0] Since the diffeomorphism from S0,u to S2 is
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arbitrary, the diffeomorphsim (2.33) is arbitrary as it may be composed on the left by a transformation
of the form:
ϑ 7→ ϑ˜ = ϑ˜(u, ϑ) (2.34)
The local coordinates (ϑ1, ϑ2), together with the functions (t, u) define a complete system of local
coordinates (t, u, ϑ1, ϑ2) for W ∗ǫ0 . We shall call these acoustical coordinates and we shall derive an
expression for g in W ∗ǫ0 in these coordinates.
First, the integral curves of L are the lines of constant ϑ and u, parametrized by t. Therefore
L =
∂
∂t
(2.35)
Next, by (2.20),(2.23), we have
T =
∂
∂u
− Ξ (2.36)
where Ξ is a vectorfield tangential to St,u. Thus Ξ can be expanded in terms of the frame field (
∂
∂ϑA :
A = 1, 2).and we have
Ξ = ΞA
∂
∂ϑA
(2.37)
By (2.21),(2.35),(2.36) we have
[L,Ξ] = −Λ (2.38)
or, in terms of components,
∂ΞA
∂t
= −ΛA (2.39)
We can set Ξ = 0 along any one of the hypersurfaces Σt. However the non-vanishing of Λ forbids
setting Ξ = 0 everywhere. With the components
/gAB = /g(
∂
∂ϑA
,
∂
∂ϑB
) (2.40)
where A,B = 1, 2, we have
g = −2µdudt+ κ2du2 + /gAB(dϑA + ΞAdu)(dϑB + ΞBdu) (2.41)
We define in W ∗ǫ0 the vectorfield B by the conditions that it be orthogonal to Σt with respect to g and
that it verifies :
Bt = 1 (2.42)
Since Σt is spacelike relative to g, B is future-directed timelike relative to g. Thus, there is a positive
function α such that
g(B,B) = −α2 (2.43)
In fact, we have
Bµ = −α2(g−1)µν∂νt (2.44)
and:
α−2 = −(g−1)µν∂µt∂νt = η−2 (2.45)
Since α and η are both positive, α = η. Then we have
B0 = −α2(g−1)00 = 1, Bi = −α2(g−1)i0 = −α2(−η−2)vi = vi (2.46)
So
B =
∂
∂t
+ vi
∂
∂xi
(2.47)
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and in irrotational isentropic case,
B = (1,−∇φ)
Now at any point p, B ∈ Πp, a timelike plane relative to g. Therefore, B is a linear combination
of L and T . From (2.36),(2.35),(2.42), and the fact that B is future-directed timelike relative to g, we
have
B = L+ fT (2.48)
where f is a positive function. Taking g-inner product of (2.48) with T , using(2.26) and the fact that
g(B, T ) = 0 we have
µ = fκ2 (2.49)
On the other hand, L is null relative to g, we have
0 = g(B,B) + f2g(T, T ) = −α2 + f2κ2 (2.50)
Since f is positive, we have
f =
α
κ
(2.51)
Then we get
µ = ακ (2.52)
Let us introduce the vectorfield Tˆ := κ−1T . Then from (2.48),(2.51), we have
L = B − αTˆ (2.53)
By (2.46), (2.47),we have
L =
∂
∂t
− (αTˆ i − vi) ∂
∂xi
(2.54)
in the irrotational isentropic case:
L =
∂
∂t
− (αTˆ i + ∂iφ) ∂
∂xi
(2.55)
We finally calculate the Jacobian of the mapping:
(t, u, ϑ1, ϑ2) 7→ (x0, x1, x2, x3) (2.56)
Since x0 = t, we have
∂x0
∂t
= 1,
∂x0
∂u
=
∂x0
∂ϑA
= 0 (2.57)
where A = 1, 2. Also, since
∂xµ
∂t
= Lµ (2.58)
we have
∂xi
∂t
= Li (2.59)
where i = 1, 2, 3 Similarly, we have
∂xi
∂u
= T i + ξi (2.60)
where
ξi = ΞAX iA, X
i
A =
∂xi
∂ϑA
(2.61)
where i = 1, 2, 3;A = 1, 2.
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Then we get the Jacobian determinant of (2.56):
∆ =
∣∣∣∣∣∣∣∣
1 0 0 0
L1 T 1 + ξ1 X11 X
1
2
L2 T 2 + ξ2 X21 X
2
2
L3 T 3 + ξ3 X31 X
3
2
∣∣∣∣∣∣∣∣
(2.62)
We have,
∆ =
∣∣∣∣∣∣
T 1 + ξ1 X11 X
1
2
T 2 + ξ2 X21 X
2
2
T 3 + ξ3 X31 X
3
2
∣∣∣∣∣∣ = ∆˙ + ∆¨ (2.63)
where
∆˙ =
∣∣∣∣∣∣
T 1 X11 X
1
2
T 2 X21 X
2
2
T 3 X31 X
3
2
∣∣∣∣∣∣ (2.64)
and
∆¨ =
∣∣∣∣∣∣
ξ1 X11 X
1
2
ξ2 X21 X
2
2
ξ3 X31 X
3
2
∣∣∣∣∣∣ (2.65)
Now from (2.61), we have
∆¨ =
2∑
A=1
ΞA
∣∣∣∣∣∣
X1A X
1
1 X
1
2
X2A X
2
1 X
2
2
X3A X
3
1 X
3
2
∣∣∣∣∣∣ = 0 (2.66)
then we can simply write
∆ = (T,X1, X2) (2.67)
i.e.
∆ = |T ||X1 ∧X2| (2.68)
where the magnitude is with respect to g¯, the restriction of g on Σt, which is the Euclidean metirc.
then we know that
|X1 ∧X2| =
√
|X1|2|X2|2 − (X1, X2)2 =
√
det /g (2.69)
then we get
∆ = κ
√
det /g (2.70)
2.2 A Geometric Interpretation for Function H
Recall the definition of H in Chapter 1:
H = −2h− η2 (2.71)
Here we just consider the case H = const. Actually, we just need to consider the case H = 0 due to
the following transformation:
φ˜ := φ+
k
2
t, h˜ := h+
k
2
, H˜ := H − k k is the “const′′ (2.72)
which leaves the non-linear wave equation (1.23) invariant.
Since
H = 0
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implies
h = −1
2
η2
in this case the acoustical metric is:
g = 2
∂φ
∂t
(dt)2 + 2
∑
i
∂φ
∂xi
dxidt+
∑
i
(dxi)2
i.e.
g = 2dφdt+
∑
i
(dxi)2 (2.73)
Introducing a new coordinate s, we consider the Lorentzian manifold (R1+4, g˜) where:
g˜ = 2dsdt+
∑
i
(dxi)2 (2.74)
So the manifold (R× E3, g) can be realized as a submanifold of (R1+4, g˜) with the induced metric, in
fact as the graph over the null hyperplane:
s = φ(x, t) (2.75)
Also, by direct calculation, we find:
det g = 2h = −η2 < 0 (2.76)
which implies that this submanifold is a time-like hypersurface in (R1+4, g˜).
Moreover, the manifold (R× E3, g) is a minimal submanifold of (R1+4, g˜). Since in general
dρ
dp
= η−2 and
dρ
dp
=
1
ρ
dρ
dh
In the present case we have by (2.71):
1
ρ
dρ
dh
= − 1
2h
Hence we can solve this ODE to obtain:
ρ =
C√−2h =
C
η
(2.77)
where C is a positive constant. The equation:
dp
dh
= ρ
gives
p = p0 − C
√−2h i.e
By (2.77) we can write:
p = p0 − C2V or p = p0 − Cη (2.78)
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Thus, the action in a domain Ω in R× E3 is:∫
Ω
pdtd3x = p0
∫
Ω
dtd3x− C
∫
Ω
ηdtd3x (2.79)
While ∫
Ω
ηdtd3x =
∫
Ω
√
− det gdtd3x (2.80)
is the volume of Ω with respect to g.
It follows that the Euler-Lagrange equation coincides with that corresponding to the Lagrangian√− det g. But the Euler-Lagrange equation corresponding to the volume of a domain as the action in
the domain is the minimal surface equation.
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Chapter 3
The Acoustical Structure Equations
3.1 The Acoustical Structure Equations
Define k by
2αk = L¯Bg (3.1)
where L¯ is the restriction of L to Σt.
If X , Y are two vectors tangent to Σt at a point, we then have
αk(X,Y ) = g(DXB, Y ) = g(DYB,X) (3.2)
where k is the 2nd fundamental form of Σt relative to g and D is the covariant derivative associated
to g. Recall from Chapter 2, we have
B = ∂0 + v
i∂i (3.3)
Then
2αkij = (L¯Bg)ij = (Bg¯ij) + g¯im∂jvm + g¯jm∂ivm (3.4)
Since g¯ij = δij , we have
2αkij = ∂jv
i + ∂iv
j = −2∂iψj (3.5)
The last equality above is in the irrotational isentropic case.
Any vector X tangent to Cu at a point p can be uniquely decomposed into a vector colinear to L
and a vector tangent to St,u.
X = cXL+ΠX (3.6)
If X , Y are tangent to Cu, then g(X,Y ) = /g(ΠX,ΠY ).
Let XA =
∂
∂ϑA , given any Z ∈ TpCu, we can expand ΠZ = ZAXA. Taking inner product with XB:
/g(XB,ΠZ) = /gABZ
A (3.7)
Define χ by
2χ = /LLg (3.8)
Here, /L is the restriction of L to St,u.
If X , Y are tangent to St,u, then we have
χ(X,Y ) = g(DXL, Y ) = g(DY L,X) (3.9)
Since Lˆ = µ−1L is an affinely parametrized geodesic field, we have:
DLL = µDLˆ(µLˆ) = L(µ)Lˆ = µ
−1(Lµ)L (3.10)
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Denoting χAB = χ(XA, XB). We shall derive a propagation equation for χAB along Cu. First we have
LχAB = g(DLDXAL,XB) + g(DXAL,DLXB) (3.11)
Now DLXA −DXAL = [L,XA] = 0, if we denote by R the curvature of g, we have:
DLDXAL−DXADLL = R(L,XA)L
where the curvature transformation is defined by:
R(X,Y )Z = DXDY Z −DYDXZ −D[X,Y ]Z
Then
g(DLDXAL,XB) = µ
−1(Lµ)χAB − αAB (3.12)
where αAB = R(XA, L,XB, L). Recall that the curvature tensor is defined through the curvature
transformation as follows:
R(W,Z,X, Y ) := g(W,R(X,Y )Z) (3.13)
The second term on the right hand side of (3.11) is equal to g(DXAL,DXBL).
Since L is null with respect to g, then for any vectorfield X , DXL is g-orthogonal to L, therefore
tangential to Cu. Thus, setting WA = DXAL: A = 1, 2, we have
g(WA,WB) = /g(ΠWA,ΠWB) (3.14)
We now expand ΠWA in the basis XB, B = 1, 2.The coefficient of XB in this expansion is
(/g
−1)BC/g(ΠWA, XC) = (/g−1)BCg(DXAL,XC) = (/g
−1)BCχAC (3.15)
hence,
/g(ΠWA,ΠWB) = /g(χ
C
AXC , χ
D
BXD) = χ
C
AχBC
Here the capital indices are raised and lowered with respect to /gAB. Thus,
χBA = (/g
−1)BCχAC
So we get the propagation equation:
LχAB = µ
−1(Lµ)χAB + χCAχBC − αAB (3.16)
From this, we can get a propagation equation for trχ. We denote by Sµν the Ricci tensor:
Sµν := (g
−1)κλRµκνλ (3.17)
We can express (g−1)κλ in terms of the frame L, T,X1, X2. We have
(g−1)µν = −α−2LµLν − µ−1(LµT ν + LνT µ) + (/g−1)ABXµAXνB (3.18)
From (3.18), we have:
trα = (/g
−1)ABRµκνλX
µ
AL
κXνBL
λ = (g−1)µνRµκνλLκLλ = SκλLκLλ (3.19)
On the other hand,
L(trχ) = L[(/g
−1)ABχAB] = (/g−1)ABL(χAB) + χABL[(/g−1)AB] (3.20)
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This equals
(/g
−1)ABL(χAB)− χAB(/g−1)AC(/g−1)BDL(/gCD) (3.21)
i.e.
(/g
−1)ABL(χAB)− 2χAB(/g−1)AC(/g−1)BDχCD (3.22)
where we have used the following fact:
L[(/g
−1)AB ] = −(/g−1)AC(/g−1)BDL(/gCD)
This is simply the derivative of the reciprocal of a non-degenerate matrix:
dM−1
dt
= −M−1dM
dt
M−1
Since we have
2χAB = L(/gAB) (3.23)
then taking trace with (3.16), we get
L(trχ) = µ−1(Lµ)trχ− |χ|2/g − S(L,L) (3.24)
We shall write down the Gauss and Codazzi equations of the embedding of St,u in the acoustical
spacetime. First, we consider St,u as a submanifold of Σt. In this case, the normal vectorfield is T .
We define θ, the second fundamental form of St,u relative to Σt, by:
2κθ := /LT g¯ (3.25)
For any two vectors tangent to St,u at a point, we have
κθ(X,Y ) = g¯(D¯XT, Y ) = g¯(D¯Y T,X) (3.26)
Denote by /k, the restriction of k, the second fundamental form of Σt in spacetime manifold, to TSt,u,
then by (2.53), we have
χ = α(/k − θ) (3.27)
The Gauss equation of St,u in Σt is expressed in terms of (X1, X2) by
/RABCD − θACθBD + θADθBC = 0 (3.28)
/R is the curvature tensor of /g. Since dimSt,u = 2, we have
/RABCD = K(/gAC/gBD − /gAD/gBC) (3.29)
where K is the Gauss curvature of St,u. Then we have
θACθBD − θADθBC = K(/gAC/gBD − /gAD/gBC) (3.30)
contracting this with 12 (/g
−1)AC(/g−1)BD:
1
2
(tr/gθ)
2 − 1
2
|θ|2/g = K (3.31)
Also from the Gauss equations of the embedding of Σt in the whole manifold, we have
/kAC/kBD − /kBC/kAD = RABCD (3.32)
In view of the symmetries of the curvature tensor we can express:
RABCD = ρǫABǫCD (3.33)
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where ǫAB are the components of the area form of (St,u, /g):
ǫAB =
√
det /g[AB] (3.34)
Contracting (3.33) with 12 (/g
−1)AC(/g−1)BD and taking into account the fact that
(/g
−1)BDǫABǫCD = /gAC (3.35)
we obtain
1
2
(tr/g/k)
2 − 1
2
|/k|2/g = ρ (3.36)
This is the Gauss equation of St,u in acoustical spacetime.
We then derive the Codazzi equation: Let X,Y, Z be vectorfields tangent to St,u, we can extend
them to Cu by pushing forward by the flow of L. They are then tangential to each of the sections St,u,
t ∈ [0, t∗ε0). We have:
X(χ(Y, Z)) = X(g(DY L,Z)) = g(DXDY L,Z) + g(DY L,DXZ) (3.37)
On the other hand,
( /DXχ)(Y, Z) = X(χ(Y, Z))− χ( /DXY, Z)− χ(Y, /DXZ) (3.38)
Here /D is the covariant derivative operator on the St,u associated to the induced metric /g. Hence,
( /DXχ)(Y, Z) = g(DXDY L,Z) + g(DY L,DXZ)− χ( /DXY, Z)− χ(Y, /DXZ) (3.39)
Exchanging X,Y , and noting that
DXDY L−DYDXL = R(X,Y )L+D[X,Y ]L (3.40)
while g(R(X,Y )L,Z) = R(Z,L,X, Y ) and /DXY − /DYX = [X,Y ],we obtain
( /DXχ)(Y, Z)− ( /DY χ)(X,Z) = R(Z,L,X, Y ) + g(D[X,Y ]L,Z) + g(DY L,DXZ)− g(DXL,DY Z)
−χ( /DXY, Z) + χ( /DYX,Z)− χ(Y, /DXZ) + χ(X, /DY Z)
= R(Z,L,X, Y ) + g(DY L,DXZ)− g(DXL,DY Z)− χ(Y, /DXZ) + χ(X, /DY Z)
Define the 1-form ζ on St,u, by
ζ(X) = g(DXL, T ) (3.41)
for any vector X tangent to St,u at some point. We shall derive an expression for ζ. For this, we set
DXL = xL+ yT + z
AXA. Then
g(DXL, T ) = −µx+ κ2y, g(DXL,L) = −µy, g(DXL,XA) = zB/gAB (3.42)
Solving for the coefficients x, y, zA, we obtain:
DXL = −µ−1ζ(X)L+ χ ·X (3.43)
where /g(χ ·X,Y ) = χ(X,Y ). Then,
g(DXL,DY Z) = µ
−1ζ(X)χ(Y, Z) + g(χ ·X,DY Z) = µ−1ζ(X)χ(Y, Z) + χ(X, /DY Z) (3.44)
Substituting this into the expression above, we get
( /DXχ)(Y, Z)− ( /DY χ)(X,Z) = R(Z,L,X, Y )− µ−1(ζ(X)χ(Y, Z)− ζ(Y )χ(X,Z)) (3.45)
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In this equation, we set X = XA, Y = XB, Z = XC . Defining the 1-form β on the St,u by:
R(XC , L,XA, XB) = βCǫAB (3.46)
we obtain the Codazzi equation:
/DAχBC − /DBχAC = βCǫAB − µ−1(ζAχBC − ζBχAC) (3.47)
Denoting by /curlχ the 1-form on St,u with components:
/curlχC :=
1
2
ǫAB( /DAχBC − /DBχAC) (3.48)
where ǫAB = (/g
−1)AC(/g−1)BDǫCD = (
√
det /g)−1[AB], we can write Codazzi equation as follows:
/curlχ = β − µ−1ζ ∧ χ (3.49)
Here (ζ ∧ χ)C = 12ǫAB(ζAχBC − ζBχAC), and this equation has the whole content of equations (3.47).
Contracting (3.47) with (/g
−1)AC , we obtain the contracted form of the Codazzi equation.
/divχ− /dtrχ = β∗ − µ−1(ζ · χ− ζtrχ) (3.50)
which is equivalent to the equation (3.49). Here (ζ · χ)B = (/g−1)ACζAχBC , β∗B = (/g−1)ACβCǫAB
We shall now derive an expression for zeta, from the expression for L,
ζ(X) = g(DXB, T )− ακ−1g(DXT, T )− g(T, T )X(ακ−1) (3.51)
While g(T, T ) = κ2, we have g(DXT, T ) = κXκ, so this reduces to
ζ(X) = g(DXB, T )− κXα (3.52)
Define 1-form ε on St,u by: κε(X) = k(X,T ). Then
ζ = κ(αε− /dα) (3.53)
We now define St,u 1-form:
η := ζ + /dµ (3.54)
Obviously, we have
η(X) = −g(DXT, L) (3.55)
We can express the commutator Λ of L and T , a vectorfield tangential to St,u, in terms of ζ and η.
We have
Λ = ΛAXA,Λ
A
/gAB = g(XB, DLT )− g(XB, DTL) (3.56)
and
g(XB, DLT ) = −g(DLXB, T ) = −g(DXBL, T ) = −ζB (3.57)
To compute g(XB, DTL), we express L in terms of the geodesic vectorfield Lˆ. We have
g(XB, DTL) = g(XB, DT (µLˆ)) = µg(XB, DT Lˆ) = µg(T,DXB Lˆ) = µg(T,DXB (µ
−1L)) (3.58)
Here we have used the fact that Lˆµ = −(g−1)µν∂νu, that is, Lˆ is gradient of a function, so we can
exchange T and XB. This equals
g(T,DXBL)− µ−1(XBµ)g(T, L) = ζB +XBµ = ηB (3.59)
So we get
ΛA = −(/g−1)AB(ζB + ηB) (3.60)
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We shall express DTL and DLT in the frames (L, T,X1, X2) First, by (3.59) and (3.60),
g(DTL,XB) = ηB (3.61)
and
g(DTL, T ) = g(DLT, T ) = L(
1
2
κ2), g(DTL,L) = 0 (3.62)
It follows that
DTL = (/g
−1)ABηBXA − α−1(Lκ)L (3.63)
Also,
g(DLT,XB) = −g(DLXB, T ) = −g(DXBL, T ) = −ζB (3.64)
and
g(DLT, L) = g(DTL,L) = 0, g(DLT, T ) =
1
2
L(κ2) (3.65)
where we have used the fact that [L, T ] is tangential to St,u. We thus obtain
DLT = −/gABζBXA − α−1(Lκ)L (3.66)
Next, we compute DXAT . Set
DXAT = aAL+ bAT + c
B
AXB (3.67)
Taking inner product with L:
− µbA = g(DXAT, L) = −ηA ⇒ bA = µ−1ηA (3.68)
Taking inner product with T :
− µaA + κ2bA = g(DXAT, T ) =
1
2
XA(κ
2) (3.69)
Thus we obtain:
aA = α
−2ηA − α−1XA(κ) = α−2(ηA −XA(µ) + κXA(α)) = α−2(ζA + κXA(α)) = α−1κεA (3.70)
Finally, taking inner product with XC :
cBA/gBC = g(DXAT,XC) = κθAC (3.71)
We conclude that
DXAT = α
−1κεAL+ µ−1ηAT + κθAB(/g−1)BCXC (3.72)
In the following, we will compute DTT . We may decompose:
DTT = D¯TT + aB (3.73)
where D¯ is the covariant derivative operator on the Σt, associated to the induced metric g¯, which, as
we have seen, coincides with the Euclidean metric. Taking inner product with B:
− α2a = g(DTT,B) = g(DTT, L) + ακ−1g(DTT, T ) = −Tµ− g(T,DTL) + ακ−1T (1
2
κ2) (3.74)
where we have used the fact that g(DTT, L) = T (g(T, L))− g(T,DTL). The righthand side of (3.74)
equals:
− Tµ− κLκ+ αTκ = −κ(Tα+ Lκ) (3.75)
Using the fact that [L, T ] is tangential to St,u, so g(T,DTL) = g(T,DLT ) =
1
2L(κ
2)
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We may use the rectangular coordinates on Σt, the induced metric g¯ being Euclidean. For any pair
of vectorfields X,Y tangential to Σt we then have, in terms of components in rectangular coordinates,
(D¯XY )
i = Xj∂jY
i (3.76)
So we have:
(D¯TT )
i = T jD¯jT
i = T j∂jT
i (3.77)
and
g¯ijT
j = κ2∂iu, g¯ij = δij ⇒ T i = κ2∂iu (3.78)
So,
(D¯TT )
i = κ2∂ju∂j(κ
2∂iu) = κ
2∂ju∂jκ
2∂iu+ κ
4∂ju∂j∂iu (3.79)
By (3.78),
∑
i(∂iu)
2 = κ−2 then we have
(D¯TT )
i = κ−2T iT j∂j(κ2) +
1
2
κ4∂i(κ
−2) (3.80)
This equals to
κ−2T iT j∂j(κ2)− 1
2
∂i(κ
2) (3.81)
⇒ D¯TT = 1
2
κ−2T (κ2)T − 1
2
/g
ABXB(κ
2)XA (3.82)
In view of (3.74), (3.75) and (3.82), we conclude that:
DTT = κα
−2(Tα+ Lκ)L+ [α−1(Tα+ Lκ) + κ−1Tκ]T − 1
2
(/g
−1)ABXB(κ2)XA
In regard to (3.74),
g(DTT,B) = −g(T,DTB) = −αk(T, T ) (3.83)
Comparing with (3.75), we see that:
L(
1
2
κ2) = −κTα+ αk(T, T ) (3.84)
Using this equation, we shall derive a propagation equation along the generator of Cu for µ:
Lµ = κLα+ αLκ = κLα− αTα+ αµk(Tˆ , Tˆ ) (3.85)
First,
αµk(Tˆ , Tˆ ) = −µTˆ iTˆ j∂iψj = −αTˆ i(Tψi) (3.86)
We have used the fact that αkij = −∂iψj (See (3.5)).
To compute the first two terms on the right hand side of (3.85), we shall use: αdα = 12dα
2 = 12dη
2.
While
η2 =
ρ
ρ′
⇒ dη2 = ( ρ
ρ′
)
′
dh (3.87)
It follows that
κLα− αTα = 1
2
µ
α2
(
ρ
ρ′
)
′
Lh− 1
2
(
ρ
ρ′
)
′
Th (3.88)
Substituting this and (3.86) into (3.85), we get
Lµ =
1
2
µ
α2
(
ρ
ρ′
)
′
Lh− 1
2
(
ρ
ρ′
)
′
Th− αTˆ i(Tψi) (3.89)
Recalling that
L = ∂t − (αTˆ i + ψi)∂i ⇒ −αTˆ i = Li + ψi (3.90)
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we express
− αTˆ i(Tψi) = Li(Tψi) +
∑
i
ψiTψi = T
i(Lψi)− Th = α−1µTˆ i(Lψi)− Th (3.91)
We thus obtain the following propagation equation for µ:
Lµ = m+ µe (3.92)
where
m =
1
2
dH
dh
Th, H = −2h− η2 (3.93)
and
e =
1
2α2
(
ρ
ρ′
)
′
Lh+ α−1Tˆ i(Lψi) (3.94)
To complete the set of connection coefficients of the frame field (L, T,X1, X2), we should compute
DXAXB. We decompose:
DXAXB = /DXAXB + aABL+ bABT (3.95)
then
− µbAB = g(DXAXB, L) = −χAB (3.96)
and
− µaAB + κ2bAB = g(T,DXAXB) = −κθAB (3.97)
By χ = α(/k − θ), we get
bAB = µ
−1χAB, aAB = α−1/kAB (3.98)
So we get the following table:
DLL = µ
−1(Lµ)L (3.99)
DTL = (/g
−1)ABηBXA − α−1(Lκ)L (3.100)
DLT = −(/g−1)ABζBXA − α−1(Lκ)L (3.101)
DXAL = −µ−1ζAL+ χBAXB (3.102)
DTT = α
−2κ(Tα+ Lκ)L+ (α−1Lκ+ µ−1Tµ)T − 1
2
(/g
−1)ABXB(κ2)XA (3.103)
DXAT = α
−1κεAL+ µ−1ηAT + κθAB(/g−1)BCXC (3.104)
DLXA = DXAL (3.105)
DXAXB = /DXAXB + α
−1/kABL+ µ
−1χABT (3.106)
We now investigate the connection between the Lie derivative of χ with respect to T and the derivative
of η tangential to St,u.
First, we extend χ from TSt,u for each t, u to TW
∗
ǫ0 by the conditions:
χ(X,L) = χ(X,T ) = 0 (3.107)
We define /LTχ to be the restriction of LTχ to St,u:
(/LTχ)(XA, XB) = (DTχ)(XA, XB) + χ(XA, DXBT ) + χ(XB , DXAT ) (3.108)
Due to the extension of χ and using (3.99)-(3.106), this equals to
(DTχ)(XA, XB) + κθBCχ
C
A + κθACχ
C
B (3.109)
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To compute (DTχ)(XA, XB):
(DTχ)(XA, XB) = T (χAB)− χ(ΠDTXA, XB)− χ(ΠDTXB, XA) (3.110)
where Π is the g-projection to St,u. Now
T (χAB) = T (g(DXAL,XB)) = g(DTDXAL,XB) + g(DXAL,DTXB) (3.111)
While
g(DTDXAL,XB) = g(DXADTL,XB) + g(D[T,XA]L,XB) +R(XB, L, T,XA) (3.112)
From (3.100),
g(DXADTL,XB) = g(DXA(η
CXC − α−1(Lκ)L), XB) (3.113)
This equals to
− α−1(Lκ)χAB +XA(ηB)− η( /DXAXB) = −α−1(Lκ)χAB + /DAηB (3.114)
Since [T,XA] is tangential to St,u, we have
g(D[T,XA]L,XB) = χ([T,XA], XB) = χ(ΠDTXA, XB)− χ(ΠDXAT,XB) (3.115)
= χ(ΠDTXA, XB)− κθACχCB (3.116)
Also,
g(DXAL,DTXB) = −µ−1ζAg(L,DTXB) + g(χACXC ,ΠDTXB) (3.117)
which equals
µ−1ζAηB + χ(XA,ΠDTXB) (3.118)
So we obtain:
(DTχ)(XA, XB) = /DAηB + µ
−1ζAηB − α−1(Lκ)χAB − κθACχCB −R(XA, T,XB, L) (3.119)
The symmetric part of this equation is
(DTχ)(XA, XB) =
1
2
( /DAηB + /DBηA) +
1
2
µ−1(ζAηB + ζBηA) (3.120)
−α−1(Lκ)χAB − 1
2
κ(θACχ
C
B + θBCχ
C
A) (3.121)
−1
2
(R(XA, T,XB, L) +R(XB, T,XA, L)) (3.122)
The antisymmetric part of this equation contains no new information.
Denoting
(/LTχ)(XA, XB) = /LTχAB (3.123)
our conclusion is
/LTχAB =
1
2
( /DAηB + /DBηA) +
1
2
µ−1(ζAηB + ζBηA) (3.124)
−α−1(Lκ)χAB + 1
2
κ(θACχ
C
B + θBCχ
C
A)− γAB (3.125)
where
γAB =
1
2
(R(XA, T,XB, L) +R(XB, T,XA, L)) (3.126)
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We shall also use the null frame (L,L,X1, X2), where
L = α−1κL+ 2T (3.127)
One can check that L is a incoming future directed null vector satisfying the following condition:
g(L,L) = −2µ (3.128)
The inverse of the acoustical metric is expressed in this frame by
(g−1)µν = − 1
2µ
(LµLν + LνLµ) + (/g
−1)ABXµAX
ν
B (3.129)
From (3.99)-(3.106), we have the following table:
DLL = µ
−1(Lµ)L (3.130)
DLL = −L(α−1κ)L+ 2ηAXA (3.131)
DXAL = −µ−1ζAL+ χBAXB (3.132)
DLL = −2ζAXA (3.133)
DLL = (µ
−1Lµ+ L(α−1κ))L− 2µ(/g−1)ABXB(α−1κ)XA (3.134)
DXAL = µ
−1ηAL+ χBAXB (3.135)
DLXA = DXAL (3.136)
DXAXB = /DXAXB +
1
2
µ−1χ
AB
L+
1
2
µ−1χABL (3.137)
Similarly, we have
χ = κ(/k + θ) (3.138)
This completes the exposition of the acoustical structure equations.
We shall presently derive expressions for the operators g and g˜. we have :
gf = tr(D
2f) (3.139)
where tr denotes the trace with respect to g and D2f denotes the Hessian of f with respect to g. In
view of the expression (3.129) for g−1 we have
gf = (g
−1)µν(D2f)µν = −µ−1(D2f)LL + (/g−1)AB(D2f)AB (3.140)
Also we can consider the Hessian of the restriction of f to St,u with respect to the induced metric /g:
/D
2
f (3.141)
then the operator /∆ = ∆/g is given by
/∆ = tr( /D
2
f) (3.142)
Here tr is the trace with respect to /g. In terms of the frame, we have
(D2f)AB = XA(XBf)− (DXAXB)f (3.143)
and
( /D
2
f)AB = XA(XBf)− ( /DXAXB)f (3.144)
By (3.137), we have
(D2f)AB = ( /D
2
f)AB − 1
2
µ−1χ
AB
(Lf)− 1
2
µ−1χAB(Lf) (3.145)
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Hence:
(/g
−1)AB(D2f)AB = /∆f − 1
2
µ−1trχ(Lf)− 1
2
µ−1trχ(Lf) (3.146)
Also, by (3.133),
(D2f)LL = L(Lf)− (DLL)f = L(Lf) + 2ζ · /df (3.147)
So we get the following expressions for g:
gf = /∆f − 1
2
µ−1trχ(Lf)− 1
2
µ−1trχ(Lf)− µ−1L(Lf)− 2µ−1ζ · /df (3.148)
Since the conformal acoustical metric g˜ is given by:
g˜µν = Ωgµν (3.149)
we then get
g˜ = Ω
−1gf +Ω−2(g−1)µν∂µΩ∂νf = Ω−1gf +Ω−2
dΩ
dh
(g−1)µν∂µh∂νf (3.150)
In view of (3.129), we have
(g−1)µν∂µh∂νf = −1
2
µ−1(Lh)(Lf)− 1
2
µ−1(Lf)(Lh) + /dh · /df (3.151)
Thus, setting
ν =
1
2
(trχ+Ω−1
dΩ
dh
(Lh)) (3.152)
ν =
1
2
(trχ+Ω−1
dΩ
dh
(Lh)) (3.153)
we obtain the formula
Ωg˜f = /∆f − µ−1L(Lf)− µ−1(νLf + νLf)− 2µ−1ζ · /df +Ω−1 dΩ
dh
/dh · /df (3.154)
3.2 The Derivatives of the Rectangular Components
of L and Tˆ
We shall now draw the conclusion that the derivatives of Li, Tˆ i , the rectangular components of L
and Tˆ , with respect to L, T and XA are regular as µ → 0. In the following we shall denote by ∇
the covariant differentiation with respect to the natural connection associated to the affine space G,
the Galilean spacetime. The t and xi : i = 1, 2, 3 being linear coordinates on G, ∇ amounts simply to
partial differentiation in these coordinates. We have
DµW
ν = ∇µW ν + ΓνµλWλ (3.155)
Γνµλ = (g
−1)νκΓµλκ (3.156)
Γµλκ =
1
2
(∂µgλκ + ∂λgµκ − ∂κgµλ) (3.157)
In the irrotational and isentropic case, recall that vi = −∂iφ, then the acoustical metric can be written
as follows
g = −η2dt2 +
∑
i
(dxi + ∂iφdt)
2 (3.158)
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By direct calculation, we have the Christoffel symbols:
Γ000 =
1
2
∂t(−η2 + |v|2) (3.159)
Γ0i0 =
1
2
∂i(−η2 + |v|2) (3.160)
Γij0 = ∂i∂jφ (3.161)
Γ00k = ∂0∂kφ− 1
2
∂k(−η2 + |v|2) (3.162)
Γi0k = Γijk = 0 (3.163)
Consider now the vectorfield
L(Lµ)∂µ (3.164)
Since L(L0) = 0, it can be expanded as
aLTˆ + bL (3.165)
where bL ∈ TSt,u. On the other hand, (3.165) is also ∇LL. That is ∇LL = aLTˆ + bL.
Taking inner product with Tˆ :
aL = g(∇LL, Tˆ ) (3.166)
Writing
bL = b
A
LXA (3.167)
and taking inner product with XB:
g(∇LL,XB) = bAL/gAB (3.168)
While
g(∇LL, Tˆ ) = g(DLL, Tˆ )− ΓαβνLαLβ Tˆ ν (3.169)
From (3.92) and (3.99):
g(DLL, Tˆ ) = −κ−1(Lµ) = −κ−1m− αe (3.170)
Also,
ΓαβνL
αLβTˆ ν = Γ00kTˆ
k = Tˆ (ψ0)− 1
2
Tˆ (−η2 + |v|2) = −1
2
dH
dh
Tˆ (h) (3.171)
⇒ g(∇LL, Tˆ ) = −αe (3.172)
The κ−1 term cancels! From (3.94), we have
aL = −αe = − 1
2α
L(η2)− Tˆ i(Lψi) (3.173)
Since g(DLL,XB) = 0, we have
g(∇LL,XB) = −ΓαβνLαLβXνB = −Γ00kXkB = −XB(ψ0) +
1
2
XB(−η2 + |v|2) = 1
2
dH
dh
XB(h) (3.174)
So
bAL = (/g
−1)ABg(∇LL,XB) = 1
2
dH
dh
XA(h) (3.175)
Consider next the vectorfield L(Tˆ µ)∂µ. Also it can be expanded as
∇LTˆ = pLTˆ + qL (3.176)
Obviously,
pL = g(∇LTˆ , Tˆ ) (3.177)
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Writing
qL = q
A
LXA (3.178)
and taking inner product with XB:
qAL /gAB = g(∇LTˆ , XB) (3.179)
Since g(DLTˆ , Tˆ ) =
1
2L(g(Tˆ , Tˆ )) = 0, we have
g(∇LTˆ , Tˆ ) = −ΓαβνLαTˆ βTˆ ν = 0⇒ pL = 0 (3.180)
Also we have:
g(∇LTˆ , XB) = g(DLTˆ , XB)− ΓαβνLαTˆ βXνB = g(DLTˆ , XB) = κ−1g(DLT,XB) = −κ−1ζA/gAB
(3.181)
⇒ qAL = −κ−1ζA = −αεA +XA(α) = −αkijXAiTˆ j +XA(α) = −Tˆ j(XAψj) +XA(α) (3.182)
This is regular as µ→ 0. Consider the vectorfield
T (Lµ)∂µ (3.183)
Also, it can be expanded as
∇TL = aT Tˆ + bT (3.184)
⇒ aT = g(∇TL, Tˆ ), bT = bATXA, bAT /gAB = g(∇TL,XB) (3.185)
We have: g(∇TL, Tˆ ) = g(DTL, Tˆ )− ΓαβνTαLβTˆ ν . From (3.100), we have
g(DTL, Tˆ ) = g(−α−1(Lκ)L, Tˆ ) = Lκ (3.186)
While −ΓαβνTαLβTˆ ν = 0, we get
aT = Lκ (3.187)
Also
g(∇TL,XB) = g(DTL,XB)− ΓαβνTαLβXνB = g(DTL,XB) = ηB (3.188)
⇒ bAT = ηA (3.189)
Consider finally the vectorfield
T (Tˆ µ)∂µ (3.190)
It can be expanded as
∇T Tˆ = pT Tˆ + qT (3.191)
⇒ pT = g(∇T Tˆ , Tˆ ) = g(DT Tˆ , Tˆ )− ΓαβνTαTˆ βTˆ ν = 0 (3.192)
Writing qT = q
A
TXA, we have
qAT /gAB = g(∇T Tˆ , XB) = g(DT Tˆ , XB)− ΓαβνTαTˆ βXνB (3.193)
This equals to
g(DT Tˆ , XB) = κ
−1g(DTT,XB) = − 1
2κ
(/g
−1)ACXC(κ2)/gAB = −XB(κ) (3.194)
We proceed to derive expressions for
∇XAL = XA(Lµ)∂µ (3.195)
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and
∇XA Tˆ = XA(Tˆ µ)∂µ (3.196)
First, we expand
∇XAL = /aATˆ + /bA (3.197)
then we have
/aA = g(∇XAL, Tˆ ) = g(DXAL, Tˆ )− ΓαβνXαALβTˆ ν = g(DXAL, Tˆ ) = κ−1ζA (3.198)
This is regular as µ→ 0 and we have used (3.102).
On the other hand
/gBC
/b
B
A = g(∇XAL,XC) = g(DXAL,XC)− ΓαβνXαALβXνC = g(DXAL,XC) = χAC (3.199)
Finally
∇XA Tˆ = /pATˆ + /qA (3.200)
⇒ /pA = g(∇XA Tˆ , Tˆ ) = g(DXA Tˆ , Tˆ )− ΓαβνXαATˆ βTˆ ν = 0 (3.201)
/q
B
A/gBC = g(∇XA Tˆ , XC) = g(DXA Tˆ , XC)− ΓαβνXαATˆ βXνC = κ−1g(DXAT,XC) = θAC (3.202)
46
Chapter 4
The Acoustical Curvature
We presently derive expressions for the curvature tensor of the acoustical metric g.
In this chapter, we need the following expressions of Christoffel symbols derived in Chapter 3:
Γ000 =
1
2
∂0(−η2 + |v|2) (4.1)
Γ0i0 =
1
2
∂i(−η2 + |v|2)
Γij0 = ∂i∂jφ
Γ00k =
1
2
(2∂0∂kφ− ∂k(−η2 + |v|2))
Γi0k = Γijk = 0
4.1 Expressions for Curvature Tensor
We have the expressions for the curvature tensor:
Rµναβ = R
(2)
µναβ +R
(1)
µναβ (4.2)
where
R
(2)
µναβ =
1
2
(∂α∂νgβµ + ∂β∂µgαν − ∂α∂µgβν − ∂β∂νgαµ) (4.3)
R
(1)
µναβ = −(g−1)κλ(ΓαµκΓβνλ − ΓβµκΓανλ) (4.4)
From these expressions and those for the Christoffel symbols, we have
Rijkl = R
(1)
ijkl = η
−2(∂i∂kφ∂j∂lφ− ∂i∂lφ∂j∂kφ) (4.5)
Also, we have:
R0i0j = R
(2)
0i0j +R
(1)
0i0j (4.6)
where:
R
(2)
0i0j =
1
2
(∂0∂ig0j + ∂0∂jg0i − ∂20gij − ∂i∂jg00) = ∂2ij(∂0φ−
1
2
∑
k
(∂kφ)
2 +
1
2
η2) (4.7)
i.e.
R
(2)
0i0j = ∂
2
ijh+
1
2
∂2ijη
2 = −1
2
∂2ijH = −
1
2
dH
dh
∂2ijh−
1
2
d2H
dh2
∂ih∂jh (4.8)
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So the real principal part of R0i0j is − 12 dHdh ∂2ijh. We can write this in terms of D2ijh we have:
R0i0j = R
[P ]
0i0j +R
[N ]
0i0j (4.9)
where
R
[P ]
0i0j = −
1
2
dH
dh
D2ijh (4.10)
Since
R
(2)
0i0j = −
1
2
dH
dh
D2ijh−
1
2
dH
dh
Γαij∂αh−
1
2
d2H
dh2
∂ih∂jh
we have:
R
[N ]
0i0j = −
1
2
d2H
dh2
∂ih∂jh− 1
2
dH
dh
Γαij∂αh+R
(1)
0i0j (4.11)
where
R
(1)
0i0j = η
−2[
1
2
∂0(−η2 + |v|2)∂i∂jφ− 1
4
∂i(−η2 + |v|2)∂j(−η2 + |v|2)] (4.12)
−η−2∂kφ(∂i∂jφ)1
2
(2∂0∂kφ− ∂k(−η2 + |v|2))
Finally, we have the component
R0ijk = R
(2)
0ijk +R
(1)
0ijk (4.13)
and
R
(2)
0ijk =
1
2
(∂2ijg0k + ∂
2
0kgij − ∂20jgki − ∂2kig0j) = 0 (4.14)
while
R
(1)
0ijk = −(g−1)σλ(Γj0σΓikλ − Γk0σΓijλ) (4.15)
Hence
R0ijk = R
(1)
0ijk = η
−2[
1
2
∂j(−η2 + |v|2)∂2ikφ−
1
2
∂k(−η2 + |v|2)∂2ijφ] (4.16)
Now we have calculated all the components of the curvature tensor, and we shall express all the
components in a more systematic way. To do this, we need to introduce the following notations:
τµ = ∂µh
vµν = Dµτν = (D
2h)µν
wµν = ∂µψν = wνµ
First, since only the component R0i0j has the principal part, we have:
R
[P ]
µναβ =
1
2
dH
dh
(δ0µδ
0
βvαν + δ
0
αδ
0
νvµβ − δ0νδ0βvαµ − δ0αδ0µvνβ) (4.17)
The lower order terms are much more complicated. First from (4.5):
R
[N ]
ijkl = η
−2(wikwjl − wilwjk) (4.18)
From (4.11) and (4.12):
R
[N ]
0i0j = −
1
2
d2H
dh2
τiτj − 1
2
dH
dh
(Γ0ijτ0 + Γ
k
ijτk)
+η−2[
1
2
∂0(−η2 + |v|2)wij − 1
4
∂i(−η2 + |v|2)∂j(−η2 + |v|2)]
−η−2τk(wij)1
2
(2w0k − ∂k(−η2 + |v|2))
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From (4.1):
Γ0ij = (g
−1)00Γij0 = −η−2ωij
Γkij = (g
−1)k0Γij0 = −η−2vkωij
Also, since
h = ψ0 − 1
2
|v|2 and H = −2h− η2
we have:
−η2 + |v|2 = H + 2ψ0 (4.19)
Substituting in the expression for R
[N ]
0i0j , we obtain, in view of the fact that ψk = −vk,
R
[N ]
0i0j = −
1
2
[
d2H
dh2
+
1
2
η−2(
dH
dh
)2]τiτj (4.20)
+
1
2
η−2
dH
dh
(2τ0wij − τiwj0 − τjwi0)
+η−2(w00wij − wi0wj0)
(4.16) reads:
R
[N ]
0ijk =
1
2
η−2{∂j(−η2 + |v|2)wik − ∂k(−η2 + |v|2)wij}
Substituting gives:
R
[N ]
0ijk =
1
2
η−2
dH
dh
(τjwik − τkwij) + η−2(wj0wik − wk0wij) (4.21)
Finally, the results for R
[N ]
ijkl , R
[N ]
0ijk and R
[N ]
0i0j , combine to produce the formula for R
[N ]
µναβ :
R
[N ]
µναβ = η
−2Aµναβ +
1
2
η−2
dH
dh
Cµναβ − 1
2
H2Bµναβ (4.22)
where:
Aµναβ = wµαwνβ = wµβwνα
Bµναβ = (δ
0
µτν − δ0ντµ)(δ0ατβ − δ0βτα)
and, with:
ξµαβ = δ
0
αwβµ − δ0βwαµ
we have:
Cµναβ = τµξναβ − τνξµαβ + ταξβµν − τβξαµν
Also, the function H2 is defined by:
H2 =
d2H
dh2
+
1
2
η−2(
dH
dh
)2
The expressions Aµναβ , Bµναβ , Cµναβ all possess the algebraic properties of the curvature tensor,
namely the antisymmetriy in the first as well as the second pair of indices, and the cyclic property,
which imply the symmetry under exchange of the first with the second pair of indices. In particular
the cyclic property of Cµναβ follows from that of ξµαβ :
ξµαβ + ξαβµ + ξβµα = 0
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4.2 Regularity for the Acoustical Structure Equations as µ→ 0
First we compute αAB, which appears in the propagation equation of χAB. By definition,
αAB = RµναβX
µ
AL
νXαBL
β = Ri0j0X
i
AX
j
B +RijklX
i
AL
jXkBL
l +Ri0jkX
i
AX
j
BL
k +Ri0jkX
j
AX
i
BL
k
From (3.106), the principal part of αAB is
α
[P ]
AB = R
[P ]
0i0jX
i
AX
j
B = −
1
2
dH
dh
D2h(XA, XB) = −1
2
dH
dh
[XA(XBh)− (DXAXB)h] (4.23)
= −1
2
dH
dh
[ /D
2
h(XA, XB)− α−1/kABLh− µ−1χABTh]
So the singular term as µ→ 0 in α[P ]AB is
1
2µ
dH
dh
χABT (h) (4.24)
For the lower order term, we have:
α
[N ]
AB = η
−2α[A]AB +
1
2
η−2
dH
dh
α
[C]
AB −
1
2
H2α
[B]
AB (4.25)
and:
α
[A]
AB = (wµαwνβ − wµβwνα)XµALνXαBLβ = /wABwLL − (/wL)A(/wL)B (4.26)
α
[B]
AB = (δ
0
µτν − δ0ντµ)(δ0ατβ − δ0βτα)XµALνXαBLβ = /τA/τB
α
[C]
AB = (τµξναβ − τνξµαβ + ταξβµν − τβξαµν)XµALνXαBLβ = 2τL /wAB − /τA(/wL)B − /τB(/wL)A
So α
[C]
AB is regular as µ→ 0. The only singular term in αAB is (4.24).
Recall the propagation equation for χ in chapter 3:
LχAB = µ
−1(Lµ)χAB + χCAχBC − αAB = eχAB + µ−1mχAB + χCAχBC − αAB (4.27)
We have used the propagation equation for µ
Lµ = m+ µe (4.28)
where
m =
1
2
dH
dh
T (h), e =
1
2η
d(η2)
dh
L(h) +
1
η
Tˆ i(Lψi) (4.29)
Then we know that the right hand side of (4.27) is regular as µ −→ 0.
Next, we will analyze the regularity of the right hand side of Codazzi equation and Gauss equation.
Recall the Codazzi equation (3.51):
( /divχ)A − /dAtrχ = β∗A − µ−1(ζBχBA − ζAtrχ) (4.30)
Here β∗B = (/g
−1)ACβCǫAB
Recalling (3.54) and the definition of kij , we know that µ
−1ζA is regular as µ −→ 0. Therefore the
regularity of the right hand side of (4.35) reduces to the regularity of
R(XC , L,XA, XB) = βCǫAB (4.31)
We have:
ǫABβ
[P ]
C = R
[P ]
µναβX
µ
CL
νXαAX
β
B = 0 (4.32)
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and:
β
[N ]
A = η
−2β[A]A +
1
2
η−2
dH
dh
β
[C]
A −
1
2
H2β
[B]
A (4.33)
where:
ǫABβ
[A]
C = /wCA(/wL)B − /wCB(/wL)A
ǫABβ
[B]
C = 0
ǫABβ
[C]
C = −/τA /wBC + /τB /wAC
So βA is regular as µ→ 0.
We turn to Gauss equation (3.36). Since
RABCD = ρǫABǫCD (4.34)
it suffice to prove that RABCD is regular as µ −→ 0. We have:
R
[P ]
ABCD = R
[P ]
µναβX
µ
AX
ν
BX
α
CX
β
D = 0 (4.35)
and
R
[N ]
ABCD = −η−2R[A]ABCD +
1
2
η−2
dH
dh
R
[C]
ABCD −
1
2
H2R
[B]
ABCD (4.36)
where
R
[A]
ABCD = /wAC /wBD − /wAD /wBC
R
[B]
ABCD = R
[C]
ABCD = 0
ρ is regular as µ→ 0.
Finally, we shall discuss about the equation (3.125)-(3.126). As we have seen, µ−1ζ is regular as
µ −→ 0. We shall thus discuss about γAB. We have:
γ
[P ]
AB =
1
2
(R[P ](XA, T,XB, L) +R
[P ](XB , T,XA, L)) (4.37)
and
γ
[N ]
AB = η
−2γ[A]AB +
1
2
η−2
dH
dh
γ
[C]
AB −
1
2
H2γ
[B]
AB (4.38)
where:
γ
[A]
AB =
κ
2
(2/wABwLTˆ − (/wL)A(/wTˆ )B − (/wL)B(/wTˆ )A)
γ
[B]
AB = 0
γ
[C]
AB =
1
2
(2τT /wAB − κ/τA(/wTˆ )B − κ/τB(/wTˆ )A)
γAB is regular as µ→ 0.
Note that all the components of τ in the (L, T,X1, X2) frame i.e. τL, τT , /τA are regular as µ→ 0.
Also all the components of w in the (L, Tˆ ,X1, X2) frame i.e. wLL, wLTˆ , (/wTˆ )A, /wAB , except wTˆ Tˆ are
regular as µ→ 0. The last is κ−1wT Tˆ and wT Tˆ is regular as µ→ 0.
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4.3 A Remark
We end this chapter with a remark. By (4.15), we can see that if H = const, then the principal part
of the acoustical curvature vanishes. This fact can be also obtained by the geometric interpretation of
H in Chapter 2. By the Gauss equation:
Rαβµν − k˜αµk˜βν + k˜βµk˜αν = R˜αβµν (4.39)
where R and R˜ are the curvature tensor of (R×E3, g) and (R1+4, g˜) respectively. And k˜ is the second
fundamental form of (R×E3, g) in (R1+4, g˜), which contains only the first derivatives of the acoustical
metric. Now since (R1+4, g˜) is a flat spacetime, R contains only the first derivative of the acoustical
metric. I.e. The principal part of R vanishes.
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Chapter 5
The Fundamental Energy Estimate
5.1 Bootstrap Assumptions. Statement of the Theorem
In this chapter we consider the wave equation
g˜ψ = 0 (5.1)
in a spacetime whose metric is the conformal acoustical metric g˜. As we have seen in Chapter 1,
this equation is satisfied by a variation of the wave function φ through solutions. g˜ is related to the
acoustical metric g by
g˜µν = Ωgµν (5.2)
where
Ω =
ρ/ρ0
η/η0
=
ρ
η
(5.3)
where ρ0 and η0 are the mass density and sound speed corresponding to the constant state which we can
both set equal to unity by appropriate choice of units. More generally, we consider the inhomogeneous
wave equation
g˜ψ = ρ (5.4)
where the metric g˜, ψ and ρ are all defined in the domain Mǫ0 of the maximal solution.
In application to first order estimates we shall take each ψ to be one of:
ψ1 = ∂0φ− h0 = ψ0; ∂iφ : i = 1, 2, 3; Ωijφ : i < j = 1, 2, 3; Sφ. (5.5)
Remember in Chapter 2 we have set:
h0 = 0
We know that each ψ1 vanishes in the exterior of the outgoing characteristic hypersurface C0. In
application to higher order estimates we shall take each ψ to be one of:
ψn = Yi1 ...Yin−1ψ1 (5.6)
where ψ1 is any one of the above first order variations and the indices i1...in−1 take values in the set
1, 2, 3, 4, 5, with {Yi : i = 1, 2, 3, 4, 5} the set of vectorfields to be discussed in the next chapter. Each
of the ψn also vanishes in the exterior of C0.
We shall therefore assume in general that ψ vanishes in the exterior of C0. We may then confine
attention to the spacetime domain Wǫ0 . For any s ∈ (0, t∗ǫ0), we set:
W sǫ0 =
⋃
(t,u)∈[0,s]×[0,ǫ0]
St,u (5.7)
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In particular we have: ⋃
s∈(0,t∗ǫ0)
W sǫ0 =W
∗
ǫ0 (5.8)
Everything which follows depends on the geometric construction in Chapter 2. We note that the
characteristic hypersurfaces Cu depend only on the conformal class of the metric g. Thus, the 2-
parameter foliation of W ∗ǫ0 given by the surfaces St,u likewise depends only on the conformal class of
g. The geometric properties of this foliation may be referred either to g or to the conformal metric
g˜. Since we are studying the wave equation in the metric g˜, it would appear more natural if we refer
these properties to g˜. However, our bootstrap argument is constructed relative to g, and we introduce
additional assumptions referring to the conformal factor Ω.
The bootstrap assumptions are the followings:
There is a positive constant C independent of s such that in W ∗ǫ0 ,
A1 : C−1 ≤ Ω ≤ C
A2 : C−1 ≤ η ≤ C
A3 : µ ≤ C[1 + log(1 + t)]
and
B1 : C−1(1 + t)−1 ≤ ν ≤ C(1 + t)−1
B2 : |ν| ≤ C(1 + t)−1[1 + log(1 + t)]4
B3 : |χˆ| ≤ C(1 + t)−1[1 + log(1 + t)]−2
B4 : |χˆ| ≤ C(1 + t)[1 + log(1 + t)]−6
Here,
ν =
1
2
t˜rχ =
1
2
(trχ+ L logΩ) (5.9)
ν =
1
2
t˜rχ =
1
2
(trχ+ L logΩ) (5.10)
χˆ and χˆ are the trace-free part of χ and χ respectively, and the pointwise norms of the tensors on St,u
are with respect to the induced metric /g.
Next, we have the assumptions:
B5 : |L logΩ| ≤ C(1 + t)−1[1 + log(1 + t)]−2
B6 : |L logΩ| ≤ C(1 + t)[1 + log(1 + t)]−6
and
B7 : |ζ + η| ≤ C(1 + t)−1[1 + log(1 + t)]
B8 : |/d(η−1κ)| ≤ C(1 + t)−1[1 + log(1 + t)]
B9 : |Lη| ≤ C(1 + t)−1[1 + log(1 + t)]2
B10 : |L(η−1κ)| ≤ C(1 + t)−1[1 + log(1 + t)]3
B11 : |L(η−1κ)| ≤ C(1 + t)[1 + log(1 + t)]−2
as well as
B12 : |Lν + ν2| ≤ C(1 + t)−2[1 + log(1 + t)]−2
B13 : |Lν| ≤ C(1 + t)−2[1 + log(1 + t)]3
B14 : |/dν| ≤ C(1 + t)−2[1 + log(1 + t)] 12
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The next set of bootsrap assumptions concern the behavior of the function µ. In the following we
denote by f+ and f− respectively the positive and negative parts of the function f :
f+ = max (f(x), 0), f− = min (f(x), 0) (5.11)
C1 : µ−1(Lµ)+ ≤ (1 + t)−1[1 + log(1 + t)]−1 +A(t)
where A(t) is a nonnegative function such that:
∫ s
0
A(t)dt ≤ C (5.12)
(C is independent of s.)
C2 : µ−1(Lµ+ Lµ)+ ≤ B(t)
where B(t) is a nonnegative function such that
∫ s
0
(1 + t)−2[1 + log(1 + t)]4B(t)dt ≤ C (5.13)
(C is also independent of s).
Moreover, denoting by U the region
U = {x ∈W ∗ǫ0 : µ < 1/4} (5.14)
we have:
C3 : Lµ ≤ −C−1(1 + t)−1[1 + log(1 + t)]−1
in U ⋂W sǫ0
The final set of bootstrap assumptions concerns the existence of a function ω verifying the following
conditions:
D1 : C−1(1 + t) ≤ ω ≤ C(1 + t)
D2 : |Lω − νω| ≤ C[1 + log(1 + t)]−2
D3 : |Lω| ≤ C[1 + log(1 + t)]3
D4 : |/dω| ≤ C[1 + log(1 + t)] 12
D5 :
∫ s
0
{
∫ ǫ0
0
sup
St,u
(µ|g˜ω|)du}dt ≤ C[1 + log(1 + s)]4
Here we note that by (5.3) A1 is equivalent to the following modulo A2:
A1′ : C−1 ≤ ρ ≤ C
The main theorem in this chapter is
Theorem 5.1 Let ψ be a solution of the wave equation associated to the metric g˜, defined in
Mǫ0 and vanishing in the exterior of C0. Suppose that assumptions A1−A3, B1−B14, C1−C3,
D1−D5 hold in W sǫ0 , for some s ∈ (0, t∗ǫ0 ]. Let us denote:
D0 =
∫ ǫ0
0
{
∫
S0,u
[(Lψ)2 + (Lψ)2 + |/dψ|2]dµ/g}du. (5.15)
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Then there exist constants C independent of s such that:
(i) sup
t∈[0,s]
∫ ǫ0
0
{
∫
St,u
[µ(1 + µ)((Lψ)2 + |/dψ|2) + (Lψ)2]dµ/g}du ≤ CD0
(ii)
∫
St,u
ψ2dµ/g ≤ Cǫ0D0
(iii) sup
u∈[0,ǫ0]
∫ s
0
{
∫
St,u
[(1 + µ)(Lψ)2 + µ|/dψ|2]dµ/g}dt ≤ CD0
(iv) sup
t∈[0,s]
[1 + log(1 + t)]−4(1 + t)2
∫ ǫ0
0
{
∫
St,u
µ[(Lψ + νψ)2 + |/dψ|2]dµ/g}du ≤ CD0
(v) sup
u∈[0,ǫ0]
[1 + log(1 + t)]−4
∫ s
0
(1 + t)2{
∫
St,u
(Lψ + νψ)2dµ/g}dt ≤ CD0
(vi)
∫
U ⋃W sǫ0
(1 + t)[1 + log(1 + t)]−1|/dψ|2dµ/gdudt ≤ CD0[1 + log(1 + s)]4
5.2 The Multiplier Fields K0 and K1. The Associated Energy-
Momentum Density Vectorfields
We begin with the energy-momentum-stress tensor T˜µν associated to the function ψ through the metric
g˜:
T˜µν := ∂µψ∂νψ − 1
2
g˜µν(g˜
−1)κλ∂κψ∂λψ (5.16)
= ∂µψ∂νψ − 1
2
gµν(g
−1)κλ∂κψ∂λψ = Tµν
We have:
D˜µT˜µν := (g˜
−1)µλD˜µT˜λν = ∂νψg˜ψ
where D˜ is the covariant derivative operator associated to the metric g˜µν . Thus, for a solution of (5.1),
T˜µν is divergence-free with respect to the metric g˜, while for a solution of the inhomogenneous wave
equation (5.4),
D˜µT˜µν = ρ∂νψ (5.17)
We consider the future-directed, time-like vectorfield K0:
K0 = (1 + α
−1κ)L+ L (5.18)
Also, given a function ω satisfying D1-D5 we consider the future-directed, null vectorfield K1:
K1 = (ω/ν)L (5.19)
At this point, we discuss why we choose these two multiplier fields. A multiplier should be non-
spacelike and future-directed so that it gives positive energies. Also the multiplier should be smooth
with respect to the basis ( ∂∂t ,
∂
∂u ,
∂
∂ϑA ) in acoustical coordinates (t, u, ϑ
A), because only the smooth
vectorfields give error terms which can be estimated, due to their expressions in terms of deformation
tensors. So in the flat spacetime, ∂t is a natural choice. While in the present case, L+L fits the above
requirements. Indeed L+ L is the analogue of time translation, i.e. ∂t in flat spacetime. However, in
contrast to this, K0 becomes null when µ −→ 0 On the other hand, before we set η0 = 1, L and L
have different physical dimensions, L being 1time and L being
1
length . However, after we set η0 = 1, the
unit of time is the time required for sound to travel the unit length in the constant state. Therefore
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time is the length and L, L are both 1length . To deal with the growth of µ, we need to plus the term
α−1κL. This is how we choose K0.
Concerning the choice of K1, we remind you the generator of the inverted time translation in
Minkowski spacetime:
K = (u2L+ u2L)
where
L = ∂t + ∂r L = ∂t − ∂r
and
u = t+ r u = t− r
Now at the present case, we want to choose a similar vectorfield. The analogue of t−r is our acoustical
function u, which is bounded inW ∗ǫ0 . While when t is large, u ∼ t. Since the first term in the expression
for K is contained in K0, so by B1 and D1, it is reasonale to choose:
K1 = (ω/ν)L
We will see later more clearly why we exactly choose this form.
We denote by π˜0 and π˜1 the Lie derivatives of the conformal metric g˜ with respect to the vectorfields
K0 and K1:
π˜0 = LK0 g˜, π˜1 = LK1 g˜ (5.20)
To K0 we associate the vectorfield
P˜µ0 = −T˜ µν Kν0 (5.21)
where
T˜ µν = (g˜
−1)µκTκν
To K1 we associate the vectorfield
P˜µ1 = −T˜ µν Kν1 − (g˜−1)µν(ωψ∂νψ −
1
2
ψ2∂νω) (5.22)
Let
T˜ µν = (g˜−1)νλT˜ µλ = (g˜
−1)µκ(g˜−1)νλT˜κλ (5.23)
For any vectorfield X , we have , by the virtue of the symmetry of T˜ µν ,
D˜µ(T˜
µ
ν X
ν) = (D˜µT˜
µ
ν )X
ν + T˜ µλ(g˜λνD˜µX
ν) (5.24)
= ρXψ +
1
2
T˜ µλ(g˜λνD˜µX
ν + g˜µνD˜λX
ν) = ρXψ +
1
2
T˜ µλLX g˜µλ
Thus, we have
D˜µP˜
µ
0 = −ρK0ψ −
1
2
T˜ µν π˜0,µν := Q˜0 (5.25)
Also, we have
D˜µP˜
µ
1 = −ρ(K1ψ + ωψ)−
1
2
T˜ µνπ˜1,µν − ω(g˜−1)µν∂µψ∂νψ + 1
2
ψ2g˜ω
Taking into account the fact that:
trT˜ := g˜µν T˜
µν = −(g˜−1)µν∂µψ∂νψ
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and introducing:
π˜′1 = π˜1 − 2ωg˜ (5.26)
we can write the above in the form
D˜µP˜
µ
1 = −ρ(K1ψ + ωψ)−
1
2
T˜ µνπ˜′1,µν +
1
2
ψ2g˜ω := Q˜1 (5.27)
Consider now the equation
D˜µP˜
µ = Q˜ (5.28)
for an arbitrary vectorfield P˜ and function Q˜. In arbitrary local coordinates we have
D˜µP˜
µ =
1√− det g˜ ∂µ(
√
− det g˜P˜µ) = 1
Ω2
√− det g∂µ(Ω
2
√
− det gP˜µ) = Ω−2DµPµ
where
Pµ = Ω2P˜µ (5.29)
Hence, with
Q = Ω2Q˜ (5.30)
equation (5.28) is equivalent to the equation:
DµP
µ = Q (5.31)
We may express (5.31) in acoustical coordinates (t, u, ϑ1, ϑ2). Expanding P in the associated coordinate
frame field,
(
∂
∂t
,
∂
∂u
,
∂
∂ϑ1
,
∂
∂ϑ2
)
P = P t
∂
∂t
+ Pu
∂
∂u
+
∑
A
(Pϑ)A
∂
∂ϑA
and noting that, by (2.41), we have √
− det g = µ
√
det /g (5.32)
equation (5.31) takes the form:
1√
det /g
{ ∂
∂t
(µ
√
det /gP
t) +
∂
∂u
(µ
√
det /gP
u)} + /divM = µQ (5.33)
where M is the vectorfield on S2:
M = µ
∑
A
(Pϑ)A
∂
∂ϑA
This follows from the fact that
/divM =
1√
det /g
∂
∂ϑA
(
√
det /gM
A)
We integrate (5.33) on S2 with respect to the measure
dµ/g =
√
det /gdϑ
1dϑ2 (5.34)
to obtain the equation
∂
∂t
(
∫
St,u
µP tdµ/g) +
∂
∂u
(
∫
St,u
µPudµ/g) =
∫
St,u
µQdµ/g (5.35)
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Replacing (t, u) by (t′, u′) and integrating with respect to (t′, u′) on [0, t]× [0, u], we obtain, under the
hypothesis that P vanishes in the closure of the exterior of C0.
Eu(t)− Eu(0) + F t(u) =
∫
W tu
Qdµg (5.36)
Here Eu is the “energy”:
Eu(t) =
∫
Σut
µP tdµ/gdu
′ =
∫ u
0
(
∫
St,u′
µP tdµ/g)du
′ (5.37)
and F t is the “flux”:
F t(u) =
∫
Ctu
µPudµ/gdt
′ =
∫ t
0
(
∫
St′,u
µPudµ/g)dt
′ (5.38)
In obtaining (5.36) we have used the fact that∫
W tu
Qdµg =
∫ ∫
[0,t]×[0,u]
(
∫
St′,u′
µQdµ/g)du
′dt′ (5.39)
In the above, Σut is the annular region:
Σut =
⋃
u′∈[0,u]
St,u′ (5.40)
in the space-like hyperplane Σt, C
t
u is the characteristic hypersurface Cu truncated from above by Σt:
Ctu =
⋃
t′∈[0,t]
St′,u (5.41)
and W tu is the spacetime domain:
W tu =
⋃
(t′,u′)∈[0,t]×[0,u]
St′,u′ (5.42)
bounded by the characteristic hypersurfaces Cu and C0 and the space-like hypersurfaces Σt and Σ0.
Now we expand P in the frame field (L,L,X1, X2):
P = PLL+ PLL+
∑
A
PAXA
From the conclusion of Chapter 2 and Chapter 3:
L =
∂
∂t
(5.43)
L = η−1κ
∂
∂t
+ 2(
∂
∂u
− ΞA ∂
∂ϑA
) (5.44)
XA =
∂
∂ϑA
(5.45)
By direct calculations, we get
P t = PL + η−1κPL (5.46)
Pu = 2PL (5.47)
(Pϑ)A = PA − 2PLΞA (5.48)
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We shall write down the expressions for the energy and flux integrals corresponding to P0 and P1.
We begin with the components of the energy-momentum-stress tensor in the null frame
(L,L,X1, X2):
TLL = (Lψ)
2, TLL = (Lψ)
2, TLL = µ|/dψ|2 (5.49)
TLA = (Lψ)(/dAψ), TLA = (Lψ)(/dAψ)
TAB = (/dAψ)(/dBψ)−
1
2
/gAB(−µ−1(Lψ)(Lψ) + |/dψ|2)
Here, /dAψ = XAψ, and the pointwise norms of tensors on St,u are with respect to the induced metric
/g.
We also give the components of the tensor T µν. From (3.130), we have:
TLL =
(Lψ)2
4µ2
, TLL =
(Lψ)2
4µ2
, TLL =
|/dψ|2
4µ
(5.50)
TLA = − 1
2µ
(Lψ)(/d
A
ψ), TLA = − 1
2µ
(Lψ)(/d
A
ψ)
TAB =
1
2µ
(/g
−1)AB(Lψ)(Lψ) + {(/dAψ)(/dBψ)− 1
2
(/g
−1)AB|/dψ|2}
where /d
A
ψ = (/g
−1)AB/dBψ
We consider P0. From (5.66) and (5.54) we have
Pµ0 = Ω
2P˜µ0 = −Ω2T˜ µν Kν0 = −ΩT µν Kν0 (5.51)
We get
P
L
0 = −ΩTLL (1 + η−1κ)− ΩTLL =
Ω
2µ
((1 + η−1κ)TLL + TLL)
PL0 = −ΩTLL (1 + η−1κ)− ΩTLL =
Ω
2µ
((1 + η−1κ)TLL + TLL)
By (3.91), we have
P
L
0 =
Ω
2µ
((1 + η−1κ)(Lψ)2 + µ|/dψ|2) (5.52)
PL0 =
Ω
2µ
((1 + η−1κ)µ|/dψ|2 + (Lψ)2)
So we get
Eu0 (t) =
∫
Σut
Ω
2
{η−1κ(1 + η−1κ)(Lψ)2 + (Lψ)2 + (1 + 2η−1κ)µ|/dψ|2}dµ/gdu′ (5.53)
F t0(u) =
∫
Ctu
Ω{(1 + η−1κ)(Lψ)2 + µ|/dψ|2}dµ/gdt′ (5.54)
We now consider P1. By some similar calculation we have:
Pµ1 = −Ω{T µν Kν1 + (g−1)µν(ωψ∂νψ −
1
2
ψ2∂νω)} (5.55)
Then we get
P
L
1 =
Ω
2µ
{ων−1TLL + ωψ(Lψ)− 1
2
ψ2(Lω)}
PL1 =
Ω
2µ
{ων−1TLL + ωψ(Lψ)− 1
2
ψ2(Lω)}
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Then from (5.49) we get
P
L
1 =
Ω
2µ
{ων−1(Lψ)2 + ωψ(Lψ)− 1
2
ψ2(Lω)} (5.56)
PL1 =
Ω
2µ
{ων−1µ|/dψ|2 + ωψ(Lψ)− 1
2
ψ2(Lω)}
and
Eu1 (t) =
∫
Σut
Ω
2
{ων−1[η−1κ(Lψ)2 + µ|/dψ|2] + ωψ[η−1κ(Lψ) + (Lψ)] (5.57)
−1
2
ψ2[η−1κ(Lω) + (Lω)]}dµ/gdu′
F t1(u) =
∫
Ctu
Ω{ων−1(Lψ)2 + ωψ(Lψ)− 1
2
ψ2(Lω)}dµ/gdt′ (5.58)
We actually define the flux integral associated to the vectorfield K1 to be:
F ′t1 (u) =
∫
Ctu
Ωων−1(Lψ + νψ)2dµ/gdt
′ (5.59)
By a direct calculation, we deduce:
F t1(u)−F ′t1 (u) = −
∫
Ctu
1
2
Ω[L(ωψ2) + 2νωψ2]dµ/gdt
′ (5.60)
Now we have
/LLdµ/g = trχdµ/g (5.61)
In view of (5.9), we have for an arbitrary function f defined in W ∗ǫ0 :
∂
∂t
(
∫
St,u
Ωfdµ/g) =
∫
St,u
Ω(Lf + 2νf)dµ/g (5.62)
Setting f = 12ωψ
2, we have from (5.60),
F t1(u)−F ′t1 (u) = −
∫ t
0
∂
∂t′
(
∫
St′,u
1
2
Ωωψ2dµ/g)dt
′ (5.63)
= −
∫
St,u
1
2
Ωωψ2dµ/g +
∫
S0,u
1
2
Ωωψ2dµ/g
Consider next the energy integral (5.57). We actually define the energy integral associated to the
vectorfield K1 to be:
E ′u1 (t) =
∫
Σut
Ω
2
ων−1{η−1κ(Lψ + νψ)2 + µ|/dψ|2}dµ/gdu′ (5.64)
Taking into account the fact that,
L− η−1κL = 2T (5.65)
we find:
Eu1 (t)− E ′u1 (t) =
∫
Σut
Ω
2
{2ωψ(Tψ)− 1
2
[η−1κLω + Lω + 2η−1κνω]ψ2}dµ/gdu′ (5.66)
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From the definition of θ, we have
/LT dµ/g = κtrθdµ/g (5.67)
From (5.67), we know that for an arbitrary function f defined in W ∗ǫ0 :
∂
∂u
(
∫
St,u
Ωfdµ/g) =
∫
St,u
/LT (Ωfdµ/g) =
∫
St,u
Ω{Tf + [κtrθ + T (logΩ)]f}dµ/g (5.68)
Setting f = 12ωψ
2 yields:∫
Σut
Ω
2
{2ωψ(Tψ) + (Tω)ψ2 + [κtrθ + T (logΩ)]ωψ2}dµ/gdu′
=
∫ u
0
∂
∂u′
(
∫
St,u′
Ω
2
ωψ2dµ/g)du
′ =
∫
St,u
1
2
Ωωψ2dµ/g
Here we have used the fact that ψ vanishes on St,0 ⊂ C0. Comparing this with (5.66) and using (5.65),
we get:
Eu1 (t)− E ′u1 (t) =
∫
St,u
1
2
Ωωψ2dµ/g − Iu(t) (5.69)
where
Iu(t) =
∫
Σut
1
2
Ω{2Tω + η−1κ[Lω + (ν + ηtrθ)ω] + ωT (logΩ)}ψ2dµ/gdu′
Taking into account the fact that:
trχ = η(tr/k − trθ), trχ = κ(tr/k + trθ) (5.70)
we have
trχ = η−1κ[trχ+ 2ηtrθ]
Then we get
Iu(t) =
∫
Σut
1
2
Ω(Lω + νω)ψ2dµ/gdu
′ (5.71)
So (5.69) takes the form
Eu1 (t)− E ′u1 (t) =
∫
St,u
1
2
Ωωψ2dµ/g − Iu(t) (5.72)
Substituting this and (5.63) into (5.36), the surface integrals cancel and we get
E ′u1 (t) + F ′t1 (u) = Iu(t)− Iu(0) + E ′u1 (0) +
∫
W tu
Q1dµg (5.73)
Also for K0 we have
Eu0 (t) + F t0(u) = Eu0 (0) +
∫
W tu
Q0dµg (5.74)
Obviously, by A1 and A2 there is a positive constant C such that
C−1Eu0 (t) ≤
∫ u
0
{
∫
St,u′
[µ(1 + µ)((Lψ)2 + |/dψ|2) + (Lψ)2]dµ/g}du′ ≤ CEu0 (t) (5.75)
and
C−1F t0(u) ≤
∫ t
0
{
∫
St′,u
[(1 + µ)(Lψ)2 + µ|/dψ|2]dµ/g}dt′ ≤ CF t0(u) (5.76)
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By A1,A2 and B1,D1 there is a positive constant C such that:
C−1E ′u1 (t) ≤ (1 + t)2
∫ u
0
{
∫
St,u′
µ[(Lψ + νψ)2 + |/dψ|2]dµ/g}du′ ≤ CE ′u1 (t) (5.77)
and
C−1F ′t1 (u) ≤
∫ t
0
(1 + t′)2{
∫
St′,u
(Lψ + νψ)2dµ/g}dt′ ≤ CF ′t1 (u) (5.78)
Lemma 5.1 There is a numerical constant C such that for all u ∈ [0, ǫ0]:∫
St,u
ψ2dµ/g ≤ ǫ0CEu0 (t)
Proof . We shall use the acoustical coordinates (t, u, ϑ1, ϑ2). Now on a given hyperplane Σt we may
set Ξ = 0, then on this Σt we have
T =
∂
∂u
hence, in view of the fact that ψ vanishes on C0,
ψ(t, u, ϑ) =
∫ u
0
(Tψ)(t, u′, ϑ)du′ (5.79)
It follows that: ∫
St,u
ψ2dµ/˜g =
∫
S2
ψ2(t, u, ϑ)dµ/˜g(t, u, ϑ) (5.80)
=
∫
S2
{
∫ u
0
(Tψ)(t, u′, ϑ)du′}2dµ/˜g(t, u, ϑ)
≤ ǫ0
∫
S2
{
∫ u
0
(Tψ)2(t, u′, ϑ)du′}dµ/˜g(t, u, ϑ)
In view of the fact /˜g = Ω/g,
/LTdµ/˜g = Ω/LTdµ/g + T (Ω)dµ/g = (κtrθ + T logΩ)dµ/˜g (5.81)
From (5.9) and (5.10) we have
κtrθ + T logΩ = −η−1κν + ν (5.82)
Thus
/LTdµ/˜g = (−η−1κν + ν)dµ/˜g (5.83)
From B1,B2 and A3,A2 we have
| − η−1κν + ν| ≤ C(1 + t)−1[1 + log(1 + t)]4 ≤ C′ (5.84)
Integrate (5.83) along T on Σt and using the fact ǫ0 ≤ 12 we get
C−1 ≤
dµ/˜g(t,u,ϑ)
dµ/˜g(t,0,ϑ)
≤ C (5.85)
for all (u, ϑ) ∈ [0, ǫ0]× S2. Then (5.80) is bounded by
Cǫ0
∫ u
0
{
∫
S2
(Tψ)2(t, u′, ϑ)dµ/˜g(t, u
′, ϑ)}du′ ≤ Cǫ0
∫ u
0
{
∫
St,u′
(Tψ)2dµ/g}du′ (5.86)
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Obviously
(Tψ)2 ≤ C[(Lψ)2 + η−2κ2(Lψ)2] (5.87)
The result follows.
We now introduce the following quantities which are non-decreasing functions of t at each u:
E¯u0 (t) = sup
t′∈[0,t]
Eu0 (t′) (5.88)
F t0(u) (5.89)
E¯ ′u1 (t) = sup
t′∈[0,t]
[1 + log(1 + t′)]−4E ′u1 (t′) (5.90)
F¯ ′t1 (u) = sup
t′∈[0,t]
[1 + log(1 + t′)]−4F ′t′1 (u) (5.91)
Obviously, E¯u0 (t), E¯ ′u1 (t) are also non-decreasing functions of u at each t. The statements (i) − (v) of
Theorem 5.1 is equivalent to
E¯ǫ00 (s), sup
u∈[0,ǫ0]
Fs0 (u), E¯ ′ǫ01 (s), sup
u∈[0,ǫ0]
F¯ ′s1 (u) ≤ CD0 (5.92)
In view of (5.73) and (5.74), to prove the theorem we must estimate properly the spacetime integrals∫
W tu
Q0dµg,
∫
W tu
Q1dµg (5.93)
in terms of E¯u0 (t),F t0(u), E¯ ′u1 (t), F¯ ′t1 (u). When we estimate the error spacetime integral we shall see the
reason why we allow the growth like [1 + log(1 + t)]4 for E ′u1 (t) and F ′t1 (u)
5.3 The Error Integrals
From (5.25) and (5.30), we have:
Q0 = −Ω2ρK0ψ − 1
2
T µν π˜0,µν (5.94)
= Q0,0 +Q0,1 +Q0,2 +Q0,3 +Q0,4 +Q0,5 +Q0,6 +Q0,7
where
Q0,0 = −Ω2ρK0ψ (5.95)
Q0,1 = −1
2
TLLπ˜0,LL = −1
8
µ−2(Lψ)2π˜0,LL (5.96)
Q0,2 = −1
2
TLLπ˜0,LL = −1
8
µ−2(Lψ)2π˜0,LL (5.97)
Q0,3 = −TLLπ˜0,LL = −1
4
µ−1|/dψ|2π˜0,LL (5.98)
Q0,4 = −TLAπ˜0,LA = 1
2
µ−1(Lψ)(/dAψ)π˜0,LA (5.99)
Q0,5 = −TLAπ˜0,LA = 1
2
µ−1(Lψ)(/dAψ)π˜0,LA (5.100)
and,
−1
2
TABπ˜0,AB = Q0,6 +Q0,7
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where
Q0,6 = −1
2
{/dAψ/dBψ − 1
2
(/g
−1)AB|/dψ|2}ˆ˜/π0,AB (5.101)
Q0,7 = −1
4
µ−1(Lψ)(Lψ)tr/˜π0 (5.102)
Here /˜π0 denotes the restriction to St,u of π˜0, and
ˆ˜
/π0 denotes the trace-free part of /˜π0 and we have
made use of the trace-free nature of
/d
A
ψ/d
B
ψ − 1
2
(/g
−1)AB|/dψ|2
We have
π˜0 = Ωπ0 + (K0Ω)g
Using (3.131)-(3.138) we have
π˜0,LL = 0 (5.103)
π˜0,LL = −4Ωµ{L(η−1κ)− (η−10 + α−1κ)L(η−1κ)} (5.104)
π˜0,LL = −2Ωµ{µ−1(K0µ) + (K0 logΩ) + 2L(η−1κ)} (5.105)
π˜0,LA = −2Ω(ζA + ηA) (5.106)
π˜0,LA = 2Ω{(η−10 + α−1κ)(ζA + ηA)− µ/dA(η−1κ)} (5.107)
ˆ˜
/π0,AB = 2Ω{(η−10 + η−1κ)χˆAB + χˆAB} (5.108)
tr/˜π0 = 4Ω{(η−10 + η−1κ)ν + ν} (5.109)
From (5.27) and (5.30) we have:
Q1 = −Ω2ρK1ψ − Ω2ρωψ − 1
2
T µν π˜′1,µν +
1
2
Ω2ψ2g˜ω (5.110)
= Q1,0 +Q1,1 +Q1,2 +Q1,3 +Q1,4 +Q1,5 +Q1,6 +Q1,7 +Q1,8
where
Q1,0 = −Ω2ρK1ψ − Ω2ρωψ (5.111)
Q1,1 = −1
2
TLLπ˜′1,LL = −
1
8
µ−2(Lψ)2π˜′1,LL (5.112)
Q1,2 = −1
2
TLLπ˜′1,LL = −
1
8
µ−2(Lψ)2π˜′1,LL (5.113)
Q1,3 = −TLLπ˜′1,LL = −
1
4
µ−1|/dψ|2π˜′1,LL (5.114)
Q1,4 = −TLAπ˜′1,LA =
1
2
µ−1(Lψ)(/dAψ)π˜′1,LA (5.115)
Q1,5 = −TLAπ˜′1,LA =
1
2
µ−1(Lψ)(/dAψ)π˜′1,LA (5.116)
and
−1
2
TABπ˜′1,AB = Q1,6 +Q1,7
where
Q1,6 = −1
2
{/dAψ/dBψ − 1
2
(/g
−1)AB|/dψ|2}ˆ˜/π′1,AB (5.117)
Q1,7 = −1
4
µ−1(Lψ)(Lψ)tr/˜π
′
1 (5.118)
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Also,
Q1,8 =
1
2
Ω2ψ2g˜ω (5.119)
The symbols are similar as (5.101)-(5.102).
Since π˜1 = Ωπ1 + (K1Ω)g, we have π˜
′
1 = Ω{π1 + (K1 logΩ− 2ω)g}. So we get the following:
π˜′1,LL = 0 (5.120)
π˜′1,LL = −4Ωµ{L(ν−1ω)− ν−1ωL(η−1κ)} (5.121)
π˜′1,LL = −2Ωµ{µ−1K1µ+ L(ν−1ω)− 2ω +K1 logΩ} (5.122)
π˜′1,LA = 0 (5.123)
π˜′1,LA = 2Ω{ν−1ω(ζA + ηA)− µ/dA(ν−1ω)} (5.124)
ˆ˜
/π′1,AB = 2Ων
−1ωχˆAB (5.125)
tr/˜π
′
1 = 0 (5.126)
At this point, we can see more clearly why we choose
K1 = (ω/ν)L
To see this, let us first set:
K1 = fL
where f is a function to be determined.
Recall (5.26):
π˜′1,AB = π˜1,AB − 2ω/˜gAB
while
π˜1,AB = f{g˜(DAL, eB) + g˜(DBL, eA)} = 2fχ˜AB
= 2f ˆ˜χAB + ftrχ˜/˜gAB
Since
trχ˜ = 2ν
we have:
tr/˜π
′
1 = 4(νf − ω)
So if we choose
f = ω/ν
then
tr/˜π
′
1 = 0
Hence Q1,7 vanishes. This fact is very important, otherwise, the growth of ω would prevent us from
appropriately estimating this term.
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5.4 The Estimates for the Error Integrals
We now consider the spacetime integral of Q0.
In view of (5.32), we have for an arbitrary function f ,
∫
W tu
µ−1fdµg =
∫ t
0
{
∫
Σ′ut
f}dt′ =
∫ u
0
{
∫
Ct
u′
f}du′ (5.127)
where ∫
Σ′ut
f =
∫ u
0
[
∫
St′,u′
fdµ/g]du
′,
∫
Ct
u′
f =
∫ t
0
[
∫
St′,u′
fdµ/g]dt
′ (5.128)
In view of the fact that ρ vanishes and (5.103),
Q0,0 = Q0,1 = 0 (5.129)
By B10,B11 and A1,
µ−1|π˜0,LL| ≤ C(1 + t)[1 + log(1 + t)]−2 (5.130)
hence, from (5.97), we have
µ|Q0,2| ≤ C(1 + t)[1 + log(1 + t)]−2(Lψ)2 (5.131)
Writing
(Lψ)2 ≤ 2(Lψ + νψ)2 + 2(νψ)2 (5.132)
then ∫
W tu
|Q0,2|dµg ≤ C(J0 + J1) (5.133)
where
J0 =
∫ t
0
(1 + t′)[1 + log(1 + t′)]−2{
∫
Σu
t′
(νψ)2}dt′ (5.134)
J1 =
∫ t
0
(1 + t′)[1 + log(1 + t′)]−2{
∫
Σu
t′
(Lψ + νψ)2}dt′ (5.135)
By B1,
J0 ≤ C
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]−2{
∫
Σu
t′
ψ2}dt′ (5.136)
Using Lemma 5.1 we obtain:
J0 ≤ C
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]−2Eu0 (t′)dt′ (5.137)
On the other hand,
J1 =
∫ t
0
f0(t
′)
dg(t′)
dt′
dt′ (5.138)
where
g(t) =
∫ t
0
(1 + t′)2{
∫
Σu
t′
(Lψ + νψ)2}dt′ (5.139)
and
f0(t) = (1 + t)
−1[1 + log(1 + t)]−2 (5.140)
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Integrating by parts:
J1 = f0(t)g(t)−
∫ t
0
g(t′)
df0(t
′)
dt′
dt′ (5.141)
By (5.76) ∫ t
0
∫
St′,u
(Lψ)2dµ/gdt
′ ≤ CF t0(u) (5.142)
Hence ∫ t
0
{
∫
Σu
t′
(Lψ)2}dt′ ≤ C
∫ u
0
F t0(u′)du′ (5.143)
Also by Lemma 5.1 and B1,
∫ t
0
∫
Σu
t′
(νψ)2dµ/gdt
′ ≤ Cǫ0
∫ t
0
(1 + t′)−2 sup
u′∈[0,u]
(
∫
St′,u′
ψ2dµ/g)dt
′ ≤ Cǫ20
∫ t
0
(1 + t′)−2Eu0 (t′)dt′ (5.144)
Set:
F (t, u) = {
∫
Σut
(Lψ + νψ)2} 12 (5.145)
We then have:
g(t) =
∫ t
0
(1 + t′)2F 2(t′, u)dt′ (5.146)
So
f0(t)g(t) ≤ [1 + log(1 + t)]−2
∫ t
0
(1 + t′)F 2(t′, u)dt′ (5.147)
≤ {
∫ t
0
F 2(t′, u)dt′} 12 {[1 + log(1 + t)]−4
∫ t
0
(1 + t′)2F 2(t′, u)dt′} 12
By (5.143) and (5.144),
∫ t
0
F 2(t′, u)dt′ ≤ C
∫ u
0
F t0(u′)du′ + Cǫ20
∫ t
0
(1 + t′)−2Eu0 (t′)dt′ (5.148)
On the other hand, by (5.78) we have:
∫ t
0
(1 + t′)2F 2(t′, u)dt′ ≤ C
∫ u
0
F ′t1 (u′)du′ (5.149)
So we have:
f0(t)g(t) ≤ C{
∫ u
0
F t0(u′)du′+Cǫ20
∫ t
0
(1+ t′)−2Eu0 (t′)dt′}
1
2 {[1+ log(1+ t)]−4
∫ u
0
F ′t1 (u′)du′}
1
2 (5.150)
Moreover, since
|df0
dt
| ≤ C(1 + t)−2[1 + log(1 + t)]−2 (5.151)
we have by (5.146) and (5.149),
∫ t
0
g(t′)|df0
dt
|dt′ ≤ C
∫ t
0
(1 + t′)−2[1 + log(1 + t′]−2{
∫ u
0
F ′t′1 (u′)du′}dt′ (5.152)
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We thus obtain
J1 ≤ C{
∫ u
0
F t0(u′)du′ + Cǫ20
∫ t
0
(1 + t′)−2Eu0 (t′)dt′}
1
2 {[1 + log(1 + t)]−4
∫ u
0
F ′t1 (u′)du′}
1
2 (5.153)
+C
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]−2{
∫ u
0
F ′t′1 (u′)du′}dt′
which together with (5.137) yields∫
W tu
|Q0,2|dµg ≤ C
∫ t
0
(1 + t′)−1[1 + (log(1 + t′)]−2Eu0 (t′)dt′ (5.154)
+C{
∫ u
0
F t0(u′)du′ + Cǫ20
∫ t
0
(1 + t′)−2Eu0 (t′)dt′}
1
2 {[1 + log(1 + t)]−4
∫ u
0
F ′t1 (u′)du′}
1
2
+C
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]−2{
∫ u
0
F ′t′1 (u′)du′}dt′
We now turn to Q0,6 and Q0,7. The terms Q0,3, Q0,4, Q0,5 shall be treated later.
From B3,B4 and A1,A3, we have
|ˆ˜/π0| ≤ C(1 + t)[1 + log(1 + t)]−6 (5.155)
In view of (5.77) and (5.90) we can then estimate∫
W tu
|Q0,6|dµg ≤ C
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]−6E ′u1 (t′)dt′ (5.156)
≤ C
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]−2E¯ ′u1 (t′)dt′
Also, by B1,B2,A1,A3, we have
|tr/˜π0| ≤ C(1 + t)−1[1 + log(1 + t)]4 (5.157)
Writing |Lψ| ≤ |Lψ + νψ|+ |νψ|, we can then estimate:∫
W tu
|Q0,7|dµg ≤ C(J2 + J3) (5.158)
where:
J2 =
∫ t
0
f1(t
′)
∫
Σu
t′
|νψ||Lψ| (5.159)
J3 =
∫ t
0
f1(t
′)
∫
Σu
t′
|Lψ + νψ||Lψ| (5.160)
and
f1(t) = (1 + t)
−1[1 + log(1 + t)]4 (5.161)
We have:
J2 ≤ I
1
2
0 I
1
2
1 (5.162)
where:
I0 =
∫ t
0
(1 + t′)f1(t′){
∫
Σu
t′
(νψ)2}dt′ (5.163)
I1 =
∫ t
0
(1 + t′)−1f1(t′){
∫
Σu
t′
(Lψ)2}dt′ (5.164)
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By B1 and Lemma 5.1, we have ,with
f2(t) = (1 + t)
−1f1(t) = (1 + t)−2[1 + log(1 + t)]4 (5.165)
I0 ≤ Cǫ0
∫ t
0
f2(t
′)Eu0 (t′)dt′ (5.166)
Also, by (5.75),
I1 ≤ C
∫ t
0
f2(t
′)Eu0 (t′)dt′ (5.167)
Thus we obtain:
J2 ≤ Cǫ
1
2
0
∫ t
0
f2(t
′)Eu0 (t′)dt′ (5.168)
We have:
J3 ≤ 1
2
(I1 + I2) (5.169)
where:
I2 =
∫ t
0
(1 + t′)f1(t′){
∫
Σu
t′
(Lψ + νψ)2}dt′ (5.170)
Recalling (5.139), we have:
I2 =
∫ t
0
f2(t
′)
dg(t′)
dt′
dt′ (5.171)
We can see that I2 is similar to J1, moreover, f2 decays faster than f0, thus I2 has the same bound as
J1:
I2 ≤ C{
∫ u
0
F t0(u′)du′ + Cǫ20
∫ t
0
(1 + t′)−2Eu0 (t′)dt′}
1
2 {[1 + log(1 + t)]−4
∫ u
0
F ′t1 (u′)du′}
1
2 (5.172)
+C
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]−2{
∫ u
0
F ′t′1 (u′)du′}dt′
We conclude that ∫
W tt
|Q0,7|dµg ≤ C
∫ t
0
f2(t
′)Eu0 (t′)dt′ (5.173)
+C{
∫ u
0
F t0(u′)du′ + Cǫ20
∫ t
0
(1 + t′)−2Eu0 (t′)dt′}
1
2 {[1 + log(1 + t)]−4
∫ u
0
F ′t1 (u′)du′}
1
2
+C
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]−2{
∫ u
0
F ′t′1 (u′)du′}dt′
We turn to Q1. Since we are considering the case that ρ vanishes, we have:
Q1,0 = 0 (5.174)
Also, from (5.120),(5.123) and (5.126) we have
Q1,1 = Q1,4 = Q1,7 = 0 (5.175)
So we first consider Q1,2. By B1,B10,B13,D1,D3,A1, we have
µ−1|π˜′1,LL| ≤ C(1 + t)[1 + log(1 + t)]3 (5.176)
Hence,
µ|Q1,2| ≤ C(1 + t)[1 + log(1 + t)]3(Lψ)2 (5.177)
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Writing again: (Lψ)2 ≤ 2(Lψ + νψ)2 + 2(νψ)2, it then follows:∫
W tu
|Q1,2|dµg ≤ C(J4 + J5) (5.178)
where
J4 =
∫ t
0
(1 + t′)[1 + log(1 + t′)]3{
∫
Σu
t′
(νψ)2}dt′ (5.179)
J5 =
∫ t
0
(1 + t′)[1 + log(1 + t′)]3{
∫
Σu
t′
(Lψ + νψ)2}dt′ (5.180)
By B1 and Lemma 5.1 we have:
J4 ≤ Cǫ20
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]3Eu0 (t′)dt′ ≤ Cǫ20E¯u0 (t)[1 + log(1 + t)]4 (5.181)
From (5.139) we have
J5 =
∫ t
0
f3(t
′)
dg(t′)
dt′
dt′ (5.182)
where
f3(t) = (1 + t)
−1[1 + log(1 + t)]3 (5.183)
Then we have
J5 = f3(t)g(t)−
∫ t
0
g(t′)
df3(t
′)
dt′
dt′ ≤ g(t){f3(t) +
∫ t
0
|df3(t
′)
dt′
|dt′} ≤ C
∫ u
0
F ′t1 (u′)du′ (5.184)
We have used the fact that g(t) is non-decreasing. In conclusion,∫
W tu
|Q1,2|dµg ≤ C
∫ u
0
F ′t1 (u′)du′ + Cǫ20E¯u0 (t)[1 + log(1 + t)]4 (5.185)
Consider next Q1,6. By A1,B1,B3,D1, we have
|ˆ˜/π′1| ≤ C(1 + t)[1 + log(1 + t)]−2 (5.186)
Hence, by (5.77), ∫
W tu
|Q1,6|dµg ≤ C
∫ t
0
(1 + t′)[1 + log(1 + t′)]−2{
∫
Σu
t′
µ|/dψ|2}dt′ (5.187)
≤ C
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]−2E ′u1 (t′)dt′
To estimate Q1,8, we shall use D5 and Lemma 5.1:∫
W tu
|Q1,8|dµg ≤
∫ t
0
{
∫ u
0
sup
St′,u′
(µ|g˜ω|) · [
∫
St′,u′
ψ2dµ/g]du
′dt′ (5.188)
≤ Cǫ0
∫ t
0
{
∫ u
0
sup
St′,u′
(µ|g˜ω|)du′}Eu0 (t′)dt′
So from D5 we have ∫
W tu
|Q1,8|dµg ≤ Cǫ0[1 + log(1 + t)]4E¯u0 (t) (5.189)
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We now turn to the crucial terms, Q0,3 and Q1,3.
Consider first Q1,3. We have:
π˜′1,LL = −2Ωµ(ων−1)(µ−1Lµ+ r1) (5.190)
where
r1 = ω
−1(Lω − νω)− ν−1(Lν + ν2) + L logΩ (5.191)
Thus, ∫
W tu
Q1,3dµg =
∫ t
0
{
∫
Σu
t′
Ω
2
(ων−1)(µ−1Lµ+ r1)µ|/dψ|2}dt′ (5.192)
Decomposing µ−1Lµ into its positive and negative parts, we write:
∫
W tu
Q1,3dµg =
∫ t
0
{
∫
Σu
t′
Ω
2
(ων−1)[µ−1(Lµ)+ + µ−1(Lµ)− + r1]µ|/dψ|2}dt′ (5.193)
Then by C1 and (5.64) we have
∫
W tu
Q1,3dµg ≤
∫ t
0
{(1 + t′)−1[1 + log(1 + t′)]−1 +A(t′) + sup
Σu
t′
|r1|}E ′u1 (t′)dt′ −K(t, u) (5.194)
where K(t, u) is the non-negative spacetime integral:
K(t, u) = −
∫
W tu
Ω
2
ων−1µ−1(Lµ)−|/dψ|2dµg (5.195)
Moreover, by B1,D1,B5,B12,D2 we have:
sup
Σ
ǫ0
t
|r1| ≤ C(1 + t)−1[1 + log(1 + t)]−2 (5.196)
Consider next Q0,3. From (5.105) and (5.18) we have:
π˜0,LL = −2Ωµ(µ−1(Lµ+ Lµ) + r0) (5.197)
where
r0 = α
−2Lµ+ 2L(α−1κ) +K0 logΩ (5.198)
= 3L(α−1κ) + 2α−2κLα+ (1 + α−1κ)L logΩ + L logΩ
Thus, ∫
W tu
Q0,3dµg =
∫ t
0
{
∫
Σu
t′
Ω
2
(µ−1(Lµ+ Lµ) + r0)µ|/dψ|2}dt′ (5.199)
Decomposing µ−1(Lµ+Lµ) into its positive and negative parts, and then dropping the negative part,
we obtain: ∫
W tu
Q0,3dµg ≤
∫ t
0
{
∫
Σu
t′
Ω
2
(µ−1(Lµ+ Lµ)+ + |r0|)µ|/dψ|2}dt′ (5.200)
Then by C2 and (5.64) we have:
∫
W tu
Q0,3dµg ≤
∫ t
0
(1 + t′)−2[B(t′) + sup
Σu
t′
|r0|]E ′u1 (t′)dt′ (5.201)
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Moreover, by B5,B6,B9,B10 we have:
sup
Σ
ǫ0
t
|r0| ≤ C(1 + t)[1 + log(1 + t)]−6 (5.202)
Finally, we consider Q0,4,Q0,5 and Q1,5.
First, we have: ∫
W tu
|Q1,5|dµg ≤M1 + R1 (5.203)
where
M1 =
∫
W tu
Ω(ων−1)|Lψ||/dψ||ζ + η|µ−1dµg (5.204)
R1 =
∫
W tu
Ω|Lψ||/dψ||/d(ων−1)|dµg (5.205)
First, we estimate M1. We decompose:
M1 =M
′
1 +M
′′
1 (5.206)
where
M ′1 =
∫
U ⋂W tu
Ω(ων−1)|Lψ||/dψ||ζ + η|µ−1dµg (5.207)
M ′′1 =
∫
Uc ⋂W tu
Ω(ων−1)|Lψ||/dψ||ζ + η|µ−1dµg (5.208)
The region U is defined by (5.14).
According to C3 we have:
− (Lµ)− ≥ C−1(1 + t′)−1[1 + log(1 + t′)]−1 (5.209)
in U ⋂W tu.
Comparing with (5.195) we have
K(t, u) ≥ −
∫
U ⋂W tu
Ω
2
ων−1µ−1(Lµ)−|/dψ|2dµg (5.210)
≥ 1
2C
∫
U ⋂W tu
Ωων−1(1 + t′)−1[1 + log(1 + t′)]−1µ−1|/dψ|2dµg
Thus we can estimate:
M ′1 ≤ CK
1
2N
1
2
1 (5.211)
where:
N1 =
∫
W tu
Ωων−1(1 + t′)[1 + log(1 + t′)]|ζ + η|2|Lψ|2µ−1dµg (5.212)
By virtue of B7,
N1 ≤
∫
W tu
Ωων−1(1 + t′)−1[1 + log(1 + t′)]3|Lψ|2µ−1dµg (5.213)
Thus
N1 ≤ C(N1,0 +N1,1) (5.214)
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where
N1,0 =
∫
U⋂W tu
Ωων−1(1 + t′)−1[1 + log(1 + t′)]3|νψ|2µ−1dµg (5.215)
N1,1 =
∫
U ⋂W tu
Ωων−1(1 + t′)−1[1 + log(1 + t′)]3|Lψ + νψ|2µ−1dµg (5.216)
Now by B1,D1 and A1,
N1,0 ≤ C
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]3{
∫ u
0
[
∫
St′,u′
ψ2dµ/g]du
′}dt′ (5.217)
hence by Lemma 5.1,
N1,0 ≤ Cǫ20
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]3Eu0 (t′)dt′ (5.218)
≤ Cǫ20E¯u0 (t)[1 + log(1 + t)]4
Also, from (5.59),
N1,1 ≤ C
∫ u
0
{
∫
Ct
u′
Ωων−1(Lψ + νψ)2}du′ = C
∫ u
0
F ′t1 (u′)du′ (5.219)
We thus obtain:
N1 ≤ Cǫ20E¯u0 (t)[1 + log(1 + t)]4 + C
∫ u
0
F ′t1 (u′)du′ (5.220)
We conclude that
M ′1 ≤ CK(t, u)
1
2 {ǫ20E¯u0 (t)[1 + log(1 + t)]4 + C
∫ u
0
F ′t1 (u′)du′}
1
2 (5.221)
On the other hand, since in Uc⋂W tu we have µ ≥ 1/4,
M ′′1 ≤ 2
∫
Uc⋂W tu
Ωων−1|Lψ||/dψ||ζ + η|µ− 12 dµg (5.222)
≤ 2
∫
W tu
Ωων−1|Lψ||/dψ||ζ + η|µ− 12 dµg
≤ 2{
∫
W tu
(1 + t′)−1[1 + log(1 + t′)]−1Ωων−1|/dψ|2dµg} 12N
1
2
1
where N1 is given by (5.212). In view of (5.64),
M ′′1 ≤ C{
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]−1E ′u1 (t′)dt′}
1
2N
1
2
1 (5.223)
So by (5.220) we conclude:
M ′′1 ≤ C{
∫ t
0
(1+t′)−1[1+log(1+t′)]−1E ′u1 (t′)dt′}
1
2 {ǫ20E¯u0 (t)[1+log(1+t)]4+C
∫ u
0
F ′t1 (u′)du′}
1
2 (5.224)
In the following we estimate R1 given by (5.205). Using B14,D4,B1,D1, we have
ω−1ν|/d(ων−1)| ≤ C(1 + t)−1[1 + log(1 + t)] 12 (5.225)
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so µ
1
2ω−1ν|/d(ων−1)| enjoys the same bound as |ζ + η|, namely by C(1+ t)−1[1+ log(1+ t)]. It follows
that R1 is bounded in the same way as M
′′
1 . So we conclude:∫
W tu
|Q1,5|dµg ≤ C{ǫ20E¯u0 (t)[1 + log(1 + t)]4 + C
∫ u
0
F ′t1 (u′)du′}
1
2 (5.226)
{K(t, u) +
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]−1E ′u1 (t′)dt′}
1
2
Next we consider Q0,4. Obviously, we have∫
W tu
|Q0,4|dµg ≤M0 (5.227)
where
M0 =
∫
W tu
Ω|Lψ||/dψ||ζ + η|µ−1dµg (5.228)
Again, we decompose:
M0 =M
′
0 +M
′′
0 (5.229)
where
M ′0 =
∫
U ⋂W tu
Ω|Lψ||/dψ||ζ + η|µ−1dµg (5.230)
M ′′0 =
∫
Uc⋂W tu
Ω|Lψ||/dψ||ζ + η|µ−1dµg (5.231)
By B7, we estimate:∫
U ⋂W tu
Ω|Lψ||/dψ||ζ + η|µ−1dµg ≤ C
∫
U ⋂W tu
(1 + t′)−1[1 + log(1 + t′)]|Lψ||/dψ|dµ/gdu′dt′ (5.232)
By Holder Inequality, the right hand side of the above is bounded by:
C
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]
√
Eu0 (t′)
√∫
U ⋂Σu
t′
|/dψ|2dt′ (5.233)
≤ (
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2Eu0 (t′)dt′)1/2 · (
∫
U ⋂W tu
|/dψ|2dµ/gdu′dt′)1/2
Let us define:
F (t, u) :=
∫ t
0
(1 + t′)[1 + log(1 + t′)]−1(
∫
U ⋂Σu
t′
|/dψ|2)dt′ (5.234)
By (5.210) and B1,D1,
K(t, u) ≥ 1
C
∫
U ⋂W tu
Ω(1 + t′)[1 + log(1 + t′)]−1µ−1|/dψ|2dµg (5.235)
Let us define
K¯(t, u) = sup
t′∈[0,t]
[1 + log(1 + t′)]−4K(t′, u)
Therefore
F (t, u) ≤ CK(t, u) ≤ CK¯(t, u)[1 + log(1 + t)]4 (5.236)
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and
dF
dt
(t, u) = (1 + t)[1 + log(1 + t)]−1
∫
U ⋂Σut
|/dψ|2 (5.237)
What we need to estimate is the following integral:
I(t) :=
∫ t
0
(
∫
U ⋂Σu
t′
|/dψ|2)dt′ (5.238)
We have:
I(t) =
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]
dF
dt′
(t′)dt′ (5.239)
= (1 + t)−1[1 + log(1 + t)]F (t) +
∫ t
0
F (t′){(1 + t′)−2[1 + log(1 + t′)]− (1 + t′)−2}dt′
Substitute (5.236) we obtain:
I(t) ≤ C′K¯(t, u) (5.240)
Therefore
M ′0 ≤ CK¯(t, u)1/2{
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2E¯u0 (t′)dt′}1/2 (5.241)
To estimate M ′′0 we note that since µ ≥ η0/4 in Uc:
M ′′0 ≤ 2
∫
Uc⋂W tu
Ω|Lψ||/dψ||ζ + η|µ−1/2dµg (5.242)
≤ 2
∫
W tu
Ω|Lψ||/dψ||ζ + η|µ−1/2dµg
= 2
∫ t
0
{
∫
Σu
t′
Ω|Lψ||/dψ||ζ + η|µ1/2}dt′
Hence
M ′′0 ≤ 2
∫ t
0
{
∫
Σu
t′
Ωµ|/dψ|2}1/2 · {
∫
Σu
t′
Ω|Lψ|2|ζ + η|2}1/2dt′ (5.243)
≤ C
∫ t
0
E ′u1 (t′)1/2
(1 + t′)
· [1 + log(1 + t
′)]Eu0 (t′)1/2
(1 + t′)
dt′
≤ C{
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]3E¯ ′u1 (t′)dt′}1/2 · {
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]3E¯u0 (t′)dt′}1/2
From (5.227),(5.229),(5.241) and (5.243) we conclude that:∫
W tu
|Q0,4|dµg ≤ CK¯(t, u) 12 (
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2E¯u0 (t′)dt′)
1
2 (5.244)
+C{
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]3E¯ ′u1 (t′)dt′}1/2 · {
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]3E¯u0 (t′)dt′}1/2
We are left with Q0,5. We have: ∫
W tu
|Q0,5|dµg ≤ M˜0 + R0 (5.245)
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where
M˜0 =
∫
W tu
Ω|Lψ||/dψ|(1 + η−1κ)|ζ + η|µ−1dµg (5.246)
R0 =
∫
W tu
Ω|Lψ||/dψ||/d(η−1κ)|dµg
Decomposing:
M˜0 = M˜
′
0 + M˜
′′
0 (5.247)
M˜ ′0 =
∫
U ⋂W tu
Ω|Lψ||/dψ|(1 + η−1κ)|ζ + η|µ−1dµg
M˜ ′′0 =
∫
Uc⋂W tu
Ω|Lψ||/dψ|(1 + η−1κ)|ζ + η|µ−1dµg
Similarly we have: ∫
U ⋂W tu
Ω|Lψ||/dψ|(1 + η−1κ)|ζ + η|dµ/gdu′dt′ (5.248)
≤
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]3/2
√
Eu0 (t′)
√∫
U ⋂Σu
t′
|/dψ|2dt′
This is similar to (5.233). We then proceed as we estimate M ′0 to obtain:
M˜ ′0 ≤ CK¯(t, u)1/2(
∫ u
0
F t0(u′)du′)1/2 (5.249)
Next we estimate M˜ ′′0 . Since µ ≥ 1/4 in Uc
⋂
W tu, we have, byA2,A3 and B7,
M˜ ′′0 ≤
2√
η0
∫
U ⋂W tu
Ω|Lψ||/dψ||ζ + η|(1 + η−1κ)µ−1/2dµg (5.250)
≤ C
∫
W tu
(1 + t′)−1[1 + log(1 + t′)]3/2Ω|Lψ||/dψ|(1 + η−1κ)1/2µ−1/2dµg
Since the factor (1 + t′)−1[1 + log(1 + t′)]3/2 is bounded by a numerical constant we obtain:
M˜ ′′0 ≤ C
∫
W tu
Ω{(1 + η−1κ)(Lψ)2 + µ|/dψ|2}µ−1dµg (5.251)
hence in view of (5.54) we get
M˜ ′′0 ≤ C
∫ u
0
F t0(u′)du′ (5.252)
Finally we estimate R0. By B8 we have:
R0 ≤ C
∫
W tu
(1 + t′)−1[1 + log(1 + t′)]Ω|Lψ||/dψ|(1 + η−1κ)1/2µ−1/2dµg (5.253)
We have used the fact that (1 + η−1κ)1/2µ−1/2 = ((1 + η−2µ)/µ)1/2 ≥ η−1 ≥ C−1.
Since the factor (1 + t′)−1[1 + log(1 + t′)] is bounded by a numerical constant we again obtain:
R0 ≤ C
∫
W tu
Ω{(1 + η−1κ)(Lψ)2 + µ|/dψ|2}µ−1dµg ≤ C
∫ u
0
F t0(u′)du′ (5.254)
So we conclude that∫
W tu
|Q0,5|dµg ≤ CK¯(t, u)1/2(
∫ u
0
F t0(u′)du′)1/2 + C
∫ u
0
F t0(u′)du′ (5.255)
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5.5 Treatment of the Integral Inequalities Depending on t and
u. Completion of the Proof
We now focus on the identity (5.73). By (5.174),(5.175),(5.185),(5.187),(5.189),(5.194),(5.196) and
(5.226), the spacetime integral on right hand side of (5.73) is bounded from above by:∫
W tu
Q1dµg ≤ CM(t, u) + L(t, u) +
∫ t
0
A˜(t′)E ′u1 (t′)dt′ (5.256)
−K(t, u) + C(K(t, u)1/2 + L(t, u)1/2)M(t, u)1/2
Here,
M(t, u) = E¯u0 (t)[1 + log(1 + t)]4 +
∫ u
0
F ′t1 (u′)du′ (5.257)
L(t, u) =
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]−1E ′u1 (t′)dt′
A˜(t) = A(t) + C(1 + t)−1[1 + log(1 + t)]−2
Now from C1 we have: ∫ t
0
A˜(t′)dt′ ≤ C (5.258)
where C is independent of t.
Using the inequalities:
−K + CK1/2M1/2 ≤ −1
2
K + CM, CL1/2M1/2 ≤ 1
2
L+ CM (5.259)
we get the following:∫
W tu
Q1dµg ≤ −1
2
K(t, u) + CM(t, u) +
3
2
L(t, u) +
∫ t
0
A˜(t′)E ′u1 (t′)dt′ (5.260)
We have:
L(t, u) ≤
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]3E¯ ′u1 (t′)dt′ ≤
1
4
[1 + log(1 + t)]4E¯ ′u1 (t) (5.261)
Also, since
F ′t1 (u) ≤ [1 + log(1 + t)]4F¯ ′t1 (u) (5.262)
defining:
V ′1(t, u) =
∫ u
0
F¯ ′t1 (u′)du′ (5.263)
we have: ∫ u
0
F ′t1 (u′)du′ ≤ [1 + log(1 + t)]4V ′1(t, u) (5.264)
Note that V ′1(t, u) is a non-decreasing function of t at each u as well as a non-decreasing function of u
at each t. Hence:
M(t, u) ≤ [1 + log(1 + t)]4(E¯u0 (t) + V ′1(t, u)) (5.265)
and also, ∫ t
0
A˜(t′)E ′u1 (t′)dt′ ≤ [1 + log(1 + t)]4
∫ t
0
A˜(t′)E¯ ′u1 (t′)dt′ (5.266)
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From A1,B2,D1,D3 and Lemma 5.1, the space-like hypersurface integrals on the right hand side of
(5.73) are bounded by:
|
∫
Σut
1
2
Ω(Lω + νω)ψ2| ≤ CE¯u0 (t)[1 + log(1 + t)]4, |
∫
Σu0
1
2
Ω(Lω + νω)ψ2| ≤ CD0 (5.267)
Also, by (5.75) and (5.77) at t = 0, the remaining term on the right hand side of (5.73) is bounded by:
E ′u1 (0) ≤ CD0 (5.268)
In view of (5.260)-(5.268), the identity (5.73) implies
E ′u1 (t) + F ′t1 (u) +
1
2
K(t, u) (5.269)
≤ [1 + log(1 + t)]4{3
8
E¯ ′u1 (t) + C(E¯u0 (t) + V ′1(t, u)) +
∫ t
0
A˜(t′)E¯ ′u1 (t′)dt′}+ CD0
Keeping only the first term on the left we have:
[1 + log(1 + t)]−4E ′u1 (t) ≤
3
8
E¯ ′u1 (t) + C(E¯u0 (t) + V ′1(t, u)) +
∫ t
0
A˜(t′)E¯ ′u1 (t′)dt′ + CD0 (5.270)
The same holds with t replaced by t′ ∈ [0, t]. Since the right hand side is a non-decreasing function of
t at each u, we deduce:
E¯ ′u1 (t) ≤ C(E¯u0 (t) + V ′1(t, u)) +
∫ t
0
A˜(t′)E¯ ′u1 (t′)dt′ + CD0 (5.271)
Since E¯u0 (t) + V ′1(t, u) is a non-decreasing function of t at each u we can use Gronwall’s Inequality to
obtain in view of (5.259),
E¯ ′u1 (t) ≤ C(E¯u0 (t) + V ′1(t, u)) + CD0 (5.272)
hence also: ∫ t
0
A˜(t′)E¯ ′u1 (t′)dt′ ≤ E¯ ′u1 (t)
∫ t
0
A˜(t′)dt′ ≤ C(E¯u0 (t) + V ′1(t, u)) (5.273)
Substituting (5.272)-(5.273) to (5.269) and keeping only the second term on the left, we get
[1 + log(1 + t)]−4F ′t1 (u) ≤ C(E¯u0 (t) + V ′1(t, u)) + CD0 (5.274)
The same holds with t replaced by t′ ∈ [0, t]. Since the right hand side is a non-decreasing function of
t at each u, we deduce:
F¯ ′t1 (u) ≤ C(E¯u0 (t) + V ′1(t, u)) + CD0 (5.275)
In view of the definition of V ′1(t, u), this is
F¯ ′t1 (u) ≤ CE¯u0 (t) + C
∫ u
0
F¯ ′t1 (u′)du′ + CD0 (5.276)
In view of the fact that E¯u0 (t) is a non-decreasing function of u at each t and [0, ǫ0] is a bounded
interval, we can use Gronwall’s inequality to get
F¯ ′t1 (u) ≤ CE¯u0 (t) + CD0 (5.277)
hence also:
V ′1(t, u) ≤ Cǫ0E¯u0 (t) + CD0 (5.278)
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Substituting (5.278) into (5.272) we obtain:
E¯ ′u1 (t) ≤ CE¯u0 (t) + CD0 (5.279)
Substituting (5.273), (5.278) and (5.279) into (5.269) and keeping only the third term on the left we
obtain:
[1 + log(1 + t)]−4K(t, u) ≤ CE¯u0 (t) + CD0 (5.280)
which implies:
K¯(t, u) ≤ CE¯u0 (t) + CD0 (5.281)
We now turn to the identity (5.74). By (5.129), (5.154), (5.156), (5.173), (5.201)-(5.202), (5.244)
and (5.255), the spacetime integral on the right hand side of (5.74) is bounded from above by, in view
of (5.264): ∫
W tu
Q0dµg ≤
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]4B(t′)E¯ ′u1 (t′)dt′ (5.282)
+C
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]−2(E¯ ′u1 (t′) + E¯u0 (t′))dt′ + CV0(t, u)
+C{V0(t, u) +
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]−2E¯ ′u0 (t′)dt′}1/2(V ′1(t, u))1/2
+C
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2V ′1(t
′, u)dt′
+CK¯(t, u)1/2(
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]−2E¯u0 (t′)dt′)1/2
+CK¯(t, u)1/2(V0(t, u))
1/2
Here we have defined:
V0(t, u) =
∫ u
0
F t0(u′)du′ (5.283)
We now substitute (5.278), (5.279) and (5.281) to the above. In doing this we estimate the fourth
term on the right by:
CE¯u0 (t)1/2{V0(t, u) +
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]−2E¯ ′u0 (t′)dt′}1/2 (5.284)
≤ δ
2
E¯u0 (t) +
C2
2δ
{V0(t, u) +
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]−2E¯ ′u0 (t′)dt′}
and the sixth term by:
CE¯u0 (t)1/2(
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]−2E¯u0 (t′)dt′)1/2 (5.285)
≤ δ
2
E¯u0 (t) +
C2
2δ
(
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]−2E¯u0 (t′)dt′)
and the seventh term by:
CE¯u0 (t)1/2(V0(t, u))1/2 ≤
δ
2
E¯u0 (t) +
C2
2δ
V0(t, u) (5.286)
After these substitutions, we obtain:∫
W tu
Q0dµg ≤ 3δ
2
E¯u0 (t) + C(1 +
1
δ
)V0(t, u) + C(1 +
1
δ
)
∫ t
0
B˜(t′)E¯u0 (t′)dt′ + CD0 (5.287)
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The constants C are independent of δ. Here:
B˜(t) = (1 + t)−2[1 + log(1 + t)]4B(t) + C(1 + t)−1[1 + log(1 + t)]−2 (5.288)
By C2 we have: ∫ t
0
B˜(t′)dt′ ≤ C (5.289)
In view of (5.287) the identity (5.74) implies:
Eu0 (t) + F t0(u) ≤ Eu0 (0) +
3δ
2
E¯u0 (t) + C(1 +
1
δ
){V0(t, u) +
∫ t
0
B˜(t′)E¯u0 (t′)dt′} (5.290)
We set: δ = 13 . Replacing t by t
′ ∈ [0, t] in the above, noting that the right hand side is a non-decreasing
function of t at each u, and keeping only the first term on the left, we obtain:
E¯u0 (t) ≤ Eu0 (0) + CV0(t, u) + C
∫ t
0
B˜(t′)E¯u0 (t′)dt′ (5.291)
Since V0(t, u) is a non-decreasing function of t at each u, we can apply Gronwall’s inequality to obtain:
E¯u0 (t) ≤ C(Eu0 (0) + V0(t, u)) (5.292)
hence also: ∫ t
0
B˜(t′)E¯u0 (t′)dt′ ≤ E¯u0 (t)
∫ t
0
B˜(t′)dt′ ≤ C(Eu0 (0) + V0(t, u)) (5.293)
Keeping only the second term on the left in (5.290) we obtain:
F t0(u) ≤ C(Eu0 (0) + V0(t, u)) = C(Eu0 (0) +
∫ u
0
F t0(u′)du′) (5.294)
In view that Eu0 (0) is a non-decreasing function of u and [0, ǫ0] is a bounded interval, we can use
Gronwall’s inequality to obtain:
F t0(u) ≤ CEu0 (0) (5.295)
hence also:
V0(t, u) ≤ Cǫ0Eu0 (0) (5.296)
Substituting this into (5.292) we obtain:
E¯u0 (t) ≤ CEu0 (0) (5.297)
Substituting finally (5.297) to (5.277), (5.279), (5.281) we conclude that:
E¯ ′u1 (t), F¯ ′t1 (u), K¯(t, u) ≤ CEu0 (0) (5.298)
The proof of Theorem 5.1 is now complete.
We conclude this chapter by noting certain key features of the above estimates.
(i) When we estimate Q1,3, we do not just bound the contribution from Lµ simply in absolute
value. Instead, we split Lµ into positive and negative parts. Because by C3 and (5.195), we can use
the negative part of Lµ to estimate the tangential derivative of variations on the region U , where µ is
very small. In estimating Q0,3, we also split the term Lµ+Lµ into positive part and negative part so
that we can use the bootstrap assumption C1 and C2.
(ii) Let us revisit the estimate (5.218) for N1,0, which is original from Q1,5. There is a growth of
[1+ log(1+ t)]4 which can not be improved on the right hand side, this is why we introduce the weight
for E ′u1 (t) and F ′t1 (u), and also for K(t, u) see (5.90), (5.91) and (5.235). Then we can complete the
error estimates associated to K1, since also this weight is enough to bound the contribution of L(t, u)
(see (5.257)), whose growth in time is like log[log(1 + t)].
(iii) Finally, the treatment in section 5.5 is not standard, because we have two variables t, u in
the integral inequalities with u in a bounded interval. However, we can use Gronwall inequality with
respect to one variable when the other is fixed to complete the estimates.
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Chapter 6
Construction of Commutation
Vectorfields
6.1 Commutation Vectorfields and Their Deformation Tensors
In this chapter, we shall construct the vectorfields Yi : i = 1, 2, 3, 4, 5 used to define the higher order
variations of the wave function φ. That is,
ψn = Yi1 ...Yin−1ψ1 (6.1)
where ψ1 is a first order variation, namely one of the functions (5.5). Here i1, ..., in−1 ∈ 1, 2, 3, 4, 5.
Since ψ1 satisfies:
g˜ψ1 = 0 (6.2)
ψn satisfies
g˜ψn = ρn (6.3)
where ρn is obtained by commuting the vectorfields Yi1 ...Yin−1 with g˜. So we call Yi : i = 1, 2, 3, 4, 5
the commutation vectorfields.
We require that, at each point, these commutation vectors span the tangent space to the spacetime
manifold at the corresponding point. Thus, the set of all ψn for fixed n corresponding to a given ψ1
contains all derivatives of ψ1 of order n− 1.
We take
Y1 = T (6.4)
Since this is transversal to Cu, we require Yi : i = 2, 3, 4, 5 to be tangential to Cu. Moreover, for each
u ∈ [0, ǫ0] and each point x ∈ Cu, the set {Yi(x) : i = 2, 3, 4, 5} spans the tangent space to Cu at x.
Next, we take
Y2 = Q := (1 + t)L (6.5)
In view of the fact that the range of u on W ∗ǫ0 is the bounded interval [0, ǫ0], Q is an analogue in
the acoustical spacetime of the dilation field D of flat spacetime introduced in Chapter 1. Since Y2 is
transversal to the surfaces St,u, we require that Yi : i = 3, 4, 5 to be tangential to St,u. Moreover, for
each t, u and each point x ∈ St,u, the set {Yi(x) : i = 3, 4, 5} spans the tangent plane to St,u
We set:
Yi+2 = Ri := ΠR˚i : i = 1, 2, 3 (6.6)
Here R˚i are the generators of rotations about the three rectangular coordinate axes:
R˚i = ǫijkx
j ∂
∂xk
=
1
2
ǫijkΩjk (6.7)
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where ǫijk is the fully antisymmetric 3-dimensional symbol. In (6.6) Π is the projection to the tangent
plane to the surfaces St,u with respect to the induced acoustical metric g¯ on Σt, which, as we have
seen, coincides with the Euclidean metric.
When we consider the commutator [Y,g˜], the deformation tensor
(Y )π˜ appears. Since:
(Y )π˜ = Ω(Y )π + (Y Ω)g (6.8)
we must consider the expression for (Y )π:
(Y )π(Z1, Z2) = g(DZ1Y, Z2) + g(DZ2Y, Z1) (6.9)
The components of the deformation tensors (T )π, (Q)π in the null frame (L,L,X1, X2) can be directly
computed from (3.99)-(3.106) and (3.131)-(3.138).
(T )π˜LL = 0 (6.10)
(T )π˜LL = 4ΩµT (η
−1κ) (6.11)
(T )π˜LL = −2Ω(Tµ+ µT logΩ) (6.12)
(T )π˜LA = −Ω(ζA + ηA) (6.13)
(T )π˜LA = −Ωα−1κ(ζA + ηA) (6.14)
(T ) ˆ˜
/πAB = Ω(χˆAB − η−1κχˆAB) (6.15)
tr
(T )
/˜π = 2Ω(ν − η−1κν) (6.16)
and:
(Q)π˜LL = 0 (6.17)
(Q)π˜LL = 4Ωµ{Q(η−1κ)− η−1κ} (6.18)
(Q)π˜LL = −2Ω{Qµ+ µQ logΩ + µ} (6.19)
(Q)π˜LA = 0 (6.20)
(Q)π˜LA = 2Ω(1 + t)(ζA + ηA) (6.21)
(Q) ˆ˜
/πAB = 2Ω(1 + t)χˆAB (6.22)
tr
(Q)
/˜π = 4Ω(1 + t)ν (6.23)
Here we denote by
(Y )
/˜π the restriction of (Y )π˜ to St,u, and by
(Y ) ˆ˜
/π the trace-free part of
(Y )
/˜π.
Noting that the definition of Ri : i = 1, 2, 3 is intrinsic to each space-like hypersurface Σt, we shall
derive expressions for the components of (Ri)π in the frame (L, T,X1, X2), taking advantage of the
fact that (T,X1, X2) is a frame field for each Σt. From (3.99)-(3.106), we have:
(Ri)πLL = 2g(DLRi, L) = −2g(Ri, DLL) = 0 (6.24)
This is because Ri is tangential to St,u, while L is orthogonal to St,u. For the same reason, T is also
orthogonal to Ri, hence:
(Ri)πTT = 2g(DTRi, T ) = −2g(Ri, DTT ) (6.25)
Since Ri is tangential to St,u, we can expand
Ri = R
A
i XA (6.26)
we obtain
(Ri)πTT = 2κRiκ (6.27)
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Next,
(Ri)πLT = g(DLRi, T ) + g(DTRi, L) (6.28)
= −g(Ri, DLT )− g(Ri, DTL) = −ηARAi + ζARAi = −Riµ
where we have used (3.55) in chapter 3.
Next we have:
(Ri)πLA = g(DLRi, XA) + g(DXARi, L) (6.29)
Now,
g(DXARi, L) = −g(Ri, DXAL) = −χABRBi (6.30)
On the other hand, from (6.6) we have
DLRi = (DLΠ)R˚i +Π(DLR˚i) (6.31)
Noting that for any vectorfield Z
g(ΠZ,XA) = g(Z,XA) (6.32)
we obtain:
g(DLRi, XA) = g((DLΠ)R˚i, XA) + g(DLR˚i, XA) (6.33)
Thus,
(Ri)πLA = g((DLΠ)R˚i, XA) + g(DLR˚i, XA)− χABRBi (6.34)
Similarly, we have
(Ri)πTA = g((DTΠ)R˚i, XA) + g(DT R˚i, XA)− κθABRBi (6.35)
and
(Ri)πAB = g((DXAΠ)R˚i, XB) + g((DXBΠ)R˚i, XA) (6.36)
+g(DXAR˚i, XB) + g(DXB R˚i, XA)
Now we must compute (DΠ)R˚i and DR˚i. Since R˚i are tangential to Σt we can expand:
R˚i = R
A
i XA + λiTˆ , Tˆ = κ
−1T (6.37)
for some functions λi. Since ΠT = 0, for any vectorfield Z we have:
(DZΠ)T = DZ(ΠT )−Π(DZT ) = −Π(DZT ) (6.38)
Setting Z equal to L, T,XA : A = 1, 2, we obtain, using (3.99)-(3.106),
(DLΠ)T = ζ
AXA (6.39)
(DTΠ)T = κ(/d
A
κ)XA (6.40)
(DXAΠ)T = −κθBAXB (6.41)
Since ΠXA = XA, for any vectorfield Z we have:
(DZΠ)XA = DZ(ΠXA)−Π(DZXA) = DZXA −Π(DZXA) (6.42)
Obviously, the right hand side of the above is orthogonal to St,u. So we get
g((DLΠ)R˚i, XA) = κ
−1λiζA (6.43)
g((DTΠ)R˚i, XA) = λi/dAκ (6.44)
g((DXAΠ)R˚i, XB) = −λiθAB (6.45)
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Next, we shall compute DR˚i. In an arbitrary coordinate system we have:
DµR˚
ν
i =
∂R˚νi
∂xµ
+ ΓνµλR˚
λ
i (6.46)
where Γνµλ are the Christoffel symbols of the acoustical metric g in the given coordinate system, and
we have:
Γνµλ = (g
−1)νκΓµλκ (6.47)
Recall from Chapter 3, that in a Galilean coordinate system we have:
Γ000 =
1
2
∂t(−η2 + |v|2) (6.48)
Γ0i0 =
1
2
∂i(−η2 + |v|2) (6.49)
Γij0 = ∂i∂jφ (6.50)
Γ00k =
1
2
(2∂t∂kφ− ∂k(−η2 + |v|2)) (6.51)
Γi0k = Γijk = 0 (6.52)
Now we can compute g(DLR˚i, XA), g(DT R˚i, XA) and g(DXAR˚i, XB).
g(DLR˚i, XA) = gµνL
λDλR˚
µ
i X
ν
A = gµνL
λ(
∂R˚µi
∂xλ
+ ΓµλγR˚
γ
i )X
ν
A (6.53)
This is:
Lλ(gµν
∂R˚µi
∂xλ
+ ΓλµνR˚
µ
i )X
ν
A = L
lg¯mn
∂R˚mi
∂xl
XnA = L
lδmnǫilmX
n
A = L
lǫilmX
m
A (6.54)
where we have used the expressions for Christoffel symbols and the fact that R˚0i = X
0
A = 0
Similarly, we have
g(DT R˚i, XA) = T
lǫilmX
m
A (6.55)
and
g(DXAR˚i, XB) = X
l
AǫilmX
m
B (6.56)
Substituting the above in (6.35)-(6.37) we obtain the following:
(Ri)πLA = −χABRBi + LlǫilmXmA + κ−1λiζA (6.57)
(Ri)πTA = −κθABRBi + T lǫilmXmA + λi/dAκ (6.58)
and noting that ǫilm is antisymmetric in l,m, while X
l
AX
m
B +X
m
AX
l
B is symmetric in l,m:
(Ri)πAB = −2λiθAB (6.59)
Since the coefficient of λi in (6.57) is κ
−1ζA, and recalling from Chapter 3 that κ−1ζA, θAB are regular
as µ→ 0, these expressions are regular as µ→ 0.
We introduce the functions yi by setting:
Tˆ i = − x
i
1− u+ t + y
i (6.60)
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using this and the fact that:
ǫilmx
lXmA =
∑
m
R˚mi X
m
A = /gABR
B
i (6.61)
we rewrite the first two terms on the right hand side in (6.58) as:
− κθABRBi + T lǫilmXmA = −κ(θAB +
/gAB
1− u+ t )R
B
i + κǫilmy
lXmA (6.62)
Then (6.58) takes the form:
(Ri)πTA = −κ(θAB + /
g
AB
1− u+ t )R
B
i + κǫilmy
lXmA + λi/dAκ (6.63)
Also we define the function zi by setting:
Li =
xi
1− u+ t + z
i (6.64)
By (6.61) and (6.65) and recalling: L = ∂0 − (ηTˆ i + ψi)∂i, we get:
zi = −ηyi + (η − 1)x
i
1− u+ t − ψi (6.65)
Using (6.62) and (6.65), we rewrite the first two terms of (6.57):
− χABRBi + LlǫilmXmA = −(χAB −
/gAB
1− u+ t )R
B
i + ǫilmz
lXmA (6.66)
So (6.57) takes the form:
(Ri)πLA = −(χAB − /
g
AB
1− u+ t )R
B
i + ǫilmz
lXmA + λi(κ
−1ζA) (6.67)
6.2 Preliminary Estimates for the Deformation Tensors
In the remainder of this chapter, we shall show how the deformation tensors (Y )π of the commutation
vectorfields are to be controlled in terms of χ, µ and ψµ.
In the following, the assumptions A1,A2,A3 are assumed to hold in W sǫ0 .
A1 : C−1 ≤ Ω ≤ C
A2 : C−1 ≤ η ≤ C
A3 : µ ≤ C[1 + log(1 + t)]
where the constant C is independent of s.
Recall that
ψµ = ∂µφ (6.68)
and we shall use use the following bootstrap assumptions on ψµ and their first derivatives. In the
following we denote by δ0 a positive constant, which is by definition less or equal to unity. This
constant is used to keep track of the relative size of various quantities.
On the other hand, no smallness condition is assumed on ǫ0, other than the condition: ǫ0 ≤ 12 .
There is a positive constant C independent of s such that in W sǫ0 ,
E1 : |ψ0 − h0|, |ψi| ≤ Cδ0(1 + t)−1
E2 : |Tψµ| ≤ Cδ0(1 + t)−1, |Lψµ|, |/dψµ| ≤ Cδ0(1 + t)−2
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The second of E2 shall follow from |Qψµ| ≤ Cδ0(1 + t)−1, while the third shall follow from |Riψµ| ≤
Cδ0(1 + t)
−1 : i = 1, 2, 3 in the actual estimates of Chapter 10,11 and 12.
We also have the bootstrap assumptions on µ and χ in W sǫ0 :
F1 : |Tµ| ≤ Cδ0[1 + log(1 + t)], |/dµ| ≤ Cδ0(1 + t)−1[1 + log(1 + t)]
F2 : |χ− /g
1− u+ t | ≤ Cδ0(1 + t)
−2[1 + log(1 + t)]
Here the positive constant C is also independent of s.
Under the assumptions A,E,F, the estimates which we shall derive will hold inW sǫ0 with constants
which are independent of s.
First, recall that the enthalpy is h = ψ0 − 12
∑3
i=1 ψ
2
i , so by E we have:
|h| ≤ Cδ0(1 + t)−1, |Th| ≤ Cδ0(1 + t)−1, |Lh|, |/dh| ≤ Cδ0(1 + t)−2 (6.69)
Recall that Tˆ is the unit normal to the surface St,u in Σt with respect to the induced acoustical metric
g¯, which is the Euclidean metric so:
|Tˆ | = 1 (6.70)
It follows by E1 that
|ψTˆ | ≤ Cδ0(1 + t)−1 (6.71)
Recalling that L = ∂0 − (αTˆ i + ψi)∂i, from E1 and (6.70) we have:
|Li| ≤ C (6.72)
Since L0 = 1, we have :
|ψL| ≤ Cδ0(1 + t)−1 (6.73)
Let us express g¯−1 in the frame Tˆ , X1, X2
δij = (g¯−1)ij = Tˆ iTˆ j + (/g−1)ABX iAX
j
B (6.74)
It follows from E1 that:
|/ψ|2 = (/g−1)AB /ψA/ψB = (/g−1)ABX iAXjBψiψj (6.75)
≤ (g¯−1)ijψiψj =
∑
i
(ψi)
2 ≤ Cδ20(1 + t)−2
that is:
|/ψ| ≤ Cδ0(1 + t)−1 (6.76)
For a bilinear form ω in the tangent space to St,u at a point, the magnitude |ω| is given by:
|ω|2 = (/g−1)AC(/g−1)BDωABωCD (6.77)
Recall that /kAB = X
i
AX
j
Bkij = −η−1X iAXjB∂iψj . So
|/k|2 = (/g−1)AC(/g−1)BD/kAB/kCD = (/g−1)AC(/g−1)BDX iAXjBkijX lCXmD klm (6.78)
= η−2(/g−1)AC(/g−1)BDX iA/dBψiX
l
C/dDψl
≤ Cη−2(g¯−1)ij(/g−1)BD(/dBψi)(/dDψj)
= η−2
∑
i
(/g
−1)BD(/dBψi)(/dDψi) = η
−2∑
i
|/dψi|2 ≤ Cδ20(1 + t)−4
That is
|/k| ≤ Cδ0(1 + t)−2 (6.79)
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By assumptions A2 and A3 this implies:
κ|/k| ≤ Cδ0(1 + t)−2[1 + log(1 + t)] (6.80)
For a linear form v in the tangent space to St,u at a point, the magnitude |v| is given by:
|v|2 = (/g−1)ABvAvB (6.81)
From the definition in Chapter 3, ǫA = κ
−1k(XA, T ), we have
|ǫ|2 = (/g−1)ABǫAǫB = (/g−1)ABkATˆkBTˆ = (/g−1)ABX iAXjBTˆ lTˆmkilkjm (6.82)
= η−2(/g−1)ABTˆ lTˆm/dAψl/dBψm ≤ η−2
∑
i
|/dψi|2 ≤ Cδ20(1 + t)−4
That is
|ǫ| ≤ Cδ0(1 + t)−2 (6.83)
Next, we shall estimate η. Recall that
η = (
ρ′(h)
ρ(h)
)−
1
2 (6.84)
From the first of (6.69), it then follows that:
|η − 1| ≤ Cδ0(1 + t)−1 (6.85)
Differentiating (6.84) tangentially to St,u, we obtain /dη = (
ρ′(h)
ρ(h) )
− 12 ′/dh, hence by the last of (6.69):
|/dη| ≤ Cδ0(1 + t)−2 (6.86)
Similarly, we have
|Tη| ≤ Cδ0(1 + t)−1, |Lη| ≤ Cδ0(1 + t)−2 (6.87)
In view of the fact that κ−1ζA = ηǫA − /dAα, we then obtain:
|κ−1ζ| ≤ Cδ0(1 + t)−2 (6.88)
hence
|ζ| ≤ Cδ0(1 + t)−2[1 + log(1 + t)] (6.89)
We can also bound Lµ, given by (3.92) in Chapter 3:
Lµ = m+ µe (6.90)
where
m =
1
2
dH
dh
Th, e =
1
2α2
(
ρ′
ρ
)′Lh+ α−1Tˆ i(Lψi) (6.91)
From (6.69) we have:
|m| ≤ Cδ0(1 + t)−1 (6.92)
From (6.69), (6.70) and E2 we have
|e| ≤ Cδ0(1 + t)−2 (6.93)
Hence
|Lµ| ≤ Cδ0(1 + t)−1 (6.94)
In view of κ = α−1µ, and the second of (6.87), we have:
|Lκ| ≤ Cδ0(1 + t)−1 (6.95)
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Integrating this along the integral curves of L yields
|κ− κ0| ≤ Cδ0 log(1 + t) (6.96)
Here the value of κ0 at a point in W
∗
ǫ0 is the value of κ at the corresponding point on Σ0 along the
same integral curve of L. Combining (6.96) and the fact that on Σ0 we have
κ0 = 1
we obtain the following estimates in W sǫ0 :
|κ− 1| ≤ Cδ0[1 + log(1 + t)] (6.97)
We now combine F1 with (6.86) and the first of (6.87) to estimate the first derivatives of κ on Σt:
|Tκ| ≤ Cδ0[1 + log(1 + t)], |/dκ| ≤ Cδ0(1 + t)−1[1 + log(1 + t)] (6.98)
In view of the fact that η = ζ + /dµ, F1 and (6.89) yield:
|η| ≤ Cδ0(1 + t)−1[1 + log(1 + t)] (6.99)
Now we use F2 to estimate
ν =
1
2
(trχ+
d logΩ
dh
Lh), ν =
1
2
(trχ+
d logΩ
dh
Lh) (6.100)
If δ0 is small enough, F2 implies:
trχ ≥ C−1(1 + t)−1 (6.101)
This restriction on the size of δ0 is imposed from now on.
Recall that:
χ = η(/k − θ), χ = κ(/k + θ) (6.102)
Thus we have:
trχ = 2κtr/k − η−1κtrχ, χˆ = 2κ/ˆk − η−1κχˆ (6.103)
From (6.80), (6.96) and F2 we have:
|trχ| ≤ C(1 + t)−1[1 + log(1 + t)], |χˆ| ≤ Cδ0(1 + t)−2[1 + log(1 + t)]2 (6.104)
Also, using (6.79), (6.85) and F2 we deduce:
|θ + /g
1− u+ t | ≤ Cδ0(1 + t)
−2[1 + log(1 + t)] (6.105)
Finally, combining F2, (6.69) and (6.101), we obtain:
C−1(1 + t)−1 ≤ ν ≤ C(1 + t)−1, |ν − (1− u+ t)−1| ≤ Cδ0(1 + t)−2[1 + log(1 + t)] (6.106)
Also, from (6.69) and (6.104) we have:
|ν| ≤ C(1 + t)−1[1 + log(1 + t)] (6.107)
We can now give the bounds of the deformation tensor of T and Q. In the following, we denote by
(Y )/πL and
(Y )/πL the 1-forms on each surface St,u with components:
(Y )
/πL(XA) =
(Y )
/πLA,
(Y )
/πL(XA) =
(Y )
/πLA (6.108)
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and similarly for
(Y )
/˜πL and
(Y )
/˜πL.
First, we estimate the deformation tensor of T . By (6.11), (6.97), (6.98) and (6.87) we have:
µ−1|(T )π˜LL| ≤ Cδ0[1 + log(1 + t)] (6.109)
By (6.12), F1,A, and (6.69) we have:
|(T )π˜LL| ≤ Cδ0[1 + log(1 + t)] (6.110)
By (6.13), (6.89) and (6.99) we have
|(T ) /˜πL| ≤ Cδ0(1 + t)−1[1 + log(1 + t)] (6.111)
By (6.14), (6.89), (6.97) and (6.99) we have:
µ−1|(T ) /˜πL| ≤ Cδ0(1 + t)−1[1 + log(1 + t)] (6.112)
By (6.15), (6.97), (6.104) and F2, we have:
|
(T ) ˆ˜
/π| ≤ Cδ0(1 + t)−2[1 + log(1 + t)]2 (6.113)
Finally by (6.16), (6.97), (6.106) and (6.107) we have:
|tr(T ) /˜π| ≤ C(1 + t)−1[1 + log(1 + t)] (6.114)
Next, we estimate the deformation tensor of Q. By (6.18), (6.87), (6.95) and (6.97) we have:
µ−1|(Q)π˜LL| ≤ C[1 + log(1 + t)] (6.115)
By (6.19), (6.69), (6.94) we have:
|(Q)π˜LL| ≤ C[1 + log(1 + t)] (6.116)
By (6.21), (6.89) and (6.99) we have:
|(Q) /˜πL| ≤ Cδ0[1 + log(1 + t)] (6.117)
By (6.22), F2 we have:
|
(Q) ˆ˜
/π| ≤ Cδ0(1 + t)−1[1 + log(1 + t)] (6.118)
By (6.23), (6.106) we have:
|tr(Q) /˜π| ≤ C (6.119)
We can obtain, in fact, a more precise estimate for tr
(Q)
/˜π:
tr
(Q)
/˜π − 4 = 4(Ω− 1)(1 + t)ν + 4(1 + t)(ν − 1
1 + t
) (6.120)
Recalling that Ω(0) = 1, i.e. at the constant state, the conformal factor Ω = 1, (6.69) implies:
|Ω− 1| ≤ Cδ0(1 + t)−1 (6.121)
Then by (6.106), we get
|tr(Q) /˜π − 4| ≤ C(1 + t)−1[1 + log(1 + t)] (6.122)
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where we have used the fact that the behavior of difference between (1+ t)−1 and (1− u+ t)−1 is like
(1 + t)−2.
To bound the deformation tensor of Ri, we must get estimates for λi defined by (6.37), as well as
the functions yi and zi defined by (6.60) and (6.64).
First we shall get upper and lower bounds for the function:
r =
√√√√ 3∑
i=1
(xi)2 (6.123)
Since r achieves its maximum value in Σt
⋂
W ∗ǫ0 at the outer boundary Σt
⋂
C0 = St,0 where it is equal
to 1 + t, we have:
r ≤ 1 + t (6.124)
in W ∗ǫ0 .
For the lower bound, we have:
Tr =
3∑
i=1
xiT i
r
= κ
3∑
i=1
xiTˆ i
r
(6.125)
In view of (6.70), we get
|Tr| ≤ κ (6.126)
then by (6.97), we have:
|Tr| ≤ 1 + Cδ0[1 + log(1 + t)] (6.127)
Integrating (6.127) along the integral curves of T from Σt
⋂
C0 = St,0 where r = 1 + t to St,u, we get
r ≥ 1− u+ t− Cδ0u[1 + log(1 + t)] (6.128)
In W ∗ǫ0 , u ∈ [0, ǫ0], hence taking δ0 suitably small we get:
r ≥ C−1(1 + t) (6.129)
We proceed to derive the estimates for λi, from (6.37) we have:
λi = g¯(R˚i, Tˆ ) (6.130)
First, we derive the estimates for R˚i and Ri
|R˚i| =
√
r2 − (xi)2 ≤ r ≤ 1 + t (6.131)
From (6.37), we have:
|Ri| ≤ |R˚i| ≤ 1 + t (6.132)
Next, we derive an ordinary differential equation for λi along the integral curves of L. Note that the
surfaces S0,u being spheres centered at the origin and we have Tˆ = − ∂∂r on Σ0, hence
λi = 0 : on Σ0 (6.133)
Now we have:
Lλi =
∑
m
(LR˚mi )Tˆ
m +
∑
m
R˚mi LTˆ
m (6.134)
Recall that L = ∂t − (ηTˆ i + ψi)∂i and R˚mi = ǫijmxj .
⇒ LR˚mi = −(ηTˆ j + ψj)ǫijm (6.135)
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While LTˆm is given by (3.177):
LTˆm = pLTˆ
m + qmL (6.136)
Recall from Chapter 3, pL = 0, and from (3.179) we have:
qL = q
A
LXA = q
A
LX
m
A ∂m ⇒ qmL = qALXmA (6.137)
we thus obtain:
Lλi = −ψj Tˆmǫijm + ǫijmqALXmA xj (6.138)
where we have used the fact that ǫijmTˆ
jTˆm = 0.
Recalling from (3.183) that
qAL = −κ−1ζA (6.139)
the estimate (6.88) gives
|qL| ≤ Cδ0(1 + t)−2 (6.140)
The second term on the right in (6.138) is g¯(R˚i, qL).
By (6.131) and (6.140):
|g¯(R˚i, qL)| ≤ |R˚i||qL| ≤ Cδ0(1 + t)−1 (6.141)
using also E1 we obtain:
|Lλi| ≤ Cδ0(1 + t)−1 (6.142)
Integrating this along the integral curve of L, we conclude that:
|λi| ≤ Cδ0[1 + log(1 + t)] (6.143)
Next, we should derive the estimates of the derivatives of λi tangent to the Σt. We have:
Tλi =
∑
m
(T R˚mi )Tˆ
m +
∑
m
R˚mi T (Tˆ
m) (6.144)
From R˚mi = ǫijmx
j , we have:
Tˆ R˚mi = ǫijmTˆ
j (6.145)
⇒
∑
m
(T R˚mi )Tˆ
m = ǫijmTˆ
jTˆm = 0
Hence:
Tλi =
∑
m
R˚mi T (Tˆ
m) (6.146)
From (3.192), we know that
T (Tˆm) = pT Tˆ
m + qmT (6.147)
From (3.193), we have pT = 0, and from (3.194) and (3.195), we have q
A
T = −XA(κ). So
Tλi = g¯(R˚i, qT )⇒ |Tλi| ≤ |R˚i||qT | (6.148)
and
|qT |2 = /gABqAT qBT = |/dκ|2 ≤ Cδ20(1 + t)−2[1 + log(1 + t)]2 (6.149)
by the second of (6.98). In view also of (6.131) we conclude that:
|Tλi| ≤ Cδ0[1 + log(1 + t)] (6.150)
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Next, we have:
/dAR˚
m
i = ǫijm/dAx
j = ǫijmX
j
A (6.151)
⇒ /dAλi =
∑
m
(/dAR˚
m
i )Tˆ
m +
∑
m
R˚mi /dATˆ
m = ǫijmX
j
ATˆ
m +
∑
m
R˚mi (/pATˆ
m + /q
m
A
) (6.152)
where we have used (3.201). Also from (3.202) and (3.203) we have:
/pA = 0, /q
m
A
= θBAX
m
B (6.153)
Therefore:
/dAλi = ǫijmX
j
ATˆ
m + g¯(R˚i, /qA) (6.154)
By (6.60), the first term on the right in (6.154) is:
− ǫijmX
j
Ax
m
1− u+ t + ǫijmX
j
Ay
m (6.155)
On the other hand, the second term on the right in (6.154) is:
R˚mi θ
B
AX
m
B = ǫijmx
jθBAX
m
B (6.156)
= − ǫijmx
jXmA
1− u+ t + ǫijmx
j(θBA +
δBA
1− u+ t )X
m
B
The first terms in (6.155) and (6.156) cancel each other, hence we obtain:
/dAλi = ǫijm[X
j
Ay
m + xj(θBA +
δBA
1− u+ t )X
m
B ] (6.157)
In view of (6.105) and (6.124), the estimate
|yi| ≤ Cδ0(1 + t)−1[1 + log(1 + t)]
would imply:
|/dλi| ≤ Cδ0(1 + t)−1[1 + log(1 + t)] (6.158)
To derive the above estimate for the functions yi, and a similar estimate for the functions xi, we shall
need another bound for r.
Note that for any vector V in euclidean space R3, we have:∑
i
g¯(R˚i, V )
2 = r2|ΣV |2 (6.159)
where Σ is the Euclidean projection operator to the Euclidean spheres:
Σij = δ
i
j − r−2xixj (6.160)
We can check this with the identities:∑
i
ǫijmǫikn = δjkδmn − δjnδkm,
∑
i
ΣimΣ
i
n = Σ
m
n (6.161)
Taking in (6.159) V to be Tˆ , we obtain in view of (6.130):
|ΣTˆ |2 = r−2
∑
i
(λi)
2 (6.162)
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Then by (6.129) and (6.143) we have:
|ΣTˆ | ≤ Cδ0(1 + t)−1[1 + log(1 + t)] (6.163)
Consider N , the Euclidean outward unit normal to the Euclidean spheres:
N =
xi
r
∂i (6.164)
Then (6.125) takes the form:
Tr = κg¯(N, Tˆ ) (6.165)
We decompose:
Tˆ = g¯(N, Tˆ )N +ΣTˆ (6.166)
⇒ |Tˆ |2 = |g¯(N, Tˆ )|2 + |ΣTˆ |2
Recalling that |Tˆ | = 1, we have:
1− g¯(N, Tˆ )2 = |ΣTˆ |2 ≤ Cδ0(1 + t)−2[1 + log(1 + t)]2 (6.167)
If δ0 is small enough, the right hand side above is no bigger than
1
2 . While on St,0, g¯(N, Tˆ ) = −1, by
continuity in u this implies the angle between Tˆ and N is greater than π2 . Hence
g¯(Tˆ , N) < 0
Therefore
0 ≤ 1 + g¯(N, Tˆ ) ≤ Cδ0(1 + t)−2[1 + log(1 + t)]2 (6.168)
Going back to (6.165),
Tr + 1 = κ(1 + g¯(N, Tˆ ))− (κ− 1) (6.169)
From (6.97) and (6.168) we have:
|Tr + 1| ≤ Cδ0[1 + log(1 + t)] (6.170)
Since r = 1 + t on St,0, we have, on St,u:
r − 1− t+ u =
∫ u
0
(Tr + 1)du′ (6.171)
Using (6.170), we get:
r ≤ 1 + t− u[1− Cδ0(1 + log(1 + t))] (6.172)
If Cδ0[1 + log(1 + t)] < 1, (6.172) is stronger than (6.124), otherwise weaker.
From (6.128) and (6.172), we get
|1
r
− 1
1− u+ t | ≤ Cδ0u(1 + t)
−2[1 + log(1 + t)] (6.173)
Consider now the vectorfield:
y′ = Tˆ +N = ΣTˆ + (1 + g¯(N, Tˆ ))N (6.174)
(6.163) and (6.168) imply:
|y′| ≤ Cδ0(1 + t)−1[1 + log(1 + t)] (6.175)
Recall (6.60) and N i = x
i
r , we get:
y′i = − x
i
1− u+ t + y
i +
xi
r
⇒ yi = y′i − xi(1
r
− 1
1− u+ t ) (6.176)
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Using (6.124), (6.172) and (6.174) we have:
|yi| ≤ Cδ0(1 + t)−1[1 + log(1 + t)] (6.177)
By this and (6.65), E1, we have:
|zi| ≤ Cδ0(1 + t)−1[1 + log(1 + t)] (6.178)
We also used the fact that |α− 1| ≤ Cδ0(1 + t)−1.
We turn to estimate the deformation tensor of Ri. Since L = α
−1κL+ 2T , we get from (6.24) and
(6.27)-(6.29):
(Ri)πLL = 0 (6.179)
(Ri)πLL = −2Riµ (6.180)
(Ri)πLL = 4µRi(α
−1κ) (6.181)
By F1, (6.85), (6.86), (6.97), (6.98) and (6.132), we have:
|(Ri)πLL| ≤ Cδ0[1 + log(1 + t)] (6.182)
µ−1|(Ri)πLL| ≤ Cδ0[1 + log(1 + t)] (6.183)
Next, we estimate the St,u 1-form
(Ri)/πL, whose component
(Ri)πLA is given by (6.67). In view of
F2 and (6.132), the first term on the right of (6.67) is bounded by Cδ0(1 + t)
−1[1 + log(1 + t)]. The
square magnitude of the second term is (/g
−1)ABǫilmzlXmA ǫirpz
rX
p
B . From (6.74), this is bounded by∑
m ǫilmz
lǫirmz
r =
∑
l /=i(z
l)2. We have used the identity:
∑
i ǫijmǫikn = δjkδmn − δjnδkm. Then by
(6.178), the second term in (6.67) is bounded by: Cδ0(1+ t)
−1[1+log(1+ t)]. From (6.88) and (6.143),
the third term is bounded by: Cδ20(1 + t)
−2[1 + log(1 + t)].
⇒ |(Ri)/πL| ≤ Cδ0(1 + t)−1[1 + log(1 + t)] (6.184)
Next, we estimate (Ri)πTA, which is given by (6.63).
By (6.105), the first term is bounded by Cδ0(1 + t)
−1[1 + log(1 + t)]2.
By (6.97) and (6.177) we know that the second term is bounded by Cδ0(1 + t)
−1[1 + log(1 + t)]2
Lastly, Using (6.98) and (6.143) the third term λi/dAκ is bounded by Cδ0(1 + t)
−1[1 + log(1 + t)]2.
So we get
|(Ri)/πT | ≤ Cδ0(1 + t)−1[1 + log(1 + t)]2 (6.185)
Since L = α−1κL+ 2T , we get:
|(Ri)/πL| ≤ Cδ0(1 + t)−1[1 + log(1 + t)]2 (6.186)
Finally, we estimate (Ri)/πAB, which is given by (6.59). Using F2, (6.80) and (6.143), this is bounded
by Cδ0(1 + t)
−1[1 + log(1 + t)]. But we would like to bound its trace and trace-free part separately.
Since tr(Ri)/π = 2λi(α
−1trχ− tr/k), also by F2, (6.79) and (6.143),
|tr(Ri)/π| ≤ Cδ0(1 + t)−1[1 + log(1 + t)] (6.187)
as well as
|(Ri) /ˆπ| ≤ Cδ0(1 + t)−2[1 + log(1 + t)]2 (6.188)
Then we can substitute all these estimates to the expressions of (Ri)π˜:
(Ri)π˜ = Ω(Ri)π +
dΩ
dh
(Rih)g (6.189)
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By (6.69) and (6.132) we have: |Rih| ≤ Cδ0(1 + t)−1, then we get:
(Ri)π˜LL = 0 (6.190)
|(Ri)π˜LL| ≤ Cδ0[1 + log(1 + t)] (6.191)
µ−1|(Ri)π˜LL| ≤ Cδ0[1 + log(1 + t)] (6.192)
|(Ri) /˜πL| ≤ Cδ0(1 + t)−1[1 + log(1 + t)] (6.193)
|(Ri) /˜πL| ≤ Cδ0(1 + t)−1[1 + log(1 + t)]2 (6.194)
|tr(Ri) /˜π| ≤ Cδ0(1 + t)−1[1 + log(1 + t)] (6.195)
|
(Ri) ˆ˜
/π| ≤ Cδ0(1 + t)−2[1 + log(1 + t)]2 (6.196)
Finally, we shall estimate the functions (Ri)δ, defined by:
(Ri)δ =
1
2
t˜r(Y )π˜ − µ−1Y µ− 2Ω−1Y Ω (6.197)
which will play a role in Chaptter 7. Here t˜r is the trace with respect to g˜. Since g˜−1 = Ω−1g−1, we
have:
t˜r(Y )π˜ = Ω−1tr(Y )π˜ = Ω−1(−µ−1(Y )π˜LL + tr(Y ) /˜π) (6.198)
Hence,
(Y )δ = −1
2
Ω−1µ−1(Y )π˜LL − µ−1Y µ+Ω−1(1
2
tr
(Y )
/˜π − 2dΩ
dh
Y h) (6.199)
From (6.12), we find:
(T )δ = Ω−1(
1
2
tr
(T )
/˜π − dΩ
dh
Th) (6.200)
From (6.19),
(Q)δ = Ω−1(
1
2
tr
(Q)
/˜π − dΩ
dh
Qh) + 1 (6.201)
From (6.69) and (6.114), we have:
|(T )δ| ≤ C(1 + t)−1[1 + log(1 + t)] (6.202)
from (6.69) and (6.122), we have:
|(Q)δ| ≤ C (6.203)
From (6.180) and (6.189), we have:
(Ri)π˜LL = −2ΩRiµ− 2µRiΩ (6.204)
⇒ (Ri)δ = Ω−1(1
2
tr
(Ri)
/˜π − dΩ
dh
Rih) (6.205)
By (6.69) and (6.195), we have:
|(Ri)δ| ≤ Cδ0(1 + t)−1[1 + log(1 + t)] (6.206)
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Chapter 7
Outline of the Derived Estimates of
Each Order
7.1 The Inhomogeneous Wave Equations for the Higher
Order Variations. The Recursion Formula for the Source
Functions
Proposition 7.1 Let ψ be a solution of the inhomogeneous wave equation
g˜ψ = ρ (7.1)
and let Y be an arbitrary vectorfield. Then
ψ′ = Y ψ (7.2)
satisfies the inhomogeneous wave equation:
g˜ψ
′ = ρ′ (7.3)
where the source function ρ′ is related to the source function ρ by:
ρ′ = d˜iv
(Y )
J˜ + Y ρ+
1
2
t˜r(Y )π˜ρ (7.4)
Here
(Y )
J˜µ =
1
2
[(g˜−1)µα(g˜−1)νβ + (g˜−1)να(g˜−1)µβ − (g˜−1)µν(g˜−1)αβ ](Y )π˜αβ∂νψ (7.5)
is the commutation current associated to ψ and Y .
Proof . Let fs be the local 1-parameter group generated by Y . We denote by fs∗ the corresponding
pullback. We then have:
fs∗g˜(fs∗ψ) = fs∗(g˜ψ) = fs∗ρ (7.6)
Now, in an arbitrary system of local coordinates,
g˜ψ =
1√− det g˜ ∂µ((g˜
−1)µν
√
− det g˜∂νψ) (7.7)
and
fs∗g˜(fs∗ψ) =
1√− det fs∗g˜ ∂µ(((fs∗g˜)
−1)µν
√
− det fs∗g˜∂ν(fs∗ψ)) (7.8)
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Let us differentiate (7.8) with respect to s at s = 0. In view of the facts that:
(
d
ds
fs∗g˜)s=0 = LY g˜ = (Y )π˜ (7.9)
(
d
ds
√
− det fs∗g˜)s=0 = 1
2
√
− det g˜t˜r(Y )π˜ (7.10)
(
d
ds
((fs∗g˜)−1)µν)s=0 = −(g˜−1)µα(g˜−1)νβ(Y )π˜αβ (7.11)
and:
(
d
ds
fs∗ψ)s=0 = (
d
ds
ψ ◦ fs)s=0 = Y ψ (7.12)
we obtain:
(
d
ds
fs∗g˜(fs∗ψ))s=0 = −
1
2
1√− det g˜ t˜r
(Y )π˜∂µ((g˜
−1)µν
√
− det g˜∂νψ) (7.13)
+
1√− det g˜ ∂µ{
√
− det g˜(−(g˜−1)µα(g˜−1)νβ (Y )π˜αβ + 1
2
(g˜−1)µν t˜r(Y )π˜)∂νψ
+(g˜−1)µν
√
− det g˜∂ν(Y ψ)}
On the other hand, by (7.6), we have:
(
d
ds
fs∗g˜(fs∗ψ))s=0 = (
d
ds
fs∗ρ)s=0 = (
d
ds
ρ ◦ fs)s=0 = Y ρ (7.14)
Comparing (7.13) and (7.14) and in view of the expression (7.7) with Y ψ in the role of ψ, the proposition
follows.
Let X be an arbitrary vectorfield. In an arbitrary system of local coordinates the divergence of X
with respect to the acoustical metric g is expressed by:
divX = DµX
µ =
1√− det g
∂
∂xµ
(
√
− det gXµ) (7.15)
while its divergence with respect to the conformal acoustical metric g˜ is expressed by:
d˜ivX = D˜µX
µ =
1√− det g˜
∂
∂xµ
(
√
− det g˜Xµ) (7.16)
Since
g˜µν = Ωgµν ,
√
− det g˜ = Ω2
√
− det g (7.17)
we have:
D˜µX
µ = Ω−2Dµ(Ω2Xµ) (7.18)
Applying this to the vectorfield
(Y )
J˜ , we obtain:
d˜iv
(Y )
J˜ = Ω−2div(Y )J (7.19)
where:
(Y )J = Ω2
(Y )
J˜ (7.20)
In an arbitrary local coordinates:
(Y )Jµ =
1
2
((g−1)µα(g−1)νβ + (g−1)να(g−1)µβ − (g−1)µν(g−1)αβ)(Y )π˜αβ∂νψ (7.21)
Setting
(Y )π˜µν = (g−1)µα(g−1)νβ(Y )π˜αβ (7.22)
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we can write:
(Y )Jµ = ((Y )π˜µν − 1
2
(g−1)µνtr(Y )π˜)∂νψ (7.23)
We now consider the nth order variations ψn of the wave function φ, as defined in the begining
of Chapter 6, by applying to a first order variation ψ1 a string of commutation vectorfields Yi :
i = 1, 2, 3, 4, 5 of length n − 1. We shall use proposition 7.1 to derive a recursion formula for the
corresponding source functions ρn:
g˜ψn = ρn (7.24)
First, we have:
ρ1 = 0 (7.25)
Denoting by Y one of the Yi : i = 1, 2, 3, 4, 5, we have:
ψn = Y ψn−1 (7.26)
Applying Proposition 7.1 to ψn−1 and ψn we get:
ρn = d˜iv
(Y )
J˜n−1 + Y ρn−1 +
1
2
t˜r(Y )π˜ρn−1 (7.27)
Here,
(Y )
J˜µn−1 =
1
2
[(g˜−1)µα(g˜−1)νβ + (g˜−1)να(g˜−1)µβ − (g˜−1)µν(g˜−1)αβ ](Y )π˜αβ∂νψn−1 (7.28)
is the commutation current associated to ψn−1 and Y . Equation (7.27) is a recursion formula for the
source functions ρn, but it is not quite in the form which can be used in our estimats. To obtain the
appropriate form we consider instead the re-scaled sources:
ρ˜n = Ω
2µρn (7.29)
By direct computation and (7.27), (7.28) as well as (7.19)-(7.23), we have:
ρ˜n =
(Y )σn−1 + Y ρ˜n−1 + (Y )δρ˜n−1 (7.30)
Here,
(Y )σn−1 = µdiv(Y )Jn−1 (7.31)
(Y )Jµn−1 = (
(Y )π˜µν − 1
2
(g−1)µνtr(Y )π˜)∂νψn−1 (7.32)
and (Y )δ are defined in Chapter 6:
(Y )δ =
1
2
t˜r(Y )π˜ − µ−1Y µ− 2Ω−1Y Ω (7.33)
Moreover, by (7.25):
ρ˜1 = 0 (7.34)
7.2 The First Term in ρ˜n
Since ψn is the solution of (7.24), we can apply Theorem 5.1 to ψn, provided that we can estimate:∫
W tu
Q0,0,ndµg = −
∫
W tu
Ω2ρnK0ψndµg = −
∫
W tu
ρ˜n(K0ψn)dt
′du′dµ/g (7.35)
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and ∫
W tu
Q1,0,ndµg = −
∫
W tu
Ω2ρn(K1ψn + ωψn)dµg = −
∫
W tu
ρ˜n(K1ψn + ωψn)dt
′du′dµ/g (7.36)
We have used here the fact that:
dµg = µdtdudµ/g (7.37)
First, we consider the contribution of the term (Y )σn−1 in ρ˜n.
Let V be an arbitrary vectorfield defined in the spacetime domain Wǫ0 . We decompose:
V = V LL+ V LL+ /V (7.38)
where /V = ΠV = V AXA is tangent to St,u. We have:
V L = − 1
2µ
g(V, L) (7.39)
V L = − 1
2µ
g(V, L)
V A = (/g
−1)ABg(V,XB)
The divergence of V is then expressed by:
divV = (DLV )
L + (DLV )
L + (DXAV )
A (7.40)
Replacing V in (7.39) by DLV,DLV,DXAV , we obtain:
(DLV )
L = − 1
2µ
g(DLV, L) (7.41)
(DLV )
L = − 1
2µ
g(DLV, L)
(DXAV )
A = (/g
−1)ABg(DXAV,XB)
Moreover, substituting (7.38) we obtain:
g(DXAV,XB) = V
Lg(DXAL,XB) + V
Lg(DXAL,XB) + g(DXA /V ,XB) (7.42)
= χABV
L + χ
AB
V L + /g( /DXA /V ,XB)
hence:
(DXAV )
A = trχV L + trχV L + /div /V (7.43)
Thus we obtain:
divV = − 1
2µ
[g(DLV, L) + g(DLV, L)] + trχV
L + trχV L + /div/V (7.44)
We can express the first term on the right-hand side in terms of:
VL = g(V, L), VL = g(V, L) (7.45)
Using (3.131)-(3.138):
g(DLV, L) = L(g(V, L)) − g(V,DLL) = L(VL) + g(V, 2ζAXA) = L(VL) + 2ζAV A (7.46)
g(DLV, L) = L(g(V, L))− g(V,DLL) = L(VL)− g(V,−L(η−1κ)L+ 2ηAXA) (7.47)
= L(VL) + L(η
−1κ)VL − 2ηAV A
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Substituting the equation:
ηA − ζA = /dAµ (7.48)
we have:
− 2µdivV = L(VL) + L(VL)− 2 /div(µ/V ) + L(η−1κ)VL + trχVL + trχVL (7.49)
We shall apply the above formula to (Y )Jn−1, given by (7.32). We introduce the vectorfields
(Y )
Z˜ and
(Y )
Z˜, associated to the commutation vectorfield Y , and tangent to St,u, by the condition that:
g(Z˜, V ) = (Y )π˜(L,ΠV ), g(Z˜, V ) = (Y )π˜(L,ΠV ) (7.50)
for any vector V ∈ TWǫ0 . In terms of the null frames we have:
(Y )
Z˜ =
(Y )
Z˜AXA,
(Y )
Z˜ =
(Y )
Z˜
A
XA (7.51)
where:
(Y )
Z˜A = (Y )π˜LB(/g
−1)AB,
(Y )
Z˜
A
= (Y )π˜LB(/g
−1)AB (7.52)
Note that the St,u-tangential vectorfields
(Y )
Z˜ and
(Y )
Z˜ correspond, through the induced metric /g, to
the 1-forms (Y )/πL and
(Y )/πL, respectively. Taking into account these definitions as well as the fact
that:
tr(Y )π˜ = − 1
µ
(Y )π˜LL + tr
(Y )
/˜π (7.53)
we deduce the following the components of (Y )Jn−1:
(Y )Jn−1,L = −1
2
tr
(Y )
/˜π(Lψn−1) +
(Y )
Z˜ · /dψn−1 (7.54)
(Y )Jn−1,L = −1
2
tr
(Y )
/˜π(Lψn−1) +
(Y )
Z˜ · /dψn−1 − 1
2µ
(Y )π˜LL(Lψn−1) (7.55)
µ
(Y )/J
A
n−1 = −
1
2
(Y )
Z˜A(Lψn−1)− 1
2
(Y )
Z˜
A
(Lψn−1) (7.56)
+
1
2
((Y )π˜LL − µtr(Y ) /˜π)/dAψn−1 + µ(Y ) /˜πAB/d
B
ψn−1
We note here that there is no 1µ
(Y )π˜LL in the expressions for
(Y )Jn−1,L, (Y )Jn−1,L, although such a term
appears in (7.53). This is related to the fact that the operator ∆g on the 2-dimensional Riemannian
manifold (M, g) is conformally covariant. Here in the role of such a 2-dimensional manifold we have
the 2-dimensional distribution of time-like planes spanned by L and L at each point. This distribution
is not integrable, the obstruction to integrability being
Π[L,L] = 2Λ, Λ = −(/g−1)AB(ζB + ηB)XA (7.57)
However, the conformal covariance is still reflected by the fact that the restriction of (Y )Jn−1 to the
plane spanned by L, L depends only on the trace-free, relative to this plane, part of the restriction of
π˜ to the plane, therefore not on π˜LL. Similarly, one can easily check that
(Y )/J
A
n−1 does not actually
depend on tr
(Y )
/˜π.
Applying (7.49) to (Y )Jn−1 we obtain:
(Y )σn−1 = −1
2
L((Y )Jn−1,L)− 1
2
L((Y )Jn−1,L) + /div(µ
(Y )
/Jn−1) (7.58)
−1
2
L(η−1κ)(Y )Jn−1,L − 1
2
trχ(Y )Jn−1,L − 1
2
trχ(Y )Jn−1,L
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The right hand side of (7.58) contains the principal terms, the derivatives of products of components
of (Y )π˜ with derivatives of ψn−1, while the second line contains lower order terms of the form of triple
products of connection coefficients of the null frame with components of (Y )π˜ and derivatives of ψn−1.
We decompose:
(Y )σn−1 = (Y )σ1,n−1 + (Y )σ2,n−1 + (Y )σ3,n−1 (7.59)
where (Y )σ1,n−1 contains the terms which are products of components of (Y )π˜ with 2nd derivatives of
ψn−1, (Y )σ2,n−1 contains the terms which are products of 1st derivatives of (Y )π˜ with 1st derivatives
of ψn−1, and (Y )σ3,n−1 contains the lower order terms.
Now, in view of (7.54)-(7.56), the first two terms on the right of (7.58) contain L(
(Y )
Z˜ · /dψn−1)
and L(
(Y )
Z˜ · /dψn−1). In decomposing each of these into three parts as above, we need the following
lemma.
Lemma 7.1 Let V be a vectorfield defined on the spacetime domain W ∗ǫ0 and tangent to St,u.
Also, let f be a function on W ∗ǫ0 . We then have:
L(V · /df) = V · /dLf + /LLV · /df
L(V · /df) = V · /dLf + /LLV · /df − (V · /d(η−1κ))Lf
Here, we denote:
/LLV = ΠLLV = Π[L, V ], /LLV = ΠLLV = Π[L, V ] (7.60)
Proof . Since V is tangent to St,u we have:
V · /df = V · df (7.61)
Hence,
L(V · /df) = L(V · df) = LLV · df + V · dLf = LLV · df + V · /dLf (7.62)
L(V · /df) = L(V · df) = LLV · df + V · dLf = LLV · df + V · /dLf
Since
Lt = 1 Lu = 0
and
St,u = Σt
⋂
Cu (7.63)
and V is St,u-tangential, thus
V (u) = V (t) = 0 (7.64)
it follows that
(LLV )(t) = L(V t)− V (Lt) = 0
(LLV )(u) = L(V u)− V (Lu) = 0
So we have:
LLV = /LLV (7.65)
Concerning the term,
LLV (7.66)
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we use the fact that:
L = η−1κL+ 2T (7.67)
Then we have:
LLV = (η−1κ)LLV + 2LTV − (V · /d(η−1κ))L (7.68)
By an argument similar to that leading to (7.65), we can see that
LTV = /LTV (7.69)
Therefore
/LLV = (η−1κ)/LLV + 2/LTV (7.70)
So we obtain:
LLV = /LLV − (V (η−1κ))L (7.71)
In view of (7.62), (7.65) and (7.71), the lemma follows.
Applying Lemma 7.1 to the case V =
(Y )
Z˜, f = ψn−1, we obtain:
L(
(Y )
Z˜ · /dψn−1) = (Y )Z˜ · /dLψn−1 + /LL
(Y )
Z˜ · /dψn−1 (7.72)
while applying Lemma 7.1 to the case V =
(Y )
Z˜, f = ψn−1, yields:
L(
(Y )
Z˜ · /dψn−1) = (Y )Z˜ · /dLψn−1 + /LL
(Y )
Z˜ · /dψn−1 − (Y )Z˜ · /d(η−1κ)Lψn−1 (7.73)
Substituting (7.54)-(7.56), we get the following expressions in regard to the decomposition (7.59):
(Y )σ1,n−1 =
1
2
tr
(Y )
/˜π(LLψn−1 + νLψn−1) (7.74)
+
1
4
(µ−1(Y )π˜LL)L2ψn−1
−(Y )Z˜ · /dLψn−1 − (Y )Z˜ · /dLψn−1
+
1
2
(Y )π˜LL /∆ψn−1 + µ
(Y ) ˆ˜
/π · /D2ψn−1
(Y )σ2,n−1 =
1
4
L(tr
(Y )
/˜π)Lψn−1 +
1
4
L(tr
(Y )
/˜π)Lψn−1 (7.75)
+
1
4
L(µ−1(Y )π˜LL)Lψn−1
−1
2
/LL
(Y )
Z˜ · /dψn−1 − 1
2
/LL
(Y )
Z˜ · /dψn−1
−1
2
/div
(Y )
Z˜Lψn−1 − 1
2
/div
(Y )
Z˜Lψn−1
+
1
2
/d(Y )π˜LL · /dψn−1 + /div(µ
(Y ) ˆ˜
/π) · /dψn−1
and
(Y )σ3,n−1 =
(Y )
σL3,n−1Lψn−1 +
(Y )
σ
L
3,n−1Lψn−1 +
(Y )
/σ3,n−1 · /dψn−1 (7.76)
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where
(Y )
σL3,n−1 =
1
4
trχtr
(Y )
/˜π +
1
4
trχ(µ−1(Y )π˜LL) (7.77)
+
1
2
(Y )
Z˜ · /d(η−1κ)
(Y )
σ
L
3,n−1 = −
1
4
(L logΩ)tr
(Y )
/˜π (7.78)
(Y )
/σ3,n−1 = −
1
2
(tr
(Y )
/˜π)Λ (7.79)
−1
2
(trχ+ L(η−1κ))
(Y )
Z˜ − 1
2
trχ
(Y )
Z˜
Note that we have incorporated the term 12 tr
(Y )
/˜πνLψn−1 into the first term on the right in (7.74).
This term comes from the contribution 14 trχtr
(Y )
/˜πLψn−1 of the first term on the right in (7.55) to the
second term in the second line in (7.58). This leaves as a remainder the coefficient (7.78) of Lψn−1 in
(7.76).
7.3 The Estimates of the Contribution of the First Term in ρ˜n
to the Error Integrals
We shall begin our estimates of the contribution of (Y )σn−1 to the error integrals (7.35), (7.36), with
the estimates of the partial contribution of (Y )σ1,n−1. We shall use the following assumptions:
G0: There is a positive constant C independent of s such that in W sǫ0 , for all five commutation
fields Y , we have:
(Y )π˜LL = 0 (7.80)
µ−1|(Y )π˜LL| ≤ C[1 + log(1 + t)] (7.81)
|(Y )π˜LL| ≤ C[1 + log(1 + t)] (7.82)
|(Y ) /˜πL| ≤ C(1 + t)−1[1 + log(1 + t)] (7.83)
|(Y ) /˜πL| ≤ C[1 + log(1 + t)] (7.84)
|
(Y ) ˆ˜
/π| ≤ C(1 + t)−1[1 + log(1 + t)] (7.85)
|(Y )tr/˜π| ≤ C (7.86)
This assumption comes from the results in Chapter 6.
We shall also use the assumptions concerning the set of rotation fields {Ri : i = 1, 2, 3}.
H0: There is a positive constant C independent of s such that for any function f differentiable on
each surface St,u we have:
|/df |2 ≤ C(1 + t)−2
∑
i
(Rif)
2 (7.87)
H1: There is a positive constant C independent of s such that for any 1-form ξ differentiable on
each surface St,u we have:
| /Dξ|2 ≤ C(1 + t)−2
∑
i
|/LRiξ|2 (7.88)
In particular, taking ξ = /df , where f is any function twice differentiable on each St,u, we have:
| /D2f |2 ≤ C(1 + t)−2
∑
i
|/dRif |2 (7.89)
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H2: There is a positive constant C independent of s such that for any differentiable traceless
symmetric 2-covariant tensorfield ϑ on each surface St,u we have:
| /Dϑ|2 ≤ C(1 + t)−2
∑
i
|/LRiϑ|2 (7.90)
Similarly as in Chapter 5 we define:
Eu0,n(t) =
∑∫
Σut
Ω
2
{η−1κ(1 + η−1κ)(Lψn)2 + (Lψn)2 + (1 + 2η−1κ)µ|/dψn|2}dµ/gdu′
F t0,n(u) =
∑∫
Ctu
Ω{(1 + η−1κ)(Lψn)2 + µ|/dψn|2}dµ/gdt′
E ′u1,n(t) =
∑∫
Σut
Ω
2
ων−1{η−1κ(Lψn + νψn)2 + µ|/dψn|2}dµ/gdu′
F ′t1,n(u) =
∑∫
Ctu
Ωων−1(Lψn + νψn)2dµ/gdt
′
In each of the above the sum is over the set of ψn of the form (7.26) as Y ranges over the set
{Yi : i = 1, 2, 3, 4, 5}. Also as in Chapter 5, we have:
C−1Eu0,n(t) ≤
∑∫ u
0
{
∫
St,u′
[µ(1 + µ)((Lψn)
2 + |/dψn|2) + (Lψn)2]dµ/g}du′ ≤ CEu0,n(t) (7.91)
C−1F t0,n(u) ≤
∑∫ t
0
{
∫
St′,u
[(1 + µ)(Lψn)
2 + µ|/dψn|2]dµ/g}dt′ ≤ CF t0,n(u) (7.92)
C−1E ′u1,n(t) ≤ (1 + t)2
∑∫ u
0
{
∫
St,u′
µ[(Lψn + νψn)
2 + |/dψn|2]dµ/g}du′ ≤ CE ′u1,n(t) (7.93)
C−1F ′t1,n(u) ≤
∑∫ t
0
(1 + t′)2{
∫
St′,u
(Lψn + νψn)
2dµ/g}dt′ ≤ CF ′t1,n(u) (7.94)
Also, the sum has the same meaning as the above. And we can define the following quantities which
are non-decreasing in t at each u as in Chapter 5:
E¯u0,n(t) = sup
t′∈[0,t]
Eu0,n(t′) (7.95)
F t0,n(u) (7.96)
E¯ ′u1,n(t) = sup
t′∈[0,t]
[1 + log(1 + t′)]−4E ′u1,n(t′) (7.97)
F¯ ′t1,n(u) = sup
t′∈[0,t]
[1 + log(1 + t′)]−4F ′t′1,n(u) (7.98)
Obviously, E¯u0,n(t), E¯ ′u1,n(t) are also non-decreasing functions of u at each t.
The contribution of (Y )σn−1 to (7.35) and (7.36) are
−
∫
W tu
(K0ψn)
(Y )σn−1dt′du′dµ/g (7.99)
and
−
∫
W tu
(K1ψn + ωψn)
(Y )σn−1dt′du′dµ/g (7.100)
respectively.
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We shall first consider the contribution from (Y )σ1,n−1 to each of these integrals and we begin with
the contribution to the integral (7.99). We first consider the first term on the right-hand side of (7.74):
1
2
tr
(Y )
/˜π(LLψn−1 + νLψn−1) (7.101)
Now L can be expressed in terms of commutation vectorfields by:
L = η−1κ(1 + t)−1Q+ 2T (7.102)
Thus we have:
1
2
(LLψn−1 + νLψn−1) = (LTψn−1 + νTψn−1) (7.103)
+
1
2
η−1κ(1 + t)−1(LQψn−1 + νQψn−1)
+
1
2
(1 + t)−1(L(η−1κ)− (1 + t)−1η−1κ)Qψn−1
Here we estimate the contribution of the first term on the right in (7.103), which is the leading term.
The contributions of the other two terms are easier to estimate because of the presence of the decay
factor (1 + t)−1.
We thus first estimate
−
∫
W tu
(K0ψn)tr
(Y )
/˜π(LTψn−1 + νTψn−1)dt′du′dµ/g (7.104)
By the last of G0, this is bounded in absolute value by: C(ML +ML), where
ML =
∫
W tu
(1 + η−1κ)|Lψn||LTψn−1 + νTψn−1|dt′du′dµ/g (7.105)
ML =
∫
W tu
|Lψn||LTψn−1 + νTψn−1|dt′du′dµ/g (7.106)
Since T is one of the commutation fields, we have, by (7.94) and (7.98), for all u ∈ [0, ǫ0],∫
Ctu
(1 + t′)2(LTψn−1 + νTψn−1)2dµ/gdt
′ ≤ CF¯ ′t1,n(u)[1 + log(1 + t)]4 (7.107)
Therefore∫
W tu
(1 + t′)2(LTψn−1 + νTψn−1)2dµ/gdt
′du′ ≤ C
∫ u
0
F¯ ′t1,n(u′)du′[1 + log(1 + t)]4 (7.108)
We estimate:
ML ≤
∫ t
0
[(1 + t′)−3/2Eu0 (t′)]1/2[(1 + t′)3/2
∫
Σu
t′
(LTψn−1 + νTψn−1)2]1/2dt′ (7.109)
Let us define:
F (t, u) :=
∫ t
0
(1 + t′)2(
∫
Σu
t′
(LTψn−1 + νTψn−1)2)dt′ (7.110)
Therefore
F (t, u) ≤ C
∫ u
0
F¯ ′t1,n(u′)du′[1 + log(1 + t)]4 (7.111)
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Then
dF
dt
(t, u) = (1 + t)2
∫
Σut
(LTψn−1 + νTψn−1)2 (7.112)
What we need to estimate is
I(t) :=
∫ t
0
(1 + t′)3/2(
∫
Σut
(LTψn−1 + νTψn−1)2)dt′ (7.113)
We have:
I(t) =
∫ t
0
(1 + t′)−1/2
dF
dt′
(t′)dt′ (7.114)
= (1 + t)−1/2F (t) +
1
2
∫ t
0
(1 + t′)−3/2F (t′)dt′
Substitute (7.111) we obtain
I(t) ≤ C
∫ u
0
F¯ ′t1,n(u′)du′(1 + t)−1/2[1 + log(1 + t)]4 ≤ C′
∫ u
0
F¯ ′t1,n(u′)du′ (7.115)
Therefore
ML ≤ C(
∫ u
0
F¯ ′t1,n(u′)du′)1/2(
∫ t
0
(1 + t′)−3/2Eu0,n(t′)dt′)1/2 (7.116)
We turn to ML given by (7.105):
ML ≤ (
∫
W tu
Ω(1 + η−1κ)(Lψn)2dt′du′dµ/g)
1/2 (7.117)
·(
∫
W tu
Ω−1(1 + η−1κ)(LTψn−1 + νTψn−1)2dt′du′dµ/g)
1/2
≤ C(
∫ u
0
F t0,n(u′)du′)1/2 · (
∫
W tu
[1 + log(1 + t′)](LTψn−1 + νTψn−1)2dt′du′dµ/g)
1/2
where we have used assumption A. We can estimate the integral in the last factor in a similar way as
we estimate ML:∫
W tu
[1 + log(1 + t′)](LTψn−1 + νTψn−1)2dt′du′dµ/g ≤ C
∫ u
0
F¯ ′t1,n(u′)du′ (7.118)
Therefore we obtain:
ML ≤ C(
∫ u
0
F t0,n(u′)du′)1/2(
∫ u
0
F¯ ′t1,n(u′)du′)1/2 (7.119)
This completes the estimate of the integral (7.104).
We then turn to estimate the contribution of the second term on the right in (7.74)
(1/4)(µ−1(Y )π˜LL)L2ψn−1 (7.120)
to the integral (7.99).
Writing
L2ψn−1 = L((1 + t)−1Qψn−1) = (1 + t)−1LQψn−1 − (1 + t)−2Qψn−1 (7.121)
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what we must estimate is
−(1/4)
∫
W tu
(K0ψn)(µ
−1(Y )π˜LL)(1 + t′)−1(LQψn−1)dt′du′dµ/g (7.122)
+(1/4)
∫
W tu
(K0ψn)(µ
−1(Y )π˜LL)(1 + t′)−2(Qψn−1)dt′du′dµ/g
By (7.81), the first integral is bounded in absolute value by
C(I
L
1 + I
L
1 ) (7.123)
where
I
L
1 =
∫
W tu
(1 + t′)−1|Lψn|[1 + log(1 + t′)]|LQψn−1|dt′du′dµ/g (7.124)
IL1 =
∫
W tu
(1 + η−1κ)|Lψn|(1 + t′)−1[1 + log(1 + t′)]|LQψn−1|dt′du′dµ/g (7.125)
We estimate:
I
L
1 ≤ C{
∫
W tu
(Lψn)
2(1 + t′)−2[1 + log(1 + t′)]2dt′du′dµ/g}1/2{
∫
W tu
(LQψn−1)2dt′du′dµ/g}1/2 (7.126)
≤ C{
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2Eu0,n(t′)dt′}1/2{
∫ u
0
F t0,n(u′)du′}1/2
and,
IL1 ≤ C
∫ u
0
F t0,n(u′)du′ (7.127)
where we have used the fact that for any t ≥ 0, (1 + t)−1[1 + log(1 + t)] is bounded.
Also, by (7.81), the second integral in (7.122) is bounded by:
C
∫
W tu
|Lψn||Qψn−1|(1 + t′)−2[1 + log(1 + t′)]dt′du′dµ/g (7.128)
+C
∫
W tu
(1 + η−1κ)|Lψn||Qψn−1|(1 + t′)−2[1 + log(1 + t′)]dt′du′dµ/g
≤ C{
∫
W tu
(Lψn)
2(1 + t′)−2[1 + log(1 + t′)]dt′du′dµ/g}1/2
·{
∫
W tu
(Qψn−1)2(1 + t′)−2[1 + log(1 + t′)]dt′du′dµ/g}1/2
+C{
∫
W tu
(1 + η−1κ)(Lψn)2dt′du′dµ/g}1/2
·{
∫
W tu
(1 + η−1κ)(Qψn−1)2(1 + t′)−4[1 + log(1 + t′)]2dt′du′dµ/g}1/2
≤ C{
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]Eu0,n(t′)dt′}1/2
·{ǫ20
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]Eu0,n(t′)dt′}1/2
+C{
∫ u
0
F t0,n(u′)du′}1/2{ǫ20
∫ t
0
(1 + t′)−4[1 + log(1 + t′)]3Eu0,n(t′)dt′}1/2
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Here we have made use of Lemma 5.1 with ψn in the role of ψ, namely∫
St,u
∑
ψ2ndµ/g ≤ Cǫ0Eu0,n(t) (7.129)
the sum being over the set of ψn of the form (7.26) as Y ranges over the set {Yi : i = 1, 2, 3, 4, 5}.
Next, we shall estimate the contribution of the third and fourth terms on the right in (7.74):
− (Y )Z˜ · /dLψn−1 − (Y )Z˜ · /dLψn−1 (7.130)
to the integral (7.99).
Expressing L and L in terms of commutation fields T , Q,
L = η−1κ(1 + t)−1Q+ 2T, L = (1 + t)−1Q (7.131)
(7.130) takes the form:
−2(Y )Z˜ · /dTψn−1 − (1 + t)−1(η−1κ(Y )Z˜ + (Y )Z˜) · /dQψn−1 (7.132)
−(1 + t)−1(Y )Z˜ · /d(η−1κ)Qψn−1
The last term is a lower order term and its contribution is easily estimated.
Using (7.83), (7.84) and noting that Tψn−1, Qψn−1 are among the ψn, the contribution of (7.132)
to the error integral (7.99) can be bounded by∫
W tu
|Lψn||/dψn|(1 + t′)−1[1 + log(1 + t′)]dt′du′dµ/g (7.133)
+
∫
W tu
(1 + η−1κ)|Lψn||/dψn|(1 + t′)−1[1 + log(1 + t′)]dt′du′dµ/g
Here the first integral is bounded by:
{
∫
W tu
(1 + t′)−2[1 + log(1 + t′)]2(Lψn)2dt′du′dµ/g}1/2{
∫
W tu
|/dψn|2dt′du′dµ/g}1/2 (7.134)
The integral in the first factor in (7.134) is bounded by:
C
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2Eu0,n(t′)dt′ (7.135)
While the integral in the second factor decomposes into:∫
U ⋂W tu
|/dψn|2dt′du′dµ/g +
∫
Uc⋂W tu
|/dψn|2dt′du′dµ/g (7.136)
where U is defined in Chapter 5:
U = {x ∈W ∗ǫ0 : µ < 1/4} (7.137)
Since 4µ ≥ 1 in Uc,∫
Uc⋂W tu
|/dψn|2dt′du′dµ/g ≤ 4
∫
W tu
µ|/dψn|2dt′du′dµ/g ≤ C
∫ u
0
F t0,n(u′)du′ (7.138)
To estimate the integral over U ⋂W tu we use the spacetime integral Kn(t, u) defined by (5.195), with
ψn in the role of ψ:
Kn(t, u) = −
∫
W tu
Ω
2
ων−1µ−1(Lµ)−|/dψn|2dµ/g (7.139)
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According to C3,B1,D1, we have:
Kn(t, u) ≥ 1
C
∫
U ⋂W tu
(1 + t′)[1 + log(1 + t′)]−1|/dψn|2dt′du′dµ/g (7.140)
Recalling the definition:
K¯n(t, u) = sup
t′∈[0,t]
[1 + log(1 + t′)]−4Kn(t′, u) (7.141)
and noting that for t′ ∈ [tm−1, tm] it holds that:
(1 + t′)−1[1 + log(1 + t′)] ≤ 2(1 + tm)−1[1 + log(1 + tm)] (7.142)
we then obtain: ∫
U ⋂W tm−1,tmu
|/dψn|2dt′du′dµ/g ≤ CA′mK¯n(tm, u) (7.143)
where:
A′m = (1 + tm)
−1[1 + log(1 + tm)]5 = (1 + 2m+r)−1[1 + log(1 + 2m+r)]5 (7.144)
Hence, in view of the fact that
∑∞
m=0A
′
m is convergent and K¯n(t, u) is a non-decreasing function of t,
we conclude that:∫
U ⋂W tu
|/dψn|2dt′du′dµ/g =
N∑
m=0
∫
U ⋂W tm−1,tmu
|/dψn|2dt′du′dµ/g ≤ CK¯n(t, u) (7.145)
Combining with (7.138) we get∫
W tu
|/dψn|2dt′du′dµ/g ≤ K¯n(t, u) +
∫ u
0
F t0,n(u′)du′ (7.146)
Thus, the first integral in (7.133) is bounded in absolute value by
C(
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2Eu0,n(t′)dt′)1/2(K¯n(t, u) +
∫ u
0
F t0,n(u′)du′)1/2 (7.147)
Also, in view of (7.92) and the estimate (7.146), the second integral in (7.133) is bounded in absolute
value by:
{
∫
W tu
(1 + t′)−2[1 + log(1 + t′)]2(1 + α−1κ)2(Lψn)2dt′du′dµ/g}1/2 · {
∫
W tu
|/dψn|2dt′du′dµ/g}1/2 (7.148)
≤ C{
∫ u
0
F t0,n(u′)du′}1/2{K¯n(t, u) +
∫ u
0
F t0,n(u′)du′}1/2
Finally, we estimate the contribution of the last term in (7.74),
(1/2)(Y )π˜LL /∆ψn−1 + µ
(Y ) ˆ˜
/π · /D2ψn−1 (7.149)
to the error integral (7.99). From (7.82) and (7.85), this contribution can be bounded by
C
∫
W tu
|K0ψn|| /D2ψn−1|[1 + log(1 + t′)]dt′du′dµ/g (7.150)
By H1,
| /D2ψn−1| ≤ C(1 + t)−1
∑
i
|/dRiψn−1| ≤ C(1 + t)−1
∑
|/dψn| (7.151)
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since the Riψn−1 are among the ψn. So (7.160) can be bounded by
C
∫
W tu
|K0ψn||/dψn|(1 + t′)−1[1 + log(1 + t′)]dt′du′dµ/g (7.152)
which is the integral (7.133) bounded by (7.148).
We collect the above results in the following lemma:
Lemma 7.2 We have:
|
∫
W tu
(K0ψn)
(Y )σ1,n−1dt′du′dµ/g| (7.153)
≤ C{
∫ t
0
(1 + t′)−3/2Eu0,n(t′)dt′ +
∫ u
0
F t0,n(u′)du′} (7.154)
+C{(
∫ u
0
F¯ ′t1,n(u′)du′)1/2 + (K¯n(t.u))1/2} (7.155)
×{
∫ t
0
(1 + t′)−3/2Eu0,n(t′)dt′ +
∫ u
0
F t0,n(u′)du′}1/2 (7.156)
We now consider the contribution of (Y )σ1,n−1 to the integral (7.100). Since
K1 = (ω/ν)L (7.157)
(7.100) equals
−
∫
W tu
(ω/ν)(Lψn + νψn)
(Y )σn−1dt′du′dµ/g (7.158)
What we consider here is
−
∫
W tu
(ω/ν)(Lψn + νψn)
(Y )σ1,n−1dt′du′dµ/g (7.159)
By B1 and D1 we have:
C−1(1 + t)2 ≤ ω/ν ≤ C(1 + t)2 (7.160)
So (7.159) is bounded by: ∫
W tu
(1 + t′)2|Lψn + νψn||(Y )σ1,n−1|dt′du′dµ/g (7.161)
We shall estimate this integral.
We begin with the contribution of the first term on the right in (7.74). We expand this term as in
(7.103). So the contribution of the leading term in (7.103) is∫
W tu
(1 + t′)2|Lψn + νψn||tr(Y ) /˜π||LTψn−1 + νTψn−1|dt′du′dµ/g (7.162)
By (7.86) and the fact that Tψn−1 is one of the ψn this is bounded by
C
∫ u
0
F ′t1,n(u′)du′ (7.163)
To estimate the contribution of the second term on the right in (7.74), we write:
L2ψn−1 = (1 + t)−1LQψn−1 − (1 + t)−2Qψn−1 (7.164)
= (1 + t)−1(LQψn−1 + νQψn−1)− (1 + t)−2(1 + (1 + t)ν)Qψn−1
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So by (7.81) and the fact that Qψn−1 is one of the ψn, the contribution in question can be bounded
by:
C
∫
W tu
(1 + t′)[1 + log(1 + t′)]|Lψn + νψn|2dt′du′dµ/g (7.165)
+C
∫
W tu
[1 + log(1 + t′)]|Lψn + νψn||ψn|dt′du′dµ/g
≤ C
∫ u
0
F ′t1,n(u′)du′ + C{
∫ u
0
F ′t1,n(u′)du′}1/2{ǫ20
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2Eu0,n(t′)dt′}1/2
To estimate the contribution of the third and fourth term on the right in (7.74), we shall use the
expression (7.132). Using (7.83),(7.84) the contribution in question is bounded by:∫
W tu
(1 + t′)[1 + log(1 + t′)]|Lψn + νψn||/dψn|dt′du′dµ/g (7.166)
which is in turn bounded by:
{
∫
W tu
(1 + t′)2|Lψn + νψn|2dt′du′dµ/g}1/2 (7.167)
×{
∫
W tu
[1 + log(1 + t′)]2|/dψn|2dt′du′dµ/g}1/2
Now, the integral in the first factor in (7.167) is bounded by
C
∫ u
0
F ′t1,n(u′)du′1/2 (7.168)
The integral in the second factor in (7.167) decomposes into:∫
W tu
⋂U
[1 + log(1 + t′)]2|/dψn|2dt′du′dµ/g +
∫
W tu
⋂Uc
[1 + log(1 + t′)]2|/dψn|2dt′du′dµ/g (7.169)
In Uc we have 4µ ≥ 1; we can thus estimate, in view of (7.93),∫
W tu
⋂Uc
[1 + log(1 + t′)]2|/dψn|2dt′du′dµ/g ≤ 4
∫
W tu
[1 + log(1 + t′)]2µ|/dψn|2dt′du′dµ/g (7.170)
≤ C
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2E ′u1,n(t′)dt′ (7.171)
on the other hand, by (7.140),∫
U⋂W tu
[1 + log(1 + t′)]2|/dψn|2dt′du′dµ/g ≤ CKn(t, u) (7.172)
So we obtain: ∫
W tu
[1 + log(1 + t′)]2|/dψn|2dt′du′dµ/g (7.173)
≤ C{Kn(t, u) +
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2E ′u1,n(t′)dt′}
Thus (7.166) is bounded by
C{
∫ u
0
F ′t1,n(u′)du′}1/2{Kn(t, u) +
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2E ′u1,n(t′)dt′}1/2 (7.174)
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Finally, we estimate the contribution of the last two terms on the right in (7.74). By (7.82), (7.85)
and (7.151) this is bounded by (7.166), which has already been estimated.
We collect the above results in the following lemma:
Lemma 7.3 We have:
|
∫
W tu
(K1ψn + ωψn)
(Y )σ1,n−1dt′du′dµ/g|
(7.175)
≤ C
∫ u
0
F ′t1,n(u′)du′
+C{
∫ u
0
F ′t1,n(u′)du′}1/2{Kn(t, u) +
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2(E ′u1,n(t′) + ǫ20Eu0,n(t′))dt′}1/2
To estimate the contribution of (Y )σ2,n−1 to (7.99) and (7.100), we shall use the following assump-
tions:
G1: There is a positive constant C independent of s such that in W sǫ0 , for all five commutation
vectorfields we have:
Y ((Y )π˜LL) = 0 (7.176)
|Y (µ−1(Y )π˜LL)| ≤ C[1 + log(1 + t)] (7.177)
|Y ((Y )π˜LL)| ≤ C[1 + log(1 + t)] (7.178)
|/LY (
(Y )
/˜πL)| ≤ C(1 + t)−1[1 + log(1 + t)] (7.179)
|/LY (
(Y )
/˜πL)| ≤ C[1 + log(1 + t)] (7.180)
|/LY (
(Y ) ˆ˜
/π)| ≤ C(1 + t)−1[1 + log(1 + t)] (7.181)
|Y ((Y )tr/˜π)| ≤ C(1 + t)−1[1 + log(1 + t)] (7.182)
Here in each line Y occurs twice. In each of these occurances Y is meant to range independently over
the set of the five commutation fields {Yi : i = 1, 2, 3, 4, 5}.
The last of G1 seems stronger than what corresponds to the last of G0, however, recall that by
(6.114), (6.122) and (6.195) of Chapter 6, we have:
|(Yi)tr/˜π| ≤ C(1 + t)−1[1 + log(1 + t)] : i /=2
while for Y2 = Q we have:
|tr(Q) /˜π − 4| ≤ C(1 + t)−1[1 + log(1 + t)]
So the last of G1 is in fact in accordance with the other assumptions.
In the following we shall use the bounds:∫
St,u
(Lψn−1)2dµ/g ≤ Cǫ0Eu0,n(t) (7.183)∫
St,u
(Lψn−1)2dµ/g ≤ Cǫ0(1 + t)−2Eu0,n(t)∫
St,u
|/dψn−1|2dµ/g ≤ Cǫ0(1 + t)−2Eu0,n(t)
These follow from (7.129) using the expressions of L and L in terms of the commutation fields T , Q,
as well as H0.
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We consider now the error integral:
−
∫
W tu
(K0ψn)
(Y )σ2,n−1dt′du′dµ/g (7.184)
The first term in (7.75),
(1/4)L(tr
(Y )
/˜π)Lψn−1
involves L(tr
(Y )
/˜π). Writing L = (1 + t)−1Q, we have, from G1,
|L(tr(Y ) /˜π)| ≤ C(1 + t)−2[1 + log(1 + t)] (7.185)
It follows that the contribution of the first term to the error integral (7.184) is bounded in absolute
value by:
C(I
L
2 + I
L
2 )
where
I
L
2 =
∫
W tu
|Lψn||Lψn−1|(1 + t′)−2[1 + log(1 + t′)]dt′du′dµ/g (7.186)
IL2 =
∫
W tu
(1 + η−1κ)|Lψn||Lψn−1|(1 + t′)−2[1 + log(1 + t′)]dt′du′dµ/g (7.187)
Using the first of (7.183) we can estimate:
I
L
2 ≤
∫ t
0
{
∫ u
0
∫
St′,u′
(Lψn)
2dµ/gdu
′}1/2{
∫ u
0
∫
St′,u′
(Lψn−1)2dµ/gdu
′}1/2 (7.188)
·(1 + t′)−2[1 + log(1 + t′)]dt′
≤ C
∫ t
0
{Eu0,n(t′)}1/2{ǫ20Eu0,n(t′)}1/2(1 + t′)−2[1 + log(1 + t′)]dt′
= Cǫ0
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]Eu0,n(t′)dt′
and (using A):
IL2 ≤ {
∫
W tu
(1 + η−1κ)(Lψn)2dt′du′dµ/g}1/2 (7.189)
·{
∫
W tu
(1 + η−1κ)(Lψn−1)2(1 + t′)−4[1 + log(1 + t′)]2dt′du′dµ/g}1/2
≤ Cǫ0{
∫ u
0
F t0,n(u′)du′}1/2{
∫ t
0
(1 + t′)−4[1 + log(1 + t′)]3Eu0,n(t′)dt′}1/2
The second term in (7.75),
(1/4)L(tr
(Y )
/˜π)Lψn−1 (7.190)
involves L(tr
(Y )
/˜π). Writing L = 2T + α−1κ(1 + t)−1Q, we have, by G1,
|L(tr(Y ) /˜π)| ≤ C(1 + t)−1[1 + log(1 + t)] (7.191)
So the contribution of the second term is bounded in absolute value by:
C(I
L
3 + I
L
3 )
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where:
I
L
3 =
∫
W tu
|Lψn||Lψn−1|(1 + t′)−1[1 + log(1 + t′)]dt′du′dµ/g (7.192)
IL3 =
∫
W tu
(1 + η−1κ)|Lψn||Lψn−1|(1 + t′)−1[1 + log(1 + t′)]dt′du′dµ/g (7.193)
using the second of (7.183), we can estimate:
I
L
3 ≤
∫ t
0
{
∫ u
0
∫
St′,u′
(Lψn)
2dµ/gdu
′}1/2{
∫ u
0
∫
St′,u′
(Lψn−1)2dµ/gdu
′}1/2 (7.194)
·(1 + t′)−1[1 + log(1 + t′)]dt′
≤ C
∫ t
0
{Eu0,n(t′)}1/2{ǫ20(1 + t′)−2Eu0,n(t′)}1/2(1 + t′)−1[1 + log(1 + t′)]dt′
= Cǫ0
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]Eu0,n(t′)dt′
and (using A):
IL3 ≤ {
∫
W tu
(1 + η−1κ)(Lψn)2dt′du′dµ/g}1/2 (7.195)
·{
∫
W tu
(1 + η−1κ)(Lψn−1)2(1 + t′)−2[1 + log(1 + t′)]2dt′du′dµ/g}1/2
≤ Cǫ0{
∫ u
0
F t0,n(u′)du′}1/2{
∫ t
0
(1 + t′)−4[1 + log(1 + t′)]3Eu0,n(t′)dt′}1/2
The third term in (7.75),
(1/4)L(µ−1(Y )π˜LL)Lψn−1
involves L(µ−1(Y )π˜LL). Writing L = (1 + t)−1Q, we have, from G1:
|L(µ−1(Y )π˜LL)| ≤ C(1 + t)−1[1 + log(1 + t)] (7.196)
It follows that the contribution in question can be also bounded in absolute value by:
C(I
L
3 + I
L
3 )
The term fourth and fifth terms in (7.75),
− 1
2
/LL
(Y )
Z˜ · /dψn−1 − 1
2
/LL
(Y )
Z˜ · /dψn−1
involve /LL
(Y )
Z˜ and /LL
(Y )
Z˜. Now from (7.50)-(7.52), we have:
(Y )
/˜πL = /g ·
(Y )
Z˜,
(Y )
/˜πL = /g ·
(Y )
Z˜
hence:
/LY
(Y )
/˜πL = /g · /LY
(Y )
Z˜ + (Y )/π · (Y )Z˜ (7.197)
/LY
(Y )
/˜πL = /g · /LY
(Y )
Z˜ + (Y )/π · (Y )Z˜
Since
(Y )π˜ = Ω((Y )π + Y (logΩ)g)
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and by E1 and E2 we have:
|Y h| ≤ C(1 + t)−1 (7.198)
which implies
|Y logΩ| ≤ C(1 + t)−1 (7.199)
for all five commutation vectorfields Y , then by G0 and G1 we have:
|/LY
(Y )
Z˜| ≤ C(1 + t)−1[1 + log(1 + t)] (7.200)
|/LY
(Y )
Z˜| ≤ C[1 + log(1 + t)]
These imply, writing L = 2T + η−1κ(1 + t)−1Q, L = (1 + t)−1Q, that
|/LL
(Y )
Z˜|, |/LL
(Y )
Z˜| ≤ C(1 + t)−1[1 + log(1 + t)] (7.201)
So the contribution of the fourth and fifth terms in (7.75) can be bounded in absolute value by:
C(I
L
4 + I
L
4 )
where:
I
L
4 =
∫
W tu
|Lψn||/dψn−1|(1 + t′)−1[1 + log(1 + t′)]dt′du′dµ/g (7.202)
IL4 =
∫
W tu
(1 + η−1κ)|Lψn||/dψn−1|(1 + t′)−1[1 + log(1 + t′)]dt′du′dµ/g (7.203)
Using the last of (7.183), we can estimate:
I
L
4 ≤
∫ t
0
{
∫ u
0
∫
St′,u′
(Lψn)
2dµ/gdu
′}1/2{
∫ u
0
∫
St′,u′
|/dψn−1|2dµ/gdu′}1/2 (7.204)
·(1 + t′)−1[1 + log(1 + t′)]dt′
≤ C
∫ t
0
{Eu0,n(t′)}1/2{ǫ20(1 + t′)−2Eu0,n(t′)}1/2(1 + t′)−1[1 + log(1 + t′)]dt′
= Cǫ0
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]Eu0,n(t′)dt′
and (using A)
IL4 ≤ {
∫
W tu
(1 + η−1κ)(Lψn)2dt′du′dµ/g}1/2 (7.205)
{
∫
W tu
(1 + η−1κ)|/dψn−1|2(1 + t′)−2[1 + log(1 + t′)]2dt′du′dµ/g}1/2
≤ Cǫ0{
∫ u
0
F t0,n(u′)du′}1/2{
∫ t
0
(1 + t′)−4[1 + log(1 + t′)]3Eu0,n(t′)dt′}1/2
The sixth and seventh terms in (7.75) involve /div
(Y )
Z˜ and /div
(Y )
Z˜. Now by H1 applied to the
1-forms /˜πL, /˜πL on each St,u yields:
| /D(Y )Z˜|2 = | /D(Y ) /˜πL|2 ≤ C(1 + t)−2
∑
i
|LRi
(Y )
/˜πL|2 (7.206)
| /D(Y )Z˜|2 = | /D(Y ) /˜πL|2 ≤ C(1 + t)−2
∑
i
|LRi
(Y )
/˜πL|2
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Then from G1:
| /D(Y )Z˜| ≤ C(1 + t)−2[1 + log(1 + t)] (7.207)
| /D(Y )Z˜| ≤ C(1 + t)−1[1 + log(1 + t)]
Thus, also:
| /div(Y )Z˜| ≤ C(1 + t)−2[1 + log(1 + t)] (7.208)
| /div(Y )Z˜| ≤ C(1 + t)−1[1 + log(1 + t)]
It then follows that the contribution of the sixth term in (7.75)
− (1/2) /div(Y )Z˜Lψn−1
is bounded in absolute value by:
C(IL2 + I
L
2 )
while the contribution of the seventh term in (7.75)
− (1/2) /div(Y )Z˜Lψn−1
is bounded in absolute value by:
C(IL3 + I
L
3 )
The eighth term in (7.75),
(1/2)/d(Y )π˜LL · /dψn−1
involves /d(Y )π˜LL. By H0 and G1,
|/d(Y )π˜LL| ≤ C(1 + t)−1
√∑
i
(Ri
(Y )π˜LL)2 ≤ C(1 + t)−1[1 + log(1 + t)] (7.209)
It then follows that the contribution of this term is bounded by:
C(IL4 + I
L
4 )
Finally, the last term in (7.75),
/div(µ
(Y ) ˆ˜
/π) · /dψn−1
involves
/div(µ
(Y ) ˆ˜
/π) = µ /div
(Y ) ˆ˜
/π + /dµ ·
(Y ) ˆ˜
/π
Now, H2 applied to
(Y ) ˆ˜
/π gives:
| /D
(Y ) ˆ˜
/π|2 ≤ C(1 + t)−2
∑
i
|/LRi
(Y ) ˆ˜
/π|2 (7.210)
Then G1 implies:
| /D
(Y ) ˆ˜
/π| ≤ C(1 + t)−2[1 + log(1 + t)] (7.211)
thus also:
| /div
(Y ) ˆ˜
/π| ≤ C(1 + t)−2[1 + log(1 + t)] (7.212)
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Using then A3,F1 and G0 we obtain:
| /div(µ
(Y ) ˆ˜
/π)| ≤ C(1 + t)−2[1 + log(1 + t)]2 (7.213)
hence the contribution of this term is also bounded in absolute value by:
C(IL4 + I
L
4 )
We collect the above results in the following lemma:
Lemma 7.4 We have:
|
∫
W tu
(K0ψn)
(Y )σ2,n−1dt′du′dµ/g| (7.214)
≤ Cǫ0{
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]Eu0,n(t′)dt′ +
∫ u
0
F t0,n(u′)du′}
We now consider the error integral
−
∫
W tu
(K1ψn + ωψn)
(Y )σ2,n−1dt′du′dµ/g
or
−
∫
W tu
(ω/ν)(Lψn + νψn)
(Y )σ2,n−1dt′du′dµ/g (7.215)
Recalling the bounds for ω and ν, this is bounded by:
C
∫
W tu
(1 + t′)2|Lψn + νψn||(Y )σ2,n−1|dt′du′dµ/g (7.216)
We shall estimate this integral.
In view of (7.195), the contribution of the first term in (7.75) to the integral (7.161) is bounded in
absolute value by:
C
∫ u
0
{
∫
Cu′
|Lψn + νψn||Lψn−1|[1 + log(1 + t′)]dµ/gdt′}du′ (7.217)
≤ C
∫ u
0
{
∫
Cu′
(1 + t′)2(Lψn + νψn)2dµ/gdt
′}1/2
·{
∫
Cu′
(1 + t′)−2[1 + log(1 + t′)]2(Lψn−1)2dµ/gdt
′}1/2du′
≤ C
∫ u
0
{F ′t1,n(u′)}1/2{
∫ t
0
ǫ0Eu0,n(t′)(1 + t′)−2[1 + log(1 + t′)]2dt′}1/2du′
≤ Cǫ0{
∫ u
0
F ′t1,n(u′)du′}1/2{
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2Eu0,n(t′)dt′}1/2
Here we have used the first of (7.183).
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In view of (7.191), the contribution of the second term in (7.75) is bounded in absolute value by:
C
∫ u
0
{
∫
Cu′
|Lψn + νψn||Lψn−1|(1 + t′)[1 + log(1 + t′)]dµ/gdt′}du′ (7.218)
≤ C
∫ u
0
{
∫
Cu′
(1 + t′)2(Lψn + νψn)2dµ/gdt
′}1/2
·{
∫
Cu′
[1 + log(1 + t′)]2(Lψn−1)2dµ/gdt
′}1/2du′
≤ C
∫ u
0
{F ′t1,n(u′)}1/2{
∫ t
0
ǫ0Eu0,n(t′)(1 + t′)−2[1 + log(1 + t′)]2dt′}1/2du′
≤ Cǫ0{
∫ u
0
F ′t1,n(u′)du′}1/2{
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2Eu0,n(t′)dt′}1/2
Here we have used the second of (7.183).
In view of (7.196), the contribution of the third term in (7.75) is bounded in a same way as (7.218).
In view of (7.201), the contributions of the fourth and fifth terms in (7.75) is bounded in absolute
value by:
C
∫ u
0
{
∫
Cu′
|Lψn + νψn||/dψn−1|(1 + t′)[1 + log(1 + t′)]dµ/gdt′}du′ (7.219)
≤ C
∫ u
0
{
∫
Cu′
(1 + t′)2(Lψn + νψn)2dµ/gdt
′}1/2
·{
∫
Cu′
[1 + log(1 + t′)]2|/dψn−1|2dµ/gdt′}1/2du′
≤ C
∫ u
0
{F ′t1,n(u′)}1/2{
∫ t
0
ǫ0Eu0,n(t′)(1 + t′)−2[1 + log(1 + t′)]2dt′}1/2du′
≤ Cǫ0{
∫ u
0
F ′t1,n(u′)du′}1/2{
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2Eu0,n(t′)dt′}1/2
Here we have used the last of (7.183).
In view of the bounds (7.208), the contribution of the sixth term in (7.75) is bounded in the same
way as (7.217), while that of the seventh is bounded in the same way as (7.228).
Finally, in view of (7.209) and (7.213), the contributions of the last two terms of (7.75) is bounded
in the same way as (7.219).
We collect the above results in the following lemma:
Lemma 7.5 We have:
|
∫
W tu
(K1ψn + ωψn)
(Y )σ2,n−1dt′du′dµ/g| (7.220)
≤ Cǫ0{
∫ u
0
F ′t1,n(u′)du′}1/2{
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2Eu0,n(t′)dt′}1/2
Finally, we consider the contribution of (Y )σ3,n−1 given by (7.77)-(7.79) to (7.99)-(7.100). From
E1,E2,F1,F2 and (6.86), (6.87), (6.89), (6.95), (6.98), (6.99) and (6.104), we have:
|L logΩ| ≤ C(1 + t)−2 (7.221)
|trχ| ≤ C(1 + t)−1, |trχ| ≤ C(1 + t)−1[1 + log(1 + t)]
|Λ| ≤ C(1 + t)−1[1 + log(1 + t)]
|L(η−1κ)| ≤ C(1 + t)−1, |/d(η−1κ)| ≤ C(1 + t)−1[1 + log(1 + t)]
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Together with G0 these imply:
|(Y )σL3,n−1| ≤ C(1 + t)−2 (7.222)
|(Y )σL3,n−1| ≤ (1 + t)−1[1 + log(1 + t)]
|(Y )/σ3,n−1| ≤ C(1 + t)−1[1 + log(1 + t)]
Recalling (7.185), (7.191) and (7.201), we conclude that the contribution of (Y )σ3,n−1 to each of the
error integrals (7.99), (7.100) can be bounded in the same way as the corresponding contribution of
(Y )σ2,n−1.
Combining this with the previous conclusions we arrive at the following lemma:
Lemma 7.6 We have:
|
∫
W tu
(K0ψn)
(Y )σn−1dt′du′dµ/g| ≤ C{
∫ t
0
(1 + t′)−3/2Eu0,n(t′)dt′ +
∫ u
0
F t0,n(u′)du′}
+C{(
∫ u
0
F¯ ′t1,n(u′)du′)1/2 + (K¯n(t, u))1/2}
×{
∫ t
0
(1 + t′)−3/2Eu0,n(t′)dt′ +
∫ u
0
F t0,n(u′)du′}1/2
and:
|
∫
W tu
(K1ψn + ωψn)
(Y )σn−1dt′du′dµ/g|
≤ C
∫ u
0
F ′t1,n(u′)du′ + C{
∫ u
0
F ′1,n(u′)du′}1/2{Kn(t, u)}1/2
+C{
∫ u
0
F ′t1,n(u′)du′}1/2{
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2(E ′u1,n(t′) + ǫ20Eu0,n(t′)dt′}1/2
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Chapter 8
Regularization of the Propagation
Equation for /dtrχ.
Estimates for the Top Order
Angular Derivatives of χ
8.1 Preliminary
8.1.1 Regularization of The Propagation Equation
We denote,
τµ = ∂µh, ωµν = ∂µψν = ∂νψµ (8.1)
Proposition 8.1 The function h satisfies the following inhomogeneous wave equation in the acoustical
metric g:
gh = −Ω−1 dΩ
dh
a− b (8.2)
where a and b are the functions:
a = (g−1)µντµτν , b =
∑
i
(g−1)µνωµiωνi (8.3)
Proof . From Chapter 1, we know that:
g˜ψα = 0 (8.4)
It follows that h being given by
h = ∂tφ− 1
2
∑
i
(∂iφ)
2 (8.5)
satisfies the equation:
g˜h = −
∑
i
(g˜−1)µν∂µψi∂νψi (8.6)
Since
g˜µν = Ωgµν (8.7)
then for an arbitrary function f , we have
g˜f = Ω
−1gf +Ω−2(g−1)µν∂µΩ∂νf (8.8)
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and we have
∂µΩ =
dΩ
dh
∂µh (8.9)
then the proposition follows.
From Chapter 3 trχ satisfies the propagation equation
Ltrχ = µ−1(Lµ)trχ− |χ|2 − trα (8.10)
Since
Sµν = (g
−1)κλRκµλν (8.11)
is the Ricci tensor, we have:
trα = S(L,L) (8.12)
We decompose:
S(L,L) = S[P ](L,L) + S[N ](L,L) = trα[P ] + trα[N ] (8.13)
From Chapter 4,
trα[P ] = −1
2
dH
dh
(/g
−1)ABvAB (8.14)
Since
−µ−1vLL + (/g−1)ABvAB = trv = gh (8.15)
we have:
trα[P ] = −1
2
dH
dh
(µ−1vLL +gh) (8.16)
Also from Chapter 4,
trα[N ] = η−2trα[A] +
1
2
H1trα
[C] − 1
2
H2trα
[B] (8.17)
where:
H1 = η
−2 dH
dh
, H2 =
d2H
dh2
+
1
2
η−2(
dH
dh
)2 (8.18)
and:
trα[A] = wLLtr/w − |/wL|2 (8.19)
trα[B] = |/τ |2 (8.20)
trα[C] = 2(τLtr/w − /τ · /wL) (8.21)
Now,
vLL = D
2h(L,L) = L(Lh)− τ(DLL) (8.22)
and from Chapter 3:
DLL = −2ζAXA
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Hence:
vLL = L(Lh) + 2ζ · /τ (8.23)
Let us define, noting that Lh = τL,
f = − 1
2µ
dH
dh
τL (8.24)
We then have:
S(L,L) = Lf + g (8.25)
where:
g =
1
2µ
d2H
dh2
τLτL − 1
2µ2
(Lµ)
dH
dh
τL − 1
µ
dH
dh
ζ · /τ − 1
2
dH
dh
gh+ trα
[N ] (8.26)
We now set:
fˇ = µf = −1
2
dH
dh
τL (8.27)
which is regular as µ→ 0. We then have:
µS(L,L) = Lfˇ + gˇ (8.28)
where
gˇ = µg − (Lµ)f (8.29)
=
1
2
d2H
dh2
τLτL − dH
dh
ζ · /τ − 1
2
dH
dh
µgh+ µtrα
[N ]
By Proposition 8.1:
µgh = −Ω−1 dΩ
dh
µa− µb (8.30)
where:
µa = µ(g−1)µντµτν = −τLτL + µ|/τ |2 (8.31)
and:
µb =
∑
i
µ(g−1)µν∂µψi∂νψi =
∑
i
{−(Lψi)(Lψi) + µ|/dψi|2} (8.32)
We see that µa and µb are both regular as µ → 0, so is µgh. It follows that gˇ is regular as µ → 0.
(8.10) takes the form:
L(µtrχ+ fˇ) = 2(Lµ)trχ− 1
2
µ(trχ)2 − µ|χˆ|2 − gˇ (8.33)
Introduce the St,u 1-form:
x0 = µ/dtrχ+ /dfˇ (8.34)
We shall obtain a propagation equation for x0, by differentiaing (8.33) tangentially to St,u.
Lemma 8.1 For an arbitrary function φ, we have:
/LL(/dφ) = /d(Lφ) (8.35)
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Proof . Since both sides of the equation are St,u 1-forms, we need only evaluate both sides on XA.
/LL(/dφ)(XA) = LL(/dφ)(XA) = L(XA(φ)) − (/dφ)(LLXA)
= L(XA(φ)) − [L,XA]φ = XA(Lφ)
While /d(Lφ)(XA) = XA(Lφ), so the lemma follows.
Taking φ = µtrχ+ fˇ in Lemma 8.1, using (8.33), (8.34), we get the propagation equation for x0:
/LLx0 + (trχ− 2µ−1(Lµ))x0 = (
1
2
trχ− 2µ−1(Lµ))/dfˇ − µ/d(|χˆ|2)− g0 (8.36)
where:
g0 = /dgˇ − 1
2
trχ/d(fˇ + 2Lµ) + (/dµ)(Ltrχ+ |χ|2) (8.37)
We may substitute (3.24)
Ltrχ+ |χ|2 = µ−1(Lµ)trχ− trα (8.38)
into the expression of g0. From Chapter 4,
trα = trα[P ] + trα[N ]
where trα[N ] is regular as µ→ 0 while
trα[P ] = −1
2
dH
dh
(/g
−1)ABvAB (8.39)
where
vAB = D
2h(XA, XB) = /D
2
h(XA, XB)− η−1/kABLh− µ−1χABTh
hence
(/g
−1)ABvAB = /∆h− η−1tr/kLh− µ−1trχTh (8.40)
and:
trα[P ] = µ−1mtrχ− 1
2
dH
dh
( /∆h− η−1tr/kLh) (8.41)
In view of the propagation equation for µ
Lµ = m+ µe (8.42)
the right hand side of (8.38) is
etrχ+
1
2
dH
dh
( /∆h− η−1tr/kLh)− trα[N ] (8.43)
which is regular as µ −→ 0.
Thus g0 is of the order of the second derivatives of ψµ and bounded as µ −→ 0.
8.1.2 Propagation Equations for Higher Order Angular Derivatives
To control the higher order angular derivatives of trχ, we introduce the St,u 1-forms:
(i1...il)xl = µ/d(Ril ...Ri1trχ) + /d(Ril ...Ri1 fˇ) (8.44)
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Thus, for a given positive integer l we have the mult-indices (i1...il) of length l, where each ik ∈ {1, 2, 3},
k = 1, .., l. To the mult-indices (i1...il) there corresponds the string (Ril ...Ri1 ) of rotation vectorfields.
In deriving propagation equations for xl, we shall use the following lemma.
Lemma 8.2 Let Y be an arbitrary St,u-tangential vectorfield in spacetime manifold. We have
[L, Y ] = (Y )Z (8.45)
where (Y )Z is the St,u-tangential vectorfields, associated to Y , and defined by the condition that for
any vector V ∈ TW ∗ǫ0 :
g((Y )Z, V ) = (Y )π(L,ΠV ) (8.46)
In terms of (L, T,X1, X2) or (L,L,X1, X2),
(Y )Z = (Y )ZAXA,
(Y )ZA = (Y )πLB(/g
−1)AB (8.47)
Proof . The vectorfield [L, Y ] satisfies
[L, Y ]t = L(Y t)− Y (Lt) = 0
[L, Y ]u = L(Y u)− Y (Lu) = 0
It follows that [L, Y ] = (Y )Z is a vectorfield which is tangential to the surfaces St,u, consequently we
expand
(Y )Z = (Y )ZBXB (8.48)
Taking g-inner product with XA we obtain
/gAB
(Y )ZB = (Y )ZA = g(
(Y )Z,XA) (8.49)
= g([L, Y ], XA) = g(DLY,XA)− g(DY L,XA)
= (Y )πLA − g(DXAY, L)− g(DY L,XA)
Now since g(L,XA) = 0 we have
− g(DY L,XA) = g(L,DYXA) (8.50)
hence, substituting,
/gABZ
B = (Y )πLA + g(L, [Y,XA]) =
(Y )πLA (8.51)
We have used the fact that [Y,XA] is tangential to St,u, hence orthogonal to L. The lemma is proved.
Lemma 8.3 Let Y be an arbitrary St,u-tangential vectorfield on the spacetime domain W
∗
ǫ0 and
let ξ be an arbitrary St,u 1-form on W
∗
ǫ0 . We have
/LL /LY ξ − /LY /LLξ = /L(Y )Zξ (8.52)
Proof . Since both L, Y are tangential to the hypersurfaces Cu we can restrict ourselves to a given
Cu. In defining /LY ξ, /LLξ we are considering the extension of ξ to TCu by the condition
ξ(L) = 0 (8.53)
We have
(LLξ)(L) = L(ξ(L))− ξ([L,L]) = 0 (8.54)
therefore
/LLξ = LLξ (8.55)
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However
(LY ξ)(L) = Y (ξ(L)) − ξ([Y, L]) = ξ([L, Y ]) = ξ((Y )Z) (8.56)
Since /LY ξ is defined by restricting LY ξ to TSt,u and then extending to TCu by the condition
(/LY ξ)(L) = 0, it follows that on the manifold Cu,
/LY ξ = LY ξ − ξ((Y )Z)dt (8.57)
in view of the fact that dt(L) = Lt = 1, /dt = 0.
We have
(/LL /LY ξ − /LY /LLξ)(XA) = (LL /LY ξ − LY /LLξ)(XA) (8.58)
Substituting (8.55) and (8.57), the right hand side of the above is
(LLLY ξ − L(ξ((Y )Z))dt− ξ((Y )Z)LL(dt) − LY LLξ)(XA) (8.59)
Now, dt(XA) = 0 and LL(dt) = d(Lt) = 0, therefore (8.58) becomes
(LLLY ξ − LY LLξ)(XA) = (L[L,Y ]ξ)(XA) (8.60)
and by lemma 8.2, this is (L(Y )Zξ)(XA). The lemma follows.
In the sequel, the proofs of several propositions make use of a general elementary proposition on
linear recursions, the proof of which is by a simple application of the principle of induction.
Proposition 8.2 Let (yn : n = 1, 2, ...) be a given sequence in a space X and (An : n = 1, 2, ...) a
given sequence of operators in X . Suppose that (xn : n = 0, 1, 2, ...) is a sequence in X satisfying the
recursion:
xn = Anxn−1 + yn (8.61)
Then for each n = 1, 2, ... we have:
xn = An...A1x0 +
n−1∑
m=0
An...An−m+1yn−m (8.62)
To present the propagation equation for (i1...il)xl, we introduce the functions:
(i1..il)
fˇl = Ril ...Ri1 fˇ (8.63)
(i1...il)hl = Ril ...Ri1(|χˆ|2) (8.64)
Proposition 8.3 For each nonnegative integer l and each multi-index (i1...il), the St,u 1-form
(i1...il)xl satisfies the propagation equation:
/LL(i1...il)xl + (trχ− 2µ−1(Lµ))(i1...il)xl = (
1
2
trχ− 2µ−1(Lµ))/d(i1..il)fˇl − µ/d(i1...il)hl − (i1...il)gl
where (i1...il)gl is the St,u 1-form given by:
(i1...il)gl = /LRil .../LRi1 g0 −
l−1∑
k=0
/LRil .../LRil−k+1 /L(Ril−k )Z
(i1...il−k−1)xl−k−1
+
l−1∑
k=0
/LRil .../LRil−k+1
(i1..il−k)yl−k
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where g0 is given by (8.37). Here for each j = 1...l,
(i1...ij)yj is the St,u 1-form:
(i1...ij)yj = (Rijµ)
(i1...ij−1)aj−1
+(µRij trχ−RijLµ+ (Rij )Zµ)/d(Rij−1 ...Ri1trχ)
+
1
2
(Rij trχ)/d
(i1...ij−1)
fˇj−1
where (i1...ij−1)aj−1 is the St,u 1-form:
(i1...ij−1)aj−1 = /LL/d(Rij−1 ...Ri1trχ) + trχ/d(Rij−1 ...Ri1trχ) + /d(i1...ij−1)hj−1
Proof . When l = 0, the propagation equation in the proposition is just the equation (8.36). Thus, by
induction, assuming that the propagation equation holds with l replaced by l − 1, that is,
/LL(i1...il−1)xl−1 + (trχ− 2µ−1(Lµ))(i1...il−1)xl−1 (8.65)
= (
1
2
trχ− 2µ−1(Lµ))/d(i1..il−1)fˇl−1 − µ/d(i1...il−1)hl−1 − (i1...il−1)gl−1
holds for some St,u 1-form
(i1...il−1)gl−1, what we shall show is that a propagation equation of the form
given by the proposition holds true for l, where (i1...il)gl is an St,u 1-form related to
(i1...il−1)gl−1 by a
certain recursion relation. This recursion relation shall then determine (i1...il)gl, for each l, from the
St,u 1-form g0, given by (8.37).
We begin by re-writing
2µ−1(Lµ)((i1...il−1)xl−1 − /d(i1...il−1)fˇl−1)
as
2(Lµ)/d(Ril−1 ...Ri1 trχ)
(see (8.44) and (8.63)) obtaining:
/LL(i1...il−1)xl−1 + trχ(i1...il−1)xl−1 (8.66)
= 2(Lµ)/d(Ril−1 ...Ri1trχ) +
1
2
trχ/d
(i1...il−1)
fˇl−1 − µ/d(i1...il−1)hl−1 − (i1...il−1)gl−1
We now apply /LRil to this equation. By Lemma 8.1 applied to Ril and to the functions:
Ril−1 ...Ri1trχ,
(i1...il−1)
fˇl−1, (i1...il−1)hl−1
we have:
/LRil /d(Ril−1 ...Ri1trχ) = /d(Ril ...Ri1trχ) (8.67)
/LRil /d(
(i1...il−1)
fˇl−1) = /d(
(i1...il)
fˇl)
/LRil /d(
(i1...il−1)hl−1) = /d((i1...il)hl)
(see (8.63), (8.64)). We then obtain:
/LRil /LL
(i1...il−1)xl−1 + trχ/LRil
(i1...il−1)xl−1 + (Riltrχ)
(i1...il−1)xl−1 (8.68)
= 2(Lµ)/d(Ril ...Ri1trχ) + 2(RilLµ)/d(Ril−1 ...Ri1 trχ) +
1
2
trχ/d(
(i1...il)
fˇl)
+
1
2
(Riltrχ)/d(
(i1...il−1)
fˇl−1)− µ/d((i1...il)hl)− (Rilµ)/d((i1...il−1)hl−1)− /LRil
(i1...il−1)gl−1
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Next, we apply Lemma 8.3 to Y = Ril , ξ =
(i1...il−1)xl−1, to express
/LRil /LL
(i1...il−1)xl−1 = /LL /LRil
(i1...il−1)xl−1 − /L(Ril )Z (i1...il−1)xl−1 (8.69)
Now, from (8.63) we have:
(i1...il−1)xl−1 = µ/d(Ril−1 ...Ri1trχ) + /d(Ril−1 ...Ri1 fˇ)
Applying /LRil to this we obtain, using (8.63) and Lemma 8.1,
/LRil
(i1...il−1)xl−1 = (i1...il)xl + (Rilµ)/d(Ril−1 ...Ri1 trχ) (8.70)
Applying /LL to (8.70) and expressing:
LRilµ = RilLµ+
(Ril )Zµ (8.71)
using the fact that by Lemma 8.2
[L,Ril ] =
(Ril )Z (8.72)
yields:
/LL /LRil
(i1...il−1)xl−1 = /LL(i1...il)xl + (Rilµ)/LL/d(Ril−1 ...Ri1trχ) (8.73)
+(RilLµ+
(Ril )Zµ)/d(Ril−1 ...Ri1trχ)
Substituting (8.72) in (8.69) and the result in (8.68), and using (8.70) to re-write the second term on
the left in (8.68), a propagation equation for (i1...il)xl of the form given by the proposition results with
(i1...il)gl expressed in terms of
(i1...il)gl−1 by the recursion formula:
(i1...il)gl = /LRil
(i1...il−1)gl−1 − /L(Ril )Z (i1...il−1)xl−1 + (i1...il)yl (8.74)
Applying Proposition 8.2 to this recursion with the space of St,u 1-forms in the role of the space X ,
and (i1...il)gl,
(i1...il)yl − /L(Ril )Z (i1...il−1)xl−1, in the role of xn, yn, respectively, the proposition follows.
We remark that the St,u 1-form
(i1...ij−1)aj−1 reduces for j = 1 to
a0 = /LL/dtrχ+ trχ/dtrχ+ /dh0 (8.75)
Define
Ltrχ+ |χ|2 = f0 (8.76)
Applying /d to the above, we obtain, in view of Lemma 8.1 and the fact that
|χ|2 = 1
2
(trχ)2 + h0,
simply:
a0 = /df0 (8.77)
For j ≥ 2, we apply /LRij−1 .../LRi1 to (8.75) to obtain, in view of (8.76), the following expression for
(i1...ij−1)aj−1:
(i1...ij−1)aj−1 = /d(Rij−1 ...Ri1f0) +
(i1...ij−1)bj−1 (8.78)
where
(i1...ij−1)bj−1 = [/LL, /LRij−1 .../LRi1 ]/dtrχ (8.79)
+
j−1∑
m=1
j−1∑
k1<...<km=1
(Rikm ...Rik1 trχ)(/dRij−1
>ikm ...ik1<... Ri1trχ)
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Here and in the sequel the symbol > < signifies that the enclosed indices are absent. We can get an
explicit expression for the first term on the right hand side of (8.79) by applying the following lemma,
proved inductively, using Lemma 8.3.
Lemma 8.4 For any positive integer l and any St,u 1-form ξ we have:
[/LL, /LRil .../LRi1 ]ξ =
l−1∑
k=0
/LRil .../LRil−k+1 /L(Ril−k )Z /LRil−k+1 .../LRi1 ξ
Applying this to St,u 1-form /dtrχ, we get:
[/LL, /LRij−1 .../LRi1 ]/dtrχ =
j−2∑
m=0
/d(Rij−1 ...Rij−m
(Rij−m−1 )ZRij−m−2 ...Ri1 trχ) (8.80)
Let us now investigate the order of the various terms in the propagation equation of Proposition
8.3. We agree to the convention that the order of ψα : α = 0, 1, 2, 3 is 0, so the order of enthalpy h
and the acoustical metric g, g¯, /g is also 0. Since µ, κ are the components of the acoustical metric g in
another coordinate system, they are also of order 0 . So Lµ, T i and α are also of order 0, as well as
ψL, ψTˆ and /ψ. The /ω, /ωL, ωLL and ωLTˆ are of order 1, so are the κ
−1ζ and /k. The χ, the focus of
this chapter is also of order 1. We are to set l = n− 1, in estimating the nth order angular derivatives
of χ in terms of the n+ 1st order derivatives of ψα. From the definition of fˇ (see (8.27)), we see that
fˇ is of order 1. So /d
(i1...il)
fˇl is of order l + 2, its principal part contains l + 2nd derivatives of h, and
it contains l + 1st order angular derivatives of µ.
Next, we shall investigate the term (i1...il)gl. First, we must investigate the terms /dgˇ, Ltrχ+ |χ|2,
together with /dfˇ , which express g0. From (8.38), we see that Ltrχ + |χ|2 is of order 2. Its principal
term is 12
dH
dh
/∆h. The function µ is not involved in Ltrχ + |χ|2. We then investigate /dgˇ. From the
definition (8.29) we know /dgˇ contains 1st angular derivatives of µ, and 2nd derivatives of the ψα. It
follows that
/LRil .../LRi1 g0
the first term in the expression for (i1...il)gl, is of principal order l+2 and its principal terms are l+ 2
order derivatives of the ψα. Also it contains l + 1 order angular derivatives of µ.
We now consider the last term in the expression for (i1...il)gl, namely,
l−1∑
k=0
/LRil .../LRil−k+1
(i1...il−k)yl−k (8.81)
(i1...ij)yj is the sum of
(i1...ij−1)aj−1, /d(Rij−1 ...Ri1trχ), /d
(i1...ij−1)
fˇj−1
with coefficients
Rijµ, µRij trχ−RijLµ+ (Rij )Zµ = µRij (trχ− e)−Rijm+ (Rij )Zµ− eRijµ,
1
2
(Rij trχ)
of order 1,2,2, respectively. The first two of these coefficients involve the 1st angular derivatives of µ.
The order of /d(Rij−1 ...Ri1trχ) and /d
(i1...ij−1)
fˇj−1 is j+1. On the other hand, (i1...ij−1)aj−1 is given by
(8.78). By the above discussion of f0, the first term on the right of (8.78) is of order j+2, its principal
terms being angular derivatives of h. This is the principal term in (i1...ij−1)aj−1. The second term on
the right, (i1...ij−1)bj−1, given by (8.79) is of lower order, namely j + 1. In fact only the first term in
(8.79), given by (8.80), is of order j + 1 while the second term, the double sum, is of order j. Also,
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(i1...ij−1)aj−1 does not involve the function µ. So we conclude that (i1...ij)yj is of order j + 2 and its
principal terms are j + 2 order angular derivatives of h. Then the order of (8.81) is l+ 2, its principal
terms are l+ 2 order angular derivatives of h. Moreover, (8.81) contains l order angular derivatives of
µ.
To complete the investigation of (i1...il)gl, we must consider:
l−1∑
k=0
/LRil .../LRil−k+1 /L(Ril−k )Z
(i1...il−k−1)xl−k−1 (8.82)
which we can write as:
l−1∑
k=0
/L(Ril−k )Z /LRil .../LRil−k+1
(i1...il−k−1)xl−k−1 (8.83)
minus the commutator term:
l−1∑
k=1
[/L(Ril−k )Z , /LRil .../LRil−k+1 ]
(i1...il−k−1)xl−k−1 (8.84)
We shall show this commutator term is of lower order by using the following lemma.
Lemma 8.5 For any St,u-tangential vectorfield X and any St,u 1-form ξ and positive integer l we
have:
[/LX , /LRil .../LRi1 ]ξ = −
l∑
j=1
l∑
k1<...<kj=1
/L(ik1 ...ikj )Y
(i1
>ik1
...ikj
<
... il)ξl−j
Here (ik1 ...ikj )Y is the St,u-tangential vectorfield:
(ik1 ...ikj )Y = /LRikj .../LRik1X
and (i1...im)ξm is the St,u 1-form:
(i1...im)ξm = /LRim .../LRi1 ξ
The proof is by induction, starting from the case l = 1, which is a standard fact in differential geometry,
in view of the fact that everything restricts to St,u.
Applying Lemma 8.5 we see that (8.84) is minus:
l−1∑
k=1
k∑
j=1
l∑
m1<...<mj=l−k+1
/L(im1 ...imj ;il−k)Z /LRil
>imj ...im1<... /LRil−k+1
(i1...il−k−1)xl−k−1 (8.85)
Here the indexes imj , ..., im1 are absent, and
(im1 ...imj ;il−k)Z is the St,u-tangential vectorfield:
(im1 ...imj ;il−k)Z = /LRimj .../LRim1
(Ril−k )Z (8.86)
From (6.57), we know that (Ri)Z is of order 1 and its principal acoustical term involves χ. Hence
(im1 ...imj ;il−k)Z is of order j + 1 and its principal acoustical term is a jth order angular derivative of
χ. In (8.85), the 1-form
/LRil
>imj ...im1<... /LRil−k+1
(i1...il−k−1)xl−k−1 (8.87)
is of order l − j + 1 as it is an angular derivative of order k − j of (i1...il−k−1)xl−k−1. If X is an St,u-
tangential vectorfield of orderm and ξ an St,u 1-form of order n, then the order of /LXξ is max{m,n}+1.
This is evident from the formula:
(/LXξ)(Y ) = X(ξ(Y ))− ξ(/LXY )
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Thus, the order of the terms in the triple sum in (8.85) is
max{j + 1, l− j + 1}+ 1
and the two extreme terms corresponding to j = 1 and j = l − 1 are of highest order, namely l + 1.
So (8.85) is of order l + 1, thus a lower order term.
We now turn to the principal term (8.83). In view of (8.44) and the fact that for any function φ:
/LRil .../LRi1 /dφ = /d(Ril ...Ri1φ)
we obtain:
/LRil .../LRil−k+1
(i1...il−k−1)xl−k−1 (8.88)
= (il...il−k+1il−k−1...i1)xl−1
+
k∑
j=1
l∑
m1<...<mj=l−k+1
(Rimj ...Rim1µ)/d(Ril
>imj ...im1 il−k<... Ri1trχ)
Here the indexes imj ...im1il−k are absent. The first term is of order l + 1, while the double sum is of
order l. The contribution of the first term in (8.88) to (8.83) is then the principal part of (8.82). This
contribution is
l−1∑
k=0
/L(Ril−k )Z
(i1...il−k−1il−k+1...il)xl−1 (8.89)
We conclude that the principal acoustical terms of (i1...il)gl are all the terms of the sum (8.89). Moreover
(8.82) does not involve the principal order of function µ.
We shall estimate each term in (8.89) pointwise in terms of
max
j
|(i1...il−k−1il−k+1...ilj)xl|
Lemma 8.6 Let φ and ρ be arbitrary functions and µ a nonnegative function. Denote by ξ the
St,u 1-form:
ξ = µ/dφ+ /dρ
and by ηj the St,u 1-forms
ηj = µ/d(Rjφ) + /d(Rjρ) : j = 1, 2, 3
Then for any St,u-tangential vectorfield X we have the pointwise estimate:
|/LXξ| ≤ C(1 + t)−1{|X |(max
j
|ηj |+ 2max
j
|/d(Rjρ)|+ (1 + t)|/dµ||/dφ|)
+(max
j
|/LRjX |)(µ|/dφ|+ |/dρ|)}
Proof . We have:
/LXξ = µ/d(Xφ) + (Xµ)/dφ+ /d(Xρ) (8.90)
hence:
|/LXξ| ≤ µ|/d(Xφ)|+ |X ||/dµ||/dφ|+ |/d(Xρ)| (8.91)
Now, by H0,
|/d(Xφ)| ≤ C(1 + t)−1max
j
|Rj(Xφ)| (8.92)
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and we have:
Rj(Xφ) = X(Rjφ) + [Rj , X ]φ = X · /d(Rjφ) + (/LRjX) · /dφ (8.93)
hence:
max
j
|Rj(Xφ)| ≤ |X |max
j
|/d(Rjφ)| + (max
j
|/LRjX |)|/dφ| (8.94)
Then we get:
|/d(Xφ)| ≤ C(1 + t)−1{|X |max
j
|/d(Rjφ)|+ (max
j
|/LRjX |)|/dφ|} (8.95)
By the definition of ηj ,
µmax
j
|/d(Rjφ)| = max
j
|µ/d(Rjφ)| (8.96)
= max
j
|ηj − /d(Rjρ)| ≤ max
j
|ηj |+max
j
|/d(Rjρ)|
Moreover, from (8.95) with ρ in the role of φ we have:
|/d(Xρ)| ≤ C(1 + t)−1{|X |max
j
|/d(Rjρ)|+ (max
j
|/LRjX |)|/dρ|} (8.97)
In view of (8.95)-(8.97), the lemma follows through (8.91).
We now take φ = Ril ...Ril−k+1Ril−k−1 ...Ri1trχ, and ρ = Ril ...Ril−k+1Ril−k−1 ...Ri1 fˇ
=
(i1...il−k−1il−k+1...il)
fˇl−1. Then ξ is the St,u 1-form (i1...il−k−1il−k+1...il)xl−1 and ηj the St,u 1-form
(i1...il−k−1il−k+1...ilj)xl. Moreover, we take X to be the St,u-tangential vectorfield
(Ril−k )Z. Noting
that:
µ|/dφ|+ |/dρ| ≤ |ξ|+ 2|/dρ|,
we obtain:
|/L(Ril−k )Z
(i1...il−k−1il−k+1...il)xl−1| ≤ C(1 + t)−1{|(Ril−k )Z|(max
j
|(i1...il−k−1il−k+1...ilj)xl| (8.98)
+2max
j
|/d((i1...il−k−1il−k+1...ilj)fˇl)|+ (1 + t)|/dµ||/d(Ril ...Ril−k+1Ril−k−1 ...Ri1trχ)|)
+(max
j
|/LRj (Ril−k )Z|)(|(i1...il−k−1il−k+1...il)xl−1|+ 2|/d(
(i1...il−k−1il−k+1...il)
fˇl−1)|)}
8.1.3 Elliptic Theory on St,u
Returning to the propagation equation for (i1...il)xl given by Proposition 8.3, the term µ/d(
(i1...il)hl)
remains to be considered. Since (i1...il)hl given by (8.64) is lth order angular derivative of |χˆ|2, so
the term to be considered is a principal acoustical term. Moreover, it involves l + 1st order angular
derivatives of χˆ, not trχ, which is what the propagation equation for (i1...il)xl allows us to control.
The term in question comes from the right-hand side of propagation equation (8.36) for x0 =
µ/dtrχ+ /dfˇ , from the term:
µ/d(|χˆ|2) = 2µχˆ · /Dχˆ
Now, the propagation equation (8.36) must be considered in conjunction with the Codazzi equation
(4.36):
/divχˆ =
1
2
/dtrχ+ i (8.99)
where
i = β∗A − µ−1(ζBχBA − ζAtrχ) (8.100)
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which is regular as µ −→ 0. Equation (8.99) allows us to estimate, on St,u, χˆ and /Dχˆ in terms of /dtrχ
and the derivatives of ψµ of up to 1st order. The propagation equation (8.36) allows us to estimate,
along each generator, /dtrχ in terms of /d(|χˆ|2), that is in terms of χˆ and /Dχˆ, and the derivatives of
ψµ of up to the 2nd order. Thus, considering on Cu the propagation equation (8.36) in conjunction
with the Codazzi equation (8.99) we can estimate χ and its 1st order angular derivatives in terms of
ψµ and their derivatives of up to the 2nd order, avoiding in this way loss of differentiability. The idea
coupling the propagation equations for χ along the generators of Cu with the Codazzi equations at
each St,u was also used in [6], where the Ricci curvature tensor vanishes.
To get a higher order version of (8.99), we shall use the following lemma:
Lemma 8.7 Let (M, g) be a 2-dimensional Riemannian manifold, let X be an arbitrary vectorfield
on M and let θ be a trace-free symmetric 2-covariant tensorfield on (M, g) satisfying the equation:
divgθ = f (8.101)
for some 1-form f on M . Then LˆXθ, the trace-free part of LXθ, satisfies the equation:
divgLˆXθ = (X)f˙ (8.102)
where
(X)
f˙ is the 1-form given, in an arbitrary local frame, by:
(X)
f˙a = (LXf)a + 1
2
tr(X)πfa
+
1
2
(X)πˆbc(∇bθac +∇cθab −∇aθbc) + (divg(X)πˆ)bθab
Here, (X)π = LXg.
Proof . Let φt be the local 1-parameter group generated by X and let φt∗ be the corresponding
pullback. We then have:
divφt∗g(φt∗θ) = φt∗(divgθ) = φt∗f (8.103)
Now in an arbitrary local coordinates:
(divgθ)a = (g
−1)bc∇cθab (8.104)
= (g−1)bc(
∂θab
∂xc
− Γdcaθdb − Γdcbθad)
where Γcab are the Christoffel symbols of the metric g. Similarly,
(divφt∗g(φt∗θ))a = ((φt∗g)
−1)bc(
∂(φt∗θ)ab
∂xc
−
φt∗g
Γdca (φt∗θ)db −
φt∗g
Γdcb (φt∗θ)ad) (8.105)
where
φt∗g
Γcab is the Christoffel symbols of the metric φt∗g. We have:
Γcab =
1
2
(g−1)cd(
∂gbd
∂xa
+
∂gad
∂xb
− ∂gab
∂xd
) (8.106)
and
φt∗g
Γcab =
1
2
((φt∗g)−1)cd(
∂(φt∗g)bd
∂xa
+
∂(φt∗g)ad
∂xb
− ∂(φt∗g)ab
∂xd
) (8.107)
Since, by definition,
(
d
dt
φt∗g)t=0 = LXg = (X)π (8.108)
differentiating (8.107) with respect to t at t = 0, we obtain , in view of (8.106), the following formula:
(
d
dt
φt∗g
Γcab )t=0 =
1
2
(g−1)cd(∇a(X)πbd +∇b(X)πad −∇d(X)πab) (8.109)
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Differentiating then (8.105) with respect to t at t = 0 and using (8.109) and (8.108) and the fact, by
definition:
(
d
dt
φt∗θ)t=0 = LXθ (8.110)
we obtain:
(
d
dt
(divφt∗g(φt∗θ))a)t=0 = (divg(LXθ))a − (X)πbc∇cθab (8.111)
−1
2
{(∇a(X)πbc)θbc + (2∇c(X)πbc −∇btr(X)π)θab}
From (8.103) and the definition:
(
d
dt
φt∗f)t=0 = LXf (8.112)
we conclude:
divg(LXθ) = (X)f ′ (8.113)
where
(X)
f ′a = (LXf)a + (X)πbc∇cθab (8.114)
+
1
2
{(∇a(X)πbc)θbc + (2∇c(X)πbc −∇btr(X)π)θab}
In fact the above hold for any n-dimensional manifold M , and irrespective of the trace-free nature of
θ. In the present case where M is 2-dimensional, decomposing (X)π into its trace-free part and its
trace,
(X)π = (X)πˆ +
1
2
gtr(X)π (8.115)
we may write (8.114) as:
(X)
f ′a = (LXf)a +
1
2
tr(X)πfa +
(X)πˆbc∇cθab (8.116)
+
1
2
(∇a(X)πˆbc)θbc + (∇c(X)πˆbc)θab
Now,
tr(LXθ) = (g−1)ab(LXθ)ab = −(LXg−1)abθab = (X)πabθab = (X)πˆ · θ (8.117)
where we have used the fact that θ is trace-free. Therefore, LˆXθ is given by:
LˆXθ = LXθ − 1
2
g((X)πˆ · θ) (8.118)
and noting that for any function ψ we have:
divg(gψ) = dψ
we obtain:
divg(LˆXθ) = divg(LXθ)− 1
2
d((X)πˆ · θ) (8.119)
Hence, defining:
(X)
f˙ =
(X)
f ′ − 1
2
d((X)πˆ · θ) (8.120)
we conclude that divgLˆXθ = (X)f˙ and (X)f˙ is as given in the lemma.
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Proposition 8.4 For each non-negative integer l and each multi-index (i1, ..., il), the trace-free
symmetric 2-covariant tensorfield
(i1...il)χˆl = /ˆLRil ... /ˆLRi1 χˆ
on St,u satisfies the elliptic system:
/div((i1...il)χˆl) =
1
2
/d(Ril ...Ri1 trχ) +
(i1...il)il
where the St,u 1-form
(i1...il)il is given by:
(i1...il)il = (/LRil +
1
2
tr(Ril )/π)...(/LRi1 +
1
2
tr(Ri1)/π)i
+
l−1∑
k=0
(/LRil +
1
2
tr(Ril )/π)...(/LRil−k+1 +
1
2
tr(Ril−k+1)/π)(i1...il−k)ql−k
Here i is the St,u 1-form given by (8.100) and for each j = 1, ..., l,
(i1...ij)qj is the St,u 1-form given by:
(i1...ij)qj,A =
1
4
tr(Rij )/π/d(Rij−1 ...Ri1trχ)
+
1
2
(Rij )
/ˆπ
BC{ /DB((i1...ij−1)χˆj−1)AC + /DC((i1...ij−1)χˆj−1)AB
− /DA((i1...ij−1)χˆj−1)BC}+ ( /div
(Rij )
/ˆπ)B((i1...ij−1)χˆj−1)AB
Proof . The proposition reduces for l = 0, since i = i0, to (8.99). By induction, we assume the elliptic
system holds with l replaced by l − 1:
/div((i1...il−1)χˆl−1) =
1
2
/d(Ril−1 ...Ri1trχ) +
(i1...il−1)il−1
Taking (M, g) to be (St,u, /g), θ to be
(i1...il−1)χˆl−1, X to be Ril , and f to be
1
2
/d(Ril−1 ...Ri1trχ) +
(i1...il−1)il−1
in Lemma 8.7, and taking into account the fact that:
/LRil /d(Ril−1 ...Ri1trχ) = /d(Ril ...Ri1trχ)
we get a recursion formula for (i1...il)il:
(i1...il)il = /LRil
(i1...il−1)il−1 +
1
2
tr(Ril )/π(i1...il−1)il−1 + (i1...il)ql (8.121)
Applying Proposition 8.2 to this recursion with the space of St,u 1-forms in the role of the space X ,
the operators
/LRil +
1
2
tr(Ril )/π
in the role of the operators An and
(i1...il)il,
(i1...il)ql, in the role of xn, yn, respectively, the proposition
is proved.
Let us investigate the order of the terms in (i1...il)il. We begin with i, given by (8.100). From
the expression (4.39)-(4.40), we know that there is no 2nd order term in i, so the first term in the
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expression for (i1...il)il contains no principal term. Moreover, the second term is of order l + 1. This
can be easily got from the fact that (i1...ij)qj is of order j + 1. Also
(i1...il)il does not involve µ.
Remark: From the propagation equation in Proposition 8.3, we can control /d(Ril ...Ri1 trχ) in terms
of 2µχˆ /D( /ˆLRil ... /ˆLRi1 χˆ) and the derivatives of ψµ up to l + 2nd order. While using the elliptic system
in Proposition 8.4, we can control /D( /ˆLRil ... /ˆLRi1 χˆ) in terms of /d(Ril ...Ri1trχ) and the derivatives of
ψµ up to l + 1st order.
Since the elliptic system is to be considered in conjunction with the propagation equation of Propo-
sition 8.3, the right hand side of the elliptic system for /ˆLRil ... /ˆLRi1 χˆ is thus to be expressed in terms
of (i1...il)xl. From (8.40) we have:
µ/d(Ril ...Ri1trχ) =
(i1...il)xl − /d(i1...il)fˇl
Then we can only control the product of µ with the right-hand side of the elliptic system in terms of
(i1...il)xl. This shall lead to µ-weighted L
2 estimates on St,u.
Lemma 8.8 Let (M, g) be a compact 2-dimensional Riemannian manifold, and let θ be a trace-free
symmetric 2-covariant tensorfield on (M, g) satisfying the equation:
divgθ = f (8.122)
for some 1-form f on M . Let also µ be an arbitrary non-negative function on M . Then the following
estimate holds on M :∫
M
µ2{1
2
|∇θ|2 + 2K|θ|2}dµg ≤ 3
∫
M
µ2|f |2dµg + 3
∫
M
|dµ|2|θ|2dµg
where K is the Gauss curvature of (M, g).
Proof . Consider the 3-covariant tensorfield given in an arbitrary local frame by:
ωabc = ∇aθbc −∇bθac (8.123)
For any vectorfield X , ωabcX
c defines a 2-form onM . Since dimM = 2, this 2-form must be a function
φ, times the volume form ǫ of (M, g). Since φ depends linearly on X , there must be a 1-form e on M
such that e ·X = φ. So we can write:
ωabc = ǫabec (8.124)
Contracting the right hand side of (8.124) with (g−1)ac we get:
(g−1)acǫabec = eaǫab = ∗eb
(the Hodge dual of e). Contracting the left hand side of (8.124) with (g−1)ac and taking into account
the fact that (g−1)acθac = 0 we obtain:
(g−1)acωabc = (divθ)b = fb
We conclude that:
∗e = f, e = −∗f (8.125)
and (8.124) becomes:
ωabc = −ǫab∗fc (8.126)
In view of the fact that
ǫacǫb
c = gab
It follows that:
1
2
ωabcω
abc =
1
2
ǫab
∗fcǫab∗f c = |∗f |2 = |f |2 (8.127)
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On the other hand, from the definition (8.123) we have:
1
2
ωabcω
abc =
1
2
(∇aθbc −∇bθac)(∇aθbc −∇bθac) (8.128)
= |∇θ|2 −∇aθbc∇bθac
We write:
∇aθbc∇bθac = ∇b(θac∇aθbc)− θac∇b∇aθbc (8.129)
Using a well known fact in differential geometry, we have:
∇b∇aθbc −∇a∇bθbc = Rbdbaθdc +Rcdbaθbd (8.130)
= Sdaθdc +Rc
db
aθbd
where Rabcd is the curvature tensor and Sab = (g
−1)cdRcadb the Ricci tensor of (M, g). Since M is
2-dimensional, we have:
Rabcd = K(gacgbd − gadgbc), Sab = Kgab
Hence, the right hand side of (8.130) is:
Kδdaθdc +K(δ
b
cδ
d
a − gca(g−1)db)θbd = 2Kθac
in view of the fact that trθ = 0. Thus, (8.130) reduces to:
∇b∇aθbc −∇a∇bθbc = 2Kθac (8.131)
Substituting in (8.129) we obtain:
∇aθbc∇bθac = ∇b(θac∇aθbc)− θac∇a∇bθbc − 2K|θ|2 (8.132)
In reference to the second term on the right, we write:
θac∇a∇bθbc = ∇a(θac∇bθbc)− (∇aθac)(∇bθbc) = ∇a(θac∇bθbc)− |f |2
Substituting in (8.132) then yields:
∇aθbc∇bθac = divgJ − 2K|θ|2 + |f |2 (8.133)
where J is the vectorfield:
Ja = θbc∇bθac − θac∇bθbc = θbc∇bθac − θacf c (8.134)
Substituting (8.133) in (8.128) we get:
1
2
ωabcω
abc = |∇θ|2 + 2K|θ|2 − |f |2 − divgJ (8.135)
Comparing (8.135) with (8.127) we conclude that:
|∇θ|2 + 2K|θ|2 = 2|f |2 + divgJ (8.136)
Multiplying this equation by µ2 and integrating over M , we obtain:∫
M
µ2{|∇θ|2 + 2K|θ|2}dµg (8.137)
= 2
∫
M
µ2|f |2dµg +
∫
M
µ2divgJdµg
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Writing
µ2divgJ = divg(µ
2J)− 2µ(J · dµ)
we obtain, since M is compact, ∫
M
µ2divgJdµg = −2
∫
M
µ(J · dµ)dµg (8.138)
From (8.134), we can estimate
|J | ≤ |θ|(|∇θ|+ |f |) (8.139)
therefore:
−2
∫
M
µ(J · dµ)dµg ≤ 2
∫
M
µ|J ||dµ|dµg
≤ 2
∫
M
|dµ||θ|(µ|∇θ| + µ|f |)dµg
Applying the inequalities:
2|dµ||θ|µ|∇θ| ≤ 1
2
µ2|∇θ|2 + 2|dµ|2|θ|2
2|dµ||θ|µ|f | ≤ µ2|f |2 + |dµ|2|θ|2
we then obtain:
−2
∫
M
µ(J · dµ)dµg (8.140)
≤ 1
2
∫
M
µ2|∇θ|2dµg +
∫
M
µ2|f |2dµg + 3
∫
M
|dµ|2|θ|2dµg
So the lemma follows.
Next, we shall derive an estimate for K, the Gauss curvature of St,u. Recall the bootstrap assump-
tions A,E,F of Chapter 6.
Lemma 8.9 Under the bootstrap assumptions A,E,F, the following estimate holds:
|K − r−2| ≤ Cδ0(1 + t)−3[1 + log(1 + t)]
In particular, taking δ0 suitably small, we have:
K ≥ C−1(1 + t)−2
Proof . From the equation (3.27), (3.31) and (3.36) in Chapter 3, we have the following expression for
K:
K =
1
2
η−2[(trχ)2 − |χ|2]− η−1(tr/ktrχ− χ · /k) + ρ
From (3.5), (3.33) and (4.10), we know that K is regular as µ −→ 0. Also from E we know that
|ρ| ≤ Cδ20(1 + t)−4 (8.141)
From A2,E and F2 we have:
|η−1(tr/ktrχ− χ · /k)| ≤ Cδ0(1 + t)−3 (8.142)
Finally, we consider the first term in the expression of K. Assumption F2 implies
|1
2
[(trχ)2 − |χ|2]− (1
r
)2| ≤ Cδ0 [1 + log(1 + t)]
(1 + t)3
(8.143)
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In fact, we can decompose:
|χ|2 = |χˆ|2 + 1
2
(trχ)2
and
|1
4
(trχ)2 − (1
r
)2| ≤ |1
2
trχ− 1
r
||1
2
trχ+
1
r
|
From (6.124), (6.129) and F2 we have:
|1
4
(trχ)2 − (1
r
)2| ≤ Cδ0(1 + t)−3[1 + log(1 + t)]
Also from F2, we have:
|χˆ|2 ≤ Cδ0(1 + t)−4[1 + log(1 + t)]2
So (8.143) results.
Then from E, we have:
|η−2 − 1| ≤ Cδ0(1 + t)−1 (8.144)
so from (8.143) and (6.124), (6.129), we have:
|1
2
η−2[(trχ)2 − |χ|2]− 1
r2
| ≤ Cδ0(1 + t)−3[1 + log(1 + t)] (8.145)
The lemma then follows.
8.1.4 Preliminary Estimates for the Solutions of the Propagation Equations
We now apply Lemma 8.8 to Proposition 8.4, taking (M, g) to be (St,u, /g), the trace-free symmetric
2-covariant tensorfields θ to be (i1...il)χˆl, and the 1-form f to be:
1
2
/d(Ril ...Ri1trχ) +
(i1...il)il
In view of the fact that by Lemma 8.9, taking δ0 suitably small, we have K ≥ 0, we obtain:
‖µ /D(i1...il)χˆl‖L2(St,u) ≤ C‖µ/d(Ril ...Ri1trχ)‖L2(St,u) + C‖µ(i1...il)il‖L2(St,u) (8.146)
+C‖/dµ‖L∞(St,u)‖(i1...il)χˆl‖L2(St,u)
Now, by F1 we have:
|/dµ| ≤ Cδ0(1 + t)−1[1 + log(1 + t)] (8.147)
Also,
µ/d(Ril ...Ri1trχ) =
(i1...il)xl − /d(i1...il)fˇl (8.148)
Substituting (8.147) and (8.148) in (8.146) yields:
‖µ /D(i1...il)χˆl‖L2(St,u) ≤ C‖(i1...il)xl‖L2(St,u) (8.149)
+C‖/d(i1...il)fˇl‖L2(St,u) + C‖µ(i1...il)il‖L2(St,u)
+Cδ0(1 + t)
−1[1 + log(1 + t)]‖(i1...il)χˆl‖L2(St,u)
Let us return to the propagation equation of Proposition 8.3. Setting:
(i1...il)g˜l = µ/d
(i1...il)hl +
(i1...il)gl (8.150)
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This propagation equation takes the form:
/LL(i1...il)xl + (trχ− 2µ−1(Lµ))(i1...il)xl (8.151)
= (
1
2
trχ− 2µ−1(Lµ))/d(i1...il)fˇl − (i1...il)g˜l
Recall that S0,0 is the unit sphere S
2 in R3 (Σ0 is identified with R
3). We define a diffeomorphism
Φt,u of S
2 onto St,u as follows. First, at t = 0, Φ0,u is the diffeomorphism of S
2 onto S0,u defined by
the flow of T on Σ0.Then Φt,u = Φt ◦ Φ0,u where Φt is the flow of L on W ∗ǫ0 . That is, Φt|S0,u is the
diffeomorphism of S0,u onto St,u defined by the generators of Cu. Given an arbitrary St,u 1-form ξ,
we may pull it back by Φt,u to S
2 and consider the 1-form ξ(t, u) = Φ∗t,uξ as a 1-form on S
2 depending
on the parameters t and u. If ξ = /LLζ, where ζ is an arbitrary St,u 1-form, then ξ(t, u) = ∂ζ(t,u)∂t . If
ξ = /dφ where φ is a function, then ξ(t, u) = /dφ(t, u), where φ(t, u) = φ ◦ Φt,u is the corresponding
function on S2 and /dφ(t, u) denotes its differential on S2. Also, we may pull the induced metric /g on
St,u back to S
2 and consider /g(t, u) = Φ∗t,u/g as a metric on S
2 depending on t and u. The foregoing
correspond simply to the description in terms of acoustical coordinates (t, u, ϑ1, ϑ2), where (ϑ1, ϑ2) are
arbitrary local coordinates on S2 extended to Σ0 so that the lines corresponding to constant values of
(ϑ1, ϑ2) are orthogonal to the S0,u (hence Ξ = 0 on Σ0).
In view of above, we may think of (8.151) as an equation for the 1-form (i1...il)xl(t, u) on S
2
depending on (t, u):
∂
∂t
(i1...il)xl + (trχ− 2µ−1(Lµ))(i1...il)xl (8.152)
= (
1
2
trχ− 2µ−1(Lµ))/d(i1...il)fˇl − (i1...il)g˜l
where (i1...il)xl =
(i1...il)xl(t, u) is a 1-form on S
2 depending on (t, u).
In the following we denote by ( , ) the pointwise inner product of tensorfields on S2, depending
on t and u, with respect to the metric /g(t, u). For 1-forms ξ(t, u) and ζ(t, u), we have:
(ξ(t, u), ζ(t, u)) = (/g
−1)AB(t, u)ξA(t, u)ζB(t, u) (8.153)
We also denote by | | the pointwise magnitude of tensorfields on S2, depending on t and u, with
respect to /g(t, u). Thus,
|ξ(t, u)| =
√
(ξ(t, u), ξ(t, u)) (8.154)
Now by the definition of χ we have:
∂/gAB(t, u)
∂t
= 2χAB(t, u),
∂(/g
−1)AB(t, u)
∂t
= −2χAB(t, u); (8.155)
χAB(t, u) = (/g
−1)AC(t, u)(/g−1)BD(t, u)χCD(t, u)
It follows from (8.153) and (8.155) that:
∂
∂t
(ξ, ζ) = (
∂ξ
∂t
, ζ) + (ξ,
∂ζ
∂t
)− 2ξ · χ · ζ (8.156)
Here,
ξ · χ · ζ = ξAχABζB (8.157)
In particular, taking ζ = ξ we obtain, in view of (8.154),
|ξ| ∂
∂t
|ξ| = 1
2
∂
∂t
(ξ, ξ) = (
∂ξ
∂t
, ξ)− ξ · χ · ξ (8.158)
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Decomposing:
χAB = χˆAB +
1
2
/gABtrχ, χ
AB = χˆAB +
1
2
(/g
−1)ABtrχ (8.159)
then we have:
ξ · χ · ζ = ξ · χˆ · ζ + 1
2
trχ(ξ, ζ) (8.160)
hence (8.158) takes the form:
|ξ| ∂
∂t
|ξ| = (∂ξ
∂t
, ξ)− ξ · χˆ · ξ − 1
2
trχ|ξ|2 (8.161)
We shall apply (8.161) taking ξ = (i1...il)xl. From (8.152) we have:
(
∂(i1...il)xl
∂t
, (i1...il)xl)− 1
2
trχ|(i1...il)xl|2 = (8.162)
−(−2µ−1∂µ
∂t
+
3
2
trχ)|(i1...il)xl|2 + (−2µ−1 ∂µ
∂t
+
1
2
trχ)((i1...il)xl, /d
(i1...il)
fˇl)
−((i1...il)xl, (i1...il)g˜l)
We shall use the following assumption:
In W sǫ0 we have:
AS : −2µ−1 ∂µ
∂t
+
1
2
trχ ≥ 0
From this assumption and (8.162) we have:
(
∂(i1...il)xl
∂t
, (i1...il)xl)− 1
2
trχ|(i1...il)xl|2 (8.163)
≤ −(−2µ−1 ∂µ
∂t
+
3
2
trχ)|(i1...il)xl|2 + (−2µ−1∂µ
∂t
+
1
2
trχ)|(i1...il)xl||/d(i1...il)fˇl|
+|(i1...il)xl||(i1...il)g˜l|
In reference to the second term on the right in (8.161) with (i1...il)xl in the role of ξ, we have
|(i1...il)xl · χˆ · (i1...il)xl| ≤ |χˆ||(i1...il)xl|2 (8.164)
Substituting (8.164) in (8.163) we obtain, in view of (8.161),
∂|(i1...il)xl|
∂t
≤ −(−2µ−1∂µ
∂t
+
3
2
trχ− |χˆ|)|(i1...il)xl| (8.165)
+(−2µ−1∂µ
∂t
+
1
2
trχ)|/d(i1...il)fˇl|+ |(i1...il)g˜l|
The integrating factor here is:
exp{
∫ t
0
(−2µ−1∂µ
∂t
+
3
2
trχ− |χˆ|)(t′, u)dt′} = ( µ(t, u)
µ(0, u)
)−2(A(t, u))3/2e−S(t,u) (8.166)
Here
A(t, u) = exp(
∫ t
0
trχ(t′, u)dt′), S(t, u) =
∫ t
0
|χˆ|(t′, u)dt′ (8.167)
Since by (8.155):
trχ =
1√
det /g
∂
∂t
√
det /g (8.168)
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we have:
A(t, u) =
√
det /g(t, u)√
det /g(0, u)
(8.169)
that is, A(t, u) is the ratio of the area elements of St,u and S0,u at corresponding points along the same
generator of Cu. Integrating (8.165) and using (8.166) we get:
|(i1...il)xl(t, u)| ≤ (i1...il)Fl(t, u) + (i1...il)Gl(t, u) (8.170)
where:
(i1...il)Fl(t, u) = e
S(t,u)(A(t, u))−3/2(µ(t, u))2{(µ(0, u))−2|(i1...il)xl(0, u)| (8.171)
+
∫ t
0
(µ(t′, u))−2(A(t′, u))3/2e−S(t
′,u)(−2µ−1∂µ
∂t
+
1
2
trχ)(t′, u)|/d(i1...il)fˇl(t′, u)|}
and:
(i1...il)Gl(t, u) = e
S(t,u)(A(t, u))−3/2(µ(t, u))2 (8.172)
·
∫ t
0
(µ(t′, u))−2(A(t′, u))3/2e−S(t
′,u)|(i1...il)g˜l(t′, u)|dt′
We begin our estimates with A(t, u) and S(t, u). By F2 and (8.167) we have:
| logA(t, u)−
∫ t
0
2
1− u+ t′ dt
′| ≤ Cδ0
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]dt′ ≤ Cδ0
Since ∫ t
0
2
1− u+ t′ dt
′ = 2 log(
1− u+ t
1− u )
it follows that:
e−Cδ0(
1− u+ t
1− u )
2 ≤ A(t, u) ≤ eCδ0(1 − u+ t
1− u )
2 (8.173)
Also by F2 and (8.167) we have:
S(t, u) ≤ Cδ0 (8.174)
the integral ∫ ∞
0
(1 + t′)−2[1 + log(1 + t′)]dt′
being convergent.
In view of (8.173) and (8.174) we obtain from (8.171) and (8.172):
(i1...il)Fl(t, u) ≤ eCδ0(1− u+ t)−3{(i1...il)M0l (t, u) + (i1...il)M1l (t, u) + (i1...il)M2l (t, u)} (8.175)
where:
(i1...il)M0l (t, u) = (
µ(t, u)
µ(0, u)
)2(1 − u)3|(i1...il)xl(0, u)| (8.176)
(i1...il)M1l (t, u) =
∫ t
0
(
µ(t, u)
µ(t′, u)
)2(1 − u+ t′)3[−2µ−1(∂µ
∂t
)−(t′, u)] · |/d(i1...il)fˇl(t′, u)|dt′ (8.177)
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(i1...il)M2l (t, u) =
∫ t
0
(
µ(t, u)
µ(t′, u)
)2(1 − u+ t′)3(1
2
trχ(t′, u))|/d(i1...il)fˇl(t′, u)|dt′ (8.178)
Also:
(i1...il)Gl(t, u) ≤ eCδ0(1 − u+ t)−3 ·
∫ t
0
(
µ(t, u)
µ(t′, u)
)2(1 − u+ t′)3|(i1...il)g˜l(t′, u)|dt′ (8.179)
To proceed we must analyze the behavior of µ. We need the following assumption:
/E30 : | /∆ψ0| ≤ Cδ0(1 + t)−3
8.2 Crucial Lemmas Concerning the Behavior of µ
Lemma 8.10 Under the assumptions E1,E2, /E30,F2 and A, the following hold. Let us denote:
Ps(u, ϑ) = (1 + s)(Lψ0)(s, u, ϑ)
We then have, for all t ∈ [0, s]:
(Lψ0)(t, u, ϑ) =
Ps(u, ϑ)
(1 + t)
+Rs(t, u, ϑ)
and:
|Rs(t, u, ϑ)| ≤ Cδ0 [1 + log(1 + t)]
(1 + t)2
(s− t)
(1 + s)
where C is a constant independent of s.
Proof . The function ψ0 satisfies the equation:
g˜ψ0 = 0
From the expression for g˜ in Chapter 3, this reads:
L(Lψ0) + ν(Lψ0) = ρ0 (8.180)
where
ρ0 = µ /∆ψ0 − νLψ0 − 2ζ · /dψ0 + µd log Ω
dh
/dh · /dψ0 (8.181)
Now, by /E30, and A3, the first term on the right hand side of (8.181) is bounded in absolute value
by:
Cδ0(1 + t)
−3[1 + log(1 + t)]
By (6.122) and E2, the second term on the right hand side of (8.181) is bounded in absolute value by:
Cδ0(1 + t)
−3[1 + log(1 + t)]
By (6.104) and E2, the third term on the right hand side of (8.181) is bounded in absolute value by:
Cδ0(1 + t)
−4[1 + log(1 + t)]
Finally, by A3 and E, the last term on the right of (8.181) is bounded in absolute value by:
Cδ0(1 + t)
−4[1 + log(1 + t)]
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We conclude:
|ρ0| ≤ Cδ0(1 + t)−3[1 + log(1 + t)] (8.182)
Consider on S2 the function:
A˜(t, u) = A(t, u)(
Ω(t, u)
Ω(0, u)
) (8.183)
depending on the parameters t and u, where A(t, u) is defined by (8.169). We have, using (8.167) and
the definition of ν,
∂A˜(t, u)
∂t
= 2ν(t, u)A˜(t, u), A˜(0, u) = 1 (8.184)
Thus, setting, in terms of the pullbacks by Φt,u to S
2,
τ0(t, u) = (A˜(t, u))
1/2(Lψ0)(t, u), ρ˜0(t, u) = (A˜(t, u))
1/2ρ0(t, u) (8.185)
(8.180) becomes:
∂τ0
∂t
= ρ˜0 (8.186)
Integrating (8.184) we obtain:
A˜(t, u) = e2N(t,u), N(t, u) =
∫ t
0
ν(t′, u)dt′ (8.187)
Writing,
ν(t, u) =
1
1− u+ t + νˆ (8.188)
we have,
N(t, u) = log(
1− u+ t
1− u ) + Nˆ(t, u), Nˆ(t, u) =
∫ t
0
νˆ(t′, u)dt′ (8.189)
hence:
A˜(t, u) = (
1− u+ t
1− u )
2e2Nˆ(t,u) (8.190)
Now, by E and F2:
|νˆ(t, u)| ≤ Cδ0(1 + t)−2[1 + log(1 + t)] (8.191)
It follows that:
|Nˆ(s, u)− Nˆ(t, u)| ≤
∫ s
t
|νˆ(t′, u)|dt′ ≤ Cδ0
∫ s
t
(1 + t′)−2[1 + log(1 + t′)]dt′ (8.192)
The last integral is: ∫ s
t
(1 + t′)−2[1 + log(1 + t′)]dt′ (8.193)
= 2[
1
(1 + t)
− 1
(1 + s)
] + [
log(1 + t)
(1 + t)
− log(1 + s)
(1 + s)
]
≤ 2 [1 + log(1 + t)]
(1 + t)
(s− t)
(1 + s)
Thus, we obtain:
|Nˆ(s, u)− Nˆ(t, u)| ≤ Cδ0 [1 + log(1 + t)]
(1 + t)
(s− t)
(1 + s)
(8.194)
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This implies in particular, replacing s, t by t, 0 respectively and noting that N(0, u) = 0,
|Nˆ(t, u)| ≤ Cδ0 (8.195)
We now return to (8.186). Integrating on [t, s] we obtain:
τ0(t, u) = τ0(s, u)−
∫ s
t
ρ˜0(t
′, u)dt′ (8.196)
By (8.182), (8.185), (8.190) and (8.195) we have:
|ρ˜0(t, u)| ≤ Cδ0(1 + t)−2[1 + log(1 + t)] (8.197)
Hence, in view of (8.193),
|
∫ s
t
ρ˜0(t
′, u)dt′| ≤ Cδ0 [1 + log(1 + t)]
(1 + t)
(s− t)
(1 + s)
(8.198)
From (8.185) and (8.190) we have:
(Lψ0)(t, u) = (A˜(t, u))
−1/2τ0(t, u) = (
1− u
1 − u+ t )e
−Nˆ(t,u)τ0(t, u) (8.199)
In particular, this holds at t = s. On the other hand, according to the definition of Ps(u) in the
statement of Lemma 8.10,
(Lψ0)(s, u) =
Ps(u)
(1 + s)
it follows that:
τ0(s, u) =
Ps(u)
(1− u)
(1− u+ s)
(1 + s)
eNˆ(s,u) (8.200)
Substituting (8.200) in (8.196) and the result in (8.199) we get:
(Lψ0)(t, u) =
Ps(u)
(1 + s)
(1 − u+ s)
(1 − u+ t) e
Nˆ(s,u)−Nˆ(t,u) (8.201)
− (1− u)
(1− u+ t)e
−Nˆ(t,u)
∫ s
t
ρ˜0(t
′, u)dt′
Setting:
Rs(t, u) = Ps(u)Bs(t, u)− (1− u)
(1 − u+ t)e
−Nˆ(t,u)
∫ s
t
ρ˜0(t
′, u)dt′ (8.202)
where
Bs(t, u) =
1
(1 + s)
(1− u+ s)
(1 − u+ t) e
Nˆ(s,u)−Nˆ(t,u) − 1
(1 + t)
(8.203)
We obtain:
(Lψ0)(t, u) =
Ps(u)
(1 + t)
+Rs(t, u) (8.204)
Moreover, (8.203) can be written as:
Bs(t, u) =
1
(1 + t)
{eNˆ(s,u)−Nˆ(t,u) − 1− −u
(1− u+ t)
(s− t)
(1 + s)
eNˆ(s,u)−Nˆ(t,u)} (8.205)
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Since from (8.194),
e|Nˆ(s,u)−Nˆ(t,u)| ≤ eCδ0 ,
|eNˆ(s,u)−Nˆ(t,u) − 1| ≤ eCδ0 |Nˆ(s, u)− Nˆ(t, u)| ≤ Cδ0 [1 + log(1 + t)]
(1 + t)
(s− t)
(1 + s)
it follows that:
|Bs(t, u)| ≤ C [1 + log(1 + t)]
(1 + t)2
(s− t)
(1 + s)
Since by E2, we also have:
|Ps(u)| ≤ Cδ0 (8.206)
it follows from (8.202), in view of (8.198), that:
|Rs(t, u)| ≤ Cδ0 [1 + log(1 + t)]
(1 + t)2
(s− t)
(1 + s)
(8.207)
and the lemma is proved.
We now introduce the additional bootstrap assumptions:
There is a positive constant C independent of s such that in W sǫ0 ,
ELT3 : |LTψµ| ≤ Cδ0(1 + t)−2
ELL3 : |LLψµ| ≤ Cδ0(1 + t)−3
Proposition 8.5 Let the assumptions of Lemma 8.10 hold. Let the additional bootstrap assumptions
ELT3,ELL3, hold as well. Denoting:
Es(u, ϑ) = (1 + s)(
∂µ
∂t
)(s, u, ϑ)
we then have, for all t ∈ [0, s]:
(
∂µ
∂t
)(t, u, ϑ) =
Es(u, ϑ)
(1 + t)
+Q1,s(t, u, ϑ)
and
|Q1,s(t, u, ϑ)| ≤ Cδ0 [1 + log(1 + t)]
(1 + t)2
(s− t)
(1 + s)
Proof . We begin with the equation for µ (see (3.92)). We have:
m =
1
2
dH
dh
(Th) (8.208)
Setting:
m0 =
1
2
ℓ(Tψ0), m1 = m−m0 (8.209)
where ℓ is the constant:
ℓ =
dH
dh
(0) (8.210)
we have:
m1 =
1
2
(
dH
dh
− ℓ)(Th) + 1
2
ℓ[(Th)− (Tψ0)] (8.211)
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From E1:
|h| ≤ Cδ0(1 + t)−1 (8.212)
which implies:
|dH
dh
− ℓ| ≤ Cδ0(1 + t)−1 (8.213)
Moreover, since
Th = Tψ0 −
∑
i
ψiTψi
E implies:
|m1| ≤ Cδ0(1 + t)−2 (8.214)
Also using ELT3 we deduce:
|Lm1| ≤ Cδ0(1 + t)−3 (8.215)
Now we set:
m0,1 =
1
4
ℓ(Lψ0) (8.216)
Then, since L = 2T + α−2µL, we have:
m0,1 = m0 +
1
4
ℓα−2µ(Lψ0) (8.217)
Thus, setting also:
e1 = e− 1
4
ℓα−2(Lψ0), n1 = m1 + µe1 (8.218)
we get:
Lµ = m0,1 + n1 (8.219)
From (8.214), A and E, we have:
|e1| ≤ Cδ0(1 + t)−2, |n1| ≤ Cδ0(1 + t)−2[1 + log(1 + t)] (8.220)
Moreover, by ELL3,
|Le1| ≤ Cδ0(1 + t)−3 (8.221)
which, together with (8.215) and the fact that:
|Lµ| ≤ Cδ0(1 + t)−1 (8.222)
yields:
|Ln1| ≤ Cδ0(1 + t)−3[1 + log(1 + t)] (8.223)
By virtue of Lemma 8.10 we have:
m0,1(t, u) =
1
4
ℓ
Ps(u)
(1 + t)
+
1
4
ℓRs(t, u) (8.224)
We define the function Es(u) on S
2, depending on the parameters u and s:
Es(u) =
1
4
ℓPs(u) + (1 + s)n1(s, u) (8.225)
Then by the second of (8.220),
|Es(u)− 1
4
ℓPs(u)| ≤ Cδ0(1 + s)−1[1 + log(1 + s)] (8.226)
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From (8.219), (8.224) and the fact that Rs(s, u) = 0, we have:
(1 + s)(
∂µ
∂t
)(s, u) = Es(u) (8.227)
Moreover we have:
(
∂µ
∂t
(t, u) =
Es(u)
(1 + t)
+Q1,s(t, u)
Q1,s(t, u) =
1
4
ℓRs(t, u)− n1(s, u) (s− t)
(1 + t)
− (n1(s, u)− n1(t, u)) (8.228)
From Lemma 8.10, the first term on the right of above satisfies the required bound. From (8.220) and
the fact that f(t) = (1 + t)−1[1 + log(1 + t)] is decreasing in t, the second term on the right of above
also satisfies the required bound. For the last term, we have, by (8.223),
|n1(s, u)− n1(t, u)| ≤
∫ s
t
|∂n1
∂t
(t′, u)|dt′ ≤ Cδ0
∫ s
t
(1 + t′)−3[1 + log(1 + t′)]dt′ (8.229)
and ∫ s
t
(1 + t′)−3[1 + log(1 + t′)]dt′ (8.230)
=
3
4
[
1
(1 + t)2
− 1
(1 + s)2
] +
1
2
[
log(1 + t)
(1 + t)2
− log(1 + s)
(1 + s)2
]
≤ 3
4
[1 + log(1 + t)]
(1 + t)2
(s− t)
(1 + s)
We conclude that indeed
|Q1,s(t, u)| ≤ Cδ0 [1 + log(1 + t)]
(1 + t)2
(s− t)
(1 + s)
(8.231)
and the proposition is proved.
From Proposition 8.5, we have:
µ(t, u) = µ(0, u) + Es(u) log(1 + t) +
∫ t
0
Q1,s(t
′, u)dt′ (8.232)
Recall that µ = ηκ. Assumption E1 restricted to Σǫ00 implies:
|η(0, u)− 1| ≤ Cδ0 (8.233)
In view of the fact that
κ = 1 : on Σ0 (8.234)
we obtain:
|µ(0, u)− 1| ≤ Cδ0 (8.235)
According the bound for Q1,s(t, u) in Proposition 8.5,
|Q1,s(t, u)| ≤ Cδ0(1 + t)−2[1 + log(1 + t)] (8.236)
Let us define on S2 the function:
µ1,s(u) =
∫ s
0
Q1,s(t, u)dt (8.237)
Substituting (8.236) we obtain:
|µ1,s(u)| ≤ Cδ0 (8.238)
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We then define on S2 the function:
µ[1],s(u) = µ(0, u) + µ1,s(u) (8.239)
From (8.235) and (8.238) we have:
|µ[1],s(u)− 1| ≤ Cδ0 (8.240)
Taking δ0 suitably small, this implies:
inf
u∈[0,ǫ0]
inf
S2
µ[1],s(u) ≥ 1
2
(8.241)
In view of (8.237) and (8.239), (8.232) can be written as
µ(t, u) = µ[1],s(u) + Es(u) log(1 + t) +Q0,s(t, u) (8.242)
where
Q0,s(t, u) = −
∫ s
t
Q1,s(t
′, u)dt′ (8.243)
We have:
|Q0,s(t, u)| ≤
∫ s
t
|Q1,s(t′, u)|dt′ ≤ Cδ0
∫ s
t
(1 + t′)−2[1 + log(1 + t′)]dt′ (8.244)
≤ 2Cδ0 [1 + log(1 + t)]
(1 + t)
(s− t)
(1 + s)
(8.245)
(see (8.193))
Finally, setting
µˆs(t, u) =
µ(t, u)
µ[1],s(u)
, Eˆs(u) =
Es(u)
µ[1],s(u)
(8.246)
Qˆ0,s(t, u) =
Q0,s(t, u)
µ[1],s(u)
, Qˆ1,s(t, u) =
Q1,s(t, u)
µ[1],s(u)
,
We collect the above results in the following proposition:
Proposition 8.6 Let the assumptions of Proposition 8.5 hold. Then, there is a function µ[1],s(u, ϑ)
on S2 depending on the parameters u and s, satisfying:
|µ[1],s(u, ϑ)− 1| ≤ Cδ0, inf
u∈[0,ǫ0]
inf
ϑ∈S2
µ[1],s(u, ϑ) ≥ 1
2
such that setting:
µˆs(t, u, ϑ) =
µ(t, u, ϑ)
µ[1],s(u, ϑ)
we have:
µˆs(t, u, ϑ) = 1 + Eˆs(u, ϑ) log(1 + t) + Qˆ0,s(t, u, ϑ)
∂µˆs
∂t
(t, u, ϑ) =
Eˆs(u, ϑ)
(1 + t)
+ Qˆ1,s(t, u, ϑ)
where:
Qˆ0,s(t, u, ϑ) = −
∫ s
t
Qˆ1,s(t
′, u, ϑ)dt′
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and the functions Qˆ0,s, Qˆ1,s satisfy the bounds:
|Qˆ0,s(t, u, ϑ)| ≤ Cδ0 [1 + log(1 + t)]
(1 + t)
(s− t)
(1 + s)
|Qˆ1,s(t, u, ϑ)| ≤ Cδ0 [1 + log(1 + t)]
(1 + t)2
(s− t)
(1 + s)
Let us define:
µm(t) = min
Σ
ǫ0
t
µ = min
(u,ϑ)∈[0,ǫ0]×S2
µ(t, u, ϑ) (8.247)
We set:
µ¯m(t) = min{µm(t), 1} (8.248)
Let us also define:
M(t) = max
Σ
ǫ0
t
{−µ−1(Lµ)−} = max
(u,ϑ)∈[0,ǫ0]×S2
{−µ−1(∂µ
∂t
)−(t, u, ϑ)} (8.249)
The following lemma plays a crucial role in the sequel.
Lemma 8.11 Let the assumptions of Proposition 8.6 hold on W sǫ0 . Then for any constant a ≥ 4,
there is a positive constant C independent of s and a such that for all t ∈ [0, s] we have:
Ia(t) :=
∫ t
0
µ¯−am (t
′)M(t′)dt′ ≤ Ca−1µ¯−am (t)
provided δ0 is suitably small depending on a.
Proof . We can express M(t) as:
M(t) = max
(u,ϑ)∈[0,ǫ0]×S2
{− 1
µˆs
(
∂µˆs
∂t
)−(t, u, ϑ)} (8.250)
Let us denote:
Eˆs,m = min
(u,ϑ)∈[0,ǫ0]×S2
Eˆs(u, ϑ) (8.251)
Case 1) Eˆs,m ≥ 0. In this case,
Eˆs(u, ϑ) ≥ 0 : ∀(u, ϑ) ∈ [0, ǫ0]× S2 (8.252)
From Proposition 8.6 we then have:
∂µˆs
∂t
(t, u, ϑ) ≥ Qˆ1,s(t, u, ϑ)
hence:
− (∂µˆs
∂t
)−(t, u, ϑ) ≤ −(Qˆ1,s)−(t, u, ϑ) ≤ Cδ0 [1 + log(1 + t)]
(1 + t)2
(8.253)
Also:
µˆs(t, u, ϑ) ≥ 1 + Qˆ0,s(t, u, ϑ) ≥ 1− Cδ0 (8.254)
Now (8.253) and (8.254) together imply:
M(t) ≤ Cδ0 [1 + log(1 + t)]
(1 + t)2
(8.255)
provided δ0 is suitably small.
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On the other hand, we have:
µ(t, u, ϑ) = µ[1],s(u, ϑ)µˆs(t, u, ϑ)
From Proposition 8.6,
|µ[1],s(u, ϑ)− 1| ≤ Cδ0 (8.256)
The lower bound of (8.254) then implies:
µm(t) ≥ 1− Cδ0 (8.257)
hence also:
µ¯m(t) ≥ 1− Cδ0 (8.258)
Substituting (8.255) and (8.258) into Ia(t) we obtain:
Ia(t) ≤
∫ t
0
(1 − Cδ0)−aCδ0 [1 + log(1 + t
′)]
(1 + t′)2
dt′ ≤ C′δ0 (8.259)
provided that:
δ0a ≤ 1
C
(8.260)
This is because:
(1− Cδ0)−a ≤ (1 − a−1)−a −→ e, as a −→∞
On the other hand, we have, in any case, by definition,
µ¯m(t) ≤ 1⇒ µ¯−am (t) ≥ 1
Therefore, the lemma holds in Case 1).
Case 2) Eˆs,m < 0. Let us set in this case:
Eˆs,m = −δ1, δ1 > 0 (8.261)
From the definition of Es(u) and (8.222) we have:
δ1 ≤ Cδ0 (8.262)
In the following we denote:
b(t, s) =
[1 + log(1 + t)]
(1 + t)
(s− t)
(1 + s)
, c(t) =
[1 + log(1 + t)]
(1 + t)2
(8.263)
We also denote:
µˆs,m(t) = min
(u,ϑ)∈[0,ǫ0]×S2
µˆs(t, u, ϑ) (8.264)
From Proposition 8.6 we have, in the present case,
µˆs(t, u, ϑ) ≥ 1− δ1 log(1 + t)− Cδ0b(t, s) (8.265)
for all (u, ϑ) ∈ [0, ǫ0]× S2, hence:
µˆs,m(t) ≥ 1− δ1 log(1 + t)− Cδ0b(t, s) (8.266)
On the other hand, if
Eˆs(um, ϑm) = Eˆs,m
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then
µˆs,m(t) ≤ µˆs(t, um, ϑm)
= 1− δ1 log(1 + t) + Qˆ0,s(t, um, ϑm)
hence:
µˆs,m(t) ≤ 1− δ1 log(1 + t) + Cδ0b(t, s) (8.267)
Moreover, from Proposition 8.6 we have:
−(∂µˆs
∂t
)−(t, u, ϑ) ≤ − (Eˆs)−(u, ϑ)
(1 + t)
− (Qˆ1,s)−(t, u, ϑ)
hence:
− (∂µˆs
∂t
)−(t, u, ϑ) ≤ δ1
(1 + t)
+ Cδ0c(t) (8.268)
Consider now the integral Ia(t). Let us set:
t1 = e
1
2aδ1 − 1 (8.269)
We have two subcases to consider:
Subcase 2a) t ≤ t1. Since t′ ≤ t, where t′ is the variable of the integration in the integral Ia(t), in
this subcase we have:
1− δ1 log(1 + t′) ≥ 1− 1
2a
(8.270)
hence, by (8.266):
µˆs,m(t
′) ≥ 1− 1
a
(8.271)
provided that:
δ0a ≤ 1
2C
(8.272)
where we have used the fact that b(t, s) ≤ 1. In view of (8.256), (8.271) implies
µm(t
′) ≥ 1− 2
a
hence also:
µ¯m(t
′) ≥ 1− 2
a
(8.273)
Now by (8.268) and (8.271) we have:
M(t′) ≤ (1− 1
a
)−1{ δ1
(1 + t′)
+ Cδ0c(t
′)} (8.274)
Using (8.273) and (8.274) we obtain:
Ia(t) ≤ (1 − 1
a
)−1(1− 2
a
)−a
∫ t
0
{ δ1
(1 + t′)
+ Cδ0c(t
′)}dt′ (8.275)
Here, ∫ t
0
δ1
(1 + t′)
dt′ = δ1 log(1 + t) ≤ δ1 log(1 + t1) = 1
2a
(8.276)
while, ∫ t
0
Cδ0c(t
′)dt′ ≤ C′δ0 ≤ 1
2a
(8.277)
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provided δ0 is suitably small. In view of the fact that the coefficient in (8.275):
(1− 1
a
)−1(1− 2
a
)−a −→ e2, as a −→∞
it follows that for t ≤ t1:
Ia(t) ≤ C
a
(8.278)
Since µ¯m(t) ≤ 1, the lemma holds in subcase 2a).
Subcase 2b) t > t1. We write:
Ia(t) = Ia(t1) +
∫ t
t1
µ¯−am (t
′)M(t′)dt′ (8.279)
By (8.278) with t replaced by t1,
Ia(t) ≤ C
a
+
∫ t
t1
µ¯−am (t
′)M(t′)dt′ (8.280)
Consider now the upper bound (8.267) evaluated at t = s. Since b(s, s) = 0, we have:
µˆs,m(s) ≤ 1− δ1 log(1 + s) (8.281)
On the other hand, µ > 0 in W sǫ0 . It follows that:
s ≤ t∗, where t∗ = e
1
δ1 − 1 (8.282)
Let us introduce the variable:
τ ′ = log(1 + t′) (8.283)
and correspondingly write:
τ = log(1 + t), σ = log(1 + s) (8.284)
and:
τ1 = log(1 + t1) =
1
2aδ1
, τ∗ = log(1 + t∗) =
1
δ1
(8.285)
Then in (8.280) we have:
τ1 ≤ τ ′ ≤ τ ≤ σ ≤ τ∗ (8.286)
Also, we express:
b(t, s) =
(1 + τ)
eτ
(eσ − eτ )
eσ
(8.287)
Since,
0 ≤ (e
σ − eτ )
eσ
= 1− e−(σ−τ) ≤ σ − τ
it follows that
0 ≤ b(t, s) ≤ (1 + τ)
eτ
(σ − τ) (8.288)
Substituting (8.288) in (8.266) with t replaced by t′ we obtain:
µˆs,m(t
′) ≥ 1− δ1τ ′ − Cδ0 (1 + τ
′)
eτ ′
(σ − τ ′) (8.289)
= 1− δ1σ + δ1{1− Cδ0
δ1
(1 + τ ′)
eτ ′
}(σ − τ ′)
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We have:
(1 + τ ′)
eτ ′
≤ (1 + τ1)
eτ1
= (1 +
1
2aδ1
)e
− 12aδ1 (8.290)
Hence, under the smallness condition
Cδ0 ≤ 1
2a
on δ0:
Cδ0
δ1
(1 + τ ′)
eτ ′
≤ 1
2aδ1
(1 +
1
2aδ1
)e−
1
2aδ1 (8.291)
In view of the fact that
lim
x→0+
1
x
(1 +
1
x
)e−
1
x = 0
there is a positive constant K(a), depending on a, such that:
1
x
(1 +
1
x
)e−
1
x ≤ 1
a
: ∀x ≤ 1
K(a)
Here we set:
x = 2aδ1 ≤ 2aCδ0
So the smallness condition:
δ0 ≤ 1
2CaK(a)
(8.292)
on δ0 implies:
1
2aδ1
(1 +
1
2aδ1
)e−
1
2aδ1 ≤ 1
a
(8.293)
It then follows from (8.291) that:
1− Cδ0
δ1
(1 + τ ′)
eτ ′
≥ 1− 1
a
(8.294)
In reference to (8.289), taking into account the fact that:
1− δ1σ ≥ 1− δ1τ∗ = 0 (8.295)
we obtain:
1− δ1σ + δ1{1− Cδ0
δ1
(1 + τ ′)
eτ ′
}(σ − τ ′) (8.296)
≥ 1− δ1σ + (1− 1
a
)δ1(σ − τ ′)
≥ (1 − 1
a
)(1− δ1σ) + (1 − 1
a
)δ1(σ − τ ′) = (1− 1
a
)(1 − δ1τ ′)
From (8.289) we then conclude that:
µˆs(t
′, u, ϑ) ≥ µˆs,m(t′) ≥ (1− 1
a
)(1− δ1τ ′) (8.297)
: ∀(u, ϑ) ∈ [0, ǫ0]× S2, ∀t′ ≥ t1
We now consider the bound (8.268). Since
(1 + t′)c(t′) =
(1 + τ ′)
eτ ′
(8.298)
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the bound (8.268) with t replaced by t′ reads:
− (1 + t′)(∂µˆs
∂t
)−(t′, u, ϑ) ≤ δ1{1 + Cδ0
δ1
(1 + τ ′)
eτ ′
} (8.299)
If (8.292) holds, this implies:
−(1 + t′)(∂µˆs
∂t
)−(t′, u, ϑ) ≤ δ1(1 + 1
a
) (8.300)
: ∀(u, ϑ) ∈ [0, ǫ0]× S2, ∀t′ ≥ t1
The bounds (8.297) and (8.300) together yield:
(1 + t′)M(t′) ≤ 1 +
1
a
1− 1a
δ1
(1− δ1τ ′) (8.301)
By (8.256), taking Cδ0 ≤ a−1, and (8.297),
µm(t
′) ≥ (1− 2
a
)(1− δ1τ ′) (8.302)
hence also:
µ¯m(t
′) ≥ (1− 2
a
)(1− δ1τ ′) (8.303)
We now consider the integral in (8.280). In terms of the variable τ ′ we have:∫ t
t1
µ¯−am (t
′)M(t′)dt′ =
∫ τ
τ1
µ¯−am (t
′)(1 + t′)M(t′)dτ ′
thus (8.301) and (8.303) yields:∫ t
t1
µ¯−am (t
′)M(t′)dt′ ≤ 1 +
1
a
1− 1a
1
(1− 2a )a
∫ τ
τ1
(1− δ1τ ′)−a−1δ1dτ ′ (8.304)
Since: ∫ τ
τ1
(1− δ1τ ′)−a−1δ1dτ ′ = 1
a
[(1 − δ1τ)−a − (1 − δ1τ1)−a] ≤ 1
a
(1− δ1τ)−a
while the coefficient:
1 + 1a
1− 1a
1
(1− 2a )a
→ e2, as a→∞
we conclude that: ∫ t
t1
µ¯−am (t
′)M(t′)dt′ ≤ C
a
(1− δ1τ)−a (8.305)
On the other hand, by (8.267) and (8.288),
µˆs,m(t) ≤ 1− δ1τ + Cδ0 (1 + τ)
eτ
(σ − τ) (8.306)
= 1− δ1σ + δ1{1 + Cδ0
δ1
(1 + τ)
eτ
}(σ − τ)
Now by (8.291) with τ ′ replaced by τ and (8.293),
Cδ0
δ1
(1 + τ)
eτ
≤ 1
a
(8.307)
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provided (8.292) holds. Hence,
1 +
Cδ0
δ1
(1 + τ)
eτ
≤ 1 + 1
a
(8.308)
Then,
1− δ1σ + δ1{1 + Cδ0
δ1
(1 + τ)
eτ
}(σ − τ) (8.309)
≤ 1− δ1σ + (1 + 1
a
)δ1(σ − τ)
≤ (1 + 1
a
)(1− δ1σ) + (1 + 1
a
)δ1(σ − τ)
= (1 +
1
a
)(1 − δ1τ)
Thus we obtain:
µˆs,m(t) ≤ (1 + 1
a
)(1 − δ1τ) (8.310)
which together with (8.256) and a smallness condition on δ0 of the form (8.260) yields:
µm(t) ≤ (1 + 2
a
)(1− δ1τ) (8.311)
hence also:
µ¯m(t) ≤ (1 + 2
a
)(1− δ1τ) (8.312)
Therefore:
µ¯−am (t) ≥
1
(1 + 2a )
a
(1− δ1τ)−a (8.313)
Since
(1 +
2
a
)a → e2, as a→∞
we conclude that:
µ¯−am (t) ≥
1
C
(1− δ1τ)−a (8.314)
Comparing with (8.305), then yields:∫ t
t1
µ¯−am (t
′)M(t′)dt′ ≤ C
a
µ¯−am (t) (8.315)
In view of above, (8.280) and the fact that µ¯m(t) ≤ 1, the lemma follows as well in subcase 2b).
The proof of the lemma is now complete.
Corollary 1 Under the assumptions of Lemma 8.11, there is a positive constant C independent of
s such that the following holds. If at some (u, ϑ) ∈ [0, ǫ0]× S2 we have Eˆs(u, ϑ) < 0, then we have:
µˆs(t, u, ϑ)
µˆs(t′, u, ϑ)
≤ C
for all t′ ∈ [0, t] and all t ∈ [0, s].
Proof . Suppose at (u, ϑ), we have
Eˆs(u, ϑ) = −δ1, δ1 > 0,
From (8.266) and (8.267),
1− δ1 log(1 + t)− Cδ0b(t, s) ≤ µˆs(t, u, ϑ) ≤ 1− δ1 log(1 + t) + Cδ0b(t, s) (8.316)
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Fixing a = 4, and setting, in accordance with (8.269),
t1 = e
1
8δ1 − 1 (8.317)
we have to consider the two subcases according as to whether t ≤ t1 or t > t1. If t ≤ t1, from (8.271),
µˆs(t
′, u, ϑ) ≥ 1
2
(8.318)
while by the upper bound in (8.316),
µˆs(t, u, ϑ) ≤ 5
4
(8.319)
So the corollary holds when t ≤ t1.
If t > t1, from (8.310) we have:
µˆs(t, u, ϑ) ≤ 5
4
(1− δ1τ) (8.320)
If then t′ ≤ t1, the corollary holds by (8.318). While if t′ > t1, from (8.297) we have:
µˆs(t
′, u, ϑ) ≥ 3
4
(1− δ1τ ′) (8.321)
Since (1 − δ1τ) ≤ (1− δ1τ ′), the corollary follows.
Corollary 2 Under the assumptions of Lemma 8.11, there is a positive constant C independent of
s and a such that:
µ¯−am (t
′) ≤ Cµ¯−am (t)
holds for all t′ ∈ [0, t] and all t ∈ [0, s].
Proof . Case 1) Eˆs,m ≥ 0. In this case, from (8.258):
µ¯m(t
′) ≥ 1− Cδ0 (8.322)
On the other hand, by definition,
µ¯m(t) ≤ 1
It follows that:
µ¯−am (t′)
µ¯−am (t)
≤ (1− Cδ0)−a (8.323)
So the corollary holds provided that
Cδ0 ≤ 1
a
Case 2) Eˆs,m < 0. In this case we define δ1 as in (8.261) and t1 as in (8.269) and we consider the
subcases 2a) t′ ≤ t1 and 2b) t′ > t1 separately.
In subcase 2a), (8.273) holds, thus we have:
µ¯−am (t
′)
µ¯−am (t)
≤ (1− 2
a
)−a (8.324)
which is bounded by a constant independent of a (for a ≥ 4).
In subcase 2b), (8.303) as well as (8.312) hold, hence:
µ¯−am (t
′)
µ¯−am (t)
≤ (1−
2
a
1 + 2a
)−a(
1− δ1τ
1− δ1τ ′ )
a ≤ (1−
2
a
1 + 2a
)−a (8.325)
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(for,τ ′ ≤ τ) which is bounded by a constant independent of a (for a ≥ 4), as required.
Corollary 3 The assumptions of Lemma 8.11 imply the assumption AS.
Proof . We consider a given (u, ϑ) ∈ [0, ǫ0]× S2 as in the proof of Corollary 1. Again, we have the
two cases Eˆs(u, ϑ) ≥ 0 and Eˆs(u, ϑ) < 0 to consider.
In the first case, recalling (8.254), we have:
µˆs(t, u, ϑ) ≥ 1− Cδ0
On the other hand, from Proposition 8.6 we have:
∂µˆs
∂t
(t, u, ϑ) =
Eˆs(u, ϑ)
(1 + t)
+ Qˆ1,s(t, u, ϑ) ≤ Cδ0(1 + t)−1
where we have used (8.206), (8.226) and (8.231). Therefore:
−2µ−1 ∂µ
∂t
= −2µˆ−1s
∂µˆs
∂t
≥ −Cδ0(1 + t)−1
On the other hand, F2 implies
trχ ≥ C−1(1 + t)−1
So AS follows in Case 1) if δ0 is suitably small.
In the second case we set as in the proof of Corollary 1, Eˆs(u, ϑ) = −δ1, δ1 > 0, a = 4 and define t1
as (8.317). Then we have to consider the subcases t ≤ t1 and t > t1.
In the first subcase we have (see (8.318))
µˆs(t, u, ϑ) ≥ 3
4
from Proposition 8.6
∂µˆs
∂t
(t, u, ϑ) ≤ Qˆ1,s(t, u, ϑ) ≤ Cδ0(1 + t)−2[1 + log(1 + t)]
Therefore:
−2µ−1 ∂µ
∂t
= −2µˆ−1s
∂µˆs
∂t
≥ −Cδ0(1 + t)−2[1 + log(1 + t)]
So AS follows in subcase 2a) if δ0 is suitably small.
In the second subcase we have from Proposition 8.6,
(1 + t)
∂µˆs
∂t
(t, u, ϑ) = −δ1 + (1 + t)Qˆ1,s(t, u, ϑ)
≤ −δ1{1− Cδ0
δ1
(1 + τ)
eτ
} ≤ −3δ1
4
if δ0 is suitably small, according to (8.292) with a = 4. It follows that in subcase 2b)
−2µ−1∂µ
∂t
> 0
So AS again holds.
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8.3 The Actual Estimates for the Solutions of the Propagation
Equations
We now return to (8.175). We would like to obtain an estimate for the L2 norm of (i1...il)Fl(t) on
[0, ǫ0] × S2. In general, if φ is a function defined on W ∗ǫ0 and we consider φ(t, u), the corresponding
function on S2 depending on t and u, then the L2 norm of φ on Σǫ0t is
‖φ‖L2(Σǫ0t ) =
√∫
Σ
ǫ0
t
φ2dµ/gdu (8.326)
=
√∫
[0,ǫ0]×S2
(φ(t, u))2dµ/g(t,u)du
While the L2 norm of φ(t, .) on [0, ǫ0]× S2 is:
‖φ(t)‖L2([0,ǫ0]×S2) =
√∫
[0,ǫ0]×S2
(φ(t, u))2dµ/g(0,0)du (8.327)
/g(0, 0) being the standard metric on S2. We have:
dµ/g(t,u) =
√
det /g(t, u)√
det /g(0, 0)
dµ/g(0,0) = A(t, u)
√
det /g(0, u)√
det /g(0, 0)
dµ/g(0,0) (8.328)
Now, by the definition of θ, we have,
κtrθ =
1√
det /g
∂
∂u
√
det /g (8.329)
on Σǫ00 , because Ξ vanishes there. Using F2, (6.85) and the relation
χ = η(/k − θ)
we have:
|κtrθ + 2
1− u | ≤ Cδ0 (8.330)
on Σǫ00 .
Integrating (8.330) we get:
e−Cδ0(1 − u)2 ≤
√
det /g(0, u)√
det /g(0, 0)
≤ eCδ0(1 − u)2 (8.331)
Combining with (8.173), we obtain from (8.328):
e−Cδ0(1− u+ t)2dµ/g(0,0) ≤ dµ/g(t,u) ≤ eCδ0(1− u+ t)2dµ/g(0,0) (8.332)
In view of (8.326) and (8.327) it follows that:
C−1(1 + t)‖φ(t)‖L2([0,ǫ0]×S2) ≤ ‖φ‖L2(Σǫ0t ) ≤ C(1 + t)‖φ(t)‖L2([0,ǫ0]×S2) (8.333)
Moreover, if ξ is an St,u 1-form defined on W
∗
ǫ0 and we consider ξ(t, u), the corresponding 1-form on
S2 depending on t and u, then setting φ = |ξ|, φ(t, u) = |ξ(t, u)|, we have:
‖φ‖L2(Σǫ0t ) = ‖ξ‖L2(Σǫ0t ), ‖φ(t)‖L2([0,ǫ0]×S2) = ‖|ξ(t)|‖L2([0,ǫ0]×S2) (8.334)
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hence, by (8.333),
C−1(1 + t)‖|ξ(t)|‖L2([0,ǫ0]×S2) ≤ ‖ξ‖L2(Σǫ0t ) ≤ C(1 + t)‖|ξ(t)|‖L2([0,ǫ0]×S2) (8.335)
We now consider the terms (i1...il)M0l (t, u),
(i1...il)M1l (t, u),
(i1...il)M2l (t, u) on the right hand side of
(8.175), given by (8.176), (8.177) and (8.178) respectively.
First, by A3, (8.335), and (8.235),
‖(i1...il)M0l (t, u)‖L2([0,ǫ0]×S2) ≤ C[1 + log(1 + t)]2‖(i1...il)xl(0)‖L2(Σǫ00 ) (8.336)
We turn to (i1...il)M1l (t, u). We partition [0, ǫ0]× S2, into
Vs− = {(u, ϑ) ∈ [0, ǫ0]× S2 : Eˆs(u, ϑ) < 0} (8.337)
and
Vs+ = {(u, ϑ) ∈ [0, ǫ0]× S2 : Eˆs(u, ϑ) ≥ 0} (8.338)
We then have:
‖(i1...il)M1l (t)‖2L2([0,ǫ0]×S2) = ‖(i1...il)M1l (t)‖2L2(Vs−) + ‖(i1...il)M1l (t)‖2L2(Vs+) (8.339)
By Minkowski’s inequality, we have:
‖(i1...il)M1l (t)‖2L2(Vs−) ≤
∫ t
0
‖(i1...il)N1l (t, t′)‖L2(Vs−)dt′ (8.340)
where:
(i1...il)N1l (t, t
′, u) = (
µ(t, u)
µ(t′, u)
)2(1− u+ t′)3[−2µ−1(∂µ
∂t
)−(t′, u)]|/d(i1...il)fˇl(t′, u)| (8.341)
We have:
‖(i1...il)N1l (t, t′)‖L2(Vs−) ≤ (1 + t′)3[maxVs− (
µ(t)
µ(t′)
)]2max
Vs−
[−2µ−1(∂µ
∂t
)−(t′)]‖|/d(i1...il)fˇl(t′)|‖L2(Vs−)
(8.342)
Now, by Corollary 1 to Lemma 8.11 we have:
max
Vs−
(
µ(t)
µ(t′)
) ≤ C (8.343)
while by (8.249),
max
Vs−
[−2µ−1(∂µ
∂t
)−(t′)] ≤ 2M(t′) (8.344)
Substituting in (8.342),
‖(i1...il)N1l (t, t′)‖L2(Vs−) ≤ C(1 + t′)3M(t′)‖|/d
(i1...il)
fˇl(t
′)|‖L2([0,ǫ0]×S2) (8.345)
We define:
(i1...il)Pl(t) = (1 + t)
2‖|/d(i1...il)fˇl(t′)|‖L2([0,ǫ0]×S2) (8.346)
Suppose that, for non-negative quantities (i1...il)P
(0)
l ,
(i1...il)P
(1)
l , we have:
(i1...il)Pl(t) ≤ (i1...il)P (0)l (t) + (i1...il)P (1)l (t) (8.347)
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Defining then the non-decreasing non-negative quantities
(i1...il)P¯
(0)
l,a ,
(i1...il)P¯
(1)
l,a , by
(i1...il)P¯
(0)
l,a = sup
t′∈[0,t]
{µ¯am(t′)(i1...il)P (0)l (t′)} (8.348)
(i1...il)P¯
(1)
l,a = sup
t′∈[0,t]
{(1 + t′)1/2µ¯am(t′)(i1...il)P (1)l (t′)} (8.349)
Then for t′ ∈ [0, t] we have:
(i1...il)Pl(t
′) ≤ µ¯−am (t′){(i1...il)P¯ (0)l,a (t) + (1 + t′)−1/2
(i1...il)P¯
(1)
l,a (t)} (8.350)
Substituting in (8.345) we obtain:
‖(i1...il)N1l (t, t′)‖L2(Vs−) ≤ C{(1 + t)(i1...il)P¯ (0)l,a (t) + (1 + t)1/2
(i1...il)P¯
(1)
l,a (t)}µ¯−am (t′)M(t′) (8.351)
for all t′ ∈ [0, t]. Substituting this in (8.340) we obtain:
‖(i1...il)M1l (t)‖L2(Vs−) ≤ C{(1 + t)(i1...il)P¯ (0)l,a (t) + (1 + t)1/2
(i1...il)P¯
(1)
l,a (t)}Ia(t) (8.352)
We then apply Lemma 8.11 to conclude that:
‖(i1...il)M1l (t)‖L2(Vs−) ≤ Ca−1{(1 + t)(i1...il)P¯ (0)l,a (t) + (1 + t)1/2(i1...il)P¯ (1)l,a (t)}µ¯−am (t) (8.353)
In analogy with (8.340) and (8.342), with Vs+ in the role of Vs−, we have:
‖(i1...il)M1l (t)‖2L2(Vs+) ≤
∫ t
0
‖(i1...il)N1l (t, t′)‖L2(Vs+)dt′ (8.354)
and:
‖(i1...il)N1l (t, t′)‖L2(Vs+) ≤ (1 + t′)3[maxVs+ (
µ(t)
µ(t′)
)]2max
Vs+
[−2µ−1(∂µ
∂t
)−(t′)]‖|/d(i1...il)fˇl(t′)|‖L2(Vs+)
(8.355)
From (8.255) we have:
max
Vs+
[−2µ−1(∂µ
∂t
)−(t′)] ≤ Cδ0(1 + t′)−2[1 + log(1 + t′)] (8.356)
and from (8.254) we have:
max
Vs+
(
µ(t)
µ(t′)
) ≤ C[1 + log(1 + t)] (8.357)
Substituting (8.356) and (8.357) as well as (8.346) in (8.354) and (8.355) we obtain:
‖(i1...il)M1l (t)‖L2(Vs+) ≤ Cδ0[1 + log(1 + t)]2
∫ t
0
[1 + log(1 + t′)]
(1 + t′)
(i1...il)Pl(t
′)dt′ (8.358)
hence, by (8.350),
‖(i1...il)M1l (t)‖L2(Vs+) ≤ Cδ0[1 + log(1 + t)]2{(i1...il)P¯ (0)l,a (t) +
(i1...il)P¯
(1)
l,a (t)}· (8.359)∫ t
0
(1 + t′)−1[1 + log(1 + t′)]µ¯−am (t
′)dt′
To estimate the integral in (8.359), we follow the proof of Corollary 2 to Lemma 8.11. We have two
cases Eˆs,m ≥ 0 and Eˆs,m < 0 to consider. In the first case (8.322) holds, hence if
δ0a ≤ 1
C
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we have:
µ¯m(t
′)−a ≤ (1− 1
a
)−a ≤ C (8.360)
and then ∫ t
0
[1 + log(1 + t′)]
(1 + t′)
µ¯−am (t
′)dt′ ≤ C[1 + log(1 + t)]2 (8.361)
In the second case we define as before, δ1 > 0 by Eˆs,m = −δ1, and t1 according to (8.269). Then for
t′ ≤ t1 (8.273) holds, so an estimate of the form (8.361) holds for all t ≤ t1.
If t′ > t1, then (8.303) holds, under the smallness condition (8.292) on δ0. Thus we have:∫ t
t1
[1 + log(1 + t′)]
(1 + t′)
µ¯−am (t
′)dt′ ≤ C
∫ τ
τ1
(1 + τ ′)(1− δ1τ ′)−adτ ′ ≤ (8.362)
C(1 + τ)
∫ τ
τ1
(1− δ1τ ′)−adτ ′ ≤ C(1 + τ) · (1− δ1τ)
1−a
δ1(a− 1)
= 2C(1− 1
a
)−1τ1(1 + τ)(1 − δ1τ)1−a
The last equality comes from the first of (8.285). By the upper bound (8.312) we conclude that the
last is bounded by a constant multiple of
[1 + log(1 + t)]2µ¯1−am (t)
We conclude that in general,∫ t
0
[1 + log(1 + t′)]
(1 + t′)
µ¯−am (t
′)dt′ ≤ C[1 + log(1 + t)]2µ¯1−am (t) (8.363)
which, substituted in (8.359), yields:
‖(i1...il)M1l (t)‖L2(Vs+) ≤ Cδ0[1 + log(1 + t)]4{
(i1...il)
P¯
(0)
l,a (t) +
(i1...il)
P¯
(1)
l,a (t)}µ¯1−am (t) (8.364)
Combining (8.364) and (8.353), and taking account into the fact that Cδ0 ≤ 1a , we obtain:
‖(i1...il)M1l (t)‖L2([0,ǫ0]×S2) ≤ Ca−1{(1 + t)(i1...il)P¯ (0)l,a (t) + (1 + t)1/2
(i1...il)P¯
(1)
l,a (t)}µ¯−am (t) (8.365)
We turn to (i1...il)M2l (t, u). We have:
‖(i1...il)M2l (t)‖2L2([0,ǫ0]×S2) = ‖(i1...il)M2l (t)‖2L2(Vs−) + ‖(i1...il)M2l (t)‖2L2(Vs+) (8.366)
and also:
‖(i1...il)M2l (t)‖L2(Vs−) ≤
∫ t
0
‖(i1...il)N2l (t, t′)‖L2(Vs−)dt′ (8.367)
‖(i1...il)M2l (t)‖L2(Vs+) ≤
∫ t
0
‖(i1...il)N2l (t, t′)‖L2(Vs+)dt′ (8.368)
where
(i1...il)N2l (t, t
′, u) = (
µ(t, u)
µ(t′, u)
)2(1− u+ t′)3(1
2
trχ(t′, u))|/d(i1...il)fˇl(t′, u)| (8.369)
We have:
‖(i1...il)N2l (t, t′)‖L2(Vs−) ≤ (1 + t′)3[maxVs− (
µ(t)
µ(t′)
)]2max
Vs−
(
1
2
trχ(t′))‖|/d(i1...il)fˇl(t′)|‖L2(Vs−) (8.370)
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Now, by F2,
max
[0,ǫ0]×S2
(
1
2
trχ(t′)) ≤ C(1 + t′)−1 (8.371)
This together with (8.343) imply:
‖(i1...il)N2l (t, t′)‖L2(Vs−) ≤ C(1 + t′)2‖|/d
(i1...il)
fˇl(t
′)|‖L2([0,ǫ0]×S2) (8.372)
Then from (8.346), (8.350) and Corollary 2 of Lemma 8.11 we have:
‖(i1...il)N2l (t, t′)‖L2(Vs−) ≤ C(i1...il)Pl(t′) (8.373)
≤ C{(i1...il)P¯ (0)l,a (t) + (1 + t′)−1/2(i1...il)P¯ (1)l,a (t)}µ¯−am (t′)
≤ C′{(i1...il)P¯ (0)l,a (t) + (1 + t′)−1/2
(i1...il)P¯
(1)
l,a (t)}µ¯−am (t)
Substituting (8.373) in (8.367) we get:
‖(i1...il)M2l (t)‖L2(Vs−) ≤ C{(1 + t)(i1...il)P¯ (0)l,a (t) + (1 + t)1/2
(i1...il)P¯
(1)
l,a (t)}µ¯−am (t) (8.374)
In analogy with (8.370) we have:
‖(i1...il)N2l (t, t′)‖L2(Vs+) ≤ (1 + t′)3[maxVs+ (
µ(t)
µ(t′)
)]2max
Vs+
(
1
2
trχ(t′))‖|/d(i1...il)fˇl(t′)|‖L2(Vs+) (8.375)
To estimate
max
Vs+
(
µ(t)
µ(t′)
) = max
(u,ϑ)∈Vs+
(
µˆs(t, u, ϑ)
µˆs(t′, u, ϑ)
)
we appeal to Proposition 8.6 to obtain:
max
Vs+
(
µ(t)
µ(t′)
) ≤ max
(u,ϑ)∈Vs+
(
1 + Cδ0 + Eˆs(u, ϑ) log(1 + t)
1− Cδ0 + Eˆs(u, ϑ) log(1 + t′)
) (8.376)
We have two cases to distinguish according as to whether t′ <
√
t or t′ ≥ √t. In the second case we
have 1 + t′ ≥ 1 +√t ≥ √1 + t, hence:
Eˆs(u, ϑ) log(1 + t
′) ≥ 1
2
Eˆs(u, ϑ) log(1 + t) : ∀(u, ϑ) ∈ Vs+
Then from (8.376) we obtain:
max
Vs+
(
µ(t)
µ(t′)
) ≤ 2 : t′ ≥ √t (8.377)
provided that
Cδ0 ≤ 1
3
On the other hand, in the first case, we have, trivially:
max
Vs+
(
µ(t)
µ(t′)
) ≤ C[1 + log(1 + t)] : t′ < √t (8.378)
In view of (8.371) and the definition (8.346) we obtain:
‖(i1...il)N2l (t, t′)‖L2(Vs+) ≤ C[1 + log(1 + t)]2(i1...il)Pl(t′) : t′ <
√
t (8.379)
‖(i1...il)N2l (t, t′)‖L2(Vs+) ≤ C(i1...il)Pl(t′) : t′ ≥
√
t
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Substituting (8.379) in (8.368), yields:
‖(i1...il)M2l (t)‖L2(Vs+) ≤
∫ √t
0
‖(i1...il)N2l (t, t′)‖L2(Vs+)dt′ +
∫ t
√
t
‖(i1...il)N2l (t, t′)‖L2(Vs+)dt′ (8.380)
≤ C[1 + log(1 + t)]2
∫ √t
0
(i1...il)Pl(t
′)dt′ + C
∫ t
√
t
(i1...il)Pl(t
′)dt′
≤ C[1 + log(1 + t)]2
∫ √t
0
µ¯−am (t
′){(i1...il)P¯ (0)l,a (t) + (1 + t′)−1/2
(i1...il)P¯
(1)
l,a (t)}dt′
+C
∫ t
√
t
µ¯−am (t
′){(i1...il)P¯ (0)l,a (t) + (1 + t′)−1/2
(i1...il)P¯
(1)
l,a (t)}dt′
≤ C[1 + log(1 + t)]2{(1 + t)1/2(i1...il)P¯ (0)l,a (t) + (1 + t)1/4
(i1...il)P¯
(1)
l,a (t)}µ¯−am (t)
+C{(1 + t)(i1...il)P¯ (0)l,a (t) + (1 + t)1/2
(i1...il)P¯
(1)
l,a (t)}µ¯−am (t)
≤ C′{(1 + t)(i1...il)P¯ (0)l,a (t) + (1 + t)1/2(i1...il)P¯ (1)l,a (t)}µ¯−am (t)
Here we have used (8.350) and Corollary 2 of Lemma 8.11.
Combining (8.374) and (8.380) we obtain:
‖(i1...il)M2l (t)‖L2([0,ǫ0]×S2) ≤ C{(1 + t)(i1...il)P¯ (0)l,a (t) + (1 + t)1/2
(i1...il)P¯
(1)
l,a (t)}µ¯−am (t) (8.381)
Finally, (8.336), (8.365) and (8.381) yield, through (8.175), the following estimate:
‖(i1...il)Fl(t)‖L2([0,ǫ0]×S2) ≤ C(1 + t)−3[1 + log(1 + t)]2‖(i1...il)xl(0)‖L2(Σǫ00 ) (8.382)
+C(1 + t)−2{(i1...il)P¯ (0)l,a (t) + (1 + t)−1/2(i1...il)P¯ (1)l,a (t)}µ¯−am (t)
We now consider the estimate (8.179) for (i1...il)Gl(t, u). By (8.343) and (8.357) we have, in general,
max
[0,ǫ0]×S2
(
µ(t)
µ(t′)
) ≤ C[1 + log(1 + t)] (8.383)
Hence (8.179) implies:
(i1...il)Gl(t, u) ≤ C(1 + t)−3[1 + log(1 + t)]2
∫ t
0
(1 + t′)3|(i1...il)g˜l(t′, u)|dt′ (8.384)
It follows by Minkowski’s inequality that:
‖(i1...il)Gl(t)‖L2([0,ǫ0]×S2) ≤ C(1+t)−3[1+log(1+t)]2
∫ t
0
(1+t′)3‖|(i1...il)g˜l(t′)|‖L2([0,ǫ0]×S2)dt′ (8.385)
Now the St,u 1-form
(i1...il)g˜l is given by (8.150). Here we must distinguish the principal acoustical
terms. In reference to (8.64), we define the function:
(i1...il)
h˙l =
(i1...il)hl − 2χˆ · (i1...il)χˆl (8.386)
then /d
(i1...il)
h˙l does not contain principal acoustical terms. Also, according to the discussion following
Lemma 8.4, the principal acoustical part of (i1...il)gl consists of the sum (8.89). Therefore the St,u
1-form:
(i1...il)g˙l =
(i1...il)gl +
l−1∑
k=0
/L(Ril−k )Z
(i1...il−k−1il−k+1...il)xl−1 (8.387)
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does not contain principal acoustical terms. We conclude that, writing:
(i1...il)g˜l = 2µχˆ · /D(i1...il)χˆl −
l−1∑
k=0
/L(Ril−k )Z
(i1...il−k−1il−k+1...il)xl−1 + (i1...il)g¨l (8.388)
where
(i1...il)g¨l =
(i1...il)g˙l + µ(2 /Dχˆ · (i1...il)χˆl + /d(i1...il)h˙l) (8.389)
does not contain principal acoustical terms.
Let us define
Xl(t) = max
i1...il
‖|(i1...il)xl(t)|‖L2([0,ǫ0]×S2) (8.390)
We shall estimate ‖|(i1...il)g˜l(t)‖L2([0,ǫ0]×S2) in terms of Xl(t). Consider first the second term on the
right of (8.388). By (8.98) we have:
|
l−1∑
k=0
/L(Ril−k )Z
(i1...il−k−1il−k+1...il)xl−1| ≤ (8.391)
C(1 + t)−1{
l−1∑
k=0
|(Ril−k )Z|
∑
j
|(i1...il−k−1il−k+1...ilj)xl|+ (i1...il)zl}
where
(i1...il)zl = (8.392)
l−1∑
k=0
|(Ril−k )Z|(
∑
j
|/d((i1...il−k−1il−k+1...ilj)fˇl)|+ (1 + t)|/dµ||/d(Ril ...Ril−k+1Ril−k−1 ...Ri1trχ|)
l−1∑
k=0
(max
j
|/LRj (Ril−k )Z|)(|(i1...il−k+1il−k+1...il)xl−1|+ |/d(
(i1...il−k−1il−k+1...il)
fˇl−1)|)
From (6.184), we have:
|(Ri)Z| ≤ Cδ0(1 + t)−1[1 + log(1 + t)] (8.393)
Substituting this in (8.391), we deduce:
‖|
l−1∑
k=0
/L(Ril−k )Z
(i1...il−k−1il−k+1...il)xl−1|‖L2([0,ǫ0]×S2) (8.394)
≤ Clδ0(1 + t)−2[1 + log(1 + t)]Xl(t) + C(1 + t)−1‖(i1...il)zl(t)‖L2([0,ǫ0]×S2)
Consider next the first term on the right in (8.388). By the 2nd of F2 we have:
‖2µ|χˆ · /D(i1...il)χˆl|(t)‖L2([0,ǫ0]×S2) (8.395)
≤ Cδ0(1 + t)−2[1 + log(1 + t)]‖µ| /D(i1...il)χˆl|(t)‖L2([0,ǫ0]×S2)
Using the elliptic estimate (8.149) and the inequality:
C−1(1 + t)‖|ξ(t, u)|‖L2(S2) ≤ ‖ξ‖L2(St,u) ≤ C(1 + t)‖|ξ(t, u)|‖L2(S2) (8.396)
which holds for any covariant St,u tensorfield ξ of any rank, ξ(t, u) being the corresponding tensorfield
on S2, we obtain:
‖µ| /D(i1...il)χˆl|(t, u)‖L2(S2) (8.397)
≤ C‖|(i1...il)xl(t, u)|‖L2(S2) + C‖|/d(i1...il)fˇl(t, u)|‖L2(S2) + C‖µ|(i1...il)il|(t, u)‖L2(S2)
+Cδ0(1 + t)
−1[1 + log(1 + t)]‖|(i1...il)χˆl(t, u)|‖L2(S2)
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Taking the L2 norms on [0, ǫ0] then yields:
‖µ| /D(i1...il)χˆl|(t)‖L2([0,ǫ0]×S2) (8.398)
≤ C‖|(i1...il)xl(t)|‖L2([0,ǫ0]×S2) + C‖|/d
(i1...il)
fˇl(t)|‖L2([0,ǫ0]×S2) + C‖µ|(i1...il)il|(t)‖L2([0,ǫ0]×S2)
+Cδ0(1 + t)
−1[1 + log(1 + t)]‖|(i1...il)χˆl(t)|‖L2([0,ǫ0]×S2)
In view of (8.394), (8.395) and (8.398), we obtain from (8.388):
‖|(i1...il)g˜l(t)|‖L2([0,ǫ0]×S2) (8.399)
≤ C(l + 1)δ0(1 + t)−2[1 + log(1 + t)]Xl(t) + (i1...il)Ql(t)
where:
(i1...il)Ql(t) = Cδ
2
0(1 + t)
−3[1 + log(1 + t)]2‖|(i1...il)χˆl(t)|‖L2([0,ǫ0]×S2) (8.400)
Cδ0(1 + t)
−2[1 + log(1 + t)]‖|/d(i1...il)fˇl(t)|‖L2([0,ǫ0]×S2)
+Cδ0(1 + t)
−2[1 + log(1 + t)]‖µ|(i1...il)il|(t)‖L2([0,ǫ0]×S2)
+C(1 + t)−1‖(i1...il)zl(t)‖L2([0,ǫ0]×S2)
+‖|(i1...il)g¨l(t)|‖L2([0,ǫ0]×S2)
Returning to (8.170) and taking L2 norms on [0, ǫ0]× S2 we obtain:
‖|(i1...il)xl(t)|‖L2([0,ǫ0]×S2) ≤ ‖(i1...il)Fl(t)‖L2([0,ǫ0]×S2) + ‖(i1...il)Gl(t)‖L2([0,ǫ0]×S2) (8.401)
Substituting (8.382), (8.385) and (8.399) then yields:
‖|(i1...il)xl(t)|‖L2([0,ǫ0]×S2) ≤ (i1...il)Bl(t) (8.402)
+C(l + 1)δ0(1 + t)
−3[1 + log(1 + t)]2
∫ t
0
(1 + t′)[1 + log(1 + t′)]Xl(t′)dt′
where:
(i1...il)Bl(t) = C(1 + t)
−3[1 + log(1 + t)]2‖(i1...il)xl(0)‖L2(Σǫ00 ) (8.403)
+C(1 + t)−2{(i1...il)P¯ (0)l,a (t) + (1 + t)−1/2
(i1...il)P¯
(1)
l,a (t)}µ¯−am (t)
+C(1 + t)−3[1 + log(1 + t)]2
∫ t
0
(1 + t′)3(i1...il)Ql(t′)dt′
Taking in (8.402) the maximum over i1, ..., il, recalling the definition (8.390), we obtain the integral
inequality:
Xl(t) ≤ Bl(t) + C(l + 1)δ0(1 + t)−3[1 + log(1 + t)]2
∫ t
0
(1 + t′)[1 + log(1 + t′)]Xl(t′)dt′ (8.404)
where:
Bl(t) = max
i1...il
(i1...il)Bl(t) (8.405)
Setting:
Yl(t) =
∫ t
0
(1 + t′)[1 + log(1 + t′)]Xl(t′)dt′ (8.406)
then (8.404) becomes:
dYl(t)
dt
≤ (1 + t)[1 + log(1 + t)]Bl(t) + C(l + 1)δ0(1 + t)−2[1 + log(1 + t)]3Yl(t) (8.407)
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which implies:
Yl(t) ≤ eCl(t)
∫ t
0
e−Cl(t
′)(1 + t′)[1 + log(1 + t′)]Bl(t′)dt′ (8.408)
where
Cl(t) = C(l + 1)δ0
∫ t
0
[1 + log(1 + t′)]3
(1 + t′)2
dt′ (8.409)
Obviously,
0 ≤ Cl(t) ≤ C′(l + 1)δ0 (8.410)
Hence, if
δ0 ≤ log 2
C′(l + 1)
(8.411)
(8.408) implies:
Yl(t) ≤ 2
∫ t
0
(1 + t′)[1 + log(1 + t′)]Bl(t′)dt′ (8.412)
Substituting this in (8.402), recalling (8.406), we finally conclude that:
‖|(i1...il)xl(t)|‖L2([0,ǫ0]×S2) ≤ (i1...il)Bl(t) (8.413)
+2C(l+ 1)δ0(1 + t)
−3[1 + log(1 + t)]2
∫ t
0
(1 + t′)[1 + log(1 + t′)]Bl(t′)dt′
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Chapter 9
Regularization of the Propagation
Equation for /∆µ.
Estimates for the Top Order Spatial
Derivatives of µ
9.1 Regularization of the Propagation Equation
In this chapter, we shall concentrate on the propagation equation (3.92) in Chapter 3:
Lµ = m+ µe (9.1)
where
m =
1
2
dH
dh
Th (9.2)
and
e =
1
2η2
(
ρ
ρ′
)′Lh+ η−1Tˆ i(Lψi) (9.3)
Since
ρ
ρ′
=
ρ
dρ/dh
=
dp/dh
dρ/dh
= η2
therefore (9.3) takes the form:
e =
1
η
dη
dh
Lh+
1
η
Tˆ i(Lψi) (9.4)
Lemma 9.1 The following commutation formula holds:
[L, /∆]φ+ trχ /∆φ = −2χˆ · /ˆD2φ− 2 /divχˆ · /dφ
and
[T, /∆]φ+ κtrθ /∆φ = −2κθˆ · /ˆD2φ− 2 /div(κθˆ) · /dφ
Here, φ is an arbitrary function defined on W ∗ǫ0 .
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Proof . Let us work in acoustical coordinates (t, u, ϑ1, ϑ2). We have:
/∆φ = (/g
−1)AB /DA(/dBφ) = (/g
−1)AB{ ∂
2φ
∂ϑA∂ϑB
− /ΓCAB
∂φ
∂ϑC
} (9.5)
Since in acoustical coordinates L = ∂∂t , we obtain:
L/∆φ = (/g
−1)AB{ ∂
2
∂ϑA∂ϑB
(
∂φ
∂t
)− /ΓCAB
∂
∂ϑC
(
∂φ
∂t
)} (9.6)
+
∂
∂t
(/g
−1)AB /DA(/dBφ) − (/g−1)AB
∂/Γ
C
AB
∂t
∂φ
∂ϑC
We have:
∂
∂t
(/g
−1)AB = −2χAB (9.7)
and:
∂/Γ
C
AB
∂t
= /DAχ
C
B + /DBχ
C
A − /DCχAB (9.8)
Here, we used the fact that for a non-degenerate matrix M , we have:
dM−1
dt
= −M−1dM
dt
M−1
and the way we use to derive (8.109).
Hence:
(/g
−1)AB
∂/Γ
C
AB
∂t
= 2 /divχC − /dCtrχ = 2 /divχˆC (9.9)
Substituting (9.6) and (9.8) in (9.5), we get:
L/∆φ = /∆Lφ− 2χAB /DA(/dBφ)− 2( /divχˆ)A/dAφ (9.10)
Writing then:
2χAB /DA(/dBφ) = trχ/∆φ+ 2χˆ
AB /DA(/dBφ)
the first formula follows. The second formula can be proved in a similar way.
Now we apply the second identity by taking φ = h to obtain:
/∆Th = T /∆h+ cT (9.11)
where:
cT = κtrθ /∆h+ 2κθˆ · /ˆD
2
h+ 2 /div(κθˆ) · /dh (9.12)
cT is of order 2 and regular as µ→ 0. The last term is a principal (i.e.order 2) acoustical term.
We now appeal to the wave equation for h given in Chapter 8:
µgh = −Ω−1 dΩ
dh
aˇ− bˇ (9.13)
where
aˇ = µa, bˇ = µb (9.14)
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are regular as µ→ 0. Since for any function φ we have:
µgφ = µ /∆φ− LLφ− 1
2
trχLφ− 1
2
trχLφ− 2ζ · /dφ (9.15)
Then (9.13) reads:
µ/∆h = LLh+
1
2
trχLh+
1
2
trχLh+ j (9.16)
where:
j = 2ζ · /dh− Ω−1 dΩ
dh
aˇ− bˇ (9.17)
is of order 1 and regular as µ→ 0. Applying T to (9.16) yields, in view of the fact that
[L, T ] = Λ (9.18)
we have:
T (µ/∆h) = L(TLh)− Λ · /dLh+ 1
2
T (trχLh) +
1
2
T (trχLh) + T j (9.19)
On the other hand from (9.11) we have:
µ /∆Th = T (µ/∆h)− (Tµ) /∆h+ µcT (9.20)
Combining, we obtain:
µ /∆Th = L(TLh) +
1
2
T (trχLh) +
1
2
T (trχLh) + j′ (9.21)
where:
j′ = T j − Λ · /dLh+ µcT − (Tµ) /∆h (9.22)
j′ is of order 2 and regular as µ → 0. The only principal acoustical term in j′ is contributed by the
last term in cT noted as above.
We have:
/∆m =
1
2
dH
dh
/∆Th+ w0 (9.23)
where
w0 =
d2H
dh2
/dh · /dTh+ 1
2
(
d2H
dh2
/∆h+
d3H
dh3
|/dh|2)Th (9.24)
is of order 2 and regular as µ→ 0. Then by (9.21):
µ /∆m = Lf ′0 −
1
2
d2H
dh2
(Lh)(TLh) +
1
4
dH
dh
{(Lh)T trχ+ (Lh)T trχ} (9.25)
+
1
4
dH
dh
{trχ(TLh) + trχ(TLh)}+ 1
2
dH
dh
j′ + µw0
where:
f ′0 =
1
2
dH
dh
TLh (9.26)
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here we note that the 3rd term on the right contains principal acoustical terms. In view of the equation
for /LTχ in Chapter 3, the principal acoustical part of T trχ is /∆µ. Also, since
χ = η−1κ(−χ+ 2/k) (9.27)
the principal acoustical part of T trχ is −η−1κ/∆µ. It follows that the principal acoustical part of the
3rd term on the right in (9.25) is:
1
4
dH
dh
{−η−1κ(Lh) + (Lh)} /∆µ = 1
2
dH
dh
(Th) /∆µ = m/∆µ (9.28)
We can therefore write:
µ /∆m = Lf ′0 +
1
2
trχf ′0 +m/∆µ+ w
′
0 (9.29)
where:
w′0 = −
1
2
d2H
dh2
(Lh)(TLh) +
1
4
dH
dh
(T trχ− /∆µ)Lh (9.30)
+
1
4
dH
dh
(T trχ+ η−1κ /∆µ)Lh+
1
4
dH
dh
trχTLh+
1
2
dH
dh
j′ + µw0
contains principal acoustical terms only through j′.
Let us turn to e. We have:
/∆e =
1
η
dη
dh
/∆Lh+
1
η
Tˆ i /∆Lψi + w1 (9.31)
where:
w1 = 2
d
dh
(
1
η
dη
dh
)/dh · /dLh+ 2[ d
dh
(
1
η
)Tˆ i/dh · /dLψi + 1
η
/dTˆ i · /dLψi] (9.32)
+[
d
dh
(
1
η
dη
dh
) /∆h+
d2
dh2
(
1
η
dη
dh
)|/dh|2]Lh
+{[ d
dh
(
1
η
) /∆h+
d2
dh2
(
1
η
)|/dh|2]Tˆ i + 2 d
dh
(
1
η
)/dh · /dTˆ i + 1
η
/∆Tˆ i}Lψi
is of order 2 and regular as µ→ 0. The only principal acoustical term in w1 is the term
1
η
/∆Tˆ iLψi (9.33)
contained in the last term on the right in (9.32).
Applying Lemma 9.1 taking φ = h, ψi we then obtain:
/∆e =
1
η
dη
dh
L/∆h+
1
η
Tˆ iL/∆ψi + cL + w1 (9.34)
where
cL =
2
η
dη
dh
(χ · /D2h+ /divχˆ · /dh) + 2
η
Tˆ i(χ · /D2ψi + /divχˆ · /dψi) (9.35)
contains principal acoustical terms in the terms involving /divχˆ. Defining:
f ′1 =
1
η
dη
dh
/∆h+
1
η
Tˆ i /∆ψi (9.36)
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we then have:
µ2 /∆e = L(µ2f ′1) + µw
′
1 (9.37)
where:
w′1 = −2(Lµ)f ′1 − µ{
d
dh
(
1
η
dη
dh
)(Lh) /∆h+ [
d
dh
(
1
η
)(Lh)Tˆ i +
1
η
LTˆ i] /∆ψi} (9.38)
+µ(cL + w1)
is of order 2 and regular as µ→ 0.
We commute /∆ with equation (9.1) and multiply it by µ to obtain:
L(µ/∆µ) + (µtrχ− Lµ) /∆µ = −2µχˆ · /ˆ∆2µ (9.39)
−µ/dµ · (/dtrχ+ 2i− 2/de) + µ /∆m+ µ2 /∆e+ eµ /∆µ
Substituting (9.29) in (9.39), the term m/∆µ in (9.29) combines with the last term on the right in
(9.39) to (Lµ) /∆µ. This is brought to the left hand side of (9.39), making the coefficient of /∆µ on the
left equal to µtrχ− 2Lµ. Also, defining
fˇ ′ = f ′0 + µ
2f ′1 (9.40)
and
x′ = µ /∆µ− fˇ ′ (9.41)
the term Lfˇ ′ is brought to the left hand side of (9.39). Then left hand side becomes:
Lx′ + (trχ− 2µ−1(Lµ))(x′ + f ′) (9.42)
and the resulting right hand side is:
1
2
trχf ′0 − 2µχˆ · /ˆD
2
µ− µ/dµ · (/dtrχ+ 2i− 2/de) (9.43)
+w′0 + µw
′
1
Defining then:
gˇ′ = −µ
2
2
trχf ′1 − µ/dµ · (/dtrχ+ 2i− 2/de) + w′0 + µw′1 (9.44)
the resulting equation takes the form:
Lx′ + (trχ− 2µ−1(Lµ))x′ = (9.45)
−(1
2
trχ− 2µ−1(Lµ))fˇ ′ − 2µχˆ · /ˆD2µ+ gˇ′
The functions fˇ ′, gˇ′ are of order 2 and regular as µ → 0. The function fˇ ′ does not contain principal
acoustical terms. From the above discussion, the principal acoustical part of gˇ′, is, besides the term
−µ/dµ · /dtrχ, contained in the last two terms in (9.43). In fact, the principal acoustical part of w′0 is
contained in the term
1
2
µ
dH
dh
cT (9.46)
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contributed by the term 12
dH
dh j
′ in (9.30). Since
θ = /k − η−1χ (9.47)
taking into account the Codazzi equation
/divχˆ =
1
2
/dtrχ+ i (9.48)
this principal acoustical part is
−µ
2
η2
dH
dh
/dh · /dtrχ (9.49)
The principal acoustical part of µw′1 is contained in the term
µ2(cL + w1) (9.50)
Taking into account the Codazzi equation the principal acoustical part of µ2cL is:
µ2
η
(
dη
dh
/dh+ Tˆ i/dψi) · /dtrχ (9.51)
Finally, the principal acoustical part of µ2w1 is contained in
µ2
η
/∆Tˆ iLψi (9.52)
By the results in Chapter 3, the principal acoustical part of /∆Tˆ i is:
−η−1/dxi · /dtrχ (9.53)
Now,
∂xi
∂ϑA
Lψi = X
i
ALψi = L
µXAψµ (9.54)
hence:
(/dxi)Lψi = L
µ/dψµ = /dψt + L
i/dψi (9.55)
= /dψt − ψi/dψi − ηTˆ i/dψi = /dh− ηTˆ i/dψi
Therefore the principal acoustical part of (9.52) is:
µ2
η
{−1
η
/dh+ Tˆ i/dψi} · /dtrχ (9.56)
Combining the above results and noting that
−1
2
dH
dh
= 1 + η
dη
dh
(9.57)
we conclude that the principal acoustical part of gˇ′ is:
ξ · (µ/dtrχ) (9.58)
where
ξ = −/dµ+ 2µ
η
Tˆ i/dψi +
2µ
η
dη
dh
/dh (9.59)
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9.2 Propagation Equations for the Higher Order Spatial
Derivatives
We now return to the propagation equation (9.45). To control the higher order spatial derivatives of
µ, we introduce the function:
(i1...il)x′m,l = µRil ...Ri1T
m /∆µ−Ril ...Ri1Tmfˇ ′ (9.60)
We have:
x′0,0 = x
′ (9.61)
To derive a propagation equation for x′m,l, we shall use the following lemma.
Lemma 9.2 Let α and β be St,u trace-free symmetric 2-covariant tensorfields defined in the space-
time domain W ∗ǫ0 . Then we have:
T (α · β) = ( /ˆLTα) · β + α · ( /ˆLTβ)− tr(T )/π(α · β)
Proof . Since T is tangential to Σt, we can confine ourselves to Σt. To define /ˆLTα and /ˆLTβ, we extend
α and β to TΣt as:
α(V, T ) = β(V, T ) = 0 : ∀V ∈ TΣt (9.62)
Since
g¯−1 = Tˆ ⊗ Tˆ + (/g−1)ABXA ⊗XB (9.63)
we have:
α · β = (/g−1)AC(/g−1)BDαABβCD = (g¯−1)ac(g¯−1)bdαabβcd (9.64)
Then,
T (α · β) = −(T )π¯abγab + (LTα)abβab + αab(LTβ)ab (9.65)
Here,
(T )π¯ab = (LT g¯)ab, (T )π¯ab = (g¯−1)ac(g¯−1)bd(T )π¯cd (9.66)
Here, γ is a symmetric 2-covariant tensorfield on Σt given by:
γab = (g¯
−1)cd(αacβbd + βacαbd) (9.67)
We have:
γabT
b = 0
so, we can view γ as an St,u symmetric 2-covariant tensorfield. Now for any two symmetric trace-free
2-dimensional matrices A and B we have:
AB +BA− tr(AB)I = 0
In an orthonormal frame relative to /g the components of α and β form A and B. The components of
γ form AB +BA. It follows that:
γAB = (α · β)/gAB (9.68)
Hence, we have:
(T )π¯ABγAB =
(T )
/π
ABγAB = tr
(T )
/π(α · β) (9.69)
Since α and β are trace-free, the lemma follows.
Similarly, we have:
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Lemma 9.3 Let α and β be St,u trace-free symmetric 2-covariant tensorfields defined in the space-
time domain W ∗ǫ0 . Then we have:
Ri(α · β) = ( /ˆLRiα) · β + α · ( /ˆLRiβ)− tr(Ri)/π(α · β)
To simplify the derivation of the propagation equation for x′m,l, we introduce the functions:
(i1...il)
fˇ ′m,l = Ril ...Ri1T
mfˇ ′ (9.70)
/ˆµ2 =
/ˆD
2
µ (9.71)
and
(i1...il)
/ˆµ2,m,l =
/ˆLRil ... /ˆLRi1 ( /ˆLT )
m
/ˆµ2 (9.72)
Proposition 9.1 For each non-negative integer m the function x′m,0 satisfies the propagation
equation:
Lx′m,0 + (trχ− 2µ−1(Lµ))x′m,0 = −(
1
2
trχ− 2µ−1(Lµ))fˇ ′m,0 − 2µχˆ · /ˆµ2,m,0 + g′m,0
where g′m,0 is given by:
g′m,0 = T
mgˇ′ +
m−1∑
k=0
T kΛx′m−k−1,0 +
m−1∑
k=0
T ky′m−k,0
Here, for each j = 1, ...,m, y′j,0 is the function:
y′j,0 = −(Tµ)a′j−1,0 + (TLµ− µT trχ− Λµ)T j−1 /∆µ
+
1
2
(T trχ)fˇ ′j−1,0 − 2µ( /ˆLT χˆ− tr(T )/πχˆ) · /ˆµ2,j−1,0
where
a′j−1,0 = LT
j−1 /∆µ+ trχT j−1 /∆µ+ 2χˆ · /ˆµ2,j−1,0
Proof . The proposition reduces for m = 0 to the propagation equation (9.45). By induction on
m, assuming that the propagation equation holds with m replaced by m− 1:
Lx′m−1,0 + (trχ− 2µ−1(Lµ))x′m−1,0 = −(
1
2
trχ− 2µ−1(Lµ))fˇ ′m−1,0 − 2µχˆ · /ˆµ2,m−1,0 + g′m−1,0 (9.73)
for some g′m−1,0, we shall show that a propagation equation of the form given by the proposition holds
for m, where g′m,0 is related to g
′
m−1,0 by a certain recursion relation. Rewrite the term
2µ−1(Lµ)(x′m−1,0 + fˇ
′
m−1,0)
in (9.73) as:
2(Lµ)Tm−1 /∆µ
(see (9.60) and (9.70)) obtaining the equation:
Lx′m−1,0 + trχx
′
m−1,0 = 2(Lµ)T
m−1 /∆µ− 1
2
trχfˇ ′m−1,0 − 2µχˆ · /ˆµ2,m−1,0 + g′m−1,0 (9.74)
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We apply T to this equation. Since:
TTm−1 /∆µ = Tm /∆µ
T fˇ ′m−1,0 = fˇ
′
m,0
and by Lemma 9.2:
T (χˆ · /ˆµ2,m−1,0) = ( /ˆLT χˆ) · /ˆµ2,m−1,0 + χˆ · /ˆµ2,m,0 − tr
(T )
/π(χˆ · /ˆµ2,m−1,0) (9.75)
(see definition (9.72)), we obtain:
TLx′m−1,0 + trχTx
′
m−1,0 + (T trχ)x
′
m−1,0 (9.76)
= 2(Lµ)Tm /∆µ+ 2(TLµ)Tm−1 /∆µ
−1
2
trχfˇ ′m,0 −
1
2
(T trχ)fˇ ′m−1,0
−2µχˆ · /ˆµ2,m,0 − 2µ( /ˆLT χˆ) · /ˆµ2,m−1,0 + 2(µtr
(T )
/π − (Tµ))(χˆ · /ˆµ2,m−1,0)
+Tg′m−1,0
Using the fact:
[L, T ] = Λ = −(/g−1)AB(ζB + ηB)XA (9.77)
we express:
TLx′m−1,0 = LTx
′
m−1,0 − Λx′m−1,0 (9.78)
From the definition (9.60) with l = 0 and m replaced by m− 1:
x′m−1,0 = µT
m−1 /∆µ− Tm−1fˇ ′
we get:
Tx′m−1,0 = x
′
m,0 + (Tµ)T
m−1 /∆µ (9.79)
Applying L to (9.79) and expressing:
LTµ = TLµ+ Λµ
yields:
LTx′m−1,0 = Lx
′
m,0 + (Tµ)LT
m−1 /∆µ+ (TLµ+ Λµ)Tm−1 /∆µ (9.80)
Substituting (9.80) to (9.78) and the result in (9.76), substituting also (9.79) on the left, we obtain a
propagation equation of the required form with:
g′m,0 = Tg
′
m−1,0 + Λx
′
m−1,0 + y
′
m,0 (9.81)
Applying then Proposition 8.2, the proposition follows.
Proposition 9.2 For each pair of non-negative integers (m, l) and each multi-index (i1...il), the
function (i1...il)x′m,l satisfies the propagation equation:
L(i1...il)x′m,l + (trχ− 2µ−1(Lµ))(i1...il)x′m,l = −(
1
2
trχ− 2µ−1(Lµ))(i1...il)fˇ ′m,l
−2µχˆ · (i1...il) /ˆµ2,m,l + (i1...il)g′m,l
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where
(i1...il)g′m,l = Ril ...Ri1g
′
m,0 +
l−1∑
k=0
Ril ...Ril−k+1
(Ril−k )Z(i1...il−k−1)x′m,l−k−1
+
l−1∑
k=0
Ril ...Ril−k+1
(i1...il−k)y′m,l−k
where g′m,0 is given by Proposition 9.1, and for each j = 1, ..., l,
(i1...ij)y′m,j = −(Rijµ)(i1...ij−1)a′m,j−1
+(RijLµ− µRij trχ− (Rij )Zµ)(Rij−1 ...Ri1Tm /∆µ)
+
1
2
(Rij trχ)
(i1...ij−1)
fˇ ′m,j−1 − 2µ( /ˆLRij χˆ− tr
(Rij )/πχˆ) · (i1...ij−1) /ˆµ2,m,j−1
where:
(i1...ij−1)a′m,j−1 = L(Rij−1 ...Ri1T
m /∆µ)
+trχ(Rij−1 ...Ri1T
m /∆µ) + 2χˆ · (i1...ij−1) /ˆµ2,m,j−1
Proof . The proposition reduces for l = 0 to Proposition 9.1. By induction on l, assuming the
proposition holds with l replaced by l − 1:
L(i1...il)x′m,l−1 + (trχ− 2µ−1(Lµ))(i1...il−1)x′m,l−1 = −(
1
2
trχ− 2µ−1(Lµ))(i1...il−1)fˇ ′m,l−1 (9.82)
−2µχˆ · (i1...il−1) /ˆµ2,m,l−1 + (i1...il−1)g′m,l−1
for some (i1...il−1)g′m,l−1, we shall show that a propagation equation of the form given by the proposition
holds for l, where (i1...il)g′m,l is related to
(i1...il−1)g′m,l−1 by a certain recursion relation. Rewrite the
term
2µ−1(Lµ)((i1...il−1)x′m,l−1 +
(i1...il−1)
fˇ ′m,l−1)
in (9.82) as:
2(Lµ)Ril−1 ...Ri1T
m /∆µ
to obtain the equation:
L(i1...il)x′m,l−1 + trχ
(i1...il−1)x′m,l−1 (9.83)
= 2(Lµ)Ril−1 ...RilT
m /∆µ− 1
2
trχ
(i1...il−1)
fˇ ′m,l−1
−2µχˆ · (i1...il−1) /ˆµ2,m,l−1 + (i1...il−1)g′m,l−1
We now apply Ril to this equation. Since
Ril
(i1...il−1)
fˇ ′m,l−1 =
(i1...il)
fˇ ′m,l
and by Lemma 9.3
Ril(χˆ · /ˆµ2,m,l−1) = ( /ˆLRil χˆ) ·
(i1...il−1)
/ˆµ2,m,l−1 + χˆ
(i1...il)
/ˆµ2,m,l − tr
(Ril )/π(χˆ · (i1...il−1) /ˆµ2,m,l−1) (9.84)
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we obtain:
RilL
(i1...il−1)x′m,l−1 + trχRil
(i1...il−1)x′m,l−1 + (Riltrχ)
(i1...il−1)x′m,l−1 (9.85)
= 2(Lµ)Ril ...Ri1T
m /∆µ+ 2(RilLµ)Ril−1 ...Ri1T
m /∆µ
−1
2
trχ
(i1...il)
fˇ ′m,l −
1
2
(Riltrχ)
(i1...il−1)
fˇ ′m,l−1
−2µχˆ · (i1...il) /ˆµ2,m,l − 2µ( /ˆLRil χˆ) ·
(i1...il−1)
/ˆµ2,m,l−1
+2(µtr(Ril )/π − (Rilµ))(χˆ ·
(i1...il−1)
/ˆµ2,m,l−1)
+Ril
(i1...il−1)g′m,l−1
By Lemma 8.2 we have:
[L,Ril ] =
(Ril )Z (9.86)
hence:
RilL
(i1...il−1)x′m,l−1 = LRil
(i1...il−1)x′m,l−1 − (Ril )Z(i1...il−1)x′m,l−1 (9.87)
From the definition of (i1...il−1)x′m,l−1 we obtain:
Ril
(i1...il−1)x′m,l−1 =
(i1...il)x′m,l + (Rilµ)(Ril−1 ...Ri1T
m /∆µ) (9.88)
Applying L to (9.88) and expressing:
LRilµ = RilLµ+
(Ril )Z
yields:
LRil
(i1...il−1)x′m,l−1 = L
(i1...il)x′m,l + (Rilµ)L(Ril−1 ...Ri1T
m /∆µ) (9.89)
+(RilLµ+
(Ril )Zµ)(Ril−1 ...Ri1T
m /∆µ)
We substitute (9.89) in (9.87) and the result in (9.85), substituting also (9.88) on the left, a propagation
equation of the required form results, with:
(i1...il)g′m,l = Ril
(i1...il−1)g′m,l−1 +
(Ril )Z(i1...il−1)x′m,l−1 +
(i1...il)y′m,l (9.90)
Applying then Proposition 8.2, the proposition follows.
The function (i1...ij−1)a′m,j−1 defined in Proposition 9.2 reduces for m = 0, j = 1, to the function:
a′0,0 = L/∆µ+ trχ/∆µ+ 2χˆ · /ˆµ2 (9.91)
According to equation:
L( /∆µ) + (trχ− e)/µ = −2χˆ · /ˆD
2
µ− /dµ · (/dtrχ+ 2i− 2/de) + /∆m+ µ/∆e
which is derived by Lemma 9.1, we have:
a′0,0 = e /∆µ− 2/dµ · /divχˆ+ /∆m+ µ /∆e+ 2/dµ · /de (9.92)
Lemma 9.4 For each non-negative integer m we have:
a′m,0 = T
ma′0,0 + b
′
m,0
where:
b′m,0 =
m−1∑
k=0
T kΛTm−k−1 /∆µ+
m−1∑
k=0
T kc′m−k
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and for each j = 1, ...,m,
c′j = −(T trχ)T j−1 /∆µ− 2( /ˆLT χˆ− tr(T )/πχˆ) · /ˆµ2,j−1,0
Moreover, for each pair of non-negative integers (m, l) and each multi-index (i1...il) we have:
(i1...il)a′m,l = Ril ...Ri1T
ma′0,0 +
(i1...il)b′m,l
where:
(i1...il)b′m,l = Ril ...Ri1b
′
m,0 +
l−1∑
k=0
Ril ...Ril−k+1
(Ril−k )ZRil−k−1 ...Ri1T
m /∆µ
+
l−1∑
k=0
Ril ...Ril−k+1
(i1...il−k)c′′m,l−k
and for each j = 1, ..., l and each multi-index (i1...ij),
(i1...ij)c′′m,j = −(Rij trχ)(Rij−1 ...Ri1Tm /∆µ)− 2( /ˆLRij χˆ− tr
(Rij )/πχˆ) · (i1...ij−1) /ˆµ2,m,j−1
Proof . To prove the first part, we note that it holds trivially for m = 0 with:
b′0,0 = 0 (9.93)
Thus, by induction on m, assume that:
a′m−1,0 = T
m−1a′0,0 + b
′
m−1,0 (9.94)
holds for some b′m−1,0. Applying T to this we obtain:
Ta′m−1,0 = T
ma′0,0 + Tb
′
m−1,0 (9.95)
On the other hand, from the definition:
a′m−1,0 = LT
m−1 /∆µ+ trχTm−1 /∆µ+ 2χˆ · /ˆµ2,m−1,0 (9.96)
Applying T to this and using Lemma 9.2 yields:
Ta′m−1,0 = TLT
m−1 /∆µ+ trχTm /∆µ+ 2χˆ · /ˆµ2,m,0 (9.97)
+(T trχ)Tm−1 /∆µ+ 2( /ˆLT χˆ− tr(T )/πχˆ) · /ˆµ2,m−1,0
Writing
TLTm−1 /∆µ = LTm /∆µ− ΛTm−1 /∆µ,
(9.97), in view of the definition of a′m,0, reads:
Ta′m−1,0 = a
′
m,0 − ΛTm−1 /∆µ− c′m (9.98)
where c′m is as in the statement of the lemma. Equating the two expressions for Ta′m−1,0, that is,
(9.95) with (9.98), we obtain the formula for a′m,0, if we set:
b′m,0 = Tb
′
m−1,0 + ΛT
m−1 /∆µ+ c′m (9.99)
Using then Proposition 8.2, the result follows.
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To prove the second part, we apply induction on l. Assume:
a′m,l−1 = Ril−1 ...Ri1T
ma′0,0 +
(i1...il−1)b′m,l−1 (9.100)
Applying Ril to this we obtain:
Rila
′
m,l−1 = Ril ...Ri1T
ma′0,0 +Ril
(i1...il−1)b′m,l−1 (9.101)
On the other hand, from the definition in Proposition 9.2,
(i1...il−1)a′m,l−1 = L(Ril−1 ...Ri1T
m /∆µ) + trχ(Ril−1 ...Ri1T
m /∆µ) + 2χˆ · (i1...il−1) /ˆµ2,m,l−1 (9.102)
Applying Ril to this and using Lemma 9.3:
Ril
(i1...il−1)a′m,l−1 = RilL(Ril−1 ...Ri1T
m /∆µ) + trχ(Ril ...Ri1T
m /∆µ) (9.103)
+2χˆ · (i1...il) /ˆµ2,m,l + (Riltrχ)(Ril−1 ...Ri1Tm /∆µ)
+2( /ˆLRil χˆ− tr
(Ril )/πχˆ) · (i1...il−1) /ˆµ2,m,l−1
Writing:
RilL(Ril−1 ...Ri1T
m /∆µ) = L(Ril ...Ri1T
m /∆µ)− (Ril )ZRil−1 ...Ri1Tm /∆µ
(9.103) becomes, in view of the definition of a′m,l,:
Ril
(i1...il−1)a′m,l−1 =
(i1...il)a′m,l − (Ril )ZRil−1 ...Ri1Tm /∆µ− c′′m,l (9.104)
Equating the two expressions for Ril
(i1...il−1)a′m,l−1, that is (9.101) with (9.104), we obtain the formula
for (i1...il)a′m,l, if we set:
(i1...il)b′m,l = Ril
(i1...il−1)b′m,l−1 +
(Ril )ZRil−1 ...Ri1T
m /∆µ+ c′′m,l (9.105)
Using again Proposition 8.2, the result follows.
Next, we shall investigate the order of various terms in the propagation equation of Proposition 9.2.
In obtaining estimates for the n+ 1st order spatial derivatives of µ, of which at least two are angular,
we are to set m+ l = n− 1 in Proposition 9.2. The principal terms shall be of order m+ l+2 = n+1,
and the principal acoustical terms shall be the principal terms in the spatial derivatives of χ and µ.
From (9.26), (9.36) and (9.40), we know that fˇ ′ is of order 2, and contains no acoustical part of
order 2. It follows that
(i1...il)
fˇm,l is of order m+ l+ 2, but contains no principal acoustical part.
We turn to (i1...il)g′m,l. From the expression of
(i1...il)g′m,l, we must investigate g
′
m,0. From (9.44),
(9.36), (9.38), (9.35), (9.32), (9.30) and (9.24) we know that gˇ′ is of order 2, and its principal acoustical
part is given by (9.58), consisting of 1st angular derivatives of trχ multiplied by µ. It follows that
Tmgˇ′ (9.106)
the first term in g′m,0 is of order m+ 2 and its principal acoustical part consists of
ξ · (µ/dTmtrχ) (9.107)
or, in view of equation (3.125)-(3.126),
ξ · (µ/dtrχ) : m = 0 (9.108)
ξ · (µ/dTm−1 /∆µ) : m ≥ 1
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to principal acoustical terms. In view of (9.60) and (8.34), (9.108) can be expressed to principal
acoustical parts in terms of:
ξ · x0 : m = 0 (9.109)
ξ · /dx′m−1,0 : m ≥ 1
The second term in g′m,0 can be written as:
m−1∑
k=0
ΛT kx′m−k−1,0 −
m−1∑
k=0
[Λ, T k]x′m−k−1,0 (9.110)
The commutator sum is of lower order m+ 1, while
T kx′m−k−1,0 = T
k(µTm−k−1 /∆µ− Tm−k−1fˇ ′) (9.111)
= x′m−1,0 +
k∑
j=1
Cjk(T
jµ)(Tm−j−1 /∆µ)
The contribution of the second term in (9.111) to the first term of (9.110) is of lower order m + 1,
while the contribution of the first term is:
mΛx′m−1,0 (9.112)
This is the principal part of the second term in g′m,0.
The third term in g′m,0 is
m−1∑
k=0
T ky′m−k,0 (9.113)
Consider the expression for y′j,0. Here, all terms except the first term:
− (Tµ)a′j−1,0 = −(Tµ)(T j−1a′0,0 + b′j−1,0) (9.114)
are of lower order j + 1. The principal term in a′0,0 is
/∆m+ µ /∆e
It follows that T j−1a′0,0 is of principal order j+2 but contains no principal acoustical part, its principal
term being:
T j−1 /∆m+ µT j−1 /∆e
From Lemma 9.4,
b′j−1,0 =
j−2∑
k=0
T kΛT j−k−2 /∆µ+
j−2∑
k=0
T kc′j−k−1 (9.115)
The first sum in (9.115) is of order j +1, while from the expression of c′j , the second sum in (9.115) is
of order j. We conclude that the principal part of the third term in g′m,0 is
−m(Tµ)Tm−1a′0,0 (9.116)
This is of principal order m+2, but contains no principal acoustical part. This completes the investi-
gation of g′m,0.
We conclude from above that the contributions of (9.109), (9.112) and (9.116) to
Ril ...Ri1g
′
m,0 (9.117)
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are all of principal order l+m+ 2. The contribution of (9.109) to (9.117) is
ξ · (i1...il)xl : m = 0 (9.118)
ξ · /d(i1...il)x′m−1,l : m ≥ 1
where ξ is given by (9.59). By H0,
|ξ · (i1...il)xl| ≤ |ξ||(i1...il)xl| (9.119)
|ξ · /d(i1...il)x′m−1,l| ≤ C(1 + t)−1|ξ|max
j
|(i1...ilj)x′m−1,l+1|
The contribution of (9.112) is:
mΛ(i1...il)x′m−1,l (9.120)
From H0, this is bounded by:
Cm(1 + t)−1|Λ|max
j
|(i1...ilj)x′m−1,l+1| (9.121)
Finally, the contribution of (9.116) is:
−m(Tµ)Ril ...Ri1Tm−1a′0,0 (9.122)
This does not contain principal acoustical part. This completes the investigation of the first term of
(i1...il)g′m,l.
We turn to the second term of (i1...il)g′m,l. This is:
l−1∑
k=0
Ril ...Ril−k+1
(Ril−k )Z(i1...il−k−1)x′m,l−k−1 (9.123)
which we write as:
l−1∑
k=0
(Ril−k )ZRil ...Ril−k+1
(i1...il−k−1)x′m,l−k−1 (9.124)
minus:
l−1∑
k=0
[(Ril−k )Z,Ril ...Ril−k+1 ]
(i1...il−k−1)x′m,l−k−1 (9.125)
Obviously, the commutator term is of lower order l +m+ 1, while the principal part of (9.135) is:
l−1∑
k=0
(Ril−k )Z(i1...il−k−1il−k+1...il)x′m,l−1 (9.126)
This is a principal acoustical term. By H0, it can be bounded by:
C(1 + t)−1(
l∑
k=1
|(Rik )Z|)max
j
|(i1...ik−1ik+1...ilj)x′m,l| (9.127)
Finally, we consider the third term in (i1...il)g′m,l. This is
l−1∑
k=0
Ril ...Ril−k+1
(i1...il−k)y′m,l−k (9.128)
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Note that only the first term in (i1...ij)y′m,j is of principal order m+ l + 2:
− (Rijµ)(i1...ij−1)a′m,j−1 = −(Rijµ)(Rij−1 ...Ri1Tma′0,0 + (i1...ij−1)b′m,j−1) (9.129)
Since a′0,0 is of order 3, but contains no acoustical part of order 3, it follows that Rij−1 ...Ri1T
ma′0,0
is of principal order m + j + 2 but contains no principal acoustical part. (i1...ij−1)b′m,j−1 is given by
Lemma 9.4:
(i1...ij−1)b′m,j−1 = Rij−1 ...Ri1b
′
m,0 (9.130)
+
j−2∑
k=0
Rij−1 ...Rij−k
(Rij−k−1 )ZRij−k−2 ...Ri1T
m /∆µ
+
j−2∑
k=0
Rij−1 ...Rij−k
(i1...ij−k−1)c′′m,j−k−1
By the discussions after (9.115), we know that the first term on the right of (9.130) is of orderm+j+1.
Obviously, the second term is also of order m + j + 1. While (i1...ij)c′′m,j , given in Lemma 9.4, is of
order m+ j + 1, hence, the third term on the right of (9.130) is of order m+ j. Thus (i1...ij−1)b′m,j−1
is of lower order m+ j + 1. We conclude that the principal part of (9.128) is:
−
l−1∑
k=0
(Ril−kµ)Ril ...Ril−k+1Ril−k−1 ...Ri1T
ma′0,0 (9.131)
This is of principal order m + l + 2, but contains no principal acoustical part. This completes the
investigation of (i1...il)g′m,l.
9.3 Elliptic Theory on St,u
Returning to the propagation equation for (i1...il)x′m,l of Proposition 9.2, the term 2µχˆ ·
(i1...il)
/ˆµ2,m,l
remains to be considered. Of course,
(i1...il)
/ˆµ2,m,l is a principal acoustical term, it involves the m+ lth
order spatial derivatives of /ˆµ2, not
/∆µ, which is what the propagation equation for (i1...il)x′m,l allows
us to control. The term in question comes from (9.45), namely, from the term
2µχˆ · /ˆD2µ = 2µχˆ · /ˆµ2
Now, the propagation equation must be considered in conjunction with the definition (9.41):
µ /∆µ = x′ + fˇ ′ (9.132)
which is an elliptic equation for µ on each surface St,u. Then we can use this equation to estimate on
St,u, /dµ as well as /ˆµ2 in terms of x
′ and the 2nd derivatives of ψµ. On the other hand, (9.45) allows
us to estimate x′ along each generator of Cu in terms of /ˆµ2 and 2nd derivatives of ψµ. Thus we can
estimate /dµ and /D
2
µ in terms of 2nd derivatives of ψµ.
Similarly, the propagation equation for (i1...il)x′m,l must be considered in conjunction with an elliptic
equation for
(i1...il)µm,l = Ril ...Ri1T
mµ (9.133)
then we can estimate /D
2(i1...il)µm,l in terms of m + l + 2nd derivatives of ψµ. The required elliptic
equation will be derived from (9.60):
µRil ...Ri1T
m /∆µ = (i1...il)x′m,l +
(i1...il)
fˇ ′m,l (9.134)
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with the help of the following lemmas.
Lemma 9.5 Let (M, g) be a 2-dimensional Riemannian manifold, let X be an arbitrary vectorfield
and f an arbitrary function on M . Then the following commutation formulas hold:
X(∆gf)−∆g(Xf) = −(X)πab(∇2f)ab − tr(X)πb1dbf
and:
(LˆX∇ˆ2f)ab − (∇ˆ2(Xf))ab = −1
2
(X)πˆab∆gf − (X)πˆc1,abdcf
Here,
tr(X)πb1 = ∇a(X)πba −
1
2
∇btr(X)π
(X)πˆc1,ab =
1
2
(∇a(X)πˆcb +∇b(X)πˆca −∇c(X)πˆab − gab∇d(X)πˆcd)
+
1
4
(δcadbtr
(X)π + δcbdatr
(X)π − gabdctr(X)π)
where LXg = (X)π.
Proof . Let φt be the local 1-parameter group generated by X and let φt∗ be the corresponding
pull back. Consider an arbitrary 1-form α on M . We then have
φt∗(
g
∇α) =
φt∗g∇ (φt∗α) (9.135)
Now, in an arbitrary coordinates we have:
(
g
∇α)ab = ∂αb
∂xa
−
g
Γcabαc (9.136)
where
g
Γcab is the Christoffel symbol of metric g in these coordinates. Similarly, in the same coordinates,
(
φt∗g∇ (φt∗α))ab = ∂(φt∗α)b
∂xa
−
φt∗g
Γcab (φt∗α)c (9.137)
Differentiating (9.137) with respect to t at t = 0 we obtain:
(
d
dt
(
φt∗g∇ (φt∗α))ab)t=0 = ∂
∂xa
(
d
dt
(φt∗α)b)t=0 −
g
Γcab(
d
dt
(φt∗α)c)t=0 − ( d
dt
φt∗g
Γcab )t=0αc (9.138)
Now, from the definition,
(
d
dt
(φt∗α))t=0 = LXα
By (9.135), the left hand-side of (9.138) is the ab-component of:
(
d
dt
(φt∗(
g
∇α)))t=0 = LX(∇α)
Recalling (8.109), we have:
(
d
dt
φt∗g
Γcab )t=0 =
(X)πc1,ab (9.139)
where:
(X)πc1,ab =
1
2
(∇a(X)πcb +∇b(X)πca −∇c(X)πab) (9.140)
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we conclude that:
(LX(∇α))ab = (∇(LXα))ab − (X)πc1,abαc (9.141)
In particular, in the case α = df for some function f , since
LX(df) = d(Xf)
we obtain:
(LX(∇2f))ab = (∇2(Xf))ab − (X)πc1,abdcf (9.142)
for any function f on M . Since:
∆gf = (g
−1)ab(∇2f)ab
it follows that:
X(∆gf) = LX(∆gf) = −(X)πab(∇2f)ab + (g−1)ab(LX(∇2f))ab (9.143)
Since
(g−1)ab(∇2(Xf))ab = ∆g(Xf)
then by (9.142) and (9.143), the first part of the lemma follows. In fact, the first part holds for an
arbitrary n-dimensional manifold M .
For the second part, we consider the case of 2-dimensional manifold M . The trace-free part of ∇2f
is:
∇ˆ2f = ∇2f − 1
2
g∆gf
hence:
LX(∇ˆ2f) = LX(∇2f)− 1
2
(X)π∆gf − 1
2
gX(∆gf) (9.144)
Substituting from (9.142) and the first part of the lemma we then obtain:
(LX(∇ˆ2f))ab = (∇2(Xf))ab − (X)πc1,abdcf −
1
2
(X)πab∆gf (9.145)
−1
2
gab{∆g(Xf)− (X)πcd(∇2f)cd − tr(X)πc1dcf}
Taking the trace-free part on both sides of above, then we get the second part of the lemma.
Lemma 9.6 Let f be an arbitrary function defined on a given hypersurface Σt. Then the following
commutation formulas hold:
T ( /∆f)− /∆(Tf) = −(T )/πAB( /D2f)AB − tr(T )/πB1 /dBf
and:
( /ˆLT /ˆD
2
f)AB − ( /ˆD
2
(Tf))AB = −1
2
(T )
/ˆπAB /∆f −
(T )
/ˆπ
C
1,AB
/dCf
Here,
(T )
/π
C
1,AB =
1
2
{ /DA(T )/πCB + /DB(T )/πCA − /D
C (T )
/πAB}
is the Lie derivative with respect to T of the induced connection on St,u, and the trace in the lemma
is with respect to the induced metric on St,u.
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Proof . Since T is tangential to Σt, we can confine attention to Σt. Also, we can choose acoustical
coordinates (ϑ1, ϑ2) so that Ξ = 0 on the given Σt. So on this Σt:
T =
∂
∂u
(9.146)
Consider an arbitrary St,u 1-form α defined on Σt. In terms of (u, ϑ1, ϑ2):
( /Dα)AB =
∂αB
∂ϑA
− /ΓCABαC (9.147)
Differentiating (9.147) with respect to u we obtain:
∂
∂u
( /Dα)AB =
∂
∂ϑA
(
∂αB
∂u
)− /ΓCAB
∂αC
∂u
− ∂/Γ
C
AB
∂u
αC (9.148)
In view of (9.146),
∂αA
∂u
= (/LTα)A,
∂
∂u
( /Dα)AB = (/LT ( /Dα))AB (9.149)
Moreover, from Chapter 3 we have, in view of (9.146),
∂/gAB
∂u
= (T )/πAB = 2κθAB,
∂
∂u
(/g
−1)AB = −(T )/πAB = −2κθAB (9.150)
hence:
∂/Γ
C
AB
∂u
=
1
2
∂
∂u
{(/g−1)CD(
∂/gBD
∂ϑA
+
∂/gAD
∂ϑB
− ∂/gAB
∂ϑD
)}
= −(T )/πCD/ΓEAB/gDE +
1
2
(/g
−1)CD(
∂(T )/πBD
∂ϑA
+
∂(T )/πAD
∂ϑB
− ∂
(T )
/πAB
∂ϑD
)
=
1
2
(/g
−1)CD( /DA
(T )
/πBD + /DB
(T )
/πAD − /DD(T )/πAB)
that is:
∂/Γ
C
AB
∂u
= (T )/π
C
1,AB (9.151)
where:
(T )
/π
C
1,AB =
1
2
{ /DA(T )/πCB + /DB(T )/πCA − /D
C (T )
/πAB} (9.152)
Substituting (9.151) in (9.148), and in view of (9.149), we then obtain:
(/LT ( /Dα))AB = ( /D(/LTα))AB −
(T )
/πC1,ABαC (9.153)
This holds for any St,u 1-form α defined on Σt. In particular, it holds in the case α = /df for some
function f defined on Σt. In this case, we have,
αA =
∂f
∂ϑA
,
∂αA
∂u
=
∂
∂ϑA
(
∂f
∂u
)
i.e.
/LT (/df) = /d(Tf) (9.154)
So by (9.153) we have:
(/LT ( /D2f))AB = ( /D2(Tf))AB − (T )/πC1,AB/dCf (9.155)
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for any function f on Σt. Since:
/∆f = (/g
−1)AB( /D2f)AB
it follows by (9.150) that:
T ( /∆f) = /LT ( /∆f) = −(T )/πAB( /D2f)AB + (/g−1)AB(/LT ( /D2f))AB (9.156)
Since
(/g
−1)AB( /D2(Tf))AB = /∆(Tf)
the first part of the lemma follows.
To prove the second part, we note that the trace-free part of /D
2
f is:
/ˆD
2
f = /D
2
f − 1
2
/g /∆f
hence:
/LT ( /ˆD
2
f) = /LT ( /D2f)−
1
2
(T )
/π /∆f − 1
2
/gT ( /∆f) (9.157)
So using (9.155) and the first part of the lemma we obtain:
(/LT ( /ˆD
2
f))AB = ( /D
2
(Tf))AB − (T )/πC1,AB/dCf −
1
2
(T )
/πAB /∆f (9.158)
−1
2
/gAB{ /∆(Tf)−
(T )
/π
CD( /D
2
f)CD − tr(T )/πC1 /dCf}
Then taking the trace-free part on the above, we get the second part of the lemma.
Proposition 9.3 For each pair of non-negative integers (m, l) and each multi-index (i1...il) we
have:
/∆(i1...il)µm,l −Ril ...Ri1Tm /∆µ = (i1...il)dm,l
where:
(i1...il)dm,l = Ril ...Ri1dm,0 +
l−1∑
k=0
Ril ...Ril−k+1(
(Ril−k )/π · /D2(i1...il−k−1)µm,l−k−1)
+
l−1∑
k=0
Ril ...Ril−k+1(tr
(Ril−k )/π1 · /d(i1...il−k−1)µm,l−k−1)
and:
dm,0 =
m−1∑
k=0
T k((T )/π · /D2µm−k−1,0) +
m−1∑
k=0
T k(tr(T )/π1 · /dµm−k−1,0)
Proof . We first consider the case l = 0. If also m = 0 we have trivially:
d0,0 = 0 (9.159)
We shall derive a recursion formula for dm,0. Consider then:
dm−1,0 = /∆µm−1,0 − Tm−1 /∆µ
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Applying T to this we obtain:
Tdm−1,0 = T ( /∆µm−1,0)− Tm /∆µ (9.160)
From the first part of Lemma 9.6,
T ( /∆µm−1,0) = /∆µm,0 − (T )/π · /D2µm−1,0 − tr(T )/π1 · /dµm−1,0 (9.161)
Substituting (9.161) in (9.160) and noting that:
/∆µm,0 − Tm /∆µ = dm,0
we obtain the recursion relation:
dm,0 = Tdm−1,0 +
(T )
/π · /D2µm−1,0 + tr(T )/π1 · /dµm−1,0 (9.162)
Applying Proposition 8.2, we get the expression for dm,0.
Next, we consider the case l ≥ 1. We have:
(i1...il−1)dm,l−1 = /∆(i1...il−1)µm,l−1 −Ril−1 ...Ri1Tm /∆µ
Applying Ril to this we obtain:
Ril
(i1...il−1)dm,l−1 = Ril /∆
(i1...il−1)µm,l−1 −Ril ...Ri1Tm /∆µ (9.163)
From the first part of Lemma 9.5 we have:
Ril /∆
(i1...il−1)µm,l−1 = (9.164)
/∆(i1...il)µm,l − (Ril )/π · /D2(i1...il−1)µm,l−1 − tr(Ril )/π1 · /d(i1...il−1)µm,l−1
Substituting (9.164) in (9.163) and noting that:
/∆(i1...il)µm,l −Ril ...Ri1Tm /∆µ = (i1...il)dm,l
we obtain the recursion relation:
(i1...il)dm,l = (9.165)
Ril
(i1...il−1)dm,l−1 +
(Ril )/π · /D2(i1...il−1)µm,l−1 + tr(Ril )/π1 · /d(i1...il−1)µm,l−1
Applying again Proposition 8.2, the result follows.
Proposition 9.4 For each pair of non-negative integers (m, l) and each multi-index (i1...il) we
have:
/ˆD
2
(i1...il)µm,l − (i1...il) /ˆµ2,m,l = (i1...il)em,l
where:
(i1...il)em,l = /ˆLRil ... /ˆLRi1 em,0 +
1
2
l−1∑
k=0
/ˆLRil ... /ˆLRil−k+1 (
(Ril−k ) /ˆπ /∆(i1...il−k−1)µm,l−k−1)
+
l−1∑
k=0
/ˆLRil ... /ˆLRil−k+1 (
(Ril−k ) /ˆπ1 · /d(i1...il−k−1)µm,l−k−1)
and:
em,0 =
1
2
m−1∑
k=0
/ˆLkT (
(T )
/ˆπ /∆µm−k−1,0) +
m−1∑
k=0
/ˆLkT (
(T )
/ˆπ1 · /dµm−k−1,0)
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Proof . We first consider the case l = 0. If also m = 0, from the definition, we have:
e0,0 = 0 (9.166)
Consider then:
em−1,0 = /ˆD
2
µm−1,0 − /ˆµ2,m−1,0
Apply /ˆLT to this to obatin:
/ˆLT em−1,0 = /ˆLT /ˆD
2
µm−1,0 − /ˆµ2,m,0 (9.167)
From the second part of Lemma 9.6:
/ˆLT /ˆD
2
µm−1,0 = /ˆD
2
µm,0 − 1
2
(T )
/ˆπ /∆µm−1,0 −
(T )
/ˆπ1 · /dµm−1,0 (9.168)
Substituting (9.168) in (9.167) and noting that:
/ˆD
2
µm,0 − /ˆµ2,m,0 = em,0
we obtain:
em,0 = /ˆLT em−1,0 +
1
2
(T )
/ˆπ /∆µm−1,0 +
(T )
/ˆπ1 · /dµm−1,0 (9.169)
Applying Proposition 8.2, the expression for em,0 follows.
Next, we consider the case l ≥ 1. Consider:
(i1...il−1)em,l−1 = /ˆD
2
(i1...il−1)µm,l−1 − (i1...il−1) /ˆµ2,m,l−1
Applying /ˆLRil to this we obtain:
/ˆLRil
(i1...il−1)em,l−1 = /ˆLRil /ˆD
2
(i1...il−1)µm,l−1 − (i1...il) /ˆµ2,m,l (9.170)
From the second part of Lemma 9.5:
/ˆLRil /ˆD
2
(i1...il−1)µm,l−1 = /ˆD
2
(i1...il)µm,l (9.171)
−1
2
(Ril ) /ˆπ /∆(i1...il−1)µm,l−1 −
(Ril ) /ˆπ1 · /d(i1...il−1)µm,l−1
Substituting (9.171) in (9.170) and noting that:
/ˆD
2
(i1...il)µm,l − (i1...il) /ˆµ2,m,l = (i1...il)em,l
we obtain:
(i1...il)em,l = /ˆLRil
(i1...il−1)em,l−1 (9.172)
+
1
2
(Ril ) /ˆπ /∆(i1...il−1)µm,l−1 +
(Ril ) /ˆπ1 · /d(i1...il−1)µm,l−1
Thus, applying again Proposition 8.2, the result follows.
Let us investigate the order of (i1...il)dm,l. First, we should investigate dm,0. Here, the leading terms
are of order m+1 and are contributed by /LkT ( /D2µm−k−1) in the first sum, a 2nd angular derivative of
Tm−1µ to principal terms, and by /Lm−1T tr(T )/π1 in the second sum, a 1st angular derivative of /L
m−1
T θ
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to principal terms.The principal acoustical part of the latter is a first angular derivative of χ if m = 1,
a 3rd angular derivative of Tm−2µ if m ≥ 2 (by (3.125)-(3.126)). It follows that the leading terms in
the first term of dm,l:
Ril ...Ri1dm,0
are of order m+ l+1, the principal acoustical terms being l+1st angular derivatives of χ and l+2nd
angular derivatives of µ if m = 1, l+3rd angular derivatives of Tm−2µ and l+2nd angular derivatives
of Tm−1µ if m ≥ 2.
The leading terms in the second term of (i1...il)dm,l:
l−1∑
k=0
Ril ...Ril−k+1(
(Ril−k )/π · /D2µm,l−k−1)
are also of order m+ l + 1, being l + 1st angular derivatives of Tmµ, l ≥ 1. Finally, the leading term
in the third term of (i1...il)dm,l:
l−1∑
k=0
Ril ...Ril−k+1(tr
(Ril−k )/π1 · /d(i1...il−k−1)µm,l−k−1)
is:
(/LRil .../LRi2 tr
(Ri1 )/π1) · /dµm,0
From the expression for (Ri)πAB, this term involves the lth angular derivatives of χ and is thus of
order l+1, which coincides with the order of the leading terms in the first two terms of the expression
for (i1...il)dm,l if m = 0. We conclude that
(i1...il)dm,l is of order m+ l + 1-one less than principal-and
its leading acoustical terms are lth angular derivatives of χ and (for l ≥ 1) l + 1st angular derivatives
of µ if m = 0, l + 1st angular derivatives of χ and l + 2nd angular derivatives of µ and (for l ≥ 1)
l + 1st angular derivatives of Tµ if m = 1, l + 3rd angular derivatives of Tm−2µ and l + 2nd angular
derivatives of Tm−1µ and (for l ≥ 1) l + 1st angular derivatives of Tmµ if m ≥ 2.
Let us also investigate the order of (i1...il)em,l. First, we should investigate em,0. Here, the leading
terms are of order m + 1 and are contributed by T k( /∆µm−k−1,0) in the first sum, a 2nd angular
derivative of Tm−1µ to principal terms and by /ˆLm−1T
(T )
/ˆπ1 in the second sum, a 1st angular derivative
of /Lm−1T θ to principal terms. The principal acoustical part of the latter is a 1st angular derivative of χ
if m = 1, a 3rd angular derivative of Tm−2µ if m ≥ 2 (by (3.125)-(3.126)). It follows that the leading
terms in the first term of (i1...il)em,l:
/ˆLRil ... /ˆLRi1 em,0
are of order m+ l + 1, the leading acoustical terms being l+ 1st angular derivatives of χ and l + 2nd
angular derivatives of µ if m = 1, l+3rd angular derivatives of Tm−2µ and l+2nd angular derivatives
of Tm−1µ if m ≥ 2. The leading terms in the second term of (i1...il)em,l:
1
2
l−1∑
k=0
/ˆLRil ... /ˆLRil−k+1 (
(Ril−k ) /ˆπ /∆(i1...il−k−1)µm,l−k−1)
are also of order m+ l + 1, being l + 1st angular derivatives of Tmµ, l ≥ 1. Finally, the leading term
in the third term of (i1...il)em,l:
l−1∑
k=0
/ˆLRil ... /ˆLRil−k+1 (
(Ril−k ) /ˆπ1 · /d(i1...il−k−1)µm,l−k−1)
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is
( /ˆLRil ... /ˆLRi2
(Ri1 )
/ˆπ1) · /dµm,0
This term involves the lth order angular derivatives of χ and is thus of order l + 1, which coincides
with the order of the leading terms in the first two terms of (i1...il)em,l if m = 0. We conclude that
(i1...il)em,l is of order m+ l+1-one less than principal-and its leading acoustical terms are lth angular
derivatives of χ and (for l ≥ 1) l+ 1st angular derivatives of µ if m = 0, l+ 1st angular derivatives of
χ and l+2nd angular derivative of µ and (for l ≥ 1) l+1st angular derivatives of Tµ if m = 1, l+3rd
angular derivatives of Tm−2µ and l+2nd angular derivatives of Tm−1µ and (for l ≥ 1) l+1st angular
derivatives of Tmµ if m ≥ 2.
By equation (9.134) and Proposition 9.3, (i1...il)µm,l satisfies on each St,u the elliptic equation:
/∆(i1...il)µm,l = µ
−1((i1...il)x′m,l +
(i1...il)
fˇ ′m,l) +
(i1...il)dm,l (9.173)
We shall need the following µ-weighted L2 estimate:
Lemma 9.7 Let (M, g) be a compact 2-dimensional Riemannian manifold, and let φ be a function
on (M, g) satisfying the equation:
∆gφ = ρ
for some function ρ on M . Let also µ be an arbitrary non-negative function on M . Then the following
estimate holds on M :∫
M
µ2{1
2
|∇2φ|2 +K|dφ|2}dµg ≤ 2
∫
M
µ2ρ2dµg + 3
∫
M
|dµ|2|dφ|2dµg
where K is the Gauss curvature of (M, g).
Proof . Consider the 1-form:
ψ = dφ (9.174)
We have:
divgψ = ∆gφ = ρ (9.175)
So we get:
µd(divgψ) = d(µρ) − ρdµ (9.176)
Now, in arbitrary local coordinate d(divgψ) is:
∇a(∇bψb)
and we have:
∇a(∇bψb) = ∇b(∇aψb)− Sabψb (9.177)
where Sa
b = Sac(g
−1)bc and Sac are the components of the Ricci curvature of (M, g). Since dimM = 2,
we have:
Sa
b = Kδba
Noting also that:
∇aψb = ∇bψa
(9.177) reduces to
∇a(∇bψb) = ∇b(∇bψa)−Kψa (9.178)
Substituting in (9.176) we obtain:
µ∇b(∇bψa)− µKψa = da(µρ)− ρdaµ (9.179)
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We multiply this equation by −µψa and integrate over M . We have, integrating by parts,
−
∫
M
µ2ψa∇b(∇bψa)dµg =
∫
M
µ2|∇ψ|2dµg +
∫
M
2µIadaµdµg (9.180)
where
Ia = ψb∇bψa (9.181)
Moreover, we have, also integrating by parts,
−
∫
M
µψada(µρ)dµg =
∫
M
µρdivg(µψ)dµg =
∫
M
{µ2ρ2 + µρψadaµ}dµg (9.182)
In view of (9.180) and (9.182), we obtain:∫
M
µ2{|∇ψ|2 +K|ψ|2}dµg +
∫
M
2µIadaµdµg =
∫
M
{µ2ρ2 + 2µρψadaµ}dµg (9.183)
Now, we have:
2µ|Iadaµ| ≤ 2µ|I||dµ|
and
|I| ≤ |∇ψ||ψ|
hence we can estimate:
2µ|Iadaµ| ≤ 2µ|dµ||ψ||∇ψ| ≤ 1
2
µ2|∇ψ|2 + 2|dµ|2|ψ|2 (9.184)
Also we can estimate:
2µ|ρψadaµ| ≤ µ2ρ2 + |dµ|2|ψ|2 (9.185)
In view of (9.184)-(9.185), the identity (9.183) implies:∫
M
µ2{1
2
|∇ψ|2 +K|ψ|2}dµg ≤ 2
∫
M
µ2ρ2dµg + 3
∫
M
|dµ|2|ψ|2dµg (9.186)
The lemma thus follows.
We now apply Lemma 9.7 to (9.173), taking (M, g) to be (St,u, /g), φ to be
(i1...il)µm,l, and the
function ρ to be:
µ−1((i1...il)x′m,l +
(i1...il)
fˇ ′m,l) +
(i1...il)dm,l
In view of Lemma 8.9, taking δ0 suitably small, we have K ≥ 0, thus we obtain:
‖µ /D2(i1...il)µm,l‖L2(St,u) (9.187)
≤ C‖(i1...il)x′m,l‖L2(St,u) + C‖
(i1...il)
fˇ ′m,l‖L2(St,u)
+C‖µ(i1...il)dm,l‖L2(St,u) + C‖/dµ‖L∞(St,u)‖/d(i1...il)µm,l‖L2(St,u)
By F1,
|/dµ| ≤ Cδ0(1 + t)−1[1 + log(1 + t)] (9.188)
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Substituting (9.188) in (9.187) yields:
‖µ /D2(i1...il)µm,l‖L2(St,u) (9.189)
≤ C‖(i1...il)x′m,l‖L2(St,u) + C‖
(i1...il)
fˇ ′m,l‖L2(St,u) + C‖µ(i1...il)dm,l‖L2(St,u)
+Cδ0(1 + t)
−1[1 + log(1 + t)]‖/d(i1...il)µm,l‖L2(St,u)
In view of Proposition 9.4, we then obtain:
‖µ(i1...il) /ˆµ2,m,l‖L2(St,u) ≤ C‖(i1...il)x′m,l‖L2(St,u) + C‖
(i1...il)
fˇ ′m,l‖L2(St,u) (9.190)
+C‖µ(i1...il)dm,l‖L2(St,u) + C‖µ(i1...il)em,l‖L2(St,u)
+Cδ0(1 + t)
−1[1 + log(1 + t)]‖/d(i1...il)µm,l‖L2(St,u)
9.4 The Estimates for the Solutions of the Propagation Equa-
tions
We now return to the propagation equation of Proposition 9.2. Setting:
(i1...il)g˜′m,l = −2µχˆ ·
(i1...il)
/ˆµ2,m,l +
(i1...il)g′m,l (9.191)
the propagation equation takes the form:
L(i1...il)x′m,l + (trχ− 2µ−1(Lµ))(i1...il)x′m,l = −(
1
2
trχ− 2µ−1(Lµ))(i1...il)fˇ ′m,l + (i1...il)g˜′m,l (9.192)
Defining as in Chapter 8 the diffeomorphisms Φt,u of S
2 onto St,u, if ω is any St,u r-covariant tensorfield
defined in W ∗ǫ0 , we consider the pullback ω(t, u) = Φ
∗
t,uω, a r-covariant tensorfield on S
2 depending on
the parameters t and u. If in place of ω we have /LLω, the corresponding tensorfield on S2 is ∂ω(t,u)∂t .
The propagation equation (9.192) can then be viewed as an equation for the function
(i1...il)x′(t, u) on
S2 depending on t and u:
∂
∂t
(i1...il)x′m,l + (trχ− 2µ−1
∂µ
∂t
)(i1...il)x′m,l = −(
1
2
trχ− 2µ−1∂µ
∂t
)
(i1...il)
fˇ ′m,l +
(i1...il)g˜′m,l (9.193)
Consider a function φ(t, u) on S2 depending on the parameters t and u. We have:
|φ| ∂
∂t
|φ| = 1
2
∂
∂t
φ2 = φ
∂φ
∂t
(9.194)
Then from the propagation equation (9.193) we have:
(i1...il)x′m,l
∂
∂t
(i1...il)x′m,l + (trχ− 2µ−1
∂µ
∂t
)((i1...il)x′m,l)
2 (9.195)
= −(1
2
trχ− 2µ−1∂µ
∂t
)(i1...il)x′m,l
(i1...il)
fˇ ′m,l +
(i1...il)x′m,l
(i1...il)g˜′m,l
Since
|(i1...il)x′m,l
(i1...il)
fˇ ′m,l| ≤ |(i1...il)x′m,l||
(i1...il)
fˇ ′m,l|
and
|(i1...il)x′m,l(i1...il)g˜′m,l| ≤ |(i1...il)x′m,l||(i1...il)g˜′m,l|
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the assumption AS implies through (9.195)
(i1...il)x′m,l
∂
∂t
(i1...il)x′m,l + (trχ− 2µ−1
∂µ
∂t
)|(i1...il)x′m,l|2 (9.196)
≤ (1
2
trχ− 2µ−1 ∂µ
∂t
)|(i1...il)x′m,l||
(i1...il)
fˇ ′m,l|+ |(i1...il)x′m,l||(i1...il)g˜′m,l|
Applying (9.194) taking φ = (i1...il)x′m,l, we get:
∂
∂t
|(i1...il)x′m,l|+ (trχ− 2µ−1
∂µ
∂t
)|(i1...il)x′m,l| (9.197)
≤ (1
2
trχ− 2µ−1 ∂µ
∂t
)|(i1...il)fˇ ′m,l|+ |(i1...il)g˜′m,l|
The integrating factor here is
exp{
∫ t
0
(trχ− 2µ−1 ∂µ
∂t
)(t′, u)dt′} = ( µ(t, u)
µ(0, u)
)−2A(t, u) (9.198)
where A(t, u) is defined by (8.167) and is given by (8.169). From (9.197) we deduce:
|(i1...il)x′m,l| ≤ (i1...il)F ′m,l(t, u) + (i1...il)G′m,l(t, u) (9.199)
where:
(i1...il)F ′m,l(t, u) = (A(t, u))
−1(µ(t, u))2{(µ(0, u))−2|(i1...il)x′m,l(0, u)| (9.200)
+
∫ t
0
(µ(t′, u))−2A(t′, u)(
1
2
trχ− 2µ−1∂µ
∂t
)(t′, u)|(i1...il)fˇ ′m,l(t′, u)|dt′}
and:
(i1...il)G′m,l(t, u) = (A(t, u))
−1(µ(t, u))2 ·
∫ t
0
(µ(t′, u))−2A(t′, u)|(i1...il)g˜′m,l(t′, u)|dt′ (9.201)
Using the bound (8.173), we obtain from (9.200) and (9.201):
(i1...il)F ′m,l(t, u) ≤ eCδ0(1− u+ t)−2{(i1...il)M ′0m,l(t, u) (9.202)
+(i1...il)M ′1m,l(t, u) +
(i1...il)M ′2m,l(t, u)}
where:
(i1...il)M ′0m,l(t, u) = (
µ(t, u)
µ(0, u)
)2(1− u)2|(i1...il)x′m,l(0, u)| (9.203)
(i1...il)M ′1m,l(t, u) =
∫ t
0
(
µ(t, u)
µ(t′, u)
)2(1− u+ t′)2 × [−2µ−1(∂µ
∂t
)−(t′, u)] · |(i1...il)fˇ ′m,l(t′, u)|dt′ (9.204)
(i1...il)M ′2m,l(t, u) =
1
2
∫ t
0
(
µ(t, u)
µ(t′, u)
)2(1− u+ t′)2trχ(t′, u)|(i1...il)fˇ ′m,l(t′, u)|dt′ (9.205)
Also:
(i1...il)G′m,l(t, u) ≤ eCδ0(1 − u+ t)−2 ·
∫ t
0
(
µ(t, u)
µ(t′, u)
)2(1 − u+ t′)2|(i1...il)g˜′m,l(t′, u)|dt′ (9.206)
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We shall estimate the L2 norm of (i1...il)F ′m,l(t) on [0, ǫ0]× S2.
First, by A3 and (8.333) at t = 0,
‖(i1...il)M ′0m,l(t)‖L2([0,ǫ0]×S2) ≤ C[1 + log(1 + t)]2‖(i1...il)x′m,l(0)‖L2(Σǫ00 ) (9.207)
We turn to (i1...il)M ′1m,l. Partitioning [0, ǫ0] × S2 into the sets Vs−, Vs+ defined by (8.337) and
(8.338), respectively, we have:
‖(i1...il)M ′1m,l(t)‖2L2([0,ǫ0]×S2) = ‖(i1...il)M ′1m,l(t)‖2L2(Vs−) + ‖(i1...il)M ′1m,l(t)‖2L2(Vs+) (9.208)
By Minkowski’s inequality:
‖(i1...il)M ′1m,l(t)‖L2(Vs−) ≤
∫ t
0
‖(i1...il)N ′1m,l(t, t′)‖L2(Vs−)dt′ (9.209)
where:
(i1...il)N ′1m,l(t, t
′, u) = (
µ(t, u)
µ(t′, u)
)2(1− u+ t′)2[−2µ−1(∂µ
∂t
)−(t′, u)]|(i1...il)fˇ ′m,l(t′, u)| (9.210)
We have:
‖(i1...il)N ′1m,l(t, t′)‖L2(Vs−) ≤ (1 + t′)2[maxVs− (
µ(t)
µ(t′)
)]2max
Vs−
[−2µ−1(∂µ
∂t
)−(t′)]‖(i1...il)fˇ ′m,l(t′)‖L2(Vs−)
(9.211)
In view of (8.343) and (8.344) (see definition (8.249)):
‖(i1...il)N ′1m,l(t, t′)‖L2(Vs−) ≤ C(1 + t′)2M(t′)‖
(i1...il)
fˇ ′m,l(t
′)‖L2([0,ǫ0]×S2) (9.212)
Let us define:
(i1...il)P ′m,l(t) = (1 + t)‖
(i1...il)
fˇ ′m,l(t)‖L2([0,ǫ0]×S2) (9.213)
Suppose that, for non-negative quantities (i1...il)P
′(0)
m,l ,
(i1...il)P
′(1)
m,l , we have:
(i1...il)P ′m,l(t) ≤ (i1...il)P ′(0)m,l (t) + (i1...il)P ′(1)m,l (t) (9.214)
We define the non-decreasing non-negative quantities
(i1...il)P¯
′(0)
m,l,a,
(i1...il)P¯
′(1)
m,l,a by:
(i1...il)P¯
′(0)
m,l,a(t) = sup
t′∈[0,t]
{µ¯am(t′)(i1...il)P ′(0)m,l (t′)} (9.215)
(i1...il)P¯
′(1)
m,l,a(t) = sup
t′∈[0,t]
{(1 + t′)1/2µ¯am(t′)(i1...il)P ′(1)m,l (t′)} (9.216)
Then for t′ ∈ [0, t] we have:
(i1...il)P ′m,l(t
′) ≤ µ¯−am (t′){(i1...il)P¯ ′(0)m,l,a(t) + (1 + t′)−1/2
(i1...il)P¯
′(1)
m,l,a(t)} (9.217)
Substituting in (9.212) and in view of (9.213) we have:
‖(i1...il)N ′1m,l(t, t′)‖L2(Vs−) ≤ C{(1+ t)(i1...il)P¯ ′(0)m,l,a(t) + (1+ t)1/2
(i1...il)P¯
′(1)
m,l,a(t)}µ¯−am (t′)M(t′) (9.218)
for all t′ ∈ [0, t]. Substituting this in (9.209) we obtain:
‖(i1...il)M ′1m,l(t)‖L2(Vs−) ≤ C{(1 + t)(i1...il)P¯ ′(0)m,l,a(t) + (1 + t)1/2(i1...il)P¯ ′(1)m,l,a(t)}Ia(t) (9.219)
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Applying Lemma 8.11 we conclude that:
‖(i1...il)M ′1m,l(t)‖L2(Vs−) ≤ Ca−1{(1 + t)(i1...il)P¯ ′(0)m,l,a(t) + (1 + t)1/2
(i1...il)P¯
′(1)
m,l,a(t)}µ¯−am (t) (9.220)
In analogy with (9.209) and (9.211), with Vs+ in the role of Vs−, we have:
‖(i1...il)M ′1m,l(t)‖L2(Vs+) ≤
∫ t
0
‖(i1...il)N ′1m,l(t, t′)‖L2(Vs+)dt′ (9.221)
and:
‖(i1...il)N ′1m,l(t, t′)‖L2(Vs+) ≤ (1 + t′)2[maxVs+ (
µ(t)
µ(t′)
)]2max
Vs+
[−2µ−1(∂µ
∂t
)−(t′)]‖(i1...il)fˇ ′m,l(t′)‖L2(Vs+)
(9.222)
Substituting (8.356), (8.357) and (9.213) in (9.222), and the result in (9.221), we obtain:
‖
(i1...il) 1
M ′m,l(t)‖L2(Vs+) ≤ Cδ0[1 + log(1 + t)]2
∫ t
0
[1 + log(1 + t′)]
(1 + t′)
(i1...il)P ′m,l(t
′)dt′ (9.223)
hence, by (9.217) we have:
‖(i1...il)M ′1m,l(t)‖L2(Vs+) ≤ Cδ0[1 + log(1 + t)]2{(i1...il)P¯ ′(0)m,l,a(t) +
(i1...il)P¯
′(1)
m,l,a(t)} (9.224)
·
∫ t
0
[1 + log(1 + t′)]
(1 + t′)
µ¯−am (t
′)dt′
In view of (8.363), we conclude:
‖(i1...il)M ′1m,l(t)‖L2(Vs+) ≤ Cδ0[1 + log(1 + t)]4{(i1...il)P¯ ′(0)m,l,a(t) +
(i1...il)P¯
′(1)
m,l,a(t)}µ¯1−am (t) (9.225)
Combining finally (9.220) and (9.225) and taking into account the assumption aδ0 ≤ C−1, we obtain:
‖(i1...il)M ′1m,l(t)‖L2([0,ǫ0]×S2) ≤ Ca−1{(1 + t)(i1...il)P¯ ′(0)m,l,a(t) + (1 + t)1/2
(i1...il)P¯
′(1)
m,l,a(t)}µ¯−am (t)
(9.226)
Here, we also have used the definition (8.248) of Chapter 8.
We turn to (i1...il)M ′2m,l(t, u). We have:
‖(i1...il)M ′2m,l(t)‖2L2([0,ǫ0]×S2) = ‖(i1...il)M ′2m,l(t)‖2L2(Vs−) + ‖(i1...il)M ′2m,l(t)‖2L2(Vs+) (9.227)
and:
‖(i1...il)M ′2m,l(t)‖L2(Vs−) ≤
∫ t
0
‖(i1...il)N ′2m,l(t, t′)‖L2(Vs−)dt′ (9.228)
‖(i1...il)M ′2m,l(t)‖L2(Vs+) ≤
∫ t
0
‖(i1...il)N ′2m,l(t, t′)‖L2(Vs+)dt′ (9.229)
where
(i1...il)N ′2m,l(t, t
′, u) =
1
2
(
µ(t, u)
µ(t′, u)
)2(1 − u+ t′)2trχ(t′, u)|(i1...il)fˇ ′m,l(t′, u)| (9.230)
We have:
‖(i1...il)N ′2m,l(t, t′)‖L2(Vs−) ≤
1
2
(1 + t′)2[max
Vs−
(
µ(t)
µ(t′)
)]2max
Vs−
(trχ(t′))‖(i1...il)fˇ ′m,l(t′)‖L2(Vs−) (9.231)
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By (8.343) and (8.371):
‖(i1...il)N ′2m,l(t, t′)‖L2(Vs−) ≤ C(1 + t′)‖
(i1...il)
fˇ ′m,l(t
′)‖L2([0,ǫ0]×S2) (9.232)
Then by (9.213) and (9.217):
‖(i1...il)N ′2m,l(t, t′)‖L2(Vs−) ≤ C(i1...il)P ′m,l(t′) (9.233)
≤ C{(i1...il)P¯ ′(0)m,l,a(t) + (1 + t′)−1/2
(i1...il)P¯
′(1)
m,l,a(t)}µ¯−am (t′)
≤ C′{(i1...il)P¯ ′(0)m,l,a(t) + (1 + t′)−1/2(i1...il)P¯ ′(1)m,l,a(t)}µ¯−am (t)
where we have used Corollary 2 to Lemma 8.11. Substituting (9.233) in (9.228) we get:
‖(i1...il)M ′2m,l(t)‖L2(Vs−) ≤ C{(1 + t)(i1...il)P¯ ′(0)m,l,a(t) + (1 + t)1/2(i1...il)P¯ ′(1)m,l,a(t)}µ¯−am (t) (9.234)
In analogy with (9.231) we have:
‖(i1...il)N ′2m,l(t, t′)‖L2(Vs+) ≤
1
2
(1 + t′)2[max
Vs+
(
µ(t)
µ(t′)
)]2max
Vs+
(trχ(t′))‖(i1...il)fˇ ′m,l(t′)‖L2(Vs+) (9.235)
Here, we have two cases to distinguish according as to whether t′ is <
√
t or ≥ √t. In the first case,
(8.378) holds, and in the second case (8.377) holds. In view of these, recalling (8.371), we obtain:
‖(i1...il)N ′2m,l(t, t′)‖L2(Vs+) ≤ C[1 + log(1 + t)]2(i1...il)P ′m,l(t′) : t′ ≤
√
t (9.236)
‖(i1...il)N ′2m,l(t, t′)‖L2(Vs+) ≤ C(i1...il)P ′m,l(t′) : t′ ≥
√
t
Substituting (9.236) in (9.229), we then have:
‖(i1...il)M ′2m,l(t)‖L2(Vs+) ≤
∫ √t
0
‖(i1...il)N ′2m,l(t, t′)‖L2(Vs+)dt′ +
∫ t
√
t
‖(i1...il)N ′2m,l(t, t′)‖L2(Vs+)dt′
(9.237)
≤ C[1 + log(1 + t)]2
∫ √t
0
(i1...il)P ′m,l(t
′)dt′ + C
∫ t
√
t
(i1...il)P ′m,l(t
′)dt′
≤ C[1 + log(1 + t)]2
∫ √t
0
µ¯−am (t
′){(i1...il)P¯ ′(0)m,l,a(t) + (1 + t′)−1/2
(i1...il)P¯
′(1)
m,l,a(t)}dt′
+C
∫ t
√
t
µ¯−am (t
′){(i1...il)P¯ ′(0)m,l,a(t) + (1 + t′)−1/2
(i1...il)P¯
′(1)
m,l,a(t)}dt′
≤ C[1 + log(1 + t)]2{(1 + t)1/2(i1...il)P¯ ′(0)m,l,a(t) + (1 + t)1/4
(i1...il)P¯
′(1)
m,l,a(t)}µ¯−am (t)
+C{(1 + t)(i1...il)P¯ ′(0)m,l,a(t) + (1 + t)1/2
(i1...il)(1)
P¯ ′m,l,a(t)}µ¯−am (t)
≤ C′{(1 + t)(i1...il)P¯ ′(0)m,l,a(t) + (1 + t)1/2
(i1...il)P¯
′(1)
m,l,a(t)}µ¯−am (t)
where we have used Corollary 2 to Lemma 8.11 and (9.217).
Combining (9.234) and (9.237) we obtain:
‖(i1...il)M ′2m,l(t)‖L2([0,ǫ0]×S2) ≤ C{(1 + t)(i1...il)P¯ ′(0)m,l,a(t) + (1 + t)1/2(i1...il)P¯ ′(1)m,l,a(t)}µ¯−am (t) (9.238)
The estimates (9.202), (9.207), (9.226) and (9.238) yield:
‖(i1...il)F ′m,l(t)‖L2([0,ǫ0]×S2) ≤ C(1 + t)−2[1 + log(1 + t)]2‖(i1...il)x′m,l(0)‖L2(Σǫ00 ) (9.239)
+C(1 + t)−1{(i1...il)P¯ ′(0)m,l,a(t) + (1 + t)−1/2
(i1...il)P¯
′(1)
m,l,a(t)}µ¯−am (t)
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We now consider the estimate (9.206). From (8.383):
(i1...il)G′m,l(t, u) ≤ C(1 + t)−2[1 + log(1 + t)]2
∫ t
0
(1 + t′)2|(i1...il)g˜′m,l(t′, u)|dt′ (9.240)
It follows that:
‖(i1...il)G′m,l(t)‖L2([0,ǫ0]×S2) ≤ C(1 + t)−2[1 + log(1 + t)]2 (9.241)
·
∫ t
0
(1 + t′)2‖(i1...il)g˜′m,l(t′)‖L2([0,ǫ0]×S2)dt′
Now (i1...il)g˜′m,l is given by (9.191). According to the discussion following Lemma 9.4, the principal
part of (i1...il)g′m,l consists of (9.118), (9.120) and (9.126). Define the function
(i1...il)g˙′m,l by:
(i1...il)g˙′0,l =
(i1...il)g′0,l − ξ · (i1...il)xl −
l−1∑
k=0
(Ril−k )Z(i1...il−k−1il−k+1...il)x′0,l−1 : m = 0 (9.242)
and:
(i1...il)g˙′m,l =
(i1...il)g′m,l − ξ · /d(i1...il)x′m−1,l (9.243)
−mΛ(i1...il)x′m−1,l −
l−1∑
k=0
(Ril−k )Z(i1...il−k−1il−k+1...il)x′m,l−1 : m ≥ 1
Then (i1...il)g˙′m,l does not contain principal acoustical terms and we have:
(i1...il)g˜′0,l = −2µχˆ ·
(i1...il)
/ˆµ2,0,l + ξ · (i1...il)xl (9.244)
+
l−1∑
k=0
(Ril−k )Z(i1...il−k−1il−k+1...il)x′0,l−1 +
(i1...il)g˙′0,l : m = 0
and:
(i1...il)g˜′m,l = −2µχˆ ·
(i1...il)
/ˆµ2,m,l + ξ · /d(i1...il)x′m−1,l (9.245)
+mΛ(i1...il)x′m−1,l +
l−1∑
k=0
(Ril−k )Z(i1...il−k−1il−k+1...il)x′m,l−1 +
(i1...il)g˙′m,l : m ≥ 1
Let us define:
X ′m,l = max
i1...il
‖(i1...il)x′m,l(t)‖L2([0,ǫ0]×S2) (9.246)
We shall estimate ‖g˜′m,l(t)‖L2([0,ǫ0]×S2) in terms of X ′0,l(t) and Xl(t), defined by (8.390), for m = 0,
and in terms of X ′m,l(t) and X
′
m−1,l+1(t), for m ≥ 1. Consider first the second term on the right of
(9.244) and (9.245). The St,u 1-form ξ is given by (9.59). By the bootstrap assumption A,E and F
we have:
|ξ| ≤ Cδ0(1 + t)−1[1 + log(1 + t)] (9.247)
Thus, by the pointwise estimates (9.119):
‖ξ · (i1...il)xl‖L2([0,ǫ0]×S2) ≤ Cδ0(1 + t)−1[1 + log(1 + t)]Xl(t) (9.248)
‖ξ · /d(i1...il)x′m−1,l‖L2([0,ǫ0]×S2) ≤ Cδ0(1 + t)−2[1 + log(1 + t)]X ′m−1,l+1(t)
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Consider next the third term on the right of (9.245). From (6.89) and (6.99) we have:
|Λ| ≤ Cδ0(1 + t)−1[1 + log(1 + t)] (9.249)
Thus, by the pointwise estimate (9.121):
‖mΛ(i1...il)x′m,l‖L2([0,ǫ0]×S2) ≤ Cmδ0(1 + t)−2[1 + log(1 + t)]X ′m−1,l+1(t) (9.250)
Consider next the term next to the last term on the right in (9.244) and (9.245). By the pointwise
estimates (9.127) and (8.393):
‖
l−1∑
k=0
(Ril−k )Z
(i1...il−k−1il−k+1...il)x′m,l−1‖L2([0,ǫ0]×S2) ≤ Clδ0(1 + t)−2[1 + log(1 + t)]X ′m,l(t) (9.251)
Finally, we consider the first term on the right in (9.244) and (9.245). By F2 we have:
‖2µχˆ · (i1...il) /ˆµ2,m,l‖L2([0,ǫ0]×S2) ≤ Cδ0(1 + t)−2[1 + log(1 + t)]‖µ|
(i1...il)
/ˆµ2,m,l|(t)‖L2([0,ǫ0]×S2) (9.252)
We now appeal to (9.190). In view of (8.396), (9.190) is equivalent to:
‖µ|(i1...il) /ˆµ2,m,l|(t, u)‖L2(S2) ≤ C‖(i1...il)x′m,l(t, u)‖L2(S2) + C‖
(i1...il)
fˇ ′m,l(t, u)‖L2(S2) (9.253)
+C‖µ(i1...il)dm,l(t, u)‖L2(S2) + C‖µ|(i1...il)em,l|(t, u)‖L2(S2)
+Cδ0(1 + t)
−1[1 + log(1 + t)]‖|/d(i1...il)µm,l|(t, u)‖L2(S2)
Taking L2 norms on [0, ǫ0] then yields:
‖µ|(i1...il) /ˆµ2,m,l|(t)‖L2([0,ǫ0]×S2) ≤ C‖(i1...il)x′m,l(t)‖L2([0,ǫ0]×S2) + C‖
(i1...il)
fˇ ′m,l(t)‖L2([0,ǫ0]×S2)
(9.254)
+C‖µ(i1...il)dm,l(t)‖L2([0,ǫ0]×S2) + C‖µ|(i1...il)em,l|(t)‖L2([0,ǫ0]×S2)
+Cδ0(1 + t)
−1[1 + log(1 + t)]‖|/d(i1...il)µm,l|(t)‖L2([0,ǫ0]×S2)
In view of (9.248), (9.250), (9.251), (9.252) and (9.254), we obtain from (9.244) and (9.245):
‖(i1...il)g˜′0,l(t)‖L2([0,ǫ0]×S2) ≤ C(l + 1)δ0(1 + t)−2[1 + log(1 + t)]X ′0,l(t) (9.255)
+Cδ0(1 + t)
−1[1 + log(1 + t)]Xl(t) +
(i1...il)Q′0,l(t) : m = 0
‖(i1...il)g˜′m,l(t)‖L2([0,ǫ0]×S2) ≤ C(l + 1)δ0(1 + t)−2[1 + log(1 + t)]X ′m,l(t)
+C(m+ 1)δ0(1 + t)
−2[1 + log(1 + t)]X ′m−1,l+1(t)
+(i1...il)Q′m,l(t) : m ≥ 1
where:
(i1...il)Q′m,l(t) = Cδ0(1 + t)
−3[1 + log(1 + t)]2‖|/d(i1...il)µm,l|(t)‖L2([0,ǫ0]×S2) (9.256)
+Cδ0(1 + t)
−2[1 + log(1 + t)]‖(i1...il)fˇ ′m,l(t)‖L2([0,ǫ0]×S2)
+Cδ0(1 + t)
−2[1 + log(1 + t)]‖µ(i1...il)dm,l(t)‖L2([0,ǫ0]×S2)
+Cδ0(1 + t)
−2[1 + log(1 + t)]‖µ|(i1...il)em,l|(t)‖L2([0,ǫ0]×S2)
+‖(i1...il)g˙′m,l(t)‖L2([0,ǫ0]×S2)
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We now return to (9.193). Taking L2 norms on [0, ǫ0]× S2 yields:
‖(i1...il)x′m,l(t)‖L2([0,ǫ0]×S2) ≤ ‖(i1...il)F ′m,l(t)‖L2([0,ǫ0]×S2) + ‖(i1...il)G′m,l(t)‖L2([0,ǫ0]×S2) (9.257)
Substituting (9.239), (9.241) and (9.255) then yields:
‖(i1...il)x′0,l(t)‖L2([0,ǫ0]×S2) ≤ (i1...il)B′0,l(t) (9.258)
+Cδ0(1 + t)
−2[1 + log(1 + t)]2
∫ t
0
(1 + t′)[1 + log(1 + t′)]Xl(t′)dt′
+C(l + 1)δ0(1 + t)
−2[1 + log(1 + t)]2
∫ t
0
[1 + log(1 + t′)]X ′0,l(t
′)dt′ : m = 0
‖(i1...il)x′m,l(t)‖L2([0,ǫ0]×S2) ≤ (i1...il)B′m,l(t)
+C(m+ 1)δ0(1 + t)
−2[1 + log(1 + t)]2
∫ t
0
[1 + log(1 + t′)]X ′m−1,l+1(t
′)dt′
+C(l + 1)δ0(1 + t)
−2[1 + log(1 + t)]2
∫ t
0
[1 + log(1 + t′)]X ′m,l(t
′)dt′ : m ≥ 1
where:
(i1...il)B′m,l(t) = C(1 + t)
−2[1 + log(1 + t)]2‖(i1...il)x′m,l(0)‖L2(Σǫ00 ) (9.259)
+C(1 + t)−1{(i1...il)P¯ ′(0)m,l,a(t) + (1 + t)−1/2(i1...il)P¯ ′(1)m,l,a(t)}µ¯−am (t)
+C(1 + t)−2[1 + log(1 + t)]2
∫ t
0
(1 + t′)2(i1...il)Q′m,l(t
′)dt′
Taking in (9.258) the maximum over i1...il and recalling the definition (9.246) we obtain:
X ′0,l ≤ B′0,l(t) + Cδ0(1 + t)−2[1 + log(1 + t)]2
∫ t
0
(1 + t′)[1 + log(1 + t′)]Xl(t′)dt′ (9.260)
+C(l + 1)δ0(1 + t)
−2[1 + log(1 + t)]2
∫ t
0
[1 + log(1 + t′)]X ′0,l(t
′)dt′ : m = 0
X ′m,l ≤ B′m,l(t) + C(m+ 1)δ0(1 + t)−2[1 + log(1 + t)]2
∫ t
0
[1 + log(1 + t′)]X ′m−1,l+1(t
′)dt′
+C(l + 1)δ0(1 + t)
−2[1 + log(1 + t)]2
∫ t
0
[1 + log(1 + t′)]X ′m,l(t
′)dt′ : m ≥ 1
where:
B′m,l(t) = max
i1...il
(i1...il)B′m,l(t) (9.261)
Setting:
l = n− 1−m
(9.260) is a set of ordinary integral inequalities for X ′m,n−1−m,m = 0, ..., n − 1. For m = 0, we have
an integral inequality for X ′0,n−1 containing on the right hand side the quantity Xn−1 which has been
estimated in Chapter 8. For m ≥ 1, we have an integral inequality for X ′m,n−1−m containing on the
right-hand side the quantity X ′m−1,n−1−(m−1). Thus, the integral inequalities, considered successively
in the order of increasing m, depend only on quantities already estimated. Setting:
Y ′l,m(t) =
∫ t
0
[1 + log(1 + t′)]X ′m,l(t
′)dt′ (9.262)
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and recalling (8.406), since
dY ′m,l(t)
dt
= [1 + log(1 + t)]X ′m,l(t)
the Y ′m,l satisfy:
dY ′0,l(t)
dt
≤ [1 + log(1 + t)]B′0,l(t) + Cδ0(1 + t)−2[1 + log(1 + t)]3Yl(t) (9.263)
+C(l + 1)δ0(1 + t)
−2[1 + log(1 + t)]3Y ′0,l(t) : m = 0
dY ′m,l(t)
dt
≤ [1 + log(1 + t)]B′m,l(t) + C(m+ 1)δ0(1 + t)−2[1 + log(1 + t)]3Y ′m−1,l+1(t)
+C(l + 1)δ0(1 + t)
−2[1 + log(1 + t)]3Y ′m,l(t) : m ≥ 1
The integrating factor here is:
e−Cl(t)
where Cl(t) is of the form (8.409). We thus obtain:
Y ′0,l(t) ≤ eCl(t)
∫ t
0
e−Cl(t
′)[1 + log(1 + t′)]B′0,l(t
′)dt′ (9.264)
Cδ0
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]3Yl(t′)dt′ : m = 0
Y ′m,l(t) ≤ eCl(t)
∫ t
0
e−Cl(t
′)[1 + log(1 + t′)]B′m,l(t
′)dt′
+C(m+ 1)δ0
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]3Y ′m−1,l+1(t
′)dt′ : m ≥ 1
Since the integral ∫ ∞
0
[1 + log(1 + t′)]3
(1 + t′)2
dt′
is convergent, if δ0 satisfies a smallness condition of the form (8.411), taking into account the fact that
Yl, Y
′
m−1,l+1 are non-decreasing functions of t, (9.264) implies:
Y ′0,l(t) ≤ 2
∫ t
0
[1 + log(1 + t)]B′0,l(t
′)dt′ + Cδ0Yl(t) : m = 0 (9.265)
Y ′m,l(t) ≤ 2
∫ t
0
[1 + log(1 + t′)]B′m,l(t
′)dt′ + C(m+ 1)δ0Y ′m−1,l+1(t) : m ≥ 1
Setting l = n− 1−m,m = 0, 1, ..., n− 1, we then have:
Y ′0,n−1(t) ≤ 2
∫ t
0
[1 + log(1 + t′)]B′0,n−1(t
′)dt′ + Cδ0Yn−1(t) (9.266)
and, for m = 1, ..., n − 1, using a modified version of Proposition 8.2 appropriate to inequalities, we
deduce:
Y ′m,n−1−m(t) ≤ (m+ 1)!(Cδ0)mY ′0,n−1(t) (9.267)
+2
m−1∑
k=0
(m+ 1)!
(m+ 1− k)! (Cδ0)
k
∫ t
0
[1 + log(1 + t′)]B′m−k,n−1−(m−k)(t
′)dt′
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Substituting the bound (8.412), these imply that:
Y ′m,n−1−m(t) ≤ 2
∫ t
0
(1 + t′)[1 + log(1 + t′)]Bn−1(t′)dt′ (9.268)
+2
m∑
k=0
∫ t
0
[1 + log(1 + t′)]B′k,n−1−k(t
′)dt′ : m = 0, ..., n− 1
provided δ0 is suitably small depending on n. The bounds (8.412) and (9.268) in turn imply:
Yn−1(t) + nY ′0,n−1(t) ≤ 2(n+ 1)
∫ t
0
(1 + t′)[1 + log(1 + t′)]Bn−1(t′)dt′ (9.269)
+2n
∫ t
0
[1 + log(1 + t′)]B′0,n−1(t
′)dt′ : m = 0
(m+ 1)Y ′m−1,n−1−(m−1)(t) + (n−m)Y ′m,n−1−m(t)
≤ 2(n+ 1)
∫ t
0
(1 + t′)[1 + log(1 + t′)]Bn−1(t′)dt′
+2(n+ 1)
m−1∑
k=0
∫ t
0
[1 + log(1 + t′)]B′k,n−1−k(t
′)dt′
+2(n−m)
∫ t
0
[1 + log(1 + t′)]B′m,n−1−m(t
′)dt′ : m = 1, ..., n− 1
Recalling then (9.258) and setting l = n− 1−m, we conclude that:
‖(i1...il)x′0,n−1(t)‖L2([0,ǫ0]×S2) ≤ (i1...in−1)B′0,n−1(t) (9.270)
+Cδ0(1 + t)
−2[1 + log(1 + t)]2[Yn−1(t) + nY ′0,n−1(t)] :
m = 0
‖(i1...in−1−m)x′m,n−1−m(t)‖L2([0,ǫ0]×S2) ≤ (i1...in−1−m)B′m,n−1−m(t)
Cδ0(1 + t)
−2[1 + log(1 + t)]2 · [(m+ 1)Y ′m−1,n−1−(m−1)(t) + (n−m)Y ′m,n−1−m(t)] : m ≥ 1
So finally we obtain the following estimates by substituting (9.269) in (9.270):
‖(i1...il)x′0,n−1(t)‖L2([0,ǫ0]×S2) ≤ (i1...in−1)B′0,n−1(t) (9.271)
+Cδ0(1 + t)
−2[1 + log(1 + t)]2{2(n+ 1)
∫ t
0
(1 + t′)[1 + log(1 + t′)]Bn−1(t′)dt′
+2n
∫ t
0
[1 + log(1 + t′)]B′0,n−1(t
′)dt′} : m = 0
and
‖(i1...in−1−m)x′m,n−1−m(t)‖L2([0,ǫ0]×S2) ≤ (i1...in−1−m)B′m,n−1−m(t) (9.272)
+Cδ0(1 + t)
−2[1 + log(1 + t)]2{2(n+ 1)
∫ t
0
(1 + t′)[1 + log(1 + t′)]Bn−1(t′)dt′
+2(n+ 1)
m−1∑
k=0
∫ t
0
[1 + log(1 + t′]B′k,n−1−k(t
′)dt′
+2(n−m)
∫ t
0
[1 + log(1 + t′)]B′m,n−1−m(t
′)dt′} : m ≥ 1
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Chapter 10
Control of the Angular Derivatives
of the First Derivatives of the xi.
Assumptions and Estimates in
Regard to χ
10.1 Preliminary
One of the aims of this chapter is concerned with derivation of estimates for angular derivatives of the
spatial rectangular coordinates xi and Tˆ xi : i = 1, 2, 3 with respect to Rj : j = 1, 2, 3. The estimates
are based on bootstrap assumptions in regard to χ. These estimates are then used to obtain estimates
for angular derivatives of the deformation tensors of the commutation fields.
Before we proceed, we must discuss the general definition of the operator /LX , with X an arbitrary
St,u-tangential vectorfield, as well as the operator /LL, /LT , as applied to an arbitrary T qp St,u tensorfield.
Consider first the case of an St,u 1-form ξ. Let X be an St,u-tangential vectorfield. Then /LXξ is a
notion intrinsic to St,u. To define /LLξ however, we must consider the extension of ξ to a given Cu as
an St,u 1-form, that is, by requiring ξ(L) = 0. We then define /LLξ to be the restriction to TSt,u of
the usual Lie derivative LLξ, a notion intrinsic to Cu. Note that in any case (LLξ)(L) = 0. We can
define /LT ξ in a similar way by replacing Cu by Σt.
The case of any p-covariant St,u tensorfield in the role of ξ, is formally identical to the case of an
St,u 1-form. Consider next the case of an St,u-tangential vectorfield Y . X be another St,u tangential
vectorfield. Then /LXY is defined to be simply LXY = [X,Y ]. From Lemma 8.2, LLY = [L, Y ] = (Y )Z
is an St,u-tangential vectorfield, so /LLY is defined to be LLY . Similarly (see Lemma 10.18), /LTY is
defined to be LTY .
The case of any q-contravariant St,u tensorfield is formally identical. And also, the general case of
an arbitrary T qp St,u tensorfield ϑ is similar. Note that the above definitions of /LXϑ, /LLϑ, /LTϑ, do
not depend on the acoustical metric g. So we have:
/LX(ϑ⊗ ϕ) = (/LXϑ)⊗ ϕ+ ϑ⊗ (/LXϕ) (10.1)
with X an arbitrary St,u-tangential vectorfield. And also:
/LL(ϑ⊗ ϕ) = (/LLϑ)⊗ ϕ+ ϑ⊗ (/LLϕ) (10.2)
/LT (ϑ⊗ ϕ) = (/LTϑ)⊗ ϕ+ ϑ⊗ (/LTϕ) (10.3)
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We also note that the same results hold with Q in the role of L.
From the above discussion, we have, for X,Y ∈ TSt,u:
(LLg)(X,Y ) = L(g(X,Y ))− g([L,X ], Y )− g(X, [L, Y ])
= L(/g(X,Y ))− /g([L,X ], Y )− /g(X, [L, Y ]) = (/LL/g)(X,Y )
That is:
(L)
/π = /LL/g = 2χ (10.4)
Similarly, we have:
(T )
/π = /LT /g (10.5)
and
(LT g¯)(X,Y ) = T (g¯(X,Y ))− g¯([T,X ], Y )− g¯(X, [T, Y ])
= T (/g(X,Y ))− /g([T,X ], Y )− /g(X, [T, Y ]) = (/LT /g)(X,Y )
thus,
/LT /g = 2κθ (10.6)
Given now a positive integer l let us denote by /El the bootstrap assumption that there is a constant
C independent of s such that for all t ∈ [0, s]:
/El : max
i1...il
max
α
‖Ril ...Ri1ψα‖L∞(Σǫ0t ) ≤ Cδ0(1 + t)−1
Also, for convenience of notation, let us denote by /E0 the basic bootstrap assumption E1 of Chapter
6:
/E0 : max
α
|ψα| ≤ Cδ0(1 + t)−1
Given a positive integer l we then denote by /E[l] the bootstrap assumption:
/E[l] : /E0 and...and /El
Given a positive integer n we denote:
n∗ =
{
n
2 : if n is even
n−1
2 : if n is odd
(10.7)
Lemma 10.1 Let G be a smooth function of the variations (ψα : α = 0, 1, 2, 3). Suppose
that the bootstrap assumption /E[l∗] holds for some positive integer l. Then there are constants C, Cl
independent of s such that the following estimate holds:
‖Ril ...Ri1G‖L2(Σǫ0t )
≤ C
∑
α
‖Ril ...Ri1ψα‖L2(Σǫ0t ) + Clδ0(1 + t)
−1
l−1∑
k=1
max
i1...ik
max
α
‖Rik ...Ri1ψα‖L2(Σǫ0t )
Proof : It is a direct calculation.
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Consider now the functions Tˆ j. By (3.201)-(3.203), we have:
RiTˆ
j = RAi /qA = /qi · /dxj (10.8)
where
/qi = m ·Ri (10.9)
Here, m is given by:
m = mb · /g−1 (10.10)
where
mb = θ = −α−1χ+ /k (10.11)
Recall the definition of functions yi in Chapter 6:
Tˆ j = − x
j
1− u+ t + y
j (10.12)
Since Rix
j = Ri · /dxj , we have:
Riy
j = /q
′
i
· /dxj (10.13)
where
/q
′
i
= /qi +
Ri
1− u+ t (10.14)
By (10.9)-(10.11) we have:
/q
′
i
= m′ · Ri (10.15)
where
m′ = m′b · /g−1 (10.16)
and
m′b = mb +
/g
1− u+ t (10.17)
is the 2-covariant St,u tensorfield:
m′b = −
(α−1 − 1)/g
1− u+ t − α
−1(χ− /g
1− u+ t ) + /k (10.18)
We consider next the angular derivatives of the rectangular coordinate functions xj . According to
(6.6) we have:
(Ri)
j = Πjk(R˚i)
k (10.19)
where Πjk are the components of Π, the g¯-orthogonal projection to St,u on Σt:
Πjk = δ
j
k − g¯klTˆ lTˆ j = δjk − Tˆ kTˆ j (10.20)
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and
(R˚i)
j = ǫimjx
m (10.21)
Recall (6.130):
g¯(R˚i, Tˆ ) = λi = ǫimjx
myj (10.22)
we then obtain:
Ri = R˚i − λiTˆ j∂j (10.23)
Define, for each non-negative integer k, the functions:
(k)xji1...ik = R˚ik ...R˚i1x
j (10.24)
These are linear functions of the rectangular coordinates, therefore the
(k)cjl;i1...ik =
∂(k)xji1...ik
∂xl
(10.25)
are constants. Define for each non-negative integer k the functions (k)δji1...ij by the equation:
Rik ...Ri1x
j = (k)xji1...ik − (k)δji1...ik (10.26)
In particular,
(0)δj = 0 (10.27)
and by (10.23),
(1)δji = λiTˆ
j (10.28)
Replacing k by k − 1 in (10.26) and applying Rik we obtain:
RikRik−1 ...Ri1x
j = Rik
(k−1)xji1...ik−1 −Rik (k−1)δji1...ik−1 (10.29)
By (10.23)-(10.25),
Rik
(k−1)xji1...ik−1 =
(k)xji1...ik − (k−1)cjl;i1...ik−1λik Tˆ l (10.30)
Substituting this in (10.29) and comparing with (10.26), we get:
(k)δji1...ik = Rik
(k−1)δji1...ik−1 +
(k−1)cjl;i1...ik−1λik Tˆ
l (10.31)
Now we can apply Proposition 8.2 with An in the role of Rik , xn in the role of
(k)δji1...ik and yn in the
role of
(k−1)cjl;i1...ik−1λik Tˆ
l
Since by (10.27) x0 = 0 we obtain:
(k)δji1...ik =
k∑
m=1
(m−1)cjl;i1...im−1Rik ...Rik−m+2(λim Tˆ
l) (10.32)
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Since the (k)x are linear functions of the rectangular coordinates, we have, from (10.25),
(k)xji1...ik =
(k)cjl;i1...ikx
l (10.33)
From (10.21) and (10.24) we obtain:
(0)xj = xj , (1)xji = ǫiljx
l (10.34)
Moreover,
(2)xjik = δjkx
i − δikxj (10.35)
For k ≥ 2 we have from (10.24) and (10.35):
(k)xji1...ik = R˚ik ...R˚i3
(2)xji1i2 (10.36)
= R˚ik ...R˚i3(δji2x
i1 − δi1i2xj)
= δji2
(k−2)xi1i3...ik − δi1i2 (k−2)xji3...ik
It follows from (10.36) that for k ≥ 2:
max
j;i1...ik
|(k)xji1...ik | = maxj;i1...ik−2 |
(k−2)xji1...ik−2 | (10.37)
while from (10.34):
max
j;i
|(1)xji | = maxj |
(0)xj | = max
j
|xj | (10.38)
Then we have:
max
j;i1...ik
|(k)xji1...ik | = maxj |x
j | (10.39)
which by (6.131) implies:
max
j;i1...ik
‖(k)xji1...ik‖L∞(Σǫ0t ) ≤ 1 + t (10.40)
Lemma 10.2 Let
max
j;i1...ik
‖Rik ...Ri1yj‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)
−1[1 + log(1 + t)]
hold for k = 0, ..., l. Then if δ0 is suitably small (perhaps depending on l), we have:
max
i;i1...ik
‖Rik ...Ri1λi‖L∞(Σǫ0t ) ≤ Clδ0[1 + log(1 + t)]
and:
max
j;ii1...ik
‖(k+1)δjii1...ik‖L∞(Σǫ0t ) ≤ Clδ0[1 + log(1 + t)]
for all k = 0, ..., l.
Proof . Noting (6.160) and (10.27), the lemma holds when l = 0. Then by (10.12), (10.22), (10.26),
(10.40) and (10.32), we can use an induction argument.
Lemma 10.3 Let
max
j;i1...ik
‖Rik ...Ri1yj‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)
−1[1 + log(1 + t)]
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hold for k = 0, ..., l∗. Then if δ0 is suitably small (perhaps depending on l) we have:
max
i;i1...ik
‖Rik ...Ri1λi‖L2(Σǫ0t ) ≤ Cl(1 + t)Y[l]
and:
max
j;ii1...ik
‖(k+1)δjii1...ik‖L2(Σǫ0t ) ≤ Cl(1 + t)Y[l]
for all k = 0, ..., l. Here:
Yk = max
j;i1...ik
‖Rik ...Ri1yj‖L2(Σǫ0t ), Y[l] =
l∑
k=0
Yk
We also define:
W0 = max
α
‖ψα‖L2(Σǫ0t )
and for k /=0:
Wk = max
α;i1...ik
‖Rik ...Ri1ψα‖L2(Σǫ0t )
and:
W[l] =
l∑
k=0
Wk
Proof . By (10.22) (10.32) and (10.40), the lemma holds for l = 0. We then use an induction argument.
Lemma 10.4 For every non-negative integer k we have:
Rik ...Ri1Riy
j = (k)/q
′
ii1...ik
· /dxj + (k)/r′ii1...ik
Here,
(k)
/q
′
ii1...ik
= /LRik .../LRi1 /q
′
i
and
(k)
/r
j
ii1...ik
=
k−1∑
m=0
Rik ...Rik−m+1{(k−m−1)/q′ii1...ik−m−1 · /d(Rik−mx
j)}
Proof . Since
(0)
/q
′
i
= /q
′
i
, (0)/r
j
i = 0
the lemma reduces for k = 0 to equation (10.13). Then arguing by induction, and using Proposition
8.2, the lemma follows.
Now it is evident from (10.15) and the formulas for the coefficients (k)/q
′
ii1...ik
and (k)/r
j
ii1...ik
given
in the statement of Lemma 10.4, that (k)/q
′
ii1...ik
contains the angular derivatives of the Ri of order
up to k and (k)/r
j
ii1...ik
contains the angular derivatives of the Ri of order up to k − 1, where by “the
angular derivatives of the Ri of order up to l” we mean the St,u-tangential vectorfields /LRim .../LRi1Ri
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for m = 0, ..., l. We shall thus derive the expressions below for these vectorfields. The basic formula is
the formula for
/LRiRj = [Ri, Rj ]
given by the following lemma. Let wi be
wi = (wi)b · /g−1 (10.41)
where
(wi)b = ǫijmy
j g¯mn/dx
n = ǫijmy
j/dxm (10.42)
Let us then define:
/˜q
′
i
= /q
′
i
− wi (10.43)
Lemma 10.5 We have:
[Ri, Rj ] = −ǫijkRk + λi/˜q′j − λj /˜q
′
i
Proof . We express:
Ri = (Ri)
m∂m
According to (10.23):
(Ri)
m = (R˚i)
m − λiTˆm
Thus, we have:
[Ri, Rj ] = {Ri((Rj)m)−Rj((Ri)m)}∂m (10.44)
= {Ri((R˚j)m − λj Tˆm)−Rj((R˚i)m − λiTˆm)}∂m
Now,
Ri((R˚j)
m) = Ri(ǫjkmx
k) = ǫjkm(Ri)
k
= −ǫjmk((R˚i)k − λiTˆ k) = −ǫjmkǫilkxl + ǫjmkλiTˆ k
Since,
ǫjmkǫilk + ǫmikǫjlk + ǫijkǫmlk = 0
we then obtain:
Ri((R˚j)
m)−Rj((R˚i)m) = −ǫijk(R˚k)m + (ǫikmλj − ǫjkmλi)Tˆ k (10.45)
Substituting (10.45) in (10.44) yields:
[Ri, Rj] = −ǫijkR˚k − λivj + λjvi (10.46)
−(Ri(λj)−Rj(λi))Tˆ − (λjRi(Tˆm)− λiRj(Tˆm))∂m
where
vi = ǫikmTˆ
k∂m (10.47)
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By (10.12), (10.13),
Ri(Tˆ
m)∂m = −(1− u+ t)−1Ri + /q′i (10.48)
Substituting (10.48) in (10.46), the latter becomes:
[Ri, Rj ] = −ǫijkR˚k (10.49)
−(Ri(λj)−Rj(λi))Tˆ
+λi(/q
′
j
− v′j)− λj(/q′i − v′i)
where:
v′i = vi + (1− u+ t)−1Ri (10.50)
Since [Ri, Rj ] is St,u-tangential, we may apply the projection operator Π to the right hand side of
(10.49). This annihilates the second term, and since ΠR˚i = Ri, we obtain:
[Ri, Rj ] = −ǫijkRk + λi(/q′j −Πv′j)− λj(/q′i −Πv′i) (10.51)
In view of (10.43), we must show that:
Πv′i = wi (10.52)
We have, in view of (10.50),
Πv′i = Πv˜i (10.53)
where
v˜i = vi + (1− u+ t)−1R˚i (10.54)
In view of (10.47), (10.12) and (10.21), we have:
v˜i = ǫikmy
k∂m (10.55)
We then have, in terms of the frame (XA : A = 1, 2),
Πv˜i = g¯(v˜i, XB)(/g
−1)BAXA (10.56)
and:
g¯(v˜i, XB) = g¯mn(v˜i)
mXnB = ǫikmy
kg¯mn/dBx
n = ǫikmy
k/dBx
m (10.57)
Comparing (10.57) with (10.42) we see that:
g¯(v˜i, XB) = (wi)b(XB) (10.58)
Substituting (10.58) in (10.56) we conclude that:
Πv˜i = wi (10.59)
Therefore by (10.53), the lemma follows.
Since by (10.15), (10.43),
/˜q
′
i
= m′ ·Ri − wi (10.60)
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defining the St,u tensorfields µi by:
µi = λim
′ (10.61)
and the St,u-tangential vectorfields νij :
νij = −λiwj + λjwi (10.62)
the formula of Lemma 10.5 takes the form:
[Ri, Rj ] = −ǫijkRk + µi ·Rj − µj · Ri + νij (10.63)
Lemma 10.6 For every non-negative integer k we have:
/LRik .../LRi1Rj =
(k)αmj;i1...ikRm +
(k)βj;i1...ik ·Rm + (k)γj;i1...ik
The coefficients (k)αmj;i1...ik are constants, given by:
(k)αmj;i1...ik = (−1)kǫiknkmǫik−1nk−1nk ...ǫi1n1n2δn1j
The coefficients (k)βj;i1...ik = (
(k)βmi1...ik : m = 1, 2, 3) are triplets of T
1
1 -type St,u tensorfields given
by:
(k)βj;i1...ik =
k−1∑
n=0
Aik ...Aik−n+1
(k−n)ρj;i1...ik
Here Ai are the operators acting on triplets z = (z
m : m = 1, 2, 3) of T 11 -type St,u tensorfields
given by:
(Aiz)
m = /LRizm −
∑
n
ǫinmz
n + zm · µi − (
∑
n
zn · µn)δmi
and the (k)ρj;i1...ik = (
(k)ρmj;i1...ik : m = 1, 2, 3) are the triplets of T
1
1 -type St,u tensorfields, given
by:
(k)ρmj;i1...ik =
(k−1)αmj;i1...ikµik − (
∑
n
(k−1)αnj;i1...ikµn)δ
m
ik
Finally, the coefficients (k)γj;i1...ik are St,u-tangential vectorfields, given by:
(k)γj;i1...ik =
k−1∑
n=0
(k−1−n)αmj;i1...ik−n−1 /LRik .../LRik−n+1 νik−nm
+
k−1∑
n=0
/LRik .../LRik−n+1 (
(k−n−1)βmj;i1...ik−n−1 · νik−nm)
Proof . With:
(0)αmj = δ
m
j ,
(0)βmj = 0,
(0)γj = 0 (10.64)
the lemma is trivial for k = 0. Moreover, one can easily check that the lemma reduces for k = 1 to
(10.63). Then arguing by induction, using Proposition 8.2 and noting (10.64), the lemma follows.
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To analyze the operators Ai, we define the multiplication operators Mi. These are 3-dimensional
matrices, the entries (Mi)
m
n : m,n = 1, 2, 3 of which are T
1
1 -type of St,u tensorfields given by:
(Mi)
m
n = −ǫinmI + δmn µi − δmi µn (10.65)
Here I is the T 11 -type of St,u tensorfield which is the identity as a transformation in the tangent space of
St,u at each point. These matrices act on triplets z = (z
m : m = 1, 2, 3) of T 11 -type of St,u tensorfields
on the right:
(z ·Mi)m =
∑
n
zn · (Mi)mn (10.66)
so that with matrix multiplication defined according to:
(Mi ·Mj)mn =
∑
k
(Mi)
k
n · (Mj)mk (10.67)
we have:
(z ·Mi) ·Mj = z · (Mi ·Mj) (10.68)
The operators Ai are defined in terms of the matrices Mi by:
Aiz = /LRiz + z ·Mi (10.69)
We may also define the action of the operators Ai on matrices K by:
AiK = /LRiK +K ·Mi (10.70)
Note that if we also denote by I the identity matrix, then according to (10.70) we have:
AiI =Mi (10.71)
From (10.69) and (10.70), we readily deduce the following formula by induction on k:
Aik ...Ai1z =
∑
partitions
(/LR)s1z · (M)s2 (10.72)
Here the sum is over all ordered partitions {s1, s2} of the set {1, ..., k} into two ordered subsets s1, s2.
Also, we denote:
(M)s2 = Ainp ...Ain1 I :if s2 = {n1, ..., np}, p = |s2| (10.73)
Introducing the matrices Ii and Ni by:
(Ii)
m
n = −ǫinmI (10.74)
(Ni)
m
n = δ
m
n µi − δmi µn (10.75)
we may write:
Mi = Ii +Ni (10.76)
Let us introduce for any positive integer k and multi-index (i1, ..., ik) the matrices
(k)Ii1...ik and
(k)Bi1...ik by:
(k)Ii1...ik = Ii1 ...Iik (10.77)
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and:
(k)Bi1...ik = Aik ...Ai1I − (k)Ii1...ik (10.78)
We also set (0)I = I, (0)B = 0. It is then readily seen that:
((k)Ii1...ik)
m
n =
(k)αmn;i1...ikI (10.79)
Obviously, the (k)Bi1...ik contain terms of degree 1 up to k in the Ni, and the terms of degree q contain
up to k − q angular derivatives. Thus the (k)Bi1...ik contain the angular derivatives of the Ni of order
up to k − 1. Also, (10.73) can be written as:
(M)s2 = (p)Iin1 ...inp +
(p)Bin1 ...inp (10.80)
Finally, by the way in which we derive (10.39), we have:
max
m,j;i1...ik
|(k)αmj;i1...ik | = maxm,j |
(0)αmj | = 1 (10.81)
which implies:
max
n,m;i1...ik
|((k)Ii1...ik)mn | = 1 (10.82)
10.2 Estimates for yi
Given a non-negative integer l let us denote by /E
Q
l the bootstrap assumption that there is a constant
C independent of s such that for all t ∈ [0, s]:
/E
Q
l : max
i1...il
max
α
‖Ril ...Ri1Qψα‖L∞(Σǫ0t ) ≤ Cδ0(1 + t)
−1
We then denote by /E
Q
[l] the bootstrap assumption:
/E
Q
[l] : /E
Q
0 and...and /E
Q
l
Given a positive integer l, denote by /Xl the bootstrap assumption that there is a constant C indepen-
dent of s such that for all t ∈ [0, s]:
/Xl : max
i1...il
‖/LRil .../LRi1χ‖L∞(Σǫ0t ) ≤ Cδ0(1 + t)
−2[1 + log(1 + t)]
Let us also denote by /X0 the bootstrap assumption:
/X0 : |χ− /
g
1− u+ t | ≤ Cδ0(1 + t)
−2[1 + log(1 + t)]
This coincides with F2 in chapter 6. We then denote:
/X[l] : /X0 and....and /Xl
10.2.1 L∞ Estimates for Rik ....Ri1y
j
Proposition 10.1 Let hypothesis H0 and the estimate (6.177) hold. Let also the bootstrap assump-
tions /E[l], /E
Q
[l−1] and /X[l−1] hold, for some positive integer l. Then if δ0 is suitably small (depending
on l) we have:
max
j;i1...ik
‖Rik ...Ri1yj‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)
−1[1 + log(1 + t)]
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for all k = 0, ..., l.
Proof . We shall argue by induction. The proposition reduces for l = 0 to (6.177), which is assumed
here. Let then the proposition hold with l replaced by l − 1. We then have:
max
j;i1...ik
‖Rik ...Ri1yj‖L∞(Σǫ0t ) ≤ Cl−1δ0(1 + t)
−1[1 + log(1 + t)] (10.83)
for all k = 0, ..., l− 1.
Here, we shall use the expressions in Lemma 10.4. First, note that by Lemma 10.2,
max
j;i1...ik
‖(k)δji1...ik‖L∞(Σǫ0t ) ≤ Cl−1δ0[1 + log(1 + t)] (10.84)
for all k = 0, ..., l.
Then by (10.26) and (10.40) we have:
max
j;i1...ik
‖Rik ...Ri1xj‖L∞(Σǫ0t ) ≤ C(1 + t) (10.85)
for all k = 0, ..., l.
So what we need to do is to estimate /LRik .../LRi1 /q′i for 0 ≤ k ≤ l − 1. First, by /E[l] and H0, we
have:
max
i1...ik
‖Rik ...Ri1(α−1)‖L∞(Σǫ0t ) ≤ Cδ0(1 + t)
−1 (10.86)
max
i1...ik
‖/LRik .../LRi1 /k‖L∞(Σǫ0t ) ≤ Cδ0(1 + t)
−2 (10.87)
for 1 ≤ k ≤ l − 1.
Then by (6.62) and /X[l−1], we have:
max
j;i1...ik
‖/LRik .../LRi1
(Rj)/π‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)−1[1 + log(1 + t)] (10.88)
for 0 ≤ k ≤ l − 1. Here we also used the induction assumption so that we have:
max
i;i1...ik
‖Rik ...Ri1λi‖L∞(Σǫ0t ) ≤ Cl−1δ0[1 + log(1 + t)] (10.89)
So by /X[l−1], and (10.16), (10.18), we have:
max
i1...ik
‖/LRik .../LRi1m
′‖L∞(Σǫ0t ) ≤ Cδ0(1 + t)
−2[1 + log(1 + t)] (10.90)
for 0 ≤ k ≤ l − 1.
Second, by Lemma 10.6, we easily obtain:
‖/LRik .../LRi1Rj‖L∞(Σǫ0t ) ≤ C(1 + t) (10.91)
for 0 ≤ k ≤ l.
In fact, from (10.89) and (10.90) we have:
max
i;i1...ik
‖/LRik .../LRi1µi‖L∞(Σǫ0t ) ≤ Clδ
2
0(1 + t)
−2[1 + log(1 + t)]2 (10.92)
for all k = 0, ..., l− 1.
Then by (10.75):
max
i;i1...ik
‖/LRik .../LRi1Ni‖L∞(Σǫ0t ) ≤ Clδ
2
0(1 + t)
−2[1 + log(1 + t)]2 (10.93)
for all k = 0, ..., l− 1.
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By the discussion preceding (10.80),
max
i1...ik
‖(k)Bi1...ik‖L∞(Σǫ0t ) ≤ Clδ
2
0(1 + t)
−2[1 + log(1 + t)]2 (10.94)
By (10.80), (10.82) and (10.94) we have:
‖(M)s2‖L∞(Σǫ0t ) ≤ C : for|s2| ≤ l (10.95)
(provided that δ0 is suitably small depending on l). It then follows from (10.72):
max
i1...ik
‖Aik ...Ai1z‖L∞(Σǫ0t ) ≤ Ck
k∑
m=0
max
i1...im
‖/LRim .../LRi1 z‖L∞(Σǫ0t ) (10.96)
for all k = 0, ..., l.
Then by Lemma 10.6 and (10.92):
max
i1...im+n
‖/LRim+n .../LRim+1
(m)ρj;i1...im‖L∞(Σǫ0t ) ≤ Clδ
2
0(1 + t)
−2[1 + log(1 + t)]2 (10.97)
for all m and all n ≤ l − 1.
Then by (10.96) we obtain:
‖Aim+n ...Aim+1 (m)ρj;i1...im‖L∞(Σǫ0t ) ≤ Clδ
2
0(1 + t)
−2[1 + log(1 + t)]2 (10.98)
for all m and all n ≤ l − 1.
So finally we have:
max
j;i1...im+n
‖/LRim+n .../LRim+1
(m)βj;i1...im‖L∞(Σǫ0t ) ≤ Clδ
2
0(1 + t)
−2[1 + log(1 + t)]2 (10.99)
for all m+ n ≤ l.
We still have to consider (k)γj;i1...ik . By the expression in Lemma 10.6 and the induction assump-
tion, we easily deduce:
max
j;i1...ik
‖(k)γj;i1...ik‖L∞(Σǫ0t ) ≤ Clδ20(1 + t)−1[1 + log(1 + t)]2 (10.100)
for all k = 0, ..., l.
We thus arrive at (10.91). Then from (10.91), (10.90) and (10.15) we have:
max
i;i1...ik
‖/LRik .../LRi1 /q
′
i
‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)
−1[1 + log(1 + t)] (10.101)
for all k = 0, ..., l− 1.
The proposition then follows.
There are some immediate corollaries of this proposition. First by Lemma 10.2, we have:
Corollary 10.1.a Under the assumptions of Proposition 10.1 we have:
max
i;i1...ik
‖Rik ...Ri1λi‖L∞(Σǫ0t ) ≤ Clδ0[1 + log(1 + t)]
and
max
j;ii1...ik
‖(k+1)δii1...ik‖L∞(Σǫ0t ) ≤ Clδ0[1 + log(1 + t)]
for all k = 0, ..., l.
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The second of above implies
max
j;i1...ik
‖Rik ...Ri1xj‖L∞(Σǫ0t ) ≤ C(1 + t)
for all k = 0, ..., l+ 1, if δ0 is suitably small (depending on l).
Next, from the proof of Proposition 10.1 we have:
Corollary 10.1.b Under the assumptions of Proposition 10.1 we have:
max
j;i1...ik
‖Rik ...Ri1 Tˆ j‖L∞(Σǫ0t ) ≤ C
for all k = 0, ..., l
and
max
i1...ik
‖Rik ...Ri1ψTˆ ‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)
−1
for all k = 0, ..., l
Moreover,
max
i1...ik
‖/LRik .../LRi1 /ψ‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)
−1
for all k = 0, ..., l
and:
max
i1...ik
‖/LRik .../LRi1 /w‖L∞(Σǫ0t ≤ Clδ0(1 + t)
−1
for all k = 0, ..., l − 1
Corollary 10.1.c Under the assumptions of Proposition 10.1 we have:
max
i1...ik
‖/LRik .../LRi1 /k‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)
−2
for all k = 0, ..., l− 1
Corollary 10.1.d Under the assumptions of Proposition 10.1 we have:
max
i1...ik
‖/LRik .../LRi1
(Ri)/π‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)
−1[1 + log(1 + t)]
for all k = 0, ..., l− 1
Corollary 10.1.e Under the assumptions of Proposition 10.1 we have, if δ0 is suitably small (depend-
ing on l),
max
j;i1...ik
‖/LRik .../LRi1Rj‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)
for all k = 0, ..., l
More precisely, we have:
max
m,j;i1...ik
|(k)αmj;i1...ik | = 1 : for all k
max
m,j;i1...ik
‖(k)βmj;i1...ik‖L∞(Σǫ0t ) ≤ Clδ20(1 + t)−2[1 + log(1 + t)]2
for all k = 0, ..., l
((0)βmj = 0)
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max
j;i1...ik
‖(k)γj;i1...ik‖L∞(Σǫ0t ) ≤ Clδ
2
0(1 + t)
−1[1 + log(1 + t)]2
for all k = 0, ..., l
((0)γj = 0)
Finally, we have:
Corollary 10.1.f Under the assumptions of Proposition 10.1, we have:
max
i;i1...ik
‖(k)/q′ii1...ik‖L∞(Σǫ0t ) ≤ Cl(1 + t)
−1[1 + log(1 + t)]
for all k = 0, ..., l − 1
and
max
i;i1...ik
‖(k)/rjii1...ik‖L∞(Σǫ0t ) ≤ Cl(1 + t)−1[1 + log(1 + t)]
for all k = 0, ..., l − 1
10.2.2 L2 Estimates for Rik ...Ri1y
j
We define:
A0 = ‖χ− /
g
1− u+ t‖L2(Σǫ0t )
and for k /=0:
Ak = max
i1...ik
‖/LRik .../LRi1χ‖L2(Σǫ0t )
and:
A[l] =
l∑
k=0
Ak
Also, we define:
WQk = maxα;i1...ik ‖Rik ...Ri1Qψα‖L2(Σǫ0t ), W
Q
[l] =
l∑
k=0
WQk
Proposition 10.2 Let the hypothesis H0 and the estimate (6.177) hold. Let l be a positive
integer and let the bootstrap assumptions /E[l∗], /E
Q
[l∗−1] and /X[l∗−1] hold. Then if δ0 is suitably small
(depending on l) we have:
Yk ≤ Cl{Y0 + (1 + t)A[l−1] +W[l]}
for all k = 0, ..., l.
Proof . The proof is again by induction. The proposition extends trivially to the case l = 0. Let
then the proposition hold with l replaced by 1, ..., l − 1 and consider the case l. The assumptions of
Proposition 10.2 coincide with those of Proposition 10.1 with l replaced by l∗. Therefore the conclusion
of Proposition 10.1 holds with l replaced by l∗. Therefore, we have the L∞-bounds for /LRik .../LRi1 /q′i
where k = 0, ..., l∗ − 1 and for /d((R)s2xj) where |s2| ≤ l∗. Also, all the corollaries of Proposition 10.1
hold with l replaced by l∗. As before, we shall use the expression in Lemma 10.4 and we must get a
L2 estimate for /LRik .../LRi1 /q′i where k = 0, ..., l− 1 and for /d((R)s2xj) where |s2| ≤ l − 1. By (10.18),
we have:
‖(/LR)sm′b‖L2(Σǫ0t ) ≤ C(δ0(1 + t)−1W[l] +A[l−1]) + Cl(1 + t)−1Y[l−1] (10.102)
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for all |s| ≤ l − 1. Here we have used Lemma 10.3, which yields:
max
i;i1...ik
‖Ri1 ...Rikλi‖L2(Σǫ0t ) ≤ Cl−1(1 + t)Y[l−1] (10.103)
for all k = 0, ..., l− 1.
This is because the hypothesis of Lemma 10.3 with l replaced by l − 1 are a fortiori satisfied.
Also we have:
‖(/LR)s(R)/π‖L2(Σǫ0t ) ≤ ClY[l−2] + Clδ0(1 + t)
−1[1 + log(1 + t)]W[l−1] + Clδ0[1 + log(1 + t)]A[l−2]
(10.104)
for all s = 0, ..., l− 2. Here we also used the induction hypothesis for λi.
Finally, we have to deal with the case that more than half of the derivatives hit Ri in the expression
(10.15). Here we must use Lemma 10.6. The first term on the right of this expression is obviously
bounded in L∞, as well as the second factor in the second term. So first we consider the term (k)βmj;i1...ik
for all k = 0, ..., l− 1. Let us now consider expression (10.72) for an arbitrary triplet z of T 11 -type St,u
tensorfields and k = 0, ..., l − 1. We have two cases to consider in regard to the terms in the sum in
(10.72).
Case 1:|s2| ≤ l∗ and: Case 2: |s1| ≤ l∗ − 1
In Case 1 by (10.95) with l∗ in the role of l, we have:
‖(/LR)s1z · (M)s2‖L2(Σǫ0t ) ≤ ‖(/LR)
s1z‖L2(Σǫ0t )‖(M)
s2‖L∞(Σǫ0t ) (10.105)
≤ C
l−1∑
m=0
max
i1...im
‖/LRim .../LRi1 z‖L2(Σǫ0t )
In Case 2 we express (M)s2 as in (10.80). We estimate the contribution of the first term in (10.80) by
placing this term in L∞ using (10.82):
‖(/LR)s1z · (p)Iin1 ...inp‖L2(Σǫ0t ) ≤ ‖(/LR)
s1z‖L2(Σǫ0t )‖
(p)Iin1 ...inp‖L∞(Σǫ0t ) (10.106)
≤ C
l−1∑
m=0
max
i1...im
‖/LRim .../LRi1 z‖L2(Σǫ0t )
Concerning the contribution of the second term in (10.80), we need a L2 estimate for this term. By
the discussion above (10.80), we need an estimate for
max
i;i1...ik
‖/LRik .../LRi1Ni‖L2(Σǫ0t )
for all k = 0, ..., l− 2.
Then by (10.75), we need an estimate for
max
i;i1...ik
‖/LRik .../LRi1µi‖L2(Σǫ0t )
for all k = 0, ..., l− 2.
To obtain this estimate, we use the definition (10.61). By (10.103) (with l replaced by l − 1), we
have a L2 estimate for λi. For a L
2 estimate of m′, we use (10.104) and (10.102) as well as (10.88)
and (10.90), to obtain:
max
i1...ik
‖/LRik .../LRi1m
′‖L2(Σǫ0t ) ≤ C(δ0(1 + t)
−1W[l−1] +A[l−2]) + Cl(1 + t)−1Y[l−2] (10.107)
for k = 0, ..., l − 2.
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Combining this and (10.103) with (10.90), (10.89) (with l replaced by l∗), we get:
max
i;i1...ik
‖/LRik .../LRi1µi‖L2(Σǫ0t ) (10.108)
≤ Clδ0[1 + log(1 + t)](δ0(1 + t)−1W[l−1] +A[l−2]) + Cl(1 + t)−1[1 + log(1 + t)]Y[l−2]
for k = 0, ..., l − 2.
Therefore we have:
max
i;i1...ik
‖/LRik .../LRi1Ni‖L2(Σǫ0t ) (10.109)
≤ Clδ0[1 + log(1 + t)](δ0(1 + t)−1W[l−1] +A[l−2]) + Cl(1 + t)−1[1 + log(1 + t)]Y[l−2]
So the contribution of the second term in (10.80) in Case 2 is bounded by
‖(/LR)s1z · (p)Bin1 ...inp‖L2(Σǫ0t ) ≤ ‖(/LR)
s1z‖L∞(Σǫ0t )‖
(p)Bin1 ...inp‖L2(Σǫ0t )
(10.110)
≤ Clδ0(1 + t)−1[1 + log(1 + t)] max
m≤l∗−1
max
i1...im
‖/LRim .../LRi1 z‖L∞(Σǫ0t ) · {Y[l−2] + (1 + t)A[l−2] +W[l−1]}
We thus conclude that for any triplet z of T 11 -type of St,u tensorfields:
max
i1...ik
‖Aik ...Ai1z‖L2(Σǫ0t ) ≤ Cl
l−1∑
m=0
max
i1...im
‖/LRim .../LRi1 z‖L2(Σǫ0t )
(10.111)
+Clδ0(1 + t)
−1[1 + log(1 + t)] max
m≤l∗−1
max
i1...im
‖/LRim .../LRi1 z‖L∞(Σǫ0t ) · {Y[l−2] + (1 + t)A[l−2] +W[l−1]}
for all k = 0, ..., l− 1.
From the expression for the triplets (k)ρj;i1...ik of Lemma 10.6 and the bounds (10.81) and (10.108)
with l − 1 replaced by l, we obtain:
max
i1...im+n
‖/LRim+n .../LRim+1
(m)ρj;i1...im‖L2(Σǫ0t ) (10.112)
≤ Clδ0(1 + t)−1[1 + log(1 + t)]{Y[l−1] + (1 + t)A[l−1] +W[l]}
for all m and all n ≤ l − 1.
We then apply (10.111) to the triplet (m)ρj;i1...im using L
2 estimate (10.112) as well as L∞ bound
(10.97) with l∗ in the role of l. This yields:
‖Aim+n ...Aim+1 (m)ρj;i1...im‖L2(Σǫ0t ) (10.113)
≤ Clδ0(1 + t)−1[1 + log(1 + t)]{Y[l−1] + (1 + t)A[l−1] +W[l]}
for all m and all n ≤ l − 1.
It then follows that:
max
j;i1...ik
‖(k)βj;i1...ik‖L2(Σǫ0t ) (10.114)
≤ Clδ0(1 + t)−1[1 + log(1 + t)]{Y[l−1] + (1 + t)A[l−1] +W[l]}
for all k = 0, ..., l.
More generally, we have:
max
j;i1...im+n
‖/LRim+n .../LRim+1
(m)βj;i1...im‖L2(Σǫ0t ) (10.115)
≤ Clδ0(1 + t)−1[1 + log(1 + t)]{Y[l−1] + (1 + t)A[l−1] +W[l]}
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for all m and all n such that m+ n ≤ l.
We turn to consider the expression for the coefficients (k)γj;i1...ik given in the statement of Lemma
10.6. Since we already have (10.115), what we need is an estimate for ‖/LRik .../LRi1 νij‖L2(Σǫ0t ) for all
k = 0, ..., l− 2. In view of (10.62), what is needed is an estimate for ‖/LRik .../LRi1wi‖L2(Σǫ0t ), therefore
an estimate for ‖/LRik .../LRi1 (wi)b‖L2(Σǫ0t )for all k = 0, ..., l − 2. Concerning (10.42), the L2 estimate
for derivatives of yi is just the induction hypothesis. While since we have:
Rq(R)
s2xj = (p+1)xjin1 ...inpq
− (p+1)δjin1 ...inpq (10.116)
where s2 = {n1, ..., np}, p = |s2|. So by H0,
|/d(R)s2xj | ≤ C(1 + t)−1
3∑
q=1
{|(p+1)xjin1 ...inpq|+ |
(p+1)δjin1 ...inpq
|} (10.117)
By (10.40), we can estimate the first term on the right of (10.117) in L∞ norm. By virtue of Proposition
10.1 with l replaced by l∗, the hypothesis of Lemma 10.3 is satisfied, and of course, the hypothesis of
Lemma 10.3 with l replaced by l − 1 is a fortiori satisfied. Therefore we have:
max
j;i1...ik
‖(k+1)δjii1...ik‖L2(Σǫ0t ) ≤ Cl−1(1 + t)Y[l−1] (10.118)
for all k = 0, ..., l − 1. So we can estimate the second term in L2 norm. Combining (10.118), (10.85)
with induction hypothesis and the conclusion of Proposition 10.1, we obtain:
max
i;i1...ik
‖/LRik .../LRi1 (wi)b‖L2(Σǫ0t ) ≤ ClY[l−1] (10.119)
for all k = 0, ..., l−1. Then combining this with (10.104), (10.88) and L∞ bounds for /LRik .../LRi1 (wi)b,
which is the same as the conclusion of Proposition 10.1, we obtain:
max
i;i1...ik
‖/LRik .../LRi1wi‖L2(Σǫ0t ) ≤ Cl{Y[l−1] + δ0(1 + t)
−2[1 + log(1 + t)]2[(1 + t)A[l−2] +W[l−1]]}
(10.120)
for all k = 0, ..., l− 1. Then we can easily obtain by (10.62):
max
i,j;i1...ik
‖/LRik .../LRi1 νij‖L2(Σǫ0t ) (10.121)
≤ Clδ0[1 + log(1 + t)]{Y[l−1] + δ0(1 + t)−2[1 + log(1 + t)]2[(1 + t)A[l−2] +W[l−1]]}
Combining this with (10.114), we obtain that the last two terms on the right in the expression of
Lemma 10.6 are bounded in L2 by:
Clδ0[1 + log(1 + t)]{Y[l−1] + (1 + t)A[l−2] +W[l−1]} (10.122)
Recall that the first term is estimated in L∞ by 1 + t. Combining (10.122) with (10.107), Corollary
10.1.e and (10.90), we obtain:
‖/LRik .../LRi1 /q
′
i
‖L2(Σǫ0t ) ≤ ClY[l−1] + Clδ0[(1 + t)A[l−1] +W[l]] (10.123)
for all k = 0, ..., l− 1.
Next, we must consider the L2 estimate for /d((R)s2xj) for |s2| ≤ l − 1. Recalling the discussion
from (10.116) to (10.118), the L2 contribution is bounded by (10.118). Combining this with Corollary
10.1.f and (10.85) as well as H0, we obtain:
‖(k)/rjii1...ik‖L2(Σǫ0t ) ≤ ClY[l−1] + Clδ0[(1 + t)A[l−2] +W[l−1]] (10.124)
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for all k = 0, ..., l− 1.
Thus we finally obtain:
‖Rik ...Ri1yj‖L2(Σǫ0t ) ≤ ClY[l−1] + Clδ0[(1 + t)A[l−1] +W[l]] (10.125)
for all k = 0, ..., l.
Recall the induction hypothesis:
‖Rik ...Ri1yj‖L2(Σǫ0t ) ≤ Cl{Y0 + (1 + t)A[l−2] +W[l−1]} (10.126)
for all k = 0, ..., l− 1.
Substituting this in (10.125), the proposition is proved.
As before, we have a lot of Corollaries. First, in conjunction with Lemma 10.3 we have:
Corollary 10.2.a Under the assumptions of Proposition 10.2 we have:
max
i;i1...ik
‖Rik ...Ri1λi‖L2(Σǫ0t ) ≤ Cl(1 + t){Y0 + (1 + t)A[l−1] +W[l−1]} (10.127)
for all k = 0, ..., l.
and:
max
j;ii1...ik
‖(k+1)δjii1...ik‖L2(Σǫ0t ) ≤ Cl(1 + t){Y0 + (1 + t)A[l−1] +W[l−1]} (10.128)
for all k = 0, ..., l.
Next, it is not difficult to obtain from the proof of Proposition 10.2 the following:
Corollary 10.2.b Under the assumptions of Proposition 10.2 we have:
max
i1...ik
‖Rik ...Ri1ψTˆ ‖L2(Σǫ0t ) ≤ Cl{W[l] + δ0(1 + t)
−1[Y0 + (1 + t)A[l−1]]}
for all k = 0, ..., l.
max
i1...ik
‖/LRik .../LRi1 /ψ‖L2(Σǫ0t ) ≤ Cl{W[l] + δ0(1 + t)
−1[Y0 + (1 + t)A[l−1]]}
for all k = 0, ..., l.
and:
max
i1...ik
‖/LRik .../LRi1 /ω‖L2(Σǫ0t ) ≤ Cl(1 + t)
−1{W[l] + δ0(1 + t)−1[Y0 + (1 + t)A[l−2]]}
for all k = 0, ..., l− 1.
Corollary 10.2.c Under the assumptions of Proposition 10.2 we have:
max
i1...ik
‖/LRik .../LRi1 /k‖L2(Σǫ0t ) ≤ Cl(1 + t)
−1{W[l] + δ0(1 + t)−1[Y0 + (1 + t)A[l−2]]}
for all k = 0, ..., l− 1.
Corollary 10.2.d Under the assumption of Proposition 10.2 we have:
max
i;i1...ik
‖/LRik .../LRi1
(Ri)/π‖L2(Σǫ0t )
≤ Cl{δ0(1 + t)−1[1 + log(1 + t)][(1 + t)A[l−1] +W[l]] + Y0 + (1 + t)A[l−2] +W[l−1]}
for all k = 0, ..., l− 1.
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Corollary 10.2.e Under the assumptions of Proposition 10.2, the coefficients of the expression for
/LRik .../LRi1Rj of Lemma 10.6 satisfy:
max
j;i1...ik
‖(k)βj;i1...ik‖L2(Σǫ0t ) ≤ Clδ0(1 + t)
−1[1 + log(1 + t)]{Y0 + (1 + t)A[l−1] +W[l]}
for all k = 1, ..., l.
max
j;i1...ik
‖(k)γj;i1...ik‖L2(Σǫ0t ) ≤ Clδ0[1 + log(1 + t)]{Y0 + (1 + t)A[l−2] +W[l−1]}
for all k = 1, ..., l.
Finally we have:
Corollary 10.2.f Under the assumptions of Proposition 10.2, the coefficients of the expression of
Rik ...Ri1Rjy
j of Lemma 10.4 satisfy:
max
ii1...ik
‖(k)/q′ii1...ik‖L2(Σǫ0t ) ≤ Cl{Y0 + (1 + t)A[l−1] +W[l]}
for all k = 0, ..., l− 1.
and:
max
ii1...ik
‖(k)/rjii1...ik‖L2(Σǫ0t ) ≤ Cl{Y0 + (1 + t)A[l−2] +W[l−1]}
for all k = 0, ..., l− 1.
We shall now estimate the angular derivatives of the functions Li. After this we shall proceed with
the estimates for the St,u 1-form κ
−1ζ and the St,u-tangential vectorfields (Ri)Z. According to the
equations (6.64) and (6.65):
Lj =
xj
1− u+ t + z
j (10.129)
where:
zj = −αyj + (α− 1)x
j
1− u+ t − ψ
j (10.130)
Let us define:
/ωL = L
µ/dψµ (10.131)
and
ωLTˆ = Tˆ
i(Lψi) (10.132)
As a corollary of Proposition 10.1 we have, in connection with the first two statements of Corollary
10.1.b, the following.
Corollary 10.1.g Under the assumptions of Proposition 10.1 we have:
max
j;i1...ik
‖Rik ...Ri1zj‖L∞(Σǫ0t ) ≤ Cδ0(1 + t)
−1[1 + log(1 + t)]
for all k = 0, ..., l.
max
j;i1...ik
‖Rik ...Ri1Lj‖L∞(Σǫ0t ) ≤ C
226
for all k = 0, ..., l. Moreover,
max
i1...ik
‖Rik ...Ri1ψL‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)
−1
for all k = 1, ..., l. And:
max
i1...ik
‖/LRik .../LRi1 /ωL‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)
−2
for all k = 0, ..., l− 1.
max
i1...ik
‖/LRik .../LRi1ωLTˆ ‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)
−2
for all k = 0, ..., l− 1.
Also, as a corollary of Proposition 10.2 we have, in connection with the first statement of Corollary
10.2.b:
Corollary 10.2.g Under the assumptions of Proposition 10.2 we have:
max
j;i1...ik
‖Rik ...Ri1zj‖L2(Σǫ0t ) ≤ Cl{Y0 + (1 + t)A[l−1] +W[l]}
for all k = 0, ..., l.
Moreover,
max
i1...ik
‖Rik ...Ri1ψL‖L2(Σǫ0t ) ≤ Cl{W[l] + δ0(1 + t)
−1[Y0 + (1 + t)A[l−1]]}
for all k = 1, .., l.
And:
max
i1...ik
‖/LRik .../LRi1 /ωL‖L2(Σǫ0t ) ≤ Cl(1 + t)
−1{W[l] + δ0(1 + t)−1[Y0 + (1 + t)A[l−2]]}
for all k = 0, ..., l− 1.
max
i1...il
‖/LRik .../LRi1ωLTˆ ‖L2(Σǫ0t ) ≤ Cl(1 + t)
−1{WQ[l−1] + δ0(1 + t)−1[Y0 + (1 + t)Al−2] +W[l−1]]}
for all k = 0, ..., l− 1.
We turn to the St,u 1-form κ
−1ζ. This is given by (3.54):
κ−1ζ = αε− /dα (10.133)
We first consider, under the assumptions of Proposition 10.1, L∞ estimates on Σǫ0t of the angular
derivatives of κ−1ζ up to order l − 1. Using Corollary 10.1.b, we readily deduce:
Corollary 10.1.h Under the assumptions of Proposition 10.1 we have:
max
i1...ik
‖/LRik .../LRi1 (κ
−1ζ)‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)−2
for all k = 0, ..., l− 1.
We consider next, under the assumptions of Proposition 10.2, L2 estimates on Σǫ0t of the angular
derivatives of κ−1ζ up to order l − 1. By Corollary 10.2.g and (10.133), it is easy to see that
Corollary 10.2.h Under the assumptions of Proposition 10.2 we have:
max
i1...ik
‖/LRik .../LRi1 (κ
−1ζ)‖L2(Σǫ0t ) ≤ Cl(1 + t)−1{W[l] + δ0(1 + t)−1[Y0 + (1 + t)A[l−2]]}
for all k = 0, ..., l− 1.
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We turn to the St,u-tangential vectorfields
(Ri)Z. These are related to the St,u 1-form
(Ri)/πL by:
(Ri)Z = (Ri)/πL · /g−1 (10.134)
According to (6.67):
(Ri)/πL = −(χ−
/g
1− u+ t ) · Ri + ǫijmz
j/dxm + λi(κ
−1ζ) (10.135)
Using the corollaries of Proposition 10.1 we readily deduce:
Corollary 10.1.i Under the assumptions of Proposition 10.1 we have:
max
i;i1...ik
‖/LRik .../LRi1
(Ri)/πL‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)
−1[1 + log(1 + t)]
for all k = 0, ..., l− 1, and:
max
i;i1...ik
‖/LRik .../LRi1
(Ri)Z‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)−1[1 + log(1 + t)]
for all k = 0, ..., l− 1.
Also, using the corollaries of Proposition 10.1 with l∗ in the role of l, as well as the corollaries of
Proposition 10.2 we can easily deduce:
Corollary 10.2.i Under the assumptions of Proposition 10.2 we have:
max
i;i1...ik
‖/LRik .../LRi1
(Ri)/πL‖L2(Σǫ0t )
≤ Cl{Y0 + (1 + t)A[l−1] + δ0(1 + t)−1[1 + log(1 + t)]W[l] +W[l−1]}
for all k = 0, ..., l− 1, and:
max
i;i1...ik
‖/LRik .../LRi1
(Ri)Z‖L2(Σǫ0t )
≤ Cl{Y0 + (1 + t)A[l−1] + δ0(1 + t)−1[1 + log(1 + t)]W[l] +W[l−1]}
for all k = 0, ..., l− 1.
10.3 Bounds for the quantities Ql and Pl
The object of this section is to obtain appropriate bounds for the quantities (i1...il)Ql and
(i1...il)Pl,
which, through (i1...il)Bl, enter the final estimates of Chapter 8 for the 1-forms
(i1...il)xl.
10.3.1 Estimates for Ql
We begin with the St,u 1-form i which is given by (8.100):
i = β∗A − α−1[(χ−
/g
1− u+ t ) · /g
−1 − (trχ− 2
1− u+ t )I] · (κ
−1ζ) (10.136)
:= i1 + i2
By (4.32)-(4.33), the first term on the right of above is given by:
i1 = β
∗
A = η
−2(/g−1)BC [
1
2
XA(−η2 + |v|2)/ω(XB, XC)− 1
2
XB(−η2 + |v|2)/ω(XA, XC)] (10.137)
−η−2(/g−1)BC [/ω(XA, XC)LjXB(ψj)− LjXA(ψj)/ω(XC , XB)]
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It is obvious that, under the assumptions of Proposition 10.1, with l replaced by l+ 1, we have:
max
i1...ik
‖/LRik .../LRi1 i1‖L∞(Σǫ0t ) ≤ Clδ
2
0(1 + t)
−4 (10.138)
for all k = 0, ..., l.
Also, it is easy to see that
max
i1...ik
‖/LRik .../LRi1 i2‖L∞(Σǫ0t ) ≤ Clδ
2
0(1 + t)
−4[1 + log(1 + t)] (10.139)
for all k = 0, ..., l. We thus obtain:
Lemma 10.7 Let H0 and (6.177) hold. Let also the bootstrap assumptions /E[l+1], /E
Q
[l] and /X[l]
hold, for some positive integer l. Then if δ0 is suitably small (depending on l) we have:
max
i1...ik
‖/LRik .../LRi1 i‖L∞(Σǫ0t ) ≤ Clδ
2
0(1 + t)
−4[1 + log(1 + t)]
for all k = 0, ..., l.
By direct calculation and the corollaries of Proposition 10.2, with l replaced by l + 1, it is not
difficult to see that
‖/LRik .../LRi1 i1‖L2(Σǫ0t ) ≤ Clδ0(1 + t)
−3{W[l+1] + δ0(1 + t)−1[Y0 + (1 + t)A[l−1]]} (10.140)
for all k = 0, ..., l.
Similarly, we have:
‖/LRik .../LRi1 i2‖L2(Σǫ0t ) ≤ Clδ0(1 + t)
−2A[l] + δ0(1 + t)−3[1 + log(1 + t)]{W[l+1] + δ0(1 + t)−1Y0}
(10.141)
for all k = 0, ..., l. We thus obtain:
Lemma 10.8 Let H0 and (6.177) hold. Let l be a positive integer and let the bootstrap assump-
tions /El∗+1, /E
Q
[l∗] and /X[l∗] hold. Then we have:
‖/LRik .../LRi1 i‖L2(Σǫ0t ) ≤ Clδ0(1 + t)
−2A[l] + δ0(1 + t)−3[1 + log(1 + t)]{W[l+1] + δ0(1 + t)−1Y0}
(10.142)
for all k = 0, ..., l.
We proceed to estimate, in L2(Σǫ0t ), the St,u 1-form
(i1...il)il given by Proposition 8.4,
(i1...il)il = (/LRil +
1
2
tr(Ril )/π)...(/LRi1 +
1
2
tr(Ri1)/π)i (10.143)
+
l−1∑
k=0
(/LRil +
1
2
tr(Ril )/π)...(/LRil−k+1 +
1
2
tr(Ril−k+1)/π)(i1...il−k)ql−k
under the assumptions of Lemma 10.8.
We begin with the first term on the right of (10.143). We have:
(/LRil +
1
2
tr(Ril )/π)...(/LRi1 +
1
2
tr(Ril )/π)i (10.144)
= /LRil .../LRi1 i+
l∑
j=1
l∑
k1<...<kj=1
/LRil ...
>/LRikj<
(
1
2
tr
(Rikj )/π)...
>/LRik1<
(
1
2
tr(Rik1 )/π).../LRi1 i
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We have two cases to consider:
Case 1: At most l∗ angular derivatives fall on one of the factors
1
2
tr(Rik1)/π, ...,
1
2
tr
(Rikj )/π and :
Case 2: one of these factors receives more than l∗ angular derivatives. Then all the other factors
receive at most l∗ angular derivatives.
In Case 1 we just apply Corollary 10.1.d with l∗ + 1 in the role of l, then we know that the second
term on the right in (10.144) is bounded by:
Cl(δ0(1 + t)
−1[1 + log(1 + t)])j{δ0(1 + t)−2A[l−j]
+δ0(1 + t)
−3[1 + log(1 + t)][W[l−j+1] + δ0(1 + t)−1Y0]}
In Case 2 the number of angular derivatives falling on i is at most l∗. So by Lemma 10.7 and
Corollary 10.2.d, we have an L2(Σǫ0t ) bound for Case 2, by:
Cl(δ0(1 + t)
−1[1 + log(1 + t)])j−1 · δ0(1 + t)−4[1 + log(1 + t)]·
{Y0 + (1 + t)A[l−j] +W[l−j+1]}
Here, we have used the following facts that under the assumptions of Proposition 10.2, we have, by
Corollary 10.2.d,
max
i;i1...ik
‖/LRik .../LRi1
(Ri)/π‖L2(Σǫ0t ) ≤ Cl{Y0 + (1 + t)A[l−1] +W[l]} (10.145)
Combining the results, we obtain a bound for the second term on the right in (10.144) by:
Cl(δ0(1 + t)
−1[1 + log(1 + t)])j−1{δ0(1 + t)−2A[l−j] (10.146)
+δ0(1 + t)
−3[1 + log(1 + t)][W[l−j+1] + δ0(1 + t)−1Y0]}
Next we consider the second term on the right in (10.143). First, we define the operator Dˇ:
( /ˇDϑ)ABC =
1
2
( /DAϑBC + /DBϑAC − /DCϑAB) (10.147)
where ϑ is a symmetric 2-covariant St,u tensorfield.
So the second term in the expression for (i1...ij)qj of Proposition 8.4 is simply
( /ˇD(i1...ij−1)χˆj−1) · (/g−1 ·
(Rj)
/ˆπ · /g−1)
Also, the third term in the same expression is:
(i1...ij−1)χˆj−1 · ( /div
(Rj)
/ˆπ · /g−1)
While by a direct calculation, we have:
/div
(X)
/ˆπ · /g−1 = tr(X)/π1 (10.148)
Here the definition of (X)/π1 is (9.140):
(X)/πC1,AB =
1
2
( /DA
(X)/πCB + /DB
(X)/πCA − /D
C (X)/πAB)
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We conclude that
(i1...ij)qj =
1
4
tr(Rj)/π/d(Rij−1 ...Ri1 trχ) + ( /ˇD
(i1...ij−1)χˆj−1) · (/g−1 ·
(Rj)
/ˆπ · /g−1) (10.149)
+(i1...ij−1)χˆj−1 · tr(Rij )/π1
To estimate the contribution of the above terms, we need some lemmas, which can be proved in a
straightforward manner.
Lemma 10.9 Let h be an arbitrary smooth function on St,u and ϑ be an arbitrary symmetric
2-covariant St,u tensorfield. The following commutation formulas hold for any non-negative integer k:
(i1...ik)ck := /LRik .../LRi1 /D
2
h− /D2(Rik ...Ri1h)
= −
k−1∑
m=0
/LRik .../LRik−m+1 (
(Rik−m )/π1 · /d(Rik−m−1 ...Ri1h))
and
/LRik .../LRi1 /ˇDϑ− /ˇD/LRik .../LRi1ϑ
= −
k−1∑
m=0
/LRik .../LRik−m+1 (
(Rik−m )/π1 · /LRik−m−1 .../LRi1ϑ)
The following assumption, which is another version ofH2, is used in the proof of the following lemmas.
H2′ There is a constant C (independent of s) such that for any 2-covariant symmetric St,u tensor-
field ϑ we have, pointwise:
| /Dϑ|2 ≤ C(1 + t)−2{
∑
j
|/LRjϑ|2 + |ϑ|2}
Lemma 10.10 Let the hypothesesH0, H1, H2′, and (6.177) hold. Let also the bootstrap assump-
tions /E[l+1], /E
Q
[l] and /X[l] hold, for some positive integer l. Then if δ0 is suitably small (depending on
l) we have:
max
j;i1...ik
‖/LRik .../LRi1
(Rj)/π1‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)
−2[1 + log(1 + t)]
for all k = 0, ..., l− 1.
Lemma 10.11 Let the hypothesesH0, H1, H2′, and (6.177) hold. Let also the bootstrap assump-
tions /E[l∗+1], /E
Q
[l∗] and /X[l∗] hold, for some positive integer l. Then if δ0 is suitably small (depending
on l) we have:
max
j;i1...ik
‖/LRik .../LRi1
(Rj)/π1‖L2(Σǫ0t ) ≤ Cl(1 + t)
−1{Y0 + (1 + t)A[l] +W[l+1]}
for all k = 0, ..., l− 1.
Using these lemmas, it is not difficult to obtain the following L2 estimate for the second term in
(10.143):
max
i1...il
‖
l−1∑
k=0
(/LRil +
1
2
tr(Ril )/π)...(/LRil−k+1 +
1
2
tr(Ril−k+1 )/π)(i1...il−k)ql−k‖L2(Σǫ0t ) (10.150)
≤ Clδ0(1 + t)−3[1 + log(1 + t)]{Y0 + (1 + t)A[l] +W[l+1]}
Combining this with (10.145) and (10.142) we obtain:
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Proposition 10.3 Under the assumptions of Lemma 10.14 we have:
max
i1...il
‖(i1...il)il‖L2(Σǫ0t ) ≤ Clδ0(1 + t)
−3[1 + log(1 + t)]{Y0 + (1 + t)A[l] +W[l+1]}
provided that δ0 is suitably small (depending on l).
We turn to the St,u 1-form
(i1...il)g˙l:
(i1...il)g˙l = /LRil .../LRi1 g0 −
(i1...il)wl +
l−1∑
k=0
/LRil .../LRil−k+1
(i1...il−k)yl−k (10.151)
where (i1...ij)yj is given in Proposition 8.3, and
(i1...il)wl is
(i1...il)wl =
l−1∑
k=0
/LRil .../LRil−k+1 /L(Ril−k )Z
(i1...il−k−1)xl−k−1 −
l−1∑
k=0
/L(Ril−k )Z
(i1
>il−k<... il)xl−1 (10.152)
We now introduce bootstrap assumptions in regard to the angular derivatives of the function µ.
Given a positive integer l let us denote by /Ml the bootstrap assumption that there is a constant C
independent of s such that for all t ∈ [0, s]:
/Ml : max
i1...il
‖Ril ...Ri1µ‖L∞(Σǫ0t ) ≤ Cδ0[1 + log(1 + t)]
Let us also denote by /M0 the bootstrap assumption:
/M0 : |µ− 1| ≤ Cδ0[1 + log(1 + t)]
We then denote by /M[l] the bootstrap assumption
/M[l] : /M0and...and /Ml
We also introduce the quantities:
B0 = ‖µ− 1‖L2(Σǫ0t )
and for k /=0:
Bk = max
i1...ik
‖Rik ...Ri1µ‖L2(Σǫ0t ) and : B[l] =
l∑
k=0
Bk
Then by the expression (8.27) and (8.29) we obtain:
Lemma 10.12 Let hypothesis H0 and the estimate (6.177) hold. Let also the bootstrap assump-
tions /E
T
[l∗+1], /E
Q
[l∗+1], /E[l∗+2], as well as /X[l∗] and /M[l∗] hold, for some positive integer l. We then
have:
max
i1...il
‖/dRil ...Ri1 gˇ‖L2(Σǫ0t )
≤ Clδ0(1 + t)−3{WT[l+1] +WQ[l+1] + (1 + t)−1[1 + log(1 + t)]W[l+2]
+δ0(1 + t)
−1[1 + log(1 + t)][Y0 + (1 + t)A[l]] + δ0(1 + t)−2B[l+1]}
provided that δ0 is suitably small (depending on l). The factor [1+ log(1+ t)] comes from the product
of µ and a regular term.
Here, the bootstrap assumption /E
T
[l] is defined as follows:
/E
T
[l] : /E
T
0 and...and/E
T
l
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where /E
T
l is the assumption:
/E
T
l : max
i1...il
max
α
‖Ril ...Ri1Tψα‖L∞(Σǫ0t ) ≤ Cδ0(1 + t)
−1
We now return to the equation (8.37) for the St,u 1-form g0, to estimate the remaining terms. By
the equation
Lµ = m+ µe
and (8.27), we have:
max
i1...il
‖/LRil .../LRi1 [trχ/d(fˇ + 2Lµ)]‖L2(Σǫ0t ) (10.153)
≤ Cl(1 + t)−3{[1 + log(1 + t)][WQ[l+1] + δ0(1 + t)−1(W[l+1] + Y0 + (1 + t)A[l])]
+δ0(1 + t)
−1B[l+1]}
under the assumptions of Lemma 10.12 except for the assumption /E
T
[l∗+1], due to the cancellation
between m and fˇ . Also due to this cancellation, the coefficient of A[l] has the decay factor (1 +
t)−3[1 + log(1 + t)].
Next, we consider the last term in (8.37), which is, by (8.38),
(/dµ)(µ−1(Lµ)trχ− trα)
then under the assumptions of Lemma 10.12 except for /E
T
[l∗+1], we have:
max
i1...il
‖/LRil .../LRi1 [(/dµ)(µ
−1(Lµ)trχ− trα)]‖L2(Σǫ0t ) (10.154)
≤ Cl(1 + t)−3{[1 + log(1 + t)][WQ[l+1] + δ0(1 + t)−1(W[l+2] + Y0 + (1 + t)A[l])]
+δ0(1 + t)
−1B[l+1]}
The calculation of this can be found in Chapter 12.
Combining the above results, we have:
Lemma 10.13 Let the hypotheses H0, H1, H2′ and the estimate (6.177) hold. Let also the
bootstrap assumptions /E[l∗+2], /E
Q
[l∗+1] and /X[l∗], /M[l∗+1] hold, for some positive integer l. Then if δ0
is suitably small (depending on l) we have:
max
i1...il
‖/LRil .../LRi1 g0‖L2(Σǫ0t ) ≤ Cl(1 + t)
−3·
{[1 + log(1 + t)](WQ[l+1] + δ0(1 + t)−1W[l+2]) + δ0WT[l+1]
+δ0(1 + t)
−1[1 + log(1 + t)](Y0 + (1 + t)A[l]) + δ0(1 + t)−1B[l+1]}
We turn to the third term in the formula (10.150) for (i1...il)g˙l:
l−1∑
k=0
/LRil .../LRil−k+1
(i1...il−k)yl−k (10.155)
where the St,u 1-form
(i1...ij)yj, j = 1, ..., l is given in the statement of Proposition 8.3:
(i1...ij)yj = (Rijµ)
(i1...ij−1)aj−1 (10.156)
+(µRij (trχ− e)−Rijm+ (Rij )Zµ− eRijµ) · /d(Rij−1 ...Ri1 trχ)
+
1
2
(Rij trχ)/d
(i1...ij−1)
fˇj−1
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for j = 1, ..., l.
The St,u 1-form
(i1...ij−1)aj−1 is given by (8.78):
(i1...ij−1)aj−1 = /d(Rij−1 ...Ri1f0) +
(i1...ij−1)bj−1 (10.157)
where
f0 = Ltrχ+ |χ|2
which we have dealt with in deriving (10.153), and:
(i1...ij−1)bj−1 =
j−2∑
m=0
/d(Rij−1 ...Rij−m
(Rij−m−1 )ZRij−m−2 ...Ri1trχ) (10.158)
+
j−1∑
m=1
j−1∑
k1<...<km=1
(Rikm ...Rik1 trχ)(/dRij−1
>ikm ...ik1<... Ri1trχ)
for j ≥ 2; b0 = 0.
To estimate the sum (10.154) in L2(Σǫ0t ), we must estimate:
max
i1...ij+k
‖/LRij+k .../LRij+1
(i1...ij)yj‖L2(Σǫ0t ) : j + k = l (10.159)
To estimate this requires estimating:
max
i1...ij−1+k
‖/LRij−1+k .../LRij
(i1...ij−1)aj−1‖L2(Σǫ0t ) : j + k ≤ l (10.160)
as well as:
max
i1...ij−1+k
‖/LRij−1+k .../LRij
(i1...ij−1)aj−1‖L∞(Σǫ0t ) : j + k ≤ l∗ (10.161)
Since we have dealt with the first term on the right in (10.156) in deriving (10.153), we just need to
estimate:
max
i1...ij−1+k
‖/LRij−1+k .../LRij
(i1...ij−1)bj−1‖L2(Σǫ0t ) : j + k ≤ l (10.162)
as well as:
max
i1...ij−1+k
‖/LRij−1+k .../LRij
(i1...ij−1)bj−1‖L∞(Σǫ0t ) : j + k ≤ l∗ (10.163)
These quantities they enjoy the bounds:
max
i1...ij−1+k
‖/LRij−1+k .../LRij
(i1...ij−1)bj−1‖L∞(Σǫ0t ) ≤ Clδ20(1 + t)−5[1 + log(1 + t)]2 (10.164)
for j + k ≤ l∗,
and:
max
i1...ij−1+k
‖/LRij−1+k .../LRij
(i1...ij−1)bj−1‖L2(Σǫ0t ) ≤ Clδ0(1 + t)
−4[1 + log(1 + t)]· (10.165)
{(1 + t)A[l] + Y0 +W[l]}
for j + k ≤ l under the assumptions of Proposition 10.1 with l∗ + 1 in the role of l.
The above estimates together with those for f0 yield the following lemma.
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Lemma 10.14 Let the hypotheses H0, H1, H2′, and the estimate (6.177) hold. Let also the
bootstrap assumptions /E[l∗+2], /E
Q
[l∗+1] and /X[l∗] hold, for some positive integer l. Then provided that
δ0 is suitably small (depending on l), the St,u 1-form
(i1...ij−1)aj−1 satisfies the following estimates:
max
i1...ij−1+k
‖/LRij−1+k .../LRij
(i1...ij−1)aj−1‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)
−4
for j + k ≤ l∗, and:
max
i1...ij−1+k
‖/LRij−1+k .../LRij
(i1...ij−1)aj−1‖L2(Σǫ0t ) ≤ Cl(1 + t)
−3{W[l+2] + δ0(1 + t)−1WQ[l+1] +WQ[l]
+δ0(1 + t)
−1[1 + log(1 + t)][Y0 + (1 + t)A[l]]}
for j + k ≤ l.
Using Lemma 10.14 and the bootstrap assumption /M[l∗+1] we readily obtain:
‖/LRij+k .../LRij+1 ((Rijµ)
(i1...ij−1)aj−1‖L2(Σǫ0t ) (10.166)
≤ Clδ0(1 + t)−3[1 + log(1 + t)]·
{W[l+2] + δ0(1 + t)−1WQ[l+1] +WQ[l]
+δ0(1 + t)
−1[1 + log(1 + t)][Y0 + (1 + t)A[l]]}+ Clδ0(1 + t)−4B[l]
for j + k = l.
We consider next the second term on the right in (10.155). We have the following estimates: Here,
we also need the assumption /X[(l+1)∗].
‖/LRij+1 .../LRij+k ((µRij (trχ− e)−Rijm+
(Rij )Zµ− eRijµ) · /d(Rij−1 ...Ri1trχ))‖L2(Σǫ0t )
≤ Clδ0(1 + t)−3{(1 + t)A[l] +WT[l] + Y0 +W[l]
+[1 + log(1 + t)]WQ[l] + δ0(1 + t)−1[1 + log(1 + t)]W[l+1]}
We turn to the last term on the right in (10.155). Recall that:
fˇ = µf = −1
2
dH
dh
τL (10.167)
Then by (8.24) and /M[l∗] we obtain:
max
i1...ik
‖Rik ...Ri1 fˇ‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)
−1 : k ≤ l∗ (10.168)
and also:
max
i1...ik
‖Rik ...Ri1 fˇ‖L2(Σǫ0t ) (10.169)
≤ Cl{WT[l] + δ0(1 + t)−1(W[l] + (1 + t)−1B[l]) + (1 + t)−1[1 + log(1 + t)]WQ[l]}
for k ≤ l.
So with the assumption /X[(l+1)∗], we have:
‖/LRij+k .../LRij+1 ((Rij trχ)(/dRij−1 ...Ri1 fˇ))‖L2(Σǫ0t ) (10.170)
≤ Clδ0(1 + t)−3{Y0 + (1 + t)A[l] +W[l]
+[1 + log(1 + t)][WT[l] + (1 + t)−1[1 + log(1 + t)]WQ[l] + δ0(1 + t)−2B[l]]}
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for j + k = l.
Combining the results we obtain the following lemma:
Lemma 10.15 Let the hypotheses H0, H1, H2′, and the estimate (6.177) hold. Let also the
bootstrap assumptions /E[l∗+2], /E
Q
[l∗+1], /E
T
[l∗], /X[(l+1)∗] and /M[l∗+1] hold, for some positive integer l.
Then provided that δ0 is suitably small (depending on l), we have:
max
i1...il
‖
l−1∑
k=0
/LRil .../LRil−k+1
(i1...il−k)yl−k‖L2(Σǫ0t )
≤ Clδ0(1 + t)−3{[1 + log(1 + t)]× (W[l+2] + δ0(1 + t)−1WQ[l+1]
+WT[l] + (1 + t)−1[1 + log(1 + t)]WQ[l]) +W[l]
+Y0 + (1 + t)A[l] + (1 + t)−1B[l]}
To estimate the St,u 1-form
(i1...il)g˙l, given by (10.150), it remains for us to consider the St,u 1-form
(i1...il)wl, defined by (10.151). A treatment similar to the above yields:
Lemma 10.16 Let hypotheses H0 and (6.177) hold. Let also the bootstrap assumptions /E[l∗+2],
/E
Q
[l∗+1], /E
T
[l∗+1], /X[(l+1)∗] and /M[l∗+1] hold, for some positive integer l. Then, provided that δ0 is
suitably small (depending on l), we have:
max
i1...il
‖(i1...il)wl‖L2(Σǫ0t ) ≤ Clδ0(1 + t)
−3·
{Y0 + (1 + t)A[l] +W[l+1] + [1 + log(1 + t)]WT[l]
+(1 + t)−1[1 + log(1 + t)]2(WQ[l] + δ0(1 + t)−1B[l])}
Combining Lemma 10.13, Lemma 10.15 and Lemma 10.16, we arrive at the following proposition.
Proposition 10.4 Let the hypotheses H0, H1, H2′ and (6.177) hold. Let also the bootstrap
assumptions /E[l∗+2],/E
Q
[l∗+1] and /E
T
[l∗+1], as well as /X[(l+1)∗] and /M[l∗+1] hold, for some positive integer
l. Then if δ0 is suitably small (depending on l) we have:
max
i1...il
‖(i1...il)g˙l‖L2(Σǫ0t ) ≤ Cl(1 + t)
−3·
{[1 + log(1 + t)][WQ + δ0(WT[l+1] +W[l+2])]
+δ0(Y0 + (1 + t)A[l] + (1 + t)−1B[l+1])}
Let us now consider the additional terms
2µ /Dχˆ · (i1...il)χˆl + µ/d(i1...il)h˙l (10.171)
Using the same methods we establish:
Lemma 10.17 Let H0 and (6.177) hold. Let also the bootstrap assumptions /E[l∗+1], /E
Q
[l∗] and
/X[(l+1)∗] hold for some positive integer l. Then we have:
max
i1...il
‖µ/d(i1...il)h˙l‖L2(Σǫ0t )
≤ Clδ0(1 + t)−4[1 + log(1 + t)]2{Y0 + (1 + t)A[l] +W[l+1]}
provided that δ0 is suitably small (depending on l).
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Finally the first term in (10.170) can be estimated directly:
max
i1...il
‖µ /Dχˆ · (i1...il)χˆl‖L2(Σǫ0t ) (10.172)
≤ Clδ0(1 + t)−4[1 + log(1 + t)]2{Y0 + (1 + t)A[l] +W[l]}
Proposition 10.4 together with Lemma 10.17 and (10.170) gives us an appropriate bound for
‖(i1...il)g¨l‖L2(Σǫ0t ). To get the estimate for
(i1...il)Ql(t), it remains for us to bound the quantities
‖/d(i1...il)fˇl‖L2(Σǫ0t ) and ‖(i1...il)zl‖L2(Σǫ0t ). From (10.168) we have:
max
i1...il
‖/d(i1...il)fˇl‖L2(Σǫ0t )
(10.173)
≤ Cl(1 + t)−1{WT[l+1] + δ0(1 + t)−1[W[l+1] + (1 + t)−1B[l+1]] + (1 + t)−1[1 + log(1 + t)]WQ[l+1]}
The non-negative function (i1...il)zl is given by (8.392). Using the same methods we deduce:
max
i1...il
‖(i1...il)zl‖L2(Σǫ0t ) ≤ Clδ0(1 + t)−2[1 + log(1 + t)]· (10.174)
{WT[l+1] + (1 + t)−1[1 + log(1 + t)](WQ[l+1] + δ0(1 + t)−1W[l+2])
+(1 + t)−1[1 + log(1 + t)](Y0 + (1 + t)A[l]) + δ0(1 + t)−2B[l+1]}
We now can write down the estimate for (i1...il)Ql:
Proposition 10.5 Let the hypotheses H0, H1, H2′ and the estimate (6.177) hold. Let also the
bootstrap assumptions /E[l∗+2], /E
Q
[l∗+1] and /E
T
[l∗+1], as well as /X[(l+1)∗] and /M[l∗+1] hold, for some
positive integer l. Then we have:
max
i1...il
(i1...il)Ql ≤ Cl(1 + t)−4·
{[1 + log(1 + t)][WQ[l+1] + δ0(WT[l+1] +W[l+2])]
+δ0(Y0 + (1 + t)A[l] + (1 + t)−1B[l+1])}
provided that δ0 is suitably small (depending on l).
10.3.2 Estimates for Pl
We now consider the principal term in the defining expression (8.403) for (i1...il)Bl, namely, the term:
C(1 + t)−2{(i1...il)P¯ (0)l,a (t) + (1 + t)−1/2
(i1...il)P¯
(1)
l,a (t)}µ¯−am (t)
Here, the quantities
(i1...il)P¯
(0)
l,a ,
(i1...il)P¯
(1)
l,a are defined by (8.348) and (8.349). Recall the definition:
(i1...il)Pl(t) = (1 + t)
2‖|/d(i1...il)fˇl(t)|‖L2([0,ǫ0]×S2) (10.175)
Here we need a more precise estimate for ‖/d(i1...il)fˇl‖L2(Σǫ0t ).
By (8.333) and H0 we have:
(i1...il)Pl ≤ C
∑
j
‖Rj(i1...il)fˇl‖L2(Σǫ0t ) = C
∑
j
‖RjRil ...Ri1 fˇ‖L2(Σǫ0t ) (10.176)
Here, we must recall the definition of fˇ in chapter 8:
fˇ = µf = −1
2
dH
dh
τL (10.177)
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We can use the definition of the acoustical metric and (8.24) to write the above as follows:
fˇ = −2m− 1
2
α−1κ
dH
dh
Lh := −2m− µe¯ (10.178)
where we have used the fact that:
α = η, ∂t − ψi∂i = B = L+ ακ−1T
We can express:
m = mαT (Tψα) (10.179)
where:
m0T =
1
2
dH
dh
, miT = −
1
2
dH
dh
ψi (10.180)
and
e¯ = e¯αL(Lψα) (10.181)
where
e¯0L =
1
2
α−2
dH
dh
, e¯iL = −
1
2
α−2
dH
dh
ψi (10.182)
Then
RjRil ...Ri1 fˇ = −2mαT (RjRil ...Ri1Tψα)− µe¯αL(RjRil ...Ri1Lψα) + (i1...ilj)nl+1 (10.183)
Here, (i1...ilj)nl+1 is the lower order term:
(i1...ilj)nl+1 = −
∑
|s1|≥1
((R)s1µ)((R)s2 e¯) (10.184)
−2
∑
|s1|≥1
((R)s1mαT )((R)
s2Tψα)
−
∑
|s1|≥1
µ((R)s1 e¯αL)((R)
s2Lψα)
We have:
|m0T −
1
2
ℓ| ≤ Cδ0(1 + t)−1, |miT | ≤ Cδ0(1 + t)−1 (10.185)
and also
|e¯0L| ∼ |ℓ| (10.186)
From (10.182)-(10.184) we have:
‖RjRil ...Ri1 fˇ‖L2(Σǫ0t ) ≤ (|ℓ|+ Cδ0(1 + t)
−1)
∑
α
‖RjRil ...Ri1Tψα‖L2(Σǫ0t ) (10.187)
+C
∑
α
‖µRjRil ...Ri1Lψα‖L2(Σǫ0t ) + ‖
(i1...ilj)nl+1‖L2(Σǫ0t )
where C is a constant which is independent of l. Under the assumptions of Proposition 10.5 we readily
deduce:
max
i1...ilj
‖(i1...ilj)nl+1‖L2(Σǫ0t ) (10.188)
≤ Clδ0(1 + t)−1{WT[l] + [1 + log(1 + t)]WQ[l] +W[l+1] + (1 + t)−1B[l+1]}
To proceed, we need the following lemma, which can be proved in a similar way as Lemma 8.2.
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Lemma 10.18 Let Y be an arbitrary St,u-tangential vectorfield on the spacetime domain W
∗
ǫ0 .
We have:
[T, Y ] = (Y )Θ
where (Y )Θ is an St,u-tangential vectorfield, associated to Y , and defined by the condition that for any
vector V ∈ TW ∗ǫ0 :
g((Y )Θ, V ) = (Y )π(T,ΠV )
In terms of the (L, T,X1, X2) frame,
(Y )Θ = (Y )ΘAXA,
(Y )ΘA = (Y )πTB(/g
−1)AB
We can express, in rectangular coordinates:
[T,Ri] = {T (Ri)j −RiT j}∂j (10.189)
Since T = κTˆ , we have:
RiT
j = (Riκ)Tˆ
j + κRiTˆ
j
Using (10.8) we have:
RiT
j = (Riκ)Tˆ
j + κ/qi · /dxj (10.190)
Projecting to St,u:
Π(RiTˆ
j∂j) = κ/qi (10.191)
On the other hand, from (10.21), (10.23),
(Ri)
j = ǫimjx
m − λiTˆ j
hence:
T (Ri)
j = ǫimjT
m − (Tλi)Tˆ j − λiT (Tˆ j) (10.192)
According to (3.192):
T (Tˆ j) = qjT (10.193)
Here qT is an St,u-tangential vectorfield given by:
qT = (qT )b · /g−1 (10.194)
where
(qT )b = −/dκ (10.195)
Substituting (10.193) in (10.192) we obtain:
T (Ri)
j∂j = κvi − (Tλi)Tˆ − λiqT (10.196)
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where vi is defined by (10.47). Projecting to St,u:
Π(T (Ri)
j∂j) = κΠvi − λiqT (10.197)
So we obtain:
[T,Ri] = κΠvi − λiqT − κ/qi (10.198)
Defining the vectorfields v′i as in (10.50), equation (10.52) holds, hence:
Πvi = wi − (1− u+ t)−1Ri (10.199)
Therefore by (10.43) and (10.14), we obtain:
[T,Ri] = −κ/˜q′ − λiqT (10.200)
We have thus proved the following lemma.
Lemma 10.19 We have:
[T,Ri] =
(Ri)Θ = −κ/˜q′ − λiqT
Now, under the assumptions of Proposition 10.1 with l∗+1 in the role of l augmented by assumption
/M[l∗+1], we have, by (10.194) and (10.195),
max
i1...ik
‖/LRik .../LRi1 qT ‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)
−1[1 + log(1 + t)] (10.201)
for k ≤ l∗. Also by Corollary 10.2.d, with l replaced by l+ 1, we have:
max
i1...ik
‖/LRik .../LRi1 qT ‖L2(Σǫ0t ) (10.202)
≤ Cl{(1 + t)−1B[l+1] + δ0(1 + t)−1[1 + log(1 + t)][Y0 + (1 + t)A[l−1] +W[l]]}
By (10.101) and (10.41)-(10.42), Proposition 10.1, with l∗ + 1 in the role of l we have:
max
i;i1...ik
‖/LRik .../LRi1 /˜q
′
i
‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)
−1[1 + log(1 + t)] (10.203)
for k ≤ l∗, and by (10.120) and (10.123) with l + 1 in the role of l:
max
i;i1...ik
‖/LRik .../LRi1 /˜q
′
i
‖L2(Σǫ0t ) (10.204)
≤ Cl{Y0 + (1 + t)A[l] +W[l+1]}
for k ≤ l.
The above estimates together with Corollary 10.1.a with l∗ in the role of l and Corollary 10.2.a
yield the following lemma.
Lemma 10.20 Under the assumptions of Proposition 10.1 with l∗+1 in the role of l and /M[l∗+1],
we have:
max
i;i1...ik
‖/LRik .../LRi1
(Ri)Θ‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)
−1[1 + log(1 + t)]2
for k ≤ l∗, and:
max
i;i1...ik
‖/LRik .../LRi1
(Ri)Θ‖L2(Σǫ0t )
≤ Cl[1 + log(1 + t)]{Y0 + (1 + t)A[l] + δ0(1 + t)−1B[l+1] +W[l+1]}
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for k ≤ l.
Provided that δ0 is suitably small (depending on l).
Consider now the commutator
TRil ...Ri1 −Ril ...Ri1T = (i1...il)ATl (10.205)
By Lemma 10.19,
(i1...il)ATl = Ril
(i1...il−1)ATl−1 +
(Ril )ΘRil−1 ...Ri1 (10.206)
Applying Proposition 8.2 to this recursion yields:
(i1...il)ATl =
l−1∑
k=0
Ril ...Ril−k+1
(Ril−k )ΘRil−k−1 ...Ri1 (10.207)
So we have:
Ril+1Ril ...Ri1Tψα = TRil+1Ril ...Ri1ψα (10.208)
−
l∑
k=0
Ril+1 ...Ril−k+2
(Ril−k+1)ΘRil−k ...Ri1ψα
We shall now use the following lemma, which is proved in a similar way as Lemma 8.5
Lemma 10.21 For any St,u-tangential vectorfield X and any function φ and positive integer l we
have:
[X,Ril ...Ri1 ]φ = −
l∑
j=1
l∑
k1<...<kj=1
(ik1 ...ikj )Y Ril
>ikj ...ik1<... Ri1φ
where (ik1 ...ikj )Y is the St,u-tangential vectorfield:
(ik1 ...ikj )Y = /LRikj .../LRik1X
Consider then an arbitrary term of the sum on the right in (10.207), corresponding to some k ∈
{0, ..., l}. Setting
X = (Ril−k+1)Θ, φ = Ril−k ...Ri1ψα (10.209)
we write this term in the form, using Lemma 10.21,
Ril+1 ...Ril−k+2Xφ = X · /d(Ril+1 ...Ril−k+2φ) +
∑
|s1|>0
(/LR)s1X · /d(R)s2φ (10.210)
By Lemma 10.20, the first term on the right in (10.209) is bounded in L2(Σǫ0t ) by:
Clδ0(1 + t)
−2[1 + log(1 + t)]2W[l+1] (10.211)
A term in the sum in (10.209) is the product of an angular derivative of X of order |s1| with an angular
derivative of ψα of order |s2|+ l−k+1, and we have |s1|+ |s2| = k. Thus the sum in (10.209) contains
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angular derivatives of X of order at most k ≤ l and angular derivatives of ψα of order at most l (for,
|s1| ≥ 1).
We have the following two cases.
Case 1:|s1| ≤ l∗ and: Case 2:|s1| ≥ l∗ + 1
In Case 1 we use the first part of Lemma 10.20 to place the first factor in L∞, obtaining an L2
bound by:
Clδ0(1 + t)
−2[1 + log(1 + t)]2W[l] (10.212)
In Case 2 we have |s2| ≤ k − l∗ − 1, hence:
|s2|+ l − k + 1 ≤ l − l∗ ≤ l∗ + 1
and the bootstrap assumption /E[l∗+1] allows us to place the second factor in L
∞. Using also the second
part of Lemma 10.20 in placing the first factor in L2, we obtain an L2 bound by:
Cl(1 + t)
−2[1 + log(1 + t)]{Y0 + (1 + t)A[l] + δ0(1 + t)−1B[l+1] +W[l+1]} (10.213)
Combining the above results (10.210)-(10.212) we conclude that:
‖
l∑
k=0
Ril+1 ...Ril−k+2
(Ril−k+1 )ΘRil−k ...Ri1ψα‖L2(Σǫ0t ) (10.214)
≤ Clδ0(1 + t)−2[1 + log(1 + t)]{Y0 + (1 + t)A[l] + δ0(1 + t)−1B[l+1]
+[1 + log(1 + t)]W[l+1]}
for k = 0, ..., l.
A commutation relation similar to (10.207) with (Ri)Z in the role of (Ri)Θ holds for L in the role
of T , that is:
Ril+1Ril ...Ri1Lψα = LRil+1Ril ...Ri1ψα (10.215)
−
l∑
k=0
Ril+1 ...Ril−k+2
(Ril−k+1 )ZRil−k ...Ri1ψα
Using Corollary 10.1.i with l∗ + 1 in the role of l and Corollary 10.2.i with l + 1 in the role of l, in
place of the estimates of Lemma 10.20, we deduce that:
‖µ
l∑
k=0
Ril+1 ...Ril−k+2
(Ril−k+1)ZRil−k ...Ri1ψα‖L2(Σǫ0t ) (10.216)
≤ Clδ0(1 + t)−2[1 + log(1 + t)]{Y0 + (1 + t)A[l] + [1 + log(1 + t)]W[l+1]}
for k = 0, ..., l.
Now we have, from Chapter 5, the following hold for any variation ψ:
‖Tψ‖L2(Σǫ0t ) ≤ C
√
E0[ψ] (10.217)
‖√µ(Lψ + νψ)‖L2(Σǫ0t ) ≤ C(1 + t)−1
√
E ′1[ψ]
while:
‖µνRjRil ...Ri1ψα‖L2(Σǫ0t ) ≤ C(1 + t)−1[1 + log(1 + t)]W[l+1] (10.218)
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Thus, up to the estimates for the commutators, the first term on the right in (10.186) is bounded by:
(|ℓ|+ Cδ0(1 + t)−1)
√∑
α
E0[RjRil ...Ri1ψα] (10.219)
and the second term on the right in (10.186) is bounded by:
C(1 + t)−1[1 + log(1 + t)]1/2
√∑
α
E ′1[RjRil ...Ri1ψα] + C(1 + t)−1[1 + log(1 + t)]W[l+1] (10.220)
Actually, taking into account the commutator estimates (10.214), (10.216), we have the following
proposition.
Proposition 10.6 Under the assumptions of Proposition 10.5, we have:
(i1...il)Pl ≤ (i1...il)P (0)l + (i1...il)P (1)l
where:
(i1...il)P
(0)
l = |ℓ|
√∑
j,α
E0[RjRil ...Ri1ψα]
and:
(i1...il)P
(1)
l = Cδ0(1 + t)
−1
√∑
j,α
E0[RjRil ...Ri1ψα]
+C(1 + t)−1[1 + log(1 + t)]1/2
√∑
j,α
E ′1[RjRil ...Ri1ψα]
+C(1 + t)−1[1 + log(1 + t)]W[l+1] + Clδ0(1 + t)−1{WT[l] + [1 + log(1 + t)]WQ[l]
+(1 + t)−1[[1 + log(1 + t)](Y0 + (1 + t)A[l]) + B[l+1]]}
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Chapter 11
Control of the Spatial Derivatives of
the First Derivatives of the xi.
Assumptions and Estimates in
Regard to µ
11.1 Estimates for T Tˆ i
11.1.1 Basic Lemmas
The first part of the present chapter is concerned with the derivation of estimates for the spatial
derivatives of the Tˆ xi = Tˆ i, of which at least one is a T -derivative. By spatial derivatives we mean the
derivatives with respect to T and the rotation fields Rj : j = 1, 2, 3. Combining with the estimates
of Chapter 10 we then obtain estimates for all spatial derivatives of the first derivatives of the xi
with respect to all five commutation fields. The derivation of the estimates of this chapter is based on
bootstrap assumptions in regard to µ, in addition to the bootstrap assumptions of Chapter 10 in regard
to χ. The estimates are then used to obtain estimates for the spatial derivatives of the deformation
tensors of the commutation fields.
We begin by defining certain norms. In the following ξ is an arbitrary St,u tensorfield defined on
Σǫ0t . We first define L
∞ and L2 norms which consider only angular derivatives. Given a non-negative
integer l we define:
‖ξ‖∞,[l],Σǫ0t = max0≤n≤l maxi1...in ‖/LRin .../LRi1 ξ‖L∞(Σǫ0t ) (11.1)
‖ξ‖2,[l],Σǫ0t =
l∑
n=0
max
i1...in
‖/LRin .../LRi1 ξ‖L2(Σǫ0t ) (11.2)
We then define L∞ and L2 norms which take into consideration all spatial derivatives.
Given a pair of non-negative integers k, l with k ≤ l, we define:
‖ξ‖∞,[k,l],Σǫ0t = max0≤m≤k ‖(/LT )
mξ‖∞,[l−m],Σǫ0t (11.3)
‖ξ‖2,[k,l],Σǫ0t =
k∑
m=0
‖(/LT )mξ‖2,[l−m],Σǫ0t (11.4)
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Also, we shall denote:
‖ξ‖∞,{l},Σǫ0t = ‖ξ‖∞,[l,l],Σǫ0t , ‖ξ‖2,{l},Σǫ0t = ‖ξ‖2,[l,l],Σǫ0t (11.5)
According to the above definitions ‖ξ‖∞,[k,l],Σǫ0t is the maximum of the quantities:
max
i1...in
‖/LRin .../LRi1 (/LT )mξ‖L∞(Σǫ0t ) (11.6)
over
{(m,n) : 0 ≤ n ≤ l −m, 0 ≤ m ≤ k} (11.7)
Similarly for ‖ξ‖2,[k,l],Σǫ0t .
Also, ‖ξ‖∞,{l},Σǫ0t is the maximum of the quantities (11.6) over
{(m,n) : m,n ≥ 0,m+ n ≤ l} (11.8)
Similarly for ‖ξ‖2,{l},Σǫ0t .
We now introduce some bootstrap assumptions. In the following, C is a constant independent of
s, and t ∈ [0, s].
Em,n : max
α;i1...in
‖Rin ...Ri1(T )mψα‖L∞(Σǫ0t ) ≤ Cδ0(1 + t)
−1
In particular:
E0,0 : max
α
‖ψα‖L∞(Σǫ0t ) ≤ Cδ0(1 + t)
−1
We denote by E{l} the conjunction of assumptions Em,n corresponding to (11.8). The constant C
depends on l only. Note that E0,n coincide with /En and that E{l} contain /E[l].
Given non-negative integers m,n not both 0, we denote by Wm,n the quantity:
Wm,n = max
α;i1...in
‖Rin ...Ri1(T )mψα‖L2(Σǫ0t ) (11.9)
In particular we denote by W0,0 the quantity:
W0,0 = max
α
‖ψα‖L2(Σǫ0t ) (11.10)
We then denote by W{l} the sum of the quantities Wm,n corresponding to (11.8). Note that W0,n
coincide with Wn, and that W{l} dominate W[l]. Moreover, we have:
max
α
‖ψα‖2,{l},Σǫ0t ≤ W{l} (11.11)
The following lemma, which can be proved by a direct calculation, extends Lemma 10.1 to all
spatial derivatives.
Lemma 11.1 Let G be a smooth function of the (ψα : α = 0, 1, 2, 3) defined in a neighborhood
of (0, 0, 0, 0), and let G0 be the constant:
G0 = G(0, 0, 0, 0)
Suppose that the bootstrap assumption E{l∗} holds for some positive integer l. Then, if δ0 is suitably
small (depending on l), we have:
‖G−G0‖2,{l},Σǫ0t ≤ CW{l}
where C is a constant which is independent of l.
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We continue with a product lemma for the norms (11.3) and (11.4), which shall be applied repeat-
edly in the sequel.
Lemma 11.2
a. Let ξ1, ..., ξN be arbitrary St,u tensorfields, defined on Σ
ǫ0
t and let us denote by
ξ1...ξN
an arbitrary tensor product with contractions. Let also k, l be non-negative integers, k ≤ l. We then
have:
‖ξ1...ξN‖2,[k,l],Σǫ0t ≤ Cl
N∑
i=1
(
∏
j /=i
‖ξj‖∞,[k,l∗],Σǫ0t )‖ξi‖2,[k,l],Σǫ0t
b. Let ξ1, ..., ξN be as above, and ϑ another arbitrary St,u tensorfield defined on Σ
ǫ0
t . Let k, l be
positive integers, k ≤ l. We then have:
‖ξ1...ξN · ϑ‖2,[k−1,l−1],Σǫ0t
≤ Cl‖ϑ‖∞,[k−1,l∗−1],Σǫ0t
N∑
i=1
(
∏
j /=i
‖ξj‖∞,[k−1,l∗],Σǫ0t )‖ξi‖2,[k−1,l−1],Σǫ0t
+Cl(
N∏
i=1
‖ξi‖∞,[k−1,l∗],Σǫ0t )‖ϑ‖2,[k−1,l−1],Σǫ0t
Proof . It is a direct calculation.
Part a shall be applied to St,u tensorfields ξ1,...,ξN of order at most 1, and part b shall be applied
when the ξ1,...,ξN are of order at most 1, but the St,u tensorfield ϑ is of order 2.
As in Chapter 10 a primary role was played by the estimates, given by Propositions 10.1 and 10.2,
for the angular derivatives of the rectangular components Tˆ i, or equivalently of the functions yi, a
primary role shall be played in the present chapter by the estimates for the spartial derivatives of the
Tˆ i of which at least one is a T -derivative. From (10.193) we have:
T Tˆ i = qT · /dxi (11.12)
where
qT = (qT )b · /g−1 (11.13)
and
(qT )b = −/dκ (11.14)
The higher order T -derivatives of the Tˆ i shall be expressed recursively through the following lemma.
Lemma 11.3 For any non-negative integer m we have:
(T )m+1Tˆ i = pT,mTˆ
i + qT,m · /dxi +
m−1∑
n=0
rnT,m · /d(T )nTˆ i
Here the pT,m are the functions and the qT,m are St,u-tangential vectorfields determined by the recur-
sion relations:
pT,m = TpT,m−1 + /dκ · qT,m−1
qT,m = /LT qT,m−1 + qT pT,m−1
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and the initial conditions:
pT,0 = 0, qT,0 = qT
Also, the rnT,m are St,u-tangential vectorfields determined by the recursion relations:
r0T,m = /LT r0T,m−1 + κqT,m−1
rnT,m = /LT rnT,m−1 + rn−1T,m−1 : for n ∈ {1, ...,m− 2}
rm−1T,m = r
m−2
T,m−1
and the initial condition:
r0T,0 = 0
The proof is a direct calculation.
Let us now investigate the recursions of the above lemma. First we have the recursion satisfied by:[
pT,m
qT,m
]
Here we considering columns [
φ
X
]
where φ is a function and X is a St,u-tangential vectorfield. We define the operator A acting on such
columns by:
A = /LT +B (11.15)
where, naturally,
/LT
[
φ
X
]
=
[
Tφ
/LTX
]
and B is the multiplication operator:
B
[
φ
X
]
=
[
0 /dκ
qT 0
]
·
[
φ
X
]
=
[
/dκ ·X
qTφ
]
(11.16)
In terms of the operator A the recursion in question takes the form, simply:[
pT,m
qT,m
]
= A
[
pT,m−1
qT,m−1
]
(11.17)
and the solution satisfying the initial condition[
pT,0
qT,0
]
=
[
0
qT
]
(11.18)
is: [
pT,m
qT,m
]
= Am
[
0
qT
]
(11.19)
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We turn to the 2-dimensional recursion satisfied by the St,u-tangential vectorfields r
n
T,m. The first
recursion is
r0T,m = /LT r0T,m−1 + κqT,m−1 (11.20)
by the initial condition
r0T,0 = 0 (11.21)
we obtain:
r0T,m =
m−1∑
j=0
(/LT )j(κqT,m−1−j) (11.22)
Next, we consider the third recursion relation. This is:
rm−1T,m = r
m−2
T,m−1 (11.23)
It follows that:
rm−1T,m = r
0
T,1 = κqT (11.24)
Finally, we consider the second recursion relation, which takes the form (setting k = m− n):
rm−kT,m = /LT rm−kT,m−1 + rm−1−kT,m−1 (11.25)
for k = 2, ...,m− 1.
Given any positive integer k let us denote by Nk the set of positive integers:
Nk = {m ≥ k} (11.26)
On Nk we define the function xk with values in the space X of St,u-tangential vectorfields by:
xk(m) = r
m−k
T,m (11.27)
Let Lk be the linear map taking X -valued functions defined on Nk−1 into X -valued functions defined
on Nk by:
(Lkf)(m) = /LT (f(m− 1)) : ∀m ∈ Nk (11.28)
Then (11.25) takes the form:
xk(m)− xk(m− 1) = (Lkxk−1)(m) : ∀m ∈ Nk+1, k ≥ 2 (11.29)
Setting:
yk = Lkxk−1 (11.30)
we can write (11.29) as:
xk(m)− xk(m− 1) = yk(m) : ∀m ∈ Nk+1, k ≥ 2 (11.31)
Let us sum (11.31) over m ∈ {k + 1, ..., j}. We obtain:
j∑
m=k+1
(xk(m)− xk(m− 1)) = xk(j)− xk(k)
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i.e.
xk(m) = xk(k) +
m∑
j=k+1
yk(j) : ∀m ∈ Nk, k ≥ 2 (11.32)
Now, from (11.27) with m = k,
xk(k) = ck = r
0
T,k (11.33)
is given by (11.22), while from (11.30) and (11.28) the sum on the right is:
m∑
j=k+1
yk(j) =
m∑
j=k+1
(Lkxk−1)(j) =
m∑
j=k+1
/LT (xk−1(j − 1)) (11.34)
Let us define a linear operator Mk acting on X -valued functions f defined on Nk by:
(Mkf)(m) =
m−1∑
j=k
(/LT f)(j) (11.35)
In terms of the operatorMk and the constants ck, (11.32) becomes the following recursion in k for the
X -valued functions xk:
xk = ck +Mkxk−1 : k ≥ 2 (11.36)
Here we consider ck as constant functions defined on Nk. Now, by (11.27) and (11.24) for k = 1 we
have:
x1(m) = r
m−1
T,m = κqT : ∀m ∈ N1 (11.37)
hence, by (11.33) for k = 1,
x1 = c1 (11.38)
Thus (11.36) holds also for k = 1 if we set x0 = 0:
xk = ck +Mkxk−1 : k ≥ 1 (11.39)
x0 = 0
To this recursion Proposition 8.2 applies, yielding:
xk =
k−1∑
i=0
Mk...Mk−i+1ck−i (11.40)
Now by (11.35),
(Mkc)(m) = (m− k)/LT c : ∀m ∈ Nk (11.41)
Let us define, for each non-negative integer l, the function Nl on the set of non-negative integers, with
the value in the same set, recursively by:
N0(n) = 1 : for all non-negative integers n (11.42)
Nl(n) =
n∑
m=1
Nl−1(m)
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for all non-negative integers n and all positive integers l.
In particular, we have:
Nl(0) = 0 : for all positive integers l (11.43)
In fact, it is readily seen that:
Nl(n) =
n...(n+ l − 1)
l!
: for all non-negative integers n and all positive integers l (11.44)
We can then show, by induction on j , that for all non-negative integers j we have:
(Mk−i+j ...Mk−i+1ck−i)(m) = Nj(m− k + i− j)(/LT )jck−i (11.45)
Setting j = i in the above we obtain:
(Mk...Mk−i+1ck−i)(m) = Ni(m− k)(/LT )ick−i : ∀m ∈ Nk (11.46)
Substituting in (11.40) then yields:
xk(m) =
k−1∑
i=0
Ni(m− k)(/LT )ick−i : ∀m ∈ Nk, ∀k ≥ 1 (11.47)
We summarize the above results in the following lemma.
Lemma 11.4 Let A be the operator
A = /LT +B acting on columns
[
φ
X
]
where φ is a function and X a St,u-tangential vectorfield, B being the multiplication operator:
B =
[
0 /dκ
qT 0
]
Then functions pT,m and St,u-tangential vectorfields qT,m are given by:[
pT,m
qT,m
]
= Am
[
pT
qT
]
Moreover, the St,u-tangential vectorfields r
n
T,m−1, n ∈ {0, ...,m− 1}, are given by:
rnT,m =
m−1−n∑
i=0
Ni(n)
m−1−n∑
j=i
(/LT )j(κqT,m−1−n−j)
where Ni(n) are the non-negative integers:
Ni(n) = 1 : if i = 0
=
n...(n+ i− 1)
i!
: if i ≥ 1
The St,u 1-form (qT )b can be directly estimated, however to estimate the St,u-tangential vectorfield
qT , which enters all the above formulas, we must estimate the T -derivatives of /g
−1. Now,
/LT /g−1 = −/g−1 · (T )/π · /g−1, (T )/π = /LT /g (11.48)
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Thus estimating (/LT )m+1/g−1 reduces to estimating (/LT )m(T )/π. Now from (3.27) we have:
(T )
/π = 2κθ = −2α−1κχ+ 2κ/k (11.49)
Let us define:
χ′ = χ− /g
1− u+ t (11.50)
and:
(T )
/π
′ = −2α−1κχ′ + 2κ/k (11.51)
We then have:
(T )/π = (T )/π′ + λ(1 − u+ t)−1/g (11.52)
where λ is the function:
λ = −2(α−1κ) (11.53)
We shall be able to estimate in a more direct manner the T -derivatives of (T )/π
′. From these
estimates for the T -derivatives of (T )/π, we shall use the auxiliary symmetric 2-covariant St,u tensorfields
(m;T )
/π defined below. Their definition requires the polynomials pm(x), which we shall presently define.
For each non-negative integer m we define:
pm(x) = 1 : for m = 0 (11.54)
= (m+ x)...(1 + x) : for m ≥ 1
We can see inductively, that
m!{1 + x
m−1∑
n=0
pn(x)
(n+ 1)!
} = pm(x) (11.55)
We define, for any non-negative integer m:
(m;T )/π = (/LT )m(T )/π − λpm(λ)(1 − u+ t)−m−1/g (11.56)
Note that:
(0;T )
/π =
(T )
/π
′ (11.57)
Considering the fact, from (11.53), that λ = −2 in the constant state, we define:
λ′ = λ+ 2 (11.58)
Lemma 11.5 Let l be a positive integer and m a non-negative integer, m ≤ l. Suppose that:
max
i
‖(Ri)/π‖∞,[l−1],Σǫ0t ≤ Clδ0(1 + t)−1[1 + log(1 + t)]
and:
‖λ′‖∞,[m,l],Σǫ0t ≤ Clδ0[1 + log(1 + t)]
Then if δ0 is suitably small (depending on l) we have:
max
0≤k≤m
‖(k;T )/π‖∞,[l−k],Σǫ0t ≤ Cl‖
(T )
/π
′‖∞,[m,l],Σǫ0t + Clδ0(1 + t)
−1[1 + log(1 + t)]
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Proof . We apply (/LT )k to (11.52), for k ∈ {0, ...,m}. A direct calculation gives:
(k;T )
/π = (/LT )k(T )/π′ (11.59)
+
∑
k1+k3=k,k3≥1
k!
k3!
(1− u+ t)−k1−1λ(k3−1;T )/π
+
∑
k1+k2=k,k2≥1
k!
k2!
(1− u+ t)−k1−1((T )k2λ)/g
+
∑
k1+k2+k3=k,k2,k3≥1
k!
k2!k3!
(1 − u+ t)−k1−k3−1((T )k2λ)λpk3−1(λ)/g
+
∑
k1+k2+k3=k,k2,k3≥1
k!
k2!k3!
(1− u+ t)−k1−1((T )k2λ)(k3−1;T )/π
We apply /LRin .../LRi1 to (11.59) with n ∈ {0, ..., l− k}. The first term on the right is bounded by:
‖(/LT )k(T )/π′‖∞,[l−k],Σǫ0t (11.60)
We decompose the first sum on the right according to:
λ = −2 + λ′ (11.61)
Setting:
k′ = k3 − 1 (11.62)
the contribution of the term −2 is:
2
k−1∑
k′=0
k!
(k′ + 1)!
(1− u+ t)k′−k‖(k′;T )/π‖∞,[l−k],Σǫ0t (11.63)
While the term λ′ is bounded by:
Clδ0[1 + log(1 + t)]
k−1∑
k′=0
k!
(k′ + 1)!
(1 − u+ t)k′−k‖(k′;T )/π‖∞,[l−k],Σǫ0t (11.64)
The last sum is bounded by:
Clδ0[1 + log(1 + t)] (11.65)
×
k−2∑
k′=0
k−2−k′∑
j=0
k!
(j + 1)!(k′ + 1)!
(1 − u+ t)k′−k+1+j‖(k′;T )/π‖∞,[l−k],Σǫ0t
where we have set:
k2 = 1 + j (11.66)
Next, we consider the second sum, which is:
k−1∑
j=0
k!
(j + 1)!
(1− u+ t)j−k((T )j+1λ′)/g (11.67)
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By the first assumption,
‖((T )j+1λ′)/g‖∞,[l−k],Σǫ0t ≤ C‖(T )
j+1λ′‖∞,[l−k],Σǫ0t (11.68)
for k ≥ 1, provided that δ0 is suitably small (depending on l). Then by the second assumption we
know that the second sum is bounded by:
Clδ0(1 + t)
−1[1 + log(1 + t)] (11.69)
Finally, we have to deal with the third sum. We express:
λpk′ (λ) = −2pk′(−2) + qk′+1(λ′) (11.70)
where qk′+1(λ
′) is a polynomial of degree k′ + 1 in λ′ with vanishing constant term. By the second
assumption of the lemma, the constant term is bounded by:
Clδ0(1 + t)
−2[1 + log(1 + t)] (11.71)
while the contribution of the polynomial qk′+1(λ
′) is bounded by:
Clδ0[1 + log(1 + t)]
k−2∑
k′=0
{
k′+1∑
i=1
(δ0[1 + log(1 + t)])
i}(1 + t)−2−k′ (11.72)
A simple calculation yields that this is bounded by:
Clδ
2
0(1 + t)
−2[1 + log(1 + t)]2 (11.73)
provided that δ0 is suitably small.
Combining the results (11.60), (11.63), (11.64), (11.65), (11.69), (11.71) and (11.73), we conclude
that
‖(k;T )/π‖∞,[l−k],Σǫ0t ≤ ‖(/LT )
k(T )/π
′‖∞,[l−k],Σǫ0t (11.74)
+Cl(1 + t)
−1[1 + log(1 + t)]
k−1∑
k′=0
‖(k′;T )/π‖∞,[l−k],Σǫ0t
+Clδ0(1 + t)
−1[1 + log(1 + t)]
Since:
k−1∑
k′=0
‖(k′;T )/π‖∞,[l−k],Σǫ0t ≤
k−1∑
k′=0
‖(k′;T )/π‖∞,[l−1−k′],Σǫ0t ≤
k−1∑
k′=0
‖(k′;T )/π‖∞,[l−k′],Σǫ0t (11.75)
(11.74) reduce to:
xk ≤ ck + a
k−1∑
k′=0
xk′ : for k = 0, ...,m (11.76)
where
xk = ‖(k;T )/π‖∞,[l−k],Σǫ0t (11.77)
ck = ‖(/LT )k(T )/π′‖∞,[l−k],Σǫ0t + Clδ0(1 + t)
−1[1 + log(1 + t)]
a = Cl(1 + t)
−1[1 + log(1 + t)]
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It follows by direct calculation that
xk ≤ ck + a
k−1∑
k′=0
(1 + a)k−1−k
′
ck′ : for k = 0, ...,m (11.78)
hence:
max
0≤k≤m
xk ≤ max
0≤k≤m
ck{1 + a
m−1∑
k′=0
(1 + a)m−1−k
′} = (1 + a)m max
0≤k≤m
ck (11.79)
Substituting (11.77) and recalling that (1 + t)−1[1 + log(1 + t)] ≤ 1 we obtain:
max
0≤k≤m
‖(k;T )/π‖∞,[l−k],Σǫ0t ≤ Cl{‖
(T )
/π
′‖∞,[m,l],Σǫ0t + Clδ0(1 + t)
−1[1 + log(1 + t)]}
Lemma 11.6 Let l be a positive integer and m a non-negative integer, m ≤ l. Suppose that:
max
i
‖(Ri)/π‖∞,[l∗−1],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)]
‖λ′‖∞,[m,l∗],Σǫ0t ≤ Clδ0[1 + log(1 + t)]
and:
‖(T )/π′‖∞,[m−1,l∗−1],Σǫ0t ≤ Clδ0(1 + t)−1[1 + log(1 + t)]
Then, if δ0 is suitably small (depending on l) we have:
m∑
k=0
‖(k;T )/π‖2,[l−k],Σǫ0t ≤ Cl‖
(T )
/π
′‖2,[m,l],Σǫ0t
+Cl(1 + t)
−1{‖λ′‖2,[m,l],Σǫ0t + δ0[1 + log(1 + t)]maxi ‖
(Ri)/π‖2,[l−2],Σǫ0t }
Proof . We use (11.59). The proof is quite similar to that of Lemma 11.5. As in Chapter 10, when we
estimate a product in L2, we put the lower order factors in L∞, and the highest order factor in L2.
We use Lemmas 11.5 and 11.6 to derive L∞ and L2 estimates for the T -derivatives of (T )/π in terms
of estimates for the T -derivatives of (T )/π′.
Lemma 11.7 Under the assumptions of Lemma 11.5 we have:
‖(T )/π + 2(1− u+ t)−1/g‖∞,[l],Σǫ0t ≤ Cl‖
(T )
/π
′‖∞,[0,l],Σǫ0t
+Clδ0(1 + t)
−1[1 + log(1 + t)]
‖/LT (T )/π − 2(1− u+ t)−2/g‖∞,[l−1],Σǫ0t ≤ Cl‖
(T )
/π
′‖∞,[1,l],Σǫ0t
+Clδ0(1 + t)
−1[1 + log(1 + t)]
and:
max
2≤k≤m
‖(/LT )k(T )/π‖∞,[l−k],Σǫ0t ≤ Cl‖
(T )
/π
′‖∞,[m,l],Σǫ0t
+Clδ0(1 + t)
−1[1 + log(1 + t)]
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Proof . We consider formula (11.56) with m replaced by k ∈ {0, ...,m}:
(/LT )k(T )/π = (k;T )/π + λpk(λ)(1 − u+ t)−k−1/g (11.80)
We express λpk(λ) as in (11.70) and we bring the contribution of the constant term −2pk(−2) on the
left. We obtain:
(T )
/π + 2(1− u+ t)−1/g = (0;T )/π + q1(λ′)(1− u+ t)−1/g (11.81)
/LT (T )/π − 2(1− u+ t)−2/g = (1;T )/π + q2(λ′)(1− u+ t)−2/g
(/LT )k(T )/π = (k;T )/π + qk+1(λ′)(1 − u+ t)−k−1/g
for k ≥ 2.
We first take the ‖ ‖∞,[l],Σǫ0t -norm of each side of the first of (11.81). Since:
‖q1(λ′)/g‖∞,[l],Σǫ0t ≤ C‖λ
′‖∞,[l],Σǫ0t (11.82)
+Cl‖λ′‖∞,[l−1],Σǫ0t maxj ‖
(Ri)/π‖∞,[l−1],Σǫ0t ≤ Clδ0[1 + log(1 + t)]
(provided that δ0 is suitably small), the first statement of the lemma results by substituting the
estimate for ‖(0;T )/π‖∞,[l],Σǫ0t of Lemma 11.5 with m = 0. The next two cases in (11.81) can be dealt
in a similar way, then the lemma is proved.
Lemma 11.8 Let the assumptions of Lemma 11.6 hold. Let us define:
T[0,l] = ‖(T )/π + 2(1− u+ t)−1/g‖2,[l],Σǫ0t
T[1,l] = ‖(T )/π + 2(1− u+ t)−1/g‖2,[l],Σǫ0t
+‖/LT (T )/π − 2(1− u+ t)−2/g‖2,[l−1],Σǫ0t
and for m ≥ 2:
T[m,l] = ‖(T )/π + 2(1− u+ t)−1/g‖2,[l],Σǫ0t
+‖/LT (T )/π − 2(1− u+ t)−2/g‖2,[l−1],Σǫ0t
+
m∑
k=2
‖(/LT )k(T )/π‖2,[l−k],Σǫ0t
We then have:
T[m,l] ≤ Cl‖(T )/π′‖2,[m,l],Σǫ0t
+Cl(1 + t)
−1{‖λ′‖2,[m,l],Σǫ0t + δ0[1 + log(1 + t)]maxi ‖
(Ri)/π‖2,[l−1],Σǫ0t }
Proof . Again, the proof is similar to that of Lemma 11.7 and Lemma 11.6. In establishing the
primary propositions of the present chapter, which concern estimates for the spatial derivatives of the
Tˆ i of which at least one is a T -derivative, we shall have to estimate, for given St,u 1-forms ξ, the
commutators:
(i1...in)cm,n[ξ] = /LRin .../LRi1 (/LT )m /Dξ − /D/LRin .../LRi1 (/LT )mξ (11.83)
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Lemma 11.9 The commutators (i1...in)cm,n[ξ] are given by:
(i1...in)cm,n[ξ] = /LRin .../LRi1 cm,0[ξ]
−
n−1∑
j=0
/LRin .../LRin−j+1 {
(Rin−j )/π1 · /LRin−j−1 .../LRi1 (/LT )mξ}
where cm,0[ξ] are given by:
cm,0[ξ] = −
m−1∑
i=0
(/LT )i{(T )/π1 · (/LT )m−i−1ξ}
Here (T )/π1 is defined by (9.161) and (9.162).
Proof . The proof is a direct calculation which relies on Proposition 8.2.
We must now obtain estimates for (T )/π1. In terms of the operator /ˇD defined by (10.147), we can
express:
(T )
/π1 =
(T )(/π1)b · /g−1,
(T )(/π1)b = /ˇD
(T )
/π (11.84)
We shall need the following analogue of Lemma 10.9, which can be also proved in a straightforward
manner.
Lemma 11.10 Let ϑ be an arbitrary symmetric 2-covariant St,u tensorfield. The following com-
mutation formula holds for any non-negative integer m:
(/LT )m /ˇDϑ− /ˇD(/LT )mϑ = −
m−1∑
k=0
(/LT )k((T )/π1 · (/LT )m−k−1ϑ)
We proceed to:
Lemma 11.11 Let l be a positive integer and m a non-negative integer m ≤ l − 1. Let also
hypothesis H2′ hold. Suppose that:
‖λ′‖∞,[m,l],Σǫ0t ≤ Clδ0[1 + log(1 + t)]
‖(T )/π′‖∞,[m,l],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)]
max
i
‖(Ri)/π‖∞,[l−1],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)]
and, if l ≥ 2,
max
i
‖(Ri)/π1‖∞,[l−2],Σǫ0t ≤ Clδ0(1 + t)
−2[1 + log(1 + t)]
Then, if δ0 is suitably small (depending on l) we have:
‖(T )/π1‖∞,[m,l−1],Σǫ0t ≤ Clδ0(1 + t)
−2[1 + log(1 + t)]
Proof . To prove the lemma, we just need to estimate
‖(/LT )k(T )/π1‖∞,[l−1−k],Σǫ0t (11.85)
To do this, we proceed inductively on k. Since under the assumptions of the present lemma, Lemma
11.7 holds, substituting the bound for
‖(T )/π′‖∞,[m,l],Σǫ0t
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yields:
‖(T )/π + 2(1− u+ t)−1/g‖∞,[l],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)] (11.86)
‖/LT (T )/π − 2(1− u+ t)−2/g‖∞,[l−1],Σǫ0t ≤ Clδ0(1 + t)−1[1 + log(1 + t)]
max
2≤k≤m
‖(/LT )k(T )/π‖∞,[l−k],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)]
We can write
(T )
(/π1)b = /ˇD(
(T )
/π + 2(1− u+ t)−1/g) (11.87)
Then by Lemma 10.9 and a direct calculation, we obtain the conclusion when k = 0.
Next, we apply Lemma 11.9 to obtain:
(/LT )k(T )(/π1)b = /ˇD(/LT )k(T )/π + d′k (11.88)
The estimate for k = 1 is also straightforward, we just use Lemma 11.9 to obtain an estimate for d′1.
Then we assume, for k ∈ {2, ...,m}, that
‖(/LT )k
′ (T )
/π1‖∞,[l−1−k′],Σǫ0t ≤ Clδ0(1 + t)
−2[1 + log(1 + t)] (11.89)
holds for all k′ ≤ k − 1.
To obtain the estimates in the case k′ = k, we again use Lemma 11.9, and then use the induction
hypothesis to estimate d′k. Then the lemma follows.
To proceed with L2 estimates for (T )/π1, we shall need the following lemma. This lemma shall also
be used in the sequel.
Lemma 11.12 Let k, l be positive integers k ≤ l and let:
‖λ′‖∞,[k−1,l∗−1],Σǫ0t ≤ Clδ0[1 + log(1 + t)]
max
i
‖(Ri)/π‖∞,[l∗−1],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)]
‖(T )/π′‖∞,[k−1,l∗−1],Σǫ0t ≤ Clδ0(1 + t)−1[1 + log(1 + t)]
Then provided that δ0 is suitably small (depending on l), we have, for any St,u tensorfield ξ:
‖ξ · /g‖2,[k−1,l−1],Σǫ0t , ‖ξ · /g
−1‖2,[k−1,l−1],Σǫ0t
≤ Cl{‖ξ‖2,[k−1,l−1],Σǫ0t + ‖ξ‖∞,[k−1,l∗−1],Σǫ0t (maxi ‖
(Ri)/π‖2,[l−2],Σǫ0t + T[k−2,l−2])}
where the T[k,l] are the quantities defined in the statement of Lemma 11.8 (the term T[k−2,l−2] is present
only for k ≥ 2).
Proof . Under the assumptions of the present lemma, the conclusions of Lemma 11.7 hold with
(k − 1, l∗ − 1) in the role of (m, l). Then substituting in these the bound for
‖(T )/π′‖∞,[k−1,l∗−1],Σǫ0t
yields:
‖(T )/π + 2(1− u+ t)−1/g‖∞,[l∗−1],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)] (11.90)
‖/LT (T )/π − 2(1− u+ t)−2/g‖∞,[l∗−2],Σǫ0t ≤ Clδ0(1 + t)−1[1 + log(1 + t)]
max
2≤i≤k−1
‖(/LT )i(T )/π‖∞,[l∗−1−i],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)]
258
We shall estimate:
‖(/LT )j−1(ξ · /g)‖2,[l−j],Σǫ0t : forj = 1, ..., k (11.91)
The case j = 1 is easy:
‖ξ · /g‖2,[l−1],Σǫ0t ≤ Cl{‖ξ‖2,[l−1],Σǫ0t + ‖ξ‖∞,[l∗−1],Σǫ0t maxi ‖
(Ri)/π‖2,[l−2],Σǫ0t } (11.92)
For j ≥ 2 we express:
(/LT )j−1(ξ · /g) = ξj−1 · /g (11.93)
+(j − 1)((/LT )j−2ξ) · ((T )/π + 2(1− u+ t)−1/g)
+
(j − 1)(j − 2)
2
((/LT )j−3ξ) · (/LT (T )/π − 2(1− u+ t)−2/g)
+
j−2∑
i=2
(j − 1)!
(i + 1)!(j − 2− i)! ((/LT )
j−2−iξ) · ((/LT )i(T )/π)
Here:
ξj−1 = (/LT )j−1ξ − 2(j − 1)(1− u+ t)−1(/LT )j−2ξ (11.94)
+(j − 1)(j − 2)(1− u+ t)−2(/LT )j−3ξ
Only the first two terms in (11.93) and (11.94) are present for j = 2. Also, the sum in (11.93) is present
only for j ≥ 4. What follows is just a direct calculation. The estimate for ‖ξ ·/g−1‖2,[k−1,l−1],Σǫ0t follows
in a similar manner.
We proceed with L2 estimates for (T )/π1.
Lemma 11.13 Let l be a positive integer and m a non-negative integer m ≤ l − 1. Let also
hypothesis H2′ hold. Suppose that:
‖λ′‖∞,[m,l∗],Σǫ0t ≤ Clδ0[1 + log(1 + t)]
max
i
‖(Ri)/π‖∞,[l∗−1],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)]
‖(T )/π′‖∞,[m,l∗],Σǫ0t ≤ Clδ0(1 + t)−1[1 + log(1 + t)]
and (if l∗ ≥ 2):
max
i
‖(Ri)/π1‖∞,[l∗−2],Σǫ0t ≤ Clδ0(1 + t)
−2[1 + log(1 + t)]
Then if δ0 is suitably small (depending on l) we have:
‖(T )/π1‖2,[m,l−1],Σǫ0t
≤ Cl(1 + t)−1{T[m,l] + δ0(1 + t)−1[1 + log(1 + t)]·
(max
i
‖(Ri)/π‖2,[l−2],Σǫ0t + (1 + t)maxi ‖
(Ri)/π1‖2,[l−2],Σǫ0t )}
Proof . The proof is quite similar to that of Lemma 11.11. The only difference is that here we must
use Lemma 11.12 to connect the L2 estimates of (T )/π1 and
(T )(/π1)b.
We now apply Lemma 11.11 and 11.13 to obtain estimates for the commutators (i1...in)cm,n[ξ],
defined by (11.83).
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Lemma 11.14 Let k, l be positive integers, k ≤ l. Let also hypothesis H2′ hold. Suppose that:
‖λ′‖∞,[k−1,l],Σǫ0t ≤ Clδ0[1 + log(1 + t)]
max
i
‖(Ri)/π‖∞,[l−1],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)]
‖(T )/π′‖∞,[k−1,l],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)]
and:
max
i
‖(Ri)/π1‖∞,[l−1],Σǫ0t ≤ Clδ0(1 + t)
−2[1 + log(1 + t)]
Then for any St,u 1-form ξ we have:
max
m≤k,n≤l−m
max
i1...in
‖(i1...in)cm,n[ξ]‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)
−2[1 + log(1 + t)]‖ξ‖∞,[k,l−1],Σǫ0t
provided that δ0 is suitably small (depending on l).
Proof . The assumptions of the present lemma include those of Lemma 11.11 with k− 1 in the role
of m. Therefore the conclusion of Lemma 11.11 holds with m replaced by k − 1, that is, we have:
‖(T )/π1‖∞,[k−1,l−1],Σǫ0t ≤ Clδ0(1 + t)
−2[1 + log(1 + t)] (11.95)
Then we just use the expressions given by Lemma 11.9. After a direct calculation, the lemma is seen
to follow.
Lemma 11.15 Let k, l be positive integers, k ≤ l. Let also hypothesis H2′ hold. Suppose that:
‖λ′‖∞,[k−1,l∗],Σǫ0t ≤ Clδ0[1 + log(1 + t)]
max
i
‖(Ri)/π‖∞,[l∗−1],Σǫ0t ≤ Clδ0(1 + t)−1[1 + log(1 + t)]
‖(T )/π′‖∞,[k−1,l∗],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)]
and:
max
i
‖(Ri)/π1‖∞,[l∗−1],Σǫ0t ≤ Clδ0(1 + t)−2[1 + log(1 + t)]
Then for any St,u 1-form ξ we have:
max
m≤k,n≤l−m
max
i1...in
‖(i1...in)cm,n[ξ]‖L2(Σǫ0t )
≤ Clδ0(1 + t)−2[1 + log(1 + t)]‖ξ‖2,[k,l−1],Σǫ0t
+Cl(1 + t)
−1‖ξ‖∞,[k,l∗],Σǫ0t {T[k−1,l] + (1 + t)maxi ‖
(Ri)/π1‖2,[l−1],Σǫ0t
+δ0(1 + t)
−1[1 + log(1 + t)]max
i
‖(Ri)/π‖2,[l−2],Σǫ0t }
provided that δ0 is suitably small (depending on l).
Proof . The assumptions of the present lemma include those of Lemma 11.11 with (k − 1, l∗) in
the role of (m, l). Therefore we have:
‖(T )/π1‖∞,[k−1,l∗−1],Σǫ0t ≤ Clδ0(1 + t)−2[1 + log(1 + t)] (11.96)
Also, the assumptions of the present lemma include those of Lemma 11.13 with k − 1 in role of m.
Therefore we have:
‖(T )/π1‖2,[k−1,l−1],Σǫ0t (11.97)
≤ Clδ0(1 + t)−1{T[k−1,l] + δ0(1 + t)−1[1 + log(1 + t)]·
(max
i
‖(Ri)/π‖2,[l−2],Σǫ0t + (1 + t)maxi ‖
(Ri)/π1‖2,[l−2],Σǫ0t )}
Then, as in establishing Lemma 11.14, we just use the expressions given by Lemma 11.9 and proceed
to a direct calculation. The lemma then follows.
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11.1.2 L∞ Estimates for T Tˆ i
Given non-negative integersm,n, we denote by EQm,n the bootstrap assumption that there is a constant
C independent of s such that for all t ∈ [0, s]:
EQm,n : max
α;i1...in
‖Rin ...Ri1 (T )mQψα‖L∞(Σǫ0t ) ≤ Cδ0(1 + t)
−1
We then denote by EQ{l} the conjunction of the assumptions E
Q
m,n corresponding to the triangle (11.8).
The constant C then depends on l only and shall be denoted by Cl. Note that the assumptions E
Q
0,n
coincide with the assumptions /E
Q
n , and E
Q
{l} contain /E
Q
[l].
Given non-negative integers m, l, m ≤ l, we denote by M[m,l] the bootstrap assumption that there
is a constant Cl independent of s such that for all t ∈ [0, s]:
M[m,l] : ‖µ− 1‖∞,[m,l],Σǫ0t ≤ Clδ0[1 + log(1 + t)]
This is equivalent, modulo E{l}, to the assumption that there is a constant Cl independent of s such
that for all t ∈ [0, s]:
‖κ− 1‖∞,[m,l],Σǫ0t ≤ Clδ0[1 + log(1 + t)] (11.98)
Proposition 11.1 Let hypotheses H0, H1, H2′ and the estimate (6.177) hold. Let also the
bootstrap assumptions E{l+1}, E
Q
{l}, and /X[l], hold for some non-negative integer l. Moreover, let the
bootstrap assumption M[m,l+1] hold for some non-negative integer m ≤ l. Then if δ0 is suitably small
(depending on l) we have:
max
i
‖(T )k+1Tˆ i‖∞,[l−k],Σǫ0t ≤ Clδ0(1 + t)−1[1 + log(1 + t)]
for all k = 0, ...,m.
Proof . The assumptions of the present proposition include those of Proposition 10.1 with l+ 1 in
the role of l. Therefore by the corollaries of Proposition 10.1, we have, with l + 1 in the role of l:
‖ψL − h0‖∞,[l+1],Σǫ0t ≤ Clδ0(1 + t)−1 (11.99)
‖ψTˆ ‖∞,[l+1],Σǫ0t ≤ Clδ0(1 + t)
−1 (11.100)
‖/ψ‖∞,[l+1],Σǫ0t ≤ Clδ0(1 + t)−1 (11.101)
and:
‖ωLTˆ‖∞,[l],Σǫ0t ≤ Clδ0(1 + t)
−2 (11.102)
‖/ωL‖∞,[l],Σǫ0t ≤ Clδ0(1 + t)
−2 (11.103)
‖/ω‖∞,[l],Σǫ0t ≤ Clδ0(1 + t)
−2 (11.104)
Moreover, from the definition:
/ωTˆ = Tˆ
i/dψi
we readily obtain:
‖/ωTˆ ‖∞,[l],Σǫ0t ≤ Clδ0(1 + t)
−2 (11.105)
‖ωT Tˆ ‖∞,[l],Σǫ0t ≤ Clδ0(1 + t)
−1 (11.106)
By the assumption M[0,l+1], we have:
‖(qT )b‖∞,[l],Σǫ0t ≤ Clδ0(1 + t)−1[1 + log(1 + t)] (11.107)
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(provided that δ0 is suitably small depending on l). This together with Corollary 10.1.d implies:
‖qT ‖∞,[l],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)] (11.108)
In view of (11.12), the statement of the proposition for k = 0 follows.
We proceed by induction on k for fixed m and l. Let k ∈ {1, ...,m} and let:
max
i
‖(T )k′+1Tˆ i‖∞,[l−k′],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)] (11.109)
hold for all k′ = 0, ..., k − 1.
By this induction hypothesis and E{l+1} we can easily obtain:
‖(T )k′ψTˆ ‖∞,[l+1−k′],Σǫ0t ≤ Clδ0(1 + t)
−1 (11.110)
for all k′ ∈ {1, ..., k}.
This together with (11.100) implies:
‖ψTˆ ‖∞,[k,l+1],Σǫ0t ≤ Clδ0(1 + t)
−1 (11.111)
Since
ωT Tˆ = Tˆ
i(Tψi), ωLTˆ = Tˆ
i(Lψi), /ωTˆ = Tˆ
i(/dψi)
these are analogous to ψTˆ with Tψi, Lψi, /dψi, in the role of ψi, respectively. We thus obtain:
‖ωT Tˆ ‖∞,[k,l],Σǫ0t ≤ Clδ0(1 + t)
−1 (11.112)
‖ωLTˆ‖∞,[k,l],Σǫ0t ≤ Clδ0(1 + t)
−2 (11.113)
‖/ωTˆ ‖∞,[k,l],Σǫ0t ≤ Clδ0(1 + t)
−2 (11.114)
Similarly, by the relation:
Li = −αTˆ i − ψi (11.115)
and E{l+1}, we have:
max
i
‖(T )k′+1Li‖∞,[l−k′],Σǫ0t ≤ Clδ0(1 + t)−1[1 + log(1 + t)] (11.116)
for all k′ = 0, ..., k − 1.
Then we have:
‖(T )k′ψL‖∞,[l+1−k′],Σǫ0t ≤ Clδ0(1 + t)−1 (11.117)
for all k′ = 0, ..., k which, together with (11.99), yields:
‖ψL‖∞,[k,l+1],Σǫ0t ≤ Clδ0(1 + t)
−1 (11.118)
and then:
‖/ωL‖∞,[k,l],Σǫ0t ≤ Clδ0(1 + t)
−2 (11.119)
Also we have:
‖/ψ‖∞,[k,l+1],Σǫ0t ≤ Clδ0(1 + t)
−1 (11.120)
‖/ω‖∞,[k,l],Σǫ0t ≤ Clδ0(1 + t)−2 (11.121)
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Then we have:
‖/k‖∞,[k,l],Σǫ0t ≤ Clδ0(1 + t)
−2 (11.122)
‖κ−1ζ‖∞,[k,l],Σǫ0t ≤ Clδ0(1 + t)
−2 (11.123)
Therefore
‖κ/k‖∞,[k,l],Σǫ0t ≤ Clδ0(1 + t)
−2[1 + log(1 + t)] (11.124)
‖ζ‖∞,[k,l],Σǫ0t ≤ Clδ0(1 + t)
−2[1 + log(1 + t)] (11.125)
By E{l+1} and M[k,l+1] we obtain:
‖(qT )b‖∞,[k,l],Σǫ0t ≤ Clδ0(1 + t)−1[1 + log(1 + t)] (11.126)
To complete the inductive step we need a similar estimate for qT . This estimate would follow from
Lemma 11.7 if we can show that:
‖(T )/π′‖∞,[k−1,l−1],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)] (11.127)
because the assumptions of Lemma 11.7, which are those of Lemma 11.5, hold by virtue of Corollary
10.1.d andM[k,l+1]. From the definition (11.51) and the estimate (11.124) we see that (11.127) would
in turn follow if we can show that:
‖χ′‖∞,[k−1,l−1],Σǫ0t ≤ Clδ0(1 + t)
−1 (11.128)
A stronger estimate is in fact provided by the following lemma:
Lemma 11.16 Let the assumptions of Proposition 11.1 hold. Let also the inductive hypothesis
(11.109) hold, for some k ∈ {1, ...,m}. Then, provided that δ0 is suitably small (depending on l), the
following estimate holds:
‖χ′‖∞,[k,l],Σǫ0t ≤ Clδ0(1 + t)
−2[1 + log(1 + t)]
Proof . As remarked above, under the present assumptions Proposition 10.1 and all its corollaries hold
with l + 1 in the role of l. From the definition (11.50) and Corollary 10.1.d we obtain:
‖χ′‖∞,[l],Σǫ0t ≤ Clδ0(1 + t)
−2[1 + log(1 + t)] (11.129)
We proceed, by induction on k′, to show that:
‖(/LT )k
′
χ′‖∞,[l−k′],Σǫ0t ≤ Clδ0(1 + t)
−2[1 + log(1 + t)] (11.130)
for all k′ ∈ {1, ..., k} which, together with (11.129), yields the conclusion of the lemma. In fact we
shall show that (11.109) together with the estimate:
‖χ′‖∞,[k−1,l],Σǫ0t ≤ Clδ0(1 + t)
−2[1 + log(1 + t)] (11.131)
implies
‖(/LT )kχ′‖∞,[l−k],Σǫ0t ≤ Clδ0(1 + t)
−2[1 + log(1 + t)] (11.132)
From the definition (11.50) we have:
/LTχ′ = /LTχ−
(T )/π
1− u+ t −
/g
(1− u+ t)2 (11.133)
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Now, /LTχ is given by the formula (3.125)-(3.126). Substituting in (11.133) this formula, and also
substituting for (T )/π in terms of χ′ from (11.51)-(11.52), we obtain a formula for /LTχ′. We apply
(/LT )k−1 to this formula and then take the ‖ ‖∞,[l−k],Σǫ0t norm. The contribution of any given term
on the right-hand side, will then be bounded by the ‖ ‖∞,[k−1,l−1],Σǫ0t norm of that term. Now from
(11.51), (11.131) together with (11.124) and M[k,l+1] imply
‖(T )/π′‖∞,[k−1,l],Σǫ0t ≤ Clδ0(1 + t)
−2[1 + log(1 + t)]2 (11.134)
By Lemma 11.7 with k − 1 in the role of m we then obtain:
‖(T )/π + 2(1− u+ t)−1/g‖∞,[l],Σǫ0t ≤ Clδ0(1 + t)−1[1 + log(1 + t)] (11.135)
‖/LT (T )/π − 2(1− u+ t)−1/g‖∞,[l−1],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)]
max
2≤k′≤k−1
‖(/LT )k
′ (T )
/π‖∞,[l−k′],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)]
These estimates, together with Corollary 10.1.d, imply that for any St,u tensorfield ξ we have:
‖ξ · /g‖∞,[k−1,l−1],Σǫ0t , ‖ξ · /g
−1‖∞,[k−1,l−1],Σǫ0t ≤ Cl‖ξ‖∞,[k−1,l−1],Σǫ0t (11.136)
provided that δ0 is suitably small (depending on l). This together with the estimates from (11.99) to
(11.125) as well as Lemma 11.14 implies (11.132). So the lemma follows.
We now resume the proof of Proposition 11.1. Using Lemma 11.16 we obtain the estimate:
‖qT ‖∞,[k,l],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)] (11.137)
Using this and M[k,l+1] we deduce, from the first statement of Lemma 11.4, the estimates:
‖pT,j‖∞,[k−j,l−j],Σǫ0t ≤ Clδ
2
0(1 + t)
−2[1 + log(1 + t)]2 (11.138)
for all j ∈ {0, ..., k}
‖qT,j‖∞,[k−j,l−j],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)] (11.139)
for all j ∈ {0, ..., k}
We write the second statement of Lemma 11.4 in the form:
rnT,k =
k−1−n∑
i=0
Ni(n)
k−1−n−i∑
j′=0
(/LT )k−1−n−j
′
(κqT,j′ ) (11.140)
Here n ∈ {0, ..., k − 1}. Taking the ‖ ‖∞,[l−k+n],Σǫ0t norm of this we obtain, using (11.139) and
M[k,l+1],
‖rnT,k‖∞,[l−k],Σǫ0t (11.141)
≤
k−1−n∑
i=0
Ni(n)
k−1−n−i∑
j′=0
‖κqT,j′‖∞,[k−1−n−j′,l−1−j′],Σǫ0t
≤ Cl max
j′∈{0,...,k−1−n}
‖κqT,j′‖∞,[k−1−n−j′,l−1−j′],Σǫ0t
≤ Clδ0(1 + t)−1[1 + log(1 + t)]2
for all n ∈ {0, ..., k − 1}.
Now according to Lemma 11.3:
(T )k+1Tˆ i = pT,kTˆ
i + qT,k · /dxi +
k−1∑
n=0
rnT,k · /d(T )nTˆ i (11.142)
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We take the ‖ ‖∞,[l−k],Σǫ0t norm of this. From the above estimates, we have:
max
i
‖pT,kTˆ‖∞,[l−k],Σǫ0t ≤ Clδ
2
0(1 + t)
−2[1 + log(1 + t)]2 (11.143)
max
i
‖qT,k · /dxi‖∞,[l−k],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)] (11.144)
max
i
‖
k−1∑
n=0
rnT,k · /d(T )nTˆ i‖∞,[l−k],Σǫ0t ≤ Clδ0(1 + t)−2[1 + log(1 + t)]3 (11.145)
These imply:
max
i
‖(T )k+1Tˆ i‖∞,[l−k],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)] (11.146)
This completes the proof of Proposition 11.1.
The foregoing proposition has the following corollaries.
Corollary 11.1.a Under the assumptions of Proposition 11.1 the coefficients of the expression for
(T )k+1Tˆ i, k = 0, ...,m, of Lemma 11.3 satisfy:
‖pT,k‖∞,[m−k,l−k],Σǫ0t ≤ Clδ
2
0(1 + t)
−2[1 + log(1 + t)]2
for all k ∈ {0, ...,m}
‖qT,k‖∞,[m−k,l−k],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)]
for all k ∈ {0, ...,m} and:
‖rnT,k‖∞,[l−k+n],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)]2
for all k ∈ {0, ...,m}, n ∈ {0, ..., k − 1}.
Also,
max
i
‖(T )k+1Li‖∞,[l−k],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)]
for all k = 0, ...,m.
Corollary 11.1.b Under the assumptions of Proposition 11.1 the following estimates hold:
‖ψTˆ ‖∞,[m+1,l+1],Σǫ0t ≤ Clδ0(1 + t)
−1
‖ψL‖∞,[m+1,l+1],Σǫ0t ≤ Clδ0(1 + t)
−1
‖/ψ‖∞,[m+1,l+1],Σǫ0t ≤ Clδ0(1 + t)
−1
and:
‖ωT Tˆ‖∞,[m,l],Σǫ0t ≤ Clδ0(1 + t)
−1
‖ωLTˆ‖∞,[m+1,l+1],Σǫ0t ≤ Clδ0(1 + t)
−2
‖/ωTˆ ‖∞,[m,l],Σǫ0t ≤ Clδ0(1 + t)
−2
‖/ωL‖∞,[m,l],Σǫ0t ≤ Clδ0(1 + t)
−2
‖/ω‖∞,[m,l],Σǫ0t ≤ Clδ0(1 + t)
−2
and:
‖/k‖∞,[m,l],Σǫ0t ≤ Clδ0(1 + t)
−2
‖κ−1ζ‖∞,[m,l],Σǫ0t ≤ Clδ0(1 + t)−2
‖κ/k‖∞,[m,l],Σǫ0t ≤ Clδ0(1 + t)
−2[1 + log(1 + t)]
‖ζ‖∞,[m,l],Σǫ0t ≤ Clδ0(1 + t)−2[1 + log(1 + t)]
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The next corollary is obtained from Lemma 11.16 by substituting Proposition 11.1 itself in place of
the inductive hypothesis (11.109), and then substituting the result in Lemma 11.7 and Lemma 11.11.
Corollary 11.1.c Under the assumptions of Proposition 11.1 we have:
‖χ′‖∞,[m,l],Σǫ0t ≤ Clδ0(1 + t)
−2[1 + log(1 + t)]
Moreover, we have:
‖(T )/π + 2(1− u+ t)−1/g‖∞,[l],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)]
‖/LT (T )/π − 2(1− u+ t)−2/g‖∞,[l−1],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)]
max
2≤k≤m
‖(/LT )k(T )/π‖∞,[l−k],Σǫ0t ≤ Clδ0(1 + t)−1[1 + log(1 + t)]
Also:
‖Λ‖∞,[m,l],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)]
and:
‖(T )/π1‖∞,[m,l−1],Σǫ0t ≤ Clδ0(1 + t)
−2[1 + log(1 + t)]
11.1.3 L2 Estimates for T Tˆ i
We proceed with the L2 estimates. Given non-negative integersm, n, we denote byWQm,n the quantity:
WQm,n = max
α;i1...in
‖Rin ...Ri1 (T )mQψα‖L2(Σǫ0t ) (11.147)
We then denote by WQ{l} the sum of the quantities WQm,n corresponding to the triangle (11.8). Note
that the quantities WQ0,n coincide with the quantities WQn , and WQ{l} dominate WQ[l]. Moreover, we
have:
max
α
‖Lψα‖2,{l},Σǫ0t ≤ (1 + t)
−1WQ{l} (11.148)
Given non-negative integers m, l, m ≤ l we denote:
B[m,l] = ‖µ− 1‖2,[m,l],Σǫ0t (11.149)
Note that B[0,l] coincide with B[l]. Since µ = ακ, it follows from Lemma 11.1 that under the bootstrap
assumptions E{l∗} and M[m,l∗] we have:
‖κ− 1‖2,[m,l],Σǫ0t ≤ Cl{B[m,l] + [1 + log(1 + t)]W{l}} (11.150)
Proposition 11.2 Let the hypotheses H0, H1, H2′ and the estimate (6.177) hold. Let also the
bootstrap assumptions E{l∗+1}, E
Q
{l∗}, and /X[l∗], hold for some non-negative integer l. Moreover, let
the bootstrap assumption M[m,l∗+1] hold for some non-negative integer m ≤ l (where by definition
M[m,l∗+1] coincides withM{l∗+1} =M[l∗+1,l∗+1] form ≥ l∗+1). Then if δ0 is suitably small (depending
on l) we have:
m∑
k=0
max
i
‖(T )k+1Tˆ i‖2,[l−k],Σǫ0t
≤ Cl(1 + t)−1{B[m,l+1] + δ0[1 + log(1 + t)][Y0 + (1 + t)A[l−1]]
+[1 + log(1 + t)][W{l+1} + δ0(1 + t)−2[1 + log(1 + t)]2WQ{l−1}]}
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Proof . The assumptions of the present proposition coincide with those of Proposition 11.1 with (m, l∗)
in the role of (m, l). Therefore under the present assumptions Proposition 11.1 and its corollaries hold
with (m, l∗) in the role of (m, l). Moreover, the present assumptions include those of Proposition 10.1
with l∗ + 1 in the role of l, as well as those of Proposition 10.2 with l + 1 in the role of l. Therefore
under the present assumptions Proposition 10.1 and its all corollaries follow with l∗ + 1 in the role of
l, and Proposition 10.2 and its all corollaries follow with l + 1 in the role of l. In particular, we have
(Corollaries 10.2.b and 10.2.g with l replaced by l + 1):
‖ψL‖2,[l+1],Σǫ0t ≤ Cl{W[l+1] + δ0(1 + t)
−1[Y0 + (1 + t)A[l]]} (11.151)
‖ψTˆ ‖2,[l+1],Σǫ0t ≤ Cl{W[l+1] + δ0(1 + t)
−1[Y0 + (1 + t)A[l]]} (11.152)
‖/ψ‖2,[l+1],Σǫ0t ≤ Cl{W[l+1] + δ0(1 + t)
−1[Y0 + (1 + t)A[l]]} (11.153)
and:
‖ωLTˆ‖2,[l],Σǫ0t ≤ Cl(1 + t)
−1{WQ[l] + δ0(1 + t)−1[Y0 + (1 + t)A[l−1] +W[l]]} (11.154)
‖/ωL‖2,[l],Σǫ0t ≤ Cl(1 + t)
−1{W[l+1] + δ0(1 + t)−1[Y0 + (1 + t)A[l−1]]} (11.155)
‖/ω‖2,[l],Σǫ0t ≤ Cl(1 + t)
−1{W[l+1] + δ0(1 + t)−1[Y0 + (1 + t)A[l−1]]} (11.156)
Moreover, we readily obtain:
‖/ωTˆ ‖2,[l],Σǫ0t ≤ Cl(1 + t)
−1{W[l+1] + δ0(1 + t)−1[Y0 + (1 + t)A[l−1]]} (11.157)
‖ωT Tˆ‖2,[l],Σǫ0t ≤ Cl{W[l+1] + δ0(1 + t)
−1[Y0 + (1 + t)A[l−1]]} (11.158)
Let us define:
Uk,l =
k∑
k′=0
max
i
‖(T )k′+1Tˆ i‖2,[l−k′],Σǫ0t (11.159)
By the definition (11.14),
‖(qT )b‖2,[l],Σǫ0t ≤ C(1 + t)−1‖κ− 1‖2,[l+1],Σǫ0t (11.160)
This together with (10.145) as well as the L∞ estimates (11.126) and Corollary 10.1.d, in turn yields:
‖qT ‖2,[l],Σǫ0t ≤ Cl(1 + t)−1{‖κ− 1‖2,[l+1],Σǫ0t (11.161)
+δ0[1 + log(1 + t)][Y0 + (1 + t)A[l−1] +W[l]]}
From this and Corollary 10.2.a,
U0,l ≤ Cl(1 + t)−1{‖κ− 1‖2,[l+1],Σǫ0t (11.162)
+δ0[1 + log(1 + t)][Y0 + (1 + t)A[l−1] +W[l]]}
We shall prove the proposition by deriving a recursive, in k, inequality, for the quantities Uk,l, for
fixed l. We first establish L2 estimates for the T -derivatives of up to the kth order of the ψ and ω
components, in terms of Uk−1,l. As we did in proving Proposition 11.1, we make use of the following
expressions:
(T )k
′
ψTˆ = Tˆ
i(T )k
′
ψi +
k′−1∑
j=0
k′!
(j + 1)!(k′ − 1− j)! ((T )
j+1Tˆ i)((T )k
′−1−jψi) (11.163)
(T )k
′
ψL = (T )
k′ψ0 + L
i(T )k
′
ψi +
k′−1∑
j=0
k′!
(j + 1)!(k′ − 1− j)! ((T )
j+1Li)((T )k
′−1−jψi) (11.164)
(/LT )k
′
/ψ = (/dxi)(T )k
′
ψi +
k′−1∑
j=0
k′!
(j + 1)!(k′ − 1− j)! (/d(T )
j+1xi)(T )k
′−1−jψi (11.165)
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We now take the ‖ ‖2,[l+1−k′],Σǫ0t norm of the above. This together with (11.151)-(11.158), Proposition
10.2 as well as its corollaries and Proposition 11.1 implies:
‖ψTˆ ‖2,[k,l+1],Σǫ0t ≤ Cl{W{l+1} + δ0(1 + t)
−1[Uk−1,l + Y0 + (1 + t)A[l]]} (11.166)
and:
‖ωT Tˆ‖2,[k,l],Σǫ0t ≤ Cl{W{l+1} + δ0(1 + t)
−1[Uk−1,l−1 + Y0 + (1 + t)A[l−1]]} (11.167)
‖ωLTˆ‖2,[k,l],Σǫ0t (11.168)
≤ Cl(1 + t)−1{WQ{l} + δ0(1 + t)−1[U[k−1,l−1] + Y0 + (1 + t)A[l−1]] +W{l}}
‖/ωTˆ ‖2,[k,l],Σǫ0t ≤ Cl(1 + t)
−1{W{l+1} + δ0(1 + t)−1[U[k−1,l−1] + Y0 + (1 + t)A[l−1]]} (11.169)
Also:
‖ψL‖2,[k,l+1],Σǫ0t ≤ Cl{W{l+1} + δ0(1 + t)
−1[Uk−1,l + Y0 + (1 + t)A[l]]} (11.170)
‖/ωL‖2,[k,l],Σǫ0t ≤ Cl(1 + t)
−1{W{l+1} + δ0(1 + t)−1[Uk−1,l−1 + Y0 + (1 + t)A[l−1]]} (11.171)
and finally:
‖/ψ‖2,[k,l+1],Σǫ0t ≤ Cl{W{l+1} + δ0(1 + t)−2‖κ− 1‖2,[k−1,l+1],Σǫ0t (11.172)
+δ0(1 + t)
−2[1 + log(1 + t)]Uk−2,l
+δ0(1 + t)
−1[Y0 + (1 + t)A[l]]}
as well as
‖/ω‖2,[k,l],Σǫ0t ≤ Cl(1 + t)
−1{W{l+1} + δ0(1 + t)−2‖κ− 1‖2,[k−1,l],Σǫ0t (11.173)
+δ0(1 + t)
−2[1 + log(1 + t)]Uk−2,l−1
+δ0(1 + t)
−1[Y0 + (1 + t)A[l−1]]}
(11.173) together with Lemma 11.2.a implies that:
‖/k‖2,[k,l],Σǫ0t ≤ Cl(1 + t)
−1{W{l+1} + δ0(1 + t)−2‖κ− 1‖2,[k−1,l],Σǫ0t (11.174)
+δ0(1 + t)
−2[1 + log(1 + t)]Uk−2,l−1
+δ0(1 + t)
−1[Y0 + (1 + t)A[l−1]]}
Similarly, (11.169) implies:
‖κ−1ζ‖2,[k,l],Σǫ0t ≤ Cl(1 + t)
−1{δ0(1 + t)−1Uk−1,l−1 (11.175)
+δ0(1 + t)
−1[Y0 + (1 + t)A[l−1]] +W{l+1}}
So we have:
‖κ/k‖2,[k,l],Σǫ0t ≤ Cl(1 + t)
−1{δ0(1 + t)−2[1 + log(1 + t)]2U[k−2,l−1] (11.176)
+δ0(1 + t)
−1‖κ− 1‖2,[k,l],Σǫ0t
+δ0(1 + t)
−1[1 + log(1 + t)][Y0 + (1 + t)A[l−1]] + [1 + log(1 + t)]W{l+1}}
‖ζ‖2,[k,l],Σǫ0t ≤ Cl(1 + t)
−1{δ0(1 + t)−1[1 + log(1 + t)]Uk−1,l−1 (11.177)
+δ0(1 + t)
−1‖κ− 1‖2,[k,l],Σǫ0t
+δ0(1 + t)
−1[1 + log(1 + t)][Y0 + (1 + t)A[l−1]] + [1 + log(1 + t)]W{l+1}}
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From the definition, we have:
‖(qT )b‖2,[k,l],Σǫ0t ≤ Cl(1 + t)
−1‖κ− 1‖2,[k,l+1],Σǫ0t (11.178)
To derive a recursive inequality for the quantities U[k,l], we need to derive a similar estimate for qT
in terms of U[k−1,l−1]. This requires an appropriate estimate for the quantity T[k−1,l−1] defined in the
statement of Lemma 11.8. Now, the assumptions of Lemma 11.8, which are those of Lemma 11.6, all
follow under the assumptions of the present proposition, by Corollary 10.1.d, with l∗ in the role of l,
assumption M[m,l∗], and Corollary 11.1.c with l∗ in the role of l. Lemma 11.8 gives a bound for the
quantity T[k,l] in terms of ‖(T )/π′‖2,[k,l],Σǫ0t , ‖λ′‖2,[k,l],Σǫ0t and maxi ‖
(Ri)/π‖2,[l−1],Σǫ0t . From (11.51) we
obtain, using the estimate (11.176) and Corollary 11.1.c with l∗ in the role of l,
‖(T )/π′‖2,[k,l],Σǫ0t ≤ C[1 + log(1 + t)]‖χ
′‖2,[k,l],Σǫ0t (11.179)
+Cl(1 + t)
−1[1 + log(1 + t)]{δ0(1 + t)−2[1 + log(1 + t)]Uk−2,l−1
+δ0(1 + t)
−1[‖κ− 1‖2,[k,l],Σǫ0t + Y0 + (1 + t)A[l−1]] +W{l+1}}
Also, by Lemma 11.1 and Lemma 11.2.a,
‖λ′‖2,[k,l],Σǫ0t ≤ Cl{‖κ− 1‖2,[k,l],Σǫ0t + [1 + log(1 + t)]W{l}} (11.180)
Also, by (10.145) we have:
max
i
‖(Ri)/π‖2,[l−1],Σǫ0t ≤ Cl{Y0 + (1 + t)A[l−1] +W[l]} (11.181)
Substituting in the conclusion of Lemma 11.8 the estimates (11.179)-(11.181) yields the following
bound:
T[k,l] ≤ Cl{[1 + log(1 + t)]‖χ′‖2,[k,l],Σǫ0t (11.182)
+δ0(1 + t)
−3[1 + log(1 + t)]2Uk−2,l−1
+(1 + t)−1‖κ− 1‖2,[k,l],Σǫ0t + δ0(1 + t)
−1[1 + log(1 + t)][Y0 + (1 + t)A[l−1]]
+(1 + t)−1[1 + log(1 + t)]W{l+1}}
So now we need an estimate for ‖χ′‖2,[k,l],Σǫ0t , which can be proved similarly as Lemma 11.16:
Lemma 11.17 Let the assumptions of Proposition 11.2 hold. Then, provided that δ0 is suitably
small (depending on l), the following estimate holds, for each k ∈ {0, ...,m}:
‖χ′‖2,[k,l],Σǫ0t ≤ Cl(1 + t)
−1{δ0(1 + t)−2[1 + log(1 + t)]U[k−2,l−1] (11.183)
+(1 + t)−1‖κ− 1‖2,[k−1,l+1],Σǫ0t + [Y0 + (1 + t)A[l]]
+W{l+1} + (1 + t)−1[1 + log(1 + t)]WQ{l}}
We now resume the proof of Proposition 11.2. Substituting the result of Lemma 11.17, yields the
following estimate for T[k,l]:
T[k,l] ≤ Cl(1 + t)−1{δ0(1 + t)−2[1 + log(1 + t)]2Uk−2,l−1 (11.184)
+‖κ− 1‖2,[k,l+1],Σǫ0t + [1 + log(1 + t)][Y0 + (1 + t)A[l]]
+[1 + log(1 + t)][W{l+1} + (1 + t)−1[1 + log(1 + t)]WQ{l}]}
Consider now Lemma 11.12 with (k+1, l+1) in the role of (k, l). Since (l+1)∗ ≤ l∗+1, the assumptions
hold if:
‖λ′‖∞,[k,l∗],Σǫ0t ≤ Clδ0[1 + log(1 + t)] (11.185)
max
i
‖(Ri)/π‖∞,[l∗],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)]
‖(T )/π′‖∞,[k,l∗],Σǫ0t ≤ Clδ0(1 + t)−1[1 + log(1 + t)]
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These will follow from the assumptions of Proposition 11.2. So we have:
‖ξ · /g‖2,[k,l],Σǫ0t , ‖ξ · /g−1‖2,[k,l],Σǫ0t (11.186)
≤ Cl{‖ξ‖2,[k,l],Σǫ0t + ‖ξ‖∞,[k,l∗],Σǫ0t (maxi ‖
(Ri)/π‖2,[l−1],Σǫ0t + T[k−1,l−1])}
Substituting from (10.145) and the bound (11.184) this becomes:
‖ξ · /g‖2,[k,l],Σǫ0t , ‖ξ · /g
−1‖2,[k,l],Σǫ0t ≤ Cl‖ξ‖2,[k,l],Σǫ0t (11.187)
+Cl‖ξ‖∞,[k,l∗],Σǫ0t ·
·{δ0(1 + t)−3[1 + log(1 + t)]2Uk−3,l−2
+(1 + t)−1‖κ− 1‖2,[k−1,l],Σǫ0t + [Y0 + (1 + t)A[l−1]]
+W{l} + (1 + t)−2[1 + log(1 + t)]2WQ{l−1}}
Applying this to ξ = (qT )b, we obtain, by (11.178) and (11.107),
‖qT ‖2,[k,l],Σǫ0t ≤ Cl(1 + t)
−1{δ20(1 + t)−1Uk−1,l−1 + ‖κ− 1‖2,[k,l+1],Σǫ0t (11.188)
+δ0[1 + log(1 + t)][Y0 + (1 + t)A[l−1]]
+δ0[1 + log(1 + t)][W{l} + (1 + t)−2[1 + log(1 + t)]2WQ{l−1}]}
Consider now the first two recursion relations of Lemma 11.3, replacing m by j ∈ {0, ..., k}. Taking
the ‖ ‖2,[k−j,l−j],Σǫ0t norm we obtain:
‖pT,j‖2,[k−j,l−j],Σǫ0t ≤ ‖pT,j−1‖2,[k+1−j,l+1−j],Σǫ0t (11.189)
+Cl{‖/dκ‖∞,[k−j,l∗],Σǫ0t ‖qT,j−1‖2,[k−j,l−j],Σǫ0t
+‖/dκ‖2,[k−j,l−j],Σǫ0t ‖qT,j−1‖∞,[k−j,l∗−j],Σǫ0t
‖qT,j‖2,[k−j,l−j],Σǫ0t ≤ ‖qT,j−1‖2,[k+1−j,l+1−j],Σǫ0t (11.190)
+Cl{‖qT ‖∞,[k−j,l∗],Σǫ0t ‖pT,j−1‖2,[k−j,l−j],Σǫ0t
+‖qT‖2,[k−j,l−j],Σǫ0t ‖pT,j−1‖∞,[k−j,l∗−j],Σǫ0t }
Setting, for fixed (k, l) and with j ∈ {0, ..., k},
xj = ‖pT,j‖2,[k−j,l−j],Σǫ0t (11.191)
yj = ‖qT,j‖2,[k−j,l−j],Σǫ0t
and:
a = x0 = 0 (11.192)
b = ‖qT ‖2,[k,l],Σǫ0t = y0
c = ‖/dκ‖2,[k,l],Σǫ0t
(11.189)-(11.190) imply by assumptionsM[k,l∗+1] and E{l∗+1} and Corollary 11.1.a with l∗ in the role
of l,
xj ≤ xj−1 + ǫ(yj−1 + c) (11.193)
yj ≤ yj−1 + ǫ(xj−1 + ǫb)
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where:
ǫ = Clδ0(1 + t)
−1[1 + log(1 + t)] (11.194)
The inequalities (11.193) can be written in the form:
[
xj
yj
]
≤ (I+E)
[
xj−1
yj−1
]
+ a (11.195)
where
E =
[
0 ǫ
ǫ 0
]
a =
[
ǫc
ǫ2b
]
(11.196)
It follows that:
[
xj
yj
]
≤ (I+E)j
[
x0
y0
]
+ (
j−1∑
i=0
(I+E)i)a (11.197)
Now, in matrix norm:
|E| ≤ ǫ
and (11.197) implies, for ǫ ≤ 1,
xj ≤ x0 + Cjǫ(x0 + y0) + Cj(ǫc+ ǫ2b) (11.198)
yj ≤ y0 + Cjǫ(x0 + y0) + Cj(ǫc+ ǫ2b)
In view of (11.191) and (11.192), substituting for b the bounds (11.188), and noting that:
c ≤ C(1 + t)−1‖κ− 1‖2,[k,l+1],Σǫ0t
yields the estimates:
‖pT,j‖2,[k−j,l−j],Σǫ0t (11.199)
≤ Clδ0(1 + t)−2[1 + log(1 + t)]{δ0(1 + t)−1U[k−1,l−1]
+‖κ− 1‖2,[k,l+1],Σǫ0t + δ0[1 + log(1 + t)][Y0 + (1 + t)A[l−1]]
+δ0[1 + log(1 + t)][W{l} + (1 + t)−2[1 + log(1 + t)]2WQ{l−1}]}
for all j ∈ {0, ..., k}.
‖qT,j‖2,[k−j,l−j],Σǫ0t (11.200)
≤ Cl(1 + t)−1{δ0(1 + t)−1U[k−1,l−1]
+‖κ− 1‖2,[k,l+1],Σǫ0t + δ0[1 + log(1 + t)][Y0 + (1 + t)A[l−1]]
+δ0[1 + log(1 + t)][W{l} + (1 + t)−2[1 + log(1 + t)]2WQ{l−1}]}
for all j ∈ {0, ..., k}
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Next, we consider the formula (11.140). Taking the ‖ ‖2,[l−k+n],Σt norm we obtain, using (11.200),
‖rnT,k‖2,[l−k+n],Σǫ0t (11.201)
≤
k−1−n∑
i=0
Ni(n)
k−n−1−i∑
j′=0
‖κqT,j′‖2,[k−1−n−j′,l−1−n],Σǫ0t
≤ Cl max
j′∈{0,...,k−1−n}
‖κqT,j′‖2,[k−1−j′,l−1−j′],Σǫ0t
≤ Cl(1 + t)−1[1 + log(1 + t)]{δ0(1 + t)−1U[k−2,l−2]
+‖κ− 1‖2,[k−1,l],Σǫ0t + δ0[1 + log(1 + t)][Y0 + (1 + t)A[l−2]]
+δ0[1 + log(1 + t)][W{l−1} + (1 + t)−2[1 + log(1 + t)]2WQ{l−2}]}
for all n ∈ {0, ..., k − 1}.
Finally, we take the ‖ ‖2,[l−k],Σǫ0t norm of (11.142). We then obtain on the left:
‖(T )k+1Tˆ i‖2,[l−k],Σǫ0t = Uk,l − Uk−1,l
By (11.199) and (11.200) with j = k and Proposition 10.2 together with Proposition 10.1 and Corollary
11.1.a with l∗ in the role of l:
max
i
‖pT,kTˆ i‖2,[l−k],Σǫ0t (11.202)
≤ Clδ0(1 + t)−2[1 + log(1 + t)]{δ0(1 + t)−1U[k−1,l−1]
+‖κ− 1‖2,[k,l+1],Σǫ0t + δ0[1 + log(1 + t)][Y0 + (1 + t)A[l−1]]
+δ0[1 + log(1 + t)][W{l} + (1 + t)−2[1 + log(1 + t)]2WQ{l−1}]}
max
i
‖qT,k · /dxi‖2,[l−k],Σǫ0t (11.203)
≤ Cl(1 + t)−1{δ0(1 + t)−1U[k−1,l−1]
+‖κ− 1‖2,[k,l+1],Σǫ0t + δ0[1 + log(1 + t)][Y0 + (1 + t)A[l−1]]
+δ0[1 + log(1 + t)][W{l} + (1 + t)−2[1 + log(1 + t)]2WQ{l−1}]}
By (11.201) with n = 0 and Proposition 10.2 (k ≥ 1) together with Proposition 10.1 with l∗+1 in the
role of l and Corollary 11.1.a with l∗ in the role of l:
‖r0T,k · /dTˆ i‖2,[l−k],Σǫ0t (11.204)
≤ Cl(1 + t)2[1 + log(1 + t)] · {δ20(1 + t)−1Uk−2,l−2 + ‖κ− 1‖2,[k−1,l],Σǫ0t
+δ0[1 + log(1 + t)][Y0 + (1 + t)A[l−1]]
+δ0[1 + log(1 + t)][W{l} + (1 + t)−2[1 + log(1 + t)]2WQ{l−1}]}
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Also by (11.201) together with Proposition 11.1 and Corollary 11.1.a with l∗ in the role of l:
max
i
‖
k−1∑
n=1
rnT,k · /d(T )nTˆ i‖2,[l−k],Σǫ0t (11.205)
≤ Cl(1 + t)−1{ max
n∈{1,...,k−1}
max
i
‖rnT,k‖∞,[l∗−k+n],Σǫ0t Uk−2,l−1
+(
k−1∑
n=1
‖rnT,k‖2,[l−k],Σǫ0t ) maxn∈{1,...,k−1} ‖(T )
nTˆ i‖∞,[l∗+1−n],Σǫ0t }
≤ Clδ0(1 + t)−2[1 + log(1 + t)]2Uk−2,l−1
+Clδ0(1 + t)
−3[1 + log(1 + t)]2{‖κ− 1‖2,[k−1,l−1],Σǫ0t
+δ0[1 + log(1 + t)][Y0 + (1 + t)A[l−2]]
+δ0[1 + log(1 + t)][W{l−1} + (1 + t)−2[1 + log(1 + t)]2WQ{l−2}]}
Combining (11.204) and (11.205) we obtain:
max
i
‖
k−1∑
n=0
rnT,k · /d(T )nTˆ i‖2,[l−k],Σǫ0t (11.206)
≤ Cl(1 + t)−2[1 + log(1 + t)]·
{δ0[1 + log(1 + t)]Uk−2,l−1 + ‖κ− 1‖2,[k−1,l],Σǫ0t
+δ0[1 + log(1 + t)][Y0 + (1 + t)A[l−1]]
+δ0[1 + log(1 + t)][W{l} + (1 + t)−2[1 + log(1 + t)]2WQ{l−1}]}
In view of (11.202), (11.203) and (11.206), we arrive at the following recursive inequality:
Uk,l − Uk−1,l ≤ Clδ0(1 + t)−2[1 + log(1 + t)]2Uk−1,l−1 + bk,l (11.207)
where:
bk,l = Cl(1 + t)
−1{‖κ− 1‖2,[k,l+1],Σǫ0t (11.208)
+δ0[1 + log(1 + t)][Y0 + (1 + t)A[l−1]
+W{l} + (1 + t)−2[1 + log(1 + t)]2WQ{l−1}]}
(11.207) implies:
Uk,l ≤ (1 + Clδ0(1 + t)−2[1 + log(1 + t)]2)Uk−1,l + bk,l (11.209)
which yields:
Uk,l ≤ (1 + Clδ0(1 + t)−2[1 + log(1 + t)]2)kU0,l (11.210)
+
k∑
j=1
(1 + Clδ0(1 + t)
−2[1 + log(1 + t)]2)k−jbj,l
Since bk,l are non-decreasing in k, this in turn implies:
Uk,l ≤ Cl{U0,l + bk,l} (11.211)
Substituting finally in (11.211) the estimate (11.162) and the definition (11.208) we obtain:
Uk,l ≤ Cl(1 + t)−1{‖κ− 1‖2,[k,l+1],Σǫ0t (11.212)
+δ0[1 + log(1 + t)][Y0 + (1 + t)A[l−1]
+W{l} + (1 + t)−2[1 + log(1 + t)]2WQ{l−1}]}
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Since we have:
‖κ− 1‖2,[k,l+1],Σǫ0t ≤ Cl{B[k,l+1] + [1 + log(1 + t)]W{l+1}} (11.213)
The proposition follows.
As before, we have many corollaries.
Corollary 11.2.a Under the assumptions of Proposition 11.2 the coefficients of the expression for
(T )k+1Tˆ i, k = 0, ...,m, of Lemma 11.3 satisfy:
‖pT,k‖2,[m−k,l−k],Σǫ0t
≤ Clδ0(1 + t)−2[1 + log(1 + t)]{B[m,l+1]
+δ0[1 + log(1 + t)](Y0 + (1 + t)A[l−1])
+[1 + log(1 + t)][W{l+1} + δ0(1 + t)−2[1 + log(1 + t)]2WQ{l−1}]}
for all k ∈ {0, ...,m}.
‖qT,k‖2,[m−k,l−k],Σǫ0t
≤ Cl(1 + t)−1{B[m,l+1]
+δ0[1 + log(1 + t)](Y0 + (1 + t)A[l−1])
+[1 + log(1 + t)][W{l+1} + δ0(1 + t)−2[1 + log(1 + t)]2WQ{l−1}]}
for all k ∈ {0, ...,m}
and:
‖rnT,k‖2,[l−k+n],Σǫ0t
≤ Cl(1 + t)−1[1 + log(1 + t)]·
{B[m,l] + δ0[1 + log(1 + t)](Y0 + (1 + t)A[l−2])
+[1 + log(1 + t)][W{l} + δ0(1 + t)−2[1 + log(1 + t)]2WQ{l−2}]}
for all k ∈ {0, ...,m}, n ∈ {0, ..., k − 1}.
Also,
m∑
k=0
max
i
‖(T )k+1Li‖2,[l−k],Σǫ0t
≤ Cl(1 + t)−1{B[m,l+1] + δ0[1 + log(1 + t)][Y0 + (1 + t)A[l−1]]
+[1 + log(1 + t)][W{l+1} + δ0(1 + t)−2[1 + log(1 + t)]2WQ{l−1}]}
Corollary 11.2.b Under the assumptions of Proposition 11.2 the following estimates hold:
‖ψTˆ ‖2,[m+1,l+1],Σǫ0t ≤ Cl{W{l+1}+
+δ0(1 + t)
−1[(1 + t)−1B[m,l+1] + Y0 + (1 + t)A[l] + δ0(1 + t)−2WQ{l}]}
‖ψL‖2,[m+1,l+1],Σǫ0t ≤ Cl{W{l+1}+
+δ0(1 + t)
−1[(1 + t)−1B[m,l+1] + Y0 + (1 + t)A[l] + δ0(1 + t)−2WQ{l}]}
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‖/ψ‖2,[m+1,l+1],Σǫ0t ≤ Cl{W{l+1}+
+δ0(1 + t)
−1[(1 + t)−1B[m,l+1] + Y0 + (1 + t)A[l] + δ0(1 + t)−2WQ{l}]}
and:
‖ωT Tˆ ‖2,[m,l],Σǫ0T ≤ Cl{W{l+1}+
δ0(1 + t)
−1[(1 + t)−1B[m−1,l] + Y0 + (1 + t)A[l−1] + δ0(1 + t)−2WQ{l−1}]}
‖ωLTˆ‖2,[m,l],Σǫ0t ≤ Cl(1 + t)
−1{WQ{l}+
δ0(1 + t)
−1[(1 + t)−1B[m−1,l] + Y0 + (1 + t)A[l−1] +W{l}]}
‖/ωTˆ ‖2,[m,l],Σǫ0t ≤ Cl(1 + t)
−1{W{l+1}+
+δ0(1 + t)
−1[(1 + t)−1B[m−1,l] + Y0 + (1 + t)A[l−1] + δ0(1 + t)−2WQ{l−1}]}
‖/ωL‖2,[m,l],Σǫ0t ≤ Cl(1 + t)
−1{W{l+1}+
δ0(1 + t)
−1[(1 + t)−1B[m−1,l] + Y0 + (1 + t)A[l−1] + δ0(1 + t)−2WQ{l−1}]}
‖/ω‖2,[m,l],Σǫ0t ≤ Cl(1 + t)
−1{W{l+1}+
δ0(1 + t)
−1[(1 + t)−1B[m−1,l] + Y0 + (1 + t)A[l−1] + δ0(1 + t)−2WQ{l−1}]}
Also, we have:
‖/k‖2,[m,l],Σǫ0t ≤ Cl(1 + t)
−1{W{l+1} + δ0(1 + t)−2WQ{l}
+δ0(1 + t)
−1[(1 + t)−1B[m−1,l] + Y0 + (1 + t)A[l−1]]}
‖κ−1ζ‖2,[m,l],Σǫ0t ≤ Cl(1 + t)
−1{W{l+1} + δ0(1 + t)−2WQ{l}
+δ0(1 + t)
−1[(1 + t)−1B[m−1,l] + Y0 + (1 + t)A[l−1]]}
‖κ/k‖2,[m,l],Σǫ0t ≤ Cl(1 + t)
−1{[1 + log(1 + t)][W{l+1} + δ0(1 + t)−2WQ{l}]
+δ0(1 + t)
−1[B[m,l] + [1 + log(1 + t)](Y0 + (1 + t)A[l−1])]}
‖ζ‖2,[m,l],Σǫ0t ≤ Cl(1 + t)−1{[1 + log(1 + t)][W{l+1} + δ0(1 + t)−2W
Q
{l}]
+δ0(1 + t)
−1[B[m,l] + [1 + log(1 + t)](Y0 + (1 + t)A[l−1])]}
The next Corollary is obtained from Lemma 11.17 by substituting Proposition 11.2.
Corollary 11.2.c Under the assumptions of Proposition 11.2 we have:
‖χ′‖2,[m,l],Σǫ0t ≤ Cl(1 + t)
−1{(1 + t)−1B[m−1,l+1] + Y0 + (1 + t)A[l]
+W{l+1} + (1 + t)−1[1 + log(1 + t)]WQ{l}}
Moreover by (11.184) we have:
T[m,l] ≤ Cl(1 + t)−1{B[m,l+1] + [1 + log(1 + t)][Y0 + (1 + t)A[l]
+W{l+1} + (1 + t)−1[1 + log(1 + t)]WQ{l}]}
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and obviously,
‖(T )/π + 2(1− u+ t)−1/g‖2,[m,l],Σǫ0t ≤ ClT[m,l]
Also from the estimate for ζ and (11.187),
‖Λ‖2,[m,l],Σǫ0t ≤ Cl(1 + t)−1{B[m,l+1] + δ0[1 + log(1 + t)](Y0 + (1 + t)A[l−1])
+[1 + log(1 + t)][W{l+1} + δ0(1 + t)−2[1 + log(1 + t)]WQ{l}]}
and by Lemma 11.13 and Lemma 10.11,
‖(T )/π1‖2,[m,l−1],Σǫ0t ≤ Cl(1 + t)
−2{B[m,l+1] + [1 + log(1 + t)][Y0 + (1 + t)A[l]
+W{l+1} + (1 + t)−1[1 + log(1 + t)]WQ{l}]}
We now revisit Lemma 11.12. Under the assumptions of Proposition 11.2 the following bounds
hold:
‖λ′‖∞,[m,l∗],Σǫ0t ≤ Clδ0[1 + log(1 + t)] (11.214)
max
i
‖(Ri)/π‖∞,[l∗],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)]
‖(T )/π′‖∞,[m,l∗],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)]
These bounds imply the assumptions of Lemma 11.12 with (m, l) in the role of (k− 1, l− 1). Then we
obtain:
‖ξ · /g‖2,[m,l],Σǫ0t , ‖ξ · /g
−1‖2,[m,l],Σǫ0t (11.215)
≤ Cl{‖ξ‖2,[m,l],Σǫ0t + ‖ξ‖∞,[m,l∗−1],Σǫ0t (maxi ‖
(Ri)/π‖2,[l−1],Σǫ0t + T[m−1,l−1])}
So by Corollary 10.1.d and Corollary 11.2.c, we obtain:
Corollary 11.2.d Under the assumptions of Proposition 11.2, we have:
‖ξ · /g‖2,[m,l],Σǫ0t , ‖ξ · /g
−1‖2,[m,l],Σǫ0t
≤ Cl{‖ξ‖2,[m,l],Σǫ0t
+‖ξ‖∞,[m,l∗−1],Σǫ0t [W{l} + (1 + t)
−2[1 + log(1 + t)]WQ{l−1}
+(1 + t)−1B[m−1,l] + Y0 + (1 + t)A[l−1]]}
11.2 Bounds for Quantities Q′m,l and P
′
m,l
The object of this section is to obtain appropriate bounds for the quantities (i1...il)Q′m,l and
(i1...il)P ′m,l,
which through (i1...il)B′m,l, enter the final estimates for the functions
(i1...il)x′m,l.
11.2.1 Bounds for Q′m,l
The quantities (i1...il)Q′m,l(t) are defined by (9.266). We first estimate the last term:
‖(i1...il)g˙′m,l(t)‖L2([0,ǫ0]×S2) (11.216)
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(i1...il)g˙′m,l are defined in terms of
(i1...il)g′m,l by (9.252) and (9.253).
(i1...il)g′m,l are in turn defined in
Proposition 9.1 and Proposition 9.2. The first term in the expression for (i1...il)g′m,l is:
Ril ...Ri1 (T )
mgˇ′
where gˇ′ is defined by (9.63). Note that for m = l = 0 we have:
g′0,0 = gˇ
′ (11.217)
while according to (9.252),
g˙′0,0 = g
′
0,0 − ξ · x0 (11.218)
where ξ is defined by (9.70). Defining:
ˇ˙g′ := g˙′0,0 (11.219)
Our objective in the following is to estimate:
‖ˇ˙g′‖2,[m,l],Σǫ0t
Recalling from Chapter 8 that:
x0 = µ/dtrχ+ /dfˇ
we can write:
ˇ˙g′ = gˇ′ − ξ · (µ/dtrχ+ /dfˇ) (11.220)
Substituting the expression (9.63) for gˇ′ in (11.220):
ˇ˙g′ = −ξ · /dfˇ − 2µ(/dµ) · (i− /de) (11.221)
+
1
2
d logΩ
dh
(Lh)f ′0 −
1
2
(µtrχ+ 2m+ 2µe)µf ′1
+n˙′′0 + µ(n˙
′
1 + n˙
′
2)
where
n˙′′0 = −
1
2
L(
dH
dh
)(LTh) +
1
2
dH
dh
(τ¨ + ν(LTh) + 2ζ · /dTh) (11.222)
τ¨ is defined by a formula similar to (9.38) but with
v˙′ = v′ +Ωκ2(/dh) · /dtrχ (11.223)
in the role of v′, that is:
τ¨ = Ω−1(v˙′ + T τ˜ + (T )δτ˜) (11.224)
By (9.35) we know that there is no acoustical principal term in n˙′′0 . Also n˙′1 is just n′1, while n˙′2 is
defined by:
n˙′2 = µn˙2 − L(
µ
2η2
(
ρ
ρ′
)′) /∆h− L(µη−1Tˆ i) /∆ψi (11.225)
with n˙2 defined by:
n˙2 = n2 − ( 1
2η2
(
ρ
ρ′
)′/dh+ η−1/dψTˆ − η−2(Lψi)/dxi) · /dtrχ (11.226)
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By (9.68), n˙2 does not contain principal acoustical terms.
Now v′ is defined by (9.34):
v′ = v − Ω(Th) /∆µ (11.227)
We thus have:
v˙′ = v − Ω(Th) /∆µ+Ωκ2(/dh) · /dtrχ (11.228)
v is given by (9.18)-(9.24):
v = v1 + v2 + v3 (11.229)
Defining:
v˙1 = Ω
−1v1 (11.230)
v˙2 = Ω
−1v2 − (Th) /∆µ+ κ2(/dh) · /dtrχ
v˙3 = Ω
−1v3
and:
v˙ = v˙1 + v˙2 + v˙3 (11.231)
Then according to (9.33), v˙1, v˙2 and v˙3 do not contain principal acoustical terms, and we have:
v˙′ = Ωv˙ (11.232)
Our first objective is to estimate:
‖v˙‖2,[m,l],Σǫ0t (11.233)
Here we just state the results:
Lemma 11.18 Under the assumptions of Proposition 11.2 augmented by the assumptions E{l∗+2},
E
Q
{l∗+1}, E
QQ
{l∗} and M[m+1,l∗+1] we have the L
2 estimate:
‖v˙‖2,[m,l],Σǫ0t
≤ Cl(1 + t)−2{[1 + log(1 + t)](W{l+2} +WQ{l+1} +WQQ{l} )
+δ0(1 + t)
−1[B[m+1,l+1] + [1 + log(1 + t)](Y0 + (1 + t)A[l])]}
as well as L∞ estimate:
‖v˙‖∞,[m,l∗],Σǫ0t ≤ Clδ0(1 + t)
−3[1 + log(1 + t)]
where we denote by EQQm,n the bootstrap assumption that there is a constant C independent of s such
that for all t ∈ [0, s]:
EQQm,n : max
α;i1...in
‖Rin ...Ri1 (T )m(Q)2ψα‖L∞(Σǫ0t ≤ Cδ0(1 + t)
−1
We then denote by EQQ{l} the conjunction of E
QQ
m,n corresponding to (11.8). The constant C then
depends on l only. Here we also have introduced the quantities WQQm,n:
WQQm,n = max
α;i1...in
‖Rin ...Ri1 (T )m(Q)2ψα‖L2(Σǫ0t ) (11.234)
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We then denote by WQQ{l} the sum of WQQm,n corresponding to (11.8). Moreover, we have:
max
α
‖(L)2ψα‖2,{l},Σǫ0t ≤ (1 + t)
−2(WQQ{l} +WQ{l}) (11.235)
We now consider τ¨ , defined by (11.224). Setting:
τ˙ = Ω−1τ˜ (11.236)
(11.224) becomes, in view of (11.232):
τ¨ = v˙ + T τ˙ + (T logΩ + (T )δ)τ˙ (11.237)
By (9.37) we have:
τ˙ = −
∑
i
{−(Lψi)(Lψi) + µ/dψi · /dψi} (11.238)
Here we must use Lemma 11.12 with (k, l) replaced by (m + 2, l + 2) to estimate the second term on
the right of (11.237):
‖τ˙‖2,[m+1,l+1],Σǫ0t (11.239)
≤ Clδ0(1 + t)−2{W{l+2} +WQ{l+1}
+δ0(1 + t)
−2[B[m+1,l+1] + [1 + log(1 + t)](Y0 + (1 + t)A[l])]}
Also, we have:
‖τ˙‖∞,[m+1,l∗+1],Σǫ0t ≤ Clδ
2
0(1 + t)
−3 (11.240)
Then combining with Lemma 11.18, we obtain:
‖τ¨‖2,[m,l],Σǫ0t (11.241)
≤ Cl(1 + t)−2{[1 + log(1 + t)](W{l+2} +WQ{l+1} +WQQ{l} )
+δ0(1 + t)
−1[B[m+1,l+1] + [1 + log(1 + t)](Y0 + (1 + t)A[l])]}
as well as
‖τ¨‖2,[m,l∗],Σǫ0t ≤ Clδ0(1 + t)
−3[1 + log(1 + t)] (11.242)
By the above results and a direct calculation, we get an estimate:
‖n˙′′0‖2,[m,l],Σǫ0t (11.243)
≤ Cl(1 + t)−2{[1 + log(1 + t)](W{l+2} +WQ{l+1} +WQQ{l} )
+δ0(1 + t)
−1[B[m+1,l+1] + [1 + log(1 + t)](Y0 + (1 + t)A[l])]}
We proceed to estimate n˙′1 and n˙′2, given by (9.52) and (11.225). The estimate for n˙′1 is straight-
forward. We use Lemma 11.12 to obtain:
‖n˙′1‖2,[m,l],Σǫ0t ≤ Clδ0(1 + t)
−3{W{l+2} + δ0(1 + t)−1· (11.244)
[(1 + t)−1B[m−1,l+1] + Y0 + (1 + t)A[l] + (1 + t)−2[1 + log(1 + t)]WQ{l+1}]}
and also, obviously,
‖n˙′1‖2,[m,l∗],Σǫ0t ≤ Clδ20(1 + t)−4 (11.245)
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To estimate n˙′2 is a bit more complicated, because we have the term /∆Tˆ i in the expression (9.55)
for n2. We must first derive an estimate for this. Recalling (9.66) and (9.67), we consider:
U i = /∆Tˆ i + η−1/dtrχ · /dxi + (1− u+ t)−1η−1 /∆xi (11.246)
The last term in the above comes from the term /q · /D2xi. We can write:
U i = b1 · /dxi + b2 · /D2xi (11.247)
where by (9.66),
b1 = /div/k − η−1i+ η−2χ · (/dη) (11.248)
and
b2 = /k − η−1χ′ (11.249)
To estimate
‖U i‖2,[m,l],Σǫ0t
we need the following two lemmas:
Lemma 11.19 Under the assumptions of Proposition 11.2, for an arbitrary St,u tensorfield ξ we
have:
‖ξ · /dxi‖2,[m,l],Σǫ0t ≤ Cl{‖ξ‖2,[m,l],Σǫ0t
+‖ξ‖∞,[m,l∗−1],Σǫ0t [(1 + t)
−1B[m−1,l] + Y0 + (1 + t)A[l−1]
+W{l}]}
Lemma 11.20 Under the assumptions of Proposition 11.2, for an arbitrary St,u tensorfield ξ we have:
‖ξ · /D2xi‖2,[m,l],Σǫ0t ≤ Cl(1 + t)
−1{‖ξ‖2,[m,l],Σǫ0t
+‖ξ‖∞,[k,l∗−1],Σǫ0t {(1 + t)
−1B[m−1,l+1] + Y0 + (1 + t)A[l]
+W{l+1} + (1 + t)−2[1 + log(1 + t)]2WQ{l}]}
By Proposition 10.1/11.1, 10.2/11.2 as well as their corollaries, the proof of these two lemmas is almost
a direct calculation.
Using these two lemmas and (11.247)-(11.249), we deduce:
Lemma 11.21 Under the assumptions of Proposition 11.2 augmented by the assumptions E{l∗+2},
E
Q
{l∗+1}, we have:
‖U i‖2,[m,l],Σǫ0t ≤ Cl(1 + t)
−2·
{W{l+2} + (1 + t)−1[1 + log(1 + t)]WQ{l+1}
+(1 + t)−1B[m−1,l+1] + Y0 + (1 + t)A[l]}
and:
‖U i‖∞,[m,l∗],Σǫ0t ≤ Clδ0(1 + t)
−3[1 + log(1 + t)]
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Next we consider the function n′2 given by (11.226). In this equation the function n2 is given by
(9.55)-(9.57). Substituting in (11.226) we obtain the following expression for n˙2:
n˙2 =
1
2η2
(
ρ
ρ′
)′[trχ /∆h+ 2χˆ · ˆ/D2h+ 2i · /dh] (11.250)
+η−1[trχTˆ i /∆ψi + 2χˆ · Tˆ i ˆ/D2ψi + 2i · Tˆ i/dψi]
+/d(
1
η2
(
ρ
ρ′
)′) · /dLh+ 2/d(η−1Tˆ i) · /d(Lψi)
+ /∆(
1
2η2
(
ρ
ρ′
)′)Lh+ /∆(η−1Tˆ i)(Lψi)
+η−2(Lψi)/dxi · /dtrχ
By Lemma 11.21 and (11.250), we obtain the following estimates for n˙2:
‖n˙2‖2,[m,l],Σǫ0t ≤ Cl(1 + t)
−3{W{l+2} +WQ{l+1} (11.251)
+δ0(1 + t)
−1[(1 + t)−1B[m−1,l+1] + Y0 + (1 + t)A[l]]}
and:
‖n˙2‖∞,[m,l∗],Σǫ0t ≤ Clδ0(1 + t)
−4 (11.252)
We turn to the function n˙′2 given in terms of n˙2 by (11.225). We just use Corollary 11.1.b and
Corollary 11.2.b as well as a direct calculation to obtain:
‖n˙′2‖2,[m,l],Σǫ0t ≤ Cl(1 + t)
−3{[1 + log(1 + t)](W{l+2} +WQ{l+1}) (11.253)
+δ0(1 + t)
−1[B[m,l] + [1 + log(1 + t)](Y0 + (1 + t)A[l])]}
and:
‖n˙′2‖∞,[m,l∗],Σǫ0t ≤ Cl(1 + t)
−4[1 + log(1 + t)] (11.254)
We now turn to the remaining terms in the expression (11.221) for ˇ˙g′. We first consider the functions
f ′0 and f
′
1, given by (9.48) and (9.59) respectively:
f ′0 =
1
2
dH
dh
(LTh) (11.255)
f ′1 =
1
2η2
(
ρ
ρ′
)′( /∆h) + η−1Tˆ i( /∆ψi) (11.256)
Obviously, by the expression:
LTh = 2(T )2h+ η−1κTLh+ η−1κΛ · /dh
we have:
‖f ′0‖∞,[m,l∗],Σt ≤ Clδ0(1 + t)−1 (11.257)
and:
‖f ′0‖2,[m,l],Σǫ0t ≤ Cl{W{l+2} + (1 + t)
−1[1 + log(1 + t)]WQ{l+1} (11.258)
+δ0(1 + t)
−2[B[m,l+1] + δ0(Y0 + (1 + t)A[l−1])]}
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Using Proposition 11.2 we deduce:
‖f ′1‖2,[m,l],Σǫ0t (11.259)
≤ Cl(1 + t)−2{W{l+2} + δ0(1 + t)−3[1 + log(1 + t)]2WQ{l}
+δ0(1 + t)
−1[(1 + t)−1B[m−1,l+1] + Y0 + (1 + t)A[l]]}
and also:
‖f ′1‖∞,[m,l∗],Σǫ0t ≤ Clδ0(1 + t)
−3 (11.260)
With the help of (11.257)-(11.260) we can estimate, in ‖ ‖2,[m,l],Σǫ0t norm, the third and fourth
terms on the right in (11.221) in a straightforward manner. Concerning the second term, we just use
the estimates for e and i which we can obtain by using Proposition 11.1 and 11.2:
‖e‖2,[m+1,l+1],Σǫ0t ≤ Cl(1 + t)
−1{WQ{l+1} (11.261)
+δ0(1 + t)
−1[(1 + t)−1B[m,l+1] + Y0 + (1 + t)A[l] +W{l+1}]}
‖e‖∞,[m,l∗],Σǫ0t ≤ Clδ0(1 + t)
−2 (11.262)
and:
‖i‖2,[m,l],Σǫ0t (11.263)
≤ Cl(1 + t)−2{W{l+2} + δ0(1 + t)−2[1 + log(1 + t)]WQ{l+1}
+δ0(1 + t)
−1[(1 + t)−1B[m−1,l+1] + Y0 + (1 + t)A[l]]}
‖i‖∞,[m,l∗],Σǫ0t ≤ Clδ20(1 + t)−4 (11.264)
Finally, we have:
−ξ · /dfˇ
the first term on the right in (11.221). Here ξ is given by (9.70):
ξ = −/dµ+ ( µ
2η2
(
ρ
ρ′
)′ − 1
2
dH
dh
η−1κ)/dh+ T i/dψi − η−1κ(Lψi)/dxi (11.265)
and fˇ is the function defined by (8.27):
fˇ = −1
2
dH
dh
τL (11.266)
So we obtain:
‖/dfˇ‖2,[m,l],Σǫ0t (11.267)
≤ Cl(1 + t)−1{W{l+2} + (1 + t)−1[1 + log(1 + t)]WQ{l+1} + δ0(1 + t)−2B[m,l+1]}
and also:
‖/dfˇ‖∞,[m,l∗],Σǫ0t ≤ Clδ0(1 + t)
−2 (11.268)
Next, using Corollary 11.1.b with l∗ in the role of l and Corollary 11.2.b we deduce:
‖ξ‖∞,[m,l∗],Σǫ0t ≤ Cl(1 + t)−1[1 + log(1 + t)] (11.269)
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and:
‖ξ‖2,[m,l],Σǫ0t ≤ Cl(1 + t)
−1{[1 + log(1 + t)](W{l+1} + δ20(1 + t)−2WQ{l}) (11.270)
+B[m,l+1] + δ0(1 + t)−1(Y0 + (1 + t)A[l−1])}
To get the final estimate, we need Corollary 11.2.d to see that:
‖ξ · /g−1‖2,[m,l],Σǫ0t ≤ Cl(1 + t)
−1· (11.271)
{[1 + log(1 + t)](W{l+1} + δ0(1 + t)−2[1 + log(1 + t)]2WQ{l})
+B[m,l+1] + δ0[1 + log(1 + t)](Y0 + (1 + t)A[l−1])}
and also:
‖ξ · /g−1‖∞,[m,l∗],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)] (11.272)
Then the first term on the right of (11.221) can be estimated by applying (11.267), (11.268), (11.271)
and (11.272).
Combining finally the above results with the earlier results (11.243), (11.244),(11.245), (11.251),
(11.252) and also (11.257)-(11.260), yields, through (11.221), the following proposition.
Proposition 11.3 Let the hypotheses H0, H1, H2′ and the estimate (6.177) hold. Let also
the bootstrap assumptions E{l∗+2}, E
Q
{l∗+1}, E
QQ
{l∗} and /X[l∗], hold for some non-negative integer l.
Moreover, let the bootstrap assumption M[m+1,l∗+1] hold for some non-negative integer m ≤ l. Then
if δ0 is suitably small (depending on l) we have:
‖ˇ˙g′‖2,[m,l],Σǫ0t (11.273)
≤ Cl(1 + t)−2{[1 + log(1 + t)](W{l+2} +WQ{l+1} +WQQ{l} )
+δ0(1 + t)
−1[B[m+1,l+1] + [1 + log(1 + t)](Y0 + (1 + t)A[l])]}
We proceed to estimate in L2(Σǫ0t ) the functions
(i1...in)gˆ′m,n, defined by (9.252)-(9.253), for n =
l−m. Note that l have different meanings here and Chapter 9. We shall now re-express the functions
(i1...in)g˙′m,n in terms of the function ˇ˙g
′, which has been estimated by Proposition 11.3. Let us define
the functions:
(i1...in)w′m,n =
m−1∑
k=0
Rin ...Ri1 (T )
kΛx′m−k−1,0 −mΛ(i1...in)x′m−1,n (11.274)
(i1...in)w′′m,n =
n−1∑
k=0
Rin ...Rin−k+1
(Rin−k )Z(i1...in−k−1)x′m,n−k−1 (11.275)
−
n−1∑
k=0
(Rin−k )Z(i1
>in−k<... in)x′m,n−1
According to (9.123), (9.131) and (9.134), (9.137), the functions (i1...in)w′m,n,
(i1...in)w′′m,n do not
contain terms of the top order l + 2. From Proposition 9.1 and 9.2 we then have:
(i1...in)g′m,n −mΛ(i1...in)x′m−1,n −
n−1∑
k=0
(Rin−k )Z(i1
>in−k<... in)x′m,n−1 (11.276)
= Rin ...Ri1 (T )
mgˇ′ + (i1...in)w′m,n +
(i1...in)w′′m,n
+
m−1∑
k=0
Rin ...Ri1(T )
ky′m−k,0 +
n−1∑
k=0
Rin ...Rin−k+1
(i1...in−k)y′m,n−k
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We now substitute for gˇ′ in terms of ˇ˙g′ from (11.220). Consider first the case m = 0. We have:
Rin ...Ri1 gˇ
′ = Rin ...Ri1 ˇ˙g
′ + ξ · (i1...in)xn + (i1...in)un (11.277)
where
(i1...in)un = ξ ·
∑
s1 /=∅
((R)s1µ)/d(R)s2trχ+
∑
s1 /=∅
(/LR)s1ξ · (/LR)s2x0 (11.278)
Then comparing with (9.252) we obtain:
(i1...in)g˙′0,n = Rin ...Ri1 ˇ˙g
′ + (i1...in)un + (i1...in)w′′0,n (11.279)
+
n−1∑
k=0
Rin ...Rin−k+1
(i1...in−k)y′0,n−k
A similar calculation yields:
(i1...in)g˙′m,n = Rin ...Ri1(T )
m ˇ˙g′ (11.280)
+(i1...in)u′m−1,n +
(i1...in)w′m,n +
(i1...in)w′′m,n
+
m−1∑
k=0
Rin ...Ri1(T )
ky′m−k,0 +
n−1∑
k=0
Rin ...Rin−k+1
(i1...in−k)y′m,n−k
where
(i1...in)u′m−1,n = Rin ...Ri1(T )
m−1u′0,0 +
(i1...in)u′′m−1,n (11.281)
(i1...in)u′′m−1,n = Rin ...Ri1u
′′
m−1,0 (11.282)
+ξ ·
∑
s1 /=∅
/d(((R)s1µ)(R)s2 (T )m−1 /∆µ)
+
∑
s1 /=∅
(/LR)s1ξ · /d(R)s2x′m−1,0
u′′m−1,0 =
m−1∑
k=1
(m− 1)!
k!(m− 1− k)!{ξ · /d((T )
kµ)(T )m−1−k /∆µ) (11.283)
+((/LT )kξ) · /d(T )m−1−kx′0,0}
u′0,0 = ξ · x˙0 + (/LT ξ) · x0 (11.284)
where
x˙0 = µ/d(T trχ
′ − /∆µ) + (Tµ)/dtrχ′ − (/dµ) /∆µ+ /d(T fˇ + fˇ ′) (11.285)
Then by the earlier results in this chapter, we finally obtain:
Proposition 11.4 Under the assumptions of Proposition 11.3, augmented by the assumptions
/X [(l+1)∗] and M[m,(l+1)∗+1] we have:
max
i1...il−m
‖(i1...il−m)g˙′m,l−m‖L2(Σǫ0t ) ≤ (11.286)
Cl(1 + t)
−2{[1 + log(1 + t)](W{l+2} +WQ{l+1} +WQQ{l} )
+δ0[(1 + t)
−1B[m+1,l+1] + Y0 + (1 + t)A[l]]}
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In deriving this proposition, we made use of the following lemma:
Lemma 11.22 Let A1,...,An and B be linear operators acting on some space X . We then have:
[An...A1, B] =
n−1∑
m=0
An...An−m+1[An−m, B]An−m−1...A1
Proof . We just applying induction on m, and then use Proposition 8.2.
Now we can give an estimate for (i1...il−m)Q′m,l−m defined by (9.266). Here we just need to estimate
the third and the fourth term on the right of (9.266). This is straightforward. We obtain:
Proposition 11.5 Under the assumptions of Proposition 11.3, augmented by the assumptions
/X [(l+1)∗] and M[m,(l+1)∗+1], we have:
max
(i1...il−m)
Q′m,l−m(t)
≤ Cl(1 + t)−3{[1 + log(1 + t)](W{l+2} +WQ{l+1} +WQQ{l} )
+δ0[(1 + t)
−1B[m+1,l+1] + Y0 + (1 + t)A[l]]}
11.2.2 Bounds for P ′m,l
We now consider the principal term in the defining expression (9.269) for the quantity (i1...in)B′m,n,
namely, the term:
C(1 + t)−1{(i1...in)P¯ ′(0)m,n,a(t) + (1 + t)−1/2(i1...in)P¯ ′(1)m,n,a(t)}µ¯−am (t)
Here, the quantities
(i1...in)P¯
′(0)
m,n,a,
(i1...in)P¯
′(1)
m,n,a are defined by (9.225) and (9.226), in terms of
(i1...in)P
′(0)
m,n and
(i1...in)P
′(1)
m,n, whose sum bounds the quantity
(i1...in)P ′m,n itself defined by (9.223):
(i1...in)P ′m,n(t) = (1 + t)‖
(i1...in)
fˇ ′m,n(t)‖L2([0,ǫ0]×S2) (11.287)
We shall derive a bound for (i1...in)P ′m,n(t), with n = l −m. Since
(i1...in)
fˇ ′m,n = Rin ...Ri1(T )
mfˇ ′
by (8.333) we have:
(i1...il−m)P ′m,l−m ≤ C‖
(i1...il−m)
fˇ ′m,l−m‖L2(Σǫ0t ) = C‖Ril−m ...Ri1 (T )
mfˇ ′‖L2(Σǫ0t ) (11.288)
Let us recall (9.62):
fˇ ′ = f ′0 + µ
2f ′1
where
f ′0 =
1
2
dH
dh
(LTh)
f ′1 =
1
2η2
(
ρ
ρ′
)′( /∆h) + η−1Tˆ i( /∆ψi)
First, we consider the contribution from f ′0. Since:
Th = Tψ0 −
∑
i
ψiTψi
LTh = LTψ0 −
∑
i
LψiTψi −
∑
i
ψiLTψi
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defining as in Chapter 10,
m0T =
1
2
dH
dh
, miT = −
1
2
dH
dh
ψi (11.289)
we have:
m = mαT (Tψα) (11.290)
We decompose:
f ′0 = f
′
0,P + f
′
0,N (11.291)
where f ′0,P is the principal part of f
′
0:
f ′0,P = m
α
T (η
−1κLTψα + 2T 2ψα) (11.292)
and the lower order part:
f ′0,N = −
1
2
dH
dh
∑
i
LψiTψi (11.293)
We have:
Ril−m ...Ri1 (T )
mf ′0 = 2m
α
TRil−m ...Ri1 (T )
m+2ψα (11.294)
+α−1κmαTRil−m ...Ri1(T )
mLTψα +
(i1...il−m)n′m,l−m
where (i1...il−m)n′m,l−m, of order l+ 1, is given by:
(i1...il−m)n′m,l−m = 2Ril−m ...Ri1{
m∑
k=1
m!
k!(m− k)! ((T )
kmαT )((T )
m−k+2ψα)} (11.295)
+2
∑
s1 /=∅
((R)s1mαT )((R)
s2 (T )m+2ψα)
+Ril−m ...Ri1{
m∑
k=1
m!
k!(m− k)! ((T )
k(α−1κmαT ))((T )
m−kLTψα)}
+
∑
s1 /=∅
((R)s1 (α−1κmαT ))((R)
s2 (T )mLTψα)
+Ril−m ...Ri1(T )
mf ′0,N
From (11.294), taking into account (10.184), we have:
‖Ril−m ...Ri1 (T )mf ′0‖L2(Σǫ0t ) ≤ (|ℓ|+ Cδ0(1 + t)
−1)
∑
α
‖Ril−m ...Ri1 (T )m+2ψα‖L2(Σǫ0t ) (11.296)
+C
∑
α
‖µRil−m ...Ri1(T )mLTψα‖L2(Σǫ0t ) + ‖
(i1...il−m)n′m,l−m‖L2(Σǫ0t )
Here, the constant C does not depend on ℓ. Moreover, using the estimate for Λ in Corollary 11.2.c,
we readily deduce:
max
i1...il−m
‖(i1...il−m)n′m,l−m‖L2(Σǫ0t ) (11.297)
≤ Clδ0(1 + t)−1{W{l+1} + [1 + log(1 + t)]WQ
+(1 + t)−1[B[m,l] + δ0(Y0 + (1 + t)A[l−1])]}
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Consider next the contribution of the term µ2f ′1 in fˇ ′ to Ril−m ...Ri1(T )
mfˇ ′. Also, we only consider
the principal part. Since:
/dh = /dψ0 −
∑
i
ψi/dψi
/∆h = /∆ψ0 −
∑
i
ψi /∆ψi −
∑
i
/dψi · /dψi
we have:
µ2f ′1 =
µ2
2η2
(
ρ
ρ′
)′( /∆ψ0 −
∑
i
ψi /∆ψi −
∑
i
/dψi · /dψi) (11.298)
+η−1µ2Tˆ i( /∆ψi)
if we define:
m˜0 =
1
2η2
(
ρ
ρ′
)′, m˜i = − 1
2η2
(
ρ
ρ′
)′ψi + η−1Tˆ i (11.299)
We have the decomposition:
f ′1 = f
′
1,P + f
′
1,N (11.300)
The principal part of f ′1 as follows:
f ′1,P = m˜
α /∆ψα (11.301)
and f ′1,N is the lower order term:
f ′1,N = −
1
2η2
(
ρ
ρ′
)′
∑
i
/dψi · /dψi (11.302)
We then obtain:
Ril−m ...Ri1(T )
m(µ2f ′1) = µ
2m˜αRil−m ...Ri1 (T )
m /∆ψα +
(i1...il−m)n′′m,l−m (11.303)
where (i1...il−m)n′′m,l−m is of order l + 1:
(i1...il−m)n′′m,l−m = Ril−m ...Ri1{
m∑
k=1
m!
k!(m− k)! ((T )
k(µ2m˜α))((T )m−k /∆ψα)} (11.304)
+
∑
s1 /=∅
((R)s1 (µ2m˜α))((R)s2 (T )m /∆ψα)
+Ril−m ...Ri1(T )
m(µ2f ′1,N )
In view of (10.303) we have:
‖Ril−m ...Ri1 (T )m(µ2f ′1)‖L2(Σǫ0t ) (11.305)
≤ C[1 + log(1 + t)]
∑
α
‖µRil−m ...Ri1 (T )m /∆ψα‖L2(Σǫ0t ) + ‖(i1...il−m)n′′m,l−m‖L2(Σǫ0t )
where C is independent of ℓ.
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The lower order term (i1...il−m)n′′m,l−m can be estimated straightforwardly, by using Proposition
11.1 and Proposition 11.2, as well as their corollaries.
max
i1...il−m
‖(i1...il−m)n′′m,l−m‖L2(Σǫ0t ) ≤ Cl(1 + t)
−2[1 + log(1 + t)]· (11.306)
{[1 + log(1 + t)](W{l+1} + δ0(1 + t)−3[1 + log(1 + t)]2WQ{l−1})
+δ0(1 + t)
−1[B[m,l] + [1 + log(1 + t)](Y0 + (1 + t)A[l−1])]}
We now return to (11.296). Our object is to express
Ril−m ...Ri1 (T )
m+2ψα and Ril−m ...Ri1 (T )
mLTψα
as
TRil−m ...Ri1 (T )
m+1ψα and LRil−m ...Ri1(T )
m+1ψα
respectively, plus lower order terms. Then by (10.217), we can bound the first two terms on the right
in (11.296) by:
(|ℓ|+ Cδ0(1 + t)−1)
√∑
α
E0[Ril−m ...Ri1(T )m+1ψα] (11.307)
+C(1 + t)−1[1 + log(1 + t)]1/2
√∑
α
E ′1[Ril−m ...Ri1(T )m+1ψα]
+C(1 + t)−1[1 + log(1 + t)]W{l+1}
up to a bound for the lower order terms of a form similar to (11.297).
In view of (10.204) and (10.206):
TRin ...Ri1 −Rin ...Ri1T (11.308)
=
n−1∑
k=0
Rin ...Rin−k+1
(Rin−k )ΘRin−k−1 ...Ri1
we have:
Ril−m ...Ri1(T )
m+2ψα = TRil−m ...Ri1(T )
m+1ψα (11.309)
−
l−m−1∑
k=0
Ril−m ...Ril−m−k+1
(Ril−m−k )ΘRil−m−k−1 ...Ri1(T )
m+1ψα
To estimate in L2(Σǫ0t ) the sum on the right, we observe that it is given by:
l−m−1∑
k=0
∑
|s1|+|s2|=k
(/LR)s1 (Ril−m−k )Θ · /d(R)s
′
2(T )m+1ψα (11.310)
Here, in the inner sum, we are considering all ordered partitions {s1, s2} of the set {l−m−k+1, ..., l−m}
into two ordered subsets s1, s2. Also,
s′2 = s2
⋃
{1, ..., l−m− k − 1}
To estimate in L2(Σǫ0t ) a term in the inner sum in (11.310), we use Lemma 10.20. So we obtain that
(11.310) is bounded by:
Clδ0(1 + t)
−2{[1 + log(1 + t)]2W{l+1} +max
i
‖(Ri)Θ‖2,[l−1],Σǫ0t } (11.311)
≤ Clδ0(1 + t)−2[1 + log(1 + t)]·
{[1 + log(1 + t)]W{l+1} + δ0(1 + t)−1B[0,l] + Y0 + (1 + t)A[l−1]}
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Then it follows through (11.309) that: ∑
α
‖Ril−m ...Ri1(T )m+2ψα‖L2(Σǫ0t ) (11.312)
≤
∑
α
‖TRil−m ...Ri1(T )m+1ψα‖L2(Σǫ0t )
+Clδ0(1 + t)
−2[1 + log(1 + t)]·
{[1 + log(1 + t)]W{l+1} + δ0(1 + t)−1B[0,l] + Y0 + (1 + t)A[l−1]}
Similarly, we have:
LRin ...Ri1 −Rin ...Ri1L =
n−1∑
k=0
Rin ...Rin−k+1
(Rin−k )ZRin−k−1 ...Ri1 (11.313)
It follows that, taking n = l −m,
Ril−m ...Ri1L(T )
m+1ψα = LRil−m ...Ri1(T )
m+1ψα (11.314)
−
l−m−1∑
k=0
Ril−m ...Ril−m−k+1
(Ril−m−k )ZRil−m−k−1 ...Ri1(T )
m+1ψα
By Lemma 11.22 we have:
[(T )m, L] = −
m−1∑
k=0
(T )kΛ(T )m−k−1 (11.315)
hence:
Ril−m ...Ri1(T )
mLTψα = Ril−m ...Ri1L(T )
m+1ψα (11.316)
−
m−1∑
k=0
Ril−m ...Ri1(T )
kΛ(T )m−kψα
Now, µ times the sum on the right in (11.314) is bounded in L2(Σǫ0t ) by:
C[1 + log(1 + t)]
l−m−1∑
k=0
‖(Ril−m−k )Z · /dRil−m−k−1 ...Ri1(T )m+1ψα‖2,[k],Σǫ0t (11.317)
Using Corollary 10.1.i and Corollary 10.2.i we obtain that this is bounded by:
Clδ0(1 + t)
−2[1 + log(1 + t)]{[1 + log(1 + t)]W{l+1} (11.318)
+Y0 + (1 + t)A[l−1]}
Also, µ times the sum on the right in (11.316) is bounded in L2(Σǫ0t ) by:
C[1 + log(1 + t)]
m−1∑
k=0
‖Λ · /d(T )m−kψα‖2,[k,l−m+k],Σǫ0t (11.319)
Using Corollary 11.1.c and Corollary 11.2.c we obtain that the above is bounded by:
Clδ0(1 + t)
−2[1 + log(1 + t)]· (11.320)
{[1 + log(1 + t)](W{l+1} + δ0(1 + t)−3[1 + log(1 + t)]WQ{l−1})
+(1 + t)−1[B[m−1,l] + δ0[1 + log(1 + t)](Y0 + (1 + t)A[l−2])]}
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In view of the estimates (11.318) and (11.320), it follows through (11.314), (11.319) that:∑
α
‖µRil−m ...Ri1(T )mLTψα‖L2(Σǫ0t ) (11.321)
≤
∑
α
‖µLRil−m ...Ri1(T )m+1ψα‖L2(Σǫ0t )
+Clδ0(1 + t)
−2[1 + log(1 + t)]·
{[1 + log(1 + t)]W{l+1} + δ0(1 + t)−3[1 + log(1 + t)]2WQ{l−1}
+(1 + t)−1B[m−1,l] + Y0 + (1 + t)A[l−1]}
In view of (11.307), inequalities (11.312), (11.321), together with the estimate (11.297) imply through
(11.296) that:
‖Ril−m ...Ri1(T )mf ′0‖L2(Σǫ0t ) (11.322)
≤ (|ℓ|+ δ0(1 + t)−1)
√∑
α
E0[Ril−m ...Ri1(T )m+1ψα]
+C(1 + t)−1[1 + log(1 + t)]1/2
√∑
α
E ′1[Ril−m ...Ri1(T )m+1ψα]
+C(1 + t)−1[1 + log(1 + t)]W{l+1} + Clδ0(1 + t)−1{[1 + log(1 + t)]WQ{l}
+(1 + t)−1[B[m,l] + [1 + log(1 + t)](Y0 + (1 + t)A[l−1])]}
We finally turn to (11.305). Our object here is to express Ril−m ...Ri1 (T )
m /∆ψα as
/∆(Ril−m ...Ri1(T )
mψα) plus lower order terms. Since:
/∆ψα = tr(/g
−1) · ( /D2ψα)
we have:
Ril−m ...Ri1(T )
m /∆ψα = Ril−m ...Ri1(T )
m(/g
−1)AB( /D2ψα)AB (11.323)
= (/g
−1)AB(/LRil−m .../LRi1 (/LT )
m( /D
2
ψα)AB)
+/LRil−m .../LRi1
m∑
k=1
m!
k!(m− k)! ((/LT )
k(/g
−1))AB(/LT )m−k( /D2ψα)AB}
∑
|s1|+|s2|=l−m,s1 /=∅
((/LR)s1(/g−1))AB(/LR)s2(/LT )m( /D2ψα)AB}
Applying formula (11.83) to the St,u 1-form /dψα we obtain:
/LRil−m .../LRi1 (/LT )
m /D
2
ψα (11.324)
= /D
2
(Ril−m ...Ri1(T )
mψα) +
(i1...il−m)cm,l−m[/dψα]
Hence the first term on the right in (11.323) is given by:
(/g
−1)AB(/LRil−m .../LRi1 (/LT )
m( /D
2
ψα)AB) (11.325)
= /∆(Ril−m ...Ri1(T )
mψα) + (/g
−1)AB((i1...il−m)cm,l−m[/dψα])AB
Taking into account of the fact that:
/LT (/g−1) = −/g−1 · (T )/π · /g−1
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and using Corollary 10.2.d, Corollary 11.1.c, Corollary 11.2.c and Corollary 11.2.d, we deduce that µ
times the first sum on the right in (11.323) is bounded in L2(Σǫ0t ) by:
Cl[1 + log(1 + t)]{(1 + t)−1[1 + log(1 + t)]‖ /D2ψα‖2,[m−1,l−1],Σǫ0t (11.326)
+δ0(1 + t)
−3(T[m,l] + (1 + t)−2‖(Rj)/π‖2,[l−1],Σǫ0t }
≤ Cl(1 + t)−3[1 + log(1 + t)]·
{[1 + log(1 + t)]W{l+1} + δ0(1 + t)−2[1 + log(1 + t)]2WQ{l−1}
+δ0(1 + t)
−1[B[m−1,l] + [1 + log(1 + t)](Y0 + (1 + t)A[l−1])]}
Similarly, taking into account of the fact that:
/LRi(/g−1) = −/g−1 · (Ri)/π · /g−1
and using Corollary 10.1.d, Corollary 10.2.d and Corollary 11.2.d, we deduce that µ times the second
sum on the right in (11.323) is bounded in L2(Σǫ0t ) by:
Cl[1 + log(1 + t)]{δ0(1 + t)−1[1 + log(1 + t)]‖ /D2ψα‖2,[m,l−1],Σǫ0t (11.327)
+δ0(1 + t)
−3max
i
‖(Ri)/π‖2,[l−1],Σǫ0t }
≤ Clδ0(1 + t)−3[1 + log(1 + t)]{[1 + log(1 + t)]W{l+1} + δ0(1 + t)−2[1 + log(1 + t)]2WQ{l−1}
+δ0(1 + t)
−2[1 + log(1 + t)]B[m−1,l] + Y0 + (1 + t)A[l−1]}
Finally, to estimate in L2(Σǫ0t ) µ times the second term on the right in (11.325), we use the expression
in Lemma 11.9 as well as Lemma 10.10, Lemma 10.11, Corollary 11.1.c and Corollary 11.2.c, to obtain:
max
k≤m,n≤l−k
max
i1...in
‖(i1...in)ck,n[/dψα]‖L2(Σǫ0t )
≤ Cl(1 + t)−1{δ0(1 + t)−1[1 + log(1 + t)]‖/dψα‖2,[m,l−1],Σǫ0t
+‖/dψα‖∞,[m,l∗],Σǫ0t [W{l+1} + (1 + t)
−2[1 + log(1 + t)]2WQ{l}
+(1 + t)−1B[m−1,l+1] + Y0 + (1 + t)A[l]]}
which gives a bound by:
Clδ0(1 + t)
−3[1 + log(1 + t)]· (11.328)
{[1 + log(1 + t)](W{l+1} + (1 + t)−2[1 + log(1 + t)]WQ{l})
+(1 + t)−1B[m−1,l+1] + Y0 + (1 + t)A[l]}
In view of (11.326)-(11.328), it follows through (11.323), (11.325) that:
∑
α
‖µRil−m ...Ri1(T )m /∆ψα‖L2(Σǫ0t ) (11.329)
≤
∑
α
‖µ /∆(Ril−m ...Ri1(T )mψα)‖L2(Σǫ0t )
+Cl(1 + t)
−3[1 + log(1 + t)]·
{[1 + log(1 + t)](W{l+1} + δ0(1 + t)−2[1 + log(1 + t)]WQ{l})
+δ0[(1 + t)
−1B[m,l+1] + Y0 + (1 + t)A[l]]}
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Moreover, by H1 the first term on the right in (11.329) is bounded by:∑
α
‖µ/∆(Ril−m ...Ri1 (T )mψα)‖L2(Σǫ0t ) (11.330)
≤ C(1 + t)−1
∑
α,j
‖µ/d(RjRil−m ...Ri1 (T )mψα)‖L2(Σǫ0t )
≤ C(1 + t)−2[1 + log(1 + t)]1/2
√∑
α,j
E ′1[RjRil−m ...Ri1(T )mψα]
The bounds (11.329)-(11.330) together with (11.306) imply through (11.303) that:
‖Ril−m ...Ri1 (T )m(µ2f ′1)‖L2(Σǫ0t ) (11.331)
≤ C(1 + t)−2[1 + log(1 + t)]3/2
√∑
α,j
E ′1[RjRil−m ...Ri1(T )mψα]
+Cl(1 + t)
−2[1 + log(1 + t)]·
{[1 + log(1 + t)](W{l+1} + δ0(1 + t)−3[1 + log(1 + t)]2WQ{l})
+δ0(1 + t)
−1[B[m,l+1] + [1 + log(1 + t)](Y0 + (1 + t)A[l])]}
The bounds (11.322) and (11.331) yield finally the following proposition:
Proposition 11.6 Under the assumptions of Proposition 11.5 we have:
(i1...il−m)P ′m,l−m ≤ (i1...il−m)P ′(0)m,l−m + (i1...il−m)P ′(1)m,l−m
where:
(i1...il−m)P
′(0)
m,l−m = |ℓ|
√∑
α
E0[Ril−m ...Ri1(T )m+1ψα]
and:
(i1...il−m)P
′(1)
m,l−m = Cδ0(1 + t)
−1
√∑
α
E0[Ril−m ...Ri1(T )m+1ψα]
+C(1 + t)−1[1 + log(1 + t)]1/2
√∑
α
E ′1[Ril−m ...Ri1(T )m+1ψα]
+C(1 + t)−2[1 + log(1 + t)]3/2
√∑
α,j
E ′1[RjRil−m ...Ri1(T )mψα]
+(C(1 + t)−1[1 + log(1 + t)] + Cl(1 + t)−2[1 + log(1 + t)]2)W{l+1}
+Clδ0(1 + t)
−1{[1 + log(1 + t)]WQ{l} + (1 + t)−1[B[m,l+1]
+[1 + log(1 + t)](Y0 + (1 + t)A[l])]}
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Chapter 12
Recovery of the Acoustical
Assumptions.
Estimates for Up to the Next to the
Top Order Angular Derivatives
of χ and Spatial Derivatives of µ
In the first part of the present chapter we shall show that assumptions E{1} and E
Q
{0} onW
s
ǫ0 , together
with certain primitive assumptions on the initial conditions on Σǫ00 , imply pointwise estimates for κ,
the functions λi, y
′
i, yi, as well as sharp upper and lower bounds for r. Moreover, we shall show that
the same assumptions imply hypothesis H0 on W sǫ0 .
In the second part of the present chapter we shall show that the assumptions E{l+2},E
Q
{l+1} and
E
QQ
{l} , onW
s
ǫ0 , together with appropriate assumptions on the initial conditions on Σ
ǫ0
0 , imply the acousti-
cal assumptions /X[l], as well asH1,H2 andH2
′. Moreover, we shall show that under some appropriate
assumptions on the initial conditions, the acoustical assumptions M[m,l+1], for m = 0, ..., l + 1, also
follow.
Finally, in the third part of this chapter we shall derive estimates for the quantities A[l] and
B[m+1,l+1], for m = 0, ..., l, under the assumptions E{l∗+2},EQ{l∗+1},E
QQ
{l∗}, on W
s
ǫ0 , together with
appropriate assumptions on the initial conditions on Σǫ00 .
12.1 Estimates for λi, y
′
i, yi and r. Establishing the Hypothesis
H0
Proposition 12.1 Let assumptions E{1} and E
Q
{0} hold on W
s
ǫ0 . Then provided that δ0 is suitably
small, for all t ∈ [0, s] we have:
‖κ− 1‖L∞(Σǫ0t ) ≤ Cδ0[1 + log(1 + t)]
where the constant C is independent of s.
Proof . Recall from Chapter 3, we have:
Lκ = η−1m+ κe′ (12.1)
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where:
m =
1
2
dH
dh
T (h) (12.2)
and
e′ =
1
η
dη
dh
Lh− α−1Tˆ i(Lψi)− α−1Lα (12.3)
Assumption E{0} implies:
‖h‖L∞(Σǫ0t ) ≤ Cδ0(1 + t)−1 (12.4)
and:
‖η−1 − 1‖L∞(Σǫ0t ) ≤ Cδ0(1 + t)
−1 (12.5)
From Chapter 6, we have:
|Tˆ i| ≤ 1, |Li| ≤ C (12.6)
So EQ{0} implies:
‖Tˆ i(Lψi)‖L∞(Σǫ0t ) ≤ Cδ0(1 + t)
−2 (12.7)
Also from E{1} and E
Q
{0} we have:
‖Th‖L∞(Σǫ0t ) ≤ Cδ0(1 + t)
−1, ‖Lh‖L∞(Σǫ0t ) ≤ Cδ0(1 + t)
−2 (12.8)
It then follows that:
α−1|m| ≤ Cδ0(1 + t)−1, |e′| ≤ Cδ0(1 + t)−2 (12.9)
on W sǫ0 .
Writing:
L(κ− 1) = e′(κ− 1) + α−1m+ e′ (12.10)
and noting that for any function f :
L|f | ≤ |Lf |
we obtain from (12.9):
L|κ− 1| ≤ Cδ0(1 + t)−2|κ− 1|+ Cδ0(1 + t)−1 (12.11)
Integrating this along the integral curves of L and recalling that on Σ0,
κ = 1
the proposition follows.
Recall from Chapter 6:
λi = g¯(R˚i, Tˆ ) (12.12)
Lemma 12.1 Let assumptions E{1},E{0} hold on W sǫ0 . Moreover, let hypothesis H0 hold on W
s0
ǫ0
for some s0 ∈ (0, s]. Then, provided that δ0 is suitably small, we have, for all t ∈ [0, s0]:
max
i
‖λi‖L∞(Σǫ0t ) ≤ Cδ0[1 + log(1 + t)]
Proof . The result follows in the exactly the same way which we used to derive (6.143). Note that to
derive an estimate for κ−1ζ, we must appeal to the hypothesis H0.
Since the result of Proposition 12.1 coincides with (6.97), so we conclude that under the assumptions
of Proposition 12.1, the lower bounds (6.128) and (6.129) holds:
r ≥ 1− u+ t− Cδ0u[1 + log(1 + t)] (12.13)
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and
r ≥ C−1(1 + t) (12.14)
if δ0 is suitably small.
Recall from Chapter 6 the projection operator Σ:
Σij = δ
i
j − r−2xixj (12.15)
and the fact that
|ΣTˆ |2 = r−2
∑
i
(λi)
2 (12.16)
Then Lemma 12.1 together with (12.14) implies:
|ΣTˆ | ≤ Cδ0(1 + t)−1[1 + log(1 + t)] (12.17)
in W s0ǫ0 .
Recall also from Chapter 6:
N =
xi
r
∂
∂xi
(12.18)
and the fact that:
0 ≤ 1 + g¯(N, Tˆ ) ≤ Cδ20(1 + t)−2[1 + log(1 + t)]2 (12.19)
Moreover, recall from Chapter 6 that
y′ = ΣTˆ + (1 + g¯(N, Tˆ ))N
Following the argument in Chapter 6 ((6.169)-(6.177)) we deduce:
|r − 1− t+ u| ≤ Cδ0u[1 + log(1 + t)] (12.20)
|1
r
− 1
1− u+ t | ≤ Cδ0(1 + t)
−2[1 + log(1 + t)] (12.21)
and:
|y′| ≤ Cδ0(1 + t)−1[1 + log(1 + t)] (12.22)
max
i
‖yi‖L∞(Σǫ0t ) ≤ Cδ0(1 + t)
−1[1 + log(1 + t)] (12.23)
Note that we have only used the assumptions in Proposition 12.1 and Lemma 12.1 (valid for t ∈ [0, s0])
to get these results.
Now we begin the argument which leads to our establishing hypothesis H0.
Proposition 12.2 Consider a surface St,u for which the following hold:
inf
St,u
r > 0, sup
St,u
|y′| < 1
Then for every St,u 1-form ξ we have:
|ξ|2 ≤ (1− sup
St,u
|y′|2)−1( inf
St,u
r)−2
3∑
i=1
(ξ(Ri))
2
Proof . Since Ri = ΠR˚i, we have:
(Ri)
a = Πab (R˚i)
b = Πab ǫikbx
k (12.24)
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hence:
3∑
i=1
(Ri)
a(Ri)
c =
3∑
i=1
Πab ǫikbx
kΠcdǫildx
l (12.25)
= (δklδbd − δkdδbl)xkxlΠabΠcd
= (r2δbd − xbxd)ΠabΠcd
where we have used the fact that:
3∑
i=1
ǫikbǫild = δklδbd − δkdδbl (12.26)
It follows that:
3∑
i=1
(ξ(Ri))
2 = (
3∑
i=1
(Ri)
a(Ri)
c)ξaξc = (r
2δbd − xbxd)(Πab ξa)(Πcdξc) (12.27)
Since ξ is an St,u 1-form, we have:
Πab ξa = ξb
We thus obtain:
3∑
i=1
(ξ(Ri))
2 = (r2δbd − xbxd)ξbξd = r2(|ξ|2 − (ξ(N))2) (12.28)
Recall (6.174):
y′ = Tˆ +N (12.29)
In view of this and the fact that ξ(Tˆ ) = 0, we have:
ξ(N) = ξ(y′) = y′aξa (12.30)
hence:
|ξ(N)| = |ξ(y′)| ≤ |y′||ξ| (12.31)
and:
|ξ|2 − (ξ(N))2 ≥ (1− sup
St,u
|y′|2)|ξ|2 (12.32)
Substituting in (12.28) yields:
3∑
i=1
(ξ(Ri))
2 ≥ ( inf
St,u
r)2(1− sup
St,u
|y′|2)|ξ|2 (12.33)
The proposition follows.
Corollary 12.2.a Suppose that there are positive constants ǫ1 and ǫ2 < 1 such that:
inf
Σ
ǫ0
t
r ≥ ǫ1(1 + t), sup
Σ
ǫ0
t
|y′|2 ≤ 1− ǫ2
Then H0 holds on Σǫ0t . In fact, for any differentiable function f on St,u, we have, pointwise on Σ
ǫ0
t :
|/df |2 ≤ C(1 + t)−2
∑
i
(Rif)
2
296
where
C =
1
ǫ2ǫ21
Proof . This follows by applying Proposition 12.2 to the St,u 1-form ξ = /df .
Since
sup
Σ
ǫ0
t
u = ǫ0 ≤ 1
2
fixing any
ǫ1 <
1
2
then (12.13) implies
inf
Σ
ǫ0
t
r > ǫ1(1 + t) (12.34)
for all t ∈ [0, s0], provided that δ0 is suitably small. Also, fixing any ǫ2 < 1, (12.22) implies
sup
Σ
ǫ0
t
|y′|2 < 1− ǫ2 (12.35)
for all t ∈ [0, s0], provided that δ0 is suitably small.
Here we have used Lemma 12.1, which is based on H0 to derive (12.34)-(12.35). We shall show
that H0 actually holds on [0, s]. Let s¯0 be the maximal value of s0 ∈ [0, s] such that H0 holds on
W s0ǫ0 . We show that in fact s¯0 = s. For, suppose that s¯0 < s. Since (12.17) (12.19) and (12.22) hold
on W s¯0ǫ0 , hence also (12.34) and (12.35) hold for all t ∈ [0, s¯0], in particular at t = s¯0. However, (12.34)
and (12.35) are strict inequalities, by continuity they will hold on some small interval [s¯0, s∗) ⊂ [s¯0, s].
This contradicts the maximality of s¯0. So H0 holds on W
s
ǫ0 . From Lemma 12.1 with s0 = s, we get
the following proposition:
Proposition 12.3 Let E{1},E
Q
{0}, hold on W
s
ǫ0 . Then if δ0 is suitably small, H0 holds on W
s
ǫ0 .
Moreover, we have, on W sǫ0 :
1 + t− u− Cδ0u[1 + log(1 + t)] ≤ r ≤ 1 + t+min{0,−u+ Cδ0u[1 + log(1 + t)]}
|y′| ≤ Cδ0(1 + t)−1[1 + log(1 + t)]
and, for all t ∈ [0, s],
‖κ− 1‖L∞(Σǫ0t ) ≤ Cδ0[1 + log(1 + t)]
max
i
‖λi‖L∞(Σǫ0t ) ≤ Cδ0[1 + log(1 + t)]
max
i
‖yi‖L∞(Σǫ0t ) ≤ Cδ0(1 + t)
−1[1 + log(1 + t)]
12.2 The Coercivity Hypothesis H1, H2 and H2′. Estimates
for χ′
We start this section with a proposition analogous to Proposition 12.2.
Proposition 12.4 Consider a surface St,u for which the following hold:
inf
St,u
r > 0, sup
St,u
|y′| < 1
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Then for every symmetric 2-covariant St,u tensorfield ϑ we have:
|ϑ|2 ≤ (1 − sup
St,u
|y′|2)−2( inf
St,u
r)−4
3∑
i,j=1
(ϑ(Ri, Rj))
2
pointwise on St,u
Proof . We have:
∑
i,j
(ϑ(Ri, Rj))
2 = (
3∑
i=1
(Ri)
a(Ri)
c)(
3∑
j=1
(Rj)
b(Rj)
d)ϑabϑcd (12.36)
We substitute (12.25) in the first two factors on the right. Since xb = rN b = r(y′b−Tˆ b), and Tˆ bΠab = 0,
we have:
xbΠab = ry
′bΠab (12.37)
(12.25) becomes:
3∑
i=1
(Ri)
a(Ri)
c = r2(δbd − y′by′d)ΠabΠcd (12.38)
Substituting (12.38) in (12.36) we get:
3∑
i,j=1
(ϑ(Ri, Rj))
2 = r4(δac − y′ay′c)(δbd − y′by′d)ϑabϑcd = r4(|ϑ|2 − 2|iy′ϑ|2 + (ϑ(y′, y′))2) (12.39)
where
(iy′ϑ)b = y
′aϑab (12.40)
Consider the expression:
|ϑ|2 − 2|iy′ϑ|2 + (ϑ(y′, y′))2
At a given point, by a suitable rotation of the rectangular coordinates we can arrange that y′2 = y′3 = 0.
Then this expression becomes:
(1− (y′1)2)2(ϑ11)2 + (ϑ22)2 + (ϑ33)2 + 2(1− (y′1)2)((ϑ12)2 + (ϑ13)2) + 2(ϑ23)2
≥ (1 − (y′1)2)2((ϑ11)2 + (ϑ22)2 + (ϑ33)2 + 2(ϑ12)2 + 2(ϑ13)2 + 2(ϑ23)2) = (1− |y′|2)2|ϑ|2
We conclude that:
|ϑ|2 − 2|iy′ϑ|2 + (ϑ(y′, y′))2 ≥ (1− |y′|2)2|ϑ|2 (12.41)
So (12.39) implies:
3∑
i,j=1
(ϑ(Ri, Rj))
2 ≥ r4(1− |y′|2)2|ϑ|2 (12.42)
The proposition follows.
We now return to the propagation equation for χ in Chapter 3:
LχAB = eχAB + χ
C
AχBC − α′AB (12.43)
by direct calculation (see Chapter 4):
α′AB = α
′[P ]
AB + α
[N ]
AB (12.44)
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where
α′[P ]AB = −
1
2
dH
dh
/D
2
h(XA, XB) (12.45)
and α
[N ]
AB is given by (4.25) and (4.26).
Taking into account of the fact that
/LL/g = 2χ (12.46)
χ′ = χ− /g
1− u+ t
we obtain the following propagation equation for χ′:
Lχ′AB = eχ
′
AB + (/g
−1)CDχ′ADχ
′
BC +
e/gAB
1− u+ t − α
′
AB (12.47)
Lemma 12.2 Let assumptions E{2},E
Q
{1},E
QQ
{0} , hold on W
s
ǫ0 , and let the initial data satisfy:
‖χ′‖L∞(Σǫ00 ) ≤ Cδ0
Moreover, let H1 hold on W s0ǫ0 for some s0 ∈ (0, s]. Then, provided δ0 is suitably small, we have, for
all t ∈ [0, s0]:
‖χ′‖L∞(Σǫ0t ) ≤ Cδ0(1 + t)
−2[1 + log(1 + t)]
Proof . From the assumptions and the expression for e, we deduce:
‖e‖L∞(Σǫ0t ) ≤ Cδ0(1 + t)
−2 (12.48)
and from the hypotheses H0 and H1 and the expression for α′AB, we deduce:
‖α′‖L∞(Σǫ0t ) ≤ Cδ0(1 + t)
−3 (12.49)
Here we have used the fact that the magnitude of the symmetric 2-covariant St,u tensorfield /ω is
bounded by Cδ0(1 + t)
−2 In fact, since
/ωAB = X
i
A(XBψi)
we have
|/ω|2 = (/g−1)AC(/g−1)BDX iA(XBψi)X iC(XDψi)
= (g−1)ij(XBψi)(XDψj)(/g−1)BD − Tˆ iTˆ j(XBψi)(XDψj)(/g−1)BD
=
∑
i
|/dψi|2 − |/ωTˆ |2 ≤
∑
i
|/dψi|2 ≤ Cδ20(1 + t)−4
Also, we have used the fact that by H1,
| /D2h| ≤ C(1 + t)−1max
i
|/LRi/dh| : on W s0ǫ0
hence since /LRi/dh = /dRih, we have, by H0,
|/LRi/dh| ≤ C(1 + t)−1maxj |RjRih| : on W
s
ǫ0
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Thus,
| /D2h| ≤ C(1 + t)−2max
i,j
|RiRjh| : on W s0ǫ0
Therefore, by E{2}:
‖ /D2h‖L∞(Σǫ0t ) ≤ Cδ0(1 + t)
−3 : for all t ∈ [0, s0]
We can write the equation (12.47) in the form:
/LLχ′ = χ′ · χ′ + eχ′ + /
ge
1− u+ t − α
′ (12.50)
where
(χ′ · χ′)AB = χ′ACχ′BD(/g−1)CD
Let now ϑ, ϑ′, be a pair of symmetric 2-covariant St,u tensorfields. Their pointwise inner product,
with respect to the induced acoustical metric /g, is given by:
(ϑ, ϑ′) = (/g−1)AC(/g−1)BDϑABϑ′CD (12.51)
Since
/LL(/g−1)AB = −2χAB
we have:
L(ϑ, ϑ′) = (/LLϑ, ϑ′) + (ϑ, /LLϑ′)− 4tr(ϑ · χ · ϑ′) (12.52)
Taking in particular ϑ′ = ϑ we obtain:
|ϑ|L|ϑ| = 1
2
L(ϑ, ϑ) = (ϑ, /LLϑ)− 2tr(ϑ · χ · ϑ) (12.53)
Writing
χ =
/g
1− u+ t + χ
′
we have:
tr(ϑ · χ · ϑ) = |ϑ|
2
1− u+ t + tr(ϑ · χ
′ · ϑ)
and (12.53) can be written as:
|ϑ|L|ϑ| = (ϑ, /LLϑ)−
2|ϑ|2
1− u+ t − 2tr(ϑ · χ
′ · ϑ) (12.54)
Now, the following inequality holds:
|tr(ϑ · χ′ · ϑ)| ≤ |χ′||ϑ|2 (12.55)
To see this, we can work in an orthonormal frame on St,u relative to /g which is a frame of eigenvectors
of χ′. Let λ1, λ2 be the eigenvalues of χ′, then at a given point,
tr(ϑ · χ′ · ϑ) = λ1(ϑ11)2 + (λ1 + λ2)(ϑ12)2 + λ2(ϑ22)2
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Since
|ϑ|2 = (ϑ11)2 + 2(ϑ12)2 + (ϑ22)2
It follows that:
|tr(ϑ · χ′ · ϑ)| ≤ max{|λ1|, |λ2|}|ϑ|2
In view of the fact that:
max{|λ1|, |λ2|} ≤
√
(λ1)2 + (λ2)2 = |χ′|
then (12.55) follows.
Taking into account (12.55) as well as the fact that:
|(ϑ, /LLϑ)| ≤ |ϑ||/LLϑ|
we deduce from (12.54) the inequality:
L((1− u+ t)2|ϑ|) ≤ (1 − u+ t)2(2|χ′||ϑ|+ |/LLϑ|) (12.56)
We apply this to the case ϑ = χ′. In view of the fact that:
|χ′ · χ′| =
√
(λ1)4 + (λ2)4 ≤ (λ1)2 + (λ2)2 = |χ′|2
we obtain, substituting for /LLχ′ from (12.50),
L((1− u+ t)2|χ′|) ≤ (1− u+ t)2((3|χ′|+ |e|)|χ′|+ |b|) (12.57)
where
b =
/ge
1− u+ t − α
′
Let P(t) be the property:
P(t) : ‖χ′‖L∞(Σǫ0t ) ≤ C0δ0(1 + t
′)−2[1 + log(1 + t′)]
for all t′ ∈ [0, t].
Choosing C0 suitably large, we have, by the assumption on the initial data,
‖χ′‖L∞(Σǫ00 ) < C0δ0 (12.58)
It follows by continuity that P(t) is true for sufficiently small positive t. Let t0 be the least upper
bound of the set of values of t ∈ [0, s0] for which P(t) holds. Then by continuity P(t0) is true. Hence,
in W t0ǫ0 , we have, in view of (12.48):
3|χ′|+ |e| ≤ (3C0 + C)δ0(1 + t)−2[1 + log(1 + t)] (12.59)
in W t0ǫ0 .
Substituting in (12.57) and taking into account the estimates (12.48) and (12.49) we obtain:
L((1− u+ t)2|χ′|) ≤ (3C0 + C)δ0(1 + t)−2[1 + log(1 + t)]((1 − u+ t)2|χ′|) + Cδ0(1 + t)−1 (12.60)
Setting along an integral curve of L:
x(t) = (1− u+ t)2|χ′| (12.61)
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then (12.60) takes the form:
dx
dt
≤ fx+ g (12.62)
where
f(t) = (3C0 + C)δ0(1 + t)
−2[1 + log(1 + t)], g(t) = Cδ0(1 + t)−1 (12.63)
Integrating from t = 0 yields:
x(t) ≤ e
∫ t
0
f(t′)dt′{x(0) +
∫ t
0
e−
∫ t′
0
f(t′′)dt′′g(t′)dt′} (12.64)
Since
x(0) ≤ ‖χ′‖L∞(Σǫ00 ), (12.65)
while
x(t) ≥ 1
4
(1 + t)2|χ′|, (12.66)
taking into account the facts that:∫ t
0
f(t′)dt′ ≤
∫ ∞
0
f(t′)dt′ ≤ 2(3C0 + C)δ0,
∫ t
0
g(t′)dt′ = Cδ0 log(1 + t) (12.67)
(12.64) yields the bound:
1
4
(1 + t)2|χ′| ≤ e2(3C0+C)δ0{‖χ′‖L∞(Σǫ00 ) + Cδ0 log(1 + t)} (12.68)
So we get on Σǫ0t .
‖χ′‖L∞(Σǫ0t ) ≤ 4e
2(3C0+C)δ0{‖χ′‖L∞(Σǫ00 ) + Cδ0 log(1 + t)}(1 + t)
−2 (12.69)
This holds for all t ∈ [0, t0]. Let us now fix C0 large enough so that:
C0δ0 ≥ 8‖χ′‖L∞(Σǫ00 ), C0 > 8C (12.70)
Then provided δ0 satisfies:
δ0 ≤ log 2
2(3C0 + C)
(12.71)
(12.69) implies:
‖χ′‖L∞(Σǫ0t ) < C0δ0(1 + t)
−2[1 + log(1 + t)] (12.72)
for all t ∈ [0, t0].
It follows by continuity that P(t) is true for some t > t0. So we must have t0 = s0, and the lemma
follows.
Next, we investigate H1. Consider /LRiξ for an arbitrary St,u 1-form ξ. We have, in rectangular
coordinates:
(/LRiξ)a = ( /DRiξ)a + ξm( /DRi)ma , ( /DRiξ)a = (Ri)m( /Dξ)ma (12.73)
where we have used that for any St,u vectorfield X :
(/LRiξ)(X) = ( /DRiξ)(X) + ξ( /DXRi)
Hence, we have: ∑
i
|/LRiξ|2 =
∑
i
| /DRiξ|2 (12.74)
+2
∑
i
(g¯−1)ab( /DRiξ)aξn( /DRi)
n
b
+
∑
i
(g¯−1)abξmξn( /DRi)ma ( /DRi)
n
b
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Consider the first term on the right of (12.74). We have:∑
i
| /DRiξ|2 =
∑
i
(g¯−1)ab( /DRiξ)a( /DRiξ)b = (g¯
−1)ab(
∑
i
(Ri)
m(Ri)
n)( /Dξ)ma( /Dξ)nb (12.75)
Substituting from (12.38) and noting that:
Πmc Π
n
d ( /Dξ)ma( /Dξ)nb = ( /Dξ)ca( /Dξ)db
we obtain: ∑
i
| /DRiξ|2 = r2(g¯−1)ab(δcd − y′cy′d)( /Dξ)ca( /Dξ)db (12.76)
Consider the symmetric 2-covariant St,u tensorfield ϑ:
ϑcd = (g¯
−1)ab( /Dξ)ca( /Dξ)db (12.77)
Let µ1, µ2, µ3, be the eigenvalues of ϑ relative to g¯. Since ϑ is positive semi-definite, we have:
µi ≥ 0 : i = 1, 2, 3 (12.78)
It follows that:
max
i
µi ≤
∑
i
µi = trϑ (12.79)
where
trϑ = (g¯−1)cdϑcd = δcdϑcd (12.80)
Then (12.79) implies:
y′cy′dϑcd ≤ |y′|2trϑ (12.81)
We then have:
(g¯−1)ab(δcd − y′cy′d)( /Dξ)ca( /Dξ)db = (δcd − y′cy′d)ϑcd ≥ (1 − |y′|2)trϑ (12.82)
Thus, since
trϑ = (g¯−1)cd(g¯−1)ab( /Dξ)ca( /Dξ)db = | /Dξ|2 (12.83)
(12.76) implies: ∑
i
| /DRiξ|2 ≥ r2(1− |y′|2)| /Dξ|2 (12.84)
Consider next the third term on the right of (12.74). We should first obtain a suitable expression
for /DRi. Recall from (6.45) and (6.56), we have:
g( /DXARi, XB) = X
l
AǫilmX
m
B + λi(η
−1χAB − /kAB) (12.85)
Let us denote:
(νi)AB = X
l
AǫilmX
m
B (12.86)
The rectangular components of νi are given by:
(νi)lm = Π
l′
l Π
m′
m ǫil′m′ (12.87)
Let us also denote:
τi = λi(η
−1χ− /k) (12.88)
Then by (12.85) the rectangular components of /DRi are given by:
( /DRi)
k
l = Π
k
mΠ
l′
l ǫil′m + (τi)
k
l (12.89)
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Using (12.89) we obtain, in view of (12.26):∑
i
( /DRi)
m
a ( /DRi)
n
b = Π
m
m′Π
n
n′Π
a′
a Π
b′
b (δa′b′δm′n′ − δa′n′δb′m′) (12.90)
+
∑
i
(τi)
m
a Π
n
n′Π
b′
b ǫib′n′ +
∑
i
(τi)
n
bΠ
m
m′Π
a′
a ǫia′m′
+
∑
i
(τi)
m
a (τi)
n
b
Substituting this in the third term on the right in (12.74) yields:∑
i
(g¯−1)abξmξn( /DRi)ma ( /DRi)
n
b = δa′b′(g¯
−1)abΠa
′
a Π
b′
b |ξ|2 − |ξ|2 (12.91)
+2
∑
i
(g¯−1)ab(τi · ξ)a(vi)b +
∑
i
|τi · ξ|2
where vi is the St,u 1-form:
(vi)b = Π
b′
b ǫib′n′ξn′ (12.92)
Using (12.26) and (12.92) we obtain:∑
i
|vi|2 =
∑
i
(g¯−1)abΠa
′
a Π
b′
b ǫia′m′ǫib′n′ξm′ξn′ (12.93)
= (g¯−1)abΠa
′
a Π
b′
b (δa′b′δm′n′ − δa′n′δb′m′)ξm′ξn′
= δa′b′(g¯
−1)abΠa
′
a Π
b′
b |ξ|2 − |ξ|2
Since
(g¯−1)abΠa
′
a Π
b′
b = (g¯
−1)a
′b′ − Tˆ a′ Tˆ b′ (12.94)
we have:
δa′b′(g¯
−1)abΠa
′
a Π
b′
b = 2 (12.95)
Hence (12.93) reduces to ∑
i
|vi|2 = |ξ|2
while
2
∑
i
(g¯−1)ab(τi · ξ)a(vi)b ≥ −2
∑
i
|τi · ξ||vi| ≥ −2|ξ|
√∑
i
|τi|2
√∑
i
|vi|2
So from (12.91) we have:∑
i
(g¯−1)abξmξn( /DRi)ma ( /DRi)
n
b =
∑
i
|vi|2 + 2
∑
i
(τi · ξ) · vi +
∑
i
|τi · ξ|2 (12.96)
≥
∑
i
|vi|2 − 2
∑
i
|τi · ξ||vi|
≥
∑
i
|vi|2 − 2
√∑
i
|τi · ξ|2
√∑
i
|vi|2
i.e. ∑
i
(g¯−1)abξmξn( /DRi)ma ( /DRi)
n
b ≥ |ξ|2(1− 2
√∑
i
(τi)2) (12.97)
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Finally, we consider the second term on the right of (12.74):
2
∑
i
(g¯−1)ab( /DRiξ)aξn( /DRi)
n
b = 2
∑
i
(g¯−1)ab(Ri)m( /Dξ)maξn( /DRi)nb (12.98)
From (12.24), (12.26) and (12.89) we have:∑
i
(Ri)
m( /DRi)
n
b =
∑
i
Πmm′ǫikm′x
k(Πnn′Π
b′
b ǫib′n′ + (τi)
n
b ) (12.99)
= (δkb′δm′n′ − δkn′δm′b′)Πmm′Πnn′Πb
′
b x
k +Πmm′x
k
∑
i
ǫikm′ (τi)
n
b
= Πmn′Π
n
n′(Π
b′
b x
b′)−Πmb (Πnn′xn
′
) + Πmm′x
k
∑
i
ǫikm′ (τi)
n
b
Consider the first term on the right of (12.99). We have:
Πb
′
b x
b′ = rΠb
′
b N
b′ = rg¯b′cΠ
b′
b N
c
By (12.29) and the fact that g¯b′cΠ
b′
b Tˆ
c = 0, we have:
g¯b′cΠ
b′
b N
c = g¯b′cΠ
b′
b y
′c
Hence, we obtain:
Πb
′
b x
b′ = rΠb
′
b (g¯b′cy
′c) (12.100)
Introducing the St,u-tangential vectorfield:
/y
′ = Π · y′ (12.101)
then (12.100) takes the form:
Πb
′
b x
b′ = r/y
′b (12.102)
Similarly, we have:
Πnn′x
n′ = r/y
′n (12.103)
In the above, we have used the fact that g¯ab = δab.
In view of (12.102), (12.103), (12.99) reduces to:∑
i
(Ri)
m( /DRi)
n
b = r{Πmn′Πnn′/y′b −Πmb /y′n +Πmm′Nk
∑
i
ǫikm′(τi)
n
b } (12.104)
Hence, from (12.98), the second term on the right of (12.74) is given by:
2r{ζn′ξn′ − tr( /Dξ)(ξ · /y′) +
∑
i
ηi · (τi · ξ)} (12.105)
where
ζn′ = ( /Dξ)n′a/y
′a (12.106)
and
(ηi)a = N
kǫikm′ ( /Dξ)m′a (12.107)
Now we have:
|ζn′ξn′ | ≤ |ζ||ξ| ≤ | /Dξ||ξ||/y′| (12.108)
Since for any 2-covariant St,u tensorfield M we have:
1
2
(trM)2 ≤ |M |2
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we have:
|tr( /Dξ)(ξ · /y′)| ≤
√
2| /Dξ||ξ||/y′| (12.109)
Finally,
|
∑
i
ηi · (τi · ξ)| ≤
∑
i
|ηi||τi||ξ| ≤ |ξ|
√∑
i
|τi|2
√∑
i
|ηi|2 (12.110)
Using (12.26) we obtain:∑
i
|ηi|2 =
∑
i
(g¯−1)abNkN lǫikm′ǫiln′( /Dξ)m′a( /Dξ)n′b (12.111)
= (g¯−1)abNkN l(δklδm′n′ − δkn′δlm′)( /Dξ)m′a( /Dξ)n′b
= (g¯−1)ab(( /Dξ)n′a( /Dξ)n′b −Nm′Nn′( /Dξ)m′a( /Dξ)n′b)
≤ (g¯−1)ab( /Dξ)n′a( /Dξ)n′b = | /Dξ|2
Combining (12.108), (12.109) and (12.111) we conclude that the second term on the right of (12.74) is
bounded by:
2r{(1 +
√
2)|/y′|+
√∑
i
|τi|2}|ξ|| /Dξ| (12.112)
Combining (12.84), (12.97) and (12.112) results in the following proposition:
Proposition 12.5 Consider a surface St,u for which the following hold:
sup
St,u
|y′| ≤ 1
Then for every St,u 1-form ξ we have:
∑
i
|/LRiξ|2 ≥ r2(1− |y′|2)| /Dξ|2 + (1− 2
√∑
i
|τi|2)|ξ|2 − 2r{(1 +
√
2)|/y′|+
√∑
i
|τi|2}|ξ|| /Dξ|
(12.113)
pointwise on St,u.
Corollary 12.5.a Suppose that:
sup
Σ
ǫ0
t
|y′| ≤ Cδ0, sup
Σ
ǫ0
t
√∑
i
|τi|2 ≤ Cδ0
for some fixed positive constant C. Then if δ0 is suitably small, for any St,u 1-form ξ, differentiable
on St,u, we have, pointwise on Σ
ǫ0
t :∑
i
|/LRiξ|2 ≥
1
2
{r2| /Dξ|2 + |ξ|2}
If also:
inf
Σ
ǫ0
t
r ≥ ǫ1(1 + t)
then H1 holds on Σǫ0t . In fact, we have:
(1 + t)−2|ξ|2 + | /Dξ|2 ≤ C(1 + t)−2
∑
i
|/LRiξ|2
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where
C =
2
ǫ21
Proof . From the assumptions, we can choose δ0 small enough such that
{(1 +√2)|/y′|+
√∑
i
|τi|2} ≤ 1
4
and
(1 − |y′|2) ≥ 3
4
, (1 − 2
√∑
i
|τi|)2 ≥ 3
4
then the corollary follows.
Let us now return to Lemma 12.2 and let s¯0 be the maximal value of s0 ∈ [0, s] such that H1
holds on W s0ǫ0 . We shall show that in fact s¯0 = s. Suppose that s¯0 < s. By Proposition 12.3, all the
assumptions of Corollary 12.5.a except the one about τi hold on W
s
ǫ0 . So if we can prove that the
assumption about τi holds on W
s
ǫ0 , then H1 holds on W
s
ǫ0 . To do this, we use a continuity argument.
From (12.88), H0, E{1} and Proposition 12.3, we have:
max
i
sup
Σ
ǫ0
t
|τi − λiη−1χ| ≤ Cδ20(1 + t)−2[1 + log(1 + t)] (12.114)
for all t ∈ [0, s].
Thus, if for some t ∈ [0, s], χ′ satisfies on Σǫ0t the estimate:
‖χ′‖L∞(Σǫ0t ) ≤ C0(1 + t)
−1 (12.115)
for some fixed positive constant C0, then we have:
max
i
‖τi‖L∞(Σǫ0t ) ≤ Cδ0(1 + t)−1[1 + log(1 + t)] (12.116)
so the assumptions about τi holds as well. On the other hand, taking s0 = s¯0 in Lemma 12.2, yields
the estimate:
‖χ′‖L∞(Σǫ0t ) ≤ Cδ0(1 + t)
−2[1 + log(1 + t)] (12.117)
for all t ∈ [0, s¯0]. If δ0 is suitably small this implies that:
‖χ′‖L∞(Σǫ0t ) ≤
1
2
C0(1 + t)
−1
at t = s¯0.
Therefore by continuity (12.115) holds in a suitably small interval [s¯0, s∗] ⊂ [s¯0, s]. So all the as-
sumptions of Corollary 12.5.a hold for t ∈ [0, s∗], henceH1 holds onW s∗ǫ0 , contradicting the maximality
of s¯0. We conclude that H1 holds on W
s
ǫ0 . So from Lemma 12.2 with s0 = s, we have:
Proposition 12.6 Let assumptions E{2}, E
Q
{1}, E
QQ
{0} , hold on W
s
ǫ0 , and let the initial data satisfy:
‖χ′‖L∞(Σǫ00 ) ≤ Cδ0
Then, if δ0 is suitably small, H1 holds on W
s
ǫ0 . Moreover, for all t ∈ [0, s]:
‖χ′‖L∞(Σǫ0t ) ≤ Cδ0(1 + t)
−2[1 + log(1 + t)]
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Next, we shall investigate H2 and H2′. We consider /LRiϑ for any symmetric 2-covariant St,u
tensorfield ϑ. We have:
(/LRiϑ)ab = ( /DRiϑ)ab + ϑmb( /DRi)ma + ϑam( /DRi)mb (12.118)
( /DRiϑ)ab = (Ri)
m( /Dϑ)mab
Hence we have: ∑
i
|/LRiϑ|2 =
∑
i
| /DRiϑ|2 (12.119)
+2
∑
i
(g¯−1)ac(g¯−1)bd(ϑmb( /DRi)ma + ϑam( /DRi)
m
b )( /DRiϑ)cd
+
∑
i
(g¯−1)ac(g¯−1)bd(ϑmb( /DRi)ma + ϑam( /DRi)
m
b )(ϑnd( /DRi)
n
c + ϑcn( /DRi)
n
d )
Consider the first term on the right of (12.119). We have:∑
i
| /DRiϑ|2 =
∑
i
(g¯−1)ac(g¯−1)bd( /DRiϑ)ab( /DRiϑ)cd (12.120)
= (g¯−1)ac(g¯−1)bd(
∑
i
(Ri)
m(Ri)
n)( /Dϑ)mab( /Dϑ)ncd
Substituting from (12.38) and noting that:
Πmk Π
n
l ( /Dϑ)mab( /Dϑ)ncd = ( /Dϑ)kab( /Dϑ)lcd
we obtain: ∑
i
| /DRiϑ|2 = r2(g¯−1)ac(g¯−1)bd(δkl − y′ky′l)( /Dϑ)kab( /Dϑ)lcd (12.121)
Consider the symmetric 2-covariant St,u tensorfield ϕ:
ϕkl = (g¯
−1)ac(g¯−1)bd( /Dϑ)kab( /Dϑ)lcd (12.122)
Since ϕ is positive semi definite, we have as in (12.81):
y′ky′lϕkl ≤ |y′|2trϕ (12.123)
Assuming that |y′| ≤ 1 and noting that:
trϕ = (g¯−1)kl(g¯−1)ac(g¯−1)bd( /Dϑ)kab( /Dϑ)lcd = | /Dϑ|2 (12.124)
(12.121) implies ∑
i
| /DRiϑ|2 ≥ r2(1− |y′|2)| /Dϑ|2 (12.125)
Consider next the third term on the right of (12.119). This is:
2A1 + 2A2
where:
A1 = (g¯
−1)ac(g¯−1)bdϑmbϑnd(
∑
i
( /DRi)
m
a ( /DRi)
n
c ) (12.126)
A2 = (g¯
−1)ac(g¯−1)bdϑamϑnd(
∑
i
( /DRi)
m
b ( /DRi)
n
c ) (12.127)
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Substituting (12.90) in (12.126) we find:
A1 = (g¯
−1)ac(g¯−1)bdϑm′bϑn′d(δa′c′Πa
′
a Π
c′
c δm′n′ −Πn
′
a Π
m′
c ) (12.128)
+2
∑
i
(g¯−1)ac(g¯−1)bd(wi)ab(τi · ϑ)cd +
∑
i
|τi · ϑ|2
where wi are the 2-covariant St,u tensorfields:
(wi)ab = Π
a′
a ǫia′m′ϑm′b (12.129)
and:
(τi · ϑ)ab = (τi)ma ϑmb (12.130)
Substituting (12.96) in the first term on the right of (12.128) this term becomes:
2δm′n′(g¯
−1)bdϑm′bϑn′d − |ϑ|2 = 2|ϑ|2 − |ϑ|2 = |ϑ|2 (12.131)
The second term on the right of (12.128) is bounded in absolute value by:
2
∑
i
|wi||τi · ϑ| ≤ 2|ϑ|
√∑
i
|wi|2
√∑
i
|τi|2 (12.132)
Using (12.26) we obtain:∑
i
|wi|2 =
∑
i
(g¯−1)ac(g¯−1)bdΠa
′
a Π
c′
c ǫia′m′ǫic′n′ϑm′bϑn′d (12.133)
= (g¯−1)ac(g¯−1)bdΠa
′
a Π
c′
c (δa′c′δm′n′ − δa′n′δc′m′)ϑm′bϑn′d
= (g¯−1)bdδa′c′(g¯−1)acΠa
′
a Π
c′
c δm′n′ϑm′bϑn′d − |ϑ|2
hence, by (12.96), ∑
i
|wi|2 = 2δm′n′(g¯−1)bdϑm′bϑn′d − |ϑ|2 = |ϑ|2 (12.134)
So we conclude that:
A1 ≥ (1 − 2
√∑
i
|τi|2)|ϑ|2 +
∑
i
|τi · ϑ|2 (12.135)
Substituting (12.90) in (12.127) we find:
A2 = (g¯
−1)ac(g¯−1)bdϑam′ϑn′d(δb′c′δm′n′Πb
′
b Π
c′
c −Πn
′
b Π
m′
c ) (12.136)
+2
∑
i
(g¯−1)ac(g¯−1)bd( ˜τi · ϑ)ab(wi)cd +
∑
i
(g¯−1)ac(g¯−1)bd( ˜τi · ϑ)ab(τi · ϑ)cd
where:
( ˜τi · ϑ)ab = (τi · ϑ)ba
The first term on the right of (12.136) is given by:
(g¯−1)ac(g¯−1)bdϑam′ϑn′d(Πbcδm′n′ −Πn
′
b Π
m′
c ) = |ϑ|2 − (trϑ)2
Here, we have used the fact that
δb′c′Π
b′
b Π
c′
c = Π
b
c
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Since:
| ˜τi · ϑ| = |τi · ϑ|
the second term on the right of (12.136) is bounded in absolute value in the same way as (12.132).
The third term is bounded in absolute value by∑
i
|τi · ϑ|2 (12.137)
We conclude that
A2 ≥ (1− 2
√∑
i
|τi|2)|ϑ|2 − (trϑ)2 −
∑
i
|τi · ϑ|2 (12.138)
Combining (12.135) and (12.138) we get:
A1 +A2 ≥ 2(1− 2
√∑
i
|τi|2)|ϑ|2 − (trϑ)2 (12.139)
Consider finally the second term on the right of (12.119). This is:
4B
where:
B = (g¯−1)ac(g¯−1)bdϑmb(
∑
i
( /DRi)
m
a (Ri)
k)( /Dϑ)kcd (12.140)
Substituting (12.104), by direct calculation we get:
B = r{(g¯−1)bdϑm′bιm′d − (g¯−1)bd(ϑ · /y′)b(tr /Dϑ)d (12.141)
+
∑
i
(g¯−1)ac(g¯−1)bd(τi · ϑ)ab(̟i)cd}
where
ιm′d = ( /Dϑ)m′cd/y
′c (12.142)
(̟i)cd = N
lǫilk′( /Dϑ)k′cd (12.143)
Also:
(tr /Dϑ)d = (g¯
−1)ac( /Dϑ)acd, (ϑ · /y′)b = ϑbm/y′m
Since
(g¯−1)m
′n′ = δm′n′
we have:
|(g¯−1)bdϑm′bιm′d| ≤ |ϑ||ι| (12.144)
Since
|ι| ≤ | /Dϑ||/y′| (12.145)
the first term in parenthesis in (12.141) is bounded in absolute value by:
|ϑ|| /Dϑ||/y′| (12.146)
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Since
1
2
|tr /Dϑ|2 ≤ | /Dϑ|2
the second term in parenthesis in (12.141) is bounded in absolute value by
√
2|/y′||ϑ|| /Dϑ| (12.147)
Finally the third term in parenthesis in (12.141) is bounded in absolute value by:
∑
i
|ϑ||τi||̟i| ≤ |ϑ|
√∑
i
|τi|2
√∑
i
|̟i|2 (12.148)
Moreover, using (12.26) we obtain:∑
i
|̟i|2 =
∑
i
(g¯−1)ac(g¯−1)bdNkN lǫikm′ǫiln′( /Dϑ)m′ab( /Dϑ)n′cd (12.149)
= (g¯−1)ac(g¯−1)bdNkN l(δklδm′n′ − δkn′δlm′)( /Dϑ)m′ab( /Dϑ)n′cd
= (g¯−1)ac(g¯−1)bd(( /Dϑ)m′ab( /Dϑ)m′cd −Nm′Nn′( /Dϑ)m′ab( /Dϑ)n′cd)
≤ (g¯−1)ac(g¯−1)bd( /Dϑ)m′ab( /Dϑ)m′cd = | /Dϑ|2
So we conclude that
|B| ≤ r{(1 +
√
2)|/y′|+
√∑
i
|τi|2}| /Dϑ||ϑ| (12.150)
Combining (12.125), (12.139) and (12.150) we get the following proposition:
Proposition 12.7 Consider a surface St,u for which the following hold:
sup
St,u
|y′| ≤ 1
Then for every symmetric 2-covariant St,u tensorfield ϑ we have:∑
i
|/LRiϑ|2 ≥ r2(1− |y′|2)| /Dϑ|2
+4(1− 2
√∑
i
|τi|2)|ϑ|2 − 2(trϑ)2
−4r{(1 +√2)|/y′|+
√∑
i
|τi|2}| /Dϑ||ϑ|
pointwise on St,u.
Corollary 12.7.a Suppose that:
sup
Σ
ǫ0
t
|y′| ≤ Cδ0 and sup
Σ
ǫ0
t
√∑
i
|τi|2 ≤ Cδ0
for some fixed constant C. Then if δ0 is suitably small, for any symmetric 2-covariant St,u tensorfield
ϑ, differentiable on St,u, we have:
∑
i
|/LRiϑ|2 ≥
1
2
r2| /Dϑ|2 + 2|ϑ|2 − 2(trϑ)2
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If also:
inf
Σ
ǫ0
t
r ≥ ǫ1(1 + t)
then H2 and H2′ hold on Σǫ0t . In fact, we have, pointwise on Σ
ǫ0
t :
| /Dϑ|2 ≤ C(1 + t)−2{
∑
i
|/LRiϑ|2 + 2|ϑ|2}
where
C =
2
ǫ21
Moreover, if ϑ is trace-free, we have:
| /Dϑ|2 ≤ C(1 + t)−2
∑
i
|/LRiϑ|2
Proof . Choosing δ0 sufficiently small, the second result is straightforward. Concerning the first result,
we just use the fact that:
(trϑ)2 ≤ 2|ϑ|2
We end this part with coercivity inequalities for Lie derivatives.
Proposition 12.8 Let the assumptions of Proposition 12.6 hold and let X be an arbitrary St,u
-tangential vectorfield defined on W sǫ0 and differentiable on St,u. Then, for any 1-form ξ we have,
pointwise:
|/LXξ| ≤ C(1 + t)−1{|X |(max
i
|/LRiξ|+ |ξ|) + |ξ|maxi |/LRiX |}
Also, for any symmetric 2-covariant St,u tensorfield ϑ we have, pointwise:
|/LXϑ| ≤ C(1 + t)−1{|X |(max
i
|/LRiϑ|+ |ϑ|) + |ϑ|maxi |/LRiX |}
Proof . Consider first the case of ξ. By Proposition 12.2, we have:
|/LXξ| ≤ C(1 + t)−1
∑
i
|(/LXξ)(Ri)| (12.151)
Since
(/LXξ)(Ri) = X(ξ(Ri))− ξ([X,Ri]) = X · /d(ξ(Ri)) + ξ(/LRiX) (12.152)
we have:
|(/LXξ)(Ri)| ≤ |X ||/d(ξ(Ri))|+ |ξ||/LRiX | (12.153)
By H0:
|/d(ξ(Ri))| ≤ C(1 + t)−1
∑
j
|Rj(ξ(Ri))| (12.154)
and we have:
Rj(ξ(Ri)) = (/LRjξ)(Ri) + ξ([Ri, Rj ]) (12.155)
hence:
|Rj(ξ(Ri))| ≤ |/LRjξ||Ri|+ |ξ||[Ri, Rj ]| (12.156)
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By Corollary 10.1.e:
|Ri|, |[Ri, Rj ]| ≤ C(1 + t) (12.157)
It follows that:
|Rj(ξ(Ri))| ≤ C(1 + t)(|/LRjξ|+ |ξ|) (12.158)
Substituting this in (12.154) we obtain:
|/d(ξ(Ri))| ≤ C(max
j
|/LRjξ|+ |ξ|) (12.159)
Substituting this in (12.153), the result for ξ follows through (12.151).
Consider next the case of a symmetric 2-covariant St,u tensorfield ϑ. By Proposition 12.4:
|/LXϑ| ≤ C(1 + t)−2
∑
i,j
|(/LXϑ)(Ri, Rj)| (12.160)
Now, we have:
(/LXϑ)(Ri, Rj) = X(ϑ(Ri, Rj))− ϑ([X,Ri], Rj)− ϑ(Ri, [X,Rj]) (12.161)
= X · /d(ϑ(Ri, Rj)) + ϑ(/LRiX,Rj) + ϑ(Ri, /LRjX)
hence:
|(/LXϑ)(Ri, Rj)| ≤ |X ||/d(ϑ(Ri, Rj))|+ |ϑ|(|Ri||/LRjX |+ |Rj ||/LRiX |) (12.162)
≤ |X ||/d(ϑ(Ri, Rj))|+ C(1 + t)|ϑ|max
k
|/LRkX |
in view of the first of (12.157). By H0:
|/d(ϑ(Ri, Rj))| ≤ C(1 + t)−1
∑
k
|Rk(ϑ(Ri, Rj))| (12.163)
and from
Rk(ϑ(Ri, Rj)) = (/LRkϑ)(Ri, Rj) + ϑ([Rk, Ri], Rj) + ϑ(Ri, [Rk, Rj ]) (12.164)
as well as (12.157), we have:
|Rk(ϑ(Ri, Rj))| ≤ C(1 + t)2(|/LRkϑ|+ |ϑ|) (12.165)
Substituting this in (12.163) we have:
|/d(ϑ(Ri, Rj))| ≤ C(1 + t)(max
k
|/LRkϑ|+ |ϑ|) (12.166)
Substituting this in (12.162), the result for ϑ follows through (12.160).
12.3 Estimates for Higher Order Derivatives of χ′ and µ
Lemma 12.3 Let Y be an arbitrary St,u-tangential vectorfield and ϑ an arbitrary 2-covariant St,u
tensorfield, defined on W sǫ0 . Then we have:
/LL /LY ϑ− /LY /LLϑ = /L(Y )Zϑ
Proof . We can restrict ourselves on Cu. We extend ϑ to TCu by the condition
ϑ(L,W ) = ϑ(W,L) = 0
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for any W ∈ TCu. Thus, for arbitrary W ∈ TCu we have:
(LLϑ)(L,W ) = L(ϑ(L,W ))− ϑ([L,L],W )− ϑ(L, [L,W ]) = 0
(Note that [L,W ] is tangential to Cu). Similarly, (LLϑ)(W,L) = 0. It follows that:
/LLϑ = LLϑ (12.167)
On the other hand, for any St,u-tangential vectorfield X , by Lemma 8.2 we have:
(LY ϑ)(L,X) = Y (ϑ(L,X))− ϑ([Y, L], X)− ϑ(L, [Y,X ]) = ϑ([L, Y ], X) = ϑ((Y )Z,X)
Similarly, (LY ϑ)(X,L) = ϑ(X, (Y )Z). Also,
(LY ϑ)(L,L) = Y (ϑ(L,L))− ϑ([Y, L], L)− ϑ(L, [Y, L]) = 0
It follows that, on the manifold Cu:
/LY ϑ = LY ϑ− (ϑ · (Y )Z)⊗ dt− dt⊗ ((Y )Z · ϑ) (12.168)
where, by definition:
(ϑ · (Y )Z)(X) = ϑ(X, (Y )Z), (12.169)
((Y )Z · ϑ)(X) = ϑ((Y )Z,X) : for all X ∈ TSt,u
Consider now the evaluation of
/LL/LY ϑ− /LY /LLϑ
on the St,u frame vectorfields XA. This evaluation is
(LL(/LY ϑ)− LY (/LLϑ))(XA, XB) (12.170)
Substituting (12.167) and (12.168) this becomes:
(LLLY ϑ− LL(ϑ · (Y )Z)⊗ dt− dt⊗ LL((Y )Z · ϑ)− LY LLϑ)(XA, XB) (12.171)
= (LLLY ϑ− LY LLϑ)(XA, XB)
where we have used the facts that LLdt = d(Lt) = 0 and dt(XA) = dt(XB) = 0. Therefore (12.170)
reduces to
(LLLY ϑ− LY LLϑ)(XA, XB) = (L[L,Y ]ϑ)(XA, XB) = (L(Y )Zϑ)(XA, XB) (12.172)
Thus, the lemma follows.
Given a positive integer l and a multi-index (i1...il), we define the symmetric 2-covariant St,u
tensorfield:
(i1...il)χ′l = /LRil .../LRi1χ
′ (12.173)
We shall derive from (12.47), a propagation equation for
(i1...il)χ′. Using Lemma 11.22, we obtain:
[/LRil .../LRi1 , /LL]χ
′ =
l−1∑
k=0
/LRil .../LRil−k+1 [/LRil−k , /LL]/LRil−k−1 .../LRi1χ
′ (12.174)
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By Lemma 12.3 applied to the case Y = Ril−k , ϑ = /LRil−k−1 .../LRi1χ′, we obtain:
[/LRil−k , /LL]/LRil−k−1 .../LRi1χ
′ = −/L(Ril−k )Z /LRil−k−1 .../LRi1χ
′ (12.175)
Substituting in (12.174) then yields:
/LL(i1...il)χ′l =
l−1∑
k=0
/LRil .../LRil−k+1 /L(Ril−k )Z /LRil−k−1 .../LRi1χ
′ (12.176)
+/LRil .../LRi1 (/LLχ
′)
We shall express the last term using (12.47). First, we express:
/LRil .../LRi1 (χ
′ · χ′) = (i1...il)χ′l · χ′ + χ′ · (i1...il)χ′l + (i1...il)rl (12.177)
where
(i1...il)rl =
∑
|s1|+|s2|+|s3|=l;|s1|,|s3|<l
(/LR)s1χ′ · (/LR)s2/g−1 · (/LR)s3χ′ (12.178)
Next, we have:
/LRil .../LRi1 (eχ
′) = e(i1...il)χ′l +
(i1...il)sl (12.179)
where:
(i1...il)sl =
∑
|s1|+|s2|=l,|s2|<l
(/LR)s1e(/LR)s2χ′ (12.180)
We then obtain from (12.47) we get:
/LRil .../LRi1 (/LLχ
′) = e(i1...il)χ′l +
(i1...il)χ′l · χ′ + χ′ · (i1...il)χ′l + (i1...il)bl (12.181)
where
(i1...il)bl =
(i1...il)sl +
(i1...il)rl + /LRil .../LRi1 b (12.182)
with
b =
e/g
1− u+ t − α
′ (12.183)
Given a non-negative integer l let us denote by /X
′
l the statement that there is a constant C
independent of s such that for all t ∈ [0, s]:
/X
′
l : max
i1...il
‖/LRil .../LRi1χ
′‖L∞(Σǫ00 ) ≤ Cδ0(1 + t)
−2[1 + log(1 + t)]
We then denote by /X
′
[l] the statement:
/X
′
[l] : /X
′
0 and...and /X
′
l
Lemma 12.4 Let H0 and (12.23) hold. Let also the bootstrap assumptions /E[l], /E
Q
[l−1] and /X
′
[l−1]
hold, for some positive integer l. Then the assumption /X[l−1] (assumption of Proposition 10.1) also
holds.
Proof . The lemma is trivial for l = 1. Let the lemma hold with l replaced by l− 1, for some l ≥ 2.
That is, let /X′[l−2] together with /E[l−1], /E
Q
[l−2],H0 and (12.23), imply /X[l−2]. Then by Corollary 10.1.d
with l replaced by l − 1, we have:
max
i
‖(Ri)/π‖∞,[l−2],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)] : for all t ∈ [0, s] (12.184)
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Then for any positive integer n we have:
/LRin .../LRi1χ = /LRin .../LRi1χ′ +
1
1− u+ t /LRin .../LRi2
(Ri1)/π (12.185)
hence:
max
i1...in
‖/LRin .../LRi1χ‖L∞(Σǫ0t ) ≤ ‖/LRin .../LRi1χ′‖L∞(Σǫ0t ) + C(1 + t)−1maxj ‖
(Rj)/π‖∞,[n−1],Σǫ0t
(12.186)
Taking n = l − 1, the lemma follows.
Proposition 12.9 Let assumptions of Proposition 12.6 hold. Let also E{l+2},E
Q
{l+1},E
QQ
{l} hold in
W sǫ0 for some non-negative integer l, and let the initial data satisfy:
‖χ′‖∞,[l],Σǫ00 ≤ Clδ0
Then there is a constant Cl independent of s such that for all t ∈ [0, s] we have:
‖χ′‖∞,[l],Σǫ0t ≤ Clδ0(1 + t)
−2[1 + log(1 + t)]
that is, /X
′
[l] holds in W
s
ǫ0 .
Proof . For l = 0 the proposition reduces to Proposition 12.6. We proceed by induction. Let the
proposition hold with l replaced by l− 1, for some l ≥ 1. Then /X′[l−1] holds on W sǫ0 , hence by Lemma
12.4, /X[l−1] holds on W sǫ0 as well. Then the Proposition 10.1 and all its corollaries hold.
By Proposition 12.6 and the estimate (12.48) we have:
‖e+ 2χ′‖L∞(Σǫ0t ) ≤ Cδ0(1 + t)
−2[1 + log(1 + t)] : for all t ∈ [0, s] (12.187)
We shall estimate (i1...il)bl using the corollaries of Proposition 10.1. From the expression of e, κ
−1ζ
and the assumptions of the present proposition, we have:
‖e‖∞,[l],Σǫ0t , ‖κ
−1ζ‖∞,[l],Σǫ0t , ‖/k‖∞,[l],Σǫ0t ≤ Clδ0(1 + t)
−2 : for all t ∈ [0, s] (12.188)
Here, we have used Corollary 10.1.a, and Corollary 10.1.b.
Similarly, from the expression of α′, we have:
‖α′‖∞,[l],Σǫ0t ≤ Cδ0(1 + t)
−3[1 + log(1 + t)]max
j
|/LRj /LRil .../LRi2χ
′|+ Clδ0(1 + t)−3 (12.189)
For all t ∈ [0, s].
To see how the principal term in α′, namely /D2h, is estimated in the ‖ ‖∞,[l],Σǫ0t , we appeal to
Lemma 10.9, H0,H1,H2 and the fact that:
(Ri)πAB = −2λi(−η−1χAB + /kAB)
(see (3.27) and (6.59)) So we get:
|/LRil .../LRi1 b| ≤ Cδ0(1 + t)
−3[1 + log(1 + t)]max
j
|/LRj /LRil .../LRi2χ
′|Clδ0(1 + t)−3 (12.190)
: pointwise on W sǫ0
From the inductive hypothesis and Corollary 10.1.d:
max
i;i1...ik
‖/LRik .../LRi1
(Ri)/π‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)
−1[1 + log(1 + t)] : for all k = 0, 1, ..., l− 1
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which is needed to estimate (i1...il)rl given by (12.178). We then deduce:
‖(i1...il)sl‖L∞(Σǫ0t ) ≤ Clδ20(1 + t)−4[1 + log(1 + t)] : for all t ∈ [0, s] (12.191)
and:
‖(i1...il)rl‖L∞(Σǫ0t ) ≤ Clδ
2
0(1 + t)
−4[1 + log(1 + t)]2 : for all t ∈ [0, s] (12.192)
It follows that:
|(i1...il)bl| ≤ Cδ0(1 + t)−3[1 + log(1 + t)]max
j
|/LRj /LRil .../LRi2χ
′|+ Clδ0(1 + t)−3 (12.193)
: for all t ∈ [0, s]
From (12.181), (12.187) and (12.193) we then conclude that:
|/LRil .../LRi1 (/LLχ
′)| ≤ Cδ0(1 + t)−2[1 + log(1 + t)] max
j1...jl
|(j1...jl)χ′l| (12.194)
+Clδ0(1 + t)
−3 : pointwise on W sǫ0
What remains to be estimated is the sum on the right of (12.176). Consider a given term in this
sum, corresponding to k ∈ {0, ..., l − 1}. We use Lemma 8.5, by taking /LRil−k−1 .../LRi1χ′ in the role
of ξ, and the index set {l − k + 1, ..., l} in the role of the index set {1, ..., l}; to express the term in
question in the form:
/LRil .../LRil−k+1 /L(Ril−k )Z /LRil−k−1 .../LRi1χ
′ = /L(Ril−k )Z
(i1
>il−k<... il)χ′l−1 (12.195)
+
k∑
p=1
l∑
m1<...<mp=l−k+1
/L(im1 ...imp ;il−k)Z (i1
>im1 ...imp il−k<... il)χ′l−1−p
where
(im1 ...imp ;il−k)Z = /LRimp .../LRim1
(Ril−k )Z (12.196)
(noting that Lemma 8.5 holds for an arbitrary St,u tensorfields ξ)
To estimate the terms on the right of (12.195), we apply the second statement of Proposition 12.8.
We then obtain, for the first term:
|/L(Ril−k )Z
(i1
>il−k<... il)χ′l−1| ≤ C(1 + t)−1{|(Ril−k )Z|(max
j
|(i1>il−k<... ilj)χ′l|+ |(i1
>il−k<... il)χ′l−1|) (12.197)
+|(i1>il−k<... il)χ′l−1|max
j
|(j;il−k)Z|}
In the case of l ≥ 2, Corollary 10.1.i together with the inductive hypothesis /X′[l−1] implies that the
right hand side of (12.197) is bounded pointwise by:
Clδ0(1 + t)
−2[1 + log(1 + t)] max
j1...jl
|(j1...jl)χ′l|+ Clδ20(1 + t)−4[1 + log(1 + t)]2 (12.198)
In the case of l = 1, Corollary 10.1.i can only give the estimate for (Ri)Z, so the term (j;il−k)Z can not
be estimated in this way. Recalling that (Ri)Z = (Ri)/πL · /g−1, we use (6.70) to express:
(Ri)/πL + χ
′ ·Ri = ǫijmzj/dxm + λi(κ−1ζ) (12.199)
By Corollary 10.1.g, Corollary 10.1.a for (R)sxj and λi, we have the following estimates:
max
i
‖λi‖∞,[l],Σǫ0t ≤ Clδ0[1 + log(1 + t)], maxi ‖/dx
i‖∞,[l],Σǫ0t ≤ C,
max
j
‖zj‖∞,[l],Σǫ0t ≤ Cδ0(1 + t)
−1[1 + log(1 + t)] : for all t ∈ [0, s]
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In view also of the second of (12.188), we then obtain:
‖(Ri)/πL + χ′ · Ri‖∞,[1],Σǫ0t ≤ Cδ0(1 + t)
−1[1 + log(1 + t)] : for all t ∈ [0, s] (12.200)
Moreover, we have, by Corollary 10.1.e with l = 1 and /X
′
0:
|/LRj (χ′ · Ri)| ≤ |/LRjχ′||Ri|+ |χ′||/LRjRi| ≤ C(1 + t)|/LRjχ′|+ Cδ0(1 + t)−1[1 + log(1 + t)] (12.201)
Hence
|/LRj (Ri)/πL| ≤ C(1 + t)|/LRjχ′|+ Cδ0(1 + t)−1[1 + log(1 + t)] (12.202)
therefore by Corollary 10.1.d, we have:
|/LRj (Ri)Z| ≤ C(1 + t)|/LRjχ′|+ Cδ0(1 + t)−1[1 + log(1 + t)] (12.203)
pointwise on W sǫ0 . Using this, we can estimate the last term on the right of (12.197). Thus, also in the
case l = 1, an estimate of the form (12.198) holds.
Consider next a term in the double sum in (12.195), corresponding to an ordered subset {m1, ...,mp}
⊂ {l − k + 1, ..., l}, p ∈ {1, ..., k}. This double sum is present only for l ≥ 2. Applying the second
statement of Proposition 12.8 we obtain:
|/L(im1 ...imp ;il−k)Z (i1
>im1 ...imp il−k<... il)χ′l−1−p| ≤ C(1 + t)−1· (12.204)
{|(im1 ...imp ;il−k)Z|(max
j
|(i1>im1 ...imp il−k<... ilj)χ′l−p|+ |(i1
>im1 ...imp il−k<... il)χ′l−1−p|)
+|(i1>im1 ...imp il−k<... il)χ′l−1−p|max
j
|(im1 ...imp j;il−k)Z|}
Since p ≥ 1, by the inductive hypothesis /X′[l−1]:
‖(i1>im1 ...imp il−k<... il)χ′l−1−p‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)
−2[1 + log(1 + t)] (12.205)
max
j
‖(i1>im1 ...imp il−k<... ilj)χ′l−p‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)−2[1 + log(1 + t)] : for all t ∈ [0, s]
Also, since p ≤ k ≤ l − 1, we have, by Corollary 10.1.i:
‖(im1 ...imp ;il−k)Z‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)
−1[1 + log(1 + t)] : for all t ∈ [0, s] (12.206)
But we can not estimate (im1 ...imp j;il−k)Z when p = k = l− 1 in this way for the same reason as above.
However, using (12.199) and the estimates below (12.199), as well as the second of (12.188) and results
in Chapter 10 we obtain:
‖(Ri)/πL + χ′ · Ri‖∞,[l],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)] : for all t ∈ [0, s] (12.207)
Moreover, by Corollary 10.1.e and /X
′
[l−1],
|/LRjl .../LRj1 (χ
′ ·Ri)| ≤ |/LRjl .../LRj1χ
′||Ri|+
∑
|s1|+|s2|=l,s2≥1
|(/LR)s1χ′||(/LR)s2Ri| (12.208)
≤ C(1 + t)|(j1...jl)χ′l|+ Clδ0(1 + t)−1[1 + log(1 + t)]
Combining (12.207) and (12.208) yields:
|/LRj1 .../LRj1
(Ri)/πL| ≤ C(1 + t)|(j1...jl)χ′l|+ Clδ0(1 + t)−1[1 + log(1 + t)] (12.209)
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hence, by Corollary 10.1.d, also:
|(j1...jl;i)Z| ≤ C(1 + t)|(j1...jl)χ′l|+ Clδ0(1 + t)−1[1 + log(1 + t)] (12.210)
Combining the above results, we obtain:
For p = k = l − 1:
|/L(im1 ...imp ;il−k)Z (i1
>im1 ...imp il−k<... il)χ′l−1−p| (12.211)
≤ Clδ0(1 + t)−2[1 + log(1 + t)] max
j1...jl
|(j1...jl)χ′l|+ Clδ20(1 + t)−4[1 + log(1 + t)]2
Otherwise:
|/L(im1 ...imp ;il−k)Z (i1
>im1 ...imp il−k<... il)χ′l−k−p| ≤ Clδ20(1 + t)−4[1 + log(1 + t)]2 (12.212)
Combining these with the estimate (12.198) for the first term on the right in (12.195) we conclude
that:
|
l−1∑
k=0
/LRil .../LRil−k+1 /L(Ril−k )Z /LRil−k−1 .../LRi1χ
′| (12.213)
≤ Clδ0(1 + t)−2[1 + log(1 + t)] max
j1...jl
|(j1...jl)χ′l|+ Clδ20(1 + t)−4[1 + log(1 + t)]2
This together with (12.194) yields:
|/LL(i1...il)χ′l| ≤ Clδ0(1 + t)−2[1 + log(1 + t)] max
j1...jl
|(j1...jl)χ′l|+ Clδ0(1 + t)−3 (12.214)
Applying then (12.56), taking ϑ = (i1...il)χ′l, and using /X
′
0 we deduce:
L((1− u+ t)2|(i1...il)χ′l|) ≤ Clδ0(1 + t)−2[1 + log(1 + t)]((1 − u+ t)2 max
j1...jl
|(j1...jl)χ′l|) (12.215)
+Clδ0(1 + t)
−1
Setting along a given integral curve of L,
(i1...il)xl(t) = (1 − u+ t)2|(i1...il)χ′l| (12.216)
(12.215) becomes:
d(i1...il)xl
dt
≤ fl max
j1...jl
(j1...jl)xl + gl (12.217)
where:
fl(t) = Clδ0(1 + t)
−2[1 + log(1 + t)], gl(t) = Clδ0(1 + t)−1 (12.218)
Integrating from t = 0 yields:
(i1...il)xl(t) ≤ (i1...il)xl(0) +
∫ t
0
(fl(t
′) max
j1...jl
(j1...jl)xl(t
′) + gl(t′))dt′ (12.219)
Taking the maximum over i1...il, on both sides, and setting:
x¯l(t) = max
i1...il
(i1...il)xl(t) (12.220)
then we obtain
x¯l(t) ≤ x¯l(0) +
∫ t
0
(fl(t
′)x¯l(t′) + gl(t′))dt′ (12.221)
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which implies:
x¯l(t) ≤ e
∫
t
0
fl(t
′)dt′{x¯l(0) +
∫ t
0
gl(t
′)dt′} (12.222)
Since
x¯l(0) ≤ max
i1...il
‖(i1...il)χ′l‖L∞(Σǫ00 ) ≤ Clδ0 (12.223)
while
x¯l(t) ≥ 1
4
(1 + t)2 max
i1...il
|(i1...il)χ′l| (u ≤ ǫ0 ≤
1
2
) (12.224)
taking into account the facts that:∫ t
0
fl(t
′)dt′ ≤
∫ ∞
0
fl(t
′)dt′ = 2Cl,
∫ t
0
gl(t
′)dt′ = Clδ0 log(1 + t)
then taking the supremum on Σǫ0t , we conclude that:
max
i1...il
‖(i1...il)χ′l‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)
−2[1 + log(1 + t)] : for all t ∈ [0, s] (12.225)
This, together with the inductive hypothesis /X
′
[l−1] implies /X
′
[l], completing the inductive step and
therefore the proof of the proposition.
From Lemma 12.4 with l+1 in the role of l we conclude that under the assumptions of Proposition
12.9, /X[l] holds on W
s
ǫ0 . So Proposition 10.1 and all its Corollaries hold with l + 1 in the role of l.
Proposition 12.10 Let the assumptions of Proposition 12.9 hold for some non-negative integer l.
Let, in addition the initial data satisfy:
‖µ− 1‖∞,[m,l+1],Σǫ00 ≤ Clδ0
for some m ∈ {0, ..., l+ 1}. Then there is a constant Cl independent of s such that for all t ∈ [0, s] we
have:
‖µ− 1‖∞,[m,l+1],Σǫ0t ≤ Clδ0[1 + log(1 + t)]
that is, M[m,l+1] holds on W
s
ǫ0 .
Proof : We consider first the case m = 0. Since M[0,0] follows directly from Proposition 12.1, we
apply induction on l. Assuming then M[0,l] we are to establish M[0,l+1] under the assumptions of the
proposition for m = 0.
We consider the equation:
Lµ = m+ µe (12.226)
We apply Ril+1 ...Ri1 to this equation. By Lemma 11.22, we obtain:
[Ril+1 ...Ri1 , L] = −
l∑
k=0
Ril+1 ...Ril+2−k
(Ril+1−k )ZRil−k ...Ri1 (12.227)
Defining:
(i1...il+1)µ0,l+1 = Ril+1 ...Ri1µ (12.228)
We get:
L(i1...il+1)µ0,l+1 =
l∑
k=0
Ril+1 ...Rii+2−k(
(Ril+1−k )Z · /d(i1...il−k)µ0,l−k) (12.229)
+e(i1...il+1)µ0,l+1 +Ril+1 ...Ri1m+
(i1...il+1)r′0,l+1
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where:
(i1...il+1)r′0,l+1 =
∑
|s1|+|s2|=l+1,s1≥1
((R)s1e)((R)s2µ) (12.230)
Now by E{l+2},E
Q
{l+1} and Corollary 10.1.a (remember now that Proposition 10.1 is valid for l+1):
‖Th‖∞,[l+1],Σǫ0t ≤ Clδ0(1 + t)
−1 (12.231)
‖Lh‖∞,[l+1],Σǫ0t ≤ Clδ0(1 + t)
−2
also : ‖ωLTˆ‖∞,[l+1],Σǫ0t ≤ Clδ0(1 + t)
−2 : for all t ∈ [0, s]
Thus using the expression for e we obtain:
‖e‖∞,[l+1],Σǫ0t ≤ Clδ0(1 + t)
−2 : for all t ∈ [0, s] (12.232)
Using the first of (12.231) we obtain:
‖m‖∞,[l+1],Σǫ0t ≤ Clδ0(1 + t)
−1 : for all t ∈ [0, s] (12.233)
The estimate (12.232) together with the induction hypothesis M[0,l] imply:
‖(i1...il+1)r′0,l+1‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)
−2[1 + log(1 + t)] : for all t ∈ [0, s] (12.234)
Consider finally a term in the sum on the right in (12.229), corresponding to k ∈ {0, ..., l}. We express
the term as:
Ril+1 ...Ril+2−k(
(Ril+1−k )Z · /d(i1...il−k)µ0,l−k) = (Ril+1−k )Z · /d(i1
>il+1−k<... il+1)µ0,l (12.235)
+
∑
|s1|+|s2|=k,|s1|≥1
((/LR)s1 (Ril+1−k )Z) · /d(R)s2 (i1...il−k)µ0,l−k
Consider first the sum on the right of (12.235). By Corollary 10.1.i with l + 1 in the role of l:
max
i
‖(Ri)Z‖∞,[l],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)] : for all t ∈ [0, s] (12.236)
Since |s1| ≤ k ≤ l, this allows us to bound the first factor in the sum. Moreover, by H0 and the
induction hypothesis M[0,l], the second factor in the sum can be bounded in L
∞(Σǫ0t ) by:
Clδ0(1 + t)
−1[1 + log(1 + t)]
since 1 + |s2|+ l − k ≤ l. So the sum in (12.235) is bounded in L∞(Σǫ0t ) by:
Clδ0(1 + t)
−2[1 + log(1 + t)]2 (12.237)
On the other hand, by H0 and (12.236), the first term on the right of (12.235) is bounded pointwise
by:
Cδ0(1 + t)
−2[1 + log(1 + t)]max
j
|(i1>il+1−k<... il+1j)µ0,l+1| (12.238)
Combining (12.237) and (12.238), the sum on the right of (12.229) is bounded by:
Clδ0(1 + t)
−2[1 + log(1 + t)] max
j1...jl
|(j1...jl+1)µ0,l+1|+ Clδ0(1 + t)−2[1 + log(1 + t)]2 (12.239)
The estimates (12.232), (12.233), (12.234) and (12.239) imply through (12.229):
L(|(i1...il+1)µ0,l+1|) ≤ Clδ0(1 + t)−2[1 + log(1 + t)] max
j1...jl+1
|(j1...jl+1)µ0,l+1|+ Clδ0(1 + t)−1 (12.240)
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Defining, along a given integral curve of L,
(i1...il+1)x′0,l+1(t) = |(i1...il+1)µ0,l+1| (12.241)
(12.240) takes the form:
d(i1...il+1)x′0,l+1
dt
≤ fl max
j1...jl+1
(j1...jl+1)x′0,l+1 + gl (12.242)
where:
fl(t) = Clδ0(1 + t)
−2[1 + log(1 + t)], gl(t) = Clδ0(1 + t)−1 (12.243)
This is similar to (12.217)-(12.218). Setting then:
x¯′0,l+1(t) = max
i1...il+1
(i1...il+1)x′0,l+1(t) (12.244)
and using the initial condition:
x¯′0,l+1(0) ≤ Clδ0
we deduce:
max
i1...il+1
‖(i1...il+1)µ0,l+1‖L∞(Σǫ0t ) ≤ Clδ0[1 + log(1 + t)] : for all t ∈ [0, s] (12.245)
This proves the proposition in the case of m = 0.
To prove the proposition for m ∈ {1, ..., l+ 1} we apply induction on m. We assume M[m,l+1] for
some m ∈ {0, ..., 1}, and we will establish M[m+1,l+1] under the assumption:
‖µ− 1‖∞,[m+1,l+1],Σǫ00 ≤ Clδ0 (12.246)
We first apply Tm+1 to Lµ to obtain, using Lemma 11.22,
L(T )m+1µ = Tm+1Lµ+
m∑
k=0
(T )kΛ(T )m−kµ (12.247)
We then apply Rin ...Ri1 to this equation, to obtain, using again Lemma 11.22,
LRin ...Ri1 (T )
m+1µ = Rin ...Ri1(T )
m+1Lµ+
m∑
k=0
Rin ...Ri1(T )
kΛ(T )m−kµ (12.248)
+
n−1∑
k=0
Rin ...Rin−k+1
(Rin−k )ZRin−k−1 ...Ri1(T )
m+1µ
Let us define as in Chapter 9:
(i1...in)µm+1,n = Rin ...Ri1(T )
m+1µ (12.249)
Applying Rin ...Ri1(T )
m+1 to equation (12.226), we obtain:
Rin ...Ri1(T )
m+1Lµ = e(i1...in)µm+1,n +Rin ...Ri1(T )
m+1m+ (i1...in)r′m+1,n (12.250)
where
(i1...in)r′m+1,n =
∑
|s1|+|s2|=n,s1≥1
((R)s1e)((R)s2(T )m+1µ) (12.251)
+Rin ...Ri1(
m+1∑
k=1
(m+ 1)!
k!(m+ 1− k)! ((T )
ke)((T )m+1−kµ))
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Substituting (12.250) in (12.248) we get:
L(i1...in)µm+1,n = e
(i1...in)µm+1,n +Rin ...Ri1 (T )
m+1m+ (i1...in)r′m+1,n (12.252)
+
m∑
k=0
Rin ...Ri1(T )
kΛ(T )m−kµ
+
n−1∑
k=0
Rin ...Rin−k+1
(Rin−k )ZRin−k−1 ...Ri1 (T )
m+1µ
By assumptions E{l+2},E
Q
{l+1}:
‖Th‖∞,[m+1,l+1],Σǫ0t ≤ Clδ0(1 + t)−1 (12.253)
‖Lh‖∞,[m+1,l+1],Σǫ0t ≤ Clδ0(1 + t)
−2 : for all t ∈ [0, s]
By Corollary 11.1.b, we have:
‖ωLTˆ‖∞,[m+1,l+1],Σǫ0t ≤ Clδ0(1 + t)
−2 : for all t ∈ [0, s] (12.254)
The bounds (12.253) and (12.254) imply:
‖e‖∞,[m+1,l+1],Σǫ0t ≤ Clδ0(1 + t)
−2 : for all t ∈ [0, s] (12.255)
and (12.253) implies:
‖m‖∞,[m+1,l+1],Σǫ0t ≤ Clδ0(1 + t)
−1 : for all t ∈ [0, s] (12.256)
Also, (12.255) together with M[m,l+1] imply:
‖(i1...in)r′m+1,n‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)
−2[1 + log(1 + t)] : for n ≤ l −m (12.257)
provided that either n = 0, so that the first sum on the right in (12.251) vanishes, orMm+1,m+n holds.
Moreover, by Corollary 11.1.c:
‖Λ‖∞,[m,l],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)] : for all t ∈ [0, s] (12.258)
To establish M[m+1,l+1], we establish M[m+1,m+1+n] for n = 0, ..., l −m by induction on n. We
begin with the case n = 0. In this case, equation (12.252) reduces to:
Lµm+1,0 = eµm+1,0 + (T )
m+1m+ r′m+1,0 +
m∑
k=0
(T )kΛ(T )m−kµ (12.259)
Using (12.258) with l = m, and M[m,m+1], the sum in (12.259) is bounded in L
∞(Σǫ0t ) by:
m∑
k=0
‖Λ · /d(T )m−kµ‖∞,[k,k],Σǫ0t ≤ Cm(1 + t)
−1‖Λ‖∞,[m,m],Σǫ0t ‖µ− 1‖∞,[m,m+1],Σǫ0t (12.260)
≤ Cmδ20(1 + t)−2[1 + log(1 + t)]2
Appealing also to (12.48) and (12.256) with l = m, (12.257) with n = 0, we deduce:
L(|µm+1,0|) ≤ Cδ0(1 + t)−2|µm+1,0|+ Cmδ0(1 + t)−1 (12.261)
which together with
‖µ− 1‖∞,[m+1,m+1],Σǫ00 ≤ Cmδ0 (12.262)
323
yields:
‖µm+1,0‖L∞(Σǫ0t ) ≤ Cmδ0[1 + log(1 + t)] : for all t ∈ [0, s] (12.263)
This estimate together with M[m,m+1] yields M[m+1,m+1].
Next, let M[m+1,m+n] hold for some n ∈ {1, ..., l −m}. We shall show that M[m+1,m+1+n] holds.
Consider the first sum on the right in (12.252). Since n ≤ l −m this is bounded in L∞(Σǫ0t ) by:
m∑
k=0
‖Λ · /d(T )m−kµ‖∞,[k,l+k−m],Σǫ0t ≤ Cl(1 + t)
−1‖Λ‖∞,[m,l],Σǫ0t ‖µ− 1‖∞,[m,l+1],Σǫ0t (12.264)
≤ Clδ20(1 + t)−2[1 + log(1 + t)]2
by (12.258) and M[m,l+1].
Consider next the second sum on the right of (12.252). Consider a term in this sum corresponding
to k ∈ {0, ..., n− 1}. We express the term as:
Rin ...Rin−k+1(
(Rin−k )Z · /dRin−k−1 ...Ri1 (T )m+1µ) = (Rin−k )Z · /d(i1
>in−k<... in)µm+1,n−1 (12.265)
+
∑
|s1|+|s2|=k,|s1|≥1
((/LR)s1 (Rin−k )Z) · /d(R)s
′
2 (T )m+1µ
where the sum on the right is over all ordered partitions {s1, s2} of the set {n− k + 1, ..., n} into two
ordered subsets s1, s2, with s1 non-empty. Also
s′2 = s2
⋃
{1, ..., n− k − 1}
Since |s1| ≤ k ≤ n − 1 ≤ l −m − 1, the first factor in the sum is bounded by (12.236). Also, since
|s2| ≤ k − 1, we have:
|s′2| = |s2|+ n− k − 1 ≤ n− 2 and 1 + |s′2|+m+ 1 ≤ n+m
Therefore, using H0 and Mm+1,m+n the sum is seen to be bounded by:
Clδ
2
0(1 + t)
−2[1 + log(1 + t)]2 (12.266)
On the other hand, by (12.236) and H0 the first term on the right of (12.265) is bounded by:
Clδ0(1 + t)
−2[1 + log(1 + t)]max
j
|(i1>in−k<... inj)µm+1,n| (12.267)
Combining (12.266) and (12.267) we conclude that the second sum on the right of (12.252) is bounded
by:
Clδ0(1 + t)
−2[1 + log(1 + t)]max
j
|(i1>in−k<... inj)µm+1,n|+ Clδ20(1 + t)−2[1 + log(1 + t)]2 (12.268)
The estimates (12.255)-(12.257), (12.264) and (12.268) imply through (12.252):
L(|(i1...il)µm+1,n|) ≤ Clδ0(1 + t)−2[1 + log(1 + t)] max
j1...jn
|(j1...jn)µm+1,n|+ Clδ0(1 + t)−1 (12.269)
Setting along an integral curve of L,
(i1...in)x′m+1,n(t) = |(i1...in)µm+1,n| (12.270)
(12.269) takes the form:
d(i1...in)x′m+1,n
dt
≤ fl max
j1...jn
(j1...jn)x′m+1,n + gl (12.271)
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where:
fl(t) = Clδ0(1 + t)
−2[1 + log(1 + t)], gl(t) = Clδ0(1 + t)−1 (12.272)
This is identical in form to (12.217)-(12.218). Setting then:
x¯′m+1,n(t) = max
i1...in
(i1...in)x′m+1,n(t) (12.273)
in view of the fact that
x¯′m+1,n(0) ≤ Clδ0
we conclude that:
max
i1...in
‖(i1...in)µm+1,n‖L∞(Σǫ0t ) ≤ Clδ0[1 + log(1 + t)] : for all t ∈ [0, s] (12.274)
This together with M[m+1,m+n] yields M[m+1,m+1+n], so the proposition follows.
Let us now define, for any non-negative integer k, the quantities:
A′k = max
i1...ik
‖/LRik .../LRi1χ
′‖L2(Σǫ0t ) (12.275)
and, for any non-negative integer l, the quantities:
A′[l] =
l∑
k=0
A′k (12.276)
Let us recall the definitions:
A0 = ‖χ− /
g
1− u+ t‖L2(Σǫ0t ) (12.277)
and for k > 0:
Ak = max
i1...ik
‖/LRik .../LRi1χ‖L2(Σǫ0t ) (12.278)
and:
A[l] =
l∑
k=0
Ak (12.279)
Let us also recall:
W0 = max
α
{‖ψα‖L2(Σǫ0t )} (12.280)
and for k > 0:
Wk = max
α;i1...ik
‖Rik ...Ri1ψα‖L2(Σǫ0t ) (12.281)
and:
W[l] =
l∑
k=0
Wk (12.282)
WQk = maxα;i1...ik ‖Rik ...Ri1Qψα‖L2(Σǫ0t ), W
Q
[l] =
l∑
k=0
WQk (12.283)
For all k = 0, ..., l:
Yk = max
j;i1...ik
‖Rik ...Ri1yi‖L2(Σǫ0t ), Y[l] =
l∑
k=0
Yk (12.284)
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Recall also that given a positive integer n we denote:
n∗ =
n
2
: if n is even (12.285)
=
n− 1
2
: if n is odd
Lemma 12.5 LetH0 and (12.23) hold. Let l be a positive integer and let the assumptions /E[l∗], /E
Q
[l∗−1]
as well as /X
′
[l∗−1] hold. Then we have:
A[l] ≤ A′[l] + ClA′[l−1] + Cl(1 + t)−1[Y0 +W[l]]
Proof : From (12.185) we obtain, for k ≥ 1:
Ak ≤ A′k +
1
1− u+ t maxi maxj1...jk−1 ‖/LRjk−1 .../LRj1
(Ri)/π‖L2(Σǫ0t ) (12.286)
Summing over k ∈ {1, ..., l} and adding:
A0 = A′0 (12.287)
we deduce, for l ≥ 1:
A[l] ≤ A′[l] +
3
1− u+ t maxi ‖
(Ri)/π‖2,[l−1],Σǫ0t (12.288)
By Lemma 12.4 with l∗ in the role of l, the assumptions of the lemma imply /X[l∗−1], Therefore
Proposition 10.2 holds. Then Corollary 10.2.d implies:
max
i
‖(Ri)/π‖2,[l−1],Σǫ0t ≤ Cl[Y0 + (1 + t)A[l−1] +W[l]] (12.289)
Substituting this in (12.288) we get:
A[l] ≤ A′[l] + ClA[l−1] + Cl(1 + t)−1[Y0 +W[l]] : for all l ≥ 1 (12.290)
A[0] = A′[0]
The lemma follows.
Proposition 12.11 Let the assumptions of Lemma 12.4 hold. Let l be a non-negative integer and
let the assumptions E{l∗+2},E
Q
{l∗+1},E
QQ
{l∗}, hold on W
s
ǫ0 . Moreover let the initial data satisfy:
‖χ′‖∞,[l∗],Σǫ00 ≤ Clδ0
Then /X
′
[l∗] holds onW
s
ǫ0 and there is a constant Cl independent of s such that for all t ∈ [0, s] we have:
A′[l](t) ≤ Cl(1 + t)−1{A′[l](0) + δ0Y0(0)
+
∫ t
0
(1 + t′)−1[W[l+2](t′) +WQ[l+1](t′)]dt′}
Proof : The assumptions of this proposition include those of Proposition 12.9 with l∗ in the role of
l, therefore /X
′
[l∗] holds on W
s
ǫ0 . Then from Lemma 12.4, /X[l∗] holds on W
s
ǫ0 . Thus, Proposition 10.1
holds with l∗ + 1 in the role of l, then Proposition 10.2 holds with l + 1 in the role of l.
We shall estimate (i1...il)bl (see (12.182)) in L
2(Σǫ0t ). By assumptions E
Q
{l∗},E{l∗+1}, we have:
‖Lψµ‖∞,[l∗],Σǫ0t , ‖/dψµ‖∞,[l∗],Σǫ0t ≤ Clδ0(1 + t)
−2 : for all t ∈ [0, s] (12.291)
as well as
‖Lh‖∞,[l∗],Σǫ0t , ‖/dh‖∞,[l∗],Σǫ0t ≤ Clδ0(1 + t)−2 : for all t ∈ [0, s] (12.292)
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So by Corollary 10.1.b we have:
‖e‖∞,[l∗],Σǫ0t , ‖κ−1ζ‖∞,[l∗],Σǫ0t ≤ Clδ0(1 + t)−2 : for all t ∈ [0, s] (12.293)
Obviously, by the assumptions of the present proposition we have:
‖Lh‖2,[l],Σǫ0t ≤ Cl(1 + t)
−1[WQ[l] + δ0(1 + t)−1W[l]] (12.294)
‖/dh‖2,[l],Σǫ0t ≤ Cl(1 + t)−1W[l+1] : for all t ∈ [0, s]
so by Corollary 10.1.g and Corollary 10.2.g with l replaced by l+ 1, we have:
‖e‖2,[l],Σǫ0t ≤ Cl(1 + t)
−1{WQ[l] + δ0(1 + t)−1[Y0 + (1 + t)A[l−1] +W[l]]} : for all t ∈ [0, s] (12.295)
Also from the expression
κ−1ζ = αǫ − /dα
and Corollary 10.2.h, we have:
‖κ−1ζ‖2,[l],Σǫ0t ≤ Cl(1 + t)
−1{W[l+1] (12.296)
+δ0(1 + t)
−1[Y0 + (1 + t)A[l−1]]} : for all t ∈ [0, s]
From (12.45), using the expression for Li:
Li = −ηTˆ i + ψi
and Corollary 10.2.g, we have:
‖α′‖2,[l],Σǫ0t ≤ Clδ0(1 + t)
−2[W[l+2] + δ0(1 + t)−1WQ[l+1] + (1 + t)−1Y0 +A[l]] (12.297)
where we have used Lemma 10.8 and Lemma 10.11 to estimate the commutator as well as H0,H1,H2
to estimate the St,u -tangential derivatives. This and (12.295), together with the estimates for
(Ri)/π
in Chapter 10 (10.145):
‖(Ri)/π‖∞,[l],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)] (12.298)
‖(Ri)/π‖2,[l],Σǫ0t ≤ Cl{Y0 + (1 + t)A[l] +W[l+1]}
yield the following bound for b defined by (12.183):
‖b‖2,[l],Σǫ0t ≤ Clδ0(1 + t)
−2[W[l+2] + (1 + t)−1Y0 +A[l] +WQ[l+1]] (12.299)
Next, we shall estimate (i1...il)sl and
(i1...il)rl in L
2(Σǫ0t ). From the expression (12.178), bounds for
(Ri)/π (12.298) as well as the fact that /X
′
[l∗] holds, we get:
‖(i1...il)rl‖L2(Σǫ0t ) ≤ Clδ0(1 + t)
−2[1 + log(1 + t)]A′[l−1] (12.300)
+Clδ
2
0(1 + t)
−4[1 + log(1 + t)]2[Y0 +W[l]]
Also from (12.180) and the estimates for e we get:
‖(i1...il)sl‖L2(Σǫ0t ) ≤ Cl(1 + t)
−2A′[l−1] (12.301)
+Clδ0(1 + t)
−3[1 + log(1 + t)]{WQ[l] + δ0(1 + t)−1[Y0 +W[l]]}
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Combining (12.299)-(12.301) and Lemma 12.5, we get:
‖(i1...il)bl‖L2(Σǫ0t ) ≤ Clδ0{(1 + t)
−2[1 + log(1 + t)]A′[l] (12.302)
+(1 + t)−2[W[l+2] + (1 + t)−1Y0 +WQ[l+1]]}
Next, we shall estimate the L2(Σǫ0t ) norm of the sum on the right of (12.176). A term k ∈ {0, ..., l−1}
in this sum is expressed by (12.195). For the first term on the right of (12.195), we have the pointwise
estimate (12.197). This implies:
‖/L(Ril−k )Z
(i1
>il−k<... il)χ′l−1‖L2(Σǫ0t ) ≤ C(1 + t)
−1· (12.303)
{‖(Ril−k)Z‖L∞(Σǫ0t )(3maxj ‖
(i1
il−k... ilj)χ′l‖L2(Σǫ0t ) + ‖
(i1
il−k... il)χ′l−1‖L2(Σǫ0t ))
+‖(i1il−k... il)χ′l−1‖L2(Σǫ0t )maxj ‖
(j;il−k)Z‖L∞(Σǫ0t )}
If l ≥ 2, so that l∗ ≥ 1, we apply Corollary 10.1.i with l∗ + 1 in the role of l to get:
‖(Ril−k )Z‖L∞(Σǫ0t ), maxj ‖
(j;il−k)Z‖L∞(Σǫ0t ) ≤ Cδ0(1 + t)
−1[1 + log(1 + t)] (12.304)
We then obtain:
‖/L(Ril−k )Z
(i1
il−k... il)χ′l−1‖L2(Σǫ0t ) ≤ Cδ0(1 + t)
−2[1 + log(1 + t)]A′[l] : l ≥ 2 (12.305)
On the other hand, if l = 1, then l∗ = 0, we estimate the last term in parenthesis in (12.197) in L2 by:
3‖χ′‖L∞(Σǫ0t )maxj ‖
(j;i1)Z‖L2(Σǫ0t ) (12.306)
By Corollary 10.2.i with l+ 1 in the role of l, we have:
max
i
‖(Ri)Z‖2,[l],Σǫ0t ≤ Cl{Y0 + (1 + t)A
′
[l] +W[l+1]} (12.307)
where we have used Lemma 12.5 to express A[l] in terms of A′[l]. Then in view of Proposition 12.6 and
(12.307) with l = 1, (12.306) is bounded by
Cδ0(1 + t)
−2[1 + log(1 + t)]{Y0 + (1 + t)A′[1] +W[2]} (12.308)
Thus, in the case of l = 1, we have:
‖/L(Ri)Zχ′‖L2(Σǫ0t ) ≤ Cδ0(1 + t)
−2[1 + log(1 + t)]A′[1] (12.309)
+Cδ0(1 + t)
−3[1 + log(1 + t)][Y0 +W[2]]
Next, we should consider a term in the double sum in (12.195), corresponding to an ordered subset
{m1, ...,mp} ⊂ {l− k + 1, ..., l}, p ∈ {1, ..., k}. We have the pointwise estimate (12.204).
We distinguish three cases:
Case 1 : p ≤ l∗ − 1, Case 2 : p = l∗, Case 3 : p ≥ l∗ + 1
In Case 1, Corollary 10.1.i with l∗ + 1 in the role of l implies:
‖(im1 ...imp ;il−k)Z‖L∞(Σǫ0t ), maxj ‖
(im1 ...imp j;il−k)Z‖L∞(Σǫ0t ) (12.310)
≤ Clδ0(1 + t)−1[1 + log(1 + t)]
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then (12.204) implies:
‖/L(im1 ...imp ;il−k)Z (i1
>im1 ...imp il−k<... il)χ′l−1−p‖L2(Σǫ0t ) ≤ C(1 + t)
−1· (12.311)
{‖(im1 ...imp ;il−k)Z‖L∞(Σǫ0t )(3maxj ‖
(i1
>im1 ...imp il−k<... ilj)χ′l−p‖L2(Σǫ0t )
‖(i1>im1 ...imp il−k<... il)χ′l−1−p‖L2(Σǫ0t ))
+max
j
‖(im1 ...imp j;il−k)Z‖L∞(Σǫ0t )‖
(i1
>im1 ...imp il−k<... il)χ′l−1−p‖L2(Σǫ0t )}
≤ Clδ0(1 + t)−2[1 + log(1 + t)]A′[l−1]
where we have used the fact that p ≥ 1.
In Case 2, Corollary 10.1.i with l∗ + 1 in the role of l implies the first of (12.310), but not the
second. We use instead Corollary 10.2.i with l + 1 in the role of l, to get:
max
j
‖(im1 ...imp j;il−k)Z‖L2(Σǫ0t ) ≤ Cl{Y0 + (1 + t)A
′
[l] +W[l+1]} (12.312)
where we have used the fact that p ≤ k ≤ l− 1.
Since in Case 2 we have l − 1− p = l − 1− l∗ ≤ l∗, we may use /X′[l∗] to estimate:
‖(i1>im1 ...imp il−k<... il)χ′l−1−p‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)−2[1 + log(1 + t)] (12.313)
In view of (12.312) and (12.313) we get in Case 2:
‖/L(im1 ...imp ;il−k)Z
(i1
>im1 ...imp il−k<... il)χ′l−1−p‖L2(Σǫ0t ) ≤ C(1 + t)
−1· (12.314)
{‖(im1 ...imp ;il−k)Z‖L∞(Σǫ0t )(3maxj ‖
(i1
>im1 ...imp il−k<... ilj)χ′l−p‖L2(Σǫ0t )
‖(i1>im1 ...imp il−k<... il)χ′l−1−p‖L2(Σǫ0t ))
+3‖(i1
>im1 ...imp il−k<... il)χ′l−1−p‖L∞(Σǫ0t )maxj ‖
(im1 ...impj;il−k)Z‖L2(Σǫ0t )}
≤ Clδ0(1 + t)−3[1 + log(1 + t)][Y0 + (1 + t)A′[l] +W[l+1]]
In Case 3 we apply (12.312) and also (12.307) with l replaced by l − 1 to estimate:
‖(im1 ...imp ;il−k)Z‖L2(Σǫ0t ) ≤ Cl{Y0 + (1 + t)A
′
[l−1] +W[l]} (12.315)
Since in Case 3 we have l − p ≤ l − l∗ − 1 ≤ l∗, we may use /X′[l∗] to estimate:
max
j
‖(i1
im1 ...imp il−k... ilj)χ′l−p‖L∞(Σǫ0t ) ≤ Clδ0(1 + t)
−2[1 + log(1 + t)] (12.316)
as well as (12.313).
So in Case 3 we have:
‖/L(im1 ...imp ;il−k)Z
(i1
>im1 ...imp il−k<... il)χ′l−1−p‖L2(Σǫ0t ) ≤ C(1 + t)
−1· (12.317)
{‖(im1 ...imp ;il−k)Z‖L2(Σǫ0t )(3maxj ‖
(i1
>im1 ...imp il−k<... ilj)χ′l−p‖L∞(Σǫ0t )
‖(i1
>im1 ...imp il−k<... il)χ′l−1−p‖L∞(Σǫ0t ))
+3‖(i1>im1 ...imp il−k<... il)χ′l−1−p‖L∞(Σǫ0t )maxj ‖
(im1 ...impj;il−k)Z‖L2(Σǫ0t )}
≤ Clδ0(1 + t)−3[1 + log(1 + t)][Y0 + (1 + t)A′[l] +W[l+1]]
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Combining (12.311), (12.314) and (12.317) we conclude that the double sum in (12.195) is bounded in
L2(Σǫ0t ) by:
Clδ0(1 + t)
−3[1 + log(1 + t)][Y0 + (1 + t)A′[l] +W[l+1]] (12.318)
Combining this result with (12.305) and (12.309) we then conclude that the sum on the right of (12.176)
is bounded in L2(Σǫ0t ) by:
‖
l−1∑
k=0
/LRil .../LRil−k+1 /L(Ril−k )Z /LRil−k−1 .../LRi1χ
′‖L2(Σǫ0t ) (12.319)
≤ Clδ0(1 + t)−3[1 + log(1 + t)][Y0 + (1 + t)A′[l] +W[l+1]]
In view of (12.302) and (12.319), we obtain through (12.176) and (12.181), recalling also (12.187):
‖/LL(i1...il)χ′l‖L2(Σǫ0t ) ≤ Clδ0(1 + t)
−3[1 + log(1 + t)][Y0 + (1 + t)A′[l]] + (1 + t)−2{W[l+2] +WQ[l+1]}
(12.320)
Let us define the non-negative functions:
(i1...il)φl = (1− u+ t)2|(i1...il)χ′l| (12.321)
(i1...il)ρl = (1− u+ t)2(2|χ′||(i1...il)χ′l|+ |/LL(i1...il)χ′l|) (12.322)
From (12.56) we have:
L(i1...il)φl ≤ (i1...il)ρl (12.323)
We pull back (i1...il)φl and
(i1...il)ρl to S
2:
(i1...il)φl(t, u) =
(i1...il)φl ◦ Φt,u, (i1...il)ρl(t, u) = (i1...il)ρl ◦ Φt,u (12.324)
where Φt,u is the diffeomorphism of S
2 onto St,u defined in Chapter 8. Then (12.324) reads:
∂
∂t
(i1...il)φl(t, u) ≤ (i1...il)ρl(t, u)
Integrating we obtain:
(i1...il)φl(t, u) ≤ (i1...il)φl(0, u) +
∫ t
0
(i1...il)ρl(t
′, u)dt′ (12.325)
Taking L2 norm on [0, ǫ0]× S2 yields:
‖(i1...il)φl(t)‖L2([0,ǫ0]×S2) ≤ ‖(i1...il)φl(0)‖L2([0,ǫ0]×S2) +
∫ t
0
‖(i1...il)ρl(t′)‖L2([0,ǫ0]×S2)dt′ (12.326)
In view of the comparison inequalities (8.333) we then obtain:
(1 + t)−1‖(i1...il)φl‖L2(Σǫ0t ) (12.327)
≤ C{‖(i1...il)φl‖L2(Σǫ00 ) +
∫ t
0
(1 + t′)−1‖(i1...il)ρl‖L2(Σǫ0
t′
)dt
′}
Replacing l by k ∈ {0, ..., l}, taking on both sides the maximum over i1, ..., ik and then summing over
k ∈ {0, ..., l} yields:
(1 + t)−1
l∑
k=0
max
i1...ik
‖(i1...ik)φk‖L2(Σǫ0t ) (12.328)
≤ C{
l∑
k=0
max
i1...ik
‖(i1...ik)φk‖L2(Σǫ00 ) +
∫ t
0
(1 + t′)−1
l∑
k=0
max
i1...ik
‖(i1...ik)ρk‖L2(Σǫ0
t′
)dt
′}
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From (12.321) we have:
l∑
k=0
max
i1...il
‖(i1...ik)φk‖L2(Σǫ0t ) ≥ C−1(1 + t)2A′[l](t) (12.329)
l∑
k=0
max
i1...ik
‖(i1...ik)φk‖L2(Σǫ00 ) ≤ A
′
[l](0)
and from (12.322), (12.320) and /X
′
[0] we have:
l∑
k=0
max
i1...ik
‖(i1...ik)ρk‖L2(Σǫ0t ) ≤ (12.330)
Cδ0[1 + log(1 + t)]A′[l](t) + C(1 + t)2‖/LL(i1...il)χ′l‖L2(Σǫ0t )
≤ Clδ0(1 + t)−1[1 + log(1 + t)]{Y0 + (1 + t)A′[l](t)} + Cl{W[l+2](t) +WQ[l+1](t)}
Substituting (12.329) and (12.330) in (12.328) yields:
(1 + t)A′[l](t) ≤ CA′[l](0) +
∫ t
0
Clδ0(1 + t
′)−2[1 + log(1 + t′)] · (1 + t′)A′[l](t′)dt′ (12.331)
+
∫ t
0
Clδ0(1 + t
′)−2[1 + log(1 + t′)]Y0(t′)dt′ + Cl
∫ t
0
(1 + t)−1{W[l+2](t′) +WQ[l+1](t′)}dt′
This implies:
(1 + t)A′[l](t) ≤ CA′[l](0) +
∫ t
0
Clδ0(1 + t
′)−2[1 + log(1 + t′)]Y0(t′)dt′ (12.332)
+Cl
∫ t
0
(1 + t′)−1{W[l+2](t′) +WQ[l+1](t′)}dt′
Finally, we must estimate Y0(t) in terms of Y0(0). To do this, we must derive a propagation
equation for yi. According to (6.60):
Tˆ i = − x
i
1− u+ t + y
i (12.333)
hence:
LTˆ i = − L
i
1− u+ t +
xi
(1− u+ t)2 + Ly
i (12.334)
Also from (6.64) and (6.65),
Li =
xi
1− u+ t + ω
i − ηyi (12.335)
where
ωi =
(η − 1)xi
1 − u+ t − ψi (12.336)
Substituting (12.335) in (12.334) we get:
LTˆ i =
(ηyi − ωi)
(1− u+ t) + Ly
i (12.337)
On the other hand, recalling from Chapter 3 that:
L(Tˆ i) = qL · /dxi (12.338)
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we conclude yi satisfies the propagation equation:
Lyi +
yi
1− u+ t = ω˜
i (12.339)
where
ω˜i =
ωi − (η − 1)yi
1− u+ t + qL · /dx
i (12.340)
From (12.23) and (12.336), the first term on the right of (12.340) is bounded in L2(Σǫ0t ) by:
C(1 + t)−1W[0](t) (12.341)
From (3.183) and (12.333), we deduce:
‖qL‖L2(Σǫ0t ) ≤ C(1 + t)
−1W[1](t) (12.342)
hence we obtain:
max
i
‖ω˜i‖L2(Σǫ0t ) ≤ C(1 + t)
−1W[1](t) (12.343)
Integrating (12.339) we get, in acoustical coordinates:
(1− u+ t)yi(t, u, ϑ) = (1 − u)yi(0, u, ϑ) +
∫ t
0
(1− u+ t′)ω˜i(t′, u, ϑ)dt′ (12.344)
Taking L2 norm on [0, ǫ0]× S2 we then obtain:
(1 + t)‖yi(t)‖L2([0,ǫ0]×S2) ≤ C{‖yi(0)‖L2([0,ǫ0]×S2) +
∫ t
0
(1 + t′)‖ω˜i‖L2([0,ǫ0]×S2)dt′} (12.345)
This is equivalent to
‖yi‖L2(Σǫ0t ) ≤ C{‖y
i‖L2(Σǫ00 ) +
∫ t
0
‖ω˜i‖L2(Σǫ0
t′
)dt
′} (12.346)
Taking the maximum over i = 1, 2, 3, yields:
Y0(t) ≤ C{Y0(0) +
∫ t
0
(1 + t′)−1W[1](t′)dt′} (12.347)
This implies:∫ t
0
(1 + t′)−2[1 + log(1 + t′)]Y0(t′)dt′ ≤ C{Y0(0) +
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]W[1](t′)dt′} (12.348)
In fact, let
It(t
′) = −
∫ t
t′
(1 + s)−2[1 + log(1 + s)]ds
Then
d
dt′
It(t
′) = (1 + t′)−2[1 + log(1 + t′)]
Let also
J(t′) =
∫ t′
0
(1 + s)−1W[1](s)ds
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Then: ∫ t
0
(1 + t′)−2[1 + log(1 + t′)]
∫ t′
0
(1 + s)−1W[1](s)dsdt′
= It(t)J(t) − It(0)J(0)−
∫ t
0
It(t
′)
dJ
dt′
(t′)dt′
But
It(t) = J(0) = 0
So this reduces to:
−
∫ t
0
It(t
′)
dJ
dt′
(t′)dt′
Now,
−It(t′) =
∫ t
t′
(1 + s)−2[1 + log(1 + s)]ds ≤
∫ ∞
t′
(1 + s)−2[1 + log(1 + s)]ds
= [− 2
1 + s
− log(1 + s)
1 + s
]∞t′ =
2 + log(1 + t′)
1 + t′
Therefore
−
∫ t
0
It(t
′)
dJ
dt′
(t′)dt′ ≤ 2
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]W[1](t′)dt′
Substituting (12.348) in the right in (12.332), the integral on the right in (12.348) is absorbed into the
last integral on the right in (12.332). So the proposition follows.
Proposition 12.12 Let the assumptions of Proposition 12.11 hold for some non-negative integer
l. Let m ∈ {0, ..., l+ 1}, and let the initial data satisfy:
‖µ− 1‖∞,[m,l∗+1],Σǫ00 ≤ Clδ0
ThenM[m,l∗+1] holds on W
s
ǫ0 and there is a constant Cl independent of s such that for all t ∈ [0, s] we
have:
(1 + t)−1B[m,l+1](t) ≤ CB[m,l+1](0) + Cl{A′[l](0) + δ0Y0(0)
+
∫ t
0
(1 + t′)−1[W{l+2}(t′) +WQ{l+1}(t′)]dt′}
Proof : The assumptions of this proposition include those of Proposition 12.10 with l∗ in the role of
l, thereforeM[m,l∗+1] holds onW
s
ǫ0 . Thus, the assumptions of Proposition 11.1 hold with l∗ in the role
of l, hence also the assumptions of Proposition 11.2 hold. Therefore, the conclusions of Proposition
11.1 and of all its corollaries hold with l∗ in the role of l, and the conclusions of Proposition 11.2 and
of all its corollaries hold as well.
We consider the propagation equation (12.252), replacing m + 1 by m, so that m ∈ {0, ..., l + 1}.
We must estimate in L2(Σǫ0t ) the terms on the right side. From the definition of m and e, we have:
‖m‖2,[m,l+1],Σǫ0t ≤ ClW{l+2} (12.349)
‖e‖2,[m,l+1],Σǫ0t ≤ Cl(1 + t)
−1{WQ{l+1} + δ0(1 + t)−1[(1 + t)−1 (12.350)
B[m−1,l+1] + Y0 + (1 + t)A[l] +W{l+1}]}
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Here, we have also used Corollary 11.2.b (the estimate for ωLTˆ ; note that actually, onlyM[m,l∗] is used
in proving this estimate).
Also from Corollary 11.1.b with l∗ in the role of l we obtain:
‖e‖∞,[m,l∗],Σǫ0t ≤ Clδ0(1 + t)
−2 (12.351)
Consider next (i1...il)r′m,n, given by (12.251) with m+ 1 replaced by m. Here n ≤ l+ 1−m. Consider
the summand:
((R)s1e)((R)s2(T )mµ) : |s1|+ |s2| = n, |s1| ≥ 1
If |s2| ≤ l∗+1−m we appeal to M[m,l∗+1] to place the second factor in L∞(Σǫ0t ). Otherwise, we have
|s1| ≤ n− (l∗+2−m) ≤ l− l∗− 1 ≤ l∗ and we appeal to (12.351) to place the first factor in L∞(Σǫ0t ).
Noting that |s2| ≤ n− 1 ≤ l −m, we then obtain an L2(Σǫ0t ) for the first sum by:
Clδ0(1 + t)
−2B[m,l] + Cl[1 + log(1 + t)]‖e‖2,[m,l+1],Σǫ0t (12.352)
Consider next the summand:
Rin ...Ri1(((T )
ke)((T )m−kµ)) : k ∈ {1, ...,m}
of the second sum. If at most l∗ + 1 + k −m of the n angular derivatives fall on (T )m−kµ we appeal
to M[m,l∗+1] to place the corresponding factor in L
∞(Σǫ0t ). Otherwise, at most
n− (l∗ + 2 + k −m) ≤ l − l∗ − 1− k ≤ l∗ − k
angular derivatives fall on (T )ke and we appeal to (12.351) to place the corresponding factor in
L∞(Σǫ0t ). Noting that k ≥ 1, the second term on the right of (12.251) is bounded by:
Clδ0(1 + t)
−2B[m−1,l] + Cl[1 + log(1 + t)]‖e‖2,[m,l+1],Σǫ0t (12.353)
Combining (12.352) and (12.353), and substituting the bound (12.350), we obtain:
max
n≤l+1−m
max
i1...in
‖(i1...in)r′m,n‖L2(Σǫ0t ) ≤ Cl(1 + t)
−1{δ0(1 + t)−1B[m,l+1] (12.354)
+[1 + log(1 + t)][WQ{l+1} + δ0(1 + t)−1(Y0 + (1 + t)A[l] +W{l+1})]}
Next, we must estimate the two sums on the right of (12.252) with m + 1 replaced by m. The first
sum is bounded in L2(Σǫ0t ) by:
m−1∑
k=0
‖Λ · /d(T )m−1−kµ‖2,[k,l+k+1−m],Σǫ0t (12.355)
Here, Λ, /d(T )m−1−kµ, receives at most k T -derivatives, thus µ receives at most m − 1 T -derivatives,
and there are l + k + 1−m spatial derivatives. By Corollary 11.1.c with l∗ in the role of l:
‖Λ‖∞,[m,l∗],Σǫ0t ≤ Clδ0(1 + t)
−1[1 + log(1 + t)] (12.356)
If at most l∗ spatial derivatives fall on Λ we appeal to this estimate to place the corresponding factor
in L∞(Σǫ0t ). Otherwise, at most
(l + k + 1−m)− (l∗ + 1) ≤ l∗ + k + 1−m
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spatial derivatives fall on /d(T )m−1−kµ, for a total of at most l∗+1 spatial derivatives falling on µ, and
we appeal to M[m−1,l∗+1] to place the corresponding factor in L
∞(Σǫ0t ). In this way, we deduce that
(12.355) is bounded by:
Clδ0(1 + t)
−2[1 + log(1 + t)]B[m−1,l+1] (12.357)
+Clδ0(1 + t)
−1[1 + log(1 + t)]‖Λ‖2,[m−1,l],Σǫ0t
≤ Clδ0(1 + t)−2[1 + log(1 + t)] · {B[m−1,l+1] + δ0[1 + log(1 + t)](Y0 + (1 + t)A[l−1])
+[1 + log(1 + t)][W{l+1} + δ0(1 + t)−2[1 + log(1 + t)]2WQ{l}]}
by Corollary 11.2.c with m replaced by m− 1.
Finally, we must consider the second sum on the right of (12.252) with m + 1 replaced by m.
Consider a term in this sum, corresponding to k ∈ {0, ..., n− 1}:
Rin ...Rin−k+1(
(Rin−k )Z · /dRin−k−1 ...Ri1(T )mµ) (12.358)
=
∑
|s1|+|s2|=k
((/LR)s1 (Rin−k )Z) · /d(R)s
′
2(T )mµ
s′2 = s2
⋃
{1, ..., n− k − 1}
If |s1| ≤ l∗ we appeal to Corollary 10.1.i with l∗+1 in the role of l to place the first factor in L∞(Σǫ0t ).
Otherwise, |s2| ≤ k − l∗ − 1 and
|s′2| = |s2|+ n− k − 1 ≤ n− l∗ − 2 ≤ l − l∗ − 1−m ≤ l∗ −m
hence 1 + |s′2|+m ≤ l∗ + 1 and we appeal to M[m,l∗+1] to place the second factor in L∞(Σǫ0t ). Since
also |s1| ≤ k ≤ n− 1 ≤ l −m and
1 + |s′2|+m = |s2|+ n− k +m ≤ n+m ≤ l + 1
we obtain in this way that the second sum in (12.252) is bounded by:
Clδ0(1 + t)
−2[1 + log(1 + t)]B[m,l+1] + Clδ0(1 + t)−1[1 + log(1 + t)]max
i
‖(Ri)Z‖2,[l−m],Σǫ0t (12.359)
≤ Clδ0(1 + t)−1[1 + log(1 + t)]·
{(1 + t)−1B[m,l+1] + Y0 + (1 + t)A[l] +W{l+1}}
by Corollary 10.2.i with l+ 1 in the role of l.
In view of (12.347), (12.352), (12.355) and (12.357) and also substituting for A[l] in terms of A′[l]
from Lemma 12.5 we deduce:
‖L(i1...in)µm,n‖L2(Σǫ0t ) ≤ Clδ0(1 + t)
−2[1 + log(1 + t)]B[m,l+1] (12.360)
+Cl{W{l+2} + (1 + t)−1[1 + log(1 + t)][WQ{l+1} + δ0(Y0 + (1 + t)A′[l])]}
for n ≤ l + 1−m.
Defining:
(i1...in)φ′m,n = |(i1...in)µm,n| (12.361)
(i1...in)ρ′m,n = |L(i1...in)µm,n| (12.362)
obviously, we have:
L(i1...in)φ′m,n ≤ (i1...in)ρ′m,n (12.363)
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Following an argument similar to that leading to (12.327), we deduce:
(1 + t)−1‖(i1...in)φ′m,n‖L2(Σǫ0t ) ≤ C{‖
(i1...in)φ′m,n‖L2(Σǫ00 ) +
∫ t
0
(1 + t′)−1‖(i1...in)ρ′m,n‖L2(Σǫ0
t′
)dt
′}
(12.364)
Taking on both sides the maximum over i1...in, replacing m by k ∈ {0, ...,m} and then summing over
n ∈ {0, ..., l+ 1− k} and over k ∈ {0, ...,m} yields:
(1 + t)−1
m∑
k=0
l+1−k∑
n=0
max
i1...in
‖(i1...in)φ′k,n‖L2(Σǫ0t ) ≤ C{
m∑
k=0
l+1−k∑
n=0
‖(i1...in)φ′k,n‖L2(Σǫ00 ) (12.365)
+
∫ t
0
(1 + t′)−1
m∑
k=0
l+1−k∑
n=0
‖(i1...in)ρ′k,n‖L2(Σǫ0
t′
)dt
′}
From (12.361) we have:
m∑
k=0
l+1−k∑
n=0
max
i1...in
‖(i1...in)φ′k,n‖L2(Σǫ0t ) = B[m,l+1](t) (12.366)
From (12.360) and (12.362) we have:
m∑
k=0
l+1−k∑
n=0
‖(i1...in)ρ′k,n‖L2(Σǫ0t ) ≤ Clδ0(1 + t)
−2[1 + log(1 + t)]B[m,l+1] (12.367)
+Cl{W{l+2} + (1 + t)−1[1 + log(1 + t)][WQ{l+1} + δ0(Y0 + (1 + t)A′[l])]}
Substitute (12.366) and (12.367) in (12.365) we obtain:
(1 + t)−1B[m,l+1](t) ≤ CB[m,l+1](0) +
∫ t
0
Clδ0(1 + t
′)−2[1 + log(1 + t′)] · (1 + t′)−1B[m,l+1](t′)dt′
(12.368)
+
∫ t
0
Clδ0(1 + t
′)−2[1 + log(1 + t′)]Y0(t′)dt′
+
∫ t
0
Cl(1 + t
′)−1[W{l+2}(t′) + (1 + t′)−1[1 + log(1 + t′)]WQ{l+1}(t′)]dt′
+
∫ t
0
Clδ0(1 + t
′)−1[1 + log(1 + t′)]A′[l](t′)dt′
This implies:
(1 + t)−1B[m,l+1](t) ≤ CB[m,l+1](0) +
∫ t
0
Clδ0(1 + t
′)−2[1 + log(1 + t′)]Y0(t′)dt′ (12.369)
+
∫ t
0
Cl(1 + t
′)−1[W{l+2}(t′) + (1 + t′)−1[1 + log(1 + t′)]WQ{l+1}(t′)]dt′
+
∫ t
0
Clδ0(1 + t
′)−1[1 + log(1 + t′)]A′[l](t′)dt′
From Proposition 12.11, we have: ∫ t
0
(1 + t′)−1[1 + log(1 + t′)]A′[l](t′)dt′ ≤ (12.370)
Cl{A′[l](0) + δ0Y0(0) +
∫ t
0
(1 + t′)−1[W[l+1](t′) +WQ[l](t′)]dt′}
Using then also (12.348), the proposition follows.
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Chapter 13
Derivation of the Basic Properties
of µ
In this chapter we shall establish the assumptions C1,C2,C3 introduced in Chapter 5, on which
Theorem 5.1 relies. To do this, we shall use Proposition 8.6. The assumption of this proposition are
those of Proposition 8.5 together with assumption I0 in Chapter 6, which coincide with the assumption
of Proposition 12.1 on the initial data. While the assumptions of Proposition 8.5 are the assumptions
of Lemma 8.10 together with the bootstrap assumptions ELT3,ELL3. Finally, the assumptions of
Lemma 8.10 are basic bootstrap assumptions A1,A2,A3, introduced in Chapter 5, the bootstrap
assumptions E1,E2,F2, of Chapter 6, together with the additional bootstrap assumption /E30. Now,
A1 and A2 follow from E1, while A3 follows from A2 and Proposition 12.1. F2 coincides with /X
′
0
which has been established by Proposition 12.6. E1 is E{0} while E2 follows from E{1},E
Q
{0}, and
H0, which has been established by Corollary 12.2.a. ELL3 follows from E
QQ
{0} and E
Q
{0}, while ELT3
follows from EQ{1},E{1}, and the estimates for ‖Λ‖L∞(Σǫ0t ) of Corollary 11.1.c with m = l = 0 as well
as H0. The assumptions of Corollary 11.1.c are those of Proposition 11.1 and follow from Proposition
12.10. Finally, /E30 follows from E{2} and H0 and H1, H1 having been established by Corollary 12.5.
We conclude from above that the assumptions of Proposition 8.6 all follow from the assumptions of
Proposition 12.10 with m = l = 0, namely the assumptions of Proposition 12.9 with l = 0, which
coincide with those of Proposition 12.6, together with:
‖µ− 1‖∞,[0,1],Σǫ00 ≤ Cδ0 (13.1)
Proposition 13.1 Let the assumptions of Proposition 12.6 hold and let the initial data satisfy
(13.1). Then on W sǫ0 we have:
µ−1(Lµ)+ ≤ (1 + t)−1[1 + log(1 + t)]−1 +A(t)
where
A(t) = Cδ0(1 + t)
−2[1 + log(1 + t)]
Since ∫ s
0
A(t)dt ≤ Cδ0
C being a constant independent of s, we conclude that C1 holds on W sǫ0 .
Proof : We appeal to Proposition 8.6 to express, in acoustical coordinates:
µ−1(Lµ)+ =
1
µˆs
(
∂µˆs
∂t
)+ =
(Eˆs(u, ϑ)(1 + t)
−1 + Qˆ1,s(t, u, ϑ))+
1 + Eˆs(u, ϑ) log(1 + t) + Qˆ0,s(t, u, ϑ)
(13.2)
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Consider a given (u, ϑ) ∈ [0, ǫ0]× S2. There are three cases to consider.
Case 1: Eˆs(u, ϑ) = 0, Case 2: Eˆs(u, ϑ) > 0, Case 3: Eˆs(u, ϑ) < 0
In Case 1, (13.2) reduces to:
1
µˆs
(
∂µˆs
∂t
)+ =
(Qˆ1,s(t, u, ϑ))+
1 + Qˆ0,s(t, u, ϑ)
(13.3)
From Proposition 8.6:
|Qˆ0,s(t, u, ϑ)| ≤ Cδ0 [1 + log(1 + t)]
(1 + t)
(13.4)
|Qˆ1,s(t, u, ϑ)| ≤ Cδ0 [1 + log(1 + t)]
(1 + t)2
(13.5)
these imply:
1
µˆs
(
∂µˆs
∂t
)+ ≤ Cδ0 [1 + log(1 + t)]
(1 + t)2
(13.6)
In Case 2, we have:
(Eˆs(u, ϑ)(1 + t)
−1 + Qˆ1,s(t, u, ϑ))+ ≤ Eˆs(u, ϑ)(1 + t)−1 + |Qˆ1,s(t, u, ϑ)|
hence, substituting in (13.2),
1
µˆs
(
∂µˆs
∂t
)+ ≤ Eˆs(u, ϑ)(1 + t)
−1 + |Qˆ1,s(t, u, ϑ)|
1 + Eˆs(u, ϑ) log(1 + t) + Qˆ0,s(t, u, ϑ)
(13.7)
=
Eˆs(u, ϑ)(1 + t)
−1
1 + Eˆs(u, ϑ) log(1 + t)
+
Eˆs(u, ϑ)
(1 + t)
{ 1
1 + Eˆs(u, ϑ) log(1 + t) + Qˆ0,s(t, u, ϑ)
− 1
1 + Eˆs(u, ϑ) log(1 + t)
}
+
|Qˆ1,s(t, u, ϑ)|
1 + Eˆs(u, ϑ) log(1 + t) + Qˆ0,s(t, u, ϑ)
Since, for suitably small δ0,
|Eˆs(u, ϑ)| ≤ Cδ0 ≤ 1 (13.8)
the first term on the right of (13.7) is bounded by:
1
(1 + t)[1 + log(1 + t)]
(13.9)
The factor in parenthesis in the second term on the right in (13.7) is bounded in absolute value by:
|Qˆ0,s(t, u, ϑ)|
[1 + Eˆs(u, ϑ) log(1 + t) + Qˆ0,s(t, u, ϑ)][1 + Eˆs(u, ϑ) log(1 + t)]
≤ 1
[1 + Eˆs(u, ϑ) log(1 + t)]
|Qˆ0,s(t, u, ϑ)|
(1− |Qˆ0,s(t, u, ϑ)|)
therefore, from (13.4), taking δ0 suitably small, the second term on the right of (13.7) is bounded in
absolute value by:
1
(1 + t)[1 + log(1 + t)]
|Qˆ0,s(t, u, ϑ)|
(1− |Qˆ0,s(t, u, ϑ)|)
≤ Cδ0
(1 + t)2
(13.10)
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Also, by (13.5) and (13.4), for small δ0, the third term on the right in (13.7) is bounded in absolute
value by:
Cδ0
[1 + log(1 + t)]
(1 + t)2
(13.11)
Combining (13.9)-(13.11), we conclude in Case 2:
1
µˆs
(
∂µˆs
∂t
)+ ≤ 1
(1 + t)[1 + log(1 + t)]
+ Cδ0
[1 + log(1 + t)]
(1 + t)2
(13.12)
Finally, we consider Case 3. In this case we define:
t1(u, ϑ) = e
− 1
2Eˆs(u,ϑ) − 1 (13.13)
There are two subcases to consider.
Subcase 3a: t ≤ t1(u, ϑ), Subcase 3b: t > t1(u, ϑ)
In Subcase 3a we have:
log(1 + t) ≤ − 1
2Eˆs(u, ϑ)
hence:
1 + Eˆs(u, ϑ) log(1 + t) ≥ 1
2
(13.14)
From (13.4), for suitably small δ0:
|Qˆ0,s(t, u, ϑ)| ≤ 1
4
: for all t ∈ [0, s] (13.15)
it follows that:
µˆs(t, u, ϑ) = 1 + Eˆs(u, ϑ) log(1 + t) + Qˆ0,s(t, u, ϑ) ≥ 1
4
(13.16)
hence, from (13.2):
1
µˆs
(
∂µˆs
∂t
)+ ≤ 4( Eˆs(u, ϑ)
(1 + t)
+ Qˆ1,s(t, u, ϑ))+ ≤ 4|Qˆ1,s(t, u, ϑ)| ≤ Cδ0 [1 + log(1 + t)]
(1 + t)2
(13.17)
by (13.5).
In Subcase 3b we have, by (13.5):
∂µˆs
∂t
(t, u, ϑ) =
Eˆs(u, ϑ)
(1 + t)
+ Qˆ1,s(t, u, ϑ) ≤ 1
(1 + t)
(Eˆs(u, ϑ) + Cδ0
[1 + log(1 + t)]
(1 + t)
) (13.18)
Let us set
τ = log(1 + t) so that t = eτ − 1 (13.19)
The mapping t 7→ τ is an orientation preserving diffeomorphsim of [0,∞) onto itself. Also,
[1 + log(1 + t)]
(1 + t)
= e−τ (1 + τ) := f(τ) (13.20)
is a decreasing function of τ . Thus t > t1(u, ϑ) corresponds to τ > τ1(u, ϑ), where:
τ1(u, ϑ) = − 1
2Eˆs(u, ϑ)
(13.21)
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and to:
f(τ) < f(τ1(u, ϑ)) = (1− 1
2Eˆs(u, ϑ)
)e
1
2Eˆs(u,ϑ) (13.22)
It then follows from (13.18) that in Subcase 3b:
∂µˆs
∂t
(t, u, ϑ) <
1
(1 + t)
{Eˆs(u, ϑ) + Cδ0(1− 1
2Eˆs(u, ϑ)
)e
1
2Eˆs(u,ϑ) } (13.23)
=
Eˆs(u, ϑ)
(1 + t)
(1− 2Cδ0g(x))
where we set:
x = −2Eˆs(u, ϑ) > 0 and g(x) = 1
x
(1 +
1
x
)e−
1
x (13.24)
Now, 0 < x ≤ Cδ0, the function g(x) is bounded on (0, 1], and we have:
lim
x→0+
g(x) = 0 (13.25)
It follows that, for small δ0:
1− 2Cδ0g(x) > 0
hence from (13.23):
∂µˆs
∂t
(t, u, ϑ) < 0 (13.26)
Therefore in Subcase 3b:
1
µˆs
(
∂µˆs
∂t
)+ = 0 (13.27)
In view of (13.17) and (13.27), we conclude that in Case 3:
1
µˆs
(
∂µˆs
∂t
)+ ≤ Cδ0 [1 + log(1 + t)]
(1 + t)2
(13.28)
Combining (13.6), (13.12), (13.28), we conclude that in W sǫ0 :
1
µˆs
(
∂µˆs
∂t
)+ ≤ 1
(1 + t)[1 + log(1 + t)]
+A(t) (13.29)
where:
A(t) = Cδ0
[1 + log(1 + t)]
(1 + t)2
(13.30)
So the proposition follows.
Proposition 13.2 Let the assumptions of Proposition 12.10 hold for m = 2, l = 1. Then on W sǫ0
we have:
µ−1(Tµ)+ ≤ Bs(t)
Here
Bs(t) = C
√
δ0
(1 + τ)√
σ − τ + Cδ0(1 + τ)
where τ = log(1 + t), σ = log(1 + s). We have:∫ s
0
(1 + t)−2[1 + log(1 + t)]4Bs(t)dt ≤ C
√
δ0
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where C is a constant independent of s. Moreover, by C1, which we have just proved, C2 holds on
W sǫ0 .
Proof : We shall again use Proposition 8.6. Denote:
Eˆs,m = min
(u,ϑ)∈[0,ǫ0]×S2
Eˆs(u, ϑ) (13.31)
There are two cases, according as to whether Eˆs,m ≥ 0, or Eˆs,m < 0. The first case is easier to treat.
In the second case, we set:
Eˆs,m = −δ1, δ1 > 0 (13.32)
We define
V ′s− = {(u, ϑ) ∈ [0, ǫ0]× S2 : Eˆs(u, ϑ) < −
δ1
2
} (13.33)
We denote by U ′s,t− the corresponding open subset of Σǫ0t , namely the set of points on Σǫ0t with
acoustical coordinates (t, u, ϑ), such that (u, ϑ) ∈ V ′s−. Now, from Proposition 8.6,
µˆs(s, u, ϑ) = 1 + Eˆs(u, ϑ) log(1 + s) (13.34)
hence, with σ = log(1 + s):
0 ≤ min
(u,ϑ)∈[0,ǫ0]×S2
µˆs(s, u, ϑ) = 1− δ1σ (13.35)
Consider a point p ∈ Σǫ0t \ U ′s,t−. The acoustical coordinates of p are (t, u, ϑ) with (u, ϑ) ∈ ([0, ǫ0] ×
S2) \ V ′s−. With τ = log(1 + t) we then have, by Proposition 8.6 and (13.35), since τ ≤ σ:
µˆs(t, u, ϑ) = 1 + Eˆs(u, ϑ) log(1 + t) + Qˆ0,s(t, u, ϑ) (13.36)
≥ 1− 1
2
δ1τ − |Qˆ0,s(t, u, ϑ)| ≥ 1
2
− |Qˆ0,s(t, u, ϑ)| ≥ 1
4
by (13.15). Since
µ(p) = µ[1],s(u, ϑ)µˆs(t, u, ϑ) (13.37)
and by Proposition 8.6:
inf
(u,ϑ)∈[0,ǫ0]×S2
µ[1],s(u, ϑ) ≥ 12 (13.38)
it follows that:
µ(p) ≥ 1
8
(13.39)
In the case that Eˆs,m ≥ 0, by Proposition 8.6 and (13.4) we have in this case:
µˆs(t, u, ϑ) ≥ 1 + Qˆ0,s(t, u, ϑ) ≥ 1− |Qˆ0,s(t, u, ϑ)| ≥ 3
4
(13.40)
hence by (13.37) and (13.38):
µ(p) ≥ 3
8
(13.41)
According to Proposition 12.10 with m = 2, l = 1,M[2,2] holds on W
s
ǫ0 . In particular, we have:
sup
Σ
ǫ0
t
|Tµ| ≤ Cδ0[1 + log(1 + t)] : for all t ∈ [0, s] (13.42)
In view of (13.39), (13.41) and (13.42), it follows that:
(µ−1(Tµ)+)(p) ≤ Cδ0[1 + log(1 + t)] (13.43)
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for any p ∈ Σǫ0t , t ∈ [0, s], in the case that Eˆs,m ≥ 0, for any p ∈ Σǫ0t \ U ′s,t−, t ∈ [0, s], in the case that
Eˆs,m < 0.
It remains for us to consider the case where Eˆs,m < 0 and p ∈ U ′s,t−. Let us set:
τ1 =
1
2δ1
, t1 = e
τ1 − 1 (13.44)
There are two subcases to consider, according as to whether t ≤ t1 or t > t1. In the first subcase,
which corresponds to τ ≤ τ1, we have, by Proposition 8.6 and (13.15):
µˆs(t, u, ϑ) = 1 + Eˆs(u, ϑ) log(1 + t) + Qˆ0,s(t, u, ϑ) (13.45)
≥ 1− δ1τ − |Qˆ0,s(t, u, ϑ)| ≥ 1
2
− |Qˆ0,s(t, u, ϑ)| ≥ 1
4
By (13.37), (13.38), the lower bound (13.39) follows, which, together with (13.42) yields:
(µ−1(Tµ)+)(p) ≤ Cδ0[1 + log(1 + t)] (13.46)
for p ∈ U ′s,t−, in the subcase t ≤ t1.
Finally, we must consider the subcase p ∈ U ′s,t−, t > t1. If (Tµ)(p) ≤ 0, then ((Tµ))+(p) = 0 and the
estimate is trivial. Otherwise (Tµ)(p) > 0, and we consider the integral curve of T , on Σǫ0t , through p.
The intersection of U ′s,t− with this integral curve is an open subset of the integral curve, corresponding
to an open subset J of the parameter interval (0, ǫ0] (the integral curves of T are parametrized by u).
Thus J is a countable union of open intervals. The point 0 is not a boundary point of J . Let the point
p correspond to the parameter value u∗. Then u∗ ∈ J . Consider the interval I, the component of J
to which u∗ belongs. Now I is of the form I = (a, b), a > 0, b < ǫ0, if I is not the rightmost interval,
while either I = (a, ǫ0] or I = (a, ǫ0), a > 0, if I is the rightmost interval. Consider the function µ
along the given integral curve as a function of u. Then Tµ is the function dµdu , and T
2µ is the function
d2µ
du2 along the same integral curve. Consider the subinterval (a, u∗] of I. Then either (Case 1) dµdu > 0
throughout (a, u∗], or (Case 2) there is a rightmost value of u in (a, u∗] where dµdu = 0, and, denoting
this rightmost value by u¯, we have dµdu > 0 on (u¯, u∗].
In Case 1 we have:
µ(u∗) > µ(a) (13.47)
Now a/∈J , therefore the point q at parameter value a along the integral curve in question belongs to
Σǫ0t \ U ′s,t−. Consequently the lower bound (13.39) holds at q:
µ(q) ≥ 1
8
(13.48)
Since according to (13.47) µ(u∗) > µ(a), this implies:
µ(p) >
1
8
(13.49)
which together with (13.42) yields:
(µ−1(Tµ)+)(p) ≤ Cδ0[1 + log(1 + t)] (13.50)
In Case 2 the mean value of d
2µ
du2 on [u¯, u∗] is positive. Denoting then by:
γ(t) = sup
Σ
ǫ0
t
(T )2µ (13.51)
we have γ(t) > 0. Consider then some u ∈ [u¯, u∗]. We have:
dµ
du
(u∗)− dµ
du
(u) =
∫ u∗
u
d2µ
du2
(u′)du′
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that is:
(Tµ)(u∗)− (Tµ)(u) =
∫ u∗
u
((T )2µ)(u′)du′ ≤ γ(t)(u∗ − u) (13.52)
Therefore
(Tµ)(u) ≥ (Tµ)(u∗)− γ(t)(u∗ − u) ≥ 1
2
(Tµ)(u∗) : for all u ∈ [u1, u∗] (13.53)
where:
u1 = u∗ − (Tµ)(u∗)
2γ(t)
(13.54)
This shows in particular that u¯ < u1, for otherwise (13.53) would apply in the case u = u¯, yielding
(Tµ)(u¯) ≥ 12 (Tµ)(u∗) > 0, contradicting the fact that (Tµ)(u¯) = 0. Since Tµ > 0 throughout (u¯, u∗],
in particular on (u¯, u1], we have:
µ(u1) > µ(u¯) (13.55)
Moreover, by (13.53), (13.54), we have:
µ(u∗)− µ(u1) =
∫ u∗
u1
(Tµ)(u)du ≥ 1
2
(Tµ)(u∗)(u∗ − u1) = ((Tµ)(u∗))
2
4γ(t)
(13.56)
Denoting:
µm(t) = min
Σ
ǫ0
t
µ (13.57)
we have:
µ(u¯) ≥ µm(t) (13.58)
Combining (13.55), (13.56) and (13.58), we conclude that:
µ(p)− µm(t) ≥ ((Tµ)(p))
2
4γ(t)
(13.59)
We thus obtain:
(µ−1(Tµ)+)(p) =
(Tµ)(p)
µ(p)
≤ (Tµ)(p)
((Tµ)(p))2
4γ(t) + µm(t)
= 2
√
γ(t)fǫ(x) (13.60)
where
x =
(Tµ)(p)
2
√
γ(t)
> 0, ǫ =
√
µm(t) > 0 (13.61)
fǫ(x) is the function:
fǫ(x) =
x
x2 + ǫ2
(13.62)
Now, the function fǫ(x) achieves its maximum at x = ǫ and the maximum value is
1
2ǫ . Thus:
fǫ(x) ≤ 1
2ǫ
(13.63)
hence from (13.60):
(µ−1(Tµ)+)(p) ≤
√
γ(t)√
µm(t)
(13.64)
Consider now µm(t). From Proposition 8.6 we have, by (13.37), (13.38):
µ(t, u, ϑ) ≥ 1
2
µˆs(t, u, ϑ) =
1
2
(1 + Eˆs(u, ϑ) log(1 + t) + Qˆ0,s(t, u, ϑ)) (13.65)
≥ 1
2
{1− δ1τ − |Qˆ0,s|}
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Since δ1σ ≤ 1, this implies:
µm(t) ≥ 1
2
{δ1(σ − τ) − |Qˆ0,s|} (13.66)
From Proposition 8.6 we have:
|Qˆ0,s(t, u, ϑ)| ≤ Cδ0b(t, s) (13.67)
where:
b(t, s) =
[1 + log(1 + t)]
(1 + t)
(s− t)
(1 + s)
(13.68)
According to (8.288):
0 ≤ b(t, s) ≤ (1 + τ)
eτ
(σ − τ) (13.69)
Substituting (13.67), (13.69), in (13.66) we obtain:
µm(t) ≥ 1
2
δ1(1− C δ0
δ1
(1 + τ)
eτ
)(σ − τ) (13.70)
Since we are considering the subcase τ > τ1, we have:
(1 + τ)
eτ
<
(1 + τ1)
eτ1
=
(1 + 12δ1 )
e
1
2δ1
The factor
1
δ1
(1 +
1
2δ1
)e−
1
2δ1
is bounded and tends to zero as δ1 → 0. Therefore, if δ0 is suitably small we have:
1− C δ0
δ1
(1 + τ)
eτ
≥ 1
2
Since also 2δ1 ≥ 1τ , it follows from (13.70) that:
µm(t) ≥ 1
8
(σ − τ)
(1 + τ)
(13.71)
On the other hand, by M[2,2] we have:
γ(t) ≤ Cδ0(1 + τ) (13.72)
In view of (13.71), (13.72), we conclude from (13.64):
(µ−1(Tµ)+)(p) ≤ C
√
δ0
(1 + τ)√
σ − τ (13.73)
This is the bound in Case 2. Combining this with (13.50), we conclude that for any p ∈ U ′s,t−, t ∈ (t1, s],
we have:
(µ−1(Tµ)+)(p) ≤ C
√
δ0
(1 + τ)√
σ − τ + Cδ0(1 + τ) (13.74)
Combining this with (13.46) and (13.43), we conclude that, in general:
µ−1(Tµ)+ ≤ Bs(t) (13.75)
where:
Bs(t) = C
√
δ0
(1 + τ)√
σ − τ + Cδ0(1 + τ) (13.76)
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We have: ∫ s
0
(1 + t)−2[1 + log(1 + t)]4Bs(t)dt =
∫ σ
0
(1 + τ)4Bs(t)e
−τdτ
and:∫ σ
2
0
(1 + τ)5√
σ − τ e
−τdτ ≤ C
∫ σ
2
0
(1 + τ)5√
τ
e−τdτ ≤ C
∫ ∞
0
(1 + τ)5√
τ
e−τdτ = C independent of s
while:∫ σ
σ
2
(1 + τ)5√
σ − τ e
−τdτ ≤ (1 + σ)5e−σ2
∫ σ
σ
2
dτ√
σ − τ =
√
2σ(1 + σ)5e−
σ
2 ≤ C independent of s
It follows that: ∫ s
0
(1 + t)−2[1 + log(1 + t)]4Bs(t)dt ≤ C
√
δ0
where C is a constant independent of s.
Consider now µ−1(Lµ+ Lµ)+. Since L = η−2µL+ 2T , we have:
µ−1(Lµ+ Lµ)+ ≤ η−2|Lµ|+ µ−1(Lµ)+ + 2µ−1(Tµ)+ (13.77)
By the propagation equation for µ, the first term on the right in (13.77) is bounded by Cδ0(1 + t)
−1.
The second term on the right is bounded by Proposition 13.1, but we treat Case 2 in a different manner,
namely, we use (13.8) to estimate the first term on the right of (13.7) by:
Cδ0(1 + t)
−1
We then obtain in Case 2 (Eˆs(u, ϑ) > 0) the bound
1
µˆs
(
∂µˆs
∂t
)+ ≤ Cδ0
(1 + t)
(13.78)
so we have:
µ−1(Lµ)+ ≤ Cδ0(1 + t)−1 (13.79)
Together with (13.75) this yields, through (13.77):
µ−1(Lµ+ Lµ)+ ≤ B′s(t) : on W sǫ0 (13.80)
where:
B′s(t) = 2Bs(t) + Cδ0(1 + t)
−1 (13.81)
Noting that: ∫ s
0
(1 + t)−2[1 + log(1 + t)]4B′s(t)dt ≤ C
√
δ0 (13.82)
where C is a constant independent of s, we conclude that C2 holds onW sǫ0 . So Proposition 13.2 holds.
Proposition 13.3 Let the assumptions of Proposition 13.1 hold and let U be the region:
U = {x ∈ W ∗ǫ0 : µ <
1
4
}
Then there is a positive constant C independent of s such that in U ⋂W sǫ0 we have:
Lµ ≤ −C−1(1 + t)−1[1 + log(1 + t)]−1
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that is, property C3 holds on W sǫ0 .
Proof . Consider a point p ∈ U ⋂Σǫ0t , t ∈ [0, s], and let its acoustical coordinates be (t, u, ϑ). First
we show that Eˆs(u, ϑ) < 0. For, otherwise we have, from Proposition 8.6, for suitably small δ0:
µˆs(t, u, ϑ) ≥ 1 + Qˆ0,s(t, u, ϑ) ≥ 1− Cδ0 ≥ 1
2
hence:
µ(t, u, ϑ) = µ[1],s(u, ϑ)µˆs(t, u, ϑ) ≥ 1
4
contradicts with the fact that p ∈ U . Next we show that log(1 + t) = τ > τ2, where:
τ2 =
1
4δ
, : δ = −Eˆs(u, ϑ) > 0 (13.83)
For, otherwise we have, from Proposition 8.6, for suitably small δ0:
µˆs(t, u, ϑ) = 1− δτ + Qˆ0,s(t, u, ϑ) ≥ 3
4
− Cδ0 ≥ 1
2
hence again µ(t, u, ϑ) ≥ 14 in contradiction with the fact that p ∈ U .
Now, from Proposition 8.6:
Lµ = µ[1],s
∂µˆs
∂t
(13.84)
and:
∂µˆs
∂t
(t, u, ϑ) = − δ
(1 + t)
+ Qˆ1,s(t, u, ϑ) (13.85)
From (13.5):
∂µˆs
∂t
≤ − δ
(1 + t)
{1− Cδ0
δ
(1 + τ)
eτ
} (13.86)
Now τ > τ2 implies:
(1 + τ)
eτ
<
(1 + τ2)
eτ2
= (1 +
1
4δ
)e−
1
4δ
Since the function
1
δ
(1 +
1
4δ
)e−
1
4δ
is bounded and tends to zero as δ → 0, it follows that:
Cδ0
δ
(1 + τ)
eτ
≤ 1
2
provided that δ0 is suitably small. Hence, from (13.86):
∂µˆs
∂t
(t, u, ϑ) ≤ −1
2
δ
(1 + t)
(13.87)
Since log(1 + t) = τ > τ2 =
1
4δ , this implies:
∂µˆs
∂t
(t, u, ϑ) ≤ −1
8
1
(1 + t)[1 + log(1 + t)]
(13.88)
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Then by (13.84) and the fact that, by Proposition 8.6, µ[1],s ≥ 12 , it follows that:
Lµ ≤ −C−1(1 + t)−1[1 + log(1 + t)]−1 with C = 16 (13.89)
So the proposition follows.
Next, we shall define a function ω, as needed in Chapter 5.
Proposition 13.4 Let the assumptions of Proposition 12.6 hold and let the initial data satisfy
(13.1). Let us define:
ω = 2(1 + t)
Then the function ω has the properties D1,D2,D3,D4, and D5, required in Chapter 5.
Proof : D1 is obvious. We have:
Lω = 2, Tω = 0, /dω = 0 (13.90)
By the first of (13.90):
Lω − ω
(1− u+ t) = 2[1−
(1 + t)
(1− u+ t) ] =
−2u
1− u+ t (13.91)
hence:
|Lω − ω
1− u+ t | ≤
C
1 + t
(13.92)
On the other hand, by (5.16):
ν =
1
2
(trχ+ L logΩ) =
1
1− u+ t +
1
2
(trχ′ + L logΩ) (13.93)
hence, by Proposition 12.6:
|ν − 1
1− u+ t | ≤ Cδ0
[1 + log(1 + t)]
(1 + t)2
(13.94)
Then by (13.92) and (13.94):
|Lω − νω| ≤ C(1 + t)−1[1 + log(1 + t)] (13.95)
This implies D2. By the first two of (13.90):
Lω = 2η−1κ (13.96)
hence, by Proposition 12.1:
|Lω| ≤ C[1 + log(1 + t)] (13.97)
This implies D3. D4 is obvious from the third of (13.90).
It remains for us to verify D5. To compute µg˜ω we appeal to (3.155) with f replaced by ω. By
the third of (13.90), this reduces to:
− µΩg˜ω = L(Lω) + νLω + νLω (13.98)
From (13.96):
L(Lω) = 2L(η−1κ) (13.99)
Also, from (13.96) and the first of (13.90):
νLω + νLω = 2(νη−1κ+ ν) (13.100)
= (η−1κtrχ+ trχ+ η−1κL logΩ + L logΩ)
= 2(κtr/k + η−1κL logΩ + T logΩ)
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where we have used the definition of ν, ν and the fact:
η−1κχ+ χ = 2κ/k
We thus obtain:
− µΩg˜ω = 2{L(η−1κ) + κtr/k + η−1κL logΩ + T logΩ} (13.101)
Proposition 12.6 then implies:
sup
Σ
ǫ0
t
(µ|g˜ω|) ≤ Cδ0(1 + t)−1 (13.102)
This implies D5. So the Proposition follows.
The remaining assumptions on which Theorem 5.1 relies, assumptions B, readily follow from as-
sumptions /X[1] and M[1,2], established by Proposition 12.9 with l = 1 and 12.10 with m = l = 1,
respectively. Proposition 10.5, 10.6, 11.5, 11.6, require the assumptions /X[(l+1)∗] and M{(l+1)∗+1}.
These assumptions are established by Proposition 12.9 and 12.10 on the basis of the bootstrap assump-
tions E{(l+1)∗+2},E
Q
{(l+1)∗+1},E
QQ
{(l+1)∗}. We now make these assumptions more precise by setting the
constant appearing on the right equal to 1. We define, more generally, the bootstrap assumptions
E
Q...Q
{q} , where the length of the string of Q’s is p, for p = 0, ..., q as follows. First, the bootstrap
assumption E0,0 holds on W
s
ǫ0 if for all t ∈ [0, s]:
E0,0 : max
α
‖ψα‖L∞(Σǫ0t ) ≤ δ0(1 + t)
−1
For non-negative integers p,m, n not all zero we say that the bootstrap assumption
EQ...Qm,n
holds on W sǫ0 if for all t ∈ [0, s]:
EQ...Qm,n : max
α;i1...in
‖Rin ...Ri1(T )m(Q)pψα‖L∞(Σǫ0t ) ≤ δ0(1 + t)
−1
We then define EQ...Q{q} to be the conjunction of the assumptions E
Q...Q
m,n corresponding to the triangle:
{(m,n) : m,n ≥ 0, m+ n ≤ q}
Finally we define the bootstrap assumption E{{k}} to be the conjunction of the assumptions:
E
Q...Q
{k−p} : p = 0, ..., k
From now on by bootstrap assumption we mean the assumption E{{(l+1)∗+2}}. We have seen that
all the assumptions which we have used so far follow from the bootstrap assumption together with
appropriate assumptions on the initial data.
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Chapter 14
The Error Estimates Involving the
Top Order Spatial Derivatives of
the Acoustical Entities
14.1 The Error Terms Involving the Top Order Spatial
Derivatives of the Acoustical Entities
In this chapter we deal with the error estimates involving the top order spatial derivatives of the
acoustical entities χ and µ. In view of the fact that /LLχ and Lµ are expressed by the basic propagation
equation in terms of χ and µ respectively, the top order derivatives of χ and µ are in fact the top order
spatial derivatives of these entities.
In the following, given a positive integer n, we denote by (α;I1...In−1)ψn the nth order variation:
(α;I1...In−1)ψn = YIn−1 ...YI1
(α)ψ1 (14.1)
where:
(α)ψ1 = ψα (14.2)
Here the indices I1, ..., In−1 range over the set {1, 2, 3, 4, 5} and we have:
Y1 = T, Y2 = Q, Yi+2 = Ri : i = 1, 2, 3 (14.3)
For n ≥ 2 we may express (14.1) as:
(α;I1...In−1)ψn = YIn−1 ...YI1ψα : for n ≥ 2 (14.4)
We shall require the multi-indices (I1...In−1) to be one of the following form. First, there should be a
string of 2’s (which may be empty). Then, there should be a string of 1’s (which may also be empty).
Finally, there should be a multi-index from the set {3, 4, 5}. If the string of 2’s has length p, the string
of 1’s has length m, and the multi-index from the set {3, 4, 5} has length n, then we have:
(I1...Ip+m+n) = (2...21...1i1 + 2...in + 2) (14.5)
where (i1...in) is a multi-index from the set {1, 2, 3}. Thus, if p+m+ n > 0 we have,
(α;I1...Ip+m+n)ψp+m+n+1 = Rin ...Ri1 (T )
m(Q)pψα (14.6)
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We shall also use in the following, in place of (14.1), the simpler notation:
(I1...In−1)ψn = YIn−1 ...YI1ψ1 (14.7)
when we do not care about which of the 1st order variations we are considering.
We have the inhomogeneous wave equations:
g˜
(I1...In−1)ψn =
(I1...In−1)ρn (14.8)
Also as in Chapter 7, we define:
(I1...In−1)ρ˜n = Ω
2µ(I1...In−1)ρn (14.9)
According to (7.30), for n ≥ 2 we have the recursion formula:
(I1...In−1)ρ˜n = (YIn−1 +
(YIn−1)δ)(I1...In−2)ρ˜n−1 + (YIn−1 ;I1...In−2)σn−1 (14.10)
and we have:
ρ˜1 = 0 (14.11)
In (14.10) the function (YIn−1)δ is defined by (7.33) and depends only on the commutation field YIn−1 ,
while the function (YIn−1 ;I1...In−2)σn−1 is defined by (7.31) and (7.32) and depends on YIn−1 as well as
(I1...In−2)ψn−1. We shall apply Proposition 8.2 to (14.10). Replacing n by n+ 1 we have:
(I1...In)ρ˜n+1 = (YIn +
(YIn )δ)(I1...In−1)ρ˜n +
(YIn ;I1...In−1)σn (14.12)
for n = 1, 2, .... Applying then Proposition 8.2 yields:
(I1...In)ρ˜n+1 =
n−1∑
m=0
(YIn +
(YIn )δ)...(YIn−m+1 +
(YIn−m+1)δ)(YIn−m ;I1...In−m−1)σn−m (14.13)
or, setting n = l+ 1,m = k:
(I1...Il+1)ρ˜l+2 =
l∑
k=0
(YIl+1 +
(YIl+1)δ)...(YIl−k+2 +
(YIl−k+2 )δ)(YIl−k+1 ;I1...Il−k)σl+1−k (14.14)
We shall focus our attention on the contribution of top order spatial derivatives of the acoustical
entities, i.e. the l + 1st order spatial derivatives of χ and the l + 2nd order spatial derivatives of µ.
These appear only in the l + 1st spatial derivatives of (Y )π˜. From (7.59) we have:
(Y )σn−1 = (Y )σ1,n−1 + (Y )σ2,n−1 + (Y )σ3,n−1 (14.15)
where (Y )σ1,n−1, (Y )σ2,n−1, (Y )σ3,n−1 are given by (7.74)-(7.79). Of these only (Y )σ2,n−1 contains the
spatial derivatives of (Y )π˜.
We conclude that the derivatives of top order, l + 1, of the (Y )π˜, occur only in the term k = l in
the sum in (14.14):
(YIl+1 +
(YIl+1)δ)...(YI2 +
(YI2 )δ)(YI1)σ1 (14.16)
more precisely, in:
YIl+1 ...YI2
(YI1)σ2,1 (14.17)
Furthermore, we can replace (YI1 )σ2,1 by its principal spatial derivative part:
(1/2)T (tr
(YI1 )
/˜π)Lψ1 − /LT
(YI1 )Z˜ · /dψ1 (14.18)
−(1/2) /div(YI1 )Z˜Lψ1 − (1/2) /div(YI1 )Z˜Lψ1
+(1/2)/d(YI1)π˜LL · (/dψ1) + /div(µ
(YI1) ˆ˜
/π) · (/dψ1)
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Here we have expressed the derivatives with respect to L in terms of the derivatives with respect to
T . We remark that the only expressions of the form (14.17), which may contain top order spatial
derivatives of acoustical entities are those for which (I2...Il+1) does not contain any 2
′s, therefore,
either p = 0, in which case YI1 is one of T,Rj : j = 1, 2, 3, or p = 1, in which case YI1 = Q. In
the following, we denote by [ ]P.A., the principal acoustical part, expressed in terms of χ
′ and µ, the
difference χ− χ′ = (1− u+ t)−1/g being of lower order.
Consider first the case p = 1, YI1 = Q. The components of
(Q)π˜ are given in Chapter 6. Noting
that:
[ν]P.A. =
1
2
trχ′, [Λ]P.A. = −(/dµ)♯ (14.19)
we have:
[(Q)π˜LL]P.A. = 0 (14.20)
[
(Q)
Z˜]P.A. = 0
[
(Q)
Z˜]P.A. = 2Ω(1 + t)(/dµ)
♯
[tr
(Q)
/˜π]P.A. = 2Ω(1 + t)trχ
′
[
(Q) ˆ˜
/π]P.A. = 2Ω(1 + t)χˆ
′
From (14.18) we then obtain:
[(Q)σ2,1]P.A. = [Ω(1 + t)((T trχ
′ − /∆µ)Lψ1 + 2µ( /divχˆ′) · (/dψ1))]P.A. (14.21)
By (8.99):
[2 /divχˆ′ − /dtrχ′]P.A. = 0 (14.22)
Also by (3.125)-(3.126):
[T trχ′ − /∆µ]P.A. = 0 (14.23)
In view of (14.22) and (14.23), (14.21) reduces to:
[(Q)σ2,1]P.A. = Ω(1 + t)µ(/dtrχ
′) · (/dψ1) (14.24)
Consider next the case p = 0, YI1 = Rj . By (6.8) and (6.180):
(Rj)π˜LL = −2ΩRjµ− 2µRjΩ (14.25)
hence:
[(Rj)π˜LL]P.A. = −2ΩRjµ (14.26)
From (6.67),
[(Rj)/πL]P.A. = −Rj · χ′ (14.27)
Since
(Rj)
Z˜ = Ω(Rj)Z
it follows that
[
(Rj)
Z˜]P.A. = −ΩRj · χ′♯ (14.28)
We have:
(Rj)/πL = η
−1κ(Rj)/πL + 2
(Rj)/πT
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From (6.63) and the fact that
χ = η(/k − θ)
together with (14.28), we deduce:
[
(Rj)
Z˜]P.A. = Ωη
−1(κRj · χ′♯ + 2λj(/dµ)♯) (14.29)
Next, from (6.8) we have:
[
(Rj)
/˜π]P.A = [Ω
(Rj)/π]P.A. (14.30)
From (6.59) and (3.27):
[(Rj)/π]P.A. = 2λjη
−1χ′ (14.31)
Hence:
[
(Rj)
/˜π]P.A = 2Ωλjη
−1χ′ (14.32)
Then
[tr
(Rj)
/˜π]P.A = 2Ωλjη
−1trχ′ (14.33)
and:
[
(Rj) ˆ˜
/π]P.A = 2Ωλjη
−1χˆ′ (14.34)
Substituting (14.26), (14.28), (14.29), (14.33), (14.34), in (14.18) we obtain:
[(Rj)σ2,1]P.A = [Ωλjα
−1(T trχ′)Lψ1 +Ω(Rj · /LTχ′) · (/dψ1) + (1/2)Ω /div(Rj · χ′)Lψ1 (14.35)
−(1/2)Ωα−1(κ /div(Rj · χ′) + 2λj( /∆µ))Lψ1 − Ω(/dRjµ) · (/dψ1) + 2Ωλjκ /divχˆ′ · (/dψ1)]P.A.
Using (14.22), (14.23) and the fact by (3.125)-(3.126):
[/LTχ′ − /D2µ]P.A. = 0 (14.36)
(14.35) reduces to:
[(Rj)σ2,1]P.A = [Ω /div(Rj · χ′)Tψ1 +Ωλjκ/dtrχ′ · (/dψ1) (14.37)
+Ω(Rj · /D2µ− /dRjµ) · (/dψ1)]P.A.
Consider /div(Rj · χ′) in components in an arbitrary local frame field for St,u:
/div(Rj · χ′) = /DA(RBj χ′AB ) = RBj ( /DAχ′AB ) + ( /DARBj )χ′AB
and with RjB = /gBCR
C
j :
( /DAR
B
j )χ
′A
B = ( /DARjB)χ
′AB =
1
2
( /DARjB + /DBRjA)χ
′AB =
1
2
(Rj)/πABχ
′AB
We conclude that:
/div(Rj · χ′) = Rj · /divχ′ + 1
2
tr((Rj)/π · χ′) (14.38)
The second term is of lower order. In view of (14.22) it follows that:
[ /div(Rj · χ′)]P.A = [Rj · /divχ′]P.A = Rjtrχ′ (14.39)
Consider finally (Rj · /D2µ− /dRjµ) · (/dψ1). In terms of the St,u-tangential vectorfield X = (/dψ1)♯
we have:
Rj · /D2µ · (/dψ1) = /D2µ · (X,Rj) (14.40)
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and:
/D
2
µ(X,Rj) = XRjµ− /dµ · ( /DXRj) (14.41)
= XRjµ− /dµ · ( /DRjX) + /dµ · [Rj , X ]
Therefore:
(Rj · /D2µ− /dRjµ) · (/dψ1) = /D2µ · (X,Rj)−XRjµ (14.42)
= /dµ · /LRjX − /dµ · ( /DRjX)
Obviously, (14.42) does not contain acoustical terms of order 2. It follows that:
[Ω(Rj · /D2µ− /dRjµ) · (/dψ1)]P.A. = 0 (14.43)
In view of (14.39) and (14.43), (14.37) reduces finally to:
[(Rj)σ2,1]P.A. = Ω(Rjtrχ
′)Tψ1 +Ωκλj/dtrχ′ · (/dψ1) (14.44)
Finally, we consider the case p = 0, YI1 = T . The components of
(T )π˜ are given in Chapter 6. We
have:
(T )
Z˜ =
(T )
/˜πL · /g−1 = ΩΛ,
(T )
Z˜ =
(T )
/˜πL · /g−1 = Ωη−1κΛ (14.45)
From the fact that χ = −η−1κχ+ 2κ/k we have:
[ν]P.A = [
1
2
trχ]P.A. = −1
2
η−1κtrχ′, [χˆ]P.A. = −η−1κχˆ′ (14.46)
Using (14.19), we obtain:
[(T )π˜LL]P.A. = −2ΩTµ (14.47)
[
(T )
Z˜]P.A. = −Ω(/dµ)
[
(T )
Z˜]P.A. = −Ωη−1κ(/dµ)
[tr
(T )
/˜π]P.A = −2Ωη−1κtrχ′
[
(T ) ˆ˜π]P.A. = −2Ωη−1κχˆ′
Substituting above in (14.18) we obtain:
[(T )σ2,1]P.A. = [−Ωα−1κ(T trχ′)Lψ1 +Ω(/dTµ) · (/dψ1) (14.48)
+(1/2)Ω( /∆µ)Lψ1 + (1/2)Ωη
−1κ( /∆µ)Lψ1
−Ω(/dTµ) · (/dψ1)− 2Ωκ2 /divχˆ′ · (/dψ1)]P.A
Using (14.22) and (14.23), (14.48) reduces to:
[(T )σ2,1]P.A. = Ω( /∆µ)Tψ1 − Ωκ2/dtrχ′ · (/dψ1) (14.49)
We conclude from the above that the top order variations (α;I1...Il+1)ψl+2 to which the re-scaled
sources (α;I1...Il+1)ρ˜l+2 containing the top order spatial derivatives of the acoustical entities correspond
are as follows.
In the case YI1 = Q, the variations:
(α;21...1i1+2...in+2)ψl+2 = Rin ...Ri1(T )
mQψα : m+ n = l (14.50)
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where there are m 1’s in the superscript. By (14.17) and (14.24) the principal acoustical part of the
corresponding re-scaled sources is:
[(α;21...1i1+2...in+2)ρ˜l+2]P.A. (14.51)
= [Ω(1 + t)µ(/dRin ...Ri1(T )
mtrχ′) · (/dψα)]P.A.
= Ω(1 + t)µ(/dRin ...Ri1trχ
′) · (/dψα) : m = 0
or = Ω(1 + t)µ(/dRin ...Ri1(T )
m−1 /∆µ) · (/dψα) : m ≥ 1
where again there are m 1’s in the superscript, and in the case m ≥ 1 we have used (14.23).
In the case YI1 = Rj , setting i1 = j we have:
I1...Il+1 = i1 + 2...il+1 + 2,
the variations:
(α;i1+2...il+2)ψl+2 = Ril+1 ...Ri1ψα (14.52)
By (14.17) and (14.44) the principal acoustical part of the corresponding re-scaled sources is:
[(α;i1+2...il+1+2)ρ˜l+2]P.A. = Ω(Ril+1 ...Ri1trχ
′)Tψα +Ωκλi1(/dRil+1 ...Ri2trχ
′) · (/dψα) (14.53)
In the case YI1 = T , the variations:
(α;1...1i1+2...in+2)ψl+2 = Rin ...Ri1 (T )
m+1ψα : m+ n = l (14.54)
where there are m + 1 1’s in the superscript. By (14.17) and (14.49) the principal acoustical part of
the corresponding re-scaled sources is:
[(α;i1+2...il+1+2)ρ˜l+2]P.A. = Ω(Rin ...Ri1(T )
m /∆µ)Tψα − Ωκ2(/dRin ...Ri1trχ′) · (/dψα) : m = 0
(14.55)
or = Ω(Rin ...Ri1(T )
m /∆µ)Tψα − Ωκ2(/dRin ...Ri1 (T )m−1 /∆µ) · (/dψα) : m ≥ 1
where again there are m+ 1 1’s in the superscript, and in the case m ≥ 1 we have used (14.23).
We see from (14.51), (14.53), (14.55), that the most difficult error integrals are which result in
terms:
Ω(Ril+1 ...Ri1trχ
′)Tψα (14.56)
in (14.53), and
Ω(Rin ...Ri1(T )
m /∆µ)Tψα : m+ n = l (14.57)
in (14.55). These are the terms proportional to Tψα in (14.53) and (14.55). The other terms in these
two expressions are proportional to /dψα. Besides containing at least one factor of κ, which makes the
estimates much easier in the region of small µ, these terms have a decay factor of (1+t)−2[1+log(1+t)]2
relative to the leading terms (14.56) and (14.57). The terms in (14.51) are also proportional to /dψα,
and, besides containing the factor µ, these terms have a decay factor of (1+ t)−1[1+ log(1+ t)] relative
to (14.56) (m = 0) and (14.57) (m ≥ 1). So we may confine ourselves to (14.56) and (14.57).
14.2 The Borderline Error Integrals
We recall from Chapter 7 that the error integrals corresponding to an nth order variation ψn are the
integrals:
−
∫
W tu
ρ˜n(K0ψn)dt
′du′dµ/g (14.58)
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associated to K0, and
−
∫
W tu
ρ˜n(K1ψn + ωψn)dt
′du′dµ/g (14.59)
associated to K1.
Since:
K0ψn = Lψn + (1 + η
−1κ)Lψn (14.60)
while
K1ψn + ωψn = (ω/ν)(Lψn + νψn) (14.61)
the coefficient of Lψn in (14.60) has a decay factor of (1+t)
−2[1+log(1+t)] relative to the coefficient of
the same term in (14.61). Therefore it suffices to bound the error integral (14.59) and the contribution
of Lψn in (14.60) to the error integral (14.58). This contribution is bounded in absolute value by:∫
W tu
|ρ˜n||Lψn|dt′dudµ/g (14.62)
We are thus to estimate the contributions of (14.56) and (14.57) to (14.62) and (14.59).
We begin with the contribution of (14.56) to (14.62). The contribution is:∫
W tǫ0
Ω|Ril+1 ...Ri1 trχ′||Tψα||LRil+1 ...Ri1ψα|dt′dudµ/g (14.63)
≤ C
∫ t
0
sup
Σ
ǫ0
t′
(µ−1|Tψα|)‖µRil+1 ...Ri1 trχ′‖L2(Σǫ0
t′
)‖LRil+1 ...Ri1ψα‖L2(Σǫ0
t′
)dt
′
Now, in view of (8.40),(8.63),(8.335) and (8.346) we have:
‖µRil+1 ...Ri1trχ′‖L2(Σǫ0t ) ≤ C(1 + t)‖µ/dRil ...Ri1trχ
′‖L2(Σǫ0t ) (14.64)
≤ C(1 + t)2{‖|(i1...il)xl(t)|‖L2([0,ǫ0]×S2) + ‖|/d
(i1...il)
fˇl(t)|‖L2([0,ǫ0]×S2)}
= C{(1 + t)2‖|(i1...il)xl(t)|‖L2([0,ǫ0]×S2) + (i1...il)Pl(t)}
Substituting (8.413) we obtain:
‖µRil+1 ...Ri1 trχ′‖L2(Σǫ0t ) ≤ C(1 + t)
2((1 + t)−2(i1...il)Pl(t) + (i1...il)Bl(t)) (14.65)
+Clδ0(1 + t)
−1[1 + log(1 + t)]2
∫ t
0
(1 + t′)[1 + log(1 + t′)]Bl(t′)dt′
Here, according to (8.403):
(i1...il)Bl(t) = C(1 + t)
−2{(i1...il)P¯ (0)l,a (t) + (1 + t)−1/2(i1...il)P¯ (1)l,a (t)}µ¯−am (t) (14.66)
+C(1 + t)−3[1 + log(1 + t)]2
∫ t
0
(1 + t′)3(i1...il)Ql(t′)dt′
+C(1 + t)−3[1 + log(1 + t)]2‖(i1...il)xl(0)‖L2(Σǫ00 )
Also (see (8.405))
Bl(t) = max
i1...il
(i1...il)Bl(t) (14.67)
According to (8.348) and (8.349):
(i1...il)P¯
(0)
l,a (t) = sup
t′∈[0,t]
{µ¯am(t′)(i1...il)P (0)l (t′)} (14.68)
(i1...il)P¯
(1)
l,a (t) = sup
t′∈[0,t]
{(1 + t′)1/2µ¯am(t′)(i1...il)P (1)l (t′)} (14.69)
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where (i1...il)P
(0)
l ,
(i1...il)P
(1)
l are defined in the statement of Proposition 10.6 and we have:
(i1...il)Pl(t) ≤ (i1...il)P (0)l (t) + (i1...il)P (1)l (t) (14.70)
Note that
(i1...il)P¯
(0)
l,a (t) and
(i1...il)P¯
(1)
l,a (t) are non-decreasing.
The leading contribution to the right hand side of (14.63) comes from the first term on the right in
(14.65). That is, from (1+ t)−2(i1...il)Pl(t) and the first term in the expression (14.66) for (i1...il)Bl(t).
So what we consider here is:
C{(i1...il)P¯ (0)l,a (t) + (1 + t)−1/2
(i1...il)P¯
(1)
l,a (t)}µ¯−am (t) (14.71)
The actual borderline contribution is the contribution from:
(i1...il)P
(0)
l (t) = |ℓ|
√∑
j,α
E0[RjRil ...Ri1ψα](t) (14.72)
14.3 Assumption J
To estimate the borderline contributions, we shall use the assumption J below. Recall the operators:
S = xα
∂
∂xα
− 1, R˚i = 1
2
ǫijk
∂
∂xk
: i = 1, 2, 3 (14.73)
associated to the background Galilean spacetime. The assumption is that there is a positive constant
C independent of s such that in W sǫ0 :
J : |Sφ|, |TSφ| ≤ Cδ0(1 + t)−1, |R˚iφ|, |T R˚iφ| ≤ Cδ0(1 + t)−1 : i = 1, 2, 3 (14.74)
where φ is the wave function. We shall establish this assumption in the sequel, on the basis of the
bootstrap assumption. We shall presently use assumption J to derive a pointwise estimate for Tψα in
terms of Lµ.
Let us consider the Σt-tangential vectorfield:
V =
3∑
i=1
(Tψi)
∂
∂xi
(14.75)
Recalling from Chapter 6 the Euclidean outward unit normal N to the Euclidean coordinate spheres:
N =
3∑
i=1
xi
r
∂
∂xi
(14.76)
We decompose V into its components which are tangential and orthogonal, relative to g¯, to the
Euclidean spheres:
V = V ‖ + V ⊥, V ⊥ = g¯(V,N)N, |V |2 = |V ‖|2 + |V ⊥|2 (14.77)
Consider the vector N × V . We have:
|N × V |2 = |V ‖|2 (14.78)
The ith rectangular component of N × V is given by:
r(N × V )i =
3∑
j,k=1
ǫijkx
jT (∂kφ) =
3∑
j,k=1
ǫijk{T (xj∂kφ) − (Txj)∂kφ} (14.79)
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Thus we have:
r(N × V )i = T R˚iφ−
3∑
j,k=1
ǫijkT
jψk (14.80)
By J, Proposition 12.1 and (12.6):
r|N × V | ≤ Cδ0(1 + t)−1[1 + log(1 + t)] : in W sǫ0 (14.81)
From (12.14) and (14.78) we then obtain:
sup
Σ
ǫ0
t
|V ‖| ≤ Cδ0(1 + t)−2[1 + log(1 + t)] (14.82)
By (14.75)-(14.77) and (14.82) it follows that:
sup
Σ
ǫ0
t
|Tψi − x
i
r
g¯(V,N)| ≤ Cδ0(1 + t)−2[1 + log(1 + t)] (14.83)
Consider next:
Sφ = xα∂αφ− φ = tψ0 +
3∑
i=1
xiψi − φ (14.84)
We have:
TSφ = tTψ0 +
3∑
i=1
xiTψi +
3∑
i=1
ψiTx
i − Tφ
The last two terms cancel and we obtain:
TSφ = tTψ0 +
3∑
i=1
xiTψi = tTψ0 + rg¯(V,N) (14.85)
By virtue of J we then have:
sup
Σ
ǫ0
t
| t
r
Tψ0 + g¯(V,N)| ≤ Cδ0(1 + t)−2 (14.86)
Combining (14.83) and (14.86) we conclude that:
sup
Σ
ǫ0
t
|Tψi + tx
i
r2
Tψ0| ≤ Cδ0(1 + t)−2[1 + log(1 + t)] (14.87)
Recalling the proof of Proposition 8.5, we have:
Lµ = m+ eµ
and, according to (8.209):
m = m0 +m1, m0 =
1
2
ℓTψ0
while according to (8.214), (8.218) and (8.220):
|m1| ≤ Cδ0(1 + t)−2, |e| ≤ Cδ0(1 + t)−2
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It follows that:
sup
Σ
ǫ0
t
|Lµ− 1
2
ℓTψ0| ≤ Cδ0(1 + t)−2[1 + log(1 + t)] (14.88)
In view of (14.87), (12.14) and (14.88), we obtain:
max
α
(µ−1|Tψα|) ≤ Cµ−1|Tψ0|+ Cµ−1δ0(1 + t)−2[1 + log(1 + t)]
≤ C|ℓ| {µ
−1|Lµ|+ Cµ−1δ0(1 + t)−2[1 + log(1 + t)]}
Taking supremum on Σǫ0t yields the desired estimate:
max
α
sup
Σ
ǫ0
t
(µ−1|Tψα|) ≤ C|ℓ| {supΣǫ0t
(µ−1|Lµ|) + Cµ¯−1m δ0(1 + t)−2[1 + log(1 + t)]} (14.89)
We shall use this to estimate the borderline contribution (14.72), through (14.68), (14.71) and (14.65),
to the integral on the right of (14.63). On the other hand, in estimating all other contributions, through
(14.65), to (14.63), we simply use:
max
α
sup
Σ
ǫ0
t
(µ−1|Tψα|) ≤ Cµ¯−1m δ0(1 + t)−1 (14.90)
implied by E{1}.
14.4 The Borderline Estimates Associated to K0
14.4.1 Estimates for the Contribution of (14.56)
Let us define, for non-negative real numbers a and p, the quantities:
(i1...il)G0,l+2;a,p(t) = sup
t′∈[0,t]
{[1 + log(1 + t′)]−2pµ¯2am (t′)
∑
j,α
E0[RjRil ...Ri1ψα](t′)} (14.91)
These quantities are non-decreasing functions of t and we have:√∑
j,α
E0[RjRil ...Ri1ψα](t′) ≤ µ¯−am (t′)[1 + log(1 + t′)]p
√
(i1...il)G0,l+2;a,p(t) (14.92)
: for all t′ ∈ [0, t]
hence, in view of (14.68), the borderline contribution (14.72) to (14.71) is bounded by:
C|ℓ|µ¯−am (t)[1 + log(1 + t)]p
√
(i1...il)G0,l+2;a,p(t) (14.93)
Also, in regard to the last factor on the right in (14.63) we have:
‖LRil+1 ...Ri1ψα‖L2(Σǫ0t ) ≤
√
E0[Ril+1 ...Ri1ψα](t) (14.94)
≤ µ¯−am (t)[1 + log(1 + t)]p
√
(i1...il)G0,l+2;a,p(t)
Substituting (14.89), (14.93) and (14.94) in the integral on the right of (14.63), the factors |ℓ| cancel
and we obtain that the borderline contribution to the integral in question is bounded by:
C
∫ t
0
{sup
Σ
ǫ0
t′
(µ−1|Lµ|) + Cµ¯−1m δ0(1 + t′)−2[1 + log(1 + t′)]}· (14.95)
µ¯−2am (t
′)[1 + log(1 + t′)]2p(i1...il)G0,l+2;a,p(t′)dt′
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Now, the partial contribution of the second term in the first factor is actually not borderline. We shall
show how to estimate contribution of this type afterwards, in connection with the estimate for the
contribution of the term
C(1 + t)−1[1 + log(1 + t)]1/2
√∑
j,α
E ′1[RjRil ...Ri1ψα] (14.96)
in the expression for (i1...il)P
(1)
l of Proposition 10.6, through (14.69), (14.71) and (14.65), to the integral
on the right of (14.63). For the present we focus attention on the borderline integral:
C
∫ t
0
sup
Σ
ǫ0
t′
(µ−1|Lµ|)µ¯−2am (t′)[1 + log(1 + t′)]2p(i1...il)G0,l+2;a,p(t′)dt′ (14.97)
Since
|Lµ| = max{−(Lµ)−, (Lµ)+} ≤ −(Lµ)− + (Lµ)+
we have:
sup
Σ
ǫ0
t′
(µ−1|Lµ|) ≤ sup
Σ
ǫ0
t′
(−µ−1(Lµ)−) + sup
Σ
ǫ0
t′
(µ−1(Lµ)+) (14.98)
Substituting (14.98) in (14.97), we first consider the first term on the right of (14.98). According to
(8.249):
sup
Σ
ǫ0
t
(−µ−1(Lµ)−) =M(t) (14.99)
therefore the contribution in question is:
C
∫ t
0
M(t′)µ¯−2am (t
′)[1 + log(1 + t′)]2p(i1...il)G0,l+2;a,p(t′)dt′ (14.100)
≤ C[1 + log(1 + t)]2p(i1...il)G0,l+2;a,p(t)I2a(t)
where Ia(t) is the integral of Lemma 8.11. According to Lemma 8.11 we have:
I2a(t) ≤ C(2a)−1µ¯−2am (t) (14.101)
where C is a constant independent of a, provided that a ≥ 2 and δ0 is suitably small depending on a.
We conclude that (14.100) is bounded by:
C
2a
µ¯−2am (t)[1 + log(1 + t)]
2p(i1...il)G0,l+2;a,p(t) (14.102)
Consider next the contribution of the second term on the right in (14.98). Proposition 13.1 implies:
sup
Σ
ǫ0
t
(µ−1(Lµ)+) ≤ C(1 + t)−1[1 + log(1 + t)]−1 (14.103)
therefore the contribution in question is bounded by:
C
∫ t
0
µ¯−2am (t
′)(1 + t′)−1[1 + log(1 + t′)]2p−1(i1...il)G0,l+2;a,p(t′)dt′ (14.104)
By Corollary 2 of Lemma 8.11:
µ¯−2am (t
′) ≤ Cµ¯−2am (t) (14.105)
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where C is independent of a, also provided that a ≥ 2 and δ0 is suitably small depending on a. Since
(i1...il)G0,l+2;a,p(t) is a non-decreasing function of t, it follows that (14.104) is bounded by:
Cµ¯−2am (t)
(i1...il)G0,l+2;a,p(t)
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]2p−1dt′ (14.106)
Since ∫ t
0
(1 + t′)−1[1 + log(1 + t′)]2p−1dt′ =
1
2p
([1 + log(1 + t)]2p − 1)
this is bounded by:
C
2p
µ¯−2am (t)[1 + log(1 + t)]
2p(i1...il)G0,l+2;a,p(t) (14.107)
We have thus estimated the borderline contributions to the integral in the right of (14.63). We proceed
to estimate the remaining contributions
Let us define:
E0,[n](t) =
n∑
m=1
E0,m(t) (14.108)
where E0,n represents the sum of the energies associated to the vectorfield K0 of all the nth order
variations. We then define:
G0,[n];a,p(t) = sup
t′∈[0,t]
{[1 + log(1 + t′)]−2pµ¯2am (t′)E0,[n](t′)} (14.109)
Let us also define:
E ′1,[n](t) =
n∑
m=1
E ′1,m(t) (14.110)
where E ′1,n represents the sum of the energies associated to the vectorfieldK1 of all nth order variations.
We then define, for q ≥ p:
G′1,[n];a,q(t) = sup
t′∈[0,t]
{[1 + log(1 + t′)]−2qµ¯2am (t′)E ′1,[n](t′)} (14.111)
We now consider the contribution of the term (14.96), which comes from the second term on the
right of definition for (i1...il)P
(1)
l , through (14.69) and (14.65), to the integral on the right of (14.63).
From (14.110) and (14.111), we have:√∑
j,α
E ′1[RjRil ...Ri1ψα](t′) ≤
√
E ′1,[l+2](t′) ≤ µ¯−am (t′)[1 + log(1 + t′)]q
√
G′1,[l+2];a,q(t) (14.112)
: for all t′ ∈ [0, t]
hence, in view of (14.69), the contribution of (14.96) to (14.71) is bounded by:
Cq(1 + t)
−1/2µ¯−am (t)
√
G′1,[l+2];a,q(t) (14.113)
where Cq is a constant depending on q:
Cq = C sup
t∈[0,∞)
{(1 + t)−1/2[1 + log(1 + t)]q+1/2}
Also, by (14.94) and the definitions (14.108), (14.109) we have:
‖LRil+1 ...Ri1ψα‖L2(Σǫ0t ) ≤ µ¯
−a
m (t)[1 + log(1 + t)]
p
√
G0,[l+2];a,p(t) (14.114)
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Hence, by (14.90), the contribution of (14.96) through (14.65) to the integral on the right in (14.63) is
bounded by:
Cqδ0
∫ t
0
(1 + t′)−3/2[1 + log(1 + t′)]pµ¯−2a−1m (t
′)
√
G0,[l+2];a,p(t′)G′1,[l+2];a,q(t′)dt′ (14.115)
To estimate this we consider the two cases occurring in the proof of Lemma 8.11:
Case 1: Eˆs,m ≥ 0.
In this case we have the lower bound (8.258):
µ¯m(t) ≥ 1− Cδ0 (14.116)
which implies:
µ¯−2a−1m (t) ≤ C (14.117)
provided that δ0a is suitably small (see(8.260)). It follows that in Case 1, (14.115) is bounded by:
Cqδ0
∫ t
0
(1 + t′)−3/2[1 + log(1 + t′)]p
√
G0,[l+2];a,p(t′)G′1,[l+2];a,q(t′)dt′ (14.118)
In Case 2, we set:
Eˆs,m = −δ1, δ1 > 0 (14.119)
Following the proof of Lemma 8.11 with a relaced by 2a, we then set:
t1 = e
1
4aδ1 − 1 (14.120)
and we consider the two subcases:
Subcase 2a: t′ ≤ t1 Subcase 2b: t′ > t1
In Subcase 2a we have the lower bound (8.273) with a replaced by 2a:
µ¯m(t
′) ≥ 1− 1
a
(14.121)
Since (1 − 1a )−2a−1 is bounded for a ∈ [2,∞), if t ≤ t1 (14.115) is bounded by:
Cqδ0
∫ t
0
(1 + t′)−3/2[1 + log(1 + t′)]p
√
G0,[l+2];a,p(t′)G′1,[l+2];a,q(t′)dt′ (14.122)
and if t > t1 we have:∫ t1
0
(1 + t′)−3/2[1 + log(1 + t′)]pµ¯−2a−1m (t
′)
√
G0,[l+2];a,p(t′)G′1,[l+2];a,q(t′)dt′ (14.123)
≤ C
∫ t1
0
(1 + t′)−3/2[1 + log(1 + t′)]p
√
G0,[l+2];a,p(t′)G′1,[l+2];a,q(t′)dt′
In Subcase 2b we have the lower bound (8.303) with a replaced by 2a:
µ¯m(t
′) ≥ (1− 1
a
)(1 − δ1τ ′), τ ′ = log(1 + t′) (14.124)
In view of the fact that G0,[n];a,p(t), G′1,[n];a,q(t) are non-decreasing functions of t it follows that:∫ t
t1
(1 + t′)−3/2[1 + log(1 + t′)]pµ¯−2a−1m (t
′)
√
G0,[l+2];a,p(t′)G′1,[l+2];a,q(t′)dt′ (14.125)
≤ C
√
G0,[l+2];a,p(t)G′1,[l+2];a,q(t) ·
∫ t
t1
(1 + t′)−3/2[1 + log(1 + t′)]p(1− δ1τ ′)−2a−1dt′
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The integral in (14.125) is: ∫ t
t1
(1 + t′)−3/2[1 + log(1 + t′)]p(1 − δ1τ ′)−2a−1dt′ (14.126)
≤ (1 + t1)−1/2[1 + log(1 + t1)]p
∫ τ
τ1
(1− δ1τ ′)−2a−1dτ ′
≤ (1 + t1)−1/2[1 + log(1 + t1)]p 1
2aδ1
(1− δ1τ)−2a
≤ 2ϕ1+p(4aδ1)(1− δ1τ)−2a
Here for any real number r we denote by ϕr(x) the following function on the positive real line:
ϕr(x) = e
− 12x (1 +
1
x
)r (14.127)
The function ϕr(x) decreases to 0 exponentially as x −→ 0. Since δ1 ≤ Cδ0, we have:
ϕr(4aδ1) ≤ ϕr(Caδ0) (14.128)
provided that Caδ0 is suitably small. In view also of the lower bound (8.314) with a replaced by 2a:
µ¯−2am (t) ≥
1
C
(1− δ1τ)−2a (14.129)
we conclude that the right hand side of (14.125) is bounded by:
Cϕ1+p(Caδ0)µ¯
−2a
m (t)
√
G0,[l+2];a,p(t)G′1,[l+2];a,q(t) (14.130)
Combining with (14.123) we obtain that if t > t1 (14.115) is bounded by:
Cqδ0µ¯
−2a
m (t){ϕ1+p(Caδ0)
√
G0,[l+2];a,p(t)G′1,[l+2];a,q(t) (14.131)
+
∫ t
0
(1 + t′)−3/2[1 + log(1 + t′)]p
√
G0,[l+2];a,p(t′)G′1,[l+2];a,q(t′)dt′}
Combining finally with the earlier results (14.122), for the subcase t ≤ t1, and (14.118), for Case 1,
we conclude that the contribution of (14.96) through (14.65) to the integral on the right in (14.63) is
bounded by:
Cqδ0µ¯
−2a
m (t){ϕ1+p(Caδ0)
√
G0,[l+2];a,p(t)G′1,[l+2];a,q(t) (14.132)
+
∫ t
0
(1 + t′)−3/2[1 + log(1 + t′)]p
√
G0,[l+2];a,p(t′)G′1,[l+2];a,q(t′)dt′}
Now, we consider the contribution of the second term in the expression (14.66) for (i1...il)Bl(t) to
the first term on the right of (14.65), namely the contribution of:
C(1 + t)−1[1 + log(1 + t)]2
∫ t
0
(1 + t′)3(i1...il)Ql(t′)dt′ (14.133)
to the estimate for ‖µRil+1 ...Ri1trχ′‖L2(Σǫ0t ).
Here, we will use the estimate for maxi1...il
(i1...il)Ql of Proposition 10.5. The principal part of the
right-hand-side is:
Cl(1 + t)
−4[1 + log(1 + t)][WQ[l+1] + δ0(WT[l+1] +W[l+2])] (14.134)
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We shall estimate the contribution of this principal part, through (14.133) to the integral on the right
in (14.63).
We have, for each non-negative integer n:
Wn+1 ≤ C(1 + t)
√ ∑
i1...in,α
‖/dRin ...Ri1ψα‖2L2(Σǫ0t ) ≤ Cµ¯
−1/2
m
√
E ′1,n+1 (14.135)
It follows that:
W[l+2] ≤ Clµ¯−1/2m
√
E ′1,[l+2] +W0 (14.136)
By Lemma 5.1, we have:
W0 ≤ √ǫ0max
α
sup
u∈[0,ǫ0]
‖ψα‖L2(St,u) ≤ Cǫ0
√∑
α
E0[ψα] = Cǫ0
√
E0,[1] (14.137)
Similarly, for each non-negative integer n:
WTn+1 ≤ C(1 + t)
√ ∑
i1...in,α
‖/dRin ...Ri1Tψα‖2L2(Σǫ0t ) ≤ Cµ¯
−1/2
m
√
E ′1,n+2 (14.138)
It follows that:
WT[l+1] ≤ Clµ¯−1/2m
√
E ′1,[l+2] +WT0 (14.139)
by Lemma 5.1:
WT0 ≤
√
ǫ0max
α
sup
u∈[0,ǫ0]
‖Tψα‖L2(St,u) ≤ Cǫ0
√∑
α
E0[Tψα] ≤ Cǫ0
√
E0,[2] (14.140)
Similarly, we have:
WQ[l+1] ≤ Clµ¯−1/2m
√
E ′1,[l+2] +WQ0 (14.141)
and by Lemma 5.1:
WQ0 ≤
√
ǫ0max
α
sup
u∈[0,ǫ0]
‖Qψα‖L2(St,u) ≤ Cǫ0
√∑
α
E0[Qψα] ≤ Cǫ0
√
E0,[2] (14.142)
The above inequalities imply that (14.134) is bounded by:
Cl(1 + t)
−4[1 + log(1 + t)]{µ¯−1/2m
√
E ′1,[l+2] + Cǫ0
√
E0,[2]} (14.143)
therefore, the contribution of (14.134) to (14.133) is bounded by:
Cl(1 + t)
−1[1 + log(1 + t)]2· (14.144)∫ t
0
(1 + t′)−1[1 + log(1 + t′)]{µ¯−1/2m (t′)
√
E ′1,[l+2](t′) + Cǫ0
√
E0,[2](t′)}dt′
We shall first estimate the contribution of the principal term in the last factor of the above, namely
the term µ¯
−1/2
m (t′)
√
E ′1,[l+2](t′). From the definition (14.111) we have:
µ¯−1/2m (t
′)
√
E ′1,[l+2](t′) ≤ µ¯−a−1/2m (t′)[1 + log(1 + t′)]q
√
G′1,[l+2];a,q(t) (14.145)
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Therefore, the contribution in question is bounded by:
Cl(1 + t)
−1[1 + log(1 + t)]2Ja,q(t)
√
G′1,[l+2];a,q(t) (14.146)
where
Ja,q(t) =
∫ t
0
(1 + t′)−1µ¯−a−1/2m (t
′)[1 + log(1 + t′)]q+1dt′ (14.147)
To estimate Ja,q(t), we consider again the two cases occurring in the proof of Lemma 8.11, as in the
estimate of (14.115).
In Case 1 we have the lower bound (14.116) hence also (14.117), which implies:
Ja,q(t) ≤ C
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]q+1dt′ = C
∫ τ
0
(1 + τ ′)q+1dτ ′ (14.148)
≤ C
(q + 2)
(1 + τ)q+2 =
C
(q + 2)
[1 + log(1 + t)]q+2
Similarly, in Subcase 2a), we obtain if t ≤ t1:
Ja,q(t) ≤ C
(q + 2)
[1 + log(1 + t)]q+2 (14.149)
and if t > t1:
Ja,q(t1) ≤ C
(q + 2)
[1 + log(1 + t1)]
q+2 <
C
(q + 2)
[1 + log(1 + t)]q+2 (14.150)
In Subcase 2b) we have the lower bound (14.124) which implies:
Ja,q(t)− Ja,q(t1) ≤ C[1 + log(1 + t)]q+1
∫ t
t1
(1 − δ1τ ′)−a−1/2(1 + t′)−1dt′ (14.151)
= C(1 + τ)q+1
∫ τ
τ1
(1 − δ1τ ′)−a−1/2dτ ′ ≤ C
δ1
(1 + τ)q+1
(a− 12 )
(1− δ1τ)−a+1/2
≤ C
aδ1
(1 + τ)q+1µ¯−a+1/2m (t)
where in the last step we have used (8.312) which implies:
µ¯−a+1/2m (t) ≥
1
C
(1− δ1τ)−a+1/2
Since τ ≥ τ1 = 1/4aδ1, (14.151) implies:
Ja,q(t)− Ja,q(t1) ≤ C[1 + log(1 + t)]q+2µ¯−a+1/2m (t) (14.152)
In view of (14.149), (14.150), (14.152), we conclude that, in general:
Ja,q(t) ≤ C[1 + log(1 + t)]q+2µ¯−a+1/2m (t) (14.153)
hence (14.146) is bounded by:
Cl(1 + t)
−1[1 + log(1 + t)]q+4µ¯−a+1/2m (t)
√
G′1,[l+2];a,q(t) (14.154)
This bounds the contribution in question through (14.133), to the estimate for
‖µRil+1 ...Ri1trχ′‖L2(Σǫ0t )
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In view of (14.114) and (14.90), the corresponding contribution to the integral on the right of (14.63)
is then bounded by:
Clδ0
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]p+q+4µ¯−2a−1/2m (t
′)
√
G0,[l+2];a,p(t′)G′1,[l+2];a,q(t′)dt′ (14.155)
This is estimated by following an argument similar to that used to estimate (14.115). We obtain
in this way a bound by:
Clδ0µ¯
−2a+1/2
m (t)[1 + log(1 + t)]
2p{ϕ′5+q−p(Caδ0)
√
G0,[l+2];a,p(t)G′1,[l+2];a,q(t) (14.156)
+
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]4+q−p
√
G0,[l+2];a,p(t′)G′1,[l+2];a,q(t′)dt′}
Here, for any real number r we denote by ϕ′r(x) the following function on the positive real line:
ϕ′r(x) = e
− 1x (1 +
1
x
)r (14.157)
Note that ϕ′r(x) decreases to 0 exponentially as x −→ 0, and that, since δ1 ≤ Cδ0,
ϕ′r(4aδ1) ≤ ϕ′r(Caδ0)
provided that Caδ0 is suitably small.
Finally, we consider the contribution of the last term in the expression (14.66) for (i1...il)Bl(t) to
the first term on the right in (14.65), namely, the contribution of:
C(1 + t)−1[1 + log(1 + t)]2‖(i1...il)xl(0)‖L2(Σǫ00 ) (14.158)
to the estimate for ‖µRil+1 ...Ri1trχ′‖L2(Σǫ0t ). In view of (14.90) and (14.114), the corresponding
contribution to the integral on the right in (14.63) is bounded by:
Cδ0‖(i1...il)xl(0)‖L2(Σǫ00 )
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]p+2µ¯−a−1m (t
′)
√
G0,[l+2];a,p(t′)dt′ (14.159)
This is again estimated by following an argument similar to that used to estimate (14.115). We obtain
a bound by:
Cpδ0‖(i1...il)xl(0)‖L2(Σǫ00 )µ¯
−a
m (t){ϕ′3+p(Caδ0)
√
G0,[l+2];a,p(t) (14.160)
+
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2+p
√
G0,[l+2];a,p(t′)dt′}
In regard to the contribution of the last term on the right in (14.65), we remark that it is bounded by:
Clδ0(1 + t)
−1[1 + log(1 + t)]4 sup
t′∈[0,t]
{(1 + t′)2µ¯am(t′)Bl(t′)}µ¯−am (t) (14.161)
Thus, relative to the term (1 + t)2(i1...il)Bl there is an extra factor of Clδ0(1 + t)
−1[1 + log(1 + t)]4,
consequently the contribution in question is absorbed in the estimates already made.
14.4.2 Estimates for the Contribution of (14.57)
We now consider the contribution of (14.57) to the corresponding integral (14.62). Recalling that this
is associated to the variation (14.54), the contribution in question is:∫
W tǫ0
Ω|Ril−m ...Ri1 (T )m /∆µ||Tψα||LRil−m ...Ri1 (T )m+1ψα|dt′dudµ/g (14.162)
≤ C
∫ t
0
sup
Σ
ǫ0
t′
(µ−1|Tψα|)‖µRil−m ...Ri1(T )m /∆µ‖L2(Σǫ0
t′
)·
‖LRil−m ...Ri1(T )m+1ψα‖L2(Σǫ0
t′
)dt
′
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m = 0, ..., l.
Now in view of (9.60), (9.70) and (9.213), we have:
‖µRil−m ...Ri1(T )m /∆µ‖L2(Σǫ0t ) (14.163)
≤ C(1 + t){‖|(i1...il−m)x′m,l−m(t)|‖L2([0,ǫ0]×S2) + ‖|
(i1...il−m)
fˇ ′m,l−m(t)|‖L2([0,ǫ0]×S2)}
= C{(1 + t)‖|(i1...il−m)x′m,l−m(t)|‖L2([0,ǫ0]×S2) + (i1...il−m)P ′m,l−m(t)}
Substituting (9.268) and (9.270) we then obtain:
‖µRil−m ...Ri1(T )m /∆µ‖L2(Σǫ0t ) (14.164)
≤ C(1 + t)((1 + t)−1(i1...il−m)P ′m,l−m(t) + (i1...il−m)B′m,l−m(t))
+Clδ0(1 + t)
−1[1 + log(1 + t)]2{
∫ t
0
(1 + t′)[1 + log(1 + t′)]Bl(t′)dt′
+
m∑
k=0
∫ t
0
[1 + log(1 + t′)]B′k,l−k(t
′)dt′}
for m = 0, ..., l.
Here, the quantities (i1...il−m)B′m,l−m(t) are defined by (9.259):
(i1...il−m)B′m,l−m(t) (14.165)
= C(1 + t)−1{(i1...il−m)P¯ ′(0)m,l−m,a(t) + (1 + t)−1/2
(i1...il−m)P¯
′(1)
m,l−m,a(t)}µ¯−am (t)
+C(1 + t)−2[1 + log(1 + t)]2
∫ t
0
(1 + t′)2(i1...il−m)Q′m,l−m(t
′)dt′
+C(1 + t)−2[1 + log(1 + t)]2‖(i1...il−m)x′m,l−m(0)‖L2(Σǫ00 )
Also (see (9.261))
B′m,l−m(t) = max
i1...il−m
(i1...il−m)B′m,l−m(t) (14.166)
The quantities
(i1...il−m)P¯
′(0)
m,l−m,a(t),
(i1...il−m)P¯
′(1)
m,l−m,a(t) are defined by (9.215) and (9.216):
(i1...il−m)P¯
′(0)
m,l−m,a(t) = sup
t′∈[0,t]
{µ¯am(t′)(i1...il−m)P ′(0)m,l−m(t′)} (14.167)
(i1...il−m)P¯
′(1)
m,l−m,a(t) = sup
t′∈[0,t]
{(1 + t′)1/2µ¯am(t′)(i1...il−m)P ′(1)m,l−m(t′)} (14.168)
The quantities (i1...il−m)P
′(0)
m,l−m(t),
(i1...il−m)P
′(1)
m,l−m(t) are defined in the statement of Proposition 11.6,
and we have:
(i1...il−m)P ′m,l−m(t) ≤ (i1...il−m)P ′(0)m,l−m(t) + (i1...il−m)P ′(1)m,l−m(t) (14.169)
Note that the quantities
(i1...il−m)P¯
′(0)
m,l−m,a(t),
(i1...il−m)P¯
′(1)
m,l−m,a(t) are non-decreasing.
The leading contribution to the right hand side of (14.164) comes from the first term on the right
in (14.164). That is, from (1+ t)−1(i1...il−m)P ′m,l−m(t) and the first term in the expression (14.165) for
(i1...il−m)B′m,l−m(t). So what we consider here is:
C{(i1...il−m)P¯ ′(0)m,l−m,a(t) + (1 + t)−1/2(i1...il−m)P¯ ′(1)m,l−m,a(t)}µ¯−am (t) (14.170)
The actual borderline contribution is the contribution from:
(i1...il−m)P
′(0)
m,l−m = |ℓ|
√∑
α
E0[Ril−m ...Ri1(T )m+1ψα] (14.171)
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We shall appeal to (14.89) in estimating the borderline contribution (14.171), through (14.167),
(14.170) and (14.165), to the integral on the right in (14.162). On the other hand, in estimating
all other contributions, through (14.165), to the same integral, we simply use (14.90).
Let us define, for non-negative real numbers a and p, the quantities:
(i1...il−m)G0,m,l+2;a,p(t) = sup
t′∈[0,t]
{[1 + log(1 + t′)]−2pµ¯2am (t′)
∑
α
E0[Ril−m ...Ri1(T )m+1ψα](t′)} (14.172)
These quantities are non-decreasing functions of t and we have:√∑
α
E0[Ril−m ...Ri1(T )m+1ψα](t′) (14.173)
≤ µ¯−am (t′)[1 + log(1 + t′)]p
√
(i1...il−m)G0,m,l+2;a,p(t)
for all t′ ∈ [0, t]. hence, in view of (14.167), the borderline contribution (14.171) to (14.170) is bounded
by:
|ℓ|µ¯−am (t)[1 + log(1 + t)]p
√
(i1...il−m)G0,m,l+2;a,p(t) (14.174)
Also, in regard to the last factor in the integral on the right in (14.162) we have:
‖LRil−m ...Ri1 (T )m+1ψα‖L2(Σǫ0t ) ≤
√
E0[Ril−m ...Ri1 (T )m+1ψα](t) (14.175)
≤ µ¯−am (t)[1 + log(1 + t)]p
√
(i1...il−m)G0,m,l+2;a,p(t)
Substituting (14.89), (14.174) and (14.175) in the integral on the right in (14.162), the factors |ℓ| cancel
and we obtain that the borderline contribution to the integral in question is bounded by:
C
∫ t
0
{sup
Σ
ǫ0
t′
(µ−1|Lµ|) + Cµ¯−1m δ0(1 + t′)−2[1 + log(1 + t′)]}· (14.176)
µ¯−2am (t
′)[1 + log(1 + t′)]2p(i1...il−m)G0,m,l+2;a,p(t′)dt′
Now, the partial contribution of the second term in the first factor is actually not borderline. We shall
show how to estimate this afterwards, in connection with the estimate for the contribution of the terms
C(1 + t)−1[1 + log(1 + t)]1/2
√∑
α
E ′1[Ril−m ...Ri1(T )m+1ψα] (14.177)
+C(1 + t)−2[1 + log(1 + t)]3/2
√∑
α,j
E ′1[RjRil−m ...Ri1(T )mψα]
in the expression for (i1...il−m)P
′(1)
m,l−m of Proposition 11.6. For the present we focus on the borderline
integral:
C
∫ t
0
sup
Σ
ǫ0
t′
(µ−1|Lµ|)µ¯−2am (t′)[1 + log(1 + t′)]2p(i1...il−m)G0,m,l+2;a,p(t′)dt′ (14.178)
This is estimated in exactly the same way as the integral (14.97). We obtain that it is bounded by
(see (14.102) and (14.107)):
C(
1
2a
+
1
2p
)µ¯−2am (t)[1 + log(1 + t)]
2p(i1...il−m)G0,m,l+2;a,p(t) (14.179)
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We proceed to estimate the remaining contributions to the right of (14.162). We first consider the
contribution of (14.179). From the definitions (14.110) and (14.111) we have:√∑
α
E ′1[Ril−m ...Ri1(T )m+1ψα](t′) ≤
√
E ′1,[l+2](t′) ≤ µ¯−am (t′)[1 + log(1 + t′)]q
√
G′1,[l+2];a,q(t)
(14.180)√∑
α
E ′1[RjRil−m ...Ri1(T )mψα](t′) ≤
√
E ′1,[l+2](t′) ≤ µ¯−am (t′)[1 + log(1 + t′)]q
√
G′1,[l+2];a,q(t)
for all t′ ∈ [0, t]. hence, in view of the definition (14.168), the contribution of (14.177) to (14.170) is
bounded by:
Cq(1 + t)
−1/2µ¯−am (t)
√
G′1,[l+2];a,q(t) (14.181)
Also, we have:
‖LRil−m ...Ri1(T )m+1ψα‖L2(Σǫ0t ) ≤ µ¯
−a
m (t)[1 + log(1 + t)]
p
√
G0,[l+2];a,p(t) (14.182)
Using (14.90) we conclude that the contribution of (14.177) through (14.164) to the integral on the
right in (14.162) is bounded by:
Cqδ0
∫ t
0
(1 + t′)−3/2[1 + log(1 + t′)]pµ¯−2a−1m (t
′)
√
G0,[l+2];a,p(t′)G′1,[l+2];a,q(t′)dt′ (14.183)
This is identical in the form to (14.115) and it therefore bounded by (14.122).
Next, we consider the contribution of the second term in the expression (14.165) to the first term
on the right of (14.164), namely the contribution of
C(1 + t)−1[1 + log(1 + t)]2
∫ t
0
(1 + t′)2(i1...il−m)Q′m,l−m(t
′)dt′ (14.184)
to the estimate for ‖µRil−m ...Ri1(T )m /∆µ‖L2(Σǫ0t ). Here, we shall use Proposition 11.5, namely the
estimate for maxi1...il−m
(i1...il−m)Q′m,l−m. The principal part is:
Cl(1 + t)
−3[1 + log(1 + t)](W{l+2} +WQ{l+1} +WQQ{l} ) (14.185)
We shall estimate the contribution of this principal part, through (14.184) and (14.164), to the integral
on the right in (14.162).
For each pair of non-negative integers m,n we have:
Wm,n+1 ≤ C(1 + t)
√ ∑
i1...in,α
‖/dRin ...Ri1(T )mψα‖2L2(Σǫ0t ) ≤ Cµ¯
−1/2
m
√
E ′1,m+n+1 (14.186)
and, for each non-negative integer m we have:
Wm+1,0 ≤
√∑
α
‖(T )m+1ψα‖2L2(Σǫ0t ) ≤ C
√E0,m+1 (14.187)
It follows that:
W{l+2} =
∑
n+m≤l+2
Wm,n =
∑
n+m≤l+1
Wm,n+1 +
∑
m≤l+1
Wm+1,0 +W0 (14.188)
≤ Cl(µ¯−1/2m
√
E ′1,[l+2] +
√
E0,[l+2]) +W0
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Similarly, we have:
WQ{l+1} ≤ Cl(µ¯−1/2m
√
E ′1,[l+2] +
√
E0,[l+2]) +WQ0 (14.189)
WQQ{l} ≤ Cl(µ¯−1/2m
√
E ′1,[l+2] +
√
E0,[l+2]) +WQQ0 (14.190)
We then conclude that (14.185) is bounded by:
Cl(1 + t)
−3[1 + log(1 + t)]{µ¯−1/2m
√
E ′1,[l+2] +
√
E0,[l+2]} (14.191)
(as we may assume that l ≥ 1). Consequently, the contribution of (14.185) to (14.184) is bounded by:
Cl(1 + t)
−1[1 + log(1 + t)]2
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]{µ¯−1/2m (t′)
√
E ′1,[l+2](t′) +
√
E0,[l+2](t′)}dt′
(14.192)
From the definition (14.109):√
E0,[l+2](t′) ≤ µ¯−am (t′)[1 + log(1 + t′)]p
√
G0,[l+2];a,p(t) (14.193)
This together with (14.145) implies that (14.192) is bounded by, recalling the definition (14.147):
Cl(1 + t)
−1[1 + log(1 + t)]2{Ja,q(t)
√
G′1,[l+2];a,q(t) + Ja−1/2,p(t)
√
G0,[l+2];a,p(t)} (14.194)
Substituting (14.153) and the same with (a, q) replaced by (a− 12 , p) we conclude that the contribution
of (14.185), through (14.184) to the estimate for
‖µRil−m ...Ri1(T )m /∆µ‖L2(Σǫ0t )
is bounded by:
Cl(1 + t)
−1[1 + log(1 + t)]q+4µ¯−a+1/2m (t)
√
G′1,[l+2];a,q(t) (14.195)
+Cl(1 + t)
−1[1 + log(1 + t)]p+4µ¯−a+1m (t)
√
G0,[l+2];a,p(t)
In view of (14.182) and (14.90), the corresponding contribution to the integral on the right in (14.162)
is then bounded by:
Clδ0
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]p+q+4µ¯−2a−1/2m (t
′)
√
G0,[l+2];a,p(t′)G′1,[l+2];a,q(t′)dt′ (14.196)
+Clδ0
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2p+4µ¯−2am (t
′)G0,[l+2];a,p(t′)dt′
The first terms in (14.196) coincides with (14.155) and is estimated by (14.156) while the second is
estimated in a similar manner by:
Clδ0µ¯
−2a+1
m [1 + log(1 + t)]
2p{ϕ′5(Caδ0)G0,[l+2];a,p(t) (14.197)
+
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]4G0,[l+2];a,p(t′)dt′}
Let us finally consider the contribution of the last term in the expression (14.167) to the first term
on the right in (14.164), namely the contribution of:
C(1 + t)−1[1 + log(1 + t)]2‖(i1...il−m)x′m,l−m(0)‖L2(Σǫ00 ) (14.198)
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In view of (14.182) and the estimate (14.90), the contribution in question is bounded by:
Cδ0‖(i1...il−m)x′m,l−m(0)‖L2(Σǫ00 )
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]p+2µ¯−a−1m (t
′)
√
G0,[l+2];a,p(t′)dt′
(14.199)
This is similar to (14.159), and is bounded by:
Cpδ0‖(i1...il−m)x′m,l−m(0)‖L2(Σǫ00 )µ¯
−a
m (t){ϕ′3+p(Caδ0)
√
G0,[l+2];a,p(t) (14.200)
+
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2+p
√
G0,[l+2];a,p(t′)dt′}
In regard to the contribution of the last term on the right in (14.164), we remark that it is bounded
by:
Clδ0(1 + t)
−1[1 + log(1 + t)]4{ sup
t′∈[0,t]
{(1 + t′)2µ¯am(t′)Bl(t′)} +
m∑
k=0
sup
t′∈[0,t]
{(1 + t′)µ¯am(t′)B′k,l−k}}µ¯−am (t)
(14.201)
Thus, relative to the terms (1 + t)2(i1...il)Bl and (1 + t)
(i1...il−m)B′m,l−m there is an extra factor of
Clδ0(1 + t)
−1[1 + log(1 + t)]4, consequently the contribution in question is absorbed in the estimates
already made.
14.5 The Borderline Estimates Associated to K1
14.5.1 Estimates for the Contribution of (14.56)
We now consider the contribution of (14.56) to the corresponding integral (14.59). Recalling that this
is associated to the variation (14.52), the contribution in question is:
−
∫
W tu
(ω/ν)Ω(Ril+1 ...Ri1trχ
′)(Tψα)((L + ν)Ril+1 ...Ri1ψα)dt
′du′dµ/g (14.202)
Here, using the flux F ′1[Ril+1 ...Ri1ψα] does not lead to an appropriate estimate. Instead, we proceed
as follows. First, since
/˜g = Ω/g, dµ/˜g = Ωdµ/g
the integral (14.202) is:
−
∫
W tu
(ω/ν)(Tψα)(Ril+1 ...Ri1trχ
′)((L + ν)Ril+1 ...Ri1ψα)dt
′du′dµ/˜g (14.203)
Let us consider, for an arbitrary function f , the integral:∫
W tu
(Lf + 2νf)dt′du′dµ/˜g
Let:
F (t, u) =
∫
St,u
fdµ/˜g (14.204)
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Then we have:
∂F
∂t
=
∫
St,u
(Lf + 2νf)dµ/˜g (14.205)
We have used this formula in Chapter 5. Therefore:
∫
W tu
(Lf + 2νf)dt′du′dµ/˜g =
∫ u
0
∫ t
0
∂F
∂t′
(t′, u′)dt′du′ (14.206)
=
∫ u
0
{F (t, u′)− F (0, u′)}du′ =
∫
Σut
fdu′dµ/˜g −
∫
Σu0
fdu′dµ/˜g
Going back to (14.203), we write the integrand in the form:
−(ω/ν)(Tψα)(Ril+1 ...Ri1trχ′)((L+ ν)Ril+1 ...Ri1ψα)
= −(L+ 2ν){(ω/ν)(Tψα)(Ril+1 ...Ri1trχ′)(Ril+1 ...Ri1ψα)}
+(Ril+1 ...Ri1ψα)(L+ ν){(ω/ν)(Tψα)(Ril+1 ...Ri1 trχ′)}
By (14.206) with the function (ω/ν)(Tψα)(Ril+1 ...Ri1trχ
′)(Ril+1 ...Ri1ψα) in the role of the function
f , we then conclude that (14.203) equals:
−
∫
Σut
(ω/ν)(Tψα)(Ril+1 ...Ri1trχ
′)(Ril+1 ...Ri1ψα)du
′dµ/˜g (14.207)
+
∫
Σu0
(ω/ν)(Tψα)(Ril+1 ...Ri1trχ
′)(Ril+1 ...Ri1ψα)du
′dµ/˜g
+
∫
W tu
(Ril+1 ...Ri1ψα)(L+ ν){(ω/ν)(Tψα)(Ril+1 ...Ri1trχ′)}dt′du′dµ/˜g
We first consider the hypersurface integral:
−
∫
Σut
(ω/ν)(Tψα)(Ril+1 ...Ri1trχ
′)(Ril+1 ...Ri1ψα)du
′dµ/˜g (14.208)
(The other hypersurface integral can be expressed in terms of initial data.) Let f , g be arbitrary
functions defined on St,u and X an arbitrary vectorfield tangent to St,u. We have:∫
St,u
f(Xg)dµ/˜g =
∫
St,u
X(fg)dµ/˜g −
∫
St,u
g(Xf)dµ/˜g
and ∫
St,u
X(fg)dµ/˜g =
∫
St,u
/˜div(fgX)dµ/˜g −
∫
St,u
( /˜divX)fgdµ/˜g
Since ∫
St,u
/˜div(fgX)dµ/˜g = 0, /˜divX =
1
2
tr
(X)
/˜π
we obtain: ∫
St,u
f(Xg)dµ/˜g = −
∫
St,u
{g(Xf) + 1
2
tr
(X)
/˜πfg}dµ/˜g (14.209)
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Applying (14.209), taking:
X = Ril+1 , g = Ril ...Ri1trχ
′, f = (ω/ν)(Tψα)(Ril+1 ...Ri1ψα)
we conclude that (14.208) equals the sum:
H0 +H1 +H2 (14.210)
with
H0 =
∫
Σut
(ω/ν)(Tψα)(Ril ...Ri1trχ
′)(Ril+1Ril+1 ...Ri1ψα)du
′dµ/˜g (14.211)
H1 =
∫
Σut
(ω/ν)(Ril+1Tψα)(Ril ...Ri1trχ
′)(Ril+1 ...Ri1ψα)du
′dµ/˜g (14.212)
H2 =
∫
Σut
(Tψα)(Ril ...Ri1trχ
′)(Ril+1 ...Ri1ψα){Ril+1(ω/ν) +
1
2
tr
(Ril+1) /˜π(ω/ν)}du′dµ/˜g (14.213)
Now, by Proposition 12.9 and Corollary 10.1.d with l = 1, recalling that ω is constant on each St,u,
(ν/ω)|Ril+1(ω/ν)|+
1
2
|tr(Ril+1) /˜π| ≤ Cδ0(1 + t)−1[1 + log(1 + t)] (14.214)
It follows that H2 has an extra decay factor of δ0(1 + t)
−1[1+ log(1+ t)] relative to H1. So we confine
ourselves to H0 and H1.
We first consider H0. We have:
|H0| ≤ C
∫
Σ
ǫ0
t
(1 + t)3|Tψα||Ril ...Ri1trχ′||/dRil+1 ...Ri1ψα|dudµ/g (14.215)
Although we have a L2 bound for Ril ...Ri1trχ
′ from Proposition 12.11, here we need a more precise
estimate. Since
Ltrχ′ = tr(/LLχ′)− 2tr(χ · χ′) (14.216)
= tr(/LLχ′)−
2
1− u+ ttrχ
′ − 2|χ′|2
taking the trace of (12.47), we obtain:
Ltrχ′ +
2
1− u+ ttrχ
′ = ρ0 (14.217)
where
ρ0 = etrχ− |χ′|2 + trb (14.218)
Applying Ril ...Ri1 to this equation and using the Lemma 11.22 then yields the propagation equation:
LRil ...Ri1 trχ
′ +
2
1− u+ tRil ...Ri1trχ
′ = (i1...il)ρl (14.219)
where
(i1...il)ρl = Ril ...Ri1ρ0 +
l−1∑
k=0
Ril ...Ril−k+1
(Ril−k )ZRil−k−1 ...Ri1 trχ
′ (14.220)
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Obviously, the principal part of ρ0 is contained in −trα′, and is 12 dHdh /∆h. We can write this in a more
precise way:
1
2
dH
dh
/∆h =
1
2
dH
dh
( /∆ψ0 −
∑
i
ψi /∆ψi −
∑
i
/dψi · /dψi)
So we can express:
−Ril ...Ri1 (trα′[P ]) =
1
2
Ril ...Ri1 [
dH
dh
( /∆ψ0 −
∑
i
ψi /∆ψi −
∑
i
/dψi · /dψi)] (14.221)
= mαTRil ...Ri1 /∆ψα +
(i1...il)n˜l
Here, mαT are defined in Chapter 10, and
(i1...il)n˜l is a lower order term (of order l + 1):
(i1...il)n˜l =
∑
|s1|>0
((R)s1mαT )((R)
s2 /∆ψα) +Ril ...Ri1 n˜0 (14.222)
where
n˜0 = −1
2
dH
dh
∑
i
/dψi · /dψi (14.223)
From the bootstrap assumption, we have:
‖(i1...il)n˜l‖L2(Σǫ0t ) ≤ Clδ0(1 + t)
−3W{l+1} (14.224)
According to (10.185):
|m0T −
1
2
ℓ| ≤ Cδ0(1 + t)−1, |miT | ≤ Cδ0(1 + t)−1 (14.225)
Let us define the functions:
(i1...il)ρ
(0)
l =
1
2
ℓ /∆Ril ...Ri1ψ0 (14.226)
(i1...il)ρ
(1)
l = (m
0
T −
1
2
ℓ) /∆Ril ...Ri1ψ0 +m
i
T /∆Ril ...Ri1ψi (14.227)
We can then express (14.221) as:
−Ril ...Ri1(trα′[P ]) = (i1...il)ρ(0)l + (i1...il)ρ(1)l + (i1...il)n˜l (14.228)
Let us define (i1...il)ρ
(2)
l by:
(i1...il)ρl =
(i1...il)ρ
(0)
l +
(i1...il)ρ
(1)
l +
(i1...il)ρ
(2)
l (14.229)
We shall estimate the L2(Σǫ0t ) norm of
(i1...il)ρ
(2)
l . First, we estimate the contribution from
l−1∑
k=0
Ril ...Ril−k+1
(Ril−k )ZRil−k−1 ...Ri1trχ
′
Obviously, this contribution is bounded by:
(1 + t)−2[1 + log(1 + t)]A′[l](t) (14.230)
where we have used the bounds for (Ri)Z in Corollary 10.1.i.
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Next, we should estimate the contribution from Ril ...Ri1ρ0. Recall the definition:
ρ0 = etrχ
′ +
2e
1− u+ t − |χ
′|2 − trα′
By Proposition 12.6, (12.293) and (12.295), the contribution from the first term of above is bounded
by:
Cl(1 + t)
−3[1 + log(1 + t)]WQ{l} + δ0(1 + t)−3[Y0 + (1 + t)A′[l] +W[l]] (14.231)
Also by (12.295), the contribution from the second term is bounded by:
Cl(1 + t)
−2{WQ{l} + δ0(1 + t)−1[Y0 + (1 + t)A′[l] +W{l}]} (14.232)
By Proposition 12.6, the contribution from the third term is bounded by:
(1 + t)−2[1 + log(1 + t)]{A′[l] + δ0(1 + t)−2[1 + log(1 + t)]· (14.233)
[W[l] + Y0]}
where we have used Corollary 10.2.d.
Finally, by the expression of α
[N ]
AB and Corollary 10.1.g and Corollary 10.2.g, the contribution from
the fourth term is bounded by:
(1 + t)−3[W{l+1} +WQ{l} + (1 + t)−1(Y0 + (1 + t)A′[l])] (14.234)
So we obtain the following estimate for (i1...il)ρ
(2)
l :
‖(i1...il)ρ(2)l ‖L2(Σǫ0t ) ≤ Cl(1 + t)
−2WQ{l} (14.235)
+δ0(1 + t)
−3[1 + log(1 + t)](W{l+1} + Y0 + (1 + t)A′[l])
On the other hand, by H1 we have, pointwise:
|(i1...il)ρ(0)l | ≤ C(1 + t)−1|ℓ|
√∑
j,α
|/dRjRil ...Ri1ψα|2 (14.236)
and
|(i1...il)ρ(1)l | ≤ Cδ0(1 + t)−2
√∑
j,α
|/dRjRil ...Ri1ψα|2 (14.237)
These inequalities imply:
‖(i1...il)ρ(0)l ‖L2(Σǫ0t ) ≤ C|ℓ|(1 + t)
−2µ¯−1/2m (t)
√∑
j,α
E ′1[RjRil ...Ri1ψα](t) (14.238)
and
‖(i1...il)ρ(1)l ‖L2(Σǫ0t ) ≤ Cδ0(1 + t)
−3µ¯−1/2m (t)
√∑
j,α
E ′1[RjRil ...Ri1ψα](t) (14.239)
while:
‖µ1/2(i1...il)ρ(0)l ‖L2(Σǫ0t ) ≤ C|ℓ|(1 + t)
−2
√∑
j,α
E ′1[RjRil ...Ri1ψα](t) (14.240)
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and:
‖µ1/2(i1...il)ρ(1)l ‖L2(Σǫ0t ) ≤ Cδ0(1 + t)
−3
√∑
j,α
E ′1[RjRil ...Ri1ψα](t) (14.241)
We express the propagation equation (14.219) in acoustical coordinates (t, u, ϑ), so that L becomes
∂
∂t , and integrate it along each integral curve of L from Σ
ǫ0
0 to obtain:
(1− u+ t)2(Ril ...Ri1trχ′)(t, u, ϑ) (14.242)
= (1 − u)2(Ril ...Ri1trχ′)(0, u, ϑ) +
∫ t
0
(1 − u+ t′)2(i1...il)ρl(t′, u, ϑ)dt′
It follows that:
|Ril ...Ri1trχ′|(t, u, ϑ) (14.243)
≤ C(1 + t)−2{|Ril ...Ri1 trχ′|(0, u, ϑ) +
2∑
k=0
(i1...il)A
(k)
l (t, u, ϑ)}
where:
(i1...il)A(k)(t, u, ϑ) =
∫ t
0
(1 + t′)2|(i1...il)ρ(k)l |(t′, u, ϑ)dt′ : k = 0, 1, 2 (14.244)
By (8.333) we have:
‖(i1...il)A(k)l (t)‖L2([0,ǫ0]×S2) ≤
∫ t
0
(1 + t′)2‖(i1...il)ρ(k)l (t′)‖L2([0,ǫ0]×S2)dt′ (14.245)
≤ C
∫ t
0
(1 + t′)‖(i1...il)ρ(k)l ‖L2(Σǫ0
t′
)dt
′
We now substitute the pointwise estimate (14.243) in (14.215). The borderline contribution is from
(i1...il)A
(0)
l . This contribution is the borderline integral:
C
∫
Σ
ǫ0
t
(1 + t)|Tψα||(i1...il)A(0)l ||/dRil+1 ...Ri1ψα|dudµ/g (14.246)
Recalling from Chapter 8 the partition of [0, ǫ0] × S2 into the subsets Vs−, Vs+, defined by (8.337),
(8.338), respectively, we shall consider separately the integrals over the corresponding regions U−s,t, U+s,t
of Σǫ0t :
U−s,t = {(t, u, ϑ) ∈ Σǫ0t : (u, ϑ) ∈ Vs−} (14.247)
U+s,t = {(t, u, ϑ) ∈ Σǫ0t : (u, ϑ) ∈ Vs+} (14.248)
We consider first the integral over U−s,t. We have:∫
U−s,t
(1 + t)|Tψα||(i1...il)A(0)l ||/dRil+1 ...Ri1ψα|dudµ/g (14.249)
≤ (1 + t) sup
U−s,t
|Tψα|‖(i1...il)A(0)l ‖L2(U−s,t)‖/dRil+1 ...Ri1ψα‖L2(Σǫ0t )
≤ C(1 + t)µ¯−1/2m (t) sup
U−s,t
|Tψα|‖(i1...il)A(0)l (t)‖L2(Vs−)
√
E ′1[Ril+1 ...Ri1ψα](t)
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by (8.333). Now by (14.87) and (14.88), we have, pointwise on Σǫ0t :
max
α
|Tψα| ≤ C|ℓ| {|Lµ|+ Cδ0(1 + t)
−2[1 + log(1 + t)]} (14.250)
In estimating the integral over U−s,t we can assume that Vs− is non-empty, thus, recalling the definitions
(8.251) and (8.261),
min
(u,ϑ)∈Vs−
Eˆs(u, ϑ) = Eˆs,m = −δ1, δ1 > 0 (14.251)
Now, from Proposition 8.6 we have:
(Lµ)(t, u, ϑ) = µ[1],s(u, ϑ){ Eˆs(u, ϑ)
(1 + t)
+ Qˆ1,s(t, u, ϑ)} (14.252)
It follows that:
sup
U−s,t
|Lµ| ≤ C{ δ1
(1 + t)
+
Cδ0[1 + log(1 + t)]
(1 + t)2
} (14.253)
hence, substituting in (14.250),
max
α
sup
U−s,t
|Tψα| ≤ C|ℓ|{
δ1
(1 + t)
+
Cδ0[1 + log(1 + t)]
(1 + t)2
} (14.254)
On the other hand, from (14.245) for k = 0 and (14.238),
‖(i1...il)A(0)l (t)‖L2([0,ǫ0]×S2) ≤ (14.255)
C|ℓ|
∫ t
0
(1 + t′)−1µ¯−1/2m (t
′)
√∑
j,α
E ′1[RjRil ...Ri1ψα](t′)dt′
Substituting (14.254) and (14.255) in (14.249), the factors |ℓ| cancel and we obtain that (14.249) is
bounded by:
Cµ¯−1/2m (t){δ1 +
Cδ0[1 + log(1 + t)]
(1 + t)
}
√
E ′1[Ril+1 ...Ri1ψα](t) (14.256)
·
∫ t
0
(1 + t′)−1µ¯−1/2m (t
′)
√∑
j,α
E ′1[RjRil ...Ri1ψα](t′)dt′
We now define
(i1...il)G′1,l+2;a,q(t) = sup
t′∈[0,t]
{[1 + log(1 + t)]−2qµ¯2am (t′)
∑
j,α
E ′1[RjRil ...Ri1ψα](t′)} (14.257)
Then (14.256) is bounded by:
C[1 + log(1 + t)]2qµ¯−a−1/2m (t){δ1 +
Cδ0[1 + log(1 + t)]
(1 + t)
} (14.258)
·
∫ t
0
µ¯−a−1/2m (t
′)
dt′
(1 + t′)
· (i1...il)G′1,l+2;a,q(t)
To estimate the integral in (14.258), we follow the argument of Lemma 8.11. Since we are assuming
that Vs− is non-empty, we only have Case 2 to consider. Setting again, as in (8.267):
t1 = e
1
2aδ1 − 1
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we have two subcases of Case 2 as in the proof of Lemma 8.11. In Subcase 2a the lower bound (8.273)
holds, hence µ¯
−a−1/2
m (t′) ≤ C and∫ t
0
µ¯−a−1/2m (t
′)
dt′
(1 + t′)
≤ C
∫ t
0
dt′
(1 + t′)
= C log(1 + t) (14.259)
therefore:
{δ1 + Cδ0[1 + log(1 + t)]
(1 + t)
}
∫ t
0
µ¯−a−1/2m (t
′)
dt′
(1 + t′)
(14.260)
≤ C{δ1 log(1 + t) + Cδ0 [1 + log(1 + t)]
2
(1 + t)
} ≤ C
a
for, in Subcase 2a
δ1 log(1 + t) ≤ δ1 log(1 + t1) = 1
2a
while
[1 + log(1 + t)]2
(1 + t)
≤ C and Cδ0 ≤ 1
a
In subcase 2b we first estimate the contribution of∫ t1
0
µ¯−a−1/2m (t
′)
dt′
(1 + t′)
≤ C log(1 + t1) = C
2aδ1
to the left-hand side of (14.260). This contribution is then bounded by (Note that t ≥ t1):
{δ1 + Cδ0 [1 + log(1 + t)]
(1 + t)
} C
2aδ1
≤ {δ1 + Cδ0 [1 + log(1 + t1)]
(1 + t1)
} C
2aδ1
(14.261)
≤ C
2a
{1 + Cδ0
δ1
(1 +
1
2aδ1
)e−
1
2aδ1 } ≤ C
2a
(1 + Cϕ′2(2aδ1)) ≤
C
a
(see (14.157)). Next, we estimate the contribution of:∫ t
t1
µ¯−a−1/2m (t
′)
dt′
(1 + t′)
(14.262)
By the lower bound (8.303),∫ t
t1
µ¯−a−1/2m (t
′)
dt′
(1 + t′)
≤ C
∫ τ
τ1
(1− δ1τ ′)−a−1/2dτ ′ (14.263)
≤ C
δ1
(1− δ1τ)−a+1/2
(a− 1/2) ≤
C
δ1
µ¯
−a+1/2
m (t)
(a− 1/2)
where in the last step, we have used (8.312). It follows that the contribution of (14.262) to the left-hand
side of (14.260) is bounded by:
{δ1 + Cδ0 [1 + log(1 + t)]
(1 + t)
}C
δ1
µ¯
−a+1/2
m (t)
(a− 1/2) (14.264)
≤ Cµ¯
−a+1/2
m (t)
(a− 1/2) {1 +
Cδ0
δ1
[1 + log(1 + t1)]
(1 + t1)
}
≤ Cµ¯
−a+1/2
m (t)
(a− 1/2) (1 + Cϕ
′
2(2aδ1)) ≤
Cµ¯
−a+1/2
m (t)
(a− 1/2)
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Combining the results (14.260), (14.264) of the two subcases we conclude that, in general:
{δ1 + Cδ0 [1 + log(1 + t)]
(1 + t)
}
∫ t
0
µ¯−a−1/2m (t
′)
dt′
(1 + t′)
≤ C µ¯
−a+1/2
m (t)
(a− 1/2) (14.265)
hence (14.258), therefore also (14.256) and the integral on the left in (14.249), is bounded by:
C
(a− 1/2) µ¯
−2a
m (t)[1 + log(1 + t)]
2q(i1...il)G′1,l+2;a,q(t) (14.266)
We now consider the integral over U+s,t:∫
U+s,t
(1 + t)|Tψα|(i1...il)A(0)l |/dRil+1 ...Ri1ψα|dudµ/g (14.267)
We estimate this by:
(1 + t) sup
U+s,t
(µ−1|Tψα|)‖µ1/2(i1...il)A(0)l ‖L2(U+s,t)‖µ
1/2/dRil+1 ...Ri1ψα‖L2(Σǫ0t ) (14.268)
≤ C(1 + t) sup
U+s,t
(µ−1|Tψα|)‖(µ1/2(i1...il)A(0)l )(t)‖L2(Vs+)
√
E ′1[Ril+1 ...Ri1ψα](t)
Since by Proposition 8.6, in U+s,t we have µ ≥ C−1, then the pointwise estimate (14.250) implies:
max
α
sup
U+s,t
(µ−1|Tψα|) ≤ C|ℓ|{supU+s,t
(µ−1|Lµ|) + Cδ0(1 + t)−2[1 + log(1 + t)]} (14.269)
Let us define:
Eˆs,M = max
(u,ϑ)∈[0,ǫ0]×S2
Eˆs(u, ϑ) (14.270)
Setting:
δ2 = Eˆs,M (14.271)
we can assume in estimating (14.269) that δ2 > 0. From Proposition 8.6 we have:
µ−1Lµ =
Eˆs(u, ϑ)(1 + t)
−1 + Qˆ1,s(t, u, ϑ)
1 + Eˆs(u, ϑ) log(1 + t) + Qˆ0,s(t, u, ϑ)
(14.272)
In view of the fact that Eˆs(u, ϑ) ≥ 0 in Vs+, (14.272) implies that in U+s,t:
µ−1|Lµ| ≤ Eˆs(u, ϑ)(1 + t)
−1 + |Qˆ1,s(t, u, ϑ)|
1 + Eˆs(u, ϑ) log(1 + t)− |Qˆ0,s(t, u, ϑ)|
(14.273)
≤ Eˆs(u, ϑ)(1 + t)
−1 + Cδ0(1 + t)−2[1 + log(1 + t)]
1 + Eˆs(u, ϑ) log(1 + t)− Cδ0(1 + t)−1[1 + log(1 + t)]
≤ Eˆs(u, ϑ)(1 + t)
−1
1 + Eˆs(u, ϑ) log(1 + t)− Cδ0(1 + t)−1[1 + log(1 + t)]
+C′δ0
[1 + log(1 + t)]
(1 + t)2
With
η = Eˆs(u, ϑ) log(1 + t) ≥ 0, ǫ = Cδ0(1 + t)−1[1 + log(1 + t)] > 0
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we write
1
1 + η − ǫ =
1
1 + η
+
ǫ
(1 + η − ǫ)(1 + η) ≤
1
1 + η
+ Cǫ
then since
Eˆs(u, ϑ)(1 + t)
−1ǫ ≤ C′′δ20(1 + t)−2[1 + log(1 + t)]
(14.273) implies that in U+s,t:
µ−1|Lµ| ≤ Eˆs(u, ϑ)(1 + t)
−1
1 + Eˆs(u, ϑ) log(1 + t)
+ Cδ0(1 + t)
−2[1 + log(1 + t)] (14.274)
The first term on the right in (14.274) is
1
(1 + t) log(1 + t)
η
1 + η
(14.275)
This is an increasing function of η, and achieves its maximum in U+s,t where η achieves its maximum
value
ηM = δ2 log(1 + t) (14.276)
in Vs+. The supremum of (14.277) in U+s,t is therefore:
1
(1 + t) log(1 + t)
ηM
1 + ηM
=
1
(1 + t)
δ2
[1 + δ2 log(1 + t)]
(14.277)
It follows that:
sup
U+s,t
µ−1|Lµ| ≤ 1
(1 + t)
δ2
[1 + δ2 log(1 + t)]
+ Cδ0
[1 + log(1 + t)]
(1 + t)2
(14.278)
Substituting this in (14.269) and the result in (14.268), we conclude that the integral (14.267) is
bounded by:
C
|ℓ| {
δ2
1 + δ2 log(1 + t)
+ Cδ0
[1 + log(1 + t)]
(1 + t)
}· (14.279)
‖µ1/2(i1...il)A(0)l (t)‖L2(Vs+)
√
E ′1[Ril+1 ...Ri1ψα](t)
Now from (14.244) for k = 0 we have:
(µ1/2(i1...il)A
(0)
l )(t, u, ϑ) =
∫ t
0
(1 + t′)2(
µ(t, u, ϑ)
µ(t′, u, ϑ)
)1/2|(µ1/2(i1...il)ρ(0)l )(t′, u, ϑ)|dt′ (14.280)
It follows that:
‖(µ1/2(i1...il)A(0)l )(t)‖L2(Vs+) (14.281)
≤
∫ t
0
(1 + t′)2[ sup
(u,ϑ)∈Vs+
(
µ(t, u, ϑ)
µ(t′, u, ϑ)
)]1/2‖(µ1/2(i1...il)ρ(0)l )(t′)‖L2(Vs+)dt′
≤ C
∫ t
0
(1 + t′)[ sup
(u,ϑ)∈Vs+
(
µ(t, u, ϑ)
µ(t′, u, ϑ)
)]1/2‖µ1/2(i1...il)ρ(0)l ‖L2(Σǫ0
t′
)dt
′
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where in the last step, we have used (8.333). From Proposition 8.6 we have, for (u, ϑ) ∈ Vs+,
µ(t, u, ϑ)
µ(t′, u, ϑ)
=
1 + Eˆs(u, ϑ) log(1 + t) + Qˆ0,s(t, u, ϑ)
1 + Eˆs(u, ϑ) log(1 + t′) + Qˆ0,s(t′, u, ϑ)
(14.282)
≤ 1 + Eˆs(u, ϑ) log(1 + t) + Cδ0(1 + t)
−1[1 + log(1 + t)]
1 + Eˆs(u, ϑ) log(1 + t′)− Cδ0(1 + t′)−1[1 + log(1 + t′)]
Since
Cδ0
[1 + log(1 + t′)]
(1 + t′)
≤ Cδ0 ≤ 1
2
the denominator in the fraction on the right in (14.282) is
≥ 1
2
+ Eˆs(u, ϑ) log(1 + t
′) ≥ 1
2
(1 + Eˆs(u, ϑ) log(1 + t
′))
Similarly, since
Cδ0
[1 + log(1 + t)]
(1 + t)
≤ Cδ0 ≤ 1
2
the numerator in the fraction on the right in (14.282) is
3
2
+ Eˆs(u, ϑ) log(1 + t) ≤ 3
2
(1 + Eˆs(u, ϑ) log(1 + t))
Therefore, for (u, ϑ) ∈ Vs+ it holds that
µ(t, u, ϑ)
µ(t′, u, ϑ)
≤ 3 1 + Eˆs(u, ϑ) log(1 + t)
1 + Eˆs(u, ϑ) log(1 + t′)
(14.283)
Now for a > b > 0, x ≥ 0, the function
f(x) =
1 + ax
1 + bx
is increasing in x. Hence, taking a = log(1 + t), b = log(1 + t′), x = Eˆs(u, ϑ), the ratio on the right in
(14.283) achieves its maximum in Vs+ where x achieves its maximum δ2 in Vs+. Therefore:
sup
(u,ϑ)∈Vs+
µ(t, u, ϑ)
µ(t′, u, ϑ)
≤ 3 1 + δ2 log(1 + t)
1 + δ2 log(1 + t′)
(14.284)
Substituting this and (14.240) in (14.241) we obtain:
‖(µ1/2(i1...il)A(0)l )(t)‖L2(Vs+) (14.285)
≤ C|ℓ|
∫ t
0
√
1 + δ2 log(1 + t)
1 + δ2 log(1 + t′)
√∑
j,α
E ′1[RjRil ...Ri1ψα](t′)
dt′
(1 + t′)
≤ C|ℓ|
√
(i1...il)G′1,l+2;a,q
∫ t
0
√
1 + δ2 log(1 + t)
1 + δ2 log(1 + t′)
[1 + log(1 + t′)]qµ¯−am (t
′)
dt′
(1 + t′)
≤ C|ℓ|µ¯−am (t)
√
(i1...il)G′1,l+2;a,q
∫ t
0
√
1 + δ2 log(1 + t)
1 + δ2 log(1 + t′)
[1 + log(1 + t′)]q
dt′
(1 + t′)
where in the last step we have used the fact that by Corollary 2 of Lemma 8.11, µ¯−am (t′) ≤ Cµ¯−am (t).
Substituting (14.285) in (14.279) and noting that√
E ′1[Ril+1 ...Ri1ψα](t) ≤ µ¯−am (t)[1 + log(1 + t)]q
√
(i1...il)G′1,l+2;a,q(t)
the factors |ℓ| cancel and we obtain that (14.279) hence also (14.267) is bounded by:
Cµ¯−2am (t)[1 + log(1 + t)]
q(i1...il)G′1,l+2;a,q(t) (14.286)
·{ δ2√
1 + δ2 log(1 + t)
+ Cδ0
[1 + log(1 + t)]3/2
(1 + t)
}Iq;δ2(t)
where:
Iq;δ2(t) =
∫ t
0
[1 + log(1 + t′)]q√
1 + δ2 log(1 + t′)
dt′
(1 + t′)
(14.287)
Setting x = 1 + log(1 + t′), the integral Iq;δ2(t) takes the form:
Iq;δ2 (t) =
∫ 1+log(1+t)
1
xq√
1 + δ2(x− 1)
dx (14.288)
Since δ2 ≤ 1 we have:
1 + δ2(x− 1) ≥ δ2 + δ2(x− 1) = δ2x
hence:
Iq;δ2 (t) ≤
1√
δ2
∫ 1+log(1+t)
0
xq−1/2dx =
1√
δ2
[1 + log(1 + t)]q+1/2
(q + 1/2)
(14.289)
Also, since the denominator of the integrand in (14.290) is ≥ 1,
Iq;δ2 (t) ≤
∫ 1+log(1+t)
0
xqdx =
[1 + log(1 + t)]q+1
(q + 1)
(14.290)
We use (14.289) to estimate the product:
δ2√
1 + δ2 log(1 + t)
Iq;δ2 (t) ≤
δ2√
1 + δ2 log(1 + t)
[1 + log(1 + t)]q+1/2√
δ2(q + 1/2)
(14.291)
=
√
δ2
√
1 + log(1 + t)√
1 + δ2 log(1 + t)
[1 + log(1 + t)]q
(q + 1/2)
≤ [1 + log(1 + t)]
q
(q + 1/2)
where in the last step we have used the fact that δ2 ≤ 1. We use (14.290) to estimate the product:
Cδ0
[1 + log(1 + t)]3/2
(1 + t)
Iq;δ2 (t) ≤ Cδ0
[1 + log(1 + t)]3/2
(1 + t)
[1 + log(1 + t)]q+1
(q + 1)
(14.292)
= Cδ0
[1 + log(1 + t)]5/2
(1 + t)
[1 + log(1 + t)]q
(q + 1)
≤ C
′δ0
(q + 1)
[1 + log(1 + t)]q
We conclude that (14.286) hence also (14.267) is bounded by:
C
(q + 1/2)
µ¯−2am (t)[1 + log(1 + t)]
2q(i1...il)G′1,l+2;a,q(t) (14.293)
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Thus, we have estimated the borderline integral (14.246). We proceed to estimate the remaining
contributions to the hypersurface integral H0. These are the contributions from (14.243). To estimate
these contributions, we simply use the bound:
max
α
sup
Σ
ǫ0
t
|Tψα| ≤ Cδ0(1 + t)−1 (14.294)
These contributions are then bounded by, for k = 1, 2,
C
∫
Σ
ǫ0
t
(1 + t)|Tψα|(i1...il)A(k)l |/dRil+1 ...Ri1ψα|dudµ/g (14.295)
≤ Cδ0
∫
Σ
ǫ0
t
(i1...il)A
(k)
l |/dRil+1 ...Ri1ψα|dudµ/g
≤ Cδ0‖(i1...il)A(k)l ‖L2(Σǫ0t )‖/dRil+1 ...Ri1ψα‖L2(Σǫ0t )
≤ Cδ0µ¯−1/2m (t)‖(i1...il)A(k)l (t)‖L2([0,ǫ0]×S2)
√
E ′1,[l+2](t)
by (8.333).
Consider first the contribution of (i1...il)A
(1)
l . From (14.245) and the fact that by the estimate
(14.239):
‖(i1...il)ρ(1)l ‖L2(Σǫ0t ) ≤ Cµ¯
−1/2
m (t)δ0(1 + t)
−3
√
E ′1,[l+2](t) (14.296)
we obtain:
‖(i1...il)A(1)l (t)‖L2([0,ǫ0]×S2) ≤ Cδ0
∫ t
0
µ¯−1/2m (t
′)(1 + t′)−2
√
E ′1,[l+2](t′)dt′ (14.297)
≤ Cδ0
√
G′1,[l+2];a,q(t)J ′a,q(t)
where:
J ′a,q(t) =
∫ t
0
µ¯−a−1/2m (t
′)(1 + t′)−2[1 + log(1 + t′)]qdt′ (14.298)
To estimate this integral we consider again the two cases occurring in the proof of Lemma 8.11. In
Case 1 we have the upper bound (14.117), which implies:
J ′a,q(t) ≤ C
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]qdt′ ≤ Cq (14.299)
Similarly, in Subcase 2a:
J ′a,q(t1) ≤ Cq (14.300)
In Subcase 2b we have the lower bound (14.124), which, with
Cq(t1) = sup
t′≥t1
{(1 + t′)−1[1 + log(1 + t′)]q} (14.301)
implies:
J ′a,q(t)− J ′a,q(t1) ≤ C · Cq(t1)
∫ t
t1
(1 + t′)−1(1− δ1τ ′)−a−1/2dt′ (14.302)
≤ C · Cq(t1)
aδ1
µ¯−a+1/2m (t)
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In the last step we have used the bound (8.312).
We have:
Cq(t1) = sup
τ ′≥τ1
{e−τ ′(1 + τ ′)q} τ1 = log(1 + t1)
Now, the function:
f(x) = e−xxq on [1,∞)
is decreasing in x for x ≥ q. Hence if τ1 = 1/2aδ1 ≥ q, which is the case if aqδ0 is suitably small, then:
Cq(t1) = e
−τ1(1 + τ1)q = e
− 12aδ1 (1 +
1
2aδ1
)q (14.303)
Therefore, from (14.302),
J ′a,q(t)− J ′a,q(t1) ≤
C
2aδ1
(1 +
1
2aδ1
)qe−
1
2aδ1 µ¯−a+1/2m (t) (14.304)
≤ Cϕ′q+1(2aδ1)µ¯−a+1/2m (t) ≤ Cϕ′q+1(Caδ0)µ¯−a+1/2m (t)
We conclude that in general:
J ′a,q(t) ≤ Cq + Cϕ′q+1(Caδ0)µ¯−a+1/2m (t) (14.305)
Substituting in (14.297) and the result in (14.295) for k = 1, then yields:
C
∫
Σ
ǫ0
t
(1 + t)|Tψα|(i1...il)A(1)l |/dRil+1 ...Ri1ψα|dudµ/g (14.306)
≤ Cδ20G′1,[l+2];a,q(t){Cqµ¯−a−1/2m (t) + Cϕ′q+1(Caδ0)µ¯−2am (t)}[1 + log(1 + t)]q
Next, we consider the contribution of (i1...il)A
(2)
l . We have (14.245) for k = 2 and for
‖(i1...il)ρ(2)l ‖L2(Σǫ0t ) we have the estimate (14.235). Here we shall only consider the contribution of the
leading term on the right of (14.235) namely the term Cl(1 + t)
−2WQ{l}. The contribution of this term
to (14.245) is:
Cl
∫ t
0
(1 + t′)−1WQ{l}(t′)dt′ (14.307)
By Lemma 5.1 we have:
WQ{l}(t′) ≤ Cǫ0
√
E0,[l+2](t′) (14.308)
≤ Cǫ0µ¯−am (t′)[1 + log(1 + t′)]p
√
G0,[l+2];a,p
hence (14.307) is bounded by:
Clǫ0[1 + log(1 + t)]
p
√
G0,[l+2];a,p(t)
∫ t
0
(1 + t′)−1µ¯−am (t
′)dt′ (14.309)
The last integral coincides with the integral Ja−1/2,−1(t) (see (14.147)), therefore by (14.153) it is
bounded by:
C[1 + log(1 + t)]µ¯−a+1m
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Consequently (14.309), hence also (14.307), are bounded by:
Clǫ0[1 + log(1 + t)]
p+1µ¯−a+1m (t)
√
G0,[l+2];a,p(t) (14.310)
We conclude that the contribution to (14.295) for k = 2 is bounded by:
Clǫ0δ0µ¯
−2a+1/2
m (t)[1 + log(1 + t)]
p+q+1
√
G0,[l+2];a,p(t)G′1,[l+2];a,q(t) (14.311)
Finally, we consider the contribution of the hypersurface integral H1, given by (14.212). We have:
|H1| ≤ C
∫
Σ
ǫ0
t
(1 + t)2|Ril+1Tψα||Ril ...Ri1trχ′||Ril+1 ...Ri1ψα|dudµ/g (14.312)
By virtue of the bound
max
α
sup
Σ
ǫ0
t
|Ril+1Tψα| ≤ Cδ0(1 + t)−1 (14.313)
we have:
|H1| ≤ Cδ0
∫
Σ
ǫ0
t
(1 + t)|Ril ...Ri1trχ′||Ril+1 ...Ri1ψα|dudµ/g (14.314)
Cδ0(1 + t)‖Ril ...Ri1 trχ′‖L2(Σǫ0t )‖Ril+1 ...Ri1ψα‖L2(Σǫ0t )
≤ Cδ0(1 + t)2‖(Ril ...Ri1trχ′)(t)‖L2([0,ǫ0]×S2)W{l+1}(t)
Now by (14.243), (14.245):
(1 + t)2‖(Ril ...Ri1trχ′)(t)‖L2([0,ǫ0]×S2) (14.315)
≤ C{‖Ril ...Ri1trχ′‖L2(Σǫ00 ) +
2∑
k=0
‖(i1...il)A(k)l (t)‖L2([0,ǫ0]×S2)}
≤ C{‖Ril ...Ri1trχ′‖L2(Σǫ00 ) +
2∑
k=0
∫ t
0
(1 + t′)‖(i1...il)ρ(k)l ‖L2(Σǫ0
t′
)dt
′}
Here we need only consider the leading principal contribution, namely that of ‖(i1...il)ρ(0)l ‖L2(Σǫ0
t′
). This
contribution to (14.315) is bounded by:
C|ℓ|
∫ t
0
(1 + t′)−1µ¯−1/2m (t
′)
√∑
j,α
E ′1[RjRil ...Ri1ψα](t′)dt′ (14.316)
≤ C|ℓ|
√
G′1,[l+2];a,q(t)
∫ t
0
(1 + t′)−1µ¯−a−1/2m (t
′)[1 + log(1 + t′)]qdt′
The last integral coincides with Ja,q−1 (see (14.147)), therefore by (14.153) it is bounded by:
C[1 + log(1 + t)]q+1µ¯−a+1/2m (t)
Consequently the leading principal contribution to (14.315) is bounded by:
C|ℓ|µ¯−a+1/2m (t)[1 + log(1 + t)]q+1
√
G′1,[l+2];a,q(t) (14.317)
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On the other hand, as in (14.308) we have:
W{l+1} ≤ Cǫ0
√
E0,[l+2](t) (14.318)
≤ Cǫ0µ¯−am (t)[1 + log(1 + t)]p
√
G0,[l+2];a,p(t)
Substituting (14.317) and (14.318) in (14.314), we conclude that the leading principal contribution to
H1 is bounded by:
C|ℓ|ǫ0δ0µ¯−2a+1/2m (t)[1 + log(1 + t)]p+q+1
√
G0,[l+2];a,p(t)G′1,[l+2];a,q(t) (14.319)
the same in the form as (14.311).
We turn to the spacetime integral in (14.207) namely:∫
W tu
(Ril+1 ...Ri1ψα)(L+ ν){(ω/ν)(Tψα)(Ril+1 ...Ri1 trχ′)}dt′du′dµ/˜g (14.320)
Here we shall use the fact that (L+ν)Tψα decays faster than (1+t)
−2. To establish this fact we consider
the wave equation satisfied by ψα. In analogy with (8.180) and (8.181) we have for α = 0, 1, 2, 3:
(L+ ν)Lψα = ρα (14.321)
where:
ρα = µ /∆ψα − νLψα − 2ζ · /dψα + µd logΩ
dh
/dh · /dψα (14.322)
Under the same assumptions as those of Lemma 8.10 an estimate similar to (8.182) holds for each
α = 0, 1, 2, 3, that is, we have:
max
α
|ρα| ≤ Cδ0(1 + t)−3[1 + log(1 + t)] (14.323)
Since 2Tψα = Lψα − η−1κLψα, (14.321) implies:
(L+ ν)Tψα = τα (14.324)
where:
2τα = ρα − (L+ ν)(η−1κLψα) (14.325)
Now we have:
(L+ ν)(η−1κLψα) = η−1κ(L)2ψα + ((L + ν)(η−1κ))Lψα
Using the bound for Lµ and the assumptions EQQ{0} , E
Q
{0} we deduce:
max
α
|(L+ ν)(η−1κLψα)| ≤ Cδ0(1 + t)−3[1 + log(1 + t)] (14.326)
Combining (14.323) and (14.326) we obtain:
max
α
|τα| ≤ Cδ0(1 + t)−3[1 + log(1 + t)] (14.327)
This estimate actually relies only on the assumptions of Proposition 12.6. By direct calculation, under
the assumptions of Proposition 12.9 with l = 1 together with those of Proposition 12.10 withm = l = 0,
we deduce:
max
α
‖τα‖∞,[1],Σǫ0t ≤ Cδ0(1 + t)
−3[1 + log(1 + t)] (14.328)
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Next, we consider the factor ω/ν. Setting:
ν′ =
1
2
(trχ′ + L logΩ) (14.329)
we have:
ν =
1
1− u+ t + ν
′ (14.330)
Recalling that ω = 2(1 + t) we then obtain:
(L− 2ν)(ω/ν) = γν−2ω (14.331)
where:
γ =
−u
(1 + t)(1 − u+ t)2 + (
1
1 + t
− 4
1− u+ t )ν
′ − 2ν′2 − Lν′ (14.332)
Proposition 12.9 with l = 1 implies:
‖γ‖∞,[1],Σǫ0t ≤ Cδ0(1 + t)
−3[1 + log(1 + t)] (14.333)
Here we also have used (14.217) and (14.219).
By (14.324) and (14.331) we have,
(L+ ν){(ω/ν)(Tψα)(Ril+1 ...Ri1trχ′)} (14.334)
= (ω/ν){(Tψα)(L+ 2ν)(Ril+1 ...Ri1 trχ′) + τ˜α(Ril+1 ...Ri1trχ′)}
where:
τ˜α = τα + γν
−1Tψα (14.335)
By (14.328) and (14.333) and the estimate for ν′ resulting from Proposition 12.9 with l = 1 we have:
max
α
‖τ˜α‖∞,[1],Σǫ0t ≤ Cδ0(1 + t)
−3[1 + log(1 + t)] (14.336)
Substituting (14.334) in (14.320), we are thus to estimate the spacetime integral:∫
W tu
(Ril+1 ...Ri1ψα)(ω/ν) (14.337)
·{(Tψα)(L+ 2ν)(Ril+1 ...Ri1 trχ′) + τ˜α(Ril+1 ...Ri1trχ′)}dt′du′dµ/˜g
Writing:
(L+ 2ν)Ril+1 ...Ri1trχ
′ = Ril+1(L+ 2ν)Ril ...Ri1trχ
′ (14.338)
+(Ril+1)ZRil ...Ri1trχ
′ − 2(Ril+1ν)(Ril ...Ri1 trχ′)
we integrate by parts on each St,u using (14.209), first taking X = Ril+1 to obtain:∫
St,u
(ω/ν)(Ril+1 ...Ri1ψα)(Tψα)Ril+1((L + 2ν)Ril ...Ri1trχ
′)dµ/˜g (14.339)
= −
∫
St,u
(ω/ν)(Tψα)(Ril+1Ril+1 ...Ri1ψα)(L+ 2ν)Ril ...Ri1trχ
′dµ/˜g
−
∫
St,u
(ω/ν)(Ril+1Tψα)(Ril+1 ...Ri1ψα)(L+ 2ν)Ril ...Ri1trχ
′dµ/˜g
−
∫
St,u
(Tψα){Ril+1(ω/ν) +
1
2
(ω/ν)tr
(Ril+1) /˜π}
·(Ril+1 ...Ri1ψα)(L+ 2ν)Ril ...Ri1trχ′dµ/˜g
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and then taking X = (Ril+1)Z to obtain:
∫
St,u
(ω/ν)(Tψα)(Ril+1 ...Ri1ψα)
(Ril+1 )Z(Ril ...Ri1trχ
′)dµ/˜g (14.340)
= −
∫
St,u
((Ril+1)Z · /dRil+1 ...Ri1ψα)(ω/ν)(Tψα)(Ril ...Ri1trχ′)dµ/˜g
−
∫
St,u
(ω/ν)((Ril+1)Z · /dTψα)(Ril+1 ...Ri1ψα)(Ril ...Ri1trχ′)dµ/˜g
−
∫
St,u
(Tψα){(Ril+1)Z · /d(ω/ν) + (ω/ν) /˜div(Ril+1)Z}
·(Ril+1 ...Ri1ψα)(Ril ...Ri1trχ′)dµ/˜g
Also, taking again X = Ril+1 ,
∫
St,u
(Ril+1 ...Ri1ψα)(ω/ν)τ˜αRil+1 ...Ri1 trχ
′dµ/˜g (14.341)
= −
∫
St,u
(ω/ν)τ˜α(Ril+1Ril+1 ...Ri1ψα)(Ril ...Ri1trχ
′)dµ/˜g
−
∫
St,u
(ω/ν)(Ril+1 τ˜α)(Ril+1 ...Ri1ψα)(Ril ...Ri1trχ
′)dµ/˜g
−
∫
St,u
τ˜α(Ril+1 ...Ri1ψα){Ril+1(ω/ν) +
1
2
(ω/ν)tr
(Ril+1) /˜π}(Ril ...Ri1trχ′)dµ/˜g
In view of (14.339)-(14.341) the spacetime integral (14.337) becomes:
− V0 − V1 − V2 − V3 (14.342)
where:
V0 = V0,0 + V0,1
(14.343)
V0,0 =
∫
W tu
(ω/ν)(Tψα)(Ril+1Ril+1 ...Ri1ψα)(L+ 2ν)Ril ...Ri1 trχ
′dt′du′dµ/˜g
(14.344)
V0,1 =
∫
W tu
(ω/ν){τ˜α(Ril+1Ril+1 ...Ri1ψα) + (Tψα)(Ril+1 )Z · /dRil+1 ...Ri1ψα}Ril ...Ri1 trχ′dt′du′dµ/˜g
(14.345)
V1 = V1,0 + V1,1
(14.346)
V1,0 =
∫
W tu
(ω/ν)(Ril+1Tψα)(Ril+1 ...Ri1ψα)(L+ 2ν)Ril ...Ri1 trχ
′dt′du′dµ/˜g
(14.347)
V1,1 =
∫
W tu
(ω/ν){Ril+1 τ˜α + (Ril+1)Z · /dTψα} · (Ril+1 ...Ri1ψα)Ril ...Ri1 trχ′dt′du′dµ/˜g
(14.348)
387
V2 = V2,0 + V2,1
(14.349)
V2,0 =
∫
W tu
(Tψα){Ril+1(ω/ν) +
1
2
(ω/ν)tr
(Ril+1) /˜π}(Ril+1 ...Ri1ψα)(L + 2ν)Ril ...Ri1trχ′dt′du′dµ/˜g
(14.350)
V2,1 =
∫
W tu
(Ril+1 ...Ri1ψα)(Ril ...Ri1trχ
′)·
(14.351)
{τ˜α[Ril+1(ω/ν) +
1
2
(ω/ν)tr
(Ril+1) /˜π] + (Tψα)[
(Ril+1)Z · /d(ω/ν) + (ω/ν) /˜div(Ril+1)Z]}dt′du′dµ/˜g
and:
V3 =
∫
W tu
2(ω/ν)(Ril+1 ...Ri1ψα)(Tψα)(Ril+1ν)(Ril ...Ri1trχ
′)dt′du′dµ/˜g (14.352)
The last term is a lower order integral which can be easily estimated.
In the following we shall focus attention on the two leading integrals V0,0 and V1,0, the other
integrals containing decay factors compared to these two leading integrals. In fact, comparing V0,0 and
V0,1 as well as V1,0 and V1,1 by using (14.336) and the estimate
max
j
‖(Rj)Z‖∞,[1],Σǫ0t ≤ Cδ0(1 + t)−1[1 + log(1 + t)] (14.353)
of Corollary 10.1.i, we see that V0,1 and V1,1 contain a decay factor of δ0(1 + t)
−1[1 + log(1 + t)] as
compared to V0,0 and V1,0 respectively.
We first consider V0,0. We have:
|V0,0| ≤ C
∫
W tǫ0
(1 + t′)3|Tψα||/dRil+1 ...Ri1ψα||(L+ 2ν)Ril ...Ri1trχ′|dt′dudµ/g (14.354)
From the propagation equation (14.219) we have:
(L + 2ν)Ril ...Ri1trχ
′ = (i1...il)ρ˜l (14.355)
where:
(i1...il)ρ˜l =
(i1...il)ρl + 2ν
′Ril ...Ri1trχ
′ (14.356)
Now we can see that V0,1 and V1,1 enjoy the same bounds as the contribution of the second term on
the right of above to V0,1 and V1,0.
We write, as in (14.229),
(i1...il)ρ˜l =
(i1...il)ρ
(0)
l +
(i1...il)ρ
(1)
l +
(i1...il)ρ˜
(2)
l (14.357)
where:
(i1...il)ρ˜
(2)
l =
(i1...il)ρ
(2)
l + 2ν
′Ril ...Ri1trχ
′ (14.358)
Since
|ν′| ≤ Cδ0(1 + t)−2[1 + log(1 + t)]
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(i1...il)ρ˜
(2)
l enjoys the same bound as
(i1...il)ρ
(2)
l . The borderline contribution to (14.354) is the contri-
bution from (i1...il)ρ
(0)
l . This is the borderline integral:
C
∫
W tu
(1 + t′)3|Tψα||/dRil+1 ...Ri1ψα||(i1...il)ρ(0)l |dt′dudµ/g (14.359)
≤ C
∫ t
0
(1 + t′)3 sup
Σ
ǫ0
t′
(µ−1|Tψα|)
·‖µ1/2/dRil+1 ...Ri1ψα‖L2(Σǫ0
t′
)‖µ1/2(i1...il)ρ(0)l ‖L2(Σǫ0
t′
)dt
′
Here we substitute (14.89) for supΣǫ0
t′
(µ−1|Tψα|) and the estimate (14.240) for ‖µ1/2(i1...il)ρ(0)l ‖L2(Σǫ0
t′
).
The factors |ℓ| then cancel. Now the partial contribution of the second term on the right of (14.89)
is actually not borderline. We shall show how to estimate contribution of this type afterwards, in
connection with the estimate for the contribution of (i1...il)ρ
(1)
l . For the present we focus on the
borderline integral:
C
∫ t
0
sup
Σ
ǫ0
t′
(µ−1|Lµ|)
√
E ′1[Ril+1 ...Ri1ψα](t′)
√∑
j,α
E ′1[RjRil ...Ri1ψα](t′)dt′ (14.360)
≤ C
∫ t
0
sup
Σ
ǫ0
t′
(µ−1|Lµ|)
∑
j,α
E ′1[RjRil ...Ri1ψα](t′)dt′
≤ C
∫ t
0
sup
Σ
ǫ0
t′
(µ−1|Lµ|)µ¯−2am (t′)[1 + log(1 + t′)]2q(i1...il)G′1,l+2;a,q(t′)dt′
This has the same form as (14.97), with q replacing p and (i1...il)G′1,l+2;a,q replacing (i1...il)G0,l+2;a,p.
Thus, from (14.102) and (14.107) we conclude that (14.360) is bounded by:
C(
1
2a
+
1
2q
)µ¯−2am (t)[1 + log(1 + t)]
2q(i1...il)G′1,l+2;a,q(t) (14.361)
We proceed to consider the contribution of (i1...il)ρ
(1)
l to (14.354). To estimate this and all remaining
contributions we simply use (14.90). Using (14.241) we obtain that the contribution in question is
bounded by:
C
∫
W tǫ0
(1 + t′)3|Tψα||/dRil+1 ...Ri1ψα||(i1...il)ρ(1)l |dt′dudµ/g (14.362)
≤ Cδ0
∫ t
0
(1 + t′)2µ¯−1m (t
′)‖µ1/2/dRil+1 ...Ri1ψα‖L2(Σǫ0
t′
)‖µ1/2(i1...il)ρ(1)l ‖L2(Σǫ0
t′
)dt
′
≤ Cδ20
∫ t
0
(1 + t′)−2µ¯−1m (t
′)E ′1,[l+2](t′)dt′
≤ Cδ20
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2qµ¯−1−2am (t
′)G′1,[l+2];a,q(t′)dt′
The last integral is similar as (14.115). We find (14.362) is bounded by:
Cδ20 µ¯
−2a
m (t)[1 + log(1 + t)]
2q (14.363)
·{ϕ1(Caδ0)G′1,[l+2];a,q(t) +
∫ t
0
(1 + t′)−2G′1,[l+2];a,q(t′)dt′}
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We consider next the contribution to (14.354) of the leading term Cl(1 + t)
−2WQ{l} in the estimate
for ‖(i1...il)ρ˜(2)l ‖L2(Σǫ0t ). This contribution is bounded by:
Clδ0
∫ t
0
µ¯−1/2m (t
′)‖µ1/2/dRil+1 ...Ri1ψα‖L2(Σǫ0
t′
)WQ{l}(t′)dt′ (14.364)
≤ Clǫ0δ0
∫ t
0
(1 + t′)−1µ¯−2a−1/2m (t
′)[1 + log(1 + t′)]p+q
×
√
G′1,[l+2];a,q(t′)G0,[l+2];a,p(t′)dt′
≤ Clǫ0δ0J2a,p+q−1(t)
√
G′1,[l+2];a,q(t)G0,[l+2];a,p(t)
where Ja,q(t) is the integral (14.147). By (14.153) we have:
J2a,p+q−1(t) ≤ C[1 + log(1 + t)]p+q+1µ¯−2a+1/2m (t) (14.365)
hence (14.364) is bounded by:
Clǫ0δ0µ¯
−2a+1/2
m (t)[1 + log(1 + t)]
p+q+1
√
G′1,[l+2];a,q(t)G0,[l+2];a,p(t) (14.366)
Finally, we consider the integral V1,0, given by (14.347). By the bound (14.213) we have:
|V1,0| ≤ Cδ0
∫
W tu
(1 + t′)|Ril+1 ...Ri1ψα||(i1...il)ρ˜l|dt′dudµ/g (14.367)
≤ Cδ0
∫ t
0
(1 + t′)W{l+1}(t′)‖(i1...il)ρ˜l‖L2(Σǫ0
t′
)dt
′
Here we need only consider the leading principal contribution, namely that of ‖(i1...il)ρ˜(0)l ‖L2(Σǫ0
t′
). By
(14.240) and (14.318) this contribution is bounded by:
Cǫ0δ0
∫ t
0
(1 + t′)−1µ¯−2a−1/2m (t
′)[1 + log(1 + t′)]p+q
√
G0,[l+2];a,p(t′)G′1,[l+2];a,q(t′)dt′ (14.368)
This is identical to (14.364), which has been bounded by (14.366). This completes the estimates for the
spacetime integrals V0, V1, V2. Thus, the estimate of the contribution of (14.56) to (14.59) is completed.
14.5.2 Estimates for the Contribution of (14.57)
We now consider the contribution of (14.57) to (14.59). Recalling that this is associated to the variation
(14.54), the contribution in question is:
−
∫
W tu
(ω/ν)(Tψα)(Ril−m ...Ri1(T )
m /∆µ)(L + ν)(Ril−m ...Ri1 (T )
m+1ψα)dt
′du′dµ/˜g (14.369)
We deal with integral in the same way as we dealt with (14.202). That is, we write the integrand in
the form:
−(ω/ν)(Tψα)(Ril−m ...Ri1 (T )m /∆µ)((L+ ν)Ril−m ...Ri1(T )m+1ψα) =
−(L+ 2ν){(ω/ν)(Tψα)(Ril−m ...Ri1 (T )m /∆µ)(Ril−m ...Ri1(T )m+1ψα)}
+(Ril−m ...Ri1(T )
m+1ψα)(L + ν){(ω/ν)(Tψα)(Ril−m ...Ri1(T )m /∆µ)}
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By (14.206) with the function
(ω/ν)(Tψα)(Ril−m ...Ri1(T )
m /∆µ)(Ril−m ...Ri1 (T )
m+1ψα)
in the role of the function f , we conclude that (14.369) equals:
−
∫
Σut
(ω/ν)(Tψα)(Ril−m ...Ri1(T )
m /∆µ)(Ril−m ...Ri1(T )
m+1ψα)du
′dµ/˜g (14.370)
+
∫
Σu0
(ω/ν)(Tψα)(Ril−m ...Ri1(T )
m /∆µ)(Ril−m ...Ri1(T )
m+1ψα)du
′dµ/˜g
+
∫
W tu
(Ril−m ...Ri1(T )
m+1ψα)(L + ν)
·{(ω/ν)(Tψα)(Ril−m ...Ri1(T )m /∆µ)}dt′du′dµ/˜g
We first consider the hypersurface integral:
−
∫
Σut
(ω/ν)(Tψα)(Ril−m ...Ri1(T )
m /∆µ)(Ril−m ...Ri1(T )
m+1ψα)du
′dµ/˜g (14.371)
We define the St,u-tangential vectorfields:
(i1...il−m)Ym,l−m = (/dRil−m ...Ri1(T )
mµ) · (/g−1) (14.372)
Then with
(i1...il−m)rm,l−m = Ril−m ...Ri1(T )
m /∆µ− /∆Ril−m ...Ri1 (T )mµ (14.373)
in view of the fact that, since /˜g = Ω/g, for any St,u-tangential vectorfield X :
/˜divX = /divX +X · /d log Ω, (14.374)
we have:
Ril−m ...Ri1(T )
m /∆µ = /˜div(i1...il−m)Ym,l−m + (i1...il−m)r˜m,l−m (14.375)
where:
(i1...il−m)r˜m,l−m = (i1...il−m)rm,l−m − (i1...il−m)Ym,l−m · /d logΩ (14.376)
In analogy with (11.323)-(11.325) we deduce:
(i1...il−m)rm,l−m = tr((i1...il−m)cm,l−m[/dµ]) · (/g−1) (14.377)
+tr{/LRil−m .../LRi1
m∑
k=1
m!
k!(m− k)! ((/LT )
k(/g
−1)) · (/LT )m−k /D2µ}
+tr{
∑
|s1|+|s2|=l−m,|s1|>0
((/LR)s1(/g−1)) · (/LR)s2(/LT )m /D2µ}
Using Corollaries 10.1.d, 10.2.d, 11.1.c, 11.2.c, 11.2.g, we obtain:
‖(i1...il−m)rm,l−m‖L2(Σǫ0t ) ≤ Cl(1 + t)
−2[1 + log(1 + t)]{(1 + t)−1B[m,l+1] (14.378)
+δ0[Y0 + (1 + t)A′[l] +W{l+1} + (1 + t)−2[1 + log(1 + t)]2WQ{l}]}
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Moreover, since
‖(i1...il−m)Ym,l−m‖L2(Σǫ0t ) ≤ C(1 + t)
−1B[m,l+1] (14.379)
while
‖/d logΩ‖L∞(Σǫ0t ) ≤ Cδ0(1 + t)−2 (14.380)
(i1...il−m)r˜m,l−m enjoys the same bounds as (i1...il−m)rm,l−m.
Now substituting (14.375) in (14.371) the hypersurface integral becomes:
−
∫
Σut
(ω/ν)(Tψα) /˜div
(i1...il−m)Ym,l−m(Ril−m ...Ri1 (T )
m+1ψα)du
′dµ/˜g (14.381)
−
∫
Σut
(ω/ν)(Tψα)
(i1...il−m)r˜m,l−m(Ril−m ...Ri1 (T )
m+1ψα)du
′dµ/˜g
If f is an arbitrary function defined on St,u and X an arbitrary vectorfield tangential to St,u, we have:∫
St,u
f /˜divXdµ/˜g = −
∫
St,u
X · /dfdµ/˜g (14.382)
Applying (14.382) to the first of (14.381), taking X = (i1...il−m)Ym,l−m and
f = (ω/ν)(Tψα)(Ril−m ...Ri1(T )
m+1ψα), we obtain that (14.381) equals:
H ′0 +H
′
1 +H
′
2 (14.383)
where:
H ′0 =
∫
Σut
(ω/ν)(Tψα)
(i1...il−m)Ym,l−m · /d(Ril−m ...Ri1(T )m+1ψα)du′dµ/˜g
(14.384)
H ′1 =
∫
Σut
(ω/ν)(/dTψα) · (i1...il−m)Ym,l−m(Ril−m ...Ri1(T )m+1ψα)du′dµ/˜g
(14.385)
H ′2 =
∫
Σut
(Tψα){/d(ω/ν) · (i1...il−m)Ym,l−m − (ω/ν)(i1...il−m)r˜m,l−m}(Ril−m ...Ri1(T )m+1ψα)du′dµ/˜g
(14.386)
Now by (14.378) and (14.379) (also (14.214)),
‖(ν/ω)(i1...il−m)Ym,l−m · /d(ω/ν)− (i1...il−m)r˜m,l−m‖L2(Σǫ0t ) (14.387)
≤ Cl(1 + t)−2[1 + log(1 + t)]{(1 + t)−1B[m,l+1]+
δ0[Y0 + (1 + t)A′[l] +W{l+1} + (1 + t)−2[1 + log(1 + t)]2WQ{l}]}
Comparing on one hand (14.386) with (14.385) and on the other hand (14.387) with (14.379), we see
that H ′2 has an extra decay factor of (1 + t)−1[1 + log(1 + t)] relative to H ′1. So we confine attention
to H ′0 and H
′
1.
We first consider the integral H ′0. We have, recalling the definition (14.372),
|H ′0| ≤ C
∫
Σ
ǫ0
t
(1 + t)2|Tψα||/dRil−m ...Ri1(T )mµ||/dRil−m ...Ri1(T )m+1ψα|dudµ/g (14.388)
≤ C
∫
Σ
ǫ0
t
(1 + t)|Tψα|(
∑
j
|RjRil−m ...Ri1 (T )mµ|)|/dRil−m ...Ri1(T )m+1ψα|dudµ/g
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Let us set j = il−m+1.
Here we must obtain a sharper estimate for Ril−m+1 ...Ri1(T )
mµ than that of Proposition 12.12.
Writing:
(i1...il−m+1)µm,l−m+1 = Ril−m+1 ...Ri1 (T )
mµ (m = 0, ..., l) (14.389)
we have the propagation equations (12.229) for m = 0, and (12.252), for m ≥ 1, which we can write
in combined form as:
L(i1...il−m+1)µm,l−m+1 = (i1...il−m+1)ρ′m,l−m+1 (14.390)
where:
(i1...il−m+1)ρ′m,l−m+1 = e
(i1...il−m+1)µm,l−m+1 +Ril−m+1 ...Ri1(T )
mm (14.391)
+µRil−m+1 ...Ri1(T )
me+ (i1...il−m+1)r′′m,l−m+1
+
m−1∑
k=0
Ril−m+1 ...Ri1(T )
kΛ(T )m−1−kµ
+
l−m∑
k=0
Ril−m+1 ...Ril−m−k+2
(Ril−m−k+1 )ZRil−m−k ...Ri1(T )
mµ
Here we have defined the functions:
(i1...il−m+1)r′′m,l−m+1 =
(i1...il−m+1)r′m,l−m+1 − (Ril−m+1 ...Ri1(T )me)µ (14.392)
where (i1...il−m+1)r′m,l−m+1 are given by (12.251). The functions
(i1...il−m+1)r′′m,l−m+1 are of order l+1
and contain spatial derivatives of µ of order at most l of which at most m are T -derivatives. Explicitly,
for m = 0:
(i1...il+1)r′′0,l+1 =
∑
|s1|+|s2|=l+1,|s1|,|s2|>0
((R)s1e)((R)s2µ) (14.393)
and for m ≥ 1:
(i1...il−m+1)r′′m,l−m+1 =
∑
|s1|+|s2|=l−m+1,|s1|>0
((R)s1e)((R)s2(T )mµ) (14.394)
+
∑
|s1|+|s2|=l−m+1,|s2|>0
((R)s1(T )me)((R)s2µ)
+Ril−m+1 ...Ri1(
m−1∑
k=1
m!
k!(m− k)! ((T )
ke)((T )m−kµ))
As in Chapter 10 we write:
m = mαT (Tψα) (14.395)
and we express:
Ril−m+1 ...Ri1 (T )
mm = mαTRil−m+1 ...Ri1(T )
m+1ψα +
(i1...il−m+1)n˜
′(0)
m,l−m+1 (14.396)
where:
(i1...il−m+1)n˜
′(0)
m,l−m+1 =
∑
|s1|+|s2|=l−m+1,|s1|>0
((R)s1mαT )((R)
s2 (T )m+1ψα) (14.397)
+Ril−m+1 ...Ri1 (
m∑
k=1
m!
k!(m− k)! ((T )
kmαT )((T )
m−k+1ψα))
393
Also, we write:
e = eαL(Lψα) (14.398)
where:
e0L =
1
2η2
(η2)′ (14.399)
eiL = η
−1Tˆ i − 1
2η2
(η2)′ψi
Obviously,
|eαL| ≤ C (14.400)
We then express:
Ril−m+1 ...Ri1(T )
me = eαLRil−m+1 ...Ri1(T )
mLψα +
(i1...il−m+1)n˜
′(1)
m,l−m+1 (14.401)
where:
(i1...il−m+1)n˜
′(1)
m,l−m+1 =
∑
|s1|+|s2|=l−m+1,|s1|>0
((R)s1eαL)((R)
s2 (T )mLψα) (14.402)
+Ril−m+1 ...Ri1(
m∑
k=1
m!
k!(m− k)! ((T )
keαL)((T )
m−kLψα))
We define:
(i1...il−m+1)ρ
′(0)
m,l−m+1 =
1
2
ℓRil−m+1 ...Ri1(T )
m+1ψ0 (14.403)
and:
(i1...il−m+1)ρ
′(1)
m,l−m+1 = (m
0
T −
1
2
ℓ)Ril−m+1 ...Ri1(T )
m+1ψ0 (14.404)
+miTRil−m+1 ...Ri1 (T )
m+1ψi + (1 + t)
−1µeαLRil−m+1 ...Ri1(T )
mQψα
We then have:
Ril−m+1 ...Ri1(T )
mm+ µRil−m+1 ...Ri1(T )
me (14.405)
= (i1...il−m)ρ
′(0)
m,l−m+1 +
(i1...il−m+1)ρ
′(1)
m,l−m+1 +
(i1...il−m+1)n˜′m,l−m+1
where:
(i1...il−m+1)n˜′m,l−m+1 =
(i1...il−m+1)n˜
′(0)
m,l−m+1 + µ
(i1...il−m+1)n˜
′(1)
m,l−m+1 (14.406)
and (14.391) takes the form:
(i1...il−m+1)ρ′m,l−m+1 =
(i1...il−m+1)ρ
′(0)
m,l−m+1 +
(i1...il−m+1)ρ
′(1)
m,l−m+1 +
(i1...il−m+1)ρ
′(2)
m,l−m+1 (14.407)
where:
(i1...il−m+1)ρ
′(2)
m,l−m+1 = e
(i1...il−m+1)µm,l−m+1 (14.408)
+(i1...il−m+1)n˜′m,l−m+1 +
(i1...il−m+1)r′′m,l−m+1
+
m−1∑
k=0
Ril−m+1 ...Ri1(T )
kΛ(T )m−1−kµ
+
l−m∑
k=0
Ril−m+1 ...Ril−m−k+2
(Ril−m−k+1)ZRil−m−k ...Ri1 (T )
mµ
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We shall now obtain an L2(Σǫ0t ) estimate for
(i1...il−m+1)ρ
′(2)
m,l−m+1. The first term on the right in
(14.408) is bounded in L2(Σǫ0t ) by:
Cδ0(1 + t)
−2B[m,l+1] (14.409)
From (14.397) we deduce:
‖(i1...il−m+1)n˜′(0)m,l−m+1‖L2(Σǫ0t ) ≤ Cδ0(1 + t)
−1W{l+1} (14.410)
Using Corollary 11.2.b, we deduce that ‖(i1...il−m+1)n˜′(1)m,l−m+1‖L2(Σǫ0t ) is bounded by:
Clδ0(1 + t)
−1{W{l+1} +WQ{l} + δ0(1 + t)−1[(1 + t)−1B[m−1,l+1] + Y0 + (1 + t)A′[l]]} (14.411)
We turn to the third term on the right in (14.408). Using Corollary 11.2.b we deduce through (14.393),
(14.394),
‖(i1...il−m)r′′m,l−m+1‖L2(Σǫ0t ) (14.412)
≤ Cδ0{[1 + log(1 + t)](1 + t)−1[WQ{l} + δ0(1 + t)−1(Y0 + (1 + t)A′[l−1] +W{l})]
+(1 + t)−2B[m,l]}
Finally, the two sums on the right in (14.408) have already been estimated in L2(Σǫ0t ) in (12.357) and
(12.359). So we conclude that: ∑
j
‖(i1...il−mj)ρ′(2)m,l−m+1‖L2(Σǫ0t ) (14.413)
≤ Clδ0(1 + t)−1[1 + log(1 + t)]
·{W{l+1} +WQ{l} + (1 + t)−1B[m,l+1] + Y0 + (1 + t)A′[l]}
Moreover, from (14.403) and (14.404), similarly as before, we have:
∑
j
‖(i1...il−mj)ρ′(0)m,l−m+1‖L2(Σǫ0t ) ≤ C|ℓ|µ¯
−1/2
m
√∑
α
E ′1[Ril−m ...Ri1(T )m+1ψ0](t) (14.414)
∑
j
‖(i1...il−mj)ρ′(1)m,l−m+1‖L2(Σǫ0t ) (14.415)
≤ Cδ0(1 + t)−1µ¯−1/2m
√∑
α
E ′1[Ril−m ...Ri1(T )m+1ψα](t)
+Cδ0(1 + t)
−1[1 + log(1 + t)]1/2
√∑
α
E ′1[Ril−m ...Ri1(T )mQψα](t)
and: ∑
j
‖µ1/2(i1...il−mj)ρ′(0)m,l−m+1‖L2(Σǫ0t ) ≤ C|ℓ|
√∑
α
E ′1[Ril−m ...Ri1(T )m+1ψα](t) (14.416)
∑
j
‖µ1/2(i1...il−mj)ρ′(1)m,l−m+1‖L2(Σǫ0t ) (14.417)
≤ Cδ0(1 + t)−1
√∑
α
E ′1[Ril−m ...Ri1 (T )m+1ψα](t)
+Cδ0(1 + t)
−1[1 + log(1 + t)]
√∑
α
E ′1[Ril−m ...Ri1(T )mQψα](t)
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We now integrate the propagation equation (14.390) along each integral curve of L from Σǫ00 to
obtain: ∑
j
|(i1...il−mj)µm,l−m+1(t, u, ϑ)| (14.418)
≤ C{
∑
j
|(i1...il−mj)µm,l−m+1(0, u, ϑ)|+
2∑
k=0
(i1...il−mj)A
′(k)
m,l−m(t, u, ϑ)}
where:
(i1...il−m)A
′(k)
m,l−m(t, u, ϑ) =
∫ t
0
∑
j
|(i1...il−mj)ρ′(k)m,l−m+1|(t′, u, ϑ)dt′ (14.419)
for k = 0, 1, 2.
By (8.333) we have:
‖(i1...il−m)A′(k)m,l−m(t)‖L2([0,ǫ0]×S2) (14.420)
≤
∫ t
0
∑
j
‖(i1...il−m)ρ′(k)m,l−m+1(t′)‖L2([0,ǫ0]×S2)dt′
≤
∫ t
0
(1 + t′)−1
∑
j
‖(i1...il−mj)ρ′(k)m,l−m+1‖L2(Σǫ0
t′
)dt
′
We now substitute (14.418) in (14.388), noting that:∑
j
|RjRil−m ...Ri1(T )mµ| =
∑
j
|(i1...il−mj)µm,l−m+1|
The borderline contribution is from (i1...il−m)A
′(0)
m,l−m. It is the borderline integral:
C
∫
Σ
ǫ0
t
(1 + t)|Tψα|(i1...il−m)A′(0)m,l−m|/dRil−m ...Ri1(T )m+1ψα|dudµ/g (14.421)
This is similar to (14.246) and it is estimated in exactly the same manner. Defining (see (14.257)):
(i1...il−m)G′1,m,l+2;a,q(t) (14.422)
= sup
t′∈[0,t]
{[1 + log(1 + t′)]−2qµ¯2am (t′)
∑
α
E ′1[Ril−m ...Ri1(T )m+1ψα](t′)}
then similarly, we obtain (see (14.266), (14.293)) that the borderline integral (14.421) is bounded by:
C(
1
a− 1/2 +
1
q + 1/2
)µ¯−2am (t)[1 + log(1 + t)]
2q(i1...il−m)G′1,m,l+2;a,q(t) (14.423)
The remaining contributions to (14.388) are estimated in exactly the same manner as the remaining
contributions to (14.215). In view of (14.294) these contributions are bounded by:
C
∫
Σ
ǫ0
t
(1 + t)|Tψα|(i1...il−m)A′(k)m,l−m|/dRil−m ...Ri1(T )m+1ψα|dudµ/g (14.424)
≤ Cδ0
∫
Σ
ǫ0
t
(i1...il−m)A
′(k)
m,l−m|/dRil−m ...Ri1(T )m+1ψα|dudµ/g
≤ Cδ0‖(i1...il−m)A′(k)m,l−m‖L2(Σǫ0t )‖/dRil−m ...Ri1(T )m+1ψα‖L2(Σǫ0t )
≤ Cδ0µ¯−1/2m (t)‖(i1...il−m)A′(k)m,l−m(t)‖L2([0,ǫ0]×S2)
√
E ′1,[l+2](t)
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for k = 1, 2, which is similar to (14.297). Here we need only consider the contribution of
(i1...il−m)A
′(1)
m,l−m, because
(i1...il−m)A
′(2)
m,l−m besides being of lower order does not contain any leading
terms, as is evident by comparing (14.413) to (14.237). By (14.415):∑
j
‖(i1...il−mj)ρ′(1)m,l−m+1‖L2(Σǫ0t ) ≤ Cδ0(1 + t)−1[1 + log(1 + t)]1/2µ¯−1/2m (t)
√
E ′1,[l+2](t) (14.425)
we obtain:
‖(i1...il−m)A′(1)m,l−m(t)‖L2([0,ǫ0]×S2) (14.426)
≤ Cδ0
∫ t
0
µ¯−1/2m (t
′)(1 + t′)−2[1 + log(1 + t′)]1/2
√
E ′1,[l+2](t′)dt′
≤ Cδ0J ′a,q+1/2(t)
√
G′1,[l+2];a,q(t)
where J ′a,q(t) is the integral (14.298). Substituting (14.305) with q replaced by q + 1/2 yields:
C
∫
Σ
ǫ0
t
(1 + t)|Tψα|(i1...il−m)A′(1)m,l−m|/dRil−m ...Ri1 (T )m+1ψα|dudµ/g (14.427)
≤ Cδ20G′1,[l+2];a,q(t){Cqµ¯−a−1/2m (t) + Cϕ′q+3/2(Caδ0)µ¯−2am (t)}[1 + log(1 + t)]q
Finally, we consider the hypersurface integral H ′1, given by (14.387). We have:
|H ′1| ≤ C
∫
Σ
ǫ0
t
(1 + t)|/dTψα|
∑
j
|RjRil−m ...Ri1 (T )mµ||Ril−m ...Ri1(T )m+1ψα|dudµ/g (14.428)
Using
max
α
sup
Σ
ǫ0
t
|/dTψα| ≤ Cδ0(1 + t)−2 (14.429)
we have:
|H ′1| ≤ Cδ0
∫
Σ
ǫ0
t
(1 + t)−1
∑
j
|RjRil−m ...Ri1(T )mµ||Ril−m ...Ri1 (T )m+1ψα|dudµ/g (14.430)
≤ Cδ0(1 + t)−1
∑
j
‖RjRil−m ...Ri1(T )mµ‖L2(Σǫ0t )‖Ril−m ...Ri1(T )
m+1ψα‖L2(Σǫ0t )
≤ Cδ0
∑
j
‖(RjRil−m ...Ri1(T )mµ)(t)‖L2([0,ǫ0]×S2)W{l+1}(t)
From (14.418) and (14.420): ∑
j
‖(RjRil−m ...Ri1 (T )mµ)(t)‖L2([0,ǫ0]×S2) (14.431)
≤ C{
∑
j
‖RjRil−m ...Ri1 (T )mµ‖L2(Σǫ00 )
+
2∑
k=0
‖(i1...il−m)A′(k)m,l−m(t)‖L2([0,ǫ0]×S2)}
≤ C{
∑
j
‖RjRil−m ...Ri1 (T )mµ‖L2(Σǫ00 )
+
2∑
k=0
∫ t
0
(1 + t′)−1
∑
j
‖(i1...il−mj)ρ′(k)m,l−m+1‖L2(Σǫ0
t′
)dt
′}
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Here we need only consider the leading principal contribution, namely that of∑
j
‖(i1...il−mj)ρ′(0)m,l−m+1‖L2(Σǫ0
t′
)
This contribution to (14.431) is bounded by (see (14.414)):
C|ℓ|
∫ t
0
(1 + t′)−1µ¯−1/2m (t
′)
√∑
α
E ′1[Ril−m ...Ri1(T )m+1ψα](t′)dt′ (14.432)
≤ C|ℓ|
√
G′1,[l+2];a,q(t)
∫ t
0
(1 + t′)−1µ¯−a−1/2m (t
′)[1 + log(1 + t′)]qdt′
= C|ℓ|Ja,q−1(t)
√
G′1,[l+2];a,q(t)
Substituting the bound (14.153) with q replaced by q − 1 and also the bound (14.318) for W{l+1}, we
obtain that the leading contribution to H ′1 is bounded by:
Cǫ0δ0µ¯
−2a+1/2
m (t)[1 + log(1 + t)]
p+q+1
√
G0,[l+2];a,p(t)G′1,[l+2];a,q(t) (14.433)
the same in form as (14.319).
We turn to the spacetime integral in (14.370), namely:∫
W tu
(Ril−m ...Ri1(T )
m+1ψα)(L+ ν){(ω/ν)(Tψα)(Ril−m ...Ri1 (T )m /∆µ)}dt′du′dµ/˜g (14.434)
As in (14.334) we have, in regard to the integrand in (14.434),
(L+ ν){(ω/ν)(Tψα)(Ril−m ...Ri1 (T )m /∆µ)} (14.435)
= (ω/ν){(Tψα)(L + 2ν)(Ril−m ...Ri1(T )m /∆µ) + τ˜α(Ril−m ...Ri1 (T )m /∆µ)}
We substitute on the right-hand side the expression (14.375) for Ril−m ...Ri1(T )
m /∆µ. Here we apply
the following: Let X be an arbitrary St,u-tangential vectorfield. We then have:
(L+ 2ν) /˜divX = /˜div(/LLX + 2νX) (14.436)
To establish this we work in acoustical coordinates (t, u, ϑA : A = 1, 2). We then have:
X = XA
∂
∂ϑA
(14.437)
/divX =
1√
det /g
∂
∂ϑA
(
√
det /gX
A) =
∂XA
∂ϑA
+XA
∂
∂ϑA
log
√
det /g
and:
L /divX =
∂
∂t
/divX (14.438)
=
∂2XA
∂t∂ϑA
+
∂XA
∂t
∂
∂ϑA
log
√
det /g +X
A ∂
2
∂t∂ϑA
log
√
det /g
Now:
/LLX = [L,X ] =
∂XA
∂t
∂
∂ϑA
(14.439)
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and:
∂
∂t
log
√
det /g = trχ (14.440)
We thus obtain:
L /divX = /div(/LLX) +X · /dtrχ (14.441)
In view of (14.374) and the definition of ν, this is equivalent to:
L /˜divX = /˜div(/LLX) + 2X · /dν (14.442)
which is equivalent to (14.436).
We appeal to (14.436) taking X = (i1...il−m)Ym,l−m after substituting the expression (14.375) in
(14.437). Substituting then the result in (14.434) and integrating by parts on each St,u we obtain:∫
W tu
(ω/ν)(Tψα)(Ril−m ...Ri1(T )
m+1ψα)(L+ 2ν) /˜div
(i1...il−m)Ym,l−mdt′du′dµ/˜g (14.443)
= −
∫
W tu
(ω/ν)(Tψα)((/LL + 2ν)(i1...il−m)Ym,l−m) · /dRil−m ...Ri1(T )m+1ψαdt′du′dµ/˜g
−
∫
W tu
(ω/ν)(Ril−m ...Ri1(T )
m+1ψα)((/LL + 2ν)(i1...il−m)Ym,l−m) · /dTψαdt′du′dµ/˜g
−
∫
W tu
(Tψα)(Ril−m ...Ri1(T )
m+1ψα)
·((/LL + 2ν)(i1...il−m)Ym,l−m) · /d(ω/ν)dt′du′dµ/˜g
and we are left with:∫
W tu
(ω/ν)(Tψα)(Ril−m ...Ri1(T )
m+1ψα)(L + 2ν)
(i1...il−m)r˜m,l−mdt′du′dµ/˜g (14.444)
We also integrate by parts on each St,u:∫
W tu
(ω/ν)τ˜α(Ril−m ...Ri1(T )
m+1ψα) /˜div
(i1...il−m)Ym,l−mdt′du′dµ/˜g (14.445)
= −
∫
W tu
(ω/ν)τ˜α
(i1...il−m)Ym,l−m · /d(Ril−m ...Ri1 (T )m+1ψα)dt′du′dµ/˜g
−
∫
W tu
(ω/ν)(Ril−m ...Ri1(T )
m+1ψα)
(i1...il−m)Ym,l−m · /dτ˜αdt′du′dµ/˜g
−
∫
W tu
τ˜α(Ril−m ...Ri1 (T )
m+1ψα)
(i1...il−m)Ym,l−m · /d(ω/ν)dt′du′dµ/˜g
and we are left with:∫
W tu
(ω/ν)τ˜α(Ril−m ...Ri1 (T )
m+1ψα)
(i1...il−m)r˜m,l−mdt′du′dµ/˜g (14.446)
In view of (14.443)-(14.446) the spacetime integral (14.434) becomes:
−V ′0 − V ′1 − V ′2 (14.447)
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where:
V ′0 = V
′
0,0 + V
′
0,1 (14.448)
V ′0,0 =
∫
W tu
(ω/ν)(Tψα)((/LL + 2ν)(i1...il−m)Ym,l−m) · /dRil−m ...Ri1(T )m+1ψαdt′du′dµ/˜g (14.449)
V ′0,1 =
∫
W tu
(ω/ν)τ˜α
(i1...il−m)Ym,l−m · /dRil−m ...Ri1(T )m+1ψαdt′du′dµ/˜g (14.450)
V ′1 = V
′
1,0 + V
′
1,1 (14.451)
V ′1,0 =
∫
W tu
(ω/ν)(Ril−m ...Ri1(T )
m+1ψα)((/LL + 2ν)(i1...il−m)Ym,l−m) · /dTψαdt′du′dµ/˜g (14.452)
V ′1,1 =
∫
W tu
(ω/ν)(Ril−m ...Ri1(T )
m+1ψα)
(i1...il−m)Ym,l−m · /dτ˜αdt′du′dµ/˜g (14.453)
and:
V ′2 = V
′
2,0 + V
′
2,1 (14.454)
V ′2,0 =
∫
W tu
(Tψα)(Ril−m ...Ri1(T )
m+1ψα) (14.455)
{((/LL + 2ν)(i1...il−m)Ym,l−m) · /d(ω/ν)
−(ω/ν)(L+ 2ν)(i1...il−m)r˜m,l−m}dt′du′dµ/˜g
V ′2,1 =
∫
W tu
(Ril−m ...Ri1(T )
m+1ψα)τ˜α (14.456)
((i1...il−m)Ym,l−m · (/d(ω/ν))− (ω/ν)(i1...il−m)r˜m,l−m)dt′du′dµ/˜g
In the following, we estimate V ′0,0 and V ′1,0, seeing that the other terms are of lower order.
We have:
|V ′0,0| ≤ C
∫
W tǫ0
(1 + t′)2|Tψα||/dRil−m ...Ri1(T )m+1ψα||(/LL + 2ν)(i1...il−m)Ym,l−m|dt′dudµ/g (14.457)
Since according to (14.372):
/dRil−m ...Ri1 (T )
mµ = /g · (i1...il−m)Ym,l−m (14.458)
and /LL/g = 2χ, we have:
/dLRil−m ...Ri1 (T )
mµ = /LL/dRil−m ...Ri1(T )mµ (14.459)
= 2χ · (i1...il−m)Ym,l−m + /g · /LL(i1...il)Ym,l−m
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Since
χ =
1
2
trχ/g + χˆ = (ν − 1
2
L logΩ)/g + χˆ
′
defining:
χ˜′ = χˆ′ − 1
2
(L logΩ)/g (14.460)
we then obtain:
/g · (/LL + 2ν)(i1...il−m)Ym,l−m = /dLRil−m ...Ri1(T )mµ− 2χ˜′ · (i1...il−m)Ym,l−m (14.461)
Substituting for LRil−m ...Ri1 (T )
mµ from (14.390) with l + 1 replaced by l then yields:
/g · (/LL + 2ν)(i1...il−m)Ym,l−m = /d(i1...il−m)ρ′m,l−m − 2χ˜′ · /dRil−m ...Ri1(T )mµ (14.462)
which implies
|(/LL + 2ν)(i1...il−m)Ym,l−m| ≤
2∑
k=0
|/d(i1...il−m)ρ′(k)m,l−m|+ 2|χ˜′||/dRil−m ...Ri1 (T )mµ| (14.463)
Now from (14.403) with l + 1 replaced by l:
/d(i1...il−m)ρ
′(0)
m,l−m =
1
2
ℓ/dRil−m ...Ri1 (T )
m+1ψ0 (14.464)
hence:
‖µ1/2/d(i1...il)ρ′(0)m,l−m‖L2(Σǫ0t ) ≤ C|ℓ|(1 + t)
−1
√∑
α
E ′1[Ril−m ...Ri1(T )m+1ψα](t) (14.465)
Also, from (14.404) with l + 1 replaced by l:
/d(i1...il−m)ρ
′(1)
m,l−m = (m
0
T −
1
2
ℓ)/dRil−m ...Ri1 (T )
m+1ψ0 +m
i
T /dRil−m ...Ri1 (T )
m+1ψi (14.466)
+(1 + t)−1µeαL/dRil−m ...Ri1(T )
mQψα
+(/dmαT )(Ril−m ...Ri1 (T )
m+1ψα)
+(1 + t)−1(/d(µeαL))(Ril−m ...Ri1(T )
mQψα)
hence, in view of the facts that:
sup
Σ
ǫ0
t
|/dmαT | ≤ Cδ0(1 + t)−2, sup
Σ
ǫ0
t
|/deαL| ≤ Cδ0(1 + t)−1 (14.467)
we obtain:
‖µ1/2/d(i1...il−m)ρ′(1)m,l−m‖L2(Σǫ0t ) (14.468)
≤ Cδ0(1 + t)−2
√∑
α
E ′1[Ril−m ...Ri1 (T )m+1ψα](t)
+Cδ0(1 + t)
−2[1 + log(1 + t)]
√∑
α
E ′1[Ril−m ...Ri1(T )mQψα](t)
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Note that (14.465) and (14.468) are compatible with (14.416) and (14.417) respectively, and from
(14.413) we have:
‖|/d(i1...il−m)ρ′(2)m,l−m|+ 2|χ˜′||/dRil−m ...Ri1 (T )mµ|‖L2(Σǫ0t ) (14.469)
≤ Clδ0(1 + t)−2[1 + log(1 + t)]{W{l+1} +WQ{l}
+(1 + t)−1B[m,l+1] + Y0 + (1 + t)A′[l]}
The borderline contribution to (14.457) is the contribution from /d(i1...il−m)ρ
′(0)
m,l−m. This is the
borderline integral:
C
∫
W tu
(1 + t′)2|Tψα||/dRil−m ...Ri1(T )m+1ψα||/d(i1...il−m)ρ′(0)m,l−m|dt′dudµ/g (14.470)
≤ C
∫ t
0
(1 + t′)2 sup
Σ
ǫ0
t′
(µ−1|Tψα|)‖µ1/2/dRil−m ...Ri1(T )m+1ψα‖L2(Σǫ0
t′
)
·‖µ1/2/d(i1...il−m)ρ′(0)m,l−m‖L2(Σǫ0
t′
)dt
′
Here we substitute (14.89) for supΣǫ0
t′
(µ−1|Tψα|) and
(14.465) for ‖µ1/2/d(i1...il−m)ρ′(0)m,l−m‖L2(Σǫ0
t′
). The factors |ℓ| then cancel. Now the contribution of the
second term on the right in (14.89) is in fact not borderline. The actual borderline contribution is:
C
∫ t
0
sup
Σ
ǫ0
t′
(µ−1|Lµ|)
√
E ′1[Ril−m ...Ri1(T )m+1ψα](t′) (14.471)
·
√∑
α
E ′1[Ril−m ...Ri1(T )m+1ψα](t′)dt′
≤ C( 1
2a
+
1
2q
)µ¯−2am (t)[1 + log(1 + t)]
2q(i1...il−m)G′1,m,l+2;a,q(t)
(similar to (14.360) and (14.361)).
We proceed to consider the contribution of /d(i1...il−m)ρ
′(1)
m,l−m to (14.457). Here we simply appeal
to (14.90) for supΣǫ0
t′
(µ−1|Tψα|). Substituting also (14.468) for
‖µ1/2/d(i1...il−m)ρ′(1)m,l−m‖L2(Σǫ0
t′
), we obtain that the contribution in question is bounded by:
C
∫
W tǫ0
(1 + t′)2|Tψα||/dRil−m ...Ri1 (T )m+1ψα||/d(i1...il−m)ρ′(1)m,l−m|dt′dudµ/g (14.472)
≤ Cδ0
∫ t
0
(1 + t′)µ¯−1m (t
′)‖µ1/2/dRil−m ...Ri1(T )m+1ψα‖L2(Σǫ0
t′
)
·‖µ1/2/d(i1...il−m)ρ′(1)m,l−m‖L2(Σǫ0
t′
)dt
′
≤ Cδ20 µ¯−2am (t)[1 + log(1 + t)]2q
·{ϕ2(Caδ0)G′1,[l+2];a,q(t) +
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]G′1,[l+2];a,q(t′)dt′}
(similar to (14.362)).
Next, we consider V ′1,0, given by (14.452). By (14.429) we have:
|V ′1,0| ≤ Cδ0
∫
W tǫ0
|Ril−m ...Ri1(T )m+1ψα||(/LL + 2ν)(i1...il−m)Ym,l−m|dt′dudµ/g (14.473)
≤ Cδ0
∫ t
0
W{l+1}(t′)‖(/LL + 2ν)(i1...il−m)Ym,l−m‖L2(Σǫ0
t′
)dt
′dudµ/g
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Here we need only consider the contribution of /d(i1...il−m)ρ
′(0)
m,l−m. By (14.464),
‖/d(i1...il−m)ρ′(0)m,l−m‖L2(Σǫ0t ) ≤ Cµ¯
−1/2
m (1 + t)
−1
√
E ′1,[l+2](t) (14.474)
hence by (14.318) the contribution in question is bounded by
Cǫ0δ0
∫ t
0
(1 + t′)−1µ¯−2a−1/2m (t
′)[1 + log(1 + t′)]p+q
√
G0,[l+2];a,p(t′)G′1,[l+2];a,q(t′)dt′ (14.475)
This is similar to (14.364), which has already been bounded by (14.366). This completes the estimates
for the spacetime integrals V ′0 , V
′
1 , V
′
2 . Thus, the estimate of the contribution of (14.57) to (14.59) is
completed.
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Chapter 15
The Top Order Energy Estimates
In this chapter, we consider the energy estimates of top order l + 2. Of these the most delicate are
those corresponding to the variations (14.52) and (14.54), to which the borderline error integrals are
associated.
15.1 Estimates Associated to K1
For each of the variations, we first consider the integral identity associated to K1 and then the integral
identity associated to K0. For each variation ψ, of any order, there is an additional borderline integral
associated to K1, contributed by Q1,3[ψ] (see (5.114), (5.190)-(5.194)). This is the integral L(t, ǫ0)[ψ]
defined by (5.257):
L(t, ǫ0)[ψ] =
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]−1E ′1[ψ](t′)dt′ (15.1)
Consider now the integral identities corresponding to the variations (14.52) and the vectorfield K1. In
each of these we have the borderline hypersurface integral (14.248) bounded by (14.268) and (14.295):
C(
1
a− 1/2 +
1
q + 1/2
)µ¯−2am (t)[1 + log(1 + t)]
2q(i1...il)G′1,l+2;a,q(t) (15.2)
We also have the borderline spacetime integral (14.361) bounded by (14.363):
C(
1
2a
+
1
2q
)µ¯−2am (t)[1 + log(1 + t)]
2q(i1...il)G′1,l+2;a,q(t) (15.3)
We also have the remaining integrals, bounded, in the case of (14.308) by:
Cqδ
2
0 [1 + log(1 + t)]
2qµ¯−2am (t)G′1,[l+2];a,q (15.4)
and in the case of (14.313), by:
Clǫ0δ0µ¯
−2a
m (t)[1 + log(1 + t)]
2q{G0,[l+2];a,p(t) + G′1,[l+2];a,q(t)} (15.5)
provided that:
q ≥ p+ 1 (15.6)
and (14.321) is the same as (14.313). In the case of (14.365) we have a bound by:
Cδ20µ¯
−2a
m (t)[1 + log(1 + t)]
2qG′1,[l+2];a,q(t) (15.7)
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and in the case of (14.368) a bound by:
Clǫ0δ0µ¯
−2a
m (t)[1 + log(1 + t)]
2q{G′1,[l+2];a,q(t) + G0,[l+2];a,p(t)} (15.8)
provided that (15.6) holds. Finally (14.370) is the same as (14.368). Combining we see that all the
remaining integrals associated to (14.52) and to K1 containing the top order spatial derivatives of the
acoustical entities are bounded by:
Cq,lδ0µ¯
−2a
m (t)[1 + log(1 + t)]
2q
√
G′1,[l+2];a,q(t) + G0,[l+2];a,p(t) (15.9)
·{δ0Y0(0) +A′[l](0) + B[l+1](0) +
√
G′1,[l+2];a,q(t) + G0,[l+2];a,p(t)}
The bounds in terms of initial data come from the initial hypersurface integrals and the lower order
terms which we omitted.
Consider now the error integrals associated to the same variations, or in fact any of the top order
variations, and to K1 or to K0, which contain the lower order spatial derivatives of the acoustical
entities and are contributed by the remaining terms in the sum (14.14). Consider an arbitrary term
in this sum, corresponding to some k ∈ {0, ..., l}:
(YIl+1 +
(YIl+1)δ)...(YIl+2−k +
(YIl+2−k )δ)(YIl+1−k ;I1...Il−k)σl+1−k (15.10)
There is a total of k derivatives with respect to the commutation fields acting on (Y )σl+1−k. In view of
the fact that (Y )σl+1−k has the structure described in the paragraph following (14.15), in considering
the partial contribution of each term in (Y )σ1,l+1−k, if the factor which is a component of (Y )π˜ receives
more than (l + 1)∗ derivatives with respect to the commutation fields, then the factor which is a 2nd
derivative of ψl+1−k receives at most k − (l + 1)∗ − 1 derivatives of the the commutation fields, thus
corresponds to a derivative of the ψα of order at most:
k − (l + 1)∗ + 1 + l − k = l∗ + 1
therefore this factor is bounded in L∞(Σǫ0t ) by the bootstrap assumption. Also, in considering the
partial contribution of each term in (Y )σ2,l+1−k, if the factor which is a 1st derivative of (Y )π˜ receives
more than (l + 1)∗ − 1 derivatives with respect to the commutation fields, then the factor which is a
1st derivative of ψl+1−k receives at most k− (l+1)∗ derivatives with respect to the commutation field,
thus corresponds to a derivative of the ψα of order at most:
k − (l + 1)∗ + 1 + l − k = l∗ + 1
therefore this factor is again bounded in L∞(Σǫ0t ) by the bootstrap assumption. Similar considerations
apply to (Y )σ3,l+1−k. We conclude that for all the terms in the sum in (14.14) of which one factor is
a derivative of the (Y )π˜ of order more than (l + 1)∗, the other factor is then a derivative of the ψα of
order at most l∗ + 1 and is thus bounded in L∞(Σǫ0t ) by the bootstrap assumption. Of these terms
we have already estimated the contribution of those containing the top order spatial derivatives of
the acoustical entities. The contributions of the remaining terms are then bounded using Proposition
12.11 and 12.12. We obtain a bound for these contributions to the error integrals associated to K1
and to any of the variations, up to the top order, by (recall (14.59)):
Clδ0µ¯
−a
m (t)[1 + log(1 + t)]
q· (15.11)
{δ0Y0(0) +A′[l](0) + B[l+1](0) +
√
G′1,[l+2];a,q(t) + G0,[l+2];a,p(t)}
·{
∫ ǫ0
0
F ′t1,[l+2](u′)du′}1/2
+Clδ0
∫ ǫ0
0
F ′t1,[l+2](u′)du′ + Clδ0{
∫ ǫ0
0
F ′t1,[l+2](u′)du′}1/2{K[l+2](t, ǫ0)}1/2
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The last two terms contributed by the terms in (14.14) containing the top order derivatives of the
acoustical entities of which however one is a derivative with respect to L (hence are expressible in
terms of the top order derivatives of the ψα).
Here, we have defined:
F ′t1,[n](u) =
n∑
m=1
F ′t1,m(u) (15.12)
where F ′t1,n(u) represents the sum of the fluxes associated to the vectorfield K1 of all the nth order
variations.
On the other hand, all the other terms in the sum (14.14) contain derivatives of the (Y )π˜ of order
at most (l + 1)∗, thus spatial derivatives of χ′ of order at most (l + 1)∗ and spatial derivatives of µ of
order at most (l+1)∗+1, which are bounded in L∞(Σǫ0t ) by virtue of Proposition 12.9 and 12.10 and
the bootstrap assumption. So we can use Lemma 7.6 to bound these contributions by:
Cl
∫ ǫ0
0
F ′t1,[l+2](u′)du′ + Cl{
∫ ǫ0
0
F ′t1,[l+2](u′)du′}1/2{K[l+1](t, ǫ0)}1/2 (15.13)
+Cl{
∫ ǫ0
0
F ′t1,[l+2](u′)du′}1/2·
{
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2(E ′1,[l+2](t′) + ǫ20E0,[l+2](t′))dt′}1/2
Here we have defined:
K[n](t, u) =
n∑
m=1
Km(t, u) (15.14)
where Kn(t, u) represents the sum of the integrals
K[ψ](t, u) = −
∫
W tu
Ω
2
ων−1µ−1(Lµ)−|/dψ|2dµg (15.15)
of all the nth order variations.
Finally, for each variation ψ we have the error integrals:∫
W tǫ0
7∑
k=1
Q0,k[ψ]dµg,
∫
W tǫ0
8∑
k=1
Q1,k[ψ]dµg (15.16)
from the fundamental energy estimates. According to (5.277), we have:
∫
W tǫ0
8∑
k=1
Q1,k[ψ]dµg ≤ −1
2
K[ψ](t, ǫ0) + CM [ψ](t, ǫ0) +
3
2
L[ψ](t, ǫ0) +
∫ t
0
A˜(t′)E ′1[ψ](t′)dt′ (15.17)
Here M [ψ](t, ǫ0) is given by (5.274):
M [ψ](t, ǫ0) = E¯0[ψ](t)[1 + log(1 + t)]4 +
∫ ǫ0
0
F ′t1 [ψ](u′)du′ (15.18)
As in Chapter 5, we will bring the term −(1/2)K[ψ](t, ǫ0) on the left-hand side of the integral inequality
associated to ψ and K1.
Let us define, for any variation ψ, in analogy with (14.109) and (14.111),
G0;a,p[ψ](t) = sup
t′∈[0,t]
{[1 + log(1 + t′)]−2pµ¯2am (t′)E0[ψ](t′)} (15.19)
G′1;a,q[ψ](t) = sup
t′∈[0,t]
{[1 + log(1 + t′)]−2qµ¯2am (t′)E ′1[ψ](t′)} (15.20)
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Note that G0;a,p[ψ](t) and G′1;a,q[ψ](t) are non-decreasing functions of t.
Recalling from Chapter 8 the definition of µ¯m:
µ¯m(t) = min{µm(t), 1}, µm(t) = min
Σ
ǫ0
t
µ = min
(u,ϑ)∈[0,ǫ0]×S2
µ(t, u, ϑ) (15.21)
we define by replacing [0, ǫ0]× S2 by [0, u]× S2, or Σǫ0t by Σut :
µ¯m,u(t) = min{µm,u(t), 1}, µm,u(t) = min
Σut
µ = min
(u′,ϑ)∈[0,u]×S2
µ(t, u′, ϑ) (15.22)
Note that µ¯m,u(t) is a non-increasing function of u at each t. We then define:
H′t1;a,q[ψ](u) = sup
t′∈[0,t]
{[1 + log(1 + t′)]−2qµ¯2am,u(t′)F ′t
′
1 [ψ](u)} (15.23)
V ′1;a,q[ψ](t, u) =
∫ u
0
H′1;a,q[ψ](u′)du′ (15.24)
Note thatH′t1;a,q[ψ](u) is a non-decreasing function of t at each u while V ′1;a,q[ψ](t, u) is a non-decreasing
function of u at each t as well as a non-decreasing function of t at each u. We have, for each u ∈ [0, ǫ0]:∫ u
0
F ′t1 [ψ](u′)du′ ≤
∫ u
0
µ¯−2am,u′(t)[1 + log(1 + t)]
2qH′t1;a,q[ψ](u′)du′ (15.25)
≤ µ¯−2am,u(t)[1 + log(1 + t)]2qV ′1;a,q[ψ](t, u)
We also define:
H′t1,[n];a,q(u) = sup
t′∈[0,t]
{[1 + log(1 + t′)]−2qµ¯2am,u(t′)F ′t
′
1,[n](u)} (15.26)
V ′1,[n];a,q(t, u) =
∫ u
0
H′t1,[n];a,q(u′)du′ (15.27)
Then H′t1,[n];a,q(u) is a non-decreasing function function of t at each u, V ′1,[n];a,q(t, u) is a non-decreasing
function of u at each t as well as a non-decreasing function of t at each u, and for each u ∈ [0, ǫ0]:∫ u
0
F ′t1,[n](u′)du′ ≤
∫ u
0
µ¯−2am,u′(t)[1 + log(1 + t)]
2qH′t1,[n];a,q(u′)du′ (15.28)
≤ µ¯−2am,u(t)[1 + log(1 + t)]2qV ′1,[n];a,q(t, u)
Going back to (15.18), we have, in regard to the first term on the right,
E¯0[ψ](t) = sup
t′∈[0,t]
E0[ψ](t′) ≤ sup
t′∈[0,t]
{µ¯−2am (t′)[1 + log(1 + t′)]2pG0;a,p[ψ](t′)} (15.29)
≤ C[1 + log(1 + t)]2pµ¯−2am (t)G0;a,p[ψ](t)
(by Corollary 2 of Lemma 8.11). At this point we set:
q = p+ 2 (15.30)
which is consistent with (15.6). Then (15.29) implies that the first term on the right in (15.18) is
bounded by:
Cµ¯−2am (t)[1 + log(1 + t)]
2qG0;a,p[ψ](t) (15.31)
The second term on the right in (15.18) being bounded according to (15.25) with u = ǫ0, we conclude
that:
M [ψ](t, ǫ0) ≤ µ¯−2am (t)[1 + log(1 + t)]2q{CG0;a,p[ψ](t) + V ′1;a,q[ψ](t, ǫ0)} (15.32)
≤ µ¯−2am (t)[1 + log(1 + t)]2q{CG0,[l+2];a,p(t) + V ′1,[l+2];a,q(t, ǫ0)}
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for all variations of order not exceeding l+ 2.
In regard to the third term on the right in (15.17), which involves the borderline integral (15.1),
we have, by Corollary 2 of Lemma 8.11,
L[ψ](t, ǫ0) ≤ Cµ¯−2am (t)G′1;a,q [ψ](t)
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]2q−1dt′ (15.33)
≤ C
2q
µ¯−2am (t)[1 + log(1 + t)]
2qG′1;a,q[ψ](t)
Finally, in regard to the last term on the right in (15.17) we have:
∫ t
0
A˜(t′)E ′1[ψ](t′)dt′ ≤ Cµ¯−2am [1 + log(1 + t)]2q
∫ t
0
A˜(t′)G′1;a,q[ψ](t′)dt′ (15.34)
≤ Cµ¯−2am (t)[1 + log(1 + t)]2q
∫ t
0
A˜(t′)G′1,[l+2];a,q(t′)dt′
for all variations of order not exceeding l+ 2.
We also recall that in (5.73) (with u = ǫ0) corresponding to the variation ψ and to K1 we have the
hypersurface integrals bounded according to (5.267):
|
∫
Σ
ǫ0
t
(1/2)Ω(Lω + νω)ψ2 −
∫
Σ
ǫ0
0
(1/2)Ω(Lω + νω)ψ2| (15.35)
≤ CE¯0[ψ](t)[1 + log(1 + t)]4
≤ Cµ¯−2am (t)[1 + log(1 + t)]2qG0;a,p[ψ](t)
by (15.29), (15.30).
We turn to the bound (15.13). Let us define:
I[n];a,q(t, u) = sup
t′∈[0,t]
{[1 + log(1 + t′)]−2qµ¯2am,u(t′)K[n](t′, u)} (15.36)
This is a non-decreasing function of t at each u. Then, in view of (15.28) with u = ǫ0, we can bound
(15.13) by:
Clµ¯
−2a
m (t)[1 + log(1 + t)]
2q· (15.37)
{
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2(G0,[l+2];a,p(t′) + G′1;[l+2];a,q(t′))dt′
+V ′1,[l+2];a,q(t, ǫ0) + I[l+2];a,q(t, ǫ0)
1/2V ′1,[l+2];a,q(t, ǫ0)
1/2}
and the last term in parenthesis is bounded by:
δ
2
I[l+2];a,q(t, ǫ0) +
1
2δ
V ′1,[l+2];a,q(t, ǫ0) (15.38)
for any positive constant δ (δ will be chosen below).
Finally, (15.11) is bounded by:
Clδ0µ¯
−2a
m (t)[1 + log(1 + t)]
2q{(Y0(0) +A′[l](0) + B[l+1](0))2 (15.39)
+δ(G′1,[l+2];a,q(t) + G0,[l+2];a,p(t)) + δI[l+2];a,q(t, ǫ0) + (1 +
1
δ
)V ′1,[l+2];a,q(t, ǫ0)}
We now consider the integral identity corresponding to the vectorfield K1 (5.73) with u = ǫ0 and to
the variations (14.52)RjRil ...Ri1ψα, j = 1, 2, 3, α = 0, 1, 2, 3, for a given multi-index (i1...il). Summing
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over j and α, we then obtain from (15.2), (15.3), (15.33), in regard to the borderline integrals, and
from (15.9), (15.32), (15.34), (15.35), (15.37), (15.39), in regard to the remaining contributions, the
following:
{
∑
j,α
E ′1[RjRil ...Ri1ψα](t) +
∑
j,α
F ′t1 [RjRi1 ...Ri1ψα](ǫ0) (15.40)
+
1
2
∑
j,α
K[RjRil ...Ri1ψα](t, ǫ0)}µ¯2am (t)[1 + log(1 + t)]−2q
≤ C(1
a
+
1
q
)(i1...il)G′1,l+2;a,q(t) + Cq,lδ0G′1,[l+2];a,q(t)
+Cq,lR[l+2];a,q(t, ǫ0) + C
∫ t
0
A¯(t′)G′1,[l+2];a,q(t′)dt′
Here,
R[l+2];a,q(t, ǫ0) = D[l+2] + G0,[l+2];a,p(t) + (1 + 1
δ
)V ′1,[l+2];a,q(t, ǫ0) + δI[l+2];a,q(t, ǫ0) (15.41)
and D[l+2] is the quantity:
D[l+2] = E0,[l+2](0) + E ′1,[l+2](0) + (P[l+2])2 (15.42)
P[l+2] = Y0(0) +A′[l](0) + B{l+1}(0)
+
∑
i1...il
‖(i1...il)xl(0)‖L2(Σǫ00 ) +
l∑
m=0
∑
i1...il−m
‖(i1...il−m)x′m,l−m(0)‖L2(Σǫ00 )
Also,
A¯(t) = A˜(t) + Cl(1 + t)
−2[1 + log(1 + t)]2 (15.43)
It is crucial that the constant C in front of the first term on the right in (15.40) is independent of
a, q, l.
Now all the estimates we have made so far depend only on the bootstrap assumption and on
assumption J, which refer to W sǫ0 , on the assumptions of Proposition 12.6, 12.9, 12.10 on the initial
data on Σǫ00 , and on the fact that ǫ0 ≤ 1/2. These assumptions hold if ǫ0 is replaced by any u ∈ (0, ǫ0];
therefore all our estimates hold with ǫ0 replaced by any u ∈ (0, ǫ0]. With this replacement, µ¯m(t)
is replaced by µ¯m,u(t) and, for any variation ψ, E0[ψ](t) and E ′1[ψ](t) are replaced by Eu0 [ψ](t) and
E ′u1 [ψ](t) respectively. Thus G0;a,p[ψ](t), G′1;a,q[ψ](t) are replaced by:
Gu0;a,p[ψ](t) = sup
t′∈[0,t]
{[1 + log(1 + t′)]−2pµ¯2am,u(t′)Eu0 [ψ](t′)} (15.44)
G′u1;a,q[ψ](t) = sup
t′∈[0,t]
{[1 + log(1 + t′)]−2qµ¯2am,u(t′)E ′u1 [ψ](t′)} (15.45)
respectively, and (i1...il)G0,l+2;a,p(t), (i1...il)G0,m,l+2;a,p(t), (i1...il)G′1,l+2;a,p(t), (i1...il)G′1,m,l+2;a,p(t), are
replaced by:
(i1...il)Gu0,l+2;a,p(t) (15.46)
= sup
t′∈[0,t]
{[1 + log(1 + t′)]−2pµ¯2am,u(t′)
∑
j,α
Eu0 [RjRil ...Ri1ψα](t′)}
(i1...il−m)Gu0,m,l+2;a,p(t) (15.47)
= sup
t′∈[0,t]
{[1 + log(1 + t′)]−2pµ¯2am,u(t′)
∑
α
Eu0 [Ril−m ...Ri1(T )m+1ψα](t′)}
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(i1...il)G′u1,l+2;a,q(t) (15.48)
= sup
t′∈[0,t]
{[1 + log(1 + t′)]−2qµ¯2am,u(t′)
∑
j,α
E ′u1 [RjRil ...Ri1ψα](t′)}
(i1...il−m)G′u1,m,l+2;a,q(t) (15.49)
= sup
t′∈[0,t]
{[1 + log(1 + t′)]−2qµ¯2am,u(t′)
∑
α
E ′u1 [Ril−m ...Ri1(T )m+1ψα](t′)}
respectively. Also, G0,[n];a,p, G′1,[n];a,q, are replaced by:
Gu0,[n];a,p(t) = sup
t′∈[0,t]
{[1 + log(1 + t′)]−2pµ¯2am,u(t′)Eu0,[n](t′)} (15.50)
G′u1,[n];a,q(t) = sup
t′∈[0,t]
{[1 + log(1 + t′)]−2qµ¯2am,u(t′)E ′u1,[n](t′)} (15.51)
respectively. Moreover,D[l+2] is replaced by Du[l+2]. Thus in place of (15.40) we obtain, for all u ∈ [0, ǫ0],
and all t ∈ [0, s]:
{
∑
j,α
E ′u1 [RjRil ...Ri1ψα](t) +
∑
j,α
F ′t1 [RjRil ...Ri1ψα](u) (15.52)
+
1
2
∑
j,α
K[RjRil ...Ri1ψα](t, u)}µ¯2am,u(t)[1 + log(1 + t)]−2q
≤ C(1
a
+
1
q
)(i1...il)G′u1,l+2;a,q(t) + Cq,lδ0G′u1,[l+2];a,q(t)
+Cq,lR[l+2];a,q(t, u) + C
∫ t
0
A¯(t′)G′u1,[l+2];a,q(t′)dt′
and we have:
R[l+2];a,q(t, u) = Du[l+2] + Gu0,[l+2];a,p(t) + (1 +
1
δ
)V ′1,[l+2];a,q(t, u) (15.53)
+δI[l+2];a,q(t, u)
where:
Du[l+2] = Eu0,[l+2](0) + E ′u1,[l+2](0) + (Pu[l+2])2 (15.54)
Pu[l+2] = Yu0 (0) +A′u[l](0) + Bu{l+1}(0)
+
∑
i1...il
‖(i1...il)xl(0)‖L2(Σu0 ) +
l∑
m=0
∑
i1...il−m
‖(i1...il−m)x′m,l−m(0)‖L2(Σu0 )
Keeping only the term ∑
j,α
E ′u1 [RjRil ...Ri1ψα](t)
on the left of (15.52), we have:
µ¯2am,u(t)[1 + log(1 + t)]
−2q∑
j,α
E ′u1 [RjRil ...Ri1ψα](t) (15.55)
≤ C(1
a
+
1
q
)(i1...il)G′u1,l+2;a,q(t) + Cq,lδ0G′u1,[l+2];a,q(t)
+Cq,lR[l+2];a,q(t, u) + C
∫ t
0
A¯(t′)G′u1,[l+2];a,q(t′)dt′
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The same holds with t replaced by t′ ∈ [0, t], Now the right hand side of (15.55) is a non-decreasing
function of t at each u. The inequality corresponding to t′ thus holds a fortiori if we again replace t′
by t on the right hand side. Taking the supremum over all t′ ∈ [0, t] on the left hand side we obtain,
in view of the definition (15.48):
(i1...il)G′u1,[l+2];a,q(t) ≤ C(
1
a
+
1
q
)(i1...il)G′u1,l+2;a,q(t) + Cq,lδ0G′u1,[l+2];a,q(t) (15.56)
+Cq,lR[l+2];a,q(t, u) + C
∫ t
0
A¯(t′)G′u1,[l+2];a,q(t′)dt′
If a and q are chosen suitably large so that:
C(
1
a
+
1
q
) ≤ 1
2
(15.57)
then (15.56) will imply:
1
2
(i1...il)G′u1,l+2;a,q(t) ≤ Cq,lδ0G′u1,[l+2];a,q(t) (15.58)
+Cq,lR[l+2];a,q(t, u) + C
∫ t
0
A¯(t′)G′u1,[l+2];a,q(t′)dt′
The actual choice of a and q shall be specified below.
Consider now the integral identities corresponding to the variations (14.54) and K1. In each of
these we have the borderline hypersurface integral (14.423) bounded by (14.425):
C(
1
a− 1/2 +
1
q + 1/2
)µ¯−2am (t)[1 + log(1 + t)]
2q(i1...il−m)G′1,m,l+2;a,q(t) (15.59)
We also have the borderline spacetime integral (14.472) bounded by (14.473):
C(
1
2a
+
1
2q
)µ¯−2am (t)[1 + log(1 + t)]
2q(i1...il−m)G′1,m,l+2;a,q(t) (15.60)
We also have the remaining integrals, bounded, in the case of (14.429) by (15.4), in the case of (14.435)
bounded by (15.5), in the case of (14.474) by (15.7), and in the case of (14.476) by (15.8). Combining
we see that all the remaining integrals associated to the variations (14.54) and to K1 containing the top
order spatial derivatives of the acoustical entities are bounded by (15.9). On the other hand, by the
discussion following (15.9) and (15.13), the error integrals associated to (14.54) and to K1 contributed
by all other terms in (14.14) are bounded by (15.11) and (15.13). Finally, we are left with (15.16),
which is bounded in a similar way. We thus obtain:
{
∑
α
E ′1[Ril−m ...Ri1(T )m+1ψα](t) +
∑
α
F ′t1 [Ril−m ...Ri1(T )m+1ψα](ǫ0) (15.61)
+
1
2
∑
j,α
K[Ril−m ...Ri1 (T )
m+1ψα](t, ǫ0)}µ¯2am (t)[1 + log(1 + t)]−2q
≤ C(1
a
+
1
q
)(i1...il−m)G′1,m,l+2;a,q(t) + Cq,lδ0G′1,[l+2];a,q(t)
+Cq,lR[l+2];a,q(t, ǫ0) + C
∫ t
0
A¯(t′)G′1,[l+2];a,q(t′)dt′
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and also:
{
∑
α
E ′u1 [Ril−m ...Ri1(T )m+1ψα](t) +
∑
α
F ′t1 [Ril−m ...Ri1 (T )m+1ψα](u) (15.62)
+
1
2
∑
j,α
K[Ril−m ...Ri1(T )
m+1ψα](t, u)}µ¯2am,u(t)[1 + log(1 + t)]−2q
≤ C(1
a
+
1
q
)(i1...il−m)G′u1,m,l+2;a,q(t) + Cq,lδ0G′u1,[l+2];a,q(t)
+Cq,lR[l+2];a,q(t, u) + C
∫ t
0
A¯(t′)G′u1,[l+2];a,q(t′)dt′
Keeping only the term
∑
α
E ′u1 [Ril−m ...Ri1(T )m+1ψα](t)
on the left of (15.62) we have:
µ¯2am,u(t)[1 + log(1 + t)]
−2q∑
α
E ′u1 [Ril−m ...Ri1(T )m+1ψα](t)
≤ C(1
a
+
1
q
)(i1...il−m)G′u1,m,l+2;a,q(t) + Cq,lδ0G′u1,[l+2];a,q(t)
+Cq,lR[l+2];a,q(t, u) + C
∫ t
0
A¯(t′)G′u1,[l+2];a,q(t′)dt′
By the same reasoning as that leading from (15.55) to (15.58) we then deduce:
1
2
(i1...il−m)G′u1,m,l+2;a,q(t) (15.63)
≤ Cq,lδ0G′u1,[l+2];a,q(t) + Cq,lR[l+2];a,q(t, u) + C
∫ t
0
A¯(t′)G′u1,[l+2];a,q(t′)dt′
Consider finally the integral identities corresponding to any of the other variations ψ of order up
to l + 2 and to K1. In each of these we have only one borderline integral (15.1) bounded by (15.33).
Since all the remaining integrals in these identities are bounded by:
Cq,lδ0G′u1,[l+2];a,q(t) + Cq,lR[l+2];a,q(t, u) + C
∫ t
0
A¯(t′)G′u1,[l+2];a,q(t′)dt′ (15.64)
we obtain, for each such variation ψ, the inequality:
{E ′u1 [ψ](t) + F ′t1 [ψ](u) +
1
2
K[ψ](t, u)}µ¯2am,u(t)[1 + log(1 + t)]−2q (15.65)
≤ C
2q
G′u1;a,q[ψ](t) + Cq,lδ0G′u1,[l+2];a,q(t)
+Cq,lR[l+2];a,q(t, u) + C
∫ t
0
A¯(t′)G′u1,[l+2];a,q(t′)dt′
Similarly, keeping only
E ′u1 [ψ](t)
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on the left and noting that by virtue of the condition (15.57) the coefficient C/2q of the first term on
the right is not greater than 1/2, we have:
µ¯2am,u(t)[1 + log(1 + t)]
−2qE ′u1 [ψ](t)
≤ 1
2
G′u1;a,q[ψ](t) + Cq,lδ0G′u1,[l+2];a,q(t)
+Cq,lR[l+2];a,q(t, u) + C
∫ t
0
A¯(t′)G′u1,[l+2];a,q(t′)dt′
The same holds with t replaced by any t′ ∈ [0, t]. The right hand side being a non-decreasing function
of t at each u, the inequality corresponding to t′ holds fortiori if we again replace t′ by t on the right.
Taking then the supremum over all t′ ∈ [0, t] on the left we obtain, in view of the definition (15.45),
1
2
G′u1;a,q[ψ](t) ≤ Cq,lδ0G′u1,[l+2];a,q(t) (15.66)
+Cq,lR[l+2];a,q(t, u) + C
∫ t
0
A¯(t′)G′u1,[l+2];a,q(t′)dt′
Now, according to the definition of E ′u1,[l+2](t) we have:
E ′u1,[l+2](t) =
∑
i1...il
{
∑
j,α
E ′u1 [RjRil ...Ri1ψα](t)} (15.67)
+
l∑
m=0
∑
i1...il−m
{
∑
α
E ′u1 [Ril−m ...Ri1(T )m+1ψα](t)}
+
∑
ψ
E ′u1 [ψ](t)
where the last sum is over all the other variations ψ of order up to l+2. Noting that for non-negative
functions x1(t), ..., xN (t) we have:
sup
t′∈[0,t]
N∑
n=1
xn(t
′) ≤
N∑
n=1
sup
t′∈[0,t]
xn(t
′) (15.68)
it follows, in view of the definitions (15.45), (15.48), (15.49), (15.51) that:
G′u1,[l+2];a,q(t) ≤
∑
i1...il
(i1...il)G′u1,l+2;a,q(t)
+
l∑
m=0
∑
i1...il−m
(i1...il−m)G′u1,m,l+2;a,q(t)
∑
ψ
G′u1;a,q[ψ](t)
Thus, summing inequalities (15.58) over i1...il, summing inequalities (15.63) over i1...il−m and over
m = 0, ..., l, and summing inequalities (15.66) over all the other variations ψ of order up to l + 2,and
then adding the resulting three inequalities we obtain:
1
2
G′u1,[l+2];a,q(t) ≤ Cq,lδ0G′u1,[l+2];a,q(t) (15.69)
+Cq,lR[l+2];a,q(t, u) + Cl
∫ t
0
A¯(t′)G′u1,[l+2];a,q(t′)dt′
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for new constants Cl, Cq,l. Requiring then δ0 to satisfy the smallness condition:
Cq,lδ0 ≤ 1
4
(15.70)
(15.69) implies:
G′u1,[l+2];a,q(t) ≤ Cq,lR[l+2];a,q(t, u) + Cl
∫ t
0
A¯(t′)G′u1,[l+2];a,q(t′)dt′ (15.71)
By (15.43), (5.258) and Proposition 13.1, we have:∫ s
0
A¯(t)dt ≤ Cl : independent of s (15.72)
Since R[l+2];a,q(t, u) is a non-decreasing function of t at each u, (15.71) implies:
G′u1,[l+2];a,q(t) ≤ Cq,lR[l+2];a,q(t, u) (15.73)
hence also: ∫ t
0
A¯(t′)G′u1,[l+2];a,q(t′)dt′ ≤ Cq,lR[l+2];a,q(t, u) (15.74)
for a new constant Cq,l.
Substituting (15.73), (15.74) in the right-hand sides of (15.52), (15.62) and (15.65), omitting in
each case the first term in parenthesis on the left, we obtain:
{
∑
j,α
F ′t1 [RjRil ...Ri1ψα](u) +
1
2
∑
j,α
K[RjRil ...Ri1ψα](t, u)} (15.75)
·µ¯2am,u(t)[1 + log(1 + t)]−2q
≤ Cq,lR[l+2];a,q(t, u)
{
∑
α
F ′t1 [Ril−m ...Ri1(T )m+1ψα](u) +
1
2
∑
α
K[Ril−m ...Ri1(T )
m+1ψα](t, u)} (15.76)
·µ¯2am,u(t)[1 + log(1 + t)]−2q
≤ Cq,lR[l+2];a,q(t, u)
{F ′t1 [ψ](u) +
1
2
K[ψ](t, u)}µ¯2am,u(t)[1 + log(1 + t)]−2q (15.77)
≤ Cq,lR[l+2];a,q(t, u)
Summing then as in (15.67), yields:
{F ′t1,[l+2](u) +
1
2
K[l+2](t, u)}µ¯2am,u(t)[1 + log(1 + t)]−2q (15.78)
≤ Cq,lR[l+2];a,q(t, u)
for a new constant Cq,l. Now the definition (15.53) of R[l+2];a,q(t, u) reads:
R[l+2];a,q(t, u) = δI[l+2];a,q(t, u) +N[l+2];a,q(t, u) (15.79)
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where:
N[l+2];a,q(t, u) = Du[l+2] + Gu0,[l+2];a,p(t) + (1 +
1
δ
)V ′1,[l+2];a,q(t, u) (15.80)
Keeping only the term (1/2)K[l+2](t, u) on the left in (15.78) we have:
1
2
µ¯2am,u(t)[1 + log(1 + t)]
−2qK[l+2](t, u) ≤ Cq,lδI[l+2];a,q(t, u) + Cq,lN[l+2];a,q(t, u) (15.81)
The same holds with t replaced by any t′ ∈ [0, t]. The right hand side being a non-decreasing function
of t at each u, the inequality holds a fortiori if we again replace t′ by t on the right. Taking then the
supremum over all t′ ∈ [0, t] on the left we obtain, in view of the definition (15.36),
1
2
I[l+2];a,q(t, u) ≤ Cq,lδI[l+2];a,q(t, u) + Cq,lN[l+2];a,q(t, u) (15.82)
We choose δ according to:
Cq,lδ =
1
4
(15.83)
Then (15.82) implies:
I[l+2];a,q(t, u) ≤ Cq,lN[l+2];a,q(t, u) (15.84)
Substituting the estimate (15.84) in (15.79) and the result in (15.78), and keeping only F ′t1,[l+2](u)
on the left of (15.78), we obtain:
µ¯2am,u(t)[1 + log(1 + t)]
−2qF ′t1,[l+2](u) ≤ Cq,l(Q[l+2];a,p(t, u) + V ′1,[l+2];a,q(t, u)) (15.85)
for a new Cq,l, where:
Q[l+2];a,p(t, u) = Du[l+2] + Gu0,[l+2];a,p(t) (15.86)
Seeing that the right hand side of (15.85) is a non-decreasing function of t at each u, the previous
reasoning applies and we deduce:
H′t1,[l+2];a,q(u) ≤ Cq,l(Q[l+2];a,p(t, u) + V ′1,[l+2];a,q(t, u)) (15.87)
In view of the definition of V ′1,[l+2];a,q(t, u), this reads:
H′t1,[l+2];a,q(u) ≤ Cq,lQ[l+2];a,p(t, u) + Cq,l
∫ u
0
H′t1,[l+2];a,q(u′)du′ (15.88)
Defining the functions:
G¯u0,[n];a,p(t) = sup
u′∈[0,u]
Gu′0,[n];a,p(t) (15.89)
which are non-decreasing functions of u at each t as well as non-decreasing functions of t at each u,
we may replace Q[l+2];a,p(t, u) on the right in (15.88) by:
Q¯[l+2];a,p(t, u) = Du[l+2] + G¯u0,[l+2];a,p(t) (15.90)
which is also a non-decreasing function of u at each t as well as a non-decreasing function of t at each
u. Recalling that [0, ǫ0] is a bounded interval, (15.88) then implies:
H′t1,[l+2];a,q(u) ≤ Cq,lQ¯[l+2];a,p(t, u) (15.91)
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for a new constant Cq,l. Hence also:
V ′1,[l+2];a,q(t, u) ≤ Cq,lǫ0Q¯[l+2];a,p(t, u) (15.92)
Substituting this in (15.80) and the result in (15.84) we obtain:
I[l+2];a,q(t, u) ≤ Cq,lQ¯[l+2];a,p(t, u) (15.93)
for a new constant Cq,l. Substituting finally this in (15.79) and the result in (15.73) yields:
G′u1,[l+2];a,q(t) ≤ Cq,lQ¯[l+2];a,p(t, u) (15.94)
for a new constant Cq,l.
15.2 Estimates Associated to K0
Consider now the integral identities corresponding to the variations (14.52) and to the vectorfield K0.
In each of these we have the borderline integral (14.97), bounded by the sum of (14.102) and (14.107):
C(
1
2a
+
1
2p
)µ¯−2am (t)[1 + log(1 + t)]
2p(i1...il)G0,l+2;a,p(t) (15.95)
We also have the remaining integrals, bounded in the case of (14.115) by (14.132), hence by:
Cqδ0µ¯
−2a
m (t)[1 + log(1 + t)]
2p{G0,[l+2];a,p(t) + G′1,[l+2];a,q(t)} (15.96)
and in the case of (14.157) by (14.158), hence by (15.96) as well. Also, the integral (14.161), bounded
by (14.162), hence by:
Cpδ0µ¯
−2a
m (t)[1 + log(1 + t)]
2pP[l+2]
√
G0,[l+2];a,p(t) (15.97)
Combining we see that all the remaining integrals associated to (14.52) and to K0 containing the top
order spatial derivatives of the acoustical entities are bounded by:
Cp,lδ0µ¯
−2a
m (t)[1 + log(1 + t)]
2p
√
G0,[l+2];a,p(t) + G′1,[l+2];a,q(t)· (15.98)
{P[l+2] +
√
G0,[l+2];a,p(t) + G′1,[l+2];a,q(t)}
By the discussion following (15.9), the contribution of the terms in (14.14) of which one factor is a
derivative of (Y )π˜ of order more than (l + 1)∗, but which do not contain top order spatial derivatives
of acoustical entities, are bounded using Proposition 12.11 and 12.12 and the bootstrap assumption.
We obtain a bound for these contributions to the error integrals associated to K0 and to any of the
variations, up to the top order, by:
Clδ0µ¯
−a
m (t)[1 + log(1 + t)]
p{P[l+2] +
√
G′1,[l+2];a,q(t) + G0,[l+2];a,p(t)} (15.99)
·{
∫ t
0
(1 + t′)−3/2E0,[l+2](t′)dt′ +
∫ ǫ0
0
F t0,[l+2](u′)du′}1/2
+Clδ0
∫ t
0
(1 + t′)−3/2E0,[l+2](t′)dt′ + Clδ0
∫ ǫ0
0
F t0,[l+2](u′)du′
+Cl{F¯ ′t1,[l+2](u′)du′ + K¯[l+2](t, ǫ0)}1/2{
∫ t
0
(1 + t′)−3/2E0,[l+2](t′)dt′ +
∫ ǫ0
0
F t0,[l+2](u′)du′}1/2
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The last three terms are contributed by the terms in (14.14) containing the top order derivatives of
the acoustical entities of which however one is a derivative with respect to L (hence are expressible in
terms of the top order derivatives of the ψα). Here:
F t0,[n](u) =
n∑
m=1
F t0,m(u) (15.100)
where F t0,n(u) represents the sum of the fluxes associated to the vectorfield K0 of all the nth order
variations. Also:
F¯ ′t1,[n](u) = sup
t′∈[0,t]
{[1 + log(1 + t′)]−4F ′t′1,[n](u)} (15.101)
K¯[n](t, u) = sup
t′∈[0,t]
{[1 + log(1 + t′)]−4K[n](t′, u)} (15.102)
On the other hand, all the other terms in the sum (14.14) contain derivatives of the (Y )π˜ of order
at most (l + 1)∗, thus spatial derivatives of χ′ of order at most (l + 1)∗ and spatial derivatives of µ
of order at most (l + 1)∗ + 1, which are bounded in L∞(Σǫ0t ) by Proposition 12.9 and 12.10 and the
bootstrap assumption. The contributions of these terms are bounded according to Lemma 7.6:
Cl
∫ t
0
(1 + t′)−3/2E0,[l+2](t′)dt′ + Cl
∫ ǫ0
0
F t0,[l+2](u′)du′
(15.103)
+Cl{
∫ ǫ0
0
F¯ ′t1,[l+2](u′)du′ + K¯[l+2](t, ǫ0)}1/2{
∫ t
0
(1 + t′)−3/2E0,[l+2](t′)dt′ +
∫ ǫ0
0
F t0,[l+2](u′)du′}1/2
From the definitions (15.26),(15.36) and also the relation (15.30), we have, for all t′ ∈ [0, t]:
[1 + log(1 + t′)]−4F ′t′1,[n](u) ≤ µ¯−2am,u(t′)[1 + log(1 + t′)]2pH′t1,[n];a,q(u) (15.104)
[1 + log(1 + t′)]−4K[n](t′, u) ≤ µ¯−2am,u(t′)[1 + log(1 + t′)]2pI[l+2];a,q(t, u) (15.105)
taking the supremum over t′ ∈ [0, t], we obtain, in view of Corollary 2 of Lemma 8.11,
F¯ ′t1,[n](u) ≤ Cµ¯−2am,u(t)[1 + log(1 + t)]2pH′t1,[n];a,q(u) (15.106)
K¯[n](t, u) ≤ Cµ¯−2am,u(t)[1 + log(1 + t)]2pI[n];a,q(t, u) (15.107)
In view of the definition (15.27) and the fact that µ¯m,u(t) is a non-increasing function of u at each t
we then have: ∫ u
0
F¯ ′t1,[n](u′)du′ ≤ Cµ¯−2am,u(t)[1 + log(1 + t)]2pV ′1,[n];a,q(t, u) (15.108)
We also define:
Ht0,[n];a,p(u) = sup
t′∈[0,t]
{[1 + log(1 + t′)]−2pµ¯2am,u(t′)F t
′
0,[n](u)} (15.109)
V0,[n];a,p(t, u) =
∫ u
0
Ht0,[n];a,p(u′)du′ (15.110)
Then Ht0,[n];a,p(u) is a non-decreasing function of t at each u, V0,[n];a,p(t, u) is a non-decreasing function
of u at each t as well as a non-decreasing function of t at each u, and for each u ∈ [0, ǫ0]:∫ u
0
F t0,[n](u′)du′ ≤
∫ u
0
µ¯−2am,u′(t)[1 + log(1 + t)]
2pHt0,[n];a,p(u′)du′ (15.111)
≤ µ¯−2am,u(t)[1 + log(1 + t)]2pV0,[n];a,p(t, u)
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So we can bound (15.99) and (15.103) by:
Clδ0µ¯
−2a
m (t)[1 + log(1 + t)]
2p · {(P[l+2])2 + δ′(G′1,[l+2];a,q(t) + G0,[l+2];a,p(t)) (15.112)
+(1 +
1
δ′
)(
∫ t
0
(1 + t′)−3/2G0,[l+2];a,p(t′)dt′ + V0,[l+2];a,p(t, ǫ0))
+δ′(V ′1,[l+2];a,q(t, ǫ0) + I[l+2];a,q(t, ǫ0))}
for any positive constant δ′ (δ′ will be chosen below).
Finally, we have to deal with the first of (15.16). According to (5.282) we have:
∫
W tǫ0
7∑
k=1
Q0[ψ]dµg ≤
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]4Bs(t′)E¯ ′1[ψ](t′)dt′ (15.113)
+C
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]−2(E¯ ′1[ψ](t′) + E¯0[ψ](t′))dt′
+CV0[ψ](t, ǫ0)
+C{V0[ψ](t, ǫ0) +
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]−2E¯0[ψ](t′)dt′}1/2(V ′1 [ψ](t, ǫ0))1/2
+C
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2V ′1 [ψ](t
′, ǫ0)dt′
+CK¯[ψ](t, ǫ0)
1/2(
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]−2E¯0[ψ](t′)dt′)1/2
+CK¯[ψ](t, ǫ0)
1/2(V0[ψ](t, ǫ0))
1/2
It follows that: ∫
W tǫ0
7∑
k=1
Q0[ψ]dµg ≤
∫ t
0
B˜s(t
′)E¯ ′1[ψ](t′)dt′ (15.114)
+C(1 +
1
δ′
){
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]−2E¯0[ψ](t′)dt′ + V0[ψ](t, ǫ0)}
+δ′V ′1 [ψ](t, ǫ0)
+C
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2V ′1 [ψ](t
′, ǫ0)dt′
+δ′K¯[ψ](t, ǫ0)
where:
B˜s(t) = (1 + t)
−2[1 + log(1 + t)]4Bs(t) + C(1 + t)−1[1 + log(1 + t)]−2 (15.115)
Since
E¯ ′1[ψ](t) = sup
t′∈[0,t]
{[1 + log(1 + t′)]−4E ′1[ψ](t′)} (15.116)
≤ sup
t′∈[0,t]
{µ¯−2am (t′)[1 + log(1 + t′)]2pG′1;a,q[ψ](t′)}
≤ Cµ¯−2am (t)[1 + log(1 + t)]2pG′1;a,q[ψ](t)
the first term on the right in (15.114) is bounded by:
Cµ¯−2am (t)[1 + log(1 + t)]
2p
∫ t
0
B˜s(t
′)G′1;a,q[ψ](t′)dt′ (15.117)
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In regard to the second term on the right in (15.114) we have:∫ t
0
(1 + t′)−1[1 + log(1 + t′)]−2E¯0[ψ](t′)dt′ (15.118)
≤ Cµ¯−2am (t)[1 + log(1 + t)]2p
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]−2G0;a,p[ψ](t′)dt′
Moreover, defining:
Ht0;a,p[ψ](u) = sup
t′∈[0,t]
{[1 + log(1 + t′)]−2pµ¯2am,u(t′)F t
′
0 [ψ](u)} (15.119)
V0;a,p[ψ](t, u) =
∫ u
0
Ht0;a,p[ψ](u′)du′ (15.120)
we have, in analogy with (15.111):
V0[ψ](t, u) =
∫ u
0
F t0(u′)du′ ≤ µ¯−2am,u(t)[1 + log(1 + t)]2pV0;a,p[ψ](t, u) (15.121)
In regard to the third and fourth term on the right of (15.114), recalling from Chapter 5 that:
V ′1 [ψ](t, u) =
∫ u
0
F¯ ′t1 [ψ](u′)du′ (15.122)
we have, using an inequality similar to (15.106),
V ′1 [ψ](t, u) ≤ Cµ¯−2am,u(t)[1 + log(1 + t)]2pV ′1;a,q[ψ](t, u) (15.123)
hence also: ∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2V ′1 [ψ](t
′, ǫ0)dt′ (15.124)
≤ Cµ¯−2am (t)[1 + log(1 + t)]2p
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2V ′1;a,q[ψ](t
′, ǫ0)dt′
Finally, in regard to the last term, we have, in analogy with (15.107):
K¯[ψ](t, ǫ0) ≤ Cµ¯−2am (t)[1 + log(1 + t)]2pIa,q[ψ](t, ǫ0) (15.125)
where:
Ia,q[ψ](t, u) = sup
t′∈[0,t]
{[1 + log(1 + t)]−2qµ¯2am,u(t′)K[ψ](t′, u)} (15.126)
Substituting the above in (15.114) we obtain:
∫
W tǫ0
7∑
k=1
Q0[ψ]dµg ≤ Cµ¯−2am (t)[1 + log(1 + t)]2p{
∫ t
0
B˜s(t
′)G′1;a,q[ψ](t′)dt′ + (1 +
1
δ′
) (15.127)
[
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]−2G0;a,p[ψ](t′)dt′ + V0;a,p[ψ](t, ǫ0)]
+δ′V ′1;a,q[ψ](t, ǫ0) +
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2V ′1;a,q[ψ](t
′, ǫ0)dt′ + δ′Ia,q[ψ](t, ǫ0)}
We now consider the energy identity corresponding to K0 ((5.74) with u = ǫ0) and to the variations
(14.52) RjRil ...Ri1ψα, j = 1, 2, 3, α = 0, 1, 2, 3, for a given multi-index (i1...il).
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Summing over j and α we then obtain from (15.95), (15.98), (15.112) and (15.127):
{
∑
j,α
E0[RjRil ...Ri1ψα](t) +
∑
j,α
F t0[RjRil ...Ri1ψα](ǫ0)}µ¯2am (t)[1 + log(1 + t)]−2p (15.128)
≤ C(1
a
+
1
p
)(i1...il)G0,l+2;a,p(t) + Cp,lD[l+2]
+Cp,lδ0{G0,[l+2];a,p(t) + G′1,[l+2];a,q(t)}
+C
∫ t
0
B˜s(t
′)G′1,[l+2];a,q(t′)dt′
+C
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2V ′1,[l+2];a,q(t
′, ǫ0)dt′
+Cl(1 +
1
δ′
){
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]−2G0,[l+2];a,p(t′)dt′ + V0,[l+2];a,p(t, ǫ0)}
+Clδ
′{V ′1,[l+2];a,q(t, ǫ0) + I[l+2];a,q(t, ǫ0)}
We substitute (15.92)-(15.94) to obtain:
{
∑
j,α
E0[RjRil ...Ri1ψα](t) +
∑
j,α
F t0[RjRil ...Ri1ψα](ǫ0)}µ¯2am (t)[1 + log(1 + t)]−2p (15.129)
≤ C(1
a
+
1
p
)(i1...il)G0,l+2;a,p(t) + Cp,l(δ0 + δ′)G¯0,[l+2];a,p(t)
+Cp,l(1 +
1
δ′
){D[l+2] +
∫ t
0
B˜s(t
′)G¯0,[l+2];a,p(t′)dt′ + V0,[l+2];a,p(t, ǫ0)}
Here we have used the fact in Proposition 13.2:∫ s
0
B˜s(t)dt ≤ C : independent of s (15.130)
It is crucial that the constant C in front of the first term on the right of (15.129) is independent of
a, p, l. Moreover, (15.129) holds with ǫ0 replaced by any u ∈ (0, ǫ0], that is, we have, for all u ∈ (0, ǫ0]
and all t ∈ [0, s]:
{
∑
j,α
Eu0 [RjRil ...Ri1ψα](t) +
∑
j,α
F t0[RjRil ...Ri1ψα](u)}µ¯2am,u(t)[1 + log(1 + t)]−2p (15.131)
≤ C(1
a
+
1
p
)(i1...il)Gu0,l+2;a,p(t) + Cp,l(δ0 + δ′)G¯u0,[l+2];a,p(t)
+Cp,l(1 +
1
δ′
){Du[l+2] +
∫ t
0
B˜s(t
′)G¯u0,[l+2];a,p(t′)dt′ + V0,[l+2];a,p(t, u)}
Keeping only the term ∑
j,α
Eu0 [RjRil ...Ri1ψα] (15.132)
on the left of (15.131), we have:
µ¯2am,u(t)[1 + log(1 + t)]
−2p∑
j,α
Eu0 [RjRil ...Ri1ψα](t) (15.133)
≤ C(1
a
+
1
p
)(i1...il)Gu0,l+2;a,p(t) + Cp,l(δ0 + δ′)G¯u0,[l+2];a,p(t)
+Cp,l(1 +
1
δ′
){Du[l+2] +
∫ t
0
B˜s(t
′)G¯u0,[l+2];a,p(t′)dt′ + V0,[l+2];a,p(t, u)}
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The same holds with t replaced by any t′ ∈ [0, t]. Now the right hand side of (15.132) is a non-
decreasing function of t at each u. The inequality corresponding to t′ thus holds a fortiori if we again
replace t′ by t on the right hand side. Taking then the supremum over all t′ ∈ [0, t] on the left we
obtain, in view of the definition (15.46),
(i1...il)Gu0,l+2;a,p(t) (15.134)
≤ C(1
a
+
1
p
)(i1...il)Gu0,l+2;a,p(t) + Cp,l(δ0 + δ′)G¯u0,[l+2];a,p(t)
+Cp,l(1 +
1
δ′
){Du[l+2] +
∫ t
0
B˜s(t
′)G¯u0,[l+2];a,p(t′)dt′ + V0,[l+2];a,p(t, u)}
If we choose a and p suitably large so that:
C(
1
a
+
1
p
) ≤ 1
2
(15.135)
then (15.133) implies:
1
2
(i1...il)Gu0,l+2;a,p(t) ≤ Cp,l(δ0 + δ′)G¯u0,[l+2];a,p(t) (15.136)
+Cp,l(1 +
1
δ′
){Du[l+2] +
∫ t
0
B˜s(t
′)G¯u0,[l+2];a,p(t′)dt′ + V0,[l+2];a,p(t, u)}
Consider now the integral identities corresponding to the variations (14.54) and K0. In each of
these we have the borderline integral (14.180), bounded by (14.181),
C(
1
2a
+
1
2p
)µ¯−2am (t)[1 + log(1 + t)]
2p(i1...il−m)G0,m,l+2;a,p(t) (15.137)
We also have the remaining integrals, bounded in the case of (14.185) by (15.96) and in the case of
(14.198) by the sum of (14.158) and (14.199), hence also by (15.96). We also have the integral (14.201)
bounded by (14.202), hence by (15.97). Combining we see that all the remaining integrals associated
to (14.54) and K0 containing the top order spatial derivatives of the acoustical entities are bounded by
(15.98). On the other hand, the error integrals associated to (14.54) contributed by all the other terms
in (14.14) are bounded by the sum of (15.99) and (15.103), hence by (15.112). Finally, the contribution
from the first of (15.16) is bounded by (15.127).
Consequently, the integral identities in question yield:
{
∑
α
E0[Ril−m ...Ri1(T )m+1ψα](t) +
∑
α
F t0[Ril−m ...Ri1 (T )m+1ψα](ǫ0)} (15.138)
·µ¯2am (t)[1 + log(1 + t)]−2p
≤ C(1
a
+
1
p
)(i1...il−m)G0,m,[l+2];a,p(t) + Cp,l(δ0 + δ′)G¯0,[l+2];a,p(t)
+Cp,l(1 +
1
δ′
){D[l+2] +
∫ t
0
B˜s(t
′)G¯0,[l+2];a,p(t′)dt′ + V0,[l+2];a,p(t, ǫ0)}
and
{
∑
α
Eu0 [Ril−m ...Ri1(T )m+1ψα](t) +
∑
α
F tα[Ril−m ...Ri1(T )m+1ψα](u)} (15.139)
·µ¯2am,u(t)[1 + log(1 + t)]−2p
≤ C(1
a
+
1
p
)(i1...il−m)Gu0,m,[l+2];a,p(t) + Cp,l(δ0 + δ′)G¯u0,[l+2];a,p(t)
+Cp,l(1 +
1
δ′
){Du[l+2] +
∫ t
0
B˜s(t
′)G¯u0,[l+2];a,p(t′)dt′ + V0,[l+2];a,p(t, u)}
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Keeping only the term ∑
α
Eu0 [Ril−m ...Ri1(T )m+1ψα]
on the left in (15.139), we have:
µ¯2am,u(t)[1 + log(1 + t)]
−2p∑
α
Eu0 [Ril−m ...Ri1(T )m+1ψα](t) (15.140)
≤ C(1
a
+
1
p
)(i1...il−m)Gu0,m,l+2;a,p(t) + Cp,l(δ0 + δ′)G¯u0,[l+2];a,p(t)
Cp,l(1 +
1
δ′
){Du[l+2] +
∫ t
0
B˜s(t
′)G¯u0,[l+2];a,p(t′)dt′ + V0,[l+2];a,p(t, u)}
Seeing that the right hand side of (15.140) is a non-decreasing function of t at each u, the previous
reasoning applies and we deduce:
(i1...il−m)Gu0,m,l+2;a,p(t) (15.141)
≤ C(1
a
+
1
p
)(i1...il−m)Gu0,m,l+2;a,p(t) + Cp,l(δ0 + δ′)G¯u0,[l+2];a,p(t)
Cp,l(1 +
1
δ′
){Du[l+2] +
∫ t
0
B˜s(t
′)G¯u0,[l+2];a,p(t′)dt′ + V0,[l+2];a,p(t, u)}
Choosing a and p sufficiently large so that (15.135) holds, this implies:
1
2
(i1...il−m)Gu0,m,l+2;a,p(t) ≤ Cp,l(δ0 + δ′)G¯u0,[l+2];a,p(t) (15.142)
+Cp,l(1 +
1
δ′
){Du[l+2] +
∫ t
0
B˜s(t
′)G¯u0,[l+2];a,p(t′)dt′ + V0,[l+2];a,p(t, u)}
Consider finally the integral identities corresponding to any of the other variations ψ of order up
to l+2, and to K0. These identities contain no borderline integrals and all error integrals involved are
bounded by:
Cp,l(δ0 + δ
′)G¯u0,[l+2];a,p(t) (15.143)
+Cp,l(1 +
1
δ′
){Du[l+2] +
∫ t
0
B˜s(t
′)G¯u0,[l+2];a,p(t′)dt′ + V0,[l+2];a,p(t, u)}
We thus obtain, for each such variation ψ the inequality:
{Eu0 [ψ](t) + F t0[ψ](u)}µ¯2am,u(t)[1 + log(1 + t)]−2p (15.144)
≤ Cp,l(δ0 + δ′)G¯u0,[l+2];a,p(t)
+Cp,l(1 +
1
δ′
){Du[l+2] +
∫ t
0
B˜s(t
′)G¯u0,[l+2];a,p(t′)dt′ + V0,[l+2];a,p(t, u)}
Keeping only the term
Eu0 [ψ]
on the left in (15.144) and applying the above reasoning we deduce:
Gu0;a,p[ψ](t) ≤ Cp,l(δ0 + δ′)G¯u0,[l+2];a,p(t) (15.145)
+Cp,l(1 +
1
δ′
){Du[l+2] +
∫ t
0
B˜s(t
′)G¯u0,[l+2];a,p(t′)dt′ + V0,[l+2];a,p(t, u)}
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Now according to the definition of Eu0,[l+2](t) we have
Eu0,[l+2](t) =
∑
i1...il
{
∑
j,α
Eu0 [RjRil ...Ri1ψα](t)} (15.146)
+
l∑
m=0
∑
i1...il−m
{
∑
α
Eu0 [Ril−m ...Ri1 (T )m+1ψα](t)}
+
∑
α
Eu0 [ψ](t)
where the last sum is over all the other variations ψ up to order l + 2. By (15.68) we then have:
Gu0,[l+2];a,p(t) ≤
∑
i1...il
(i1...il)Gu0,l+2;a,p(t) +
l∑
m=0
∑
i1...il−m
(i1...il−m)Gu0,m,l+2;a,p(t) (15.147)
+
∑
ψ
Gu0;a,p[ψ](t)
Thus, summing (15.135) over i1...il, summing (15.142) over i1...il−m and overm = 0, ..., l, and summing
(15.145) over all the other variations ψ of order up to l + 2, we obtain:
1
2
Gu0,[l+2];a,p(t) ≤ Cp,l(δ0 + δ′)G¯u0,[l+2];a,p(t) (15.148)
+Cp,l(1 +
1
δ′
){Du[l+2] +
∫ t
0
B˜s(t
′)G¯u0,[l+2];a,p(t′)dt′ + V0,[l+2];a,p(t, u)}
for a new constant Cp,l. Requiring δ0 and δ
′ to satisfy the smallness condition and equation respectively:
Cp,lδ0 ≤ 1
8
, Cp,lδ
′ =
1
8
(15.149)
(15.148) implies:
1
2
Gu0,[l+2];a,p(t) ≤
1
4
G¯u0,[l+2];a,p(t) (15.150)
+Cp,l{Du[l+2] +
∫ t
0
B˜s(t
′)G¯u0,[l+2];a,p(t′)dt′ + V0,[l+2];a,p(t, u)}
for a new constant Cp,l. The same holds with u replaced by any u
′ ∈ [0, u]. Now the right hand side
of (15.150) is a non-decreasing function of u at each t. The inequality corresponding to u′ thus holds
a fortiori if we again replace u′ by u on the right. Taking then the supremum over all u′ ∈ [0, u] on
the left we obtain, in view of the definition (15.89),
1
4
G¯u0,[l+2];a,p(t) ≤ Cp,l{Du[l+2] +
∫ t
0
B˜s(t
′)G¯u0,[l+2];a,p(t′)dt′ + V0,[l+2];a,p(t, u)} (15.151)
In view of (15.130), since V0,[l+2];a,p(t, u) is a non-decreasing function of t at each u, (15.151) implies:
G¯u0,[l+2];a,p(t) ≤ Cp,l{Du[l+2] + V0,[l+2];a,p(t, u)} (15.152)
hence also: ∫ t
0
B˜s(t
′)G¯u0,[l+2];a,p(t′)dt′ ≤ Cp,l{Du[l+2] + V0,[l+2];a,p(t, u)} (15.153)
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Substituting (15.152) and (15.153) in the right-hand sides of (15.131), (15.138) and (15.144), omit-
ting in each case the first term in parenthesis on the left we obtain:
µ¯2am,u(t)[1 + log(1 + t)]
−2p∑
j,α
F t0[RjRil ...Ri1ψα](u) (15.154)
≤ Cp,l{Du[l+2] + V0,[l+2];a,p(t, u)}
µ¯2am,u(t)[1 + log(1 + t)]
−2p∑
j,α
F t0[RjRil−m ...Ri1(T )m+1ψα](u) (15.155)
≤ Cp,l{Du[l+2] + V0,[l+2];a,p(t, u)}
µ¯2am,u(t)[1 + log(1 + t)]
−2p∑
j,α
F t0[ψ](u) (15.156)
≤ Cp,l{Du[l+2] + V0,[l+2];a,p(t, u)}
Summing as in (15.146) yields:
µ¯2am,u(t)[1 + log(1 + t)]
−2pF t0,[l+2](u) ≤ Cp,l{Du[l+2] + V0,[l+2];a,p(t, u)} (15.157)
Since the inequality holds with t replaced by any t′ ∈ [0, t] and the right hand side is a non-decreasing
function of t at each u, the inequality corresponding to t′ holds a fortiori if we again replace t′ by t on
the right. Taking then the supremum over all t′ ∈ [0, t] on the left we obtain, in view of the definition
(15.109),
Ht0,[l+2];a,p(u) ≤ Cp,l{Du[l+2] + V0,[l+2];a,p(t, u)} (15.158)
Recalling the definition of V0,[l+2];a,p(t, u), this is:
Ht0,[l+2];a,p(u) ≤ Cp,lDu[l+2] + Cp,l
∫ u
0
Ht0,[l+2];a,p(u′)du′ (15.159)
Since [0, ǫ0] is a bounded interval and Du[l+2] is a non-decreasing function of u, (15.159) implies:
Ht0,[l+2];a,p ≤ Cp,lDu[l+2] (15.160)
hence also:
V0,[l+2];a,p(t, u) ≤ Cp,lǫ0Du[l+2] (15.161)
Substituting this in (15.152) we obtain:
G¯u0,[l+2];a,p(t) ≤ Cp,lDu[l+2] (15.162)
Substituting finally (15.161) in (15.90) and the result in (15.91), (15.93), (15.94) yields:
G′u1,[l+2];a,q(t), H′t1,[l+2];a,q(u), I[l+2];a,q(t, u) ≤ Cp,lDu[l+2] (15.163)
This completes the top order energy estimates.
At this point we shall specify the choice of a and p (recall from (15.30) that q = p + 2). We also
take a to be the form:
a = [a] +
3
4
(15.164)
where [a] denotes the integral part of a. We then choose [a] to be the smallest positive integer so that
with C the largest of the two constants in (15.57) and (15.134) we have:
C
a
≤ 3
8
(15.165)
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We then choose p so that with the same constant C we have:
C
p
=
1
8
(15.166)
Then the conditions (15.57) and (15.134) are both satisfied and thereafter a, p and q are fixed. We
then fix l so that:
l∗ ≥ [a] + 4 (15.167)
We shall see the reason for this in the following. So l is thenceforth fixed as well, therefore we shall
not denote the dependence of the constants on a, p, q, l. Actually, the constants shall now depend only
on the the function H . We shall still require δ0 to be suitably small in relation to these constants.
426
Chapter 16
The Descent Scheme
We now consider again the estimates for the energies E0,[l+1] and E ′1,[l+1], associated to K0 and K1
respectively. We shall presently obtain improved estimates for these next to the top order energies,
using the estimates for the top order energies just obtained. We shall show that the next to the top
order quantities satisfy estimates similar to (15.160), (15.162) and (15.163), but with a replaced by
b = a− 1 (16.1)
p replaced by 0, and, accordingly, q replaced by 2.
Let us first consider the error integrals associated to the variations of order l+1 and toK1, involving
the highest spatial derivatives of the acoustical entities. The leading contributions are:
1) The contribution of (14.56) with l+1 replaced by l to the corresponding integral (14.59), namely
the integral (14.202) with l replaced by l − 1:
−
∫
W tu
(ω/ν)(Ril ...Ri1trχ
′)(Tψα)((L + ν)Ril ...Ri1ψα)dt
′du′dµ/˜g (16.2)
2) The contribution of (14.57) with l replaced by l − 1 to the corresponding integral (14.59), namely
the integral (14.369) with l replaced by l − 1:
−
∫
W tu
(ω/ν)(Tψα)(Ril−1−m ...Ri1 (T )
m /∆µ)((L+ ν)Ril−1−m ...Ri1(T )
m+1ψα)dt
′du′dµ/˜g (16.3)
for m = 0, ..., l − 1.
By the bounds (14.294) the integral (16.2) is bounded by:
Cδ0
∫
W tu
(1 + t′)|Ril ...Ri1 trχ′||(L+ ν)Ril ...Ri1ψα|dt′du′dµ/g (16.4)
≤ Cδ0{
∫
W tu
|Ril ...Ri1trχ′|2dt′du′dµ/g}1/2
·{
∫
W tu
(1 + t′)2|(L+ ν)Ril ...Ri1ψα|2dt′du′dµ/g}1/2
Now the last factor is bounded by:
C{
∫ u
0
F ′t1,[l+1](u′)du′}1/2 (16.5)
while the first factor is:
{
∫ t
0
‖Ril ...Ri1trχ′‖2L2(Σu
t′
)dt
′}1/2 (16.6)
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which is bounded in terms of:
{
∫ t
0
(A′u[l](t′))2dt′}1/2 (16.7)
Here A′u[l](t) is defined by replacing the L2 norms over Σǫ0t in the definition of A′[l](t) by L2 norms over
Σut . Proposition 12.11 applies with ǫ0 replaced by u, giving a bound for A′u[l](t) by:
C(1 + t)−1
∫ t
0
(1 + t′)−1[Wu[l+2](t′) +WQu[l+1](t′)]dt′ (16.8)
Now we have:
Wu[l+2](t) +WQu[l+1](t) ≤ Cµ¯−1/2m,u
√
E ′u1,[l+2](t) (16.9)
≤ Cµ¯−a−1/2m,u (t)[1 + log(1 + t)]q
√
G′u1,[l+2];a,q(t)
Therefore (16.8) is bounded by:
C(1 + t)−1
√
G′u1,[l+2];a,q(t)
∫ t
0
(1 + t′)−1µ¯−a−1/2m,u (t
′)[1 + log(1 + t′)]qdt′ (16.10)
≤ C(1 + t)−1
√
G′u1,[l+2];a,q(t)Jua,q−1(t)
≤ C(1 + t)−1[1 + log(1 + t)]q+1µ¯−a+1/2m,u (t)
√
Du[l+2]
Here Jua,q(t) is the integral (14.147) with ǫ0 replaced by u and we have used (14.153) with ǫ0 replaced
by u as well as the bounds (15.163). It follows that the contribution of (16.8) to (16.7) is bounded by:
C
√
Du[l+2]{
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2q+2µ¯−2a+1m,u (t
′)dt′}1/2 (16.11)
the last integral being estimated by following an argument similar to that used to estimate (14.115)
(with ǫ0 replaced by u). By (15.28) with a replaced by b and q by 2 we have:∫ u
0
F ′t1,[l+1](u′)du′ ≤ µ¯−2bm,u(t)[1 + log(1 + t)]4V ′1,[l+1];b,2(t, u) (16.12)
we conclude that (16.4) is bounded by:
Cδ0µ¯
−2b
m,u(t)[1 + log(1 + t)]
2
√
Du[l+2]
√
V ′1,[l+1];b,2(t, u) (16.13)
where b is defined by (16.1).
By (14.294), (16.3) is bounded by:
Cδ0
∫
W tu
(1 + t′)|Ril−1−m ...Ri1 (T )m /∆µ||(L + ν)Ril−1−m ...Ri1 (T )m+1ψα|dt′du′dµ/g (16.14)
≤ Cδ0{
∫
W tu
|Ril−1−m ...Ri1 (T )m /∆µ|2dt′du′dµ/g}1/2
·{
∫
W tu
(1 + t′)2|(L + ν)Ril−1−m ...Ri1(T )m+1ψα|2dt′du′dµ/g}1/2
Now the last factor is bounded by (16.5) while the first factor is:
{
∫ t
0
‖Ril−1−m ...Ri1 (T )m /∆µ‖2L2(Σu
t′
)dt
′}1/2 (16.15)
428
which is bounded by:
{
∫ t
0
(1 + t′)−4(Bu[m,l+1](t′))2dt′}1/2 (16.16)
Here the quantity Bu[m,l+1](t) is defined by replacing the L2 norms over Σǫ0t in the definition of the
quantity B[m,l+1](t) by L2 norms over Σut . Proposition 12.12 applies with ǫ0 replaced by u, giving a
bound for Bu[m,l+1](t) in terms of:
C(1 + t)
∫ t
0
(1 + t′)−1{Wu{l+2}(t′) +WQu{l+1}(t′)}dt′ (16.17)
Now we have:
Wu{l+2}(t) +WQu{l+1}(t) (16.18)
≤ Cµ¯−1/2m,u {
√
E ′u1,[l+2](t) +
√
Eu0,[l+2](t)}
≤ Cµ¯−a−1/2m,u (t)[1 + log(1 + t)]q{
√
G′u1,[l+2];a,q(t) +
√
Gu0,[l+2];a,p(t)}
Therefore (16.17) is bounded by:
C(1 + t){
√
G′u1,[l+2];a,q(t) +
√
Gu0,[l+2];a,p(t)} (16.19)
·
∫ t
0
(1 + t′)−1µ¯−a−1/2m,u (t
′)[1 + log(1 + t′)]qdt′
≤ C(1 + t){
√
G′u1,[l+2];a,q(t) +
√
Gu0,[l+2];a,p(t)}Jua,q−1
≤ C(1 + t)[1 + log(1 + t)]q+1µ¯−a+1/2m,u (t)
√
Du[l+2]
where we have used (15.162), (15.163). It follows that the contribution of (16.17) to (16.16) is bounded
by:
C
√
Du[l+2]{
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2q+2µ¯−2a+1m,u (t
′)dt′}1/2 ≤
√
Du[l+2]µ¯−a+1m,u (t) (16.20)
In view of (16.12), (16.14) is bounded by:
Cδ0µ¯
−2b
m,u(t)[1 + log(1 + t)]
2
√
Du[l+2]
√
V ′1,[l+1];b,2(t, u) (16.21)
where b is defined by (16.1).
We proceed to consider the error integrals associated to the variations of order l + 1 and to K0,
involving the highest spatial derivatives of the acoustical entities. The leading contributions are:
1) The contribution of (14.56) with l+1 replaced by l to the corresponding integral (14.62), namely
the integral on the left in (14.63) with l + 1 replaced by l (and ǫ0 by u):∫
W tu
|Ril ...Ri1trχ′||Tψα||LRil ...Ri1ψα|dt′du′dµ/˜g (16.22)
2) The contribution of (14.57) with l replaced by l − 1 to the corresponding integral (14.62), namely
the integral (14.162) with l replaced by l − 1:∫
W tu
|Ril−1−m ...Ri1 (T )m /∆µ||Tψα||LRil−1−m ...Ri1(T )m+1ψα|dt′du′dµ/˜g (16.23)
429
By (14.294), (16.22) is bounded by:
Cδ0
∫
W tu
(1 + t′)−1|Ril ...Ri1 trχ′||LRil ...Ri1ψα|dt′du′dµ/g (16.24)
≤ Cδ0
∫ t
0
(1 + t′)−1‖Ril ...Ri1trχ′‖L2(Σut′ )‖LRil ...Ri1ψα‖L2(Σut′ )dt
′
Substituting (16.10) for the first factor in the integrand on the right and noting the definition (16.1)
of b and the fact that:
‖LRil ...Ri1ψα‖L2(Σut ) ≤ C
√
Eu0,[l+1](t) ≤ Cµ¯−bm,u(t)
√
Gu0,[l+1];b,0(t) (16.25)
we obtain that (16.24) is bounded by:
Cδ0
√
Du[l+2]
√
Gu0,[l+1];b,0(t)
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]q+1µ¯−2b−1/2m,u (t
′)dt′ (16.26)
≤ Cδ0µ¯−2b+1/2m,u (t)
√
Du[l+2]
√
Gu0,[l+1];b,0(t)
the last integral being estimated in a similar manner as (14.115).
By (14.294), (15.23) is bounded by:
Cδ0
∫
W tu
(1 + t′)−1|Ril−1−m ...Ri1(T )m /∆µ||LRil−1−m ...Ri1(T )m+1ψα|dt′du′dµ/g (16.27)
≤ Cδ0
∫ t
0
(1 + t′)−1‖Ril−1−m ...Ri1 (T )m /∆µ‖L2(Σu
t′
)
·‖LRil−1−m ...Ri1(T )m+1ψα‖L2(Σut′ )dt
′
Substituting (16.19) (multiplied by C(1 + t)−2) for the first factor in the integrand and noting again
the definition (16.1) and the fact that:
‖LRil−1−m ...Ri1(T )m+1ψα‖L2(Σut′ ) ≤ C
√
Eu0,[l+1](t) ≤ Cµ¯−bm,u(t)
√
Gu0,[l+1];b,0(t) (16.28)
we obtain that (16.27) is bounded by:
Cδ0
√
Du[l+2]
√
Gu0,[l+1];b,0(t)
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]q+1µ¯−2b−1/2m,u (t
′)dt′ (16.29)
≤ Cδ0µ¯−2b+1/2m,u (t)
√
Du[l+2]
√
Gu0,[l+1];b,0(t)
a bound of the same form as (16.26).
Consider now the error integrals associated to the variations of order l + 1 and to K1 or K0,
which contain the lower order spatial derivatives of the acoustical entities and are contributed by the
remaining terms in the sum (14.14) with l + 2 replaced by l + 1. By the discussion following (15.9),
those contributed by the terms in which one factor is a derivative of the (Y )π˜ of order more than (l+1)∗
are bounded, using Proposition 12.11 and 12.12 and the bootstrap assumption, by (15.11), hence by
(15.39), with ([l + 2]; a, q) replaced by ([l + 1]; b, 2) (and ǫ0 by u), thus by:
Clδ0µ¯
−2b
m,u(t)[1 + log(1 + t)]
4{Du[l+2] + δ(G′u1,[l+1];b,2(t) + Gu0,[l+1];b,0(t)) (16.30)
+δI[l+1];b,2(t, u) + (1 +
1
δ
)V ′1,[l+1];b,2(t, u)}
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in the case of the error integrals associated to K1, by (15.99), hence by (15.112), with ([l + 2]; a, p)
replaced by ([l + 1]; b, 0) (and ǫ0 by u), thus by:
Clδ0µ¯
−2b
m,u(t){Du[l+2] + δ′(G′u1,[l+1];b,2(t) + Gu0,[l+1];b,0(t)) (16.31)
+(1 +
1
δ′
)(
∫ t
0
(1 + t′)−3/2Gu0,[l+1];b,0(t′)dt′ + V0,[l+1];b,0(t, u))
+δ′(V ′1,[l+1];b,2(t, u) + I[l+1];b,2(t, u))}
in the case of the error integrals associated to K0. In (16.30), (16.31), the arbitrary positive constants
δ, δ′ shall be chosen appropriately below. In fact, (16.30) and (16.31) also bound the error integrals
associated to K1 and to K0 respectively, and to any of the variations of order up to l in which one
factor is a derivative of (Y )π˜ of order more than (l + 1)∗.
On the other hand, the error integrals associated to any of the variations of order up to l + 1
contributed by the terms in the sum (14.14) containing derivatives of the (Y )π˜ of order at most (l+1)∗
are bounded by (15.13) with [l + 2] replaced by [l + 1] (and ǫ0 by u):
C
∫ u
0
F ′t1,[l+1](u′)du′ + C{
∫ u
0
F ′t1,[l+1](u′)du′}1/2{K[l+1](t, u)}1/2 (16.32)
+C{
∫ u
0
F ′t1,[l+1](u′)du′}1/2·
{
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2(E ′u1,[l+1](t′) + u2Eu0,[l+1](t′))dt′}1/2
≤ Cµ¯−2bm,u(t)[1 + log(1 + t)]4{V ′1,[l+1];b,2 + (V ′1,[l+1];b,2(t, u))1/2(I[l+1];b,2(t, u))1/2
+(V ′1,[l+1];b,2(t, u))
1/2·
(
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2(G′u1,[l+1];b,2(t′) + Gu0,[l+1];b,0(t′))dt′)1/2}
in the case of K1, and by (15.103) with [l + 2] replaced by [l + 1] (and ǫ0 by u):
C
∫ t
0
(1 + t′)−3/2Eu0,[l+1](t′)dt′ + C
∫ u
0
F t0,[l+1](u′)du′ (16.33)
+C{
∫ u
0
F¯ ′t1,[l+1](u′)du′}1/2{
∫ t
0
(1 + t′)−3/2Eu0,[l+1](t′)dt′ +
∫ u
0
F t0,[l+1](u′)du′}1/2
+C(K¯[l+1](t, u))
1/2{
∫ t
0
(1 + t′)−3/2Eu0,[l+1](t′)dt′ +
∫ u
0
F t0,[l+1](u′)du′}1/2
≤ Cµ¯−2bm,u(t){
∫ t
0
(1 + t′)−3/2Gu0,[l+1];b,0(t′)dt′ + V0,[l+1];b,0(t, u)
+(V ′1,[l+1];b,2(t, u) + I[l+1];b,2(t, u))
1/2(
∫ t
0
(1 + t′)−3/2Gu0,[l+1];b,0(t′)dt′ + V0,[l+1];b,0(t, u))1/2}
in the case of K0.
Finally, for each variation ψ of order up to l+1, we have the error integrals (15.16). Consider first
the second of these integrals, which is associated to K1. Summing (15.17) over all such variations we
obtain:
∑
ψ
∫
W tu
8∑
k=1
Q1,k[ψ]dµg ≤ −1
2
K[l+1](t, u) + CM[l+1](t, u) +
3
2
L[l+1](t, u) (16.34)
+
∫ t
0
A˜(t′)E ′u1,[l+1](t′)dt′
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Here,
M[l+1](t, u) =
∑
ψ
M [ψ](t, u), L[l+1](t, u) =
∑
ψ
L[ψ](t, u) (16.35)
From (15.18) and (15.29) with (a, p) replaced by (b, 0), noting the fact that there is a fixed number of
variations under consideration, we obtain:
M[l+1](t, u) ≤ C[1 + log(1 + t)]4 sup
t′∈[0,t]
Eu0,[l+1](t′) +
∫ u
0
F ′t1,[l+1](u′)du′ (16.36)
≤ µ¯−2bm,u(t)[1 + log(1 + t)]4{CGu0;b,0(t) + V ′1,[l+1];b,2(t, u)}
Also, from (15.1):
L[l+1](t, u) =
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]−1E ′u1,[l+1](t′)dt′ (16.37)
To estimate this borderline integral appropriately, we must use the following variant of Corollary
2 of Lemma 8.11:
Variant of Corollary 2: Let b be a positive constant and k any constant greater than 1. Then
if δ0 is suitably small, depending on an upper bound for b and a lower bound greater than 1 for k, we
have, for all t′ ∈ [0, t], t ∈ [1, s], and u ∈ (0, ǫ0]:
µ¯−bm,u(t
′) ≤ kµ¯−bm,u(t)
To prove this, we revisit the proof of Corollary 2. In the following, we shall take the constant a in the
proof of that corollary to be a suitably large constant, having nothing to do with the choice of a which
we made above in relation to the top order energy estimates. In Case 1 of this proof (8.322) holds,
hence:
µ¯−bm,u(t
′)
µ¯−bm,u(t)
≤ (1− Cδ0)−b ≤ k (16.38)
provided that δ0 is suitably small, depending on an upper bound for b and a lower bound greater than
1 for k. In Subcase 2a the lower bound (8.273) holds (with ǫ0 replaced by u) for any given a, provided
that aδ0 is suitably small, hence:
µ¯−bm,u(t′)
µ¯−bm,u(t)
≤ (1− 2
a
)−b ≤ k (16.39)
if a is suitably large, depending on an upper bound for b and a lower bound greater than 1 for k. In
Subcase 2b the lower bound (8.303) as well as the upper bound (8.312) hold (with ǫ0 replaced by u)
for any given a, provided that aδ0 is suitably small, hence:
µ¯−bm,u(t
′)
µ¯−bm,u(t)
≤ (1−
2
a
1 + 2a
)−b(
1− δ1τ
1− δ1τ ′ )
b ≤ (1 −
2
a
1 + 2a
)−b ≤ k (16.40)
if a is suitably large, depending on an upper bound for b and a lower bound greater than 1 for k. We
have thus established the variant of Corollary 2.
We now set:
k =
√
4
3
(16.41)
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in the above variant of Corollary 2, and we proceed to estimate L[l+1](t, u). We have, from (16.38)
and the definition (14.111) with (a, q) replaced by (b, 2),
L[l+1](t, u) ≤
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]3µ¯−2bm,uG′u1,[l+1];b,2(t′)dt′ (16.42)
≤ 4
3
µ¯−2bm,u(t)G′u1,[l+1];b,2(t)
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]3dt′
≤ 1
3
µ¯−2bm,u(t)[1 + log(1 + t)]
4G′u1,[l+1];b,2(t)
Consider now the integral identity (5.73) corresponding to K1 and to the variations ψ of order
up to l + 1. In each of these identities we also have the hypersurface integrals bounded according to
(15.35) with (a, p) replaced by (b, 0) (and ǫ0 by u) by:
Cµ¯−2bm,u(t)[1 + log(1 + t)]
4Gu0,[l+1];b,0(t) (16.43)
Summing over all such variations we then obtain, from (16.42), and from (16.13), (16.21), (16.30),
(16.32), (16.34), (16.36), the following:
{E ′u1,[l+1](t) + F ′t1,[l+1](u) +
1
2
K[l+1](t, u)}µ¯2bm,u(t)[1 + log(1 + t)]−4 (16.44)
≤ 1
2
G′u1,[l+1];b,2(t) + Cδ0δG′u1,[l+1];b,2(t)
+CR′[l+1];b,2(t, u) + C
∫ t
0
A¯(t′)G′u1,[l+1];b,2(t′)dt′
Here, δ is any positive constant (δ shall be chosen below), and:
R′[l+1];b,2 = Du[l+2] + Gu0,[l+1];b,0(t) + (1 +
1
δ
)V ′1,[l+1];b,2(t, u) + δI[l+1];b,2(t, u) (16.45)
Keeping only the term E ′u1,[l+1](t) in parenthesis on the left in (16.44) we have:
µ¯2bm,u(t)[1 + log(1 + t)]
−4E ′u1,[l+1](t) ≤
1
2
G′u1,[l+1];b,2(t) + Cδ0δG′u1,[l+1];b,2(t) (16.46)
+CR′[l+1];b,2(t, u) + C
∫ t
0
A¯(t′)G′u1,[l+1];b,2(t′)dt′
Since the right-hand side of the above is non-decreasing in t, applying the previous reasoning we
deduce:
1
3
G′u1,[l+1];b,2(t) ≤ CR′[l+1];b,2(t, u) + C
∫ t
0
A¯(t′)G′u1,[l+1];b,2(t′)dt′ (16.47)
provided that:
Cδ0δ ≤ 1
6
(16.48)
From this point we proceed as in the argument leading from (15.71) to (15.73), (15.74), to obtain:
G′u1,[l+1];b,2(t) ≤ CR′[l+1];b,2(t, u) (16.49)∫ t
0
A¯(t′)G′u1,[l+1];b,2(t′)dt′ ≤ CR′[l+1];b,2(t, u) (16.50)
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Substituting these in the right-hand side of (16.44) and omitting the first term in parenthesis on the
left, we obtain:
{F ′t1,[l+1](u) +
1
2
K[l+1](t, u)}µ¯2bm,u(t)[1 + log(1 + t)]−4 ≤ CR′[l+1];b,2(t, u) (16.51)
From this point we proceed as in the argument leading from (15.78) to (15.91)-(15.94), choosing δ
according to:
Cδ =
1
4
(16.52)
We obtain in this way the estimates:
G′u1,[l+1];b,2(t), H′t1,[l+1];b,2(u), I[l+1];b,2(t, u) ≤ CQ¯′[l+1];b,2(t, u) (16.53)
V ′1,[l+1];b,2(t, u) ≤ Cǫ0Q¯′[l+1];b,2(t, u) (16.54)
where:
Q¯′[l+1];b,2(t, u) = Du[l+2] + G¯u0,[l+1];b,0(t) (16.55)
Consider finally the integral identity corresponding to K0 and to the variations ψ of order up to
l+1. In each of these identities we have the first of (15.16). Summing (15.127) over all such variations
we obtain (there is a fixed number of variations under consideration):
µ¯2bm,u(t)
∑
ψ
∫
W tu
7∑
k=1
Q0[ψ]dµg ≤ C
∫ t
0
B˜s(t
′)G′u1,[l+1];b,2(t′)dt′ (16.56)
+(1 +
1
δ′
){
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]−2Gu0,[l+1];b,0(t′)dt′ + V0,[l+1];b,0(t, u)}
+Cδ′V ′1,[l+1];b,2(t, u) + C
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]−2V ′1,[l+1];b,2(t
′, u)dt′
+Cδ′I[l+1];b,2(t, u)
Here, as in (16.31), δ′ is an arbitrary positive constant which shall be chosen appropriately below.
Summing over all such variations we then obtain, from (16.26), (16.29), (16.31), (16.33), (16.56), the
following:
{Eu0,[l+1](t) + F t0,[l+1](t)}µ¯2bm,u(t) (16.57)
≤ Cδ0δ′(Gu0,[l+1];b,0(t) + G′u1,[l+1];b,2(t)) + C(1 +
δ0
δ′
)Du[l+2]
+C
∫ t
0
B˜s(t
′)G′u1,[l+1];b,2(t′)dt′
+C(1 +
1
δ′
)
∫ t
0
(1 + t′)−1[1 + log(1 + t′)]−2Gu0,[l+1];b,0(t′)dt′
+Cδ′V ′1,[l+1];b,2(t, u) + C
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]2V ′1,[l+1];b,2(t
′, u)dt′
+C(1 +
1
δ′
)V0,[l+1];b,0(t, u) + Cδ
′I[l+1];b,2(t, u)
Substituting on the right (16.53)-(16.55) yields:
{Eu0,[l+1](t) + F t0,[l+1](u)}µ¯2bm,u(t) (16.58)
≤ Cδ′G¯u0,[l+1];b,0(t) + C(1 +
δ0
δ′
)Du[l+2] + C(1 +
1
δ′
)
∫ t
0
B˜s(t
′)G¯u0,[l+1];b,0(t′)dt′
+C(1 +
1
δ′
)V0,[l+1];b,0(t, u)
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Keeping only the term Eu0,[l+1](t) in parenthesis on the left in (16.58), and noting that the right-hand
side is a non-decreasing function of t at each u, we may replace t by any t′ ∈ [0, t] on the left while
keeping t on the right, thus, taking the supremum over all t′ ∈ [0, t] we obtain, in view of the definition
(15.50),
Gu0,[l+1];b,0(t) ≤ Cδ′G¯u0,[l+1];b,0(t) + C(1 +
δ0
δ′
)Du[l+2] (16.59)
+C(1 +
1
δ′
)
∫ t
0
B˜s(t
′)G¯u0,[l+1];b,0(t′)dt′ + C(1 +
1
δ′
)V0,[l+1];b,0(t, u)
We now choose δ′ such that:
Cδ′ =
1
2
(16.60)
Then in view of the fact that the right-hand side of (16.59) is non-decreasing in u, (16.59) implies:
1
2
G¯u0,[l+1];b,0(t) ≤ CDu[l+2] + C
∫ t
0
B˜s(t
′)G¯u0,[l+1];b,0(t′)dt′ + CV0,[l+1];b,0(t, u) (16.61)
for new constants C. From this point we proceed as in the argument leading from (15.151) to (15.160)-
(15.162) to obtain the estimates:
G¯u0,[l+1];b,0(t), Ht0,[l+1];b,0(u) ≤ CDu[l+2] (16.62)
Substituting finally (16.62) in (16.55) and the result in (16.53) yields:
G′u1,[l+1];b,2(t), H′t1,[l+1];b,2(u), I[l+1];b,2(t, u) ≤ CDu[l+2] (16.63)
We have thus obtained improved energy estimates of the next to the top order, namely of order l+ 1.
We proceed in this way, taking at the nth step
an = a− n and bn = an − 1 = a− (n+ 1) = an+1 (16.64)
in the role of a and b respectively, the argument beginning in the paragraph containing (16.1) and
concluding with (16.62), (16.63), being step 0. For n ≥ 1 we have 2 and 0 in the role of q and p
respectively. The nth step is otherwise exactly the same as the 0th step as above, as long as bn > 0,
that is as long as n ≤ [a] − 1. In estimating the integrals Juan,1 in (16.10), (16.19), as well as the
integrals
∫ t
0
(1 + t′)−2[1 + log(1 + t′)]6µ¯−2an+1m,u (t
′)dt′ (16.65)
for n ≥ 1, we follow the argument leading from (14.147) to (14.153) in the case of Juan,1, the argument
leading from (14.115) to (14.131) in the case of (16.65). When referring to Lemma 8.11 in these
arguments, we now mean Lemma 8.11 with a set equal to 4 in that lemma. Then in Case 1, (14.116)
holds which implies:
µ¯−2an−1m,u (t) ≤ C (16.66)
for all t ∈ [0, s], as the an have a fixed upper bound a. Also, the subcases of Case 2 are defined
according to:
t1 = e
1
8δ1 − 1 (16.67)
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and in Subcase 2a we have the lower bound:
µ¯m,u(t
′) ≥ 1
2
(16.68)
in place of (14.121), hence again:
µ¯−2an−1m,u (t
′) ≤ C (16.69)
while in Subcase 2b we have the lower bound:
µ¯m,u ≥ 1
2
(1− δ1τ ′), τ ′ = log(1 + t′) (16.70)
in place of (14.124), as well as the upper bound (8.312):
µ¯m(t) ≤ 7
4
(1− δ1τ) (16.71)
from the proof of Lemma 8.11 with a set to equal to 4, which implies:
µ¯−2anm,u ≥
1
C
(1− δ1τ)−2an τ = log(1 + t) (16.72)
Noting again that the an have a fixed upper bound. We thus obtain in Subcase 2b, in place of (14.151),
Juan,1(t)− Juan,1(t1) ≤ C(1 + τ)2
∫ τ
τ1
(1− δ1τ ′)−an−1/2dτ ′ (16.73)
≤ C
δ1
(1 + τ)2
(an − 12 )
(1− δ1τ)−an+1/2
≤ C [1 + log(1 + t)]
3
(an − 12 )
µ¯−an+1/2m,u
noting that the role of an is different from that of a.
Since for any n ≤ [a]:
an − 1
2
≥ a[a] − 1
2
=
3
4
− 1
2
=
1
4
(16.74)
the denominator in (16.74) is bounded from below by a positive constant even for n = [a], hence
combining with the results for Subcase 2a and for Case 1 we conclude that:
Juan,1(t) ≤ C[1 + log(1 + t)]3µ¯−an+1/2m,u (16.75)
for all n = 1, ..., [a]
Also, for n ≤ [a]− 1, so that an ≥ 7/4, we have in Subcase 2b, in regard to the integral (16.65), in
place of (14.126), ∫ t
t1
(1 + t′)−2[1 + log(1 + t′)]6(1− δ1τ ′)−2an+1dt′ (16.76)
≤ C(1 + t1)−1[1 + log(1 + t1)]6
∫ τ
τ1
(1 − δ1τ ′)−2an+1dτ ′
≤ C(1 + t1)−1 [1 + log(1 + t1)]
6
δ1
(1− δ1τ)−2an+2
2(an − 1)
≤ C(1 + t1)−1[1 + log(1 + t1)]7 (1− δ1τ)
−2(an−1)
2(an − 1)
≤ Cµ¯−2(an−1)m,u
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hence combining with the results for Subcase 2a and for Case 1 (where (16.65) is simply bounded by
a constant) we conclude that (16.65) is bounded by:
Cµ¯−2(an−1)m,u (16.77)
for all n = 1, ..., [a]− 1.
Obviously, in (16.26) and (16.29) we may replace the integrals on the left by the integral (16.65)
and we obtain the bounds at the nth step by:
Cδ0µ¯
−2bn
m,u (t)
√
Du[l+2]
√
Gu0,[l+1−n];bn,0(t) (16.78)
Following then the argument of step 0, we obtain at the nth step, for n = 1, ..., [a]−1, the estimates:
G¯u0,[l+1−n];bn,0(t), Ht0,[l+1−n];bn,0(u) ≤ CDu[l+2] (16.79)
G′u1,[l+1−n];bn,2(t), H′t1,[l+1−n];bn,2(u), I[l+1−n];bn,2(t, u) ≤ CDu[l+2]
for all (t, u) ∈ [0, s]× [0, ǫ0]. Here the constants C may depend on n, but n is in any case bounded.
We now make the last step n = [a]. In this case, we have an = a[a] =
3
4 and (16.75) reads:
Ju3/4,1(t) ≤ C[1 + log(1 + t)]3µ¯−1/4m,u (16.80)
while in regard to (16.65), we now have, from (16.76), in Subcase 2b, since −2a[a] + 1 = −1/2:∫ t
t1
(1 + t′)−2[1 + log(1 + t′)]6(1− δ1τ ′)−1/2dt′ (16.81)
≤ C(1 + t1)−1[1 + log(1 + t1)]6
∫ τ
τ1
(1− δ1τ ′)−1/2dτ ′
≤ C(1 + t1)−1 [1 + log(1 + t1)]
6
δ1
(1− δ1τ1)1/2
1/2
≤ C(1 + t1)−1[1 + log(1 + t1)]7 (7/8)
1/2
1/2
≤ C
hence combining with the results for Subcase 2a and for Case 1 (where (16.65) is in any case bounded
by a constant) we conclude that (16.65) is in the case n = [a] simply bounded by a constant. We can
thus set:
bn = b[a] = 0 (16.82)
in the last step, and proceed exactly as in the preceding steps. We thus arrive at the estimates:
G¯u0,[l+1−[a]];0,0(t), Ht0,[l+1−[a]];0,0(u) ≤ CDu[l+2] (16.83)
G′u1,[l+1−[a]];0,2(t), H′t1,[l+1−[a]];0,2(u), I[l+1−[a]];0,2(t, u) ≤ CDu[l+2]
for all (t, u) ∈ [0, s]× [0, ǫ0].
These are the desired estimates. Because from the definitions,
G¯u0,[l+1−[a]];0,0(t) = sup
t′∈[0,t]
{Eu0,[l+1−[a]](t′)} (16.84)
Ht0,[l+1−[a]];0,0(u) = sup
t′∈[0,t]
{F t′0,[l+1−[a]](u)} (16.85)
G′u1,[l+1−[a]];0,2(t) = sup
t′∈[0,t]
{[1 + log(1 + t′)]−4E ′u1,[l+1−[a]](t′)} (16.86)
H′t1,[l+1−[a]];0,2(u) = sup
t′∈[0,t]
{[1 + log(1 + t)]−4F ′t′1,[l+1−[a]](u)} (16.87)
I[l+1−[a]];0,2(t, u) = sup
t′∈[0,t]
{[1 + log(1 + t)]−4K[l+1−[a]](t′, u)} (16.88)
and the weights µ¯m,u have been eliminated.
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Chapter 17
The Isoperimetric Inequality.
Recovery of Assumption J.
Recovery of the Bootstrap
Assumption. Proof of the Main
Theorem
17.1 Recovery of J-Preliminary
We now establish assumption J on the basis of the bootstrap assumption. We consider the first order
variations:
(α)
ψ˜1 =
{
Sφ α = 0
R˚iφ α = i = 1, 2, 3
(17.1)
To these Theorem 5.1 applies and we obtain, in particular:
Eu0 [
(α)
ψ˜1](t) ≤ CEu0 [
(α)
ψ˜1](0) (17.2)
for all (t, u) ∈ [0, s]× [0, ǫ0].
We also consider the higher order variations, corresponding to the first order variations
(α)
ψ˜1:
(α;I1...In−1)
ψ˜n = YIn−1 ...YI1
(α)
ψ˜1 (17.3)
We require the multi-indices (I1...In−1) to be of the form specified in the paragraph following (14.4)
and concluding with (14.5). We consider all such variations of order up to 4. We denote by E˜u0,[4](t)
the sum of energies corresponding to K0, Σ
u
t , and to all such variations of order up to 4. Now the
integral identities corresponding to the variations in question and to K0 and K1 contain derivatives
of (Y )π˜ of order at most 3, which, in view of (15.167), are bounded in L∞(Σǫ0t ) by Proposition 12.9
and 12.10 and the bootstrap assumption. The error integrals involved are then bounded exactly as in
Chapter 7 and in accordance with the remark following Lemma 7.6 can be all absorbed in the error
integrals of the fundamental energy estimate. Consequently, the conclusions of Theorem 5.1 hold for
the variations in question and we obtain, in particular:
E˜u0,[4](t) ≤ CD˜u[4] (17.4)
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for all (t, u) ∈ [0, s]× [0, ǫ0]. Here we denote:
D˜u[4] = E˜u0,[4](0) (17.5)
Applying Lemma 5.1 we then conclude that:
S˜[4](t, u) ≤ Cǫ0D˜u[4] (17.6)
for all (t, u) ∈ [0, s]× [0, ǫ0]. Here we denote by S˜[4] the integral on St,u (with respect to dµ/g) of the
sum of the squares of all the variations under consideration. In particular, we have:∫
St,u
{|Sφ|2 +
∑
j1
|Rj1Sφ|2 +
∑
j1,j2
|Rj2Rj1Sφ|2}dµ/g ≤ S˜[4](t, u) (17.7)
∫
St,u
{|R˚iφ|2 +
∑
j1
|Rj1R˚iφ|2 +
∑
j1,j2
|Rj2Rj1 R˚iφ|2}dµ/g ≤ S˜[4](t, u) : i = 1, 2, 3 (17.8)
∫
St,u
{|TSφ|2 +
∑
j1
|Rj1TSφ|2 +
∑
j1,j2
|Rj2Rj1TSφ|2}dµ/g ≤ S˜[4](t, u) (17.9)
∫
St,u
{|T R˚iφ|2 +
∑
j1
|Rj1T R˚iφ|2 +
∑
j1,j2
|Rj2Rj1T R˚iφ|2}dµ/g ≤ S˜[4](t, u) : i = 1, 2, 3 (17.10)
We are now in a position to apply the following lemma.
Lemma 17.1 Let f be a function on St,u with square-integrable derivatives up to 2nd order. We
denote:
S[2][f ] =
∫
St,u
{|f |2 +
∑
j1
|Rj1f |2 +
∑
j1,j2
|Rj2Rj1f |2}dµ/g
Then f ∈ L∞(St,u) and there is a positive numerical constant C such that:
sup
St,u
|f | ≤ C(1 + t)−1(S[2][f ])1/2
Proof : By (8.332) we have:
C−1(1 + t)2 ≤ A(t, u) ≤ C(1 + t)2 (17.11)
where A(t, u) is the area of St,u (by (8.332)). By Corollary 12.2.a we have:∫
St,u
(|f |2 +
∑
i
|Rif |2)dµ/g +A(t, u)
∫
St,u
(|/df |2 +
∑
i
|/dRif |2)dµ/g ≤ CS[2][f ] (17.12)
To continue with the proof of the lemma, we need the isoperimetric Sobolev inequality.
17.2 The Isoperimetric Inequality
(See [15], [2]) If g is an arbitrary function which is integrable and with integrable derivative on St,u,
then g is square-integrable on St,u and, denoting by g¯ the mean value of g on St,u
g¯ =
1
A(t, u)
∫
St,u
gdµ/g (17.13)
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we have: ∫
St,u
(g − g¯)2dµ/g ≤ I(t, u)(
∫
St,u
|/dg|dµ/g)2 (17.14)
where I(t, u) is the isoperimetric constant of St,u:
I = sup
U
min{Area(U),Area(U c)}
(Perimeter(∂U))2
(17.15)
where the supremum is over all domains U with C1 boundary ∂U in St,u, and U
c = St,u \ U denotes
the complement of U in St,u.
Since:
‖g¯‖L2(St,u) = |g¯|A1/2, |g¯| ≤ A−1‖g‖L1(St,u) (17.16)
It follows that:
‖g‖L2(St,u) ≤
√
I ′‖g‖W 11 (St,u) (17.17)
where:
‖g‖W 11 (St,u) = ‖/dg‖L1(St,u) +A−1/2‖g‖L1(St,u) (17.18)
and:
I ′ = max{I, 1} (17.19)
We have:
‖f2‖W 11 (St,u) =
∫
St,u
|/d(f2)|dµ/g +A−1/2
∫
St,u
|f |2dµ/g (17.20)
and, since /d(f2) = 2f/df ,∫
St,u
|/d(f2)|dµ/g ≤ 2(
∫
St,u
|f |2dµ/g)1/2(
∫
St,u
|/df |2dµ/g)1/2 ≤ CA−1/2S[2][f ] (17.21)
by (17.12). Since the second term on the right of (17.20) is similarly bounded, we obtain:
‖f2‖W 11 (St,u) ≤ CA−1/2S[2][f ] (17.22)
We have:
‖
∑
i
|Rif |2‖W 11 (St,u) =
∫
St,u
|/d(
∑
i
|Rif |2)|2dµ/g +A−1/2
∫
St,u
∑
i
|Rif |2dµ/g (17.23)
and, since /d(
∑
i |Rif |2) = 2
∑
i(Rif)/d(Rif),∫
St,u
|/d(
∑
i
|Rif |2)|dµ/g ≤ 2(
∫
St,u
∑
i
|Rif |2dµ/g)1/2(
∫
St,u
∑
i
|/dRif |2dµ/g)1/2 ≤ CA−1/2S[2][f ] (17.24)
by (17.12). Since the second term on the right in (17.23) is similarly bounded, we obtain:
‖
∑
i
|Rif |2‖W 11 (St,u) ≤ CA−1/2S[2][f ] (17.25)
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We now apply (17.17) first taking g = f2 and then taking g =
∑
i |Rif |2 to obtain, in view of (17.22),
(17.25),
{
∫
St,u
{|f |4 + (
∑
i
|Rif |2)2}dµ/g}1/2 ≤ C
√
I ′A−1/2S[2][f ] (17.26)
Then by Corollary 12.2.a,
‖f‖2W 41 (St,u) ≤ C
√
I ′A−3/2S[2][f ] (17.27)
where for an arbitrary function f on St,u we denote:
‖f‖W 41 (St,u) = ‖/df‖L4(St,u) +A−1/2‖f‖L4(St,u) (17.28)
We shall now use an argument found in [11]. We rescale the metric /g on St,u, setting:
/ˆg = A
−1
/g so that dµ/ˆg = A
−1dµ/g (17.29)
to a metric /ˆg of unit area. Taking account of the fact that relative to the new metric we have:
|/df |2
/ˆg
= (/ˆg
−1
)BC∂Bf∂Cf = A(/g
−1)BC∂Bf∂Cf = A|/df |2/g (17.30)
we have:
‖f‖W 41 (St,u,/g) = A−1/4‖f‖W 41 (St,u,/ˆg) (17.31)
where
‖f‖Wp1 (St,u,/ˆg) = ‖/df‖Lp(St,u,/ˆg) + ‖f‖Lp(St,u,/ˆg) (17.32)
hence (17.27) reads:
‖f‖2
W 41 (St,u,/ˆg)
≤ C
√
I ′A−1S[2][f ] (17.33)
Moreover, from (17.17), (17.18) relative to /ˆg,
‖g‖L2(St,u,/ˆg) ≤
√
I ′‖g‖W 11 (St,u,/ˆg) (17.34)
We now set:
f˜ =
1√
I ′
|f |
‖f‖W 41 (St,u,/ˆg)
(17.35)
Then f˜ ≥ 0 and taking g = f˜k, k > 1, in (17.34) we obtain:
‖f˜k‖L2(St,u,/ˆg) ≤
√
I ′‖f˜k‖W 11 (St,u,/ˆg) (17.36)
Since /d(f˜k) = kf˜k−1/df˜ we have,
‖/d(f˜k)‖L1(St,u,/ˆg) ≤ k‖f˜k−1‖L4/3(St,u,/ˆg)‖/df˜‖L4(St,u,/ˆg) (17.37)
and:
‖f˜k‖L1(St,u,/ˆg) = ‖f˜k−1f˜‖L1(St,u,/ˆg) ≤ ‖f˜k−1‖L4/3(St,u,/ˆg)‖f˜‖L4(St,u,/ˆg) (17.38)
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hence:
‖f˜k‖W 11 (St,u,/ˆg) ≤ k‖f˜
k−1‖L4/3(St,u,/ˆg)‖f˜‖W 41 (St,u,/ˆg) (17.39)
Now by (17.35) we have:
‖f˜‖W 41 (St,u,/ˆg) =
1√
I ′
(17.40)
Substituting (17.39) and using (17.36) yields:
‖f˜k‖L2(St,u,/ˆg) ≤ k‖f˜k−1‖L4/3(St,u,/ˆg) (17.41)
which is equivalent to:
‖f˜‖L2k(St,u,/ˆg) ≤ k1/k‖f˜‖
1−(1/k)
L(4/3)(k−1)(St,u,/ˆg)
(17.42)
This implies:
‖f˜‖L2k(St,u,/ˆg) ≤ k1/k‖f˜‖
1−(1/k)
L(4/3)k(St,u,/ˆg)
(17.43)
This is because, by virtue of the fact that St,u has unit area with respect to /ˆg, the norm ‖g‖Lp(St,u,/ˆg)
is a non-decreasing function of the exponent p, for any given function g. The ratio of the exponent on
the left in (17.43) to the exponent on the right is 3/2. We now set:
k = (
3
2
)n : n = 1, 2, 3, ... (17.44)
For n = 1 the exponent on the right in (17.43) is 2, and taking g = f˜ in (17.34) we obtain, by (17.35):
‖f˜‖L2(St,u,/ˆg) ≤
√
I ′‖f˜‖W 11 (St,u,/ˆg) =
‖f˜‖W 11 (St,u,/ˆg)
‖f˜‖W 41 (St,u,/ˆg)
≤ 1 (17.45)
Then by (17.45) and induction on n we get:
‖f˜‖L2(3/2)n (St,u,/ˆg) ≤ (
3
2
)
∑n
m=1m(3/2)
−m
(17.46)
Taking the limit n −→∞ we obtain:
sup
St,u
f˜ ≤ c (17.47)
where
c = (
3
2
)
∑
∞
m=1m(3/2)
−m
= (
3
2
)6
In view of (17.35), (17.47) is equivalent to:
sup
St,u
|f | ≤ c
√
I ′‖f‖W 41 (St,u,/ˆg) (17.48)
Substituting finally (17.33) yields:
sup
St,u
|f | ≤ cCI ′3/4A−1/2(S[2][f ])1/2 (17.49)
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To complete the proof of the Lemma 17.1, what remains to be done is to obtain an upper bound
for I(St,u), the isoperimetric constant of St,u. The integral curves of T on a given Σ
ǫ0
t define a
diffeomorphism of St,0 onto each St,u, u ∈ [0, ǫ0]. A domain Uu ⊂ St,u with C1 boundary ∂Uu is
mapped by the inverse onto a domain U0 ⊂ St,0 with C1 boundary ∂U0. Consider the image Uu′ of
the domain U0 on each St,u′ , u
′ ∈ [0, u], under the diffeomorphism. Then from the definition
/LT /g = 2κθ
we have:
d
du′
Area(Uu′) =
∫
Uu′
κtrθdµ/g (17.50)
and:
d
du′
Perimeter(∂Uu′) =
∫
∂Uu′
κθ(V, V )ds (17.51)
where V is the unit tangent vectorfield and ds is the element of arc length of ∂Uu′ . Here, u is the
parameter of the integral curves of T . Since the bootstrap assumption implies:
κ|θ| ≤ C(1 + t)−1[1 + log(1 + t)] ≤ C (17.52)
from (17.50) and (17.51) we obtain:
| d
du′
Area(Uu′)| ≤ CArea(Uu′) (17.53)
| d
du′
Perimeter(∂Uu′)| ≤ CPerimeter(∂Uu′) (17.54)
Therefore integrating with respect to u′ on [0, u] yields:
C−1Area(U0) ≤ Area(Uu) ≤ CArea(U0) (17.55)
C−1Perimeter(∂U0) ≤ Perimeter(∂Uu) ≤ CPerimeter(∂U0)
for all u ∈ [0, ǫ0].
It follows that:
C−1I(St,0) ≤ I(St,u) ≤ CI(St,0) (17.56)
for all u ∈ [0, ǫ0].
Since St,0 is a round sphere in Euclidean space, we have:
I(St,0) =
1
2π
So we obtain an upper bound for I(St,u) by a numerical constant. In view of (17.11), the lemma
follows from (17.49).
17.3 Recovery of J-Completion
Noting from (17.7)-(17.10) that:
S[2][Sφ] ≤ S˜[4](t, u) S[2][R˚iφ] ≤ S˜[4](t, u) : i = 1, 2, 3 (17.57)
S[2][TSφ] ≤ S˜[4](t, u) S[2][T R˚iφ] ≤ S˜[4](t, u) : i = 1, 2, 3
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then by Lemma 17.1 and (17.6) we have:
sup
Σ
ǫ0
t
|Sφ| ≤ C(1 + t)−1
√
D˜u[4] sup
Σ
ǫ0
t
|R˚iφ| ≤ C(1 + t)−1
√
D˜u[4] : i = 1, 2, 3 (17.58)
sup
Σ
ǫ0
t
|TSφ| ≤ C(1 + t)−1
√
D˜u[4] sup
Σ
ǫ0
t
|T R˚iφ| ≤ C(1 + t)−1
√
D˜u[4] : i = 1, 2, 3
it follows that if: √
D˜u[4] ≤ Cδ0 (17.59)
then assumption J holds on W sǫ0 . We thus have established assumption J.
17.4 Recovery of the Final Bootstrap Assumption
We are now ready to recover the bootstrap assumption and proceed to the proof of the main theorem
of this monograph. Let us denote by S[n](t, u) the integral on St,u (with respect to dµ/g) of the sum of
the squares of all the variations (14.4), of order up to n. By Lemma 5.1 we have:
S[l+1−[a]](t, u) ≤ Cǫ0Eu0,[l+1−[a]](t) : for all (t, u) ∈ [0, s]× [0, ǫ0] (17.60)
Hence, in view of (16.83) and (16.84):
S[l+1−[a]](t, u) ≤ Cǫ0Du[l+2] : for all (t, u) ∈ [0, s]× [0, ǫ0] (17.61)
Now, for any variation ψ of order up to l − 1− [a] we have:
S[2][ψ] ≤ S[l+1−[a]] (17.62)
This is because psi, Rj1ψ : j1 = 1, 2, 3, Rj2Rj1ψ : j1, j2 = 1, 2, 3 are themselves variations included in
S[l+1−[a]]. Then by Lemma 17.1 and (17.61), (17.62), we obtain:
sup
St,u
|ψ| ≤ C(1 + t)−1√ǫ0
√
Du[l+2] : for all (t, u) ∈ [0, s]× [0, ǫ0] (17.63)
That is, we obtain:
max
α
max
i1...in
‖Rin ...Ri1(T )m(Q)p(α)ψ1‖L∞(Σǫ0t ) ≤ C(1 + t)
−1√ǫ0
√
D[l+2] (17.64)
for all p+m+ n ≤ l − 2− [a] and all t ∈ [0, s].
From (15.167), we have:
l − 2− [a] ≥ (l + 1)∗ + 2
since l = l∗ + (l + 1)∗. So if
C
√
ǫ0
√
D[l+2] < δ0 (17.65)
then we recover the bootstrap assumption E{{(l+1)∗+2}}.
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17.5 Completion of the Proof of the Main Theorem
Let now s∗ be the least upper bound of the set of values of s in the interval [0, t∗ǫ0] such that the
bootstrap assumption holds on W sǫ0 . We recall from Chapter 2 that t∗ǫ0 is defined by:
t∗ǫ0 = inf
u∈[0,ǫ0]
t∗(u) (17.66)
where t∗(u) is the greatest lower bound of the extent of the generators of Cu, in the parameter t, in
the domain of the maximal solution. We note here that Cu do not contain cut loci. This follows from
the fact that the angle between the outward unit normal −Tˆ to the surface St,u with respect to the
Euclidean metric on Σt and the outward unit normal N to the Euclidean coordinate spheres does not
exceed a fixed constant times δ0, as follows from the estimate (12.19). In view of the bound on χ, the
second fundamental form of the sections St,u relative to Cu, the Cu do not contain focal points (that
is, points along a generator of Cu which are conjugate to S0,u) either. The absence of cut locus or
focal points implies that a bicharacteristic generator of Cu cannot leave the boundary of the domain
of dependence, in the domain of maximal solution, of the exterior of the surface S0,u in the initial
hyperplane Σ0. (for the notion of cut locus and of focal or conjugate points in Riemannian geometry,
see [3]. For the corresponding notions in Lorentzian geometry see [16].) Thus, unless t∗ǫ0 =∞, there is
on Σǫ0t∗ǫ0 at least one point which belongs to the boundary of the domain of maximal solution and not
to the domain itself. We shall presently show that in fact s∗ coincides with t∗ǫ0 under the condition
(17.65). For, otherwise, that is if s∗ < t∗ǫ0 , then by continuity the bootstrap assumption holds on
W s∗ǫ0 as well, hence by the above, (17.64) holds with l− 2− [a] replaced by (l+ 1)∗ +2 and s replaced
by s∗. By (17.65) and continuity however the bootstrap assumption must also hold for some s > s∗,
contradicting the definition of s∗. We conclude that s∗ = t∗ǫ0 and (17.64) holds for all t ∈ [0, t∗ǫ0).
We thus have uniform pointwise estimates for the ψα on W
∗
ǫ0 up to order (l + 1)∗ + 2. Proposition
12.9 and 12.10 then give uniform pointwise estimates for χ′ up to order (l+ 1)∗ and for µ up to order
(l + 1)∗ + 1. It follows that the ψα, χ′ and µ thus also κ and the induced acoustical metric /g, extend
smoothly in acoustical coordinates to Σǫ0t∗ǫ0 and W
t∗ǫ0
ǫ0 . Also the rectangular components gµν of the
acoustical metric, being functions of ψα, likewise extend. Moreover, since the bootstrap assumption
holds on W ∗ǫ0 , all the estimates we have derived, in particular the energy estimates (16.83), (16.79),
(15.160)-(15.163), and the L2 acoustical estimates of Proposition 12.11, 12.12, as well as the top order
acoustical estimates, hold for all t ∈ [0, t∗ǫ0). The estimates not containing the weights µ¯m,u, such as
the estimates (16.83), then extend to t = t∗ǫ0 as well. Now, we must have:
µ¯m(t∗ǫ0) = 0 (17.67)
For otherwise the Jacobian determinant △ of the transformation from acoustical to rectangular co-
ordinates has a positive minimum on Σǫ0t∗ǫ0 , therefore the inverse transform is regular and the ψα
extend smoothly in rectangular coordinates to Σǫ0t∗ǫ0 . However, once the ψα extend to functions of
the rectangular coordinates on Σǫ0t∗ǫ0 which belong to the Sobolev space H3, then the standard local
existence theorem applies and we obtain an extension of the solution to a development containing an
extension of all the characteristic hypersurfaces Cu, u ∈ [0, ǫ0], up to a value t1 of t for some t1 > t∗, in
contradiction with the definition of t∗ǫ0 . We conclude that there is at least one point on Σ
ǫ0
t∗ǫ0
where µ
vanishes. By the same argument, at each point x∗ ∈ Σǫ0t∗ǫ0 which lies on the boundary of the domain of
the maximal solution, µ(x∗) = 0. For, otherwise, µ has a positive minimum in a suitable neighborhood
of x∗, hence the solution is locally extendible at x∗ in contradiction with the fact that x∗ lies on the
boundary of the domain of the maximal solution.
Now, from Proposition 8.6, taking t = s we have:
µˆs(s, u, ϑ) = 1 + Eˆs(u, ϑ) log(1 + s) (17.68)
and we recall that:
µˆs(s, u, ϑ) =
µ(s, u, ϑ)
µ[1],s(u, ϑ)
, Eˆs(u, ϑ) =
Es(u, ϑ)
µ[1],s(u, ϑ)
(17.69)
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and that µ[1],s(u, ϑ) is bounded from below by 1/2. We also recall that according to (8.226):
|Es(u, ϑ)− 1
4
ℓPs(u, ϑ)| ≤ Cδ0(1 + s)−1[1 + log(1 + s)] (17.70)
where, from Lemma 8.10:
Ps(u, ϑ) = (1 + s)(Lψ0)(s, u, ϑ) (17.71)
Now by (17.64) we have:
|Ps(u, ϑ)| ≤ C√ǫ0
√
D[l+2] (17.72)
Hence we obtain:
|Es(u, ϑ)| ≤ C|ℓ|√ǫ0
√
D[l+2] + Cδ0(1 + s)−1[1 + log(1 + s)] (17.73)
Since
log(1 + s)[1 + log(1 + s)]
(1 + s)
≤ C
this implies:
log(1 + s)|Es(u, ϑ)| ≤ C|ℓ|√ǫ0
√
D[l+2] log(1 + s) + Cδ0 (17.74)
Substituting in (17.68) then yields:
µˆs(s, u, ϑ) ≥ 1− Cδ0 − C|ℓ|√ǫ0
√
D[l+2] log(1 + s) (17.75)
It follows that:
log(1 + t∗ǫ0) ≥
1
C|ℓ|√ǫ0
√D[l+2] (17.76)
(for a new constant C), because otherwise µ would be bounded from below by a positive constant on
Σǫ0t∗ǫ0 contradicting the conclusions of the previous paragraph.
It remains for us to analyze the requirements on the initial data. We recall from Chapter 2 that u
on Σ0 is defined by:
u = 1− r (17.77)
Thus, in rectangular coordinates we have on Σ0:
∂iu = −N i, N i = x
i
r
(17.78)
where N is the Euclidean outward unit normal to the Euclidean coordinate spheres. Since κ is defined
by:
κ−2 = (g¯−1)ij∂iu∂ju (17.79)
and g¯ij = δij , on Σ0 we have simply:
κ = 1 (17.80)
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and
µ = η (17.81)
According to (2.27) we have:
Tˆ i = κ∂iu (17.82)
then on Σ0,
Tˆ i = −N i = T i (17.83)
Then by (2.55), L is given on Σ0 by:
L =
∂
∂x0
+ (ηN i − ψi) ∂
∂xi
(17.84)
On Σ0, Q = L. Consider next the orthogonal projection to St,u in Σt, relative to g¯. It is given in
rectangular coordinates by:
Πab = δ
a
b − Tˆ aTˆ b (17.85)
The level surfaces S0,u of u on Σ0 being Euclidean spheres centered at the origin and the vectorfields
R˚i being tangential to these spheres, the commutation fields Ri coincide on Σ0 with R˚i:
Ri = ΠR˚i = R˚i = ǫijkx
j ∂
∂xk
(17.86)
Moreover, the functions λi defined by (12.12) vanishes on Σ0:
λi = −κN jǫijkxk = 0 (17.87)
in view of (17.83).
Since the S0,u are Euclidean spheres of radius r with inward unit normal Tˆ , we have:
θab = −1
r
(δab − Tˆ aTˆ b) (17.88)
Then from (3.27),
χab = −η(θab − /kab) (17.89)
where
/kab = −η−1ΠiaΠjb∂iψj (17.90)
Consider now the initial data for the nonlinear wave equation (1.23). The functions ψα : α =
0, 1, 2, 3 are given in the exterior of the sphere of radius 1 − ǫ0 with center at the origin and satisfy
∂iψj = ∂jψi. Outside the unit sphere with center at the origin, the initial data coincide with those
of a constant state ψα = 0 : α = 0, 1, 2, 3. We assume that ψα : α = 0, 1, 2, 3 are, in rectangular
coordinates, functions belonging to the Sobolev space Hl+2(Σ
ǫ0
0 ) with vanishing traces on the unit
sphere. We set:
D[l+2] =
∑
α,i
‖∂iψα‖2Hl+1(Σǫ00 ) (17.91)
The nonlinear wave equation in the form:
(g−1)µν∂µψν = 0, ∂µψν = ∂νψµ (17.92)
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allows us to express ∂0ψ0 and ∂0ψi in terms of ∂iψ0 and ∂iψj , for, ∂0ψi = ∂iψ0 and we have:
(g−1)00 = −η−2 (17.93)
We can then express recursively ∂k0ψα : α = 0, 1, 2, 3 for k = 1, ..., l+2 in terms of the data ∂ik ...∂i1ψα
: α = 0, 1, 2, 3; i1, ..., in = 1, 2, 3. Now the standard Sobolev inequalities yield:
max
α
max
i1...in
‖∂in ...∂i1ψα‖L∞(Σǫ00 ) (17.94)
≤ C√ǫ0
√
D[l+2] : for n = 1, ..., l− 1
It then follows that also:
max
α
max
i1...in
‖∂in ...∂i1∂k0ψj‖L∞(Σǫ00 ) (17.95)
≤ C√ǫ0
√
D[l+2] : for n, k ≥ 0, n+ k ≤ l − 1
Here, the constant
√
ǫ0 comes from using Lemma 5.1.
Now from (17.83), (17.85) and (17.87) the rectangular components of T , L and Ri are on Σ
ǫ0
0
smooth functions of the rectangular coordinates and the ψα. It then follows that:
E0,[l+2](0) , E ′1,[l+2](0) ≤ CD[l+2] (17.96)
From (17.94) and (17.95) we have:
‖χ′‖∞,{l−2},Σǫ00 ≤ C
√
ǫ0
√
D[l+2] (17.97)
The assumptions of Propositions 12.3, 12.6, 12.9, 12.10, on the initial conditions are then recovered
provided that:
√
ǫ0
√
D[l+2] ≤ C−1δ0 (17.98)
On Σǫ00 , we have y
i = 0, hence
Y0(0) = 0 (17.99)
Moreover,
B{l+1}(0) ≤ C
√
D[l+2] (17.100)
A[l](0) ≤ C
√
D[l+2] (17.101)
and by (8.40), (9.71) we have:
∑
i1...il
‖(i1...il)xl(0)‖L2(Σǫ00 ) ≤ C
√
D[l+2] (17.102)
l∑
m=0
∑
i1...il−m
‖(i1...il−m)x′m,l−m(0)‖L2(Σǫ00 ) ≤ C
√
D[l+2] (17.103)
Combining the above then yields:
D[l+2] ≤ CD[l+2] (17.104)
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and we can replace ǫ0 by any u ∈ (0, ǫ0] to obtain:
Du[l+2] ≤ CDu[l+2] (17.105)
for all u ∈ (0, ǫ0], where
Du[l+2] =
∑
α,i
‖∂iψα‖2Hl+1(Σu0 ) (17.106)
In conclusion we have proved the following theorem, which is the main theorem of this monograph.
Theorem 17.1 Let (p, s, vi : i = 1, 2, 3) be initial data for the equation (1.4), (1.10) and (1.12)
on Σ0 which correspond to the initial data of a constant state
p = p0, s = s0, v
i = 0 : i = 1, 2, 3
outside the unit sphere with center at the origin in Σ0. We can adjust the zero-point of the enthalpy
h so that h0 = 0, that is, the enthalpy vanishes in the constant state. We can also choose the relation
of the unit of time to the unit of length so that η0 = 1, that is, the sound speed in the constant
state is equal to unity. Let also the initial data be irrotational and isentropic outside the sphere of
radius 1 − ǫ0, 0 < ǫ0 ≤ 1/2 with center at the origin in Σ0. Then we have initial data (φ, ∂tφ) for
the nonlinear wave equation (1.23) outside the sphere of radius 1− ǫ0 with center at the origin in Σ0,
where ∂iφ = −vi and ∂tφ = h+ 12
∑3
i=1(∂iφ)
2. The initial data (φ, ∂tφ) vanish outside the unit sphere
with center at the origin in Σ0. Consider the annular region Σ
ǫ0
0 in Σ0 bounded by the two concentric
spheres. Then there is a positive integer [a] such that the following hold. Let l be a positive integer
such that
l∗ ≥ [a] + 4
and suppose that the functions ψα : α = 0, 1, 2, 3 corresponding to the initial data on Σ
ǫ0
0 are functions
of the rectangular coordinates belonging to the Sobolev space Hl+2(Σ
ǫ0
0 ) with vanishing traces on the
unit sphere. Then setting
D[l+2] =
∑
α,i
‖∂iψα‖2Hl+1(Σǫ00 )
there is a suitably small positive constant δ¯0 and a positive constant C, such that for any δ0 ∈ (0, δ¯0],
if:
C
√
ǫ0
√
D[l+2] < δ0
the following conclusions hold:
(i) Let u be the function 1 − r on Σ0 and S0,u the spheres of radius 1 − u with center at the
origin, the level surfaces of u in Σ0. We consider, in the domain of the maximal solution corresponding
to the given initial data, the family {Cu : u ∈ [0, ǫ0]} of outgoing characteristic hypersurfaces
corresponding to the family {S0,u : u ∈ [0, ǫ0]}:
Cu
⋂
Σ0 = S0,u : ∀u ∈ [0, ǫ0]
with each bicharacteristic generator of each Cu extending in the domain of the maximal solution as
long as it remains on the boundary of the domain of dependence of the exterior of S0,u in Σ0. Then
the bicharacteristic generators of each Cu have no future end points except on the boundary of the
domain of the maximal solution. Let t∗(u) be the least upper bound of the extent of the generators of
Cu, in the parameter t, in the domain of the maximal solution, and let:
t∗ǫ0 = inf
u∈[0,ǫ0]
t∗(u)
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We define for each (t, u) ∈ [0, t∗ǫ0)× [0, ǫ0] the closed surface:
St,u = Cu
⋂
Σt
Then either t∗ǫ0 = ∞ or there is on Σǫ0t∗ǫ0 at least one point which belongs to the boundary of the
domain of the maximal solution and not to the domain itself.
(ii) We have the lower bound:
log(1 + t∗ǫ0) ≥
1
C|ℓ|√ǫ0
√
D[l+2]
where ℓ is the constant:
ℓ =
dH
dh
(h0)
In particular, if ℓ = 0 we have t∗ǫ0 =∞.
(iii) For all t ∈ [0, t∗ǫ0) we have the L∞ bounds:
max
α
max
i1...in
‖Rin ...Ri1(T )m(Q)pψα‖L∞(Σǫ0t ) ≤ C(1 + t)
−1√ǫ0
√
D[l+2]
: for all p+m+ n ≤ l − 2− [a]
and with µ and χ the acoustical entities defined by the family {Cu : u ∈ [0, ǫ0]} and for each Cu :
u ∈ [0, ǫ0] by the family of sections {St,u : t ∈ [0, t∗ǫ0)}:
‖µ− 1‖∞,{l−3−[a]},Σǫ0t ≤ Cδ0[1 + log(1 + t)]
‖χ′‖∞,{l−4−[a]},Σǫ0t ≤ Cδ0(1 + t)
−2[1 + log(1 + t)]
where
χ′ = χ− /g
1− u+ t
and /g is the induced acoustical metric on St,u.
(iv) The ψα, µ, /g and χ, extend continuously with their first l − 2 − [a] derivatives in the case of
ψα, l − 3− [a] derivatives in the case of µ, /g and l − 4 − [a] derivatives in the case of χ, in acoustical
coordinates to Σt∗ǫ0 . The rectangular components Tˆ
i and Li of the vectorfields T and L likewise
extend continuously with their first l − 3 − [a] derivatives in acoustical coordinates to Σt∗ǫ0 , and so
do the rectangular components gµν of the acoustical spacetime metric. The function µ so extended
vanishes at each point in Σǫ0t∗ǫ0 which lies on the boundary of the domain of the maximal solution,
being positive everywhere else. The Jacobian determinant △ of the transformation from acoustical
to rectangular coordinates also vanishes at the same points, being positive everywhere else. The first
derivatives Tˆ i∂iψα blow up at these points. More precisely what blows up is the component Tˆ
iTˆ j∂iψj .
Moreover, there is a positive constant C such that in the subdomain U of W ∗ǫ0 where µ < 1/4, which
contains a spacetime neighborhood of each of the points in question, we have:
Lµ ≤ −C−1(1 + t)−1[1 + log(1 + t)]−1
(v) The following energy estimates hold, for all u ∈ [0, ǫ0]:
sup
t∈[0,t∗ǫ0 ]
{Eu0,[l+1−[a]](t)} ≤ CDu[l+2]
F t∗ǫ00,[l+1−[a]](u) ≤ CDu[l+2]
sup
t∈[0,t∗ǫ0 ]
{[1 + log(1 + t)]−4E ′u1,[l+1−[a]](t)} ≤ CDu[l+2]
sup
t∈[0,t∗ǫ0 ]
{[1 + log(1 + t)]−4F ′t1,[l+1−[a]](u)} ≤ CDu[l+2]
sup
t∈[0,t∗ǫ0 ]
{[1 + log(1 + t)]−4K[l+1−[a]](t, u)} ≤ CDu[l+2]
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where
Du[l+2] =
∑
α,i
‖∂iψα‖2Hl+1(Σut )
and Σu0 is the annular region on Σ0 bounded by S0,u and the unit sphere S0,0. Moreover, setting
a = [a] +
3
4
we have, for each n = 0, ..., [a]− 1, and for all u ∈ [0, ǫ0], the estimates:
sup
t∈[0,t∗ǫ0)
{µ¯2(a−n−1)m,u (t)Eu0,[l+1−n](t)} ≤ CDu[l+2]
sup
t∈[0,t∗ǫ0)
{µ¯2(a−n−1)m,u (t)F t0,[l+1−n](u)} ≤ CDu[l+2]
sup
t∈[0,t∗ǫ0)
{µ¯2(a−n−1)m,u (t)[1 + log(1 + t)]−4E ′u1,[l+1−n](t)} ≤ CDu[l+2]
sup
t∈[0,t∗ǫ0)
{µ¯2(a−n−1)m,u (t)[1 + log(1 + t)]−4F ′t1,[l+1−n](u)} ≤ CDu[l+2]
sup
t∈[0,t∗ǫ0)
{µ¯2(a−n−1)m,u (t)[1 + log(1 + t)]−4K[l+1−n](t, u)} ≤ CDu[l+2]
Furthermore, there is a positive real number p such that with q = p+ 2 we have the top order energy
estimates:
sup
t∈[0,t∗ǫ0)
{µ¯2am,u(t)[1 + log(1 + t)]−2pEu0,[l+2](t)} ≤ CDu[l+2]
sup
t∈[0,t∗ǫ0)
{µ¯2am,u(t)[1 + log(1 + t)]−2pF t0,[l+2](u)} ≤ CDu[l+2]
sup
t∈[0,t∗ǫ0)
{µ¯2am,u(t)[1 + log(1 + t)]−2qE ′u1,[l+2](t)} ≤ CDu[l+2]
sup
t∈[0,t∗ǫ0)
{µ¯2am,u(t)[1 + log(1 + t)]−2qF ′t1,[l+2](u)} ≤ CDu[l+2]
sup
t∈[0,t∗ǫ0)
{µ¯2am,u(t)[1 + log(1 + t)]−2qK[l+2](t, u)} ≤ CDu[l+2]
(vi) The following L2 acoustical estimates hold, for all u ∈ [0, ǫ0] and all t ∈ [0, t∗ǫ0 ]:
A′u[l−[a]−1](t) ≤ C(1 + t)−1[1 + log(1 + t)]3
√
Du[l+2]
Bu[l−[a]](t) ≤ C(1 + t)[1 + log(1 + t)]3
√
Du[l+2]
Moreover, for each n = 1, ..., [a] and for all u ∈ [0, ǫ0] and all t ∈ [0, t∗ǫ0):
A′u[l−n](t) ≤ C(1 + t)−1[1 + log(1 + t)]3µ¯−a+n+1/2m,u (t)
√
Du[l+2]
Bu{l−n+1}(t) ≤ C(1 + t)[1 + log(1 + t)]3µ¯−a+n+1/2m,u (t)
√
Du[l+2]
and for n = 0 and for all u ∈ [0, ǫ0] and all t ∈ [0, t∗ǫ0):
A′u[l](t) ≤ C(1 + t)−1[1 + log(1 + t)]q+1µ¯−a+1/2m,u (t)
√
Du[l+2]
Bu{l+1}(t) ≤ C(1 + t)[1 + log(1 + t)]q+1µ¯−a+1/2m,u (t)
√
Du[l+2]
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Finally, for all u ∈ [0, ǫ0] and all t ∈ [0, t∗ǫ0) we have the top order acoustical estimates:
max
i1...il+1
‖µRil+1 ...Ri1trχ′‖L2(Σut ) ≤ Cµ¯−2am,u(t)[1 + log(1 + t)]2p
√
Du[l+2]
l∑
m=0
max
i1...il−m
‖µRil−m ...Ri1(T )m /∆µ‖L2(Σut ) ≤ Cµ¯−2am,u(t)[1 + log(1 + t)]2p
√
Du[l+2]
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Chapter 18
Sufficient Conditions on the Initial
Data for the Formation of a Shock
in the Evolution
In the present chapter we shall establish sharp sufficient conditions on the initial data for the formation
of a shock in the evolution. We just investigate the problem in the isentropic irrotational case.
The set up is as in Theorem 17.1. Following this theorem we must find sharp sufficient conditions
on the initial data which will guarantee that the function µ becomes zero somewhere on Σǫ0t at some
finite t. That value of t shall then be t∗ǫ0 . We shall use Lemma 8.10, Proposition 8.5, Proposition 8.6.
Taking t = s in Proposition 8.6 we obtain:
µ(s, u, ϑ) = µ[1],s(u, ϑ)µˆs(s, u, ϑ) (18.1)
where µ[1],s(u, ϑ) satisfies:
1
2
≤ µ[1],s(u, ϑ) ≤ 3
2
(18.2)
while µˆs(s, u, ϑ) is given by:
µˆs(s, u, ϑ) = 1 + Eˆs(u, ϑ) log(1 + s) (18.3)
Here:
Eˆs(u, ϑ) =
Es(u, ϑ)
µ[1],s(u, ϑ)
(18.4)
and according to (8.226):
|Es(u, ϑ)− 1
4
ℓPs(u, ϑ)| ≤ Cδ0(1 + s)−1[1 + log(1 + s)] (18.5)
where Ps(u, ϑ) is the function defined by Lemma 8.10:
Ps(u, ϑ) = (1 + s)(Lψ0)(s, u, ϑ) (18.6)
In (18.5) and in all the following the positive constant δ0 shall be as in Theorem 17.1. In view of the
above, a sharp sufficient condition for µ to become zero somewhere on Σǫ0s at some finite s, is an upper
bound for min(u,ϑ)∈[0,ǫ0]×S2 Ps(u, ϑ) by a negative constant for all sufficiently large s in the case that
ℓ > 0, a lower bound for max(u,ϑ)∈[0,ǫ0]×S2 Ps(u, ϑ) by a positive constant for all sufficiently large s in
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the case that ℓ < 0. As was already shown in Theorem 17.1 no shocks can form in the case ℓ = 0 as
in this case we have t∗ǫ0 =∞. Thus in the following we assume ℓ /=0.
The sharp sufficient condition just stated is not a condition on the initial data. Let us revisit the
wave equation for ψ0 in the form encountered in the proof of Lemma 8.10 ((8.180) and (8.181)):
L(Lψ0) + νLψ0 + νLψ0 = ρ
′
0 (18.7)
where:
ρ′0 = µ /∆ψ0 + µ/g
−1(/d logΩ, /dψ0)− 2/g−1(ζ, /dψ0) (18.8)
Consider the function:
τ = (1− u+ t)Lψ0 − ψ0 (18.9)
We have:
Lτ = (1 − u+ t)L(Lψ0)− Lψ0 + Lψ0 (18.10)
Substituting for L(Lψ0) from (18.7) yields:
Lτ = ω (18.11)
where:
ω = −[(1− u+ t)ν − 1]Lψ0 − [(1− u+ t)ν + 1]Lψ0 + (1− u+ t)ρ′0 (18.12)
From the conclusions (iii) of Theorem 17.1 we have, recalling:
ν =
1
2
(trχ+ L logΩ)
ν + α−1κν =
1
2
α−1κL logΩ +
1
2
L logΩ + κtr/k
the bounds:
|(1− u+ t)ν − 1| ≤ Cδ0(1 + t)−1[1 + log(1 + t)] (18.13)
|(1 − u+ t)ν + 1| ≤ Cδ0[1 + log(1 + t)] (18.14)
Let now f be an arbitrary function defined on W sǫ0 . Let us denote by f¯(t, u) the mean value of f on
St,u with respect to dµ/˜g:
f¯(t, u) =
1
˜Area(t, u)
∫
St,u
fdµ/˜g,
˜Area(t, u) =
∫
St,u
dµ/˜g (18.15)
From the facts established in Chapter 5:
∂
∂t
∫
St,u
fdµ/˜g =
∫
St,u
(Lf + 2νf)dµ/˜g (18.16)
∂
∂t
˜Area(t, u) =
∫
St,u
2νdµ/˜g = 2ν¯
˜Area(t, u) (18.17)
Hence by direct calculation:
∂f¯
∂t
(t, u) =
1
˜Area(t, u)
∫
St,u
(Lf + 2νf − 2ν¯f¯)dµ/˜g (18.18)
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Noting that for any pair of functions f, g on St,u we have:∫
St,u
(fg − f¯ g¯)dµ/˜g =
∫
St,u
(f − f¯)(g − g¯)dµ/˜g (18.19)
we can write (18.18) in the form:
∂f¯
∂t
(t, u) = Lf + 2(ν − ν¯)(f − f¯) (18.20)
We apply the formula (18.20) to the function τ obtaining, in view of (18.11),
∂τ¯
∂t
(t, u) = ω¯ + 2(ν − ν¯)(τ − τ¯ ) (18.21)
Integrating this with respect to t on [0, s], we obtain:
τ¯(s, u) = τ¯ (0, u) +
∫ s
0
[ω¯ + 2(ν − ν¯)(τ − τ¯ )](t, u)dt (18.22)
Finally we replace u by u′ ∈ [0, u], multiply by ˜Area(0, u′), and integrate with respect to u′ on [0, u]
to obtain: ∫ u
0
τ¯(s, u′) ˜Area(0, u′)du′ (18.23)
=
∫ u
0
∫
S0,u′
τdµ/˜gdu
′ +
∫ u
0
˜Area(0, u′){
∫ s
0
[ω¯ + 2(ν − ν¯)(τ − τ¯)](t, u′)dt}du′
We shall estimate the second integral on the right in (18.23). Interchanging the order of integration
this integral is:
I(s, u) =
∫ s
0
{
∫ u
0
˜Area(0, u′)[ω¯ + 2(ν − ν¯)(τ − τ¯ )](t, u′)du′}dt (18.24)
Since ˜Area(0, u′) ≤ ˜Area(0, 0) = 4π, we have:
|I(s, u)| ≤ C
∫ s
0
J(t, u)dt (18.25)
where J(t, u) is the integral:
J(t, u) =
∫ u
0
[|ω¯|+ 2|ν − ν¯||τ − τ¯ |](t, u′)du′ (18.26)
We consider first the contribution of the term |ω¯|, through (18.26), to the integral on the right in
(18.25). Now ω is given by (18.12), and we consider first the third term on the right in (18.12). We
have:
(1 − u+ t)ρ¯′0(t, u) =
(1− u+ t)
˜Area(t, u)
∫
St,u
ρ′0dµ/˜g (18.27)
Now for an arbitrary function f on St,u, we have:
/˜∆f =
1√
det /˜g
∂
∂ϑA
((/˜g
−1
)AB
√
det /˜g
∂f
∂ϑA
) (18.28)
=
1
Ω
√
det /g
∂
∂ϑA
((/g
−1)AB
√
det /g
∂f
∂ϑA
) = Ω−1 /∆f
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Thus, integrating by parts on St,u we obtain:∫
St,u
µ /∆ψ0dµ/˜g =
∫
St,u
µΩ /˜∆ψ0dµ/˜g (18.29)
= −
∫
St,u
{µ/˜g−1(/dΩ, /dψ0) + Ω/˜g−1(/dµ, /dψ0)}dµ/˜g
= −
∫
St,u
{µ/g−1(/d logΩ, /dψ0) + /g−1(/dµ, /dψ0)}dµ/˜g
Recalling that
−(/dµ+ 2ζ) · /g−1 = −(η + ζ) · /g−1 = Λ
we then conclude that: ∫
St,u
ρ′0dµ/˜g =
∫
St,u
Λ · /dψ0dµ/˜g (18.30)
Now from conclusions (iii) of Theorem 17.1 we have:
|Λ| ≤ Cδ0(1 + t)−1[1 + log(1 + t)] (18.31)
Thus (18.30) implies, through (18.27),
(1 − u+ t)|ρ′0(t, u)| ≤
(1− u+ t)
(Area(t, u))1/2
sup
St,u
|Λ|(
∫
St,u
|/dψ0|2dµ/g)1/2 (18.32)
≤ Cδ0(1 + t)−1[1 + log(1 + t)](
∫
St,u
|/dψ0|2dµ/˜g)1/2
This contribution to (18.25) is then bounded by
Cδ0
√
u
∫ s
0
(1 + t)−1[1 + log(1 + t)]{
∫
Σut
|/dψ0|2}1/2dt (18.33)
≤ Cδ0
√
u{
∫ s
0
∫
Σut
|/dψ0|2dt}1/2
The integral on the right in (18.33) is
∫
W su
|/dψ0|2dtdu′dµ/g (18.34)
This integral has already been estimated in Chapter 7 by (7.210) for any variation. In particular for
the first order variation ψ0 we have:∫
W su
|/dψ0|2dtdu′dµ/g ≤ C{K[ψ0](s, u) +
∫ u
0
Fs0 [ψ0](u′)du′} ≤ CEu0 [ψ0](0) (18.35)
The last step is by virtue of Theorem 5.1. Then (18.33) is bounded by:
Cδ0
√
u
√
Eu0 [ψ0](0) (18.36)
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Next, we consider the first two terms on the right in (18.12), By (18.13) the contribution of the first
term is bounded by:
Cδ0(1 + t)
−1[1 + log(1 + t)]
˜Area(t, u)
∫
St,u
|Lψ0|dµ/˜g (18.37)
≤ Cδ0(1 + t)
−1[1 + log(1 + t)]
( ˜Area(t, u))1/2
(
∫
St,u
|Lψ0|2dµ/˜g)1/2
≤ Cδ0(1 + t)−2[1 + log(1 + t)](
∫
St,u
|Lψ0|2dµ/˜g)1/2
hence the corresponding contribution to J(t, u) is bounded by:
Cδ0
√
u(1 + t)−2[1 + log(1 + t)]
√
Eu0 [ψ0](t) (18.38)
and to the integral on the right in (18.25) by:
Cδ0
√
u{
∫ s
0
(1 + t)−2[1 + log(1 + t)]dt
√
Eu0 [ψ0](0) ≤ Cδ0
√
u
√
Eu0 [ψ0](0) (18.39)
by Theorem 5.1. The factor
√
u comes from Holder Inequality when we obtain (18.38). By (18.14) the
contribution of the second term on the right in (18.12) to ω¯ is bounded by:
Cδ0[1 + log(1 + t)]
˜Area(t, u)
∫
St,u
|Lψ0|dµ/˜g (18.40)
≤ Cδ0[1 + log(1 + t)]
( ˜Area(t, u))1/2
(
∫
St,u
|Lψ0|2dµ/˜g)1/2
≤ Cδ0(1 + t)−1[1 + log(1 + t)](
∫
St,u
|Lψ0|2dµ/˜g)1/2
The contribution of this to the right of (18.25) is then bounded by:
Cδ0
√
u
∫ s
0
(1 + t)−1[1 + log(1 + t)]{
∫
Σut
|Lψ0|2}1/2dt (18.41)
≤ Cδ0
√
u{
∫ s
0
∫
Σut
|Lψ0|2dt}1/2
≤ Cδ0
√
u{
∫ u
0
Fs0 [ψ0](u′)du′}1/2
≤ Cδ0
√
u
√
Eu0 [ψ0](0)
by Theorem 5.1. Combining (18.36), (18.39), (18.41), we conclude that the contribution of |ω| to the
right of (18.25) is bounded by:
Cδ0
√
u
√
Eu0 [ψ0](0) (18.42)
Finally, we consider the contribution of the term 2|ν − ν||τ − τ | to the right of (18.25). We have:
|ν − ν||τ − τ | = 1
˜Area(t, u)
∫
St,u
|ν − ν||τ − τ |dµ/˜g (18.43)
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By (18.13):
|ν − ν¯| ≤ |ν − 1
1− u+ t |+ |ν¯ −
1
1− u+ t | (18.44)
≤ Cδ0(1 + t)−2[1 + log(1 + t)]
Therefore
|ν − ν||τ − τ | ≤ Cδ0(1 + t)
−2[1 + log(1 + t)]
˜Area(t, u)
∫
St,u
|τ − τ |dµ/˜g (18.45)
≤ Cδ0(1 + t)
−2[1 + log(1 + t)]
( ˜Area(t, u))1/2
(
∫
St,u
|τ − τ |2dµ/˜g)1/2
We have: ∫
St,u
|τ − τ¯ |2dµ/˜g =
∫
St,u
τ2dµ/˜g −
∫
St,u
τ¯2dµ/˜g (18.46)
≤
∫
St,u
τ2dµ/˜g ≤ C(1 + t)2
∫
St,u
|Lψ0|2dµ/g + C
∫
St,u
|ψ0|2dµ/g
by (18.9). The contribution of the first integral on the right in (18.46) to the right-hand side of (18.45)
is bounded by:
Cδ0(1 + t)
−2[1 + log(1 + t)](
∫
St,u
|Lψ0|2dµ/g)1/2 (18.47)
This coincides with (18.37), hence the corresponding contribution is bounded by (18.39). Finally, the
contribution of the second term on the right in (18.46) to (18.45) is bounded by:
Cδ0(1 + t)
−3[1 + log(1 + t)](
∫
St,u
|ψ0|2dµ/g)1/2 (18.48)
≤ Cδ0(1 + t)−3[1 + log(1 + t)]
√
u
√
Eu0 [ψ0](t)
by Lemma 5.1, hence the corresponding contribution to (18.25) is also bounded by (18.39). Combining
the above results we conclude that the contribution of 2|ν − ν¯||τ − τ | to the right of (18.25) is also
bounded by (18.42).
Then we have:
|I(s, u)| ≤ Cδ0
√
u
√
Eu0 [ψ0](0) (18.49)
It follows from (18.23) that:
|
∫ u
0
τ (s, u′) ˜Area(0, u′)du′ −
∫
Σu0
τdµ/˜gdu
′| ≤ Cδ0
√
u
√
Eu0 [ψ0](0) (18.50)
From (18.6) and (18.9) we have:
Ps(u, ϑ) = τ +
1
(1 − u+ s) [uτ + (1 + s)ψ0] (18.51)
Let us denote:
Q(u) =
∫
Σu0
τdµ/˜gdu
′ (18.52)
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Consider the case ℓ > 0. If the initial data satisfy:
Q(u) ≤ −2Cδ0
√
u
√
Eu0 [ψ0](0) < 0 (18.53)
for some u ∈ (0, ǫ0] with the constant C as in (18.50), by (18.50) we have:∫ u
0
τ (s, u′) ˜Area(0, u′)du′ ≤ 1
2
Q(u) < 0 (18.54)
It follows that:
min
u′∈[0,ǫ0]
τ(s, u′) ≤ (1/2)Q(u)∫ u
0
˜Area(0, u′)du′
< 0 (18.55)
hence also:
min
(u′,ϑ)∈[0,u]×S2
τ (s, u′, ϑ) ≤ (1/2)Q(u)∫ u
0
˜Area(0, u′)du′
(18.56)
It then follows from (18.51), in view of (iii) of Theorem 17.1, that:
min
(u′,ϑ)∈[0,u]×S2
Ps(u
′, ϑ) ≤ (1/4)Q(u)∫ u
0
˜Area(0, u′)du′
< 0 (18.57)
for all s large enough so that:
1
2
+ s ≥ −Cδ0
∫ u
0
˜Area(0, u′)du′
(1/8)Q(u)
(18.58)
Thus by the discussion in the beginning of the chapter t∗ǫ0 is finite. In fact, (18.57) implies, in view
of (18.5), that:
min
(u′,ϑ)∈[0,u]×S2
Es(u
′, ϑ) ≤ (1/32)ℓQ(u)∫ u
0
˜Area(0, u′)du′
< 0 (18.59)
for all s large enough so that:
1 + s
1 + log(1 + s)
≥ −Cδ0
∫ u
0
˜Area(0, u′)du′
(1/32)ℓQ(u)
(18.60)
where the constant C is the one in (18.5). It follows from (18.3) in view of (18.2) that s is bounded
from above according to:
log(1 + s) ≤ −
∫ u
0
˜Area(0, u′)du′
(1/32)ℓQ(u)
(18.61)
Obviously, the upper bound in (18.61) exceeds the lower bounds in (18.58) and (18.60), it follows that
t∗ǫ0 satisfies the upper bound:
log(1 + t∗ǫ0) ≤ −
∫ u
0
˜Area(0, u′)du′
(1/32)ℓQ(u)
(18.62)
In the case ℓ < 0 a similar argument shows that if the initial data satisfy:
Q(u) ≥ 2Cδ0
√
u
√
Eu0 [ψ0](0) > 0 (18.63)
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for some u ∈ (0, ǫ0] with the constant C as in (18.50), then t∗ǫ0 is finite, in fact satisfies the upper
bound:
log(1 + t∗ǫ0) ≤ −
∫ u
0
˜Area(0, u′)du′
(1/32)ℓQ(u)
(18.64)
In fact, we have:
min
(u′,ϑ)∈[0,u]×S2
Es(u
′, ϑ) ≤ 1
4
ℓ max
(u′,ϑ)∈[0,u]×S2
Ps(u
′, ϑ) + Cδ0(1 + s)−1[1 + log(1 + s)]
Then we get a similar bound as (18.59).
Theorem 18.1 A We obtain the first condition to guarantee the formation of shocks:
The quantity Q(u) satisfies
Q(u) ≥ 2Cδ0
√
u
√
Eu0 [ψ0](0) > 0
for ℓ < 0; and
Q(u) ≤ −2Cδ0
√
u
√
Eu0 [ψ0](0) < 0
for ℓ > 0.
We can modify this condition so that it is expressed in the Euclidean space.
Let us replace dµ/˜g by dµ/g, then since the difference of Ω from unity, its value in the constant state,
is bounded on Σu0 by Cδ0, the change in the integral will be bounded by Cδ0
√
u
√Eu0 [ψ0](0). Moreover
we may replace L by the one corresponding to the constant state:
L˚ =
∂
∂x0
−N i ∂
∂xi
(18.65)
Then let us define:
Q1(u) =
∫
Σu0
τ0d
3x
where
τ0 = rL˚ψ0 − ψ0 = r(∂0ψ0 −N i∂iψ0)− ψ0
Since we are now on the initial hypersurface, the difference of∫
Σu0
τ0dµ/gdu
′
from Q(u) will be also bounded by Cδ0
√
u
√Eu0 [ψ0](0).
Theorem 18.1 B We obtain the second condition to guarantee the formation of shocks:
2) The quantity Q1(u) satisfies
Q1(u) ≥ 2C′δ0
√
u
√
Eu0 [ψ0](0) > 0
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for ℓ < 0; and
Q1(u) ≤ −2C′δ0
√
u
√
Eu0 [ψ0](0) < 0
for ℓ > 0.
The above two conditions depend only on the variation ψ0, but the quantities Q(u) and Q1(u)
involve the first derivatives of ψ0. Now we shall obtain a third condition which depends on other
variations ψi : i = 1, 2, 3 but involves only the variations themselves (actually on the enthalpy h and
the normal component of the fluid speed vN ).
Consider the wave equation (1.23) on Σ0, we can write it in the following form:
∂0ψ0 − ∂iψi = 2ψi∂0ψi − ψiψj∂iψj + (η2 − 1)∆φ
where the repeated index means summing. By the L∞ bounds for the first order variations estab-
lished in the previous chapter, we can bound the L1 norm on Σu0 of r times the right-hand side by:
Cδ0
√
u
√
Eu0,[1](0). Here the
√
u in the difference comes from the using of Holder inequality.
Therefore defining
Q0(u) =
∫
Σu0
{r(∂iψi −N i∂iψ0)− ψ0}dµ/gdu′ (18.66)
we have:
|Q0(u)−Q(u)| ≤ C′√ǫ0δ0
√
E0,[1](0) (18.67)
Hence if in the case ℓ > 0 we have:
Q0(u) ≤ −2(C′ + C)√ǫ0δ0
√
Eu0,[1](0) < 0 : for some u ∈ (0, ǫ0] (18.68)
where C is in (18.53), then by direct calculation, (18.53) holds and we have:
Q(u) ≤ 1
2
Q0(u) (18.69)
hence, in place of (18.54): ∫ u
0
τ(s, u′) ˜Area(0, u′)du′ ≤ 1
4
Q0(u) < 0 (18.70)
Similarly, if in the case ℓ > 0 we have:
Q0(u) ≥ 2(C′ + C)√ǫ0δ0
√
Eu0,[1](0) > 0 : for some u ∈ (0, ǫ0] (18.71)
where C is in (18.63), then (18.63) holds and we have:
Q(u) ≥ 1
2
Q0(u) (18.72)
hence: ∫ u
0
τ(s, u′) ˜Area(0, u′)du′ ≥ 1
4
Q0(u) > 0 (18.73)
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Integrating by parts and using divergence theorem,∫
Σu0
r(∂iψi −N i∂iψ0)d3x =
∫
S0,u
r(ψ0 − ψN )dµ/g +
∫
Σu0
(3ψ0 − ψN )dx3 (18.74)
To see this, we just write: ∫
Σu0
r∂iψid
3x =
∫
Σu0
∂i(rψi)d
3x−
∫
Σu0
ψNd
3x
and
−
∫
Σu0
rN i∂iψ0d
3x =
∫
Σu0
r∂iN
iψ0d
3x+
∫
Σu0
∑
i
(N i)2ψ0d
3x
−
∫
Σu0
∂i(rN
iψ0)d
3x
Theorem 18.1 C We obtain the following condition to guarantee the formation of shocks:
3) The quantity
Q0(u) =
∫
S0,u
r(h+ vN ) +
∫
Σu0
(2h+ vN )
satisfies
Q0(u) ≥ 2C′′δ0
√
u
√
Eu0,[1](0)
for ℓ < 0; and
Q0(u) ≤ −2C′′δ0
√
u
√
Eu0,[1](0)
for ℓ > 0.
Under one of these three conditions, the lifespan t∗ǫ0 is finite, and it satisfies one of the following
inequalities:
log(1 + t∗ǫ0) ≤
Cu
|ℓ||Q(u)|
log(1 + t∗ǫ0) ≤
C′u
|ℓ||Q1(u)|
log(1 + t∗ǫ0) ≤ C
′′u
|ℓ||Q0(u)|
respectively.
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Chapter 19
The Structure of the Boundary of
the Domain of the Maximal
Solution
19.1 Nature of Singular Hypersurface in Acoustical Differen-
tial Structure
19.1.1 Preliminary
In this chapter we shall take ǫ0 to be a variable with range (0, 1/2], in agreement with the setup of
Theorem 17.1. To emphasize that ǫ0 is now taken to be a variable, we denote it simply by ǫ. Let us
denote as in Chapter 2 by t∗(u) the greatest lower bound of the parameter t of the generators of Cu in
the domain of maximal solution, and by t∗ǫ the greatest lower bound of t∗(u) for u ∈ [0, ǫ]. Obviously
t∗ǫ is a non-increasing function of ǫ. Then Theorem 17.1 applies for each ǫ ∈ (0, ǫ0), where we now
denote by ǫ0 the maximal real number in the interval (0, 1/2] such that the smallness condition:
C
√
ǫ0
√
D[l+2](ǫ0) ≤ δ¯0, D[l+2](ǫ0) =
∑
α,i
‖∂iψα‖2Hl+1(Σǫ00 )
holds. For, given any such ǫ we can find a δ0 ∈ (0, δ¯0] such that the smallness condition of Theorem
17.1 holds with ǫ in the role of ǫ0, that is, we have:
C
√
ǫ
√
D[l+2](ǫ) < δ0
(
√
ǫ
√
D[l+2](ǫ) is an increasing function in ǫ.)
Now according to Theorem 17.1, for each ǫ ∈ (0, ǫ0), the solution, which exists in the classical
sense in W t∗ǫǫ \ Σǫt∗ǫ extends smoothly in acoustical coordinates to Σǫt∗ǫ , but there is a non-empty set
of points Kǫ ⊂ Σǫt∗ǫ where µ vanishes, being positive on the complement of Kǫ in Σǫt∗ǫ . Thus the set
Kǫ is also the set of minima of the function µ on Σ
ǫ
t∗ǫ . If q is a point of Kǫ, then either q is an interior
minimum of µ on Σǫt∗ǫ , in which case we have:
µ(q) = 0, (
∂µ
∂u
)(q) = 0, (
∂µ
∂ϑA
)(q) = 0 : A = 1, 2, (
∂2µ
∂u2
)(q) ≥ 0 (19.1)
at an interior zero;
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and we shall assume that the non-degeneracy condition
(
∂2µ
∂u2
)(q) > 0 : at an interior zero (19.2)
holds, or q is a boundary minimum, necessarily on St∗ǫ,ǫ (For on the other boundary of Σ
ǫ
t∗ǫ , namely
on St∗ǫ,0, the constant state holds.), in which case we have:
µ(q) = 0, (
∂µ
∂u
)(q) ≤ 0, ( ∂µ
∂ϑA
)(q) = 0 : A = 1, 2 (19.3)
and we shall assume the non-degeneracy condition
(
∂µ
∂u
)(q) < 0 : at a boundary zero (19.4)
holds.
Let now um(ǫ) be the minimal value of u ∈ (0, ǫ) for which there is an interior zero of µ on Σut∗ǫ .
Then if we replace ǫ by ǫ′ ∈ (0, ǫ], as we decrease ǫ′, it follows directly from the definitions that t∗ǫ′
stays constant up to the point where ǫ′ reaches the value um(ǫ), that is , we have:
t∗ǫ′ = t∗ǫ : for all ǫ′ ∈ [um(ǫ), ǫ] (19.5)
Thereafter t∗ǫ′ increases, µ being everywhere positive on Σǫ
′
t∗um(ǫ)
, and for a while Kǫ′ consists only
of boundary zeros. This situation either persists for all ǫ′ ∈ (0, um(ǫ)) or, as we decrease ǫ′ there is a
first ǫ1 ∈ (0, um(ǫ)) at which one or more interior zeros of µ appear on Σǫ1t∗ǫ1 , from which the preceding
repeat with ǫ1 in the role of ǫ.
In the following, we shall use the conclusion in (iv) of Theorem 17.1, namely, for every ǫ ∈ (0, ǫ0)
the following upper bound for Lµ holds in the region Uǫ ⊂W t∗ǫǫ where µ < 1/4:
Lµ ≤ −C−1(1 + t)−1[1 + log(1 + t)]−1 : in Uǫ (19.6)
What we shall use is just the fact that for finite t, Lµ is bounded from above by a negative constant
in the region where µ < 1/4.
Let us denote:
Vǫ0 =
⋃
ǫ∈(0,ǫ0)
W t∗ǫǫ (19.7)
This is the domain covered by Theorem 17.1, applied in the above manner (we are disregarding here
the exterior domain where the constant state holds). This domain is contained in the closure of Wǫ0 ,
the domain of maximal solution, and the set:
Jǫ0 =
⋃
ǫ∈(0,ǫ0)
Kǫ ⊂ Vǫ0 (19.8)
of zeros of µ in Vǫ0 is part of the singular boundary of Wǫ0 .
Our purpose in the following is to describe the acoustical spacetime structure in a neighborhood
of a point of the singular boundary of Wǫ0 . Consider now a value ǫ ∈ (0, ǫ0) for which there is an
interior zero of µ on Σǫt∗ǫ , that is, there is a u0 ∈ (0, ǫ) and a zero of µ belonging to St∗ǫ,u0 . By (19.2)
the minimum of ∂
2µ
∂u2 over all zeros of µ on St∗ǫ,u0 is positive. It follows that there are u1 ∈ [0, u0),
u2 ∈ (u0, ǫ] such that in the annular region: ⋃
u∈(u1,u2)
St∗ǫ,u (19.9)
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in Σǫt∗ǫ there are no zeros of µ except on St∗ǫ,u0 itself. If u0 = um(ǫ), there are no zeros of µ on St∗ǫ,u
for any u ∈ [0, u0) and we can take u1 = 0.
According to the discussion above, a boundary zero of µ on Σǫt∗ǫ belongs to the surface St∗ǫ,ǫ and by
(19.4) there is a u1 < ǫ such that there are no zeros of µ on St∗ǫ,u for any u ∈ (u1, ǫ). Moreover, there
is a u0 > ǫ such that for ǫ
′ ∈ [ǫ, u0] there is a corresponding boundary zero of µ on Σǫ′t
∗ǫ′
belonging
to the surface St
∗ǫ′ ,ǫ
′ and no interior zeros, and there is a u2 > u0 such that for ǫ
′ ∈ (u0, u2] we have
t∗ǫ′ = t∗u0 and on Σt∗ǫ′ we have an interior zero of µ on St∗ǫ′ ,u0 and no zeros of µ on St∗ǫ′ ,u, for any
u ∈ [0, ǫ′), u /=u0 (otherwise, the solution can not be extended to t∗ǫ, which is larger than t∗ǫ′ .) In this
case we consider the annular region: ⋃
u∈(u1,u2)
St∗u2 ,u (19.10)
in Σu2t∗u2 .
19.1.2 Intrinsic View Point
Consider the manifold:
Mǫ0 = [0,∞)× [0, ǫ0)× S2 (19.11)
of all possible (t, u, ϑ) values with u ∈ [0, ǫ0). Then the domain Vǫ0 in acoustical spacetime corresponds
to the domain
Vǫ0 = {(t, u, ϑ) ∈ Mǫ0 : t ≤ t∗u} (19.12)
in Mǫ0 and (19.9) corresponds to
{t∗ǫ} × (u1, u2)× S2 (19.13)
The mapping
(t, u, ϑ) ∈ Vǫ0 7→ x(t, u, ϑ) ∈ Vǫ0 , x = (xα : α = 0, 1, 2, 3) (19.14)
where xα are rectangular coordinates in Galileo spacetime, is a homeomorphism of Vǫ0 onto Vǫ0 , which
is locally also a diffeomorphism except at the points of the subset Jǫ0 , the image of which is Jǫ0 , where
µ vanishes. On the domain (19.12) we have the acoustical metric g, given by (2.41):
g = −2µdtdu+ α−2µ2du2 + /gAB(dϑA + ΞAdu)(dϑB + ΞBdu) (19.15)
Recall that α(t, u, ϑ) is a positive function near 1 and that at each (t, u), /gAB(t, u, ϑ) are the components
of a positive definite metric on S2. The components of g are smooth functions of the acoustical
coordinates in the domain Vǫ0 , including the boundary of this domain. Moreover, the properties of
α and /gAB just mentioned hold on the boundary of Vǫ0 as well. However on the subset Jǫ0 of this
boundary µ vanishes, hence, in view of the fact that
√
− det g = µ
√
det /g (19.16)
the metric (19.15) degenerates on Jǫ0 .
We now consider a smooth extension of the acoustical metric g to t > t∗(u). The extension is to
satisfy the following two conditions:
(i) The function α remains near 1, and /g remains a positive definite metric on S2.
(ii) The function µ extends in such a way that ∂µ∂t is bounded from above by a negative constant
where µ < 1/4.
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Then for each (u, ϑ) ∈ (0, ǫ0)× S2 the following alternative holds: Either there is a first t∗(u, ϑ) ≥
t∗(u) where µ vanishes, or µ is positive for all t ≥ t∗(u). Consider the subset D˜ ⊂ (0, ǫ0)×S2 consisting
of those points where the first alternative holds. Then by Property (ii) of the extension D˜ is an open
set. In the case of an interior zero of µ on Σǫt∗ǫ belonging to St∗ǫ,u0 we have t∗ǫ = t∗(u0), there is a
ϑ0 ∈ S2 such that µ(t∗(u0), u0, ϑ0) = 0. Therefore (u0, ϑ0) ∈ D˜. In the case of a boundary zero on
Σǫt∗ǫ , for each ǫ
′ ∈ [ǫ, u0] there is a ϑ∗(ǫ′) ∈ S2 such that µ(t∗(ǫ′), ǫ′, ϑ∗(ǫ′)) = 0. Therefore in this case
D˜ contains the curve
{(ǫ′, ϑ∗(ǫ′)) : ǫ′ ∈ [ǫ, u0]} (19.17)
Consider:
H˜ = {(t∗(u, ϑ), u, ϑ) : (u, ϑ) ∈ D˜} (19.18)
This is the zero level set of the function µ over the domain D˜ ⊂ (0, ǫ0) × S2. Now µ is a smooth
function which by (ii) has no critical points on its zero level set. Therefore H˜ is a smooth graph.
Since H˜ is a graph over D˜ ⊂ (0, ǫ0) × S2, (u, ϑ) can be used as coordinates on H˜, and in these
coordinates g∗, the metric induced on H˜, is given by, from (19.15):
g∗ = (/g∗)AB(dϑ
A + ΞA∗ du)(dϑ
B + ΞB∗ du) (19.19)
where:
(/g∗)AB(u, ϑ) = /gAB(t∗(u, ϑ), u, ϑ) (19.20)
are the components of a positive definite metric on S2, and:
ΞA∗ (u, ϑ) = Ξ
A(t∗(u, ϑ), u, ϑ) (19.21)
Now the metric (19.19) is degenerate:
det g∗ = 0 (19.22)
19.1.3 Invariant Curves
We see that although the hypersurface H˜ is singular, being a hypersurface where the spacetime metric
g degenerates, from the point of view of its intrinsic geometry it is just like a regular null hypersurface
in a regular spacetime. At each point q ∈ H˜ there is a unique line Lq ⊂ TqH˜ which we may consider
to be the linear span of a non-zero null vector V (q). Thus we have a null vectorfield V on H˜ and we
can express it in terms of the coordinates (u, ϑ) by:
V = V u
∂
∂u
+ /V , /V = V A
∂
∂ϑA
(19.23)
At each q = (t∗(u, ϑ), u, ϑ) ∈ H˜, the vector /V (q) is tangent to S∗u of constant u through q, which
projects to the domain {u} ×Bu where Bu is the domain:
Bu = {ϑ ∈ S2 : (u, ϑ) ∈ D˜} ⊂ S2
Without loss of generality, we may set Vu = 1. By direct calculation we have:
0 = g(V, V ) = g∗(V, V ) = /g∗( /V , /V ) + 2/g∗(Ξ∗, /V ) + /g∗(Ξ∗,Ξ∗) (19.24)
= /g∗( /V + Ξ∗, /V + Ξ∗)
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Since /g∗ is positive definite, this holds if and only if:
/V = −Ξ∗ (19.25)
Therefore V is expressed in (u, ϑ) coordinates on H˜ by:
V =
∂
∂u
− Ξ∗ (19.26)
Now, let
X(q) = Xt(q)
∂
∂t
+Xu(q)
∂
∂u
+XA
∂
∂ϑA
(19.27)
be an arbitrary vector in TqMǫ0 , q ∈ H˜. Then X(q) ∈ TqH˜ if and only if:
X(q)(t− t∗(u, ϑ)) = 0 (19.28)
Substituting (19.27) this is equivalent to:
Xt(q) =
∂t∗
∂u
Xu(q) +
∂t∗
∂ϑA
XA(q) (19.29)
In particular the vectorfield V as a vectorfield in spacetime along H˜ is expressed by:
V = (
∂t∗
∂u
− ΞA∗
∂t∗
∂ϑA
)
∂
∂t
+
∂
∂u
− ΞA∗
∂
∂ϑA
(19.30)
Here, ∂∂u and
∂
∂ϑA are the acoustical coordinate vectorfields in spacetime, not in H˜. In fact, we have:
∂
∂u
=
∂t∗
∂u
∂
∂t
+
∂
∂u
∂
∂ϑA
=
∂t∗
∂ϑA
∂
∂t
+
∂
∂ϑA
The vectorfields on the left-hand side are the coordinate vectorfields in H˜.
Given any vector X(q) ∈ TqMǫ0 , q ∈ H˜, there is a unique real number λ such that X(q)−λL(q) ∈
TqH˜. In fact it is readily seen from (19.29), recalling that L = ∂∂t , that:
λ = Xt(q)− ∂t∗
∂u
Xu(q)− ∂t∗
∂ϑA
XA(q)
This defines a projection operator Π∗ from TqMǫ0 to TqH˜ by: Π∗X(q) = X(q) − λL(q). We call Π∗
the L projection to H˜. Obviously,
V = Π∗T (19.31)
We call the integral curves of V the invariant curves. The singular surface H˜ is ruled by these
curves. The invariant curves as 1-dimensional submanifolds of H˜ are independent of the choice of
acoustical function u, being the integral manifolds of the 1-dimensional distribution {Lq : q ∈ H˜}
on H˜. The invariant curves have zero arc length.
Now we may adapt the coordinates (u, ϑ) on H˜ so that the coordinate lines ϑ = const coincide
with the invariant curves. Obviously, this choice is equivalent to the condition:
Ξ∗ = 0 (19.32)
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We then call the corresponding acoustical coordinates canonical. In these coordinates (19.19) takes
the form:
g∗ = (/g∗)ABdϑ
AdϑB (19.33)
By (19.32), we have, for t ≤ t∗(u, ϑ):
ΞA(t, u, ϑ) = −
∫ t∗(u,ϑ)
t
(
∂ΞA
∂t
)(t′, u, ϑ)dt′
Since also:
µ(t, u, ϑ) = −
∫ t∗(u,ϑ)
t
(
∂µ
∂t
)(t′, u, ϑ)dt′
it follows that the functions:
ΞˆA = µ−1ΞA (19.34)
which a priori are defined only for t < t∗(u, ϑ), are actually given by:
ΞˆA(t, u, ϑ) =
mean value on[t, t∗(u, ϑ)]of{(∂ΞA/∂t)(, u, ϑ)}
mean value on[t, t∗(u, ϑ)]of{(∂µ/∂t)(, u, ϑ)} (19.35)
hence extend smoothly to t = t∗(u, ϑ), that is, to H˜.
19.1.4 Extrinsic View Point
We now consider the character of the singular hypersurface H˜ from the extrinsic point of view. To
do this, we consider the reciprocal acoustical metric, a quadratic form in the cotangent space to the
spacetime manifold at each regular point, given by:
g−1 = −(1/2µ)(L⊗ L+ L⊗ L) + (/g−1)ABXA ⊗XB (19.36)
Since
L =
∂
∂t
, L = α−1κL+ 2T = α−2µ
∂
∂t
+ 2(
∂
∂u
− µΞˆA ∂
∂ϑA
)
(19.36) takes the form in canonical acoustical coordinates:
µg−1 = −( ∂
∂t
⊗ ∂
∂u
+
∂
∂u
⊗ ∂
∂t
)− µα−2 ∂
∂t
⊗ ∂
∂t
(19.37)
+µ(
∂
∂t
⊗ ΞˆA ∂
∂ϑA
+ ΞˆA
∂
∂ϑA
⊗ ∂
∂t
) + µ(/g
−1)AB
∂
∂ϑA
⊗ ∂
∂ϑB
We see that although, due to the degeneracy of g on H˜, g−1 blows up at H˜, µg−1 in fact extends
smoothly to H˜. The character of H˜ from the extrinsic point of view is then determined by the sign of
the invariant µ(g−1)αβ∂αµ∂βµ on H˜. We have:
µ(g−1)αβ∂αµ∂βµ = −2∂µ
∂t
∂µ
∂u
(19.38)
+µ{−α−2(∂µ
∂t
)2 + 2
∂µ
∂t
∂µ
∂ϑA
ΞˆA + (/g
−1)AB
∂µ
∂ϑA
∂µ
∂ϑB
}
On H˜, µ vanishes and this reduces to, simply:
µ(g−1)αβ∂αµ∂βµ = −2∂µ
∂t
∂µ
∂u
(19.39)
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In view of condition (ii) µ(g−1)αβ∂αµ∂βµ is > 0, = 0, < 0, at a point q ∈ H˜ according as to whether
(∂µ/∂u)(q) is > 0, = 0, < 0. We conclude that H˜ is spacelike, null, or timelike, at q according to
as whether (∂µ/∂u)(q) is < 0, = 0, > 0. Now the boundary of the domain of the maximal solution
cannot be timelike at any point. Therefore the timelike part of H˜ cannot be part of the boundary of
the domain of maximal solution. So we shall focus on the spacelike part of H˜, which we denote by H
and its boundary ∂H, where H˜ is null.
Consider then the open subset D ⊂ D˜ defined by:
D = {(u, ϑ) ∈ D˜ : (∂µ/∂u)(t∗(u, ϑ), u, ϑ) < 0} (19.40)
(canonical acoustical coordinates). The boundary of D in D˜ is given by:
∂D = {(u, ϑ) ∈ D˜ : (∂µ/∂u)(t∗(u, ϑ), u, ϑ) = 0} (19.41)
Then H is the graph (19.18) over D:
H = {(t∗(u, ϑ), u, ϑ) : (u, ϑ) ∈ D} (19.42)
and ∂H is the graph (19.18) over ∂D:
∂H = {(t∗(u, ϑ), u, ϑ) : (u, ϑ) ∈ ∂D} (19.43)
Assuming that the non-degeneracy condition:
(u, ϑ) ∈ ∂D implies (∂2µ/∂u2)(t∗(u, ϑ), u, ϑ)/=0 (19.44)
holds, ∂D splits into the disjoint union ∂D = ∂−D
⋃
∂+D where:
∂−D = {(u, ϑ) ∈ ∂D : (∂2µ/∂u2)(t∗(u, ϑ), u, ϑ) > 0} (19.45)
∂+D = {(u, ϑ) ∈ ∂D : (∂2µ/∂u2)(t∗(u, ϑ), u, ϑ) < 0}
The boundary ∂H of H in H˜ similarly splits into the disjoint union ∂H = ∂−H
⋃
∂+H where ∂−H
and ∂+H are the graphs (19.18) over ∂−D and ∂+D respectively:
∂−H = {(t∗(u, ϑ), u, ϑ) : (u, ϑ) ∈ ∂−D} (19.46)
∂+H = {(t∗(u, ϑ), u, ϑ) : (u, ϑ) ∈ ∂+D}
If there is an interior zero of µ on Σǫt∗ǫ corresponding to (u0, ϑ0), then (u0ϑ0) belongs to ∂−D. If
there is a boundary zero of µ on Σǫt∗ǫ , then by (19.4), D contains the curve (19.17) except for the point
(u0, ϑ∗(u0)) which belongs to ∂−D.
Now on H˜ we have µ = 0, that is, we have:
µ(t∗(u, ϑ), u, ϑ) = 0 : for all (u, ϑ) ∈ D˜ (19.47)
Differentiating this equation implicitly with respect to u we obtain:
(
∂t∗
∂u
)(u, ϑ) = −(∂µ/∂u
∂µ/∂t
)(t∗(u, ϑ), u, ϑ) (19.48)
By virtue of property (ii) we have:
D = {(u, ϑ) ∈ D˜ : (∂t∗/∂u)(u, ϑ) < 0} (19.49)
and:
∂D = {(u, ϑ) ∈ D˜ : (∂t∗/∂u)(u, ϑ) = 0} (19.50)
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(canonical acoustical coordinates).
Moreover, differentiating again (19.48) with respect to u and evaluating the result on ∂D, we obtain,
in view of (19.41) and (19.50):
(
∂2t∗
∂u2
)(u, ϑ) = −(∂
2µ/∂u2
∂µ/∂t
)(t∗(u, ϑ), u, ϑ) : on ∂D (19.51)
Comparing with (19.45) we conclude that:
∂−D = {(u, ϑ) ∈ ∂D : (∂2t∗/∂u2)(u, ϑ) > 0} (19.52)
∂+D = {(u, ϑ) ∈ ∂D : (∂2t∗/∂u2)(u, ϑ) < 0}
Thus if we consider a connected component of H and the corresponding components of ∂−H, ∂+H,
then the component of ∂−H, which is not empty (In fact, the point on ∂−H corresponds the interior
zero. If there is no interior zero, this point corresponds to u = ǫ0), is the past boundary of H, the
component of ∂+H, which may be empty (H could be the asymptote of C0), its future boundary, the
function t∗ reaching a minimum, along each invariant curve, at ∂−H, a maximum at ∂+H.
Consider now the function f = ∂µ/∂u on H˜. In canonical acoustical coordinates on H˜ we have:
f(u, ϑ) = (
∂µ
∂u
)(t∗(u, ϑ), u, ϑ) (19.53)
Differentiating with respect to u, and evaluating the result on ∂H, we obtain, in view of (19.50):
(
∂f
∂u
)(u, ϑ) = (
∂2µ
∂u2
)(t∗(u, ϑ), u, ϑ) : on ∂H (19.54)
Thus ∂H is the zero level set of a smooth function, namely f , on the smooth manifold H˜, and by
(19.54) and the non-degeneracy condition (19.44) this is a non-critical level set. It follows that ∂H and
its two components ∂−H and ∂+H are smooth. Moreover, since ∂−H and ∂+H intersect the invariant
curves, generators of H˜ transversally they are both spacelike surfaces in acoustical spacetime.
Finally, we note that ∂+H cannot be part of the boundary of the domain of the maximal solution.
This is seen as follows. For any given component of ∂+H, there is a component of H˜ \ H¯, the timelike
part of H˜, whose future boundary is the given component of ∂+H (At ∂+D, ∂2t∗/∂u2 < 0, so as
u decreases, ∂t∗/∂u becomes positive beyond ∂+D, thus t∗ decreases as u decreases). This, or in
fact any, component of H˜ \ H¯ has a past boundary, for, limu→0 t∗(u) = ∞, therefore t∗(u, ϑ) must
have intervals of increase along each invariant line as we approach u = 0. The past boundary of the
component in question is then also the past boundary of the next outward (that is, in the direction of
decreasing u along the invariant curves) component of H, a component of ∂−H. But the domain of the
maximal solution terminates at the incoming characteristic hypersurface C generated by the incoming
null normals to this component of ∂−H. So the maximal solution cannot reach ∂+H.
Summarizing, we get:
Proposition 19.1 Consider a smooth extension of the acoustical metric g to t > t∗(u), satisfying
the following two conditions:
(i) The function α remains near 1, and the metric /g remains a positive definite metric on S2.
(ii) The function µ is extended in such a way that ∂µ/∂t is bounded from above by a negative
constant where µ < 1/4.
Then there is an open subset D˜ ⊂ (0, ǫ0)× S2 and a smooth graph
H˜ = {(t∗(u, ϑ), u, ϑ) : (u, ϑ) ∈ D˜}
where µ vanishes, being positive below this graph. The singular hypersurface H˜ with its induced metric
g∗ is smooth and has the intrinsic geometry of a regular null hypersurface in a regular spacetime. It is
ruled by invariant curves of vanishing arc length. The tangent line to an invariant curve at a point q is
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the linear span of the vector Π∗T (q), the L projection of T (q) to H˜. Canonical acoustical coordinates
are defined by taking the ϑ = const, coordinate lines on H˜ to be the invariant curves. On the other
hand, from the point of view of how H˜ is embedded in the acoustical spacetime, the extrinsic point
of view, H˜ is at a point q spacelike, null, or timelike, according as to whether, in canonical acoustical
coordinates, ∂µ/∂u is < 0, = 0, > 0, at q, or equivalently, as to whether ∂t∗/∂u is < 0, = 0, > 0,
at q. The timelike part of H˜ cannot be part of the boundary of the domain of the maximal solution.
Moreover, denoting by H the spacelike part of H˜ and by ∂H its boundary, under the non-degeneracy
condition:
∂2µ/∂u2 /=0 : on ∂H
the boundary splits into the disjoint union of ∂−H and ∂+H, where ∂−H and ∂+H correspond to
∂2µ/∂u2 > 0 and < 0 respectively, or equivalently ∂2t∗/∂u2 > 0 and < 0 respectively. Each of ∂−H,
∂+H, is a smooth spacelike surface in the acoustical spacetime. For each connected component of H
the corresponding components of ∂−H and ∂+H are respectively its past and future boundaries, the
sets of past and future end points of its invariant curves. Finally, ∂+H, which, in contrast to ∂−H,
may be empty, cannot be part of the boundary of the domain of the maximal solution.
19.2 The Trichotomy Theorem for Past Null Geodesics Ending
at Singular Boundary
We now turn to the investigation of the past null geodesic cone of an arbitrary point q on the singular
boundary of the domain of the maximal solution. According to the above, such a point belongs either
to H, or to ∂−H. The domain of the maximal solution or maximal development of the initial data on
Σǫ00
⋃
ΣE0 , where Σ
E
0 denotes the exterior of the unit sphere in Σ0, where the constant state holds, has,
like any development of the initial data in question, the property that for each point q in this domain
each past directed curve issuing at q which is causal with respect to the acoustical metric terminates in
the past at a point of Σǫ00
⋃
ΣE0 . In particular, each past directed null geodesic issuing at q terminates
in the past at a point of Σǫ00
⋃
ΣE0 . Suppose now that q is a zero of µ on Σ
ǫ
t∗ǫ for some ǫ ∈ (0, ǫ0).
Then q ∈ W t∗ǫǫ and the union of W t∗ǫǫ with the domain Et∗ǫ in Galileo spacetime exterior to the cone
C0 and bounded by the hyperplanes Σ0 and Σt∗ǫ , where the constant state holds, is a development of
the restriction of the initial data to Σǫ0
⋃
ΣE0 , therefore each past directed null geodesic issuing at q
remains in W t∗ǫǫ
⋃
Et∗ǫ and terminates in the past at a point of Σǫ0
⋃
ΣE0 .
19.2.1 Hamiltonian Flow
Now, the null geodesic flow of a Lorentzian manifold (M, g) is from the point view of cotangent bundle
the Hamiltonian flow on T ∗M generated by the Hamiltonain:
H =
1
2
(g−1)µν(q)pµpν (19.55)
on the surfaceH = 0. Here (qµ : µ = 1, ..., n), n = dimM, are local coordinates onM (called in the
Hamiltonian context canonical coordinates), and expanding p ∈ T ∗qM in the basis (dq1(q), ..., dqn(q)):
p = pµdq
µ(q)
the coefficients (pµ : µ = 1, ..., n) of the expansion are linear coordinates on T
∗
qM (called in the
Hamiltonian context canonical momenta). We thus have local coordinates
(qµ : µ = 1, ..., n; pµ : µ = 1, ..., n) on T
∗M and the equations defining a Hamiltonian flow
are the canonical equations:
dqµ
dτ
=
∂H
∂pµ
,
dpµ
dτ
= − ∂H
∂qµ
(19.56)
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Each level set of the Hamiltonian H is invariant by the Hamiltonian flow. We may thus consider the
restriction of the flow to any given level set of H , in particular to the surface H = 0. Set now:
H(q, p) = Ω(q)H˜(q, p) (19.57)
where Ω is a positive function onM. Then the Hamiltonian flow of H˜ on its zero level set is equivalent,
up to reparametrization, to the Hamiltonian flow of H on its zero level set. More precisely, let
τ 7→ (q(τ), p(τ)) be a solution of the canonical equations (19.56) on the surface H = 0. Then defining
a new parameter τ˜ by:
dτ˜
dτ
= Ω(q(τ)) (19.58)
τ˜ 7→ (q˜(τ˜ ), p˜(τ˜ )) = (q(τ), p(τ)) is a solution of (19.56) with H replaced by H˜ and τ by τ˜ on the surface
H˜ = 0. This is so because
dq˜µ
dτ˜
=
dqµ
dτ
dτ
dτ˜
=
∂H
∂pµ
Ω−1 =
∂H˜
∂pµ
dp˜µ
dτ˜
=
dpµ
dτ
dτ
dτ˜
= − ∂H
∂qµ
Ω−1 = −∂(H˜Ω)
∂qµ
Ω−1
= − ∂H˜
∂qµ
− H˜Ω−1 ∂Ω
∂qµ
= − ∂H˜
∂qµ
: on H˜ = 0
In the case that H is the Hamiltonian (19.55), then
H˜ =
1
2
(g˜−1)µν(q)pµpν , g˜µν = Ωgµν
and the above corresponds to the fact that null geodesics are invariant, up to reparametrization, under
conformal transformations of the metric.
In the case of our acoustical spacetime (Mǫ0 , g), the reciprocal metric g−1 is as we have seen
singular at H˜, however µg−1, given in canonical acoustical coordinates by (19.37), extends smoothly
to H˜. So we take the Hamiltonian to be:
H = −pupt + µ{−1
2
α−2p2t + ptΞˆ
A
/pA +
1
2
(/g
−1)AB/pA/pB} (19.59)
Here pt, pu, and /pA : A = 1, 2 are the momenta conjugate to the coordinates t, u, ϑ
A : A =
1, 2, respectively. Thus the /pA are the components of the angular momentum /p. Given a solution
τ 7→ (q(τ), p(τ)), q = (t, u, ϑ), p = (pt, pu, /p) (This is an affinely parametrized null geodesic of the
conformal acoustical metric µ−1g), then defining s by:
ds
dτ
= µ(q(τ)) (19.60)
and taking the inverse of the mapping τ 7→ s(τ), then s 7→ (q(τ(s)), p(τ(s))) is an affinely parametrized
null geodesic of the acoustical metric g, s being the affine parameter, and conversely.
The canonical equations (19.56) take for the Hamiltonian (19.59) the following form:
dt
dτ
=
∂H
∂pt
= −pu + µ(−α−2pt + ΞˆA/pA) (19.61)
du
dτ
=
∂H
∂pu
= −pt
dϑA
dτ
=
∂H
∂/pA
= µ((/g
−1)AB/pB + ptΞˆ
A)
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dpt
dτ
= −∂H
∂t
= −∂µ
∂t
{−1
2
α−2p2t + ptΞˆ
A
/pA +
1
2
(/g
−1)AB/pA/pB} (19.62)
−µ{α−3∂α
∂t
p2t + pt
∂ΞˆA
∂t
/pA +
1
2
∂(/g−1)AB
∂t
/pA/pB}
dpu
dτ
= −∂H
∂u
= −∂µ
∂u
{−1
2
α−2p2t + ptΞˆ
A
/pA +
1
2
(/g
−1)AB/pA/pB}
−µ{α−3∂α
∂u
p2t + pt
∂ΞˆA
∂u
/pA +
1
2
∂(/g−1)AB
∂u
/pA/pB}
d/pA
dτ
= − ∂H
∂ϑA
= − ∂µ
∂ϑA
{−1
2
α−2p2t + ptΞˆ
B
/pB +
1
2
(/g
−1)BC/pB/pC}
−µ{α−3 ∂α
∂ϑA
p2t + pt
∂ΞˆB
∂ϑA
/pB +
1
2
∂(/g−1)BC
∂ϑA
/pB/pC}
19.2.2 Asymptotic Behavior
Given a point q0 ∈ H
⋃
∂−H, we shall study the solutions of the system (19.61)-(19.62), subject to the
condition H = 0, which end at q0 = (t0, u0, ϑ0), t0 = t∗(u0, ϑ0), at τ = 0. The solution are then studied
for τ ≤ 0. These are the null geodesics of the acoustical metric ending at q0, that is, the past null
geodesic cone of q0, with the orientation of each geodesic reversed so that they become future-directed
ending at q0 instead of past directed issuing at q0.
Now the condition H = 0 defines at a regular point p ∈ Mǫ0 , where µ(p) > 0, a double cone in
T ∗pMǫ0 ((19.59) is a quadratic homogeneous polynomial in pµ, the coordinates of T ∗pMǫ0) and we are
considering the backward part of this cone. However at the singular point q0, where µ(q0) = 0, the
condition H = 0 reduces to:
pupt = 0 (19.63)
Thus the double cone degenerates to the two hyperplanes pt = 0 and pu = 0 and the backward part of
the cone degenerates to the following three pieces:
(i) The negative half-hyperplane: pt = 0, pu < 0.
(ii) The negative half-hyperplane: pu = 0, pt < 0.
(iii) The plane pt = pu = 0.
We thus have a trichotomy of the past null geodesic cone of q0. The null geodesics ending at q0 such
that their momentum covector at q0 belongs to (i) are the outgoing null geodesics. These contain the
generator of the characteristic hypersurface Cu0 through q0, parametrized by t, which is the following
solution of (19.61)-(19.62) and the condition H = 0:
t = t0 + τ, u = u0, ϑ = ϑ0; pt = 0, pu = −1, /p = 0 (19.64)
The null geodesic ending at q0 such that their momentum vector at q0 belongs to (ii) are the incoming
null geodesics. Finally, the null geodesics ending at q0 such that their momentum vector at q0 belongs
to (iii) we simply call the other null geodesics.
To obtain an intuitive picture of how the null cone in T ∗pMǫ0 degenerates as p, a regular point,
approaches q0, a point on the singular boundary, we consider the picture in 4-dimensional Euclidean
space with the regular coordinates x1, x2, y, z, taking:
x21 + x
2
2 = (/g
−1)AB/pA/pB, y = pu, z = α
−1pt (19.65)
An adequate picture of the degeneration is obtained if we assume for simplicity that Ξˆ = 0 at a given
Σt. The equation of the double cone H = 0 then becomes:
2yz = κ(x21 + x
2
2 − z2) (19.66)
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Note that the double cone contains the y axis as well as the line:
x1 = x2 = 0, y = −1
2
κz (19.67)
Consider the point P0 on the positive y axis at Euclidean distance 1 from the origin. The coordinates
of P0 are then (0, 0, 1, 0). Consider also the point P1 on the line (19.67) at Euclidean distance 1 from
the origin in the positive z direction. The coordinates of P1 are:
(0, 0,−(κ/2)/
√
(κ/2)2 + 1, 1/
√
(κ/2)2 + 1)
Let H1 be the hyperplane:
z = −λ(y − 1), λ = 1√
(κ/2)2 + 1 + (κ/2)
(19.68)
passing through the points P0, P1, and ruled by planes parallel to the (x1, x2) plane. Then the
intersection of H1 with the double cone is the spheroid on H1 which projects to the following spheroid
on the (x1, x2, y) hyperplane:
x21 + x
2
2
a2
+
(y − y0)2
b2
= 1; (19.69)
a =
√
λ
κ(2− κλ) , b =
1
2− κλ, y0 =
1− κλ
2− κλ
with semimajor axis a, semiminor axis b, centered at y0 on the y axis. The spheroid on H1 is centered
at the point (0, 0, y0, z0), z0 = −λ(y0−1), and has semimajor axis a′ = a in a plane through this center
parallel to the (x1, x2) plane and semiminor axis b
′ =
√
1 + λ2b in a line through the center in H1
orthogonal to this plane. As the regular point p approaches the singular point q0, κ→ 0, hence λ→ 1,
y0 → 1/2, z0 → 1/2, b′ → 1/
√
2, but a′ → ∞, in fact √2κa′ → 1. The hyperplane H1 becomes the
hyperplane z = −(y − 1), and the spheroid on H1, the intersection with the double cone, degenerates
to the planes y = 1, z = 0, and y = 0, z = 1, parallel to the (x1, x2) plane, at which the hyperplane
z = −(y− 1) intersects the hyperplanes z = 0 and y = 0. This shows how the double cone degenerates
to the two hyperplanes z = 0 and y = 0.
We return to the study of the null geodesics ending at q0. The value of p0 = ((pt)0, (pu)0, /p0)
determines in which of the three classes the null geodesic belongs. Note that p0 /=0, so that (q0, p0) is a
regular non-critical point of the Hamiltonian system (19.61)-(19.62). Now we can impose in each class
a normalization condition by making use of the following remark. Let τ 7→ (q(τ), p(τ)) be a solution
of the canonical equations (19.56) associated to the Hamiltonian (19.55) and corresponding to the
conditions q(0) = q0, p(0) = p0, at τ = 0. Then for any positive constant a, τ 7→ (q(aτ), ap(aτ)) is the
solution corresponding to the conditions q(0) = q0, p(0) = ap0. Thus the new conditions give a null
geodesic which is simply a reparametrization of the null geodesic arising from the original conditions.
This is so because if q˜(τ) = q(aτ), p˜(τ) = ap(aτ), we have:
(
dq˜µ
dτ
(τ) = a(
dqµ
dτ
)(aτ) = a(
∂H
∂pµ
)(q(aτ), p(aτ))
= a(g−1)µν(q(aτ))pν (aτ) = (g−1)µν(q˜(τ))p˜ν (τ) = (
∂H
∂pµ
)(q˜(τ), p˜(τ))
(
dp˜µ
dτ
)(τ) = a2(
dpµ
dτ
)(aτ) = −a2( ∂H
∂qµ
)(q(aτ), p(aτ))
= −1
2
a2(
∂(g−1)λν
∂qµ
)(q(aτ))pλ(aτ)pν(aτ)
= −1
2
(
∂(g−1)λν
∂qµ
)(q˜(τ))p˜λ(τ)p˜ν(τ) = −( ∂H
∂qµ
)(q˜(τ), p˜(τ))
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Given an outgoing null geodesic ending at q0 we can, by suitable choice of the scale factor a, set
(p0)u = −1. Thus, the outgoing null geodesics ending at q0 correspond to the plane:
(p0)t = 0, (p0)u = −1 : in T ∗q0Mǫ0 (19.70)
Given an incoming null geodesic ending at q0 we can, by suitable choice of the scale factor a, set
(p0)t = −1. Thus, the incoming null geodesics ending at q0 correspond to the plane:
(p0)u = 0, (p0)t = −1 : in T ∗q0Mǫ0 (19.71)
Finally, given one of the other null geodesics ending at q0 we can, by suitable choice of the scale factor
a, set |(/p)0| =
√
(/g−1)AB(q0)(/p0)A(/p0)B = 1. Thus, the other null geodesics ending at q0 correspond
to the circle:
(p0)t = 0, (p0)u = 0, |/p0| = 1 : in T ∗q0Mǫ0 (19.72)
Consider the class of outgoing null geodesics ending at q0. For this class equations (19.61) evaluated
at τ = 0 give:
(
dt
dτ
)(0) = 1, (
du
dτ
)(0) = 0, (
dϑA
dτ
)(0) = 0 (19.73)
Also, equations (19.62) give:
(
dpt
dτ
)(0) = −1
2
(
∂µ
∂t
)(q0)|/p0|2 (19.74)
(
dpu
dτ
)(0) = −1
2
(
∂µ
∂u
)(q0)|/p0|2
(
d/pA
dτ
)(0) = −1
2
(
∂µ
∂ϑA
)(q0)|/p0|2
Differentiating equations (19.61) with respect to τ and evaluating the result at τ = 0 using (19.74)
and the fact that by (19.73):
(
dµ(q(τ))
dτ
)τ=0 = (
∂µ
∂t
)(q0) (19.75)
we obtain:
(
d2t
dτ2
)(0) =
1
2
(
∂µ
∂u
)(q0)|/p0|2 + (
∂µ
∂t
)(q0)Ξˆ
A(q0)(/p0)A (19.76)
(
d2u
dτ2
)(0) =
1
2
(
∂µ
∂t
)(q0)|/p0|2
(
d2ϑA
dτ2
)(0) = (
∂µ
∂t
)(q0)(/g
−1)AB(q0)(/p0)B
In view of (19.73), (19.76) the tangent vector to an outgoing null geodesic ending at q0 has the following
expansion as τ → 0:
(
dt
dτ
)(τ) = 1 + [
1
2
(
∂µ
∂u
)(q0)|/p0|2 + (
∂µ
∂t
)(q0)Ξˆ
A(q0)(/p0)A]τ +O(τ
2) (19.77)
(
du
dτ
)(τ) =
1
2
(
∂µ
∂t
)(q0)|/p0|2τ +O(τ2)
(
dϑA
dτ
)(τ) = (
∂µ
∂t
)(q0)(/g
−1)AB(q0)(/p0)Bτ +O(τ
2)
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We conclude that in canonical acoustical coordinates (See (19.37)) the tangent vectors to all outgoing
null geodesics ending at q0 tend as we approach q0 to the tangent vector of the generator of Cu0 through
q0.
Consider the class of incoming null geodesics ending at q0. For this class equations (19.61) evaluated
at τ = 0 give:
(
dt
dτ
)(0) = 0, (
du
dτ
)(0) = 1, (
dϑA
dτ
)(0) = 0 (19.78)
Also equations (19.62) give:
(
dpt
dτ
)(0) = −1
2
(
∂µ
∂t
)(q0)[−α−2(q0)− 2ΞˆA(q0)(/p0)A + |/p0|2] (19.79)
(
dpu
dτ
)(0) = −1
2
(
∂µ
∂u
)(q0)[−α−2(q0)− 2ΞˆA(q0)(/p0)A + |/p0|2]
(
d/pA
dτ
)(0) = −1
2
(
∂µ
∂ϑA
)(q0)[−α−2(q0)− 2ΞˆB(q0)(/p0)B + |/p0|2]
Differentiating equations (19.61) with respect to τ and evaluating the result at τ = 0 using (19.79)
and the fact that by (19.78):
(
dµ(q(τ))
dτ
)τ=0 = (
∂µ
∂u
)(q0) (19.80)
we obtain:
(
d2t
dτ2
)(0) =
1
2
(
∂µ
∂u
)(q0)(α
−2(q0) + |/p0|2) (19.81)
(
d2ϑA
dτ2
)(0) = (
∂µ
∂u
)(q0)[(/g
−1)AB(q0)(/p0)B − ΞˆA(q0)]
The right-hand side of the first equation in (19.81) is negative when q0 ∈ H. However in the case that
q0 ∈ ∂−H, we have:
(
dµ(q(τ))
dτ
)τ=0 = 0, (
d2t
dτ2
)(0) = 0, (
d2ϑA
dτ2
)(0) = 0 (19.82)
We must then proceed to the third derivatives. Using (19.78) and (19.82) we find in this case:
(
d2µ(q(τ))
dτ2
)τ=0 = (
∂2µ
∂u2
)(q0) (19.83)
and differentiating the second equation of (19.62) with respect to τ and evaluating the result at τ = 0
gives:
(
d2pu
dτ2
)(0) =
1
2
(
∂2µ
∂u2
)(q0)[α
−2(q0) + 2ΞˆA(q0)(/p0)A − |/p0|2] (19.84)
Differentiating then the second and third equations of (19.61) with respect to τ a second time and
using (15.83) and (15.84) we then obtain that in the case q0 ∈ ∂−H:
(
d3t
dτ3
)(0) =
1
2
(
∂2µ
∂u2
)(q0)(α
−2(q0) + |/p0|2) (19.85)
(
d3ϑA
dτ3
)(0) = (
∂2µ
∂u2
)(q0)[(/g
−1)AB(q0)(/p0)B − ΞˆA(q0)]
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Note that the right-hand side of the first equation of (19.85) is positive. The tangent vector to an
incoming null geodesic ending at q0 has the following expansion as τ → 0:
(
du
dτ
)(τ) = 1 +O(τ) (19.86)
(
dt
dτ
)(τ) =
1
2
(
∂µ
∂u
)(q0)(α
−2(q0) + |/p0|2)τ +O(τ2)
(
dϑA
dτ
)(τ) = (
∂µ
∂u
)(q0)[(/g
−1)AB(q0)(/p0)B − ΞˆA(q0)]τ +O(τ2)
by (19.78), (19.81), in the case that q0 ∈ H, and:
(
du
dτ
)(τ) = 1 +O(τ) (19.87)
(
dt
dτ
)(τ) =
1
4
(
∂2µ
∂u2
)(q0)(α
−2(q0) + |/p0|2)τ2 +O(τ3)
(
dϑA
dτ
)(τ) =
1
2
(
∂2µ
∂u2
)(q0)[(/g
−1)AB(q0)(/p0)B − ΞˆA(q0)]τ2 +O(τ3)
by (19.78), (19.82), (19.85), in the case that q0 ∈ ∂−H.
Consider finally the class of the other null geodesics ending at q0. For this class equations (19.61)
and (19.62) evaluated at τ = 0 give:
(
dt
dτ
)(0) = 0, (
du
dτ
)(0) = 0, (
dϑA
dτ
)(0) = 0 (19.88)
(
dpt
dτ
)(0) = −1
2
(
∂µ
∂t
)(q0) (19.89)
(
dpu
dτ
)(0) = −1
2
(
∂µ
∂u
)(q0)
(
d/pA
dτ
)(0) = −1
2
∂µ
∂ϑA
Note that the right-hand side of the first equation of (19.89) is positive. Differentiating equation
(19.61) with respect to τ and evaluating the result at τ = 0 using (19.89) and the fact that by (19.88):
(
dµ(q(τ))
dτ
)τ=0 = 0 (19.90)
we obtain:
(
d2t
dτ2
)(0) =
1
2
(
∂µ
∂u
)(q0) (19.91)
(
d2u
dτ2
)(0) =
1
2
(
∂µ
∂t
)(q0)
(
d2ϑA
dτ2
)(0) = 0
Note that the right-hand side of the second equation of (19.91) is negative, while the right-hand side
of the first equation of (19.91) is negative when q0 ∈ H and vanishes when q0 ∈ ∂−H. Differentiating
the third equation of (19.61) a second time with respect to τ and evaluating the result at τ = 0 yields:
(
d3ϑA
dτ3
)(0) = (
d2µ(q(τ))
dτ2
)τ=0(/g
−1)AB(q0)(/p0)B (19.92)
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Now from (19.88) and (19.91) we obtain:
(
d2µ(q(τ))
dτ2
)τ=0 = (
d2t
dτ2
)(0)(
∂µ
∂t
)(q0) + (
d2u
dτ2
)(0)(
∂µ
∂u
)(q0) (19.93)
+(
d2ϑA
dτ2
)(0)(
∂µ
∂ϑA
)(q0) = (
∂µ
∂t
∂µ
∂u
)(q0)
Substituting in (19.92) then yields:
(
d3ϑA
dτ3
)(0) = (
∂µ
∂t
∂µ
∂u
)(q0)(/g
−1)AB(q0)(/p0)B (19.94)
In the case that q0 ∈ ∂−H the right-hand side of the first equation of (19.91), of (19.93), and of (19.94)
all vanish:
(
d2µ(q(τ))
dτ2
)τ=0 = 0, (
d2t
dτ2
)(0) = 0, (
d2ϑA
dτ2
)(0) = (
d3ϑA
dτ3
)(0) = 0 (19.95)
Differentiating the first equation of (19.61) a second time with respect to τ and evaluating the result
at τ = 0 then yields:
(
d3t
dτ3
)(0) = −(d
2pu
dτ2
)(0) (19.96)
Also, differentiating the second equation of (19.62) with respect to τ and evaluating the result at τ = 0
yields:
(
d2pu
dτ2
)(0) = −1
2
(
d(∂µ/∂u)(q(τ))
dτ
)τ=0 (19.97)
However, from (19.88):
(
d(∂µ/∂u)(q(τ))
dτ
)τ=0 = (
∂2µ
∂t∂u
)(q0)(
dt
dτ
)(0) (19.98)
+(
∂2µ
∂u2
)(q0)(
du
dτ
)(0) + (
∂2µ
∂ϑA∂u
)(q0)(
dϑA
dτ
)(0) = 0
hence:
(
d3t
dτ3
)(0) = (
d2pu
dτ2
)(0) = 0 (19.99)
We must proceed to the fourth derivatives. Differentiating the first equation of (19.61) a third time
with respect to τ and evaluating the result at τ = 0 yields:
(
d4t
dτ4
)(0) = −(d
3pu
dτ3
)(0) + (
d3µ(q(τ))
dτ3
)τ=0Ξˆ
A(q0)(/p0)A (19.100)
Also, differentiating the second equation of (19.62) a second time with respect to τ and evaluating the
result at τ = 0 yields:
(
d3pu
dτ3
)(0) = −1
2
(
d2(∂µ/∂u)(q(τ))
dτ2
)τ=0 (19.101)
Now, in view of (19.88) and (19.91):
(
d2(∂µ/∂u)(q(τ))
dτ2
)τ=0 = (
∂2µ
∂t∂u
)(q0)(
d2t
dτ2
)(0) (19.102)
+(
∂2µ
∂u2
)(q0)(
d2u
dτ2
)(0) + (
∂2µ
∂ϑA∂u
)(q0)(
d2ϑA
dτ2
)(0)
= (
∂2µ
∂u2
)(q0)(
d2u
dτ2
)(0) =
1
2
(
∂µ
∂t
∂2µ
∂u2
)(q0)
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On the other hand, by (19.88), (19.91), (19.95), (19.98), (19.99), and the fact that (∂µ/∂u)(q0) = 0,
(
d3µ(q(τ))
dτ3
)τ=0 = (
∂µ
∂t
)(q0)(
d3t
dτ3
)(0) + (
∂µ
∂u
)(q0)(
d3u
dτ3
)(0) (19.103)
+(
∂µ
∂ϑA
)(q0)(
d3ϑA
dτ3
)(0) + 2(
d(∂µ/∂t)(q(τ))
dτ
)τ=0(
d2t
dτ2
)(0)
+2(
d(∂µ/∂u)(q(τ))
dτ
)τ=0(
d2u
dτ2
)(0) + 2(
d(∂µ/∂ϑA)(q(τ))
dτ
)τ=0(
d2ϑA
dτ2
)(0) = 0
Substituting then (19.102) in (19.101) and the result in (19.100), yields, in view of (19.103),
(
d4t
dτ4
)(0) =
1
4
(
∂µ
∂t
∂2µ
∂u2
)(q0) (19.104)
Differentiating the third equation of (19.61) a third time and evaluating the result at τ = 0 we obtain,
taking into account (19.103),
(
d4ϑA
dτ4
)(0) = (
d3µ(q(τ))
dτ3
)τ=0(/g
−1)AB(q0)(/p0)B = 0 (19.105)
Finally, we differentiate the third equation of (19.61) a fourth time and evaluate the result at τ = 0 to
obtain:
(
d5ϑA
dτ5
)(0) = (
d4µ(q(τ))
dτ4
)τ=0(/g
−1)AB(q0)(/p0)B (19.106)
and we have:
(
d4µ(q(τ))
dτ4
)τ=0 (19.107)
= (
∂µ
∂t
)(q0)(
d4t
dτ4
)(0) + 3(
d2(∂µ/∂u)(q(τ))
dτ2
)τ=0(
d2u
dτ2
)(0)
= ((
∂µ
∂t
)2
∂2µ
∂u2
)(q0)
by (19.102), (19.104), and the second of (19.91). Substituting then in (19.106) yields:
(
d5ϑA
dτ5
)(0) = ((
∂µ
∂t
)2
∂2µ
∂u2
)(q0)(/g
−1)AB(q0)(/p0)B (19.108)
According to the above results the tangent vector to any of the other null geodesics ending at q0 has
the following expansion as τ → 0:
(
dt
dτ
)(τ) =
1
2
(
∂µ
∂u
)(q0)τ +O(τ
2) (19.109)
(
du
dτ
)(τ) =
1
2
(
∂µ
∂t
)(q0)τ +O(τ
2)
(
dϑA
dτ
)(τ) =
1
2
(
∂µ
∂t
∂µ
∂u
)(q0)(/g
−1)AB(/p0)Bτ
2 +O(τ3)
by (19.91), (19.94), in the case q0 ∈ H, and:
(
dt
dτ
)(τ) =
1
24
(
∂µ
∂t
∂2µ
∂u2
)(q0)τ
3 +O(τ4) (19.110)
(
du
dτ
)(τ) =
1
2
(
∂µ
∂t
)(q0)τ +O(τ
2)
(
dϑA
dτ
)(τ) =
1
24
((
∂µ
∂t
)2
∂2µ
∂u2
)(q0)(/g
−1)AB(q0)(/p0)Bτ
4 +O(τ5)
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in the case that q0 ∈ ∂−H.
To obtain the picture in Galileo spacetime, we now investigate the behavior of the tangent vector
to a null geodesic ending at q0, in each of the three classes, as t→ t0, in rectangular coordinates. The
rectangular components L˜′µ of the tangent vector L˜′ of a null geodesic ending at q0, parametrized by
τ , are given by:
L˜′µ =
dxµ
dτ
=
∂xµ
∂t
dt
dτ
+
∂xµ
∂u
du
dτ
+
∂xµ
∂ϑA
dϑA
dτ
(19.111)
If the null geodesic is parametrized by t instead of τ the tangent vector is:
L′ =
L˜′
dt/dτ
(19.112)
and its rectangular components are given by:
L′µ =
∂xµ
∂t
+
∂xµ
∂u
du
dt
+
∂xµ
∂ϑA
dϑA
dt
(19.113)
where:
du
dt
=
du/dτ
dt/dτ
,
dϑA/dτ
dt/dτ
(19.114)
Recalling from Chapter 2 that:
∂xµ
∂t
= Lµ,
∂x0
∂u
=
∂x0
∂ϑA
= 0,
∂xi
∂u
= T i + ΞAX iA,
∂xi
∂ϑA
= X iA (19.115)
we then obtain:
L′0 = 1, L′i = Li + µ(α−1Tˆ i + ΞˆAX iA)
du
dt
+X iA
dϑA
dt
(19.116)
Consider the class of the outgoing null geodesics ending at q0 ∈ H
⋃
∂−H. Then from (19.77) we
have:
lim
t→t0
du
dt
= 0, lim
t→t0
dϑA
dt
= 0 (19.117)
Since limt→t0 µ = 0, it follows that for all outgoing null geodesics ending at q0 we have:
lim
t→t0
L′i = Li(q0) (19.118)
We conclude that in Galileo spacetime the tangent vectors to all outgoing null geodesics ending at q0
tend as we approach q0 to the tangent vector L(q0) of the generator of Cu0 through q0. The vector
L(q0) is therefore an invariant vector independent of the choice of acoustical function u. From the
point of view of Galileo spacetime this vector is equal, up to a multiplicative constant, to the invariant
vector V (q0), defined by (19.23), since the vector T (q0) vanishes from the point of view of Galileo
spacetime (recalling the definition of Π∗).
Consider the class of the incoming null geodesics ending at q0 ∈ H
⋃
∂−H. If q0 ∈ H, then taking
into account the fact that by (19.80):
µ(q(τ)) = (
∂µ
∂u
)(q0)τ +O(τ
2) (19.119)
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we obtain from (19.86):
lim
t→t0
µ
du
dt
=
1
(1/2)(α−2(q0) + |/p0|2)
, lim
t→t0
dϑA
dt
=
(/g
−1)AB(/p)B − ΞˆA(q0)
(1/2)(α−2(q0) + |/p0|2)
(19.120)
If q0 ∈ ∂−H, then taking into account the fact that by (19.82), (19.83):
µ(q(τ)) =
1
2
(
∂2µ
∂u2
)(q0)τ
2 +O(τ3) (19.121)
we obtain from (19.87):
lim
t→t0
µ
du
dt
=
1
(1/2)(α−2(q0) + |/p0|2)
, lim
t→t0
dϑA
dt
=
(/g
−1)AB(/p)B − ΞˆA(q0)
(1/2)(α−2(q0) + |/p0|2)
(19.122)
which coincides with (19.120). It follows that in both cases we have:
lim
t→t0
L′i = Li(q0) +
α−1(q0)Tˆ i(q0)
(1/2)(α−2(q0) + |/p0|2)
+
(/g
−1)AB(q0)X iA(q0)(/p0)B
(1/2)(α−2(q0) + |/p0|2)
(19.123)
Note that this limit depends on /p0. For /p0 = 0 the limit vector is (L+2αTˆ )(q0) = α
2(q0)Lˆ(q0), where
Lˆ(q0) is the conjugate to L(q0), the null vector in the orthogonal complement of Tq0St0,u0 . As /p0 tends
to ∞ the limit vector tends to L(q0).
Consider finally the class of the other null geodesics ending at q0 ∈ H
⋃
∂−H. If q0 ∈ H, then
taking into account the fact that by (19.90), (19.93):
µ(q(τ)) =
1
2
(
∂µ
∂t
∂µ
∂u
)(q0)τ
2 + O(τ3) (19.124)
we obtain from (19.109):
lim
t→t0
µ
du
dt
= 0, lim
t→t0
dϑA
dt
= 0 (19.125)
If q0 ∈ ∂−H, then taking into account the fact that by (19.90), (19.95), (19.103), (19.107):
µ(q(τ)) =
1
24
((
∂µ
∂t
)2
∂2µ
∂u2
)(q0)τ
4 +O(τ5) (19.126)
we obtain from (19.110):
lim
t→t0
µ
du
dt
= 0, lim
t→t0
dϑA
dt
= 0 (19.127)
as well. It follows that in both cases we have simply:
lim
t→t0
L′i = Li(q0) (19.128)
Thus, from the point of view of Galileo spacetime, the tangent vectors to all the other null geodesics
ending at q0 tend to the vector L(q0) as we approach q0.
We now consider, for a fixed point q0 ∈ H
⋃
∂−H and each of the three classes of null geodesics
ending at q0, the mapping:
(τ ; /p0) 7→ (t, u, ϑ) = F (τ ; /p0), F = (F t, Fu, /F ) (19.129)
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where for the outgoing and incoming null geodesics: /p0 ∈ Tϑ0S2 which may be identified with R2,
while for the other null geodesics /p0 takes values in the unit circle in Tϑ0S
2, which may be identified
with S1 ⊂ R2. In each of the three cases the mapping (19.129) is smooth (by standard o.d.e. theory),
the range of F t being restricted to t ≥ 0.
Let us consider first the mapping:
τ 7→ F t(τ ; /p0) (19.130)
for fixed /p0. We shall presently show that this mapping is a diffeomorphism of [τ0, 0] onto [0, t0] in
the case of the outgoing null geodesic, a diffeomorphism of [τ0, 0) onto [0, t0) in the case of incoming
null geodesics as well as in the case of the other null geodesics, the difference of the latter from the
former being that (dt/dτ)(0) = 1 for the outgoing ((19.77)), while (dt/dτ)(0) = 0 for the incoming
and the other ((19.86), (19.87), (19.109), (19.110)). Here τ0 = τ0(/p0) (pt and pu are constants).
Now the expressions (19.77) and (19.86), (19.87), (19.109), (19.110), show that (dt/dτ)(τ) > 0 for
τ ∈ [τ1, 0), τ1 suitably small. Thus either (dt/dτ)(τ) > 0 for all τ ∈ [τ0, 0), or there is a first τ∗
where (dt/dτ)(τ∗) = 0. Now in general, for a Hamiltonian of the form (19.55), the condition H = 0 is
equivalent to the following condition on the tangent vector:
1
2
gµν
dqµ
dτ
dqν
dτ
= 0 (19.131)
In the present case, for our Hamiltonian (19.59), the condition H = 0 is equivalent to the condition:
− dt
dτ
du
dτ
+
1
2
α−2µ(
du
dτ
)2 +
1
2
/gAB(
dϑA
dτ
+ µΞˆA
du
dτ
)(
dϑB
dτ
+ µΞˆB
du
dτ
) = 0 (19.132)
Obviously, at τ∗ we have:
dt
dτ
(τ∗) =
du
dτ
(τ∗) =
dϑA
dτ
(τ∗) = 0
By (19.61), we have:
pt(τ∗) = pu(τ∗) = /pA(τ∗) = 0
Then with: (t∗, u∗, ϑ∗) = (t(τ∗), u(τ∗), ϑ(τ∗)),
((t, u, ϑ); (pt, pu, /p)) = ((t∗, u∗, ϑ∗); (0, 0, 0))
is a solution of the Hamiltonian system (19.61)-(19.62) coinciding with our solution at τ = τ∗. By
the uniqueness theorem for the Hamiltonian system (19.61)-(19.62) our null geodesic must coincide
with the above constant solution for all τ , in particular we must have: t(0) = t∗ in contradiction
with the fact that t(0) = t0 > t∗. This rules out the second alternative above and we conclude that
(dt/dτ)(τ) > 0 for all τ ∈ [τ0, 0). It follows that the mapping (19.130) is a diffeomorphism of [τ0, 0]
onto [0, t0] in the case of the outgoing null geodesics, a diffeomorphism of [τ0, 0) onto [0, t0) in the cases
of the incoming and the other null geodesics. We can thus invert the mapping (19.130) obtaining a
continuous mapping of [0, t0] onto [τ0, 0] by:
t 7→ (F t)−1(t; /p0) (19.133)
which is smooth on [0, t0] in the case of the outgoing null geodesics, on [0, t0) in the case of the
incoming and the other null geodesics.
Consider the mapping:
(t; /p0) 7→ (t, u, ϑ) = G(t; /p0) = F ((F t)−1(t; /p0); /p0) (19.134)
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and for fixed t ∈ [0, t0] the mapping:
/p0 7→ (t, u, ϑ) = Gt(/p0) where Gt(/p0) = G(t; /p0) (19.135)
where, as above, /p0 ∈ R2 for the outgoing and incoming null geodesics, while /p0 ∈ S1 for the
other null geodesics. This is the domain of the mapping (19.135), while its range is the hypersurface
{t} × (−∞, ǫ0)× S2 in the extension of the manifold Mǫ0 to:
Meǫ0 =Mǫ0
⋃
ME = [0,∞)× (−∞, ǫ0)× S2
where
ME = [0,∞)× (−∞, 0)× S2
corresponds to the domain of the surrounding constant state. The hypersurface {t} × (−∞, ǫ0) × S2
corresponds to the domain in the hyperplane Σt in Galileo spacetime where u > ǫ0.
The mapping (19.135) is smooth for each t ∈ [0, t0), and for t = t0, Gt0 is the constant mapping:
Gt0(/p0) = G(t0; /p0) = q0 (19.136)
Also, writing:
G = (Gt, Gu, /G), Gt = (G
t
t, G
u
t , /Gt) (19.137)
we have:
Gtt = G
t = t (19.138)
We have:
(
∂ /G
A
∂t
)(t; /p0) = (
dϑA
dt
)(t) =
(dϑA/dτ)(τ)
(dt/dτ)(τ)
(19.139)
and:
(
∂2 /G
A
∂t2
)(t; /p0) = (
d2ϑA
dt2
)(t) (19.140)
= (
(d2ϑA/dτ2)(dt/dτ) − (d2t/dτ2)(dϑA/dτ)
(dt/dτ)3
)(τ)
In the case of the outgoing null geodesics we obtain, from (19.73):
(
∂ /G
A
∂t
)(t0; /p0) = 0 (19.141)
and, from (19.76):
(
∂2 /G
A
∂t2
)(t0; /p0) = (
∂µ
∂t
)(q0)(/g
−1)AB(q0)(/p0)B (19.142)
Let us consider the matrix ∂ /G
A
t /∂(/p0)B . By (19.141), (19.142):
(
∂
∂t
(
∂ /G
A
∂(/p0)B
))(t0; /p0) = 0, (19.143)
(
∂2
∂t2
(
∂ /G
A
∂(/p0)B
))(t0; /p0) = (
∂µ
∂t
)(q0)(/g
−1)AB(q0)
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It follows that:
(
∂ /G
A
t
∂(/p0)B
)(/p0) =
1
2
(
∂µ
∂t
)(q0)(/g
−1)AB(q0)((t− t0)2) +O((t − t0)3) (19.144)
and:
(det ∂ /Gt/∂/p0) =
1
4
(
∂µ
∂t
)2(q0) det /g
−1(t− t0)4 +O((t− t0)5) (19.145)
Therefore in the case of the outgoing null geodesics the mapping (19.135) is of maximal rank at each
/p0 ∈ R2 for t suitably close to t0. By the implicit function theorem we conclude that in the case of
the outgoing null geodesics the image of R2 by the mapping (19.135) is, for t suitably close to t0, an
immersed disk in the hypersurface {t}×(−∞, ǫ0)×S2 ⊂Meǫ0 , which corresponds to the hyperplane Σt
in Galileo spacetime. To show that this image is in fact an embedded disk we show that the mapping
(19.135) is one-to-one for t suitably close to t0. For |/p0| ≤ B and any given B > 0, this follows from
the fact that by (19.141), (19.142):
/G
A
t (/p0) =
1
2
(
∂µ
∂t
)(q0)(/g
−1)AB(q0)(/p0)B(t− t0)2 +O((t− t0)3) (19.146)
provided that t is suitably close to t0 depending on B (This guarantees the first term on the right of
(19.146) is the main part of /G
A
t (/p0)). To handle the case that |/p0| > B (Now, B is fixed), we choose
a different renormalization of the momentum covector at q0 for the class of outgoing geodesics ending
at q0 than that given by (19.70). We now choose the scale factor a so that :
|/p0| = 1 (19.147)
Then pu = −1/|/p0|. This corresponds to the diffeomorphism:
f : /p0 7→ (−
1
|/p0|
,
/p0
|/p0|
) (19.148)
which maps the exterior of the disk of radius B in R2 onto (0,−1/B)×S1. Using results analogous to
(19.73), (19.76), substituted in (19.139), (19.140), we can show that the mapping Gt◦f−1 is one-to-one
on (0,−1/B)× S1. Actually, what we have done here is just putting the “radial variable” outside the
Taylor expansion, so we can proceed as in the case |/p0| < B. Still, we have to show that the image
of (0,−1/B) × S1 by Gt ◦ f−1 does not intersect the image of the disk of radius B by Gt. In fact,
although we have made a coordinate transformation, but the actual Taylor expansion is the same, so
the conclusion mentioned above is obvious.
In the case of the other null geodesics, (F t)−1 is not differentiable at t = t0, so we first investigate
the mapping F . We choose a basis ω1, ω2 for Tϑ0S
2 which is orthonormal relative to /g
−1(q0) and
express /p0, which belongs to the unit circle in Tϑ0S
2 in the form:
/p0 = ω
1 cosϕ+ ω2 sinϕ (19.149)
In the case that q0 ∈ H, we have, from (19.88), (19.91), (19.94):
F t(0;ϕ) = t0, (
∂F t
∂τ
)(0;ϕ) = 0, (
∂2F t
∂τ2
)(0, ϕ) =
1
2
(
∂µ
∂u
)(q0) (19.150)
and:
/F
A
(0;ϕ) = ϑA0 , (
∂ /F
A
∂τ
)(0;ϕ) = (
∂2 /F
A
∂τ2
)(0;ϕ) = 0 (19.151)
(
∂3 /F
A
∂τ3
)(0;ϕ) = (
∂µ
∂t
∂µ
∂u
)(q0)(/g
−1)AB(q0)(/p0)B(ϕ);
(/p0)A = (ω
1)A cosϕ+ (ω
2)A sinϕ
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It follows that in the case that q0 ∈ H we have:
F t(τ ;ϕ) = t0 +
1
4
(
∂µ
∂u
)(q0)τ
2 +O(τ3) (19.152)
/F
A
(τ ;ϕ) = ϑA0 +
1
6
(
∂µ
∂u
∂µ
∂t
)(q0)(/g
−1)AB(q0)(/p0)B(ϕ)τ
3 +O(τ4)
hence, since /G
A
t (ϕ) = /F
A
((F t)−1(t;ϕ);ϕ),
/G
A
t (ϕ) = ϑ
A
0 −
4
3
(∂µ/∂t)(q0)√−(∂µ/∂u)(q0) (/g−1)AB(q0)(/p0)B(ϕ)(t0 − t)3/2 +O((t0 − t)2) (19.153)
(We just use the first of (19.152) to express τ in terms of t− t0.)
Moreover, (19.150) implies:
(
∂F t
∂ϕ
)(0;ϕ) = (
∂
∂τ
(
∂F t
∂ϕ
))(0;ϕ) = (
∂2
∂τ2
(
∂F t
∂ϕ
))(0;ϕ) = 0 (19.154)
hence:
(
∂F t
∂ϕ
)(τ ;ϕ) = O(τ3) (19.155)
Also, (19.151) implies:
(
∂ /F
A
∂ϕ
)(0;ϕ) = (
∂
∂τ
(
∂ /F
A
∂ϕ
))(0;ϕ) = (
∂2
∂τ2
(
∂ /F
A
∂ϕ
))(0;ϕ) = 0 (19.156)
(
∂3
∂τ3
(
∂ /F
A
∂ϕ
))(0;ϕ) = (
∂µ
∂t
∂µ
∂u
)(q0)(/g
−1)AB(q0)(−(ω1)B sinϕ+ (ω2)B cosϕ)
hence:
(
∂ /F
A
∂ϕ
)(τ ;ϕ) =
1
6
(
∂µ
∂t
∂µ
∂u
)(q0)(/g
−1)AB(q0)(−(ω1)B sinϕ+ (ω2)B cosϕ)τ3 +O(τ4) (19.157)
Differentiating the equation F t((F t)−1(t;ϕ);ϕ) = t implicitly with respect to ϕ yields:
∂(F t)−1
∂ϕ
= −∂F
t/∂ϕ
∂F t/∂τ
(19.158)
Now (19.150) implies:
(
∂F t
∂τ
)(τ ;ϕ) =
1
2
(
∂µ
∂u
)(q0)τ +O(τ
2) (19.159)
Substituting (19.155) and (19.159) in (19.158) yields:
∂(F t)−1
∂ϕ
= O(τ2) (19.160)
Differentiating /G
A
(t;ϕ) = /F
A
((F t)−1(t;ϕ);ϕ) with respect to ϕ we obtain:
∂ /G
A
t
∂ϕ
=
∂ /F
A
∂τ
∂(F t)−1
∂ϕ
+
∂ /F
A
∂ϕ
(19.161)
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Now (19.151) implies:
∂ /F
A
∂τ
=
1
2
(
∂µ
∂t
∂µ
∂u
)(q0)(/g
−1)AB(q0)(/p0)B(ϕ)τ
2 +O(τ3) (19.162)
In view of (19.160) and (19.162) the first term on the right in (19.161) is O(τ4), while the second term
is given by (19.157). We conclude that:
∂ /G
A
t
∂ϕ
= a(/g
−1)AB(q0)(−(ω1)B sinϕ+ (ω2)B cosϕ)τ3 +O(τ4) (19.163)
where
a =
1
6
(
∂µ
∂t
∂µ
∂u
)(q0) (19.164)
which gives:
/gAB(q0)
∂ /G
A
t
∂ϕ
∂ /G
B
t
∂ϕ
(19.165)
= a2(/g
−1)AB(−(ω1)A sinϕ+ (ω2)A cosϕ)(−(ω1)B sinϕ+ (ω2)B cosϕ)τ6 +O(τ7)
= a2τ6 +O(τ7)
The above hold in the case that q0 ∈ H. In the case q0 ∈ ∂−H similar calculations using (19.88),
(19.95), (19.99), (19.104), (19.105), (19.108), give:
/G
A
t (ϕ) = ϑ
A
0 −
8
5
(−(∂µ/∂t)(q0))3/4
((1/6)(∂2µ/∂u2)(q0))1/4
(t0 − t)5/4 +O((t0 − t)3/2) (19.166)
∂ /G
A
t
∂ϕ
= b(/g
−1)AB(q0)(−(ω1)B sinϕ+ (ω2)B cosϕ)τ5 +O(τ6) (19.167)
where:
b =
1
120
((
∂µ
∂t
)2
∂2µ
∂u2
)(q0) (19.168)
and:
/gAB(q0)
∂ /G
A
t
∂ϕ
∂ /G
B
t
∂ϕ
= b2τ10 +O(τ11) (19.169)
The formulas (19.165) and (19.169) imply in the case of the other null geodesics ending at q0 that
the mapping (19.135) is of maximal rank at each /p0 ∈ S1 for t suitably close to t0. By the implicit
function theorem we conclude that in the case of the other null geodesics the image of S1 by the mapping
(19.135) is, for t suitably close to t0, an immersed circle in the hypersurface {t}×(−∞, ǫ0)×S2 ⊂Meǫ0 ,
which corresponds to the hyperplane Σt in Galileo spacetime. Moreover, we deduce from (19.153) and
(19.166) that the mapping (19.135) is one-to-one for t suitably close to t0. It then follows that the
image of S1 by the mapping (19.135) is actually an embedded circle. This circle is the boundary of
the embedded disk corresponding to the outgoing null geodesics.
Similar arguments show that in the case of the incoming null geodesics the image of R2 by the
mapping (19.135) is an embedded disk for t suitably close to t0. The boundary of this disk is the circle
corresponding to the other null geodesics. We have thus proved the following theorem.
Theorem 19.1 Let q0 = (t0, u0, ϑ0) be a point belonging to H
⋃
∂−H, the singular boundary of
the domain of the maximal solution. Then the backward past null cone of q0 in T
∗
q0Mǫ0 degenerates
to the three pieces:
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(i) The negative half-hyperplane: pt = 0, pu < 0.
(ii) The negative half hyperplane: pu = 0, pt < 0.
(iii) The plane pt = pu = 0.
There is a corresponding trichotomy of the past null geodesic cone of q0 into three classes of null
geodesics ending at q0. The outgoing null geodesics, the incoming null geodesics, and the other null
geodesics, corresponding to (i), (ii), (iii), respectively. Let all these null geodesics be parametrized by
t. Then, in Galileo spacetime, the following hold:
The tangent vectors to all outgoing null geodesics ending at q0 tend as we approach q0 to the
tangent vector L(q0) of the generator of Cu0 through q0. The vector L(q0) is thus an invariant null
vector associated to the singular point q0.
The tangent vector to an incoming null geodesic ending at q0 with angular momentum /p0 at q0,
tends as t −→ t0 to the following limit:
Li(q0) +
α−1(q0)Tˆ i(q0)
(1/2)(α−2(q0) + |/p0|2)
+
(/g
−1)AB(q0)X iA(q0)(/p0)B
(1/2)(α−2(q0) + |/p0|2)
which, for /p0 = 0 is equal to α
2(q0)Lˆ(q0), while as /p0 −→ ∞ tends to L(q0).
The tangent vector to all the other null geodesics ending at q0 likewise tend as t −→ t0 to L(q0).
Consider for each of the pieces (i), (ii), (iii), above, and for each t ∈ [0, t0], the mapping:
/p0 7→ Gt(/p0)
where Gt(/p0) is the point at parameter value t along the null geodesic ending at parameter value t0 at
the point q0 with momentum covector /p0. Then for t /=t0 and suitably close to t0 the following hold:
The image of (i), which corresponds to the points of intersection of the outgoing null geodesics
ending at q0 with the hyperplane Σt, is an embedded disk.
The image of (ii), which corresponds to the points of intersection of the incoming null geodesics
ending at q0 with the hyperplane Σt, is also an embedded disk.
The image of (iii), which corresponds to the points of intersection of the other null geodesics ending
at q0 with the hyperplane Σt, is an embedded circle, the common boundary of the two disks.
19.3 Transformation of Coordinates
Consider now again the mapping (19.129) for the class of outgoing null geodesics ending at q0 ∈
H⋃ ∂−H. We now wish to make the dependence on the point q0 ∈ H⋃ ∂−H explicit, so we denote
F (τ ; /p0) by F (τ ; q0; /p0). What we wish to investigate presently is the change from one acoustical
function u to another u′ (arising from different initial data for the eikonal equation), such that the null
geodesic generators of the level sets C′u′ of u
′, the characteristic hypersurfaces corresponding to u′,
which have future end points on the singular boundary of the domain of the maximal solution, belong
to the class of outgoing null geodesics ending at these points. We can view this change as generated
by a coordinate transformation:
u0 = u0(u
′
0, ϑ
′
0), ϑ0 = ϑ0(ϑ
′
0) (19.170)
on H⋃ ∂−H, preserving the invariant curves. We also assume:
∂u0
∂u′0
> 0, det{∂ϑ0
∂ϑ′0
} > 0 (19.171)
If the coordinates of a point q0 ∈ H
⋃
∂−H in the unprimed system are: (t0, u0, ϑ0), t0 = t∗(u0, ϑ0),
then the coordinates of the same point in the primed system are: (t′0, u
′
0, ϑ
′
0), t
′
0 = t
′∗(u′0, ϑ
′
0), where:
t′∗(u
′
0, ϑ
′
0) = t∗(u0, ϑ0) (19.172)
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hence t′0 = t0.
We shall determine /p0 as a function of (u
′
0, ϑ
′
0), such that the hypersurfaces, given in parametric
form by:
t =M t(τ, u′0, ϑ
′
0) = F
t(τ ; (u′0, ϑ
′
0); /p0(u
′
0, ϑ
′
0)) (19.173)
u =Mu(τ, u′0, ϑ
′
0) = F
u(τ ; (u′0, ϑ
′
0); /p0(u
′
0, ϑ
′
0))
ϑ = /M(τ, u′0, ϑ
′
0) = /F (τ ; (u
′
0, ϑ
′
0); /p0(u
′
0, ϑ
′
0))
for constant values of u′0, are null hypersurfaces with respect to the acoustical metric, namely the level
sets C′u′0 of the new acoustical function u
′.
In (19.173), (t′∗(u
′
0, ϑ
′
0), u
′
0, ϑ
′
0) are the coordinates of a point q0 ∈ H
⋃
∂−H in the primed system,
hence we have:
F t(0; (u′0, ϑ
′
0); /p0) = t∗(u0, ϑ0) (19.174)
Fu(0; (u′0, ϑ
′
0); /p0) = u0
/F (0; (u′0, ϑ
′
0); /p0) = ϑ0
The hypersurfaces in question are generated by the outgoing null geodesics corresponding to con-
stant values of (u′0, ϑ
′
0), and the hypersurfaces are null hypersurfaces if and only if these null geodesics
are orthogonal, with respect to the acoustical metric, to the sections S′τ,u′0 corresponding to conatant
values of τ . Let then X ′A be the tangent vectorfield to the ϑ
′A
0 coordinate lines on these sections
and, as before, L˜′ be the tangent vectorfield to the null geodesics, as parametrized by τ . Then the
orthogonality condition reads:
g(L˜′, X ′A) = 0 : A = 1, 2 (19.175)
and we have:
L˜′ =
dF t
dτ
∂
∂t
+
dFu
dτ
∂
∂u
+
d/F
A
dτ
∂
∂ϑA
(19.176)
and:
X ′A = X
′t
A
∂
∂t
+X ′uA
∂
∂u
+X ′BA
∂
∂ϑB
(19.177)
where:
X ′tA =
∂F t
∂ϑ′A0
+
∂F t
∂(/p0)B
∂(/p0)B
∂ϑ′A0
(19.178)
X ′uA =
∂Fu
∂ϑ′A0
+
∂Fu
∂(/p0)B
∂(/p0)B
∂ϑ′A0
X ′CA =
∂ /F
C
∂ϑ′A0
+
∂ /F
C
∂(/p0)B
∂(/p0)B
∂ϑ′A0
In fact, (19.173) defines a change of coordinates in the spacetime domain covered by the hypersurfaces
in question, from (t, u, ϑ) coordinates to (τ, u′0, ϑ′0) coordinates, and in the new coordinates we have,
simply:
L˜′ =
∂
∂τ
, X ′A =
∂
∂ϑ′A0
(19.179)
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It follows that:
[L˜′, X ′A] = 0 (19.180)
Now by (19.60) the integral curves of the vectorfield µ−1L˜′ are affinely parametrized null geodesics,
hence:
DL˜′L˜
′ = µ−1(L˜′µ)L˜′, g(L˜′, L˜′) = 0 (19.181)
Let us then define:
ιA = g(L˜
′, X ′A) (19.182)
What we shall do is to prove ιA = 0.
We have, along the integral curves of L˜′:
dιA
dτ
= L˜′(g(L˜′, X ′A)) = g(DL˜′L˜′, X
′
A) + g(L˜
′, DL˜′X
′
A)
and from (19.180): DL˜′X
′
A = DX′AL˜
′, hence:
g(L˜′, DL˜′X
′
A) =
1
2
X ′A(g(L˜
′, L˜′)) = 0
while by (19.181):
g(DL˜′L˜
′, X ′A) = µ
−1 dµ
dτ
ιA
It follows that:
d
dτ
(µ−1ιA) = 0 (19.183)
In view of (19.15) and (19.176),
ιA = −µdF
t
dτ
X ′uA − µ
dFu
dτ
X ′tA + α
−2µ2
dFu
dτ
X ′uA (19.184)
+/gBC(
d/F
B
dτ
+ µΞˆB
dFu
dτ
)(X ′CA + µΞˆ
CX ′uA )
At τ = 0 this reduces to:
(ιA)τ=0 = (/gBC
d/F
B
dτ
X ′CA )τ=0 = 0 (19.185)
by (19.73). Moreover, we have:
lim
τ→0
(µ−1ιA) = −(dF
t
dτ
X ′uA +
dFu
dτ
X ′tA)τ=0 + (/gBCX
′C
A )τ=0 lim
τ→0
(µ−1
d/F
B
dτ
) (19.186)
Now by (19.73):
(
dF t
dτ
)τ=0 = 1, (
dFu
dτ
)τ=0 = 0 (19.187)
and by (19.75), (19.77):
lim
τ→0
(µ−1
d/F
A
dτ
) = (/g
−1)AB(q0)(/p0)B (19.188)
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while by (19.174) and (19.178):
(X ′uA )τ=0 =
∂u0
∂ϑ′A0
, (X ′BA )τ=0 =
∂ϑB0
∂ϑ′A0
(19.189)
Note that we view Fu and /F as the functions of (u′0, ϑ
′
0).
Substituting in (19.186) we obtain:
lim
τ→0
(µ−1ιA) = − ∂u0
∂ϑ′A0
+ (/p0)B
∂ϑB0
∂ϑ′A0
(19.190)
Therefore the condition limτ→0(µ−1ιA) = 0 is equivalent to the following definition of /p0 as a function
of (u′0, ϑ′0):
(/p0)A =
∂u0
∂ϑ′B0
∂ϑ′B0
∂ϑA0
(19.191)
Once /p0 is defined according to (19.191), equation (19.183) implies that ιA = 0 for all τ , that is, the
orthogonality condition (19.175) is everywhere satisfied and the hypersurfaces of constant u′0, given by
(19.173) are outgoing characteristic hypersurfaces.
In the following we denote (u′0, ϑ
′
0) simply by (u
′, ϑ′). At fixed q0, /p0 we invert the mapping
(19.130), to obtain the mapping (19.133). Let us denote:
f(t′, u′, ϑ′) = (F t)−1(t′; (u′, ϑ′); /p0(u
′, ϑ′)) (19.192)
We then substitute in (19.173) to obtain the following transformation from the original acoustical
coordinates (t, u, ϑ) to the new acoustical coordinates (t′, u′, ϑ′):
t = t′ (19.193)
u = Nu(t′, u′, ϑ′) = Fu(f(t′, u′, ϑ′); (u′, ϑ′); /p0(u
′, ϑ′))
ϑ = /N(t′, u′, ϑ′) = /F (f(t′, u′, ϑ′); (u′, ϑ′); /p0(u
′, ϑ′))
The acoustical metric has in the new acoustical coordinates a form similar to (19.15):
g = −2µ′dt′du′ + α′−2µ′2du′2 + /g′AB(dϑ′A + Ξ′Adu′)(dϑ′B + Ξ′Bdu′) (19.194)
where we have the new coefficients α′, µ′, Ξ′A, and /g′AB. We have, in arbitrary local coordinates:
α′−2 = −(g−1)µν∂µt′∂νt′ = −(g−1)µν∂µt∂νt = α−2 (19.195)
so the functions α and α′ coincide. The function µ′ is given by (see Chapter 2):
L′ = µ′Lˆ′, Lˆ′µ = −(g−1)µν∂νu′ (19.196)
and we have (in arbitrary local coordinates):
1
µ′
= −(g−1)µν∂µt′∂νu′ = −(g−1)µν∂µt∂νu′ (19.197)
Here L′, related to L˜′ by (19.112), has the same integral curves as L˜′, but parametrized by t instead
of τ , while the integral curves of Lˆ′ are also the same but affinely parametrized. As we have shown
above, the integral curves of the vectorfield µ−1L˜′ are likewise the same and affinely parametrized.
Now two different affine parameters s and s′ along the same geodesic, giving the same orientation,
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satisfy s′ = as + b where a and b are constants along the geodesic, a > 0. It follows that there is a
function a(u′, ϑ′) > 0 such that:
µ−1L˜′ = aLˆ′ (19.198)
On the other hand, from (19.37) and the second of (19.196) we obtain, working in the original acoustical
coordinates:
lim
τ→0
(µLˆ′) = (
∂u′
∂u
)τ=0
∂
∂t
+ (
∂u′
∂t
)τ=0
∂
∂u
(19.199)
while by the first of (19.73),
lim
τ→0
L˜′ =
∂
∂t
(19.200)
Now, from (19.193) we obtain:
∂t
∂t′
= 1,
∂t
∂u′
= 0,
∂t
∂ϑ′A
= 0 (19.201)
∂u
∂t′
=
∂Fu
∂τ
∂f
∂t′
,
∂u
∂u′
=
∂Fu
∂τ
∂f
∂u′
+
∂Fu
∂u′
,
∂u
∂ϑ′A
=
∂Fu
∂τ
∂f
∂ϑ′A
+
∂Fu
∂ϑ′A
∂ϑA
∂t′
=
∂ /F
A
∂τ
∂f
∂t′
,
∂ϑA
∂u′
=
∂ /F
A
∂τ
∂f
∂u′
+
∂ /F
A
∂u′
,
∂ϑA
∂ϑ′B
=
∂ /F
A
∂τ
∂f
∂ϑ′B
+
∂ /F
A
∂ϑ′B
In the above, we are considering F t, Fu and /F as functions of τ , u′, ϑ′, according to:
F t(τ, u′, ϑ′) = F t(τ ; (u′, ϑ′); /p0(u
′, ϑ′)) (19.202)
Fu(τ, u′, ϑ′) = Fu(τ ; (u′, ϑ′); /p0(u
′, ϑ′))
/F (τ, u′, ϑ′) = /F (τ ; (u′, ϑ′); /p0(u
′, ϑ′))
At τ = 0, which corresponds to t′ = t′∗(u′, ϑ′), so that:
f(t′∗(u
′, ϑ′), u′, ϑ′) = 0 (19.203)
we have, from (19.73):
∂F t
∂τ
= 1,
∂Fu
∂τ
= 0,
∂ /F
A
∂τ
= 0 (19.204)
hence the second and the third of (19.201) reduce at τ = 0 to:
∂u
∂t′
= 0,
∂u
∂u′
=
∂Fu
∂u′
,
∂u
∂ϑ′A
=
∂Fu
∂ϑ′A
(19.205)
∂ϑA
∂t′
= 0,
∂ϑA
∂u′
=
∂ /F
A
∂u′
,
∂ϑA
∂ϑ′B
=
∂ /F
A
∂ϑ′B
Now at τ = 0 we have, according to (19.170) and (19.174):
F t(0, u′, ϑ′) = t′∗(u
′, ϑ′) = t∗(u0(u′, ϑ′), ϑ0(ϑ′)) (19.206)
Fu(0, u′, ϑ′) = u0(u′, ϑ′)
/F (0, u′, ϑ′) = ϑ0(ϑ′)
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Hence, at τ = 0:
∂Fu
∂u′
=
∂u0
∂u′
,
∂Fu
∂ϑ′A
=
∂u0
∂ϑ′A
(19.207)
∂ /F
A
∂u′
= 0,
∂ /F
A
∂ϑ′B
=
∂ϑA0
∂ϑ′B
Substituting in (19.205) we conclude that the Jacobian matrix of the transformation (19.193) is at
τ = 0 given by:
∂(t, u, ϑ)
∂(t′, u′, ϑ′)
=


1 0 0 0
0 ∂u0/∂u
′ ∂u0/∂ϑ′1 ∂u0/∂ϑ′2
0 0 ∂ϑ10/∂ϑ
′1 ∂ϑ10/∂ϑ′2
0 0 ∂ϑ20/∂ϑ
′1 ∂ϑ20/∂ϑ
′2

 (19.208)
Computing the reciprocal matrix we then find:
(
∂u′
∂u
)τ=0 =
1
∂u0/∂u′
, (
∂u′
∂t
)τ=0 = 0 (19.209)
Substituting in (19.199) and comparing with (19.198) and (19.200) we conclude that:
a(u′, ϑ′) =
∂u0
∂u′
> 0 (19.210)
by (19.171). And from (19.37), (19.112) and (19.198)
µ′
µ
=
a
dF t/dτ
(19.211)
Then we know that µ′/µ is bounded from above and below by positive constants. Also, since α′ = α
we have:
κ′
κ
=
µ′
µ
(19.212)
Next we consider the new coefficients Ξ′A and /g′AB . We have, in view of (19.194),
Ξ′A = /g
′
AB
Ξ′B = g′Au′ = gµν
∂xµ
∂ϑ′A
∂xν
∂u′
(19.213)
= µ2(α−2 + |Ξˆ|2) ∂u
∂ϑ′A
∂u
∂u′
+ µΞˆB(
∂u
∂ϑ′A
∂ϑB
∂u′
+
∂ϑB
∂ϑ′A
∂u
∂u′
) + /gBC
∂ϑB
∂ϑ′A
∂ϑC
∂u′
Here,
|Ξˆ|2 = /gABΞˆAΞˆB, ΞˆA = /gABΞˆB
From (19.208) we have:
(
∂ϑA
∂u′
)τ=0 = 0
In view of (19.213) this implies that Ξ′ vanishes at τ = 0, that is, on the singular boundary H⋃ ∂−H,
a reflection of the fact that the new acoustical coordinates (t′, u′, ϑ′) are also canonical. Since, by
(19.211) ∂µ′/∂t′ < 0 at τ = 0, it follows as in (19.35) that
Ξˆ′ = µ′−1Ξ′ (19.214)
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is regular at τ = 0. (a does not depend on t′.)
We have:
/g
′
AB
= gµν
∂xµ
∂ϑ′A
∂xν
∂ϑ′B
(19.215)
= µ2(α−2 + |Ξˆ|2) ∂u
∂ϑ′A
∂u
∂ϑ′B
+ µΞˆC(
∂ϑC
∂ϑ′B
∂u
∂ϑ′A
+
∂ϑC
∂ϑ′A
∂u
∂ϑ′B
) + /gCD
∂ϑC
∂ϑ′A
∂ϑD
∂ϑ′B
Let:
Y ′ = Y ′A
∂
∂ϑ′A
, /g
′(Y ′, Y ′) = /g′ABY
′AY ′B (19.216)
Let also:
/˜gAB = /gCD
∂ϑC
∂ϑ′A
∂ϑD
∂ϑ′B
, /˜g(Y
′, Y ′) = /˜gABY
′AY ′B (19.217)
We then deduce from (19.215) the following lower bound for /g
′ in terms of /g: For any vector Y ′ as in
(19.216) it holds that
/g
′(Y ′, Y ′) ≥ /˜g(Y
′, Y ′)
1 + α2/g(Ξˆ, Ξˆ)
(19.218)
In fact, by (19.215),
/g
′(Y ′, Y ′) = µ2(α−2 + |Ξˆ|2)(Y ′u)2 + 2µ(Ξˆ′ · Y ′)(Y ′u) + /˜g(Y ′, Y ′)
where
Ξˆ′B = ΞˆC
∂ϑC
∂ϑ′B
then by Cauchy-Schwarz,
|Ξˆ′ · Y ′| ≤
√
/˜g
−1
(Ξˆ′, Ξˆ′)
√
/˜g(Y ′, Y ′)
Since
/˜g
−1
(Ξˆ′, Ξˆ′) = /g−1(Ξˆ, Ξˆ) = |Ξˆ|2
we obtain:
|Ξˆ′ · Y ′| ≤ |Ξˆ|
√
/˜g(Y ′, Y ′)
Setting:
a = µ2(α−2 + |Ξˆ|2), b = µ|Ξˆ|, x = |Y ′u|, y =
√
/˜g(Y ′, Y ′)
then
/g
′(Y ′, Y ′) ≥ ax2 − 2bxy + y2
Setting:
ρ =
x
y
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we have:
/g
′(Y ′, Y ′)
/˜g(Y ′, Y ′)
≥ aρ2 − 2bρ+ 1 ≥ 1− b
2
a
=
µ2α−2
µ2(α−2 + |Ξˆ|2)
Reversing the roles of the coordinates (t, u, ϑ) and (t′, u′, ϑ′), we obtain in a similar manner a lower
bound for /g in terms of /g′. Let:
Y = Y A
∂
∂ϑA
, /g(Y, Y ) = /gABY
AY B (19.219)
Let also:
/˜g
′
AB
= /g
′
CD
∂ϑ′C
∂ϑA
∂ϑ′D
∂ϑB
, /˜g
′
(Y, Y ) = /˜g
′
AB
Y AY B (19.220)
Then for any Y as in (19.219) it holds that
/g(Y, Y ) ≥ /˜
g
′
(Y, Y )
1 + α2/g
′(Ξˆ′, Ξˆ′)
(19.221)
We summarize the above results in the following proposition.
Proposition 19.2 Let u′ be any other acoustical function such that the null geodesic generators
of the level surfaces C′u′ of u
′ which have future end points on the singular boundary of the domain of
the maximal solution belong to the class of outgoing null geodesics ending at this points. The change
from the original acoustical function u to the new acoustical function u′ can be viewed as generated
by a coordinate transformation
u0 = u0(u
′
0, ϑ
′
0), ϑ0 = ϑ0(ϑ
′
0) (19.222)
on H⋃ ∂−H preserving the invariant curves, so that both systems of acoustical coordinates are canon-
ical. We require that the transformation ϑ0 7→ ϑ′0 be orientation preserving and that on each invariant
curve the transformation u0 7→ u′0 be also orientation preserving. The characteristic hypersurfaces C′u′0
are given in parametric form in terms of the original acoustical coordinates (t, u, ϑ) by:
t = F t(τ, u′0, ϑ
′
0)
u = Fu(τ, u′0, ϑ
′
0)
ϑ = /F (τ, u′0, ϑ
′
0)
where:
F t(τ, u′0, ϑ
′
0) = F
t(τ ; q0; /p0(q0))
Fu(τ, u′0, ϑ
′
0) = F
u(τ ; q0; /p0(q0))
/F (τ, u′0, ϑ
′
0) = /F (τ ; q0; /p0(q0))
Here q0 is the point on H
⋃
∂−H with coordinates (t0, u0, ϑ0) in the original system and (t′0, u′0, ϑ′0) in
the new system, where
t0 = t∗(u0, ϑ0) = t′∗(u
′
0, ϑ
′
0) = t
′
0
Also,
/p0(q0) =
∂u0
∂ϑ′A0
dϑ′A0
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is the angular momentum at q0. In the above
τ 7→ (F t(τ ; q0; /p0), Fu(τ ; q0; /p0), /F (τ ; q0; /p0))
is the outgoing null geodesic, parametrized by τ , ending at τ = 0 at q0 ∈ H
⋃
∂−H with angular
momentum /p0. Denoting by τ = f(t
′, u′, ϑ′) the solution of
F t(τ, u′, ϑ′) = t′
for fixed (u′, ϑ′), the transformation between the original system of acoustical coordinates (t, u, ϑ) and
the new system of acoustical coordinates (t′, u′, ϑ′) is given by:
t = t′
u = Nu(t′, u′, ϑ′)
ϑ = /N(t′, u′, ϑ′)
where:
Nu(t′, u′, ϑ′) = Fu(f(t′, u′, ϑ′), u′, ϑ′)
/N(t′, u′, ϑ′) = /F (f(t′, u′, ϑ′), u′, ϑ′)
The acoustical metric has the same form in the new acoustical coordinates:
g = −2µdtdu+ α−2µ2du2 + /gAB(dϑA + µΞˆAdu)(dϑB + µΞˆBdu)
g = −2µ′dt′du′ + α′−2µ′2du′2 + /g′AB(dϑ′A + µΞˆ′
A
du′)(dϑ′B + µΞˆ′
B
du′)
where α = α′. The ratio µ′/µ is bounded above and below by positive constants, while the metric /g′
and /g are uniformly equivalent in a neighborhood of the singular boundary.
We now revisit the mapping (19.135) for a fixed point q0 ∈ H
⋃
∂−H and for the class of outgoing
null geodesics ending at q0. Setting t = 0 we have the mapping of R
2 into Σ0 by:
/p0 7→ (0, u, ϑ) = G0(/p0) (19.223)
G0(/p0) = G(0, /p0) = (0, F
u(f(/p0); /p0),
/F (f(/p0); /p0))
where τ = f(/p0) is the solution of F
t(τ ; /p0) = 0
Let u′ be a function defined on Σ0, which has a unique maximum p0 on Σ0, and is smooth and without
critical points on Σ0 \ {p0}. We may consider u′ as a function of the acoustical coordinates (0, u, ϑ) on
Σ0, defined on (−∞, 1)× S2 \ {(u0, ϑ0)} where (u0, ϑ0) are the coordinates of the maximum point p0.
Consider then the following function on R2:
g(/p0) = u
′(G0(/p0)) (19.224)
Consider now a maximum of the function g(/p0) which is achieved at some point /p0,M ∈ R2. Such a
maximum point corresponds to a point pM ∈ Σ0, where:
pM = (0, uM , ϑM ), uM = G
u
0 (/p0,M ), ϑM =
/G0(/p0,M ) (19.225)
and we have:
∂g
∂(/p0)A
= 0 : at /p0,M (19.226)
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that is:
∂u′
∂u
∂Gu0
∂(/p0)A
+
∂u′
∂ϑB
∂ /G
B
0
∂(/p0)A
= 0 : at /p0,M (19.227)
Consider the level surface S′0,u′ of u
′ on Σ0 through the point pM . We shall show that L′ is g-orthogonal
to S0,u′ at pM .
This fact is equivalent to the following. Denoting by C−(q0) the past null geodesic cone of the
point q0 on the singular boundary, and by C
−
out(q0) the part of C
−(q0) corresponding to the outgoing
null geodesics ending at q0, then the statement is that the surface C
−
out(q0)
⋂
Σ0 and S
′
0,u′ have the
same tangent plane at pM :
TpM (C
−
out(q0)
⋂
Σ0) = TpMS
′
0,u′ (19.228)
To show this, we shall produce a basis for the left-hand side and show that this is also a basis for the
right-hand side.
Consider the vectorfields:
Y A =
∂F t
∂(/p0)A
∂
∂t
+
∂Fu
∂(/p0)A
∂
∂u
+
∂ /F
B
∂(/p0)A
∂
∂ϑB
: A = 1, 2 (19.229)
These are tangential to the sections of C−out(q0) which correspond to constant values of τ (recalling the
mapping F , we view τ and /p0 are independent coordinates), hence are g-orthogonal to L˜
′. For each
point p ∈ C−out(q0), (Y 1(p), Y 2(p)) is a basis for the tangent plane at p to the τ = const section of
C−out(q0) through p, provided that the vectors Y
1(p) , Y 2(p) are linearly independent. We project the
Y A to the Σt as follows. We find suitable functions λ
A, A = 1, 2, such that the vectorfields:
Y ′A = Y A − λAL′ (19.230)
are tangential to the Σt. The vectorfields Y
′A, being g-orthogonal to L′ hence tangential to C−out(q0),
shall then be tangential to the sections C−out(q0)
⋂
Σt. As L
′ is given by:
L′ =
∂
∂t
+
∂Fu/∂τ
∂F t/∂τ
∂
∂u
+
∂ /F
A
/∂τ
∂F t/∂τ
∂
∂ϑA
(19.231)
we find:
λA =
∂F t
∂(/p0)A
(19.232)
and:
∂F t
∂τ
Y ′A = (
∂Fu
∂(/p0)A
∂F t
∂τ
− ∂F
t
∂(/p0)A
∂Fu
∂τ
)
∂
∂u
(19.233)
+(
∂ /F
B
∂(/p0)A
∂F t
∂τ
− ∂F
t
∂(/p0)A
∂ /F
B
∂τ
)
∂
∂ϑB
Then (Y ′1(pM ), Y ′2(pM )) is a basis for TpM (C
−
out(q0)
⋂
Σ0), provided that pM is not conjugate to q0.
Now, we have, from (19.223):
∂Gu0
∂(/p0)A
=
∂Fu
∂τ
∂f
∂(/p0)A
+
∂Fu
∂(/p0)A
(19.234)
∂ /G
B
0
∂(/p0)A
=
∂ /F
B
∂τ
∂f
∂(/p0)A
+
∂ /F
B
∂(/p0)A
498
Also, differentiating the equation F t(f(/p0); /p0) = 0 implicitly with respect to /p0 yields:
∂f
∂(/p0)A
= −∂F
t/∂(/p0)A
∂F t/∂τ
(19.235)
Substituting in (19.234) we then obtain:
∂Gu0
∂(/p0)A
= (−∂F
u
∂τ
∂F t
∂(/p0)A
+
∂F t
∂τ
∂Fu
∂(/p0)A
)
1
∂F t/∂τ
(19.236)
∂ /G
B
0
∂(/p0)A
= (−∂ /F
B
∂τ
∂F t
∂(/p0)A
+
∂F t
∂τ
∂ /F
B
∂(/p0)A
)
1
∂F t/∂τ
Comparing with (19.233) we see that:
Y ′A =
∂Gu0
∂(/p0)A
∂
∂u
+
∂ /G
B
0
∂(/p0)A
∂
∂ϑB
(19.237)
hence (19.227) reads, simply:
Y ′A(pM )u′ = 0 : A = 1, 2 (19.238)
We conclude that (Y ′1(pM ), Y ′2(pM )) is a basis for TpMS′0,u′ , provided that the vectors Y
′1(pM ),
Y ′2(pM ) are linearly independent. We have thus demonstrated (19.228) under the condition that pM
is not conjugate to q0. However, (19.226) holds even in the case that pM is conjugate to q0, but
in this case we must approach pM , which corresponds to τ = f(/p0,M ) along the outgoing geodesic
ending at q0 with angular momentum /p0,M , by a sequence of non-conjugate points corresponding to
τ = τn −→ f(/p0,M ) along the same geodesic.
The equality (19.228) is equivalent to L′ being g-orthogonal to S′0,u′ at pM . Thus, extending
u′ to an acoustical function so that its level sets are outgoing characteristic hypersurface C′u′ with
C′u′
⋂
Σ0 = S
′
0,u′ , the generator of the outgoing characteristic hypersurfaces C
′
u′ through pM coincides
with the outgoing null geodesic ending at q0 with angular momentum /p0,M .
Let us now consider again our main problem from a more general point of view. Our problem is the
initial value problem for the equations of motion of a perfect fluid, with initial data on the hyperplane
Σ0 which coincide with those of a constant state outside a compact subset P0 ⊂ Σ0. We may take S0,0
to be any sphere in Σ0 containing P0. The construction in Chapter 2 then gives an acoustical function
u based on S0,0. If the initial data is isentropic and irrotational, Theorem 17.1 can be applied after
suitable translation and rescaling, giving a development of the initial data in a domain Vǫ0 as in (19.7)
corresponding to the annular region on Σ0 bounded by S0,0 and the concentric sphere of radius 1− ǫ0
that of S0,0. Then by the local uniqueness theorem the union of all the developments each of which
corresponds to a sphere S0,0 containing P0 is also a development of the initial data, contained in the
maximal development, the union of the domains Vǫ0 being contained in the closure of the domain of the
maximal solution. Consider now a point q0 belonging to the singular boundary of the domain of the
maximal solution such that q0 ∈ V ′ǫ0 where V ′ǫ0 is the domain associated to the acoustical function u′,
corresponding to the sphere S′0,0. Thus q0 ∈ Σǫt′
∗ǫ
for some ǫ ∈ (0, ǫ0), where t′∗ǫ = infu′∈[0,ǫ] t′∗(u′) and
t′∗(u
′) is the least upper bound of the extent of the generators of C′u′ in the domain of maximal solution.
Then for any given acoustical function u, corresponding to a given sphere S0,0, the above argument
(with the roles of u and u′ reversed) shows that there is an outgoing characteristic hypersurface Cu
associated to u and a generator of Cu reaching q0, thus of extent t
′
∗ǫ, contained in V
′
ǫ0 , hence in the
union of the domains Vǫ0 . In view of the properties of the transformation from one acoustical function
to another, expounded by Proposition 19.2, Theorem 17.1 covers the union of the domains Vǫ0 .
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However we can extend the domain covered by Theorem 17.1 still further in the following manner.
We can replace the hyperplanes Σt, by the hyperplanes Σα;t where for any fixed α = (α1, α2, α3) ∈ R3
such that
‖α‖ =
√
α21 + α
2
2 + α
2
3 < 1
and any t ∈ R, Σα;t is the hyperplane in Galileo spacetime given by:
x0 = t+
3∑
i=1
αix
i
The hyperplane Σα;0 is then space-like relative to the actual acoustical metric g provided that the
departure of the data induced on Σα;0 from those of the constant state is suitably small . We then
consider as above a sphere S0,0 in Σ0 such that the initial data on Σ0 coincide with those of the
constant state outside S0,0, and proceed to construct the corresponding acoustical function u. The
surfaces Sα;t,0 = C0
⋂
Σα;t are then round spheres. The first variations are defined exactly as before,
for, these are adapted to the rest frame of the constant state. Of the commutation fields T , Q, Ri :
i = 1, 2, 3, which define the higher order variations, Q is defined exactly as before, T is now defined to
be tangential to the hyperplanes Σα;t, g-orthogonal to the surfaces Sα;t,u = Cu
⋂
Σα;t and satisfying
Tu = 1, while the Ri : i = 1, 2, 3 are defined to be the g-orthogonal projections to the surfaces Sα;t,u,
of the rotations associated to g0 which leave Σα;t and Sα;t,0 invariant. We note that, similarly, Σα;t
remain space-like relative to the acoustical metric provided that the initial departure from the constant
state is suitably small. We obtain in this way an extension of Theorem 17.1 and a domain Vα;ǫ0 defined
in a similar manner as the domain Vǫ0 , but with the hyperplanes Σα;t in the role of the hyperplanes Σt.
The domain covered by Theorem 17.1 is then maximally extended to be the union of all the domains
Vα;ǫ0 , and the remarks of the previous paragragh apply to this maximal extension.
19.4 How H Looks Like in Rectangular Coordinates
in Galileo Spacetime
We now consider a given component of H and its past boundary, the corresponding component of
∂−H. By Proposition 19.1 these are smooth 3-dimensional and 2-dimensional submanifolds of Mǫ0 ,
respectively. We shall now investigate the image of the component of H as well as ∂−H in Galileo
spacetime. For clarity we distinguish these images from the sets themselves and we denote by H and
∂−H the image in Galileo spacetime of H and ∂−H respectively.
Now by Proposition 19.1 ∂−H is a space-like surface in (Mǫ0 , g) intersecting the invariant curves
transversally. Thus there is a smooth function u∗ defined on a connected domain B ⊂ S2, such that
the component of ∂−H is given in canonical acoustical coordinates by:
{(t∗(u∗(ϑ), ϑ), u∗(ϑ), ϑ) : ϑ ∈ B} (19.239)
and the corresponding component of H is given by:
{(t∗(u, ϑ), u, ϑ) : u∗ > u > u(ϑ), ϑ ∈ B} (19.240)
where a given invariant curve, parametrized by u, either extends to any u > 0, in which case u(ϑ) = 0,
or ends at u = u(ϑ), the point of intersection with the incoming characteristic hypersurface C generated
by the incoming null normals to the next outward component of ∂−H.
Consider then the component of ∂−H , which is the image of (19.239) in Galileo spacetime. This is
the image in Galileo spacetime of the domain B ⊂ S2 under the mapping:
ϑ 7−→ x = q(ϑ), where qµ(ϑ) = xµ(t∗(u∗(ϑ), ϑ), u∗(ϑ), ϑ) : µ = 0, 1, 2, 3 (19.241)
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This mapping is one-to-one (it is simply the transformation between rectangular coordinates and
acoustical coordinates). We shall presently show that the mapping is of maximal rank. Consider the
2-dimensional matrix m with entries:
mAB = gµνX
µ
A
∂qν
∂ϑB
(19.242)
Now, we have (see (19.115)):
∂x0
∂t
= 1,
∂xi
∂t
= Li (19.243)
∂x0
∂u
=
∂x0
∂ϑA
= 0,
∂xi
∂u
= µ(α−1Tˆ i + ΞˆAX iA),
∂xi
∂ϑA
= X iA
and from (19.241):
∂q0
∂ϑB
=
∂t∗
∂u
∂u∗
∂ϑB
+
∂t∗
∂ϑB
(19.244)
∂qj
∂ϑB
=
∂xj
∂t
(
∂t∗
∂u
∂u∗
∂ϑB
+
∂t∗
∂ϑB
) +
∂xj
∂u
∂u∗
∂ϑB
+
∂xj
∂ϑB
Now on H⋃ ∂−H we have µ = 0, therefore, from (19.243):
∂xi
∂u
= 0 : on H
⋃
∂−H (19.245)
Moreover by Proposition 19.1:
∂t∗
∂u
= 0 : on ∂−H (19.246)
Thus substituting in (19.244) from (19.245) and taking account of (19.245) and (19.246), we obtain:
∂q0
∂ϑB
=
∂t∗
∂ϑB
,
∂qj
∂ϑB
= Lj
∂t∗
∂ϑB
+XjB
or, simply:
∂qν
∂ϑB
= Lν
∂t∗
∂ϑB
+XνB (19.247)
Substituting this in (19.242) we obtain simply:
mAB = g(XA, XB) = /gAB (19.248)
Hence detm = det /g > 0 and the mapping (19.241) is of maximal rank. It follows that this mapping
is a diffeomorphism onto its image and its image, the component of ∂−H , is a smooth embedded
2-dimensional submanifold in Galileo spacetime.
The component of H can similarly be shown to be a smooth embedded 3-dimensional submanifold
in Galileo spacetime except along its past boundary (just using the definition of linearly independent,
the three linearly independent vectors are L∂t∗∂u and the L
∂t∗
∂ϑA + XA), the corresponding component
of ∂−H . To analyze the behavior near ∂−H , we shall derive an analytic expression for an arbitrary
invariant curve of H in a neighborhood of ∂−H . Now the parametric equations of an invariant curve
of H , in rectangular coordinates in Galileo spacetime, the parameter being u, are (see (19.240)):
xµ = xµ(t∗(u, ϑ), u, ϑ) : u∗(ϑ) > u > u(ϑ), ϑ = const. (19.249)
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or, since x0 = t,
x0 = t∗(u, ϑ) (19.250)
xi = xi(t∗(u, ϑ), u, ϑ) : u∗(ϑ) > u > u(ϑ), ϑ = const.
We have:
(
dx0
du
)(u) = (
∂t∗
∂u
)(u, ϑ)
(
dxi
du
)(u) = (
∂xi
∂t
)(t∗(u, ϑ), u, ϑ)(
∂t∗
∂u
)(u, ϑ) + (
∂xi
∂u
)(t∗(u, ϑ), u, ϑ)
Substituting from (19.243) and taking into account of (19.245) we obtain:
(
dx0
du
)(u) = (
∂t∗
∂u
)(u, ϑ) (19.251)
(
dxi
du
)(u) = Li(t∗(u, ϑ), u, ϑ)(
∂t∗
∂u
)(u, ϑ)
or simply:
(
dxµ
du
)(u) = Lµ(t∗(u, ϑ), u, ϑ)(
∂t∗
∂u
)(u, ϑ) (19.252)
We see again that in Galileo spacetime the vectorfield L is tangential to the invariant curves. We also
see that at u = u∗(ϑ), that is on ∂−H , the right-hand sides vanish by (19.246), so the past end point
of an invariant curve is a singular point.
To analyze the behavior at the past end point we consider the second and third derivatives at this
point. Differentiating (19.251) with respect to u we obtain:
(
d2x0
du2
)(u) = (
∂2t∗
∂u2
)(u, ϑ) (19.253)
(
d2xi
du2
)(u) = (
∂Li
∂t
)(t∗(u, ϑ), u, ϑ)(
∂t∗
∂u
)2(u, ϑ)
+(
∂Li
∂u
)(t∗(u, ϑ), u, ϑ)(
∂t∗
∂u
)(u, ϑ)
+Li(t∗(u, ϑ), u, ϑ)(
∂2t∗
∂u2
)(u, ϑ)
Also, differentiating (19.48) with respect to u we obtain:
(
∂2t∗
∂u2
)(u, ϑ) = −(∂µ
∂t
)−2(t∗(u, ϑ), u, ϑ)
·{∂µ
∂t
(
∂2µ
∂u∂t
∂t∗
∂u
+
∂2µ
∂u2
)− ∂µ
∂u
(
∂2µ
∂t2
∂t∗
∂u
+
∂2µ
∂u∂t
)}
Substituting for ∂t∗/∂u from (19.48) then yields:
(
∂2t∗
∂u2
)(u, ϑ) (19.254)
= −(∂µ
∂t
)−3{(∂µ
∂t
)2
∂2µ
∂u2
− 2∂µ
∂t
∂µ
∂u
∂2µ
∂u∂t
+ (
∂µ
∂u
)2
∂2µ
∂t2
}(t∗(u, ϑ), u, ϑ)
In particular, at u = u∗(ϑ) we obtain, in accordance with (19.51):
(
∂2t∗
∂u2
)(u∗(ϑ), ϑ) = a(ϑ) (19.255)
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where:
a(ϑ) = −(∂
2µ/∂u2
∂µ/∂t
)(q(ϑ)) > 0 (19.256)
by the first equation of (19.45), and we denote by
q(ϑ) = (t∗(u∗(ϑ), ϑ), u∗(ϑ), ϑ) (19.257)
the end point on ∂−H . By (19.246) and (19.255), at u = u∗(ϑ) (19.253) becomes:
(
d2x0
du2
)(u∗(ϑ)) = a(ϑ) (19.258)
(
d2xi
du2
)(u∗(ϑ)) = Li(q(ϑ))a(ϑ)
Moreover, differentiating (19.253) with respect to u and evaluating the result at u = u∗(ϑ) we obtain,
in view of (19.246):
(
d3x0
du3
)(u∗(ϑ)) = (
∂3t∗
∂u3
)(u∗(ϑ), ϑ) (19.259)
(
d3xi
du3
)(u∗(ϑ)) = 2(
∂Li
∂u
)(q(ϑ))(
∂2t∗
∂u2
)(u∗(ϑ), ϑ) + Li(q(ϑ))(
∂3t∗
∂u3
)(u∗(ϑ), ϑ)
We shall presently determine the coefficients:
(
∂3t∗
∂u3
)(u∗(ϑ), ϑ) and
∂Li
∂u
(q(ϑ)) = TLi(q(ϑ))
In view of the fact that for any smooth function f(t, u, ϑ) we have:
d
du
f(t∗(u, ϑ), u, ϑ) =
∂f
∂t
∂t∗
∂u
+
∂f
∂u
hence by (19.246):
(
d
du
f(t∗(u, ϑ), u, ϑ))u=u∗(ϑ) =
∂f
∂u
(q(ϑ))
differentiating (19.254) with respect to u and evaluating the result at u = u∗(ϑ) yields:
(
∂3t∗
∂u3
)(u∗(ϑ), ϑ) = b(ϑ) (19.260)
where:
b(ϑ) = (
∂µ
∂t
)−2(3
∂2µ
∂u2
∂2µ
∂t∂u
− ∂µ
∂t
∂3µ
∂u3
)(q(ϑ)) (19.261)
Next, TLi is given by (3.185):
TLi = aT Tˆ
i + biT (19.262)
where aT is given by (3.188) and b
i
T are the rectangular components of St,u-tangential vectorfield given
by (3.190). On H
⋃
∂−H , in particular at q(ϑ), these formulas reduce to:
aT = α
−1Lµ < 0 (19.263)
biT = (/g
−1 · /dµ)i
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Substituting the above as well as (19.255) in (19.259) we obtain:
(
d3x0
du3
)(u∗(ϑ)) = b(ϑ) (19.264)
(
d3xi
du3
)(u∗(ϑ)) = Li(q(ϑ))b(ϑ) + 2a(ϑ)(aT Tˆ i + biT )(q(ϑ))
In view of (19.258) and (19.264) we obtain the following analytic expression for an invariant curve of
H in a neighborhood of its origin q(ϑ) ∈ ∂−H :
x0(u) = x0(q(ϑ)) +
1
2
a(ϑ)(u− u∗(ϑ))2 + 1
6
b(ϑ)(u − u∗(ϑ))3
+O((u − u∗(ϑ))4)
xi(u) = xi(q(ϑ)) +
1
2
a(ϑ)Li(q(ϑ))(u − u∗(ϑ))2
+
1
6
[b(ϑ)Li(q(ϑ)) + 2a(ϑ)(aT Tˆ
i + biT )(q(ϑ))](u − u∗(ϑ))3
+O((u − u∗(ϑ))4)
We summarize the above results in the following proposition.
Proposition 19.3 The singular boundary of the domain of the maximal solution in Galileo space-
time is H
⋃
∂−H . Consider a given component of H and its past boundary, the corresponding com-
ponent of ∂−H . The component of ∂−H is a smooth 2-dimensional embedded submanifold in Galileo
spacetime, which is space-like with respect to the acoustical metric. The component of H is a smooth
embedded 3-dimensional submanifold in Galileo spacetime ruled by invariant curves of vanishing arc
length with respect to the acoustical metric, having past end points on the corresponding component
of ∂−H . In a neighborhood of its origin at the point q(ϑ) ∈ ∂−H an invariant curve is given, in
parametric form, by:
x0(u) = x0(q(ϑ)) +
1
2
a(ϑ)(u− u∗(ϑ))2 + 1
6
b(ϑ)(u − u∗(ϑ))3
+O((u − u∗(ϑ))4)
xi(u) = xi(q(ϑ)) +
1
2
a(ϑ)Li(q(ϑ))(u − u∗(ϑ))2
+
1
6
[b(ϑ)Li(q(ϑ)) + 2a(ϑ)(aT Tˆ
i + biT )(q(ϑ))](u − u∗(ϑ))3
+O((u − u∗(ϑ))4)
where:
a(ϑ) = −(∂
2µ/∂u2
∂µ/∂t
)(q(ϑ)) > 0
b(ϑ) = (
∂µ
∂t
)−2(3
∂2µ
∂u2
∂2µ
∂t∂u
− ∂µ
∂t
∂3µ
∂u3
)(q(ϑ))
aT (q(ϑ)) = (α
−1Lµ)(q(ϑ)) < 0
biT (q(ϑ)) = (/g
−1 · /dµ)i(q(ϑ))
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