Abstract. This paper gives a description of the relative Brauer group Br(E/F ) when F has characteristic p, [E : F ] = p, and the Galois group Gal(E 1 /F ) is solvable, where E 1 is the Galois closure of E over F .
A natural approach to try to generalize this is to use the restriction-corestriction sequence. For example, if [E : F ] = p is separable of prime degree, then there exists an extension F 1 of F so that E 1 = E · F 1 is cyclic Galois over F 1 and with [F 1 : F ] = s, where (s, p) = 1. Since the composite cor F 1 /F • res F 1 /F : Br p F → Br p F 1 → Br p F is multiplication by s, it is injective, so we have an embedding Br p F → Br p F 1 . This induces an inclusion Br p (E/F ) → Br p (E 1 /F 1 ) and reduces the problem of determining Br p (E/F ) to explicitly computing its image in Br p (E 1 /F 1 ). In general, however, this is not an easy thing to do; that is, it can be very difficult to find an explicit description of the image. In this paper we show how to carry this out in characteristic p where [E : F ] = p and where E/F is no longer cyclic, but has solvable Galois group. In this case we find a ∈ F and decompositions F * 1 /F * p 1 
As a corollary of this work we obtain a new proof of Albert's result [1] that p-algebras of index p with solvable group are cyclic. The decomposition of relative norm groups indicates why one should expect such a result. Away from characteristic p it is known that dihedral algebras are cyclic ( [5] , [7] ), but those calculations do not appear to give a general description of the relative Brauer group.
The basic setup
Let F be a field of characteristic p > 0 and assume that E is a separable extension of F of degree p. Suppose that E 1 is the Galois closure of E over F and that Gal(E 1 /F ) is solvable. Our main result is an explicit computation of Br(E/F ) := ker(Br F → Br E). In this first lemma we show that the extension E has a simple form. This result is presumably well-known, but is included for lack of a reference.
Proof. According to ([3] 
We let τ be a generator of Gal(F 1 /F ), so τ (α 1 ) = ζα 1 where ζ ∈ F p is a primitive sth root of unity. As
F and since E 1 /F 1 is Galois and cyclic of degree p we know by Artin-Schreier theory that
Now, as β 1 ∈ F , and as β 1 is an F p -linear combination of the β 1,j , we see that for some j, β 1j ∈ F . We express α 1 
and therefore
We set a = α (p−1)(s−j) and b = c j α 
Schreier extensions either have degree p or 1), we must have [F (β) : F ] = p as well. As all extensions of degree p over F inside E 1 must be isomorphic to F (β), we find E ∼ = F (β), and this proves the lemma.
For the remainder of this paper we use the notation set up in Lemma 1.1. In particular, a, b ∈ F p , and we denote by F 1 := F (α) a cyclic extension of F , where α p−1 = a and s is chosen minimal with s | p − 1 and α s ∈ F . We set E = F (β) where β p − aβ − b = 0 and we assume E is a separable extension of F of degree p. The extension E 1 = F (α, β) is the cyclic extension of degree p over F 1 given by
We will denote by σ the generator of the Galois group Gal(E 1 /F 1 ) for which σ(β/α) := β/α + 1. This also implies that σ(β) = β + α.
Differential forms
We use the standard notation for differential forms in characteristic p (see [2] for details) and will repeatedly make use of the Bloch-Kato-Gabber [4] theorem which gives the exact sequence
where the class of a cyclic algebra (t, b] corresponds to the class of the form b dt t , and therefore we can use differential forms to study Br p (E/F ). We also use the exact sequence to repeatedly express certain w ∈ Ω 1 F for which ℘(w) ∈ dF as w = dlog(f ) for some f ∈ F .
We use notation from [2] when computing ℘.
, and for the purposes of computation, whenever a ∈ F , (au)
under dlog is denoted ν F (1), and so by the exact sequence we have ν F (1) ∼ = ker(℘). We now consider the problem of describing ker(
, let k be the maximal index such that u k = 0. The last two nontrivial equations in (2) above will be
The proof of our main theorem will be based on reducing to the case where k = 1.
To carry out our proof we need to be able to compute norms additively inside Ω
. That is the point of the next lemma. The automorphism σ of E 1 induces an automorphism of Ω 1 E 1 which can be used to compute the norm.
is equivalent to the trace map tr * ; that is,
. Moreover,
for each γ ∈ E * 1 . Proof. Since the Galois group Gal(E 1 /F 1 ) is cyclic, we have
As (−1)
According to ([2] , Lem. 2.5) the trace restricts to a map tr * :
where it coincides with the norm. Thus we have
as desired.
Our initial computations will take place over F 1 , and then we will pull back to F . For this we need some notation. We have
Definition 2.2. For t with 0 ≤ t < p we denote by
Remark 2.3. As σ(β) = β + α where α ∈ F 1 it is clear that the operator (σ − 1) has the property (σ − 1) (V t ) ⊆ V t−1 for 1 ≤ t ≤ p − 1. In particular, we find
The next result shows how the operators (σ − 1) i can be used to study elements of Ω
and t is chosen to be the maximal index i with η i = 0 . By a direct calculation, as (σ −1)(β) = (β +α)−β = α we find
, and from this we see that (σ − 1)
. The hypothesis shows we have t − k + 1 = 1, so
We have an analogous decomposition of Ω
As these direct-sum decompositions are compatible, it makes sense to consider the quotient
i −η i ), and therefore ℘(
F . So the following definition makes sense. It is the key to our computation of the relative Brauer group Br(E/F ). 
Of course, in this notation, ν The direct sum decompositions above give that
, so it is reasonable to expect a similar decomposition for ν F 1 (1). This is given next. 
where
i − η i ).
As
i − η i ) ∈ α i dF , giving the first statement. The final statement now follows
We next note that the norm behaves well when restricted to the decompositions of ν E 1 (1) and ν F 1 (1).
Lemma 2.7. The norm
, and by Lemma 2.1 the norm is given by the operator (σ − 1) p−1 on this subgroup. Since (σ − 1)
F and η 2 ∈ V p−2 , to prove the result it suffices to verify that (σ − 1)
Remark 2.8. It is possible to define the groups ν a i F (1) without reference to the field extension 
The main theorem
The idea behind studying an element w ∈ ker(Br p (F ) → Br p (E)) is to systematically reduce the power k of β in an expression w ≡ ℘(u 0 + βu 1 
to where we have a useful description of w over F . This next lemma is the key to this reduction.
Consequently, we find
It now follows, multiplying equation (3) by α k−1 , that 1 , from which we find
Using Remark 2.3 we apply (σ−1) p−1 to the latter equation to find that
* p , and by Hilbert's Theorem 90 we can express
for t ∈ F 1 and γ 1 ∈ E 1 . From this we obtain
Assume we have shown that
So by induction we have produced γ 1 , γ 2 , . . . , γ j as long as p − j > 1. But we have k < p so p − (k − 1) > 1, and we have produced γ k−1 ∈ E 1 with
We note that (σ − 1)
∈ V 1 and also that (σ − 1)
By Lemma 2.6 applied to E 1 /E we may uniquely express
and when i > 0 we have α i η i ∈ V k−1 . We now select γ ∈ E with dγ γ = s −1 η 0 , and the lemma is proved.
We may now give the proof of the main result. 
. Then by the classical theory of cyclic algebras, as
We claim that im(φ) = im(i
is the map given by scalar extension. From this claim the theorem follows. We suppose that w ∈ Ω 1 F corresponds to a class in Br p (E/F ), and we assume that k is minimal such that
First we assume k > 1, and then we can apply Lemma 3.1 to obtain γ ∈ E such that
contradicting the minimality of k.
We are now in the case where k = 1. We have that w = u As a consequence of this calculation we obtain the result of Albert [1] that algebras in Br(E/F ) must be cyclic. Albert proved his result by finding a purely inseparable splitting field of such an algebra. The proof below gives more information by explicitly describing its Brauer class as a symbol. 
