This paper examines structural changes and the dynamics of price relationships in the U.S., British Columbia, Quebec and Ontario lumber markets. With monthly price series from 1981 to 2002, we use Perron's method to identify structural shifts and the Johansen cointegration analysis and vector-error correction (VEC) model to determine both short-run and long-run price relationships. We find that, due to restrictions on federal timber harvests in the Pacific Northwest (PNW), price instability experienced in 1992 has caused structural shifts for the U.S. and Canadian lumber prices. We also find that the North American lumber market is indeed integrated where the U.S. price significantly affects Canadian prices in both short-run and longrun. This result indicates the price leadership role for the U.S. in the North American lumber market where the Canadian prices respond to the U.S. price change, but that the reverse does not hold. Therefore, this finding may not support the claim of U.S. producers that subsidized Canadian lumber has depressed the U.S. price and harmed the U.S. lumber industry.
Introduction
The trade of softwood lumber between the U.S. and Canada is one of the major trade flows of forest products in the world. These two countries are not only the world's largest producers of softwood lumber, but also the world's largest importer and exporter, respectively. For example, in 2002, the U.S. shared 45% of world imports for softwood lumber, while Canada provided 48% of world lumber exports (FAO 2003) . More importantly, the U.S. and Canada are highly interdependent on each other's lumber market. The U.S. depends on Canada for more than 90% of its lumber imports. Canada exports more than 60% of its lumber production to the U.S. Given the economic importance of lumber trade between the two countries, therefore, it is important to clearly understand the behavior of softwood lumber markets in North America.
Several studies have examined price relationships in either the U.S. or Canadian lumber markets. Uri and Boyd (1990) use the concept of the Granger causality in order to detect the geographical extent of the U.S. lumber markets. They find that the demand for softwood lumber is indeed strongly connected to prices, and that there is a national lumber market in the U.S. Jung and Doroodian (1994) adopt the Johansen cointegration procedure to identify the long-run equilibrium relationships among four U.S. regional lumber markets. They discover that, with efficiently linked prices, there exists a single long-run equilibrium price in the U.S. lumber market. More recently, with the most disaggregate data and a large number of price combinations for different products, Yin and Baek (2005) test the law of one price (LOP) hypothesis for the U.S. lumber markets. After exhaustive investigations, they find overwhelming evidence supporting the LOP for the entire U.S. market. Similarly, a Canadian scholar uses the Johansen procedure to test the LOP hypothesis for five Canadian regional lumber markets (Nanang 2000) . With the single cointegration vector identified, he concludes that there is no single market for softwood lumber in Canada.
Previous studies have undoubtedly expanded our understanding of the price relationships in the U.S. and Canadian lumber markets. However, earlier studies have examined either the long-run price relationships based on the concept of cointegration or the short-run price dynamics based on the concept of Granger causality; therefore, little attention has been paid to conduct the rigorous study of long-run and short-run price relationships simultaneously. In other words, no studies have examined as to how equilibrium relationships are restored and what new equilibrium levels would be obtained given policy shifts. Further, no study so far has dealt with price relationships in the U.S. and Canadian lumber markets together. With the recent development of the lumber trade dispute, it is timely to explore this relationship. 2 One objective of this paper is to assess the dynamics of price relationships in the North American lumber market. To that end, we examine short-run and long-run price relationships in three 2 Since the early 1980s, a number of lumber trade disputes have arisen between the U.S. and Canada. The very latest trade dispute between the two countries has come as a result of the expiration of the Softwood Lumber Agreement (SLA). In April 2001, U.S. producers filed countervailing and antidumping petitions, which claimed that subsidized and below-cost Canadian lumber was being dumped on the U.S. market, harming the U.S. lumber industry. The International Trade Commission (ITC) issued its finding that the U.S. lumber industry is threatened with material injury by imports of Canadian lumber. As a result, in May 2002, the U.S. government imposed the countervailing (18.79%) and antidumping (8.43%) duties on Canadian lumber exported to the U.S.
Canadian provincial and one national U.S. lumber markets using the Johansen cointegration analysis and vector error-correction (VEC) model. More specifically, previous studies reveal that there exists a single national market in the U.S., since the LOP holds for the entire U.S. markets (Uri and Boyd 1990 , Jung and Doroodian 1994 , Yin and Baek 2005 . As such, the U.S. market is treated as a single market in our models. In contrast, the Canadian provincial markets should be treated as separate markets, since the LOP does not hold for the entire Canadian markets (Nanang 2000) . We thus consider the Canadian markets as consisting of three segmented markets such as British Columbia (BC), Quebec, and Ontario in our models. Since these three provinces account for approximately 80% of total Canadian production and approximately 85% of exports to the U.S., it seems reasonable to use them as a representative of Canadian markets in our analysis.
It is essential to understand price relationships in U.S. and Canadian provincial lumber markets in order to address issues of market structure, price leadership, and market modeling. For example, if we find evidence that the Canadian prices respond to disequilibria induced by a shock shifting either U.S. or Canadian price levels, but that the U.S. price does not respond, it suggests that U.S. acts as the price leader and imperfect competition exists in the North American market. On the other hand, if U.S. and Canadian lumber prices are cointegrated, it indicates that these prices tend to drift in a similar fashion in the long-run, and the cointegration relationships should be included in modeling the North American lumber market; otherwise, the econometric models could give a biased estimation. More importantly, it is important to assess the price relationship to understand the on-going lumber trade dispute between the U.S. and Canada. For example, the finding of U.S price leadership indicates that the Canadian markets are influenced by the U.S. market, but that the reverse does not hold. This further suggests that Canadian subsidies, if exists, may not have an impact on price changes in the U.S. market. As such, the U.S. claim that subsidized Canadian lumber, particularly coming from the three provinces, has depressed the U.S. prices would not be supported.
A second objective of this paper is to use the concept of structural change to identify structural breaks in the U.S. and Canadian prices series. Structural change is an important issue in timeseries analysis and affects all the inferential procedures associated with unit roots and cointegration tests (Maddala and Kim 1998) . Specifically, unit root tests are prerequisite to construct an appropriately specified VAR model. However, assuming that the deterministic trend is correctly specified, the standard augmented Dickey-Fuller (ADF) test is not able to detect a structural break in the series (Maddala and Kim 1998) . As such, if there is a break in the deterministic trend, then ADF test may have lower power and even could lead to a false conclusion that there is a unit root, when in fact there is not (Perron 1989) . Hence, tests for structural changes are performed to overcome the shortcomings of the standard ADF procedure, as well as to examine whether there is any evidence of structural breaks in the lumber prices series. It is hoped that this analysis will shed new light on the dynamics of price relationships in both U.S. and Canadian lumber markets and contribute to the literature of forest products markets.
The paper is organized in five sections. The next section describes the data used for the analysis. The unit root test under structural change is then discussed, followed by the main empirical results of the study. A summary of principal findings and conclusions of the research are included in the final section. 
Data

Structural Change and Unit Root Tests
Theoretical Framework
To take into account structural changes in the deterministic trend function, Perron (1989) develops a modified augmented Dickey-Fuller (ADF) test for the presence of a unit root with three alternative models. Given a known structural break, the approach is generalized to allow a one-time change in the structure occurring at a time B T , referred to as the time of break. The three different models are parameterized as follows: (1) Model (A): For empirical analysis, the three different models are reformulated by nesting the corresponding models under the null and alternative hypotheses as follows: (4) Model ( 
Identifying Structural Change
To motivate the use of three different models developed by Perron (1989) , we first present graphical investigation for the four price series (Figure 1 ). The graph of the U.S. price series shows that there appears to be both change in the intercept of the series in the early 1992 and the slope afterwards (first Figure) . The same feature appears to hold for the BC and Quebec prices in the late 1992 (second and third Figures). Those three price series thus behave in correspondence to Model C. On the other hand, the Ontario price series behaves according to Model A where there is no sharp change in the slope in the late 1992 but rather a change in the intercept (fourth Figure) . To verify this graphical examination, we use ordinary least squares (OLS) to estimate equations (1) and (3) (Models A and C) for potential break points ( B T ) in the neighborhood of graphically inspected break dates.
3 Given the OLS assumption, the values of B T which minimize the sum of squared residuals are the maximum likelihood estimates of the time at which the structural change occurs, referred to as grid search (Oehmke and Schimmelpfennig 2004) . The resulting break points are January 1992 for the U.S. price, November 1992 for the BC and Quebec prices, and December 1992 for the Ontario price. With the maximum likelihood estimates for break points ( * B T ), we then test for statistical significance of the parameters in equations (1) and (3) ( Table 1 ). The results show that all regressions have high adjusted 2 R , above 0.96. The coefficients on the intercept, trend, and intercept-and trend shifts in the U.S., BC, and Quebec price series are significant at the 1% level. Additionally, the coefficients on the intercept, trend, and intercept shift in the Ontario price are significant at least at the 10% level. The OLS results thus indicate that the incorporation of t DU and t DT in the model is statistically important. For completeness, we use the estimated models to generate fitted values (solid lines) of the dependent variables (Figure 1 ). These figures provide graphical validation of the structural changes obtained from the regression results. The break points found here coincided with the federal timber harvest reductions in the Pacific Northwest (PNW), which created a dramatic price shock and thus has had a significant effect on the U.S. and Canadian lumber prices. Note: ***, **, and * denote significance at the 1%, 5%, and 10% levels, respectively; Both intercept and trend shifts occur in the U.S., BC, and Quebec prices, while only intercept shift occurs in the Ontario price.
Testing for Unit Roots under Structural Change
To test for unit roots in the presence of structural shifts, we estimate equation (4) for the Ontario price and equation (6) for the other three series (Table 2 ). For comparison, we also estimate the standard ADF statistics for the series. The results show that the null hypothesis of nonstationarity cannot be rejected for all four series with the ADF test. In contrast, when structural shifts are included, the null hypothesis can be rejected at least at the 10% significance level for all the series. The results thus indicate that the underlying process for the U.S. and three Canadian prices can be characterized by stationary fluctuations around a deterministic trend function.
Given that the null hypothesis of non-stationarity can be rejected for all the series, it is no longer appropriate to use the full sample in our cointegration analysis. We then divide the full sample into two sub-samples according to the break point (pre-and post-1992:12) in order to see if this feature is stable in both cases.
4 However, it is widely known that when dealing with finite samples, especially small numbers of observations, the power of the standard ADF test is notoriously low (Harris and Sollis 2003) . In other words, the ADF test has high probability of accepting the null hypothesis of non-stationarity when the true data-generating process is in fact stationary. Consequently, we use more powerful tests for the two sub-samples. Perron (1989) . Elliott et al. (1996) develop a unit root test which is well suited to our situation. They optimize the power of the ADF test using a form of detrending, referred to as Dickey-Fuller generalized least squares (DF-GLS) detrended test. "Monte Carlo experiments indicate that the DF-GLS works well in small samples and has substantially improved power when an unknown mean or trend is present" (Elliott et al. 1996, p. 813) . Ng and Perron (2001) recently have produced a testing procedure which incorporates both the new information criterion for setting the lag length and GLS detrending. The results show that, with the pre-1992:12 sample, the rejection of nonstationarity for the BC and Quebec prices is consistent across different lag lengths at the 5% or better significance level, indicating that these two prices are stationary (Table 3 ). In contrast, the null hypothesis cannot be rejected for all the series in the post-1992:12 sample. Kwiatkowski et al. (KPSS) (1992) argue for the usefulness of performing tests of the null hypothesis of stationarity as well as tests of the null hypothesis of a unit root, particularly when using non-stationarity tests with low power. With the null hypothesis of stationarity, either around a level or around a linear trend, the KPSS test thus can be used as a complement to standard unit root tests. If the DF-GLS and KPSS tests provide different results, the tests are inconclusive. We first estimate the KPSS statistics for no trend models. The results show that the KPSS test unambiguously rejects the null hypothesis of stationarity for all the series in both subsamples. We then proceed to test the null hypothesis of trend stationarity. The results indicate that the KPSS test fails to reject the null for the BC and Quebec prices in the pre-1992:12 sample (Table 3) . On the other hand, with the post-1992:12 sample, the null hypothesis can be rejected for all the series.
From the findings of the DF-GLS and KPSS tests, we conclude that the U.S. and Ontario prices in the pre-1992:12 sample and all price series in the post-1992:12 sample are non-stationary. However, since the BC and Quebec prices are consistently found to be stationary in the pre-1992:12 sample, they cannot be used for the cointegration analysis.
5 Therefore, for further timeseries analysis, we decide to focus our attention on the post-1992:12 sample. Note: ***, **, and * denote rejection of the null hypothesis at the 1%, 5%, and 10% levels, respectively; The 1%, 5%, and 10% critical values for the DF-GLS test are -3.53, -2.99, and -2.70 for sub-sample І, and -3.56, -3.02, and -2.73 for sub-sample II; The 1%, 5%, and 10% critical values for the KPSS test of trend stationary are 0.216, 0.146, and 0.119 for both samples. To save space, the results for the hypothesis of level stationarity are not reported; The lag order for the KPSS test is chosen by Schwert criterion.
Cointegration Test and Error-Correction Model
Theoretical Framework
A long-run equilibrium price relationship between two markets can be represented as follows: (7) ijt jt it u P P + + = β α price relationships in the North American lumber market. Hence, we decided to exclude the pre-1992:12 sample for cointegration analysis.
where it P and jt P are prices for market i and j ; α and β are estimated coefficients; and ijt u is a normally and independently distributed error term. The long-run equilibrium relationship between markets i and j can be detected by estimating β . In our case, price series are nonstationary. The OLS regression between such series thus leads to a spurious regression problem (Wooldridge 2000) . To avoid this problem, we use the cointegration procedure. Engle and Granger (1987) show that even in the case that all the variables in a model are non-stationary, it is possible for a linear combination of integrated variables to be stationary. In this case, the variables are said to be cointegrated and the problem of spurious regression does not arise.
The Johansen maximum likelihood estimation method is used to determine the number of cointegration relationships among the price series (Johansen and Juselius 1990, Johansen 1995) . Following Johansen, the cointegrated vector auto-regression (VAR) model can be defined as follows: (8) 
is a measure of the error or deviation from the equilibrium, which is stationary since the series are cointegrated. Since variables are cointegrated, the VEC model incorporates both short-run and long-run effects. That is, if the long-run equilibrium holds, 0
During periods of disequilibrium, on the other hand, this term is non-zero and measures the distance of the system from equilibrium during time t ; thus, an estimate of α provides information on the speed-of-adjustment, which implies how the variable t X changes in response to disequilibrium.
Johansen Cointegration Test
The Johansen cointegration procedure is applied to determine the number of cointegrating vectors using the post-1992:12 sample. Prior to the cointegration test, it is necessary to determine the lag length to define a correctly specified VAR model, which ensures the residuals are approximately white noise. For this purpose, a number of VAR lag selection criteria and diagnostic tests are used. The lag lengths ( k ) of the VAR model are determined by the Schwarz (SC), Hannan-Quinn (HQ), and Akaike (AIC) information criteria using likelihood ratio tests (Doornik and Hendry 1994) . For example, we start from k = 8 and a reduction of the VAR from k =8 to k =7 is rejected. This reduction sequence is then conducted until we find that the reduction from k =5 to k =4 is accepted.
Diagnostic tests on the residuals of each equation and corresponding vector test statistics support the VAR model with four lags ( k =4; Table 4 ). In our serial correlation test using the F -form of the Lagrange Multiplier (LM) test, the null hypothesis of no serial correlation cannot be rejected at the 1% significance level. Heteroskedasticity is tested using the F -form of the LM test and the null hypothesis of no heteroskedasticity cannot be rejected at the 1% significance level.
Normality of the residuals is tested with the Doornik-Hansen (1994) method. The null hypothesis of normality cannot be rejected at the 1% significance level. Furthermore, the specification tests indicate that a linear trend is necessary but seasonal dummies are not. denotes the first differences of the variables and parentheses are p -values; Serial correlation of the residuals of individual equations and a whole system is examined using the Fform of the Lagrange-Multiplier (LM) test, which is valid for systems with lagged independent variables; Heteroskedasticity is tested using the F -form of the LM test; Normality of the residuals is tested with the Doornik-Hansen test (Doornik and Hendry 1994) .
The results of cointegration estimation indicate three cointegration vectors ( r =3) in four price series (Table 5) . Specifically, the trace tests show that the hypothesis of r =2 can be rejected and r =3 is accepted. As a result, three cointegration vectors are accepted at the 5% significance level. This suggests that all of the four price series in the North American lumber market are integrated. The test of long-run weak exogeneity of each series in the model examines the absence of longrun levels of feed-back due to exogeneity (Johansen and Juselius 1992) . In other words, a weakly exogenous variable is a driving variable, which pushes the other variables away from adjusting to long-run equilibrium, but is not influenced by the other variables in the model. The long-run weak exogeneity test is implemented by restricting parameter in speed-of-adjustment (α ) to zero in the model. The results show that the U.S. price is weakly exogenous at the 1% significance level (Table 6 ). This finding suggests that the U.S. price is the driving variables in the system and significantly affects the long-run movements of Canadian prices, but is not influenced by Canadian prices. It is now necessary to consider whether cointegration vectors are identified, and thus whether they tell us anything about the structural economic relationships underlying the long-run model (Johansen and Juselius 1994) . For this purpose, we impose restrictions on the cointegrating spaces, β ( Table 7) . The likelihood ratio (LR) statistic is 1.38 ( p -value = 0.71), indicating that the restrictions are acceptable. The results show that significant coefficients on three Canadian prices in 1 α , 2 α and 3 α confirm three cointegration relationships. This finding suggests that joint deviations by the three prices from the steady-state position due to a specific shock in the North American lumber market gradually disappear, and they eventually return to an equilibrium position. On the other hand, the U.S. price is not significant in all of the three relations, indicating that this price do not adjust in the long-run, and thus weakly exogenous.
Finally, the long-run coefficients ( β ) explain the cointegrating relationships among the price series (Table 7) . For example, the first error-correction model, ) ( (10) shows that, in the long-run, the law of one price (LOP) holds between the U.S. and BC. In addition, the BC price increases as the Ontario price rises. The short-run adjustment within 1 EC occurs primarily through the BC and Ontario prices. The second and third errorcorrection models also show that the LOP holds among the U.S., Quebec, and Ontario prices. 
VEC Model
The VEC model is estimated to find the short-run adjustment to long-run steady states as well as the short-run dynamics among price series. For this purpose, with the identified cointegration relationships, the VEC model in equation (9) is estimated. The methodology used to find this representation follows a general-to-specific procedure (Hendry 1995) . Specifically, since the U.S. price is found to be weakly exogenous to the system, the VEC model is first estimated conditional on the U.S. price. By eliminating all the insignificant variables based on an F -test, the parsimonious VEC (PVEC) model is then estimated using full-information maximum likelihood (FIML, Harris and Sollis 2003) . The number of lags included in the PVEC model is the same as in the cointegration test. The multivariate diagnostic tests on the estimated model as a system indicate no serious problems with serial correlation, heteroskedasticity, and normality (Table 8) . Hence, the model specification does not violate any of the standard assumptions. The results of the PVEC models show that the error-correction terms for BC, Quebec, and Ontario prices are negatively significant at the 10% or better significance level (Table 8 ). The negative coefficient of the error-correction term ensures that the long-run equilibrium can be achieved. The absolute value of the error-correction term indicates the speed of adjustment to equilibrium. The results thus indicate that when deviating from equilibrium conditions, BC, Quebec, and Ontario prices adjust to correct long-run disequilibria in the North American lumber market. However, the adjustment toward equilibrium is not instantaneous. For example, BC price adjusts by 8% and 24% to the respective long-run equilibria (EC2 and EC3) in one month. These results imply that it takes more than 12 months (1/0.08 = 12.5 months) and more than four months (1/0.24 = 4.2 months), respectively, to eliminate the disequilibria. It should be noted that the Softwood Lumber Agreement (SLA) during 1996-2001 may result in changes in U.S. and Canadian lumber prices. To capture such an effect, therefore, the dummy variable is included in the assessments. However, due to insignificant coefficients, the dummy for the SLA is dropped in the PVEC model. This indicates that the SLA had little impact on U.S. and Canadian lumber prices.
Finally, the coefficients of the lagged variables in the PVEC models show that the short-run dynamics or causal linkage between U.S. and Canadian lumber prices. Two period lagged U.S. price is statistically significant and positively correlated with BC, Quebec, and Ontario prices; for example, a 1% increase in the U.S. price causes a 0.44-0.57% increase in Canadian prices. The result thus indicates that the U.S. price has a significant short-run dynamic effect on the Canadian prices over the last decade.
Summary and Conclusions
This paper first examines structural changes in the U.S., British Columbia, Quebec, and Ontario lumber prices and then determines the dynamics of price relationships among them. We utilize Perron's (1989) test to achieve the first objective and the Johansen cointegration analysis and VEC model to determine both short-run and long-run price relationships.
The results of unit root tests under structural change provide statistical evidence that the price instability witnessed in 1992 has caused structural shifts for the U.S. and Canadian lumber prices. The structural shift coincides with the period over which restrictions on federal timber harvests in the PNW implemented. This finding further suggests that, when estimating behavior relationships with historical data, it is important to test for unit roots allowing for major policy shocks as structural shifts.
The results of the cointegration analysis show that the whole softwood lumber market in North America, including both the U.S. and three Canadian provinces, is indeed integrated. The U.S. price is consistently found to be weakly exogenous in the North American lumber market, implying that it influences the model to drift away from the long-run steady state position, but is not affected by other variables. The results of the VEC model indicate that the short-run dynamics are characterized by unidirectional causation, with the U.S. price significantly affects the Canadian prices.
