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a b s t r a c t
In this paper, we consider sequences of vector martingale differences of increasing
dimension. We show that the Kantorovich distance from the distribution of the k(n)-
dimensional average ofnmartingale differences to the correspondingGaussian distribution
satisfies certain inequalities. As a consequence, if the growth of k(n) is not too fast, then
the Kantorovich distance converges to zero. Two applications of this result are presented.
The first is a precise proof of the asymptotic distribution of the multivariate portmanteau
statistic applied to the residuals of an autoregressivemodel and the second is a proof of the
asymptotic normality of the estimates of a finite autoregressive model when the process is
an AR(∞) and the order of the model grows with the length of the series.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Many versions of the Central Limit Theoremand convergence rate estimates have been proved under different conditions.
The case considered here is that of a triangular array Xni of vector martingale differences of dimension k depending on n.
We are interested, in particular, in the case that k(n)→∞ for otherwise, all Xni can be considered as vectors of dimension
max{k(n) : n ∈ N}. Even in the case that k diverges, the convergence can in principle be analyzed by considering Xni as an
infinite sequence completedwith zeros and using Banach Space techniques. Nevertheless, for some applications, to establish
the convergence to an infinite random sequence is not so useful as to measure how much the k(n)-variate distribution
of the average differs from a k(n)-variate Gaussian. Therefore, we focus on calculating bounds for the distance from the
distribution of Zn = n−1/2∑i Xni to the k(n)-variate normal distribution, measured with a certain metric. The metric that is
most commonly used for this kind of analysis, since the classical Berry–Esséen theorem, is probably the uniformmetric (for
example, [1,2]). Unfortunately, this one is not the most convenient for our purposes. As we will show, bounds expressed in
terms of the Prokhorovmetric allowus to prove the results presented in Section 4. On the other hand, the Kantorovichmetric
provides an upper bound on the Prokhorov metric and behaves well under Lipschitz transformations of the variables. For
these reasons, we take as the starting point for our work the result by Rachev and Rüschendorf [3] for martingales in Banach
spaces, which is stated in terms of the Kantorovich metric. However, we cannot directly use their result. A generalization is
required and we prove it in Section 2.
Our results are not just a theoretical exercise. In fact, they have been worked out to fill a theoretical gap in the diagnostic
for time seriesmodels. Since thework of Box, Pierce and Ljung [4–6], a number of tests for residual autocorrelation have been
proposed. The multivariate case was analyzed by Hosking in [7]. Ahn generalized the multivariate test for the constrained
autoregressive case in [8]. More recently, it has been proved in [9] that the test can be applied to Vector Error Correction
models. A variation of the test is proposed in [10]. A common feature of all these papers is the vagueness with which the
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asymptotic distribution property is stated (with the exception of the Dˆm statistic of [10], that has a different form and
distribution). Generally, it is claimed that the distribution of the statistic, say Qk, where k is the greatest autocorrelation
order, approximates a chi-square with d(k) degrees of freedom for large k and T , where T is the number of observations.
This is argued by expressing Qk as a quadratic form evaluated at a martingale difference average plus terms that vanish as
T → ∞. Then, the CLT applies to that average, but the matrix of the form is only approximately idempotent for large k.
Hence, any convergence analysis should consider the limit when both T and k go to infinity.
The first result of this kind that provides a precise convergence result seems to be [11], but it pays the price of taking
sequential limits (limk limT . . .). This kind of asymptotic property is not the most adequate for applications because it is not
realistic. In real life, T is usually given and k chosen by the analyst, so the desired result should provide convergence when
k and T tend to infinity satisfying some joint condition. In which sense should this convergence be established? Clearly, it
should be ensured that the error due to the use of the theoretical rejection region instead of the true one, converges to zero.
If we choose k = k(T ) satisfying the joint convergence condition, FT (x) is the distribution function of the true statistic Qk
and GT (x) the one of a chi-square with the theoretical degrees of freedom corresponding to k(T ), then we want that for any
u ∈ (0, 1),
lim
T→∞ FT (G
−1
T (u)) = u.
In Section 4.1 we prove that the relation above holds under some assumptions.
The second application is presented in Section 4.2 and it is related to the inference of autoregressive models when the
truemodel is an AR(∞). If we fit an autoregressivemodel to a time series of length T that is generated by an AR(∞) process,
then the order p of the model and T have to satisfy some joint conditions for the estimates to have good properties. These
conditionswere analyzed in [12] for the univariate case and in [13] for themultivariate case. In these articles, the asymptotic
normality of the estimates was proved when p3/T → 0 and T 1/2∑∞j=p ‖Φj‖ → 0, where Φj is the jth autoregressive
coefficient matrix of the true model. Unfortunately, the asymptotic normality is not established for the vector of estimates
but for a linear combination of its components. Specifically, if φˆ(p) is a vector containing the estimate coefficients and l(p)
is a sequence of constant vectors satisfying certain conditions, then l(p)′φˆ(p) is asymptotically normal. Instead, we will
establish the asymptotic normality of φˆ(p) by proving that the distance from the distribution of φˆ(p) to a certain pr2-variate
Gaussian converges to zero. This allows, for example, to build confidence regions for φ(p).
2. CLT rates for martingales in Banach spaces
First we need a generalization of Theorem 3.6 in [3]. This theorem applies not only to the Gaussian case, but to the more
general α-stable case. The generalization consists of relaxing an assumption that can usually be checked only when the
conditional first and second order moments of the ith martingale difference with respect to the (i − 1)th field are almost
surely constant. This condition is too strong for our applications. Hence, we will prove our result with the relaxed condition
that the moments are constant with respect to the (i− ν)th field, for a certain ν ≥ 0. Besides this generalization, we need
to state the main proposition in such a form that all the constants appearing in the inequality are absolute. This will allow
us to apply in Section 3 the result to different spaces for each n. No substantial modifications of the proof in [3] are needed
for this.
In order to make our results easier to relate to the corresponding ones in [3], we adhere as much as possible to their
notation, both in this section and in the next one. In these two sections, we will use the first upper case roman letters
with or without numeral subscripts (A, B, C, A1, . . .) to denote absolute constants. We use also capital roman letters with
subscripts that indicate dependence with respect to variables or parameters, such as Cθ or Lr . The last capital roman letters
U, V , . . . , Z are reserved for random variables.
For two random variables X and Y defined on a probability space (Ω,F , P) taking values in a separable Banach Space
(X, ‖ · ‖), let us denote by `1(X, Y ) the Kantorovich metric,
`1(X, Y ) = sup{|E(f (X)− f (Y ))| : f ∈ LB1},
whereLB1 is the set of the bounded real functions f defined onX such that |f (x)− f (y)| ≤ ‖x− y‖.
We also need the total variation metric,
σ(X, Y ) = sup{|E(f (X)− f (Y ))| : f ∈ C0(X; [0, 1])},
where C0(X; [0, 1]) denotes the set of the continuous functions defined fromX into [0, 1].
Let θ be a symmetric α-stable random variable independent from X and Y . We define the smoothing distances,
`r(X, Y ) = sup
h>0
hr−1`1(X + hθ, Y + hθ), r > 1,
σr(X, Y ) = sup
h>0
hrσ(X + hθ, Y + hθ), r > 0.
Let Xi be a sequence of martingale differences and θi a sequence of independent variables distributed as θ . Let us define
for ν ≥ 0,
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Xi,ν =
i∑
j=i−ν
Xj, Xi,−ν =
i+ν∑
j=i
Xj,
X˜i,ν =
i−1∑
j=i−ν
Xj +Wi, X˜i,−ν = Wi +
i+ν∑
j=i+1
Xj,
Xˆi,ν =
i−1∑
j=i−ν
Xj + θi, Xˆi,−ν = θi +
i+ν∑
j=i+1
Xj,
whereWi is a random variable with the same distribution as Xi and independent from {Xj : j 6= i}. In order to establish our
results, we will use the constants,
`r = sup
i
`r(Xi, θi),
τr,ν = sup
i
E`r(PXi,ν |Fi−ν , PXˆi,ν |Fi−ν ),
τ˜r,ν = sup
i
E`r(PXi,ν |Fi−ν−1 , PX˜i,ν |Fi−ν−1),
τˆr,ν = sup
i
E`r(PXi,−ν |Gˆi+ν+1 , PXˆi,−ν |Gˆi+ν+1),
σr = sup
i
σr(Xi, θi),
tr,ν = max{`1, σ1, σ (1/(r−2))r , τˆ (1/(r−2))r,ν , τ˜1,ν} and
˜`r,ν = max{`r , τr,ν},
where PX |F is the conditional distribution of X with respect to the σ -field F and Fi = σ(Xj : j ≤ i), Gˆi = σ(Xj : j ≥ i). Let
Zn = n−1/α∑ni=1 Xi.
Proposition 2.1. If E‖θ‖ < +∞, then there exists a constant Cθ such that
`1(Zn, θ) ≤ Cθ (n1−r/α ˜`r,ν + n−1/αtr,ν). (2.1)
Moreover, there exist M,N such that Cθ can be chosen satisfying Cθ ≤ M + NE‖θ‖.
If ν = 0, we obtain Theorem 3.6 from [3] as a particular case. Before going on to the proof of Proposition 2.1, we present
a modified version of Lemma 3.3 in [3],
Lemma 2.2. Let (Xi,Fi) be a stochastic sequence and (Gi) a decreasing sequence of sub σ -fields such that Yj are Gi measurable
for j ≤ i. Then, for ν ≥ 0,
`r
(
n∑
i=1
Xi,
n∑
i=1
Yi
)
≤
n∑
i=1
E`r(PU|Fi−ν−1∨Gi+ν+1 , PV |Fi−ν−1∨Gi+ν+1),
where U =∑ij=i−ν Xi +∑i+νj=i+1 Yi and V =∑i−1j=i−ν Xi +∑i+νj=i Yi.
The proof of our Lemma 2.2 is essentially the same as that of lemma 3.3 in [3], whereas the proof of Theorem 3.6 in [3]
has to be modified at three points. We summarize the modifications in Lemma 2.3. Let us define,
γ1 = `1
(
n−1/α
n∑
i=1
Xi + εθ, n−1/α
[
n−1∑
i=1
Xi +Wn
]
+ εθ
)
, (2.2)
γ2 =
m∑
j=1
`1
(
n−1/α
[
j∑
l=1
θl +
n∑
l=j+1
Xl
]
+ εθ, n−1/α
[
j∑
l=1
θl +Wj+1 +
n∑
l=j+2
Xl
]
+ εθ
)
and (2.3)
γ3 = `1
(
n−1/α
[
m+1∑
i=1
θi +
n∑
i=m+2
Xi
]
+ εθ, n−1/α
n∑
i=1
θi + εθ
)
(2.4)
Lemma 2.3. There exists a constant A such that
γ1 ≤ n−1/α τ˜1,ν, (2.5)
γ2 ≤ Aa−r+1+αn−1/α τˆ 1/(r−α)r,ν , (2.6)
γ3 ≤ An1−r/ατr,ν, (2.7)
where a = εn1/α/max{σ1, σ 1/(r−α)r , `1/(r−α)r , τˆ 1/(r−α)r,ν }.
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Proof. Using the dependence metric, defined for a metric µ as,
µ(X, Y |F ) = sup
V∈F
µ(X + V , Y + V ),
where V ∈ F means that V is F -measurable, we have,
γ1 ≤ `1(n−1/αXn,ν + εθ, n−1/α X˜n,ν + εθ |Fn−ν−1)
≤ `1(n−1/αXn,ν, n−1/α X˜n,ν |Fn−ν−1)
≤ n−1/αE`1(PXn,ν |Fn−ν−1 , PX˜n,ν |Fn−ν−1) ≤ n−1/α τ˜1,ν,
where the first inequality holds by the definition of the dependence metric, the second is a consequence of the regularity of
`1 and the third follows from homogeneity and the property `r(X, Y |F ) ≤ E`r(PX |F , PY |F ) (Lemma 3.2 in [3]).
Using the α-stability of θ and the inequality `r(X, Y ) ≥ hr−1`1(X + hθ, Y + hθ),
γ2 ≤
m∑
j=1
(
j
n
+ εα
)(1−r)/α
`r
(
n−1/α
n∑
l=j+1
Xl, n−1/α
[
X˜j+1 +
n∑
l=j+2
Xl
])
≤
m∑
j=1
(j+ nεα)(1−r)/α
n(1−r)/α
n−r/α`r(Xj+1,−ν, X˜j+1,−ν |Gˆj+2+ν)
≤
m∑
j=1
(j+ naα τˆ α/(r−α)r,ν n−1)(1−r)/αn−1/α τˆr,ν
≤ An−1/α 1
ar−1−α
τ˜ 1/(r−α)r,ν ,
where the last inequality follows from the approximate identity (see [14], p. 379),
∞∑
k=m+1
1
ks
≈ 1
(s− 1)ms−1 .
Finally,
γ3 ≤ `1
((
m+ 1
n
)1/α
θ + n−1/α
n∑
j=m+1
Xj,
(
m+ 1
n
)1/α
θ + n−1/α
n∑
j=m+1
θj
)
≤
(
m+ 1
n
)(1−r)/α
n−r/α
n∑
j=m+1
E`r(PXi,ν |Fi−ν−1∨Gi+ν+1 , PXˆi,ν |Fi−ν−1∨Gi+ν+1),
where we have used Lemma 2.2 with Gi = σ(θj : j ≥ i). Since {θi} are independent among them and from {Xi},
PXi,ν |Fi−ν−1∨Gi+ν+1 = PXi,ν |Fi−ν−1 and PX˜i,ν |Fi−ν−1∨Gi+ν+1 = PX˜i,ν |Fi−ν−1 . Hence,
γ3 ≤ An1−r/ατr,ν . 
The proof of Proposition 2.1 is the same as that of Theorem 3.6 in [3] except that we use the inequalities in Lemma 2.3
at the appropriate points, with γ1 = ∆3, γ2 = ∆6 and γ3 = ∆7. The fact that the constant Cθ satisfies Cθ ≤ M + NE‖θ‖ is a
consequence of how the constant C is chosen in [3].
3. Increasing-dimension martingales
We will use the result of the previous section to prove that the Kantorovich distance from n−1/2 times a sum of n vector
martingale differences to a Gaussian distribution converges to zero when the growth of the dimension k(n) satisfies some
conditions. This means that we will focus on the Gaussian case α = 2, r = 3. The fact that the constants N and M in
Proposition 2.1 are absolute is critical becausewe need the inequality (2.1) to hold for spaces that have a different dimension
for each n. This is indicated by an additional subscript n in some places.
Let {Y ji }i,j∈N be real random variables defined in a probability space (Ω,F , P) and n 7→ k(n) ∈ N a nondecreasing
function. We define Xni = (Y 1i , . . . , Y k(n)i ) and Zn = n−1/2
∑n
i=1 Xni. We denote by θn and θni, random variables defined in
the same probability space and distributed as a k(n)-dimensional Gaussian with zero mean and unit covariance matrix. In
order to measure the difference between the distributions of Zn and θn, we consider them as random variables taking values
in the Banach space Rk(n) endowed with the norm ‖(x1, . . . , xk(n))‖p = (∑k(n)j=1 |xi|p)1/p.
Assumption 3.1. For any n, the sequence {Xni}i ∈ N is a martingale difference sequence w.r.t the sequence of σ -fields Fi.
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Assumption 3.2. (i) EXniX ′ni = Ik(n), the identity matrix of dimension k(n). (ii) There exists a function ν(n) such that
(a) Cov[Xni|Fi−ν(n)−1] = Ik(n), a.s.
(b) Cov[Xni|Xnj : j ≥ i+ ν(n)+ 1] = Ik(n), a.s.
We need the following lemma before stating the main result of this section,
Lemma 3.3. There exist constants Bj, for j = 1, 3 such that if ϕ(x) is the density function of a m-variate Gaussian distribution
with zero mean and unit covariance matrix, then,
sup
x∈Rm
sup
‖z‖≤1
|ϕ(j)(x)(z)| ≤ Bj(2pi)−m/2, (3.1)
where ϕ(j)(x)(z) is the jth differential of ϕ as a j-linear form, evaluated at (z, . . . , z). Besides that, the following inequality holds,∫
Rm
sup
‖z‖≤1
|ϕ(3)(x)(z)|dx ≤ m3/2 + 3m1/2. (3.2)
Proof. The partial derivatives of ϕ are,
∂ϕ
∂xi
= (2pi)−m/2 exp
(
−‖x‖
2
2
)
xi
∂3ϕ
∂xi∂xj∂xk
= (2pi)−m/2 exp
(
−‖x‖
2
2
){−xixjxk + xiδjk + xjδki + xkδij} ,
where δuv is the Kronecker delta.
Then, if ‖z‖ ≤ 1,
|ϕ′(x)(z)| = (2pi)−m/2 exp
(
−‖x‖
2
2
)
|(x, z)| ≤ (2pi)−m/2 exp
(
−‖x‖
2
2
)
‖x‖
|ϕ(3)(x)(z)| = (2pi)−m/2 exp
(
−‖x‖
2
2
) ∣∣−(x, z)3 + 3(x, z)∣∣
≤ (2pi)−m/2 exp
(
−‖x‖
2
2
){‖x‖3 + 3‖x‖} . (3.3)
Consequently,
sup
x∈Rm
sup
‖z‖≤1
|ϕ′(x)(z)| ≤ (2pi)−m/2S1
sup
x∈Rm
sup
‖z‖≤1
|ϕ(3)(x)(z)| ≤ (2pi)−m/2(S3 + 3S1),
where Sj = supr>0 r j exp{−r2/2}.
On the other hand, (3.3) implies,∫
Rm
sup
‖z‖≤1
|ϕ(3)(x)(z)|dx ≤ E‖θ‖3 + 3E‖θ‖.
We get (3.2) using that by Jensen’s inequality, E‖θ‖3 ≤ {E(∑i θ2i )3}1/2 and E‖θ‖ ≤ {E∑i θ2i }1/2, and this completes the
proof of the lemma. 
Let us write µq = supi,j E|Y ji |q.
Proposition 3.4. If Assumptions 3.1 and 3.2 hold and µ3p < +∞, then there exist constants D1,Y and D2,Y such that
`1(Zn, θn) ≤ D1,Y k(n)
3/2+4/p + D2,Y k(n)3/2+2/pν(n)
n1/2
. (3.4)
Proof. Using that the constants M and N in Proposition 2.1 are absolute, we can use inequality (2.1) for the case that the
Banach spaceX varies with n. Therefore, we assume thatXn = (Rk(n), ‖ · ‖p).
We will need bounds for some moments of Xni,
E‖Xni‖p ≤
(
k(n)µp
)1/p E‖Xni‖3p ≤ (k(n)3µ3p)1/p .
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Provided the conditions of Proposition 2.1 hold with α = 2 and r = 3,
`1(Zn, θn) ≤ (M + NE‖θn‖p)
˜`3,ν + t3,ν
n1/2
.
In order to estimate these constants, we will use that for any integer r , the metrics `r and σr satisfy the inequalities,
`r(X, Y ) ≤ Gr,θζr(X, Y ) (3.5)
σr(X, Y ) ≤ Lr,θζr(X, Y ), (3.6)
where ζr is the Zolotarev metric (defined in [15]), the constant Gr,θ is defined as
∫
sup‖z‖p≤1 |ϕ(r)(x)(z)|dx, Lr,θ is a Lipschitz
constant of ϕ(r−1) and ϕ is the density function of θn. For the inequality on σr , see Proposition 4.4 in [16]; for `r , see [17].
From (3.2), the constant G3,θ is bounded by k(n)3/2 + 3k(n)1/2 and from (3.1), the constants L1,θ and L3,θ are bounded by
B1(2pi)−k(n)/2 and B3(2pi)−k(n)/2, respectively.
In turn, ζr(X, Y ) is bounded by 2s + r times the pseudomoment metric κr(X, Y ) when s = max{j ∈ N : j < r} and the
jth order moments of X and Y are equal for any integer j ≤ s (see [15] or [16]). The pseudomoment metric is defined as,
κr(X, Y ) = sup{|E(f (X)− f (Y ))| : f ∈Mr},
whereMr = {f ∈ RX : |f (x)− f (y)| ≤ ‖‖x ‖r−1 x− ‖y ‖r−1 y‖}.
Wewill use relations (3.5) and (3.6) together with the obvious κr(X, Y ) ≤ E‖X‖r+E‖Y‖r to find bounds for all constants
involved in Proposition 2.1.
(a) `1 (b) `3 (c) σ1 (d) σ3 (e) τˆ3,ν (f) τ˜1,ν (g) τ3,ν
(a) Since `1(X, Y ) ≤ E‖X − Y‖,
`1(Xni, θni) ≤ E‖Xni − θni‖p ≤ E‖Xni‖p + E‖θni‖p ≤ (k(n)µp)1/p + (k(n)µp(θ))1/p,
where µp(θ) = E‖θ‖p.
(b) We can use the inequalities involving `r , ζr and κr to get,
`3(Xni, θni) ≤ G3,θζ3(Xni, θni) ≤ G3,θ7κ3(Xni, θni) ≤ G3,θ7
(
E‖Xni‖3p + E‖θni‖3p
)
≤ G3,θ7
((
k(n)3µ3p
)1/p + (k(n)3µ3p(θ))1/p) ≤ 7 (k(n)3/2 + 3k(n)1/2) k(n)3/p (µ1/p3p + µ3p(θ)1/p) .
The identity of the first and second-order moments of Xni and θni is a consequence of Assumptions 3.1 and 3.2(i).
(c) The bound for σ1 is obtained in a similar way,
σ1(Xni, θni) ≤ L1,θζ1(Xni, θni) ≤ B1(2pi)−k(n)/2ζ1(Xni, θni)
≤ B1(2pi)−k(n)/2κ1(Xni, θni)
≤ B1(2pi)−k(n)/2{(k(n)µp)1/p + (k(n)µp(θ))1/p}.
(d) For σ3, as for `3,
σ3(Xni, θni) ≤ L3,θ7
(
k(n)3µ3p
)1/p ≤ 7B3(2pi)−k(n)/2 (k(n)3µ3p)1/p .
(e) For τˆ3,ν , we can use again the bound on `3 in terms of ζ3 and, given Assumption 3.2(ii), also the bound on ζ3 in terms
of κ3. Thus,
`3(PXi,−ν |Gˆi+ν+1 , PXˆi,−ν |Gˆi+ν+1) ≤ G3,θ7
2E
∥∥∥∥∥ i+ν∑
j=i+1
Xj
∥∥∥∥∥
3
p
∣∣∣∣∣∣Gi+ν(n)+1
+ E [‖Xi‖3p|Gi+ν(n)+1]+ E [‖θni‖3p|Gi+ν(n)+1]
 .
Taking expectation in both sides we have,
E`3(PXi,−ν |Gˆi+ν+1 , PXˆi,−ν |Gˆi+ν+1) ≤ 14
(
k(n)3/2 + 3k(n)1/2) ν(n)k(n)1/p (µ1/p3p + µ3p(θ)1/p) .
(f) Let us now estimate τ˜1,ν .
τ˜1,ν = sup
i
E`1(PXi,ν |Fi−ν , PX˜i,ν |Fi−ν ) ≤ E‖Xi,ν‖p + E‖X˜i,ν‖p
≤
i−1∑
j=i−ν
E‖Xj‖p + E‖Xi‖p + E‖Wi‖p ≤ 2ν(n)
(
k(n)µp
)1/p
.
(g) τ3,ν is bounded as τˆ3,ν .
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Gathering all these bounds, we get,
`1(Zn, θn) ≤
(
M + N(k(n)µp)1/p
) H1,Y k(n)3/2+3/p + H2,Yν(n)k(n)3/2+1/p
n1/2
,
so (3.4) is established. 
4. Applications
In this section, we present two applications of Proposition 3.4. The first is a proof of the asymptotic distribution of the
multivariate portmanteau statistic Qk [7] when it is applied to the residuals of an autoregressive models and in the second
we state sufficient conditions for obtaining asymptotic confidence regions for the coefficients of an autoregressive model
when the process is an AR(∞).
4.1. Residual autocorrelation tests
The residual autocorrelation tests have been analyzed in many cases. To avoid inessential complications, we will assume
that the r-variate process xt satisfies, rather than a general ARMA, an autoregressive model,
xt =
p∑
j=1
Φjxt−j + εt ,
where εt = (εt1, . . . , εtr)′, Eεt = 0 and Eεtε′t = Σ . We denote by εˆt the residuals of a model with coefficients Φˆ1, . . . , Φˆp
estimated by Gaussian maximum likelihood using a series of length T . The residual autocovariances are Cˆj = T−1∑t εˆt εˆ′t−j
(we also use the notation Σˆ for Cˆ0) and the statistic of the test is defined as,
Qk = T
k∑
j=1
tr(Cˆ−10 CˆjCˆ
−1
0 Cˆ
′
j ).
Assumption 4.1. (i) The polynomial |Ir − Φ1z − · · · − Φpzp| has its roots {zl} outside the unit circle. (ii) εt is i.i.d. and
E|εti|6β < +∞, β ≥ 2.
Let ρ∗ = (minl |zl|)−1.
Proposition 4.2. If Assumption 4.1 holds and Tρk, kαT−1 → 0 then, for any ρ > ρ∗ and u ∈ (0, 1),
FT (G−1T (u)) = u+ O
([
Tρk + k
α/2
T 1/2
]1/2)
, (4.1)
where α = (β − 2)/β +max{5 + 4/β, 3 + 8/β}, FT is the distribution function of Qk and GT is the distribution function of a
chi-square with r2(k− p) degrees of freedom.
Remark 4.3. The fastest convergence rate is achieved in (4.1) when k = O(log T ). Hence, regarding the convergence under
the null, the growth of k is not effectively limited by the condition kαT−1 → 0. However, a faster growth of k could be
convenient for increasing the power of the test under an alternative hypothesis.
Before going on to the proof of Proposition 4.2, we need an auxiliary lemma.
Lemma 4.4. Let {FT }T∈N and {GT }T∈N be two classes of distribution functions in R and assume that the elements of {GT }T∈N
satisfy a Lipschitz condition with the common constant L. Then for any u ∈ (0, 1),
|FT (G−1T (u))− u| ≤ (1+ L)pi(FT ,GT ),
where pi(·, ·) denotes the Prokhorov metric.
Proof of Lemma 4.4. Let δ be such that pi(FT ,GT ) < δ. Then,
PT (A) ≤ QT (Aδ)+ δ, QT (A) ≤ PT (Aδ)+ δ, (4.2)
where PT andQT are the probability measures of FT and GT respectively, A is any Borel set of R and Aγ := {x : d(x, A) ≤ γ }.
If we put for u ∈ (0, 1), A = (−∞,GT−1(u)] in the first inequality in (4.2) and A = (−∞,GT−1(u) − δ] in the second, we
get,
FT (GT−1(u)) ≤ u+ Lδ + δ u− Lδ ≤ FT (GT−1(u))+ δ.
Then, |FT (GT−1(u))− u| ≤ δ + Lδ, so we conclude. 
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Proof of Proposition 4.2. In what follows, we denote by Om(·) order in mean, that is, for any random variable XT ,k, the
identity XT ,k = Om(ω(T , k)) means that ω(T , k)−1E‖XT ,k‖ is bounded independently from k and T . In this section, ‖ · ‖
means the euclidean norm, while the β-norm is denoted by ‖ · ‖β . When the `1 metric refers to a β-norm with β 6= 2, we
write `β1 .
Assumption 4.1 implies that the process xt has a Wold representation,
xt =
∞∑
l=0
Ψlεt−l
such that the coefficients decay exponentially. Moreover, for any ρ > ρ∗, there exists a constantMρ such that ‖ψl‖ ≤ Mρρ l.
Another consequence of Assumption 4.1 is that themaximum likelihood estimates are consistent (see, for example, [18])
and satisfy a CLT. Thus, if we stack all the true coefficients in φ = (vec(Φ1)′, . . . , vec(Φp)′)′ and the estimates in φˆ =
(vec(Φˆ1)′, . . . , vec(Φˆp)′)′, then φˆ − φ = Om(T−1/2).
For cj = vec(T−1∑t εtε′t−j) and cˆj = vec(Cˆj), by a Taylor expansion, we get,
cˆj = cj + ∂cj
∂φ′
(φˆ − φ)+ 1
2
D2cj(φˆ − φ)⊗ (φˆ − φ), (4.3)
where D2cj is a matrix containing the second derivatives of the elements of cˆj with respect to φ arranged in the appropriate
way. It can be proved that,
∂cj
∂φ′
= −Wˆj
where,
Wˆj = (Wˆj1, . . . , Wˆjp)
Wˆji = T−1
∑
t
{(εt−j ⊗ Ir)(x′t−i ⊗ Ir)+ (Ir ⊗ εt)(x′t−j−i ⊗ Ir)}.
The quadratic part of the Taylor expansion (4.3) satisfies,
k∑
j=1
‖D2cj(φˆ − φ)⊗ (φˆ − φ)‖2 = O
(
k
T 2
)
.
On the other hand, if we put c = (c1, . . . , ck)′, Wˆ = [Wˆ ′1, . . . , Wˆ ′k]′ and W = [W ′1, . . . ,W ′k]′, with Wj = [ΣΨ ′j−1 ⊗
Ir , . . . ,ΣΨ ′j−p ⊗ Ir ], then it can be proved that ‖W‖ is bounded uniformly in k (because of the exponential decay of Ψl) and
Wˆ = W + O([k/T ]1/2). Consequently, cˆ can be expressed as,
cˆ = c −W (φˆ − φ)+ Om(k1/2T−1).
The statistic Qk can be written as,
Qk = T cˆ ′(Ik ⊗ Σˆ−1 ⊗ Σˆ−1)cˆ.
If we putΩ = (Ik ⊗Σ−1 ⊗Σ−1) and Ωˆ = (Ik ⊗ Σˆ−1 ⊗ Σˆ−1), using that Σˆ = Σ + Om(T−1/2)we get,
Qk = T (c −W (φˆ − φ))′Ω−1(c −W (φˆ − φ))+ Om(k1/2T−1/2). (4.4)
A Taylor expansion of the log-likelihood l yields,
φˆ − φ = 1
T
I(φ)−1
∂ l
∂φ
+ Om(T−1), (4.5)
where I(φ) = (γ ′u−v ⊗Σ)u,v is the information matrix, with γl = Extx′t+l. The derivative of the log-likelihood is given by,
∂ l
∂φi
= −
∑
t
(xt−i ⊗ Ir)Σ−1εt = −
∑
t
∞∑
u=0
(Ψuεt−i−u ⊗ Ir)Σ−1εt
= −
k−i∑
u=0
(ΨuΣ ⊗ Ir)(Σ−1 ⊗Σ−1)
∑
t
vec(εtε′t−i−u)+ O(ρk+1−i)Om(T 1/2).
Hence,
∂ l
∂φ
= −TW ′Ω−1c + O(ρk)Om(T 1/2). (4.6)
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Nowput ET := T−1/2∑Tt=1 et , where et is the increasing-dimensionmartingale difference et = Ω−1/2(vec(εtε′t−1)′, . . . , vec
(εtε
′
t−k)′)′. If we replace ∂ l/∂φ by the right hand side of (4.6) in (4.5) we get,
φˆ − φ = −T−1/2I(φ)−1WΩ−1/2ET + Om(T−1)+ O(ρk)Om(T 1/2). (4.7)
Now, using (4.4) and (4.7) we obtain,
Qk = E ′T (Ikr2 −Ω−1/2WI(φ)−1W ′Ω−1/2)′(Ikr2 −Ω−1/2WI(φ)−1W ′Ω−1/2)ET + Om(T−1/2 + k1/2T−1 + ρkT ). (4.8)
We can write more succinctly,
Qk = ξ 2T + Om(T−1/2 + k1/2T−1 + ρkT ), (4.9)
where ξ 2T = E ′TA′TATET and AT = Ikr2 −Ω−1/2WI(φ)−1W ′Ω−1/2. The matrix,
UT = Ikr2 −Ω−1/2W (W ′Ω−1W )−1W ′Ω−1/2
is idempotent and,
‖AT − UT‖ ≤ ‖Ω−1‖ · ‖W‖2 · ‖I(φ)−1 − (W ′Ω−1W )−1‖
≤ ‖Ω−1‖ · ‖W‖2 · ‖I(φ)−1‖ · ‖(W ′Ω−1W )−1‖ · ‖I(φ)−W ′Ω−1W‖ = O(ρk), (4.10)
where the last identity is a consequence of the fact thatW ′Ω−1W = (γˆ ′u−v ⊗Σ)u,v where γˆu−v = γu−v + O(ρk).
Since εt are i.i.d., Assumption 3.2(ii) holds for ET with n = T and ν = k and thus, by Proposition 3.4, `1(ET , θT ) =
O
([k$ /T ]1/2), with $ = max{5 + 4/β, 3 + 8/β}. Here we consider ET , θT as elements of the Banach space Rk with the
norm ‖·‖β . Fromnowon, k is a function of T , but in order to simplify the notation,we omit this dependency. By the triangular
inequality,
`1(ATET ,UT θT ) ≤ `1(ATET ,UTET )+ `1(UTET ,UT θT ).
We can estimate both terms as,
`1(ATET ,UTET ) ≤ ‖AT − UT‖ · E‖ET‖ = O(ρk)
`1(UTET ,UT θT ) ≤ ‖UT‖ `1(ET , θT )
≤ ‖UT‖ k(β−2)/(2β)`β1 (ET , θT ) = k(β−2)/(2β)O
([
k$
T
]1/2)
,
where we have used that ‖z‖2 ≤ k(β−2)/(2β)‖z‖β . Then, for ηT = (θ ′TUT θT )1/2,
`1(ξT , ηT ) = O
(
ρk +
[
kα
T
]1/2)
with α = (β − 2)/β + $ . The variable ηT is the square root of a chi-square with k − p degrees of freedom, that is, a chi
distribution. The inequality pi(X, Y )2 ≤ `1(X, Y ) (see [3]) implies
pi(ξT , ηT ) = O
([
ρk + k
α/2
T 1/2
]1/2)
. (4.11)
Now putω1 = [ρk+ T−1/2kα/2]1/2 andω2 = [T−1/2+ k1/2T−1+ρkT ]1/2. From (4.9), we have `1(Qk, ξ 2T ) = O(ω22) and then,
again from pi(X, Y )2 ≤ `1(X, Y ), we get,
pi(Qk, ξ 2T ) = O(ω2). (4.12)
On the other hand, since `1(ξT , ηT ) = O(ω21), for f defined as
f (x) =
{1 x ∈ (−∞, 1]
2− x x ∈ (1, 2]
0 x ∈ (2,+∞),
we have that |Ef (ξT ) − Ef (ηT )| = O(ω21). The properties of the distribution of ηT imply that Ef (ηT ) = O(k−k/τ ), and then
Ef (ξT ) = O(ω21 + k−k/τ ), but k−k/τ converges so fast as to be neglected. Since ξT ≥ 0, P[ξ ≤ 1] ≤ Ef (ξT ). From, (4.12), we
know that there exists a sequence T ,k such that limk,T T ,kω
−1/2
2 = 0 and for any Borel set A ⊂ R+,
P[Qk ∈ A] ≤ P[ξ 2T ∈ AT ,k ] + T ,k,
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which implies,
P[Q 1/2k ∈ A] = P[Qk ∈ A2] ≤ P[ξ 2T ∈ (A2)T ,k ] + T ,k
≤ P[ξT ∈ AT ,k ] + T ,k + P[ξT ≤ 1]
≤ P[ξT ∈ AT ,k+P[ξT≤1]] + T ,k + P[ξT ≤ 1], (4.13)
where the second inequality follows from the relation |ξT−ζ | ≤ |ξ 2T −ζ 2|, that holdswhen ξT ≥ 1 and ζ > 0. Consequently,
pi(Q 1/2k , ξT ) = O(ω2 + ω21). (4.14)
From (4.11) and (4.14),
pi(Q 1/2k , ηT ) ≤ pi(Q 1/2k , ξT )+ pi(ξT , ηT ) = O(ω1 + ω2).
A chi distribution with d degrees of freedom has as density function,
gd(x) = 2
1−d/2
Γ (d/2)
xd−1e−x
2/2.
It is easy to see that the class {gd : d > 1} is uniformly bounded by, say, M . This implies that the distribution functions
satisfy a common Lipschitz condition with constant M . If F 0T is the distribution function of Q
1/2
k and G
0
T is the distribution
function of a chi with kr2 − p degrees of freedom, that is, the distribution function of ηT , then by Lemma 4.4,
|F 0T (G0T−1(u))− u| = O(ω1 + ω2).
Since F 0T (G
0
T
−1
(u)) = FT (G−1T (u)), (4.1) is established. 
4.2. Confidence regions for approximate autoregressive models
We now consider stationary processes xt such that,
Assumption 4.5. xt satisfies
xt =
∞∑
j=0
Ψjεt−j, (4.15)
where εt is a sequence of i.i.d. random variables with zero mean and covariance matrix Σ . We also assume that
limn n
∑∞
j=n+1 ‖Ψj‖2 < +∞ and |
∑∞
j=0 Ψjz j| has its roots outside the unit circle {z : |z| ≤ 1}.
The identity (4.15) can be inverted as,
xt =
∞∑
j=1
Φjxt−j + εt
where
∑∞
j=0 ‖Φj‖ < +∞ and |
∑∞
j=0Φjz j| also has no roots on or inside the unit circle. For a certain p, we compute the
estimates Φˆ1, . . . , Φˆp using the Yule–Walker equations. Let us stack them into φˆ(p) = (vec(Φˆ1)′, . . . , vec(Φˆp)′)′ and the
true values into φ(p) = (vec(Φ1)′, . . . , vec(Φp)′)′. Let us also define the matrix Γp = (γu−v)p−1u,v=0, with γj = Extx′t+j.
Proposition 4.6. If Assumption 4.5 holds, εt satisfies Assumption 4.1(ii) and p is such that T 1/2
∑∞
j=p ‖Φj‖ → 0 and pα/T → 0
where α is defined as in Proposition 4.2, then,
`1((T − p)1/2(Γ 1/2p ⊗Σ−1/2)(φˆ(p)− φ(p)), Zp)→ 0, (4.16)
where Zp is a pr2-dimensional normally distributed r. v. with zero mean and unit covariance matrix.
Proof. In this proof we use the notation ξT = om(uT )when limT u−1T E‖ξT‖ = 0. It is easy to modify the proof of Theorem 2
in [13] to establish,
(T − p)1/2(φˆ(p)− φ(p)) = 1
(T − p)1/2 vec
[
T−1∑
t=p
εt+1X ′t,pΓ˜
−1
p
]
+ om(1),
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where Xt,p = (x′t , x′t−1, . . . , x′t−p+1)′. Let us denote by sT the first term in the right hand side of (4.2). We can use the identity,
Xt,p =
∞∑
u=0
(Ip ⊗ Ψu)t−u,p,
with t,p = (ε′t , ε′t−1, . . . , ε′t−p+1)′ to write,
sT = 1
(T − p)1/2 vec
[
T−1∑
t=p
∞∑
u=0
εt+1′t−u,p(Ip ⊗ Ψ ′u)Γ −1p
]
= 1
(T − p)1/2 vec
[
T−1∑
t=p
j∑
u=0
εt+1′t−u,p(Ip ⊗ Ψ ′u)Γ −1p
]
+ 1
(T − p)1/2 vec
[
T−1∑
t=p
∞∑
u=j+1
εt+1′t−u,p(Ip ⊗ Ψ ′u)Γ −1p
]
= 1
(T − p)1/2 (Γ
−1
p ⊗ Ir)
T−1∑
t=p
Get + ηT , (4.17)
where et = (vec(εt+1ε′t), vec(εt+1εt−1)′, . . . , vec(εt+1εt−p−j+1)′)′ and G is defined as the block matrix (Guv)p−1,p+j−1u=0,v=0 with
Guv = Ψv−u ⊗ Ir if 0 ≤ v − u ≤ j and Guv = 0 otherwise. Let us see that ηT = om(1),
E
∥∥∥∥∥vec
[
T−1∑
t=p
∞∑
u=j+1
εt+1′t−u,p(Ip ⊗ Ψ ′u)
]∥∥∥∥∥
2
≤ E
p∑
l=0
T−1∑
t=p
∞∑
u=j+1
∥∥vec [εt+1ε′t−l−uΨ ′u]∥∥2
≤
p∑
l=0
T−1∑
t,s=p
∞∑
u,v=j+1
vec(Ψ ′u)
′E
[
(Ir ⊗ εt+1ε′t−l−u)′(Ir ⊗ εs+1ε′s−l−v)
]
vec(Ψ ′v)
= O
(
Tp
∞∑
u=j+1
‖ψu‖2
)
.
If we set j ∝ p, given that the norm of Γ −1p is uniformly bounded ([12], p. 491), we find that E‖ηT‖ → 0 and thus,
(T − p)1/2(φˆ(p)− φ(p)) = 1
(T − p)1/2 (Γ
−1
p ⊗ Ir)
T−1∑
t=p
Get + om(1). (4.18)
Consequently, we can write,
(T − p)1/2(Γ 1/2p ⊗Σ−1/2)(Φˆ(p)− Φ(p)) =
1
(T − p)1/2 (Γ
−1/2
p ⊗Σ−1/2)
T−1∑
t=p
Get + om(1). (4.19)
The process (GΩG′)−1/2Get , where Ω is defined as in the proof of Proposition 4.2 has unit covariance matrix and then
Proposition 3.4 can be applied to it. Therefore, we have to prove that ‖(Γp ⊗ Σ)−1/2 − (GΩG′)−1/2‖ → 0 and then, since
‖G‖ and E‖(T − p)−1/2∑t et‖ are bounded, we can replace (Γ −1/2p ⊗Σ−1/2)Get by ut = (GΩG′)−1/2Get in (4.19) obtaining,
(T − p)1/2(Γ 1/2p ⊗Σ−1/2)(φˆ(p)− φ(p)) =
1
(T − p)1/2
T−1∑
t=p
ut + om(1). (4.20)
Let us see that ‖(Γp ⊗ Σ) − (GΩG′)‖ → 0. It can be proved that ‖(Γp ⊗ Σ) − (GΩG′)‖ ≤ ‖Σ‖ · ‖Γp − Γˆp‖ where
Γˆp = (γˆu−v)u,v and,
γˆu−v =
min(u,v)+j∑
w=max(u,v)
Ψw−uΣΨ ′w−v.
On the other hand, γu−v can be written as the sum above but with∞ as the upper limit. If we put j = 2k, then at least the
first p terms of the sum are common to γu−v and γˆu−v . For a symmetric matrix A, ‖A‖ ≤ ‖A‖∞ = maxu∑v |auv|. Then,
‖Γp − Γˆp‖ ≤ max
u=1,...,p
p∑
v=1
‖γu−v − γˆu−v‖ ≤ 2
p∑
v=1
‖γv − γˆv‖
≤ 2p
∥∥∥∥∥ ∞∑
µ=p+1
ΨµΣΨ
′
µ+v
∥∥∥∥∥ ≤ 2k‖Σ‖ ∞∑
µ=p+1
‖Ψµ‖2,
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which by the assumptions converges to zero. Now, let us consider all matrices Γp and Γˆp as∞×∞ matrices completed
with zeros or, equivalently, as elements of the Banach space of the self-adjoint bounded linear operators from `2 (the space
of the sequences of real numbers x = (xn)n with the norm ‖x‖ = {∑n |xn|2}1/2) into itself. Both sequences {Γp}p and {Γˆp}p
converge to the limit Γ∞. Let us now consider the mapping s : A 7→ s(A) = (AA)−1. The differential of s at Γ 1/2∞ is the linear
operator ds(Γ 1/2∞ )(A) = Γ −1∞ (Γ 1/2∞ A+ AΓ 1/2∞ )Γ −1∞ .
Let us see that ds(Γ 1/2∞ ) is injective. Under the assumptions, Γ∞ is nonsingular (see [19]). Thus, if ds(Γ
1/2
∞ )(A) = 0, then
Γ
1/2
∞ A + AΓ 1/2∞ = 0. Consequently, for any x ∈ `2, x′(Γ 1/2∞ A + AΓ 1/2∞ )x = 2x′AΓ 1/2∞ x = 0, and thus, AΓ 1/2∞ = 0, but then
A = 0. Therefore, we can apply the Inverse Function Theorem to s, so there is a differentiable inverse s−1 in a neighborhood
of Γ∞. As a consequence of the definition of differential, we have that ‖s−1(Γp) − s−1(Γˆp)‖ ≤ ‖ds−1(Γ∞)‖ · ‖Γp − Γˆp‖ +
o(‖Γˆp − Γ∞‖)+ o(‖Γp − Γ∞‖)→ 0.
On the other hand,∥∥∥∥∥T−1/2 T∑
t=1
ut − (T − p)−1/2
T−1∑
t=p
ut
∥∥∥∥∥ ≤ T−1/2
{
E‖uT‖ +
p−1∑
t=1
E‖ut‖
}
+ ((T − p)−1/2 − T−1/2) T−1∑
t=p
E‖ut‖
≤ C p(p+ j)
1/2
T 1/2
+ D p(T − p− 1)(p+ j)
1/2
T 1/2(T − p)1/2(T 1/2 + (T − p)1/2) . (4.21)
Again, with j = 2p, the expression above converges to zero.
Then, from (4.20) and (4.21) we have,
(T − p)1/2(Γ 1/2p ⊗Σ−1/2)(φˆ(p)− φ(p)) =
1
T 1/2
T∑
t=1
ut + om(1). (4.22)
We can now apply Proposition 3.4 to ut with k = p+ j and ν = k and we get, as in the proof of Proposition 4.2,
`1
(
T−1/2
T∑
t=1
ut , Zp
)
→ 0. (4.23)
Finally (4.16) is a consequence of (4.22) and (4.23). 
We can apply Proposition 4.6 to compute confidence regions for the parameter vectors Φ(p). Let ϕp,u be such that if
χ2kr2 is a chi-square with pr
2 degrees of freedom, then P{χ2kr2 ≤ ϕp,u} = u. We can build a confidence region Cp,u =
{Φ : (T − p)(Φ − Φˆ)′(Γp ⊗ Σ−1)(Φ − Φˆ)′ ≤ ϕp,u}. If we proceed as in the proof of Proposition 4.2, we can check that
limT P{Φ ∈ Cp,u} = u.
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