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Abstract 
Broadcasting means the distribution of packets 
from a certain source to all other hosts. One of the 
possible efficient implementations of broadcasting is to 
construct a spanning tree rooted at a given source such 
that each host can receive a copy of the broadcast 
packet originating from the source. Since the operations 
of most hosts in wireless networks mainly rely on battery 
power, in this paper we will focus on the issue of 
establishing a minimum-power broadcast tree in 
wireless networks, which has been proven to be 
NP-complete. Based on the concepts of integer 
programming and network flow, several mixed integer 
programming formulations with the capability of 
constructing a minimum-power broadcast tree have 
been proposed. In this paper, we will design a set of 
valid inequalities to speed up the findings of 
minimum-power broadcast trees. Computer simulations 
point out that compared with existing formulations, our 
new inequalities can reduce execution time significantly. 
 
Keywords: broadcasting, integer programming, power 
consumption, wireless network. 
 
 
1. Introduction 
 
A wireless network [18], such as an ad hoc wireless 
network [18] or a wireless sensor network [18], is 
formed by a group of hosts without an infrastructure 
consisting of a set of fixed base stations. A host in a 
wireless network can act as both a general host and a 
router. That is, it can generate as well as forward packets. 
Two hosts in such a network can communicate directly 
with each other through a single-hop routing path in the 
shared wireless media if their positions are close enough. 
Otherwise, they need a multi-hop routing path to finish 
their communications. In a multi-hop routing path, the 
packets sent by a source are relayed by several 
intermediate hosts before reaching their destination. 
Wireless networks are found in applications such as 
short-term events, battlefield communications, disaster 
relief situations, and so on. Undoubtedly, wireless 
networks play a critical role in an environment where a 
wired infrastructure is either unavailable or difficult to 
set up [18]. 
The operations of wireless networks mainly rely on 
battery power [2, 17, 18, 19].  Furthermore, smaller 
transmission power will lead to less interference among 
hosts. To optimize the usage of power, minimizing 
power consumption has become a critical design issue in 
wireless networks [4, 7, 10]. In particular, a lot of 
routing algorithms with minimum power have been 
proposed [1, 16, 20]. 
Broadcasting, conventionally also named 
single-source broadcasting or one-to-all broadcasting, 
refers to the delivery of packets from a certain source to 
all the other hosts in a network [1]. Broadcasting is an 
important routing primitive for many applications in 
wireless networks, such as route-discovering, 
host-locating, and distributed computing [12, 18]. 
 1Broadcasting can be efficiently implemented in a 
tree-based manner: A broadcast tree   for a certain 
source host   from a network is first built, where 
i T
G
i h i T
G
 
is indeed a directed spanning tree rooted at the source 
 and connecting all the hosts in the network. Then, 
any broadcast packet will invariably set out from the 
root host (source), travel along each link of the tree, and 
finally reach all other hosts (destinations). 
i h
In wired networks, broadcasting is a simple 
communication mechanism. A minimum-power 
broadcast tree is just a minimum-cost spanning tree, 
which may be easily obtained by many efficient 
algorithms in polynomial-time, such as the well-known 
Prime’s algorithm and Krustral’s algorithm [9]. However, 
owing to the so-called wireless multicast advantage [21], 
a minimum-cost spanning tree obtained by a traditional 
spanning tree algorithm cannot guarantee to be also 
optimal for broadcasting in wireless networks [21]. It is 
a known fact that while the minimum-power 
broadcasting problem in wired networks is easy, the 
minimum-power broadcasting in wireless networks has 
been proven to be NP-complete [1, 3].   
In this paper, we will discuss minimum-power 
broadcasting in wireless networks. To be more specific, 
we will investigate the problem of constructing a 
broadcast tree with minimum power consumption in 
wireless networks. This problem has been known as the 
minimum-power broadcast tree (MPBT) problem and 
shown to be NP-complete. On the other hand, after its 
NP-completeness, not only heuristic algorithms [11, 15, 
22] but also optimal mixed integer programming 
formulations [5, 6, 8] based on the network flow model 
have been proposed for MPBT. While heuristic 
algorithms can produce suboptimal solutions quickly, 
optimal formulations can generate optimal solutions and 
judge the quality of these heuristics. One of the main 
disadvantages of these existing optimal formulations for 
MPBT is the need of huge computational time. In this 
paper, we will design a set of efficient and valid 
inequalities to speed up the findings of optimal solutions 
for this difficult MPBT problem. Computer simulations 
demonstrate that our new formulation can achieve a 
60-75% cut on the execution time compared with that of 
the original formulation.   
The rest of the paper is organized as follows. 
Section 2 states some assumptions and definitions, and 
formally describes the MPBT  problem. Section 3 
presents two existing optimal MPBT formulations and 
gives a set of efficient and valid inequalities to speed up 
the discovers of the optimal solutions of MPBT. Section 
4 shows the simulation results. The last section, Section 
5, concludes the paper. 
 
2. The definition of MPBT 
 
Each host is assumed to be equipped with an 
omnidirectional antenna. Thus, due to the broadcast 
nature of wireless communication, all hosts within the 
transmission range of a host   can receive its packet 
in a single transmission. Among these hosts, if 
i h
j h  is 
the farthest host from  , we say that   has  an  actual 
transmission to   and  an  implicit transmission to each 
of other nearer hosts. As a result, to reach a set of other 
hosts from a certain host, the total power required is 
simply the maximum required to reach any of them 
individually by a single transmission. Such an important 
property of wireless networks has been named wireless 
multicast advantage [21] and will be explored 
extensively in this paper. 
i h i h
j h
For simplicity, only the transmission power will be 
considered (i.e., the reception and processing powers are 
ignored). It is true that the transmission power of a link 
can be expressed as a function of the Euclidean distance 
between its two endpoints according to the path-loss 
model [21]. In the following, it is assumed that the 
transmission power of a link will vary as d
θ , where 
 is the length of the link and  d θ  is a parameter 
between 2 and 4 (we will set  θ =2). 
Thus, for a set of hosts H, we define a transmission 
power function β : H × H  R →
+ that assigns a 
nonnegative value  ij β =  to each pair of hosts   
and 
2
ij d i h
j h , where   is their distance. The value  ij d ij β  
represents the required minimum transmission power 
when a packet is transmitted from host   to host  i h j h . 
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We assume  β   to be symmetrical, i.e., 
ij β = ji β . 
A set of hosts and its transmission power 
functionβ  will be represented as a weighted complete 
graph  (,,) GV E β = , where V denotes the set of hosts 
and  E denotes the set of possible wireless 
communication links among the hosts. Each link will be 
weighted by  β . We use   to denote the undirected 
link between nodes   and  , and   the directed 
link from   to 
ij A
i v j v ij
G
A
i v j v . The graph G  is a complete one 
since the value of β   is assumed to be finite. We 
assume that the wireless network’s topology will not 
change. In other words, no host gets to move [1, 3, 20]. 
Given a weighted complete graph  (,,) GV E β =  
and a source  s v ,  a broadcast tree  s T
G
 for  s v  is 
defined as a directed spanning tree rooted at  s v  
through which each host can actually or im licitly 
receive the broadcast packet originating from 
p
s v . In a 
directed tree, to avoid receiving duplicate packets, each 
node is required to only receive the incoming packet 
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along the link incident to the node, and re-broadcast the 
packet along all the links out of it.
According to wirel lti antage, the 
power consumption required by i in a broadcast tree  v  
s T
G
 can be computed as  () is T λ
G
= max{ }
ij s
ij
T
β
∈
G G
A
. Thus, the 
pow consumption required by  er  s T
G
  can be computed as 
() s T λ
G
= () is T λ ∑
G . 
is vT ∈
G
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formall ned as fo
 
Problem formulation 
 
Ba se nota and definitions,  e 
minimum-power broadcast tree  PBT) m can be 
y defi llows: Given a weighted complete 
graph  (,,) GV E β =  with  Vn =  and a source  s v , 
d an optima oadcast   fin  tree l br
*
s T
G
 = ( ** ,
s s TT VE GG ), where 
*
s T VG V =  such that its power consumption 
is the minimum among all the possible broadcast trees 
s T
G
 in  G, i.e., 
* () s T λ
G
=min{ ( )}
s
s
TG
T λ
∈
G
G
. 
As an illustration of the above notations and 
definitions, let us consider Figure 1. Figure 1 shows a 
5-node weight d pl  gra  G. The 
minimum-power broadcast trees rooted at v
e  com ete ph
1, v2, v3, v4, 
and v5 will be 
*
1 T
G
, 
*
2 T
G
, 
*
3 T
G
, 
*
4 T
G
, and   respectively, 
own in Fi 2. T ower consumption 
iated with each tree is 
G
*
5 T
G
,
as sh  p
assoc =(4+3+1)=8, 
gure  he
*
1 () T λ
and  *
s T EG ⊆ E ,
*
2 () T λ
G
=(9+1)=10, 
*
3 () T λ
G
=6,  = (1+3+6)=10, and 
*
4 () T λ
G
*
5 () T λ
G
=(3+6)=9, respectively. 
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3. Fast and optimal formulations for solving 
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Figure 2. Five optimal broadcast trees. 
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As mentioned in Section 1, according to the 
principle of network flow and integer programming 
techniques, several optimal mixed integer programming 
formulations have been proposed for the known MPBT 
 3problem [5, 6, 8]. In this section, we will first present 
two known MPBT formulations. Then, we will design 
two  w valid inequalities to reduce the computational 
3.1. An optimal node-based cost formulation for 
solv
on, MIPF01-for-MPBT, which is 
acco
T, the 
va
n: T or
ne
times required to solve MPBT . 
 
ing MPBT   
 
In this subsection, we will present an optimal 
MPBT formulati
rding to the concept of node-based cost and 
proposed in [5].   
In order to construct MIPF01-for-MPB
riables are thus defined. 
he number of nodes in the wireless netw k 
i γ : The power consum tio p n of node  i v  
ij β : The power consumption of nod hen  i v  
transmits a 
e   w
packet to   
i v
j v .
ij x : A binary variable. It is 1 if  ∈ *
ij
G
A s T
G
 and 0 
otherwise. 
ij f : A flow variable associated with
ij x to denote the 
flow in 
ij
G
A ∈ *
s T
G
. 
MIPF01-for-MPBT: 
Minim ze:  i
n
i
1 i
γ
= ∑                             ( 1 . 1 )  
Constraints from the network flow property 
Subject to: 
1
1; ,
n
sis i
i
s f nv s o u r c e v
=
=− = ≠ ∑   v      (1.2) 
11
1;
nn
jii j i i
jj
s f fv V , v
==
−=∈ ≠ ∑∑   v          ( 1 . 3 )  
         ( 1 . 4 )   (1 ) ; , , ij ij i j i j n x f v vV vv −≥ ∈≠  
1 i
0; ,
n
is s i s f vs o u r c e vv == ≠ ∑             ( 1 . 5 )  
Constraints from the wireless multicast advantage 
j
=
0; , , ii j i j i j i x vv Vv v γ β −≥ ∈ ≠  
{0,1}; , , ij i j i j x vv Vv v ∈ ∈≠              ( 1 . 7 )  
0; , , ij i j i j f vv Vv v ≥∈ ≠            ( 1 . 8 )  
Given a weighted complete graph  (,,) GV E β =  
with  Vn =  and  a  source  s v , formulation 
MIPF01-for-MPBT  is able to generate a 
minimum-power broadcasting tree 
*
s T
G
. Let us explain 
MIPF01-for-MPBT  in detail. As stated in [5, 6], the 
broadcasting problem can be interpreted as a 
single-source all-destination uncapacitated flow 
problem. Inequalities (1.2) to (1.5) are derived from the 
usual conservation of flow constraints. From a flow 
viewpoint, single-source broadcasting can be imaged as 
a virtual packet allocation where the source  s v  
generates n-1 virtual packets (see Inequality (1.2)) and 
routes them along a set of paths such that each 
destination can receive one virtual packet (see Inequality 
(1.3)). During the routing of virtual packets, each 
destination (i.e., each node  ) will take one virtual 
packet to satisfy its own requirement and re-route the 
remaining virtual packets to other destinations (see 
Inequality (1.3)). Thus, the maximum flow (number of 
virtual packets) 
i v
ij f  along with any link 
ij
G
A ∈ *
s T
G
 is 
equal to  1 n − : the number of destinations (see 
Inequality (1.4)). Finally, the source  s v  does not get 
back its own virtual packet (see Inequality (1.5)). 
On the other hand, as only one real packet is sent 
out from the source  s v  and at most one real packet 
passes through any link, the total power consumption of 
a link 
ij
G
A  does not vary as the number of virtual 
packets 
ij f  flowing through  . In other words, the 
total required transmission power is simply 
ij
G
A
ij β  if 
ij f  
is positive and 0 otherwise. This is the reason why the 
coefficient of 
ij β   within Inequality (1.6) is 
ij x  
instead of 
ij f . Furthermore, due to wireless multicast 
advantage, although multiple flows can come from the 
same node  i v ∈ *
s T
G
, the power  i γ  required by   is 
the maximum among all the power consumptions 
associated with the positive flows in the links 
i v
ij
G
A  out  of 
 (see Inequality (1.6)). Inequalities (1.7) and (1.8) 
express the integrality of the variables 
i v
ij x  and 
         ( 1 . 6 )  
Constraints from the domain definition 
 4non-negativity of the variables 
ij f . Finally, Function 
(1.1) is used to minimize the total power consumption 
associated with the final broadcast tree 
*
s T
G
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3.2. An optimal increment-based cost 
formulation for solving MPBT   
 
In this subsection, we will present an optimal 
MPBT formulation, MIPF02-for-MPBT, which is based 
on an incremental mechanism over the variables 
representing transmission powers and proposed in [13]. 
In formulation MIPF02-for-MPBT, the ancestor of a 
directed edge  ij is defined as follows [14]
G
A   . 
Definition 1: Given a directed link  , the 
ancestor 
ij
G
A G ∈
i
j a  of is defined to be   
ij
G
A  
                                                                              if  min { }
((
max |
k
k
i ij v V ik
ik ij
i
j
vV i k
v
a
arg
β β
ββ
β
∈
∈
=
<∧ ∃
=
 
s.t. ))
((
l
ik il l k
ik ij
vV
vv ββ
ββ
∈
=∧ >
∨= ∧ ∃
   otherwise
 
s.t. )) ik il j l k vvv ββ ⎪⎪ ⎜ ⎟ ⎪ ⎜ =∧ > ⎠⎪ ⎝ ⎪ ⎭ ⎪ ⎩ ⎩
 
According to this definition, 
i
l vV
⎧
⎪
⎧ ⎫ ⎛ ⎞ ⎪
⎪ ⎪ ⎜ ⎟ ⎪ ⎪ ⎪ ⎪ ⎜ ⎟ ⎨⎪ ⎪
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>
j ia
G
A  i  the nk origin ted 
in node 
i v  with the highest cost s h that 
i
j ia
s  li a
uc β <
ij β . In 
case an ancestor does not exist for link 
G
ij i
, the dummy link  ii
G
A  is 
returned e.
, node  v
, i. A
a h e
 is addressed. In 
MIPF02-for-MPBT, the v riables are t us d fined. 
c i
j ij ia ij β β =− : the pow r required to  stab sh  e e li a 
tran om  to smission fr  node  i v  node 
j v  (
ij β ) mi s the 
power required by node  i v   to reach node  i a  (
nu
j i
j ia β ). 
ij y : variable  y  (with ij i
nsmission  ower which allows it to ach node 
 ij ≠ ) is 1 when node   has 
a tra  re
v
p j v , 
y =0 o .  ij
ij
therwise
f : a flow variable associated with ij y to denote the 
flow in 
ij
G
A ∈
*
s T
G
. 
MIPF02-fo P
Minimize: 
r-M BT: 
ij G ∈
ij ij cy ∑  
G
A
                          ( 2 . 1 )  
Subject to: 
Constraints from the network flow property 
(1 ) ; , , ij ij i j i j nyfv v V v v − ≥∈   ≠          ( 2 . 2 )  
1;
ij
si js s
vG vG
f f n v source
∈∈
−= − = ∑ ∑       ( 2 . 3 )  
11
1;
nn
jii j i i s
jj
ffvV , vv
==
− =∈ ≠ ∑∑           ( 2 . 4 )  
Constraints from the incremental me
i yy v v V a v
chanism 
0; , ,  i
j ij i j j i ia − ≥∈ ≠             ( 2 . 5 )  
Constraints from the domain definition 
{0,1}; , ij i j yv v V ∈ ∈                      ( 2 . 6 )  
f 0; , i j ij vv V ≥∈                     )  
Gi eighted c mplete    (,,) GV E
    ( 2 . 7
ven a w o graph β =  
with  Vn =  and  a  source  s v , formulation 
MIPF02-for-MPBT can generate a minimum-power 
broadcasting tree  *
 
s T
G
. Let us explain MIPF02-for-MPBT 
in detail. Function (2.1) is the object function used to 
minimize the total power consumption incurred at a 
broa
me
dcast tree.   
Similar to MIPF01-for-MPBT, Inequalities (2.2) to 
(2.4) are derived from the usual conservation of flow 
constraints. Inequalities (2.5) implement the incremental 
chanism by forcing the variables representing link 
i
j ia
G
A  to have value 1 when the variable associated with 
link 
ij
G
A  has value 1, i.e., the links originated from the 
same node are activated at increasing order of β . 
Finally, Inequalities (2.6 and (2.7) express the 
integrality  th
) 
 of e variables 
ij y and non-negativity o
les 
f the 
variab
ij f . 
 
3.3.  wo new and efficient inequalities   
tational time when it is added to 
 (Connectivity inequalities 1). The set of 
inequalities 
T
 
In this subsection, we will propose two new valid 
inequalities to speed up MIPF02-for-MPBT. We will 
begin with a known inequality presented in [13], which 
can reduce the compu
MIPF02-for-MPBT.  
Theorem 1:
 51     \{ }
ji
ji i s
G
y vVv
∈
≥∀ ∈ ∑ G
A
    
1      s.t. 
s
          ( 3 . 1 )             ( 3 . 1 )  
is valid for MIPF02-for-MPBT.  is valid for MIPF02-for-MPBT. 
Proof: See [13]. □  Proof: See [13]. □ 
The new inequalities described in the following 
are inspired by those stated in [14]. In [14], several valid 
inequalities have been designed to speed up the mixed 
integer programming formulations which can optimally 
solve the minimum power symmetric connectivity 
problem in wireless networks. Our computer simulations 
will demonstrate the following inequalities to be very 
efficient for the findings of the optimal solutions of 
MPBT. 
The new inequalities described in the following 
are inspired by those stated in [14]. In [14], several valid 
inequalities have been designed to speed up the mixed 
integer programming formulations which can optimally 
solve the minimum power symmetric connectivity 
problem in wireless networks. Our computer simulations 
will demonstrate the following inequalities to be very 
efficient for the findings of the optimal solutions of 
MPBT. 
Theorem 2: (Connectivity inequalities 2). The set of 
inequalities 
Theorem 2: (Connectivity inequalities 2). The set of 
inequalities 
1      s.t. 
s
sjs j j s yV a v =∈ =
G
A
)
           ( 3 . 2 )  
is valid for MIPF02-for-MPBT. 
Proof: In a broadcast tree, the source must be able to 
transmit its packet to at least one other node. As a result, 
the transmission power of the source must be large 
enough to reach its closest node. □ 
Theorem 3: (Tree inequality). The set of inequalities 
(1
ij
ij
G
yn
∈
=− ∑ G
A
                          ( 3 . 3 )  
is valid for MIPF02-for-MPBT. 
Proof: A broadcast tree is a spanning tree. Given a 
complete graph of size  , as a spanning tree is a 
connected graph, it has at least  -1 links. On the other 
hand, a tree has no cycles. Therefore, a tree with   
nodes has at most  -1 links. As a result, a broadcast 
tree has exactly  -1 links. □ 
n
n
n
n
n
 
4. Computer simulations 
 
In the section we will examine the efficiency of our 
new inequalities (3.2) and (3.3) through computer 
simulations. Our comparisons will be made among five 
different formulations: (1) MIPF01-for-MPBT, (2) 
MIPF02-for-MPBT, (3) MIPF02-for-MPBT+Inequality 
(3.1), (4) MIPF02-for-MPBT+Inequality (3.2), and (5) 
MIPF02-for-MPBT+Inequality (3.3). The five 
formulations will be solved by the ILOG CPLEX 9.0 
software package run at a typical personal computer 
consisted of Intel Pentium 4 2Ghz and 756 MB DDR 
SDRAM. We will observe the execution time of each of 
the five formulations. 
Computer simulations will be carried out on 
wireless networks randomly generated. To generate a 
test wireless network of size  ,   nodes will be 
selected uniformly at random from a grid of size 
100
n n
×100. The transmission power of a link will be set 
to  , where   is the length of the link. Given a 
wireless network of size  , 10 nodes will be randomly 
chosen to become the sources of broadcasting. That is, 
10 minimum-power broadcast trees will be established. 
Finally, each value presented in our simulation results is 
obtained from an average over five random instances.   
2 d d
n
The execution times required by each formulation 
are demonstrated in Table 1 and Figure 3. The value of 
the x axis in Figure 3 is the number of nodes in the 
wireless network and the value of the y axis is equal to 
the corresponding execution time. From Table 1 and 
Figure 3, it can be observed that the execution time of 
our MIPF02-for-MPBT+Inequality (3.3) is clearly much 
less than those of the other formulations. Figure 4 shows 
that compared with MIPF02-for-MPBT+Inequality (3.1), 
our  MIPF02-for-MPBT+Inequality (3.3) is able to 
shorten execution time as much as 60-75%. 
 
Table 1. The execution times of different MPBT formulations. 
 Different  MPBT           E x e c u t i o n   t i m e   ( s )  
f o r m u l a t i o n s              | V| = 3 0         | V|=40 
MIPF01-for-MPBT        2 7 3 . 2         5 4 4 . 2 6  
MIPF02-for-MPBT         19.9        104.94 
MIPF02-for-MPBT 
+  Inequality  (3.1)           19.8         93.74 
MIPF02-for-MPBT 
+  Inequality  (3.2)           2 0 . 5         1 0 3 . 4 4
MIPF02-for-MPBT 
+  Inequality  (3.3)            7.6         23.02 
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Figure 3. The execution times of different MPBT formulations. 
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5. Conclusions 
 
In this paper, we have discussed the problem of 
constructing a minimum-power broadcast tree in 
wireless networks by means of mixed integer 
programming techniques. Although several optimal 
mixed integer programming formulations have been 
proposed for MPBT, heavy running time make them 
impractical in most situations. In this paper, we have 
designed a set of particular constraints, which can speed 
up the findings of the optimal solutions of MPBT. The 
results of computer simulations verify that our new 
inequalities is able to shorten execution time up to 
60-75%. 
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