Current methods of power and sample size calculations for the design of longitudinal studies to evaluate mediation effects are mostly based on simulation studies and do not provide closed-form formulae. A further challenge due to the longitudinal study design is the consideration of missing data, which almost always occur in longitudinal studies due to staggered entry or drop out. In this article, we consider the product of coefficients as a measure for the longitudinal mediation effect and evaluate three methods for testing the hypothesis on the longitudinal mediation effect: the joint significant test, the normal approximation and the test of b methods. Formulae for power and sample size calculations are provided under each method while taking into account missing data. Performance of the three methods under limited sample size are examined using simulation studies. An example from the Einstein aging study is provided to illustrate the methods.
There are currently limited research on the power analysis for mediation effects on the rate of change in a continuous outcome, i.e. the longitudinal mediation effect. Current work on power estimation for mediation effects is mostly empirical, calculated based on simulations. For example, to evaluate mediation effects in cross-sectional studies, MacKinnon et al. 2 examined empirical power based on simulation studies for some common sample size values, and Fritz and MacKinnon 3 reported sample size needed with 80% power obtained from simulation studies. For more complicated situations including longitudinal studies with repeatedly measured mediator, Thoemmers et al. 4 also used simulation studies to calculate power. The empirical approach through simulations is useful for power calculations as it can handle various statistical models and complications such as missing data. However, it can be computationally intensive and is cumbersome to use when sample size estimation is of primary interest.
In this article, we develop closed-form formulae to calculate sample size and power for detecting a mediation effect with consideration of missing data. In particular, a linear mixed effects model is used for evaluating the rate of change, or slope, in the longitudinal outcome. We adopt the product of coefficients as a measure of the longitudinal mediation effect, and evaluate three methods for testing the hypothesis on the longitudinal mediation effect: the joint significance test, the normal approximation and the test of b methods. Section 2 provides the description of the product of coefficients as the measure of the longitudinal mediation effect. In Section 3, three methods of testing the hypothesis are evaluated. The type I error rate and power of each method are examined, and power and sample size calculation formulae are provided. Simulation studies to examine the performance of the three methods under various situations are presented in Section 4. The methods are applied to an example from EAS in Section 5. We conclude the article in Section 6.
2 Measure of longitudinal mediation effect 2.1 Background and notation Consider a longitudinal study of n subjects indexed by i, with k planned visits. Due to staggered entry and drop out, K i measurements, K i ¼ 1, . . . , k, are observed for subject i. Here k is considered fixed so that the asymptotic properties of the estimators are applicable for large n. In presence of missing data, it is assumed that the data are missing at random (MAR). 5 A monotone missing data pattern is also assumed, i.e. once a subject misses a visit, he/she will not return to the study. This pattern is common in longitudinal studies as missing data are usually caused by staggered entry and drop out. We assume that the observations from different subjects are independent. For subject i, i ¼ 1, . . ., n, let X i and M i denote the risk factor and the mediator, respectively. Both are timeinvariant (e.g. baseline measures). Denote Z i as the set of covariates for subject i. Let Y ij and t ij denote the outcome and time, respectively, at the jth measurement (t ij ¼ 0 corresponds to the baseline), and Y i ¼ ðY i1 , . . . , Y iK i Þ T , where superscript T denotes matrix transpose. Here the variables M and Y are both continuous. Although in reality t ij might vary between subjects, in the design stage it is typical to assume t ij as fixed with value t j for all subjects.
Suppose the effect of X on M can be modelled as follows
where z is a vector of coefficients for the vector of covariates Z; e i is the random error assumed normally distributed with zero mean.
For the longitudinal trajectory of the outcome Y, suppose that, given X, M and Z, the following linear mixed effects model 6 holds
where Z it is a vector consisting of Z i and possibly some interactions with time t ij , is the vector of coefficients for Z it , e i ¼ ðe i1 , . . . , e iK i Þ T has variance covariance matrix V i . For example, in a random intercept model, e ij ¼ u i þe ij , where u i is the subject-specific random effect which is normally distributed with mean 0 and variance 2 u , and e ij is the normally distributed random error term with variance 2 e and assumed independent of u i . The parameter b measures how one unit difference in the mediator M affects the rate of change in the outcome Y adjusting for the risk factor X and the covariate Z, i.e. it is a measure of the longitudinal effect of M on the outcome Y adjusting for X and Z. Similarly, l x measures the longitudinal effect of X on Y adjusting for M and Z. The parameters c
x and c m measure the association between X and the outcome at baseline, and between M and the outcome at baseline, respectively, and therefore are referred as the baseline effects.
Measure of longitudinal mediation effect
According to equation (2), the expectation of Y ij given X i , M i and Z i is
From equation (1), this implies that the expectation of Y ij given X i and Z i is
The difference in the coefficients of X i t ij between equations (4) and (3), which measures the effect of X on the rate of change in the outcome, is ab. Hence, the product of a and b, denoted as Á ¼ ab, measures the difference in the longitudinal effects of the risk factor X on the rate of change in the outcome Y, with and without the presence of the mediator M. In other words, it measures the indirect longitudinal effect, through the mediator M, of the risk factor X on the rate of change in the outcome Y. Thus Á is a measure of the longitudinal mediation effect. The inference based on Á ¼ ab is called the product of coefficients method. [7] [8] [9] Suppose a random intercept model is used for model (2) , then the residual variance
matrix with all elements equal to 1, and I K i is the identity matrix with dimension K i , is compound symmetry with variance 2 and intraclass correlation coefficient . The variance given X and Z is
where the expectation and variance are taken over the distribution of the mediator M given X and Z. The (j, k)th entry of the variance-covariance matrix ! is ð c m þ bt ij Þð c m þ bt ik Þ 2 mjx,z , a quadratic function of time unless b ¼ 0; here 2 mjx,z ¼ VarðMjX, ZÞ. This shows that in general the structure of the residual variance matrix in the model without the mediator does not have the same structure as that in the model with the mediator. As shown in the above example, when model (2) is a random intercept model,
In practice, the difference in coefficients method is sometimes used, in which model (2) , and the following linear mixed effects model without M is fit
The difference in the coefficients of X i t ij in model (2) and (6), lÃ x À l x , is then used as the measure of the longitudinal the mediation effect. However, model (6) needs to be fit with caution as the residual
. . , e Ã iK i Þ T usually has a different and more complicated variance structure compared to model (2) . Furthermore, the calculation of the covariance between lÃ x and l x is not easy. In the cross sectional mediation analysis, the difference in coefficients method does not perform better than the product of coefficients method (e.g. Mackinnon et al. 2 ). The product of coefficients measure is thus used and serves as the basis of the hypothesis test.
Estimation
Denote the estimates of a from model (1) and b from model (2) as aˆandb, respectively. Because aâ ndb are consistent estimate of a and b, the longitudinal mediation effect Á can be consistently estimated byÁ ¼âb Similar to Mackinnon et al., 10 it can be shown that aˆandb are asymptotically independent. The exact variance ofÁ can thus be expressed as
However, the distribution ofÁ is not normal so the inference on the mediation effect cannot be made simply by using the point estimate and its variance. Theoretically, the exact form of the distribution of the product of two random variables has been studied. [11] [12] [13] [14] [15] [16] [17] For example, if a ¼ 0 and b ¼ 0, it is a Bessel function of the second kind. 14, 18 However, the implementation of the distribution is not easy. Although tables of the distribution of the product of two normal variables are available, 14, 15, 19 and some algorithms on calculating the distribution function have been developed, 16, 17 in general it is not available in commonly used commercial statistical softwares. In practice, the bootstrap technique 20 has been recommended to evaluate the distribution of the product of coefficients and obtain confidence intervals. 21 Although easily applicable at the data analysis stage, this method is not practical at the design stage. In the cross-sectional setting, a table of the empirical distribution of the estimate of the product of coefficients based on simulation studies is available. 22 However, this is not particularly useful for longitudinal studies because, in addition to the sample size and other parameters, the variance ofb further depends on several factors specific to longitudinal studies including number of repeated measures, time at each measurement, the missing data distribution, and correlations among the repeated measures. A simple and commonly used method is to use a normal distribution to approximate the distribution ofÁ. 12, 23, 24 Due to the skewness of the distribution ofÁ, this method can be problematic, especially when the sample size is not large. 2, 21, 25, 26 However, it has been shown that when a or b is large in magnitude, the product of two normal variables approaches normal distribution, 13 in which case the normal approximation method might work well.
In the next section, we examine three methods for testing the mediation effect, some of which do not require assumptions on the distribution of the mediation effect estimate. We also provide formulae for calculating power and sample size under each method.
Hypothesis test and power analysis
The hypothesis on the mediation effect, H 0 :
is complicated by the fact that it involves two parameters a and b: values of both parameters have to be specified for either the null or the alternative hypothesis. The null hypothesis H 0 : Á ¼ ab ¼ 0 corresponds to either both a ¼ 0 and b ¼ 0, or one of a and b is zero. We examine the performance of the following three methods for testing the mediation effect.
Joint significance test
Because ab 6 ¼ 0 is equivalent to a 6 ¼ 0 and b 6 ¼ 0, the hypothesis H 0 versus H 1 on the mediation effect Á can be tested by jointly testing the two hypotheses on a and b. Specifically, the hypothesis on the coefficient a, H 0a : a ¼ 0 versus H 1a : a ¼ a 0 , and the hypothesis on the coefficient b,
are tested jointly, and the null hypothesis on the mediation effect, H 0 :
is rejected when both H 0a and H 0b are rejected. 2, 27 This method addresses the problem of testing the mediation effect without dealing with the complicated distribution ofÁ.
The distributions of the estimates of both components, aˆandb, are asymptotically normal. Without covariate Z, the variance of aˆcan be expressed as
x n 2
x where 2 x and 2 m are the marginal variance of X and M, respectively. In the presence of covariate Z, using the method of Hsieh, 28 the variance of aˆcan be conservatively approximated by
where R 2 xjz is the proportion of the variance of X explained by Z. The variance of the estimate of the vector of parameters from model (2) is
where W i is the design matrix for the fixed effects, and
When V i is compound symmetry, the closed form of the variance ofb without missing data is well known. 29 It has also been studied extensively in the presence of missing data. [30] [31] [32] [33] [34] [35] [36] [37] [38] For a general structure of V i , denote lj as the (l, j)th element of V i À1 , l, j ¼ 1,. . ., K i , t ðK i Þ ¼ ð1, . . . , t K i Þ T , similar to Wang et al., 38 it can be shown that the variance ofb can be expressed as
where
ð lj t l t j Þ, and R 2 mjx,z is the proportion of the variance of M explained by X and Z. If there is no covariate Z included in the model, then R 2 mjx,z is replaced by
If V i is compound symmetry with common correlation coefficient and variance 2 ,
. Note that A t increases as or the planned number of measurements k increases, and decreases as the drop out rate increases. When there is no missing data, i.e. K i k, then ¼ 0 and
2 , and (3.1) reduces to the well-known full data formula
which is the basis for formula (2.4.1) in chapter 2 of Diggle et al. 29 If the structure of V i is first order autoregressive (AR1), i.e. the (l, j)th element of V i is 2 W jÀlW , in which the correlation weakens as the time lag between observations increases, then it can be shown that the components a i , b i and c i of A t in the formula can be expressed as follows:
Similar as in the compound symmetry case, A t increases as increases or as the drop out rate decreases. When k > 2, due to the reduced correlation coefficient as time lag increases in the AR1 structure, with the same parameter , using an AR1 residual variance matrix will result in a lower power than a compound symmetry one. It is therefore important to use the correct variance structure for the longitudinal outcome in power calculations. Information of the variance structure can usually be obtained from preliminary data.
Although a monotone missing data pattern is assumed in the formula for VarðbÞ, when the missing data pattern is not monotone, VarðbÞ can be obtained using the general formula (7) . To approximate VarðbÞ under a non-monotone missing data pattern using the closed-form formula obtained from monotone missing data patterns, data from the subsequent visits after a subject missed a visit are either discarded or moved backward in time as if they were from a monotone missing data pattern. Since a subject with measurements at later time points contributes more information to the estimation of slopes, the monotone approximation is conservative. If the proportion of missed visits is low, it will be similar to the exact value calculated using the general formula (7) .
Suppose significance levels 1 We examine the type I error rate and power of the joint significance test. Denote P a and P b as the powers for detecting the values of a 0 and b 0 , respectively, under the alternative hypothesis for testing a and b, respectively. There are three possible situations under H 0 :
The type I error rate, J , of the joint significance test under each situation can be expressed as follows because of the asymptotic independence of aˆandb. Under situation (1),
under situation (2),
and under situation (3),
where 8 denotes asymptotic equivalence. Suppose the target significance level for the test of H 0 is .
If the tests of a and b are both set at the significance level , i.e. 1 ¼ 2 ¼ , then in any of the above situations J . Hence, the joint significance test is conservative in the sense that the type I error rate is no more than the target level. Under situation (1) of the null hypothesis H 0 in which a ¼ 0 and b ¼ 0, the joint significance test is especially conservative as J ¼ 2 . Under situations (2) and (3) of the null hypothesis H 0 in which only one of a or b equals zero, the actual type I error rate is the product of the power for detecting the non-zero coefficient and the significance level for the test of the zero coefficient. It is close to the target value if the power for testing the non-zero coefficient is close to 1. In order to yield the target significance level , one needs to inflate either one or both significance levels for the tests of a and b. For example, under situation (1), 1 and 2 can be set at value ffiffiffi p
. Under situation (2), if 1 ¼ and the power P a can be determined, then the value of /P a can be chosen for 2 . But in reality the true value of a and b are unknown, it is common to set both 1 and 2 at because it guarantees a type I error rate no more than . We adopt this setting of
Given a sample size n, the power of detecting a 0 for the test of a is
where È is the cumulative distribution function of a standard normal random variable, and the power of detecting b 0 for the test of b is
The power from the joint significance test is thus
which reduces to
when there is no covariate Z. It shows clearly from equation (11) that the power from the joint significance test increases as the sample size n or the value b 0 increases. From the formulae of A t , the power also increases as the drop out rate decreases, or as 2 decreases in the case of common residual variance at each visit, or as the correlation among repeated measures increases for the compound symmetry or AR1 residual variance structure. However, it is not monotone with a 0 , 2
x and 2 m . For a given power level P for testing H 0 :
the sample size needed, n J , is the solution of n to the equation P J ¼ P. A closed-form formula for the sample size n is not directly available, but it can be easily obtained through numerical iteration.
Normal approximation method
Since aˆandb are the maximum likelihood estimates (MLE) of a and b, respectively, based on asymptotic theory, the asymptotic distribution ofÁ is normal with mean ab and variance V a Á . Sobel 23 derived the asymptotic variance ofÁ using the multivariate delta method 39 based on a first order Taylor series approximation, which can be expressed as
Combining with the expression of Var(aˆ) and VarðbÞ, we have
If a second-order Taylor series approximation is used, the asymptotic variance expression is the same as the exact variance V e Á . 12 The difference between V a Á and V e Á is usually very small because the additional component, VarðbÞVarðâÞ, in V e Á is usually ignorable relative to V a Á . Other variance formulae are also available, 24 but they are all close to V a Á . In practice, V a Á is the most frequently used.
The (1 À ) confidence interval based on the normal approximation can be obtained aŝ
To test the hypothesis on the mediation effect Á at significance level based on the asymptotic normal approximation, we use the test statistic 
Because the set 1
The left hand of the above inequality is the probability of rejecting H 0 using the normal approximation method, while the right hand side is the probability of rejecting H 0 using the joint significant test method. The equality would hold when either W T a W > Z 1À/2 or W T b W > Z 1À/2 occurs with probability 1. This means that the null hypothesis on the mediation effect is less likely to be rejected in the normal approximation approach than the joint significance test approach, hence the type I error rate and power from the normal approximation approach are lower than or equal to that from the joint significance approach. As the type I error rate from the joint significance approach is already no more than , the normal approximation approach also has a type I error rate lower than or equal to the target level . Consistent with our theoretical finding, in the cross-sectional setting, the joint significance test has been shown to be more powerful and has better type I error rate than the normal approximation method through simulation. 2, 27 The power from the normal approximation method for a given sample size n can be expressed as
when there is no covariate Z.
To calculate the sample size n needed to achieve power P for testing H 0 : 2 is solved, where Z p is the pth percentile of the standard normal distribution. The sample size needed can then be expressed as
When there is no covariate, it is simplified as
Note that the power or sample size estimates using the normal approximation method can be misleading if the true distribution ofÁ deviates severely from the normal distribution.
Test of b
In practice, there might be situations that the investigators are quite certain that one of the component of Á is not zero. In this case, test of the other parameter would be almost the same as that of the test of the mediation effect. Since the estimation of a only requires cross-sectional data of X and M while the estimation of b requires the collection of all data on X, M and the longitudinal outcome Y, most likely the investigators have more knowledge of a than b at the design stage. If there are evidences that the mediator has some effect on the outcome, usually this effect is established without adjustment of X. Furthermore, it is straightforward to test a with existing softwares. Therefore, we focus on developing power and sample size estimates for the test of b. Using the test of b approach in the power and sample size calculations for evaluating mediation effect has been proposed in other settings. 40 The power for testing b under H 1b : b ¼ b 0 , is P b as expressed in equation (10) . And the sample size needed for achieving power P from this method is
when there is no covariate Z. However, in general, the test of b and the test of Á is not the same. The test of Á can be approximated by the test of b only when P a , the power for testing a, is close to 1. From the joint significance test, the power for testing the mediation effect P J is the product of P a and P b , so P b ! P J , and the two are close when P a . 1. For example, suppose 1 ¼ 0.05 and there is no covariates, and the value of a 0 and the sample size n are large enough so that n 1=r 2 À1 ! 18:373, where r 2 ¼ a 2 0 2
x 2 m is the correlation coefficient between X and M, then P a ! 0.99 so P J is no more than 1% less than P b . For n ¼ 100, 200, 300, 400, 500, this occurs when r ! 0.394, 0.290, 0.240, 0.210, 0.188, respectively.
The fact that the test of b is more liberal than the test of Á can be also seen from the comparison with the normal approximation approach. In the normal approximation approach, the test statistics, T Á , can be expressed in the forms of T a and T b , the test statistics for testing a and b, respectively, as follows 
Simulation studies
Simulation studies were performed to examine the performance of the three methods for testing the longitudinal mediation effect, in particular, their Type I error rate and power, under limited sample size. We considered longitudinal studies with 2 and 5 visits, representing short and moderate length of follow-up, respectively. For k ¼ 2, the planned follow-up times t ¼ (0, 1), representing baseline and follow-up visits; for k ¼ 5, t ¼ (0, 1, 2, 3, 4), representing baseline and 4 follow-up visits with equal time intervals (e.g. annual follow-up). Values of 100, 200, . . ., 1000 were considered for the sample size n. The risk factor X was generated from Bernoulli distribution with P(X ¼ 1) ¼ 0.5 for the case of k ¼ 2, and standard normal for the case of k ¼ 5. The mediator M was generated as a normal random variable with marginal variance 2 m ¼ 1 and depends on X through model (1), with 0 ¼ 0, and a took values 0.25, 0.5 and 0.75 for the case of k ¼ 2, and 0.10, 0.20 and 0.30 for the case of k ¼ 5. Here a is the correlation coefficient between X and M for continuous X (k ¼ 5), and the expected difference in M in SD unit between X ¼ 1 and X ¼ 0 for the binary X case (k ¼ 2). The repeatedly measured outcome Y was generated from a random intercept model for model (2) 
and b was set as 0.1, 0.2 and 0.3 for k ¼ 2, and 0.02, 0.03, 0.04 and 0.05 for the case of k ¼ 5. Here b is the expected difference in the change in the outcome at follow up from baseline for k ¼ 2, and the expected difference in the slope for k ¼ 5, corresponding to 1 SD unit difference in M adjusting for X. We considered values of 0.25, 0.50 and 0.75 for the correlation coefficient , representing low, medium and high levels of correlation, respectively. The first (or baseline) measure Y 1 was observed for every subject. 
*Applicable only when P a ¼ 1
For the missing data distribution, a constant dropout rate p d , defined as the probability of missing Y ij given Y ijÀ1 was observed, j ¼ 2,. . ., k, was considered. Values of 0, 0.1, 0.2 and 0.3 were considered for the dropout rate p d . All simulations were repeated 2000 times. The significance level for all tests was set at ¼ 0.05. To examine the empirical type I error rates of the methods, the data were generated with either a ¼ b ¼ 0, or one of a or b was zero, and the proportions of rejecting the null hypothesis H 0 were reported. To examine the performance of the power calculation formulae, the data were generated from non-zero values of a and b. The asymptotic power estimates (Asym) and empirical power estimates from 2000 simulations (Emp) were obtained for the separate tests of a and b, the joint significance test (Joint Sig) and the normal approximation (Norm Appr) methods for testing the mediation effect. The bias of the point estimate of the longitudinal mediation effect (Bias) was calculated as the difference between the average of the estimates of Á from 2000 simulations and the true value. The 95% confidence intervals were obtained from the normal approximation method and the proportion that the true values of Á were covered out of 2000 simulations (Cover) were reported.
Results on the empirical type I error rates for dropout rates of p d ¼0, 0.3, ¼0.25, 0.75 and sample size n¼100, 200, 300, 500 and 1000 were reported in Tables 2 and 3 for k ¼ 2 and k ¼ 5, respectively. In the case of b ¼ 0, only the cases with ¼ 0.25 were reported. As expected, when both a ¼ 0 and b ¼ 0, the empirical Type I error rates of the joint significance test were close to the expected level of 2 ¼ 0.0025; when one of a or b is not zero, the empirical type I error rate of the join significance test is approximately 0.05 multiplied by the proportion of rejecting the hypothesis on the non-zero component, and hence is lower than 0.05, but is close to 0.05 when the power for testing the nonzero parameter is close to 1. Also consistent with the theoretical results, the empirical type I error rate of the normal approximation method is lower than that of the joint significance test method, and the differences are smaller when either a or b is not zero and the power for detecting the nonzero component is close to 1.
Results on the empirical power for k ¼ 2, with a 0 ¼ 0.25, 0.75 and b 0 ¼ 0.1, 0.3, and for k ¼ 5, with a 0 ¼ 0.1, 0.3 and b 0 ¼ 0.02, 0.05, were shown in Tables 4 and 5 , respectively, for sample size n ¼ 100, 200, 500 and 1000, ¼ 0.25, 0.75, and dropout rates p d ¼0, 0.1 and 0.3. In all scenarios the bias of the estimate of the mediation effect is ignorable, showing thatÁ is a consistent estimate. The empirical power estimates from the joint significance test are close to the asymptotic power estimates in all situations. The test of b method has empirical power similar to that of the joint significance test only when the power for detecting a is close to 1. The asymptotic power for testing b is close to the empirical power in all situations considered, which increases as increases or the dropout rate decreases. The asymptotic power estimate of the normal approximation method deviates from its empirical power estimate unless the sample size or at least one of the values of a and b is large. The coverage proportion of the 95% confidence interval from the normal approximation method is either within or below the nominal level.
Example
We applied the power analysis methods to an example from the EAS. 1 EAS is a prospective cohort study aimed to identify risk factors for dementia which was initiated in 1994 and last renewed in 2011. One aim in this study is to examine whether baseline CVR from TCD with CO 2 challenge, denoted by M, will mediate the effect of baseline CAD status, denoted by X, on the rate of decline in cognitive performance (denoted by Y) measured by the free and cued reminding test (FCSRT). 41 The rationale behind this hypothesis is that cerebral microvascular damage might be a possible pathway for the effect of CAD on cognitive decline, where CVR is a measure of cerebromicrovascular function and decreased reactivity may reflect microvascular damage. There are 400 subjects available for annual follow-up for up to 5 years. The sample consists of a mix of current EAS participants and new subjects that will be enrolled. It is projected that 30%, 8%, 24%, 19% and 19% of the sample will have 1, 2, 3, 4 and 5 repeated measures of FCSRT, respectively.
Based on results from previous studies, the residual variance is compound symmetry, with a correlation coefficient conservatively estimated as 0.50 and the residual standard deviation approximately 6.4. The prevalence of clinical CAD at baseline is p x ¼ 14% so that 2 x ¼ p x ð1 À p x Þ ¼ 0:12. Suppose the CVR measure M is standardized, i.e. 2 m ¼ 1, and the difference in CVR between subjects with and without CAD, the value of a 0 , is 0.5. The value of b 0 , i.e. the change in the rate of decline in FCSRT corresponding to 1 SD unit increase in CVR adjusting for CAD, is expected to be at least 0.6. The joint significance test method is proposed to test the hypothesis on the mediation effect, and the estimate of power to detect the mediation effect Á ¼ a 0 b 0 ¼ 0.30 is 94%. If the normal approximation method is used, the power estimate is 81%. As expected, it underestimates power as compared to the joint significance test. If the test of b method is used, the power estimate is 99.8%. Because the power for detecting a 0 is 94%, compared to the joint significance test, it overestimates power by 6%. The difference is not big here because the power for detecting a 0 is not too far from 1. The empirical power estimates from 2000 simulations based on the joint significance test, the normal approximation and the test of b methods are 94.1%, 90.2% and 99.95%, respectively; similar to their corresponding asymptotic estimates except for the normal approximation method whose asymptotic power estimate is lower than the empirical power estimate.
Discussion
We have shown that the product of coefficients a, the parameter measures the effect of the risk factor on the mediator, and b, the parameter measures the independent effect of the mediator on the change in outcome adjusting for the risk factor, is an appropriate measure of the mediation effect. Currently available methods for estimating power and sample size for detecting a mediation effect mostly rely on simulation studies and do not incorporate the presence of missing data. We have evaluated three methods to test the presence of longitudinal mediation effect: the joint significance test, the normal approximation and the test of b methods. Closed-form formulae for power and sample size estimation are developed while allowing the existence of missing data, which is commonly seen in longitudinal studies. Such closed form not only allows easy computation for power and/or sample size, it clearly demonstrates how each parameter affects the power for testing the mediation effect so that it can provide guidance on how to design an optimal longitudinal study, taking into consideration of the extent of missing data, number of possible repeated measurements and level of correlations among repeated measured outcome, etc. Simulation studies show that the joint significance test has better empirical type I error rate and empirical power than the normal approximation method. The asymptotic power estimate from the joint significance test is close to the empirical power estimate under limited sample sizes. The joint significance test is conservative because the type I error rate is lower than the target value, but it is close to the target value when the null hypothesis corresponds to only one zero component and the Table 5 . Asymptotic (Asym) and empirical (Emp) powers for 5-visit studies from 2000 simulations under various values for a 0 (true value of a), b 0 (true value of b), sample size n, intraclass correlation coefficient and drop out rate p d , with joint significance test (Joint Sig) and normal approximation (Norm Appr) methods used for the test of Á ¼ ab. For normal approximation method, percentage that 95% confidence interval covers the true value (Cover) is also presented. Bias is the simulation bias ofÁ ¼âb:
Test of a
Test of b Test of Á ¼ ab power for detecting the nonzero component is close to 1. For the normal approximation method, the asymptotic power estimate may deviate from the empirical power unless the sample size or at least one of values of a and b is large. It can provide confidence intervals for the mediation effect, but the coverage proportion can be lower than expected. The test of b is not the same as the test of the mediation effect unless the null hypothesis of the mediation effect corresponds to nonzero a and the power for detecting it is close to 1, in which case it is a reasonable shortcut for testing the mediation effect. In general, the joint significance test performs the best for testing mediation effects and is recommended. Although the joint significance test is only for hypothesis testing and can not provide confidence intervals of the mediation effects, it is sufficient for the power analysis purpose at the design stage. Since the bootstrap method can provide a reliable estimate of the distribution of the mediation effect estimate and thus can serve for both purposes of hypothesis testing and estimation of confidence intervals, it is usually recommended at the data analysis stage. However, it is hard to implement at the design stage without actual data unless simulation data are used. Nevertheless, values calculated from our formulae can serve as a starting point for the bootstrap or other computation intensive power analysis approaches.
When the mediator is binary, the linear model (1) is not appropriate for the association between the risk factor and the mediator, so the product of coefficients ab is no longer the difference in the coefficients of X i t ij in model (2) and (6) . Approaches that either model the mediator directly or treat it as the indicator of a latent continuous variable can be applied. [42] [43] [44] Recent years also saw growing interests in the mediation model that includes the interaction between the risk factor and the mediator on the outcome. [45] [46] [47] In our case, this means that the interaction term between X and M, X i M i , the interaction effect at baseline, as well as its product with time, X i M i t ij , the interaction effect in the rate of change in the outcome, will be added to model (2) . The general formula (7) can be used to calculate the variance of the parameter estimates for the model with interactions between X and M. Power analysis under these situations will be considered in future research.
