Introduction
symmetry has been for a century and continues to be a subject of interest in lens design. The study of these systems is relevant for understanding the effects of fabrication and assembly errors in lenses nominally designed as axially symmetric, ' for designing reflective systems without a central obstruction,2 or for designing exotic systems that provide a practical solution to a difficult problem. 3 The literature on the theory of nonaxially symmetrical optical systems is extensive. For example, anamorphotic systems have been discussed,48 the effects of decenters in lenses have been addressed,"9_'3 the transverse ray aberrations of plane symmetric systems have been analyzed,'4 and many other relevant works on nonrotationally symmetric systems have also been published. '527 The class ofoptical systems that possess a plane of bilateral symmetry is of particular interest because such systems are simple enough to be easily described, practical, and because they exhibit most of the significant differences between axially symmetric systems and those that lack this symmetry. The purpose of this paper is to present a theoretical development for understanding and designing plane symmetric systems with special emphasis on systems made with surfaces that are spherical or slightly aspheric. This development can be considered an extension of the wave theory of rotationally symmetric systems. Although there are other methods for designing plane symmetric systems, the theory presented has value because of the insight it gives2833 and because the concepts used are familiar to the lens designer. Other methods that rely on the use of off-axis or eccentric sections of axially symmetric systems are very powerful because of the inherent symmetry, but they do not provide many new insights. The theory presented in this paper can give a different point of view in the analysis of a plane symmetric system. In the next section, we define several primordial entities of a bilateral symmetric system. The third section establishes an aberration function and consequently the size and position of the image, its defects, and the concept of aberration fields. The fourth section presents an informal derivation of aberration coefficients. In the fifth section, simplifications for reflective confocal systems are addressed, and finally, the last section discusses and summarizes the paper contents.
Definitions
In a bilateral or plane symmetric optical system there is a plane of symmetry: that is, one half of the system is a mirror image ofthe other. Axially symmetric and double-plane symmetric systems belong to the class of plane symmetric systems. In bilateral symmetric systems, the optical components, mirrors and lenses, can be tilted in the plane of symmetry herewith providing an additional and useful degree of design freedom. Another type of plane symmetry in an optical system that is not the subject of this paper is symmetry about the aperture stop. A plane symmetrical optical system is iilustrated in Fig. 1 .
In describing the imagery of an optical system it is indispensable to establish a reference. For the case of a plane symmetric system, this reference is a selected ray, called the optical axis ray (OAR), lying in the plane of symmetry. The OAR plays the same role that the optical axis does in the description of axially symmetric systems: it establishes a coordinate axis for referencing variables describing the system. In particular, these variables are the normalized aperture at the intersection of the OAR with the image plane, and the aperture vector has its foot at the intersection of the OAR with the exit pupil plane. These three vectors are perpendicular to the OAR and are illustrated in Fig. 2 . The optical axis ray and the normal to a given surface at their intersection point make an angle I as illustrated in Fig. 3 .
In analogy with an axially symmetric system, the aperture that limits the extent of light through a plane symmetric systern is called the aperture stop and in this paper we assume it to be circular and perpendicular to the OAR. Rays from the edge ofthe field that pass through the center ofthe aperture stop are called chief rays, and rays from the center of the field that pass by the edge of the aperture stop are called marginal rays. By definition, the entrance and exit pupils are the images ofthe aperture stop in the object and image spaces, respectively. The OAR is the ray that defines the center of the field of view, the center of the aperture stop, and the centers of the pupils. Furthermore, the plane of symmetry can also be called the tangential plane, and the plane perpendicular to the symmetry plane and that contains the OAR can be called the sagittal plane. The sagittal plane is not physically a plane but a set of planes since at each surface its orientation changes as dictated by the OAR; however, optically it is a continuous plane as the OAR is a straight line. An observer looking down the OAR of a plane symmetric system would perceive the OAR as a straight line.
Wave Aberration Function
To determine the imagery of a plane symmetric system it is critical to establish an aberration function. This function un- veils the imaging possibilities of an optical system, and therefore it is crucial to determine it. In this development, the aberration function represents the wavefront deformation across the field of view and aperture of the system. The aberration function is a scalar subject to bilateral symmetry, so it must depend solely on combinations of the dot product of the field H, aperture , and symmetry unit i vectors. Thus we can write
where W2k+ n n + q,n,p,q represents the coefficient of a particular aberration form defined by the integers k, m, n, p, and q. By setting the sum of these integers equal to 0, 1, 2, groups of aberrations are defined. In Tables 1 and 2 first four groups of aberrations are shown, each representing a degree of approximation to the wavefront deformation. In each group, the aberrations are organized in subgroups contaming the aberrations characteristic of axial symmetry, double-plane symmetry, and plane symmetry. The parameters a and 1 are the angles between the symmetry unit vector and the field and aperture vectors, respectively. The angle 4: = a -13 is the angle between the field and aperture vectors.
The algebraic powers of these vectors H and and of their correspondent angles , a, and .3 are indicated by the integers 2k + n +p, 2m + n + q, n, p, and q ; these integers are used as subscripts and label the aberration coefficients. Thus, the subscripts in the term W12101 (i. p)(H. p) for linear astigmatism indicate a linear dependence with respect to H, quadratic with respect to p, linear with respect to the cosine of and 13, and none with respect to the cosine of a. In Table 1 , the terminology constant, linear, quadratic, etc. refer to the field dependence of the aberration in question.
As a function ofthe sum ofthe power ofthe field, aperture, and symmetry vector the first aberration group contains only a term of zero order, the second group terms of second order, the third group terms of fourth order, and the fourth group terms of sixth order. The discussion in this paper is centered on the first three groups in Table 1 . The group arrangement that results from the sum k + m + n +p + q is appropriate because it best represents the aberrations that plane symmetrical systems have when they are made with spherical surfaces; it also leads to a simpler grouping because of the reduced number of terms to be treated. A different grouping of the terms could be defined by the sum 2k +2m + 2n +p + q. This alternative grouping results in forming groups with aberrations of the same order as a function of the sum of the field and aperture vectors and it may be chosen, but it is not our best choice. The reason is that terms like line coma W03003(i p) 3 that are of third order on H and p are not more important when spherical surfaces are used than spherical aberration angle of incidence and the power of this angle for a particular term is indicated by the power of the symmetry vector. Thus, the fact that we are emphasizing systems with spherical surfaces leads to a simpler description. For systems involving surfaces that are plane symmetric but that have no restriction in their shape it would be more appropriate to use the sum 2k + 2m + 2n +p + q to define the aberration groups. For the case of cylindrical surfaces,4 a different grouping or rectangular coordinates to define the aberration function would be more suitable.
In this paper, we prefer polar coordinates because the aberrations of axially symmetric systems appear as a subgroup and because these coordinates seem to be the most appropriate for describing systems made with spherical surfaces. The presented bilateral symmetric aberration function is a generalization of the classical wave aberration function for axially symmetric systems. If the integers p and q are set to zero, one obtains the well-known aberration function for rotationally symmetric systems:
k,m,n
Size and Position of the Image
The main characteristics of an image are its size and its position. The concern of this section is to provide a method to calculate these image attributes. The first group of aberrations comprises only a piston term that represents a uniform phase change across the field of view. Since there is no aperture dependence, neither the image position nor the image quality are affected by such a term. Thus, all the piston terms in the aberration function are irrelevant for this discussion. The second group contains the terms field displacement (boresight error), defocus, and magnification (scale change). Field displacement causes an offset of the center of the field of view but by definition the OAR intersects the image field center and therefore the coefficient for field displacement is set to zero. The terms defocus and magnification in Table 1 represent departures from an ideal in the longitudinal position of the image and in its size. By properly defining and calculating these ideal image attributes, the size and position of the image along the OAR, the coefficients for defocus and magnification can be set to zero. By nullifying by definition the coefficients of field displacement, defocus, and magnification we are stating that the position and size of the image are known.
In this development, the ideal location of the image is determined along the optical axis ray by the intersection of a paraxial marginal ray with the OAR traced in the sagittal plane. The ideal size ofthe image is defined by the intersection of a chief paraxial ray in the sagittal plane with a plane perpendicular to the optical OAR; this plane intersects the point defined by the intersection of the paraxial marginal ray and the OAR. The ideal size and position of the image could be based on the tangential plane but we have preferred the sagittal plane because it leads to a simpler development.
To simplify this study, we associate with a given bilateral symmetric system an axially symmetric system that is constructed with the same surface separations along the OAR and same refractive indices. The power of each surface in the associated system is equal to the oblique power cI in the actual system; that is, = n' cos(I') -n cos(I) R where n, I, and R are, respectively, the index of refraction of the media preceding the surface, the OAR angle of mcidence, and the vertex radius of curvature; n' and I' refer to the same quantities after refraction. The resulting system is a design aid to calculate the position and size of the image, its defects, and other properties in the actual plane symmetric system. In this associated axially symmetric system, paraxial rays have the same properties as paraxial rays have in the sagittal plane of the actual bilateral symmetric system. This is so because the refraction and transfer equations for sagittal paraxial rays become the same in both systems. Therefore, we can use in the associated system any of the design methods for axially symmetric systems to calculate the ideal image size and its position. Furthermore, in the sagittal plane of the plane symmetric system we define the cardinal points to be those of the associated system, whereby principal, nodal, and focal points and planes are established. 32 The anamorphism or magnification difference in the two principal sections of a bilateral symmetric system has two contributions. The first A is due to the difference in paraxial magnification in the sagittal and tangential planes and is simply given by A fflcos(I)1
where j is the number of surfaces in the system and I and I' are the OAR angle of incidence and refraction relative to surface i. The contribution A depends only on the structure of the system and is independent of how it is used; that is, it is independent of the object and image conjugate locations and of the stop position. The factor cos(I)/cos(I' ) can be obtained by taking the derivative of Snell's law with respect to the OAR angle of incidence; this gives the refraction around the OAR for paraxial rays in the tangential plane. The second contribution arises as a consequence of the astigmatism introduced at each surface and it will be treated as an aberration term. Because of the intrinsic anamorphism of a bilateral symmetric optical system, the principal planes are planes of unit magnification in the sagittal plane and anamorphic magnification A in the tangential plane.
Image Aberrations
Once the size and position of an image are determined, the next concern is its quality. The third group of terms in the aberration function represent aberrations that must be corrected or balanced to obtain sharp imagery. In addition to the Seidel aberrations, one must consider within the third group seven more aberrations in the design of a plane symmetric system. The correction or balancing of these aberrations makes the design of such systems more elaborate, but a new dimension of design forms is opened for exploration.
Within the third group in Table 1 the aberrations that have double-plane symmetry are uniform or constant astigmatism and image anamorphism. The aberrations with plane symmetry are uniform or constant coma, linear astigmatism, field tilt, and quadratic distortions. The aberrations that exhibit axial symmetry are the Seidel aberrations. We emphasize the (3) symmetry of the aberrations because its consideration simplifies the analysis and correction of plane symmetric systems. The wavefront deformation represented by each of the aberrations of a plane symmetric system does not have a new shape; it continues being linear as a function of the aperture for distortion, quadratic for field tilt and curvature, cylindrical for astigmatism, cubic for coma, and quartic for spherical aberration. What is different in comparison to an axially symmetric system is the aberration distribution across the field of view. For example, the point of correction, where an aberration vanishes or about which the aberration is symmetric, may have different location for different aberrations. This is in contrast to axially symmetric systems where all the offaxis aberrations have symmetry about the optical axis.
Other differences are that the image can be anamorphic and that the image plane can be tilted with respect to the optical axis ray. In this development, image plane tilt is the tilt with respect to the OAR of the image formed by sagittal paraxial rays. More precisely defined, image plane tilt is the angle of the tangent line to the locus of sagittal paraxial foci formed as the chief ray is swept across the field of view in the plane of symmetry. The tangent line to the sagittal locus of foci is taken at the OAR and the image plane tilt angle 0' is measured with respect to a perpendicular line to the OAR.
The aberration linear astigmatism is a measure of the difference between the sagittal and tangential image plane tilts. Within the third group of aberrations, there are two quadratic (4) distortion terms. Quadratic distortion I produces an image shift in the plane of symmetry when a circle is imaged; the shift is proportional to the square of the circle radius. This aberration causes the familiar line bowing observed in spectroscopic instruments. Quadratic distortion II is the main component of keystone distortion32 as can be verified by expanding keystone distortion in a power series; the difference between these two distortions are terms that belong to other groups of aberrations. Because keystone distortion, shown in Fig. 4 , is often dominant we interpret quadratic distortion II as keystone distortion.
The symmetrical subgrouping of aberrations presented in Table 1 suggests a strategy for correcting or balancing the aberrations of a plane symmetric system. That is, the correction of a given system can be accomplished by correcting each subgroup of aberrations with the system variables that are in accordance with each subgroup symmetry. For example, the Seidel aberrations can be influenced with surface asphericities that are axially symmetric, the subgroup of aberrations with two planes of symmetry can be influenced with asphericities that possess the same symmetry, and the aberrations with one plane of symmetry can be influenced with surface tilts or with plane symmetric asphericities. For plane symmetric systems made with surfaces that are spherical or slightly aspheric it can be observed that the Seidel aberration coefficients are almost independent of surface tilts. In other words, for small surface tilts, the Seidel aberration coefficients remain approximately the same regardless of the surface tilts. This independence with respect to surface tilts, and therefore with respect to the plane and double-plane symmetric aberrations, simplifies the overall aberration correction. One can divide the design of a plane symmetric system into two tasks. In the first, the Seidel aberrations are corrected with standard design techniques and, in the second, the ab- 
Chromatic Aberrations
Chromatic aberrations arise as a consequence of optical dispersion. To the second order of approximation we are interested in the variation with respect to the wavelength of field displacement, magnification, and defocus. These three variations give rise to constant lateral chromatic abenation xwo1oo1, lateral chromatic abenation and longitudinal chromatic abenation W02000. The latter two chromatic abenations conespond to the chromatic abenations of systems with rotational symmetry. Constant lateral chromatic abenation is the only additional effect that appears to second order of approximation. Its effects on the image are similar to those of lateral chromatic abenation, but they are uniform over the field of view.
Aberration Fields
In an abenation expansion, abenation fields are associated with abenation terms that have a particular aperture dependence. Within the third group of abenations there are six fields that conespond to the Seidel abenations: spherical abenation, coma, astigmatism, field curvature, distortion, and piston. An interesting and new feature of an abenation field in a system that is nonrotationally symmetric is the possibility of having more than one point of conection (point node) or a line of correction (line node) where a particular abenation vanishes. Within the third group of abenations, the field of spherical abenation is constant over the field and no new features are developed. This field, shown in Fig. 5 , is represented over the field of view by the projection on the image plane of the image envelopes of an anay of object points. In a rotationally symmetric system, third-order coma is either conected over the entire field or linearly dependent with field.
With plane symmetry, coma can be constant and nonzero over the field. When constant coma and linear coma are present there remains one node, but this point of conection is no longer at the center of the field. In of coma. Similarly, the field of astigmatism is now composed of constant astigmatism, linear astigmatism, and quadratic astigmatism. In this field, two nodes can coexist giving rise to the so-called binodal astigmatism. 34 In a rotationally symmetric system, the two nodes coincide at the center of the field. The field of astigmatism is associated by forming the sum of all the astigmatism terms; that is
This sum is of second order on the field vector and depending on the aberration coefficients there may be two, one, or no field points where it vanishes. In Figs. 7 and 8 the field components constant, linear, quadratic, and binodal astigmatism are represented by the projection on the image plane of the sagittal and tangential foci as generated by an array of object points.
The field of curvature is formed by field tilt and field curvature; this field has a node at the field center and may have a line or circular line node. The components of the field of curvature are shown in Fig. 9 . The field of distortion is composed by anamorphism, quadratic distortion I and II, and cubic distortion; this field has a node at the field center and may have other point nodes as well as line nodes. The field of piston is composed of all the piston terms and has a nodal behavior that is similar to that of previously discussed fields. With regard to the system bilateral symmetry, the point nodes can be on the plane of symmetry or in lines perpendicular to this plane. The node distribution must have the same bilateral symmetry as the system.
To illustrate how the nodes are found let us consider the simple case of the field of coma. By combining constant and linear coma we obtain -( w031.\ Wcoma W131001 H+ . p(. p) , (6) \ VV13100 / and therefore the coma node is found at H= wi3'00
For other fields, the number of point nodes or the degree of the nodal line where a given field vanishes is related to the degree on H of the polynomial representing the field. The subject of aberration fields and the singular vector18'3436 treatment for their composition in the most general nonsymmetrical system provide a different perspective for looking at aberrations.
Aberration Coefficients
By indicating how to find the position and size of an image and the nature of its defects, the previous section gives insight into the imagery of a given plane symmetric system. The image defects are described by aberration terms and, in turn, are quantified by aberration coefficients. The next step is to provide the specific form of these coefficients as a function of system structural parameters (surface radii, spacings, indices of refraction, etc.) and in terms of the configurational parameters (object position, aperture, field of view, etc. (7) not trivial to develop exact formulas for the aberration coefficients because quantities in both principal sections of the system are involved and because the wavefront deformation changes as it traverses the system.3738 However, it is possible to develop an approximate set of formulas that describe the main dependence of the aberrations as a function of the system parameters. These formulas are simple enough to provide insight and to answer the question of what parameters one must vary to correct a specific aberration. In addition, the formulas allow one to make parametric analysis of simple systems to establish design trade-offs.
Aberration coefficients represent the maximum departures from sphericity of the basic wavefront forms represented by aberrations. When these aberration forms are superimposed and added, their sum results in the overall wavefront deformation as measured at the exit pupil and across the field of J111= -n sin(I)I'( , (14) 1 n sin(I) (!), Cubic piston , (27) i=j w04000 = {S1}, Spherical aberration , 
Quadratic distortion II , (35) 1=f I :i i=1 }j Wi2101 = : 2 -J11 +J111 Linear astigmatism (23) .. 
Discussion of Aberration Coefficients
Quadratic distortion I , (24) In this section, we informally discuss how the coefficients, We preferred, instead, to try to show why the formulas have 1 the form they have, because from the optical designer's point Quadratic distortion II , (26) of view, it is more useful to know how the aberrations arise.
The formulas for the aberration coefficients depend on paraxial ray quantities calculated in the associated system, on the tilt angle I of the surfaces with respect to the OAR, and on the tilts 0 and 0' of the object and image planes. It is appropriate to emphasize that the formulas presented in the previous section apply to surfaces that are spherical; a different treatment would be required for cylindrical, toroidal, or other type of plane symmetric surfaces. When the tilt angle I of all surfaces is zero the system becomes axially symmetric and all the coefficients of the aberrations with double and plane symmetry, Eqs. (19) to (27) , vanish; only the Seidel4°w ave aberration coefficients, Eqs. (28) to (33) , remain finite as expected; these coefficients do not need to be discussed. The aberration coefficients, Eqs. (19) to (36) , show the main dependence of the aberrations with respect to system parameters. These coefficients are not exact but good approximations to the exact coefficients when the surface tilts are small, in the order of a few degrees. It is interesting to note that coefficients, Eqs. (19) to (27) , show a similar dependence on :Jx as stop shift equations for axially symmetric systems have on Jx. The individual surface coefficients of the third group of aberrations in Table 1 simply add with the conesponding coefficients of other surfaces to form the abenation coefficients of the complete system; this follows from the fact that optical paths add. We note that the first two groups of abenations in Table 1 do not contribute to the coefficients of the third group, since the abenation coefficients of these lower groups are zero for each surface.
To show how the abenation coefficients arise for on-axis astigmaftsm and coma, image anamorphism, linear astigmatism, field tilt, and quadratic distortions, we use the Seidel formulas. The coefficients, Eqs. (19) to (21) , for abenations characteristic of double-plane symmetry depend on the constant astigmatism generated at each surface, which is given by J1. This coefficient can be derived by replacing A by n sin(I) in the well-known Seidel formula, Eq. (30), for quadratic astigmatism. The coefficients, Eqs. (20) and (21), for image anamorphism and quadratic piston result as a consequence of the eccentric passage of off-axis beams through a surface that is contributing constant astigmatism; this takes place when the stop is not located at the surface in question. In analytical terms, this argument is written as
In this expression, the vector H conveys the chief ray displacement from the OAR. The terms in the right-hand member represent constant astigmatism, image anamorphism, and quadratic piston. The factors Jx and (/x)2 are needed in Eqs. (20) and (21) because the field and aperture vectors are normalized. The generation of image anamorphism and quadratic piston when the stop is not located at a given surface is similar to the well-known case of abenation generation by an aspheric surface in axially symmetric systems.
The coefficients, Eqs. (22) to (27) , of abenations with plane symmetry depend on the quantities J11, J111, J1 and J.
The coefficient for constant coma, Eq. (22), involves the quantity J11 and can be derived by replacing A by n sin(I) in the Seidel formula for linear coma. All the terms involving J11 in the other coefficients, Eqs. (23) to (27) When the stop is not located at the surface the quantity J111 generates some conesponding terms in the coefficients of Eqs. (24), (26), and (27) for quadratic distortion I and II, and cubic piston. The abenation coefficients for quadratic distortion I and (37) field tilt, Eqs. (24) and (25), contain terms that depend on the stop position and on the quantities J and J1 respectively; these two quantities are derived in Appendix A (Sec. 7). When the stop is not located at the surface so that xix is different from zero, some conesponding terms are generated by J1 and J in the coefficients, Eqs. (26) and (27) 
represents a condition for the absence of keystone distortion. This is similarto the Scheimpflug condition thatrelates object zi = 2(
and image plane tilts:
If in an axially symmetric system the object plane is tilted and the Scheimpflug condition satisfied, then the coefficient
for quadratic distortion II becomes
X where m andfare, respectively, the magnification and front W21001 ()2z Quadratic distortion I .
focal length of the system. Some understanding of Eq. (41) X is gained by recalling that the image cast in a pinhole camera is free of keystone distortion when the object and image zW12010 = -Z Field tilt ,
planes are parallel. For a pinhole camera we have ü' =ü and X therefore to satisfy the condition we must have 0' =0.
,,
Contributions from Aspheric Surfaces X
In the previous section we assumed the optical surfaces to /3 be spherical in shape. It is of interest to account for the LW30010 = ( -) Z Cubic piston , (58) contributions that arise from surfaces that are slightly aspheric. We represent the sag Z of a bilateral symmetric surface as w04000 = z Spherical aberration , (45)
The coefficients a, 3, and -y determine the amount of as- scribing approximately other aspheric surfaces such as cyl-X inders, toroids, and conic sections. In Appendix B (Sec. 8) 4 we discuss a technique for fabricating the first two asphericities. When the stop is located at the surface the contri-ZW40000 = Z Quartic piston . by an aspheric plate such as in the case ofthe Schmidtcamera.
wO10Ol L ' sin(I))x
To account for the situation of a distant stop, we define the -following quantities:
Constant lateral chromatic ,
i='
=
With these definitions, the contributions LWto the aberra- The formulas for the aberration coefficients presented have been used in the design of unobstructed telescopes28'29'31'33 using surfaces with radii of curvature of the order of a few meters and surface tilts of the order of 10 deg. Some of the aberration formulas were found to give errors in the coefficients of the order of 5 or 10%, depending on the particular design. Other formulas, mainly the Seidel ones, produced no significant errors.
Simplifications for Reflective Confocal Systems
It is of interest to analyze the case of reflective systems constructed with confocal surfaces4' such that the imaging along the OAR is stigmatic surface after surface, because these types of systems have a reduced number of aberrations and potentially can provide better imaging. To satisfy the requirement, the surfaces must be off-axis sections of conicoids. These surfaces are nonspherical and contribute aspheric terms Z, Z, and Z that cancel exactly constant astigmatism and coma, spherical aberration, and in turn, all the terms involving J1 and J11. In addition, because the angle of incidence of the OAR equals the angle of reflection for all the surfaces, the intrinsic anamorphismA becomes unity.
For the case of a reflective surface L\(1/n2) is zero and J, (68) vanishes as well. Furthermore, because L(u/n) 2x/nR, we write JIII= -2J1 .
This equality states that the tilt of the sagittal image plane is equal and opposite in sign to the tilt of the tangential image plane. This is true for a mirror that does not contribute constant coma or that coincides with the stop or one ofits images.
For the case of a mirror coinciding with the stop and the (69) object at infinity, the equality is easily verified using the Coddington equations. In this case, the locus of the sagittal foci is a straight line perpendicular to the optical axis of the untilted surface. The locus is formed as the surface is tilted different angles I, which become the OAR angle of incidence. The tangential locus is a circle passing by the surface vertex (70) and the focal point of the untilted surface. This geometry reveals that the sagittal plane is exactly tilted an angle -I and the tangential an angle I. With the simplifications just discussed, the coefficients for the aberrations characteristic of double and plane symmetry in a confocal reflective system are W02002 = 0 Constant astigmatism , 
Approximations in the Coefficients
It has been mentioned that the aberration coefficients presented are not exact, but good approximations to the exact quantities when the surface tilts are small. The approximations have been done to simplify the formulas for the coefficients and still convey the main dependence of the aberrations with respect to the parameters of a system. From a practical point of view, it is not critical to know the exact form of the coefficients because of the presence of higher order aberrations and because a ray-tracing program can calculate with much better precision the wavefront deformation.
To illustrate the nature of the approximations involved, consider the following derivation of the J1 coefficient. By To keep this derivation simple, we also have used the sagittal paraxial ray height x ; using the tangential paraxial ray height would have been more appropriate because, by definition, the aberration coefficient gives the maximum wavefront deformation and this occurs in the tangential plane. The approximation that is made by replacing paraxial quantities in the tangential plane by their correspondent ones in the sagittal plane becomes more accurate as the surface tilt angles become small. In the aberration coefficients presented, we have not accounted for the effects that arise as the wavefront deforms when it traverses in free space. The change in deformation is given in Cartesian coordinates by38 
where W(x,y) is the starting wavefront and W'(x,y) is the wavefront after it has traversed a distance L. It is appropriate to note that the medial surface of the astigmatic field is perpendicular to the OAR and that linear astigmatism and field tilt vanish simultaneously. If the tilt of one mirror is left to correct these aberrations, then, and except for the remaining quadratic distortion I and the piston term, the system behaves within the third group of aberrations as an axially symmetric system. As an example of the use of these results consider a Cassegrain telescope with specifications given in Table 3 ; it is an f/24 system with a 2400-mm aperture. The design task was to modify the telescope to make it unobstructed and suppress the image plane tilt about the ray incident on the physical center of the primary mirror and that becomes the OAR. To this end, the entrance pupil was decentered 1 800 mm and then the secondary minor was pivoted at the common foci of the mirrors by 0. 18 deg. This pivoting maneuver preserves the condition of stigmatic imaging along the OAR. The amount of rotation of the secondary is such that linear astigmatism vanish and therefore field tilt. This system does not have an axis of rotational symmetry and is shown in Fig. 11 .
In Fig. 12 , spot diagrams are shown for the axially symmetric [ Fig. 12(a) ] and unobstructed [ Fig. 12(b) ] telescopes; the spots were generated at the best combined focus for five positions around a semifield of view of 0.25 deg. In Fig. 13 , a field display of the tangential astigmatic foci for the modified system is presented; this was generated with CODEV (Optical Research Associates, Pasadena, California). The spot diagrams for the modified system show that image quality has not been degraded and show a distribution that is similar to the one exhibited by the axially symmetric system. The field display of the tangential astigmatic foci also verifies the symmetric behavior, which is essentially free of image plane tilt and linear astigmatism with respect to the OAR. This supports the theoretical prediction and illustrates the value of the theory in providing useful insight.
6 Discussion and Summary
Tomake the imaging behavior of a plane symmetrical system understandable we have established the OAR as a reference, the wave aberration function for describing the imagery, and the associated system as a calculation aid. Furthermore, an approximate set of aberration coefficients has been developed. The main imaging differences of a bilateral symmetric system in comparison to an axially symmetric system are the anamorphic magnification, the field tilt, and the aberration distribution across the field of view. We have divided the third group of aberrations into subgroups that are characterized by plane, double-plane, and axial symmetry. This classification suggests that the aberration correction can be carned by correcting each subgroup at a time and by using variables according to the subgroup symmetry. The form of the coefficients indicate the main dependence of the aberrations with respect to the system parameters and indicate how to correct a given aberration. The aberration terms and coefficients presented are suitable for systems made with spherical surfaces that may be slightly aspheric. As a function of the ratio Jx the behavior of aberrations with plane and double-plane symmetry is reminiscent of the stop shift equations for axially symmetric systems. For the latter systems, a condition for the absence of keystone distortion has been established; this condition is similar to the Scheimpflug condition. The contribution from slightly aspheric surfaces and from optical dispersion have been accounted as well. metry. This suggests that a good starting point to design a plane symmetric system is a well-corrected axially symmetric system. Then, by tilting the surfaces on a plane one generates a plane symmetric form. Such a system will mainly need the correction of the aberrations with plane and double-plane symmetry and a slight reoptimization for the Seidel aberrations. These aberrations can be corrected by tilting the surfaces and by using plane or double-plane symmetric asphericities. Another way to design a plane symmetric system is by starting with a system of confocal surfaces such that the imagery along the OAR is stigmatic. Design examples that illustrate how the concepts discussed in this paper have been applied in the design of plane symmetrical systems are presented in Refs. 28 to 33. With the insights generated from the theoretical development presented, the main imaging characteristics of bilateral symmetric systems have been established in terms familiar to the optical engineer. The tools presented permit the designer to define a plane symmetric system, find the image position and size, and determine the main imaging defects. Furthermore, the aberration coefficients indicate how the imagery behaves as a function of system parameters and suggest how to approach the design of a plane symmetric system. The object distance s is kept constant (the object plane tilt is zero) and the change of the image distance s' is evaluated with respect to changes in the chief ray angle of incidence. This is !5i:,=n' sin(I')SI'-n sin(I)I 8 Appendix B
In this section, we discuss how cylindrical and comatic asphericities can be generated on a spherical substrate. Previously,42 polynomial asphericities have been discussed in re-91 lation to the optimum design of nonaxially symmetric systems. Nonrotationally symmetric surfaces can be made by cutting off-axis sections of axially symmetric parent surfaces, or by the stressed polishing method.43 These two approaches are not suitable in the small optics shop where either it is not cost effective to produce a large parent mirror or the equipment to implement stress polishing is not available. For the occasional need of a nonaxially symmetric mirror it is desirable to count on a technique that the master optician can implement with tools available in the optics shop. The idea44 we use to generate a nonaxially symmetric surface is to conceptually decompose the desired surface in
92"
elementary surface shapes. Then these shapes are generated 
for a =30 deg. This technique has been used for generating a weak comatic asphericity on a double-curvature surface and some fabrication details can be found in Ref. 28. 9 Appendix C Forcompleteness, but without offering a derivation, we give approximate contributions from a spherical surface to the first four aberrations in Table 2 . 
