Rectangular jets constitute one of the energy dissipation methods in the overtopping of dams. The high turbulence and aeration phenomena that appear in falling jets and dissipation basins make it difficult to carry out studies based only on classical methodologies. There are studies modelling spillways with computational fluid dynamics which produces accurate results. However, the study of overflow nappe impingement jets has not been sufficiently examined. Simulations of free air-water overflow weirs are scarce, and require small mesh sizes and a high computational effort. This work seeks to address such simulation. Results obtained with ANSYS CFX are compared with laboratory measurements and empirical formulae. To identify the level of reliability of computed parameters, validation of air entrainment and velocity along free falling jets, thickness and break-up of jets, and pressures on the bottom of the plunge pool, are carried out by using a two-fluid model, turbulence models and mesh-size analysis. Good agreement is obtained with experimental and theoretical data.
Another interesting approach to obtain the scour hole is that of the use of an adaptive neuro fuzzy inference system (Azamathulla et al. ) . In order to obtain the right pool depth, the designer needs to know the magnitude, frequency and extent of the dynamic pressures on the pool floor as a function of the jet characteristics.
Considerations
There are different empirical formulae to characterise the pressures at the stagnation point on the bottom of plunge pools. Due to the high difficulty in instrumenting prototypes, all of them were obtained using different scale models, with The impingement conditions are obtained in the jet section before the impact with the surface of the plunge pool.
The mean velocity, V j , and the impingement jet thickness, The disintegration conditions of circular jets have been thoroughly examined, though mainly by Ervine et al.
(). However, the case of rectangular jets has not been studied in sufficient depth. The only expression known for the rectangular jet break-up length is that proposed by
Horeni ().
Previous studies carried out by the authors in this field analysed the applications of commercial computational fluid dynamics (CFD) codes to simulate overflow nappe impingement jets in a general way, where the type of mesh elements and scale effects were analysed (Castillo & Carrillo , , ) . Continuing the research, this work is focused on the sensibility analysis of the mesh size and turbulence models, before carrying out a systematic study that considers specific flows and water cushions.
New laboratory data (velocity, pressure and air entrainment rate) were obtained. All simulations were specifically performed for this work. ANSYS CFX was selected due to the accuracy tests of the authors in stagnation points, air entrainment in the jet, and its wide turbulence model gallery. 
Numerical simulations
For the turbulent flow, CFD codes solve the differential Reynolds-averaged Navier-Stokes (RANS) equations of the phenomenon in the fluid domain, retaining the reference quantity in the three directions for each control volume identified. The equations for conservation of mass and momentum may be written as
where i and j are indices, x i represents the coordinate directions (i ¼ 1 to 3 for x, y, z directions, respectively), ρ the flow density, t the time, U the velocity vector, p the pressure, u 0 i presents the turbulent velocity in each direction (i ¼ 1 to 3 for x, y, z directions, respectively), μ is the molecular viscosity, S ij is the mean strain-rate tensor and Àρu 0 i u 0 j is the Reynolds stress.
Eddy-viscosity turbulence models consider that such turbulence consists of small eddies which are continuously forming and dissipating, and in which the Reynolds stresses are assumed to be proportional to mean velocity gradients.
The Reynolds stresses may be related to the mean velocity gradients and eddy viscosity by the gradient diffusion hypothesis:
with μ t being the eddy viscosity or turbulent viscosity, RNG k-ε, realisable k-ε, standard k-ω, SST and RSM).
They determined that the flow over the spillway had been reproduced with sufficient accuracy by all turbulence models, except the standard k-ε and the standard k-ω. The RSM turbulence model had the best agreement with experimental data among all the turbulence models.
Purpose
As a result of the increasing magnitude of design floods and the inaccurate capacity of many spillways in large dams throughout the world, the scour due to overtopping rectangular jets downstream of concrete dams is a point of great interest in the dam field.
Researches to date have been developed in the laboratory using scale models. The CFD programs allow researchers and designers to evaluate different effects with a smaller cost than that incurred building scale models.
However, there are scarce references to numerical simulations of overtopping jets and their effects on the plunge pool.
As a result of the lack of numerical simulations in this Knowing the parameters analysed, designers will be able to estimate the scour effects and the stability of the dam with a higher certainty.
LABORATORY EXPERIMENT Turbulent jet experimental facility
The hydraulics 
The ADV
ADVs have become highly useful in fluid dynamics and are applied to the study of three-dimensional flow and turbulence in both the laboratory and field (rivers, channels and hydraulic structures, amongst others).
The setting characteristics were selected considering that the main objective is to measure the mean velocity and macroscopic turbulence. In this way, the velocity range was selected as ±0.30 m/s with a frequency of 10 Hz, avoiding the noise generated by the equipment when higher frequencies are used. With this setting, the ADV equipment was able to measure the time-averaged flow field with an accuracy of better than ±0.002 m/s. The kinetic turbulence measured 0.50 m upstream the weir in the experimental facility was used as the inlet condition in the numerical simulations.
EMPIRICAL FORMULAE Jet parameters
Using instantaneous pressure registers obtained at the bottom of plunge pools, Castillo (, ) proposed estimators for the nappe flow case: the turbulence intensity at issuance conditions T u , the jet break-up length L b , the lateral spread distance ξ, the impingement thickness B j , and the mean dynamic pressure coefficient C p .
The turbulence intensity at issuance conditions for laboratory specific flow (q < 0.25 m 2 /s) may be estimated as
with IC being the initial conditions with dimensions
where g is the gravity acceleration, K is a non-dimensional fit
However, for prototype specific flows (q > >0.25 m 2 /s) a mean turbulence index is T u ∼ 1.2% (Castillo ).
The designers need to know the height between the upstream water level and the downstream water level H, the impingement jet thickness B j , the water cushion depth Y, and the jet break-up length L b . In this way, the head mean may be calculated at the stagnation point of the plunge pool bottom H m . 
with B i , F i and T u ¼ V 0 i =V i being the jet thickness, the Froude number and the turbulent intensity at issuance conditions, while K is a non-dimensional fit coefficient (≈ 0.85). The impingement jet thickness is obtained with the following:
where H is the height between the upstream water level and the downstream water and φ ¼ K φ T u is the turbulence parameter in the nappe flow case.
The trajectory of the central nappe may be obtained with the Scimeni () formulation
where x* ¼ x/h and z* ¼ z/h, with x and z being the coordinate axes considering the origin in the weir crest.
Mean dynamic pressure coefficient
For the mean dynamic pressure coefficient C p , Castillo () considered two cases (non-effective water cushion and effective water cushion). These formulae have been redefined in this paper considering new laboratory data.
Non-effective water cushion if Y 5.
when H/L b 1.00:
when H/L b > 1.00:
Effective water cushion if Y > 5.5B j :
where H m is the head mean registered at plunge pool bottom (stagnation point), Y is the depth of the plunge pool and V j is the impingement velocity. The parameters a and b of Equation (11) may be obtained from Table 2 .
Pressure distribution near the stagnation point
There are different formulae for the pressure distribution near the stagnation point of the plunge pool bottom.
Castillo ( In order to know the pressure distribution, the following formula was considered:
where p is the mean pressure on the bed of the pool, H m is the mean pressure at the stagnation point, x is the horizontal distance from the stagnation point to the considered point and Y is the water cushion depth. The parameter φ 0 may be obtained from Table 3 . The differences in the results could be due to the diverse working methodologies and experimental conditions.
In a similar way, Bollaert () considers that the longitudinal distribution of the mean dynamic pressure coefficient in circular jets, C p (x), may be obtained as a function of a non-dimensional radial distance x/x max : For the circular jet case, the parameter K 3 ranged from 3 for shallow pool depths to 6 for greater pool depths. (Figure 2 ).
NUMERICAL MODELLING

Turbulence models
In order to reach the closure of the Navier-Stokes equations, turbulence models can be used. There are different approximations, from one-equation turbulence models to the direct simulation.
As a compromise between accuracy and computational effort, the RANS turbulence models are widely used. Eddy-viscosity turbulence models consider that such turbulence consists of small eddies which are continuously forming and dissipating, and in which the Reynolds stresses are assumed to be proportional to mean velocity gradients. In this work, some of the most usual RANS turbulence models have been tested for the free falling jet case.
Standard k-ε model
This model (Launder & Sharma ) is considered as the standard turbulence model and it is considered in the majority of the CFD programs. The effective viscosity is calculated as
where C μ is an empirical coefficient and ε is the dissipation rate of turbulent kinetic energy.
RNG k-ε model
In theory, the RNG k-ε model is more accurate than the standard k-ε model. The RNG k-ε turbulence model is based on a renormalisation group analysis of the Navier- 
where
and where C μRNG ¼ 0.085 is a closure coefficient, β RNG a constant with a value of 0.012, P k the turbulence production due to viscous forces (ANSYS Inc. ), ρ the flow density and ε the dissipation rate of turbulent kinetic energy.
k-ω based SST model
The k-ω turbulence models assume that the turbulence viscosity is linked to the turbulence kinetic energy, k, and the turbulent frequency, ω, as 
Convergence criteria
In judging the convergence of a solution in a finite-volume 
À6
. In this work, the residual values were set to 10 À4 for all the variables.
Free surface modelling
To solve the air-water two-phase flow, the Eulerian-Eulerian multiphase flow homogeneous model was selected. In each control volume, the sum of the volume fraction of all phases (r α ) is the unit. Three conditions are possible for each cell:
• r α ¼ 0. The cell is empty of the α phase.
• r α ¼ 1. The cell is full of the α phase.
• 0 < r α < 1. The cell contains the interface between the α phase and one or more other phases.
In general, it may be assumed that the free surface is on the 0.5 air volume fraction. However, due to the high air entrainment in the nappe, the jet thickness and the break-up length were calculated using a 0. 
Boundary conditions
The model boundary conditions corresponded to the flow, 
RESULTS AND DISCUSSION
Mesh-size analysis
In order to know the effect of the mesh size on the numerical solution of the turbulent jets, a mesh-size analysis was considered. Table 4 shows the total hexahedral elements used in the simulation when different length scales were considered in the falling jet boundary and near the stagnation point.
Following a streamline that starts on the weir, Figure 5 shows the fluid velocity, while Figure 6 indicates the air volume fraction in the falling jet when different mesh sizes were considered. The results are compared with optical fibre measurements.
The mesh size has a small influence on the velocity of the falling jet. The velocity obtained with CFD simulations and optical fibre tended to be slightly smaller than the free-falling velocity due only to the gravity effects. This indicates the effect of air-water friction. To obtain the mean velocity, the optical fibre equipment requires a minimum air entrainment rate in order to obtain a good cross-correlation velocity. In Figure 5 , the jet velocity measured is more accurate when the jet is sufficiently aerated. This occurs when the falling height is greater than 1.40 m (velocity greater than 5.30 m/s).
At the end of the fall, the numerical simulations and laboratory measurements obtained similar values.
The air volume fraction is highly sensitive to the mesh size. When the mesh size is reduced, results tend to be more accurate. However, smaller elements entail an increment in the computational effort and time required to solve the same problem. In this study, when the mesh size is reduced, good agreement with laboratory data is obtained. Figure 7 shows the evolution of T u for each inlet turbulent intensity when considering a 0.058 m 2 /s specific flow. Even though at the inlet condition the turbulences were different, T u tended to be equal when there were sufficient distances of fall from the weir. Table 6 indicates the results obtained at the parametric methodology initial conditions (z ¼ À h). Although the inlet turbulence had been modified, the mean velocity was not affected. At the initial condition, T u tended to decrease when the turbulence at the inlet condition was reduced.
However, turbulence intensity tended to be a constant value of 0.03 when the fall of the jet increased.
Turbulence models analysis Table 8 shows the results modelled with q ¼ 0.037 m 2 /s, 
Mean dynamic pressure coefficient
For the laboratory measurements and the numerical result, C p was calculated by using the following expression:
For the two specific flows, the energy head, H m , and the mean dynamic pressure coefficient, C p , obtained with the three turbulence models were similar to the laboratory measurement and the parametric methodology. In absolute differences, the SST turbulence model was slightly more accurate than the other two turbulence models. SST tended to underestimate the C P value by 0.03-0.04 (differences of 7-13% with the laboratory result), while the RNG k-ε tended to overestimate it by 0.04-0.05 (differences of 12-13%), and the k-ε model varied between À0.05 to þ0.04 (9-17%).
Differences between the parametric methodology and laboratory data are about 2-3%. 
where Y is the effective water cushion depth at the plunge In both cases, the best agreement of the numerical simulation has been obtained with the SST turbulence model. In both pressure distributions near the stagnation point cases, the classical formulae and the Bollaert one, the SST turbulence model seems to be the most accurate. For the smaller specific flow, the k-ε tended to overestimate the pressure distribution upstream and downstream, while the RNG tended to overestimate downstream.
Using the SST turbulence model, good agreement was obtained for the mean pressure coefficients and the head Considering the height between the upstream water level and downstream water level of each test, differences between simulations and laboratory data showed a maximum error from À4 to 7%.
With the aim of improving the design of overtopping flows and their energy dissipation, it would be necessary to provide advances in the knowledge and characteristics of the hydrodynamic actions. More experimental studies, both in physical models and prototypes, are necessary in characterising simultaneously the phenomena produced in the jets (aeration and velocity), combined with measurements of pressures, velocities and aeration rates in stilling basins.
In order to develop this work further, the researchers plan to examine use of inhomogeneous models and hence identify results independent from the mesh size. In future activities, velocities and air entrainment in the stilling basin will be analysed by using different turbulence models. Comparison with diverse CFD codes (open source and commercial ones) will be considered.
