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on external datasets and, therefore are not intrinsic to GO. Furthermore, they not only fail to handle identical
annotations but also show a strong bias toward well-annotated proteins when being used for measuring sim-
ilarity of proteins. Inspired by the concept of cellular differentiation and dedifferentiation in developmental
biology, we propose a shortest semantic differentiation distance (SSDD) based on the concept of semantic to-
tipotency to measure the semantic similarity of GO terms and further compare the functional similarity of
proteins. Using human ratings and a benchmark dataset, SSDD was found to improve upon existing methods
for computing the semantic similarity of GO terms. An in-depth analysis shows that SSDD is able to distin-
guish identical annotations and does not depend on annotation richness, thus producing more unbiased
and reliable results. Online services can be accessed at the Gene Functional Similarity Analysis Tools website
(GFSAT: http://nclab.hit.edu.cn/GFSAT).
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Gene Ontology (GO) maintains a dynamic, structured, precisely
deﬁned and controlled vocabulary of terms to represent the roles
and cellular localizations of proteins in a species-independent man-
ner. It comprises three orthogonal ontologies: cellular component
(CC), molecular function (MF) and biological process (BP). These on-
tologies are structured as three directed acyclic graphs (DAGs) in
which, the nodes correspond to the terms describing a certain biolog-
ical semantic category and the edges represent the linkages between
terms describing deﬁned relationships [1]. The most common rela-
tionships are ‘is–a’ and ‘part–of’.
GO terms have been widely used to annotate proteins, such as
those in the Gene Ontology Annotation (GOA) project [2]. This proce-
dure enables bioinformaticians to beneﬁt from using semantic simi-
larity to compare proteins based on function instead of sequence
similarity [3]. Ever since the ﬁrst application of semantic similarity
in biology by Lord et al. [4,5], a variety of measures have been devel-
oped for quantifying the semantic similarity of GO terms. These
measures have been widely used in protein–protein interaction pre-
diction [6,7], network prediction [8], cellular localization prediction
[9], automatic annotation validation [10], semantic search integration
of [11], pathway modeling [12], and improving analysis of microarrayozuguo@hit.edu.cn (M. Guo),
. Liu), chunyu@hit.edu.cn
rights reserved.data quality [13]. The state-of-the-art methods for computing the
semantic similarity of GO terms are traditionally divided into four
categories: edge-based, node-based, hybrids of edge- and node-
based, and graph-based [14]. A brief review of each category will be
presented below; a detailed review is beyond the scope of this
paper and has already been presented by Catia Pesquita et al. [15].
The edge-based methods are a natural and direct way of evaluat-
ing semantic similarity in taxonomy, originally used in lexical taxon-
omy by Rada et al. [16]. Edge-based methods simply count the
number of edges on the shortest path traversed from one node to an-
other. Similar methods were subsequently proposed and have been
used in GO [17–22]. The shortcoming of these methods is that they
implicitly assume that all edges represent uniform distances and
that all nodes in the taxonomy are evenly distributed and have simi-
lar densities. Unfortunately, this assumption does not hold in GO [4].
Although several researchers [15,16,18] have attempted to address
this issue by assigning different weights to edges at different levels
and by taking into account network density, they still ignored two
facts: GO terms at the same level did not necessarily share the same
speciﬁcity, and spuriously high similarities appeared due to the shal-
low annotation problem, as shown by Richardson and Smeaton [18].
The most prevalent node-based approaches are Resnik's [23], Lin's
[24] and Jiang and Conrath's methods [25]. They were originally de-
veloped for WordNet [26] and then applied to GO [4,5]. They all use
information content (IC) to represent the speciﬁcity of GO terms.
The IC value for a term t is deﬁned as
IC tð Þ ¼− log p tð Þ; ð1Þ
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tain corpus (e.g., the GOA database). Later, Couto et al. [27], Schlicker
et al. [28], Bodenreider et al. [29], and Riensche et al. [30] improved
upon these three methods. Nevertheless, they still shared a drawback
in that IC was calculated based on the occurrence of GO terms in an
external corpus, which produced a constantly changing semantic sim-
ilarity between the same term pair with updates of the external data
(known as not intrinsic to GO). In addition, they had a preference for
well-annotated proteins, and this preference led to biased results,
which will be discussed later. There are other node-based methods,
with or without the use of IC, based on groupwise approaches [31–38].
In these methods, the semantic similarity of proteins is found by
representing proteins as sets or vectors of GO terms and calculating
the overlap between sets or the inner product of vectors rather than
their combined pairwise similarity. All of these groupwise methods
lose the information contained in the hierarchical structure of GO and
ignore the relationships between GO terms.
Alvarez et al. [14] proposed a purely graph-based approach. A pro-
tein can be described as a shortest-path graph, a sub-graph of GO,
which consists of all of the terms annotating the protein and their an-
cestors in the ontology. The functional similarity of proteins can then
be calculated using a shortest-path graph kernel, a graph matching
technique proposed by Borgwardt et al. [39]. This method avoids
the shortcomings of IC-based methods and explicitly explores the
structure of GO. Nevertheless, graph matching is computationally ex-
pensive, being an NP-complete problem on general graphs.
The ﬁrst hybrid method was Jiang & Conrath's (J&C's) method
[25], which is known as a node-based method because its simpliﬁed
version was widely used in GO (see formula (4)). The original J&C's
method considered the local network density, node depth, link type
and strength and was applied to GO by Othman et al. [40], who ﬁrst
deﬁned the overall edge weight (wt) for a term c and its parent term
p as
wt c;pð Þ ¼ β þ 1−βð Þ E
E pð Þ
 !
d pð Þ þ 1
d pð Þ
 α
IC cð Þ−IC pð Þ½ T c;pð Þ; ð2Þ
where d(p) denotes the depth of the term p in the hierarchy, E(p) the
number of the edges in the child links (i.e., the local density), E the
average density in the whole hierarchy, T(c,p) the link type factor, and
[IC(c) − IC(p)] the link strength. The parameters α (α ≥ 0) and β
(0 ≤ β ≤ 1) control the degrees of term depth and density contributing
to the edge weight computation. The overall distance between two
terms t1 and t2 would thus be the summation of edge weights along
the shortest path linking the two terms, as shown in formula (3),
Dist t1; t2ð Þ ¼ ∑
c∈ path t1 ;t2ð Þ−LCA t1 ;t2ð Þf g
wt c;parent cð Þð Þ; ð3Þ
where path(t1,t2) is the set that contains all of the terms in the shortest
path from t1 to t2, and LCA(t1,t2) denotes the lowest common ancestors
of t1 and t2. In the special case where only link strength is considered in
the weighting scheme of formula (2), i.e., α = 0, β = 1, the distance
function can be simpliﬁed to formula (4), i.e., the aforementioned sim-
pliﬁed version of J&C's formula.
Dist t1; t2ð Þ ¼ IC t1ð Þ−IC t2ð Þ−2 IC LCA t1; t2ð Þð Þ; ð4Þ
Another hybrid method, namely, the shortest path (SP) proposed
by Shen et al. [41], uses the sum of the weights on the shortest path
to compute the semantic distance for two GO terms tA and tB, which
is described as
distsp tA; tBð Þ ¼
arctan ∑
t1∈pathA
1
IC t1ð Þ
þ ∑
t2∈pathB
1
IC t2ð Þ
 !
π=2
; ð5Þwhere pathA(pathB) is the shortest path that connects the term tA(tB)
with the most informative common ancestor (MICA). t1 and t2 are the
terms located on pathA and pathB. The semantic similarity of the two
terms is deﬁned as 1 − distsp(tA,tB).
All of the above hybrid methods suffer from the aforementioned
issue of dependence on external resources because the terms they
use are represented as their ICs. Wang et al. [42] developed an
IC-independent method, in which each edge is assigned a weight,
named the semantic contribution factor (ωe), according to the type
of relationship. They represent a GO term A as DAGA = (A,TA,EA), a
sub-graph of GO, where TA is the set of all ancestors of A and itself,
and EA is the set of corresponding links. The contribution of any
term t to the semantics of a term A is deﬁned as the S-value of the
term t related to term A, SA(t), which can be calculated by
SA Að Þ ¼ 1
SA tð Þ ¼ max ωe⋅SA t ′ð Þ t ′∈ children of tð Þ
 o if t≠A;n
(
ð6Þ
where ωe is the semantic contribution factor for edge e ∈ EA linking
term t with its child term t'. The semantic value of term A, SA(A), is
the aggregate semantic contribution of all terms in the DAGA, i.e.,
SV Að Þ ¼ ∑
t∈TA
SA tð Þ: ð7Þ
Given DAGA = (A,TA,EA) and DAGB = (B,TB,EB) for the two terms A
and B respectively, the semantic similarity between them, SGO (A,B),
is deﬁned as
SGO A;Bð Þ ¼
∑
t∈TA∩TB
SA tð Þ þ SB tð Þð Þ
SV Að Þ þ SV Bð Þ : ð8Þ
There are still two disadvantages to using Wang's method, even
though it avoids the drawbacks of IC-based methods and takes the
linking types of GO terms into account. First, the semantic contribu-
tion factor (ωe) is suggested to be 0.8 and 0.6 for ‘is–a’ and ‘part–of’
relationships, respectively, an approach that is highly arbitrary. Al-
though ωe can be set within a range from 0 to 1 according to different
situations, it is difﬁcult for most users to determine the most appro-
priate value. Second, GO is structured as directed acyclic graphs,
wherein a term can have more than one parent and/or child term.
This property indicates that there may be multiple paths from a
given term t to its ancestor ta. The authors deﬁned the semantic con-
tribution of ta to t as the maximum product of all of the paths linking
them. They ignored the contributions of other paths, which causes the
semantic value of a term to be invariant even though the deletion, ad-
dition, or alteration of terms can occur in those ignored paths. Thus,
Wang's method was not sensitive to GO updates.
It is insigniﬁcant to compare only the semantic similarity of GO
terms. All methods for calculating the similarity of GO terms are pro-
posed to ﬁnally compare protein function based on GOA, rather than
that of GO terms per se. We therefore need a method to integrate
pairwise semantic similarities into a single functional similarity because
a protein may be annotated by more than one term. Three distinct ap-
proaches have been proposed for this integration: Lord et al. [4,5]
used an arithmetic average (abbreviated as Avg) of pairwise similarities
between all terms of the ﬁrst protein and the second one; Sevilla et al.
[43] used only the maximum (Max) similarity between all term pairs;
and Couto et al. [3], Schlicker et al. [28] and Azuaje et al. [44] developed
the best-match average (BMA) method, in which each term of the ﬁrst
protein is paired only with the most similar term of the second one and
vice versa. We take the BMA approach to compare protein similarity, as
it was found to be the most effective [34].
When any of the existing semantic similarity measurements is
used to compare protein similarity by integrating the approaches
mentioned above, a new problem arises: the similarity of any pair
Fig. 1. The overlapped DAG for GO: 0043231 and GO: 0044444. A sub-graph generated
from GO of the two seed terms (gray background). The dotted arrows represent the
‘part–of’ relationship and the solid arrows show the ‘is–a’ relationship.
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notation) will always be 1. This does not match the human perception
that the similarity between genes annotated with more speciﬁc terms
should be greater than those annotated with more general ones (see
the ‘Discussion’ section for details). This case is also known as shallow
annotation because the similarity of two proteins annotated by top
terms in GO could be found to be spuriously high.
For the above reasons, we proposed a novel measure for semantic
similarity between GO terms and further use it to compare the func-
tional similarity of proteins, aiming at resolving at least four issues:
1) the dependence on external resources in IC-based methods,
2) the loss of the structural information in GO in edge- or node-
based methods, 3) the identical annotation problem for all existing
methods, and 4) the preference for well-annotated proteins. We com-
pleted two major evaluations of our method using two independent
biological settings backed by in-depth analysis and discussion.
2. Methods
Inspired bydevelopmental biology,wepropose anew IC-independent
hybrid method for computing the semantic similarity of GO terms from
a novel perspective. In developmental biology, cellular differentiation is
the process by which a less specialized cell becomes a more specialized
cell type. The ability of a cell to differentiate into all possible cell types of
an organism is known as totipotency. Dedifferentiation is a cellular pro-
cess whereby a partially or terminally differentiated cell reverts to an
earlier developmental stage. In GO, each term has one or more parents
and children, excluding the three top (root) terms (e.g., GO: 0008150,
GO: 0005575 and GO: 0003674) and the bottom (terminal) terms,
and each edge transmits the semantics between terms primarily
through two types of relationships. The process of semantic transmis-
sion from a term to its descendants resembles the process of cellular
differentiation in that the three top terms are like three zygotes and
the semantic specialization of the terms increases downward through
the DAGs. Each specialized term in the ontology inherits and integrates
partial semantics from its parental terms. Therefore, we introduce the
concept of semantic differentiation, the transition of a term from one
pattern of semantic integration to another, and the capacity of this dif-
ferentiation is termed semantic totipotency.
2.1. The shortest semantic differentiation distance
Based on semantic differentiation and semantic totipotency, we
proposed a method for measuring the semantic similarity of GO
terms. Firstly, a sub-graph was extracted from GO for a given term,
e.g., GO: 0043229, shown in Fig. 1, which consists of a set of terms in-
cluding all of its ancestors. The DAG was then viewed as a semantic
genealogy wherein a term inherits the semantics of its ancestors
and distributes them to its descendants. Incorporating all paths
linking a term and its ancestors, the semantic totipotency of a given
term t can be quantiﬁed as a T-value (T(t)) as follows:
T tð Þ ¼
1 if t ¼ r
mean
tp∈ parent of tð Þ
ω⋅T tp
  
if t≠r ;
8<
: ð9Þ
where r represents one of the root terms (e.g., GO:0008150,
GO:0005575 or GO:0003674). The semantic totipotency values of the
three root terms are assigned to be 1 because they are the most general
terms and have the differentiation capacity to convert to any descen-
dant terms in their own ontology, similar to the zygote in cellular differ-
entiation. The variable ω is the semantic differentiation factor for the
edge linking term t with its parent tp. The T-value of any other terms
can be derived as the average of all of its parents' T-values multiplied
by the semantic differentiation factor (ω), as shown in formula (9).
The differentiation capacity (T(t)) should decrease moving down thehierarchy and be positively proportional to the number of descendants,
or local density. Thus, theω between a term t and its parent tp should be
greater than 0 and less than 1 and, can be calculated as
ω ¼ Dst tð Þ
Dst tp
  ; ð10Þ
whereDst(t) is the number of descendants of the term t, including itself.
It should be noted that the number of descendants is calculated using
the DAG of the entire Gene Ontology rather than the sub-graphs men-
tioned above. In this way, each GO termwill be mapped to a numerical
property, the T-value. It is invariable, except in cases of the deletion of
obsolete terms or the addition of new terms accompanying the update
of the GO database. Thus it is sensitive to updates.
Based on T-values, we proposed the shortest semantic differentia-
tion distance (SSDD) to measure the semantic similarity in the Gene
Ontology. It is intuitive that if two terms tA and tB diverge at a higher
level, i.e., their lowest common ancestors (LCAs) are nearer to the
root, the difference between them should be larger, whereas if they di-
verge at a lower level, the difference should be smaller. This difference
can be quantiﬁed by the difﬁculty of tA transforming to tB, a process
whereby tA ﬁrst dedifferentiates into their LCAs and then their LCAs dif-
ferentiate into tB. Based on this principle, SSDD ﬁrst ﬁnds the shortest
paths from one term to another via their LCAs, then calculates the
sum of the T-values for all of the terms on each path and deﬁnes the
minimum sumas the semantic distance for the two terms. SSDD implic-
itly indicates that if the LCA is near the root, the sum on the shortest
path will increase, and otherwise the opposite will occur. Therefore,
the sum of the T-values on the shortest path is consistent with the
expected distance and can be exploited for its estimation.
Given two terms tA and tB, the normalized distance between them
is deﬁned as
Dist tA; tBð Þ ¼
arctan min ∑
t∈path tA ;tBð Þ
T tð Þ
( ) !
π=2
; ð11Þ
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connecting the terms tA and tB via their LCAs. The arctan function is
used to normalize the distance to (0, 1). Apparently, Dist(tA,tB) is sym-
metric because Dist(tA,tB) = Dist(tB,tA). After normalization, the se-
mantic similarity can be deﬁned as:
SimSSDD tA; tBð Þ ¼ 1−Dist tA; tBð Þ; ð12Þ
2.2. Example
We take two terms as an example, computing their semantic sim-
ilarity using SSDD. It should be noted that the DAG for this example
was obtained from the GO database in November 2011. Due to the
daily evolution of the GO database, a GO term's DAG may change
with the deletion of obsolete terms and the addition of new terms.
Given two terms GO: 0043231 (t11) and GO: 0044444 (t10), an
overlapping DAG can be generated from GO (see Fig. 1). The T-value
of each term in this DAG was calculated by formula (9), and the re-
sults are listed in Table 1.
The shortest path connecting t10 and t11 is easily found to be
t10 → t6 → t9 → t11, with t6 as their unique LCA. Using formulas
(11) and (12), the semantic similarity of terms ‘GO: 0043231’ and
‘GO: 0044444’ is calculated in two steps as
Dist t10; t11ð Þ ¼
arctan 0:3258þ 0:6396þ 0:4795þ 0:3597ð Þ
π=2
¼ 0:6779;
SimSSDD t10; t11ð Þ ¼ 1−0:6779 ¼ 0:3221:
2.3. Evaluations
How well a measure captures the similarity in function between
two proteins is not a trivial assessment because there is no direct
way to ascertain the true functional similarity between them [15].
However, the performance of existing semantic similarity measure-
ments has been veriﬁed in terms of correlations with sequence simi-
larity [4,28,33,34], gene expression proﬁling [43,45], protein–protein
interactions [6], protein family similarity [27,28] and human ratings
[38], or against subnuclear location [9], gene clustering of pathways
[42], and human regulatory pathways [12]. First, we evaluate the per-
formance of SSDD by comparing the calculated semantic similarities
with human ratings as described in [38]; we then compare SSDD
with other existing methods using the Collaborative Evaluation of
GO-based Semantic Similarity Measures (CESSM), an online tool for
the automated evaluation of GO-based semantic similarity measures.
CESSM enables the comparison of new measures against previously
published ones in terms of performance against sequence, Pfam, and
EC similarities [46].
2.3.1. Comparison of SSDD with human ratings
Li et al. [38] selected 25 pairs of GO terms that cover term pairs with
high, intermediate and low similarities and invited ten biologists toTable 1
T-values of the GO terms in Fig. 1.
The T-values of the terms in the overlapping DAG for terms GO: 0043231 and GO:
0044444, computed by formula (9).
GO terms T-value GO terms T-value
t1 1.0000 t7 0.3665
t2 0.8614 t8 0.4171
t3 0.4877 t9 0.4795
t4 0.8611 t10 0.3258
t5 0.6400 t11 0.3597
t6 0.6396grade the selected term pairs from 0 (no similarity) to 10 (synonymy)
individually. The mean of every term pair's grades from the ten biolo-
gists was calculated as its value of artiﬁcial semantic similarity as
shown in Additional ﬁle 1. Here, we directly quote the artiﬁcial similar-
ity values and the semantic similarities of the four measures from
the reference [38]. We then calculate each term pair's semantic similar-
ity by Wang's measure, simUI and SSDD using the GO database of
September 2005, as used in [38]. The results are shown in Additional
ﬁle 1. Finally, we calculate the Pearson's correlation coefﬁcients
(PCCs) between the artiﬁcial grades and the similarity values obtained
by each of these sevenmethods to compare their performance. A higher
PCC represents better performance.
2.3.2. Comparison of SSDD with state-of-the-art methods
We used the CESSM to compare our methods with other existing
methods. CESSM is an online tool made available by the XLDB research
team at the University of Lisbon. It provides a standard dataset
consisting of 13,430 pairs of proteins involving 1039 distinct proteins
and implements 11 state-of-the-art semantic similarity measures:
simGIC [47], simUI [48], and the average [3], maximum [43] and
best-match average [2] combinations of the term similarities found by
Resnik's [23], Lin's [24] and J&C's methods [25]. As noted by Pesquita
et al. [34], the maximum and average approaches have limitations
from a biological point of view, and the best-match average performs
better than the other two. Thus, we only consider the best-match aver-
age (BMA) versions of Resnik's (RB), Lin's (LB) and J&C's (JB) methods,
coupled with simGIC (GI) and simUI (UI). Finally, SSDD was compared
with ﬁve other methods (i.e., GI, UI, RB, LB, and JB).
CESSM provides three standards of evaluation: EC similarity (ECC),
Pfam similarity (Pfam) and sequence similarity (SeqSim). The perfor-
mance of a given method is evaluated by measuring the Pearson's cor-
relation coefﬁcient between it and other state-of-the-art methods by
the aforementioned standards under different ontologies in GO. As
noted by Pesquita et al. [34], the relationship between semantic similar-
ity and sequence similarity is not linear. Thus, they recommended using
ameasure called resolution instead of the correlation coefﬁcient to eval-
uate how well the semantic similarity matches the sequence similarity.
Resolution is the relative intensity whereby variations in the sequence
similarity scale are translated into the semantic similarity scale. The de-
tailed measurement was described in [34]. Higher resolution values
mean that the semantic similarity method has a higher capability to
distinguish between different levels of protein functions. Therefore, a
method with a higher resolution performs better than one with a
lower resolution.
3. Results
3.1. The performance of SSDD against human ratings
The performance of SSDD against human ratings (expert evalua-
tion) is measured by comparing the Pearson's correlation coefﬁcients
(PCCs) of SSDD to those of the other six methods. PCCs were calculat-
ed between the semantic similarity given by each method and the
human ratings. A higher PCC means that the method has a higher ca-
pability to achieve semantic similarities closer to human perfor-
mance. As shown in Table 2, the SSDD method achieves the best
results. In particular, it outperforms two intrinsic methods, Wang's
method and simUI, conﬁrming that the semantic similarities obtained
by SSDD most closely match human perception.
3.2. Evaluation by CESSM
The functional similarities of 13,430 protein pairs were computed
by SSDD coupled with the best-match average (BMA) approach, using
the annotations of all code evidence (i.e., including IEA). After
uploading the results according to the requirements of CESSM (see
Table 2
Pearson's correlation coefﬁcient vs. human ratings.
The Pearson's correlation coefﬁcients (PCCs) between
the semantic similarities computed by the seven mea-
sures and that of human ratings. SSDD achieves the
best result.
Method PCC
SSDD 0.8937
Combine [38] 0.8638
Lin's [24] 0.8496
simUI [48] 0.8397
Wang's [42] 0.8257
Resnik's [23] 0.8241
ZZL's [49] 0.7144
Table 4
The resolutions of different methods.
Resolution is deﬁned as the relative intensity whereby variations in the sequence sim-
ilarity scale are translated into the semantic similarity scale. The detailed measurement
is described in [34].
Method Resolution
MF BP CC
SSDD 0.9799 0.9318 0.9355
GI 0.9559 0.8373 0.9001
UI 0.9671 0.8628 0.9338
RB 0.9577 0.9004 0.9167
LB 0.5705 0.9326 0.9359
JB 0.2409 0.3346 0.3099
372 Y. Xu et al. / Genomics 101 (2013) 368–375Additional ﬁle 2), we obtained the original results shown in Table 3
using PCCs and Table 4 using resolutions.
As shown in Table 3 and Fig. 2, the SSDD method performs
better than the other ﬁve methods in MF, BP, and CC when they are
compared to ECC, Pfam, and SeqSim, respectively. Table 4 shows
the resolutions for different methods when sequence similarity is
compared with the semantic similarity measured by them. It also
shows that SSDD performs comparably to the other ﬁve methods.
These results conﬁrm that SSDD can serve as an alternative method
to evaluate the functional similarity between proteins. Although it
does not show very signiﬁcant improvements compared to other
methods, it can compare proteins with identical annotations and
reduce the effects of the uneven number of annotations (known as
annotation richness), providing a more authentic and unbiased result
(see the ‘Discussion’ section for details).4. Discussion
We have proposed a new measure for GO semantic similarity
based on concepts from developmental biology. The well-structured
Gene Ontology that contains terms of different semantic speciﬁcities
was viewed as an organism system that contains different cell types.
Semantic transfer from a parent to its daughters and the reverse
process were deﬁned as semantic differentiation and semantic dedif-
ferentiation, respectively. These processes are similar to cellular dif-
ferentiation and cellular dedifferentiation. Semantic totipotency was
proposed to measure the degree of semantic transmission from a
term to all its daughters, which is similar to measuring the ability of
a cell to differentiate into other cell types using cellular totipotency.
In view of this characteristic, we calculated the shortest semantic
differential distance between two terms tomeasure their semantic sim-
ilarity, a novel insight into GO semantic similarity. The two major eval-
uationsmentioned abovewere not able to fully reveal the advantages ofTable 3
The performance of each method evaluated by CESSM.
Performance is measured by the Pearson's correlation coefﬁcient between the semantic
similarity given by eachmethod and the functional similarity estimated fromEC classiﬁca-
tion (ECC), Pfam annotation (Pfam), and sequence similarity (SeqSim), respectively. MF,
BP, and CC are the three ontologies of GO. For a more intuitive comparison, see Fig. 2.
GO Standard SSDD GI UI RB LB JB
MF ECC 0.7013 0.6220 0.6366 0.6027 0.6417 0.5613
Pfam 0.6672 0.6380 0.6181 0.5718 0.5639 0.4909
SeqSim 0.7779 0.7172 0.5925 0.6683 0.6063 0.5459
BP ECC 0.5365 0.3981 0.4023 0.4444 0.4352 0.3707
Pfam 0.5404 0.4547 0.4505 0.4588 0.3727 0.3319
SeqSim 0.7835 0.7733 0.7304 0.7397 0.6369 0.5864
CC ECC 0.4209 0.3613 0.3757 0.3777 0.3683 0.2599
Pfam 0.5171 0.4974 0.5214 0.4931 0.4851 0.3124
SeqSim 0.7621 0.7500 0.6721 0.7113 0.6398 0.5014the present method. Next, we will present an in-depth discussion and
analysis of its main advantages.
4.1. Exploring the structural information of GO
A good semantic similarity measurement should take into account
the irregular nature of the Gene Ontology (also known as structural
information), which contains variable edge lengths (edges at the
same level convey different semantic distances), variable depths
(terms at the same level have different speciﬁcities), and variable
node densities (some areas of the ontology have a greater density of
terms than others). In general, edge-based methods rely on the calcu-
lation of the length of the edges between two terms and ignore these
irregularities. Othman et al. [40] fully acknowledged these irregulari-
ties and presented their algorithm as formula (2). However, the for-
mula is complex, and it is difﬁcult to handle the two parameters α
and β. For this reason, only the simpliﬁed version was widely used
in GO. Wang et al. [42] explored the different links between terms
using the contribution factor (ωe). Unfortunately, they did not com-
pute this parameter using GO or other data. They suggested setting
it arbitrarily within a range of 0 to 1 according to different situations.
We also use a parameter in SSDD called the semantic differentiation
factor (ω). In contrast, its assignment method is given by the ratio
of the number of descendants of two given terms (formula (10)). ω
reﬂects the strength of the semantic transfer between parental and
daughter terms, which can be understood as edge distance, and the
descendant number, which can be understood as the node density
(local density). Therefore, although SSDD is a simple measurement,
it fully incorporate the irregularities in GO.
4.2. Comparing identical annotations
Identical annotation occurs when two proteins are annotated with
the same terms. It is an issue shared by existing methods as men-
tioned in the “Introduction” section. For example, in the simplest
case in Fig. 1, a given protein pair g1 and g2 both annotated with the
single term GO: 0005623 and another protein pair g3 and g4 both an-
notated with the single term GO: 0043229 will both have similarities
of 1 using any of the existingmeasurements. This condition is not true
in reality. We would expect there to be more similarity in the latter
case than in the former case because the speciﬁcity of terms increases
downward through the DAG. SSDD can distinguish proteins with
identical annotations from each other because the semantic similarity
between any term and itself is not constantly 1, but varies with its lo-
cation in the ontology. Computed by SSDD, the similarity between g1
and g2 is 0.5474 and the similarity between g3 and g4 is 0.7154.
4.3. Annotation richness
The reason that SSDD performs only slightly better than other
methods if evaluated by CESSM can be found by analyzing the
standard dataset provided by CESSM. A statistical analysis of the
Fig. 2. The performance of SSDD compared with other methods evaluated by CESSM. The bar graph is drawn from the data in Table 3 and shows that SSDD outperforms the other
ﬁve methods using the PCC of each method to ECC, Pfam and SeqSim in BP, MF, and CC, respectively. SSDD did not demonstrate a signiﬁcant superiority to other methods when
evaluated by CESSM because the proteins in CESSM are all well annotated, which facilitates the high performance of IC-based methods.
Fig. 3. The average annotation richness for each protein in CESSM, UniprotKB and our own
samples. The 1039 proteins in CESSM are all well annotated; the average number of annota-
tion entries of these proteins is all signiﬁcantly greater than that of the entireUniprotKB-GOA
datasets in BP, MF, CC, and all of these three ontologies (denoted by “All”). This is precisely
the reason why SSDD does not perform signiﬁcantly better than other methods. We also
re-sampled three sets of protein pairs. “Rich”, “Medium” and “Rare” represent these three
sets of 100 protein pairs with average annotations per protein signiﬁcantly higher than, ap-
proximately equal to and signiﬁcantly less than that of UniprotKB-GOA, respectively.
Fig. 4. The distribution of the 1039 proteins in 63 distinct species. The 1039 proteins are prim
Fruit ﬂy, Rat and Bovine) and include more than 85% of the total proteins. All of these speci
ganisms whose proteins are richly annotated. This annotation bias favors the IC-based met
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provided by CESSM clearly shows that all of these proteins are heavily
researched and annotated. The average numbers of annotation en-
tries of each protein (known as annotation richness) are all greater
than that of the entire UniprotKB-GOA dataset in BP, MF, CC, and All
(all three ontologies) (see Fig. 3). Furthermore, the proteins are pri-
marily distributed in well-studied species and richly annotated, espe-
cially in the ﬁrst three (Human, Baker's yeast and mouse), in which
up to 60% of the proteins are distributed (see Fig. 4). As described be-
fore, all of the methods provided by CESSM are IC-based except for
simUI, and IC was calculated by the occurrence of one term in a spe-
cial corpus such as GOA. This situation will most likely lead to biased
results in a highly active research domain because more research pro-
duces more annotations. This uneven distribution of the test sample
facilitates the high performance of IC-based methods. To conﬁrm
this speculation, we re-sampled three sets of protein pairs of different
annotation richness from UniprotKB-GOA(version 112) (see Supple-
mentary ﬁle 3). “Rich” comprised 100 protein pairs involving 80 dis-
tinct proteins, for which the average number of annotations per
protein is signiﬁcantly higher than that in UniprotKB-GOA; “Medium”
comprised 100 protein pairs involving 80 distinct proteins, for whicharily distributed in the ﬁrst seven species (Human, Baker's yeast, Mouse, Fission yeast,
es, especially the ﬁrst three (approximately 60%), are all extensively studied model or-
hods.
Fig. 5. The performance of different methods under different annotation richnesses. SSDD’s PCCs do not signiﬁcantly decrease from “Rich” to “Medium” to “Rare” data sets, in con-
trast to the other six methods, which show sharp decreases. This result indicates that SSDD performs independently of annotation richness and provides a more unbiased result.
PCCs were calculated between the semantic similarities of each method and the sequence similarities. “Rich”, “Medium” and “Rare” represent the three sets of 100 protein pairs
with average annotations per protein signiﬁcantly higher than, approximately equal to and signiﬁcantly less than that of the UniprotKB-GOA, respectively.
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same as that in UniprotKB-GOA; and “Rare” comprised 100 protein
pairs involving 80distinct proteins, forwhich the averagenumber of an-
notations per protein are signiﬁcantly less than that in UniprotKB-GOA
(see Fig. 3). The similarities of these three sets of protein pairs were cal-
culated by SSDD, GI, UI, LB, RB, and JB in BP, MF, and CC. The perfor-
mances of different methods were evaluated by the PCCs between the
semantic similarities and the sequence similarities. The sequence simi-
larities were computed by the log reciprocal BLAST score (LRBS), as de-
scribed in [34]. As shown in Fig. 5, SSDD does not depend on annotation
richness because its PCCs do not signiﬁcantly decrease from “Rich” to
“Medium” to “Rare”. Other methods show sharp decreases with the de-
cline of annotation richness, especially in the CC ontology. These ﬁnd-
ings demonstrate that SSDD, unlike other IC-based or IC-independent
methods, displays no bias for well-annotated proteins, thus providing
a more accurate and reliable result.
As demonstrated above, SSDD has demonstrated at least four im-
provements over other methods: 1) it does not depend on external
resources (i.e., it is intrinsic to GO), 2) it exploits the structural infor-
mation contained in GO that can generate a more authentic similarity
with GO's updates, 3) it settles the matter of identical annotation
shared by all existing methods, and 4) it reduces the effects of anno-
tation richness, giving a more accurate and reliable result.
4.4. Prospects
In the light of development, nomeasure is perfect. SSDD still include
certain limitations. For example, SSDD uses edge information, but does
not distinguish between the edges of different semantic relationships,
e.g., “part–of” and “is–a”. Thus, one direction for future development
would be to assign different weights to different edges. Another limita-
tion is that only the “best” lowest common ancestor is included, where-
as the other disjunctive ancestors are overlooked. As with GraSM, a
method proposed by F.M. Couto et al. [3,27], all of the disjunctive com-
mon ancestors should be selected and used in future development.
5. Conclusions
Inspired by cellular differentiation and dedifferentiation in develop-
mental biology, we propose a method (SSDD) that calculates the func-
tional similarity between proteins based on GO annotations from a
novel perspective. In comprehensive evaluations using human ratingsand a benchmark dataset (CESSM), SSDD compares favorably with
other methods. In addition to its “intrinsic” property, SSDD is able to dis-
tinguish identical annotations, and its performance does not depend on
annotation richness, thus producing more unbiased and reliable results.
Online services based on SSDD can be accessed at the Gene Functional
Similarity Analysis Toolswebsite (GFSAT: http://nclab.hit.edu.cn/GFSAT).
Supplementary data to this article can be found online at http://
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The work was supported by the Natural Science Foundation of
China under Grant No. 60932008, 61172098 and 61271346, and the
Specialized Research Fund for theDoctoral Programof Higher Education
of China under Grant No. 20112302110040.References
[1] M. Ashburner, C.A. Ball, J.A. Blake, D. Botstein, H. Butler, J.M. Cherry, A.P. Davis, K.
Dolinski, S.S. Dwight, J.T. Eppig, M.A. Harris, D.P. Hill, L. Issel-Tarver, A. Kasarskis,
S. Lewis, J.C. Matese, J.E. Richardson, M. Ringwald, G.M. Rubin, G. Sherlock, Gene
ontology: tool for the uniﬁcation of biology. The Gene Ontology Consortium,
Nat. Genet. 25 (2000) 25–29.
[2] D. Barrell, E. Dimmer, R.P. Huntley, D. Binns, C. O'Donovan, R. Apweiler, The GOA
database in 2009 — an integrated Gene Ontology Annotation resource, Nucleic
Acids Res. 37 (2009) D396–D403.
[3] F.M. Couto, M.J. Silva, P.M. Coutinho, Measuring semantic similarity between
Gene Ontology terms, Data Knowl. Eng. 61 (2007) 137–152.
[4] P.W. Lord, R.D. Stevens, A. Brass, C.A. Goble, Investigating semantic similarity
measures across the Gene Ontology: the relationship between sequence and
annotation, Bioinformatics 19 (2003) 1275–1283.
[5] P.W. Lord, R.D. Stevens, A. Brass, C.A. Goble, Semantic similarity measures as tools
for exploring the gene ontology, Proceedings of the Paciﬁc Symposium on
Biocomputing, 2003, pp. 601–612.
[6] T. Xu, L. Du, Y. Zhou, Evaluation of GO-based functional similarity measures using
S. cerevisiae protein interaction and expression proﬁle data, BMC Bioinformatics
9 (2008) 472.
[7] X. Wu, L. Zhu, J. Guo, D.Y. Zhang, K. Lin, Prediction of yeast protein–protein inter-
action network: insights from the Gene Ontology and annotations, Nucleic Acids
Res. 34 (2006) 2137–2150.
[8] P.H. Lee, D. Lee, Modularized learning of genetic interaction networks from
biological annotations and mRNA expression data, Bioinformatics 21 (2005)
2739–2747.
[9] Z. Lei, Y. Dai, Assessing protein similarity with Gene Ontology and its use in sub-
nuclear localization prediction, BMC Bioinformatics 7 (2006) 491.
[10] F.M. Couto, M.J. Silva, V. Lee, E. Dimmer, E. Camon, R. Apweiler, H. Kirsch, D.
Rebholz-Schuhmann, GOAnnotator: linking protein GO annotations to evidence
text, J. Biomed. Discov. Collab. 1 (2006) 19.
375Y. Xu et al. / Genomics 101 (2013) 368–375[11] S.-L. Cao, L. Qin, W.-Z. He, Y. Zhong, Y.-Y. Zhu, Y.-X. Li, Semantic search among
heterogeneous biological databases based on gene ontology, Acta Biochim.
Biophys. Sin. 36 (2004) 365–370.
[12] X. Guo, R. Liu, C.D. Shriver, H. Hu, M.N. Liebman, Assessing semantic similarity
measures for the characterization of human regulatory pathways, Bioinformatics
22 (2006) 967–973.
[13] J. Tuikkala, L. Elo, O.S. Nevalainen, T. Aittokallio, Improving missing value estima-
tion in microarray data with gene ontology, Bioinformatics 22 (2006) 566–572.
[14] M.A. Alvarez, X. Qi, C. Yan, A shortest-path graph kernel for estimating gene prod-
uct semantic similarity, J. Biomed. Semant. 2 (2011) 3.
[15] C. Pesquita, D. Faria, A.O. Falcao, P. Lord, F.M. Couto, Semantic similarity in bio-
medical ontologies, PLoS Comput. Biol. 5 (2009) e1000443.
[16] R. Rada, H. Mili, E. Bicknell, M. Blettner, Development and application of a metric
on semantic nets, IEEE Trans. Syst. Man Cybern. 19 (1989) 17–30.
[17] M. Sussna, Word sense disambiguation for free-text indexing using a massive se-
mantic network, Proceedings of the second international conference on informa-
tion and knowledge management, ACM, 1993, pp. 67–74.
[18] R. Richardson, A.F. Smeaton, J. Murphy, Using WordNet as a knowledge base for
measuring semantic similarity between words, Technical Report Working Paper
CA-1294, School of Computer Applications, Dublin City University, 1994.
[19] V. Pekar, S. Staab, Taxonomy learning: factoring the structure of a taxonomy into
a semantic classiﬁcation decision, Proceedings of the 19th international confer-
ence on Computational linguistics-Volume 1, Association for Computational
Linguistics, 2002, pp. 1–7.
[20] J. Cheng, M. Cline, J. Martin, D. Finkelstein, T. Awad, D. Kulp, M.A. Siani-Rose, A
knowledge-based clustering algorithm driven by gene ontology, J. Biopharm.
Stat. 14 (2004) 687–700.
[21] H. Yu, L. Gao, K. Tu, Z. Guo, Broadly predicting speciﬁc gene functions with ex-
pression similarity and taxonomy similarity, Gene 352 (2005) 75.
[22] A. del Pozo, F. Pazos, A. Valencia, Deﬁning functional distances over gene ontolo-
gy, BMC Bioinformatics 9 (2008) 50.
[23] P. Resnik, Using information content to evaluate semantic similarity in a taxono-
my, cmp-lg/95110071995.
[24] D. Lin, An information-theoretic deﬁnition of similarity, Proceedings of the 15th in-
ternational conference on Machine Learning, San Francisco, 1998, pp. 296–304.
[25] J.J. Jiang, D.W. Conrath, Semantic similarity based on corpus statistics and lexical
taxonomy, cmp-lg/97090081997.
[26] G.A. Miller, R. Beckwith, C. Fellbaum, D. Gross, K.J. Miller, Introduction to
wordnet: an on-line lexical database*, Int. J. Lexicogr. 3 (1990) 235–244.
[27] F.M. Couto, M.J. Silva, P.M. Coutinho, Semantic similarity over the gene ontology:
family correlation and selecting disjunctive ancestors, Proceedings of the 14th
ACM international conference on Information and knowledge management,
ACM, 2005, pp. 343–344.
[28] A. Schlicker, F.S. Domingues, J. Rahnenführer, T. Lengauer, A new measure for
functional similarity of gene products based on Gene Ontology, BMC Bioinformatics
7 (2006) 302.
[29] O. Bodenreider, M. Aubry, A. Burgun, Non-lexical approaches to identifying associa-
tive relations in the gene ontology, Paciﬁc Symposium on Biocomputing. Paciﬁc
Symposium on Biocomputing, NIH Public Access, 2005, p. 91.[30] R.M. Riensche, B.L. Baddeley, A.P. Sanﬁlippo, C. Posse, B. Gopalan, Xoa: web-enabled
cross-ontological analytics, Services, 2007 IEEE Congress on, IEEE, 2007, pp. 99–105.
[31] H.K. Lee, A.K. Hsu, J. Sajdak, J. Qin, P. Pavlidis, Coexpression analysis of human
genes across many microarray data sets, Genome Res. 14 (2004) 1085–1094.
[32] P. Ye, B.D. Peyser, X. Pan, J.D. Boeke, F.A. Spencer, J.S. Bader, Gene function prediction
from congruent synthetic lethal interactions in yeast, Mol. Syst. Biol. 1 (2005).
[33] M. Mistry, P. Pavlidis, Gene ontology term overlap as a measure of gene functional
similarity, BMC Bioinformatics 9 (2008) 327.
[34] C. Pesquita, D. Faria, H. Bastos, A.E. Ferreira, A.O. Falcão, F.M. Couto, Metrics for GO
based protein semantic similarity: a systematic evaluation, BMC Bioinformatics 9
(2008) S4.
[35] G. Alvord, J. Roayaei, R. Stephens, M.W. Baseler, H.C. Lane, R.A. Lempicki, The
DAVID Gene Functional Classiﬁcation Tool: a novel biological module-centric al-
gorithm to functionally analyze large gene lists, Genome Biol. 8 (2007) R183.
[36] J. Chabalier, J. Mosser, A. Burgun, A transversal approach to predict gene product
networks from ontology-based similarity, BMC Bioinformatics 8 (2007) 235.
[37] B. Sheehan, A. Quigley, B. Gaudin, S. Dobson, A relation based measure of seman-
tic similarity for Gene Ontology annotations, BMC Bioinformatics 9 (2008) 468.
[38] L. Rong, C. Shunliang, L. Yuanyuan, T. Hao, Z. Yangyong, Z. Yang, L. Yixue, A mea-
sure of semantic similarity between gene ontology terms based on semantic
pathway covering, Prog. Nat. Sci. 16 (2006) 721–726.
[39] K.M. Borgwardt, C.S. Ong, S. Schönauer, S. Vishwanathan, A.J. Smola, H.-P. Kriegel,
Protein function prediction via graph kernels, Bioinformatics 21 (2005) i47–i56.
[40] R.M. Othman, S. Deris, R.M. Illias, A genetic similarity algorithm for searching the
Gene Ontology terms and annotating anonymous protein sequences, J. Biomed.
Inform. 41 (2008) 65–81.
[41] Y. Shen, S. Zhang, H.-S. Wong, A new method for measuring the semantic similar-
ity on gene ontology, Bioinformatics and Biomedicine (BIBM), 2010 IEEE Interna-
tional Conference on, IEEE, 2010, pp. 533–538.
[42] J.Z. Wang, Z. Du, R. Payattakool, S.Y. Philip, C.-F. Chen, A new method to measure
the semantic similarity of GO terms, Bioinformatics 23 (2007) 1274–1281.
[43] J.L. Sevilla, V. Segura, A. Podhorski, E. Guruceaga, J.M. Mato, L.A. Martinez-Cruz, F.J.
Corrales, A. Rubio, Correlation between gene expression and GO semantic similarity,
Computational Biology and Bioinformatics, IEEE/ACM Trans. 2 (2005) 330–338.
[44] F. Azuaje, H. Wang, O. Bodenreider, Ontology-driven similarity approaches to
supporting gene functional assessment, Proceedings of the ISMB'2005 SIG meet-
ing on Bio-ontologies, 2005, pp. 9–10.
[45] H. Wang, F. Azuaje, O. Bodenreider, J. Dopazo, Gene expression correlation and
gene ontology-based similarity: an assessment of quantitative relationships,
Computational Intelligence in Bioinformatics and Computational Biology, 2004.
CIBCB'04. Proceedings of the 2004 IEEE Symposium on, IEEE, 2004, pp. 25–31.
[46] C. Pesquita, D. Pessoa, D. Faria, F. Couto, CESSM: collaborative evaluation of se-
mantic similarity measures, JB2009: challenges in, Bioinformatics (2009) 1–5.
[47] C. Pesquita, D. Faria, H. Bastos, A. Falcão, F. Couto, Evaluating go-based semantic
similarity measures, Proc. 10th Annual Bio-Ontologies Meeting, 2007, pp. 37–40.
[48] R. Gentleman, Visualizing and distances using GO, URL http://www.bioconductor.
org/docs/vignettes.html 2005.
[49] J. Zhong,H. Zhu, J. Li, Y. Yu, Conceptual graphmatching for semantic search, Conceptual
Struct. (2002) 92–106.
