Monte Carlo search algorithm discovery for single-player games by Maes, Francis et al.
IEEE TRANSACTIONS ON COMPUTATIONAL INTELLIGENCE AND AI IN GAMES, VOL. 5, NO. 3, SEPTEMBER 2013 201
Monte Carlo Search Algorithm Discovery for
Single-Player Games
Francis Maes, David Lupien St-Pierre, and Damien Ernst
Abstract—Much current research in AI and games is being
devoted to Monte Carlo search (MCS) algorithms. While the quest
for a single unified MCS algorithm that would perform well on all
problems is of major interest for AI, practitioners often know in
advance the problem they want to solve, and spend plenty of time
exploiting this knowledge to customize their MCS algorithm in a
problem-driven way. We propose an MCS algorithm discovery
scheme to perform this in an automatic and reproducible way.
First, we introduce a grammar over MCS algorithms that enables
inducing a rich space of candidate algorithms. Afterwards, we
search in this space for the algorithm that performs best on
average for a given distribution of training problems. We rely
on multiarmed bandits to approximately solve this optimization
problem. The experiments, generated on three different domains,
show that our approach enables discovering algorithms that
outperform several well-known MCS algorithms such as upper
confidence bounds applied to trees and nestedMonte Carlo search.
We also show that the discovered algorithms are generally quite
robust with respect to changes in the distribution over the training
problems.
Index Terms—Algorithm selection, grammar of algorithms,
Monte Carlo search (MCS).
I. INTRODUCTION
M ONTE CARLO search (MCS) algorithms rely onrandom simulations to evaluate the quality of states
or actions in sequential decision-making problems. Most of
the recent progress in MCS algorithms has been obtained by
integrating smart procedures to select the simulations to be
performed. This has led to, among other things, the upper con-
fidence bounds applied to trees (UCT) algorithm [1] that was
popularized thanks to breakthrough results in computer Go [2].
This algorithm relies on a game tree to store simulation statis-
tics and uses this tree to bias the selection of future simulations.
While UCT is one way to combine random simulations with
tree search techniques, many other approaches are possible.
For example, the nested Monte Carlo (NMC) search algorithm
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[3], which obtained excellent results in the last General Game
Playing competition1 [4], relies on nested levels of search and
does not require storing a game tree.
How to best bias the choice of simulations is still an active
topic in MCS-related research. Both UCT and NMC are at-
tempts to provide generic techniques that perform well on a
wide range of problems and that work with little or no prior
knowledge. While working on such generic algorithms is def-
initely relevant to AI, MCS algorithms are, in practice, widely
used in a totally different scenario, in which a significant amount
of prior knowledge is available about the game or the sequential
decision-making problem to be solved.
People applying MCS techniques typically spend plenty of
time exploiting their knowledge of the target problem so as to
designmore efficient problem-tailored variants ofMCS. Among
the many ways to do this, one common practice is automatic hy-
perparameter tuning. By way of example, the parameter
of UCT is in nearly all applications tuned through a more or
less automated trial-and-error procedure.While hyperparameter
tuning is a simple form of problem-driven algorithm selection,
most of the advanced algorithm selection work is done by hu-
mans, i.e., by researchers that modify or invent new algorithms
to take the specificities of their problem into account.
The comparison and development of new MCS algorithms
given a target problem is mostly a manual search process that
takes much human time and is error prone. Thanks to modern
computing power, automatic discovery is becoming a credible
approach for partly automating this process. In order to inves-
tigate this research direction, we focus on the simplest case of
(fully observable) deterministic single-player games. Our con-
tribution is twofold. First, we introduce a grammar over algo-
rithms that enables generating a rich space of MCS algorithms.
It also describes several well-known MCS algorithms, using a
particularly compact and elegant description. Second, we pro-
pose a methodology based on multiarmed bandits for identi-
fying the best MCS algorithm in this space, for a given distribu-
tion over training problems. We test our approach on three dif-
ferent domains. The results show that our method often enables
the discovery of new variants of MCS that significantly out-
perform generic algorithms such as UCT or NMC. We further
show the impressive robustness of the discovered algorithms by
slightly changing the characteristics of the problem.
This paper is structured as follows. Section II formalizes the
class of sequential decision-making problems considered in this
paper and formalizes the corresponding MCS algorithm dis-
covery problem. Section III describes our grammar over MCS
algorithms and describes several well-known MCS algorithms
1http://games.stanford.edu
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in terms of this grammar. Section IV formalizes the search for
a good MCS algorithm as a multiarmed bandit problem. We
experimentally evaluate our approach on different domains in
Section V. Finally, we discuss related work in Section VI and
conclude in Section VII.
II. PROBLEM STATEMENT
We consider the class of finite-horizon fully observable de-
terministic sequential decision-making problems. A problem
is a triple where is the initial state, is the
transition function, and is the reward function. The dynamics
of a problem are described by
(1)
where, for all , the state is an element of state space and
action is an element of the action space. We denote by the
whole action space and by the subset of actions which
are available in state . In the context of single-player
games, denotes the current state of the game and are
the legal moves in that state. We make no assumptions on the
nature of but assume that is finite. We assume that, when
starting from , the system enters a final state after steps,
and we denote by the set of these final states.2 Final
states are associated to rewards that should be
maximized.
A search algorithm is a stochastic algorithm that ex-
plores the possible sequences of actions to approximately
maximize
(2)
subject to and . In order to fulfill this
task, the algorithm is given a finite amount of computational
time, referred to as the budget. To facilitate reproducibility, we
focus primarily in this paper on a budget expressed as the max-
imum number of sequences that can be
evaluated, or, equivalently, as the number of calls to the reward
function . Note, however, that it is trivial in our approach to
replace this definition by other budget measures, as illustrated
in one of our experiments in which the budget is expressed as
an amount of central processing unit (CPU) time.
We express our prior knowledge as a distribution over prob-
lems , from which we can sample any number of training
problems . The quality of a search algorithm
with budget on this distribution is denoted by and is
defined as the expected quality of solutions found on problems
drawn from
(3)
where denotes the final states returned by al-
gorithm with budget on problem .
2In many problems, the time at which the game enters a final state is not
fixed, but depends on the actions played so far. It should, however, be noted
that it is possible to make these problems fit this fixed finite-time formalism by
artificially postponing the end of the game until . This can be done, for ex-
ample, by considering that when the game ends before , a “pseudofinal state”
is reached from which, whatever the actions taken, the game will reach the real
final state in .
Given a class of candidate algorithms and given budget
, the algorithm discovery problem amounts to selecting an
algorithm of maximal quality
(4)
The two main contributions of this paper are: 1) a grammar
that enables inducing a rich space of candidate MCS algo-
rithms; and 2) an efficient procedure to approximately solve (4).
III. A GRAMMAR FOR MCS ALGORITHMS
All MCS algorithms share some common underlying gen-
eral principles: random simulations, lookahead search, time-re-
ceding control, and bandit-based selection. The grammar that
we introduce in this section aims at capturing these principles in
a pure and atomic way. First, we give an overall view of our ap-
proach, then present in detail the components of our grammar,
and finally describe previously proposed algorithms by using
this grammar.
A. Overall View
We call search components the elements on which our
grammar operates. Formally, a search component is a sto-
chastic algorithm that, when given a partial sequence of
actions , generates one or multiple completions
and evaluates them using the reward function
. The search components are denoted by , where is
the space of all possible search components.
Let be a particular search component. We define the search
algorithm as the algorithm that, given problem , exe-
cutes repeatedly with an empty partial sequence of actions ,
until the computational budget is exhausted. Search algorithm
then returns the sequence of actions that led to
the highest reward .
In order to generate a rich class of search compo-
nents—hence a rich class of search algorithms—in an
inductive way, we rely on search-component generators.
Such generators are functions that define
a search component when given a set
of parameters . Our grammar is composed of five
search-component generators that are defined in Section III-B:
. Four of
these search-component generators are parametrized by sub-
search components. For example, and are
functions . These functions can be nested recursively
to generate more and more evolved search components. We
construct the space of search algorithms by performing this
in a systematic way, as detailed in Section IV-A.
B. Search Components
Fig. 1 describes our five search-component generators.
Note that we distinguish between search-component inputs
and search-component generator parameters. All our search
components have the same two inputs: the sequence of already
decided actions and the current state .
The parameters differ from one search-component generator to
another. For example, is parametrized by a simulation
policy and is parametrized by the number of
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Fig. 1. Search-component generators.
repetitions and by a subsearch component. We now give
a detailed description of these search-component generators.
1) Simulate: The generator is parametrized by a
policy , which is a stochastic mapping from
states to actions: . In order to generate the comple-
tion , repeatedly samples actions
according to and performs transitions
until reaching a final state. A default choice for the
simulation policy is the uniformly random policy, defined as
if
otherwise.
(5)
Once the completion is fulfilled, the whole se-
quence is yielded. This operation is detailed in
Fig. 2 and proceeds as follows: 1) it computes the reward of
the final state ; 2) if the reward is larger than the largest re-
ward found previously, it replaces the best current solution; and
3) if budget is exhausted, it stops the search.
Since algorithm repeats until the budget is exhausted,
the search algorithm is the algorithm that
samples random trajectories , evaluates each of
the final state rewards , and returns the best found final
state. This simple random search algorithm is sometimes called
iterative sampling [5].
Note that, in the yield procedure, the variables relative to the
best current solution [ and ] are defined locally
for each search component, whereas the counter is
global to the search algorithm. This means that if is a search
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Fig. 2. Yield and invoke commands.
component composed of different nested levels of search (see
the examples below), the best current solution is kept in memory
at each level of the search.
2) Repeat: Given a positive integer and a search
component , is the search component
that repeats times the search component . For example,
is the search component that
draws ten random simulations using . The corresponding
search algorithm is again iterative sampling, since search
algorithms repeat their search component until the budget is
exhausted. In Fig. 1, we use the invoke operation each time a
search component calls a subsearch component. This operation
is detailed in Fig. 2 and ensures that no subsearch algorithm is
called when a final state is reached, i.e., when .
3) Lookahead: For each legal move ,
computes the successor state
and runs the subsearch component
starting from the sequence . For example,
is the search component that,
given the partial sequence , generates one
random trajectory for each legal next action .
Multiple-step lookahead search strategies naturally write
themselves with nested calls to . As an example,
is a
search component that runs one random trajectory per legal
combination of the three next actions .
4) Step: For each remaining time step ,
runs the subsearch component , extracts the
action from (the best currently found
action sequence; see Fig. 2), and performs transition
. The search-component generator
enables implementing time receding search
mechanisms, e.g.,
is the search component that selects the actions
one by one, using 100 random trajectories to
select each action. As a more evolved example,
is a time receding strategy that performs ten random
simulations for each two first actions to decide
which action to select.
5) Select: This search-component generator implements
most of the behavior of a Monte Carlo tree search (MCTS, [1]).
It relies on a game tree, which is a nonuniform lookahead tree
with nodes corresponding to states and edges corresponding to
transitions. The role of this tree is twofold: it stores statistics on
the outcomes of subsearches and it is used to bias subsearches
toward promising sequences of actions. A search component
proceeds in three steps: the selection step relies
on the statistics stored in the game tree to select a (typically
small) subsequence of actions , the subsearch
step invokes the subsearch component starting from
, and the backpropagation step updates the
statistics to take into account the subsearch result.
We use the following notation to denote the information
stored by the lookahead tree: is the number of times the
action was selected in state , is the sum of rewards
that were obtained when running subsearch after having se-
lected action in state , and is the number of times state
was selected: . In order to quantify
the quality of a subsearch, we rely on the reward of the best
solution that was tried during that subsearch: .
In the simplest case, when the subsearch component is
, is the reward associated to the final state
obtained by making the random simulation with policy ,
as usual in MCTS. In order to select the first actions, selection
relies on a selection policy , which is a stochastic
function that, when given all stored information related to state
[i.e., , , and , ], selects an action
. The selection policy has two contradictory goals to
pursue: exploration, trying new sequences of actions to increase
knowledge, and exploitation, using current knowledge to bias
computational efforts toward promising sequences of actions.
Such exploration/exploitation dilemmas are usually formalized
as a multiarmed bandit problem, hence is typically one of
policies commonly found in the multiarmed bandit literature.
Possibly the most well-known such policy is UCB-1 [6]
(6)
where division by zero returns and where is a hyper-
parameter that enables the control of the exploration/exploita-
tion tradeoff.
C. Description of Previously Proposed Algorithms
Our grammar enables generating a large class of MCS algo-
rithms, which includes several already proposed algorithms. We
now overview these algorithms, which can be described partic-
ularly compactly and elegantly thanks to our grammar.
• The simplest Monte Carlo algorithm in our class is iter-
ative sampling. This algorithm draws random simulations
until the computational time is elapsed and returns the best
solution found
(7)
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• In general, iterative sampling is used during a certain
period to decide which action to select (or which move
to play) at each step of the decision problem. The corre-
sponding search component is
(8)
where is the number of simulations performed for each
decision step.
• The reflexive Monte Carlo search algorithm introduced in
[7] proposes using an MCS of a given level to improve the
search of the upper level. The proposed algorithm can be
described as follows:
(9)
where and are called the number of meta-games and
the number of games, respectively.
• The nested Monte Carlo (NMC) search algorithm [3] is
a recursively defined algorithm generalizing the ideas of
reflexive Monte Carlo search. NMC can be described in a
very natural way by our grammar. The basic search level
of NMC simply performs a random simulation
(10)
Level of NMC relies on level in the following
way:
(11)
• Single-player MCTS [8]–[10] selects actions one after the
other. In order to select one action, it relies on com-
bined with random simulations. The corresponding search
component is thus
(12)
where is the number of iterations allocated to each deci-
sion step. UCT is one of the best known variants of MCTS.
It relies on the selection policy and is generally
used with a uniformly random simulation policy
(13)
• In the spirit of the work on NMC, Chaslot et al. [11] pro-
posed the meta MCTS approach, which replaces the simu-
lation part of an upper level MCTS algorithm by a whole
lower levelMCTS algorithm.While they presented this ap-
proach in the context of two-player games, we can describe
its equivalent for single-player games with our grammar
(14)
where and are the budgets for the higher level and
lower level MCTS algorithms, respectively.
In addition to offering a framework for describing these
already proposed algorithms, our grammar enables generating
a large number of new hybrid MCS variants. We give, in
Section IV, a procedure to automatically identify the best such
variant for a given problem.
IV. BANDIT-BASED ALGORITHM DISCOVERY
We now move to the problem of solving (4), i.e., of finding,
for a given problem, the best algorithm from among a large
class of algorithms derived with the grammar previously de-
fined. Solving this algorithm discovery problem exactly is im-
possible in the general case since the objective function involves
two infinite expectations: one over problems and an-
other over the outcomes of the algorithm. In order to approx-
imately solve (4), we adopt the formalism of multiarmed ban-
dits and proceed in two steps: first, we construct a finite set of
candidate algorithms (Section IV-A), and then treat
each of these algorithms as an arm and use a multiarmed bandit
policy to select how to allocate computational time to the perfor-
mance estimation of the different algorithms (Section IV-B). It is
worth mentioning that this two-step approach follows a general
methodology for automatic discovery that we already success-
fully applied to multiarmed bandit policy discovery [12], [13],
reinforcement learning policy discovery [14], and optimal con-
trol policy discovery [15].
A. Construction of the Algorithm Space
We measure the complexity of a search component
using its depth, defined as the number of nested search compo-
nents constituting , and denote this quantity by . For
example, is 1, is 4, and
is 7.
Note that , , and have parameters
which are not search components: the simulation policy ,
the number of repetitions , and the selection policy ,
respectively. In order to generate a finite set of algorithms
using our grammar, we rely on predefined finite sets of possible
values for each of these parameters. We denote by the set
of these finite domains. The discrete set is constructed
by enumerating all possible algorithms up to depth with
constants , and is pruned using the following rules.
• Canonization of repeat: Both search components
and
involve running
ten times at each step. In order to avoid having this kind
of algorithm duplicated, we collapse nested com-
ponents into single components. With this rule,
and both reduce to .
• Removal of nested selects: A search component such as
is ill-defined, since the inner
will be called with a different initial state each
time, making it behave randomly. Therefore, we exclude
search components involving two directly nested ’s.
• Removal of repeat-as-root: Remember that the MCS algo-
rithm runs repeatedly until the computational
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TABLE I
UNIQUE ALGORITHMS UP TO DEPTH 3
budget is exhausted. Due to this repetition, algorithms
such as and
are equivalent. To remove these duplicates, we reject all
search components whose “root” is .
In the following, denotes the cardinality of the set of candi-
date algorithms: . To illustrate the con-
struction of this set, consider a simple case where the max-
imum depth is and where constants are
, , and . The corresponding
space contains algorithms. These algorithms
are given in Table I, where we use as an abbreviation for
.
B. Bandit-Based Algorithm Discovery
One simple approach to approximately solve (4) is to esti-
mate the objective function through an empirical mean com-
puted using a finite set of training problems ,
drawn from
(15)
where denotes one outcome of algorithm with budget
on problem . To solve (4), one can then compute this
approximated objective function for all algorithms
and simply return the algorithm with the highest score. While
extremely simple to implement, such an approach often requires
an excessively large number of samples to work well, since
the variance of may be quite large.
In order to optimize (4) in a smarter way, we propose to for-
malize this problem as a multiarmed bandit problem. To each
algorithm , we associate an arm. Pulling the arm
for the th time involves selecting problem and running
algorithm once on this problem. This leads to a reward asso-
ciated to arm whose value is reward that comes with
solution found by algorithm . The purpose of multi-
armed bandit algorithms is to process the sequence of observed
rewards to select in a smart way the next algorithm to be tried,
so that when the time allocated to algorithm discovery is ex-
hausted, one (or several) high-quality algorithm(s) can be iden-
tified. How to select arms so as to identify the best one in a
finite amount of time is known as the pure exploration multi-
armed bandit problem [16]. It has been shown that index-based
policies based on upper confidence bounds such as UCB-1 were
also good policies for solving pure exploration bandit problems.
Our optimization procedure works thus by repeatedly playing
arms according to such a policy. In our experiments, we perform
a fixed number of such iterations. In practice, this multiarmed
bandit approach can provide an answer at anytime, returning al-
gorithm with the currently highest empirical reward mean.
C. Discussion
Note that other approaches could be considered for solving
our algorithm discovery problem. In particular, optimization
over expression spaces induced by a grammar such as ours is
often solved using genetic programming (GP) [17]. GP works
by evolving a population of solutions, which, in our case, would
be MCS algorithms. At each iteration, the current population is
evaluated, the least worthwhile solutions are removed, and the
best solutions are used to construct new candidates using mu-
tation and crossover operations. Most existing GP algorithms
assume that the objective function is (at least approximately) de-
terministic. One major advantage of the bandit-based approach
is to natively take into account the stochasticity of the objective
function and its decomposability into problems. Thanks to the
bandit formulation, badly performing algorithms are quickly re-
jected and the computational power is more and more focused
on the most promising algorithms.
The main strengths of our bandit-based approach are the fol-
lowing. First, it is simple to implement and does not require
entering into the details of complex mutation and crossover
operators. Second, it has only one hyperparameter (the explo-
ration/exploitation coefficient). Finally, since it is based on ex-
haustive search and on multiarmed bandit theory, formal guar-
antees can easily be derived to bound the regret, i.e., the dif-
ference between the performance of the best algorithm and the
performance of the algorithm discovered [16], [18], [19].
Our approach is restricted to relatively small depths since
it relies on exhaustive search. In our case, we believe that many
interesting MCS algorithms can be described using search com-
ponents with low depth. In our experiments, we used ,
which already provides many original hybrid algorithms that de-
serve further research. Note that GP algorithms do not suffer
from such a limit, since they are able to generate deep and com-
plex solutions through mutation and crossover of smaller solu-
tions. If limit proved too restrictive, a major way of im-
provement would thus consist in combining the idea of bandits
with those of GP. In this spirit, Hoock et al. [20] recently pro-
posed a hybrid approach in which the selection of the members
of a new population is posed as a multiarmed bandit problem.
This enables combining the best of the two approaches: multi-
armed bandits enable natively taking into account the stochas-
ticity and decomposability of the objective function, while GP
crossover and mutation operators are used to generate new can-
didates dynamically in a smart way.
V. EXPERIMENTS
We now apply our automatic algorithm discovery approach
to three different testbeds: Sudoku, Symbolic Regression, and
Morpion Solitaire. The aim of our experiments was to show that
our approach discovers MCS algorithms that outperform sev-
eral generic (problem-independent) MCS algorithms: outper-
form them on the training instances, on new testing instances,
and even on instances drawn from distributions different from
the original distribution used for the learning.
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First, we describe the experimental protocol in Section V-A.
We perform a detailed study of the behavior of our approach
applied to the Sudoku domain in Section V-B. Sections V-C and
V-D then give the results obtained on the other two domains.
Finally, Section V-E gives an overall discussion of our results.
A. Protocol
We now describe the experimental protocol that will be used
in the remainder of this section.
1) Generic Algorithms: The generic algorithms are NMC,
UCT, lookahead search, and iterative sampling. The search
components for NMC , UCT , and iterative sam-
pling have already been defined in Section III-C. The search
component for lookahead search of level is defined by
, where
if
otherwise. (16)
For both and , we try all values within the range
for the level parameter. Note that and are
equivalent, since both are defined by the search component
. For , we try the
following values of : and set the budget per
step to , where is the total budget and is the horizon
of the problem. This leads to the following set of generic algo-
rithms: , , , , , , ,
, , , , , , and .
Note that we omit the parameter in for the sake of
conciseness.
2) Discovered Algorithms: In order to generate the set
of candidate algorithms, we used the following constants :
can be used with 2, 5, 10, or 100 repetitions; and
relies on the selection policy from (6) with
constants . We create a pool of algorithms by
exhaustively generating all possible combinations of the search
components up to depth . We apply the pruning rules
described in Section IV-A, which results in a set of
candidate MCS algorithms.
Algorithm Discovery: In order to carry out the algorithm dis-
covery, we used a UCB policy for time steps, i.e., each
candidate algorithm was executed 100 times on average. As dis-
cussed in Section IV-B, each bandit step involves running one
of the candidate algorithms on a problem . We refer to
as the training distribution in the following. Once we have
played the UCB policy for time steps, we sort the algo-
rithms by their average training performance and report the ten
best algorithms.
3) Evaluation: Since algorithm discovery is a form of
“learning from example,” care must be taken against overfitting
issues. Indeed, the discovered algorithms may perform well
on the training problems while performing poorly on other
problems drawn from . Therefore, to evaluate the MCS
algorithms, we used a set of 10 000 testing problems ,
which are different from the training problems. We then
evaluate the score of an algorithm as the mean performance
obtained when running it once on each testing problem.
In each domain, we further test the algorithms either by
changing the budget and/or by using a new distribution
that differs from the training distribution . In each such
experiment, we draw 10 000 problems from and run the
algorithm once on each problem.
In one domain (Morpion Solitaire), we used a particular
case of our general setting, in which there was a single training
problem , i.e., the distribution was degenerate and always
returned the same . In this case, we focused our analysis on
the robustness of the discovered algorithms when tested on a
new problem and/or with a new budget .
4) Presentation of the Results: For each domain, we present
the results in a table in which the algorithms have been sorted
according to their testing scores on . In each column of these
tables, we underline both the best generic algorithm and the
best discovered algorithm and show in bold all cases in which a
discovered algorithm outperforms all tested generic algorithms.
Furthermore, we performed an unpaired t-test between each dis-
covered algorithm and the best generic algorithm. We display
significant results ( -value lower than 0.05) by circumscribing
them with stars. As in Table I, we use as an abbreviation for
in this section.
B. Sudoku
Sudoku, a Japanese term meaning “singular number,” is a
popular puzzle played around the world. The Sudoku puzzle is
made of a grid of cells, which is structured into blocks
of size . When starting the puzzle, some cells are already
filled in and the objective is to fill in the remaining cells with
the numbers 1 through so that:
• no row contains two instances of the same number;
• no column contains two instances of the same number;
• no block contains two instances of the same number.
Sudoku is of particular interest in our case because each Su-
doku grid corresponds to a different initial state . Thus, a good
algorithm is one that intrinsically has the versatility to face
a wide variety of Sudoku grids.
In our implementation, we maintain for each cell the list of
numbers that could be put in that cell without violating any of
the three previous rules. If one of these lists becomes empty,
then the grid cannot be solved and we pass to a final state (see
footnote 2). Otherwise, we select the subset of cells whose
number list has the lowest cardinality, and define one action
per possible number in each of these cells (as in [3]).
The reward associated to a final state is its proportion of filled
cells, hence a reward of 1 is associated to a perfectly filled grid.
Algorithm Discovery: We sample the initial states by
filling 33% randomly selected cells as proposed in [3]. We
denote by Sudoku(G) the distribution over Sudoku problems
obtained with this procedure (in the case of games).
Even though Sudoku is most usually played with [21],
we carry out the algorithm discovery with to make
the problem more difficult. Our training distribution was thus
Sudoku(4) and we used a training budget of
evaluations. To evaluate the performance and robustness of
the algorithms found, we tested the MCS algorithms on two
distributions: Sudoku(4) and Sudoku(5), using a
budget of .
Table II presents the results, where the scores are the av-
erage number of filled cells, which is given by the reward times
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TABLE II
RANKING AND ROBUSTNESS OF ALGORITHMS DISCOVERED
WHEN APPLIED TO SUDOKU
the total number of cells . The best generic algorithms on
Sudoku(4) are and , with an average score of
198.7. We discover three algorithms that have a better average
score (198.8 and 198.9) than , but, due to a very large
variance on this problem (some Sudoku grids are far more easy
than others), we could not show this difference to be signifi-
cant. Although the discovered algorithms are not significantly
better than , none of them are significantly worse than this
baseline. Furthermore, all ten discovered algorithms are signif-
icantly better than all the other non-uct baselines. Interestingly,
four out of the ten discovered algorithms rely on the pat-
tern— —as shown in bold in the
table.
When running the algorithms on the Sudoku(5) games, the
best algorithm is still , with an average score of 494.4.
This score is slightly above the score of the best discovered al-
gorithm (493.7). However, all ten discovered algorithms are still
significantly better than the non-uct generic algorithms. This
shows that good algorithms with Sudoku(4) are still reasonably
good for Sudoku(5).
1) Repeatability: In order to evaluate the stability of the
results produced by the bandit algorithm, we performed five
runs of algorithm discovery with different random seeds and
compared the resulting top-tens. What we observe is that our
space contains a huge number of MCS algorithms performing
nearly equivalently on our distribution of Sudoku problems. In
consequence, different runs of the discovery algorithm produce
different subsets of these nearly equivalent algorithms. Since
we observed that small changes in the constants of and
often have a negligible effect, we grouped the discovered
algorithms by structure, i.e., by ignoring the precise values of
their constants. Table III reports the number of occurrences of
each search-component structure among the five top-tens. We
observe that was discovered in five cases out of 50 and that
the pattern is part of 24 discovered algorithms.
2) Time-Based Budget: Since we expressed the budget as the
number of calls to the reward function , algorithms that take
TABLE III
REPEATABILITY ANALYSIS
TABLE IV
ALGORITHMS DISCOVERED WHEN APPLIED TO SUDOKU
WITH A CPU TIME BUDGET
more time to select their actions may be favored. To evaluate
the extent of this potential bias, we performed an experiment
by setting the budget to a fixed amount of CPU time. With our
C++ implementation, on a 1.9-Ghz computer, about Su-
doku(4) random simulations can be performed per second. In
order to have comparable results with those obtained previously,
we thus set our budget to 2.8 s, during both
algorithm discovery and evaluation.
Table IV reports the results we obtain with a budget expressed
as a fixed amount of CPU time. For each algorithm, we also indi-
cate its rank in Table II. The new best generic algorithm is now
and eight out of the ten discovered have a better av-
erage score than this generic algorithm. In general, we observe
that time-based budget favors algorithms and decreases
the rank of algorithms.
In order to better understand the differences between the algo-
rithms found with an evaluations-based budget and those found
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TABLE V
SEARCH-COMPONENTS COMPOSITION ANALYSIS
TABLE VI
SYMBOLIC REGRESSION TESTBED: TARGET EXPRESSIONS AND DOMAINS
with a time-based budget, we counted the number of occur-
rences of each of the search components among the ten dis-
covered algorithms in both cases. These counts are reported in
Table V. We observe that the time-based budget favors the
search component, while reducing the use of . This can be
explained by the fact that is our search component that in-
volves the most extra-computational cost, related to the storage
and the manipulation of the game tree.
C. Real-Valued Symbolic Regression
Symbolic Regression consists in searching a large space of
symbolic expressions for the one that best fits a given regression
data set. Usually this problem is treated using GP approaches.
Along the lines of [22], we here consider MCS techniques as
an interesting alternative to GP. In order to apply MCS tech-
niques, we encode the expressions as sequences of symbols.
We adopt the reverse Polish notation (RPN) to avoid the use
of parentheses. As an example, sequence encodes
expression . The alphabet of symbols we used is
. The initial state is
the empty RPN sequence. Each action then adds one of these
symbols to the sequence. When computing the set of valid ac-
tions , we reject symbols that lead to invalid RPN sequences,
such as . A final state is reached either when the se-
quence length is equal to a predefined maximum or when
symbol is played. In our experiments, we performed the
training with a maximal length of . The reward associ-
ated to a final state is equal to , where is the mean
absolute error associated to the expression built.
We used a synthetic benchmark, which is classical in the field
of GP [23]. To each problem of this benchmark is associ-
ated a target expression , and the aim is to rediscover
this target expression, given a finite set of samples .
Table VI illustrates these target expressions. In each case, we
used 20 samples , where was obtained by taking
uniformly spaced elements from the indicated domains. The
TABLE VII
SYMBOLIC REGRESSION ROBUSTNESS TESTBED:
TARGET EXPRESSIONS AND DOMAINS
training distribution was the uniform distribution over the
eight problems given in Table VI.
The training budget was 10 000. We evaluate the ro-
bustness of the algorithms found in three different ways: by
changing the maximal length from 11 to 21, by increasing
the budget from 10 000 to 100 000, and by testing them on
another distribution of problems . The distribution is
the uniform distribution over the eight new problems given in
Table VII.
The results are shown in Table VIII, where we report directly
the scores (lower is better). The best generic algorithm
is and corresponds to one of the discovered algorithms
(Dis#3). Five of the discovered algorithms significantly outper-
form this baseline with scores down to 0.066. Except one of
them, all discovered algorithms rely on two nested
components and generalize in some way the algorithm.
When setting the maximal length to , the best generic
algorithm is again , and we have four discovered algo-
rithms that still significantly outperform it. When increasing the
testing budget to 100 000, nine discovered algorithms out
of the ten significantly outperform the best generic algorithms
and . These results thus show that the algorithms
discovered by our approach are robust both with respect to the
maximal length and the budget .
In our last experiment with the distribution , there is
a single discovered algorithm that significantly outperforms
. However, all ten algorithms still behave reasonably well
and significantly better than the nonlookahead generic algo-
rithms. This result is particularly interesting since it shows that
our approach was able to discover algorithms that work well
for symbolic regression in general, not only for some particular
problems.
D. Morpion Solitaire
The classic game ofMorpion Solitaire [24] is a single-player,
pencil and paper game, whose world record has been improved
several times over the past few years using MCS techniques [3],
[7], [25]. This game is illustrated in Fig. 3. The initial state is
an empty cross of points drawn on the intersections of the grid.
Each action places a new point at a grid intersection in such a
way that it forms a new line segment connecting consecutive
points that include the new one. New lines can be drawn hori-
zontally, vertically, and diagonally. The game is over when no
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TABLE VIII
RANKING AND ROBUSTNESS OF THE ALGORITHMS DISCOVERED WHEN APPLIED TO SYMBOLIC REGRESSION
Fig. 3. A random policy that plays the game Morpion Solitaire 5T: initial grid; after one move; after ten moves; and game end.
further actions can be taken. The goal of the game is to maxi-
mize the number of lines drawn before the game ends, hence the
reward associated with the final states is this number.3
There exist two variants of the game: “disjoint” and
“touching.” “Touching” allows parallel lines to share an end-
point, whereas “disjoint” does not. Line segments with different
directions are always permitted to share points. The game is
NP-hard [26] and presumed to be infinite under certain config-
urations. In this paper, we treat the and versions of the
game, where is the number of consecutive points to form a
line, means disjoint, and means touching.
We performed the algorithm discovery in a “single training
problem” scenario: the training distribution always returns
the same problem , corresponding to the version of the
game. The initial state of was the one given in the leftmost
part of Fig. 3. The training budget was set to 10 000.
To evaluate the robustness of the algorithms, we, on the one
3In practice, we normalize this reward by dividing it by 100 to make it ap-
proximately fit into the range . Thanks to this normalization, we can keep
using the same constants for both the UCB policy used in the algorithm dis-
covery and the UCB policy used in .
hand, evaluated them on the variant of the problem and, on
the other hand, changed the evaluation budget from 10 000 to
100 000. The former provides a partial answer to how rule-de-
pendent these algorithms are, while the latter gives insight into
the impact of the budget on the algorithms’ ranking.
The results of our experiments onMorpion Solitaire are given
in Table IX. Our approach proves to be particularly successful
on this domain: each of the ten discovered algorithms signif-
icantly outperforms all tested generic algorithms. Among the
generic algorithms, gave the best results (90.63), which is
0.46 below the worst of the ten discovered algorithms.
When moving to the rules, we observe that all ten discov-
ered algorithms still significantly outperform the best generic
algorithm. This is particularly impressive, since it is known that
the structure of good solutions strongly differs between the
and versions of the game [24]. The last column of Table IX
gives the performance of the algorithms with budget .
We observe that all ten discovered algorithms also significantly
outperform the best generic algorithm in this case. Furthermore,
the increase in the budget seems to also increase the gap between
the discovered and generic algorithms.
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TABLE IX
RANKING AND ROBUSTNESS OF ALGORITHMS DISCOVERED
WHEN APPLIED TO MORPION SOLITAIRE
E. Discussion
We have seen that on each of our three testbeds, we discov-
ered algorithms that are competitive with, or even significantly
better than, generic ones. This demonstrates that our approach
is able to generate new MCS algorithms specifically tailored to
the given class of problems. We have performed a study of the
robustness of these algorithms by either changing the problem
distribution or by varying the budget , and found that the al-
gorithms discovered can outperform generic algorithms even on
problems significantly different from those used for the training.
The importance of each component of the grammar depends
heavily on the problem. For instance, in Symbolic Regression,
all ten best algorithms discovered rely on two nested
components, whereas in Sudoku and Morpion Solitaire,
and appear in the majority of the best algorithms
discovered.
VI. RELATED WORK
Methods for automatically discovering MCS algorithms can
be characterized through three main components: the space of
candidate algorithms, the performance criterion, and the search
method for finding the best element in the space of candidate
algorithms.
Usually, researchers consider spaces of candidate algorithms
that only differ in the values of their constants. In such a con-
text, the problem amounts to tuning the constants of a generic
MCS algorithm. Most of the research related to the tuning of
these constants takes, as a performance criterion, the mean
score of the algorithm over the distribution of target problems.
Many search algorithms have been proposed for computing the
best constants. For instance, Perrick et al. [27] employ a grid
search approach combined with self-playing, Chaslot et al. [28]
use cross entropy as a search method to tune an agent playing
Go, Coulom [29] presents a generic black-box optimization
method based on local quadratic regression, Maes et al. [30]
use estimation distribution algorithms with Gaussian distri-
butions, Chapelle and Li [31] use Thompson sampling, and
Bourki et al. [32] uses, as in the present paper, a multi-armed
bandit approach. The paper [33] studies the influence of the
tuning of MCS algorithms on their asymptotic consistency and
shows that pathological behavior may occur with tuning. It also
proposes a tuning method to avoid such behavior.
Research papers that have reported empirical evaluations of
several MCS algorithms in order to find the best one are also re-
lated to this automatic discovery problem. The space of candi-
date algorithms in such cases is the set of algorithms they com-
pare, and the search method is an exhaustive search procedure.
As a few examples, Perrick et al. [27] report on a comparison be-
tween algorithms that differ in their selection policy, Gelly and
Silver [34] and Chaslot et al. [35] compare improvements of
the UCT algorithm (RAVE and progressive bias) with the orig-
inal one on the game of Go, and St-Pierre et al. [36] evaluate
different versions of a two-player MCS algorithm on generic
sparse bandit problems. Browne et al. [37] provide an in-depth
review of different MCS algorithms and their successes in dif-
ferent applications.
The main feature of the approach proposed in this paper is
that it builds the space of candidate algorithms by using a rich
grammar over the search components. In this sense, references
[38] and [39] are certainly the papers which are the closest to
ours, since they also use a grammar to define a search space,
for, respectively, two-player games andmultiarmed bandit prob-
lems. However, in both cases, this grammar only models a se-
lection policy and is made of classic functions such as , ,
, , , , and . We have taken one step forward, by di-
rectly defining a grammar over the MCS algorithms that covers
very different MCS techniques. Note that the search technique
of [38] is based on GP.
The decision as to what to use as the performance criterion
is not as trivial as it looks, especially for multiplayer games,
where opponent modeling is crucial for improving over game-
theoretically optimal play [40]. For example, the maximization
of the victory rate or loss minimization against a wide variety
of opponents for a specific game can lead to different choices of
algorithms. Other examples of criteria to discriminate between
algorithms are simple regret [32] and the expected performance
over a distribution density [41].
VII. CONCLUSION
In this paper, we have addressed the problem of automati-
cally identifying new MCS algorithms that perform well on a
distribution of training problems. To do so, we introduced a
grammar over the MCS algorithms that generates a rich space
of candidate algorithms (and which describes, along the way,
using a particularly compact and elegant description, several
well-known MCS algorithms). To efficiently search inside this
space of candidate algorithms for the one(s) having the best av-
erage performance on the training problems, we relied on a mul-
tiarmed bandit type of the optimization algorithm.
Our approach was tested on three different domains: Su-
doku, Morpion Solitaire, and Symbolic Regression. The results
showed that the algorithms discovered this way often signifi-
cantly outperform generic algorithms such as UCT or NMC.
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Moreover, we showed that they had good robustness proper-
ties, by changing the testing budget and/or by using a testing
problem distribution different from the training distribution.
This work can be extended in several ways. For the time
being, we used themean performance over a set of training prob-
lems to discriminate between different candidate algorithms.
One direction for future work would be to adapt our general ap-
proach to use other criteria, e.g., worst case performance mea-
sures. In its current form, our grammar only allows using prede-
fined simulation policies. Since the simulation policy typically
has a major impact on the performance of an MCS algorithm, it
could be interesting to extend our grammar so that it could also
“generate” new simulation policies. This could be arranged by
adding a set of simulation policy generators in the spirit of our
current search-component generators. Previous work has also
demonstrated that the choice of the selection policy could have
a major impact on the performance of Monte Carlo tree search
algorithms. Automatically generating selection policies is thus
also a direction for future work. Of course, working with richer
grammars will lead to larger candidate algorithm spaces, which,
in turn, may require developing more efficient search methods
than the multiarmed bandit one used in this paper. Finally, an-
other important direction for future research is to extend our ap-
proach to more general settings than single-player games with
full observability.
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