We propose improvements to some of the best heuristic algorithms for optimal product pricing problem originally designed by Dobson and Kalish in the late 1980's and in the early 1990's. Our improvements are based on a detailed study of a fundamental decoupling structure of the underlying mixed integer programming (MIP) problem and on incorporating more recent ideas, some from the theoretical computer science literature, for closely related problems. We provide very efficient implementations of the algorithms of Dobson and Kalish as well as our new algorithms. We show that our improvements lead to algorithms which generate solutions with better objective values and that are more robust in overall performance. Our computational experiments indicate that our implementation of Dobson-Kalish heuristics and our new algorithms can provide good solutions for the underlying MIP problems where the typical LP relaxations would have more than a trillion variables and more than three trillion constraints.
Introduction
We study one of a class of optimal product pricing problems in which the customer demands, budgets and preferences are encoded by reservation prices -the highest price that a customer is willing and able to pay for a given product. See, for instance, [9, 10, 11] . Essentially every company operating in a free market environment faces a variant of this problem. Therefore, the optimal pricing problem in revenue management is widespread. A very fundamental version of the problem is based on the assumptions that the customers will buy the product that maximizes their individual surplus (or utility), where the surplus is defined as the difference between the reservation price of the customer for the product and the price of the product. In some similar contexts, this model can also be used for envy-free pricing. Maximum utility pricing models are also related to bilevel pricing problems. For the latter, see, for instance, [8] and the references therein.
From a computational complexity viewpoint, the problem is N P-hard, see [4, 1] ; it is N Phard even to approximate within a reasonable worst-case ratio, see [5] (even though some special cases of related optimal pricing problems admit efficient algorithms, see for instance [6] ). Currently, the best heuristic algorithms for solving these problems are the ones proposed by Dobson and Kalish, see [3, 4] . While these algorithms are successful on many instances of the problem, quite often they are not.
We present very efficient implementations of Dobson-Kalish optimal pricing algorithms [3, 4] . Then, we consider further improvements based on a decoupling property of the problem with respect to continuous and binary variables. Our improvements are based on a detailed study of a fundamental decoupling structure of the underlying mixed integer programming (MIP) problem and on incorporating some more recent ideas for closely related problems from Computer Science, Operations Research and Optimization. We provide very efficient implementations of the algorithms of Dobson and Kalish as well as our new algorithms. We show that our improvements lead to algorithms which generate solutions with better objective values and that are more robust in overall performance. Our computational experiments indicate that our implementation of Dobson-Kalish heuristics and our new algorithms can provide good solutions for the underlying MIP problems where the typical LP relaxations would have more than a trillion variables and more than three trillion constraints.
Notation and Fundamental Ingredients of the Heuristics
Suppose we have n homogeneous customer segments and m products. R ij denotes the reservation price of customer segment i for product j. Let our decision variables be as follows:
θ ij := 1, if customer segment i buys product j, 0, otherwise, π j := price of product j.
We denote by CS i the maximum surplus for customer segment i across all competitor products.
Then the constraints that model the buying behaviour are (R ij − π j )θ ij ≥ R ik θ ij − π k , ∀k = j, and (R ij − π j )θ ij ≥ CS i θ ij , ∀j,
respectively. Note that we may replace R ij by max {R ij − CS i , 0} for every i, j and assume without loss of generality that CS i = 0 for every i.
Assuming that each customer segment buys at most one type of product, and each customer buys at most one unit of a product, and denoting by N i the number of customers in segment i, the problem can be expressed as the following nonlinear mixed-integer programming problem:
s.t. (R ij − π j )θ ij ≥ R ik θ ij − π k , ∀j, ∀k = j, ∀i, m j=1 θ ij ≤ 1, ∀i, θ ij ∈ {0, 1}, ∀i, j, π j ≥ 0, ∀j.
The assumptions stipulated above are not very restrictive in practice as there are always ways of relaxing them by modifying the interpretation of the variables etc.; for example, production costs can be incorporated in the objective function without destroying the important mathematical structures of (1) (for details, see [11] and [12] ).
For a fixed θ ∈ {0, 1} n×m such that m j=1 θ ij ≤ 1, ∀i, the problem (1) becomes an LP problem (on variables π) with a totally unimodular (TUM) coefficient matrix. The dual of this LP is equivalent to a shortest path problem, where there are (m + 1) nodes (a node for each product and a dummy product). Let 0 denote the dummy product node. Assign arc lengths: r kj := min i∈C j {R ij − R ik } , r 0j := min i∈C j {R ij } , where C j := {i : θ ij = 1} and B := {j : C j = ∅}. Then, this dual LP problem can be solved by finding shortest paths from node 0 to every node j ∈ B. The lengths of these shortest paths provide optimal π j values. For the details, see [3, 11] .
Dobson and Kalish gave two heuristic algorithms for the above problem that have stood the test of time. The first one is a reassignment heuristic which we refer to as DK88. DK88 takes as input a feasible assignment θ and constructs a shortest path tree, as described above, rooted at the dummy node 0. Then for each customer segment that determines the cost on an arc of the shortest path tree, the algorithm considers assigning that customer segment to the parent of the current node in the shortest path tree. Among all such reassignments, DK88 picks the one with the largest improvement. If the improvement is positive, the algorithm modifies the assignment variables θ, updates the arc lengths and the shortest path tree, and repeats; otherwise, the algorithm terminates and reports the current θ and π.
Another heuristic algorithm by Dobson and Kalish introduces products one at a time with initial prices at +∞. For each product, the algorithm computes the maximum possible price that a customer segment can be charged while keeping the prices of all other products fixed at their current levels. Then, the algorithm computes the total profit for setting the price of the current product to one of the n possible values just computed. The algorithm loops through these steps until no improvement is obtained. We refer to this algorithm as DK93.
We provide a state-of-the-art implementation of the algorithm DK88 that we call Fast-DK. Then, considering the ideas of DK93, we design a new version that we call Global-DK. We further exploit the structure of the mixed integer nonlinear programming problem and the basic decoupling as exposed by Dobson and Kalish [3] , as well as the ideas offered by Dobson and Kalish [4] , Shioda et al. [11] and Guruswami et al. [5] . In addition to providing very efficient implementations of DK88 and Global-DK, our work leads to five fundamental improvements. Three of the improvements are directly related to our generalization (Generalized Reassignment Heuristic GRH, as described in the next section) of the algorithms of Dobson and Kalish.
• Once a search direction (a direction along which the prices are being changed) is picked, instead of looking for a first change in the customers choices for products to buy, in some of our new algorithms, we do a full line search, allowing the step size to take any value in (−∞, +∞) and picking the price that globally maximizes the objective function along this line.
• In an extension of the algorithm DK88, using the fact that when a customer segment is assigned to its parent, only the children of the new node may change in the new shortest path tree, provided no price is decreased, we consider increasing the prices of all products for each of the subtrees of the node (product) being considered. We call this new algorithm GRH-SubTree.
• Through our study of geometric, algebraic and combinatorial properties of the problem, we find that the search directions corresponding to picking two products and increasing the price of one while decreasing the price of the other at the same rate may yield to better solutions. We utilize these search directions in addition to the conventional search directions. We use these ideas in one of our featured algorithms called Cell-Pierce.
The remaining fundamental improvements are on initialization of the reassignment algorithms mentioned above. The most recent computational work reported in [11] used a greedy initialization heuristic called MaxR, described in the next section. However, Guruswami et al. [5] showed that setting all prices equal to a common value and optimizing this common value gives another simple algorithm which has a provable performance guarantee (even though a very weak one from an applications viewpoint).
• We utilize the basic idea of the Guruswami et al. heuristic and call this algorithm Guru.
We observe that Guru does perform better than MaxR under many circumstances.
• Exploiting the decoupling nature of the "assignment" part and "given an assignment, finding the optimal prices for that assignment" part of the problem, we define a simple iterated optimization procedure. Finding a fixed point of these iterated operators is computationally easy. We apply the iterated operators to the output of Guru. The resulting algorithm is called Guru which provides improvements over Guru, as verified by our computational experiments.
In addition to the above-mentioned contributions, we also present some theoretical foundations for our algorithmic ideas and some theoretical connections to related problems. In particular, after providing more detailed descriptions of our new algorithms in Section 3, in Section 4 we derive properties of the ingredients of our algorithms based on the decoupling structure in the MIP. We conclude Section 4 by analyzing the polyhedral subdivision induced by the MIP in the price space. The exchange results established for these polyhedra motivate a connection to another optimal pricing problem called the Stackelberg Network Pricing Game in Section 5. In Section 6, we explore theoretical worst-case approximation guarantees. We report the results of our computational experiments as well as a new lifted LP relaxation of the MIP in Section 7. We conclude with brief final remarks in Section 8.
Generalized Reassignment Heuristic and Related Algorithms
As in Shioda et al. [11] , we will utilize the Maximum Reservation Price Heuristic (MaxR) as an initialization heuristic for Fast-DK as well as Global-DK:
Assign each customer to his maximum-utility product.
Based on our assumptions, every π ∈ R m + defines a corresponding product-segment assignment C := {C 1 , C 2 , . . . , C m }. It may be that there are many optimal assignments for given prices. To disambiguate, we require that C always returns the assignment where each customer, when indifferent between two products and both products have the same price, chooses the product with least index. This can be phrased as taking the lexicographically-least optimal assignment. Even though lexico.-least approach seems arbitrary, there is a notion called a price ladder structure in the area of revenue management [9] . Indexing the products with respect to some loose notion of price ladder may make sense in practice too. Let us denote such an assignment by C(π). Then, by construction, the assignment C(π) is feasible.
Once a feasible assignment C is given, we can easily compute the corresponding "optimal prices" by solving the shortest path problem on the underlying network. We denote these "optimal prices" by Π(C). For the convenience of our design of heuristics, we would like to define the mapping Π : {0, 1} mn → R m so that it produces an m-vector. For those products u for which C u = ∅, we set π u to a high enough price that does not change C. That is, we need
where j i denotes the product j such that i ∈ C j . Note that even if C i = ∅, for every i, it is rarely the case that for an arbitrary π ∈ R m + , Π (C(π)) = π.
Fast-DK: An Efficient Implementation of the Dobson-Kalish 1988 Heuristic
Given an assignment θ of customers to products, let the "pricing graph" be the directed graph on all products together with the null product where there is an arc from product j to product k with weight min
Applying operator Π to the assignment θ simply amounts to building this graph and computing single-source shortest paths taking the null product as the root.
In a DK88 iteration, we have a shortest-path tree for the current assignment of customers to products and we try, for each product, reassigning the customer who constrains the price the most to the parent product. This reassignment produces, in each case, a very closely related pricing graph -only the arcs incident with the parent and child products can be changed. Thus the adjacency matrices of the pricing graphs of the original and reassigned problems differ in at most two rows and two columns.
This leads to a trick for computing the pricing graphs of the reassigned subproblems quickly: We store the original pricing graph as an array of length m of pointers to arrays of length m. We store pricing graphs of reassigned subproblems as a copy of the array of m pointers and a (short) array of columns that have been replaced. Replacing row j is done by simply overwriting the jth pointer in the array of pointers to rows, while replacing column k is done by adding k to the array of indices of replaced columns and adding the replacement column to the array of replaced columns. Looking up the weight of the arc from j to k is done by checking whether column k has a replacement, using it if so, and using the kth entry of the jth row otherwise.
When recomputing shortest paths after reassigning customer i from product j to product k, we set shortest path lengths for all descendants of k to infinity and then run Bellman-Ford-Moore starting at k, taking care when visiting a node first to relax along all inbound arcs.
Generalized Framework for Heuristic Algorithms
Now, we are ready to describe the Generalized Reassignment Heuristic (GRH). Let D π ⊂ R m denote the set of search directions to be considered. For d ∈ D π , α d ≥ 0 will denote the step size along the direction d. At each major iteration, we start with prices π (optimal with respect to the current product-segment assignment). For the first iteration, we can begin with the output of the MaxR heuristic. For each d ∈ D π , we find a suitable α d > 0 and let
We then compute Π (C (π d )) and the corresponding objective function value. At the end of each major iteration, we set π to Π (C (π d * )) which maximizes the total revenue among all Π (
Remark 1. The Dobson-Kalish reassignment heuristic, DK88, is a special case of the above algorithm, where
independent of π, with e i denoting the ith unit vector and 0 is included in D π to represent the status quo. α d would be determined by the first change in C along this price change direction d.
Our approach to the problem exposes possibilities for improving the Dobson-Kalish heuristic within the framework of the general algorithm above. We can increase some prices and decrease some others at the same time. We can perform these increases/decreases proportional to the Generalized Reassignment Heuristic (GRH) Require: a feasible product-segment assignment and its corresponding optimal spanning tree solution from solving the underlying shortest path problems, including prices π and the corresponding objective function value z. 1: repeat 2:
, and the corresponding objective value z d .
3:
if max d∈Dπ {z d } ≤ z, then
4:
STOP and return π and the corresponding assignment C(π).
5:
end if 6:
until Maximum number of iterations. current prices, or proportional to some "target" R ij (which may be determined by N i , M j or N i M j ) for each j, or proportional to the distance to such a target (R ij − π j ).
GRH also has the ability to "revive" products or customers that were eliminated. In the DK88 heuristic, once a product is "deleted" (assigned no customers), that product will never be purchased in any of the subsequent iterations (similarly for segments that are reassigned to the 0 node/product). In the GRH framework, the prices can be modified such that these products and customers may become "active" again.
Another advantage of our GRH over the DK88 heuristic is that GRH can handle some nontrivial modifications to the model. For example, in practice, one of the drawbacks of our current model is that the model effectively assumes if there is a tie for the largest positive surplus, then the customer segment will buy the most expensive product. Shioda et al. [11] proposed the usage of a utility tolerance which forces the model to only assign the customer segment i to the product j when the corresponding surplus is at least a predetermined amount δ larger than for all other products. Indeed, this tolerance may differ for every pair j, k of products, in addition to varying over the customer segments (we may denote the tolerance by δ ijk ). Note that GRH is driven by the prices π j rather than the assignments θ ij . Consequently, GRH also easily handles the various models based on nonzero utility tolerances δ, δ i , δ ijk .
Line Search and the algorithm Global-DK
Given a direction d, we may in O(mn log n) time perform a full line search to compute the best objective function value for potential prices π + αd, where α ∈ R.
Note that we allow negative as well as positive values for α.
The key idea here is that each customer's utility function (when considered as a function of α), is convex and piecewise-linear, being defined by the maximum of m affine functions of α. Thus, one can represent the epigraph of a customer's utility function as the intersection of m halfspaces; this intersection may be computed using duality and a convex hull algorithm. If we use Graham's scan to compute this convex hull, notice that the same ordering, namely by component of d, works for all customers; sorting the products in order once suffices for all customers. So, we can compute each customer's utility function in O(m log m + mn) time.
The revenue function may be considered as the sum over all customers of the revenue gained from each customer. The revenue gained from a customer is quite strongly related to the customer's utility function; both are piecewise-linear functions and they "break" at the same abscissae.
In O(mn log n) time, we can compute the maximum value of a sum of n discontinuous but piecewise-linear functions and its abscissa. We do this with a sweep-line algorithm, sweeping from left to right and adjusting the value and its slope at each "break" point. Care must be taken when programming this line search procedure to handle degenerate cases, such as when three lines meet at a point.
The heuristic Global-DK lies in the framework of GRH and uses directions in the π-space that only increase or decrease prices one at a time:
Next, we turn to the problem of finding promising search directions other than ±e i (i.e., other than increasing or decreasing the price of a single product at a time).
Algorithm Cell-Pierce
Every facet of every cell of the decomposition of π-space by customer assignment (θ) is defined either by an inequality of the form π j − π k ≤ R ij − R ik or by an inequality of the form π j ≥ 0. Thus, if one was so inclined, one could find a point in the relative interior of each facet of the current cell and "see what is on the other side." This observation motivates the search directions
A subset of these search directions with the full line search as described above are used in our algorithm called Cell-Pierce. We chose only the directions e j −e k such that π j −π k = R ij −R ik at the current point for some i and made no attempt at finding the relative interior of each appropriate face.
Algorithm GRH-SubTree, and Structural Results
The feasible assignments θ partition π-space so that each part is a TUM polyhedron. We call such a polyhedron defined by a such a θ the polyhedron induced by θ. Note that moving along the edges of such polyhedra correspond to moving along d ∈ {−1, 0, +1} m . (I.e., prices are increased and/or decreased at the same rate.) First, we note that when the price of a product is increased just enough that it causes a change in the assignment θ, say a customer segment gets assigned to product j, the optimal prices for this new assignment can be computed by simply updating the shortest path tree for the children of the node j. Motivated by this observation (which is founded on Lemma 3.3 of [11] ), we propose an extension of DK88 which we call GRH-SubTree. The new algorithm GRH-SubTree is a special case of GRH which in addition to considering directions e j , it considers increasing the prices for a product and all its children (in the current shortest path tree) at the same rate.
Next, we analyze repeated applications of operators C and Π which map prices to corresponding feasible assignments, and feasible assignments to optimal prices, respectively.
Fixed Points of Π(C)
Now, it is useful to consider the properties of fixed points of Π(C), i.e., those π such that Π(C(π)) = π.
The following proposition justifies the terminology.
Proposition 2. The following are equivalent:
2. π is a fixed point and θ is defined by θ := C(π);
3. θ is a fixed point and π is defined by π := Π(θ).
Proposition 3. Given π feasible for θ, the following are equivalent:
2. in the network defined by θ, all arcs having zero reduced cost w.r.t. π have non-negative cost, and θ is lexicographically least under this restriction.
Proposition 4. Given any θ, a fixed point can be obtained in strongly polynomial time with objective value at least as large. In particular, there is an optimal solution that is a fixed point.
Proof. Repeatedly apply C(Π) until a fixed point is obtained. Observe that whenever applying C(Π) causes a segment i to switch from a product j to a product k, we have
as well as either
Thus, if we consider a single segment i and order its products j in a list L by descending order of R ij and breaking ties by ascending order of j, we see that C(Π) only ever reassigns i from j
Hence, the number of applications of C(Π) needed to reach a fixed point is bounded by O(nm). Therefore, C(Π) can be computed in strongly polynomial time. Consider deleting customer 1, soθ := 1 0 0 1 ,π := (3, 2). However,θ is not optimal for π, since customer 2 can be reassigned to product 1 to obtain more profit.
Proposition 6. If θ is a fixed point, then Π(θ) can be computed using Dijkstra's algorithm.
Proof. The shortest path tree consists of equality arcs with respect to the computed shortest path distances, so all the arcs of the shortest path tree will be non-negative. Thus, we may remove all negative-cost arcs from the network, apply Dijkstra's algorithm, and use the resulting shortest path tree and shortest path distances.
Proposition 7.
If (π, θ) is a fixed point, there is no directed cycle of equality arcs with respect to π.
Proof. Along any directed path of equality arcs, the product indices must decrease strictly since θ = C(π). Therefore, a directed cycle cannot exist.
Proposition 8.
If θ is a fixed point, the polyhedron induced by θ has dimension m.
Proof. Let π = Π(θ) and let P be the polyhedron induced by θ. By the previous proposition, the equality arcs form a directed acyclic graph G . Topologically order the non-null products with respect to G as j 1 , j 2 , . . . , j m . Letπ = π − m k=1 ke j k , where > 0 is small enough thatπ is still feasible and no new equality arcs form, which exists because of the topological ordering. Observe that no inequalities hold at equality forπ, so the only equality that holds for P is π 0 = 0. Therefore, dim(P ) = m.
In this example, where m = 2, the operator must be applied Θ(n) times to reach a fixed point.
Adjacent Polyhedra
As we noted earlier, for each θ ∈ {0, 1} mn , we obtain a polyhedron in the π-space from our MIP. Moreover, under this map, union of all feasible assignments partitions a subset of the π-space into polyhedra. Motivated by the fact that the algorithms DK88 and Fast-DK move in the assignment space by a single customer segment being reassigned at a time, in this subsection, we analyze the related structure of this polyhedral subdivision.
Proposition 10 (Simultaneous Feasibility). Suppose θ is a feasible assignment and that a single reassignment produces another feasible assignment θ . Then there exists π that is feasible for both θ and θ .
Proof. Let G and G be the networks corresponding to θ and θ respectively, and take the union of their arc-sets to obtain a new network H. We need to check that there is no negative-cost cycle in H. Let i be the customer that switched products between θ and θ . Let j = θ i and k = θ i . Suppose there is a negative-cost cycle C in H. Without loss of generality, C is simple. Since there is no negative-cost cycle in either G or G , C must use an arc that is not in G and an arc that is not in G . Clearly, both these arcs must be induced by customer i. Without loss of generality, the first arc is from some product j to j, and the second arc is from some product k to k. Then we can write C := j j, P 1 , k k, P 2 for some paths P 1 and P 2 that appear in both G and G .
Let C 1 := k j, P 1 be a cycle in G 1 and C 2 := j k, P 2 be a cycle in G 2 . Then
Therefore, either c(C 1 ) < 0 or c(C 2 ) < 0, a contradiction.
Proposition 11. Given feasible assignments θ and θ , θ can be obtained from θ by performing at most 2n reassignments while maintaining feasibility at all times.
Proof. Since reassignment is symmetric, it is enough to show how to get from θ to the null assignment (all customers assigned to the null product) with at most n reassignments. To do this, repeatedly compute optimal prices for the current assignment, identify a segment that is indifferent between its choice and the null product, and assign that segment to the null product.
The above proposition justifies a search by making single reassignments.
Proposition 12.
All feasible single reassignments can be found in O(nm 2 ) time.
Proof. First, compute all-pairs shortest paths in O(nm 2 ) time. Now, for each customer i and each product j, determine whether it is possible to reassign i to j. To do this, note that by simultaneous feasibility, it is enough to check that there is no negative-cost cycle when the new in-arcs of product j are introduced. Therefore, the reassignment is feasible if and only if for all products k,
The total time to make this check for every customer-product combination is O(nm 2 ).
Example 13. Given a feasible assignment θ, there might not exist a monotone path (where each arc is a single reassignment which does not decrease the objective value) connecting θ to an optimal assignment θ * . Consider R = (2; 1; 1), N = (3, 2, 2), θ = (1, 0, 0). The initial objective value is 6. The unique optimal solution is θ * = (1, 1, 1) , which has objective value 7, and is more than a single reassignment different from θ. A single reassignment applied to θ will produce objective value 0, if customer 1 is reassigned to product 0, or objective value 5, if either of customer 2 or 3 is reassigned to product 1. Therefore, there is no monotone path from θ to θ * .
Note that DK88 as well as Fast-DK move only along strictly monotone paths with single reassignments in the θ-space. These algorithms may get stuck in "local" maximizers in this sense of neighbourhood. However, many of our other algorithms, including Global-DK and Cell-Pierce allow multiple reassignments in a single iteration and have a chance of breaking free of such local maximizers. Example 14. In the previous subsection, we observed that there is an optimal θ that induces a shortest-path polyhedron of dimension m. Unfortunately, although we can get this solution using only single reassignments while maintaining feasibility, we might not be able to maintain full-dimensionality.
Consider R = (1; 1). The unique optimal solution is to assign both customers to product 1, but it is clear that this cannot be done with single reassignments while maintaining a shortest-path polyhedron of dimension m.
Searching just dimension-m polyhedra may be desirable for some algorithms, since moving into a lower-dimensional polyhedron is in some ways a degenerate move and will produce less change in the pricing structure. This example motivates finding more sophisticated reassignments that allow us to move between any two assignments that induce dimension-m shortest-path polyhedra, while maintaining that dimension.
Proposition 15 (Characterization of Feasible Single Reassignments). Given a feasible assignment, reassigning a customer i from j to k = j produces a feasible assignment if and only if R ij − R ik is the cost of the shortest path from k to j.
Proof. Suppose that the reassignment is feasible. We know from an earlier proposition that the new assignment must be simultaneously feasible with the previous one. i.e. We can check feasibility in the combined graph.
Suppose that in the old graph, there is a path P from k to j with cost c(P ) < R ij −R ik . Then in the combined graph, consider the cycle P, jk, which has cost at most c(P ) + (R ik − R ij ) < 0, contradicting simultaneous feasibility.
Conversely, suppose that R ij − R ik is the cost of the shortest path from k to j. Then find a price vector π by computing shortest paths rooted at k, and translating so that π 0 = 0; this is possible since the old assignment is feasible. By assumption, we have π j − π k = R ij − R ik , so R ij − π j = R ik − π k , i.e. customer i is different to j and k at the price vector π. Thus π is still a feasible price vector after customer i is reassigned from j to k, proving feasibility of the new assignment.
Lemma 4.1 (Weak Exchange Property). Let θ and θ be feasible assignments. Let (j i : i ∈ {1, 2, . . . , n}) and (k i : i ∈ {1, 2, . . . , n}) be their respective vectors of purchases. Then there is some i * such that j i * = k i * and setting j i * := k i * in θ produces a feasible assignment.
First, we illustrate the proof idea on a concrete example. Suppose that for every i where j i = k i , it is infeasible to set j i := k i . Then for each of the networks corresponding to these reassignments, there is a negative cycle. For this example, there are three segments, i 1 , i 2 , i 3 that have different purchases. Thus, we get three negative cycles. Each arc is labeled with the segment that induces it. Gray arcs represent paths that exist in all the considered networks.
Now, create a network where the vertices are the segments, and each gray path with a k node at its tail is an arc.
Since every node in this new network has an out-arc, there is a cycle. In this case, the cycle uses the out-arcs from i 1 and i 3 . Keep only the negative-cost cycles for those segments.
Observe that we can rearrange, preserving costs, into a single cycle having the k-nodes and zero or more cycles having the j-nodes. This is always possible.
However, cycles having only k-nodes are cycles in the network of θ , and cycles having only j-nodes are cycles in the network of θ. By feasibility, all those cycles have non-negative cost, a contradiction.
Proof. Suppose that for every i such that j i = k i , it is infeasible to set j i := k i . Then, for each of the networks corresponding to these reassignments, there is a negative cycle. Label each arc with the segment that induces it. Replace the paths that exist in all considered networks by gray arcs (by contracting if necessary). Now, create a network (call this the auxiliary network ) where the nodes are the segments, and each gray arc (path) with a k node at its tail is an arc.
Since every node in the auxiliary network has an out-arc, there is a cycle in the auxiliary network. Go back to the original negative cost cycles which certified that for every i such that j i = k i , it is infeasible to set j i := k i . Only keep the negative cost cycles that were involved in the cycle picked from the auxiliary network. Note that we can rearrange, by preserving costs, into a single cycle having the k-nodes and zero or more cycles having the j-nodes. However, cycles having only k-nodes are cycles in the network corresponding to θ , and cycles having only j-nodes are cycles in the network corresponding to θ. Since both θ and θ are feasible assignments, all those cycles have non-negative cost, a contradiction.
Example 16. We present a simple example where not all such steps are feasible: Let n := 2, m := 1, R 11 := 1, R 21 := 2, j 1 := j 2 := 1, k 1 := k 2 := 0.
In this case, segment 1 must be reassigned to 0 before segment 2 is, because if segment 1 buys product 1 at some price, then segment 2 will get positive surplus with that price.
The following result is immediate.
Theorem 17. Suppose θ and θ are both feasible assignments that differ in the purchases of segments. Then there is a sequence of feasible single reassignments connecting θ to θ .
Analogous results for StackMST
A related optimal pricing problem arises in the area of Stackelberg network pricing games. In this general framework, there is a leader who sets prices on a subset of edges of a given graph (these edges are called priceable). The other edges may have some fixed costs. Then, the followers solve a combinatorial optimization problem to choose a minimum cost solution for themselves. Finally, the leader collects these revenues from the followers. The objective for the leader is to find a maximum revenue solution. In this section, we consider the version of this problem where the combinatorial optimization problem solved by the followers is the Minimum Spanning Tree (MST) problem. Motivation for our choice is at least two fold:
• MST is one of the most fundamental problems (that could be considered as a building block in many more sophisticated models),
• and it is the prime (matroidal) example for consideration of exchange properties.
We call the above problem StackMST.
Example 18. Between two feasible trees T 1 , T 2 for a StackMST problem, it can happen that there is e ∈ T 2 \ T 1 such that for all f ∈ T 1 \ T 2 such that T := T 1 ∪ {e} \ {f } is a tree, T is not feasible.
Observe that both the following trees are feasible, where the tree edges are double-dashed and priceable edges are indicated by asterisks. * * 2 1 * * * 2 1 * However, if the edge with cost 2 is added to the tree on the left, then the top right edge must be deleted, and the resulting tree is infeasible since 2 > 1. * *
1 *
The above example is analogous to the fact that in our original pricing problem, given two feasible assignments and a segment i that buys differently in each of the assignments, it is not always feasible to reassign i from its choice in the first assignment to its choice in the second assignment.
Theorem 19 (Simultaneous Feasibility for StackMST). Suppose T, T are feasible trees for a StackMST problem, and suppose |T \ T | = 1. Then there exists a price vector π for the edges such that T, T are both minimum-cost spanning trees with respect to π.
Proof. The idea is to explicitly specify π and check MST optimality conditions for it. (Namely, a tree T is a MST if and only if for every edge e / ∈ T and every f ∈ C e , π e ≥ π f .) Write {e} = T \ T and {f } = T \ T . Let F = T ∪ T . Observe that e and f lie on the only cycle in F , call it G; that e lies on C f , the fundamental cycle of f in T ; and that f lies on C e , the fundamental cycle of e in T . A first observation is that an edge g / ∈ T ∪ T has f ∈ C g if and only if e ∈ C g . Moreover, if g has f ∈ C g , then C g C g = G, and otherwise C g = C g . We will always set all prices of priceable edges in T ∩ T to 0 and all prices of priceable edges in E \ (T ∪ T ) to ∞. Together with feasibility of T and T , this ensures that the only optimality conditions we need to check are:
1. π e ≥ π g ∀g ∈ C e , π g fixed;
There are four cases, depending on whether π e , π f , or both are fixed. If both π e and π f are fixed, then all the four conditions above are obvious. If both π e and π f are variable, we set them to be equal to the maximum of 0 and the fixed prices of the edges in the cycle G. Then the first two conditions are clearly satisfied. The second group of conditions are satisfied because if π e = π f = 0, then by non-negativity, and otherwise, there is an edge h ∈ G with fixed π h such that π e = π f = π h , so h ∈ C g C g , and hence π h ≤ π g by feasibility of T and T . If exactly one of π e and π f is variable, without loss of generality, π e is variable. Set π f = π e . Then, the first condition follows from feasibility of T , which then implies the second condition since π f = π e . The third condition follows from feasibility of T , and then implies the fourth condition since π f = π e .
Example 20. We now prove that the weak exchange property does not hold for StackMST, in general. For ease of exposition, the example is presented where neither the fixed-cost edges nor the priceable edges form connected graphs. Clearly these conditions can be achieved by inserting new fixed-cost edges with large cost and inserting new priceable edges, so as to connect the graphs. Consider the following assignment of costs to K 4 . The trees are given by double edges. T is given first, then T . Note that |T \ T | = 2. It is clear that adding either edge in T \ T to T determines exactly one edge from T \ T that must be deleted to maintain the tree. However, after either of these two steps, the resulting tree is infeasible, since the edge of cost 2 lies on the fundamental cycle of the edge of cost 1.
Approximation Results
Guruswami et al. [5] give a O(log n) approximation algorithm for the case where N i = 1 ∀i. Their analysis extends to the case where the ratio between the largest N i and the smallest N i is bounded by a constant, but not to the fully general problem. Their approximation algorithm is based on selling all products at the same price.
We can easily adopt their heuristic to the general case. Definē
Let the customer segments be indexed such that
Then Guruswami et al. type heuristic finds
and chooses π j :=R , ∀j ∈ {1, 2, . . . , m}.
We call this algorithm Guru. Guruswami et al. [5] gave the following example to show that their heuristic algorithm does not yield an approximation ratio better than O(log n).
Example 21.
[5] Let m := n, N i := 1, ∀i ∈ {1, 2, . . . , n}.
Our variant of DK93, Global-DK, when run on the above example, achieves profit 2 − 1 n out of the possible n i=1 1 i . Therefore, it cannot have better than O(log n) approximation ratio. We can modify Guruswami et al.'s example by increasing all the reservation prices for product n by a small > 0. Then MaxR followed by DK88 achieves a profit of 1 + n , so this algorithm cannot hope for better than O(log n) approximation ratio in the worst-case either.
Next, we show that when the population sizes, N i , are not necessarily all the same, the worst-case behaviour of the algorithm Guru get worse.
Example 22. Let m := n, and set the reservation prices as follows
Finally, set the populations N i to 2 n−1 , 2 n−2 , . . .. Then selling all products at the same price always gives profit at most 2 k (2 n−k − 1) ≤ 2 n , but the optimal profit is n2 n−1 . Thus, the algorithm has a ratio of Ω(n) in this example.
Remark 23. Guruswami et al.'s algorithm has the property that every segment that buys some product buys its most desired product. In this sense, it shares something in common with the MaxR initialization heuristic.
Remark 24. Guruswami et al.'s solution can be found with Dobson-Kalish-style reassignments in the following way. Initialize with MaxR heuristic. Then repeatedly compute optimal prices, choose a segment that is inducing an edge from 0 that is tight, and reassign that segment to 0. At some point during this procedure, the Guruswami et al. solution will arise.
We conclude this section with a performance analysis of Guru which is stated in terms of population sizes and reservation prices. Our proof technique is based on treating the possible input of the algorithm as variables in an optimization problem set up for computing the worstcase performance ratio.
Proposition 25. The above heuristic, Guru, has the worst-case approximation ratio at most:
Proof. The ratio is determined by the optimal objective value of the following optimization problem (the variables are N i andR i ):
To obtain the second bound, take optimalR i , compute the optimal N i in terms ofR i :
, ∀i ∈ {2, . . . , n},
and evaluate the objective function value. The first bound is very elementary but it can also be obtained from the above problem, by taking optimal N i , computing the corresponding optimal R i , in terms of N i and evaluating the objective function value.
This proposition and the last example prove that the worst-case approximation ratio is Θ(n). However, for many interesting special cases, the above proposition may yield better approximation ratios. For instance, (N i may be arbitrary but) if
, ∀i ∈ {1, 2, . . . , n − 1}, then the approx. ratio ≤ (k + 1).
Computational Experiments
All experiments were run using our pricedown software on a 48-core AMD Opteron 6176 machine with 256GB of memory running Red Hat Enterprise Linux 5.8. We compiled pricedown using gcc-4.7.0. pricedown is single-threaded and all times reported are "user time."
Basic Experiments
We compare the following heuristics:
• Guru: The algorithm described in Section 6 based on the heuristic by Guruswami et al. [5] .
• Guru: Algorithm Guru followed by iterating the operators Π and C until a fixed point is found.
• MaxR Fast-DK: Fast-DK initialized with the MaxR heuristic.
• MaxR Global-DK: full line search algorithm Global-DK, initialized with the MaxR heuristic.
• Guru GRH-SubTree: Initialize with Guru and then use GRH-SubTree (the version of GRH where the direction set is the set of incidence vectors of bottom-up subtrees of the shortest path tree).
• Cell-Pierce:
We used two families of test data. For each m and n in {10, 20, 40, 60, 80, 100}, we generated ten m × n problems by selecting each reservation price, segment size, and competitor surplus uniformly among the integers between 0 and 1000. For these problems, we report the average CPU time and the ratio of the heuristic objective value to the LP relaxation objective value. These results are recorded in Table 7 .1. We used the optimal objective value of the following (lifted) LP relaxation:
The above LP relaxation uses the auxiliary variables p ij and v ijk . Some version of p ij variables seem necessary in formulating the bilinear terms π j θ ij in a MIP. The v ijk variables allow an efficient lifting of various aggregation strategies for the large number of constraints resulting from this linearization. For some examples of such constraint aggregations, see [11] . Our lifted formulation above unifies such strategies and it is at least as strong as any LP relaxation resulting from such aggregation strategies.
We see from the results in the Table 7 .1 that the largest instance in the table only took 0.078 seconds to solve with a provable guarantee of being at least 66.78% of the optimal value. When the number of products, m, is much smaller than the number of customer segments and the test data is generated as above, Global-DK produced better solutions than Fast-DK; however, in other cases, Fast-DK did very well. Overall, our algorithms based on Generalized Reassignment Heuristic, Guru GRH-SubTree and Cell-Pierce, performed in a more robust manner, generating feasible solutions with objective value at least as good as the best of Fast-DK and Global-DK. Moreover, in some cases, these good solutions were attained in a fraction of the time spent by MaxR Global-DK. Based on the computational results, we also suggest that Guru can serve as a robust initialization heuristic for optimal pricing problems.
Large-Scale Experiments
Our second data set is generated as follows. For each m in {200, 400, 600, 1000} and each n in {5000, 10000, 20000, 40000}, we generated one m × n problem. To do this, we generated an (m + 5) × 20 matrix V and a 20 × n matrix W choosing each entry uniformly from [−32, 32] . We formed W = U V , added normally distributed noise with mean zero and standard deviation 20, rounded to integers, and clamped negative entries at zero. The reservation price matrix is the first m rows of W , the competitor surplus vector is the elementwise maximum of the last five rows, and the segment sizes are drawn uniformly from the integers in [512, 1023] . We also generated these instances with m ∈ {5000, 10000, 20000, 40000} and n ∈ {200, 400, 600, 1000}. Table 1 : Average gaps (ratio of the heuristic objective value to the LP relaxation objective value) and computation times for the tested heuristics on 10 test cases of the specified sizes.
For these problems, we report the CPU time taken and the improvement over the Guru heuristic. We put an 86400-second CPU time limit and an 32GB memory limit on each run. These results are recorded in Table 7 .2. It may seem implausible that, in practice, one would try to hawk tens of thousands of distinct but interchangeable products at a large number of distinct customer segments whose preferences can be determined to such precision that high confidence could be placed in a reservation price matrix. This is indeed implausible, but being able to solve (even heuristically) large pricing problems can make various modelling tricks practical.
The large values of m can be explained by a need to treat product bundling decisions optimally (for a classical MIP approach see [7] ). In many applications, a company may offer only 20-100 products; however, the company may also offer bundles of these products. (Indeed, declaring the price of a bundle as the sum of the prices of its ingredients rarely leads to an optimal solution.) Our framework can handle bundling by treating each bundle as a new product. As the number of bundles increase so does the number of products, m, in our formulation.
The large values of n can be explained by the large amount of data available to the companies about their current and potential customers. Due to very detailed information gathered by the companies about their customers (e.g., zip code) including the information gathered through customer loyalty programs (what and when each customer is buying, their exact address, income level, etc.) and the data mining tools allowing the analysis of these data, the companies are able to divide their current and potential customers into very many customer segments. Moreover, in our mathematical model, we had a unit demand assumption (each customer in a customer segment buys at most one product), an obvious way to relax this assumption in practice is to simulate the behaviour of a given customer by many customers in the mathematical model. Clearly, these tricks can increase the number of customer segments very significantly.
In addition, the readers may wonder whether it is reasonable to generate these large-scale instances from small rank, e.g., rank 20, matrices. Indeed, our discussion above of why the large-scale instances may be necessary to solve in practice explains that even though m and n themselves may be very large, usually there is a small number (like 20) of most important driving/determining main factors for m as well as n. Clearly, the addition of random noise is justified by the difficult nature of quantifying customer preferences.
Many other metrics could be considered here; we also performed experiments with many different combinations of our algorithms during [2009] [2010] [2011] [2012] . In this section, we only reported the results for the very few versions that we thought were most interesting. However, we provide the C++11 source to pricedown, our input files, and our computation logs at http://csclub.uwaterloo.ca/∼tmyklebu/pricing/ interested researchers may freely construct and try out their favourite variants.
Our most sophisticated and resource consuming algorithm is Cell-Pierce. During our preliminary experiments, for each cell, the algorithm considered Θ(m 2 ) directions. This was extremely time-consuming for the large instances. We then tried doing some preprocessing in every iteration to determine first which constraints are tight for the current cell at the current price vector and then use only the directions e i ± e j that arise from those inequalities. This latter idea worked very well computationally and our reported results use this version.
The results in Table 7 .2 suggest that the iterated operator part of the heuristic Guru does not improve the objective value much over the results of the basic heuristic Guru when n is much larger then m (even though the former can be very time consuming). On the other hand, when m is much larger then n, Guru can improve the objective value as much as 23% over that of Guru objective value. We see that the behaviours of the algorithms that we noticed during our basic experiments (see Table 7 .1) are still present in these large-scale experiments and they are only magnified. A very promising result is that our most sophisticated heuristics Guru GRH-SubTree and Cell-Pierce also continued their good behaviour observed in the basic experiments, generating good feasible solutions within generally reasonable computation times.
Conclusions
We provided very efficient implementations of DK88 for optimal pricing problem and new heuristic algorithms that perform significantly better under various conditions. Our ideas may also be useful for other mixed integer programming problems where a similar decoupling of the continuous and integer variables is present.
