The skew elliptical distributions and their quadratic forms  by Fang, B.Q.
Journal of Multivariate Analysis 87 (2003) 298–314
The skew elliptical distributions and their
quadratic forms
B.Q. Fang1
Institute of Applied Mathematics, Academy of Mathematics and System Sciences,
Chinese Academy of Sciences, Beijing 100080, China
Received 16 June 2001
Abstract
In this paper, a family of the skew elliptical distributions is deﬁned and investigated. Some
basic properties, such as stochastic representation, marginal and conditional distributions,
distribution under linear transformations, moments and moment generating function are
derived. The joint distribution of several quadratic forms is obtained. An example is given to
show that the distributions of some statistics as the functions of the quadratic forms can be
derived for various applications.
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1. Introduction
The classical multivariate analysis has been developed on the theory of normal
distributions. There are two reasons for this development: analytical tractability and
the central limit theorem effect. For more ﬂexible data modelling, some families of
distributions, which include the normal distributions, are proposed. One family is the
family of the elliptical distributions (see e.g. [7]), which retains a kind of symmetry
of the normal distributions. The elliptical distributions are the parametric forms
of the spherical symmetric distributions, which are invariant under orthogonal
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transformation and have equal density on spheres if densities exist. Another family is
the family of the skew normal distributions studied in [4,5], which have an additional
parameter to regulate the skewness. Recently, there have been increasing interests in
the study of the skew normal distributions. Some of the studies have demonstrated
that the skew normal distributions are useful in data ﬁtting and analysis.
In this paper, combining these two directions, we propose and study a family of
the skew elliptical distributions, which includes the skew normal distributions in
[4,5], the skew elliptical distributions in [6] and a subset of the elliptical distributions.
This family of distributions has properties similar to those of the skew normal
distributions and is closed under marginalization, conditioning and linear
transformations. We obtain the moment generating function as the integral on the
space of ﬁxed lower dimension. We also show that an analogue to Fisher–Cochran
Theorem holds. Many of the statistics for statistical inference can be expressed as the
functions of quadratic forms. Thus, the results in this paper provide a way to obtain
the distributions of these statistics.
Section 2 gives the deﬁnition via density and equivalent deﬁnitions via stochastic
representation. Section 3 deals with the basic properties, including marginal and
conditional distributions, distributions under linear transformations and moments.
In Section 4 the moment generating functions are given. In Section 5 the
distributions of the quadratic forms are obtained under restrictions on the
parameters and the theory of distribution is applied to the example of two-sided
t-test.
2. Deﬁnitions
In this section we give deﬁnition for the skew elliptical distributions and their
stochastic representations. Some of the proofs in this section and the following
section are similar to those in [4,5], taking into account the properties of the elliptical
symmetric distributions (see e.g. [7]).
Let a random vector *v ¼ ðv0; v0Þ0 in Rn have spherical distribution, where vARk;
n ¼ k þ 1: Then it has a stochastic representation [7, p. 30]
v0
v
 !
¼d R u0
u
 !
; ð1Þ
where R¼d jjðv0; v0Þ0jj; ðu0; u0Þ0 ¼d ðv0; v0Þ0=jjðv0; v0Þ0jj has uniform distribution on the
unit sphere in Rn; independent to each other, jj  jj denotes L2 norm. The relationship
of (1) is one to one in the sense that, if ðv0; v0Þ0 has two such representations, then the
two R’s must have the same distribution [7, p. 38]. If ðv0; v0Þ0 has p.d.f. f ðv20 þ v0vÞ on
Rn; then R has p.d.f. gðrÞ on Rþ given by
gðrÞ ¼ 2p
n=2
Gðn=2Þ r
n1f ðr2Þ; r40; ð2Þ
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[7, p. 35]. The distribution of mþ A0 *v is called elliptical distribution, which depends
on A only through A0A [7, p. 42].
Denote by F1 the one-dimensional marginal distribution function of ðv0; vÞ0:
Let lAR; aARk be constant and O a k 	 k constant positive-deﬁnite matrix.
Let
c0 ¼ ð1þ a0OaÞ1=2: ð3Þ
By the property of the spherical distributions [7, p. 31],Z lþa0O1=2v
N
f ðv20 þ v0vÞ dv0 dv ¼ F1ðl=c0Þ:
We have the following deﬁnition.
Deﬁnition 1. Let f ; F1; c0; l; a and O be as above and xARk constant. Let zARk be a
random vector with p.d.f.Z lþa0ðzxÞ
N
f ðy20 þ ðz xÞ0O1ðz xÞÞ dy0jOj1=2=F1ðl=c0Þ; zARk: ð4Þ
Then z is called to have the skew elliptical distribution and denoted by
zBSkðx;O; l; a; f Þ:
P.d.f. (4) can be written as
fkððz xÞ0O1ðz xÞÞjOj1=2
FqðzÞðlþ a0ðz xÞÞ
F1ðl=c0Þ ; ð5Þ
where fkðv0vÞ is the k-dimensional marginal p.d.f. of f ðv20 þ v0vÞ; Fa is the distribution
function of v0 given v
0v ¼ a; qðzÞ ¼ ðz xÞ0O1ðz xÞ [7, p. 40]. Thus the p.d.f. of the
skew elliptical distribution is the k-dimensional marginal p.d.f. of a k þ 1-
dimensional elliptical distribution multiplied by a factor, which is a function of
qðzÞ; a0ðz xÞ; a0Oa and l: If l ¼ 0; the skew elliptical distribution in Deﬁnition 1
reduces to the skew elliptical distribution deﬁned by Branco and Dey [6]. If a ¼ 0;
then Skðx;O; l; a; f Þ is elliptical distribution with p.d.f.
R l
N f ðy20 þ ðz xÞ0O1ðz
xÞÞ dy0jOj1=2=F1ðlÞ: If l ¼ 0; a ¼ 0; then Skðx;O; l; a; f Þ is elliptical distribution
with p.d.f. fkððz xÞ0O1ðz xÞÞjOj1=2: If f ðxÞpexpðx=2Þ; then the skew elliptical
distribution reduces to the skew normal distribution. In this case the notation
Skðx;O; 0; a; f Þ corresponds to SNkðx;O; ðdiagOÞ1=2aÞ in [4, p. 584].
Clearly, if zBSkð0;O; l; a; f Þ; then zþ xBSkðx;O; l; a; f Þ: Let ðy0; y0Þ0ARn have
elliptical distribution with p.d.f.
f ðy20 þ y0O1yÞjOj1=2; y0AR; yARk; O40: ð6Þ
Then zBSkðx;O; l; a; f Þ deﬁned in Deﬁnition 1 has the stochastic representation
z¼d xþ ðy j lþ a0y4y0Þ: ð7Þ
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This form of representation for the skew normal distributions (with l ¼ 0 in the
notation here) is obtained in [5, Proposition 1]. Let
d ¼ Oa=c0; O
 ¼
1 d0
d O
 !
; G1 ¼
c10 d0O1
0 I
 !
: ð8Þ
Make the transformation ðx0; x0Þ0 ¼ G1ðy0; y0Þ0 . If ðy0; y0Þ0 has p.d.f. (6), then ðx0; x0Þ0
has p.d.f.
f ððx0; x0ÞðO
Þ1ðx0; x0Þ0ÞjOj1=2c0: ð9Þ
Hence zBSkðx;O; l; a; f Þ has the stochastic representation
z¼d xþ ðx j x0 þ l=c040Þ: ð10Þ
This form of representation for the skew normal distribution (with l ¼ 0 in the
notation here) is obtained in [5, Proposition 2].
The stochastic representations given in this section and a stochastic representation
(19) for the special case (l ¼ 0) in the next section are useful in generating the skew
elliptical distributions and we shall see that they are convenient in developing some
of the properties of the skew elliptical distributions. By stochastic representation (7)
or (10), the family of the skew elliptical distributions in Deﬁnition 1 can be extended
to include those which are not necessarily absolute continuous, if ðy0; y0Þ0 or ðx0; x0Þ0
is elliptical, but does not have density. We conﬁne the study in this paper to those
having p.d.f.’s.
3. Basic properties
We ﬁrst give a proposition to show that the family of the skew elliptical
distribution is closed under linear transformation, which is basic for developing
other results and important for a family of distributions to have good properties
when used to ﬁt the data and make inferences.
Proposition 1. Assume zBSkðx;O; l; a; f Þ: Let A be a k 	 k nonsingular constant
matrix and y ¼ A0z: Then
yBSkðA0x; A0OA; l; A1a; f Þ: ð11Þ
In particular, there is an A such that
A0zBSkðA0x; I ; l; ða
; 0Þ0; f Þ; ð12Þ
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where
a
 ¼ ða0OaÞ1=2: ð13Þ
This result for the skew normal distributions (with l ¼ 0 in the notation here) is
obtained in [4, Propositions 3, 4]. Formula (12) is a kind of ‘‘canonical form’’. By
Proposition 5, the correlations of the components of A0z are 0, which is a condition
weaker than independence in the case when A0z has the skew normal distribution.
The next proposition shows that the family of the skew elliptical distributions is
closed under marginalization and conditioning. However, the generating function f
in Deﬁnition 1 must be changed.
Proposition 2. Assume zBSkðx;O; l; a; f Þ: Partition z; x; a and O as
z ¼ z1
z2
 !
; x ¼ x1
x2
 !
; a ¼ a1
a2
 !
; O ¼ O11 O12
O21 O22
 !
;
where z1; x1 and a1 are m 	 1 and O11 is m 	 m: Partition v in (1) in the same manner
as z: Then
z1BSmðx1;O11; c1l; c1ða1 þ O111 O12a2Þ; fmþ1Þ; ð14Þ
where fmþ1ðv20 þ v01v1Þ is the m þ 1-dimensional marginal density of f ðv20 þ v01v1 þ v02v2Þ;
and
c1 ¼ ð1þ a02O22:1a2Þ1=2; ð15Þ
z2 j z1BSkmðxc2;O22:1; l2; a2; fqðz1ÞÞ; ð16Þ
where xc2 ¼ x2 þ O21O111 ðz1  x1Þ; O22:1 ¼ O22  O21O111 O12; l2 ¼ lþ ða1 þ
O111 O12a2Þ0ðz1  x1Þ; qðz1Þ ¼ ðz1  x1Þ0O111 ðz1  x1Þ; faðv20 þ v02v2Þ is the conditional
density of ðv0; v02Þ0 given v01v1 ¼ a; a40:
Proof. Without loss of generality, we prove for the case that x ¼ 0: Let Q be an
orthogonal matrix with ðc1;c1a02O1=222:1Þ as its ﬁrst row. Let
v0
y2
 !
¼ Q
y0
O1=222:1 ðz2  O21O111 z1Þ
 !
:
Then
y20 þ z0O1z ¼ z01O111 z1 þ v20 þ y02y2;
y0  ðlþ a0zÞ ¼ v0
c1
 ½lþ ða1 þ O111 O12a2Þ0z1:
By (4) the p.d.f. of z1 is proportional toZ
Rkm
Z c1lþc1ða1þO111 O12a2Þ0z1
N
f ðv20 þ z01O111 z1 þ y02y2Þ dy0 dy2;
ARTICLE IN PRESS
B.Q. Fang / Journal of Multivariate Analysis 87 (2003) 298–314302
which leads to (14). Now
f ðy20 þ z0O1zÞ ¼ fmðz01O111 z1Þfqðz1Þðy20 þ ðz2  O21O111 z1Þ0O122:1ðz2  O21O111 z1ÞÞ:
Thus by (4) the p.d.f. of z2 j z1 is proportional toZ l2þa02ðz2O21O111 z1Þ
N
fqðz1Þðy20 þ ðz2  O21O111 z1Þ0O122:1ðz2  O21O111 z1ÞÞ dy0:
This establishes (16) by Deﬁnition 1. &
Similar result for the skew normal distributions (with l ¼ 0 in the notation here) is
given in [4, Proposition 2, Eq. (13)]. Their proof is based on the p.d.f. in the form of
(5) (see [4, Eq. (9)]). However, their approach seems not extendable here, since FqðzÞ
depends on qðzÞ in general. The stochastic representation (10) is used to obtained the
marginal distributions for the skew elliptical distributions (with l ¼ 0 in the notation
here) in [6, Proposition 5.5] and can be applied to obtain the conditional distribution.
However, this approach is not simpler than the proof given here, since the new
parameters l and a must be calculated from the original parameters. Formula (16)
shows in order to have the conditional distributions of the sub-vectors of the same
type, an additional parameter l must be introduced in Deﬁnition 1 of the skew
elliptical distribution. The skew-Cauchy distributions deﬁned in [2] and the skew
normal distributions deﬁned in [3] have similar treatment. The parameter l also
provides a way to model the data where in generating the skew elliptical distribution
by (10), the condition is not restricted to the mean of the hidden variable x0: See [3,
p. 24] for this explanation. They also provide an example of ﬁtting a real data set by
the skew normal distribution, where using this additional truncation parameter is
appropriate.
In the following, we shall give a stochastic representation and moments
of the skew elliptical distribution under the condition that l ¼ 0: The
formulas obtained will be used to calculate the moments when this condition is
removed.
Let
D ¼ diagfð1 d2j Þ1=2g; G2 ¼
1 0
d D
 !
; ð17Þ
where d is given by (8). Make the transformation ðw0;w0Þ0 ¼ G12 ðx0; x0Þ0; where
ðx0; x0Þ0 has p.d.f. (9). Then ðw0;w0Þ has p.d.f.
f ðw20 þ w0DðO dd0Þ1DwÞc0jOj1=2jDj: ð18Þ
It can be shown that zBSkðx;O; 0; a; f Þ has the stochastic representation
z¼d xþ djw0j þ Dw: ð19Þ
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This stochastic representation for the skew normal distribution is obtained in [5,
Eq. (2.2)]. By (18) and (1),
w0
w
 !
¼d R
1 0
0 D1ðO dd0Þ1=2
 !
u0
u
 !
:
Denote by A0i the ith row of ðO dd0Þ1=2: By the independence of R and ðu0; u0Þ0;
E
Yk
i¼1
ðzi  xiÞpi
" #
¼ EðR
Pk
i¼1 piÞE
Yk
i¼1
ðdiju0j þ A0iuÞpi
" #
:
Let xBSkðx;O; 0; a; f0Þ; where f0ðxÞ ¼ ð2pÞn=2 expðx=2Þ: By the analysis above, we
have
E
Yk
i¼1
ðxi  xiÞpi
" #
¼ EðR
Pk
i¼1 pi
0 ÞE
Yk
i¼1
ðdiju0j þ A0iuÞpi
" #
;
where R20Bw
2
n: Hence the mixed moments of zBSkðx;O; l; a; f Þ when l ¼ 0 can be
obtained from those of the skew normal distributions as follows:
E
Yk
i¼1
ðzi  xiÞpi
" #
¼ EðR
Pk
i¼1 piÞ
EðR
Pk
i¼1 pi
0 Þ
E
Yk
i¼1 ðxi  xiÞ
pi
h i
; ð20Þ
where pi are nonnegative integers, and by (2),
EðRaÞ ¼ 2p
n=2
Gðn=2Þ
Z N
0
rn1þaf ðr2Þ dr: ð21Þ
In particular, the formulas in [8] for the skew normal distributions can be used in this
way to obtain the ﬁrst four moments of the skew elliptical distributions and the mean
and covariance of their quadratic forms. We omit these complicated formulas here.
We shall give the ﬁrst two moments if la0 in the following proposition. For
simplicity of exposition, we shall let the location parameter x ¼ 0: The same method
can be used to obtain the mixed moments of zBSkð0;O; l; a; f Þ from those with
l ¼ 0 by adding a term accounting for la0:
Lemma 1. Let gðuÞ be a function defined for uARþ and f ðv; uÞ a function defined for
vAR; uARþ: Suppose the integrals in the following formulas exist. ThenZ
Rp
gðx0xÞ
Yp
i¼1
jxij2ri1 dx ¼
Qp
i¼1 GðriÞ
GðPpi¼1 riÞ
Z N
N
jsj2
Pp
i¼1 ri1gðs2Þ ds; ð22Þ
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where ri40 ði ¼ 1;y; pÞ and pX1;
Z
Rp
f ða0x; x0xÞ dx ¼ p
p1
2
Gðp12 Þ
Z
R2
jy2jp2f ðjjajjy1; y21 þ y22Þ dy; ð23Þ
where aARp and pX2:
Proof. Formula (22) can be obtained from Fang et al. [7, p. 21, p. 22]. Formula (23)
can be obtained from Zhang and Fang [12, p. 468] for aa0: It can be checked that it
is also true for a ¼ 0 by (22). &
Proposition 3. Assume zBSkð0;O; l; a; f Þ and aa0: Let a
 be defined in (13) and c0;
F1 defined in Definition 1. If EðRÞ given by (21) with a ¼ 1 is finite, then
EðzÞ ¼ Oa
F1ðl=c0Þ
EðRÞGðn=2Þ
2c0p1=2Gððn þ 1Þ=2Þ þ
m1
a

 
; ð24Þ
where for kX2;
m1 ¼
p
k1
2
Gðk1
2
Þ
Z
R2
Z lþa
v1
a
v1
v1jv2jk2f ðv20 þ v0vÞ dv0
 
dv; ð25Þ
and for k ¼ 1;
m1 ¼
Z
R1
Z lþa
v
a
v
vf ðv20 þ v2Þ dv0
 
dv: ð26Þ
If EðR2Þ given by (21) with a ¼ 2 is finite, then
Eðzz0Þ ¼ 1
F1ðl=c0Þ O
EðR2Þ
2n
þ y2
 
þ Oaa0Oðy1  y2Þða
Þ2
" #
; ð27Þ
where for kX2;
y1 ¼ p
k1
2
Gðk1
2
Þ
Z
R2
Z lþa
 v1
a
v1
v21jv2jk2f ðv20 þ v0vÞ dv0
 
dv; ð28Þ
y2 ¼ p
k1
2
2Gðkþ1
2
Þ
Z
R2
Z lþa
v1
a
v1
jv2jkf ðv20 þ v0vÞ dv0
 
dv; ð29Þ
and for k ¼ 1;
y1 ¼
Z
R1
Z lþa
v
a
v
v2f ðv20 þ v2Þ dv0
 
dv;
y2 ¼ 0: ð30Þ
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Proof. Firstly, we suppose l ¼ 0; then by (20) and Azzalini and Capitanio [4,
Eq. (4)],
EðzÞ ¼ Oa EðRÞGðn=2Þ
c0p1=2Gððn þ 1Þ=2Þ; ð31Þ
Eðzz0Þ ¼ O EðR
2Þ
n
: ð32Þ
Secondly, we suppose O ¼ I and a ¼ ða
; 0Þ0: By the symmetry of f ðy20 þ z21 þPk
i¼2 z
2
i Þ in zi; we haveZ
Rk
Z lþa
z1
a
z1
zif y
2
0 þ z21 þ
Xk
i¼2
z2i
 !
dy0 dz ¼ 0; i ¼ 2;y; k;
Z
Rk
Z lþa
z1
a
z1
zizjf y
2
0 þ z21 þ
Xk
i¼2
z2i
 !
dy0 dz ¼ 0;
i ¼ 1;y; k; j ¼ 2;y; k; iaj:
By (22),Z
Rk
Z lþa
z1
a
z1
z1f y
2
0 þ z21 þ
Xk
i¼2
z2i
 !
dy0 dz ¼ m1;
Z
Rk
Z lþa
z1
a
z1
z21f y
2
0 þ z21 þ
Xk
i¼2
z2i
 !
dy0 dz ¼ y1;
Z
Rk
Z lþa
z1
a
z1
z2i f y
2
0 þ z21 þ
Xk
j¼2
z2j
 !
dy0 dz ¼ y2; i ¼ 2;y; k; kX2:
Thus by (4) and the ﬁrst part of the proof,
EðZÞ ¼
Z
Rk
Z lþa
z1
N
zf ðy20 þ z0zÞ dy0 dz=F1ðl=c0Þ
¼ 1
2
 2
Z
Rk
Z a
z1
N
þ
Z
Rk
Z lþa
z1
a
z1
 
zf y20 þ
Xk
i¼1
z2i
 !
dy0 dz=F1ðl=c0Þ
¼ 1
2
 a EðRÞGðn=2Þ
c0p1=2Gððn þ 1Þ=2Þ þ
m1
0
 !#" ,
F1ðl=c0Þ
and
Eðzz0Þ ¼ 1
2
 2
Z
Rk
Z a
z1
N
þ
Z
Rk
Z lþa
z1
a
z1
 
zz0f y20 þ
Xk
i¼1
z2i
 !
dy0 dz=F1ðl=c0Þ
¼ 1
2
EðR2Þ
n
I þ y1 0
0 y2I
 !#" ,
F1ðl=c0Þ:
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Finally, for general O; l and a; let A ¼ C1P; where C is such that O ¼ C0C; and
P ¼ ðP1; P2Þ is an orthogonal matrix with P1 ¼ Ca=a
 as its ﬁrst column. Let y ¼
A0z: Then yBSkð0; I ; l; ða
; 0Þ0; f Þ: The moments of z expressed by (24) and (27) can
be obtained from those of y by the second part of the proof by applying the
following identities:
C0P
a

0
 !
¼Oa; c0 ¼ ð1þ ða
Þ2Þ1=2;
C0P
m1
0
 !
¼Oam1=a
; C0PP0C ¼ O;
C0P
y1 0
0 y2I
 !
P0C ¼Oaa0Oðy1  y2Þða
Þ2 þ Oy2:
It can be checked that the above derivation is valid for k ¼ 1 if we let y2 ¼ 0 and the
blocks 0 vanish in ða
; 0Þ; ðm1; 0Þ and ðy10 0y2IÞ: This completes the proof. &
The following proposition can be obtained from Propositions 1 and 2 in the same
line as Azzalini and Capitanio [4, Proposition 5].
Proposition 4. Assume zBSkðx;O; l; a; f Þ: Let A be a k 	 k nonsingular constant
matrix and y ¼ A0z: Partition A ¼ ðA1; A2;y; AhÞ; where Ai is k 	 mi: Let yi ¼ A0iz:
Then
yiBSkðA0ix;Oyi ; lyi ; ayi ; fmiþ1Þ; ð33Þ
where Oyi ¼ A0iOAi; lyi ¼ cyil; ayi ¼ cyiðA0iOAiÞ1A0iOa; cyi ¼ ½1þ a0ðO
OAiðA0iOAiÞ1A0iOÞa1=2 and fmiþ1ðy20 þ y0iyiÞ is the mi þ 1-dimensional marginal
density of f ðy20 þ y0yÞ:
Proposition 5. Assume zBSkðx;O; l; a; f Þ and the first two moments of z exist.
Consider the following three conditions: (a) A0iOAj ¼ 0; iaj: (b) A0iOaa0 for at most
one i: (c) covðyi; yjÞ ¼ 0; iaj: Then (a) and (b) imply (c); if l ¼ 0; then under (c), (a)
and (b) are equivalent.
This proposition can be established by Proposition 3 for aa0 and the expression
of the covariance of the elliptical distribution for a ¼ 0 [7, p. 43]. Under a stronger
assumption that z has the skew normal distribution, independence among the yi is
attained (see [4, Proposition 6]).
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4. Moment generating function
The moment generating function of the skew elliptical distribution of k
dimension with p.d.f. (4) is an integral on Rkþ1: In this section we shall give its
expression as an integral on the space of lower dimension, minð4; k þ 1Þ: Thus the
formulas obtained will be useful for reducing the dimension. The result is also
the generalization of that for the skew normal distributions by Azzalini and Dalla
Valle [5, Eq. (2.13)] and the skew scale mixtures of normal distributions by Branco
and Dey [6, Eq. (4.1)].
Theorem 1. Let zBSkðx;O; l; a; f Þ: Then its moment generating function is
Mkðt; x;O; l; a; f Þ ¼ expðt0xÞMkðt; 0;O; l; a; f Þ: ð34Þ
If aa0; then Mkðt; 0;O; l; a; f Þ is given as follows. For kX3;
p
k
2
1
Gðk2  1Þ
Z
R3
jy3jk3 expðs2y2 þ s1y1Þ
	
Z lþa
y1
N
f ðy20 þ y0yÞ dy0
 
dy=F1ðl=c0Þ; ð35Þ
for k ¼ 2;
Z
R2
expðs2y2 þ s1y1Þ
Z lþa
y1
N
f ðy20 þ y0yÞ dy0
 
dy=F1ðl=c0Þ; ð36Þ
for k ¼ 1;
Z
R
exp ðs1yÞ
Z lþa
y
N
f ðy20 þ y2Þ dy0
 
dy=F1ðl=c0Þ; ð37Þ
where c0 is given by (3), a
 is given by (13),
s1 ¼ t
0Oa
a

; s2 ¼ ðt0Ot s21Þ1=2: ð38Þ
Proof. Since z xBSkð0;O; l; a; f Þ; (34) is true. Suppose O ¼ I ; a ¼ ða
; 0Þ0:
Thenn
Mkðt; 0; I ; l; a; f Þ ¼
Z
Rk
expðt0zÞ
Z lþa
z1
N
f ðy20 þ z0zÞ dy0 dz=F1ðl=c0Þ: ð39Þ
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If kX3; by (23) in Lemma 1, the dimension k in (39) can be reduced and (39) is
equal to
Z
Rk
exp t1z1 þ
Xk
i¼2
tizi
 ! Z lþa
z1
N
f y20 þ z21 þ
Xk
i¼2
z2i
 !
dy0
" #
dz=F1ðl=c0Þ
¼ p
k
2
1
Gðk
2
 1Þ
Z
R3
jy3jk3 exp t1y1 þ
Xk
i¼2
t2i
 !1=2
y2
0
@
1
A
	
Z lþa
y1
N
f ðy20 þ y0yÞ dy0
 
dy=F1ðl=c0Þ: ð40Þ
For general O40 and aa0; let A; C; P be given as in the proof of Proposition 3. Let
y ¼ A0ðz xÞ; then by Proposition 1, yBSkð0; I ; l; ða
; 0Þ0; f Þ and E½expðt0zÞ ¼
E½expðt0xþ ðA1tÞ0yÞ: Hence
Mkðt; 0;O; l; a; f Þ ¼ MkðA1t; 0; I ; l; ða
; 0Þ0; f Þ: ð41Þ
Now
A1t ¼ P0Ct ¼ a
0C0=a

P02
 !
Ct ¼ s1
P02Ct
 !
; ð42Þ
ðP02CtÞ0P02Ct ¼ t0C0ðI  P1P01ÞCt ¼ t0Ot
t0Oaa0Ot
ða
Þ2 ¼ s
2
2: ð43Þ
Substituting s1 and s2 given by (42), (43) for t1 and ð
Pk
i¼2 t
2
i Þ1=2 in (40) we obtain
(35). If k ¼ 2; let P2 be such that P02CtX0; then by (41), ðA1tÞ0z ¼ s1z1 þ s2z2; which
combined with (39) gives (36).
If k ¼ 1 with a40; then O1=2ðz xÞBS1ð0; 1; l; a
; f Þ and s1 ¼ tO1=2: The
moment generating function of z x can be obtained from that of O1=2ðz xÞ and
is given by (37). The case for k ¼ 1 with ao0 can be proved similarly. &
Corollary 1. Under the assumption of Theorem 1, if a ¼ 0; then Mkðt; 0;O; l; a; f Þ is
given as follows. For kX2;n
p
k1
2
Gðk1
2
Þ
Z
R2
jy2jk2 expððt0OtÞ1=2y1Þ
Z l
N
f ðy20 þ y0yÞ dy0
 
dy=F1ðlÞ; ð44Þ
for k ¼ 1;Z
R
expððOt2Þ1=2yÞ
Z l
N
f ðy20 þ y2Þ dy0
 
dy=F1ðlÞ: ð45Þ
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If, in addition, l ¼ 0; then Mkðt; 0;O; l; a; f Þ is given as follows. For kX2;
p
k1
2
Gðk1
2
Þ
Z
R2
jy2jk2 expððt0OtÞ1=2y1Þ
Z N
N
f ðy20 þ y0yÞ dy0
 
dy; ð46Þ
for k ¼ 1;Z
R
expððOt2Þ1=2yÞ
Z N
N
f ðy20 þ y2Þ dy0
 
dy: ð47Þ
Proof. If a ¼ 0 and kX2; by (22) in Lemma 1, (39) in the proof of Theorem 1 is
equal to
p
k1
2
Gðk1
2
Þ
Z
R2
jy2jk2 expððt0tÞ1=2y1Þ
Z l
N
f ðy20 þ y0yÞ dy0
 
dy=F1ðlÞ: ð48Þ
If zBSkð0;O; l; 0; f Þ; then O1=2zBSkð0; I ; l; 0; f Þ: Substituting t0Ot for t0t in (48) we
obtain (44). &
Theorem 1 shows that the m.g.f. of Skðx;O; l; a; f Þ depends on t; O and a only
through t0Ot; a0Oa and t0Oa:
An important subclass of the spherical distributions is the family of the scale
mixtures of normal distributions, the densities of which have the form
f ðx0xÞ ¼ ð2pÞn=2
Z N
0
exp x
0x
2r2
 
rnhðrÞ dr;
where hðrÞ is a p.d.f. on ð0;NÞ: If f in Deﬁnition 1 belongs to this family, then we
obtain a family of the skew scale mixtures of normal distributions. By Azzalini and
Dalla Valle [5, Proposition 4],Z
expðs1y1Þf y1
r
  Z lþa
y1
N
f
y0
r
 
dy0
 
dy1 ¼ F lþ a

s1r2
rð1þ ða
Þ2Þ1=2
 !
exp
s21r
2
2
 
;
where f and F are the p.d.f. and distribution function of the standard normal
distribution respectively. The moment generating function given by Theorem 1 with
x ¼ 0 can then be expressed asZ N
0
exp
t0Otr2
2
 
F
lþ t0Oar2
rð1þ a0OaÞ1=2
 !
hðrÞ dr=F1ðl=c0Þ;
which leads to the m.g.f. obtained by Branco and Dey [6, Eq. (4.1)] if l ¼ 0:
5. Quadratic forms
Quadratic forms arise in many applications. Genton et al. [8] present two examples
in time series and spatial statistics. They obtain the ﬁrst two moments for these
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quadratic forms if the sample comes from the skew normal distributions. We shall
show that under certain conditions the joint distribution of the quadratic forms of
the skew elliptical distributions can be obtained and an analogue to Fisher–Cochran
Theorem (see e.g. [11, p. 185]) holds for the skew elliptical distributions. We make
the assumption that l ¼ 0 and x ¼ 0 in this section.
Deﬁnition 2. Let x have the Dirichlet distribution Dhþ1ða1;y; ah; ahþ1Þ; ai40;
i ¼ 1;y; h; ahþ1X0; where if ahþ140; the p.d.f. of x is given in Johnson and
Kotz [10, (31), p. 233]; if ahþ1 ¼ 0; Dhþ1ða1;y; ah; ahþ1Þ denotes Dhþ1ða1;y; ahÞ; i.e.
ðx1;y; xh1ÞBDhða1;y; ah1; ahÞ and xh ¼ 1
Ph1
i¼1 xi: Let R have p.d.f. gðrÞ;
r40; and independent to x: Then the random vector deﬁned by
w¼d R2x ð49Þ
is said to have the generalized Dirichlet distribution and denoted by
wBGhþ1ða1;y; ah; ahþ1; gÞ:
It can be proved that if ahþ140; then the p.d.f. of w is
GðaÞQhþ1
i¼1 GðaiÞ
Yh
i¼1
wai1i
Z N
ð
Ph
i¼1 wiÞ
1=2
r2 
Xh
i¼1
wi
 !ahþ11
gðrÞr2aþ2 dr; ð50Þ
where a ¼Phþ1i¼1 ai: If ahþ1 ¼ 0 and ai ¼ pi=2; i ¼ 1;y; h; where pi is integer, then
the p.d.f. of w is
paQh
i¼1 Gðpi=2Þ
Yh
i¼1
w
pi
2
1
i f
Xh
i¼1
wi
 !
;
where f is related to g by (2) with n ¼ 2a (see [1, Lemma 2]).
Theorem 2. Suppose zBSkð0; I ; 0; a; f Þ and Bi is a k 	 k symmetric matrix,
i ¼ 1;y; h: Then
ðz0B1z;y; z0BhzÞBGhþ1 p1
2
;y;
ph
2
;
phþ1 þ 1
2
; g
 
; ð51Þ
where phþ1 ¼ k 
Ph
i¼1 pi; g is given by (2), if and only if
B2i ¼ Bi; BiBj ¼ 0; iaj; rankðBiÞ ¼ piX1; i ¼ 1;y; h: ð52Þ
Proof. A variant of (10) in the case l ¼ 0 and x ¼ 0 is
z¼d x if x040;x if x0p0;
(
ð53Þ
where ðx0; x0Þ0 has p.d.f. (9). It follows that the distribution of ðz0B1z;y; z0BhzÞ does
not depend on a: Thus we may suppose a ¼ 0: Then z has spherical distribution with
p.d.f. fkðz0zÞ; the k-dimensional marginal p.d.f. of f ðz20 þ z0zÞ: Denote by ðz0; z0Þ0 the
full random vector. Let g be related to f by (2) and gk related to fk by (2) with n
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replaced by k: Then
z0
z
 !
¼d Rd0u0
Rd1u
 !
;
where R has p.d.f. gðrÞ; d1X0; d21BBetaðk2; 12Þ; u0; u are uniformly distributed on the
unit spheres of dimension 1 and k; respectively, and they are independent [7, p. 33].
Let u be further partitioned as u ¼ ðu01;y; u0h; u0hþ1Þ0; where ui is pi-dimensional and
uhþ1 vanishes if phþ1 ¼ k 
Ph
i¼1 pi ¼ 0: Let
y ¼ jju1jj
2
jjujj2 ;y;
jjuhþ1jj2
jjujj2
 !
:
Then yBDhþ1ðp12 ;y; ph2 ; phþ12 Þ and R; d1 and y are independent. Let w ¼ R2d21y: By the
stochastic representation of the Dirichlet distribution as the multivariate Liouville
distribution in [9, Example 1.2, Theorem 3.2], d21yBDhþ1ðp12 ;y; ph2 ; phþ1þ12 Þ: Since R2
and d21y are independent,
wBGhþ1
p1
2
;y;
ph
2
;
phþ1 þ 1
2
; g
 
: ð54Þ
By the stochastic representation of ðz0; z0Þ0; Rd1 ¼d jjzjj has p.d.f. gk: Thus by the
independence of Rd1 and y;
wBGhþ1
p1
2
;y;
ph
2
;
phþ1
2
; gk
 
; ð55Þ
We conclude that Ghþ1ðp12 ;y; ph2 ; phþ1þ12 ; gÞ and Ghþ1ðp12 ;y; ph2 ; phþ12 ; gkÞ are identical
distributions.
It has been established by Anderson and Fang [1, Theorem 3] that if PðjjzjjÞ ¼ 0;
then
ðz0B1z;y; z0BhzÞBGhþ1 p1
2
;y;
ph
2
;
phþ1
2
; gk
 
; ð56Þ
where phþ1 ¼ k 
Ph
i¼1 pi; if and only if (52) holds. Since we consider the skew
elliptical distribution which is absolutely continuous distribution only, (52) is also
necessary and sufﬁcient for (51). This completes the proof of Theorem 2. &
Corollary 2. Suppose zBSkð0;O; 0; a; f Þ and Bi is a k 	 k symmetric matrix
i ¼ 1;y; h: Then
ðz0B1z;y; z0BhzÞBGhþ1 p1
2
;y;
ph
2
;
phþ1 þ 1
2
; g
 
; ð57Þ
where phþ1 ¼ k 
Ph
i¼1 pi; g is given by (2), if and only if
BiOBi ¼ Bi; BiOBj ¼ 0; iaj; rankðBiÞ ¼ piX1; i ¼ 1;y; h:
ARTICLE IN PRESS
B.Q. Fang / Journal of Multivariate Analysis 87 (2003) 298–314312
Corollary 3. Suppose zBSkð0;O; 0; a; f Þ and B is a k 	 k symmetric matrix with rank
pX1; such that BOB ¼ B: Then
z0BzBG2
p
2
;
k  p þ 1
2
; g
 
; ð58Þ
where g is given by (2).
If in Theorem 2 f ðxÞ ¼ ð2pÞn=2 exp ðx=2Þ; then by calculation the p.d.f. of (57)
is the product of the p.d.f.’s of w2pi ; which leads to Fisher–Cochran Theorem for the
skew normal distribution in [4, Proposition 9]. The following example shows that in
applications the distributions of some statistics can be obtained using Theorem 2.
Example. Two-sided t-test. Let zBSkðx; s2I ; 0; a; f Þ: Let g be deﬁned in (2). Without
loss of generality suppose x ¼ 0: The statistic is T ¼ k1=2j%zj=s; where %z and s2 are the
sample mean and variance of zi: Thus T
2 ¼ ðk  1Þz0B1z=z0B2z; where B1 ¼ 110=k;
B2 ¼ I  B1 with 1 ¼ ð1;y; 1Þ0: Then Bi satisfy the conditions of Theorem 2. Thus
ðz0B1z; z0B2zÞ¼d R2D3ð12; k12 ; 12; gÞ; where g is related to f by (2). The statistic T2 is the
ratio of independent w21 and w
2
k1 multiplied by k  1; which is F distribution
with degrees 1 and k  1: The distribution of T is the same for all a and all f
including the normal one. More generally, the distribution of the F statistic
ðp2=p1Þðz0B1zÞ=ðz0B2zÞ with Bi satisfying the conditions in Theorem 2 and Bix ¼ 0 is
the same for all f and a:
6. Conclusion
In this paper a family of the skew elliptical distributions is studied. It includes the
skew normal distributions and the marginal distributions of the elliptical
distributions of one higher dimension. The skew elliptical distributions have desired
properties and are more ﬂexible for data modelling by introducing parameters
representing skewness. The deﬁnition of the skew elliptical distributions is by
probability density function. Three stochastic representations are given, of which (7)
is directly related to the p.d.f., (10) is useful for invariance argument in the derivation
of the distribution of the quadratic forms and (19) is convenient for the calculation
of the mixed moments. A ‘‘canonical form’’ (12) provides basis for deriving many
properties. In Theorem 1 the moment generating function is obtained as an integral
on the space of dimension not greater than the minimum of 4 and k þ 1; where k
denotes the dimension of the random vector under consideration. In Theorem 2 the
joint distribution of several quadratic forms is given, which leads to invariant
distribution of certain statistics when the skewness parameter a and the generating
function f vary.
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