The following notations are used in this paper. For an RNA sequence x, x i is the i-th base in x, and |x| is the length of x. A secondary structure θ of an RNA sequence x is represented as an upper triangular binary matrix θ = {θ ij } i<j , where θ ij is 1 if x i and x j form a base-pair and 0 otherwise. We denote by S(x) the space of all secondary structures of an RNA sequence x. For a multiple alignment A of RNA sequences, |A| is the length of the alignment A. Since S(x) only depends on the length of the RNA sequence x, we denote by S(A) the space of secondary structures of an RNA sequence whose length is equal to |A|.
CCAAG--GGC CAUAAAAUGU -CGAGACGGC (((...))).
Prediction CCAAG--GGC CAUAAAAUGU -CGAGACGGC (.(...).).
Reference compare Figure S1 : Evaluation Process 1. We assume that the reference (common) secondary structure of the input multiple alignment is given. The comparison between a predicted structure and the reference structure is based on the base-pairs in the secondary structures (using the sensitivity (SEN), the positive predictive value (PPV) and the Matthews Correlation Coefficient (MCC) with respect to base-pairs).
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. . As shown in Fig. 2 in the main manuscript, we assume that we obtain a set of probability distributions {p x (θ|A)} x∈A where p x (θ|A) is a probability distribution, given the alignment A, of the secondary structures of the RNA sequence x ∈ A. (Note that x might contain several gaps.) We consider a gain function G(θ, y) between two secondary structures, θ (reference) and y (prediction), having the same length. These assumptions are consistent with Evaluation Process 2. Then, we obtain the following general estimator for common secondary structure.
where S = S(A) (note that S = S(A) = S(x) for all x ∈ A). In other words, the estimator of Eq. (S3) predicts the common secondary structure by maximizing the sum of the expected gain over all the RNA sequences in the alignment A. A straight-forward way for obtaining p x (θ|A) is to define p x (θ|A) = p (mcc) (θ|x) or p x (θ|A) = p (contra) (θ|x).
A.4.3 Relation between the estimator (E1) and (E2)
The two estimators (E1) in Eq. (S2) and (E2) in Eq. (S3) are closely related to each other. It is easily seen that the estimator (E2) of Eq. (S3) is equivalent tô
where p(θ|A) is the averaged probability distribution
where n is the number of sequences in A. 
A.5 State-of-the-art algorithms with MEA-based estimators
In this section, we describe several state-of-the-art algorithms by using the context of MEA-based estimators. This representation is useful in our classification of the algorithms ( Table 1 in the main manuscript).
A.5.1 CentroidAlifold [4]
CentroidAlifold is considered as the estimator (E2) of Eq. (S3) as follows. For γ > 0, the gain function G(θ, y) in Eq. (S3) is given by
where TP(θ, y) and TN(θ, y) are defined in Eq. (S1). As shown in [4] , this gain function is consistent with the widely used accuracy measures of secondary structure prediction, namely, SEN, PPV and MCC with respect to base-pairs. (Note that those accuracy measures are also used in our evaluation processes.) By using the parameter γ, we are able to adjust SEN and PPV for a predicted structure. In order to obtain p x (θ|A) in Eq. (S3), we first define the probability distribution p(θ|x) on S(x), where x might contain several gaps, as follows.
where x ′ and θ ′ are the RNA sequence and the RNA secondary structure that are obtained by removing all gaps in x and θ, respectively. The distribution p(θ ′ |x ′ ) is taken to be p (mcc) (θ ′ |x ′ ) (McCaskill model [12] ) or p (contra) (θ ′ |x ′ ) (CONTRAfold model [3] ). [2, 6] RNAalifold [2, 6] maximizes a score that combines the free energy of each RNA sequence in the input alignment with the covariance bonus. Also, by using the score, a probability distribution of common secondary structures is introduced (we call it RNAalipffold model in the manuscript).
A.5.2 RNAalifold
To compare RNAalifold with the other MEA-based algorithms, we give the following (in-direct) implications. From a probabilistic viewpoint, RNAalifold is equivalent to the maximum likelihood (ML) estimator for the probability distribution of the (common) secondary structures given by the RNAalipfold model:ŷ
This is naturally considered as the estimator (E1) of Eq. (S2) as follows. The gain function G in Eq. (S2) is given by
where δ is the delta function that gives 1 only when the secondary structure θ is exactly the same as y, and the probability distribution p(θ|A) in Eq. (S2) is given by p (alipffold) (θ|A). [2, 4] We can employ the MEA-based method (or posterior decoding method), such as γ-centroid estimator, with respect to RNAalipffold model. RNAalipffold-Centroid is the γ-centroid estimator [4] with RNAalipffold model. This is equivalent to the estimator (E1) of Eq. (S2) in which G(θ, y) = G (centroid) γ (θ, y) (Eq. (S6)) and p(θ|A) = p (alipffold) (θ|A) (RNAalipffold model). [13] Although the authors did not state it explicitly, the main part of PETfold can be considered as the estimator (E2) in Eq. (S3) as follows. First, the probability distribution p x (θ|A) in Eq. (S3) is defined by a mixture of the McCaskill and Pfold models:
A.5.3 RNAalipffold-Centroid

A.5.4 PETfold
where β is the same parameter that appears in the original paper [13] . (Precisely speaking, p mcc (θ|x) is extended to the sequence with gaps by using Eq. (S7).) As a default, equal weight to p (pfold) and p (mcc) is given (β = 1). Second, the gain function G(θ, y) in Eq. (S3) is given by
where θ * and y * are the symmetric extensions of (the upper triangular matrices) θ and y, respectively. (i.e., θ * ij = θ ij for i < j and θ * ij = θ ji for j < i. The extension for y is similar.) This gain function is the same as the one used in CONTRAfold [3] for conventional secondary structure prediction. Then, the estimator (E2) of Eq. (S3) is equivalent to the main part of the PETfold algorithm. In addition, PETfold employs some heuristics with the above estimator that select reliably conserved substructures before estimating the common secondary structure [13] .
A.5.5 Pfold [10, 9] The current version of Pfold [10] is equivalent to the estimator (E1) of Eq. (S2), in which G(θ, y) = G (contra) 1 (θ, y) (i.e. G (contra) γ (θ, y) with γ = 1) and p(θ|A) = p (pfold) (θ|A) (Pfold model). (Note that the previous version of Pfold [9] employs G δ as the gain function.) [4, 10] Pfold-Centroid is the γ-centroid estimator with Pfold model, that is, the estimator (E1) of Eq. (S2) where the gain function is given by G (centroid) γ (θ, y) and the probability distribution is given by p (pfold) (θ|A).
A.5.6 Pfold-Centroid
A.5.7 McCaskill-MEA [8]
McCaskill-MEA can be naturally considered as the estimator (E2) of Eq. (S3) where the gain function G(θ, y) is given by G (contra) γ (θ, y) (Eq. (S10)) and the probability distribution p x (θ|A) is given by Eq. (S7) with the McCaskill model [12] . Note that Hamada et al have shown that the McCaskill-MEA is consistently worse than CentroidAlifold in computational experiments [4] although the difference is only the gain functions. (2) in the main manuscript). We used the reference alignments. 
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