We introduce tautological system defined by prehomogenous actions of reductive algebraic groups. If the complement of the open orbit is a linear free divisor satisfying a certain finiteness condition, we show that these systems underly mixed Hodge modules. A dimensional reduction is considered and gives rise to one-dimensional differential systems generalizing the quantum differential equation of projective spaces.
These complexes can be filtered in such a way that their graded complexes are Koszul complexes, which become acyclic under our strongly Koszul hypothesis. This technique has been extensively used in [CM99, CMNM02, CMNM09, NM15] . In the last section, we consider the dimensional reduction of the tautological systems defined by linear free divisors. This again is parallel to considerations in toric mirror symmetry, where GKZ-systems are reduced to D-modules on the complexified Kähler moduli space. Here we use the direct image under the map given by the defining equation of the dual divisor. We obtain a two-dimensional D-module, modulo a conjecture on a reduction of a certain differential operator. If this conjecture holds true, it is shown that (the partial Fourier-Laplace transform of) the reduced module corresponds to a system already studied in detail in [GMS09] and [Sev11, Sev13] . In these papers, a concrete description for those systems had been found only by performing a rather complicated algorithm, whereas in the present work is is directly deduced from the shape of the tautological system. Let us fix some notation that will be used throughout this paper. For a smooth algebraic variety over the complex numbers, we let D X be the sheaf of algebraic differential operators on X. If X is affine or D-affine , we sometimes make no distinction between sheaves of D X -modules and their modules of global sections. The Fourier transformation for algebraic D-modules is used at several places and defined as follows. Definition 1.1. Let Y be a smooth algebraic variety, U be a finite-dimensional complex vector space and U ′ its dual vector space. Denote by E the trivial vector bundle τ : U × Y → Y and by E ′ its dual. Write can : U × U ′ → A 1 for the canonical morphism defined by can(a, ϕ) = ϕ(a). This extends to a function can : E × E ′ → A 1 . Define L := O E×Y E ′ e −can , the free rank one module with differential given by the product rule. Consider also the canonical projections p 1 : E × Y E ′ → E, p 2 : E × Y E ′ → E ′ . The partial Fourier-Laplace transformation is then defined by
If the base Y is a point we recover the usual Fourier-Laplace transformation and we will simply write FL. Notice that although this functor is defined at the level of derived categories, it is exact, i.e., induces a functor
We will also need a localized version of the Fourier-Laplace transformation, defined as follows. Suppose that U is one-dimensional, with coordinate s. We consider the Fourier-Laplace transformation with respect to the base Y as above, and we denote the coordinate on the dual fiber U ′ by τ . Set z = 1/τ and denote by j τ : G m,τ × Y ∨ ֒→ A 
Lie-Rinehart algebras and Spencer complexes
In this section we will be concerned with the following filtered rings (R, • the total order filtration for which C[x] is the order 0 part and s, ∂ 1 , . . . , ∂ n have order 1. The corresponding graded ring will be Gr R = C[x][ξ 1 , . . . , ξ n , s] with C[x] in degree 0 and ξ 1 , . . . , ξ n , s in degree 1.
In both cases the commutative C-algebra F 0 R coincides with C[x] and C[x] has a natural left R-module structure denoted by
(in case (ii) s annihilates C[x]). Moreover, any r ∈ F 1 R can be decomposed as r = r(1) + (r − r(1)) and so we obtain a natural decomposition
We have the following facts ( [Rin63] ; see also [NM15, Appendix A]):
• In case (i), the filtered ring (R, F • ) appears as the enveloping algebra of the Lie-Rinehart algebra
) with its natural filtration.
• In case (ii), the filtered ring (R, F
• ) appears as the enveloping algebra of the Lie-Rinehart algebra
) with its natural filtration. Here, the anchor map
Both cases are unified by the fact that R appears as the enveloping algebra of the Lie-Rinehart algebra
We will be especially interested in left R-modules of the form R R r1,...,rm with:
1 R for i = 1, . . . , m (resp. r 1 ∈ F 0 R and r i ∈ F 1 R for i = 2, . . . , m).
• The system {σ 1 (r 1 ), σ 1 (r 2 ), . . . , σ 1 (r m )} (resp. {σ 0 (r 1 ) = r 1 , σ 1 (r 2 ), . . . , σ 1 (r m )}) is linearly independent over
• The module i (C[x] · r i ) is closed under the Lie bracket.
The above hypotheses will allow us to consider Under the above hypotheses, let us call U = U(L) the enveloping algebra of L. The Cartan-Eilenberg-
e L, e = 0, . . . , m
where the left U-module structure comes exclusively from the left factor U of the tensor product, the differentials
and the augmentation is
Let us denote by Sp
Proof. One has to use two ingredients. The first one is the PBW theorem which asserts that, L being free over C[x], the graded ring Gr U coincides with the symmetric algebra of L over C [x] . The second one consists of filtering Sp
in such a way that the corresponding graded complex coincides with the augmented Koszul complex
We define the Spencer complex over R associated with r = (r 1 , . . . , r m ), denoted by Sp
, and its 0-cohomolgy is
Now, we will study some conditions on r = (r 1 , . . . , r m ) implying that the Spencer complex Sp
• R,r is a R-free resolution of R/R r 1 , . . . , r m . Proposition 2.2. Under the above hypotheses, assume that the sequence of symbols {σ 1 (r i ) | i = 1, . . . , m} (resp. {σ 0 (r 1 ), σ 1 (r 2 ), . . . , σ 1 (r m )}) is regular in Gr R. Then, the Spencer complexe Sp • R,r is concentrated in degree 0 and so it is a (left) R-free resolution of R/R r 1 , . . . , r m . Moreover, {r 1 , . . . , r m } is an involutive basis of the ideal R r 1 , . . . , r m , i.e. their symbols generate the ideal σ (R r 1 , . . . , r m ).
Proof. Let us prove the proposition in the case where r 1 ∈ F 0 R, r i ∈ F 1 R for i = 2, . . . , m and {σ 0 (r 1 ), σ 1 (r 2 ), . . . , σ 1 (r m )} is a regular sequence in Gr R.
As in the proof of Proposition 2.1 and [CMNM02, Th. 5.9], we are going to filter the complex Sp • R,r in such a way that the graded complex coincides with the Koszul complex of
But now we need, not to declare e L of order e, but we have to use the decomposition L = L 0 ⊕ L 1 , with L 0 of order 0 and L 1 of order 1. Namely, we consider the grading
and the filtration
which is easily seen to be compatible with the differentials. The corresponding graded complex is isomorphic to the Koszul complex over Gr R ≃ Sym Gr 1 R associated with the
i.e. the Koszul complex over Gr R associated with the sequence {σ 0 (r 1 ), σ 1 (r 2 ), . . . , σ 1 (r m )}, which by the hypotheses is acyclic in degree = 0, and we conclude that Sp The case where r i ∈ F 1 R for i = 1, . . . , m and {σ 1 (r 1 ), σ 1 (r 2 ), . . . , σ 1 (r n )} is a regular sequence in Gr R is easier and can be proven in a similar way by considering the filtration
and checking that the corresponding graded complex is isomorphic the Koszul complex over Gr R associated with the sequence {σ 1 (r 1 ), σ 1 (r 2 ), . . . , σ 1 (r m )}.
Free divisors, the Koszul hypotheses and the Bernstein module
From now on, we will write V = C n and V = C × V . We let (w 1 , . . . , w n ) be coordinates on V , and (w 0 , w 1 , . . . , w n ) coordinates on V . Let us introduce the following notation
We assume that h ∈ A V is a reduced quasi-homogeneous polynomial with weights (p 1 , . . . , p n ) of degree d and that D = {h = 0} ⊂ A n is a free divisor in the sense of [Sai80] , that is, that the module
, chosen in such a way that δ i (h) = 0 for i = 1, . . . , n − 1. 
Notice that the ring of logarithmic differential operators
is an isomorphism, or equivalently:
is generated by h, δ 1 , . . . , δ n−1 , χ − ds; and
This property implies that the b-function b h (s) of h satisfies the symmetry:
(c) The Logarithmic Comparison Theorem holds, or equivalently in terms of D V -module theory, the natural map
is an isomorphism. This property is equivalent to the following facts:
is generated by h −1 (this is a consequence of the fact that b h (s) has no integer roots < −1); and (c-2) The Spencer complex over D V associated with (δ 1 , . . . , δ n−1 , χ + d) is exact in degrees = 0.
Let us consider now a new variable w 0 and the rings
Let us consider h = h − cw d 0 , χ = χ + w 0 ∂ w0 with c ∈ C \ {0}. We are interested in the ideals
Let also consider the ring D V [s] endowed with the total order filtration, the ideal
Let us denote by Sp
• (β) the Spencer complex over D V associated with ( h, δ 1 , . . . , δ n−1 , χ − dβ), and let
Proposition 3.1. The complex Sp • (s) is concentrated in degree 0 and so it is a free resolution of N (s).
Moreover h, δ 1 , . . . , δ n−1 , χ − ds is an involutive basis of I(s).
Proof. We are going to use Proposition 2.2 for the case R = D V [s] together with the total order filtration (for which ∂ w0 , . . . , ∂ wn as well as s have degree 1). Notice that the symbols of the generators of I(s) with respect to that filtration are:
We have to show that they form a regular sequence in Gr
we deduce that h, σ(δ 1 ), . . . , σ(δ n−1 ), σ(χ) − ds, w 0 is a regular sequence. On the other hand,
, and in a similar way we deduce that
Proof. Since the generators of I(s) form an involutive basis and σ(s − β) = s, it is enough to check that the following sequence
We know that σ(δ 1 ), . . . , σ(δ n−1 ), σ(χ) is a regular sequence in Gr
Let us prove that
We filter by the degree in w 0 and since w d 0 , σ(δ 1 ), . . . , σ(δ n−1 ), σ(χ), s is a regular sequence, we are done. Now, we add the new variable ξ 0 and we know that
We repeat the procedure in the proof of Proposition 3.1 and we deduce first that
is a regular sequence, and second that
is a regular sequence.
Corollary 3.3. For any β ∈ C, the Spencer complex over D V associated with ( h, δ 1 , . . . , δ n−1 , χ − dβ) is a free resolution of N (β).
Proof. We proceed as in the proof of [NM15, Cor. (4.5)]:
Proposition 3.4. For any complex parameter β ∈ C, the D V -module N (β) is holonomic and the generators h − cw d 0 , δ 1 , . . . , δ n−1 , χ − β form an involutive basis of I(β).
Proof. The proposition is a consequence of the fact that the symbols of these generators
form a regular sequence in Gr D V , and this is proven following the same lines as in the proofs of the two preceding propositions. Now we are concerned with the question of the invertibility of the multiplication w 0 : N (β) → N (β). After Corollary 3.3, we are reduced to study the cokernel of the injective map w 0 : Sp
Theorem 3.5. The cokernel of w 0 : Sp
is acyclic whenever the following condition holds:
We consider the filtration F 
is strict with respect to F
and the right action of
So, the right action of
For each e = 0, . . . , n we have Taking the Gr ∂w 0 of (2) we obtain an exact sequence of graded (
where the action of w 0 on Gr ∂w 0 Q = D V [ξ 0 ] vanishes and the action of w 0 ξ 0 on the degree k piece Gr
So, the degree k piece Gr
• is isomorphic to the Spencer complex Sp
• DV ,r k over D V associated with r k = (h, δ 1 , . . . , δ n−1 , χ − dβ + k) and we have
is invertible, and so Gr
Remark: Actually, we do not need to assume that h is quasi-homogeneous. At most we need to have an Euler vector field, let us say with χ(h) = h. This is actually implied by the (SK) hypothesis (see [NM15, Prop. (1.9) and (1.11)]). On the other hand, instead of considering the deformation h = h − cw Let us also notice that if instead of taking a basis δ 1 , . . . , δ n−1 , χ as before, with δ i (h) = 0 for i = 1, . . . , n − 1 and χ(h) = h, we take a general basis δ 1 , . . . , δ n with δ i (h) = α i h for i = 1, . . . , n, our deformation ideal would be defined as 
Tautological systems and Fourier transformation
We introduce here the main playing character of this paper, which is a certain generalization of the A-hypergemetric system of Gelfand, Kapranov, Graev and Zelevinski (see, e.g., [GKZ90] , [Ado94] ). The main point is that the GKZ-systems are build from a given torus action on an affine space, and this will be replaced by an action of a more general algebraic group. The D-module thus obtained has been considered rather recently in a series of papers by Yau and others (see [LSY13, BHL + 14, LY13]), but the idea dates back to [Kap98] and [Hot98] . Let us start with the definition of a tautological system, which we adapt slightly to fit to our purpose. Recall that we write V = C n , with coordinates w 1 , . . . , w n and V = C w0 × V . We denote by V ∨ resp. V ∨ the dual spaces, with dual coordinates (λ 1 , . . . , λ n ) resp. (λ 0 , λ 1 , . . . , λ n ).
Definition 4.1. Let G be a reductive algebraic group acting on V via ρ : G ֒→ Gl(V ) and let dρ : g → End(V ) be the associated Lie algebra action. For any x ∈ g, we write Z (dρ)(x) ∈ Der V for the linear vector field on V given by
Let moreover X ⊂ V be a closed subvariety of V which is G-invariant, i.e., a union of G-orbits. Chose a Lie algebra homomorphism β : g → C. Then we consider the left ideal
and the quotientM(G, ρ, X, β) = D V /I(G, ρ, X, β). Moreover, we put
and call M(G, ρ, X, β) the tautological system associated to G, ρ, X and β. If all the input data are clear from the context, we also writeM :=M(G, ρ, X, β) and M := M(G, ρ, X, β).
Below we will consider, for a given tuple (G, ρ, V, β), a homogenized version of the action ρ, namely, we let G := G m × G and we consider V := A 1 × V together with the extended action
Given a G-variety X ⊂ V , let X be the closure of its cone
We will consider the "extended" differential systemš
where we write β : g ∼ = C × g → C for any Lie algebra homomorphism restricting to β on g. We are going to apply the above construction in the setup where the group and its action is defined by what is called a linear free divisor (see [BM06] ). Let us recall the basic notion. 
w i ∂ wi (notice that this vector field was called δ n in section 3, where it was defined for any quasi-homogenous free divisor). Notice that the pair (V, G) is a prehomogenous vector space (see, e.g., [Kim03] ), with discriminant locus D and open orbit V \D. We are going to study the tautological system as well as its extended version for the group G := A D . Let ρ : A D → Gl(V ) denotes the action of A D on V . Moreover, chose a point p ∈ V \D and put X := ρ(A D )(p). Actually, our construction (in particular, the tautological system associated to the divisor D) do not depend on the choice of the point p up to isomorphism, but we will not elaborate on this point here. We have the following lemma, which describes the geometry of the orbit closure X. Lemma 4.3. In the above situation, we have the following facts.
1. The orbit ρ(A D )(p) is closed, i.e., we have X = ρ(A D )(p).
Consider the extended action
Proof.
As has been shown in [GMS09, Section 3], the orbit ρ(A D )(p) is nothing but the fibre h
−1 (h(p)), which is obviously a closed subvariety of V .
2. This follows directly from the definition of the action ρ and from part 1.: By definition, the orbit ρ( A D ) ⊂ G m × V is simply the cone over the orbit ρ(A D ) ⊂ V , hence closed in G m × V by the first point. Hence the boundary of its closure in V is contained in the divisor {0} × V .
The next step is to give a more explicit description for the extended systemM( G, ρ, X, β) for the case G = A D .
Lemma 4.4. Let D ⊂ V be linear free, and let A D , ρ, X as above. Put β := 0 and β := (β 0 , 0). Theň
where δ 1 , . . . , δ n−1 is a basis of Der(− log h) and where χ = w 0 ∂ w0 + n i=1 w n ∂ wn . As a consequence, we have
Proof. We have I( X) = (h(p)w n 0 − h) since deg(h) = n. Moreover, for any x ∈ a D , the linear vector field Z dρ(x) is an element in Der(− log h). On the other hand, we have a D = C × a D , and for the element x = (1, 0) ∈ a D , the corresponding vector field Z dρ(x) is nothing but χ. Hence we getM = D V /(h(p)w n 0 − h, δ 1 , . . . , δ n−1 , χ − β 0 ), according to the definition ofM. To show the second statement, remark that under the isomorphism of C-algebras
corresponding to the Fourier-Laplace transformation functor, we have
, and the module Der(− log h ∨ ) is generated by the image of a D under the morphism
But this implies that a basis element δ i of Der(− log h) is sent under the Fourier-Laplace isomorphism to an basis element δ
The next step is to obtain a more functorial description of both M(G, ρ, X, β) andM(G, ρ, X, β). This has been carried out for the case G = G m in [SW09] and used extensively in [Rei14, RS17] . Let X 0 be the "open part" of X, i.e., 
As a matter of notation, for any complex number β 0 , we write O β0 Gm := D Gm /(t∂ t − β 0 ). However, from now on we will only consider the case where β 0 is a real number. Consider the D Gm×X module
Gm ⊠ O X . Notice that since β 0 ∈ R, the module N β0 underlies an element of MHM(G m × X, C). Then we have the following result.
Proposition 4.5. Suppose that D ⊂ V is linear free and satisfies (SK). Suppose that β 0 lies inside the good non-resonant set of Theorem 3.5, that is,
Consequently,M underlies a complex mixed Hodge module on V .
Proof. It follows the second point of the Lemma 4.3 that we can factor k as k = j • k ′ , where 
(notice that the direct image of O X under the closed embedding X ֒→ V is given by D V /(I(X), (θ) θ∈DerV (−X) )). It follows by comparing this expression to formula (3) that j +M = (k ′ • ι) + N . We now use Theorem 3.5, which tells us that for our choice of β 0 , the multiplication with w 0 is invertible onM. Hence we have thatM = j + j +M , and hencě
as required.
As a consequence, we obtain the following property of the tautological system associated to a linear free divisor satisfying the (SK) hypothesis. 
Then for all β 0 ∈ Z with β 0 < c the tautological system M( G, ρ, X, (β 0 , 0)) underlies an object in MHM( V ∨ ).
Before entering into the proof, we have to relate the Fourier-Laplace transformation entering in the definition of M to the Radon transformation of D P( V ) -modules, as has been done in [Rei14] , [RS17] as well as in [CDS17] . We recall the necessary definitions. 
Proof of Theorem 4.6. Consider the following diagram, where the dotted arrows denote functors on Dmodules, not maps.
It can be shown along the lines of [Rei14, Proposition 2.5, Lemma 2.6, Proposition 2.7] that for any β 0 ∈ Z we have the following isomorphism in
In particular, since FL is exact, it shows that the left hand side is actually an element in Mod(D V ∨ ), i.e., that we have
Notice also that for all β 0 ∈ Z, we have an isomorphism p
In particular, since the functors entering in the definition of R • c exist at the level of mixed Hodge modules, we obtain that the
Gm is an actual Hodge module, i.e., such that its perverse sheaf is defined over the rational numbers, and not just an element of MHM(G m , C) as in the case where β 0 is an arbitrary real number). To finish the proof of the theorem, we now use Proposition 4.5. As we assume that β 0 < c, which implies in particular that β 0 / ∈ ∪ k≥0 (k + n · {roots of b h (s)}), we can conclude that
which shows the statement of the theorem.
Remark: As already stated in the introduction, Theorem 4.6 should be considered as an analogue to [Rei14, Theorem 3.5.], which treats the case of GKZ-systems, i.e., where our group G is an d + 1-dimensional algebraic torus acting on an n + 1-dimensional affine space (noticed that [SW09, Corollary 3.8] plays a key role in the proof of this latter result in the same way that Theorem 3.5 is needed to show Theorem 4.6). In the paper [RS15a] , this kind of result is pushed further by not only showing that certain regular GKZ-systems underly mixed Hodge modules but proving that the associated Hodge filtration is simply the induced filtration by orders of differential operators (up to a shift). One of the main ingredients was the calculation of the certain b-function of the generator of the total Fourier-Laplace transform (corresponding to the moduleM in our notation) along the coordinate hyperplane w 0 , which was achieved using general estimations for such b-functions from [RSW15] . In the present situation, one would be much interested in a similiar result. The first interesting example is the so-called ⋆ 3 -quiver (see [GMNS09, Example 5.3.]), here the underlying graph is of Dynkin type, and hence the corresponding linear free divisor satisfies the (SK) hypothesis. A Macaulay2 calculation shows that that the b-function of the class of 1 in the moduleM( A D , ρ, X, β), i.e., the polynomial b(s) such that
has roots −2/3, −1/3, 0, 1/3, 2/3, 1, 1. This is in sharp contrast to [RSW15, Corollary 3.9] applied to the case of GKZ-systems with normal toric rings, where all roots are contained in [0, 1), this is crucially used in the proof of [RS15a, Theorem 3.16]. Hence we cannot expect that the Hodge filtration oň M( A D , ρ, X, β) (and consequently the one on M( A D , ρ, X, β)) is, up to a shift, given by the order filtration on D V (resp. the order filtration on D V ∨ ). Nevertheless, it is tempting to ask whether a formula for this Hodge filtration or an algorithm determining it exists, since this is closely related to the general question of how the Hodge filtration behaves on the module O V ( * D), a question that has raised much attention over the last years in the context of birational geometry, see, e.g. [MP16] .
Hyperplane sections and Gauß-Manin systems
We start this section with the following statement, which is a direct consequence of the corresponding results in the toric case, as worked out in details in [Rei14] and [RS15b, RS17] . Let c ∈ Z be the constant from formula (4).
w i λ i be the canonical pairing. Consider again the closed embedding g : X ֒→ V from above (see Lemma 4.3) and let ϕ be the composition
Then for all β 0 ∈ Z with β 0 < c there is an exact sequence in Mod(
where the left-resp. rightmost term are free O V ∨ -modules with the trivial connection (having H n−2 (X, C) resp. H n−1 (X, C) as flat sections).
Proof. From the definition of the various Radon transformation functors and the adjunction triangle for the embeddings Z ֒→ P( V ) × P( V ∨ ) and U ֒→ P( V ) × P( V ∨ ) we obtain exact triangles 
(this is the case β 0 = 0 from formula (5)), in particular, we must have
and since we have
This implies that the second triangle yields an exact sequence
Similarly to the proof of [Rei14, Theorem 2.1], it can be shown that
Similarly to [Rei14, Proposition 3.1, Proposition 3.3.] it follows that this sequence can be read in the category MHM( V ∨ , C), where appropriate versions of the Radon transformation functors can be defined. We obtain the following consequence for the partial Fourier transformation of the two (non trivial) D-modules in the above sequence.
Proof. The functor FL loc V ∨ is exact and kills kernel and cokernel of the map H 0 ϕ + O X×V ∨ → M( G, ρ, X, (β 0 , 0)) since these are are O V ∨ -locally free. This yields the statement of the corollary.
Remark: Notice that it follows from our main result (Theorem 4.6) that the partial Fourier transform FL loc V ∨ M( G, ρ, X, (β 0 , 0)) underlies an irregular Hodge module in the sense of [Sab15] . However, since we do not have control over the Hodge filtration of M( G, ρ, X, (β 0 , 0)) for the moment, this structure cannot yet entirely described. Next we are going to consider the dimensional reduction of the tautological system defined by the action of G = A D on V . Consider again the equation h ∨ of the dual divisor D ∨ , seen as a morphism
We have the following statement, which we state as a conjecture. We give a partial proof pointing out one missing element.
Conjecture 5.3. For any β 0 ∈ R, write M( * D ∨ ) for the localization
Then we have the following expression
.
Elements of the proof: First note that according to the second statement of Lemma 4.4, we have the following explicit expression of M( * D ∨ ): 
We then have (id
, where I is the ideal generated by the following operators:
where by
we mean the vector field obtained by replacing ∂ λj by ∂ λj + (∂ λj h ∨ )∂ t inside the field δ ∨ i . Now we have
Since h ∨ − t ∈ I, this vector field equals
In order to proceed, let δ
kl ∈ C. Then we have
∂ t modulo I, notice that for this to hold true it is essential that δ ∨ i is an operator of degree one. Since reductive linear free divisors are special in the sense of [GMS09, Definition 2.1], we have Trace(∆ (i) ) = 0 for all i = 1, . . . , n − 1, so that
, we obtain that I can be generated by the operators
It is clear that the operators
..,n , and similarly that the operator λ 0 ∂ λ0 + nt∂ t + (n + 1)
, we are left to show that the operator
For the moment, we are unable to carry out this calculation, which is the reason that the above statement remains a conjecture.
In the sequel, we assume the validity of the above conjecture, and draw some consequences. (z n b h (t∂ t ) − h ∨ (f ) · t, z 2 ∂ z + ntz∂ t ) .
Proof. By choosing an appropriate coordinate change on V (and the induced coordinate change on V ∨ ), we can assume that the equations of h and h ∨ are simply equal. This holds since for reductive prehomogenous we have h ∨ (λ) = h(w) if (w 1 , . . . , w n ) are unitary coordinates. But it is known (see [GS10, Theorem 2.5]) that for a linear free divisor D, its defining equation h can be defined over Q in appropriate coordinates. Consider the following diagram
here D is the morphism given by identifying V with V ∨ (and vice versa) via the chosen coordinates w 1 , . . . , w n on V and their dual coordinates λ 1 , . . . , λ n on V ∨ . In particular, this morphism send X ×V = h −1 (h(p)) × V ∨ isomorphically to (h ∨ ) −1 (h(p)) × V . It is easy to check that this diagram commutes (notice that here we use that (can, h ∨ ) = (can, h) • D which is true since h is defined over Q, and hence D * (can, h) = (can, h ∨ )). Since D induces an isomorphism
we conclude that we have an isomorphism
The second assertion follows by combining this result with Corollary 5.4.
Notice that this gives exactly the result in [Sev13, Theorem 4], which in turn was based on the rather involved algorithmic arguments of [GMS09, section 4]. Actually, it is possible to show Proposition 5.5 without assuming the (SK) hypotheses. However, in this case, since we do not have Theorem 3.5 available, more sophisticated arguments involving Fourier-Laplace transformation for mixed twistor modules are necessary (see the recent preprint [CDRS18] ). We postpone this discussion to a subsequent paper.
Remark:
The most basic case of linear free divisors (satisfying the (SK) hypotheses) is the normal crossing divisor given by h = w 1 · . . . · w n . It is well known that in this case G = A D = G n−1 m , and so the tautological system M(G, ρ, X, β) is nothing but but the GKZ-system M Hence it is reasonable to ask whether the more general tautological systems defined by prehomogenous group actions (say under the current hypotheses, i.e., with a linear free divisor satisfying (SK) as discriminant) can also be interpreted as quantum differential equations of some variety or orbifold. This is particularly interesting in the case of quiver discriminants, since one may hope to construct an appropriate A-model directly from the given quiver.
