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1 Introduction
The Boussinesq system of hydrodynamics equations arises from several physical prob-
lems when the fluid varies in temperature from one place to another, and we simulta-
neously observe the flow of fluid and heat transfer. The system couples incompressible
Navier–Stokes equations for the fluid velocity and the thermodynamic equation for the
temperature distribution. For the derivation of the Boussineq equations, see [3, 6, 24].
The mathematical theory of Navier–Stokes equations has been of the strong interest
in the mathematical commmunity for many years, the basic references are mono-
graphs [30] and [31]. The coupled system of incompressible Navier–Stokes problem
with the heat equation has been studied in both static and evolutionary cases by
many authors, e.g. see [5, 14, 16, 17] and the references therein.
In the present paper we study the Boussinesq system which consists with two evo-
lutionary partial differential equations of parabolic type. We impose mixed nonmono-
tone subdifferential boundary conditions. More precisely, we divide the boundary into
two parts. On one part the usual Dirichlet condition applies. On the other part, called
the contact boundary, we consider a nonmonotone friction law for the velocity, as well
as a nonmonotone law for the heat flux. Because of these nonmonotone conditions,
the formulation of the problem based on a variational inequality approach and the
notion of convex subdifferential can not be applied. It is worth noting that the sub-
differential boundary conditons for Navier–Stokes equations in the convex case have
been studied in [8, 9] and more recently in [13]. These authors consider multivalued
boundary conditions generated by the subdifferential of the norm function. Our work
generalizes some of the aformentioned results to the problems with boundary con-
ditions described by the Clarke subdifferential of locally Lipschitz functions, cf. [4].
For this reason, we use the theory of hemivariational inequalities to derive the weak
formulation of the problem. For the mathematical theory of hemivariational inequal-
ities modeling stationary (time–independent) problems, we refer to [10, 12, 25, 26]
and the references therein. For the evolutionary hemivariational inequalities and their
various applications to mechanics, we refer the reader to [18, 19, 20] and the recent
monograph [23].
Furthermore, in our approach we introduce a strong coupling between the Navier–
Stokes equations and the heat equation. This coupling together with an additional
presence of nonmonotone contact conditions represents the main difficulty of the sys-
tem under consideration. Note that the Navier–Stokes equations and Stokes problems
with nonmonotone boundary conditions and without such coupling have been stud-
ied in [21, 22] and [29]. Finally, we mention that the main tools in the present paper
are abstract results from the theory of hemivariational inequalities, cf. [18] and the
time retardation method. The latter technique has been successfully applied to cou-
pled systems in viscoelastic damage, as well as to Stefan problem and thermistors.
The time retardation method allowed to obtain interesting existence results in [7, 15]
and [27].
The structure of this paper is as follows. In Section 2, we present the preliminary
material used later. Section 3 describes the physical setting and the classical formula-
tion of the Boussinesq problem. Section 4 contains the variational formulation of the
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problem and the proof of our main result on existence and regularity of the solution.
2 Preliminaries
In this section we recall definitions and notations use throughout the paper.
We first recall the definitions of the generalized directional derivative and the
generalized gradient of Clarke for a locally Lipschitz function ϕ : X → R, where
(X, ‖ · ‖X) is a Banach space (see [4]). The generalized directional derivative of ϕ at
x ∈ X in the direction v ∈ X , denoted by ϕ0(x; v), is defined by
ϕ0(x; v) = lim sup
y→x, t↓0
ϕ(y + tv)− ϕ(y)
t
.
The generalized gradient of ϕ at x, denoted by ∂ϕ(x), is a subset of a dual space X∗
given by ∂ϕ(x) = {ζ ∈ X∗ | ϕ0(x; v) ≥ 〈ζ, v〉X∗×X for all v ∈ X}.
Let Ω be a bounded domain in R2 with smooth boundary Γ consisting of two open
disjoint sets Γ1 and Γ0 such that Γ = Γ0 ∪ Γ1. For a vector ξ ∈ R2, we denote by ξν
and ξτ its normal and tangential components on the boundary, i.e., ξν = ξ · ν and
ξτ = ξ − ξνν, where dot denotes the inner product in R2 and ν is the outward unit
normal vector to Γ.
We introduce the following function spaces
E0 = {v ∈ H1(Ω)2 | v = 0 on Γ0, vν = 0 on Γ1}, V = {θ ∈ H1(Ω) | θ = 0 on Γ0}.
Moreover, we introduce divergence–free spaces H1σ(Ω)
2 = {v ∈ H1(Ω)2 | div v = 0}
and
E = E0 ∩H1σ(Ω)2.
For a finite time interval (0, T ), we define the following spaces
E = { v ∈ L2(0, T ;E) | v˙ ∈ L2(0, T ;E∗) }
and
W = { v ∈ L2(0, T ;V ) | v˙ ∈ L2(0, T ;V ∗) }.
For convenience we denote E = L2(0, T ;E) and V = L2(0, T, V ). The space H is
defined as the closure of {v ∈ C∞0 (Ω)2 | div v = 0, v = 0 on Γ0, vν = 0 on Γ1} in
the L2(Ω)2 norm. By γs and γ we denote the trace operators γs : E → L2(Γ)2 and
γ : V → L2(Γ).
We define bilinear and trilinear forms a0 : H
1(Ω)2 ×H1(Ω)2 → R , a1 : H1(Ω)2 ×
H1(Ω)2×H1(Ω)2 → R, b1 : H1(Ω)2×H1(Ω)×H1(Ω)→ R and c : H1(Ω)2×L2(Ω)→ R
by
a0(u, v) =
α
2
2∑
i,j=1
∫
Ω
(
∂ui
∂xj
+
∂uj
∂xi
)(
∂vi
∂xj
+
∂vj
∂xi
)
dx for u, v ∈ H1(Ω)2,
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where α > 0,
a1(u, v, w) =
∫
Ω
((u · ∇)v) · w dx for u, v, w ∈ H1(Ω)2,
b1(v, η, ζ) =
∫
Ω
v · ∇η ζ dx for v ∈ H1(Ω)2, η, ζ ∈ H1(Ω),
c(v, q) = −
∫
Ω
(div v) q dx for v ∈ H1(Ω)2, q ∈ L2(Ω).
We introduce the following functional b0 : H
1(Ω)×H1(Ω)×H1(Ω)→ R defined by
b0(µ, η, ζ) =
∫
Ω
k(µ)∇η · ∇ζ dx for µ, η, ζ ∈ H1(Ω),
where k : R → R. We also define the operators A0, A1 : E → E∗ , B0 : V × V → V ∗,
B1 : E × V → V ∗ by
〈A0u, v〉 = a0(u, v), 〈A1u, v〉 = a1(u, u, v) for u, v ∈ E, (1)
〈B0(µ, η), ζ〉 = b0(µ, η, ζ), 〈B1(u, η), ζ〉 = b1(u, η, ζ) for u ∈ E, η, ζ ∈ V, (2)
respectively.
In what follows, we recall the properties of the forms a1 and b1. The proof of
the following lemma can be found, for example, in Lemmata 3.4 and 3.5 in [30] and
Chapter 9 in [2].
Lemma 1. (a) For all u, v, w ∈ E, we have
a1(u, v, w) = −a1(u, w, v),
|a1(u, v, w)| ≤ C‖u‖1/2L2(Ω)2‖u‖1/2E ‖v‖E‖w‖1/2L2(Ω)2‖w‖1/2E with C > 0,
a1(u, v, v) = 0.
(b) For all u ∈ E, η, ζ ∈ V , we have
b1(u, η, ζ) = −b1(u, ζ, η),
|b1(u, η, ζ)| ≤ C‖u‖1/2L2(Ω)2‖u‖1/2E ‖η‖V ‖ζ‖1/2L2(Ω)‖ζ‖1/2V with C > 0,
b1(u, η, η) = 0.
Finally, we recall the Green formula and the Aubin–Lions compactness lemma,
which can be found in Theorem 2.25 in [23] and Corollary 4 in [28], respectively.
Theorem 2. Let Ω be a bounded domain in R2 with Lipschitz boundary Γ. Then for
all v ∈ H1(Ω)2 and σ ∈ C1(Ω; S2) the following formula holds∫
Ω
σ : ε(v) dx+
∫
Ω
Div σ · v dx =
∫
Γ
σν · v dΓ, (3)
where S2 denotes the linear space of second order symmetric tensors on R2 and σ : τ =
σijτij.
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Lemma 3. Let X, Y , Z be reflexive Banach spaces and X ⊂ Y ⊂ Z continously with
compact embedding X → Y . Let 0 < T < ∞. Then the space {u ∈ Lp(0, T ;X) | u˙ ∈
Lq(0, T ;Z)} is compactly embedded into Lp(0, T ; Y ) for p, q ∈ (1,∞).
Throughout the paper we denote by C a generic constant that can change value
from line to line.
3 Problem statement
Let Ω be a bounded domain in R2 with a regular boundary Γ consisting of two
nonempty sets Γ0 and Γ1. For a fixed and finite T > 0, consider the following Cauchy
problem for nonstationary Boussinesq equations
u˙− α∆u+ (u · ∇)u+∇p = F (θ) in Ω× (0, T ) (4)
divu = 0 in Ω× (0, T ) (5)
θ˙ − div(k(θ)∇θ) + u · ∇θ = h in Ω× (0, T ) (6)
u(0) = u0, θ(0) = θ0 in Ω. (7)
The system (4)–(7) describes the incompressible viscous fluid flow in the domain
Ω, where u : Ω × (0, T ) → R2 denotes the fluid velocity, θ : Ω × (0, T ) → R is the
temperature, F : R → R2 is an external force vector field depending on θ, p : Ω ×
(0, T ) → R is the pressure, α > 0 is the kinematic viscosity coefficient of the fluid
and k is the heat conductivity function. For the sake of simplicity, we investigate the
isotropic case. The reader can easily generalize these results in anisotropic situation.
The divergence free condition (5) states that the motion is incompressible.
We supplement the system (4)–(7) with the following boundary conditions. We
impose the adhesive boundary condition on part Γ0, i.e.,
u = 0 on Γ0 × (0, T ). (8)
On part Γ1 we consider the nonmonotone friction law
uν = 0, −στ ∈ ∂j(uτ ) on Γ1 × (0, T ) (9)
which is also called the slip boundary condition. Concerning the temperature, we
assume that it is prescribed on Γ0, i.e.
θ = 0 on Γ0 × (0, T ), (10)
and the heat flux through Γ1 satisfies a nonmonotone law of the type
− k(θ)∂θ
∂ν
∈ ∂j1(θ) on Γ1 × (0, T ). (11)
In conditions (9) and (11), the functions j : Γ1×(0, T )×R2 → R and j1 : Γ1×(0, T )×
R→ R are assumed to be locally Lipschitz with respect to their last variable, and ∂j,
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∂j1 denote their Clarke subdifferentials. Here σ stands for the standard stress tensor
for incompressible fluid which is given by
σ = −pI + 2αε(u) in Ω× (0, T ), (12)
where I is the identity matrix and ε(u) = (εij(u)), εij(u) =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
is the strain
tensor, i, j = 1, 2.
We need the following hypotheses.
H(j) : j : Γ1 × R2 → R is such that
(a) j(·, ξ) is measurable for all ξ ∈ R2 and j(·, 0) ∈ L1(Γ1).
(b) j(x, ·) is locally Lipschitz for a.e. x ∈ Γ1.
(c) ‖η‖ ≤ c0(1 + ‖ξ‖) for all ξ ∈ R2, η ∈ ∂j(x, ξ), a.e. x ∈ Γ1 with c0 > 0.
(d) (ζ1− ζ2) · (ξ1− ξ2) ≥ −m1‖ξ1− ξ2‖2R2 for all ζi ∈ ∂j(x, ξi), ξi ∈ R2, i = 1, 2, a.e.
x ∈ Γ1 with m ≥ 0.
H(j1) : j1 : Γ1 × R→ R is such that
(a) j1(·, r) is measurable for all r ∈ R and j1(·, 0) ∈ L1(Γ1).
(b) j1(x, ·) is locally Lipschitz for a.e. x ∈ Γ1.
(c) |s| ≤ c1(1 + |r|) for all r ∈ R, s ∈ ∂j(x, r), a.e. x ∈ Γ1 with c1 > 0.
H(F ) : F : R→ R2 is linear and continuous.
H(k) : k : R → R is bounded, Lipschitz continuous and k(r) > δ for all r ∈ R
with δ > 0.
H0 : u0 ∈ E, θ0 ∈ V , g ∈ L2(0, T ;V ∗), α > max{2
√
2c0, m}‖γs‖2, δ > 2
√
2c1‖γ‖2.
In the following sections we will study a system of parabolic hemivariational in-
equalities which is a weak formulation of problem (4)–(11). With a slight abuse of
notation, we will denote an operator and the Nemytskii operator associated to it by
the same letter.
4 Variational formulation
In this section we provide the variational formulation of problem (4)–(11) and deliver
a result on its solvability.
Assume that u, p and θ are sufficiently smooth functions which solve (4)–(11). Let
v ∈ E. By the Green formula of Theorem 2 applied to the relation (12) and by the
incompressibility condition (5), we have∫
Ω
p (div v) dx+ 2
∫
Ω
ε(u) : ε(v) dx+
∫
Ω
(−∇p + α∆u)v dx =
∫
Γ1
σν · v dΓ.
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Hence ∫
Ω
(−α∆u+∇p)v dx−
∫
Γ1
σν · v dΓ = a0(u, v) + c(v, p).
Next, using equation (4) and definitions of operators A0 and A1, we find
〈u˙(t) + A0u(t) + A1u(t), v〉E∗×E −
∫
Γ1
σν · v dΓ = 〈F (θ(t)), v〉E∗×E (13)
for all v ∈ E, a.e. t ∈ (0, T ). Since v ∈ E, by the orthogonality relation σν · v =
σνvν + στ · vτ on Γ1 × (0, T ) and conditions (9), we get
−
∫
Γ1
σν · v dΓ = −
∫
Γ1
στ · vτ dΓ ≤
∫
Γ1
j0(uτ (t); vτ ) dΓ (14)
for all v ∈ E, a.e. t ∈ (0, T ). Using again Green’s formula, we have for ζ ∈ V
−
∫
Ω
div(k(θ)∇θ)ζ dx =
∫
Ω
k(θ)∇θ · ∇ζ dx−
∫
Γ1
k(θ)∇θ · ν ζ dΓ. (15)
The relation (11) implies
−
∫
Γ1
k(θ)∇θ · ν ζ dΓ ≤
∫
Γ1
j01(x, θ(t); ζ) dΓ (16)
for a.e. t ∈ (0, T ). Summarizing, we arrive at the following system of inequalities
which represents the variational formulation of problem (4)–(11).
Problem 4. Find u ∈ E and θ ∈ W such that
〈u˙(t) + A0u(t) + A1u(t), v〉E∗×E +
∫
Γ1
j0(uτ (t); vτ ) dΓ ≥ 〈F (θ(t)), v〉E∗×E
for all v ∈ E, a.e. t ∈ (0, T ), (17)
〈θ˙(t) +B0(θ(t), θ(t)) +B1(u(t), θ(t)), ζ〉V ∗×V +
∫
Γ1
j01(θ(t); ζ) dΓ ≥ 〈g(t), ζ〉V ∗×V
for all ζ ∈ V, a.e. t ∈ (0, T ), (18)
u(0) = u0, θ(0) = θ0.
Theorem 5. Under hypotheses H(j), H(j1), H(F ), H0, H(k), Problem 4 has at least
one solution.
Proof. Proof of the theorem will be done in a few steps.
Step 1. In order to show the existence of solution we associate with Problem 4
an operator evolution inclusion. To this end we define the functional J : L2(Γ1)
2 → R
by
J(u) =
∫
Γ1
j(x, uτ (x)) dΓ for u ∈ L2(Γ1)2.
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Under hypothesis H(j), the functional J is locally Lipschitz and satisfies the following
inequality (cf. Lemma 3 in [20])
J0(u; v) ≤
∫
Γ1
j0(x, uτ (x); vτ (x)) dΓ for all u, v ∈ L2(Γ1)2, (19)
where J0(u; v) and j0(x, u; v) denote the generalized directional derivative of J and
j(x, ·), respectively. We also define the functional J1 : L2(Γ1)→ R by
J1(ζ) =
∫
Γ1
j1(x, ζ(x)) dΓ for ζ ∈ L2(Γ1).
Then, by H(j1) the functional J1 is locally Lipschitz and enjoys the property
J01 (θ; ζ) ≤
∫
Γ1
j01(x, θ(x); ζ(x)) dΓ for all θ, ζ ∈ L2(Γ1). (20)
Consider the following system of inclusions associated with Problem 4: find u ∈ E
and θ ∈ W such that
u˙(t) + A0u(t) + A1u(t) + γ
∗
s∂J(γsu(t)) ∋ F (θ(t)) for a.e. t ∈ (0, T ), (21)
θ˙(t) +B0(θ(t), θ(t)) +B1(u(t), θ(t)) + γ
∗∂J1(γθ(t)) ∋ g(t) for a.e. t ∈ (0, T ), (22)
u(0) = u0, θ(0) = θ0. (23)
A solution (u, θ) ∈ E × W of (21)–(23) is understood is the sense that there exist
ξ ∈ L2(0, T ;L2(Γ1)2) and ξ1 ∈ L2(0, T ;L2(Γ1)) such that
u˙(t) + A0u(t) + A1u(t) + γ
∗
sξ(t) = F (θ(t)) for a.e. t ∈ (0, T ), (24)
ξ(t) ∈ ∂J(γsu(t)) for a.e. t ∈ (0, T ), (25)
θ˙(t) +B0(θ(t), θ(t)) +B1(u(t), θ(t)) + γ
∗ξ1(t) = g(t) for a.e. t ∈ (0, T ), (26)
ξ1(t) ∈ ∂J1(γθ(t)) for a.e. t ∈ (0, T ), (27)
u(0) = u0, θ(0) = θ0. (28)
We observe that every solution to (21)–(23) is also a solution to Problem 4. Therefore,
in order to complete the proof, it is enough to establish the existence of a solution to
problem (21)–(23).
Step 2. In this step, we introduce an auxiliary problem to (24)–(28). To this end,
we define spaces U = V ∩W 1,4(Ω), U = L4(0, T ;U), and the operator G : U → U∗ by
〈Gu, v〉U∗×U =
∫
Ω
‖∇u‖2
R2
∇u · ∇v dx for all u, v ∈ U. (29)
In the following we use the notation: for a function g : [0, T ]→ X defined everywhere
on [0, T ], where X is a reflexive Banach space, we write
gh(t) =
{
g(t− h), t > h
g(0), t ∈ [0, h].
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for t ∈ (0, T ). We observe that
‖gh‖2L2(0,T ;X) ≤ h‖g(0)‖2X + ‖g‖2L2(0,T ;X). (30)
Indeed, we have∫ T
0
‖gh(t)‖2X dt =
∫ h
0
‖g(0)‖2X dt+
∫ T
h
‖g(t− h)‖2X dt =
= h‖g(0)‖2X +
∫ T−h
0
‖g(s)‖2X ds ≤ h‖g(0)‖2X + ‖g‖2L2(0,T ;X).
Fix h > 0, h ∈ (0, T ). We introduce the regularized and time retarded problem.
Problem 6. Find uh ∈ E, θh ∈ U with θ˙h ∈ U∗ such that
u˙h + A0(u
h) + A1(u
h, uh) + γ∗sξ
h = F (θhh) in E∗, (31)
ξh(t) ∈ ∂J(uh(t)) for a.e. t ∈ (0, T ), (32)
uh(0) = u0, (33)
θ˙h +B0(θ
h
h, θ
h) +B1(u
h
h, θ
h) + hGθh + γ∗ξ1 = g in U∗, (34)
ξh1 (t) ∈ ∂J1(θh(t)) for a.e. t ∈ (0, T ), (35)
θh(0) = θ0. (36)
The method used here to obtain Problem 6 is called time–retardation (cf. [15]).
The idea is to divide the time interval into finite number of intervals of length h and
do the backward translation in time. We then observe that on any such interval all
elements with subscript h are known. This allows to treat the two problems (31)–(33)
and (34)–(36) separately and show existence of solution for each of them indepenently.
The role of the operator G given by (29) and the space U is to consider a regularized
problem to (26)–(28) and use an abstract result on the existence of solution, cf.
Theorem 5 of [18], to problem (34)–(36).
Step 3. In this step, we show that under assumptions of the theorem, there exists
a solution to Problem 6.
First, we observe that there exists a solution to (31)-(36) on interval [0, h]. Indeed,
on [0, h], the functions uhh and θ
h
h are given, since we have θ
h
h(t) = θ0, u
h
h(t) = u0 for all
t ∈ [0, h]. Therefore, on [0, h] we can solve (31)–(33) and (34)–(36) independently. For
(31)–(33), we use the Galerkin method and for the moment we skip the superscript
h, to restore it later.
In order to solve (31)–(33) we formulate the regularized problem as follows. Let
ρ ∈ C∞0 (R2) be the mollifier such that ρ ≥ 0 on R2, supp ρ ⊂ [−1, 1]2 and
∫
R2
ρ dx = 1.
We define ρm(x) = m
2ρ(mx) for m ∈ N. Then supp ρm ⊂ [− 1m , 1m ] for all m ∈ N.
Consider functions jm : Γ1 × R2 → R defined by
jm(x, ξ) =
∫
supp ρn
ρm(z)j(x, ξ − z) dz for (x, ξ) ∈ Γ1 × R2.
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We observe that jm(x, ·) ∈ C∞(R2) for all x ∈ Γ1, so ∂jm(x, ξ) reduces to a single
element, and we write ∂jm(x, ξ(t)) = {Dujm(x, ξ(t))} for all ξ(t) ∈ E, where Dujm
represents the derivative of jm(x, ·). Moreover, it is easy to observe that jm satisfies
the growth condition H(j)(c).
Using the fact that E is a separable Banach space, we denote by {ϕ1, ϕ2, . . .} a
basis of E. We also define Em = span {ϕ1, . . . , ϕm} for m ∈ N. Let u0m ∈ Em for
m ≥ 1 be such that u0m → u0 in H as m→∞.
For a fixed h > 0 we consider following regularized system of equations is finite
dimensional space, corresponding to (31)–(33).
Problem 7. Find um ∈ L2(0, h;Em) such that u˙ ∈ L2(0, h;Em) and
〈u˙m(t) + A0um(t) + A1um(t), vm〉E∗×E + (Dujm(γsumτ (t)), γsvmτ )L2(Γ1)2 =
= 〈F (θh(t)), vm〉E∗×E for all vm ∈ Em, a.e. t ∈ (0, h), (37)
um(0) = u0m,
where θh(t) = θ0 for all t ∈ [0, h]. We show that Problem 7 has a solution. Substituting
um(t) =
∑m
k=1 ckm(t)ϕk in (37) gives a system of first order ordinary differential equa-
tions for the coefficients ckm ∈ C1(0, h). Its solvability follows from the Carathe´odory
theorem.
Now we show the a priori estimates for Problem 7. To this end, choose um(t) as
test function in (37). Using the Young inequality and coercivity of operator A0, we
have
1
2
d
dt
‖um(t)‖2H + α‖um(t)‖2E + (Dujm(γsumτ (t)), γsumτ (t))L2(Γ1)2 ≤
≤ α
2
‖um(t)‖2E +
2
α
‖F‖L(L2(Ω);E∗)‖θh‖2L2(Ω)
for a.e. t ∈ (0, h). Integrating over (0, r), for r ∈ (0, h), we obtain
1
2
‖um(r)‖2H −
1
2
‖u0m‖2H +
α
2
∫ r
0
‖um(s)‖2E ds+
+
∫ r
0
(Dujm(γsumτ (s)), γsumτ (s))L2(Γ1)2 ds ≤
2
α
‖F‖L(L2(Ω);E∗)‖θh‖2L2(0,h;L2(Ω)) (38)
for a.e. r ∈ (0, h). Exploiting the growth condition of jm, following the proof of
Theorem 1 in [22], we get
‖Dujm(γsumτ (t))‖2L2(Γ1)2 ≤ 2c20
∫
Γ1
(1 + ‖um(x, t)‖2R2) dΓ ≤
≤ 2c20m(Γ1) + 2c20‖γs‖2‖um(t)‖2E
for a.e. t ∈ (0, r). Hence
‖Dujm(γsumτ )‖L2(0,r;L2(Γ1)2) ≤ ca + cb‖um‖L2(0,r;E) for all r ∈ (0, h) (39)
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with ca = c0
√
2hm(Γ1) and cb = c0
√
2‖γs‖. Consequently, we have∣∣∣∣
∫ r
0
(Dujτm(γsumτ (s)), γsumτ (s))L2(Γ1)2 ds
∣∣∣∣ ≤
≤ (ca + cb‖um‖L2(0,r;E))‖γs‖‖um‖L2(0,r;E) (40)
for all r ∈ (0, h). Therefore, from (38), (40) and hypothesis H(j), we deduce that
{um} remains bounded in L2(0, h;E)∩L∞(0, h;H). By definition (1) and Lemma 3.4
in [30], we have
‖A1(um)‖L2(0,h;E∗) ≤ C‖um‖L∞(0,h;H)‖um‖L2(0,h;E) (41)
with C > 0 independent of m. Up to a subsequence we may assume that
um → u weakly in L2(0, h;E). (42)
From (37), (41), (42) and boundedness of A0, we find that u˙m is bounded in L
2(0, h;E∗).
Thus, the sequence {u˙m} is bounded in a reflexive Banach space L2(0, h;E∗), and
therefore, we see that
u˙m → u˙ weakly in L2(0, h;E∗) (43)
with u ∈ L2(0, h;E∗). Since by Lemma 3 the embedding Eh = {v ∈ L2(0, h;E) | v′ ∈
L2(0, h;E∗)} ⊂ L2(0, h;H) is compact, from (42) and (43), we have
um → u in L2(0, h;H).
By the compactness of the trace operator from Eh into L2(0, h;L2(Γ1)
2), where by a
slight abuse of notation we denote again by γs the Nemytskii coresponding to γs, it
follows
γsum → γsu in L2(0, h;L2(Γ1)2)
and subsequently, by passing to a subsequence, if necessary, we have
(γsumτ )(r)→ (γsum)(r) in L2(Γ1)2 for a.e. r ∈ (0, h). (44)
Next, applying Lemma 3 to the evolution triple of spaces E ⊂ L4(Ω)2 ⊂ E∗, from
(42) and (43), we obtain
um → u in L2(0, h;L4(Ω)2).
Hence, by Lemma 3.2 in [30], we have
A1(um)→ A1(u) weakly in L2(0, h;E∗).
Since A0 : E → E∗ is a linear and continuous operator, so is its Nemytskii operator.
Therefore, we find that A0um → A0u weakly in L2(0, h;E∗). On the other hand, by
(39), we may suppose that
Dujm(·, γsumτ (·))→ η weakly in L2(0, h;L2(Γ1)2) (45)
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with η ∈ L2(0, h;L2(Γ1)2). Using convergences (44) and (45) and applying the Aubin–
Cellina convergence theorem (see [1], Theorem 7.2.1) to the inclusionDujm(γsumτ (t)) ∈
∂jm(γsumτ (t)) for a.e. t ∈ (0, h), we get that η(t) ∈ co ∂j(γsuτ (t)) = ∂j(γsuτ (t)) for
a.e. t ∈ (0, h), where co denotes the closure of the convex hull of a set. Since the
mapping Eh ∋ w → w(0) ∈ H is linear and continuous, from (42) and (43), we have
um(0) → u(0) weakly in H , which together with u0m → u0 in H entails u(0) = u0.
Thus, we have proved that u ∈ Eh is a solution to (31)–(33).
Now we pass to the problem (34)–(36). Since the operator B0(θ
h
h, ·) +B1(uhh, ·) +
hF : L4(0, h;U)→ L4/3(0, h;U∗) can be shown to be L–pseudomonotone, coercive and
bounded, the existence of a solution θh ∈ U with θ˙h ∈ U∗ to (34)–(36) is guaranteed
by Theorem 5 in [18]. Hence, we have solved the system (31)–(36) on the interval [0, h].
On the interval [h, 2h] functions uhh and θ
h
h are again known, so we apply the
method described above to find a solution on the interval [h, 2h]. Observe that
{u ∈ L2(0, h;E) | u˙ ∈ L2(0, h;E∗)} ⊂ C(0, h;H)
and
{θ ∈ L4(0, h;U) | θ˙ ∈ L4/3(0, h;U∗)} ⊂ C(0, h;L2(Ω)),
therefore uh(h) and θh(h) obtained as solution on [0, h] now make sense as intial
conditions in H and L2(Ω), respectively, for the problem on [h, 2h]. We continue this
process to obtain a solution uh ∈ E and θh ∈ U with θ˙h ∈ U∗ to Problem 6 on the
whole interval (0, T ).
Step 4. We now show the a priori estimates for Problem 6. Multiply (31) by uh
and integrate over [0, t], t ∈ (0, T ), use the hypotheses H0, H(j) and properties of A0,
A1 to get
1
2
‖uh(t)‖2H +
(
α− c‖γs‖2 − ε
) ∫ t
0
‖uh(s)‖2E ds ≤ C + C
∫ t
0
‖θhh(s)‖2L2(Ω) ds, (46)
where ε > 0 is sufficiently small and C is indepentent of h. Next, we multiply (32) by
θh, integrate over [0, t], t ∈ (0, T ), use hypothesis H0, H(j1), properties of operators
B0, B1 and we find
1
2
‖θh(t)‖2L2(Ω) +
(
δ − c1‖γ‖2 − ε
) ∫ t
0
‖θh(s)‖2V ds+ h
∫ t
0
‖∇θ(s)‖4L2(Ω) ds ≤ C. (47)
We choose ε small enough and adjust the constants. Putting (47) in (46) and using
(30), we have
1
2
‖uh(t)‖2H +
∫ t
0
‖uh(s)‖2E ds+ h
∫ t
0
‖∇θh(s)‖4L2(Ω) ds+
+
1
2
|θh(t)|2L2(Ω) +
∫ t
0
‖θh(s)‖2V ds ≤ C, (48)
for t ∈ (0, T ), where C > 0 is independent of h. From (48), we can easily see that u˙h
and θ˙h are bounded in E∗ and U∗, respectively. Therefore, we conclude
uh is bounded in L∞(0, T ;H) and L2(0, T ;E) (49)
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u˙h is bounded in L2(0, T ;E∗), (50)
θh is bounded in L∞(0, T ;L2(Ω)) and L2(0, T ;V ), (51)
θ˙h is bounded in L4/3(0, T ;U∗), (52)
ξh is bounded in L2(0, T ;L2(Γ1)
2), (53)
ξh1 is bounded in L
2(0, T ;L2(Γ1)). (54)
From (51), (52) and Lemma 3, we get that
θh → θ in Lr(0, T ;L2(Ω)), (55)
where θ ∈ Lr(0, T ;L2(Ω)) with r ≥ 1. Using (30), we have
‖θhh − θ‖L2(0,T ;L2(Ω)) ≤ ‖θhh − θh‖L2(0,T ;L2(Ω)) + ‖θh − θ‖L2(0,T ;L2(Ω)) ≤
≤ ‖θh − θ‖L2(0,T ;L2(Ω)) + ‖θh − θ‖L2(0,T ;L2(Ω)). (56)
The first term on the right hand side of (56) converges to zero from (55) and the
second from the continuity of translations in L2 (see [15], p. 325).
Step 5. In this step we introduce a function u and show that the sequence {uh}
obtained in Step 3 converges to u in L2(0, T ;E).
Let θ ∈ L2(0, T ;L2(Ω)) be the function obtained in (55). We define u ∈ E to be a
solution to the following problem. Find u ∈ E such that
u˙+ A0(u) + A1(u) + γ
∗
sξ = F (θ) in E∗, (57)
ξ(t) ∈ ∂J(u(t)) for a.e. t ∈ (0, T ), (58)
u(0) = u0. (59)
The existence of a solution to (57)–(59) follows from the Galerkin method, see Step 3.
Now, we show that
uh → u in E , (60)
where uh ∈ E is a solution to Problem 6 and u ∈ E is a solution to (57)–(59).
To show (60), we subtract (31) from (57), and integrate over (0, t), where t ∈ (0, T ),
use H(j)(d) and the coercivity of A0 to get
1
2
‖uh(t)− u(t)‖2H +
(
α−m1‖γs‖2 − ε
) ∫ t
0
‖uh(s)− u(s)‖2E ds ≤
≤ C
∫ t
0
‖θhh(s)− θ(s)‖2L2(Ω) ds+ C
∫ t
0
‖uh(s)‖2E‖uh(s)− u(s)‖2H ds. (61)
for ε > 0 small and C independent of h. Using the Gronwall inequality, we obtain
‖uh(s)− u(s)‖2H ≤
∫ t
0
‖θhh(s)− θ(s)‖2L2(Ω) ds exp
(∫ t
0
‖uh(s)‖2E ds
)
. (62)
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Since ‖uh‖E ≤ C, we put (62) into (61) and using (56), we obtain (60).
Observe, that similarly to (56), using (60) we can show that ‖uhh−u‖L2(0,T ;E) → 0.
Step 6. In this part of the proof, we show the convergence of all elements in
(34)–(36). Then we pass to the limit in (34)–(36) to show the existence of solution to
Problem 4. The following convergences hold
B0(θ
h
h, θ
h)→ B0(θ, θ) in V∗ (63)
B1(u
h
h, θ
h)→ B1(u, θ) weakly in U∗ (64)
hGθh → 0 in U∗ (65)
γ∗ξh1 → γ∗ξ1 weakly in V∗, (66)
as h→ 0. To prove (63), we observe that
〈B0(θhh, θh)− B0(θ, θ), ζ〉V∗×V =
∫ T
0
∫
Ω
k(θhh)∇(θh − θ) · ∇ζ dx dt+
+
∫ T
0
∫
Ω
(k(θhh)− k(θ))∇θ · ∇ζ dx dt for ζ ∈ V. (67)
The first integral on the right hand side of (67) converges to zero, by the boundedness
of k and convergence θh → θ weakly in V, obtained from (51). For the second integral,
we use Lipschitz continuity of k and the Lebesgue diminated convergence theorem.
Hence, (63) follows.
For the proof of (64), we use the Vitali convergence theorem. We can easily deduce
from (49) and (51), the pointwise convergence
uhh θ
h∇ζ(x, t)→ u θ∇ζ(x, t) for a.e. (x, t) ∈ Ω× (0, T ). (68)
We calculate∫ T
0
∫
Ω
uhh θ
h∇ζ dx dt ≤ C
∫ T
0
‖uhh‖1/2E ‖θ‖1/2V ‖ζ‖V dt ≤ C‖ζ‖V ≤ C‖ζ‖U .
This estimate together with pointwise convergence (68) allows to use the Vitali the-
orem and so the convergence (64) holds.
The convergece (65) follows from (48) and the estimate
∫ T
0
〈hGθh(t), ζ(t)〉U∗×U dt ≤ h1/4
(∫ T
0
h〈Gθh(t), θh(t)〉U∗×U dt
)3/4
‖ζ‖L4(0,T ;U) ≤
≤ h1/4C‖ζ‖L4(0,T ;U).
Finally, the convergence (66) follows from (54) and Aubin–Celina Theorem (see
Theorem 7.2.1 in [1]) applied to the inclusion ξh1 (t) ∈ ∂J(γθh(t)) for a.e. t ∈ (0, T ).
Namely, by the compactness of the trace operator we have
(γθh)(t)→ (γθ)(t) in L2(Γ1) for a.e. t ∈ (0, T ),
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and by (54) we have ξh1 → η weakly in L2(0, T ;L2(Γ1)) for some η ∈ L2(0, T ;L2(Γ1)).
Using the Aubin–Celina Theorem, we have η(t) ∈ conv∂J(γθ(t)) for a.e. t ∈ (0, T ),
which finishes the proof of (66).
Now we show the convergence of the initial condition. By the compactness of the
embedding
S = {θ ∈ L∞(0, T ;L2(Ω)) | θ˙ ∈ L4/3(0, T ;U∗)} ⊂ C(0, T ;U∗), (69)
(see [28], Corollary 4), we have θ ∈ C(0, T ;U∗). Since the mapping S ∋ θ → θ(0) ∈ U∗
is linear and continuous, by (51)–(52), we have θh(0) → θ(0) weakly in U∗. This
together with θh0 ≡ θ0 in U∗ implies θ(0) = θ0.
Hence, passing to the limit in (34)–(36), by (63)–(66), we conclude that the fol-
lowing system has a solution θ ∈ U with θ˙ ∈ U∗
θ˙ +B0(θ, θ) +B1(u, θ) + γ
∗ξ1 = g in U∗ (70)
ξ1(t) ∈ ∂J1(θ(t)) for a.e t ∈ (0, T ) (71)
θ(0) = θ0, (72)
where u ∈ E is a solution to (57)–(59). To show existence of a solution to the
original Problem 4, we need to show additionally that θ˙ is more regular, that is
θ˙ ∈ L2(0, T ;V ∗). It now follows easily from (49)–(52), since
‖B1(u, θ)‖L2(0,T ;V ∗) = sup
‖ζ‖
L2(0,T ;V )=1
∫ T
0
∫
Ω
u θ∇ζ dx dt ≤
≤ C sup
‖ζ‖
L2(0,T ;V )=1
∫ T
0
‖u‖1/2E ‖θ‖1/2V ‖ζ‖V ≤ C sup
‖ζ‖
L2(0,T ;V )=1
‖u‖E‖θ‖V‖ζ‖V
for u ∈ E, θ ∈ V, solutions to (57)–(59) and (70)–(72), with C > 0. Therefore, we
have shown the existence of a solution to the following system: find u ∈ E, θ ∈ W
such that
u˙+ A0(u) + A1(u, u) + γ
∗
sξ = F (θ) in E∗ (73)
ξ(t) ∈ ∂J(u(t)) for a.e. t ∈ (0, T ) (74)
u(0) = u0, (75)
θ˙ +B0(θ, θ) +B1(u, θ) + γ
∗ξ1 = g in V∗ (76)
ξ1(t) ∈ ∂J1(θ(t)) for a.e t ∈ (0, T ) (77)
θ(0) = θ0. (78)
Finally, we observe that existence of a solution to (24)–(28) is equivalent to the
existence of solution to (73)–(78). Since every solution to the problem (24)–(28) is a
solution to Problem 4, we have proved the thesis.
Remark 8. In a standard way we can recover the pressure p ∈ L2(0, T ;L2(Ω)) in the
original problem (4)–(11). It follows from Proposition I.1.2 in [30] that p(t) ∈ L2(Ω)
for a.e. t ∈ (0, T ).
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