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SYMMETRY BREAKING AND LINK HOMOLOGIES III
NITU KITCHLOO
ABSTRACT. In the first part of this paper, we constructed a filtered U(r)-equivariant stable
homotopy type called the spectrum of strict broken symmetries sB(L) of links L given by
closing a braidwith r strands. We showed that evaluating this spectrum on suitable twisted
U(r)-equivariant cohomology theories gives rise to a spectral sequence of link invariants,
converging to the homology of the limiting spectrum sB∞(L). In this followup, we fix
a positive integer n and apply a version of an equivariant K-theory nK U(r) known as
Dominant K-theory, which can be interpreted as twisted U(r)-equivariant K-theory built
from level n representations of the loop group ofU(r). TheE2-term of the spectral sequence
appears to be a deformation of sl(n)-link homology, and has the property that its value
on the unlink is the Grothendieck group of level n-representations of the loop group of
U(1), given by Z[x±1]/(xn − 1). Seen in contrast to the standard interpretation of sl(n)-
link homology using the fundamental representation of the quantum group Uq(sl(n)), this
suggests a level-rank duality at play.
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1. INTRODUCTION
This article is a followup to the article [6], in which we constructed a U(r)-equivariant fil-
tered homotopy type sB(L), called the spectrum of strict broken symmetries, which was
an invariant of links L that were expressed as the closure of a braid with r strands. The
aim of this article is to apply a particular cohomology theory called Dominant K-theory
(see section 2) to the above construction and use the spectral sequence to compute this
link invariant. The E2-term of this spectral sequence appears to be a deformation of sl(n)-
link homology [11] with the value on the unknot given by Z[x±1]/(xn − 1). In contrast to
the usual interpretation of sl(n)-link homology with tensor powers of the fundamental
(level one) representation of the quantum groups Uq(sl(n)) [10], Dominant K-theory en-
codes level n-representations of the loop group LU(r). In other words, any equivalence
between these theories will involve a reversal of rank and level.
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As mentioned above, Dominant K-theory is a cohomology theory built from level n-
representations of the loop group of LU(r). More precisely, Dominant K-theory nK ∗U(r)
may be interpreted as aLU(r)-equivariant K-theory of proper LU(r)-CW complexes, which
is two-periodic as in usual K-theory. In this article therefore, we first lift the construction
sB(L) of [6] to a LU(r)-equivariant filtered homotopy type sB(L)E before applying Do-
miant K-theory. The existence of this lift is not unexpected. Indeed, the spectrum sB(L)
is built from the space of principal U(r)-connections on a circle, with prescribed breaking
of the symmetry at various points. As such, one expects a description in terms of the
gauge group, LU(r).
Let us now introduce the main results of this article. We begin by describing the proper-
ties of Dominant K-theory that are relevant. Consider the homomorphism that evaluates
a loop at the point 1 ∈ S1.
E : LU(r) −→ U(r), E(ϕ) = ϕ(1).
The homomorphism E allows us to descend from LU(r)-spaces to U(r)-spaces by induc-
tion. Namely, given a pointed LU(r)-space Y , we may descend to an U(r)-space YE de-
fined as YE := Y ∧LU(r) U(r)+. Applying this construction to the LU(r)-space Ar of prin-
cipal U(r)-connections on the trivial U(r)-bundle over the circle S1, we notice that the
induced map may be identified with the holonomy map
Hol : Ar −→ (Ar)E ∼= U(r),
with the induced U(r)-action on U(r) being the conjugation action. In fact, the holonomy
map above is a principal ΩU(r)-bundle and gives rise to an equivalence of stacks between
Ar/ LU(r) and U(r)/ U(r).
The above example also suggests away onemay reverse the procedure by starting with an
U(r)-spaceX endowedwith an equivariant map, withU(r) acting on itself by conjugation
ρX : X −→ U(r),
and define XE a by pulling back the holonomy map along ρX . Since LU(r) is generated
by the groups U(r) and ΩU(r), both of which act on XE (by the naturality of the pullback
construction), we see thatXE is an LU(r)-space. In particular, starting with an U(r)-space
X , endowed with a map ρX , we may define the Dominant K-theory of X ,
n
K
∗
U(r)(X), to
be the Dominant K-theory of XE , nK ∗U(r)(X
E). Even though nK ∗U(r)(X) is not a ring as
defined1, we will show in section 2 that it is a module over the usual U(r)-equivariant
K-theory K∗U(r)(X).
Let us now recall the definition of the spectrum of strict broken symmetries sB(L) as
defined in [6], so as to apply the above construction. In order to make this definition
precise, consider a braid element w ∈ Br(r), whose closure is the link L, and where Br(r)
stands for the braid group on r-strands. For the sake of exposition, in this introduction
we only consider the case of a positive braid that can be expressed in terms of positive
exponents of the elementary braids σi for i < r. Let I = {i1, i2, . . . , ik} denote an indexing
sequence with ij < r, so that a positive braid w admits a presentation in terms of the
fundamental generators of Br(r), w = wI := σi1σi1 . . . σik . Let T , or T
r (if we need to
specify rank), denote the standard maximal torus, and let Gi denote the unitary form in
1though fusion on the level n-representation is likely to endow it with such a structure
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the reductive Levi subgroup having roots ±αi. We consider Gi as a two-sided T -space
under the left(resp. right) multiplication.
The equivariant U(r)-spectrum of broken symmetries is defined as the (suspension) spec-
trum corresponding to the U(r)-space B(wI) defined as
B(wI) := U(r)×T (Gi1 ×T Gi2 ×T · · · ×T Gik) = U(r)×T BT (wI),
with the T -action on BT (wI) := (Gi1 ×T Gi2 ×T · · · ×T Gik) given by conjugation
t [(g1, g2, · · · , gk−1, gk)] := [(tg1, g2, · · · , gk−1, gkt
−1)].
The U(r)-stack U(r) ×T (Gi1 ×T Gi2 ×T · · · ×T Gik) is equivalent to the stack of principal
U(r)-connections on the trivial U(r)-bundle over S1, endowed with a reduction of the
structure group to T at k distinct points, and so that the holonomy between successive
points belongs the corresponding group Gi in terms of this reduction. In particular, one
has a canonical equivariant map induced by group multiplication of the holonomies
ρI : B(wI) −→ U(r)
which allows us to define the LU(r)-equivariant lift B(wI)
E as observed above. The maps
ρI are compatible in I over U(r). One may thus define the LU(r)-equivariant lift of the
spectrum of strict broken symmetries below. In what follows, we consider LU(r)-spaces to
have the action of the universal central extension L˜U(r), with the center acting trivially.
Definition. (The L˜U(r)-equivariant lift of strict broken symmetries)
Let L denote a link described by the closure of a positive braidw ∈ Br(r)with r-strands, and letwI
be a presentation of w as w = σi1 . . . σik . We first define the limiting L˜U(r)-spectrum sB∞(wI)
E
of strict broken symmetries as the space that fits into a cofiber sequence of L˜U(r)-spaces:
hocolimJ∈I B(wJ)
E −→ B(wI)
E −→ sB∞(wI)
E .
where I is the category of all proper subsets of I = {i1, i2, . . . , ik}.
The spectrum sB∞(wI)
E admits a natural increasing filtration by spaces Ft sB(wI)
E defined as
the cofiber on restricting the above homotopy colimit to the full subcategories It ⊆ I generated by
subsets of cardinality at least (k − t), so that the lowest filtration is F0sB(wI)
E = B(wI)
E .
Define the spectrum of strict broken symmetries sB(wI)
E to be the filtered spectrum Ft sB(wI)
E
above. The normalized spectrum of strict broken symmetries of the link L is defined as
sB(L)E := Σ−2ksB(wI)
E .
In section 4, we prove the general form of the following result (compare [5] theorem 8.5)
Theorem. As a function of links L, the filtered L˜U(r)-spectrum of strict broken symmetries
sB(L)E is well-defined up to quasi-equivalence ([6] definition 3.4). In particular, the limiting
equivariant stable homotopy type sB∞(L)
E is a well-defined link invariant in L˜U(r)-equivariant
spectra (see [6] remark 3.5 and discussion below).
Wemay invoke the filtration to construct a spectral sequence converging to the Dominant
K-theory of sB∞(L). In section 4, we show
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Theorem. Given a link L described as a closure of a positive braid word wI on r-strands, one has
a spectral sequence converging to the Dominant K-theory nK ∗U(r)(sB∞(L)) and with E1-term
Et,s1 =
⊕
J∈It/It−1
n
K
s
U(r)(B(wJ)) ⇒
n
K
s+t
U(r)(sB∞(L)).
The differential d1 is the canonical simplicial differential induced by the functor described in defi-
nition 4.3. In addition, the terms Eq(L) are invariants of the link L for all q ≥ 2.
The link invariant nK ∗U(r)(sB∞(L)) that the above spectral sequence converges is a form
of Lee homology [14], (see [6] theorem 2.12). The value of this invariant on a link L
is abstractly isomorphic to that of the unlink on the same number of components as L
(see remark 4.12). However, the actual terms of the above spectral sequence are highly
nontrivial as we shall see below.
As alluded to earlier, the value of the invariants Eq(L) on the unlink L are given by
Eq(L) = Z[x
±]/〈xn − 1〉. Moving on to nontrivial examples, consider the (2, 3)-torus knot
L = T2,3 that can be described as the closure of the braid word wI = σ
3, where σ ∈ Br(2)
is the generator. It illustrates the collapse of the spectral sequence, as well as the possible
relationship with sl(n)-link homology. We take up these matters further in section 5.
Example. Let L denote the (2, 3)-torus knot, then the spectral sequence converging to the Dom-
inant K-theory groups nK ∗U(r)(sB∞(L)) collapses at E2 (for parity reasons), and the only non-
trivial homology groups have the following form
E1,2s2 (L) =
Z[x±]
〈xn − 1, nxn−1〉
, E3,2s2 (L) =
Z[x±]
〈xn − 1〉
.
Remark. It is interesting to compare the above result with the corresponding sl(n)-link homology
groups of L [20]. These sl(n)-link homology groups are given by
H0(L) =
xZ[x]
〈 xn 〉
, H1(L) =
Z[x]
〈xn, nxn−1〉
, H3(L) =
Z[x]
〈 xn 〉
,
where we have reindexed the homology gradings in [20] so as to agree with our grading convention.
Notice that in the above description, H0(L) and H1(L) can be expressed as the kernel and cokernel
respectively of the self map of Z[x]/(xn) given by multiplication with nxn−1. This very same
map, considered as a self map of Z[x±]/(xn − 1), is injective and has a cokernel describing the
E1,2k2 homology group of the above example. More to the point, working with Dominant K-theory
with p-primary coefficients, and taking n to be a power of p, we can show that our computation
actually agrees with sl(n)-link homology. This suggests that sl(n)-link homology, and the theory
we construct above may be related by a nontrivial deformation. See section 5 for more discussion.
Since our goal is to apply Dominant K-theory to sB(L), and the building blocks of sB(L)
are the spectra of broken symmetriesB(wI), we describe the structure of
n
K
∗
LU(r)(B(wI))
in section 3. They are outlined below. The reader only interested in the main results of
this article may wish to ignore the rest of the introduction.
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Recall that nK ∗LU(r)(B(wI)) is a module over K
∗
U(r)(B(wI)). Furthermore, B(wI) maps
U(r)-equivariantly to the Bott-Samelson variety BtS(wI) defined as the quotient of B(wI)
under right multiplication by T on Gik
BtS(wI) := U(r)×T (Gi1 ×T Gi2 ×T · · · ×T Gik/T ).
In what follows, we set the representation ring of T as K0T (∗) = Z[x
±
1 , . . . , x
±
r ] in terms of
the standard generators. Note: we have chosen to express the character of the standard
weight of T also as xi instead of e
xi , so as to avoid clutter. The next definition and theorem
describe the structure of the equivariant K-theory of BtS(wI ).
Definition. (Schubert classes for Bott-Samelson varieties)
Let I = {i1, . . . , ik}, given any j ≤ k, let Jj = {i1, . . . , ij}. Define π(j) and τ(j) to be the maps
π(j) : BtS(wJj ) −→ BtS(σij ), [(g, gi1 , . . . , gij)] 7−→ [(gg1 · · · gij−1, gij)].
τ(j) : BtS(wJj ) −→ U(r)/T, [(g, gi1 , . . . , gij )] 7−→ [gg1 · · · gij ]
Notice that one has a pullback diagram with vertical maps being canonical projections
BtS(wJj )

π(j)
// BtS(σij )

BtS(wJj−1)
τ(j−1)
// U(r)/T.
Since BtS(wI) projects canonically onto BtS(wJj ), we will use the same notation to denote the
maps π(j) and τ(j) with domain BtS(wI). Define ∂j ∈ K
0
U(r)(BtS(wI)) as the pullback class
π(j)∗(∂), where ∂ ∈ K0U(r)(BtS(σij )) is the (unique) generator of K
0
U(r)(BtS(σij )) as a K
0
T -module
that satisfies ∂2 = (eαs−1)∂. Here ij = s, and e
αs := xsx
−1
s+1 denotes the character of the standard
positive simple root αs of U(r) that corresponds to the reductive Levi subgroup Gij . In particular,
we have the relation
∂2j + (1− [e
αs ]j) ∂j = 0, where we define [x]j := τ(j − 1)
∗(x).
Definition. (The redundancy set ν(I) and its complement ν(I))
Let I = {i1, i2, . . . , ik} denote an indexing sequence with each ij < r. Let ν(I) be the (unordered)
set of integers s < r such that s occurs somewhere in I . Given s ∈ ν(I), let ν(s) denote the number
of times it occurs in I , and let Is ⊂ I denote the indexing subsequence Is = {is1 , is2, . . . , isν(s)} of
all elements it ∈ I so that it = s.
Let WI ⊆ Σr to be the subgroup of the Weyl group of U(r) generated by the reflections σs for
s ∈ ν(I). Let ν(I) be defined as the set of orbits of the canonical action ofWI acting on {1, . . . , r}.
It is easy to see that ν(I) is in bijection with complement of the set I in {1, . . . , r}, and hence the
notation.
Wemay now describe by the U(r)-equivariant K-theory of BtS(wI) in terms of these gen-
erators
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Theorem. Let I = {i1, i2, . . . , ik} denote an indexing sequence with ij < r. Then as a K
0
T -
algebra, we have
K0U(r)(BtS(wI)) =
K0T [∂1, ∂2, . . . , ∂k]
〈∂2j + (1− [e
αs ]j) ∂j , if ij ∈ Is.〉
, K1U(r)(BtS(wI )) = 0.
Moreover, for any weight α, the character eα ∈ K0T satisfies the following recursion relations
[eα]1 = e
α and [eα]j = [e
α]j−1 + [
eα − eα−α(hu)αu
1− eαu
]j−1 ∂j−1, where ij−1 = u,
with α(hu) denoting the value of the weight α evaluated on the coroot hu. Furthermore, the
behaviour under inclusions J ⊆ I , is given by using the above relations recursively, and setting
all ∂t = 0 for it ∈ I/J .
Let us use the above results to describe the structure of nK rU(r)(B(wI)). We first define
certain important polynomials. Given a root α = x−y in U(r), define the formal character
S(α) =
enα − 1
eα − 1
=
1
yn−1
(xn−1 + xn−2y + · · ·+ xyn−2 + yn−1).
These polynomials play an important role in Dominant K-theory. They appear as the
relations in the fusion ideal for the Verlinde ring of U(2) [21]. It is very interesting to see
them also appear in the theory of matrix factorizations that is used to define sl(n)-link
homology [11].
Theorem. Let I = {i1, i2, . . . , ik} denote an indexing sequence with each ij < r. Then, the
Dominant K-theory groups of B(wI) are concentrated in degree r (mod 2). Furthermore, there is
a surjective map of K0U(r)(BtS(wI))-modules
̟I :
K0U(r)(BtS(wI))
〈 S(αs), if ν(s) = 1, ∂ˆs, if s ∈ ν(I), xnl − 1, if l ∈ ν(I) 〉
−→ nK rU(r)(B(wI)),
where ∂ˆs denotes the class in K
0
U(r)(BtS(wI)) defined as ∂ˆs :=
∑
j∈Is
[eh
∗
s−αs ]j∂j with e
h∗s ∈ K0T
being the character representing of the dual co-root h∗s (see introduction to section 3).
If I is redundancy free, i.e. has the property that ν(s) = 1 for all s ∈ ν(I), then the map ̟I is an
isomorphism. More generally, given any redundancy free subsequence I0 ⊆ I with the property
ν(I0) = ν(I), then square-free monomials in the generators ∂i, i ∈ I/I0 generate a length filtration
of nK rU(r)(B(wI)) so that the associated graded module Gr∂
n
K
r
U(r)(B(wI)) is isomorphic to
Gr∂
n
K
r
U(r)(B(wI))
∼= nK rU(r)(B(wI0))⊗K0U(r)(BtS(wI0 ))
K0U(r)(BtS(wI)),
where we consider K0U(r)(BtS(wI)) as an K
0
U(r)(BtS(wI0))-module by identifying ∂j , j ∈ I0 with
their namesakes ∂j , j ∈ I . Moreover, given the inclusion J ⊂ I , so that J = I −{it}, the induced
map in Dominant K-theory is either given by the setting the class ∂t to zero in the case ν(J) =
ν(I), or the injective map given by multiplication with the class ([eαs ]t−1), if it = s = ν(I)/ν(J).
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In the next section we start with the definition and properties of Dominant K-theory.
Before we begin however, we would like to thank Ish Kitchloo and Kelly Barry for their
support during the writing of this article. We would also like to thank Hans Wenzl and
Mikhail Khovanov for several helpful conversations pertaining to this material.
2. DOMINANT K-THEORY nK U(r): BACKGROUND AND DEFINITIONS
In this section, we will recall the definition of Dominant K-theory nK U(r) as introduced
in [5]. This theory can be interpreted as an equivariant K-theory modeled on the positive
energy representations of the smooth loop group of U(r), which we deonote by LU(r).
Strictly speaking, Dominant K-theory is defined on the category of proper L˜U(r)-CW spec-
tra, where L˜U(r) is a S1-central extension of LU(r) to be defined below. We remind the
reader that, by definition, k-cells, relative to their boundary, of a proper equivariant CW-
spectrum are required to be of the form L˜U(r)+ ∧H S
k, where H < L˜U(r) is a compact
subgroup, and Sk is given the trivial H-action.
As we shall see in the next section, all the U(r)-spectra and quasi-equivalences between
them that were constructed in Part I of this article are canonically induced from proper
L˜U(r)-spectra along the evaluation homomorphism E : L˜U(r) −→ LU(r) −→ U(r) at the
point 1 ∈ S1. In particular, one may apply Dominant K-theory to these lifts of spectra
considered in the Part I.
The representations of LU(r)wewill consider in this section are known as positive-energy
representations [17]. These representations are infinite dimensional Hilbert representa-
tions. Since the theory of positive-energy representations requires us to fix a integral level
n > 0, we do so now for the rest of this article.
Let us get a sense of what these positive-energy representations look like. Consider the
(real) Hilbert space Trigr defined as the closure of the trignometric functions with values
in the real 2r-dimensional vector space underlying Cr. This space has a (dense) basis:
{ei cos(kθ), ei sin(sθ), k ≥ 0, s > 0, 1 ≤ i ≤ 2r.}
The Euclidean inner product onTrigr is given by integrating the standard Euclidean inner
product:
〈f(θ), g(θ)〉 =
1
2π
∫
〈f(θ), g(θ)〉 dθ
One can now define C∗-algebra C generated by the Clifford relations in Trigr:
f(θ) g(θ) + g(θ) f(θ) = 〈f(θ), g(θ)〉
Now notice that one has a canonical identification of Trigr⊗RC as the completion of Lau-
rent polynomials on Cr ⊗R C:
Trigr⊗RC = L
2(S1,Cr ⊗R C) = C
r⊗ˆRC[z, z
−1], z = e2πiθ.
Furthermore, we may extend the Euclidean inner product on Trigr complex linearly to
a non-degenerate bilinear form on Cr⊗ˆRC[z, z
−1]. Let J denote the complex structure
on Cr. Notice that the ±i-eigenspaces of the complex linear extension of J yields an
isotropic decomposition: Cr ⊗R C = W ⊕W
2. This induces an isotropic decomposition
2W is canonically isomorphic to Cr as a U(r)-representation
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of Cr ⊗R C[z, z
−1] = Hr+ ⊕H
r
− with
Hr+ = W [z]⊕ zW [z], H
r
− = W [z
−1]⊕ z−1W [z−1].
Wewill denote by Λ∗(Hr+) the irreducible unitary representation of C given by the Hilbert
completion of the exterior algebra on Hr+ , with H
r
+ ⊂ C acting by exterior multiplication,
and Hr− ⊂ C acting by extending the contraction operator using the derivation property.
By construction, LU(r) preserves the inner product on Trigr, and hence it acts on C by
algebra automorphisms. Since Λ∗(Hr+) is the unique representation of C
3 , Schur’s lemma
says that we get a canonical projective action of LU(r) on Λ∗(Hr+) that intertwines the
action of C twisted by the action of LU(r). The induced map ρ(r) : LU(r) −→ PU(Λ∗(Hr+))
may be lifted over U(Λ∗(Hr+)) giving rise to the universal level n = 1 central extension
L˜U(r) −→ LU(r). This representation is called the fermionic Fock space representation.
Definition 2.1. (The universal central extension L˜U(r) and the fermionic Fock space)
Let L˜U(r) denote the universal central extension of LU(r) defined by virtue of the homomorphism
ρ(r) : LU(r) −→ PU(Λ∗(Hr+)) above. This central extension L˜U(r) splits over the constant loops
U(r) ⊂ LU(r). Since the representation ring of U(r) is generated by the representations Λk(Cr),
it follows from the construction that Λ∗(H+) contains all irreducible representations ofU(r) under
the restriction U(r) ⊂ L˜U(r). It is also straightforward to see that Λ∗(Hr+) = Λ
∗(Hs+)⊗ˆΛ
∗(H t+)
under the central extension of the diagonal map LU(s)×˜LU(t) −→ L˜U(r), where r = s + t.
Remark 2.2. Let T denote the rotation group acting on LU(r) by reparametrizing S1. This action
lifts to an action on L˜U(r). Furthermore, the action of L˜U(r) on Λ∗(Hr+) extends to an action of the
group T⋉ L˜U(r). Let x1, x2, . . . , xr denote the diagonal characters of the standard representation
of U(r) on Cr, and let u denote the central character of L˜U(r). Also, let q denote the fundamental
character of T. Then it is easy to see that the character of the fermionic Fock space is given by:
Ch(Λ∗(Hr+)) = u
∞∏
m=0
r∏
i=1
(1 + xiq
m)(1 + x−1i q
m+1).
Definition 2.3. (Level n positive-energy representations)
We define an irreducible level n positive-energy representation of L˜U(r) to be any irreducible
L˜U(r)-representation that is a sub-representation of the n-fold (completed) tensor product ofΛ∗(Hr+)
(see [17] Thm. 10.6.4). There are only finitely many irreducible positive-energy representations of
level n, and that any extensions of two irreducible positive-energy representations splits [17]. In
particular, one has a semi-simple category of positive-energy level n representations of L˜U(r).
Before we define Dominant K-theory, let us first recall that usual two-periodic K-theory
is represented by homotopy classes of maps into the infinite Grassmannian Z × BU in
even parity, and into the infinite unitary group U in odd parity. The theorem of Bott
periodicity relates these spaces via ΩU = Z×BU, ensuring that this defines a two-periodic
cohomology theory. This structure described above can be formalized using the notion of
a spectrum. In particular, a spectrum consists of a family of pointed spaces En indexed
over the integers, endowed with equivalences En−1 −→ ΩEn.
3Strictly speaking, for this to be true, we must first fix a polarization or equivalence class of maximal
isotropic subspaces equivalent to Hr±
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The construction K-theory described above has an equivariant analog as well [19]. Given
a compact Lie group G, the objects that represent a genuine G-equivariant cohomology
theory are known as genuine G-spectra. In contrast to a regular spectrum, a genuine
G-equivariant spectrum E is indexed by the representation ring of G. In particular, it
consists of a collection of pointed G-spaces E(V ), indexed on finite dimensional sub-
representations V of an infinite dimensional unitary representation of G in a separable
Hilbert space (known as a “complete universe”) that contains all representations with
infinite multiplicity. In addition, these spaces are related so that one has a (suitably com-
patible) equivariant equivalences E(W ) −→ ΩV E(W ⊕ V ), where ΩV E(W ⊕ V ) denotes
the G-space of pointed maps from the one-point compactification of V to E(W ⊕ V ).
Strictly speaking, the definition of a genuine equivariant theory {E(W )} requires us to
index the theory over real G-representations W . However, since any real representation
may be realized inside a complex one, we may recover the structure of a genuine equi-
variant theory from the the spaces E(V ) indexed on complex representations V . For a
comprehensive reference on equivariant spectra, see [15]. The LU(r)-equivariant spectra
considered in this article satisfy a hybrid definition.
Definition 2.4. (LU(r)-equivariant spectra and LU(r)-equivariant cohomology theories)
An LU(r)-equivariant spectrum is a collection of LU(r)-spaces E(V ) indexed on complex repre-
sentations V in a complete G-universe for the group G = U(r). Notice that these representations
may be considered as representations of the loop groups LU(r) via the evaluation map E (though
they are not positive energy LU(r)-representations). As such, we require these spaces to be related
by compatible family of LU(r)-equivariant maps E(W ) −→ ΩV E(W ⊕V ) that areH-equivariant
equivalences for any compact subgroup H < LU(r). An LU(r)-equivariant spectrum represents
a cohomology theory of proper LU(r)-equivariant CW spectra in the standard way:
Given any proper LU(r)-equivariant CW spectrum Z, the value of the E-cohomology of Z in
grading given by a U(r)-representation V is defined by
EV (Z) := π0Map
LU(r)(Z,E(V )).
We often consider LU(r)-spectra as L˜U(r)-spectra via the projection map L˜U(r) −→ LU(r).
We begin with the construction of Dominant K-theory as an L˜U(r)-equivariant spectrum.
Definition 2.5. (The space of Fredholm operators F(Hn) and its saturation)
Let Hn denote the Hilbert space completion of countable copies of all level n positive-energy rep-
resentations of L˜U(n). Let F(Hn) denote the space of Fredholm operators on Hn. By choosing a
suitable variation of the norm-topology (see [1] section 3), the underlying homotopy type ofF(Hn)
is given by the infinite loop-space Z × BU and the group L˜U(r) admits a continuous action on
F(Hn) by conjugation of operators which factors through LU(r). Furthermore, the infinite loop-
space structure on F(Hn) is compatible with respect to this action (see [1] sections 3, 4).
Let E : L˜U(r) −→ LU(r) −→ U(r) denote the homomorphism induced by projection followed
by evaluating a loop at the point 1 ∈ S1. E allows us to view U(r)-representations as L˜U(r)-
representations. Define the saturation Hˆn to be L˜U(r)-Hilbert representation given by the com-
pleted tensor product Hn⊗ˆH, where H is the “complete U(r)-universe” generated by all irre-
ducible U(r)-representations with infinite multiplicity. As before, let F(Hˆn) denote the infinite
loop-space of Fredholm operators on Hˆn with the correct topology as indicated above.
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The next claim shows that F(Hˆn)may be taken as a proxy for F(Hn)
Claim 2.6. The canonical map ι : F(Hn) −→ F(Hˆn) is an H-equivariant homotopy equivalence
for any compact subgroup H < L˜U(r). In particular, given a finite, proper L˜U(r)-CW complex
X , the induced map below is a weak equivalence on the level of pointed equivariant mapping spaces
ι∗ : Map
L˜U(r)
∗ (X+,F(Hn)) −→ Map
L˜U(r)
∗ (X+,F(Hˆn)).
Proof. Let H be as above. Let us first observe that Hn and Hˆn are equivalent as H-
representations. To see this, we invoke two standard facts. Firstly, any compact subgroup
of L˜U(r) is a compact Lie group and secondly that any such group is conjugate to the
subgroup P that fixes a wall of the Affine alcove (which is a canonical subspace in the
L˜U(r)-space of principal U(r)-connections on the circle). Both of these facts follow from
the well known fact that the action of LU(r) on the space of connections is equivalent to
the conjugation action of U(r) on itself. Now consider a level n representation V of H ,
by which we mean any representation for which H ∩ S1 acts by the character un, where
S1 ⊂ L˜U(r) is the central circle with fundamental character u. It is clear that all H repre-
sentations in Hn are level n representations. If H belongs to the stabilizer P of an alcove
wall, every level n representation ofH is obtained by restriction from P . Hence we might
as well assume H = P . Now, given any level n highest weight λ of P , one may find an
affine Weyl element w so that λ = w(µ), with µ being a level n highest weight of L˜U(r).
Let L(µ) denote the corresponding irreducible representation of L˜U(r) with vacuum vec-
tor denoted by 1. Is easy to check that w˜ ⊗ 1 is a highest weight vector of P , with weight
λ for any lift w˜ of w. The same argument of course holds for Hˆn showing that Hn and Hˆn
are isomorphic H-representations. It follows easily that ι is an equivariant equivalence.
Now any cell Y of the proper L˜U(r)-CW complex X+ is of the form L˜U(r)+ ∧H S
k. An
easy argument by induction over the cells now establishes the isomorphism required. 
The eventual construction of nK U(r) as L˜U(r)-equivariant cohomology theory now rests
on the following three important preliminary theorems.
Theorem 2.7. Given a finite, proper L˜U(r)-CW complex X , let nK ∗LU(r)(X) denote the two-
periodic equivariant cohomology theory indexed on the integers
n
K
−k
LU(r)(X) := π0Map
L˜U(r)
∗ (Σ
kX+,F(Hn)).
Let XE denote the finite U(r)-CW complex X ×L˜U(r) U(r), obtained by inducing along E above.
Then nK ∗LU(r)(X) is a graded module over the the regularU(r)-equivariant K-theory ring K
∗
U(r)(XE).
Proof. Recall from claim 2.6 that the Z-graded cohomology theory represented by F(Hˆn),
agrees with nK LU(r). It is straightforward to see that by construction, the former is a
module over the U(r)-equivariant K-theory of XE . The proof of the theorem follows. 
Theorem 2.8. Let X be a finite, proper L˜U(r)-CW complex, and let XE be the U(r)-space as
defined in theorem 2.7. Given a finite dimensionalU(r)-equivariant complex vector bundle V over
XE , multiplication with the Thom class [V ] ∈ K
0
U(r)(X
V
E ) yields a (Thom)-isomorphism
µ : nK ∗LU(r)(X) −→
n
K
∗
LU(r)(X
V ),
whereXV denotes the (pointed) Thom space of the pullback of V to X .
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Proof. As in the proof of 2.7, let us recall that given a compact Lie subgroup H < L˜U(r),
the Hilbert space Hn contains all level n-representations of H with infinite multiplicity.
Taking an equivariant cell Y of X+ to be a proper cell of the form Y = L˜U(r)+ ∧H S
k,
the group nK ∗LU(r)(Y ) is the level n summand of the representation ring of H and the
map µ in the statement of the above theorem reduces to the standard Thom isomorphism
theorem in equivariant K-theory. The proof follows by an easy induction over the cells.

Theorem 2.9. Let V be any complex U(r)-representation, seen as an L˜U(r)-representation via
the homomorphism E . Let SV denote the one-point compactification of V . Then the L˜U(r)-spaces
ΩVF(Hn) := Map∗(S
V ,F(Hn)) and F(Hn) are H-equivariantly homotopy equivalent for any
compact subgroup H < L˜U(r).
Proof. The proof follows immediately on unraveling the statement of theorem 2.8. 
Remark 2.10. The equivalence between ΩVF(Hn) and F(Hn) indicated in the above theorem
is explicitly induced by the following zig-zag diagram of L˜U(r)-equivariant maps that restrict to
H-equivariant equivalences for any compact group H < L˜U(r)
F(Hn) −→ Ω
VF(Hˆn)←− Ω
VF(Hn),
where the map on the left is the Thom isomorphism, and the one on the right is induced by ι.
In light of theorem 2.9, we may define Dominant K-theory as an L˜U(r)-equivariant coho-
mology theory
Definition 2.11. (Dominant K-theory as a L˜U(r)-equivariant theory)
We define Dominant K-theory nK LU(r) on the category of proper L˜U(r)-CW complexes to be a
RepU(r)-periodic cohomology theory represented by a L˜U(r)-equivariant KU(r)-module spectrum
indexed on a complete U(r)-universe. This indexing identifies any complex U(r)-representation
V with the fixed L˜U(r)-space F(Hn)
4.
3. DOMINANT K-THEORY OF THE SPECTRUM OF BROKEN SYMMETRIES
Before we begin with this section, let us briefly review the root datum of U(r) so as to set
some convention. Let T = T r ⊆ U(r) denote the standard maximal torus, and let Br(r)
denote the braid group generated by the standard braids σi, 1 ≤ i < r. The weights of T
will be denoted by
∑
i≤r Z〈xi〉, so that the simple roots αi are expressed in this basis by
xi − xi+1. Let hi, 1 ≤ i < r denote the co-roots, so that αj(hi) = aij are the entries in the
Cartan matrix for U(r). In this article, we often require a basis of weights constructed out
of dual co-roots. This basis {h∗i , 1 ≤ i ≤ r} is defined in term of the generators xj as
h∗i =
∑
j≤i
xj , in particular, we have h
∗
i (hj) = δi,j for j < r.
4by 2.10, we should really take the space to be F(Hˆn), but that makes no difference in cohomology
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The action of theWeyl group, whose generators wewill also denote by σi, acts on aweight
α is given by
σiα := α− α(hi)αi.
Notice that by definition h∗r is the central character that is invariant under the Weyl group.
Remark 3.1. Given the generating weight xi of the weight lattice, the representation ring K
0
T of T
is a Laurent polynomial ring generated by the corresponding multiplicative characters. These are
typically denoted by exi . However, in order to avoid clutter, we will abuse the notation and denote
the multiplicative character corresponding to xi, also by xi (and not e
xi). We hope that the context
will avoid any confusion. We continue to use the exponential notation for other multiplicative
characters.
In the previous section, we described the equivariant cohomology theory nK LU(r) on the
category of proper L˜U(r)-CW spectra. In this section, we will describe how all the spectra
of broken symmetries B(w) studied in part I of this article can be induced along E as
described in theorem 2.7, with E denoting the homomorphism L˜U(r) −→ U(r) induced
by evaluating a loop at 1 ∈ S1. In other words, we will express the U(r)-spectrum B(w)
in the form
B(w) = B(w)E ∧L˜U(r) U(r)+,
with B(w)E being a canonical finite proper L˜U(r)-CW spectrum spectrum. In particular,
one may apply Dominant K-theory to define the K∗U(r)-modules
n
K
∗
U(r)(B(w)) :=
n
K
∗
LU(r)(B(w)
E).
The reader will notice a similarity between our calculations of nK ∗U(r)(B(w)) and the val-
ues of planar foams studied in [11], thereby suggesting that the associated link homology
theory is a deformation of sl(n)-link homology.
Let us start this section with a calculation of Dominant K-theory involving L˜U(1), that
will set the stage for what is to follow. For the sake of simplicity, we will use a smaller
andmore manageable model for ˜LU(1) consisting of thoseU(1) valued loops which admit
a finite Laurent expansion under the inclusion U(1) ⊂ C. It is straightforward to see that
this group of Laurent polynomials is isomorphic to the Lie group U(1) × Z since any
Laurent polynomial with values in U(1) is uniquely determined by its value at the point
1 ∈ S1, and its degree in Z.
Now recall from definition 2.1 that the central extension L˜U(1) is determined by the ho-
momorphism
ρ(1) : LU(1) −→ PU(Λ∗(H1+)).
Classifying the map ρ(1) gives rise to a map of topological spaces
Bρ(1) : BU(1)× U(1) −→ BPU(Λ∗(H1+)).
Now it is well known thatBPU of any Hilbert space is a model for the Eilenberg-MacLane
space K(Z, 3). The fact that ρ(1) has level one, can be interpreted as saying that the element
Bρ(1) represents a generator in the free cyclic group H3(BU(1) × U(1),Z). But elements
in H3(BU(1)×U(1),Z) also describe central extensions of the Lie group LU(1) by S1. It is
now a simple matter of checking that the following describes the correct extension.
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Claim 3.2. The central extension L˜U(1) is isomorphic to the Lie group (S1 × U(1)) ⋊ Z, where
the action of the generator σ ∈ Z on S1 × U(1) as described below
σ(eiϕ, eiθ)σ−1 = (ei(ϕ+θ), eiθ), eiϕ ∈ S1, eiθ ∈ U(1).
Let us now consider the real numbers R as a proper L˜U(1)-CW complex with the action of
˜LU(1) on R factoring through the canonical translation action of Z. Notice that RE = R/Z
is endowed with the trivial U(1)-action. However, the Domonant K-theory of R is highly
non-trivial
Theorem 3.3. Let R be seen as a proper L˜U(1)-CW complex with the action of ˜LU(1) factor-
ing through the canonical translation action of Z. Then as a K∗U(1)-module, we have a canonical
isomorphism
n
K
1
LU(1)(R) =
Z[x±]
〈xn − 1〉
, nK 0LU(1)(R) = 0,
where x denotes the fundamental character of U(1) so that K∗U(1) = Z[x
±].
Proof. Wemay expressR explicitly as a L˜U(1)-CW complex in terms of a homotopy pushout
L˜U(1)+ ∧S1×U(1) (S
0 ∨ S0)
id∨id

σ∨id
// L˜U(1)+ ∧S1×U(1) S
0

L˜U(1)+ ∧S1×U(1) S
0 // R.
where the left vertical map is induced by the standard map id ∨ id : S0 ∨ S0 → S0, and
the top horizontal map is the standard map twisted by the right-action of σ on one of the
factors L˜U(1)+∧S1×U(1)S
0. Now, let the character u represent the fundamental character of
the center S1. Since all level characters of S1 ×U(1) occur inHn with infinite multiplicity,
we see that
n
K
−∗
LU(1)(L˜U(1)+ ∧S1×U(1) S
0) = π∗Map
S1×U(1)
∗ (S
0,F(Hn)) = u
nZ[x±].
Applying Dominant K-theory therefore gives rise to a Mayer-Vietoris sequence
0 −→ nK 0LU(1)(R) −→ u
nZ[x±]⊕ unZ[x±]
a⊕b
−→ unZ[x±]⊕ unZ[x±] −→ nK 1LU(1)(R) −→ 0,
where a is the diagonal map induced by id ∨ id : S0 ∨ S0 → S0, and b is the diagonal
twisted by σ. Now, from claim 3.2, we see that the Z[x±]-module map induced by σ on
the representation ring unZ[x±] is uniquely defined by
σ(un) = unxn.
A simple calculation with the Mayer-Vietoris sequence now establishes the theorem. 
By taking products of the above complex, we obtain an easy generalization of the above
theorem
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Corollary 3.4. Let T r denote the standard r-torus U(1)r. Let LTr, and ˜LTr denote the Laurent
polynomials with values in T r, and their central extension as in claim 3.2. Let Rr be seen as a
proper ˜LTr-CW complex, with the action of ˜LTr factoring through the translation action of the
lattice Zr. Then as a K∗T r-module, we have a canonical isomorphism
n
K
r
LTr(R
r) =
Z[x±1 , . . . , x
±
r ]
〈xn1 − 1, . . . , x
n
r − 1〉
, nK r−1LTr(R
r) = 0.
Remark 3.5. The role played by Rr in the above corollary can be expressed geometrically. Let Rr
be regarded as the space of constant principal connections on the trivial principal T r-bundle over a
circle. More precisely, thinking of Rr as the Lie algebra of T r, we identify a vector v ∈ Rr, with the
connection v dθ. As such, the action of ˜LTr on Rr described above factors through the canonical
gauge action of LTr on the space of principal connections. The above calculation also suggests that
there is an underlying ring structure to Dominant K-theory, which in the example above makes
it isomorphic to the Verlinde ring of level n-representations of ˜LTr. This is consistent with our
construction of Dominant K-theory using level n positive-energy representations, and is in fact
true by an important result of Freed-Hopkins-Teleman [3].
We now describe a proper L˜U(r)-action on a space Ar that serves as a proxy for principal
U(r)-connections on a circle, and with the previous example as studied in theorem 3.3
being the special case A1.
First let sAr denote the space of principal SU(r)-connections on the circle. Let ZU(r)
denote the center of U(r). Now notice that the canonical map SU(r) × ZU(r) −→ U(r) is
an r-fold cover. We may therefore define the space underlying Ar to be
Ar = sAr × R.
Wewould now like to endow Ar with a proper action of LU(r). We first choose an appro-
priate model for LU(r) of the form LU(r) = LSU(r)⋊LU(1), where LSU(r) is the subgroup
of smooth loops with values in SU(r), and for LU(1)we take the smaller subgroup of Lau-
rent polynomials with values in U(1).
Claim 3.6. With the above model for LU(r), the action of LSU(r) on Ar = sAr × R extends to
an action of LU(r).
Proof. To extend the action of LSU(r) on Ar to an action of LU(r), we simply need to
describe an action of LU(1) that is compatible with the action of LSU(r). Recall that
LU(1) = U(1)× Z, where Z = π1(U(1)).
Let us begin by fixing an isomorphism between U(1) and a subtorus Tr ⊆ SU(r) ∩ T
r so
that Tr contains the center of SU(r) (the final answer will be equivalent for all choices of
Tr). As such, we may define the action of an element z ∈ U(1) on (∇, x) ∈ sAr × R by
z ∗ (∇, x) = (Ad
z
1
r
(∇), x).
It is easy to check that this action is well defined. Similarly, given a generator σ ∈ π1(U(1))
seen as an element in LU(1), the action of σ on the element (∇, x) is given by
σ ∗ (∇, x) = (Ad
σ
1
r
(∇) +
1
r
dθ,
1
r
+ x),
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where θ represents the fundamental one-form on the circle with values in the Lie algebra
of the subtorus Tr ⊆ SU(r) and σ
1
r denotes any pointwise r-th root of σ ∈ LU(1). As
before, it is easy to check that this formula is well defined and that it describes an action
of our chosen model for LU(r) extending the action of LSU(r). 
Remark 3.7. Notice that, by construction, the space Ar fibers LU(r)-equivariantly over the Z-
space R, with the fiber being the LSU(r)⋊U(1)-space sAr. In particular, one can interpretAr as
the mapping cylinder of the automorphism of sAr induced by σ. The above construction restricts
to the following LTr-equivariant fibration on the standard maximal torus T r ⊂ U(r)
R∆
r
/ L∆r×T r −→ Rr/ LTr −→ R/π1(U(1)),
where∆r ⊂ SU(r) is the diagonal maximal torus, with Lie algebra R∆
r
⊂ Rr.
Claim 3.8. The space Ar is a proper LU(r)-CW complex with a free ΩU(r)-action. Furthermore,
the induced U(r)-space Ar+ ∧LU(r) U(r)+ is equivalent the conjugation action of U(r) on itself.
Proof. For any simply connected, compact Lie group G, it is well-known that the space of
principal G-connections over a circle is a proper LG-CW complex, where LG denotes the
Loop group of G. The pointed gauge group Ω(G) is known to act freely on the space of
connections A. Furthermore, the holonomy map establishes an equivalence between the
induced space A+ ∧LG G+ and the conjugation action of G on itself. Applying this to our
example Ar = sAr × R, it follows that the pointed loop group ΩU(r) := ΩSU(r)⋊ Z acts
freely on Ar, with the orbit space being SU(r) ×Z/rZ (R/Z). Identifying this orbit space
with U(r), it is straigforward to see that the residual action of U(r) on this orbit space is
equivalent to the conjugation action. Hence, the stack Ar/ LU(r) is a proper LU(r)-CW
complex equivalent to U(r)/ U(r). 
Definition 3.9. (The universal proper L˜U(r)-CW complexAr)
Taking the small model for LU(r), and the induced central extension L˜U(r), we define the univer-
sal proper L˜U(r)-CW complex to be the spaceAr. The action of L˜U(r) onAr being defined via the
projection L˜U(r) −→ LU(r). The subgroup ΩU(r) := ΩSU(r)⋊Z acts freely onAr so that there
is principal ΩU(r)-fibration defined as the “holonomy’ map
Hol : Ar −→ U(r).
Furthermore, the induced spaceAr+ ∧L˜U(r) U(r)+, along the evaluation map E : L˜U(r) −→ U(r)
is equivalent to the conjugation action of U(r) on itself.
Remark 3.10. As the definition suggests, it is infact true that Ar is the terminal proper L˜U(r)-
CW complex (up to equivariant homotopy), even though we don’t really need that fact.
Now let I = {i1, i2, . . . , ik} denote an indexing sequence with ij < r. Let T denote the
standard maximal torus, and let Gi denote the (block-diagonal) unitary form in the re-
ductive Levi subgroup having roots ±αi. We consider Gi as a two-sided T -space under
the canonical left(resp. right) multiplication. For the (positive) braid word wI , recall the
spaces B(wI) of broken symmetries defined as
B(wI) := U(r)×T (Gi1 ×T Gi2 ×T · · · ×T Gik) = U(r)×T BT (wI),
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with the T -action on BT (wI) := (Gi1 ×T Gi2 ×T · · · ×T Gik) given by conjugation
t [(g1, g2, · · · , gk−1, gk)] := [(tg1, g2, · · · , gk−1, gkt
−1)].
Definition 3.11. (The lifts of the spaces B(wI) to proper L˜U(r)-CW complexes)
Given a positive braid word wI , let ρI denote the canonical U(r)-equivariant map on B(wI) in-
duced by group multiplication on the factors and with values in the space U(r) acting on itself by
conjugation
ρI : B(wI) = U(r)×T (Gi1×TGi2×T · · ·×TGik) −→ U(r), [(g, gi1, . . . , gik)] 7→ ggi1 . . . gikg
−1.
We define the space B(wI)
E to be the pullback of the universal proper L˜U(r)-CW complex Ar
along ρI , and denote HolI : B(wI)
E −→ B(wI) to be the induced holonomy map
5. Note that we
may identify HolI with B(wI)
E
+ ∧L˜U(r) U(r)+ = B(wI). For the diagonal inclusion
ρ : U(r)×T T −→ U(r),
we obtain (U(r)×T T )
E = L˜U(r)×L˜T R
r.
If wI as an arbitrary braid word, then one may define B(wI)
E to be the Thom space of the pullback
bundle over the lift of the underlying space of broken symmetries (see defintion 4.1). Therefore, the
Dominant K-theory of the spectra of broken symmetries is well defined
n
K
∗
U(r)(B(wI)) :=
n
K
∗
LU(r)(B(wI)
E).
Our goal in this section is to make computations of Dominant K-theory of spectra B(wI).
These computations will be expressed in terms of related spaces. We therefore begin with
the Bott-Samelson variety BtS(wI) which is the space obtained by taking the quotient of
B(wI) by the right T -multiplication on the factor Gik .
Definition 3.12. (The Bott-Samelson varieties)
Define the Bott-Samelson variety to be the U(r)-space given by
BtS(wI) := U(r)×T (Gi1 ×T Gi2 ×T · · · ×T Gik/T ) = U(r)×T BtST (wI),
where the T -action on BtST (wI) = (Gi1×TGi2×T · · ·×TGik/T ) is given by left T -multiplication
on Gi1 . Equivalently, BtST (wI) may be seen as the T -space obtained by taking the quotient of the
right T -multiplication on BT (wI).
Notice that the canonical projection map B(wI) −→ BtS(wI) endows the Dominant K-theory
n
K
∗
U(r)(B(wI)) the structure of a module over the usual equivariant K-theory K
∗
U(r)(BtS(wI))
which factors through multiplication with K∗U(r)(B(wI)).
The usual U(r)-equivariant K-theory of BtS(wI ) can be described in explicit terms. First
we introduce certain classes ∂i ∈ K
0
U(r)(BtS(wI)) called the Schubert class whichwill even-
tually be used to describe the structure of the Dominant K-theory of the spaces of broken
symmetries.
5
B(wI)
E is equivalent to L˜U(r)-CW complex using the argument in the proof of claim 4.6
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Definition 3.13. (Schubert classes for Bott-Samelson varieties)
Let I = {i1, . . . , ik}, given any j ≤ k, let Jj = {i1, . . . , ij}. Define π(j) and τ(j) to be the maps
π(j) : BtS(wJj ) −→ BtS(σij ), [(g, gi1 , . . . , gij)] 7−→ [(gg1 · · · gij−1, gij)].
τ(j) : BtS(wJj ) −→ U(r)/T, [(g, gi1 , . . . , gij )] 7−→ [gg1 · · · gij ]
Notice that one has a pullback diagram with vertical maps being canonical projections
BtS(wJj )

π(j)
// BtS(σij )

BtS(wJj−1)
τ(j−1)
// U(r)/T.
Since BtS(wI) projects canonically onto BtS(wJj ), we will use the same notation to denote the
maps π(j) and τ(j) with domain BtS(wI). Define ∂j ∈ K
0
U(r)(BtS(wI)) to be the pullback class
π(j)∗(∂), where ∂ ∈ K0U(r)(BtS(σij )) is the (unique) generator of K
0
U(r)(BtS(σij )) as a K
0
T -module
that satisfies ∂2 = (eαs−1)∂. Here ij = s, and e
αs := xsx
−1
s+1 denotes the character of the standard
positive simple root αs of U(r) that corresponds to the subgroup Gij . In particular, we have
∂2j + (1− [e
αs ]j) ∂j = 0, where we define [x]j := τ(j − 1)
∗(x).
Remark 3.14. Let us denote τ(k) of 3.13 by τ(I)
τ(I) : BtS(wI) −→ U(r)/T, [(g, gi1, . . . , gik)] 7−→ [gg1 · · · gik ]
which endows K∗U(r)(BtS(wI)) with a right K
0
T -module structure, making it a K
0
T -bimodule.
Definition 3.15. (The redundancy set ν(I) and its complement ν(I))
Let I = {i1, i2, . . . , ik} denote an indexing sequence with each ij < r. Let ν(I) be the (unordered)
set of integers s < r such that s occurs somewhere in I . Given s ∈ ν(I), let ν(s) denote the number
of times it occurs in I , and let Is ⊂ I denote the indexing subsequence Is = {is1 , is2, . . . , isν(s)} of
all elements it ∈ I so that it = s.
Let WI ⊆ Σr to be the subgroup of the Weyl group of U(r) generated by the reflections σs for
s ∈ ν(I). Let ν(I) be defined as the set of orbits of the canonical action ofWI acting on {1, . . . , r}.
It is easy to see that ν(I) is in bijection with complement of the set I in {1, . . . , r}.
The equivariant K-theory of the Bott-Samelson varieties can now be described as
Theorem 3.16. Let I = {i1, i2, . . . , ik} denote an indexing sequence with ij < r. Then we have
K0U(r)(BtS(wI)) =
K0T [∂1, ∂2, . . . , ∂k]
〈∂2j + (1− [e
αs ]j) ∂j , if ij ∈ Is.〉
, K1U(r)(BtS(wI )) = 0.
Moreover, for any weight α, the character eα ∈ K0T satisfies the following recursion relations
[eα]1 = e
α and [eα]j = [e
α]j−1 + [
eα − eα−α(hu)αu
1− eαu
]j−1 ∂j−1, where ij−1 = u,
with α(hu) denoting the value of the weight α evaluated on the coroot hu. Furthermore, the
behaviour under inclusions J ⊆ I , is given by using the above relations recursively, and setting
all ∂t = 0 for it ∈ I/J .
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Let us use the above results to describe the structure of nK rU(r)(B(wI)). Let us first recall
the polynomials S(α). Given a root α = x− y in U(r), we define the formal character
S(α) =
enα − 1
eα − 1
=
1
yn−1
(xn−1 + xn−2y + · · ·+ xyn−2 + yn−1).
Theorem 3.17. Let T = T r denote the maximal torus of U(r) so that K0T (∗) = Z[x
±
1 , . . . , x
±
r ]
in terms of the standard generators. Then given an indexing sequence I , the Dominant K-theory
groups of B(wI) are concentrated in degree r (mod 2). Furthermore, there is a surjective map of
K0U(r)(BtS(wI))-modules
̟I :
K0U(r)(BtS(wI))
〈 S(αs), if ν(s) = 1, ∂ˆs, if s ∈ ν(I), xnl − 1, if l ∈ ν(I) 〉
−→ nK rU(r)(B(wI)),
where ∂ˆs denotes the class in K
0
U(r)(BtS(wI)) defined as ∂ˆs :=
∑
j∈Is
[eh
∗
s−αs ]j∂j with e
h∗s ∈ K0T
being the character representing of the dual co-root h∗s (see the introduction to this section).
If I is redundancy free, i.e. has the property that ν(s) = 1 for all s ∈ ν(I), then the map ̟I is an
isomorphism. More generally, given any redundancy free subsequence I0 ⊆ I with the property
ν(I0) = ν(I), then square-free monomials in the generators ∂i, i ∈ I/I0 generate a length filtration
of nK rU(r)(B(wI)) so that the associated graded module Gr∂
n
K
r
U(r)(B(wI)) is isomorphic to
Gr∂
n
K
r
U(r)(B(wI))
∼= nK rU(r)(B(wI0))⊗K0U(r)(BtS(wI0 ))
K0U(r)(BtS(wI)),
where we consider K0U(r)(BtS(wI)) as an K
0
U(r)(BtS(wI0))-module by identifying ∂j , j ∈ I0 with
their namesakes ∂j , j ∈ I . Moreover, given the inclusion J ⊂ I , so that J = I −{it}, the induced
map in Dominant K-theory is either given by the setting the class ∂t to zero in the case ν(J) =
ν(I), or the injective map given by multiplication with the class ([eαs ]t−1), if it = s = ν(I)/ν(J).
The proofs of theorems 3.16 and 3.17 are fairly technical but not very informative, and so
we banish them to the Appendix. Instead, let us explore how these results give rise to a
link homology theory.
4. THE L˜U(r)-EQUIVARIANT LIFT OF STRICT BROKEN SYMMETRIES AND LINK
HOMOLOGY
Recall that in part I of this article, we constructed a filtered U(r)-equivariant homotopy
type sB(L) called the spectra of strict broken symmetries ([6] definitions 2.7, 2.8, 2.10),
where L was a link described as the closure of a braid with r-strands and endowed with
presentation wI indexed on a sequence I of standard braid generators and their inverses.
This homotopy type was constructed from a diagram of certain spectra B(wJ) known as
the spectra of broken symmetries indexed by subsets J ⊆ I . Furthermore, we showed that
the filtered U(r)-equivariant spectrum sB(L) was well-defined up to a notion of quasi-
equivalence (see [6] definition 3.4 and theorem 8.5). In particular, one could apply suitable
U(r)-eqivariant cohomology theories to obtain link invariants using a spectral sequence
built from the cohomology of the spectra B(wJ) ([6] theorem 8.7).
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Our goal in this section is to demonstrate that one may replace the spectra of broken
symmetries by their L˜U(r)-equivariant lifts B(wJ)
E along the holonomy maps HolJ as
defined in 3.11, and similarly define the L˜U(r)-eqivariant spectra of strict broken symme-
tries sB(L)E . Furthermore, we plan to show that theorems 8.5 and 8.7 in [6] remain true
when one applies Dominant K-theory so as to give rise to a link invariant endowed with
a convergent spectral sequence.
We begin by recalling the context. Let T = T r ⊆ U(r) denote the standard maximal torus,
and let Br(r) denote the braid group generated by the standard braids σi, 1 ≤ i < r. Let
αi denote the simple root on which σi acts by the sign representation, and let Gi ⊆ U(r)
denote the unitary form in the reductive Levi subgroup having roots ±αi. Let ζi denote
the virtualGi representation (gi−rR), where gi is the adjoint representation ofGi denoted
by Ad, and rR is the trivial representation of dimension r. Notice that the restriction of ζi
to T is isomorphic to the root space representation αi (as a real representation).
Recall that the Adjoint sphere spectrum ([6] definition 2.3) was defined as the sphere spec-
trum for the virtualGi representation −ζi. Even though specific models are not necessary,
the reader may wish to think of the model given as the mapping spectrum
S−ζi := Map(Sgi , Sr), Ad(g)∗ ϕ := g ◦ ϕ ◦ Ad(g
−1), ϕ ∈ Map(Sgi, Sr).
Consider a general indexing sequence for arbitrary braid words I := {ǫi1i1, · · · , ǫikik},
where ij < r, and ǫj = ±1. Assume that w = wI := σ
ǫi1
i1
· · ·σ
ǫik
ik
. Recall the U(r)-spectrum
of broken symmetries ([6] definition 2.4), B(wI) := U(r)+ ∧T BT (wI), where
BT (wI) := Hi1 ∧T . . . ∧T Hik , and Hi = S
−ζi ∧ Gi+, if ǫi = −1, Hi = Gi+ else.
The T × T -action on Hi is defined by demanding that an element (t1, t2) ∈ T × T acts
on S−ζi ∧ Gi+ by smashing the action Ad(t1)∗ on S
−ζi with the standard T × T action
on Gi+ given by left (resp. right) multiplication. As before the T -action on BT (wI) is by
conjugation on the first and last factor. It is clear that each bundle ζi above represents a
U(r)-equivariant vector bundle over U(r) ×T (Gi1 ×T · · · ×T Gik) := B(wI+), where I+ is
the indexing set obtained from I by replacing each ǫj with 1. Then notice that B(wI) is an
equivariant Thom spectrum over B(wI+)
(1) B(wI) = B(wI+)
−ζI , where ζI :=
⊕
ij∈I|ǫij=−1
ζij .
Definition 4.1. (L˜U(r)-equivariant lifts of broken symmetries)
Given I = {ǫi1i1, · · · , ǫikik}, then motivated by equation (1), we define the L˜U(r)-equivariant
spectrum of broken symmetries B(wI)
E as the Thom spectrum of the pullback of −ζI
B(wI)
E := (B(wI+)
E)−ζI ,
where I+ is the indexing sequence obtained from I by replacing each ǫj with 1. The pullback is
performed along the map (3.11) HolI+ : B(wI+)
E −→ B(wI+), which is the L˜U(r)-equivariant
principal ΩU(r)-bundle obtained by pulling back the holonomy map Hol : Ar −→ U(r) along
ρI : B(wI+) = U(r)×T (Gi1 ×T Gi2 ×T · · · ×T Gik) −→ U(r).
Note that if J is obtained from I by dropping an entry ij so that ǫij = 1, then ρI restricts to ρJ .
Similarly, ζI restricts to ζJ giving rise to a natural map
B(wJ)
E −→ B(wI)
E .
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Our eventual goal is to study the naturality properties of the construction B(wI) in terms
of subwords. In particular, we need to address that situation when J is obtained from I
by dropping an entry −ij . To address this situation we will have to reconsider a L˜U(r)-
equivariant variant of the Pontrjagin-Thom constructions ([6] claim 2.5).
Claim 4.2. If the set J is obtained from I by dropping an entry −ij , then the Pontrjagin-Thom
construction induces a canonical L˜U(r)-equivariant map
πEij : B(wI)
E −→ B(wJ)
E .
Proof. The Pontrjagin-Thom construction that gives rise to the map πEij is performed on
the level of the spaces B(wI+)
E . In order to study this, consider the L˜U(r)-equivariant
principal ΩU(r)-bundle
Hol : Ar −→ U(r).
By construction, Ar is an affine space modeled on Ω
1(S1, g) ⊕ R, where g denotes the Lie
algebra of SU(r). Furthermore,Ar admits a L˜U(r)-invariant inner product [17] (remember
that we take the small model of LU(r) given by ΩSU(r)⋊ (Z×U(1)). This invariant inner-
product induces a canonical principal ΩU(r) connection ∇E on the bundle Hol by taking
linear horizontal slices in Ar. This connection induces compatible connections ∇
E
I+
on all
the L˜U(r) equivariant principal ΩU(r)-bundles HolI+ : B(wI+)
E −→ B(wI+).
Now consider the special case of the above claim where I has a single entry−ij for which
ǫij = −1, and so that J is the set obtained by dropping−ij . It is straightforward to see that
the restriction of ζij to B(wJ) is the normal bundle of the canonical inclusion B(wJ) ⊂
B(wI+). Let ηJ denote the U(r)-equivariant tubular neighborhood of B(wJ ) in B(wI+)
identified with ζij via the exponential map. Parallel transport under ∇
E
I+
allows us to
canonically identify a L˜U(r)-equivariant tubular neighborhood of the inclusion B(wJ)
E ⊂
B(wI+)
E with the pullback of ζij along HolJ . We may therefore perform the Pontrjagin-
Thom construction to get a map B(wI+)
E −→ (B(wJ)
E)ζij . Twisting with −ζij gives rise
to the expected map
πEij : B(wI)
E −→ B(wJ)
E .
From this special case, it is straightforward to deduce the general case since the remaining
bundles do not interfere with the Pontrjagin-Thom construction for ij . 
Definition 4.3. (The functor B(wI)
E , compare [6] defintion 2.6)
Given a braid word wI , for I = {ǫi1i1, · · · , ǫikik}, let 2
I denote the set of all subsets of I . Let us
define a poset structure on 2I generated by demanding that nontrivial indecomposable morphisms
J → K have the form where either J is obtained from K by dropping an entry ij ∈ K (i.e. an
entry for which ǫij = 1), or that K is obtained from J by dropping an entry −ij (i.e an entry for
which ǫij = −1).
The construction B(wEJ ) induces a functor from the category 2
I to L˜U(r)-spectra. More precisely,
given a nontrivial indecomposable morphism J → K obtained by dropping −ij from J , the in-
duced map B(wJ)
E → B(wK)
E is obtained by applying the map πEij of claim 4.2. Likewise, if J
is obtained from K by dropping the factor ij , then the map B(wJ )
E → B(wK)
E is defined as the
canonical inclusion 4.1.
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Definition 4.4. (L˜U(r)-equivariant strict broken symmetries, compare [6] definitions 2.7, 2.8)
let I+ ⊆ I denote the terminal object of 2I given by dropping all terms −ij from I (i.e terms for
which ǫij = −1). Define the poset category I to the subcategory of 2
I given by removing I+.
I = {J ∈ 2I , J 6= I+}
We first define the equivariant L˜U(r)-spectrum sB∞(wI)
E via the cofiber sequence of equivariant
L˜U(r)-spectra
hocolimJ∈I B(wJ)
E −→ B(wI+)
E −→ sB∞(wI)
E .
We endow sB∞(wI)
E with a natural filtration as L˜U(r)-spectra giving rise to the filtered spectrum
of strict broken symmetries sB(wI)
E as follows. The lowest filtration is defined as
F0 sB(wI)
E = B(wI+)
E , and Fk = ∗, for k < 0.
Higher filtrations Ft for t > 0 are defined as the cone on the restriction of π to the subcategory
It ⊆ I consisting of objects no more than t nontrivial composable morphisms away from I+. In
other words Ft sB(wI)
E is defined via the cofiber sequence
hocolimJ∈It B(wJ)
E −→ B(wI+)
E −→ Ft sB(wI)
E .
Remark 4.5. As before, it is straightforward to see that the associated graded of this filtration is
given by
Grt(sB(wJ)
E) =
∨
J∈It/It−1
B(wJ )
E .
Having constructed the filtered L˜U(r)-equivariant homotopy type sB(wJ)
E , we now pro-
ceed to show that this homotopy type is independent of the presentation wI , up to quasi-
equivalence, and can be normalized to give rise to an invariant of the link L obtained
by closing the braid wI . The proof of this fact follows formally from the proofs given in
sections 4, 5, 6 and 7 of [6]. One simply invokes the following two technical claims that
allow one to lift properties of broken symmetries over to their L˜U(r)-lifts.
Claim 4.6. Let X and Y be two U(r)-CW complexes, admitting a U(r)-equivariant equivalence
f , and let U(r) be seen as a U(r)-CW complex under conjugation so that one has an equivariant
commutative diagram of the form
X
ρX
!!❉
❉❉
❉❉
❉❉
❉
f
// Y
ρY
}}④④
④④
④④
④④
U(r) .
Then the above diagram lifts to a diagram so that fE is an L˜U(r)-equivariant equivalence
XE
ρE
X !!
❈❈
❈❈
❈❈
❈❈
fE
// Y E
ρE
Y}}⑤
⑤⑤
⑤⑤
⑤⑤
⑤
Ar .
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Proof. Consider the L˜U(r)-equivariant diagram of principal ΩU(r)-fibrations
ΩU(r) //
=

XE
fE

// X
f

ΩU(r) // Y E // Y
Since f is a U(r)-equivariant equivalence, it is an L˜U(r)-equivariant equivalence under
the induced action via the evaluation map E : L˜U(r) −→ U(r). Via the 5-lemma, we see
that the map fE is therefore a L˜U(r)-equivariant weak equivalence. Hence we would be
done if we could show that the spaces XE and Y E have the homotopy type of L˜U(r)-CW
complexes. This can be done as follows. First we recall that Ar has a canonical L˜U(r)-
structure by describing it as a homotopy colimit of homogeneous spaces [5, 16]. Similarly,
the U(r)-space U(r) can be expressed as a homotopy colimit of homogeneous spaces over
the same diagram [2]. Furthermore, the holonomy map Hol : Ar −→ U(r) is induced
by the a natural transformation of diagrams, and is therefore cellular. Now by replacing
ρX : X −→ U(r) by a cellular map, we may import the cellular structure on the map Hol
to a cellular structure onXE , up to equivariant homotopy. The same argument shows that
Y E is equivalent to a L˜U(r)-CW complex. This is what we wanted to show. 
Claim 4.7. Given a pushout P of U(r)-spacesX , Y and Z over the U(r)-space U(r) as follows
X
g

h
// Z

Y // P
Then the above diagram lifts to a pushout diagram of L˜U(r)-spaces over Ar
XE
gE

hE
// ZE

Y E // P E
Proof. By definition, we express P as the quotient space of Y
∐
Z under the relations
indexed by X that identify g(x) with h(x) for any point x ∈ X . Now notice that P E is
a principal ΩU(r)-bundle over P . As such we may express P E as the quotient space of
the induced ΩU(r)-bundles over Y and Z, with identifications indexed by the induced
bundle over X . This is precisely the content of the claim. 
It is now a simple matter of going through the statements in sections 4, 5, 6 and 7 in [6]
sequentially to show why the same statements formally hold for the L˜U(r)-equivariant
lifts. We sketch the details for the benefit of the interested reader.
Let us begin by addressing why B(wI)
E is independent of the presentation wI . This in-
volves two properties. Namely, invariance under the braid relations and invariance un-
der the inverse relation. We start by indicating why sB(wI)
E is invariant under the braid
relations.
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In ([6] theorem 5.1), given a pair of indices (i, j), we considered an indexing sequence
I(i,j) which contains a subsequence of consecutive terms given by the braid sequence
{i, j, i, j, . . .}withmi,j-terms. Then the filtered U(r)-spectrum of strict broken symmetries
sB(wI(i,j)) was connected to the spectrum sB(wI(j,i)) by a zig-zag of elementary quasi-
equivalences, where I(j,i) represents the same sequencewith the subsequence {i, j, i, j, . . .}
replaced by the sequence {j, i, j, i, . . .} with the same number of terms. The method of
proof entailed constructing a sequence of filtered U(r)-spectra ([5] definition 5.6) known
as strict broken Schubert spectra sBSh(i,j,m)(wI) for integers 1 ≤ m ≤ mi,j . These fil-
tered spectra were constructed as homotopy colimits of functors BSh(i,j,m)(wJ) over cer-
tain poset categories. Furthermore, we had sBSh(i,j,1)(wI) = sB(wI(i,j)) (and the same
for (j, i)), and that sBSh(i,j,mi,j )(wI) and sBSh
(j,i,mi,j )(wI) agreed. In addition, we showed
that all the filtered U(r)-spectra sBSh(i,j,m)(wI) were connected by zig-zags of elemen-
tary quasi-equivalences. This quasi-equivalence was constructed by mean of a compari-
son map between broken Schubert spectra BSh(i,j,m)(wJ) −→ BSh
(i,j,m+1)(wJ) for subsets
J ⊆ I(i,j) and 1 ≤ m < mi,j .
Let J+ denote the set obtained by replacing all ǫj by 1. From the definition of Schubert
spectra, it is straightforward to check that the canonical map ρJ : B(wJ+) −→ U(r) of 3.11
factors through the spectra BSh(i,j,m)(wJ+) for all 1 < m < mi,j .
B(wJ+)
ρJ+

// BSh(i,j,m)(wJ+)
ρ
(i,j,m)
J+

// BSh(i,j,m+1)(wJ+)
ρ
(i,j,m+1)
J+

U(r)
=
// U(r)
=
// U(r).
It follows that the comparison maps lift to yield comparison maps of equivariant spectra
(2) B(i,j,m)(wJ)
E −→ BSh(i,j,m+1)(wJ)
E
The next step in the proof of braid invariance is to show that the fiber of the comparison
map induces a zig-zag of maps of filtered spectra, with acyclic fibers. The key point in
showing acyclicity comes down to showing that the fibers of a particular pair of maps
of the form given in equation (2) are equivalent. These maps fit into a pushout diagram
before taking the L˜U(r)-equivariant lift and so we may invoke claim 4.7 to observe that
the equivalence of fibers remains true on taking the lift. The rest of the argument is formal.
We now move to invariance under the inverse relation. This relation involves show-
ing that for any index i and a sequence I of the form {. . . , i,−i, . . .}, the filtered L˜U(r)-
spectrum B(wI)
E admits an elementary quasi-equivalence with B(w′I)
E , where I ′ is ob-
tained from I by dropping the pair {i,−i}. Of course, we require invariance under the
pair {−i, i} as well. The key construction in the argument given in ([6] section 6) involves
splitting the two maps
B(wI1) −→ B(wI), B(wI) −→ B(wI2), where I1 = I/{i}, I2 = I/{−i}.
It is straightforward to check that the splitting described in ([6] claims 6.2 and 6.3) are
maps over U(r), and can therefore be lifted to splittings of the maps
B(wI1)
E −→ B(wI)
E , B(wI)
E −→ B(wI2)
E .
Again, the rest of the argument is purely formal.
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Being done with showing that sB(wI)
E is independent of presentation, let us now indi-
cate why sB(wI)
E is an invariant of links. This requires showing invariance under first
Markov property, and the second Markov property. The L˜U(r)-equivariant versions of
these are straightforward given the U(r)-equivariant versions shown in ([6] section 4 and
7). Themap τ ([6] theorem 4.2) that establishes invariance under the first Markov property
is easily seen to be a map over the space U(r) and therefore lifts to the L˜U(r)-equivariant
strict broken symmetries. Similarly, for invariance under the second Markov property,
one simply observes that the relevant cofibration sequences described in ([6] claim 7.3
and 7.5) admit canonical lifts. The above discussion allows us to define invariants of
braids and links resp. sB(w)E and sB(L)E as in ([6] definitions 2.10 and 8.4).
Theorem 4.8. Let L denote a link described by the closure of a positive braid w ∈ Br(r) with
r-strands, and let wI be a presentation of w as wI = σ
ǫ1
i1
. . . σǫkik , with I = {ǫ1i1, . . . , ǫkik}. Let the
L˜U(r)-equivariant normalized spectrum of strict broken symmetries sB(L)E be defined as
sB(L)E := Σl(wI )sB(wI)
E [̺I ],
where Σl(wI) denotes the suspension by l(wI) := l−(wI)− 2l+(wI) with l+(wI) being the number
of positive and l−(wI) being the number of negative exponents in the presentation wI for w in
terms of the generators σi. Also, sB(wI)
E [̺I ] denotes the filtered spectrum sB(wI)
E with a shift
in indexing given by Ft sB(wI)
E [̺I ] := Ft+̺I sB(wI)
E , with ̺I being one-half the difference
between the cardinality of the set I , |I|, and the minimum word length |w|, of w ∈ Br(r)
̺I =
1
2
(|I| − |w|).
Thsn, as a function of the linkL, the L˜U(r)-spectrum sB(L)E is well-defined up to quasi-equivalence
([6] definition 3.4).
Remark 4.9. In ([6] theorem 6.8) we showed that sB(L) was equivalent to sB(LR), where R
was a reflection symmetry that was induced by reversing the order of braids. This symmetry also
lifts to a levelwise (honest) equivalence between sB(L)E and sB(LR)E and corresponds to the
automorphism of the space of connections induced by complex conjugation acting on S1.
The final task we have at hand is to establish the existence of the spectral sequence. By
([6] theorem 8.7), one needs to verify two sets of conditions called B andM2a/b-type con-
ditions given in ([6] definition 8.6). The M2a/b-type conditions pertain to the behaviour
under the second Markov move and comes down to verifying that the map given in ([6]
theorem 7.1) is trivial and and that the map ([6] theorem 7.2) is injective on the level of the
associated graded complex in Dominant K-theory. This follows easily from the behavior
of the Dominant K-theory of the equivariant spectra sB(wI) under inclusion of subsets
J ⊆ I as described in theorem 3.17 above. The B-type condition is described below.
The relevant B-type condition can be stated in the context of the L˜U(r)-lifts we con-
structed. To describe the condition, one considers a certain quasi-equivalence of filtered
L˜U(r)-spectra
πEm : sBSh
(i,j,2)(wI)
E −→ π∗msBSh
(i,j,m+1)(wI)
E ,
where i, j are indices with 1 < m < mi,j . Let Z
E
m denote the fiber of π
E
m. Then the relevant
condition demands that the fiber inclusion map on the associated graded
Grt(Z
E
m) −→ Grt(sBSh
(i,j,m)(wI)
E)
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be surjective in Dominant K-theory. The only indices that satisfy the above parameters
in the case of U(r) are consecutive indices j = i + 1 < r and with m = 2. Now the
spectra Grr(sBSh
(i,i+1,2)(wI)
E) and Grr(sBSh
(i,i+1,3)(wI)
E) are coproducts of other L˜U(r)-
spectra indexed on the same set, and so the relevant condition comes down to verifying a
condition on the individual summands. Before we describe the condition in our context,
let us recall the definition of broken Schubert spectra ([6] definition 5.6). Given indices
i, j < r, let Shi,j,i denote the T × T -space given by the pullback diagram
Shi,j,i

ρSh
// U(r)

Xi,j,i // U(r)/T,
where Xi,j,i is the image if the following canonical map under group multiplication
Xi,j,i = Image of Gi ×T Gj ×T Gi/T −→ U(r)/T.
Shi,j,i is a T ×T -invariant subspace of U(r), where T ×T acts onG via left/right multipli-
cation. Given any positive indexing sequence of the form I = {i1, . . . , ik, i, j, i}, we may
construct the spectrum of broken Schubert spectra defined as the suspension spectrum of
BSh(i,j,3)(wI) := U(r)×T (Gi1 ×T · · · ×T Gik ×T Shi,j,i),
with the T -action on Gi1 ×T · · · ×T Gik ×T Shi,j,i being endpoint conjugation as before. By
construction, it is easy to see that one has a natural U(r)-equivariant diagram of the form
B(wI)
ρI
##❍
❍❍
❍❍
❍❍
❍❍
// BSh(i,j,3)(wI)
ρ
(i,j,3)
Ixxq
qq
qq
qq
qq
qq
U(r) .
where U(r) is being seen as an U(r) space under conjugation as before. In particular, one
may define the space BSh(i,j,3)(wI)
E . The broken Schubert spectra BSh(i,j,2)(wI)
E agree
with the spectra of broken symmetries.
Claim 4.10. Let i and j be indices with j = i+1 < r. Given a positive sequence J = {i1, . . . , ik},
consider positive indexing sequences
I ′ = {i1, . . . , ik, i}, I
′′ = {i1, . . . , ik, i, i}, I = {i1, . . . , ik+3} := {i1, . . . , ik, i, j, i}
so that J ⊂ I ′ and J ⊂ I ′′ ⊂ I in the obvious fashion. Then one has a diagram of cofiber sequences
of L˜U(r)-equivariant spectra, which is functorial in J
ZEI′′
ιI′′
//
f

B(wI′′)
E
g

µE
// B(wI′)
E

ZEI
ιI
// B(wI)
E // BSh(i,j,3)(wI)
E
where µE : B(wI′′)
E −→ BSh(wI′)
E is defined by lifting the multiplication in the last two factors
from B(wI′′) to B(wI′). Furthermore, the maps ιI and ιI′′ are surjective in Dominant K-theory.
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Proof. The existence of the commutative square in the right, and its functoriality in J
follows from the definition of the spaces in question. Furthermore, by ([6] lemma 5.7)
and 4.7, the spaces in the right square is a pushout, and consequently the map f is an
equivalence. It is clear that the map µ is split and so the map ιI′′ is surjective in any
cohomology theory. Let us pick the splitting induced by the inclusion I ′ ⊂ I ′′ by including
the index i as ik+3 in terms of the indexing sequence
h : B(wI′)
E −→ B(wI′′)
E .
From the choice of h, it follows that the image of the map ιI′′ is isomorphic to the ideal
generated by the Schubert class ∂k+1 in terms of theorem 3.17. We will now proceed to
show that the map g is surjective onto the cohomology of ZEI′′ , which we will identify as
the ideal generated by ∂k+1. We consider two cases. The first case we consider is when
the index j belongs to the indexing set J . In that case, theorem 3.17 tells us that the map
g is surjective and so obviously surjective onto the kernel of the map h.
The only other case to consider is when j does not appear in the indexing sequence J . In
this case, theorem 3.17 tells us that the image of g is the submodule generated by the class
1− [eαj ]k+2 ∈ K
0
U(r)(BtS(wI′′)). But the recursion relation in 3.16 gives us the relation
1− [eαj ]k+2 = 1− [e
αj ]k+1 − [e
αj ]k+1 ∂ik+1 .
Since 1 − [eαj ]k+1 belongs to the image of µ
E , and the class [eαj ]k+1 is a unit, we observe
that the image of g in cohomology surjects onto the ideal generated by ∂ik+1 modulo the
image of µE , which is what we wanted to prove. 
As an immediate corollary, we have
Theorem 4.11. Given a link L described as a closure of a braid w on r-strands, one has a spectral
sequence converging to the Dominant K-theory nK ∗U(r)(sB∞(L)) and with E1-term given by
Es,t1 =
⊕
J∈It/It−1
n
K
s
U(r)(B(wJ)) ⇒
n
K
s+t+l(wI)
U(r) (sB∞(L)).
The differential d1 is the canonical simplicial differential induced by the functor described in defi-
nition 4.3. In addition, the terms Eq(L) are invariants of the link L for all q ≥ 2.
Proof. As mentioned earlier, the above theorem follows once we have verified the B-type
condition of ([6] definition 8.6), which comes down to showing that the map given in ([6]
claim 6.5) is injective. This is equivalent to claim 4.10 above with only two cosmetic dif-
ferences. The first involves working with Thom spectra instead. The Thom isomorphism
theorem in Dominant K-theory comes to our rescue here. The only other difference in-
volves working with the subsequence {i, j, i} anywhere in the sequence I and not just
at the terminating three spots. This is again not an issue since we can invoke the first
Markov property to move the subsequence to the end. 
Remark 4.12. As in ([6] theorem 2.12), it is straightforward to see that the limiting spectrum
sB∞(L) underlying the filtered spectrum sB(L)
E is a Thom spectrum of the pullback of a T -
representation to the space (U(r)×T wT )
E , wherew is the Weyl element underlying any braid pre-
sentationwI that closes toL. In particular, using Thom isomorphism, we see that
n
K
∗
U(r)(sB∞(L))
is isomorphic to the value of the unlink on the same number of components as L. However, as we
shall see in the next section, the spectral sequence converging to it is highly nontrivial.
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5. EXAMPLES AND SPECULATIONS
In this section, we will compute some basic examples and then speculate on how our
cohomology theory may be related to sl(n)-link homology. To begin with, notice that
claim 3.4 says that for the r-component unlink, the spectral sequence of 4.11 is degenerate
with the only non-zero terms being
E0,r+2s1 (L) = E
0,r+2s
∞ (L) =
Z[x1, . . . , xr]
〈xn1 − 1, . . . , x
n
r − 1〉
∼=
Z[x±]
〈xn − 1〉
⊗r
.
The next set of examples we consider are the (2, k)-torus links T2,k. Since such a torus link
can be descried as the closure of the braid word σk, with σ ∈ Br(2) being the generator.
In other words, we consider the indexing sequence I with k-terms I := {1, 1, . . . , 1}, and
denote wI by σ
k. We will require the computation of the Dominant K-theory of the space
B(σk). Towards that end, we start with
Lemma 5.1. The Dominant K-theory groups of B(σk) are trivial in odd degree. In even degree,
they are given as follows. Let R denote the ring
R :=
Z[x±, y±]
〈xn − 1, yn − 1, S(x, y)〉
,
where S(x, y) denotes the polynomial xn−1 + xn−2y + . . .+ xyn−2 + yn−1. Then we have
n
K
2s
U(2)(B(σ
k)) =
R [δ1, . . . , δk]
〈 δˆ, δ2j + (y − x+ 2
∑
i<j δi)δj 〉
,
where δi = [e
h∗−α]i∂i and δˆ =
∑
i≤k δi. Moreover, the restriction B(σ
k−1) −→ B(σk) given by
dropping the i-th entry in the indexing sequence I , is given in cohomology by setting δi to zero.
Notice in particular that nK 2sU(2)(B(σ
k)) is a free module over the ringR on squarefree monomials
in δj (including the trivial monomial) for j belonging to any subset of I of cardinality (k − 1).
Proof. First, let us notice that for k = 1, the above result follows from theorem 3.17 once
we take into account the fact that eh
∗−α = y so that δ2 = y(x/y − 1)δ = (x− y)δ. Now, for
k > 1, let us first observe that the relation δ2j +[e
h∗−α(1−eα)]jδj = 0 reduces to the relation
δ2j + (y − x+ 2
∑
i<j
δi)δj = 0,
by using the recursion relation of theorem 3.16 repeatedly. Now theorem 3.17 gives us
the structure of the associated graded object of nK 2sU(2)(B(σ
k)) under the length filtra-
tion by square-free monomials in δi. It is easy to see that the associated graded of the
structure claimed in the statement of the above lemma agrees with the expected result.
So to establish the lemma, one only needs to construct a map from the claimed result
into nK 2sU(2)(B(σ
k)). To achieve this, it is sufficient to construct the map from R to
n
K
2s
U(2)(B(σ
k)). We achieve this by showing that nK 2sU(2)(B(σ)), which is isomorphic to
R (and denoted by nK 2sU(2)(B(wI0)) in theorem 3.17), maps naturally to
n
K
2s
U(2)(B(σ
k))
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so as to construct a retractaction of any inclusion B(σ)E −→ B(σk)E . This retraction is
seen to be induced by the following map that is compatible over ρI
ρ : B(σk) −→ B(σ), [(g, g1, . . . , gk)] −→ [(g, g1g2 . . . gk)].

The above lemma furnishes us with the pieces that will allow us to compute the terms of
the spectral sequence converging to nK ∗U(2)(sB(T2,k)). We will describe this computation
for k = 2, 3, leaving the reader with the general method to compute other examples.
Consider the case k = 2 (the case of the Hopf-link). Here, the E1 term of the spectral
sequence 4.11 is given by the cochain complex
n
K
2s
U(2)(B(σ
2))
d0−→ nK 2sU(2)(B(σ))⊕
n
K
2s
U(2)(B(σ))
d1−→
Z[x±, y±]
〈xn − 1, yn − 1〉
,
where, the difrerential d1 is given by multiplication with (x− y) on each summand (using
theorem 3.17), and the differential d0 is given by setting δ1 and δ2 to zero respectively.
From the above lemma 5.1, it is easy to see that the cohomology groups are given by
H2 =
Z[x±]
〈xn − 1〉
, H0 = nK 2sU(2)(B(σ
2)) δ1δ2 ∼=
Z[x±, y±]
〈xn − 1, yn − 1, S(x, y)〉
.
We therefore conclude that
Example 5.2. In the case of the Hopf-link, the spectral sequence of theorem 4.11 collapses
at E2 to
E0,2s2 (L) =
Z[x±, y±]
〈xn − 1, yn − 1, S(x, y)〉
, E2,2s2 (L) =
Z[x±]
〈xn − 1〉
.
Note that we know by remark 4.12 that the spectral sequence converges to the value of
the unlink with two components, which is given by
Z[x±, y±]
〈xn − 1, yn − 1, 〉
,
hence the above E∞-term represents a non-trivial extension!
Let us now move on to the case k = 3. Here the E1-term is given by the four-term cochain
complex
n
K
2s
U(2)(B(σ
3))
d0−→
∑
1≤i<j≤3
n
K
2s
U(2)(B(σ
2))
d1−→
∑
1≤j≤3
n
K
2s
U(2)(B(σ))
d2−→
Z[x±, y±]
〈xn − 1, yn − 1〉
,
where the differentials are given by restrictions of subsets of I as defined in 4.11. As
before, d2 is given by multiplication with (x − y) on each summand and d1 is easily seen
to be surjective onto the kernel of d2.
It remains to calculate the cohomology groups H0 and H1. We do this by studying d0
first, by breaking it into the three components corresponding to the respective subsets
of I given by dropping the first, second and third term respectively. Let us call those
components dj0 where 1 ≤ j ≤ 3. The statement of lemma 5.1 shows that d
1
0 is surjective,
and its kernel is the ideal generated by δ1.
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Let us now move to the differential d20 restricted to the ideal generated by δ1. Again,
the lemma shows that the kernel of d20 is given by the ideal generated by δ1δ2, which is
isomorphic to the ring R defined in the lemma. Furthermore, the cokernel of d20 is the
submodule of nK 2sU(2)(B(σ
2)) isomorphic to the ring R consisting of terms with no δ-
generators.
Finally, we study the differential d30 on the ideal generated by δ1δ2. This differential is
injective and is given by setting δ3 as zero. But δ3 = −δ1− δ2. Hence we set δ2 equal to −δ1
to see that the image of d30 is the ideal generated by the class δ
2
1 = (y − x)δ1. The cokernel
of d30 is therefore seen to be a sum of modules R ⊕ R/(x − y), with the second summand
generated by the element δ1.
Notice that the two summands isomorphic to R that we have identified inside the coker-
nel of d20 and d
3
0 respectively, map injectively under d1. We therefore conclude
Example 5.3. In the case of the (2, 3)-torus knot T2,3, the spectral sequence of theorem 4.11
collapses at E2 to
E1,2s2 (L) =
Z[x±, y±]
〈xn − 1, yn − 1, S(x, y), x− y〉
∼=
Z[x±]
〈xn − 1, nxn−1〉
, E3,2s2 (L) =
Z[x±]
〈xn − 1〉
.
As before, we can invoke remark 4.12, and the secondMarkov property to see that spectral
sequence converges to the value of the unknot. In particular, we again have a nontrivial
extension!
We leave it to the reader to use lemma 5.1 to compute the E2-term for further examples of
torus links. By remark 4.11, they will all give rise to extensions of the value of one or two
component unlinks.
Alternatively, one may consider n being a power of a prime n = pm, and work with
Dominant K-theory with p-primary coefficients Fp (any cohomology theory can be taken
with coefficients by smashing with the corresponding Moore spectrum). In particular, a
change of variables x = z + 1 gives rise to a p-primary Dominant K-theory so that the
value on the r-component unlink, and the ring R get replaced respectively by
Fp[z]
〈zn〉
⊗r
, RFp :=
Fp[z1, z2]
〈zn1 , z
n
2 , S(z1, z2)〉
.
In particular, the example 5.2 of the Hopf link can be described bymaking the correspond-
ing change. The example 5.3 of the (2, 3)-torus knot is more interesting with p-primary
coefficients in that the differential d0 now has a kernel isomorphic to Fp[z]/〈z
n〉 giving rise
to an E2s,02 term.
Example 5.4. In the case of the (2, 3)-torus knot T2,3, the spectral sequence of theorem 4.11
for Dominant K-theory of level n = pm, with mod p coefficients has an E2 term
E0,2s2 (L) =
Fp[z]
〈zn〉
, E1,2s2 (L) =
Fp[z]
〈zn〉
, E3,2s2 (L) =
Fp[z]
〈zn〉
.
Since this spectral sequence converges to the value of the unknot, we must have a d3-
differential that wipes out the terms in the (2s, 0) and the (2s, 3) spots. The above ex-
amples with p-primary coefficients agree with the usual sl(n)-link homology calculations
(with p-primary coefficients) for the corresponding links.
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Remark 5.5. The previous examples appear to suggest that our link homologies E2(L) are closely
related to sl(n)-link homology. In particular, it appears that nK
∗+l(wI)
U(r) (sB∞(L)) is isomorphic to
an integral version of the “quantum CPn” variant of sl(n)-link homology [4], where the potential
function is given by xn+1 − (n+ 1)x. However, establishing the relation between these theories is
far from obvious. For one thing, our constructions are built from level n-representations of the loop
groups LU(r) so that the value of the unknot is isomorphic to the Grothendieck group of level n
representations of the loop group LU(1). This is in contrast with the fact that sl(n)-link homology
is expected to be related to the level one (fundamental) representation of the rank n quantum groups
Uq(sl(n)). It is therefore clear that any identification between these theories will implicitly involve
a rank-level duality.
6. APPENDIX: CALCULATIONS IN DOMINANT K-THEORY
The task we aim to achieve in the Appendix is to compute the Dominant K-theory of
spaces of the form B(wI) for some positive indexing sequence I . The answer will be
expressed in terms of the regular U(r)-equivariant K-theory of the Bott-Samelson spaces
BtS(wI). And sowewill begin with the structure of the latter. Consider the Bott-Samelson
variety BtS(σi) = U(r) ×T (Gi/T ), where σi ∈ Br(r) is the standard braid for 1 ≤ i < r.
Then we have
Theorem 6.1. K∗U(r)(BtS(σi)) is a rank two free module over K
0
T , generated by classes {1, ∂},
where ∂ ∈ K0U(r)(BtS(σi)) is uniquely defined by the property ∂
2 = (eα − 1)∂, where eα is
the character xix
−1
i+1. Here we continue to abuse notation by using xi, xi+1 to also denote the
multiplicative characters as we did for the linear characters.
Proof. The proof of theorem 6.1 is classical. Consider the two T -fixed points ofGi/T given
the the cosets T/T and σiT/T . The normal bundle of σiT in Gi/T is isomorphic to the T -
representation with linear character given by the dual α of α. The two fixed points T/T
and σiT/T give rise to two sections s and sσi respectively of the bundle
U(r)×T (Gi/T ) −→ U(r)/T.
Pinching off the section s gives rise to a cofiber sequence which splits into short exact
sequences in equivariant K-theory
0 −→ K∗T (Σ
α)
f∗
−→ KU(r)(BtS(σi))
s∗
−→ K∗T −→ 0.
Let λ ∈ KU(r)(BtS(σi)) be the class given by the image to the Thom class of the representa-
tion α under the map f ∗. We see from from the above sequence that {1, λ} are K0T -module
generators of K∗U(r)(BtS(σi)). Consider the map induced by the inclusion of fixed points
s ⊔ sσi : (U(r)/T ) ⊔ (U(r)/T ) −→ BtS(σi).
The above short exact sequence shows that λ is uniquely determined by the fact that it
restricts trivially along s∗ (by construction) and restricts to the element (1 − eα) along
s∗σi since (1 − e
α) is the K-theoretic Euler class of the representation α. The generator
1 ∈ K0U(r)(BtS(σi)) clearly restricts to 1 ∈ K
0
T along both fixed points. It now follows that
any element in K∗U(r)(BtS(σi)) is uniquely determined by its restrictions along these two
fixed points. Applying this observation to λ2 yields the relation
λ2 = (1− eα)λ.
30
Our generator ∂ is simply defined as ∂ := −λ. It is straightforward to see that ∂ has the
property that ∂2 = (eα − 1)∂ and it is the unique class with that property. 
Remark 6.2. Consider the map
ρi : U(r)×T (Gi/T ) −→ U(r)/T, [(g, giT )] 7−→ ggiT.
Then, given γ ∈ KU(r)(U(r)/T )) = K
0
T , we my ask to express the element ρ
∗
i (γ) in terms of our
generators {1, ∂}. This is done by restricting along the two fixed points. Expressing ρ∗i (γ) as
ρ∗i (γ) = a+ b ∂,
we may restrict along s∗ to deduce that a = γ. Then restricting along s∗σi says that b =
γ−σ(γ)
1−eα
.
Let us now recall the definition 3.13 of Bott-Samelson varieties and their Schubert classes.
Let I = {i1, . . . , ik}, given any j ≤ k, let Jj = {i1, . . . , ij}. Define π(j) and τ(j) to be the
maps
π(j) : BtS(wJj ) −→ BtS(σij ), [(g, gi1 , . . . , gij)] 7−→ [(gg1 · · · gij−1, gij)].
τ(j) : BtS(wJj ) −→ U(r)/T, [(g, gi1 , . . . , gij )] 7−→ [gg1 · · · gij ]
Notice that one has a pullback diagram with vertical maps being canonical projections
BtS(wJj )

π(j)
// BtS(σij )

BtS(wJj−1)
τ(j−1)
// U(r)/T.
Since BtS(wI) projects canonically onto BtS(wJj ), we will use the same notation to denote
the maps π(j) and τ(j) with domain BtS(wI). Define ∂j ∈ K
0
U(r)(BtS(wI)) to be the pull-
back class π(j)∗(∂), where ∂ ∈ K0U(r)(BtS(σij )) is the (unique) generator of K
0
U(r)(BtS(σij ))
as a K0T -module that satisfies ∂
2 = (eαs − 1)∂. Here ij = s, and e
αs := xsx
−1
s+1 denotes the
character of the standard positive simple root αs ofU(r) that corresponds to the subgroup
Gij . In particular, we have the relation
∂2j + (1− [e
αs ]j) ∂j = 0, where we define [x]j := τ(j − 1)
∗(x).
Definition 6.3. (The redundancy set ν(I) and its complement ν(I))
Let I = {i1, i2, . . . , ik} denote a positive indexing sequence with each ij < r. Let ν(I) be the
(unordered) set of integers s < r such that s occurs somewhere in I . Given s ∈ ν(I), let ν(s)
denote the number of times it occurs in I , and let Is ⊂ I denote the indexing subsequence Is =
{is1, is2 , . . . , isν(s)} of all elements it ∈ I so that it = s.
Let WI ⊆ Σr to be the subgroup of the Weyl group of U(r) generated by the reflections σs for
s ∈ ν(I). Let ν(I) be defined as the set of orbits of the canonical action ofWI acting on {1, . . . , r}.
It is easy to see that ν(I) is in bijection with complement of the set I in {1, . . . , r}, and hence the
notation.
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Theorem 6.4. Let I = {i1, i2, . . . , ik} denote a positive indexing sequence with 1 ≤ ij < r.Then
as a K0T -algebra, we have
K0U(r)(BtS(wI)) =
K0T [∂1, ∂2, . . . , ∂k]
〈∂2j + (1− [e
αs ]j) ∂j , if ij ∈ Is.〉
, K1U(r)(BtS(wI )) = 0,
where αs denotes the simple positive root corresponding to the index s. Moreover, for any weight
α, the character eα ∈ K0T , satisfies the following recursion relations
[eα]1 = e
α and [eα]j = [e
α]j−1 + [
eα − eα−α(hu)αu
1− eαu
]j−1 ∂j−1, where ij−1 = u,
with α(hu) denoting the value of the weight α evaluated on the coroot hu. Furthermore, the
behaviour under inclusions J ⊆ I , is given by using the above relations recursively, and setting
all ∂t = 0 for it ∈ I/J .
Proof. The proof of the above theorem is a simple induction argument. Let I = {i1, . . . , ik}
as above. Assume that the classes {∂i1 , . . . , ∂ik} have been constructed as in definition
3.13. Consider the indexing subsequence Jk−1 = {i1, . . . , ik−1}. One has a bundle with
fiber Gik/T
BtS(wI) −→ BtS(wJk−1), [(g, gi1, . . . , gik)] 7−→ [(g, gi1, . . . , gik−1)].
As before, the above fibration supports two sections sJ and sJ,σk induced by the two cosets
{T/T, σikT/T} ⊂ Gik/T . Furthermore, one has a diagram of cofiber sequences induced
by the inclusion of the section sJ
BtS(wJk−1)
sJ
//
τ(k−1))

BtS(wI) //
π(k)

ΣαikBtS(wJk−1)
τ(k−1)

U(r)/T
s
// BtS(wik)
// Σαik U(r)/T.
By induction, the classes {∂i1 , . . . , ∂ik−1} restrict to generators of K
∗
U(r)(BtS(wJk−1)). So by
degree reasons, we see that the above diagram gives rise to a diagram of short exact se-
quences in equiariant K-theory. In particular, we see that K∗U(r)(BtS(wI)) is a free module
of rank two on K∗U(r)(BtS(wJk−1)) generated by the classes {1, λk}, where λk is the image
of the Thom class in K∗U(r)(Σ
αikBtS(wJk−1)). By theorem 6.1, and using naturality, we see
that this class is −∂ik . This completes the induction argument. It remains to prove the
recursive relation formula. This is simply a matter of unraveling of the formula given in
remark 6.2. 
We are about to start with the proof of theorem 3.17. However, it will help us to establish a
general structural result about the Dominant K-theory of the spaces of broken symmetries
B(wI) before we continue. Given a positive indexing sequence I = {i1, . . . , ik}, let ν(I)
denote the set of indices s < r, so that s occurs somewhere in I . Out goal is to construct a
small model for the space B(wI)
E as was done in definition 3.9. We do this as follows.
Let TI ⊆ T denote the sub torus generated by the circles exp(iRhs), with s ∈ ν(I). Let
GI ⊂ U(r) denote the group generated by the subgroups Gs for s ∈ ν(I). Let LI ⊆ GI be
the semi-simple factor. One has a decomposition of the form GI = LI ⋊T
e for a standard
sub torus T e ⊂ T of rank given by e = |ν(I)|. The factor of T e corresponding to an orbit
l ∈ ν(I) can be chosen to correspond to any index i ∈ l.
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Define LI,s := LI ∩Gs. We have a short exact sequence
1 −→ ∆(CI) −→ LI ×ZI −→ GI −→ 1,
where ZI is the centralizer of LI in GI , and CI is the center of LI including into LI ×ZI as
the skew diagonal subgroup denoted by ∆(CI). As in definition 3.9, we take the model
for the space of GI connections on a circle to be of the form sAI × R
e, where sAI is the
space of principal LI-connections on a circle, seen as a space with an action of the loop
group of LI henceforth denoted as LLI . The space R
e can also be seen as the space of
(constant) principal connections on the subtorus ZI (which is a CI-cover of T
e). Similarly,
we take the smaller model LLI ⋊(T
e × Ze) ⊂ LGI for the loop group on GI acting on
sAI×R
e in the obvious way. The inclusion of the smaller model of loops allows us to also
define the small model for the central extension L˜GI .
We define BI(wI) to be the LI-space given by
BI(wI) = LI ×TI (LI,i1 ×TI . . .×TI LI,ik) := LI ×TIBI,T (wI),
where the action of TI on BI,T (wI) is induced by the inclusion BI,T (wI) ⊆ BT (wI). Let
BI(wI)
E denote the pullback of the space sAI along the map given by restricting ρI
ρI,G : BI(wI) −→ LI .
Using our construction, it is straightforward to see that one has a homeomorphism of
L˜U(r)-spaces
(3) L˜U(r)×L˜GI (BI(wI)
E × Re) = B(wI)
E .
Lemma 6.5. The space BI(wI)
E × Re of equation (3) fibers L˜GI-equivariantly over R
e, with the
L˜GI-action on R
e factoring throught Ze. Furthermore, the L˜LI ⋊ T
e-equivariant Dominant K-
theory of the fiber BI(wI)
E is equivalent to a tensor product of the representation ring Rep(T e)
with the L˜LI-equivariant K-theory of BI(wI)
E :
n
K
∗
L˜LI⋊T e
(BI(wI)) =
n
K
∗
LI
(BI(wI))⊗ Rep(T
e).
Consequently, nK ∗U(r)(B(wI)) has a tensor product decomposition of the form
n
K
∗
U(r)(B(wI)) =
n
K
∗−e
LI
(BI(wI))⊗
n
K
e
LTe(R
e).
Furthermore, the above decomposition is natural with respect to inclusions of sub-tori in T e.
Proof. It follows from equation 3 that the Dominant K-theory of B(wI)may be expressed
as
n
K
∗
U(r)(B(wI)) =
n
K
∗
GI
(BI(wI)
E × Re).
Identifying Re as the universal free Ze-complex allows us to set up a spectral sequence
converting to the above Dominant K-theory, with the E2-term being
(4) Hp(Ze, nK q
L˜LI⋊T e
(BI(wI)
E))⇒ nK p+qGI (BI(wI)
E × Re).
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Now let us consider the Dominant K-theory nK q
L˜LI⋊T e
(BI(wI)
E) in some detail. Recall
ZI ⊆ GI was the subtorus of T that centralized LI . Consider the short exact sequence
induced by group multiplication m in LGI
1 −→ ∆(CI) −→ LLI ×ZI
m
−→ LLI ⋊T
e −→ 1,
where ∆(CI) denotes the center of CI ⊂ LI embedding skew diagonally in the group of
constant loops LI ×ZI ⊂ LLI ×ZI . Now recall the saturated Hilbert space Hˆn of defini-
tion 2.5. Let us decompose Hˆn as a representation of CI × ZI , under the composite
m : CI × ZI −→ LLI ×ZI −→ LLI ⋊T
e
Recalling that the representation Hˆn restricts trivially to ∆(CI), and that Hˆn is closed
under taking tensor products with representations of T e (which is isomorphic to ZI /CI),
we have a refinement as a completed sum of the isotypical summands of CI × ZI
Hˆn =
⊕ˆ
(V,W )
Hˆn(V ⊗WV )⊗WV ⊗ V ⊗W = (
⊕ˆ
V
Hˆn(V ⊗WV )WV ⊗ V ) ⊗ˆ (
⊕ˆ
W
W )
where (V,W ) are indexed by the set of irreducible representations of CI and T
e respec-
tively, and WV is any choice of irreducible representation of ZI so that V ⊗ WV occurs
in Hˆn. The space Hˆn(V ⊗ WV ) being isomorphic to the multiplicity space for the rep-
resentation V ⊗WV . The above decomposition can be understood as saying that if we
fix irreducible representations (V,WV ) of CI × ZI , then all other irreducible representa-
tions of CI × ZI that restrict to the representation V are uniquely expressible in the form
V ⊗WV ⊗W for some irreducibleW of T
e.
By fixing a choice of the representationWV for each V , we may express the above as
(5) Hˆn = Hˆn(LLI) ⊗ˆL
2(T e)
where Hˆn(LLI) is an LLI ⋊T
e-representation, so that every level n, irreducible represen-
tation of LLI occurs infinitely often in Hˆn(LLI), and that any irreducible level n, LLI
summand in Hˆn(LLI), extends uniquely to a level n, L˜LI ⋊ T
e-representation.
Let us return to equation 4 and consider the Dominant K-theory nK q
L˜LI⋊T e
(BI(wI)
E).
Notice that the the image of the subgroup CI × ZI under the multiplication map m acts
trivially on BI(wI)
E . In other words, L˜LI ⋊ T
e-equivariant Dominant K-theory of BI(wI)
is detected by maps into the space of CI × ZI-equivariant Fredholm operators on Hˆn.
This space of Fredholm operators clearly splits into a (restricted) product of Fredholm
operators on each isotypical summand. In particular, the Dominant K-theory decomposes
in a way that respects the decomposition of Hilbert-spaces shown in equation 5,
n
K
∗
L˜LI⋊T e
(BI(wI)) =
n
K
∗
LI
(BI(wI))⊗ Rep(T
e).
This proves the first part of the lemma. Now one can run the spectral sequence 4. Using
remark 3.7 to see that the spectral sequence collapses to one vertical line given by p = e
(the line of the lowest filtration), and is given by
n
K
∗−e
LI
(BI(wI))⊗
n
K
e
LTe(R
e)
as we claimed. 
Remark 6.6. The regular LI-equivariant K-theory K
∗
LI
(BI(wI)) ∼= K
∗
TI
(BI,T (wI)) is a free K
0
TI
-
module on the Schubert classes ∂i, with the same relations as described in theorem 6.4.
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We now move to the the proof of theorem 3.17. The proof is fairly long and technical and
so before we begin with the proof, let us briefly outline the main steps in the argument.
We begin an induction argument with I being the empty set, for which we know the
result. In order to proceed with the induction argument, we first recall the space BT (wI)
BT (wI) = Gi1 ×T Gi2 ×T · · · ×T Gik .
Even though we have considered BT (wI) as a T -space under conjugation, let us observe
that BT (wI) in fact extends to a T × T -space, with an element (t1, t2) acting via
(t1, t2)[(g1, . . . , gk)] := [(t1g1, g2, . . . , gk−1, gkt2)].
As such, we have the decomposition
B(wI) = U(r)×T (Gi1 ×T Gi2 ×T · · · ×T Gik) = U(r)×T (BT (wJ)×T BT (σik))
with the outer T -action being the conjugation action on both factors, and the inner T -
action being the right, left actions on the two factors respectively. Then consider two
cases. The first case is when the index ik does not occur in J . In this case, the last factor
may be altered to obtain a direct product of T -spaces. Lifting this to a L˜U(r)-equivariant
decomposition, allows us to compute the Dominant K-theory of BT (wI). The second
case we consider is when ik occurs in J . In this case, we collect all the factors BT (σit)
so that it = ik, and set up a spectral sequence converging to
n
K
∗
U(r)(B(wI)), whose E2-
term is informed by the induction assumption. By degree reasons, this spectral sequence
collapses at E2 confirming the induction step and thereby proving 3.17.
Theorem 6.7. Let T = T r denote the maximal torus of U(r) so that K0T (∗) = Z[x
±
1 , . . . , x
±
r ]
in terms of the standard generators. Then given a positive indexing sequence I , the Dominant
K-theory groups of B(wI) are concentrated in degree r (mod 2). Furthermore, there is a surjective
map of K0U(r)(BtS(wI))-modules
̟I :
K0U(r)(BtS(wI))
〈 S(αs), if ν(s) = 1, ∂ˆs, if s ∈ ν(I), xnl − 1, if l ∈ ν(I) 〉
−→ nK rU(r)(B(wI)),
where ∂ˆs denotes the class in K
0
U(r)(BtS(wI)) defined as ∂ˆs :=
∑
j∈Is
[eh
∗
s−αs ]j∂j with e
h∗s ∈ K0T
being the character representing of the dual co-root h∗s (see the introduction to section 3).
If I is redundancy free, i.e. has the property that ν(s) = 1 for all s ∈ ν(I), then the map ̟I is an
isomorphism. More generally, given any redundancy free subsequence I0 ⊆ I with the property
ν(I0) = ν(I), then square-free monomials in the generators ∂i, i ∈ I/I0 generate a length filtration
of nK rU(r)(B(wI)) so that the associated graded module Gr∂
n
K
r
U(r)(B(wI)) is isomorphic to
Gr∂
n
K
r
U(r)(B(wI))
∼= nK rU(r)(B(wI0))⊗K0U(r)(BtS(wI0 ))
K0U(r)(BtS(wI)),
where we consider K0U(r)(BtS(wI)) as an K
0
U(r)(BtS(wI0))-module by identifying ∂j , j ∈ I0 with
their namesakes ∂j , j ∈ I . Moreover, given the inclusion J ⊂ I , so that J = I −{it}, the induced
map in Dominant K-theory is either given by the setting the class ∂t to zero in the case ν(J) =
ν(I), or the injective map given by multiplication with the class ([eαs ]t−1), if it = s = ν(I)/ν(J).
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Proof. Before the we begin the actual proof, let us point out why the classes ∂ˆs act triv-
ially on Dominant K-theory. In order to see this, recall the right K0T -module structure on
K0U(r)(BtS(wI)) defined via the map τ(I) of remark 3.14. Consider the class e
h∗s
r − eh
∗
s ∈
K0T (BtS(wI)), where e
h∗s
r := τ(I)∗(eh
∗
s). Since the action of K0U(r)(BtS(wI)) on Dominant
K-theory factors through the action of K0U(r)(B(wI)), the left and right K
0
T -actions must
agree. Therefore the class e
h∗s
r − eh
∗
s ∈ K0U(r)(BtS(wI))must give rise to a relation in Domi-
nant K-theory. From the recurrence relation given in theorem 6.4, we may write the above
difference as the class e
h∗s
r − eh
∗
s =
∑
j∈Is
−[eh
∗
s−αs ]j∂j := −∂ˆs. This shows that the classes
∂ˆs are trivial in Dominant K-theory for all s ∈ ν(I).
Notice also that lemma 6.5 tells us that the characters xnl − 1 also generate relations if
i ∈ ν(I).
Case I
We now begin the main body of the proof. We will prove theorem 6.7 by induction on the
length of the indexing sequence. We split the induction into two cases, beginning with
the case ν(J) ( ν(I). Let I be the positive indexing sequence I = {i1, . . . , ik}. By the use
of the first Markov property, we may work with the special case where J is obtained from
I by dropping the last index so that J = {i1, . . . , ik−1}. Wemay express the block-diagonal
group Gik ⊆ U(r) as the group T
r−2 × U(2). We consider the new basis of the diagonal
torus T r ⊂ U(r) of the form T0 × T
2, where T 2 is the standard basis of the diagonal
maximal torus in U(2) ⊂ Gik , and T0 is the rank (r − 2)-torus endowed with the coroot
basis exp(2πihu), u 6= ik, where hu denotes the co-root corresponding to the simple root
αu. Having chosen the above basis, notice that we may express any block-diagonal group
Gij for ij 6= ik as the form G0,ij ⋊ T
2, where G0,ij has maximal torus T0. Consider the
decomposition of T × T -spaces
BT (wJ) = Gi1 ×T Gi2 . . .×T Gik−1 = (G0,i1 ×T0 G0,i2 . . .×T0 G0,ik−1)× T
2 := BT0(wJ)× T
2.
The above decomposition results in the SU(r)-space
B0(wI) := SU(r)×∆r (G0,i1×T0G0,i2 . . .×T0G0,ik−1×SU(2)) = SU(r)×∆r (BT0(wJ)×SU(2)),
with∆r acting on both factors by conjugation. Next, we study the ˜LSU(r)-equivariant lift
B0(wI)
E obtained by pulling back the principal ΩSU(r)-bundle sAr along ρI
ρI : B0(wI) −→ SU(r).
Our goal next is to provide a suitable description of B0(wI)
E . Towards this end, we re-
call the following homotopy decomposition of the SU(2)-space SU(2) (under conjugation)
given in [2].
Lemma 6.8. [2] The SU(2)-space SU(2) is homeomorphic to a homotopy pushout of the form
SU(2)/∆

// ∗z

∗1 // SU(2),
where ∆ ⊂ SU(2) is the skew diagonal maximal torus, and the points ∗1 and ∗z denote the inclu-
sion of the identity element, and generator of the center of SU(2) respectively.
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The above homotopy pushout lifts to a decomposition of the ˜LSU(r)-space B0(wI)
E .
(SU(r)×∆r (BT0(wJ)× SU(2)/∆))
E
g

f
// (SU(r)×∆r (BT0(wJ)× ∗z))
E

(SU(r)×∆r (BT0(wJ)× ∗1))
E // B0(wI)
E .
Since the points {∗1, ∗z} ⊂ SU(2) belong to a connected ∆r-fixed subspace (namely the
maximal torus ∆), the two off diagonal ˜LSU(r)-spaces in the above diagram are equiva-
lent. Let us denote this space SU(r)×∆r BT0(wJ) by B0,J(wJ).
By induction on the length of the indexing sequence J , wemay assume that the Dominant
K-theory of B(wJ)
E is described by theorem 6.7. In light of lemma 6.5 we see that the
Dominant K-theory nK ∗SU(r)(B0,J(wJ)) is concentrated in degree (r − 2), and is a free
module over Z[(x/y)±], where we recall that in our convention x, y stand for the variables
xs and xs+1 in K
0
T (∗) = Z[x
±
1 , . . . , x
±
r ] where ik = s.
The pushout diagram for B0(wI)
E shows that nK r−2SU(r)(B0(wI)) = 0, and gives rise to a
short-exact Mayer-Vietoris sequence in Dominant K-theory in degree r − 1
0→ nK r−2SU(r)(B0,J(wJ))
⊕2 f
∗⊕g∗
−→
n
K
r−2
SU(r)(B0,J(wJ))[∂]
〈∂2 = (eα − 1) ∂〉
−→ nK r−1SU(r)(B0(wI))→ 0,
where eα = xy−1. Recall that in our convention x, y stand for the variables xs and xs+1
in the ring of characters K0T (∗) = Z[x
±
1 , . . . , x
±
r ] where ik = s. In particular, e
α represents
the character of the unique root for Gik . The class ∂ is defined as the pullback of the class
∂ ∈ K0∆(SU(2)/∆) (see theorem 6.1) along the projection map
BT0(wJ)× (SU(2)/∆) −→ SU(2)/∆.
To identify the maps f ∗ and g∗, we may use the observation in remark 3.7 to include
into the above diagram, the following diagram that represents the restriction to BT0(wJ)
E
which can be identified with constant principal SU(2) connections with values in the Lie
algebra of the maximal torus ∆ ⊂ SU(2) (compare the proof of theorem 3.3)
SU(r)×∆r (BT0(wJ)
E × S0)
g∆

f∆
// B0,J(wJ)
E

B0,J(wJ)
E // (SU(r)×∆r (BT0(wJ)×∆))
E .
These two diagrams give rise to a ladder of short exact sequences
n
K
r−2
SU(r)(B0,J(wJ))
⊕2 f
∗⊕g∗
//
=

n
K
r−2
SU(r)(B0,J (wJ ))[∂]
〈∂2=(eα−1) ∂〉
//
ι∗

n
K
r−1
SU(r))(B0(wI))
ι∗

n
K
r−2
SU(r)(B0,J(wJ))
⊕2
f∗∆⊕g
∗
∆
// nK
r−2
SU(r)(B0,J(wJ))
⊕2 // nK
r−1
SU(r)(SU(r)×∆r (BT0(wJ)×∆))
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where ι : SU(r)×∆r(BT0(wJ)×∆)
E −→ B0(wI)
E denotes the inclusion. Now,∆-equivariantly,
the map ι is induced by the inclusion of the two ∆-fixed points in SU(r)/∆, so that
ι : S0 −→ SU(2)/∆, ι∗(∂) = 0 ⊕ (eα − 1).
Since the above map is injective, we may use the long exact sequence on the bottom row
above to extrapulate the maps f ∗ and g∗. More precisely, recall from the argument in
lemma 6.5, that the maps f ∗∆ and g
∗
∆ are given by
f ∗∆(λ) = λ ⊕ λ, g
∗
∆(λ) = λ ⊕ (xy
−1)nλ.
Chasing the diagram, and using the description of ι∗, we see that
f ∗(λ) = λ, g∗(λ) = λ + λ S(α)∂, where S(α) =
enα − 1
eα − 1
.
It follows from the above calculation that
n
K
r−1
SU(r)(B0(wI)) =
n
K
r−2
SU(r)(B0,J(wJ)) ∂
〈S(α) ∂〉
, nK r−2SU(r)(B0(wI)) = 0.
Note that it also follows from the calculation that nK r−1SU(r)(B0(wI)) maps injectively into
n
K
r−1
SU(r)(SU(r)×∆r (BT0(wJ)×∆)) along ι
∗ and is given by multiplication with (eα − 1).
Invoking lemma 6.5 we see that
n
K
r
U(r)(B(wI)) =
n
K
r−2
U(r)(B(wJ)) ∂
〈S(α) ∂〉
, nK r−1U(r)(B(wI)) = 0.
The computation shows that the class ∂ restricts injectively to (eαs−1) in nK rU(r)(B(wJ)).
Notice that ∂ˆs = e
h∗s−αs ∂k must act trivially as indicated earlier. One easily verifies the
induction hypothesis for I using the fact that ν(I) = ν(J) ∪ {s}.
Case II
We now move to the second case. As before, by using the first Markov property, we may
assume that J is obtained from I by dropping the last index ik. We further assume that the
index ik appears somewhere in the indexing sequence J . In other words, we consider the
case when ν(I) = ν(J). Assume that s = ik, so that ν(s) > 1 and let Is = {is1, is2, . . . , ik}.
Similar to the earlier decomposition, we begin with the following decomposition of T -
spaces
BT (wI) = (Gi1 ×T . . .×T Gis1 ×T . . .×T Gis2 ×T . . .×T Gik).
Wemay idenitfy Gσs with T
r−2×U(2), as before so that the above decomposition may be
written as
BT (wI) = (Gi1 ×T . . .×∆ SU(2)×∆ . . .×∆ SU(2)×∆ . . .×∆ SU(2)),
with the factor SU(2) occuring at the spots {is2 , . . . , ik}, and ∆ correspond to the skew
diagonal maximal torus of SU(2).
Our strategy is to start with the the indexing subsequence J0 = I/{is2, . . . ik} obtained
by removing all but one copy of SU(2) above, and to sequentially insert the others in a
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manner that allows us to prove theorem 6.7 for each augmented sequence by an induction
argument. More precisely, we consider the family of sequences
Jr+10 := J
r
0 ∪ {isr+1}, 1 ≤ r ≤ ν(s)− 1, J
1
0 = J0, J
ν(s)
0 = I.
Case I allows us to begin our induction argument by confirming the statement of the-
orem 6.7 for B(wJ0)
E , assuming that we knew the statement to be true for all indexing
sequences for which s /∈ ν(I). In other words, our proof happens one index s at a time.
We proceed with induction by constructing a principal ∆-bundle of T -spaces given by
ηr : B˜(wJr−10 ) −→ B(wJ
r
0
),
where B˜(wJr−10 ) is defined as the space
B˜(wJr−10 ) = U(r)×T (Gi1 ×T . . .×∆ SU(2)× . . .×T Gik),
where the left-right∆×∆-orbits at the sr-st spot is replaced by a single two-sided∆-orbit
defined via the following action of λ ∈ ∆ on U(r)×T (Gi1 ×T . . .× SU(2)× . . .×T Gik)
λ(g, . . . , gisr−1, gisr , gisr+1, . . .) = (g, . . . , gisr−1λ
−1, λ gisrλ
−1, λgisr+1, . . .), if r < ν(s)− 1
λ(g, gi1, . . . , gik−1, gik) = (gλ
−1, λ gi1, . . . , gik−1λ
−1, λ gikλ
−1), if r = ν(s)− 1.
It is straightforward to see that the map ηI lifts to a principal ∆-fibration
ηEr : B˜(wJr−10 )
E −→ B(wJ0r)
E .
Our strategy is to first understand the Dominant K-theory of B˜(wJr−10 )
E and then use a
spectral sequence to compute the Dominant K-theory of the principal∆ quotientB(wJ0r)
E .
Applying lemma 6.8 to the sr-th factor in the expression for B˜(wJr−10 )
E gives rise to a
pushout diagrams of L˜U(r)-spaces fibering over the space B(wJr−10 )
E
B(wJr−10 )
E×˜(SU(2)/∆)
g

f
// B(wJr−10 )
E

B(wJr−10 )
E // B˜(wJr−10 )
E ,
where B(wJr−10 )
E×˜(SU(2)/∆) denotes a fibration over B(wJr−10 )
E with structure group ∆
and with fiber being the left ∆-space SU(2)/∆. As before, we may compare the above
pushout with the following pushout diagram over B(wJr−10 )
E
B(wJr−10 )
E × S0
g∆

f∆
// B(wJr−10 )
E

B(wJr−10 )
E // (B(wJr−10 )×∆)
E .
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As before, comparing the diagrams gives rise to a ladder of long exact sequences
n
K
∗−1
U(r)(B(wJr−10 ))
⊕2 f
∗⊕g∗
//
=

n
K
∗−1
U(r)(B(wJr−1
0
))[∂]
〈∂2=([eαs ]sr−1) ∂〉
//
ι∗

n
K
∗
LU(r)(B˜(wJr−10 )
E)
ι∗

n
K
∗−1
U(r)(B(wJr−10 ))
⊕2
f∗∆⊕g
∗
∆
// nK
∗−1
U(r)(B(wJr−10 ))
⊕2 // nK
∗
LU(r)((B(wJr−10 )×∆)
E)
where ι : (BT (wJr−10 ) ×∆)
E −→ B˜(wJr−10 )
E denotes the inclusion. Now, ∆-equivariantly,
the map ι is induced by the inclusion of the two ∆-fixed points in SU(r)/∆, so that
ι : S0 −→ SU(2)/∆, ι∗(∂) = 0 ⊕ (eαs − 1).
We now set up the induction hypothesis so that nK ∗LU(r)(B(wJr−10 )) is assumed to have
the structure described in theorem 6.7. Since the relation S(αs) = 0 holds by the induction
hypothesis, an easy algebraic exercise shows that multiplication with (eαs − 1) is injective
for all s ∈ ν(I). It now follows from the first Markov property that multiplication with by
([eαs ]sr − 1) is also injective. By Case I above, we may begin the induction at r = 2.
As before, have the formulas
f ∗∆(λ) = λ ⊕ λ, g
∗
∆(λ) = λ ⊕ σ
∗λ,
where σ : B(wJr−10 )
E −→ B(wJr−10 )
E is the monodromy operator of theorem 3.3, for the
ΩU(r)-bundle over (B(wJr−10 )×∆). Now notice that the map classifying the above ΩU(r)-
bundle given by the composite of the inclusion, followed by ρJr0
ρ : BT (wJr−10 )×∆ −→ BT (wJ
r
0
) −→ U(r)
is equivalent to the map given by projecting out the space ∆, followed by the map ρJr−10 .
This follows easily on using the shear action of ∆ on BT (wJr−10 ). In particular, the action
of the monodromy operator σ is trivial in Dominant K-theory.
We therefore conclude that the formulas of f ∗∆ and g
∗
∆ given above agree. Consequently,
the Dominant K-theories have the following form for odd degree classes τ and ∂τ respec-
tively.
n
K
∗
LU(r)((B(wJr−10 )×∆)
E) = nK rLU(r)(B(wJr−10 )
E)⊗ Λ(τ),
n
K
∗
LU(r)(B˜(wJr−10 ))
E) = nK rLU(r)(B(wJr−10 )
E)⊗ Λ(∂τ ).
Notice that both the above Dominant K-theories are comodules over the exterior coalge-
bra given by the K-theory of ∆, Λ(τ) = K(∆), with the coaction induced by the principal
∆-action µ
µ∗ : nK ∗LU(r)((B(wJr−10 )×∆)
E) −→ nK ∗LU(r)((B(wJr−10 )×∆)
E ×∆),
and identifying the left hand side with nK ∗LU(r)((B(wJr−10 ))
E)⊗ Λ(τ), and the right hand
side with nK ∗LU(r)((B(wJr−10 )×∆)
E)⊗ Λ(τ). Notice that the (injective) restriction
n
K
∗
LU(r)(B˜(wJr−10 )
E) −→ nK ∗LU(r)((B(wJr−10 )×∆)
E),
simply identifies ∂τ with ([e
αs ]sr − 1)τ .
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By parity reasons, we see that the coaction on the class ∂τ is given by
µ∗(∂τ ) = ∂τ ⊗ 1 + ([e
αs ]sr − 1)⊗ τ, where [e
αs ]sr − 1 is in
n
K
r
LU(r)(B(wJr−10 )
E).
The above computation will feed into the Rothenberg-Steenrod spectral sequence, which
is a cohomologically graded spectral sequence that computes the cohomology of principal
quotients. This spectral sequence has an E2-term given by
CoTor p,qΛ(τ•)(
n
K
∗
LU(r)(B˜(wJr−10 )
E),Z)⇒ nK p+qU(r)((B(wJr0 )).
Since all our comodules are finitely generated free Z-modules, we may work with the
Z-dual of nK ∗LU(r)(B˜(wJr−10 )
E), which is a module over the exterior algebra Λ∗ generated
by classes dual to τ . In particular, we may cast the above spectral sequence as
Ext p,qΛ∗ (
n
K
∗
LU(r)(B˜(wJr−10 )
E)∗,Z)⇒ nK p+qU(r)((B(wJr0 )).
We now use the standard Koszul resolution to compute the above Ext groups to see that
they are computed by the complex
n
K
r
U(r)(B(wJr−10 ))⊗ Z[X ]⊗ Λ(∂τ ), d(∂τ ) = ([e
αs ]is − 1)X.
By induction, the above differential is injective. It follows that
E2 =
n
K
r
U(r)(B(wJr−10 ))[X ]
〈([eαs]sr − 1)X〉
.
Now, for degree reasons, the above spectral sequence must collapse to the Dominant
K-theory of B(wJr0 ). It remains to solve extension problems, and verify the induction hy-
pothesis. In order to do so, we observe that multiplication by the class X corresponds to
multiplication with the class ∂sr ∈ K
0
U(r)(BtS(wJr0 )), powers of which solve the extension
problem since ∂2sr = ([e
αs ]is − 1) ∂sr . The easiest way to see this is to compare the above
spectral sequence to the corresponding spectral sequence converging to the regular equi-
variant K-theory ofB(wJr0 ). The formal structure of theE∞-term is again as before and the
class X can easily be identified with the pullback of ∂sr . It follows that
n
K
∗
U(r)((B(wJr0 ))
is a cyclic K0U(r)(BtS(wJr0 ))-module with multiplication with ∂sr inducing the filtration
giving rise to the E∞-term above. It follows easily from this that
n
K
∗
U(r)((B(wJr0 )) has
a basis {1, ∂sr} as a
n
K
∗
U(r)((B(wJr−10 ))-module, and up to an associated graded object.
This verifies the induction hypothesis.
Notice that our answer is expressed in terms of the Dominant K-theory of B(wJ0) instead
of any redundancy free subsequence I0 ⊂ I . However, as we mentioned earlier, one may
repeat the above argument one index at a time to recover the precise statement of the
theorem.
Notice that the above construction was natural in the subset {is2 , . . . ik}. In other words,
given any inclusion I ′ ⊂ I so that ν(I ′) = ν(I), the induced map in Dominant K-theory
is given by setting the generators ∂j to zero for j ∈ I/I
′. This completes the proof the
second case. Along with the first case, this proves theorem 6.7. 
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