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CONFORMAL HOLONOMY, SYMMETRIC SPACES, AND SKEW
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JESSE ALT, ANTONIO J. DI SCALA, AND THOMAS LEISTNER
Dedicated to Michael G. Eastwood on the occasion of his 60th birthday.
Abstract. We consider the question: Can the isotropy representation of an irreducible pseudo-
Riemannian symmetric space be realized as a conformal holonomy group? Using recent results
by Cˇap, Gover and Hammerl, we study the representations of SO(2, 1), PSU(2, 1) and PSp(2, 1)
as isotropy groups of irreducible symmetric spaces of signature (3, 2), (4, 4) and (6, 8), respec-
tively, describing the geometry induced by a conformal holonomy reduction to the corresponding
subgroups. In the case of SO(2, 1), we show that conformal manifolds with such a holonomy
reduction are always locally conformally flat and hence this group cannot be a conformal holo-
nomy group. This result completes the classification of irreducible conformal holonomy groups
in Lorentzian signature. In the case of PSU(2, 1), we show that conformal manifolds of sig-
nature (3, 3) with this holonomy reduction carry, on an open dense subset, a canonical nearly
para-Ka¨hler metric with positive Einstein constant. For PSp(2, 1) we also show that there is an
open dense subset endowed with a canonical Einstein metric in the conformal class. As a result,
after restricting to an open dense subset, the conformal holonomy must be a proper subgroup
of PSU(2, 1) or of PSp(2, 1), respectively. These are special cases of an interesting relationship
between a class of special conformal holonomy groups, and non-integrable geometries with skew
symmetric, parallel torsion, which we also explore. Finally, using a recent result of Graham and
Willse we prove the following general non-existence result: for a real-analytic, odd-dimensional
conformal manifold, the conformal holonomy group can never be given by the isotropy rep-
resentation of an irreducible pseudo-Riemannian symmetric space unless the isotropy group is
SO0(p+ 1, q + 1).
1. Introduction and statement of results
A basic problem in differential geometry is to understand the holonomy representations of
connections associated to geometric structures, e.g. to classify the holonomy representations which
can be geometrically realized via a canonical connection. Given a linear connection on a principle
fibre bundle, or equivalently, a covariant derivative ∇ on a vector bundle T over a manifoldM , the
holonomy group Holp(T ,∇) at a point p ∈ M is defined as the group of parallel transports, with
respect to ∇, along loops in M starting and ending at p. The holonomy group is a subgroup of
GL(Tp) that inherits a Lie group structure from its connected component, the restricted holonomy
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group. The restricted holonomy is obtained by restricting the definition to contractible loops, and
hence, both groups are the same for simply connected manifolds.
The most well-known case is of course the classification of Riemannian holonomies, accom-
plished in the 20th century as a result of work by many mathematicians, including most notably
Berger [10], Alekseevsky, Calabi, Yau, Bryant and Joyce (see [12], [14], [39] and references therein).
For the classification of Lorentzian holonomy groups, see the survey [32] and references therein.
Generalizations in various directions have been studied. For example, the classification of irre-
ducible holonomy representations of torsion-free affine connections was completed by Merkulov
and Schwachho¨fer in [50]1.
One possible generalization is to consider not a fixed pseudo-Riemannian metric, but only its
conformal class, and study the holonomy associated to this geometric structure. When only a
conformal equivalence class of pseudo-Riemannian metrics is fixed, the most natural connection
to consider is not a principal connection but a Cartan connection. Given a Lie group G with Lie
algebra g, a closed subgroup P and a principle P -bundle G, a Cartan connection ω is a P -equivariant
one-form on G, that recovers fundamental vector fields and, in contrast to a principle fibre bundle
connection, provides a global parallelism between G and g (see the definition in Section 2). Hence,
it does not define a horizontal distribution on G, a fact which makes the notion of holonomy more
involved. However, extending the bundle G to the G-bundle Ĝ := G ×P G, the Cartan connection
ω induces a principle fiber bundle connection ω̂ on Ĝ, and one can define the holonomy group of
the Cartan connection ω as the usual holonomy group of ω̂. There is a notion of holonomy for the
Cartan connection that does not make use of this extension [57, Section 5.4], but one can prove [8,
Proposition 1] that both have the same connected component. This is one of the reasons why we
restrict ourselves to the study of the restricted holonomy group of Cartan connections — in the
above sense as holonomy of ω̂. In the following, when we use the word holonomy we will always
refer to the restricted holonomy group. The other reason is that our approach is based on the
Lie algebra of the holonomy group, the holonomy algebra, which can only describe the connected
component of the full holonomy. We also use the notion of holonomy representation, which refers
to the restricted holonomy group, or its Lie algebra, and its representation on the fiber Tp of the
vector bundle on which the covariant derivative ∇ is defined.
The present work touches on the problem of classifying the representations which are realizable as
the holonomy group of the canonical Cartan connection in conformal geometry, i.e., as “conformal
holonomy groups.” This means we study the holonomy representations of the canonical (normal)
Cartan connection induced by a conformal manifold of dimension at least 3. (Definitions and some
other relevant background material are reviewed in Sections 2.1–2.3.) In particular, note that this
means that a conformal manifold (M, [g]) of signature (p, q) has conformal holonomy Hol(M, [g])
given as a subgroup of O(p+1, q+1), and thus the basic holonomy representation is on the space
Rp+1,q+1 ≃ Tp.
The study of conformal holonomy has attracted considerable interest in recent years. The
first fundamental observation that was made is that the conformal holonomy is contained in the
stabilizer in O(p+ 1, q+ 1) of a line if and only if there exists an Einstein metric in the conformal
class, where the Einstein metric might only be defined on an open dense subset [47, 33, 43]. As
a result, we know that if the conformal class [g] contains an Einstein metric, then the conformal
holonomy representation preserves a line in Rp+1,q+1, so it does not act irreducibly. Another
fundamental result discovered about conformal holonomy was an analog of the de Rham–Wu
decomposition theorem, relating the decomposition of Rp+1,q+1 into a direct sum of Hol(M, [g])-
invariant, non-degenerate subspaces to the existence of a metric in the conformal class [g], again
1As the referee pointed out to us, some representations missing from this classification were later noticed in [15].
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defined on a dense subset of M , which is locally a product of Einstein metrics (see [5] and [7]
for Riemannian conformal structures and [46] for arbitrary signature). As a result, the case of
conformal holonomies which act decomposably on Rp+1,q+1 is fairly well understood. Our main
focus in this work will be on the possible irreducible representations on Rp+1,q+1 which can be
realized as conformal holonomy representations, which is the class of holonomies we can reasonably
hope to make some progress toward classifying in general. A first step in this attempt was made in
[4], where a classification is given under the additional assumption that the conformal holonomy
acts transitively on the Mo¨bius sphere. The case of a degenerate subspace of dimension 2 was
studied in [45], where it was shown that this corresponds to a pure radiation metric in the conformal
class.
Note that in Riemannian signature irreducible representations play no significant role in any
such classification, since the only connected subgroup of O(n + 1, 1) which acts irreducibly on
Rn+1,1 is the connected component SO0(n + 1, 1) (cf. [27], [28], [13]). For the classification of
(non-irreducible) conformal holonomy representations in Riemannian signature, see [5, 7].
Turning next to Lorentzian signature, the following classification result was obtained by the
second and third authors:
Theorem 1 ([26, Corollary 1]). Let H ⊂ O(n, 2) be a connected conformal holonomy group of an
n-dimensional Lorentzian conformal manifold. If H acts irreducibly on Rn,2, then it must be one
of the following: H = SO0(n, 2); H = SU(m, 1) for n = 2m; or H = SO0(2, 1) for n = 3.
Note that the last of these groups comes from the isotropy representation
AdSL3R : SO(2, 1)→ SO(3, 2)
of the (irreducible) pseudo-Riemannian symmetric space SL3R/SO(2, 1). The present work began
with the observation that this representation can, in fact, be eliminated as a conformal holonomy
group in Lorentzian signature. Indeed, this is our first main result:
Theorem 2. For the irreducible pseudo-Riemannian symmetric space SL3R/SO(2, 1) of signature
(3, 2), let H ⊂ SO(3, 2) be the image of SO(2, 1) under the isotropy representation. If a conformal
manifold (M, [g]) has a conformal holonomy reduction to H ⊂ SO(3, 2), then (M, [g]) is locally con-
formally flat. In particular, its conformal holonomy group must be discrete, and thus the isotropy
representation of SL3R/SO(2, 1) cannot be realized as a conformal holonomy group.
As a corollary of Theorems 1 and 2, there are only two possible irreducible conformal holonomy
representations in Lorentzian signature. The geometry in these two cases is well understood: The
case SO0(n, 2) corresponds to generic Lorentzian conformal manifolds; while SU(m, 1) corresponds,
locally, to Lorentzian conformal manifolds which are the Fefferman space of some strongly pseudo-
convex Cauchy-Riemann (CR) manifold of real dimension (2m− 1) (cf. [29], [17], [18]).
The proof of Theorem 2 can be seen as a basic application of the recent work of Cˇap, Gover
and Hammerl in [19] which greatly clarifies the meaning of holonomy reduction for Cartan connec-
tions via the notion of “curved orbit decompositions”. We will review this material in Section 2,
along with other relevant background on Cartan geometries. Using the notion of “curved orbit
decomposition” from [19], a basic ingredient in the study of the geometry induced by the holo-
nomy reduction of a Cartan geometry of type (G,P ) to some subgroup H ⊂ G is an analysis of
the H-orbits in the homogeneous model G/P . In particular, for conformal Cartan geometry the
homogeneous model G/P is a double covering of the Mo¨bius sphere Sp,q, where the latter is viewed
as the projectivization of the null cone in Rp+1,q+1. Thus we are led to study the action of the
isotropy subgroup of the symmetric spaces SLnR/SO(p, q) on the space of null lines in
To(SLnR/SO(p, q)) ∼= slnR/so(p, q) ∼= m = {X ∈ slnR : 〈Xu, v〉 = 〈u,Xv〉}.
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This is the subject of Section 3, where we also look at the closely related symmetric spaces
SLnC/SU(p, q) and SLnH/Sp(p, q). In these cases, we show that open orbits in the relevant
Mo¨bius sphere can occur only for n = 3 (for example, for SLnR/SO(p, q) this is so because
n(n−1)
2 = dim(SO(p, q)) is smaller than
(n−1)(n+2)
2 − 2 if n > 3, which is the dimension of the
relevant Mo¨bius sphere, cf. Figure 1), and for n = 3 the union of open orbits is dense. In terms
of the geometry induced by a holonomy reduction, it is thus of primary interest to look at the
isotropy representations for n = 3.
The isotropy representations of SL3C/SU(2, 1) and SL3H/Sp(2, 1) give irreducible representa-
tions PSU(2, 1) ⊂ SO(4, 4) and PSp(2, 1) ⊂ SO(6, 8), respectively. In Section 4, we apply the
results of [19] and the analysis of Section 3 to the question of the realizability of these conformal
holonomy representations. After proving Theorem 2, we obtain the following result for the case of
PSU(2, 1) ⊂ SO(4, 4):
Theorem 3. If (M, [g]) is a conformal manifold of signature (3, 3) with conformal holonomy
Hol(M, [g]) ⊆ PSU(2, 1) ⊂ SO(4, 4), then, on an open dense subset M0 ⊂ M , there exists a
canonical metric with nearly para-Ka¨hler structure. In particular,
(1) on M0, there is an Einstein metric g0 ∈ [g] with positive Einstein constant, and
(2) the conformal holonomy Hol(M0, [g]) preserves a time-like vector in R
4,4, and hence is
properly contained in PSU(2, 1).
The existence of the nearly para-Ka¨hler structure is perhaps just as interesting as the fact that
the conformal holonomy group PSU(2, 1) ⊂ SO(4, 4) can be excluded, at least if one restricts to an
open dense submanifold. It is induced by a certain metric affine connection with skew-symmetric
and parallel torsion, which comes quite naturally from analyzing the homogeneous orbits and the
resulting holonomy reduction of the normal conformal Cartan connection. In fact, the natural
properties of this affine connection imply that its geometry is in a certain sense quite “close” to
that of the naturally reductive homogeneous geometry which the Cartan geometry inducing it is
modeled on, specifically that their Ricci tensors are equal. This idea also works in the case of
PSp(2, 1) ⊂ SO(6, 8), leading to the:
Theorem 4. If (M, [g]) is a conformal manifold of signature (5, 7) with conformal holonomy
Hol(M, [g]) ⊆ PSp(2, 1) ⊂ SO(6, 8), then there is an open dense subset M0 ⊂ M and a canonical
Einstein metric g0 ∈ [g|M0 ]. In particular, the conformal holonomy Hol(M0, [g]) preserves a line
in R6,8 and hence is a proper subgroup of PSp(2, 1).
These two examples are an instance of the more general principle established in Theorem 7 of
Section 2, and indicate an interesting connection between special conformal holonomy and metric
connections with torsion (cf. [1] for a survey of the latter). The induced metric connections with
skew-symmetric, parallel torsion given in both cases, are a rather intriguing twist on the idea
expressed by E´. Cartan: “Given a manifold embedded in affine (or projective or conformal etc.)
space, attribute to this manifold the affine (or projective or conformal etc.) connection that reflects
in the simplest possible way the relations of this manifold with the ambient space” ([23], quoted
from [1]). The twist being that in the cases we consider, the conformal Cartan geometry with
special holonomy plays the role of “ambient space,” while the torsion of the distinguished metric
affine connection enters naturally as a reflection of how the nearly para-Ka¨hler metric, etc., lies in
the conformal class having special holonomy.
Note that, under the assumption that the manifold and the conformal structure are real analytic,
i.e., that there is an analytic metric in the conformal class, we obtain the result of Theorems 3 and 4
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globally, that is, without restricting to an open dense subset2. This is based on the well-known
fact [42, Section II.10] that the holonomy algebra at p ∈ M of a linear connection on a principle
fiber bundle over M is equal to the infinitesimal holonomy algebra, which is defined as the span
of all derivatives of the curvature at the point p, provided that the bundle and the connection are
real analytic. Since we have defined the conformal holonomy as the holonomy of the associated
principle fiber bundle connection, this yields
Corollary 1. Let (M, [g]) be a real analytic conformal manifold of signature (3, 3), respectively
(5, 7). Then its conformal holonomy representation cannot be the isotropy representation of the irre-
ducible pseudo-Riemannian symmetric symmetric space SL3C/SU(2, 1), respectively SL3H/Sp(2, 1).
From the limited evidence available, a natural question to ask is whether it is ever possible
to realize the full isotropy subgroup of an irreducible pseudo-Riemannian symmetric space as a
conformal holonomy representation. A first partial answer can be obtained as a corollary to the
following statement proved in [18] and [48]: If the conformal holonomy of a conformal manifold of
signature (2p+1, 2q+1) is contained in U(p+1, q+1), then it is already contained in SU(p+1, q+1).
On the other hand, the fact that irreducible symmetric spaces cannot be Ricci-flat without being
flat (cf. [2] or Proposition 2 below) prevents them from having holonomy contained in the special
unitary group. Hence we have
Corollary 2. Let H ⊂ U(p+ 1, q + 1) act irreducibly and be given as the isotropy representation
of a non-flat pseudo-Ka¨hler symmetric space. Then H cannot be a conformal holonomy group.
As a further partial answer to the above question, in Section 5 we prove:
Theorem 5. Let (M, [g]) be a real-analytic conformal manifold of signature (p, q) and odd dimen-
sion n = p + q ≥ 3. If H ⊂ O(p + 1, q + 1) acts irreducibly on Rp+1,q+1 and is defined as the
identity component of the stabilizer in O(p + 1, q + 1) of some tensor, then H cannot be equal to
the conformal holonomy group of (M, [g]) unless H = SO0(p+ 1, q + 1) or H = G2(2) ⊂ SO(4, 3),
where G2(2) is the split real form of the simple Lie group G2.
The proof relies on the Fefferman-Graham ambient metric construction of conformal geometry
[30, 31] and a related result by Graham and Willse [34] which, in odd dimensions and with the
assumption of real analyticity, guarantee that a unique Ricci flat ambient metric extists and that
parallel tractors extend to parallel ambient tensors. Then the theorem essentially follows from
Berger’s list of non-symmetric, irreducible, pseudo-Riemannian holonomy groups, and the obser-
vation that Ricci-flat manifolds cannot have the holonomy of a pseudo-Riemannian irreducible
symmetric space unless H = SO0(p + 1, q + 1). Note that candidates for conformal structures
with conformal holonomy equal to G2(2) were discovered by Nurowski [53]. Their ambient metric
was first studied in [54], and in [44] and [34] conditions on the conformal structures were given for
which the ambient metric has holonomy equal to G2(2). Note, however, that it has not yet been
verified for any of those examples if the conformal holonomy equals G2(2) (in general the conformal
holonomy is contained in the holonomy of the ambient metric, but a priori this containment could
be proper), but we believe that this is only a matter of computing sufficiently many derivatives of
the tractor curvature.3
2We should mention explicitly that we have not attempted to address the much more difficult question of whether
non-analytic conformal manifolds can be found with the full holonomies PSU(2, 1) or PSp(2, 1).
3This equality was established recently by Cˇap, Gover, Graham, and Hammerl in their work in progress [20].
They prove a general result relating the ambient and conformal holonomy which also implies our Theorem 5.
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Returning to the question of realizability of isotropy representations of symmetric spaces as
conformal holonomy groups, we recall that isotropy groups of irreducible pseudo-Riemannian sym-
metric spaces are given as stabilizer of their curvature tensor at a point (cf. Proposition 3 below)
and obtain:
Corollary 3. Let (M, [g]) be a real-analytic conformal manifold of signature (p, q) and odd dimen-
sion n = p + q ≥ 3. If H ⊂ SO0(p + 1, q + 1) is a connected, irreducibly acting proper subgroup
given by the isotropy representation of an irreducible pseudo-Riemannian symmetric space and
Hol(M, [g]) ⊆ H, then Hol(M, [g]) is a proper subgroup of H.
Theorems 2, 3 and 4, and Corollary 3, lead us to surmise that a non-existence result could likely
be true in general, but proving or disproving such a result is beyond the scope of the present work.
It is notable that this would be a remarkable contrast to the situation in Riemannian holonomy,
where the full isotropy subgroups are realizable as holonomy representations of locally symmetric
spaces, but are not strictly excluded. Indeed, one has the impression that irreducible conformal
holonomy representations are much more “scarce” than in the Riemannian case, an impression
supported by other examples of representations which are not realizable as conformal holonomy
groups. For example, by the result in [48] and [18] mentioned above, the standard representation of
the indefinite unitary group, U(p+1, q+1) ⊂ SO(2p+2, 2q+2), cannot be realized as a conformal
holonomy group: there is no “conformal analog” of Ka¨hler manifolds as distinct from Calabi-Yau
manifolds. Moreover, to our knowledge, no example of a conformal holonomy group that is not
a pseudo-Riemannian holonomy group has been found. However, apart from the result in [43,
Theorem 3.2] (see a related result in [6]) that the conformal holonomy of a conformal C-space is
a Berger algebra, there is as yet no known analog of the Berger criteria for Riemannian holonomy
which could give effective (algebraic) restrictions on the possible irreducible conformal holonomy
representations. One might hope that the methods needed to prove a conjecture excluding isotropy
representations, would also yield some insight into the appropriate conformal Berger criteria.
Acknowledgements. The authors would like to thank the referees for their valuable observations
and comments.
2. Cartan geometry and pseudo-Riemannian symmetric spaces
2.1. Cartan connections. In this section, we review some relevant facts about holonomy reduc-
tions for general Cartan geometries (Section 2.2), the Cartan geometry corresponding to conformal
structures (Section 2.3), and Cartan geometries of reductive type (Section 2.4) and apply this to
the holonomy reductions to isotropy groups of irreducible symmetric spaces (Section 2.5). Recall
that a Cartan geometry (π : G → M,ω) of some type (G,P ) is given, for G a Lie group and P a
closed subgroup, by a P -principal bundle π : G →M and a one-form with values in the Lie algebra
of G, ω ∈ Ω1(G; g), satisfying the axioms of a Cartan connection, i.e. ω:
• trivializes the tangent bundle of the total space: ωu : TuG ≃→ g for all u ∈ G;
• is P -equivariant: R∗pω = Ad(p−1) ◦ ω;
• recovers fundamental vector fields: ω(X˜) = X for all X ∈ p, where
X˜(u) :=
d
dt
|t=0(u.exp(tX))
denotes the fundamental vector field.
For background on the theory of Cartan geometries, the reader is referred to the books [57] and
[21]. A viewpoint which is often useful to take is of the Cartan geometry (G, ω) being a “curved
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version” of the homogeneous model geometry G → G/P (in which G is the automorphism group
determining a “geometry” on G/P ), with the Cartan connection ω playing the role of the Maurer-
Cartan form ωG : TgG ∋ X 7→ (Lg−1)∗(X) ∈ g.
The curvature 2-form of (G, ω) is defined to be Ωω := dω + 12 [ω, ω] ∈ Ω2(G; g), and it is a
well-known fact that Ωω vanishes identically if and only if (G, ω) is locally isomorphic to the
homogeneous model geometry (G→ G/P, ωG) (for a proof, see Chapter 5 of [57]). Such a Cartan
geometry (with vanishing curvature form) is called flat. It is often useful to translate the curvature
form into a curvature function κω ∈ C∞(G; Λ2(g/p)∗ ⊗ g), by defining, for u ∈ G and X,Y ∈ g,
κω(u)(X,Y ) := Ωω(ω−1u (X), ω
−1
u (Y )), and noting that κ
ω(u)(X,Y ) = 0 whenever X ∈ p, since Ωω
is horizontal.
We also mention here that composing the curvature tensor Ωω with the natural projection
g → g/p defines the torsion Θω ∈ Ω2(G; g/p) of the Cartan connection, and a Cartan geometry is
called torsion-free if its torsion vanishes identically, i.e., if and only if Ωω ∈ Ω2(G; p), or equivalently,
if κω ∈ C∞(G; Λ2(g/p)∗⊗p). Obviously, any flat Cartan geometry is torsion-free, but there are also
many important examples of torsion-free Cartan geometries which need not be flat, for instance the
canonical (normal) Cartan geometry of a conformal manifold (cf. Section 2.3) is always torsion-free.
2.2. Holonomy reduction and curved orbit decompositions for Cartan geometries.
There is a well-defined notion of holonomy of a Cartan geometry, Hol(G, ω), determined up to
conjugation as a subgroup of G. This is obtained by taking the extension Ĝ := G ×P G to a
G-principal bundle, noticing that there is a unique principal connection ω̂ ∈ Ω(Ĝ; g) which pulls
back to ω under the natural inclusion ι : G →֒ Ĝ, and defining
Hol(G, ω) := Hol(Ĝ, ω̂),
where Hol(Ĝ, ω̂) is defined in the usual way for principal bundle connections, via horizontal path-
lifting.
As usual with principal bundle connections, useful tools for studying the holonomy of a Cartan
connection are obtained from associated bundles. In particular, a linear representation ρ : G →
GL(W) determines the associated vector bundle W (M) := Ĝ ×ρ W which inherits in the usual
way a covariant connection ∇W canonically induced by ω̂ (and hence by ω). W (M) and ∇W
are called tractor bundle and tractor connection of the Cartan geometry. Note that W (M) can
also be considered as an associated vector bundle to the P -bundle G → M , by restricting the
representation ρ to P , W (M) = G ×ρ(P ) W.
Suppose a subgroup H ⊂ G is given as the automorphism subgroup of some element α ∈
W, H = Aut(α) := {g ∈ G : ρ(g).α = α}. Then from standard facts about principal bundle
connections, we know that Hol(G, ω) ⊆ H if and only if there exists some ∇W -parallel section
(tractor) s ∈ Γ(W (M)) of type α (that is, such that s(x) = [(u, α)] for any x ∈ M and some
extended frame u ∈ Ĝx; identifying s ∈ Γ(W (M)) with a G-equivariant function s : Ĝ → W, this
can be written α ∈ s(Ĝx)). Evidently, from equivariance of the constructions involved, we could
just as well replace α by any other α′ ∈ O := ρ(G).α ⊂W. Then the condition that s has type α
can be replaced by the G-invariant condition s(Ĝx) = O, and we call the G-orbit O the G-type of s
at x ∈M . If s is ∇W -parallel, then its G-type is evidently constant over x ∈M if M is connected.
While these facts are more or less standard from the holonomy theory for principal connections,
the problem is how to relate the holonomy reduction for (Ĝ, ω̂) back to some construction for the
Cartan geometry (G, ω). A solution has recently been given by [19] via the concept of the curved
orbit decomposition determined by a parallel section s ∈ Γ(W (M)), cf. [19, Section 2.4]. The key
observation there is that we have a further (point-wise) invariant associated to s, which detects
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the fact that (Ĝ, ω̂) was induced from (G, ω): For x ∈ M , the P -type of s at x is defined to be
the P -orbit α := ρ(P ).α ⊂ W such that s(Gx) = α. By equivariance, this is well-defined for a
fixed x ∈ M , but note that in contrast to the G-type, the P -type of a ∇W -parallel s ∈ Γ(W (M))
may change over x ∈ M . So one gets a decomposition of the base space M (the curved orbit
decomposition) as:
M =
⊔
α∈P\O
Mα,(1)
where Mα := {x ∈ M : s(Gx) = α}. The different possible P -types are indexed by the orbit
space P\O ∼= P\G/H , but one has an isomorphism P\G/H ∼= H\G/P (cf. (3) of [19]), so each
possible P -type corresponds precisely to an H-orbit in the homogeneous model G/P . In fact, the
decomposition (1) just gives, in the case of the homogeneous Cartan geometry (G → G/P, ωG)
and its holonomy reduction to an automorphism subgroup H = Aut(α) ⊂ G, the decomposition
into H-orbits, whence the name “curved orbit decomposition.” Now the main result of [19] which
we will make use of can be stated as:
Theorem 6 (Cˇap, Gover & Hammerl [19, Theorem 2.6]). Let (π : G →M,ω) be a Cartan geometry
of type (G,P ), and suppose Hol(G, ω) ⊆ H ⊂ G for H = Aut(α), some G-module W and α ∈ W.
Then M decomposes according to P -types into a disjoint union of initial submanifolds Mα. For
any points x ∈Mα and y ∈ α ⊂ G/P , there exist neighborhoods Ux ⊂M of x and Vy ⊂ G/P of y
and a diffeomorphism ϕα : Vy → Ux such that ϕα(Vy ∩ α) = Ux ∩Mα and such that the diagram
G/P ⊃ Vy ϕα→ Ux ⊂M
↓ ↓
H\G/P ≃ P\G/H,
in which the downward arrows assign to every point in the neighbourhoods its orbit type, commutes.
Moreover, each curved orbit Mα carries a naturally induced Cartan geometry (π : Hα →Mα, ωα)
of type (H,Pα) for H/Pα ∼= α ⊂ G/P . This geometry reduces (G, ω), in particular its curvature
Ωωα is given by restricting Ωω to a sub-bundle Hα of G over Mα, and it is torsion-free whenever
(G, ω) is.
2.3. The normal Cartan geometry of a conformal manifold. The conformal holonomy group
which is the subject of this article, is defined, using the general approach reviewed in Section 2.2,
from the canonical normal Cartan geometry associated to a conformal manifold. We now review
briefly the basic facts about this Cartan geometry. For more background and proofs of many of
the facts cited here, see for example Chapter 8 of [57] or Chapter 1.6 of [21].
LetM be a smooth manifold of dimension n and (p, q) some non-negative integers with p+q = n.
Let G := O(p + 1, q + 1), e+ ∈ Rp+1,q+1 some non-zero null vector, and define P ⊂ G to be the
(closed, parabolic) subgroup which preserves the null ray R+e+ ⊂ Rp+1,q+1 under the standard
representation of G. Then Cartan geometries of type (G,P ) over M correspond to conformal
structures of signature (p, q) on M .
One direction in this correspondence is not very difficult to establish, and we review it now briefly
for future reference: A Cartan geometry (G → M,ω) of type (G,P ), as defined above, induces a
conformal equivalence class [g] of metrics of signature (p, q) on M . To see this fact, consider the
homomorphism Ad : P → GL(g/p), given by the induced adjoint action on the quotient g/p, and
the normal subgroup P+ := Ker(Ad)✁ P . Then one can verify that P/P+ ∼= CO(p, q). Explicitly,
if we fix another null vector e− ∈ Rp+1,q+1 which is dual to e+, i.e. such that 〈e+, e−〉 = 1, and
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let P0 ⊂ P be the subgroup which also preserves the null ray R+e− ⊂ Rp+1,q+1, then calculating
in a basis {e+, e1, . . . , en, e−} with {e1, . . . , en} an orthonormal sub-basis of (Re+⊕Re−)⊥ ∼= Rp,q
shows that P0 ∼= CO(p, q) and P/P+ ∼= P0 (cf. e.g. Section 1.6.3 of [21]).
Now the above facts can be used to define a conformal structure on M , using the following fact
about the Cartan geometry (π : G →M,ω) (which is valid for arbitrary Cartan geometries, cf. 5.3
of [57]): We have an isomorphism TM ∼= G ×(Ad,P ) g/p; explicitly, for a point x ∈ M , any point
u ∈ Gx determines an isomorphism
ψu : TxM → g/p(2)
by mapping ψu : X 7→ ω(X̂) + p,where X̂ ∈ TuG is any tangent vector which projects to X via
π∗. Moreover, the isomorphisms (2) satisfy the equivariance property, ψu.p = Ad(p
−1) ◦ ψu, for
any p ∈ P . In particular, since Ad(P ) ∼= CO(p, q) ⊂ GL(g/p), the Cartan geometry (G → M,ω)
determines a reduction of the structure group of TM to the conformal group of signature (p, q)
and therefore a conformal class of metrics on M .
For applications, we often will also want to know how a choice of metric in the induced conformal
class can be specified, and how to evaluate this metric on tangent vectors in terms of the Cartan con-
nection. This is done via a choice of the dual null vector e− ∈ Rp+1,q+1 which was used to establish
the isomorphism P/P+ ∼= CO(p, q) above. Namely, the calculation in the basis {e+, e1, . . . , en, e−}
also shows that the subalgebra p has an Ad(P0)-invariant complement p− ⊂ g = so(p + 1, q + 1)
and this identifies p− ∼= g/p ∼= (Re+⊕Re−)⊥ as P0-modules (the subalgebra p− ⊂ g can be defined
by letting p̂ := stab(Re−) and p− := Ker(ad : p̂→ gl(g/p̂))). In particular, the unique P0-invariant
conformal class of signature (p, q) metrics on p− ∼= g/p is given by taking the conformal class of the
isometric image of the natural metric on (Re+ ⊕Re−)⊥ ∼= Rp,q. Moreover, any choice of dual null
vector e− determines a subgroup of P which is isomorphic to O(p, q), namely the subgroup which
fixes the vectors e+ and e− (and not just the rays they determine). Now a metric in the conformal
class defined by (G →M,ω) is easily seen to be determined by choosing a dual null vector e− and
a reduction of G → M to this copy of the pseudo-orthogonal group O(p, q) as a subgroup of P .
To evaluate the resulting metric on tangent vectors X,Y ∈ TxM , we use the isomorphisms (2),
restricted to the reduced frames, and the corresponding O(p, q)-invariant metric on g/p.
The surprising fact about conformal structures (which is also much more difficult to prove) is
that the above construction can be “reversed”, at least for n ≥ 3: Given a conformal manifold
(M, [g]) of signature (p, q), with p + q ≥ 3, there always exists a Cartan geometry (G → M,ω)
of type (G,P ) which induces the initial conformal structure [g]. Moreover, this Cartan geometry
can be uniquely determined, up to isomorphism, by a normalization condition on the curvature
of ω: For g = p− ⊕ p0 ⊕ p+ the decomposition as above, it is a general fact (which is not difficult
to verify directly) that the subalgebras p− and p+ admit bases {X1, . . . , Xn} and {Z1, . . . , Zn},
respectively, which are dual with respect to the Killing form Kg, i.e. they satisfy Kg(Xi, Z
j) = δij ;
then normality of ω means that the composition (∂∗ ◦κω) ∈ C∞(G; (g/p)∗⊗g) vanishes identically,
i.e. that
(∂∗ ◦ κω)(u)(X) :=
n∑
i=1
[κω(u)(X,Xi), Z
i]g = 0(3)
for all u ∈ G and all X ∈ g. The identity (3) is P -invariant in u and independent of the choice
of Kg-dual bases of p− and p+. We call the Cartan geometry of type (G,P ) which induces the
conformal structure (M, [g]) and satisfies (3) the normal (or canonical) conformal Cartan geom-
etry/connection of (M, [g]). The theorem stating that the normal conformal Cartan connection
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exists and is unique up to isomorphism is due to Cartan [22]; for modern proofs, the reader is re-
ferred to Chapter 8 of [57] or Sections 1.6.4–1.6.7 of [21]. We note here that the normal conformal
Cartan connection ω is always torsion-free, i.e., its curvature form satisfies Ωω ∈ Ω2(G; p).
2.4. Reductive Cartan geometries. One class of Cartan geometries enjoying particularly nice
properties are those of reductive type: a type (H,B) is said to be reductive if the Lie algebra h has
a decomposition
(4) h = b⊕ n
into a direct sum of the Lie subalgebra b and an Ad(B)-invariant linear complement n, i.e. such
that AdH(B).n ⊂ n. Usually, when we refer to a reductive Cartan geometry (π : H → M, η) of
type (H,B), we will take a reductive decomposition (4) to be fixed, although strictly speaking
such a decomposition need not be unique. Note that the type (G,P ), as defined in Section 2.3
for conformal geometries, is very far from being reductive (which is why we use different letters
to denote the type). But Cartan geometries of reductive type will naturally occur when we study
holonomy reductions corresponding to isotropy representations of certain symmetric spaces, so it
is useful to collect some general properties of reductive Cartan geometries.
Central to the special properties enjoyed by reductive Cartan geometries is the decomposition
η = ηb + ηn
of the Cartan connection η ∈ Ω1(H; h) given by projecting onto the factors in the decomposition
(4). In particular, from the AdH(B)-invariance of that decomposition and equivariance of η, it
follows that ηb ∈ Ω1(H; b) and ηn ∈ Ω1(H; n) are well-defined, AdH(B)-equivariant one-forms.
In fact, it follows from the property of Cartan connections that ηb is a B-principal connection,
and ηn is horizontal and determines a reduction of the frame bundle of M to the structure group
AdH(B) ⊂ GL(n). This reduction is given by using the maps ψu : TxM → h/b ∼= n as in (2)
for a general Cartan geometry, which in the reductive case can be simplified to ψu(X) = η
n(X̂).
The affine connection ∇η : Γ(TM)→ Γ(T ∗M ⊗ TM) induced by the principal connection ηb has
torsion T η ∈ Γ(Λ2T ∗M ⊗ TM) which is related to the torsion Θη of η as a Cartan connection by
the formula:
(5) ψu(T
η(X,Y )) = Θη(X̂, Ŷ )− [ψu(X), ψu(Y )]n ,
for any X̂, Ŷ ∈ TuH projecting to X,Y ∈ TM . For proofs of these facts, see, for example, [57,
Appendix A] or [49, Section 3]. We now prove a consequence of these properties which will be
useful in studying the geometry induced by certain torsion-free reductive Cartan geometries:
Proposition 1. Let (π : H → M, η) be a torsion-free Cartan geometry of reductive type (H,B)
and assume that the Lie algebra h admits an AdH-invariant non-degenerate metric K : h× h→ R
with respect to which the reductive decomposition h = b ⊕ n is orthogonal. Then the reductive
Cartan geometry induces a canonical metric gη and metric affine connection ∇η with torsion T η
such that:
(i) The (3, 0)-tensor given by contracting T η with gη is totally skew symmetric;
(ii) ∇ηT η = 0;
(iii) Hol(∇η) ⊂ AdH(B) ⊂ O(n,K).
Proof. As noted above, if we fix a point x ∈ M , then any choice of u ∈ Hx defines a linear
isomorphism ψu : TxM → n, and for any b ∈ B we have the equivariance relation
ψu.b(X) = Ad(b
−1).ψu(X),
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noting that this equivariance makes sense in the reductive setting because of AdH(B)-invariance
of the decomposition (4). Now, from the orthogonality assumption K(b, n) = 0 it follows that
K|n defines a non-degenerate metric on n, which is AdH(B)-invariant since K was assumed to be
AdH -invariant (in particular, AdH(B) ⊂ O(n,K)). This allows us to define a metric gη on M
which is induced from the Cartan geometry, via
gηx(X,Y ) := K(ψu(X), ψu(Y )), for any u ∈ Hx.
Since the maps ψu : TxM → n define a reduction of the frame bundle ofM to AdH(B) ⊂ GL(n),
the B-principal bundle connection ηb ∈ Ω1(H; b) induces an associated affine connection ∇η on
M , with Hol(∇η) ⊂ AdH(B) by construction, so ∇η is metric with respect to gη since AdH(B) ⊂
O(n,K).
It remains to verify properties (i) and (ii) for the torsion T η of this affine connection. For this,
note that the expression (5) for the torsion T η shows, under the assumption that (H, η) is torsion-
free, that T η ∈ Γ(Λ2T ∗M ⊗ TM) is induced by the alternating bilinear map T n : n× n→ n given
by T n(u, v) := −[u, v]n. So property (i) follows from the corresponding property of T n, which is
computed as follows using AdH -invariance of K and orthogonality K(n, b) = 0:
K(T n(u, v), w) := −K([u, v]n, w) = −K([u, v], w)
= K(v, [u,w]) = K(v, [u,w]n)
=: −K(v, T n(u,w)).
Finally, property (ii) follows from well-known properties of associated linear connections, from
the fact that AdH(B) ⊂ Aut(T n) ⊂ GL(n), while this last inclusion is straightforward to verify
from the definition of T n. 
2.5. Isotropy irreducible pseudo-Riemannian symmetric spaces. Symmetric spaces were
classified by Cartan [24] and Berger [11] and their pseudo-Riemannian holonomy is equal to the
isotropy group. First we collect some properties of irreducible pseudo-Riemannian symmetric
spaces (M, g) that will be used later.
Proposition 2. Let (M, g) be an irreducible non-flat pseudo-Riemannian symmetric space, i.e.,
the isotropy group Iso(M)x acts irreducibly on TxM . Then the Ricci tensor Ricg is non-zero.
Indeed, from a result of Nomizu [52, 16.1] it follows that Iso(M) is either semisimple or g is
flat. So Iso(M) must be semisimple. Then M = G/H where the symmetric decomposition of
g := Lie(G) is effective and minimal (see [2]). Now the above proposition follows from [2, Propo-
sition 1].
The following proposition is a direct consequence of Propositions 1 and 2 of [3].
Proposition 3. Let (M, g) be an irreducible simply connected non-flat pseudo-Riemannian sym-
metric space and let R be its curvature tensor. Then the stabilizer Aut(R) of R in the pseudo-
orthogonal group O(TxM, gx) is the isotropy group Iso(M)x.
Remark 1. The above propositions were well-known to Cartan when he constructed his theory
of Riemannian symmetric spaces. For example, Proposition 3 is interpreted as saying that an
isometry u of (TxM, gx) can be extended to an isometry of M fixing x if and only if u preserves
the curvature tensor R.
Now let g = h ⊕ m be a symmetric decomposition, i.e., h ⊂ g is a subalgebra, [m,m] ⊂ h and
[h,m] ⊂ m, with g, h semisimple of non-compact type. Then the Killing form Kg restricts to a
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pseudo-Riemannian metric on m, and restricting the adjoint representation of g to h defines the
isotropy representation ad : h → so(m,Kg) at the Lie algebra level. In view of applications to
conformal holonomy, we will be concerned with studying the subalgebras
b := stabh(RS) = {X ∈ h | ∃cX ∈ R : [X,S] = cXS},
for S ∈ m a non-zero null vector with respect to Kg.
For the following result recall the notion of a Cartan involution θ of a semisimple Lie algebra
h: A Cartan involution of h is a Lie algebra automorphism θ which is involutive, θ2 = Idh, and
such that the restriction of the Killing form Kh to the +1-eigenspace of θ is negative-definite, and
the restriction of Kh to the −1-eigenspace is positive-definite. In particular, since the eigenspaces
are orthogonal, for any 0 6= X ∈ h, we have Kh(X, θ(X)) < 0, so θ-invariant subspaces are always
non-degenerate with respect to Kh. We prove the following result, concerning distinguished cases
where b enjoys nice properties:
Proposition 4. Let g = h ⊕ m be a symmetric decomposition with g and h semisimple of non-
compact type, and let S ∈ m be a null vector and b := stabh(RS). If h has a Cartan involution θ
such that θ(b) = b, then
(i) there is a reductive decomposition h = b ⊕ n which is orthogonal with respect to the Killing
form of g, and hence is naturally reductive, and
(ii) there is another null vector Ŝ ∈ m such that Kg(S, Ŝ) 6= 0 and for b̂ := stabh(RŜ) we have
(6) b̂ = b.
Remark 2. In [56, p. 207] a subalgebra b in a semisimple Lie algebra h that is invariant under
a Cartan decomposition of h is called canonically embedded. In [56, Theorem 3.6 in Chapter 6]
it is shown that, for an algebraic subalgebra b of a real semisimple Lie algebra h, this property
is equivalent to b being reductive in the sense that ad(b) is the tangent algebra of a reductive
algebraic subgroup in GL(h). The proof uses the following fact (see [55, Theorem 2 in Chapter 4]
or [56, Chapter 1, Proposition 6.2]:
(∗) Let f ⊂ gl(V ) be an algebraic linear Lie algebra over C. Then f is the tangent algebra of
a reductive algebraic linear group F ⊂ GL(V ) if and only if the invariant scalar product
tr(X · Y ) is non degenerate on f.
This fact can also be used to establish the equivalence of our assumption that b is invariant under
a Cartan involution with item (i) in Proposition 4. Indeed, applying (∗) to f := bC and V := gC
then the trace form is given by the complexification KCg of the Killing form Kg of g which is
non-degenerate on h by Cartan’s solvability criterion [38, p. 68]. Now, Kg is non-degenerate on
b if and only if KCg is non-degenerate on b
C. Observing that b is reductive if and only if bC is
reductive and that in our situation B and H are defined as stabilizers and hence algebraic, yields
the required equivalence. The notion of reductivity used in the statements implies that the radical
is equal to the center, but is stronger than that. For our purposes it is sufficient to give a self
contained proof of the weaker statement in Proposition 4 and to avoid subtleties in the notion of
reductivity.
Proof of Proposition 4. In order to prove the existence of another null line that is stabilised by b
we apply the Karpelevich-Mostow Theorem ([40], for the algebraic version we are using see [51]),
which states that if h is a semisimple subalgebra of a semisimple Lie algebra g of non-compact
type, then any Cartan involution θ of h extends to a Cartan involution θ̂ of g. By the assumption,
we have a Cartan involution θ of h such that θ(b) = b. Let θ̂ be a Cartan involution of g which
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extends θ. Then S decomposes as S = S+ + S− into (±1)-eigenvectors of θ̂, and we define
Sˆ := θˆ(S) = S+ − S− ∈ m.
Since Kg(S, S) = 0 we have that S± 6= 0 and hence Sˆ is linearly independent of S. Furthermore,
since S+⊥S−, we have that
0 = K(S, S) = K(S+, S+) +K(S−, S−) = K(Sˆ, Sˆ)
and K(S, Sˆ) = 2K(S+, S+) < 0.
From the fact that θ̂ is an involutive automorphism, we get that [X,S] = cXS if and only if
[θ(X), Sˆ] = cX Sˆ for every X ∈ b and a real constant cX , which shows that b̂ := stabh(Sˆ) = θ(b),
which in turn equals b by θ-invariance, showing (6).
In order to prove the first point, the invariance of b under θ implies the existence of one-forms
c and cˆ of b such that [X,S] = c(X)S and [X, Sˆ] = cˆ(X)Sˆ satisfying
c(X)cˆ(X)K(S, Sˆ) = K([X,S], [X, Sˆ]) = −K(S, [X, [X, Sˆ]]) = −cˆ(X)2K(S, Sˆ).
This shows that c = −cˆ, since K(S, Sˆ) 6= 0, which in turn implies that [X,S±] = c(X)S∓ for
all X ∈ b. When splitting X ∈ b as X = X+ + X− with X± eigenvectors of θ, we obtain that
[X+, S±] = 0 and [X−, S±] = c(X)S∓ and thus that X+ ∈ b. This shows that for X ∈ b we also
have X± ∈ b, and thus
b = (b ∩ h+)⊕⊥ (b ∩ h−)
in which h± denote the eigenspaces of θ in h. Since Kh and Kg are negative-definite on h+ and
positive-definite on h− this shows that Kg is non-degenerate on b. Now we get n := b
⊥ as the
reductive complement of b in h, i.e., h = b⊕⊥ n is naturally reductive. 
This proposition provides us with the main result of this section which will be useful for proving
Theorems 3 and 4 in Section 4.
Theorem 7. Let g = h⊕m be a symmetric decomposition with g and h semisimple of non-compact
type, Kg the Killing form of g, and let G/H be the corresponding symmetric space. Let (M, [g]) be
a conformal manifold of signature (p, q) and suppose that
(i) (M, [g]) has a conformal holonomy reduction to the isotropy group AdG(H) ⊂ SO(m,Kg) ≃
SO(p+ 1, q + 1),
(ii) there is is a null vector S ∈ m with stabilizer subgroup B = StabH(RS) such that the Lie
algebra b of B is invariant under a Cartan involution of h.
Then the curved orbit MS ⊂ M corresponding to this H-orbit has a canonical metric g0 and
a canonical metric connection ∇0 with totally skew-symmetric, ∇0-parallel torsion T 0 and with
holonomy contained in AdH(B) ⊂ SO(h/b). Moreover, if (n,Kg|n) and (n̂,Kg|n̂) are homothetic,
where n is the naturally reductive complement of b in h as in Proposition 4 and n̂ is the Kg-
orthogonal complement to span(S, Ŝ) in m, then the canonical metric g0 is a representative of the
conformal class g|MS .
Proof. By Theorem 6, there is a Cartan connection of type (H,B) over MS, which is a reduction
of the canonical conformal Cartan connection of (M, [g]), and in particular is torsion-free. Because
of assumption (ii), Proposition 4 gives us a decomposition h = b ⊕ n which is naturally reductive
with respect to the Killing form Kg of g. Using Proposition 1, this implies that MS has a metric g0
canonically induced from Kg on h/b ≃ n, and metric connection ∇0 with parallel, skew-symmetric
torsion and Hol(∇0) ⊂ AdH(B) ⊂ O(n,Kg|n), which proves the first statement. Finally, recalling
from Section 2.3 that a representative in the conformal class is determined by pulling back Kg
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from g/p ≃ n̂ to TxM via the isomorphism in (2), the assumption that (n,Kg|n) and (n̂,Kg|n̂) are
homothetic shows that the metric g0 is in fact a representative of [g|MS ]. 
Note that under the assumption that n and n̂ are homothetic and hence have the same dimension,
the orbit of an S ∈ m under H is open in the Mo¨bius sphere of m.
3. The orbit structure in the homogeneous models
3.1. Semisimple symmetric spaces defined by ((hyper-)Hermitian-) scalar products. In
the following, we will consider the isotropy representation of the semisimple, pseudo-Riemannian
symmetric spaces G/H , where G is given by
G = SLnK, for K = R, C, or the quaternions H
and the isotropy group H is given by
SO(p, q), if K = R,
SU(p, q), if K = C,
Sp(p, q), if K = H,
for p+ q = n. For K = R,C, SLnK is the group of matrices with determinant one, while for K = H
the special linear group SLnH is defined as the commutator group in GLnH. Given an identification
of H with C2 and the corresponding monomorphism of real algebras ι : MatnH →֒ Mat2nC, SLnH
is given as the preimage of matrices with determinant one (see for example [9] for a nice overview
on quaternionic determinants). The monomorphism ι can be given, for example, as
ι : MatnH →֒ Mat2nC
U + V · j 7→
(
U −V
V U
)
,
which satisfies ι(W
⊤
) = ι(W )
⊤
. We then have that
ι(SLnH) = SU
∗(2n) := {A ∈ SL2nC | AJn = JnA},
where A denotes the complex-conjugated matrix and
Jn =
(
0 1n
−1n 0
)
∈ GL2nR,
cf. [35]. The Lie algebras of SLnK, for K = R,C, are given as traceless matrices, whereas for
K = H we have the real Lie algebra
slnH := {X + Y j | X,Y ∈ glnC, tr(X) + tr(X) = 0}.
Now we define the isotropy group H in G as the invariance group of a ((hyper-)Hermitian-) scalar
product
〈u, v〉 =
p∑
i=1
uivi −
q∑
j=p+1
ujvj ,
for u, v ∈ Kn, which is anti-linear in the first slot. Here we consider Hn as right vector space. For
the standard basis in Kn, 〈., .〉 is given by the matrix
1p,q :=
(
1p 0
0 −1q
)
∈ GLnR.
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For K = R and K = C we have H = SO(p, q) and H = SU(p, q), whereas for K = H we have
H = Sp(p, q) =
{
A+B j | A⊤1p,qA+B⊤1p,qB = 1p,q, B⊤1p,qA−A⊤1p,qB = 0
}
.
Note that ι(Sp(p, q)) ⊂ SU(2p, 2q) when SU(2p, 2q) is written as
SU(2p, 2q) =
{
A ∈ sl2nC | A⊤Kp,qA = Kp,q
}
,
where Kp,q =
(
1p,q 0
0 1p,q
)
. With this realization of SU(2p, 2q) we have
ι(Sp(p, q)) = SU(2p, 2q) ∩ SpnC,
where the symplectic group SpnC is defined as
SpnC =
{
A ∈ GL2nC | A⊤Jp,qA = Jp,q
}
,
with the symplectic form Jp,q =
(
0 1p,q
−1p,q 0
)
.
The Lie algebras h of the H ’s are given as so(p, q) and su(p, q) and for K = H as
sp(p, q) := {X + 1p,qY j | X ∈ u(p, q), Y ∈ glnC symmetric} .
From the relation for the groups we get
ι(sp(p, q)) = su(2p, 2q) ∩ spnC,
where su(2p, 2q) and spnC again are defined with respect to Kp,q and Jp,q. This gives decomposi-
tions of g = slnK as a symmetric pair into g = h⊕mh with
(7) mh =
{
X ∈ slnK | X⊤1p,q = 1p,qX
}
,
for K = R,C, i.e. for h = so(p, q) and h = su(p, q), and with
(8) msp(p,q) = {X + 1p,qY j ∈ slnH | X ∈ msu(p,q), Y ∈ sonC}
in the quaternionic case. Furthermore, we have
Lemma 1. For sym(Jp,q) :=
{
W ∈ gl2nC |W⊤Jp,q = Jp,qW
}
, then
ι
(
msp(p,q)
)
= msu(2p,2q) ∩ sym(Jp,q).
Proof. The inclusion ⊂ is verified by a straightforward computation. For the other inclusion,
we see that W =
(
X −Y
U V
)
∈ msu(2p,2q) gives X ∈ msu(p,q) and U = −1p,qY ⊤1p,q, whereas
W ∈ sym(Jp,q) implies that Y ⊤1p,q+1p,qY = 0 and X⊤1p,q = 1p,qV ⊤. Together this implies that
W ∈ ι(msp(p,q)). 
The decomposition g = h⊕mh is invariant under the adjoint representation of G when restricted
to H . Therefore, the isotropy representation of H is given by the adjoint representation of G on
mh restricted to H , i.e for S ∈ mh and A ∈ H , we have
(9) A(S) := AdA(S) = ASA
−1.
The Killing form Kg of g is invariant under AdG and non-degenerate on m
h. Hence, we have that
AdG(H) ⊂ SO(mh , Kg|mh).
Note that, although in the case of the complex Lie algebra slnC the Killing formKslnC is a complex
bilinear form, its restriction to the real vector space msu(p,q) = i · su(p, q) is real valued, in fact it is
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K dim h dimmh sign(Kg|mh) = (σ+K,p,q, σ−K,p,q) = (no. of +’s, no. of −’s)
R
1
2 (n− 1)n 12 (n− 1)(n+ 2)
(
1
2 (p(p+ 1) + q(q + 1)− 2) , pq
)
C n2 − 1 n2 − 1 (p2 + q2 − 1, 2pq)
H (2n+ 1)n (2n+ 1)(n− 1) (p(2p− 1) + q(2q − 1)− 1, 4pq)
Figure 1. Dimensions and signatures of the symmetric spaces SLnK/H
equal to KslnC(X,Y ) = −Ksu(p,q)(iX, iY ) ∈ R for X,Y ∈ msu(p,q). Furthermore, we recall that for
all the Lie algebras g and h in question, the Killing forms Kg and Kh are given as a real multiples
of the trace form (X,Y ) 7→ tr(X · Y ), which allows us to determine the signature of Kg|m. For
convenience, we list the dimensions of h, mh and the signature of the Killing form in Figure 1.
Note also that for the Lie algebra h a Cartan involution is given by the transposition in slnR for
h = so(p, q) and by the conjugate transposition in slnC and sl2nC for h = su(p, q) and h = sp(p, q),
respectively.
In the remainder of Section 3, we will analyze the orbit structure of the Mo¨bius sphere of m
under the naturally induced H-action. Namely, for the null cone
N := {S ∈ m | Kg(S, S) = 0}
in m and the projection
π : m \ {0} → P(m)
onto the real projectivization of m, the Mo¨bius sphere of m is defined as
S(m) := π(N ).
Since H ⊂ O(m,Kg|m) via the adjoint action as in (9), in the same manner H acts on N and on
the Mo¨bius sphere S(m),
(10) A([S]) := [ASA−1], with S ∈ N , A ∈ H,
where we write [S] = π(S) for brevity. We define the stabiliser subgroup of [S] as
(11) StabH([S]) := {A ∈ H : A([S]) = [S]}.
Note that, as dim S(m) = dim(m) − 2, from Figure 1 we see that SO(p, q) can only have open
orbits in S(mso(p,q)) if n ≤ 3, whereas for K = C and K = H we always have dim(h) > dim(S(mh)).
Note also that n = 2 is not relevant for conformal holonomy, since for R and C the dimensions of
m are too low, whereas sp(1, 1) ≃ so(4, 1), which is the generic holonomy algebra of a conformal
Riemannian 3-manifold.
In the remainder of Section 3, we will prove the following:
Theorem 8. Let G/H = SLnK/H be one of the pseudo-Riemannian symmetric spaces defined
above, and consider the natural H-action on the Mo¨bius sphere S(m) induced by the isotropy repre-
sentation AdG : H → SO(m,K) ∼= SO(σ+K,p,q, σ−K,p,q). Then the union of H-orbits of codimension
n− 3 is dense in S(m). In particular, for K = R and all n ≥ 3, the stabilizer subgroup StabH([S])
is discrete for all [S] in a dense subset S(m)0 ⊂ S(m). For n = 3, the union of open H-orbits is
a dense subset S(m)0 ⊂ S(m) for each case K = R,C or H, while for n > 3 there are no open
H-orbits. Finally, for any [S] ∈ S(m)0, there is a Cartan involution of h which leaves the stabilizer
subalgebra b = stabh([S]) invariant.
CONFORMAL HOLONOMY, SYMMETRIC SPACES, AND SKEW SYMMETRIC TORSION 17
The proof proceeds by cases: first C, then R, then H. Note by Figure 1 that it suffices, in each
of these respective cases, to prove that the stabilizer subalgebra
stabh(RS) = {X ∈ h : [X,S] = rS for some r ∈ R}
has real dimension n−1, 0 and 3n, respectively, for all null vectors S in some dense subset N0 ⊂ N .
For the final claim of the Theorem, note that the map θ : X 7→ −X∗ := −X⊤, i.e. minus the
conjugate-transpose, gives a Cartan involution of our Lie algebras h (indeed of g) in all cases. We
will see directly that the stabilizer subalgebras b are θ-invariant, as part of the proofs determining
their dimensions.
3.2. Dense orbits: The special unitary case K = C.
Proposition 5. Let n ≥ 3, and G/H = SLnC/SU(p, q) as above, for p, q ≥ 1. Let N0 ⊂ N ⊂ m
be the set of all null vectors S ∈ N which have mutually distinct eigenvalues λ1, . . . , λn ∈ C. Then
N0 is dense in N and, for all S ∈ N0 we have that the stabiliser in h of S is conjugated to
stabh([S]) ≃ {diag(z1, . . . , zr, ix1, . . . , ixn−2r,−zr, . . . ,−z1) ∈ slnC},
for z1, . . . , zr ∈ C, x1, . . . , xn−2r ∈ R and some 1 ≤ r ≤ n/2, with respect to a basis of eigenvectors
for S. In particular, the stabilizer subalgebra has real dimension n − 1 and it is invariant under
the conjugate-transpose map X 7→ X∗ in slnC. For n = 3 we have StabH([S]) ∼= U(1)×O(1, 1).
Proof. First we note that N0 is a dense open subset of N . This follows, since N0 is the complement
of the matrices in N whose characteristic polynomial has vanishing discriminant. The discrim-
inant of the characteristic polynomial is polynomial in the entries of the matrix, and hence the
complement of N0 is given as the zero set of an analytic function on N , so it must either be all of
N or have empty interior. And there certainly do exist null matrices S ∈ N0, as will be explained
below.
To compute the explicit form of the Lie algebra b := stabh([S]), let {u1, . . . , un} be the basis
of Cn consisting of eigenvectors of S. First note that, by the condition Kg(S, S) = tr(S
2) = 0, at
least one of the eigenvalues, say λ1, must be non-real. Furthermore, from the identities
λi〈ui, uj〉 = 〈Sui, uj〉 = 〈ui, Suj〉 = λj〈ui, uj〉, 1 ≤ i, j ≤ n,(12)
which follow from the defining equations of m ⊂ slnC, it follows that 〈u1, u1〉 = 0; that, up
to re-ordering and re-scaling we have 〈u1, un〉 = 1 (by non-degeneracy of 〈., .〉), λn = λ1, and
〈un, un〉 = 0; and that 〈u1, uj〉 = 〈un, uj〉 = 0 for all 1 < j < n. Clearly there is a maximal
number r ≥ 1 such that, after re-ordering, the eigenvalues λ1, . . . , λr are all non-real and none
of them are conjugate to each other. Using the identities (12) again, it follows for 1 ≤ i ≤ r
that 〈ui, ui〉 = 0; that there is a unique index ν(i), r < ν(i) ≤ n, such that 〈ui, uν(i)〉 6= 0; and
that for this ν(i) we have λν(i) = λi, and 〈uν(i), uj〉 = 0 for all j 6= i, 1 ≤ j ≤ n. In particular,
r ≤ min(p, q). By re-ordering if necessary, we may take ν(i) = n− i+1 for convenience, so the real
eigenvalues are precisely λr+1, . . . , λn−r. Applying (12) to the corresponding eigenvectors shows,
for all r + 1 ≤ i ≤ n − r, that 〈ui, uj〉 = 0 for all j 6= i. By non-degeneracy of 〈., .〉, we must
therefore have 〈ui, ui〉 6= 0 for all such i.
Summing up the above, we may assume after possibly re-ordering and re-scaling some of the
eigenvectors u1, . . . , un, that the quadratic form of 〈., .〉 has the following matrix form with respect
to this basis:
(13) Tp,q,r :=

 0 0 Rr0 Ip−r,q−r 0
Rr 0 0

 ,
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where Rr = adiag(1, . . . , 1) is the r × r matrix with 1’s along the anti-diagonal and 0’s elsewhere.
In general, by adiag(y1, . . . , yr) be mean the anti-diagonal square r × r matrix having y1 in the
first row last column and yr in the last row first column, e.g., adiag(y1, y2) =
(
0 y1
y2 0
)
.
Now the form of b can be calculated by simple linear algebra. Since S is a diagonal matrix with
mutually distinct diagonal entries, the equation [X,S] = rS implies that all matrices X ∈ b must
be diagonal and hence r = 0. Therefore,
b = {X ∈ su(Cn, 〈., .〉) : X = diag(X1, . . . , Xn)}
= {diag(X1, . . . , Xn) : X⊤Tp,q,r + Tp,q,rX = 0 and tr(X) = 0}.
Using the form (13) shows that the set of diagonal matrices X ∈ glnC satisfying X
⊤
Tp,q,r +
Tp,q,rX = 0 have the form claimed in the proposition. In particular, this set has real dimension
n, and therefore, since b ⊂ slnC and the trace of any matrix X of that form is purely imaginary,
dim(b) = n− 1.
Using a basis {u1, . . . , un} in which 〈., .〉 has the form (13) also allows us to see that the set N0
is non-empty: For example, if we suppose p ≥ q ≥ 1, then we may take
S = diag(µ1, . . . , µq, λ1, . . . , λp−q, µ1, . . . , µq),
with the µj = aj + ibj mutually distinct, non-real numbers, and the λj mutually distinct, real
numbers. Then S ∈ N0 is equivalent to the set of equations,
2
q∑
j=1
aj +
p−q∑
j=1
λj = 0 (tr(S) = 0);(14)
2
q∑
j=1
(a2j − b2j) +
p−q∑
j=1
λ2j = 0 (tr(S
2) = 0).(15)
And the desired solutions to the above equations exist. This can be shown either by observing
that the solution space of the simultaneous equations (14) and (15) forms a submanifold of positive
dimension in the real parameters {a1, . . . , aq, b1, . . . , bq, λ1, . . . , λp−q}; or by an elementary direct
construction of a solution.
The invariance under the conjugate-transpose map, b∗ = b, follows immediately. Finally, for
n = 3, we have a complex basis (u1, u2, u3) of C
3 such that S is of the form diag(µ, λ, µ), with µ /∈ R,
λ = −2Re(µ) and the scalar product 〈., .〉 is of the form R3 = adiag(1, 1, 1). For A ∈ StabH([S]),
the defining relation ASA−1 = cS (for any c ∈ R∗), or equivalently AS = cSA, therefore implies
that Au1, Au2, Au3 are eigenvectors of S for the eigenvalues µ/c, λ/c and µ/c, respectively. But
since µ, λ and µ are distinct, this implies c = 1 and Aui = αiui for i = 1, 2, 3 and αi ∈ C. Using
the forms of A and 〈., .〉, one computes directly that A ∈ SU(2, 1) if and only if
A =

re
iϕ
2 0 0
0 e−iϕ 0
0 0 1
r
e
iϕ
2


for some ϕ, r ∈ R, r 6= 0, giving the isomorphism to U(1)×O(1, 1) as claimed. 
3.3. Dense orbits: The orthogonal case K = R.
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Proposition 6. Let n ≥ 3, and G/H = SLnR/SO(p, q) for p, q ≥ 1. Let N0 ⊂ N ⊂ m be the
set of all null vectors S ∈ N which, considered as endomorphisms acting on Cn, have mutually
distinct eigenvalues λ1, . . . , λn ∈ C. Then N0 is dense in N and, for all S ∈ N0 we have
stabh([S]) = {0}.
Proof. Let S ∈ N ⊂ mso(p,q) be a real matrix acting on Rn = span(e1, . . . , en). When we consider
S as acting on Cn = Rn⊕ iRn by complex linear extension, and Cn as equipped with the Hermitian
form coming from the real scalar product on Rn, we have that S ∈ msu(p,q). Now
N0 = {S ∈ N ⊂ mso(p,q) | S has n pairwise distinct eigenvalues over C}
and we can use the results of the previous section. We fix a complex basis
{v1, . . . , vr, u1, . . . , un−2r, wr , . . . , w1}
of Cn in which S is of the form
S = diag(µ1, . . . , µr, λ1, . . . , λn−2r, µr, . . . , µ1),
as given by the proof of Proposition 5. Now denote by v the conjugation on Cn induced by
Rn ⊂ Cn. Clearly we have that Sv = Sv for each v ∈ Cn. Indeed, for v =∑ni=1(ai + ibi)ei ∈ Cn
with ai, bi ∈ R we get
S(v) =
n∑
i=1
(
aiS(ei)− ibiS(ei)
)
= S(v),
since S(ei) ∈ Rn. Applying this to the eigenbasis gives
S(vi) = µivi
S(uk) = λkuk.
Since the eigenvalues of S are pairwise distinct, this shows that wi = vi and uk = uk. Hence, the
vectors
{xi := vi + vi, yj := i(vj − vj), uk},
for i, j = 1, . . . r and k = 1, . . . , n − 2r, form a real basis of Rn ⊂ Cn in which the scalar product
is diagonal with ±2 on the diagonal.
When we consider X ∈ so(p, q) as acting on Cn, we get that X ∈ su(p, q). We have seen that
the relation [X,S] = cS for c ∈ R implies that, in the eigenbasis for S, X is given as
X = diag(z1, . . . , zr, is1, . . . , isn−2r,−zr, . . . ,−z1)
for zi ∈ C and sk ∈ R. But, from the deduced form of X , we get that
X(xi) = i(bixi − aiyi)
X(uk) = iskuk,
with zi = ai + ibi the complex eigenvalues of X . This is a contradiction to the invariance of R
n
under X unless zi = sk = 0. Hence, the stabiliser of S ∈ N0 in so(p, q) is trivial.
For the proof it remains to show that
N0 := {S ∈ N ⊂ mso(p,q) | S has n pairwise distinct eigenvalues over C}
is dense in N ⊂ mso(p,q). This follows as in the proof of Proposition 5, noting again that N0 is
non-empty, since every matrix which has 2× 2 matrices of the form
Ai :=
(
ai bi
−bi ai
)
, with ai ∈ R, bi ∈ R∗,
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and real numbers c1, . . . cn−2r on the diagonal, with respect to the above basis, is in N0 as long
as the Ai’s and the ci’s are mutually distinct, and the ai, bi, ci satisfy equations analogous to (14)
and (15). 
Remark 3. With similar computations as in the proofs of Propositions 5 and 6 it is possible to
show that in both cases the open orbit is unique for n = 3 and K = R or C. It follows that
if det(S′), det(S) 6= 0 then H.[S] = H.[S′], for [S], [S′] ∈ S(mso(2,1)), respectively for [S], [S′] ∈
S(msu(2,1)). Moreover, in the case K = R we were able to find an explicit description of all the
H-orbits: the unique open orbit consists of the image in S(mso(2,1)) of the invertible null matrices in
mso(2,1); there is one orbit of codimension one, given by the image of all two-step nilpotent matrices
in mso(2,1); and there is one orbit of codimension two, given by the image of one-step niplotent
matrices in mso(2,1). We did not take the time to attempt the corresponding computations to find
explicit descriptions of the H-orbits for K = C or H, because these descriptions were not needed
for the main applications in the paper.
3.4. Dense orbits: The symplectic case K = H. Recall that we identify
slnH ≃ su∗(2n) =
{(
X −Y
Y X
)
| X,Y ∈ glnC, tr(X) + tr(X) = 0
}
and under this identification
sp(p, q) =
{(
X −Y
Y X
)
| X ∈ u(p, q), Y ∈ glnC : Y ⊤1p,q − 1p,qY = 0
}
.
Then m := msp(p,q) is given as
m :=
{(
X −Y
Y X
)
| X ∈ msu(p,q), Y ∈ glnC : Y ⊤1p,q + 1p,qY = 0
}
.
Furthermore, we have
(16) m = msu(2p,2q) ∩ sym(Jp,q),
for sym(Jp,q), Jp,q and su(2p, 2q) as described in Section 3.1, cf. Lemma 1. We write 〈., .〉 for the
metric, given by Kp,q, which determines su(2p, 2q) and m
su(2p,2q) as subspaces of sl2nC, and ω for
the symplectic form, given by Jp,q, which determines spnC and sym(Jp,q) as subspaces of sl2nC.
Now we consider the Jordan canonical form of elements of m. Recall the following result, due to
Wiegmann ([59], see [60] for an overview and Corollary 6.3 therein): The Jordan canonical form
of a complex matrix
Z :=
(
X −Y
Y X
)
with X and Y being complex n× n matrices is given by
Jˆ =
(
J 0
0 J
)
,
where J is the Jordan normal form of some complex matrix. In particular, all the Jordan blocks
come in pairs with complex conjugate eigenvalues. We call the eigenvalues of J the generalized
eigenvalues of Z. Furthermore, the matrix B ∈ GL2nC such that B−1ZB = Jˆ is an element in
ι(GLnH), i.e. of the form
B =
(
P −Q
Q P
)
.
In this section we will prove:
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Proposition 7. Let n ≥ 3, and G/H = SLnH/Sp(p, q) for p, q ≥ 1. Let N0 ⊂ N ⊂ msp(p,q) ⊂
msu(2p,2q) be the set of all null vectors S ∈ N which have mutually distinct generalized eigenvalues
λ1, . . . , λn ∈ C. Then N0 is dense in N and, for all S ∈ N0 we have a basis in C2n in which the
stabilizer subalgebra b = stabh([S]) has the form

(
X −Y
Y X
)
∣∣∣∣∣∣∣∣∣∣
X = diag(z1, . . . zr, ix1, . . . , ixn−2r ,−zr, . . . ,−z1)
Y =

 0 0 adiag(y1, . . . yr)0 diag(yr+1, . . . , yn−r) 0
adiag(yn+1−r, . . . yn) 0 0


yi ∈ C, i = 1, . . . , n, zj ∈ C, j = 1, . . . , r, xk ∈ R, k = 1, . . . , n− 2r


,
where 1 ≤ r ≤ n2 and adiag denotes the anti-diagonal matrix, e.g., adiag(y1, y2) =
(
0 y1
y2 0
)
.
In particular, b is isomorphic as real Lie algebra to
b = sp(1)⊕ . . .⊕ sp(1)︸ ︷︷ ︸
n−2r times
⊕ sl2C⊕ . . .⊕ sl2C︸ ︷︷ ︸
r times
,
has real dimension 3n, and is invariant under the conjugate-transpose map Z 7→ Z∗ of slnH ≃
su∗(2n) ⊂ sl2nC, i.e. b∗ = b. For n = 3, the stabilizer subgroup B = StabH([S]) is isomorphic to
Sp(1)× SL2C.
Proof. Let us fix some notation. Let T := Tn−r,r,r denote the n × n matrix with the form of
(13). Furthermore, denote by Q a matrix with (arbitrary) non-zero complex entries in precisely
the positions where the matrix T has ±1. Then we have:
Lemma 2. Let S ∈ N0. Then there is a basis of C2n of eigenvectors of S such that the scalar
product 〈., .〉 and the symplectic form ω are given, respectively, by(
Q 0
0 Q
)
and
(
0 T
−T 0
)
in this basis.
Proof. Let (v1, . . . , vn, w1, . . . wn) be a basis of eigenvectors of S ∈ N0. From (16) we know that
S ∈ m = {A ∈ gl2nC | 〈Ax, y〉 = 〈x,Ay〉 and ω(Ax, y) = ω(x,Ay)}
and thus
(λi − λj)〈vi, vj〉 = (λi − λj)〈wi, wj〉 = 0(17)
(λi − λj)〈vi, wj〉 = 0(18)
(λi − λj)ω(vi, vj) = (λi − λj)ω(wi, wj) = 0(19)
(λi − λj)ω(vi, wj) = 0(20)
for 1 ≤ i, j ≤ n. Since λi 6= λj , (19) implies that
ω(vi, vj) = ω(wi, wj) = 0 for 1 ≤ i, j ≤ n,
and (18) implies that
〈vi, wj〉 = 0 for 1 ≤ i 6= j ≤ n.
Again, since S2 has no trace, one of the λi’s must be non-real, let’s say λ1. Thus (20) implies that
ω(v1, w1) = 0. Hence, as ω is non-degenerate, we can assume that ω(v1, wn) = 1. This implies
that
λ1 = λn.
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As the λi’s are pairwise distinct we get
λ1 6= λj , for j = 1, . . . , n− 1
λn 6= λj , for j = 2, . . . , n
and therefore
〈v1, vj〉 = ω(v1, wj) = 0, for j = 1, . . . , n− 1
〈vn, vj〉 = ω(vn, wj) = 0, for j = 2, . . . , n.
Hence, if we have λ1, . . . , λr 6∈ R, in a similar way we get
λn+1−i = λi, for i = 1, . . . , r
and
〈vi, vk〉 = 〈wi, wk〉 = ω(vi, wk) = 0,
for i ∈ {1, . . . r} ∪ {n− r + 1, . . . n}, k 6= n+ 1 − i. Furthermore, for k = r + 1, . . . , n− r the λk’s
are real and we have
〈vk, vl〉 = ω(vk, wl) = 0
for r + 1 ≤ k 6= l ≤ n − r. Hence, the symplectic form is represented by the desired matrix(
0 T
−T 0
)
. Furthermore, the only possible non-vanishing terms for 〈., .〉 in this basis are
〈vi, wi〉, for 1 ≤ i ≤ n
〈vi, vn+1−i〉, 〈wi, wn+1−i〉, for i ∈ {1, . . . r} ∪ {n− r + 1, . . . n}, k 6= n+ 1− i
〈vk, vk〉, 〈wk, wk〉, for r + 1 ≤ k ≤ n− r
In order to change the basis to achieve the required form for 〈., .〉 we note that
S = diag(λ1, . . . , λr, λr+1, . . . , λn−r, λr, . . . , λ1, λ1, . . . λr, λr+1, . . . , λn−r, λr, . . . , λ1),
which shows that S has n two-dimensional eigenspaces, n − 2r many for the real eigenvalues
λr+1, . . . , λn−r,
Uk := span(vk, wk), k = r + 1, . . . , n− r,
and 2r many for the complex eigen values λ1, . . . , λr and λ1, . . . , λr,
Vi = span(vi, wn+1−i) and Wi = span(vn+1−i, wi)
for i = 1, . . . , r. Note that Uk is orthogonal to Ul for k 6= l and orthogonal to Vi and Wi. This
allows us to change the basis within the Uk’s in a way that 〈., .〉 is diagonal on Uk. Note that the
diagonal does not have to be ±1. We can only use base change matrices with determinant one in
order to preserve the standard symplectic form. Furthermore, Vi and Wi are totally isotropic, and
Vi ⊥ Vj and Wi ⊥Wj for i 6= j. The symplectic form ω on Vi and Wi is given as the standard one
J2. On Vi ⊕Wi, the scalar product and the symplectic form are given as(
0 H
H⊤ 0
)
,
(
J2 0
0 J2
)
,
where H is an invertible 2× 2-matrix. Changing the basis of Vi and Wi by means of invertible ma-
trices A and B, respectively, yields the following matrices for the scalar product and the symplectic
form (
0 A⊤HB
B⊤H⊤A 0
)
,
(
det(A)J2 0
0 det(B)J2
)
.
This allows us to diagonalize H and get the desired form for 〈., .〉. Namely, we can guarantee that
the matrix of 〈., .〉 has the required form diag(Q,Q) as in the Lemma by taking A,B ∈ SL2C such
that A⊤HB is a constant multiple of 12, e.g. take A = 12 and B =
√
det(H)H−1. 
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Now we can prove Proposition 7. We set λ := diag(λ1, . . . , λn) and fix S =
(
λ 0
0 λ
)
∈ N0.
Then, for U =
(
X −Y
Y X
)
∈ sp(p, q) the relation [U, S] = cS for a real number c amounts to the
relations
λY − Y λ = 0
λX −Xλ = cλ.
These relations on one hand imply that X = diag(z1, . . . , zn), with zi ∈ C and on the other, due
to the conditions on the λi’s that
Y =

 0 0 adiag(y1, . . . yr)0 diag(yr+1, . . . , yn−r) 0
adiag(yn+1−r, . . . , yn) 0 0


with yi ∈ C.
Then a straightforward computation shows that the invariance of the symplectic form ω under
such a matrix U =
(
X −Y
Y X
)
∈ stab(S), i.e.,
U⊤
(
0 T
−T 0
)
+
(
0 T
−T 0
)
U = 0,
poses no further conditions on Y , but forces
zk + zk = 0, for k = r + 1, . . . , n− 2r
zi + zn+1−i = 0, for i = 1, . . . , r.
Then one computes easily that the scalar product 〈., .〉 is invariant under such a matrix U , i.e.,
that
U
⊤
(
Q 0
0 Q
)
+
(
Q 0
0 Q
)
U = 0
holds true.
Now we verify the Lie algebra structure of b: We set ℓ := n− 2r, and represent an element of
b by a pair (X,Y ) with X and Y of the form given in the statement of the Proposition. When
writing the elements of b in this as pairs of matrices and denoting by ei a standard basis vector in
Rn,Rr or Rℓ, we claim that the sp(1) summands are given as
bk :=



Xk := diag(iaer+k), Yk :=

0 0 00 diag(zek) 0
0 0 0




∣∣∣∣∣∣ a ∈ R, z ∈ C


for k = 1, . . . , ℓ, and that the sl2C summands are given as
si :=



Xi := diag(zei − zen+1−i), Yi :=

 0 0 adiag(xei)0 0 0
adiag(ye2r+1−i) 0 0




∣∣∣∣∣∣x, y, z ∈ C


for i = 1, . . . , r. Clearly, these spaces commute with each other and it is a straightforward compu-
tation to check that they enjoy the commutation relations of sp(1) and sl2C.
24 JESSE ALT, ANTONIO J. DI SCALA, AND THOMAS LEISTNER
Finally, for the group isomorphism B ≃ Sp(1)× SL2C for n = 3 note that Sp(1)× SL2C can be
embedded into Sp(2, 1). Explicitely, assigning to a unit quaternion (u + vj) ∈ Sp(1) matrices
U :=

1 0 00 u 0
0 0 1

 , V :=

0 0 10 v 0
1 0 0

 ,
a straightforward computation shows that
(
U −V
V U
)
is in H ≃ Sp(2, 1) (see also Appendix A for
explicit formulae). Similarly, to any matrix
(
a b
c d
)
∈ SL2C we can assign matrices
A :=

a 0 00 1 0
0 0 d

 , C :=

 0 0 b0 1 0
−c 0 0

 ,
such that
(
A −C
C A
)
is in H ≃ Sp(2, 1). This gives an embedding of Sp(1) × SL2C into H ≃
Sp(2, 1), for which the Lie algebra of the image is given as b. Hence, the stabiliser B is isomorphic
to Sp(1)× SL2C. 
4. Applications to conformal holonomy
In this section, we apply the facts from Section 3 about orbits in the homogeneous models,
and Theorem 6 of [19], to study the geometry induced by conformal holonomy reductions to the
isotropy subgroups
AdSL3R(SO(2, 1)) ⊂ SO(3, 2);
AdSL3C(SU(2, 1)) ⊂ SO(4, 4);
AdSL3H(Sp(2, 1)) ⊂ SO(6, 8).
In particular, we will prove Theorems 2, 3 and 4, showing “essentially” (i.e. after possibly restricting
to an open dense subset of the conformal manifold) that these isotropy representations are not
geometrically realizable as conformal holonomy groups.
4.1. Proof of Theorem 2. Let (M, [g]) be a conformal manifold of signature (2, 1) and let H ⊂
SO(3, 2) denote the isotropy subgroup H = AdSL3R(SO(2, 1)). As in Section 2.3, we denote G :=
SO(3, 2) and let P ⊂ G be the parabolic subgroup stabilizing some null ray in R3,2. By Proposition
6, the union of the induced H-orbits H(gP ) having (maximal) dimension 3 = dimR(H) = dim S
2,1,
are dense in the homogeneous model G/P which is a double covering of S2,1. Now, if Hol(M, [g]) ⊆
H ⊂ SO(3, 2), then Proposition 3 supplies us with a natural choice of parallel tractor Υ ∈ Γ(⊗4 T ∗)
giving a reduction to H ⊂ SO(3, 2)—namely, Υ corresponds to the pseudo-Riemannian curvature
tensor R ∈⊗4(R3,2)∗ of the symmetric space SL3R/SO(2, 1). This we use to conveniently apply
the results reviewed in Section 2.2, letting O := ρ(G).R denote the G-type of Υ. First define the
subset M0 ⊂ M to be the union of all curved orbits Mα ⊂ M as in (1), such that the P -type
α ∈ P\O corresponds to an H-orbit of dimension 3 in G/P . It follows from Theorem 6 that
M0 is dense in M . Furthermore, it follows that each point x ∈ M0 lies in a curved orbit Mα of
dimension 3 (by construction), and that the curved orbit Mα carries a canonical Cartan geometry
(Hα → Mα, ηα) which is a reduction of the canonical conformal Cartan geometry (G → M,ωnc)
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to a Cartan geometry of type (H,Pα),
Hα ι→֒ G
↓ ↓
Mα ⊂ M
and that ι∗ωnc = ηα. In particular, since ω
nc is torsion-free, so is the Cartan connection ηα, but this
means that ηα is flat, since the subgroup Pα is discrete, as a consequence of Theorem 8, since Pα is
the stabilizer subgroup inH of theH-orbit corresponding to α. Hence TpHα dπ≃ Tπ(p)Mα = Tπ(p)M ,
since Mα is open. This together with the P -equivariance of the curvature form of a Cartan
connection, implies that the curvature form of the canonical Cartan connection ωnc must vanish
on G|M0 , which means it must vanish identically by continuity. Therefore, the conformal manifold
(M, [g]) is locally conformally flat, and in particular its conformal holonomy Hol(M, [g]) must be
a discrete subgroup of SO(3, 2).
Remark 4. This proof does not immediately generalize to SO(p, q) with p+ q = n > 3. We have
seen in Theorem 8 that for n > 3 the union M0 of maximal orbits Mα is still dense in M , but the
orbits themselves, being of codimension n− 3, are not open anymore. Hence, we obtain a foliation
of M0 into initial submanifolds in directions of which the curvature Ω
nc of the normal conformal
Cartan connection ωnc on π : G|M0 →M0 vanishes. More precisely, we obtain that
Ωncp (U, V ) = 0,
for all p ∈ G with π(p) ∈M0 and U, V ∈ TpG such that dπp(U) and dπp(V ) are tangent to an orbit
Mα. This translates to the property that the Weyl tensor W vanishes tangential to Mα, i.e.,
(21) W (U, V,X, Y ) = 0,
for all X,Y ∈ TM and U, V ∈ TMα. Clearly, in general this does not force W to vanish in all
directions. However, for n = 4 one can show that it does, and we sketch the argument here, saving
the full details for future work in which we also plan to study the induced structures on the orbits of
maximal dimension for arbitrary n and the cases H = PSU(p, q) and H = PSp(p, q). For n = 4 and
H = SO(3, 1) ⊂ SO(6, 3) or SO(2, 2) ⊂ SO(5, 4), the maximal orbits are of codimension one. Given
equation (21) and the first Bianchi-identity for W , for showing that W ≡ 0 it suffices to verify that
W (U,X, V,X) = 0 for U, V ∈ TMα and X transversal to Mα. But this follows from relation (21)
and from W having zero trace, provided that the conformal metric remains non-degenerate when
restricted to TMα. This is equivalent to the property that the maximal H-orbits in the Mo¨bius
sphere are non-degenerate for the flat conformal metric, which is verified by a straightforward
computation.
4.2. Proof of Theorem 3. Let (M, [g]) be a conformal manifold of signature (3, 3), and follow
the notational conventions of Section 2.3 (so G := SO(4, 4), P ⊂ G is the parabolic subgroup
stabilizing a null line in R4,4, etc.). If we denote by H ⊂ G the image of the isotropy representation
AdSL3C : SU(2, 1)→ SO(4, 4), then H ≃ PSU(2, 1) and, by Proposition 5, we know that the open
H-orbits are dense in G/P (which is the double cover of S3,3). Moreover, the stabilizer subgroup of
an open H-orbit is given by B ≃ U(1)×O(1, 1) and Proposition 5 gives the explicit representation
of b ⊂ h.
Now suppose Hol(M, [g]) ⊆ H ⊂ SO(4, 4). Then applying Theorem 6 as in the proof of Theorem
2 above, we see that there is a dense subsetM0 ⊂M , consisting of the curved orbits corresponding
to the open H-orbits in G/P , and a canonical Cartan geometry (H0 → M0, η0) which reduces
the canonical conformal Cartan geometry (G → M,ωnc) to type (H,B), and, by Theorem 7,
26 JESSE ALT, ANTONIO J. DI SCALA, AND THOMAS LEISTNER
induces a canonical metric g0 ∈ [g|M0 ] and a metric connection ∇0 with totally skew-symmetric,
∇0-parallel torsion T 0. Indeed, it is a straightforward matter to verify that (n,Kg|n) and (n̂,Kg|n̂)
are homothetic as required by Theorem 7 (cf. also the calculations for sp(2, 1) in Appendix B).
Now we claim that g0 has a nearly para-Ka¨hler structure with canonical connection ∇0. Recall
that an almost para-Ka¨hler structure is an endomorphism field J on a manifold M0 with metric
g0 of neutral signature, such that J squares to the identity, has two eigen distributions of the
same rank, and such that J∗g0 = −g0. A nearly para-Ka¨hler structure is an almost para-Ka¨hler
structure such that (∇XJ)(X) = 0 for all X ∈ TM and ∇ the Levi-Civita connection of g0. A
nearly para Ka¨hler structure is of constant type Λ if
(22) g0 ((∇XJ)Y, (∇XJ)Y ) = Λ
(
g0(X,X)g0(Y, Y )− (g0(X,Y ))2 + (g0(JX, Y ))2
)
,
for a constant Λ.
We begin by fixing the basis {u1, u2, u3} of C2,1 as in Proposition 5, in which the Hermitian
form is given as
〈., .〉 =

0 0 10 1 0
1 0 0

 =: T.
We define the group H := {A ∈ SL3C | A⊤TA = T }, which is conjugated to SU(2, 1), and let h be
its Lie algebra. Then sl3C = h⊕m with
m := {X ∈ sl3C | X⊤T = TX}.
Furthermore, we fix a matrix S = diag(µ, λ, µ) ∈ m, with µ ∈ C\R and λ ∈ R\{0}, which is null
with respect to the Killing form K = Ksl3C of sl3C (which we scale to the trace form). Letting
Ŝ := S∗ be the conjugate-transpose matrix, then Ŝ is also K-null and we may re-scale if necessary
to ensure that K(S, Ŝ) = 1.
Then the stabilizer corresponding to the (open) H-orbit of the null ray R+S in G/P is given by
B =

bϕ,r :=

reiϕ 0 00 e−2iϕ 0
0 0 r−1eiϕ

 | ϕ ∈ R, r ∈ R\{0}

 ,
with Lie algebra b given as the diagonal matrices in su(2, 1) which, in the above basis, has the
form
h =



β − iα y iδx 2iα −y
iγ −x −β − iα

 | α, β, δ, γ ∈ R, x, y ∈ C

 .
By Proposition 4, we have a (K-)naturally reductive decomposition h = b⊕⊥ n, with n = b⊥ ⊂ h
given explicitly as
n =

v(x, y, γ, δ) :=

 0 y iδx 0 −y
iγ −x 0

 | x, y ∈ C, γ, δ ∈ R

 .
The restriction of K to n is given by the quadratic form
(23) 2(xy + xy − γδ),
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which has signature (3, 3). In order to define the para-Ka¨hler structure on M0 we decompose n
further into
n+ :=

v+(x, δ) :=

0 0 iδx 0 0
0 −x 0

 | x ∈ C, δ ∈ R

 ,
n− :=

v−(y, γ) :=

 0 y 00 0 −y
iγ 0 0

 | y ∈ C, γ ∈ R

 .
In particular, note that with this notation we can rewrite (23) as
K(v−(x, δ), v+(y, γ)) = K(v+(x, γ), v−(y, δ)) = xy + xy − γδ.(24)
Lemma 3. n± are totally null with respect to the Killing form K of sl3(C), invariant under
AdH(B) and satisfy
(25) [n+, n−] ⊂ b, [n±, n±] ⊂ n∓.
Proof. It follows from (23) that n± are totally null. A straightforward check that Ad(bϕ,r) sends
v(x, y, γ, δ) to v(1
r
e−3iϕx, re−3iϕy, 1
r2
γ, r2δ) implies the AdH(B)-invariance. The remaining prop-
erties are computed straightforwardly:
[v+(x, δ), v−(y, γ)] =

−γδ − xy 0 00 xy − xy 0
0 0 γδ + xy

 ∈ b
[v+(x, γ), v+(y, δ)] = v−(i(δx − γy), xy − xy) ∈ n−
[v−(x, γ), v−(y, δ)] = v+(i(δx − γy), xy − xy) ∈ n+.

Lemma 4. The splitting n = n+ ⊕ n− defines an almost para-Ka¨hler structure J on (M0, g0).
Proof. Using the isomorphisms ψu : TxM0 → h/b ≃ n, cf. (2), we can define a splitting of TM0
into two null distributions T± via ψu(T
±
x ) = n±. The AdH(B)-invariance then ensures that this
is independent of the chosen u ∈ Hx. Now setting J |T± = ±IdT± defines an almost para-Ka¨hler
structure with respect to the metric g0. 
Now we will show that this almost para-Ka¨hler structure is in fact nearly para-Ka¨hler. As
noted above, (M0, g0) has a natural metric connection ∇0 with totally skew-symmetric, ∇0-parallel
torsion T 0. Moreover, the torsion T 0 is given by
(26) ψu(T
0
x (X,Y )) = − [ψu(X), ψu(Y )]n .
Since n± are AdH(B)-invariant and thus invariant under the holonomy of ∇0, the almost para-
Ka¨hler structure J is parallel with respect to ∇0, i.e., ∇0 is the canonical connection for J . Note
that the almost para-Ka¨hler structure J can be viewed as induced by the stable three-form that
is defined by the torsion of the connection ∇0 (for stable forms and para-Ka¨hler structures see for
example [25]). Now we are ready to show
Lemma 5. The almost para-Ka¨hler structure (M0, g0, J) is nearly para-Ka¨hler of constant type
Λ = 12 .
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Proof. Denote by ∇ the Levi-Civita connection of g0. As ∇0 is a metric connection, we have that
∇0 −∇ = 1
2
T 0,
cf. e.g. [1, Corollary 2.1]. On the other hand, since n± are AdH(B)-invariant, the almost para-
complex structure J is parallel with respect to ∇0,
∇0J = 0.
Hence we get
(27) (∇XJ)(Y ) = 1
2
(
J(T 0(X,Y ))− T 0(X, J(Y )) .
Hence, for Y = X , the definition of J implies
(∇XJ)(X) = −1
2
T 0(X, J(X)) = T 0(X+, X−),
where X = X+ + X− with ψu(X±) ∈ n±. Formula (26) for the torsion and [n+, n−] ⊂ b imply
that T 0(X+, X−) = 0 and thus, that J is a nearly para-Ka¨hler structure.
In order to verify that this nearly para-Ka¨hler structure is of constant type we have to show
that (22) holds with Λ = 12 . (Recall that K is scaled to the trace form.)
We set X = X+ +X− and Y = Y+ + Y− and compute, using that n± are totally null, that the
right-hand-side in (22) is equal to
(28) 4Λ
(
g0(X+, X−)g0(Y+, Y−)− (g0(X+, Y−))2 + (g0(X−, Y+))2
)
.
In order to compute the left-hand-side in (22) we write T 0(X,Y ) = T 0+(X,Y ) + T
0
−(X,Y ). From
equation (26) and (25) in Lemma 3 we get
(29) ψ
(
T 0±(X,Y )
)
= − [ψ(X∓), ψ(Y∓)] .
Based on (27), this, together with (26) implies
‖(∇XJ)(Y )‖2
= g0 ((∇XJ)(Y ), (∇XJ)(Y ))
=
1
4
(‖J(T 0(X,Y )))‖2 − 2g0(J(T 0(X,Y )), T 0(X, JY ) + ‖T 0(X, JY )‖2)
= −1
2
(
g0(T
0
+(X,Y ), T
0
−(X,Y )− g0(T 0+(X, JY ), T 0−(X, JY )
)
−1
2
(
g0(T
0
+(X,Y ), T
0
−(X, JY )− g0(T 0+(X, JY ), T 0−(X,Y )
)
= −2K ([ψ(X−), ψ(Y−)] , [ψ(X+), ψ(Y+)]) .
By using (24) and (25) we can compare this to (28) and get that Λ = 12 . Alternatively, note that
by Theorem 9 cited below, any six-dimensional nearly para-Ka¨hler manifold is automatically of
constant type Λ for some Λ ∈ R, and so it suffices to verify the constant Λ in (22) by computing
both sides of the equation for simple choices of X and Y for which (28) is non-zero, e.g. for
ψ(X) = v+(1, 0) + v−(1, 0) and ψ(Y ) = v+(0, 1) + v−(0, 1). 
The proof of Theorem 3 now follows from
Theorem 9 (Ivanov & Zamkovoy [37]). A six-dimensional nearly para-Ka¨hler manifold is of
constant type Λ and Einstein with Einstein constant 5Λ.
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This implies that on the open and dense submanifoldM0 we have found an Einstein metric g0 in
the conformal class [g], due to Theorem 7, with positive Einstein constant 52 , which gives a parallel
section of the tractor bundle over M0 and forces the normal conformal holonomy of [g] overM0 to
be contained in the stabilizer of a time-like vector in H ≃ PSU(2, 1) ⊂ SO(4, 4).
4.3. Proof of Theorem 4. Let (M5,7, [g]) be a conformal manifold of signature (5, 7), and denote
now by H ⊂ SO(6, 8) the image of the isotropy representation AdSL3H : Sp(2, 1)→ SO(6, 8). Then
H ≃ PSp(2, 1) = PSp(2, 1)/{±1}, and if (M, [g]) satisfies Hol(M, [g]) ⊆ H , we have by the
same arguments as in the proofs of Theorems 2 and 3 a dense subset M0 ⊂ M and a canonical
Cartan geometry (H0 → M0, η0) of type (H,B). Due to Proposition 7, B is doubly covered
by Sp(1) × SL2C. This is a reduction of the canonical (normal) conformal Cartan geometry
(G →M,ωnc) of (M, [g]), and Theorem 7 applies to show that (H0, η0) induces a canonical metric
g0 ∈ [g|M0 ] and a metric connection ∇0 with skew-symmetric, parallel torsion T 0. That the
canonical metric g0 is in the conformal class of g follows from the last part of Theorem 7 and
part (a) of Lemma 6 in Appendix B.
We claim that the Ricci tensor of g0 is given by the Ricci tensor of the naturally reductive
pseudo-Riemannian space PSp(2, 1)/B. In particular, since PSp(2, 1)/B is Einstein (cf. Appendix
A), Theorem 4 follows from
Proposition 8. Let K denote the naturally reductive metric for the decomposition sp(2, 1) =
b ⊕ n given by Proposition 4. The canonical metric g0 as above has Ricci tensor Ricg0 which is
related to the Ricci tensor RicK of the naturally reductive homogeneous pseudo-Riemannian space
PSp(2, 1)/B by:
Ricg0(X,Y ) = RicK(ψu(X), ψu(Y )),(30)
for any x ∈ M0, X,Y ∈ TxM and u ∈ Hx, where ψu is the map as given in (2) by the Cartan
geometry (H0, η0).
Proof. By part (b) of Lemma 6 we have a K-orthonormal basis {e1, . . . , e12} of n, and bases
{E1, . . . , E12} of p− ⊂ so(6, 8) and {E1, . . . , E12} of p+ ⊂ so(6, 8), which are dual with respect to
the Killing form Kso(6,8) of so(6, 8), i.e. Kso(Ei, E
j) = δij , and are related to the basis of n ⊂ g
by:
Ei = cei +Ai and E
i = εicei +A
i,
for 0 6= c ∈ R, Ai ∈ p, Ai ∈ p̂, and εi = K(ei, ei) = ±1 (for notational simplicity, we identify ei
and other elements of sp(2, 1) with their image ρ(ei) ∈ so(6, 8), as this seems unlikely to cause
confusion in the present context). Now, since the curvature form of the Cartan connection η0 is
just given by the restriction of the curvature form of ωnc to the sub-bundle H0 ⊂ G over M0, we
can also identify their curvature functions
κ = κη0 = κnc|H0 : H0 → Λ2n∗ ⊗ h ⊂ Λ2(so(6, 8)/p)∗ ⊗ so(6, 8),
(see Section 2). Recall that the canonical conformal Cartan connection ωnc satisfies the normality
condition (3). We will now use the bases {ei}, {Ei} and {Ei} to translate the normality of ωnc
into a geometric condition for the reductive Cartan connection η0. For the following calculation,
note in particular that κ(u) ∈ Λ2n∗ ⊗ b since the torsion of η0 (and of ωnc) vanishes, and that
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κ(u)(Y, .) = 0 for all Y ∈ p. Then we get, for any X ∈ n:
0 = (∂∗ ◦ κ)(u)(X) :=
12∑
i=1
[κ(u)(X,Ei), E
i] =
12∑
i=1
[κ(u)(X, cei +Ai), εicei +A
i]
= c2
12∑
i=1
εi[κ(u)(X, ei), ei] + c
12∑
i=1
[κ(u)(X, ei), A
i].
But now we note, since κ(u)(X, ei) ∈ b for all i = 1, . . . , 12, that all terms of the first sum in the
final line must lie in n (since [b, n] ⊂ n by reductivity). Now the results in Appendix B show on
one hand that [b, p̂] ⊂ p̂ as a result of b ⊂ p0, which implies that all terms of the second sum must
lie in p̂, and on the other that n ∩ p̂ = {0}, as a result of b = sp(2, 1) ∩ p̂. Hence, each sum must
vanish separately.
Now, the vanishing of the sum
12∑
i=1
εi[κ(u)(X, ei), ei],(31)
for X ∈ n and e1, . . . , e12 an orthonormal basis of n has a very natural geometric meaning for the
reductive Cartan geometry (H0, η0), namely we claim it means that the Ricci tensor of the covariant
derivative∇0 which η0 induces onM0 is equal to the Ricci tensor of the natural covariant derivative
on PSp(2, 1)/B. To see this, note that the curvature tensor R0 of ∇0 satisfies the formula:
ψu ◦R0(X,Y ) ◦ ψ−1u = Ωη0(X̂, Ŷ )− [ψu(X), ψu(Y )]b
for any X,Y ∈ TxM0, u ∈ Hx and X̂, Ŷ ∈ TuH0 projecting to X,Y . Note that the second term on
the right-hand-side equals Rn(ψu(X), ψu(Y )), where R
n is the curvature of the natural covariant
derivative ∇n of PSp(2, 1)/B which has torsion T n(ψu(X), ψu(Y )) = −[ψu(X), ψu(Y )]n. Hence it
follows, using the relation between κ and Ωη0 , that the vanishing of the sum (31) implies that the
Ricci tensor Ric0 of ∇0 satisfies
Ric0(X,Y ) = Ricn(ψu(X), ψu(Y )),(32)
where Ricn is the Ricci tensor of ∇n. Now the result relating the Ricci tensors Ricg0 and RicK
of the Levi-Civita connections of g0 and K follows, since the torsions T
0 and T n of ∇0 and
∇n, respectively, are both totally skew-symmetric and parallel. Hence, from the formula in [36,
Proposition 3.1] that relates Ricg0 and Ric0 (see also [1, Theorem A.1]), and using that ∇0T 0 = 0
implies that the ∇0-divergence of T 0 vanishes, we get:
Ricg0(X,Y ) = Ric0(X,Y )− 1
4
12∑
i=1
εig0(T
0(ui, X), T
0(ui, Y )),
for any g0-orthonormal basis {ui} of TpM0. An analogous formula relates RicK and Ricn. Now
the claimed identity (30) follows from the relations
ψu(T
∇(X,Y )) = T n(ψu(X), ψu(Y )) and g0(X,Y ) = K(ψu(X), ψu(Y )),
completing the proof. 
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5. Ambient extension and a general non-existence result
In this section, we prove Theorem 5. The proof relies on a result concerning the so-called
ambient extension of parallel tractors for a conformal manifold (M, [g]) to parallel tensors of the
Fefferman-Graham ambient space (M˜, g˜) of (M, [g]), so we briefly review the necessary facts.
5.1. The Fefferman-Graham ambient space for odd-dimensional real-analytic confor-
mal manifolds. The following summary is based on [30] and [31], cf. also Section 2 of [34]: For
a conformal pseudo-Riemannian manifold (M, [g]) of signature (p, q), we have the principal R+-
bundle π : Q → M defined by Q = {(p, gp) : p ∈ M, g ∈ [g]}, where π is the canonical projection
and the right R+-action is given by dilation δs(p, gp) = (p, s
2gp). The tautological tensor g is a
degenerate symmetric bilinear form on Q defined by g(gp,p)(U, V ) := gp(π∗(U), π∗(V )). Extend
the R+-action on Q to Q × R and let M˜ ⊂ Q × R be an R+-invariant open subset containing
the inclusion ι(Q) = Q × {0}. Then a pre-ambient metric for (M, [g]) is given by some smooth
pseudo-Riemannian metric g˜ on M˜ of signature (p + 1, q + 1), which satisfies (i) δ∗s g˜ = s
2g˜ for
s ∈ R+; and (ii) ι∗g˜ = g. A pre-ambient metric is called straight if the flow by dilation, s 7→ δs(p),
is a geodesic with respect to g˜ for all p ∈ M˜ (equivalently, if the fundamental vector field of the
dilation action, T = d
ds
δs|s=1, satisfies ∇˜T = Id for the Levi-Civita connection of g˜, cf. [31, Propo-
sitions 2.4 and 3.4]). An ambient metric for (M, [g]) is then defined to be a pre-ambient metric
with Ricci tensor vanishing to certain orders (with respect to the R-component of M˜) depending
on whether the dimension n = p+ q is even or odd, and the pair (M˜, g˜) is called an ambient space
for (M, [g]). Here we do not re-state the conditions in full generality, but will only consider the
odd-dimensional case where (M, [g]) is real-analytic (i.e., some g ∈ [g] is real-analytic), where the
questions of existence and uniqueness are simplified and the following fundamental result holds (cf.
[30, 41, 31]):
Theorem 10 (Fefferman & Graham [30, 31]). Let (M, [g]) be a real-analytic conformal manifold
of odd dimension n = p + q > 1. Then there exists an ambient space (M˜, g˜) for (M, [g]) with
real-analytic Ricci-flat metric g˜. The ambient space is unique modulo diffeomorphisms that restrict
to the identity along ι(Q) ⊂ M˜ and commute with the R+-action.
Starting from the Fefferman-Graham ambient space (M˜, g˜), it was shown by Cˇap and Gover
in [16] that the tangent bundle TM˜ and Levi-Civita connection ∇˜ of (M˜, g˜) induce the standard
conformal tractor bundle T and normal tractor connection ∇T of (M, [g]) by identifying
Tx ∼= {U ∈ Γ(TM˜|Qx) : [T, U ] = −U}
and showing that the properties of g˜ imply that ∇˜ descends to a well-defined linear connection
Γ(T ) → Γ(T ∗M ⊗ T ) satisfying the normalization condition which uniquely determines ∇T (ac-
tually, in [16] it is shown that this still holds under a weakening of the conditions on the ambient
space (M˜, g˜)).
Note that from the straight-ness of the ambient metric g˜, i.e. the property ∇˜T = Id, it is an
easy consequence to see that a ∇˜-parallel vector field on M˜ automatically determines a section of
the tractor bundle T , which by the above is parallel with respect to the normal conformal tractor
connection. Similarly, identifying tensor powers of the standard conformal tractor bundle as
k⊗
T ∗x ∼= {Υ ∈ Γ(
k⊗
T ∗M˜|Qx) : LTΥ = kΥ},
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one sees that ∇˜-parallel tensors on M˜ restrict to parallel tractors. Moreover, the conformal holo-
nomy group of (M, [g]) is contained in the (pseudo-Riemannian) holonomy group of (M˜, g˜),
Hol(M, [g]) ⊆ Hol(M˜, g˜),(33)
(cf. [6, Proposition 6.2] where a more general result is shown, which recovers this inclusion by noting
that the Levi-Civita connection ∇˜ of the ambient space automatically satisfies the assumptions).
On the other hand, given a tractor Υ ∈ Γ(⊗k T ∗), an ambient extension is defined to be a
tensor Υ˜ ∈ Γ(⊗k T ∗M˜) which satisfies δ∗sΥ˜ = skΥ˜ and Υ˜|Q = Υ (cf. [34, Section 3]), and one can
ask whether a ∇
⊗k T ∗ -parallel tractor Υ has an ambient extension which is ∇˜-parallel to some
order. This problem was studied in [34], where it was proved (again, we cite only the result for n
odd and (M, [g]) real-analytic, noting that results were also obtained under weaker assumptions):
Theorem 11 (Graham & Willse [34]). Let (M, [g]) be a real-analytic conformal manifold of odd
dimension n > 1, and let g˜ be a real-analytic Ricci-flat ambient metric for (M, [g]). If Υ ∈
Γ(
⊗k T ∗) is parallel with respect to the normal conformal tractor connection, then Υ has a real-
analytic ambient extension Υ˜ satisfying ∇˜Υ˜ = 0 in a neighborhood of Q× {0} in M˜ .
5.2. Proof of Theorem 5. Let (M, [g]) be an odd-dimensional, real-analytic conformal manifold,
that is the underlying manifold M is real-analytic and there is a metric g ∈ [g] whose coefficients
with respect to any real-analytic local chart of M are real-analytic. By Theorem 10, a Ricci-flat,
real-analytic ambient metric g˜ exists on some ambient space M˜ ≈ R+×M×R. Let Υ ∈ Γ(
⊗k T ∗)
be a parallel tractor determining the conformal holonomy reduction Hol(M, [g]) ⊆ H , where H is
the identity component of the stabilizer in O(p+1, q+1) of some vector in
⊗k(Rp+1,q+1)∗. Then
by Theorem 11, Υ has a parallel ambient extension to M˜ , and therefore the pseudo-Riemannian
holonomy of the ambient space is reduced to the isotropy subgroup H , Hol(M˜, g˜) ⊆ H .
Now suppose, in contradiction to the statement of Theorem 5, that Hol(M, [g]) = H . Then
by the inclusion Hol(M, [g]) ⊆ Hol(M˜, g˜), cf. (33), we must have Hol(M˜, g˜) = H . Then, when
consulting Berger’s list of irreducible, non-symmetric pseudo-Riemannian holonomy groups, we
find that either H = SO0(p+ 1, q+ 1), which is the stabilizer of the curvature tensor of a space of
constant curvature, orH = G2(2), which is the stabilizer of a stable 3-form on R
3,4, or that (M˜, g˜) is
a locally symmetric space and thus locally isometric to an irreducible, non-flat pseudo-Riemannian
symmetric space. Hence, by Proposition 2, the Ricci tensor Ricg˜ is non-zero, a contradiction to
the defining properties of g˜. ✷
Appendix A. The naturally reductive space PSp(2, 1)/B
In this and the following appendix we will work in a basis that was obtained in the proof of
Proposition 7, and for which the Hermitian form on H3 is of the form
T :=

0 0 10 1 0
1 0 0

 .
Hence, our conventions here are slightly different from Section 3.1: We define
H˜ :=
{(
A −B
B A
)
| A⊤TA+B⊤TB = T, B⊤TA−A⊤TB = 0
}
⊂ SU∗(6) ≃ SL3H,
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which is conjugated in SU∗(6) to Sp(2, 1) as defined in Section 3.4. Its Lie algebra is given as
h =
{(
X −Y
Y X
)
∈ sl6C | X,Y ∈ glnC, X
⊤
T + TX = 0, Y ⊤T − TY = 0
}
≃ sp(2, 1),
and we have su∗(6) = h⊕m with Ad(H˜)-invariant
m =
{(
X −Y
Y X
)
∈ sl6C | X,Y ∈ glnC, X
⊤
T − TX = 0, Y ⊤T + TY = 0
}
.
Now let H := Ad(H˜) ≃ H˜/{±1} ≃ PSp(2, 1) be the image of H˜ of the adjoint action on m, and
[S] ∈ S(m)0 a null line as in Proposition 7 spanned by
(34) S =
(
S0 0
0 S0
)
∈ m,
where S0 = diag(µ,−2Re(µ), µ) ∈ gl3C for a suitable choice of complex number µ such that S2
has no trace. Consider the homogeneous space H/B for B ≃ (Sp(1)× SL2C)/{±1} the stabilizer
in H of RS. Let h = b ⊕ n be the reductive decomposition given by applying Proposition 4, and
K = Ksu∗(6)|h the corresponding naturally reductive metric. Then K and Kh are both given, up
to a multiple, by the trace form over C6. Explicitly, we have
(35) b =
{
B(z, ix, y1, y2, y3) :=
(
X −Y
Y X
) ∣∣∣∣ X = diag(z, ix,−z), Y = adiag(y1, y2, y3),z, y1, y2, y3 ∈ C, x ∈ R
}
and its complement is given as
(36) n =


(
X −Y
Y X
) ∣∣∣∣∣∣X =

 0 z1 ix1z2 0 −z1
ix2 −z2 0

 , Y =

y1 y2 0y3 0 y2
0 y3 y1

 , zi, yi ∈ C, x1, x2 ∈ R

 .
We further decompose b = b1 ⊕ b2 by letting
b1 = {B1(ix, y) := B(0, ix, 0, y, 0)} ≃ sp(1);(37)
b2 = {B2(z, y, w) := B(z, 0, y, 0, w)} ≃ sl2C.(38)
And we split n = n1 ⊕ n2 as
n1 = {x1 = x2 = y1 = 0} ≃ {(z1, z2, y2, y3)⊤ ∈ C4};(39)
n2 = {z1 = z2 = y2 = y3 = 0} ≃ {(ix1, ix2, y1)⊤ ∈ Im(C)2 ⊕ C}.(40)
Then a straightforward computation shows that b1 acts trivially on n2 via the adjoint action,
while the action on n1 is given by
ad(B1(ix, y)) :


z1
z2
y2
y3

 7→


−ixz1 + yy2
ixz2 − yy3
ixy2 − yz1
ixy3 + yz2

 .(41)
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Similarly, we calculate that b2 preserves the decomposition n = n1 ⊕ n2 under the adjoint action,
and the action on the n1 and n2 summands is given, respectively, by
ad(B2(z, y, w)) :


z1
z2
y2
y3

 7→


zz1 − yy3
−zz2 + wy2
zy2 − yz2
−zy3 + wz1

 ;(42)
ad(B2(z, y, w)) :

ix1ix2
y1

 7→

 i2(Re(z)x1 + Im(yy1))−i2(Re(z)x2 − Im(wy1))
i2Im(z)y1 − wix1 − yix2

 .(43)
Fixing K to be one-half the trace form over C6, one verifies directly that a K-orthonormal basis
of b1 is given by:
A1 := B1(i, 0), A2 := B1(0, 1), A3 := B1(0, i);(44)
and these satisfy K(Ai, Aj) = εiδij for εi = −1, i, j = 1, 2, 3. Also, a K-orthonormal basis of b2 is
given by
A4 :=
1√
2
B2(i, 0, 0), A5 :=
1√
2
B2(0, 1, 1), A6 :=
1√
2
B2(0, i, i),(45)
A7 :=
1√
2
B2(1, 0, 0), A8 :=
1√
2
B2(0, 1,−1), A9 := 1√
2
B2(0, i,−i);(46)
and these satisfy K(Ai, Aj) = εiδij , where εi = −1 for i = 4, 5, 6 and εi = 1 for i = 7, 8, 9.
Hence the Casimir operator of the representation ρ = adsp(2,1) : b→ gl(n) with respect to K is
given, up to sign, using the above basis of b, as:
χρ,K =
9∑
i=1
εiρ(Ai) ◦ ρ(Ai).
Now it is only mildly tedious, and perhaps even enjoyable, to calculate, using the definitions
(44)-(46) and the formulae (41)-(43), the identity
χρ,K = 6Idn.
No we apply the result by Wang and Ziller [58, page 569, (1.7) Corollary], that a naturally homo-
geneous metric is Einstein if and only if χρ,K is a multiple of the identity. Hence, we obtain that
the naturally reductive homogeneous metric, induced on PSp(2, 1)/B by K, is indeed Einstein.
Appendix B. Proof of technical Lemma 6
With g := su∗(6) = h ⊕ m ⊂ sl6C the symmetric decomposition wit h and m defined in the
previous appendix, let so(m) denote the special orthogonal algebra of the restriction of the Killing
form Kg of g to m, and denote by ρ : h → so(m) the isotropy representation, which is faithful.
In Section 3, we identified a null vector S ∈ m explicitly given in (34), and a Cartan involution
θ of h defined by θ : X 7→ −X⊤, such that the stabilizer subalgebra b = stabh(RS) as in (35)
is θ-invariant. This implies that b stabilises another line spanned by Ŝ = θ(S). We have that
Ŝ ∈ m is also a null vector and Kg(S, Ŝ) 6= 0 (since Kg(S, Ŝ) = Kg(S, θ̂(S)) < 0, we will also
assume after rescaling if necessary, that Kg(S, Ŝ) = −1). Therefore, S and Ŝ define a |1|-grading
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of so(m): Let p := stabso(m)(RS), p̂ := stabso(m)(RŜ) and define p+ := Ker(ad : p→ gl(so(m)/p)),
p− := Ker(ad : p̂→ gl(so(m)/p̂)), and p0 := p ∩ p̂. This determines a vector space decomposition
so(m) = p− ⊕ p0 ⊕ p+
which is a |1|-grading. Then the θ-invariance of b = h ∩ p implies b ⊂ p0 and b = h ∩ p̂.
We also have n̂ := s⊥ ⊂ m, for s = span(S, Ŝ), and we have a reductive decomposition h = b⊕ n
where b = stabh(RS). We will prove:
Lemma 6. (a) There is a linear isomorphism n ≃ n̂ which pulls back Kg|n̂ to Kg|n.
(b) We can find Kg-orthonormal bases {e1, . . . , e12} of n, and Kso(m)-dual bases {E1, . . . , E12} of
p− and {E1, . . . , E12} of p+, which are related, for some constant c, by
1
c
ρ(ei) = Ei +A
i + εiE
i,(47)
for Ai ∈ p0, where εi := Kg(ei, ei) = ±1.
Proof. For part (a), using the form of S ∈ m in (34) and Ŝ = −S⊤ = −S, one checks that
n̂ =


(
X −Y
Y X
) ∣∣∣∣∣∣X =

 0 x1 α1x2 0 x1
α2 x2 0

 , Y =

y1 y2 0y3 0 −y2
0 −y3 −y1



 ,
for x1, x2, y1, y2, y3 ∈ C, α1, α2 ∈ R. We fix Kg to be one-half the trace form (over C6), and note
Kg
((
X −Y
Y X
)
,
(
V −W
W V
))
= Re(tr(XV ))− Re(tr(YW )).(48)
From this and the formula for n in (36), it is also straightforward to verify that the map n → n̂
given by sending
 0 x1 iα1x2 0 −x1
iα2 −x2 0

 7→

 0 x1 α1x2 0 x1
−α2 x2 0

 and

y1 y2 0y3 0 y2
0 y3 y1

 7→

y1 y2 0y3 0 −y2
0 −y3 −y1

 ,
with x1, x2, y1, y2, y3 ∈ C, α1, α2 ∈ R, is an isometry.
For part (b), it suffices to show, for any A,B ∈ n, that
c2Kg(A,B) = Kso(m)(ρ−(A), ρ+(B)),(49)
for some constant c, where ρ−(A) and ρ+(B) denote the projections onto the indicated grading
components (i.e. onto p−, respectively p+) of ρ(A), ρ(B) ∈ so(m). For, if we know that (49) holds,
we can simply take {e1, . . . , e12} to be any Kg-orthonormal basis of n, and define
Ei :=
1
c
ρ−(ei) and E
i :=
εi
c
ρ+(ei).
Then, by construction, the relation (47) holds, and a quick calculation using (49) shows that
Kso(m)(Ei, E
j) = δij for all 1 ≤ i, j ≤ 12, which proves part (b).
To carry out the calculation of (49), let us fix the Killing formKso(m) to be one-half the trace form
over m. If we write elements of so(m) in matrix form with respect to a basis {S, e1, . . . , e12,−Ŝ},
where {e1, . . . , e12} is any orthonormal basis of n̂, then it is a straightforward calculation to verify
that an arbitrary element of p− has the form
A− =

0 0 0x 0 0
0 −x⊤15,7 0

 .(50)
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for some vector x = (x1, . . . , x12) and x =
∑12
i=1 x
iei ∈ n̂, while an element of p+ has the form
B+ =

0 −y⊤15,7 00 0 y
0 0 0

 .(51)
for some vector y ∈ n̂. In particular, we can calculate that
Kso(m)(A−, B+) = −x⊤I5,7y = −Kg(x, y).
In particular, since we have x = A−(S) and y = −B+(Ŝ), we get the following observation: If
A˜, B˜ ∈ so(m) are two elements such that A˜(S), B˜(Ŝ) ∈ n̂, then
Kso(m)(A−, B+) = Kg(A˜(S), B˜(Ŝ)),
where A−, B+ denote the projections of A˜ and B˜ onto the indicated grading components.
We will apply this to A˜ = ρ(A), for A ∈ n. It is a straightforward calculation to verify that
A˜(S) = ρ(A)S = [A,S] ∈ n̂ and that A˜(Ŝ) = [A, Ŝ] ∈ n̂. Thus, the above observation applied to
A,B ∈ n becomes
Kso(m)(ρ−(A), ρ+(B)) = Kg([A,S], [B, Ŝ]).
Thus, we can verify the identity (49) by comparing Kg([A,S], [B, Ŝ]) with Kg(A,B) for arbitrary
A,B ∈ n. Here are the details of that calculation: We let
A =
(
X −Y
Y X
)
, B =
(
V −W
W V
)
∈ n,
where the matrices X,Y, V,W ∈ gl3C are given, respectively, by
X =

 0 x1 iα1x2 0 −x1
iα2 −x2 0

 , Y =

y1 y2 0y3 0 y2
0 y3 y1

 , V =

 0 v1 iβ1v2 0 −v1
iβ2 −v2 0

 , W =

w1 w2 0w3 0 w2
0 w3 w1

 .
Recalling the definition of S via S0 in (34) and that Ŝ = −S, a simple calculation shows
[A,S] =
(
[X,S0] −Y S0 + S0Y
Y S0 − S0Y [X,S0]
)
, [B, Ŝ] =
( −[V, S0] WS0 − S0W
−WS0 + S0W −[V , S0]
)
.(52)
Furthermore, substituting S0 = diag(µ,−2a, µ) with a = Re(µ), we get
[X,S0] =

 0 −x1(µ+ 2a) iα1(µ− µ)x2(µ+ 2a) 0 −x1(µ+ 2a)
iα2(µ− µ) x2(µ+ 2a) 0

 ;(53)
Y S0 − S0Y =

 y1(µ− µ) −y2(µ+ 2a) 0y3(µ+ 2a) 0 y2(µ+ 2a)
0 −y3(µ+ 2a) −y1(µ− µ)

 ;(54)
−[V, S0] =

 0 v1(µ+ 2a) iβ1(µ− µ)−v2(µ+ 2a) 0 v1(µ+ 2a)
iβ2(µ− µ) −v2(µ+ 2a) 0

 ;(55)
−WS0 + S0W =

 w1(µ− µ) w2(µ+ 2a) 0−w3(µ+ 2a) 0 −w2(µ+ 2a)
0 w3(µ+ 2a) −w1(µ− µ)

 .(56)
CONFORMAL HOLONOMY, SYMMETRIC SPACES, AND SKEW SYMMETRIC TORSION 37
From the formula (48), we therefore have
Kg(A,B) = Re(tr(XV ))− Re(tr(YW ));(57)
Kg([A,S], [B, Ŝ]) = −Re(tr
(
[X,S0] ◦ [V, S0]
)
) + Re(tr
(
(Y S0 − S0Y ) ◦ (WS0 − S0W )
)
).(58)
But now, using the form of the matrices X,Y, V,W from above, we can calculate the traces in
the right-hand side of (57), to get:
Kg(A,B) = 2Re(x1v2 + x2v1 − y1w1 − y2w3 − y3w2)− (α1β2 + α2β1).(59)
Similarly, we can use the formulas (53) - (56) to compute the traces in the right-hand side of
(58), to get:
Kg([A,S], [B, Ŝ]) = 2|µ+ 2a|2Re(x1v2 + x2v1) + (µ− µ)2(α1β2 + α2β1)
+ 2(µ− µ)2Re(y1w1)− 2|µ+ 2a|2Re(y2w3 + y3w2).
We can simplify the right-hand side of this formula by noticing that, for µ = a+ ib, the matrix S
is null with respect to Kg precisely when b
2 = 3a2. Thus, we see that |µ+2a|2 = 9a2 + b2 = 12a2,
while (µ− µ)2 = −4b2 = −12a2, and hence the last display simplifies to
Kg([A,S], [B, Ŝ]) = 24a
2Re(x1v2 + x2v1 − y1w1 − y2w3 − y3w2)− 12a2(α1β2 + α2β1).(60)
Therefore, comparing (59) with (60), we see that
12a2Kg(A,B) = Kg([A,S], [B, Ŝ]),
as required. 
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