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1. INTRODUCTION 
The purpose of this paper is to prove there exists a unique solution of the 
two-point boundary-value problem 
x” = f(t, x, x’) U-1) 
u&z) - a,x’(a) = 01 U.2) 
4F(b) + k@) = B (1.3) 
assuming that: 
(i) f(t, X, x’) is a continuous real-valued function defined on 
s = {(f, x, x’) ) a < f < b, ) x ) + 1 x’ ) < co}; 
(ii) f(t, X, x’) has a continuous partial derivative with respect to x on 
S and 
f&, x, x’) 2 0; (1.4) 
(iii) f(t, X, x’) has a continuous partial derivative with respect to x’ on S 
and Ifs(t, X, x’)I < M on S; and, in addition, that a, , a, , b, , b, > 0, 
a,, + b0 > 0, a, + a, > 0, and b, + b, > 0. 
By boundary-value problem (BVP) (1.1) we shall mean equation (1.1) 
together with boundary conditions (1.2) and (1.3). 
Keller ([d], p. 728) stated an existence and uniqueness theorem for 
BVP (1 .l) assuming all of the above conditions and, in addition, that 
f&, x, 4 > 0. (1.5) 
However, the proof appears to be incorrect as it assumes that solutions to 
an initial value problem exist throughout the interval [u, a]. 
1 The work of this author was partially supported under Grant NSF-GP-5965. 
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The main result of this note is Theorem 3.1. The method of proof makes 
use of the fact that, under conditions (i), ( ii , and (iii), the two-point boundary- ) 
value problem: x” = f(t, X, x’), X(U) = y, x(b) = 6 has a unique solution 
~(t, y, S), which depends continuously on the boundary data (y, 6). The 
proof also uses the fact that ~,(t, y, 6) and ~;(t, y, 6) are continuous in y and 6 
and that ~,(t, y, 6) satisfies a linear variational boundary-value problem 
(Lemma 2.8). 
2. PRELIMINARY RESULTS 
We prove a sequence of lemmas which are needed in order to prove our 
main result. Also, Lemmas 2.5 and 2.8 taken by themselves are interesting 
results. 
LEMMA 2.1. Let v(s) be a positiwe continuous function on [0, co) such that 
s 
O” s as 
p)(s)= co. (2.1) 
G%en R > 0, there exists M, > 0 such that if 1 x(t)1 < R where x(t) E C2[a, b] 
and 1 x”(t)1 < ~(1 x’(t)l) on [a, b], then j x’(t)1 < MR. Moreover, MR -+ 0 as 
R -+ 0. 
Proof. Given R > 0, by (2.1) there exists MR > 0 such that 
s 
Mu 
2 ds = 2R. 
&x- ds) 
(2.2) 
b-a 
Then I x’(t)1 < M, follows ([J], pp. 428429). From (2.2), we see that if 
R-0, then MR-+O. 
LEMMA 2.2. The boundary-value problem 
u” = p(t) 24’ + q(t) u 
(2.3) u(a) = a! u(b) = B 
where p(t) and q(t) are continuous on [a, b] and q(t) 3 0 has a unique solution 
u(t) for any 01 and /?. If a > 0, fi > 0, then 
o G u(t) G a+ (B - a) [j: exp (j: ~(7) dT) h]- 
[I: exp (s:p(r) dr) ds]-’ = 4(t). (2’4) 
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Proof. Existence and uniqueness for this linear boundary-value problem 
are well-known (e.g., Theorem 6.2, [I], p. 1064). 
If 01 > 0, /3 2 0, then 0 < u(t) by uniqueness since v(t) = 0 is a solution 
of (2.3). #(t) is the solution of 
24” = p(t) u’, U(U) = Lx, 44 = B 
and is nonnegative on [a, b]. Hence, I/J”(~) <p(t) 4’(t) + q(t) 4(t). By 
Theorem 2.2 [I], (Cr(t) is a superfunction with respect to (2.3) and u(t) < 4(t). 
LEMMA 2.3. I f  f(t, y, y’) is continuous and has continuom$rst partials with 
respect oy and y’ on [u, b] x K where K is an open convex set, then, for (t, y, y’), 
(t, z, 4 E [a> bl x K 
f  (t, z, 4 - f  (t, y, y’) = f,(t, r(t), s(t))(z -Y) +f3(t, f(t), qt))(z’ -Y’), (2.5) 
where 
fib r(t), s(t)) = I:,,, 72 + (1 - T) y, a’ + (1 - T) y') & 
and 
t, TZ + (1 - T) y, 7x’ + (1 - T) y’) d7 
arecontinuous functions on [u, b] x K with s(t), S(t) between y’ and z’, r(t), T(t) 
betweenyandz, and0 <T < 1. 
Proof. Define 
F(T) z f  (t, Tz + (1 - T) y, 7%’ + (1 - T) y’) for o<T<l, 
where (t,Y, Y’), (t, a, z’) E [a, b] x K. Since K is convex, F is defined on 
[0, I] and 
F’(T) = f& 7.~ + (1 - 7) y, 72’ + (1 - T) y’)(Z - y) 
+ f&, Tz + (1 - 7) y, TX’ + (1 - T) y’)(Z’ - y’). 
Applying the mean value theorem to F on [0, I], then, since F( 1) = f(t, z, z’) 
and F(O) = f  (t, Y, Y’), 
F(1) -F(O) = (F’(T) dT =fi(t, r(t), s(t))@ -Y) +fdt, f(t), i(t))(s’ -Y’) 
and (2.5) follows. 
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COROLLARY 2.1. Ify(t), z(t), y’(t), and z’(t) are continuous on [a, b], then 
(2.5) holds with fi(t, r(t), s(t)) andf,(t, F(t), I(t)) continuous on [a, b]. 
LEMMA 2.4. If f(t, X, x’) satisfies (i), (ii), and (iii), then boundary-value 
problem 
xv = f(t, x, x’) 
x(a) = y, x(b) = 6 
has a unique solution u(t, y, 6). 
Proof, This is a corollary to Theorem 6.2, [I], p. 1064. 
(2.6) 
LEMMA 2.5. Zff(t, X, x’) satisJies (i), (ii), and (iii), then u(t, 7,s) + u(t, y, 6) 
and u’(t, 7,s) -+ u’(t, y, 6) uniformly on [a, b] us 
Proof. Let u(t, y, 6) be the solution of (2.6). Given any c > 0, then by 
Theorem 9 of [2], p. 1262, u(t, y, 8) + E is a superfunction and u(t, y, 8) - c 
is a subfunction relative to solutions of X” = f(t, X, x’). Hence, if 
I~-~l+lr-Yl<~, 
then 
u(t, y, S) - c < up, r, 8) d u(t, y, 8) + E for all t E [a, 4, 
and u(t, 7,s) -+ u(t, y, 8) uniformly on [a, b] as I 8 - 6 I + 17 - y I - 0. 
We now prove that u’(t, p, 8) --f u’(t, y, S) as ) p - y ) + ) S - 6 ) -+ 0. Let 
B = g+max[l 46 y + 1,s + 111, I44 Y - I98 - 1)llI. 
For t E [Q, b], ) x ) < II, we have 
If@ x, 4 < MI x’ I + D, 
where D = max]f(t, x, O)l for t E [a, b] and I x I f B. Since / u(t, ?,@I < B 
on[a,b]fory-l<y<y+1,6-1<8<S+l,andsince 
s 00 s ds MsCD = +% 
we conclude, by Lemma 2.1, that there exists Ns > 0 such that 
I W, Pa 81 < NB . 
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where K E max/f(t, X, x’)/ for t E [a, b], I x I < B, I x’ j < NB . Define 
v(s) = 2K. Since w(t) -+ 0 uniformly on [a, b] as I 7 - y / + 18 - 6 1 + 0, 
Lemma 2.1 implies that I w’(t)1 -+ 0 uniformly on [a, b]. Hence, 
uniformly on [u, b]. 
LEMMA 2.6. If f(t, x, x’) satisfies (i), (ii), and (iii), then there exists a 
constant Kl depending on y and S such that 
I Nt, f, 6) - u(t, Y, 41 G Kl * I7 - Y I (2.7) 
I u’(t, 7,s) - u’(t, Y, S>l < & * I 7 - Y I 693) 
for tE[a,b] and 17-y/ <l. 
A similar result holds for 6. 
Proof. For definiteness assume that 7 > y. Let K > 0 be a Lipschits 
constant forf(t, X, x’) on the compact set determined by t E [a, b], I x 1 < B, 
I x’ 1 < NB where B and NB are defined as in the proof of Lemma 2.5. 
Given solutions u(t, ?,a) and u(t, y, 6) of x” = f(t, X, x’), define 
r(t) = u(t, 7,s) - u(t, Y, 8). 
Then y(t) is a solution of the boundary-value problem 
XW = p(t) x’ + q(t) x 
44 = r - Y, x(b) = 0, 
(2.9) 
where p(t) and q(t) are continuous functions on [a, b] given by p(t) = 
fs(t, F(t), f(t)) and q(t) = f.(t, r(t), s(t)). This follows from Corollary 2.1. 
From (2.4), we have 
0 <r(t) <(Y -r)(l - [I: exp (~:p(~)dT)dSI[S:exp(S:~(~)dr) ds]-l), 
and hence 
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From Lemma 2.2, we also have 
0 2 y'(b) 2 (7 - Y) (--exp jP, I+) d~)( S:, exp (j:p(d do) ds)-l 
3 47 - 74 
exp 2M(b - CZ) 
b-u * 
Since y(b) = 0, we have 
0 G I Y(b)1 + I Y’WI G (7 - Y) K 
where I? = 1 + (b - a)-’ exp 2M(b - u). Also, 
I YV)l + I YW G I Y’WI + I PWl I Y’W + l4Wl I YW 
G w  + I>(1 Y’W + I YW 
Hence, observing that this is a linear differential inequality, 
1 y(t)1 + 1 y’(t)1 < Ke(K+l)‘*-a’ 17 - y I, 
and the result follows where ICI = l? e(K+l)Ib--al. 
LEMMA 2.7. The boundary-value problem 
x” = p(t)x’ + q(t)x + s(t), x(u) = 0 = x(b), 
where p(t), q(t), 8(t) are continuous on [a, b] and q(t) 2 0 has a unique solution 
u(t). In addition, given any E > 0, there exists 8, > 0 such that if I S(t)1 < 6, , 
then 
I 40 < E and j u’(t)1 < E on [a, 4. 
Proof. By Lemma 2.4, the BVP has a unique solution u(t) for any S(t) and 
u(t) = j” G(t, s) 6(s) ds. 
a 
G(t, s) is the Green’s function for the homogeneous boundary-value 
problem. Also, 
u’(t) = j” G,(t, s) 6(s) ds. 
a 
The result follows immediately from these expressions for u(t) and u’(t). 
LEMMA 2.8. Let f(t, X, x’) satisfy (i), (ii), and (iii). If u(t, y, 8) is the 
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solution of (2.6), then u,(t, y, S), thejirst partial of u with respect to the boundary 
value y, exists, is continuous in (y, 8) for all 1 y  1 + 1 6 1 < 00, and is the 
solution of the linear boundary-value problem 
X” = f&, u(t, y, q, u’(t, y, S))x’ +f& u(t, Y, q, u’(t, YI wx 
(2.10) 
x(a) = 1, x(b) = 0. 
A similar statement holds for u,(t, y, 6). Moreover, ui(t, y, 8) and uL(t, y, 6) 
are continuous functions of y  and 6. 
Proof. Define 
PC& 7, YY 6) = Mt, q>9 - u(t, Y? wr - Y) 
for 7 # y. By Lemma 2.3, p(t, 7, y, 6) is a solution of the boundary-value 
problem 
xv = f&, f(t), #)X + f,(t, r(t), s(t>)x 
x(a) = 1, x(b) = 0. 
Let q(t, y, 6) denote the unique solution of 
x” = f#, u(t, y, a>, u’(t, y, 6)) $2’ + f& u(t, Y, 8)s u’(t, y3 qx 
x(a) = 1, x(b) = 0. 
Define d(t) s p(t, 7, y, 6) - q(t, y, 6). d(t) is a solution of the nonhomo- 
geneous linear boundary-value problem 
xn = f3(t, up, y, 61, u’(t, y, 6)) x’ t-f&, @9 Y, 61, U’(4 Yl qx 
+ [f&, 4th W) -f& u(t, Y9 a u’(t7 Y9 Ql P’@, 77 Y9 6) 
+ If&, r(t), s(t)) -f& u(4 Yl a>, U’(4 YY q>1 PC& 7, Y9 6) (2.11) 
x(a) = 0, x(b) = 0. 
By Lemma 2.6, the last two terms of (2.11) converge uniformly to 0 as 
7 + y. Hence, by Lemma 2.7 the corresponding solutions d(t) converge 
uniformly to 0 as 7 -+ y. We conclude that uY(t, y, 6) exists and is the solution 
of BVP (2. IO). 
It remains only to show that u,,(t, y, 8) and ub(t, y, 8) are continuous. Let 
z(t) = u,(t, 7,s) - u,,(t, y, S), then z(t) satisfies the boundary-value problem 
x0 = f&t, up, y, q, u’(t, y, 6)) x’ + f&9 u(t, Y> q, U’(4 Y, S))z 
+ [f&, 44 j4S), U’(4 $8) -f& u(t, Y, s>, w, Y, WI q4 Y, 6) 
+ [f&, u(4 7, s>, u’(t, ?,Q -f& 44 Y, a), w, ys WI %.(t, Y> 6) 
(2.12) 
z(a) = 0, z(b) = 0. 
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By Lemma 2.5, u(t, 7,s) -+ u(t, y, 6) and u’(t, 7,s) + U’(t, y, 6) uniformly on 
[a,4aslj--yl+l~--61 + 0. If u,(t, 7,s) and $,(t, 7,s) are uniformly- 
-bounded for all t E [a, b], / 7 - y 1 < 1, 1 8 - 6 / < I, then, using Lemma 2.7 
by the same argument as in the first part of the proof of this lemma, 
q(t, 7,s) - G, y, 6) and (,(t, ?,6) - uG(t, Y, 6). 
By Lemma 2.2, 0 < uy(t, 7,s) < 1 and thus is uniformly-bounded for 
t E [a, b] and all 7,s. Since zq,(t, 7,s) is a solution of BVP (2.10) with 7 = y 
and 8 = 6, 
ifly--yl<land]S-Sl<l,where 
C = maxlfs(2, X, x’)I, t E [a, bl, 1x1 <B, I x’ I G Nil. 
(B and Ns are defined in the proof of Lemma 2.5). 
Let v(s) = MS + C and apply Lemma 2.1. We conclude that 
Hence, ui(t, f, 8) is uniformly-bounded. 
LEMMA 2.9. If f(t, X, x’) satisjes (i), (ii), and (iii), then ui(t, y, S) and 
uA(t, y, S), where u(t, y, 6) is the solution of BVP (2.6), satisfy the folZowirg 
estimates at a and b: 
~;(a, y, 6) < - [J” (exp J:P(T) dT) d~1-l~ (2.13) 
0 > u:(b, y, 8) 3 - exp 1: p(r) dr * cj: (exp J:,(r) dr) ds)-‘, (2.14) 
0 c ui(a, Y, 6) < [!P, ew [:P(T) dT ds]-', (2.15) 
where $4~) = f&t, 44 Y, 4,4t, Y, W 
Proof. The estimates are immediate upon observing, for example, that 
uv(t, y, 6) is the solution of BVP(2.10). Hence, Lemma 2.2 is applicable and 
(2.13), (2.14) follow. Estimates ‘(2.15) and (2.16) follow by a similar 
observation. 
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3. MAIN RESULT 
With the aid of the preceeding lemmas we can now prove the following, 
which is a generalization of Keller’s Theorem ([Jj, p. 728): 
THEOREM 3.1. Iff(t, X, x’) satisfies (i), (ii), and (iii), and if 
ql , a1 3 bo 7 bl 2 0, (3.1) 
a, + bo > 0, a, + a, > 0, b, + b, > 0, (3.2) 
then the boundary value problem (1.1) has a unique solution u(t) for any a 
and fl. 
Proof. Observe that BVP (1.1) has a unique solution if and only if there 
exists a unique y and 6 which satisfy 
soy - 44% y, 6) = % (3.3) 
bos + Wb, ys 8) = B, (3.4) 
where u(t, y, 6) is the unique solution of BVP (2.6). It therefore suffices to 
show that there exists a unique y and 6 which satisfy (3.3) and (3.4). 
First consider (3.3) with 6 fixed. Using (2.13) and Lemma 2.8, (3.3) has a 
unique solution n(s). Similarly, for a given y, (3.4) has a unique solution 6,(y). 
The proof will be complete if we can show that the graphs of y,(S) and 
S,(y) have a unique intersection. In order to do this we must consider three 
cases. 
(I) Assume that a, > 0, b, > 0. By assumption (3.2), either a, > 0 or 
b, > 0. For definiteness, assume a, > 0. Then by (2.13), (2.19, Lemma 2.8, 
and the implicit function theorem, ~~(8) is differentiable on (---co, co), and 
which implies that n(s) is strictly increasing and hence has an inverse 6,(y) 
defined on the range of yr , rng yr , which has for its derivative 
g(y) = a0 - w:(a, Y, WN > 0 
1 
&(a, Y Y  *l(Y)) * 
Using (2.14), (2.16), Lemma 2.8, and the implicit function theorem, 
--bMh Y, M4 
*&‘) = b, + b&b, y, 6,(y)) > ” (3.7) 
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Then S;(y) - S;(y) can be shown, using (2.13) through (2.16), to be positive 
and bounded away from 0 for all y E dom 6, n rng y1 . We observe that 
dom S, = dom yr = (-co, co). However, 
rgn y1 = (-Co, a), (c, 4, (c, +a), or (-00, 4, 
where c and dare finite. In each of these four cases, since S;(y) -S;(y) > m > 0, 
there exists a unique intersection of the graphs of S, and 6, . Hence, there 
exists a unique y and S which satisfies (3.3) and (3.4). 
If a, = 0 and b, > 0, a similar argument interchanging the roles of y and S 
holds. 
(II) Assume a, = 0, b, > 0. Then (3.2) implies that a, > 0. Equation (3.3) 
gives yi(S) = a/as . But S,(y) is defined for all y. Hence, n(S) and S,(y) have 
a unique intersection. Hence, BVP l(.l) has a unique solution. 
If b, = 0, a, > 0, interchange roles of y and S and a similar argument 
holds. 
(III) If a, = 0 and b, = 0, then BVP (1.1) reduces to the following 
boundary-value problem 
xn = f(t, x, x’) 
x(a) = +,, x(V = B/hi 3 
which has a unique solution by Lemma 2.5. 
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