The purpose of this article is to outline critical elements in the development and quality assurance (QA) assessment of a computerbased assessment battery (CAB). The first section of the article provides an overview of the life cycle of a representative CAB, typical evolutionary stages, and many of the essential considerations for designing and developing a CAB. The second section of the article presents a model for conducting a quality assurance assessment of a CAB. A general narrative of several steps in the QA process is supported by a table of recommended QA assessment elements. Although this QA process model may not be definitive for all cases, it provides a general framework within which a systematic assessment of any CAB can be conducted.
have also been asked by many CAB developers to review their batteries for strengths and possible areas of concern. In addition, they have been frequently contacted by researchers wanting to know such information as which version of a specific test is the most reliable or valid, how one version of a test compares to a similar version in another CAB, and other practical questions such as how many practice trials are needed to train a person to asymptotic performance levels. The authors are currently assuming responsibility for the future development and enhancement of the Automated Neuropsychological Assessment Metrics (ANAM 1 ), one of the most successful and comprehensive automated neuropsychological test instruments evolving from a long line of Department of Defense CABs. Through these experiences it has become abundantly clear that a systematic and detailed quality assurance review is crucial to the development of any CAB.
The purpose of this article is to review some of the critical steps in CAB development and CAB quality assurance assessment with the intent of highlighting areas of interest and concern for CAB designers and users. The discussion is intended to ultimately improve the development, evaluation, maintenance, and application of CABs. Although this treatment is not necessarily complete or definitive, this article offers a way of opening an important dialogue within the scientific and user community of CABs. Due to the broad scope of such an endeavour, many of the statements in this document are generalizations based on the authors' two-decade history of work in computer-based assessment. While exceptions to the generalizations may be plentiful, these observations are intended to demonstrate the numerous benefits associated with the application of even a modest level of QA in CAB development or post hoc evaluation.
This article has two broad sections. The first section provides an overview of the life cycle of a representative CAB, typical evolutionary stages, and many of the essential considerations for designing and developing a CAB. An examination of the evolutionary stages reveals several opportunities to enhance CAB quality and features and to reduce potential problems during the development process. Not all CABs undergo every stage, and some CABs may undergo additional stages, but the consideration of a general model of CAB development is useful in many ways. The second section of the article presents a model for conducting a quality assurance assessment of a CAB. Although typically implemented post hoc, the basic principles could be profitably applied earlier in the development process. A general narrative of several steps in the QA process is supported by a table of recommended QA assessment elements. Although this QA process model may not be definitive for all cases, it provides a general framework within which a systematic assessment of any CAB can be conducted.
The life cycle of a computer-based assessment test/battery 2
As software products, computer-based assessment tests and batteries (i.e., collections of tests) cannot escape one of the cornerstones of software engineering-the software life cycle. This cycle has been observed several times in the history of CABs, often driven by technology advances such as the platform migration from DEC VAX and PDP minicomputers, to Apple II and Commodore 64 microcomputers, to personal microcomputers running DOS, then Windows, and more recently to Personal Digital Assistants. One representation of the software life cycle incorporates the following activities:
• Origins of the CAB: Theory-Based or Problem-Based.
• General Test Requirements and Specifications.
• Detailed Software Development and Battery Testing and Evaluation.
• Psychometric Properties, Validity, and Sensitivity.
• Factors Affecting Test Battery Utilization.
• Funding for Development and Support.
• Marketing, Promotion, and Sales of the CAB and Support Services.
In many settings, all activities except the last two, future funding and marketing, are typically considered part of the technical development process (although it is acknowledged that the latter activities can influence the technical development process). Operation and maintenance activities, which occur after product release, typically feed back to all other activities to influence future product development. Maintenance and support services usually continue until a new version of the product demands a total redesign or the product is phased out.
Origins of the CAB: theory-based or problem-based
In their short, approximately 20-year history, modern CABs have released us from pencil and paper or cumbersome apparatus, have lowered the cost of testing in many ways, have allowed us to construct more accurate and elegant versions of tests, and have extended the limits of our assessment potential. However, it is important to understand the origin of a specific test or battery because it is often the originating circumstances that dictate candidate tests, participant response methods, basic design considerations, and the data that are recorded and managed. For example, the U.S. Air Force Criterion Task Set (CTS; Shingledecker, 1984-one of the precursor batteries to ANAM mentioned above) was designed with specific theories of human cognition and workload firmly in mind. That intellectual backdrop led to a remarkably integrated taxonomic matrix including not only highly selective tests of various cognitive abilities and resources, but also graded workload levels. That original theoretical perspective also led to design specifications for tests that minimized the demand on certain cognitive resources while maximizing the demand on others. The implementation of those design specifications led to very specific forms of test stimulus displays and user response modes. The CTS also provided extended raw data collection as well as reduced data files.
In contrast, the ANAM Readiness Evaluation System or ARES 3 (Elsmore & Reeves, 2001 ) was developed as a hand-held, PDA-based assessment system. ARES was designed as a portable and easily administered test battery for field operation derived from ANAM (Reeves, Kane, Winter, Raynsford, & Pancella, 1993) . More constrained by the PDA platform, ARES originally presented a limited sample of tests with strong neuropsychological implications, and only summary data were stored. Expansions in PDA memory size have afforded a larger library of ARES tests and the option for raw data file storage. Both of these systems provide well-conceived and well-constructed batteries. They also demonstrate the broad range of possibilities in CABs given the origin and the theoretical or problem-based context in which they were developed.
There are numerous additional issues related to the origin of CABs that can dramatically influence the efficacy of a CAB. To highlight a few, one can point to possible incompatibilities due to minor differences in microprocessor CPUs, potential problems associated with reuse of old, sometimes inefficient, programming code, and changes in other hardware such as video boards, or something as seemingly minor as changing from the mouse to the space bar as a response device. Any of these factors can have significant effects on the comparability of user performance across and within the same battery. These issues become especially important if the developer of a CAB assumes that the newly constructed battery has the same response characteristics, reliability, and validity as traditional paper-and-pencil or electromechanical tests (or other CABs) simply because the tests were originally designed as "look-alikes." In some cases, tests have been computerized simply because the conversion was feasible, resulting in a test that may no longer be relevant or valid. In other cases, important tests have been poorly implemented in the computer environment, thereby seriously compromising validity, sensitivity, diagnostic capability, or accuracy.
In a general sense, the best CABs are designed with much forethought and are based on an underlying model or overarching structure intended to meet a specific assessment need (e.g., see the discussion of CTS and ARES above). The CAB structure may be predominantly "theory driven," meaning that the battery provides a comprehensive assessment of skills/abilities believed to reflect a model of cognition or human performance. Alternately, the CAB can be predominantly "purpose (or problem) driven," meaning that the battery is designed in a more circumscribed fashion for a specific purpose or need, such as testing major cognitive insult in a specific operational environment (e.g., the Spaceflight Cognitive Assessment Tool-WinSCAT; Kane, Short, Sipes, & Flynn, 2005) . Of course, in practice, many CABs have some level of both bases in their design. Minimally, CABs should provide a coherent set of tests with a range of assessment capability that is consistent with a well-defined purpose. R.E. Schlegel, K. Gilliland / Archives of Clinical Neuropsychology 22S (2007) S49-S61 
General test requirements and specifications
The next stage in the development life cycle of a CAB is often the phase during which general requirements of tests are specified. These test specifications can be provided as general concepts, flowcharts, outlines, or in some combination. They can be demonstrated through existing pencil-and-paper or hardwired apparatus, or they can be derived from consensus standards, such as the North Atlantic Treaty Organization, Advisory Group for Aerospace Research and Development Standardized Tests for Research with Environmental Stressors (AGARD STRES) guidelines (Santucci et al., 1989) . What seems to be especially important is unambiguous communication between the test designer and the programmer. Test designers are often researchers, and researchers and programmers do not always share common insight and background. Thus, this stage can easily result in an elegantly programmed test or battery that falls short of the concepts and expectations of the designer. At the center of many problems is the lack of a full delineation of the specifications needed to provide the detailed nature and the entire range of flexibility of the intended test or battery. Even semantics can be troublesome. For example, the term "specifications" apparently has a variety of meanings among the test development community, based on what various developers offer as the detailed characteristics (e.g., the stimulus generation rules) for a particular test. Hopefully, specifications should address details of the appearance and behavior of test stimuli, event sequencing and timing, definition and computation of performance measures, and all relevant test parameters. However, in practice, expecting this level of information to accompany a CAB is a lot like expecting detailed documentation to accompany software code.
Another important factor for CAB development is the level of internal consistency in the overall battery. Consistency in appearance, in instructional sets, and in data recording and summarization, is an area where early planning and design specification will be rewarded. If overlooked, endless modifications and adjustments are needed-typically at the very time one would like to be collecting data!
Detailed software development and battery testing and evaluation
This phase in the life cycle is dominated by intensive computer programming. Recollections of such efforts compel us to strongly suggest that designers aggressively engage programmers in interactive dialog during this stage. Frequent discussions and demonstrations of subroutines are richly rewarded in shortening overall CAB development time. It is also essential to incorporate well-defined subroutines for timing, and data collection and management, as well as complex internal operations such as effective programs for authoring test modules. These features are often left to last-minute efforts, but they often determine the real usability of the CAB.
Psychometric properties, validity, and sensitivity
Few phases of the CAB development life cycle are so needed, yet so filled with disinterest. Often months, if not years, pass during the development effort, and impatience often takes precedence over the mundane activity needed to establish the psychometric qualities of a CAB. Another factor that operates in this situation is the need to justify the cost of developing a battery by demonstrating its value, often in an applied manner-that is, showing that the CAB can differentiate, screen, or diagnose. Nonetheless, establishing data that address the reliability, validity, and sensitivity of the CAB is extremely important. In many cases, such data are often unavailable even after years of CAB use.
It is implicitly conveyed in this article that having professional standards in the development of CABs would be helpful. At the present time, there is clear evidence that some standards are being applied, but they appear to be the result of individual CAB developers applying their own professional judgment, professional standards, and good common sense. Certainly, professional organizations have issued guidelines and minimal requirements for the development and dissemination of test instruments. For example, the American Psychological Association (1986) issued guidelines for the development, application, and interpretation of computer-based tests. The NATO AGARD STRES guidelines (Santucci et al., 1989) provide laudatory design specifications to advance more uniform test construction, data collection, and reporting. Whether new or enhanced guidelines need to be developed for current CAB construction has yet to be determined. Once again, it is hoped that this article will help to stimulate a dialogue about such issues in a constructive and positive effort to advance the activities of the CAB community.
Reliability, differential stability, training
The repeatability of test scores and the stability of differences among participants are two measures of a test's value. High variability across baseline test-retest samples could suggest that a test has little chance of identifying subtle performance changes resulting from experimental variables such as risk factor exposure. The trade-off for a gain in stability can often be reduced sensitivity. If efforts to increase stability result in lowered sensitivity such that the test is only effective in detecting gross changes, then the test may be rendered questionable in its usefulness. Alternatively, some applications need (in some cases, demand) less sensitivity (e.g., cognitive performance tests for the severely impaired). Thus, this trade-off must be considered. Better yet, tests can be designed to accommodate a range of sensitivity so they can be calibrated to fit the specific assessment need. Another important matter is whether the test requires extensive training to achieve stable, asymptotic performance because long training sessions may not be very cost-effective, especially when applied to large groups. There are well-established statistical tests of reliability and stability (Cronbach, 1970) , but the data collection requirements can often require a substantial commitment of time and resources. For these and many other reasons, it is important to consider the highly inter-related factors of training requirements, reliability, and sensitivity in test design and implementation (Gilliland & Schlegel, 1997) .
Validity
Validity cannot be ignored in CAB development. Standards for CAB validity should be essentially the same as those for other psychometric tests. An example of the importance of validity for CABs is found in examining computer-based versions of well-known clinical diagnostic tests. Clear evidence that computer-based versions of some well-known diagnostic tests have been quite successful in achieving similarity to their manual counterparts can be found in the Wechsler Adult Intelligence Scale (Coons & Peacock, 1956; Elwood & Griffin, 1972) , the Peabody Picture Vocabulary Test (Space, 1975) , and the Halstead-Reitan Neuropsychological Test Battery (Choca & Morris, 1992) . At the same time, simply developing a computer-based version of a well-known diagnostic test does not necessarily produce the same level of validity and generalizability as the original test (see Feldstein et al., 1999 and Tien et al., 1996 regarding the computerized Wisconsin Card Sort, WCST). Feldstein et al. (1999) noted that computerized versions of the WCST are in active use despite their finding-an unsettling observation that practitioners may be accepting face validity in place of demonstrated construct validity.
At a technical level, the lack of computer-versus-manual test comparability may be the result of many factors associated with rendering the original test on a computer platform, such as subtle and not so subtle differences in stimulus color, size, aspect ratio, contrast, and other test parameters (Wood, 1984) . Differences in display hardware (CRT, TFT, or LCD) can result in different stimulus presentation and response characteristics. Especially problematic are slow rise-time LCDs. In some cases, the very nature of the participant's response to the traditional test (oral versus manual) is changed in the computer-based version. A good example is that most computer implementations of the Stoop Test employ manual responses while the original test used oral responses. This variation in participant response methodology could easily have a larger effect on subsequent response data than any number of differences in display characteristics. 4 Equally important to the issue of general validity is newly developing research further clarifying the cognitive domains that many of the available tests might actually measure. New dimensions of construct validity are unfolding for many traditional tests, and new insights are being provided for the development of future tests. For example, recent neuroimaging studies are expanding our understanding of the neuroanatomical basis of cognitive performance (e.g., see Postle, 2006r a review of research findings related to working memory). Other investigations are revealing that the relationships between performance and specific neuroanatomical sites may not be as reliably associated as first thought (Wilkinson & Halligan, 2004) , and that there may be a far greater complexity within general categories of cognitive functioning, such as "executive functioning," than was previously understood (e.g., Miyake, Friedman, Emerson, Witzki, & Howerter, 2000) . Some findings suggest that even tests of what were considered fairly specific cognitive domains, such as working memory (e.g., Sternberg Memory Test; Sternberg, 1966 Sternberg, , 1969 , may be far more complex than previously believed and may possibly change in nature even on a stimulus-by-stimulus basis (Nelson, Reuter-Lorenz, Sylvester, Jonides, & Smith, 2003) . Such findings raise construct validity questions not just for the computer-based version of a test, but also in some cases for the original manual test after which the computer-based test was fashioned. Given the rapidly expanding frontiers of neuroscience, test developers will increasingly have to keep one eye on test programming and one eye on neuroscience research to remain abreast of construct validity advances.
Another factor that can dramatically affect response characteristics, and thus validity, is the instructional set presented to the user. Instructional set has been shown to influence performance on standard clinical diagnostic tests and to interact with personality or individual differences (Bauer & Besner, 1997; Schmidt, 1978) . Many times, adequate and standardized instructional sets are not included in CAB manuals or on-screen instructions. Admittedly, instructional sets are often used as manipulations in research studies to investigate the influence of mental set, perspective, etc. However, their effective use as manipulations affecting test outcomes also demonstrates the need for standardization of instructions during general computer-based test administration. As a result of the numerous issues related to validity raised above, some of the lack of consistency in data across studies becomes quite understandable.
Sensitivity
An essential property of a good performance assessment test is its sensitivity to group differences or changes in an individual's state. Of critical importance is selecting tests that have a sufficient range of sensitivity so that as changes in environmental conditions, risk factors, or personal variables occur, the test will remain effective in evaluating performance. Oftentimes, this requirement necessitates the use of multiple performance measures or changeable test difficulty parameters. A good analogy is the ability to change the scale of a multimeter when measuring the voltage or current in an electrical circuit or the dB level of a sound. As an example, performance on the Jex unstable tracking test (Jex, 1979; Jex, McDonnel, & Phatac, 1966) is often measured by the number of tracking control losses (resulting in the cursor leaving the limits of the computer screen) and by the variability or root mean square (RMS) tracking error. When the tracking test difficulty is low, few tracking control losses occur, but RMS error is sensitive to small changes in operator state. However, at high difficulty levels, RMS error reaches a uniformly high level for most people and therefore loses its ability to discriminate (and becomes less effective or even unusable as a sensitive measure). At high difficulty levels, control losses then form a more useful or sensitive performance measure.
Also extremely useful is determining the sensitivity of a test to a number of risk factors. This requires a series of studies to map out the relationship for each environmental stressor (e.g., thermal stress, fatigue) or clinical factor (e.g., Parkinson's disease, aging) in a "dose-response" fashion. These sensitivity mappings are exceedingly helpful for the effective and accurate application of any performance test in the laboratory or in an applied setting. In a more general sense, it is important to recognize that incorporating the capability to change test parameters provides the flexibility to adjust test sensitivity in any test configuration. Of course, the ability to change test parameters and thereby change specific test sensitivity calls for caution in the interpretation of data across investigations. This point is significant. Changes in test parameters command care in evaluating results across studies that may not have used the same test parameters or in comparing results to norms established on tests with different parameter values. At the same time, one must balance the need for adjusting parameters with the need for comparability. Gross comparisons across studies, even those studies using the same test battery, demand attention to this factor.
Factors affecting test battery utilization

Basic research versus applied research emphases
In the arena of CAB development and use, basic and applied research applications are often co-dependent. Basic research utilizing CABs includes supporting the theoretical underpinnings of the CAB, examining the reliability and validity of CAB measures, cross comparisons with other batteries, establishing normative data, and examining basic processes and dynamics in the administration and application of CABs. Likewise, establishing the validity of a CAB often requires examination of both convergent and discriminant validity (American Psychological Association, 1986) . Such studies often require investigations into practical problems in more applied domains and/or criterion validity approaches. Without such basic and applied knowledge, one invites disaster. While establishing the efficacy of a CAB can be an expensive endeavour, investing significant amounts of time and resources into studies that are later nullified after discovering serious CAB QA problems serves to magnify the problem.
Usability
Some CABs fail to achieve widespread acceptance simply because they cannot be easily used. Not all CABs provide instructions for experimenters, and fewer have more detailed documentation of data file characteristics and data reduction/management capabilities. Standards for data file construction and archiving are almost nonexistent. The NATO AGARD STRES report (Santucci et al., 1989 ) is a notable exception, but few researchers follow the recommendations. Few CABs have been designed to automatically output data files that can be easily migrated to the two or three major statistical packages (such as the Statistical Analysis System, SAS, or the Statistical Package for the Social Sciences, SPSS).
Making changes in the actual CAB test programs is usually an insurmountable endeavour or impossible if source code is inaccessible. Many people give up completely and some simply program the test anew. As in many areas of computer application, there is a decided lack of documentation regarding the programming code, and few CABs allow easy access to such code for experimenter modification. It is also recognized that not allowing experimenter access to code may be legitimately required for such reasons as intellectual property rights, standardization, or security, but it should be recognized that such restrictions may suppress the creativity of the user community. An attractive compromise is a test battery that provides extensive flexibility to the user in modifying the test parameters, thereby allowing a greater degree of test customization while retaining broad standardization and test battery operational integrity.
Funding for development and support
Intellectual property rights
While the CAB developer community is relatively small, the CAB user community is growing and could become very large if CABs were more user-friendly and more broadly distributed. Until someone coined the term "intellectual property rights" and the potential for commercialization was appreciated, the CAB developer community was mutually facilitative and relatively interactive. Generally speaking, this is still true, but tension over protecting tests and programming code is noticeably rising, and the sphere of "stakeholders" is rapidly expanding. With these events come influences that do not always support the free exchange of information among CAB developers and users. Exactly how much of a CAB is shared, with whom, when, and in what manner are questions and issues with responses that seem to change daily.
The open availability and distribution of a CAB will make it more universally used and thereby provide effective evidence of the wisdom in its development and "return on investment" made in previous years. At the same time, open availability and distribution can allow modifications that compromise the integrity and validity of the test(s), and can also dramatically reduce any "revenue stream" that might support ongoing development, thereby undermining its current and future viability. One challenging question for any CAB developer is the trade-off between "revenue generation" and the amount of internal support necessary for continued viability. This issue may well raise many future questions about intellectual property rights, licensing, distribution methods, and outsourcing.
Continuity
Over the past two decades, perhaps the factor with the greatest influence on CAB development has been "continuity" (or the lack thereof). In the mid 1980s, there were numerous groups working on the development of CABs. Funding vacillations in the late 1980s and early 1990s brought an end to several lines of CAB research and development. Other CABs survived, apparently through some level of commercial success or the heroic efforts and unparalleled dedication of those who had committed much to their development. A few affordable and accessible CABs saw advancement. Many others moved toward commercial "spin-off" applications targeting such areas as "Readiness-to-Perform" testing in the workplace (see Gilliland & Schlegel, 1993) or medical applications. More recently, additional CABs have been developed within the context of toxicology screening, sports medicine, and other more general performance assessment domains. These commercial endeavours have often been creative, but have usually been based on a limited number of traditional tests (or minor variations of them) or some dual-test combination. Despite the fact that many of these commercial products are artful applications, most have been relatively simple transformations of well-established CAB tests, and only rarely have they enhanced or advanced more general CAB development.
Perhaps the most important point is that continuity of support appears to be an important factor first in developing and, later, in extracting the full measure of value from a CAB development effort. It would be nice to develop a CAB, to "harden" it, and then to be done with it. More realistically, to extract the full measure of an investment in CAB development, one must capitalize on improvements in technology and intellectual innovation by continued renewal efforts. Such investments should be measured and calculated, but they are remarkably cost effective when built on a competent foundation of past CAB development. In comparison to initial research and development costs, well-designed renewal efforts provide huge incremental gains in CAB development with comparatively little ongoing investment.
Across the past two decades, it appears that "discontinuity" has been staggering in its negative influence on CAB development. CAB programming and research groups are often fragmented and reassigned when funding is reduced. They are then obliterated with the passage of relatively short periods of time. There is a loss of "corporate software knowledge," and the intellectual investment and creative inertia vanish. To regain the knowledge requires near complete remobilization. Often, the "reconstruction efforts" can actually require more resources than the initial efforts because there is almost always the initial view that "we can just go back and use the original code." The common lack of documentation, faded memories, and inability to regroup the original programmers and researchers often result in an eventual decision to "start over" after weeks or months of wasted effort. In other cases, it is in fact more cost effective to "start over" rather than trying to kludge sections of legacy code without a full understanding of the original programming. Carefully constructed renewal efforts avoid many of these pitfalls, but to insure full future benefit they must be strategically planned, not as an after-thought, but rather during the active development and programming phases.
Marketing, promotion, and sales of the CAB and support services
While marketing, promotion, and sales are within the life cycle of any CAB, few CABs have actually had broad commercial success. This may be due as much to the inexperience or lack of such interest on the part of CAB developers as any other major factor. However, these are matters with which any future CAB developer must contend. One reason is that the cost of the wholesale development of a sizable CAB is becoming prohibitive. In addition to the cost of initially producing a CAB, the cost of ongoing commercial sales and technical support can be staggering. That is to say nothing of the cost for research sufficient to provide basic validity, reliability, and normative data. While a protracted discussion of the detailed commercial difficulties of such projects is beyond the scope of this article, one example is illustrative of the problems faced in this arena. The seemingly straightforward decision of selecting the hardware platform and operating system to use in developing a CAB can be pivotal. With aggressive manufacturing trends retaining an approximate 18-month production cycle, a new CAB could be obsolete before the basic programming effort for a battery is completed. In addition, any use of specialized hardware systems dooms the CAB to equipment that is difficult to acquire in very little time. Such challenges explain why some CABs only run on older generation hardware and operating systems-the cost to upgrade software for newer hardware and operating system "architecture" can be staggering.
These and other such factors suggest that the CAB of the future should be broad in scope, flexible in its design and use, flawless in its implementation, exceedingly sound in its operation, and well documented. It appears that the CAB development community is largely moving toward this general view. As an outgrowth, over the past several years we have been asked to provide quality assurance (QA) analyses for a number of CABs. Improving the quality of a CAB in terms of usability, implementation, and flexible performance, as well as providing clear documentation and high-quality normative data, is one way to decrease the cost of supporting the CAB. Explicit high quality and performance require far less technical support and result in greater commercial demand.
The next section of this article provides an overview of the basic approach taken for QA assessments at the Center for the Study of Human Operator Performance at the University of Oklahoma. This section provides an overview of the design and a set of evaluative criteria for the implementation of a successful QA assessment. Having this knowledge before or during the construction of a CAB will aid the researcher, designer, and programmer to more efficiently and effectively provide a high-quality final product.
A model for quality assurance assessments
CABs vary greatly in their sophistication, the quality of the rendering of their component tests, and especially in the thoroughness of their QA assessment before distribution. Years after their introduction and use in research, it is not uncommon to find fundamental programming or implementation problems that could have serious implications for the data that have been collected. A QA evaluation should represent a required initial step before further scientific evaluations addressing psychometric properties and validity can be performed. It is important that at least some portion of the QA assessment be performed by someone independent from the developer of the CAB. In the words of one anonymous reviewer of this article: "Developers are too close to their own work to evaluate it objectively. Independent outside review is critical, since users will inevitably do things that the developer did not intend or anticipate, usually with disastrous results." At a minimum, the selective use of subject matter experts as reviewers of the battery and its operation is highly recommended.
The following section presents a model for conducting a quality assurance assessment of a CAB. One might be interested in conducting a CAB QA assessment for a number of purposes. One might be developing a new CAB and therefore would want to develop a very comprehensive QA program. One might also have an existing CAB and want to subject it to either an extensive or selective QA assessment. Finally, one might be acquiring a CAB and want to conduct an abbreviated QA assessment to ensure its quality before research or clinical application. For these reasons, several categories of activities are provided below to address the broad range of contingencies created by these various QA needs. The first part of this section provides an overview of the process for conducting a QA assessment. Major headings address primary assessment actions in a relatively stepwise fashion. Following the process description is a table that provides a list of many of the detailed elements that can be reviewed in a QA project.
Quality assurance process
Understand the origin and nature of the CAB
An important first step in the QA assessment of a battery is understanding the origin and intent of the CAB developer. Each CAB is usually designed for a purpose and often has theoretical roots that extend or limit its applicability. Understanding these aspects of a CAB is essential in evaluating and understanding the nature of the CAB. If the user did not design the CAB, then knowing its origins, initial design specifications, or intended applications is useful in better understanding whether the CAB will meet the needs of the user. For example, owing to their initial design, some CABs cannot be used easily (or, in some cases, at all) for repeated-measures testing. A full understanding would be essential for a researcher needing repeated-measures capability or for clinicians who need a CAB for treatment monitoring.
Acquire the CAB
This may seem obvious, but if the user does not already have the CAB, the acquisition of some CABs is not an incidental task. One often has to locate the CAB author, acquire the CAB (while understanding that loading a CAB from diskette, CD-ROM, FTP transfer, etc. is not always an intuitive process), and negotiate any intellectual property rights, licenses, or non-disclosure agreements. This can involve institutional approval and, in some cases, requires legal opinions/reviews on one or both sides of the transaction. In addition, if the CAB (and any ancillary hardware) does not originate or is not distributed by a vendor in the United States, one must expect potential delays and requirements in transiting U.S. customs. In some cases, additional hardware and/or interfaces must be purchased or constructed and integrated with computer systems. Considerable "lead time" must be provided for this activity, especially if any amount of hardware construction or modification of software is needed to complete the implementation of the CAB.
Identify and follow the software installation process
Clear, concise, and thorough CAB documentation is rare, even with commercial-grade CABs. Editing installation instructions and other documentation, such as user's manuals, is often among the lowest priorities of CAB developers. Therefore, it is important to acquire any instructions that are available and evaluate them for completeness and accuracy. Documentation for previous versions of software provides an expedient foundation for new editions, but it is very easy to overlook important changes in design or operation in editing the manual. One way to discover such problems in the QA process is to read instructions and follow them in naïve fashion. Better yet, have completely naïve individuals load and execute the CAB while recording their experience. In addition, it is important in the QA process to document all difficulties such as missing files, missing stages in the installation process, and incompatibilities.
Understand the scope of the QA process
Quality assurance of the ANAM software library provides an excellent example of the magnitude of effort required. CABs typically contain a number of test modules. Some systems confine the test parameters to a set of fixed values. ANAM, on the other hand, offers tremendous flexibility in setting the parameters of the test through the use of option switches (flags). Using the ANAM Mathematical Processing test as an example, there are 29 switches (8 specifying input or output files, 6 specifying stimulus or response configurations, 3 specifying feedback conditions, 4 providing test information, and 8 requiring a numerical parameter value to specify timing, number of trials, random number seeds, etc.). The switches with filename arguments must be tested for a variety of invalid input characters and disallowed file extensions. Switches to configure stimulus, response, or feedback conditions typically have 2-6 possible values. Switches with numerical arguments often present a broad range of possibilities and a reasonable sample must be tested.
It is important to recognize that differing combinations of parameter values can lead to a variety of abnormal behaviors, and thus the number of combinations that must be evaluated is staggering. Ignoring the issue of testing switch parsing (converting the switch grammar to usable variable values), if one assumed an average of 4 parameter values for each of 17 switches requiring numerical input, then a total of more than 17 billion combinations would exist for testing. To intelligently reduce the number of quality assurance checks, assumptions must be made about certain combinations of switch values in terms of the level of interaction among the switches. Even so, an enormous number of checks must be made, and made repeatedly as software updates with new fixes become available. Keep in mind that this is the level of effort required for one single cognitive test. This effort must be multiplied by the number of tests in the CAB, on the order of 30 plus for ANAM.
Develop a process for the systematic evaluation of the CAB
Once the CAB is installed and available for evaluation, it is important to have an overarching plan for the QA process. This plan can be constructed in many ways, but it should incorporate a detailed list of the tests and the parameters of those tests, as well as any supplemental elements of the CAB such as data management and analysis routines. It is also important to determine if the CAB allows users to modify test parameter values. If the parameters can be modified as mentioned above, it is important to know the default parameters for each test and the range or degree to which the test parameters can be changed. The full range of test parameter changes should be assessed in the QA evaluation. In that regard, the purpose of a good QA assessment is to evaluate the test software against the established specifications, to determine the extent of any programming errors, and to facilitate the correction of the errors. The next step is defining the scope of the QA assessment as described above. This involves listing all tests and test parameters, the range of the parameters to be tested, characteristics of the stimuli (structure, appearance, generation rules, sequences, etc.), event timing procedures, user feedback, and any other characteristics of the CAB. Other matters to consider are the computer platform, operating system version, and response modalities. This article does not permit the liberty of unlimited space to address in detail all of these matters of importance. However it should be of utmost concern that CABs operate well across various computer platforms or that it be noted that the CAB does not perform well except on certain platforms. Likewise, the range of compatible operating systems should be carefully noted. Finally, explicit details should be provided regarding response modalities and any variations that might result in changing those modalities. That is, changing the method of responding by users from keyboard to mouse, touch screen, light pen, or other devices such as trackball, or optical reader should be noted in detail. If CABs offer alternative response modalities, it should be clearly known if shifting between modalities results in a difference in user response characteristics due to personal variables or internal hardware/software timing routines.
Constructing a table for this systematic evaluation of a CAB can be extremely helpful. The next section of this paper provides an example of a table that can be modified for such purposes. In spreadsheet form, this table can provide a roadmap for the QA process, which is invaluable in making sure that all relevant aspects of the CAB are evaluated.
At least one other area of concern is specifying the procedural steps in the QA process. In its most basic form, a QA analysis could be conducted by a single individual who methodically works through the CAB. Alternatively, a team approach using multiple assessors who crosscheck tests and/or parameters is probably a preferable approach. Having at least two individuals review the same test and/or parameter set and then comparing their findings typically results in a far more thorough and effective analysis.
Specific matters of concern in the QA assessment
While there are an almost unlimited number of factors to evaluate in a QA assessment, several elements seem to be of major concern. The following list provides a brief enumeration of the most important factors of general concern:
• Instructions to experimenters.
• Test instructions to users. • Test parameters (range of values, default values).
• Test stimulus visual and structural characteristics (stimulus generation rules).
• Test stimulus sequence characteristics (stimulus generation rules).
• Timing precision and accuracy for test events and responses.
• Response recording procedures and metrics.
• Operating shell characteristics. Table 1 provides a more extensive list and examples of test elements. Although this guideline provides a useful starting point, each CAB will present unique challenges.
The CAB from the user standpoint
The QA evaluation should also address software usability from the standpoint of the test participant and the examiner or experimenter. It is easy to overlook this dimension of a CAB. One of the most common problems encountered in CAB evaluation and use is knowing how to stop the battery in action and how to restart it. This is essential in the QA process unless one has a lot of time to wait while the tests time out! Surprisingly, while escape keyboard functions are almost always available in CABs (if nothing more, they were essential in the programming process), few CABs provide such fundamental information, let alone more detailed information.
Results of a QA assessment
The presentation of the results of a QA assessment can be an important matter in itself. Long narrative reports can be useful to designers and researchers who may be interested in the underlying issues in test construction. However, it is likely that programmers may find more usable a systematic list of problems sorted by test (or by category across tests) and identified by severity of problem (see Table 2 for an example). Providing a sortable spreadsheet summary of problematic findings is strongly advised. 
Summary
In summary, the purpose in writing this article was to provide basic, yet critical, information about the QA assessment process and to stimulate discussion within the CAB user and developer community. Of critical concern are the many factors that relate to quality in the development and use of CABs. In addition, a reasonably detailed overview of the critical elements that constitute a competent quality assessment of a CAB were provided. Hopefully, the information in this article will provide new CAB users with helpful information to consider in their endeavours and also provide experienced CAB users and developers a basis from which to improve the overall quality and activity in an area to which we are all committed.
