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ABSTRACT
The laminar-to-turbulent transition process in swept-wing boundary layers
is often dominated by an inflectional instability arising from crossflow. It is now
known that freestream turbulence and surface roughness are two of the key distur-
bance sources in the crossflow instability problem. Recent experimental findings have
suggested that freestream turbulence of low intensity (less than 0.2%) may have a
larger influence on crossflow instability than was previously thought. The present
work involves experimental measurement of stationary and traveling crossflow mode
amplitudes in freestream turbulence levels between 0.02% and 0.2%. A 1.83 m chord,
45-degree swept-wing model is used in the Klebanoff–Saric Wind Tunnel to perform
these experiments. The turbulence intensity and length scales are documented. Al-
though a significant amount of research on the role of turbulence has been completed
at higher turbulence levels, comparatively little has been done at the low levels of the
present experiments, which more closely reflect the flight environment. It is found
that growth of the traveling crossflow mode is highly dependent on small changes to
the freestream turbulence. Additionally, previously studied attenuation of saturated
stationary disturbance amplitudes is observed at these low turbulence levels. The ex-
tent of laminar flow is also observed to decrease in moderate freestream turbulence.
ii
ACKNOWLEDGMENTS
A great debt of thanks is owed to committee chair and academic advisor, Pro-
fessor Edward White, for several years of instruction and support. Thanks are also
due to the dissertation committee (Professor William Saric, Professor Rodney Bow-
ersox and Professor Andrew Duggleby) for their helpful comments, suggestions and
guidance. The author also thanks Dr. Lauren Hunt and Professor William Saric for
the use of their swept-wing setup and for guidance. Linear stability calculations pro-
vided by Matt Tufts and Professor Helen Reed were of great utility throughout the
experimental campaign.
The experiments completed in support of this research required several hundred
hours of wind tunnel testing. This would not have been possible without the assistance
of students at the Klebanoff–Saric Wind Tunnel and Texas A&M University Flight
Research Laboratory including, in particular, Erica Lovig, David West, Doug Kutz
and Matt Kuester. The technical support of Cecil Rhodes and the staff of the Oran
W. Nicks Low Speed Wind Tunnel is greatly appreciated. Administrative support
by Colleen Leatherman and Rebecca Marianno is also appreciated. This work is
supported by the U.S. Air Force Office of Scientific Research under grants FA9550-
08-1-0093 and FA9550-09-1-0341.
iii
NOMENCLATURE
To stay consistent with relevant literature, symbols are occasionally used to rep-
resent more than one quantity. For example, in the boundary-layer stability commu-
nity, k is used to denote surface roughness height. However, the yaw coefficient for a
hot-wire probe is also commonly referred to as k. The meaning of such homonymous
nomenclature is discernible from the context and clarifying text is added to dispel
ambiguity as necessary.
A Stationary disturbance amplitude
a, arms Unsteady disturbance amplitude
A, B, n Hot-wire probe calibration constants
c Airfoil chord length, normal to leading edge
cl Lift coefficient
C Swept-wing model chord length in global coordinates, 1.83 m
Cp,2 Coefficient of pressure in model-fixed coordinate system
Cp,3 Coefficient of pressure in global coordinate system
CT Thermal compensation coefficient
d Roughness diameter, wire diameter
e Leading-edge ellipse ratio
E Hot-wire probe voltage, disturbance energy
Eh, El Probe voltages measured at high and low temperatures
Ecomp Temperature-compensated hot-wire probe voltage
f(r) Streamwise autocorrelation function
iv
Hk FFT coefficients
h Convective heat transfer coefficient
I Hot-wire probe current
k Roughness height, thermal conductivity, X-wire yaw coefficient
m Hot-wire thermal voltage drift
N Amplification factor
N0 Number of time-record zero crossings per unit time
Nu Nusselt number, hd/k
PSD Power spectral density
p Static pressure
q Dynamic pressure, ρU2
∞
/2
q Variable name for u, v, w, p
r Leading-edge radius, spatial autocorrelation lag
R Hot-wire probe resistance
R Attachment-line Reynolds number
Rec Chord-based Reynolds number, UC/ν (swept)
Rek Roughness-height-based Reynolds number
Rex,tr Streamwise Reynolds number at transition location
T Temperature
Ta Ambient temperature
Tcomp Compensation temperature
Th, Tl High and low temperatures
Tw Hot-wire temperature
v
Tu Freestream turbulence intensity
u′, v′, w′ Fluctuating components of velocity
u′rms, v
′
rms, w
′
rms Temporal root-mean-square of u
′, v′, w′
u, v, w Velocity components in the global coordinate system
un, vn, wn Velocity components in the model-fixed coordinate system
ut, vt, wt Velocity components in the streamline-fixed coordinate system
U Mean boundary-layer velocity
Ue Boundary-layer edge velocity, U/Ufs
Un, Ut Normal and tangential velocity in a wire-fixed system
U∞ Freestream velocity
U Mean boundary-layer profile
U ′ Steady disturbance velocity
U ′rms Spanwise rms of the U
′ profiles
Ve Effective cooling velocity
Wss FFT window function, squared and summed
x, y, z Model-fixed coordinate axes
xt, yt, zt Streamline-fixed coordinate axes
X , Y , Z Global (test section fixed) coordinate axes
x/ctr Transition location as a fraction of chord length
Ywall Wall location in traverse coordinates
α Model angle of attack, X-wire probe yaw angle
α, β Streamwise and spanwise wavenumbers
β Probe rotation angle about Z axis
vi
β Mesh porosity; open-area ratio
δ∗ Boundary-layer displacement thickness
δ99.9 Boundary-layer thickness at which U/Ue = 0.999
λ Spanwise wavelength
λcr Spanwise crossflow wavelength
λcrit Wavelength of the most unstable disturbance
λk Spanwise roughness spacing
λx Streamwise dissipation microscale
Λ Sweep angle, integral length scale
ν Kinematic viscosity
ρ Density
σ Mesh solidity, 1− β
τ Temporal autocorrelation lag
τw Surface shear stress
χ2 Sum of the squares of the residuals
ω Angular frequency
[k|λ|d] Roughness array: k in µm, λ and d in mm
vii
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CHAPTER I
INTRODUCTION
Though the concept of using swept wings to lower the drag of high-speed air-
craft was introduced by Adolf Busemann at the fifth Volta conference in 1935, it
was not a commonly accepted design feature until late in the next decade. Research
in this area was classified by the Luftwaffe in 1936 and the Allied technical teams
that entered the German aeronautics research laboratories in May of 1945 uncovered
wind tunnel models and experimental data that confirmed the utility of this concept
(Anderson, 1998). However, the American aerodynamicist Robert T. Jones indepen-
dently recognized the benefit of using swept wings and shared his theories with the
management at the NACA Langley research laboratories. Subsequent experiments
confirmed this theory and the results were presented to the United States Army in a
classified memorandum in June, 1945. These findings were later published openly in
NACA technical report 863 (Jones, 1945). As such, the concept of the swept wing is
credited to both Busemann and Jones by Anderson (1998), who describes the history
of the swept wing in detail.
This concept rests on the idea that the pressure distribution over an airfoil is
determined by the velocity component normal to the leading edge. By introducing
a sweep angle, this velocity component is reduced. For subsonic aircraft traveling
near the speed of sound, this reduced velocity effectively raises the critical Mach
number, allowing greater forward speed without the drag penalty imposed by shock
waves forming on the wings. Another explanation is given by Anderson (2001) in
the context of airfoil thickness. The thickness ratio of a swept wing is lower in the
streamwise reference frame. As such, the drag divergence Mach number is higher.
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With the introduction of the Boeing B-47 and the North American F-86 in 1947, the
swept-wing concept became a common design element for high speed aircraft. How-
ever, the three-dimensional boundary layers that form on swept wings are susceptible
to the so-called crossflow instability (in addition to the instabilities that may arise on
straight wings). As reported by Gray (1952), crossflow instability can hasten transi-
tion and increase the drag on swept wings compared with their unswept counterparts.
Further experimental evidence of the crossflow instability was presented by Gregory
et al. (1955) using the flow over a rotating disk as a model problem. In the same
report, Stuart provides the theoretical basis for the problem and presents disturbance
equations for three-dimensional boundary layers.
The crossflow instability arises within a boundary layer due to an imbalance be-
tween streamwise pressure gradient and the centripetal acceleration that results from
the curved streamlines around a swept wing. This imbalance—due to the fact that ve-
locity decreases in the boundary layer while the pressure gradient does not—produces
a secondary flow (crossflow) perpendicular to the local stream direction resulting in a
three-dimensional boundary layer. The no-slip condition requires that the crossflow
velocity goes to zero on the wing surface while in the freestream, the definition of
crossflow as perpendicular to the streamwise direction requires zero crossflow velocity
there as well (Saric et al., 2003). Thus, for any non-trivial crossflow velocity profile,
an inflection point must exist somewhere within the boundary layer. This inflection
point is the source of an inviscid instability: Rayleigh’s stability criterion states that
a sign change in U ′′(y) is a necessary condition for instability (Drazin, 2002).
In addition to crossflow instability, there are other types of flow instability that
may arise within a swept-wing boundary layer and produce disturbance growth lead-
ing to transition. A summary of these instabilities and strategies for laminar flow
control (LFC) are given in a recent review by Saric et al. (2011). Viscous effects pro-
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duce a streamwise instability commonly known as Tollmien–Schlichting (T–S) waves.
Among several possible methods for stabilizing T–S waves the most common is tai-
loring of the pressure gradient. In fact, the design principle behind natural laminar
flow (NLF) airfoils includes maintaining a favorable pressure gradient over large por-
tions of the airfoil surface. A centrifugal instability may arise in boundary layers over
a concave surface. This so-called Go¨rtler instability can be controlled passively by
avoiding concave airfoil sections (Saric, 1994). Another potential source of turbulent
flow is contamination of the attachment-line flow from the fuselage boundary layer.
This problem may be managed by designing swept wings with suitably small leading-
edge radii to maintain attachment-line Reynolds numbers (Saric et al., 2011) below
the critical value of 250. This point is discussed further in Chapter II in the context
of the model used in the present experiments. The crossflow instability, however, has
resisted efforts to develop a robust, passive means of control. This is complicated
in part by the fact that the favorable pressure gradients imposed to stabilize T–S
waves will destabilize the crossflow instability. Though reducing the sweep angle may
attenuate the growth of this instability, the cost is a lower critical Mach number.
As such, the study of crossflow instability has been an active area of research since
Gray’s initial work in 1952.
In a recent review of LFC technology, Joslin (1998) notes that skin friction drag
represents on the order of 50% of the total drag budget for a modern transport
aircraft. Increasing the extent of laminar flow on such aircraft can potentially result in
significant fuel savings, increased range and more environmentally responsible aircraft.
In evaluating the possibilities for performance improvement in future aircraft, Green
(2008) examines the theoretical and practical limitations on aerodynamic efficiency,
propulsion efficiency and aircraft weight. Though there are gains to be had from
further research into these and other areas, Green concludes that largest potential for
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fuel-efficient aircraft is in continuing to develop LFC. Given the prevalence of swept
wings in modern transport aircraft and the fact that crossflow instability is currently
the largest obstacle in swept-wing laminar flow control (SWLFC), research in this
area is of paramount importance in the ongoing effort to produce efficient aircraft.
A. Transition in Swept-Wing Flows
The study of laminar-to-turbulent transition is concerned with the processes by
which small (often immeasurably so) disturbances provide the initial conditions for
instability growth leading to breakdown. Though many scenarios are possible, the
current understanding of the transition process may be summarized using the tran-
sition road map, the origin of which lies with Morkovin, Reshotko & Herbert (1994).
The transition road map is also available as Fig. 1 in Saric et al. (2002). The first
step toward transition is receptivity, or the process by which environmental distur-
bances produce disturbances in the flow (Morkovin, 1969). There are many things
that may be classified as environmental disturbances: freestream turbulence, sound,
surface roughness (either two or three-dimensional, isolated or distributed), surface
non-uniformities (curvature discontinuities, for example) or other non-uniformities in
the freestream quantities.
Early research on crossflow instability in different facilities produced results that
varied in character. In a review by Reed & Saric (1989), it was concluded that
the initial conditions provided by environmental disturbances played a large role in
shaping the transition process for three-dimensional boundary layers. Significant
effort has been expended in the intervening years on the receptivity problem and an
improved understanding now exists. However, as will be argued following a review of
relevant results in following sections, work still remains to be done in this area.
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Following receptivity, the primary instability mode is physically manifested as
a spanwise array of co-rotating vortices. In the context of a normal mode solution
(Eq. 1.1),
q′(x, y, z, t) = q(y)ei(αx+βz−ωt) + complex conjugate (1.1)
linear stability theory demonstrates that these disturbances may be either station-
ary (ω = 0) or traveling (ω #= 0). In practice, transition is dominated by either
stationary or traveling waves (not both) and their respective initial amplitudes are
set by the environmental conditions. Early experiments using a swept flat plate
(Saric & Yeates, 1985) (with a contoured body on the opposing wall to generate the
requisite streamwise pressure gradient) observed stationary crossflow waves whose
spanwise wavelength was measured using hot-wire anemometry and flow visualiza-
tion. These experiments were used to investigate the linear stability theory for the
crossflow problem and found that crossflow wavelengths and disturbance growth rates
were in reasonable agreement with the predicted values.
Crossflow waves have the effect of transferring streamwise momentum within
the boundary layer, producing large mean flow distortions. The mean flow profiles
become modulated in the spanwise direction: inflection points in the streamwise
velocity profiles appear and are subject to a secondary instability. Kohama et al.
(1991) observed this high-frequency instability upstream of the breakdown region in
a swept-wing boundary layer. More recent experiments by White & Saric (2005)
demonstrated that as many as five instability modes in the kilohertz range may co-
exist. Additionally, the rapid onset of transition was noted: the first observation of
secondary instability was always followed by local breakdown within a few percent
chord. A direct numerical simulation (DNS) of the primary and secondary crossflow
instabilities was performed by Wassermann & Kloker (2002). In addition, these efforts
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showed that the secondary instability is convective rather than fixed in space.
The traveling mode is also an important facet of the crossflow problem. Though
(as will be shown) the stationary mode is more relevant to the flight environment,
study of traveling waves has produced useful results. In one experiment by Takagi
& Itoh (1994), the traveling waves were measured in the boundary layer of a yawed
cylinder. The waves propagated in a direction opposite to the crossflow, which is
perpendicular to the freestream flow. Deyhle et al. (1993) used a flush-mounted
array of hot-film sensors to measure the phase speed and wavelength of traveling
waves by rotating the sensor through several angles. It was found in this case that
linear stability theory correctly predicts the velocity and wavelength of the traveling
crossflow mode.
The present work is concerned primarily with the receptivity of swept-wing
boundary layers to three-dimensional surface roughness and freestream turbulence,
as well as the subsequent primary mode growth. Detailed discussion here is restricted
to recent results concerning these aspects of the swept-wing transition process. A
recent review by Saric et al. (2003) provides further discussion of the secondary in-
stability, among other topics. In contrast to two-dimensional boundary layers, it has
been demonstrated that three-dimensional boundary layers are insensitive to both
sound and two-dimensional roughness. In their swept flat plate experiments, Deyhle
& Bippes (1996) applied a two-dimensional strip near the neutral stability point and
observed little change to the amplitude of traveling and stationary crossflow dis-
turbances. In fact, the only spanwise region where these amplitudes are affected
corresponds to the end of the two-dimensional roughness strip (which is itself a three-
dimensional surface feature).
The receptivity of a swept-wing boundary layer to sound was tested by Radeztsky
et al. (1999). Broad-band sound up to 95 dB produced no measurable change to the
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transition location. Other frequencies (in the T–S unstable band, the most unstable
traveling wave frequency and a secondary instability frequency) were tested with
similar results. These results were confirmed by the experiments of Deyhle & Bippes
(1996), who introduced 103-dB sound at the frequency of the most amplified traveling
wave. Though the hot-wire measurements clearly showed the effectiveness of acoustic
forcing in the freestream, the (much larger) traveling wave amplitudes in the boundary
layer were unchanged and no change in transition location was observed. These
observations led Deyhle and Bippes to conclude that the crossflow instability is most
sensitive to the perturbations in streamwise vorticity provided by three-dimensional
roughness and freestream turbulence.
1. Receptivity to Surface Roughness
The crossflow instability is largely insensitive to the spanwise vorticity created by
two-dimensional roughness of modest height. However, a wide body of research exists
demonstrating that the initial conditions produced by three-dimensional roughness
can markedly alter the character of the resulting crossflow waves. One of the early
key results comes from the experiments of Mu¨ller & Bippes (1989). In this swept
flat plate experiment, crossflow waves are measured at a constant height above the
plate surface across seven wavelengths. By translating the plate in the spanwise direc-
tion and repeating the measurements, it is determined that the crossflow waves must
be initiated by surface roughness as the measured crossflow pattern moves with the
plate. In a concurrent experiment, Dagenhart et al. (1989) examined the role of sur-
face roughness in crossflow-induced transition in a swept-wing boundary layer. This
experiment, which served as the foundation for many subsequent crossflow experi-
ments, used a 45-degree swept wing with contoured wall liners designed to simulate
an infinite-span swept-wing flow. It was found that transition was dominated by
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stationary crossflow waves and occurred in a distinctive saw-tooth pattern. Changes
to the incoming flow (achieved by changing the order of the wind tunnel screens,
removing screens and cleaning the screens) did not change the transition pattern,
nor did shifting the position of the model within the test section. It was concluded
that minute variations in the surface roughness produced different initial disturbances
across the span which in turn led to the model-fixed saw-tooth transition pattern.
Later experiments by Radeztsky et al. (1994) utilized spanwise arrays of dis-
crete micron-sized roughness elements near the leading edge of the swept-wing model
to produce uniform stationary crossflow vortices. Comparisons of the experimental
data with linear stability theory produced good agreement for the stationary cross-
flow wavelengths and mode shapes. However, the disturbance growth rates are not
well-described by linear stability theory and it was concluded that further calcula-
tions retaining the nonlinear terms were necessary. Continuing this work, Radeztsky
et al. (1999) also made several important observations regarding distributed surface
roughness. Measurements of transition location were made using naphthalene flow
visualization for three levels of surface finish. Starting with a painted model (whose
surface finish was characterized by peak-to-peak roughness of approximately 9 µm)
and progressively polishing the surface to a root-mean-square (rms) roughness level
of 0.25 µm, the transition location was observed to move downstream by over 30%
of the chord length. This indicates the sensitivity of crossflow-induced transition to
surface roughness. Using discrete roughness elements, it was also observed that the
effectiveness of roughness in modifying transition is strongly related to the location
of the roughness. The most effective location for the roughness is found to be within
1% chord of the first neutral stability point. The disturbance created by roughness
upstream of this band decays; the disturbance created by roughness downstream of
this location is too small to affect transition.
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Spanwise arrays of discrete roughness elements (DREs) were a key feature in
the experiments of Reibert et al. (1996). The roughness was applied in this case to
control the initial conditions and produce a uniform series of crossflow vortices. In
doing so, it was determined that roughness whose spanwise spacing, λk, was that
of the most unstable wavelength (so-called critically-spaced roughness) was effective
at inducing transition via growth of stationary crossflow vortices. The amplitude
of these disturbances appeared to reach a plateau in advance of the transition loca-
tion. This disturbance amplitude saturation is due to nonlinear interactions of the
disturbances. In an effort to account for these nonlinear interactions, Haynes & Reed
(2000) performed numerical calculations using nonlinear parabolized stability equa-
tions (NPSE). The utility of this approach is that the nonlinear terms are retained
without incurring the computational expense of direct numerical simulation. Using
the experimentally measured initial disturbances, the NPSE calculations correctly
modeled the disturbance amplitude saturation confirming that it is due to nonlinear
interactions.
Spectral analysis (in the spanwise direction) of the disturbances measured by
Reibert & Saric (1997) indicates that the disturbances are composed of the rough-
ness wavelength as well as its harmonics. By exciting longer spanwise wavelengths,
interactions among the fundamental mode and its harmonics are observed. It is also
noted that subharmonic disturbances are not observed. Building on this concept,
Saric et al. (1998) used subcritically-spaced roughness (spaced at 2/3 of the most
unstable wavelength, λcrit) to suppress the growth of disturbances with this wave-
length. This had the remarkable effect of delaying transition. Following this work,
several experiments have sought to utilize these control DREs for laminar flow con-
trol. The direct numerical simulations of Wassermann & Kloker (2002) are able to
provide further insight into the behavior of subcritically-spaced disturbances. The
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resulting closely-spaced vortices saturate at a lower amplitude and do not deform the
mean flow to the same extent as the longer-wavelength critical disturbance. These
disturbances are thus not as susceptible to the secondary instability that brings about
transition.
To test the effectiveness of subcritically-spaced roughness at higher Reynolds
numbers in flight conditions, flight test experiments were performed by Saric et al.
(2011). Using a 30-degree swept-wing model flown at a chord-based Reynolds number
of Rec = 7.5 × 106, baseline tests demonstrated that natural transition occurred
at approximately x/c = 0.80 when the leading edge is polished to an rms surface
finish of 0.3 µm. However, a realistic wing would have a painted leading edge (and
there is little improvement to be had with 80% laminar flow). When the model’s
leading edge is painted, the rms surface finish is 1 µm and transition is observed
at approximately x/c = 0.30. As the flight environment is characterized by low
freestream turbulence (u′rms/U∞ ≈ 0.05% in this experiment), these results indicate
the extreme sensitivity of the crossflow-induced transition to surface roughness in the
absence of other significant sources of streamwise vorticity. When 12-µm-high control
roughness elements (with λk = λcrit/2 = 2.25 mm) are applied near the leading edge,
the transition location is moved back to approximately x/c = 0.60.
These flight experiments also tested the effect of critically-spaced roughness on
crossflow growth and transition (Carpenter et al., 2010). The role of roughness height,
k, on transition is not clear. Increasing k for critically-spaced roughness does not ap-
pear to have an effect below a critical value (24 µm) at which point transition moved
from x/c = 0.80 to 0.15. Using pneumatic, variable-height roughness produced sim-
ilar results. However, for the latter experiments, the stationary crossflow waves are
measured using an array of surface-mounted hot-film sensors. These measurements
confirmed that the roughness was exciting crossflow waves of the expected wave-
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length. Further flight experiments are in progress (see Woodruff et al. (2011) for
current results). The flow studied in these flight experiments is simulated in the di-
rect numerical simulations of Rizzetta et al. (2010). In the vicinity of the leading-edge
roughness, DNS is used to solve for the flow field and these results are used as an input
to NPSE calculations. These computations are able to reproduce the experimental
results (transition) to within about 10% chord. The computations investigated the
disturbance growth produced by cylindrical, square and parabolic-bump roughness el-
ements and found qualitatively similar behavior (on a logarithmic scale) for roughness
elements of similar volume.
Recent wind tunnel experiments by Hunt & Saric (2011) sought to measure the
initial disturbance amplitudes created by roughness at various heights. The goal of
this work is to expand the database of receptivity measurements for use with compu-
tational tools (NPSE and DNS) for validation of these models. It was observed that
the initial disturbance amplitudes increased linearly with k for measurements made
upstream of x/c = 0.20. In this region, the disturbance amplitudes are small enough
that the growth is well-described by linear stability theory. However, these experi-
ments also uncovered new questions regarding receptivity to freestream turbulence.
2. Receptivity to Freestream Turbulence
As earlier experiments have shown, the crossflow instability is highly sensitive
to streamwise vorticity. As is the case of three-dimensional roughness, freestream
turbulence is an important source of this vortical disturbance for the crossflow prob-
lem. Early experiments concerning freestream turbulence and crossflow instability
by Bippes (1990) used the same model in different wind tunnels. These facilities
produce different levels of fluctuation in the freestream and comparison of the results
indicated that the traveling mode appeared to be initiated by freestream turbulence.
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It was observed that the traveling modes became the dominant instability in the
higher-turbulence facility and that the stationary mode was attenuated.
These experiments are continued by Deyhle & Bippes (1996). Three different
wind tunnel facilities (each characterized by different levels of turbulence) are used
and the stationary and traveling mode amplitudes are measured in a swept flat plate
boundary layer. A key result from this effort is that the traveling mode is the domi-
nant instability for a freestream turbulence intensity Tu > 0.2%, where Tu is defined
by Eq. 1.2.
Tu =
1
U∞
√
1
3
(u′2rms + v
′2
rms + w
′2
rms) (1.2)
Similarly, it is observed that decreasing the level of freestream turbulence in-
creases the saturation level of the stationary mode. This observation explains the
remarkable result that modest increases to the freestream turbulence delays tran-
sition by reducing the growth rate of the stationary mode. However, this effect is
transient and increasing the freestream turbulence intensity further moved transition
forward. Bippes & Lerche (1997) conclude that the initial amplitude of the stationary
mode is set by surface roughness whereas the initial amplitudes of the traveling modes
are set by freestream turbulence. Thus, the traveling modes become the dominant
instability in higher turbulence environments due to their higher initial amplitudes.
They further conclude that growth of traveling modes is of low relative importance
in low turbulence environments. In a review by Bippes (1999), these conclusions are
confirmed. It is noted that although the steady disturbances are primarily excited by
surface roughness, they depend on other environmental conditions in an as-yet not
understood manner.
However, traveling waves may also be present in low-turbulence environments.
Dagenhart & Saric (1999) measured traveling wave amplitudes up to 0.7% of the
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local freestream velocity, but noted that the stationary mode amplitudes were always
an order of magnitude larger. These observations were made in the Arizona State
University Unsteady Wind Tunnel (ASU UWT) using a 45-degree swept-wing model,
with Tu approximately 0.04% of the test speed. In an experiment designed to test
the effect of boundary-layer suction on crossflow instability, traveling waves with
amplitudes as high as 1% of the freestream speed are observed by Eppink & Wlezien
(2011). The streamwise component of the turbulence intensity in this facility (NASA
Langley Transonic Pressure Tunnel) is u′rms/U∞ = 0.02% (Wlezien et al., 1994) at
the test speed; the transverse fluctuation intensities are not reported. The freestream
u′ spectra for the facilities used in these two experiments are compared by Wlezien
et al. (1994). With the exception of a higher level of low-frequency oscillation (below
8 Hz) in the UWT, the spectra are similar. However, the larger contraction ratio
in the TPT (20:1, compared with approximately 6.5:1 when swept-wing wall liners
are installed in the UWT) may result in higher v′ and w′ components in the TPT
experiments.
3. Combined Receptivity
Theoretical studies of the receptivity of a three-dimensional boundary layer to
surface roughness, acoustic modes and freestream turbulence were undertaken by
Crouch (1994). Traveling waves are excited by a combination of freestream turbu-
lence and surface roughness. Crouch states that the freestream turbulence provides a
temporal dependence to the steady disturbances created by surface roughness. This
process sets the initial conditions for traveling mode growth. In an experiment de-
signed to test the receptivity of a swept-wing boundary layer to both roughness and
turbulence, Gladden (2001) and White et al. (2001) studied crossflow-induced transi-
tion in both low and high-turbulence environments. To do so, a turbulence-generating
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grid was placed upstream of the model to raise the turbulence level to 0.25% (above
the criterion given by Deyhle and Bippes for traveling wave dominance). When
critically-spaced roughness is applied to the model, stationary-wave-dominated tran-
sition is observed as evidenced by the characteristic saw-tooth transition pattern.
However, in the presence of increased freestream turbulence, the transition front
moves forward and takes on a more uniform spanwise distribution, indicating that
the traveling mode is the dominant instability. In the absence of artificial roughness,
the transition appears to dominated by stationary waves in the presence of higher tur-
bulence. However, when subcritically-spaced roughness is applied (using pneumatic
variable-height roughness), the transition front becomes more uniform and moves for-
ward. This indicates that in the presence of high turbulence, the control roughness
actually enhances the traveling wave mode growth and brings about earlier transition
(Saric et al., 2003). These results serve as notice that the selection of traveling or
stationary modes involves both surface roughness and freestream disturbances.
Direct numerical simulations of receptivity of a swept flat plate boundary layer to
surface roughness and freestream turbulence are performed in the work of Schrader
et al. (2009). Surface roughness is found to excite stationary crossflow modes, in
general agreement with previous experiments. Additionally, freestream turbulence is
found to excite traveling modes and this effect is more prominent at lower Reynolds
numbers. When the two disturbances are considered in concert, roughness with
k/δ∗ = 0.025 provides for stationary mode dominance in turbulence intensities up to
0.5%. This exceeds the Deyhle and Bippes criterion, indicating that surface roughness
and freestream turbulence interact in an unknown manner to set the initial condi-
tions. Tempelmann (2011) performed DNS of a swept-wing boundary layer to study
the receptivity to surface roughness and freestream turbulence. The simulations are
modeled using the experimental conditions of Reibert (1996). The receptivity prob-
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lem is addressed by solving the adjoint of the linearized Navier–Stokes equations and
freestream turbulence is modeled using inhomogeneous flow at the inlet boundary.
Discrete roughness is modeled and the results are used to validate the computational
technique. Although it is noted that the freestream disturbance environment may
be prescribed, these simulations focus on optimal disturbances instead: those that
produce the maximum spatial growth. It is found that the optimal disturbance is
physically manifested as “streamwise-tilted vortices” that “smoothly evolve into the
dominant crossflow mode” (Tempelmann, 2011). It is noted that for optimal distur-
bances, the swept-wing boundary layer studied is more receptive to surface roughness
than freestream turbulence.
Recent experiments by Kurian et al. (2011) utilized discrete surface roughness
and freestream turbulence (albeit separately) to test the receptivity of a swept flat
plate boundary layer. In one portion of the experiment, Tu is varied between 0.23%
and 0.58% using a series of passive grids. For all but the lowest value, traveling waves
are the dominant instability. Furthermore, it was demonstrated that the initial dis-
turbance energy scales with Tu2, implying linear receptivity to freestream turbulence
over the range tested. When spanwise arrays of cylindrical roughness elements are
applied to the model, the stationary mode is found to the dominant feature. The
stationary disturbance is decomposed into the roughness wavelength and its harmon-
ics, although only the fundamental wavelength appears to grow. In contrast with
the experiments of Hunt & Saric (2011), the initial disturbance energy scales with
Re2.3k , which is equivalent to k
4.6 for small k. This indicates that receptivity to surface
roughness is nonlinear for these experiments. However, it may be argued that the
swept flat plate boundary layer is less sensitive to surface roughness than a swept-wing
boundary layer due to the difference in the location of the neutral stability point.
This complicated dependence on initial conditions and nonlinear interaction of
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disturbances makes transition prediction difficult. The eN method of Smith and van
Ingen (2008) is the standard transition prediction tool for two-dimensional boundary
layers dominated by viscous instability. In this scenario, the disturbance growth is
well-described by linear stability theory. The nature of crossflow-induced transition
makes this method far less effective, although it may be used to evaluate relative
disturbance growth rates for mode-selection purposes. At present, an effective tool
for transition prediction in swept-wing boundary layers does not exist.
B. Motivation and Objectives
These efforts to understand the interaction of surface roughness and freestream
turbulence in swept-wing boundary layers have led to the conclusion that both fea-
tures must be considered. Recent wind tunnel experiments by Hunt (2011) and Hunt
& Saric (2011) as well as flight experiments by Carpenter et al. (2010) have also raised
questions regarding the effect of freestream turbulence with respect to roughness re-
ceptivity and stationary mode growth. Differences among the results of some of the
recent crossflow stability experiments at ASU (Reibert & Saric, 1997; Saric et al.,
1998) and Texas A&M University (TAMU) (Carpenter et al., 2010; Hunt, 2011; Hunt
& Saric, 2011) indicate that minor differences in the freestream turbulence levels in
the respective facilities may be responsible. Although the wind tunnel used for the
ASU experiments was a low-disturbance facility (Saric, 1992), freestream turbulence
levels in the Klebanoff–Saric Wind Tunnel (KSWT) used in the TAMU experiments
are slightly lower (Hunt et al., 2010). Additionally, transition results and stream-
wise fluctuation measurements in the flight environment obtained by Carpenter et al.
(2010) indicate that the flow quality in flight is the highest of the three experiments.
The discrepancy among these experiments may be stated as such: the effect of
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regular arrays of surface roughness on crossflow instability is somewhat different in
each case. With respect to the height of critically-spaced roughness, Reibert (1996)
notes that increasing k from 6 µm to 48 µm produces almost no change in transition
location if the disturbance amplitude is already saturated at transition. The increased
roughness height does, however, increase the initial disturbance amplitude and move
the saturation location forward. In the experiments of Hunt & Saric (2011), increasing
the roughness height moves transition progressively forward. Experiments (Bippes,
1999) have shown that increasing the freestream turbulence decreases the stationary
disturbance saturation amplitude. Using this information, Hunt (2011) concluded
that the lower (compared with ASU) freestream turbulence level in the KSWT may
have produced a higher disturbance amplitude saturation level to explain the different
transition behavior observed in the respective experiments. However, disturbance
amplitude saturation had not yet been tested in the KSWT.
In the ASU experiments (Saric et al., 1998), transition delay was achieved with
subcritically-spaced roughness. This technique has found some success in the flight
environment (Saric et al., 2011) when a painted leading edge is used. However, wind
tunnel tests in the KSWT have not yet demonstrated successful transition control
with subcritical roughness. As the interaction between freestream turbulence and
surface roughness is now thought to be an important facet of the crossflow problem,
investigation of the effectiveness of control roughness in varying levels of freestream
turbulence is needed. Finally, given the difference in roughness receptivity observed
by Hunt & Saric (2011) and Kurian et al. (2011), there is some indication that the
initial disturbance amplitudes created by surface roughness may be affected to some
degree by the freestream turbulence environment.
Because other studies in elevated turbulence have focused on relatively high lev-
els (≥ 0.15%), the data that exist for Tu below this level are somewhat limited.
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Turbulence intensity is an important characteristic for transition experiments, and it
is now known that the length scales of the turbulence may also play a role (Kurian
& Fransson, 2009). These scales are not always reported, making a careful compar-
ison of experimental conditions impossible. This research will explore the effect of
moderate freestream turbulence (0.02%–0.20%) on crossflow instability, particularly
with respect to the initial disturbance amplitudes created by surface roughness, the
disturbance amplitude saturation levels and transition location. The intensity and
scale of the turbulence are documented to facilitate comparison with similar experi-
ments and simulations. The goal of this research is to test the hypothesis that varying
the turbulence intensity will affect transition location via modified initial disturbance
amplitudes and saturation levels. In doing so, this research seeks to reconcile the
differences among the aforementioned wind tunnel and flight test results.
C. Outline
This document describes a series of crossflow stability experiments in which the
interaction between surface roughness and freestream turbulence as initial disturbance
sources is investigated. Chapter I provides the background information necessary
to motivate the present experiments. A review of relevant literature is given to
provide context for these experiments and to describe the intended contribution of this
work to the field of boundary-layer stability. These experiments are the first to test
disturbance amplitude saturation levels in the KSWT. The effect of moderate changes
to the freestream turbulence is quantified in the context of stationary and traveling
mode growth to give a better understanding of their interaction. Finally, initial
disturbance amplitudes are measured over a wider range of conditions for further
validation of computational tools.
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A detailed description of the experimental facility and wind tunnel model is given
in Chapter II. The KSWT is the product of recent reconstruction, modification and
renaming. The history of this unique facility is described and the flow-quality mea-
surement campaign undertaken upon completion demonstrates the success of these
efforts. The swept-wing model used for this research has been utilized by past cross-
flow stability experiments. The product of lessons learned from similar experiments,
this model is designed specifically for this class of experiment. Operational details
concerning the model preparation and generation of controlled surface roughness are
given.
Chapter III is a survey of the experimental techniques used in the course of this
work. Flow visualization using a subliming surface coating (naphthalene) is described
and the rationale and justification for this choice are given. Constant temperature
anemometry is applied for flow measurement; hot-wire probes of several types are
used to quantify streamwise and transverse components of turbulence intensity and
turbulence length scales. A software filtering technique is used to separate these
measurements into the acoustic and vortical contributions. The probe traversing
system is also described as well as the methods of measuring the mean and fluctuating
components of the boundary-layer velocity.
As generating turbulence of specific intensity is a large part of this work, Chap-
ter IV is devoted to this effort. Briefly, a review of active and passive techniques for
turbulence generation is given. The set of passive grids used for these experiments are
cataloged. Measurement of the freestream turbulence is described and the intensity,
spectral content and length scales are given.
Chapter V describes a series of test points intended to serve as baseline receptivity
measurements for varying freestream turbulence. In these tests, no artificial rough-
ness is applied to the model. Rather, the turbulence intensity is increased while the
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initial disturbance amplitudes and transition locations are measured. This allows for
more meaningful interpretation of the results when roughness and turbulence level are
varied together. The interaction between artificial arrays of roughness and increased
freestream turbulence forms the basis of Chapter VI. As before, initial disturbance
amplitudes and transition are measured; the streamwise evolution of the resulting
disturbances is used to draw conclusions regarding the effect of moderate levels of
freestream turbulence on stationary disturbance amplitude saturation. Subcritically-
spaced roughness is applied for notional control purposes and tested in an elevated
level of freestream turbulence. The effects of roughness height and freestream tur-
bulence on transition location are tested. Critically-spaced roughness is used to set
the initial stationary disturbance and produce a uniform series of crossflow vortices
for more effective study. Initial disturbance amplitudes are also measured to expand
the database of these values and to give insight into the nature of the disturbances
created by this roughness. Prospects for swept-wing laminar flow control given these
latest results are also discussed.
The seventh and final chapter brings the results of these tests together to form
a larger picture of the role of freestream turbulence and crossflow instability. Results
are discussed in the context of previous work (primarily Deyhle & Bippes (1996) and
Hunt & Saric (2011)). It is found that freestream turbulence plays an important
role in crossflow instability mode growth, particularly in the growth of unsteady
fluctuations in the boundary layer. Increasing freestream turbulence even slightly
in a low-disturbance facility produces measurable losses of laminar flow on the test
article. These results indicate the importance of the disturbance environment in
which a crossflow experiment is conducted. Recommendations are made for future
experiments.
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CHAPTER II
EXPERIMENTAL SETUP
The sensitive nature of a stability experiment requires careful control of many
factors. In their landmark experimental investigation on the origins of turbulence in
a flat plate boundary layer, Schubauer & Skramstad (1947) observed that decreasing
the level of freestream turbulence increased the extent of laminar flow. By installing
turbulence-damping screens in the wind tunnel facility, the fluctuation levels were
reduced from Tu = 0.35% to 0.03% and consequently, the Reynolds number at transi-
tion was raised from Rex,tr = 1.5×106 to approximately 2.8×106. This early stability
experiment demonstrated the importance of having a low-level disturbance environ-
ment in which to conduct such research. This is particularly true for the present
experiments, in which the role of freestream turbulence is of explicit interest.
In response to unexplained discrepancies in boundary-layer transition results
among early stability experiments, the NASA transition study group was founded in
1970 (Reshotko, 1975). A set of guidelines was developed with the intent of fostering
high-quality experimental results to help resolve these discrepancies. The guidelines
stressed that the disturbance environment (as well as other facility characteristics)
must be documented; disturbances introduced by the models themselves (via surface
roughness, for example) must also be reduced if possible and documented. The basic
rules for a successful stability experiment are given in detail by Saric (2007).
A. Wind Tunnel Facility
The present experiments are carried out in the Klebanoff–Saric Wind Tunnel at
Texas A&M University. This unique facility has a long history of successful boundary-
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layer stability experiments. The lineage of the wind tunnel starts with the Unsteady
Wind Tunnel (UWT) that was built and operated by Phillip Klebanoff at the National
Bureau of Standards. The wind tunnel had an unusual design feature: a secondary
duct through which the test-section flow could be diverted to produce gusts and lulls.
Following his retirement, the wind tunnel was moved to Arizona State University
(ASU) in 1984 by Professor William Saric. During the reconstruction, several mod-
ifications were made to the wind tunnel with the intent of lowering the turbulence
levels for the purpose of stability experiments. The flow quality measurements are
documented by Saric (1992). Given the success of this effort, the wind tunnel be-
came known as the ASU Transition Research Facility. The unsteady capabilities were
retained and the name ASU UWT is common in the literature.
Several important experiments were completed in this facility at ASU. Some
of these results are summarized in recent review articles (Saric et al., 2002, 2003)
concerning the stability of two- and three-dimensional boundary layers. The wind
tunnel was once again moved in 2005 by Professor William Saric; this time to Texas
A&M University. Based on the operational knowledge obtained during its tenure
at ASU, several modifications were made to the wind tunnel to further improve the
flow quality. These efforts and the results are documented by Hunt et al. (2010); a
summary is given here. During this reconstruction, the secondary duct and related
unsteady components were not installed. The immediate needs of the facility required
only the steady (and low-turbulence) capability. The unsteady components remain in
storage and will be installed at a future date; renewed interest in unsteady flows for
applied research (micro-unmanned air vehicles and wind turbine flows, for example)
will likely motivate this effort. To reflect this configuration change, the “Unsteady”
modifier was dropped and the wind tunnel is currently known as the Klebanoff–Saric
Wind Tunnel (KSWT).
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Figure 2.1: Top view of the Klebanoff–Saric wind tunnel. The flow direction is
counter-clockwise. The turbulence grid, wall liners and swept-wing model reflect the
setup of the present experiments.
The KSWT is a low-speed, closed-loop wind tunnel and is shown in plan view
in Fig. 2.1. In its current configuration, the top speed is approximately 32 m/s. At
its entrance, the test section measures 1.37-m square; the floor drops by 51 mm over
the 4.88-m length to minimize the streamwise pressure gradient that would otherwise
result from the increasing thickness of the wall boundary layers. The test section
rests on pneumatic vibration isolation pads to attenuate the effects of environmental
vibration from the motor or neighboring activity. The first-stage diffuser at the test
section exit has been redesigned with a smaller diffusion angle and has a full-length
splitter plate. In the ASU installation, this section was a source of flow unsteadiness
caused by separation, though its effect on test section flow quality was small. The
current diffuser is built in a modular fashion to accommodate installation of the
shutters for the unsteady configuration. The smaller diffusion angle required a re-
designed first corner along with a re-shaped contraction leading into the second corner.
The fan and motor section is also largely re-designed compared with the ASU
installation. The 1.83-m-diameter fan is now externally driven by the 150-hp motor
via a v-belt drive system. Previously a direct-driven system, installing the motor
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outside of the tunnel airflow removed a significant source of heat and noise. The
motor is housed in a ventilated enclosure that is lined with egg–crate–style acoustic
foam. Though this system is more mechanically complex, it allows for longer run
times at high speed. Due to frictional heating of the air, it is possible to exceed
temperature limits on tunnel instrumentation (in particular, the differential pressure
transducer is limited to 40◦C) if the tunnel is run near its top speed for several hours
on a hot day. This installation also allowed the fan nacelle to be re-designed; it now
follows the shape of a fifth-order polynomial with zero slope and curvature at each
end.
The main diffuser expands vertically to a rectangular duct 1.68 meters wide by
3.66 meters high. The extended diffuser expands horizontally such that the plenum
section is 2.74 meters wide by 3.66 meters high. Each of these diffusers have full-
length splitter plates and two secondary screens are installed in the main diffuser to
address an area of flow separation observed in the extended diffuser. The constant-
area plenum is lined with broadband-absorbing acoustic panels and open-celled foam
to attenuate the sound from the fan and motor. In addition, the turning vanes in
corners 1, 3 and 4 are filled with fiberglass insulation exposed to the airflow via
slotted faces to further reduce the level of acoustic fluctuation. Though the crossflow
instability is largely unaffected by sound, this facility is also used for two-dimensional
boundary-layer stability experiments. It is well known (Saric et al., 2002) that 2D
boundary layers are receptive to sound and the excitation of T–S waves with acoustic
forcing (a common experimental technique) benefits from a low level of background
noise.
Following the last corner, the airflow encounters a honeycomb flow straightener.
This aluminum honeycomb has 6.35-mm hexagonal cells and is 76 mm in streamwise
extent. After a short settling distance (0.84 m) is a series of seven high-tension
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screens, each separated by 0.23 m. These screens are woven from stainless steel wire
of 0.0065-inch-diameter (0.165 mm) and evenly spaced at 30 wires per inch. This
produces an open-area ratio of 65%. These dimensions follow the recommendations
given by Saric & Reshotko (1998) for low-turbulence wind tunnel design.
Screens may be used to increase turbulence, but in this application the wire
diameter is small enough that vortex shedding is avoided due to the low-speed flow
in this area. Rather, these screen damp turbulence by improving the uniformity of
the flow. The Reynolds–Orr energy equation (Eq. 2.1) describes the rate of change
in the kinetic energy of a velocity perturbation u′i (Drazin, 2002). The second term is
always positive and thus contributes to perturbation energy decay; this viscous term
dissipates energy. The first term represents production of perturbation kinetic energy.
Increasing the flow uniformity decreases ∂Uj/∂xi in the production term. Following
the last screen is a settling chamber that is 2.19 m in streamwise length. In this
section, viscous dissipation acts to remove the small-scale disturbances in the flow.
Finally, a contraction section (contraction ratio of 5.33:1) completes the flow quality
treatments and accelerates the flow entering the test section.
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The freestream speed in the test section is set using velocity feedback from a
pitot-static tube mounted on the non-test side wall. This instrument provides static
pressure measurement via an MKS Baratron 1000-torr absolute pressure transducer
with a 270B signal conditioner. Dynamic pressure measurement is through an MKS
10-torr differential pressure transducer with a 670 signal conditioner. These transduc-
ers (type 390HA-01000SP05 and 698A11TRA, respectively) have specified accuracies
of 0.05% of the reading. An Omega RTD is mounted near the pitot-static tube
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to measure the freestream temperature and has a specified accuracy of 0.15◦C. Us-
ing standard error propagation techniques, the relative uncertainty in the freestream
speed measurement is 0.4% to 1%, depending on temperature.
The data acquisition system consists primarily of three National Instruments
USB-6211 DAQ boards. This system provides up to 24 analog voltage inputs at
16 bits of resolution. Variable voltage ranges are possible, up to ±10 V. During
tunnel operation, the averaged values of the freestream quantities p, T and q are
used to compute the freestream speed at 1 Hz. The motor speed is adjusted using
an automated routine to maintain a constant flow velocity. An additional routine is
available that uses Sutherland’s formula to compute viscosity and adjust the speed
to maintain a constant Reynolds number (such that the speed gradually increases as
temperature and viscosity increase). In the present experiments, constant Reynolds-
number control is used. Motor control is accomplished with a Quantum III controller
and the motor speed can be set with 0.1-rpm precision.
Constant temperature anemometry is used for boundary-layer measurements:
Dantec Dynamics hot-wire probes are used in conjunction with an AA Labs AN-
1003 anemometer. The probe types used in the present experiments are 1.25-mm-
long single-normal (SN) wires (55P11 for freestream measurement and 55P15 for
boundary-layer measurement) and 55P61 X-wires for transverse velocity measure-
ment. The sensing elements are 5 µm in diameter. Further details concerning the
use of these probes are given in Chapter III. Due to their high-frequency response
rates (on the order of 150 kHz or higher) and unintrusive size, these probes are the
preferred tool for making the freestream turbulence intensity measurements that are
used to characterize this wind tunnel. The recommendation of Saric & Reshotko
(1998) for a low turbulence tunnel is that Tu ≤0.05%.
Toward that end, a series of flow quality measurements are made and docu-
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mented by Hunt et al. (2010). Important results are summarized here. Fluctuations
in the freestream velocity are measured using constant temperature anemometry.
These measurements are made in an otherwise empty test section (baseline measure-
ments are repeated when the swept-wing model is installed). Focusing first on the
streamwise component, two single-normal hot-wire probes are used to make redun-
dant measurements. The probes are placed in a streamwise plane 0.23 m downstream
of the test section entrance. Separated by 1.15 m near opposite corners of the test
section (though far enough from the walls to avoid the boundary layers here), these
probe measurements are used to separate the signals into acoustic and turbulent com-
ponents. The fluctuating voltage signals are amplified by 30 dB and filtered using a
1 Hz to 10 kHz passband. The streamwise components of the fluctuation intensity at
several speeds are given in Table 2.1.
U∞ u′rms/U∞ (%)
Probe 0 Probe 1 Uncorrelated
5 m/s 0.031 0.052 0.048
10 m/s 0.051 0.059 0.041
15 m/s 0.083 0.083 0.017
20 m/s 0.102 0.098 0.022
25 m/s 0.143 0.131 0.030
Table 2.1: Streamwise component of velocity fluctuation intensity: total values and
uncorrelated contributions. A 1 Hz to 10 kHz passband is used. Results are for an
empty test section.
These values are as much as three times higher than the recommendation. How-
ever, when the optimal filtering technique of Naguib et al. (1996) is applied to these
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measurements, the uncorrelated component is shown to be of acceptable magnitude.
This optimal filtering technique requires that two signals are measured at locations
separated by a distance greater than the largest turbulent length scale. In this case,
the probes are separated by the largest practical distance possible while in the same
streamwise plane. The software filter is then used to compute the correlated and un-
correlated parts of these signals. The correlated part represents pressure fluctuations
that are experienced by both probes, while the uncorrelated component is attributed
to the vortical component of the fluctuations. The uncorrelated component is a better
measure of the streamwise turbulence intensity. The intensities of the uncorrelated
components are given in Table 2.1. Across this range of speeds, these values all meet
the recommended value for a low-turbulence wind tunnel.
Although the streamwise turbulence intensity is often used to represent the to-
tal turbulence level, this practice may obscure important information regarding the
disturbance environment. For example, nozzles with large contraction ratios can be
used to produce flows with very low levels of streamwise velocity fluctuation at the
expense of high transverse fluctuations. When characterizing the flow quality, all
three components of the fluctuation intensity should be measured. Toward that end,
double yawed hot-wire probes of the X-wire type are used to measure v′ and w′. As
before, the fluctuating components of these measurements are acquired using a 30 dB
gain and filtered using a passband of 1 Hz to 10 kHz. The transverse components
of the fluctuation intensities are given in Table 2.2. As these components are not
influenced by the streamwise pressure variations that produce high u′rms values, the
transverse components are a better representation of the turbulence intensity. Using
Eq. 1.2, Tu is computed at each speed using the uncorrelated part of u′. These values
fall well below the recommended maximum value.
Normalized rms values of turbulence intensity are a convenient measure of the
28
U∞ u′rms/U∞ (%) v
′
rms/U∞ (%) w
′
rms/U∞ (%) Tu (%)
5 m/s 0.048 0.015 0.013 0.030
10 m/s 0.041 0.010 0.012 0.025
15 m/s 0.017 0.011 0.016 0.015
20 m/s 0.022 0.015 0.019 0.019
25 m/s 0.030 0.019 0.023 0.024
Table 2.2: Baseline turbulence intensity measurements for an empty test section. A
1 Hz to 10 kHz passband is used and the u′rms values represent the uncorrelated part
of the signal.
fluctuation intensity. However, the frequency spectrum of these fluctuations provides
additional information characterizing the disturbance environment. The power spec-
tral densities (PSD) of the velocity fluctuations are plotted in Fig. 2.2. The complete
u′ signal is plotted along with the uncorrelated component. As the plot shows, the dif-
ference between the two is primarily due to low-frequency (10 Hz and less) oscillations
that are correlated across the measurement plane. As before, these measurements are
made in an empty test section. These turbulence measurements justify the use of
the KSWT as a low-disturbance facility. Baseline turbulence measurements are re-
peated once the test model is installed. These measurements are discussed in detail
in Chapter IV.
B. Swept-Wing Model
Experimental studies of crossflow instability have utilized several types of test
models. The crossflow instability may exist in the boundary layers of rotating disks or
bodies of revolution, yawed cylinders, swept flat plates and swept wings. Important
advances in this area of research have been made using all of these types of models.
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Figure 2.2: Temporal PSDs of velocity fluctuations measured at U∞ = 20 m/s. These
baseline measurements are made in an empty test section.
The study of crossflow instability in a swept-wing boundary layer is the most readily
applicable to the field of aircraft design. Although some of the model problems have
simpler experimental setups, they have some drawbacks as well. The swept flat plate
boundary layer, for example, is less sensitive to surface roughness due to the position
of the neutral stability point. The swept-wing model of the present experiments
balances flight applicability with concessions to experimental simplicity. This model
was designed by Mark Reibert at ASU and has been used in several earlier stability
experiments at ASU (White & Saric, 2005; Gladden, 2001) and TAMU (Hunt & Saric,
2011).
Although the model for these experiments is based on one of the standard NACA
6-series NLF airfoils, its design is modified to enhance the growth of the crossflow
instability for experimental purposes. The airfoil shape is designated as ASU(67)-
30
0315; since the airfoil is somewhat modified, it does not carry the NLF designation.
The first digit signifies that the airfoil is from the 6-series. The second digit signifies
that the location of the pressure minimum is closest to 70% x/c. The third and fourth
digits indicate that low-drag is attained at a lift coefficient cl = 0.3 and the last two
digits give the maximum airfoil thickness as 0.15c (unswept).
To maximize the crossflow for experimental purposes, the pressure minimum is
placed as far downstream as reasonable, as a favorable pressure gradient destabilizes
the crossflow instability and inhibits the growth of T–S waves. Furthermore, concave
curvature is avoided upstream of 70% chord to avoid destabilizing the Go¨rtler insta-
bility. The airfoil is swept at Λ = 45◦; larger sweep angles would enhance the crossflow
instability but make experimental measurements increasingly awkward. The leading-
edge radius is approximately r = 23 mm and the ellipse ratio is e = 3.05. The criterion
for avoiding contamination of the attachment-line flow by the wall boundary layer is
reviewed by Saric et al. (2011). The critical attachment-line Reynolds number, Rcrit
must be kept below 250 for stability. This form of the Reynolds number is defined in
Eq. 2.2. For a test point of Rec = 3.6×106 (the highest chord-based Reynolds number
attainable with this model in this facility), R = 88 and attachment-line contamination
is avoided. As such, this airfoil is subcritical to all but the crossflow instability.
R =
(
U∞r sinΛ tanΛ
ν (1 + e)
)1/2
(2.2)
The physical realization of this swept airfoil is a 1.83-m-chord model constructed
primarily of aluminum and fiberglass-covered foam. A schematic of this model is
shown in Fig. 2.3. A support shaft runs through the model, parallel to the leading
edge. This shaft is keyed into a test-section-mounted bearing that allows the model
pitch to be adjusted. The frame and leading edge are machined from aluminum while
aft sections of the model (where the quality of the surface finish is less important
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for stability experiments) are constructed from fiberglass. As shown in Fig. 2.3, a
modular leading-edge insert that extends to x/c = 0.23 forms the mid-span region of
the model. The leading-edge insert used for the present experiments includes a thin
roughness insert that extends from approximately 1.9% to 4.0% x/c. For the present
configuration, the neutral stability point is located at 2.5% x/c. Several roughness
inserts are available and a blank insert is used with applique´-type roughness for these
experiments. The roughness insert, leading-edge insert and leading 9% of the model
(all exposed aluminum) are hand polished to a 0.3-µm-rms surface finish. Further
details concerning the model surface preparation and installation are given by Hunt
(2011).
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Figure 2.3: Schematic view of the ASU(67)-0315 45-degree swept-wing test model.
Dimensions are in mm.
The swept-wing model is designed for zero lift at α = −3◦ using the leading-edge
coordinate system, or α = −2.1◦ in the test-section-fixed, or global coordinate system.
However, miscommunication between researchers engaged in computational and ex-
perimental efforts resulted in the zero-lift angle being interpreted as −3◦ in the global
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coordinate system by the latter. To be clear, all angles of attack described henceforth
are measured in the global coordinate system unless otherwise noted. Operational
experience at ASU obtained prior to designing this model led to the conclusion that
a zero-lift configuration simplifies the experimental setup while maintaining strong
crossflow growth. The model is installed vertically in the test section at a realized
angle α = −2.9◦ (such that the model is pitched −0.8◦ from the true zero-lift angle).
This orientation provides easier access to the test side of the model for boundary-layer
measurement and decreases the amount of dust that settles on the model (such dust
acts as isolated roughness elements that affect the disturbance growth). The position
of the model relative to the test section is shown in Fig. 2.4, along with measured
dimensions of the final model placement. The model is mounted slightly off-center to
avoid the potential rotational node at that location (Saric, 2007).
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Figure 2.4: Top view of the swept-wing model location in the test section.
To simplify measurement of the basic state, additional consideration is given to
setting up a spanwise-invariant mean flow. The model is designed with a constant
chord length, whereas real swept wings are usually tapered. More importantly, con-
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toured wall liners are built and attached to the test section floor and ceiling. The wall-
liner shapes follow computational results for the streamlines around an infinite-span
swept wing at α = −3◦ (relative to the leading-edge coordinate system). Constructed
of fiberglass-covered foam, these wall liners increase the contraction ratio from 5.33:1
to 6.9:1. The liners are the length of the test section and extend into the contraction
cone to avoid forward-facing steps, as shown in Fig. 2.1.
To verify the spanwise-invariant mean flow, the pressure distribution is measured
in the streamwise direction. The swept-wing model has two rows of 29 pressure ports
in spanwise locations above and below the leading-edge insert. With the wall liners
installed, the pressures are measured using a Pressure Systems model ESP-32HD
pressure scanner, whose accuracy is 0.037 torr. The reference pressure p∞ is acquired
using the static port on the pitot-static tube. The coefficient of pressure is computed
in the global coordinate system as in Eq. 2.3.
Cp,3 =
p− p∞
1
2ρU
2
∞
(2.3)
Computational efforts often use the leading-edge coordinate system to compute
the two-dimensional coefficient of pressure, Cp,2. Here, the normalizing freestream
speed is U∞/ cosΛ. Thus, in the present experiments, these coefficients of pressure
are proportional by a constant of 0.5. The pressure distribution measured by Hunt
(2011) is shown in Fig. 2.5 for a test point of Rec = 2.8×106. That these values agree
within experimental uncertainty indicates that the assumption of spanwise invariance
is valid. Furthermore, these data indicate that the favorable pressure gradient extends
to the design-point pressure minimum near 70% x/c. Comparison with computational
results in Hunt & Saric (2011) shows close agreement between the two.
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Figure 2.5: Measured values of the pressure coefficient Cp,3 at Rec = 2.8× 106. Data
are from Appendix B of Hunt (2011). The plotted airfoil shape is in the unswept
coordinate system.
C. Artificial Surface Roughness
The experiments of Radeztsky et al. (1999) demonstrate that natural surface
roughness can affect crossflow-instability-induced transition. Additionally, these ex-
periments show that roughness is most effective when it is near the neutral stability
point. Based on these findings, the leading edge of the model used in the present
experiment is polished to a high level of surface finish. This provides a controlled
environment in which the effects of artificial roughness may be studied. Spanwise
arrays of roughness elements are used to control the initial conditions and produce
uniform crossflow waves, as in previous experiments (Saric et al., 1998). Additionally,
the effect of roughness height and spacing on the receptivity of the boundary layer is
of interest. To investigate this, applique´ roughness is used; this type of roughness has
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been used in previous wind tunnel (Reibert & Saric, 1997; Saric et al., 1998; Hunt &
Saric, 2011) and flight (Saric et al., 2011; Carpenter et al., 2010) experiments.
The nominally-cylindrical roughness is used because of its inherent geometric sim-
plicity and its known effectiveness. Previous experiments have shown that roughness
whose diameter d is 40% to 50% of the spanwise wavelength λ is the most effective. In
the present experiments, critically-spaced roughness with d = 3 mm and λ = 12 mm
is used. Although the effect of roughness height k is not completely understood, val-
ues between 6 µm and 48 µm can excite the crossflow instability without producing
a bypass-type transition. These dimensions are shown for a typical roughness array
in Fig. 2.6. To maintain consistency with earlier references, the nomenclature used
for a given roughness array is [k|λ|d].

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

Figure 2.6: Schematic drawing of a spanwise roughness array. The roughness height
k is exaggerated for display purposes.
The physical realization of this roughness is produced using a dry transfer ink
common in the graphic arts community. Grids of specified roughness are purchased
from REDD Europe, Ltd. and cut into single rows for application using a rub-on
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technique. The roughness elements may also be stacked to increase k. Though batch-
to-batch variability in k is known to exist, a typical single layer of roughness is
approximately 12 µm high. Laser scanning microscopy has been used in previous
experiments (Hunt & Saric, 2011) to measure the roughness height. Full-span arrays
of roughness are applied to the roughness insert, centered at x/c = 0.029.
D. Coordinate Systems
Some consideration must be given to the coordinate systems used in this work.
Three such systems will be used as appropriate, and it is important to make the
distinction in order to facilitate comparison with results of computations or other
experimental efforts. As depicted in Fig. 2.7 for a wing with sweep angle Λ, the
three coordinate systems are streamline-oriented, model-oriented and test-section-
oriented (or global). The streamline-oriented system is denoted by (xt, yt, zt) and the
corresponding velocity components are (ut, vt, zt). This system is aligned such that
the xt axis is tangent to the local streamlines and as such, its orientation changes
with location. Using a right-handed system, the positive yt direction is generally (but
not exactly, as it varies with local curvature) out of the page.
The use of a model-fixed coordinate system is convenient for computational stud-
ies. In this system, the axes are named (x, y, z) and the velocities are (un, vn, wn).
The x direction is defined as normal to the leading edge and y is normal to the model
surface. As before, a right-handed coordinate system is used. However, this system of
coordinates is cumbersome for experimental measurements. The global coordinates
defined by (X , Y , Z) in which the velocities (u, v, w) are measured form a more
straightforward system for this purpose. These coordinates are fixed to the test sec-
tion (and more importantly, the probe traversing mechanism). The X axis is parallel
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Figure 2.7: Coordinate systems and conventional swept-wing nomenclature.
to the freestream flow direction and the positive Y axis points at the test-side wall of
the test section. The use of a right-handed coordinate system makes Z point down
when the flow is from left to right (as in the present experiments).
For highly-resolved measurements of boundary layers, it is most convenient to
work in a system defined by (x/c, Y , z). Although measuring velocity as a function
of y would better facilitate comparison with computational and theoretical work, this
is difficult from an operational standpoint. The y axis is defined as normal to the
model surface and as such, changes with streamwise location, though this is not an
insurmountable obstacle. The thin boundary layers encountered in these experiments
(typically less than 5 mm) require that very small steps (on the order of 10 µm)
are taken for near-wall measurements. To accomplish such a feat in the y direction,
the required traverse movement would consist of steps in X and Y . The traverse
resolution in the Y axis is equal to this task, but the approximately 1 µm step in the
X direction is not possible with the present setup. The X range of the traverse must
be on the order of the chord length of the model; micron-resolution across this range
is comparatively difficult to attain. As such, boundary-layer velocity is measured
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as a function of Y . Because y and Y are not separated by large angles (except in
the vicinity of the leading edge) this measurement scheme is deemed an acceptable
concession. The traverse mechanism (described in greater detail in Chapter III) is
capable of multi-axis movements. As z is fixed by the sweep angle, measurements in
a (Y , z) plane are easily accomplished.
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CHAPTER III
EXPERIMENTAL METHODS
A successful experiment should include multiple forms of measurement when
possible, for the sake of independent verification. In the present experiments, two
types of measurement are primarily used: flow visualization using a sublimating sur-
face coating and hot-wire anemometry. The flow visualization is used for its ability
to provide a rapid measurement of the transition location. It can also be used to
measure the spanwise wavelength of stationary crossflow vortices under certain cir-
cumstances. Hot-wire anemometry is used for quantifying the freestream turbulence
levels and for finely-resolved measurements of the boundary-layer velocity profiles.
Single-normal (SN) probes and X-wire probes provide a redundant measurement of
u′rms. The boundary-layer measurements can be used to verify the location of transi-
tion as determined by the flow visualization. Each of these tools are chosen because
they are appropriate methods of accomplishing their respective tasks; their overlap-
ping utility is an additional benefit.
A. Flow Visualization
There are many methods for visualizing or otherwise measuring the transition
location. Since turbulent flow is characterized by higher wall shear stress τw, a higher
rate of convective heat transfer and an increased rate of mixing when compared with
laminar flow, a transition measurement scheme need only exploit one of these differ-
ences. Infrared (IR) thermography has been used successfully to measure transition
by placing a model in an air stream of different temperature (as in Carpenter et al.
(2010), for example). Arrays of surface-mounted hot-film sensors may also accomplish
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this measurement; turbulent flow will appear with higher shear stress in the mean flow
and increased high-frequency fluctuations in the temporal spectra. This technique has
been used in a number of wind tunnel experiments (Agarwal et al., 1992; White et al.,
2011). Other techniques include liquid crystal coatings and oil-film interferometry;
these are somewhat awkward to use and introduce other problems (Saric, 2007). A
thorough review of transition detection techniques for in-flight measurement is given
by Mavris et al. (2010). A detailed feasibility study in that work concludes that IR
thermography and surface-mounted thermocouples are the most attractive options for
monitoring the performance of laminar flow control systems. However, both of these
techniques require a modest temperature difference between the air and the wing (or
test model).
Naphthalene flow visualization (NFV) is one technique that has been used in
similar experiments for transition detection (Radeztsky et al., 1999; Hunt & Saric,
2011). As with any chemical, the proper safety precautions must be observed. Solid
naphthalene sublimes at a rate that increases with temperature and shear stress.
As a result, when applied to an object in an airflow, naphthalene sublimes more
rapidly in regions of turbulent flow. To accomplish NFV in the present experiments,
naphthalene is dissolved in a solvent and sprayed onto the swept-wing model. Using
a light, even spray, the solvent evaporates almost immediately leaving a thin coat of
solid naphthalene on the model. The mixture is not applied to the leading 25% of
the model, as the surface coating it produces has a higher level of surface roughness
that may affect transition. Additionally, the mixture is only sprayed in the spanwise
region between the pressure port rows: this is the usable measurement region.
Taking into account the mass of naphthalene used, its density and the approx-
imate surface area over which it is applied, the resulting coating has an average
thickness of 13 µm. The successful use of this technique has been verified by Dagen-
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hart & Saric (1999), who used a shear-sensitive liquid crystal coating and hot-wire
anemometry to confirm the transition location determined using NFV. Radeztsky
et al. (1999) demonstrated that crossflow-induced transition is less sensitive to sur-
face roughness a few percent chord aft of the neutral stability point. At x/c = 0.25,
the boundary-layer thickness is approximately 3 mm for Rec = 2.8×106. The surface
roughness created by the naphthalene does not modify the stability characteristics of
the flow when it is applied this far downstream of the neutral stability point.
In addition to detecting transition, NFV may also be used to identify the wave-
length of stationary crossflow vortices. These co-rotating vortices produce a surface
shear stress pattern that alternates in the spanwise direction. This is shown concep-
tually in Fig. 3.1. Because the naphthalene sublimes more rapidly in areas of higher
shear stress, streaks will form in the surface coating spaced at the crossflow vortex
wavelength. This pattern is shown in the bottom of Fig. 3.1 and an experimental
example of this is given in Fig. 3.2. In this photograph, the flow is from left to right
and the left edge of the naphthalene coating is near x/c = 0.30. As the shear stress
produced by the crossflow vortices is less than the turbulent shear stress, these streaks
typically form well after the transition pattern has emerged.
B. Hot-Wire Anemometry
The use of hot-wire anemometry for boundary-layer stability experiments is a
common choice. The probes are typically very small (thus their influence on the flow
is minimal) and they have high rates of frequency response. Optical measurement
techniques such as particle image velocimetry or laser Doppler velocimetry that rely
on seed particles are not well-suited for this type of experiment due to the difficulty in
entraining a sufficient number of particles in the boundary layer. Similarly, pressure-
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Figure 3.1: Conceptual drawing of the surface shear stress induced by stationary
crossflow vortices. Adapted in part from Agarwal et al. (1992).
Figure 3.2: Flow visualization streaks from stationary crossflow vortices.
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based measurements using boundary-layer rakes or similar devices either cannot pro-
vide the necessary spatial resolution or present too great a disturbance themselves.
Miniature hot-wire probes are the best choice for taking dense grids of measurements
inside millimeter-sized boundary layers.
The principle behind hot-wire anemometry is that the rate of heat transfer be-
tween a heated object and the fluid in which it is immersed is related to the fluid
velocity and temperature difference (among other quantities). For a hot-wire probe
of sufficient length, this relationship may be modeled as an infinite cylinder in cross-
flow. The standard empirical correlation describing the heat transfer in this scenario
is given by Eq. 3.1. In this expression, the Nusselt number Nu is a dimensionless
ratio of the convective and conductive heat transfer coefficients, hd/k, while A and
B are constants. For a long cylinder (where end effects are negligible) of resistance
R that is heated electrically by a current I, the heat transfer equation is developed
by Bruun (1995) and given in Eq. 3.2.
Nu = A +BRe1/2 (3.1)
I2R = pilk(Tw − Ta)Nu (3.2)
For constant temperature anemometry, the wire temperature Tw is maintained
by an electronic feedback circuit that keeps the wire resistance balanced. Introducing
the wire voltage, E = IR, and re-grouping terms within the arbitrary constants of
Eq. 3.1, the relationship between probe voltage and velocity is given as Eq. 3.3. Here
the exponent is replaced with 1/n to absorb the variable properties in the Reynolds
number and to provide an additional degree of freedom to the equation.
E2 = (Tw − Ta)(A+BU1/n) (3.3)
If the air temperature Ta is also constant (as in actively cooled wind tunnels
or open circuit tunnels in sufficiently large rooms) then the temperature difference
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term may be moved into the constants. The KSWT is not temperature-controlled,
and Ta may rise as much as 15◦C over the course of a run. However, as discussed
in the subsequent sections, the hot-wire voltage can be compensated for temperature
changes. In either case, the relationship for U(E) is given by Eq. 3.4.
U = (A+BE2comp)
n (3.4)
1. Calibration of Single Normal Probes
A pair of single normal hot-wire probes are used for boundary-layer measurement.
The sensor-element axis is normal to the X axis. The probes are mounted to a
carbon composite sting attached to the traversing mechanism on the test side of
the model. The freestream probe is separated from the boundary-layer probe by
a distance 178 mm in the Y direction. To calibrate these probes, the test section
velocity is measured using a pitot-static tube mounted upstream of the model on
the non-test side of the test section. As the hot-wire probes and the location of
this reference velocity measurement are separated by a large spatial distance, it is
expected that a difference in velocity between these points may exist. Certainly
the presence of the swept-wing model and the wall liners will influence the pressure
field. Rather than calibrating the hot-wire probes in close vicinity to the pitot-static
tube (this would significantly increase the complexity of the experimental setup),
the probes are calibrated essentially in place. The calibration location is defined
as the X location corresponding to 60% chord on the model, full retraction of the
sting in the Y direction and the Z location that places the probes at mid-span. In
this position, environmental influences on the freestream flow are minimal and the
transverse velocities are small.
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To correct for the differences in the velocity field between these points, concurrent
measurements of the streamwise velocity are made using two pitot-static tubes. The
first is the permanent wall-mounted tube on the non-test side and the second is
mounted to the sting in place of the hot-wire probes. Repeating these measurements
with the second pitot-static tube positioned at each wire location over a range of
speeds, ratios describing the difference in mean velocity across these spatial points
are developed. Prior to beginning boundary-layer measurements, it is found (Hunt,
2011) that the ratio of the boundary-layer probe velocity to the reference freestream
speed is 1.114± 0.031. Likewise, the velocity ratio for the freestream hot-wire probe
location is 1.069 ± 0.035. These velocity ratios are used to correct the reference
freestream velocity values during hot-wire calibration.
For these boundary-layer measurements, both the mean and fluctuating com-
ponents of the velocity are of interest. However, precise measurement of the mean
velocity with a hot-wire probe requires additional consideration to account for tem-
perature changes in the wind tunnel. As shown in Eq. 3.3, the measured hot-wire
voltage is dependent on the temperature difference between the fluid and the wire.
In the present experiments, this temperature difference changes as the wind tunnel
temperature increases over the course of a series of measurements. To account for
temperature change, a compensation may be applied to the hot-wire voltage. Radezt-
sky et al. (1993) measured the voltage drift as a function of temperature and applied
a linear correction to compensate for temperature changes. For the present experi-
ments, the compensation approach from White (2000) is used. To do so, a thermal
compensation coefficient, CT , is computed from hot-wire voltages measured at high
and low temperatures (denoted by subscripts h and l).
CT =
E2h − E2l
Th − Tl (3.5)
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The compensation coefficient varies with velocity. To capture this relationship,
CT values are computed at several speeds across the range. Operationally, the wind
tunnel is run at 10 to 12 speeds from 2 to 30 m/s and mean values of the velocity,
temperature and voltage are recorded. To generate the so-called hot voltages, the
wind tunnel is then run at a high speed (30 to 32 m/s) until a temperature increase
of 6◦C is attained. The wind tunnel speed is then decreased in steps (corresponding
to the velocities measured during the ramp-up period) while the hot voltages are
measured at each speed. The velocity dependence on the temperature compensation
is then modeled by fitting these data to Eq. 3.6 using a nonlinear curve fitting routine.
A typical set of these data is shown in Fig. 3.3.
CT (U) = −A− BU1/n (3.6)
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Figure 3.3: Temperature compensation curves for two SN hot-wire probes.
47
The compensated hot-wire voltage, Ecomp, is determined by re-arranging Eq. 3.5
as shown in Eq. 3.7. In this expression, the compensation temperature Tcomp is the
arbitrary temperature to which all measurements are corrected. In practice, the com-
pensation temperature is that recorded at the highest-velocity cold voltage reading,
as it is a consistently mid-range value. Thus, for any given measurement, the temper-
ature and raw hot-wire voltage are used in conjunction with the fitted parameters in
Eq. 3.6 to compute the value of CT . Moving averages of the temperature computed at
1 second intervals are used for temperature compensation. The compensated voltages
are then used to perform a curve fit to the well-known velocity calibration of Eq. 3.4.
A representative set of these data is shown in Fig. 3.4.
E2comp = E
2 + CT (U)(Tcomp − T ) (3.7)
0
5
10
15
20
25
30
35
3.6 3.8 4 4.2 4.4 4.6 4.8 5 5.2 5.4
V
el
oc
it
y
(m
/s
)
Compensated voltage (V)
χ20 = 1.57× 10−3
χ21 = 1.62× 10−3
Wire 0
Wire 1
Figure 3.4: Velocity calibration curves for two temperature-compensated SN hot-wire
probes.
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During calibration, the velocities are given by the pitot-static tube. However,
Eq. 3.4 implicitly contains the velocity via the CT (U) term in Eq. 3.7. To resolve
this problem, an iterative solution approach is used for every voltage reading. An
initial guess for the velocity is computed using the raw hot-wire voltage. The value of
Ecomp is then computed using Newton–Raphson iteration. In practice, this iteration
converges within a small number of steps; the computational overhead is minimal.
The converged value of Ecomp is then used to compute the velocity in the usual way
(Eq. 3.4).
2. Calibration of X-Wire Probes
Measurement of transverse velocity with hot-wire probes is accomplished using
a pair of yawed probes. These so-called X-wire probes (Dantec 55P61) consist of two
5–µm–diameter wires separated by a small vertical distance. The wires are inclined
at yaw angles α1 = −45◦ and α2 = 45◦ (respectively) to the streamwise direction.
Each wire measures an effective cooling velocity Ve that is related to the streamwise
and transverse component of the velocity. As will be shown, measurements of Ve,1 and
Ve,2 can be used to to compute the velocities u and v (or w, if the probe is rotated by
90◦ about its longitudinal axis). The numerical subscripts refer to the wire number.
Calibration of the X-wires follows the methods outlined by Bruun (1995) and Ergin &
White (2005). In addition to calibrating the probes at several speeds, the sensitivity
of the probes to flow angularity must be determined. In practice, this involves running
the velocity calibration multiple times with the probe oriented at different angles to
the flow.
To avoid introducing the additional dimension of measuring X-wire probe volt-
ages at low and high temperatures across the speed range, a simpler temperature
compensation scheme is used following the method of Radeztsky et al. (1993). As
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the X-wires are used primarily for measurement of freestream turbulence, temper-
ature variation due to wind tunnel heating is small compared with the much more
time-consuming boundary-layer measurements. As such, a simpler (though arguably
less precise) temperature compensation scheme represents an acceptable compromise.
This method assumes that the voltage drift is linear with temperature change. To test
this assertion, the wind tunnel is run at a speed near the top of the range (28 m/s)
for 20 minutes and the X-wire voltages are measured. The measured voltages are
presented as a function of temperature in Fig. 3.5. The voltage drift values, m,
are determined via curve fit and then used to correct the measured voltages to an
arbitrary temperature using Eq. 3.8.
Ecomp = E +m(Tcomp − T ) (3.8)
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Figure 3.5: Thermal voltage drift measured for a X-wire probe.
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The effective cooling velocity measured by a yawed wire is related to the free-
stream speed using a yaw coefficient, k, and the yaw angle as in Hinze’s formula (Eq.
3.9). Furthermore, the yaw coefficient can also be used to express Ve as a function
of the velocity components normal and tangent to the yawed wire (denoted by Un
and Ut, respectively). As noted by Bruun (1995), for long wires (length-to-diameter
aspect ratio of approximately 600) k may be close to zero for a wire yawed at α = 45◦.
In this case, the yaw function is simply 1/
√
2.
Ve = U
(
cos2 α+ k2 sin2 α
)1/2
=
(
U2n + k
2U2t
)1/2
(3.9)
The procedure for determining the value of k requires velocity calibrations at
multiple yaw angles. To do so, a wall-mounted probe stand is designed such that
the probe can be rotated about its yaw axis using an externally-mounted rotation
stage (whose precision is 0.2◦). Because these probes are used to measure freestream
turbulence intensity (where the transverse components are expected to be small com-
pared with the streamwise flow), velocity calibration measurements are performed at
the angles α ± 5◦. Although the measurements are made together, calibration for
each wire is treated independently. Equation 3.9 is then used to produce two sets
of Ve data for each wire. Using an assumed value of k to compute Ve, these data
are interleaved and a fifth-order polynomial is fitted to the resulting Ve(Ecomp) data.
The value of k is then determined by iteratively changing the assumed value of k and
recomputing the Ve(Ecomp) curve fit. The value of k that minimizes χ2 of the curve
fit is taken as the proper value.
A representative set of calibration data for a X-wire is shown in Fig. 3.6. Each
wire has its own calibration constants (k, and the six polynomial constants used
to fit Ve(Ecomp)). As this plot shows, the optimized values of k accurately pro-
duce the correct yaw sensitivity for each wire. That the probe voltage decreases
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Figure 3.6: Velocity calibration curves for a X-wire probe.
with increasing speed is an artifact inherent to the AN-1003 anemometer used for
the measurements. This negative voltage output is only apparent here because the
temperature-compensated voltage is not squared (as in the single normal wire cali-
bration scheme).
Signal analysis of the Ve data follows the method given by Bruun (1995) for a pair
of single yawed wires. As in Eq. 3.9, the effective cooling velocities measured by the
X-wire are related to the normal and tangential components of the freestream velocity,
measured relative to the hot-wire sensing element. Transformation of velocities from
the global coordinate system to this wire-fixed coordinate system is accomplished
using Eq. 3.10.
Un = u cosα− w sinα
Ut = w cosα+ u sinα (3.10)
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Following the method of Ergin (2005), by substituting these expressions into Eq. 3.9
and re-grouping the terms, the system in Eq. 3.11 results.
V 2e,1
cos2 α1
= u2
[(w
u
)2 (
tan2 α1 + k
2
1
)
+ 2
w
u
tanα1
(
k21 − 1
)
+ k21 tan
2 α1 + 1
]
V 2e,2
cos2 α2
= u2
[(w
u
)2 (
tan2 α2 + k
2
2
)
+ 2
w
u
tanα2
(
k22 − 1
)
+ k22 tan
2 α2 + 1
]
(3.11)
This system of equations can be solved for u and w. A flow angle defined by
w/u = tan β is introduced and the system in Eq. 3.11 is re-written as a single equa-
tion in tan β. Following solution of this equation, the calculation of u and w is
straightforward. In practice, the voltages measured by the X-wire are compensated
for temperature, Ve values are calculated and the u and w (or v) values are computed
on a point-by-point basis. Thus, in addition to the transverse velocity component,
the X-wire provides an independent measure of the streamwise velocity and its fluctu-
ation level. In the course of the present experiments, the observation that U and u′rms
computed from X-wire data and single normal wire data agree within measurement
uncertainty gives additional confidence in these measurement techniques.
In the course of these experiments, it was observed that lateral vibration of the
probe stand produced spuriously high values of the transverse velocity fluctuation
level. This problem was remedied by rotating the probe such that the transverse
axis was parallel to the probe stand span line. For example, a wall-mounted X-
wire experienced small vibrations in the test section Z direction; only the u′ and v′
components can be accurately measured using this setup. To measure w′, the probe
stand is mounted to the test section floor (where it experiences vibration primarily
in the Y direction) such that the X-wire remains in approximately the same spatial
location and the probe is rotated by 90 degrees about its longitudinal axis.
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3. Measurement of Unsteady Velocity
The fluid velocity can be described as a steady velocity with a fluctuating com-
ponent. The general nomenclature for this relationship is as follows:
u(x, y, z, t) = U(x, y, z) + u′(x, y, z, t)
v(x, y, z, t) = V (x, y, z) + v′(x, y, z, t)
w(x, y, z, t) = W (x, y, z) + w′(x, y, z, t) (3.12)
Hot-wire probes are used to measure the total velocity; the steady and unsteady
components can be computed in a straightforward manner. The steady velocity can
be approximated as the time-mean of the measured velocity. Experimentation with
sampling rates and times indicates that the mean values are well-converged after a
few seconds sampled at 10 kHz. The unsteady components are then computed by
subtracting the mean values from the measured velocities. However, if the fluctuating
component is small (as in the present experiments), some additional effort is required
to ensure that the fluctuating component is resolved properly.
The difficulty in measuring small values of u′ is that small variations in the
probe voltage can be obscured during the measurement process. The root of the
issue is twofold: the analog voltage signal is subject to electronic noise and the data-
acquisition boards have finite resolution. To help address the first issue, shielded
cable is used for the hot-wire signals and it is routed separately from power cables
and other instrumentation cables. Also, a linear gain is applied to the voltage signal
by the anemometer signal conditioner. The primary solution to this problem is the
use of a Kemo VBF44 filter and amplifier. The anemometer output voltage is split
into two lines: one line is acquired directly. The second voltage output is subject to
a 1 Hz to 10 kHz bandpass filter to remove both the steady component and the high-
frequency electronic noise. A gain of 30 dB is applied to amplify this AC component
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of the voltage, so that the degree to which it is affected by electronic interference is
minimized. Additionally, the AC components of the hot-wire signals are acquired on
a separate data-acquisition device to minimize crosstalk.
Once the AC voltage signal is acquired and converted to a digital signal, the gain
is removed. The mean value of the hot-wire voltage is computed and added to the
AC component. In this manner, the total voltage signal (fluctuating plus steady) is
re-constructed. The same procedure is used for the boundary-layer measurements. In
this case, lower amplifier gains are used to avoid voltage saturation, as the unsteady
fluctuations grow much larger in the boundary layer than in the freestream.
4. Separation of Sound and Turbulence
The AC component of the hot-wire probe measurements are affected by both
sound and turbulence. Though both sources constitute environmental disturbances
and may affect transition, it is freestream turbulence that provides the initial con-
dition for crossflow instability growth in the form of streamwise vorticity. The ir-
rotational fluctuations of the pressure disturbance have little effect on the crossflow
instability problem (Bippes, 1999). A method for separating the hot-wire signal into
these components is given by Naguib et al. (1996). This method is applied to the
turbulence measurements; the resulting values are referred to as separated, or uncor-
related components.
The method of separating a hot-wire signal into sound and turbulence com-
ponents requires simultaneous measurements from two probes separated by a large
distance in the same streamwise plane. Subtraction-based techniques are sometimes
used to accomplish this task, but the optimal filtering technique of Naguib et al.
(1996) has the advantage of producing time series for each component. In short, one
probe signal is designated as the reference signal and a filter function is constructed
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with the goal of transforming the second signal such that the error between the two
is minimized. In this context, the sum of the squares of the differences is used as the
error. Determining the value of the filter coefficients in this manner is essentially an
optimization problem.
The sound may be generated by any of several sources: fan or motor noise,
flow separation in the diffusers and structural vibrations, for example. However,
these pressure fluctuations are oriented in the streamwise direction and can be con-
sidered uniform across a streamwise plane. The turbulent fluctuations are highly
three-dimensional and non-uniform. If the probes are separated by a distance greater
than the integral length scale of the turbulence (which is on the order of the diameter
of the largest eddies present in the flow), then the turbulent components measured
by the probes will be uncorrelated. Baseline turbulence measurements are made in
an empty test section and the probes are separated by 1.15 m. In the present experi-
ments, these measurements are repeated when a variety of turbulence grids are used
to raise the freestream turbulence intensity. In this case, the swept-wing model and
wall liners are installed in the test section. As such, the probe mounting locations
are somewhat limited: a separation distance of 0.7 m is used.
All measurements of the streamwise component of freestream turbulence repre-
sent separated values (unless otherwise noted, as in Table 2.1). For the boundary-layer
measurements, the unseparated values of u′rms are used. As such, the u
′
rms values at
the edge of the boundary layer are higher than those quoted for the freestream.
C. Boundary-Layer Measurement
Flow visualization is a useful tool for measuring the transition location and sta-
tionary crossflow wavelengths. To understand the process by which the crossflow in-
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stability brings about transition, detailed measurements of disturbance growth (both
steady and unsteady) are needed. Finely-resolved measurements of the boundary-
layer velocity are used to compute these quantities. As discussed in earlier sections,
these measurements are made using a pair of single normal hot-wire probes. Point-
by-point normalization of the boundary-layer velocity is performed using the velocity
measured by the freestream probe. The position of the boundary-layer probe requires
rotation in two axes. First, the probe mounting tube is rotated about the Z axis where
it is attached to the sting such that the probe is angled toward the model. This ro-
tation is described by the angle β, measured between the X axis and the probe’s
longitudinal axis (such that β = 0◦ has the probe pointed directly into the flow).
The purpose of this rotation is to account for the surface curvature of the swept-wing
model by positioning the probe such that the wire is always closest to the surface
(rather than the probe prongs). Secondly, the probe is rotated about its longitudinal
axis so that the wire is parallel to the model surface. If the entire length of the wire
is not at the same boundary-layer height, then the resulting velocity measurements
will represent the average velocity over the range of boundary-layer heights spanned
by the wire.
The boundary-layer measurements comprise scans in (Y , z) planes, i.e. locations
of constant chord. For this model (with no taper), the surface curvature does not
change in these spanwise scans and consequently, the probe orientation is only ad-
justed when it is moved to a new chord location. Angles used for the β rotation are
listed at different chord locations in Table 3.1. To ensure repeatability, a printed cal-
ibrated dial is affixed to the hot-wire sting. For rotation about the longitudinal axis,
the angle is set by inspection at each location. Although this positioning scheme and
the use of spanwise scans ensure that the wire retains its orientation relative to model
throughout the measurements, it must be noted that wire measures a projection of
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the velocity. Since the streamlines curve around the model in the manner of Fig. 2.7
and no commensurate wire rotation is made about the Y axis, the local streamline
is typically not perpendicular to the wire. However, since this misalignment can be
quantified, a coordinate transformation will allow comparison of experimental and nu-
merical data. In this case, the numerical data can be used to compute the projected
velocity that is observed by the hot-wire probe. For the purposes of this experiment,
this point is noted and the projected velocity is referred to as u for simplicity.
x/c β x/c β x/c β
0.10 20◦ 0.30 13◦ 0.50 8◦
0.15 16◦ 0.35 12◦ 0.55 7◦
0.20 14◦ 0.40 11◦ 0.60 7◦
0.25 13◦ 0.45 10◦ 0.65 7◦
Table 3.1: Boundary-layer probe rotation angles for Z axis rotation.
The probe-traversing mechanism that controls the boundary-layer measurements
is externally mounted on the test section. The hot-wire sting protrudes through a
slot in a movable window such that a wide range of motion in X and Z is possible
while maintaining the integrity of the test section wall. However, since there is no
pressure seal where the sting enters the test section, the entire traverse is encased in a
pressure box of clear acrylic panels. This pressure box can maintain the slight negative
pressure of the test section so that air does not flow through the slot through which
the sting enters the test section. The traverse mechanism is built from commercially
available electronics and machine components. Briefly, highly precise stepper motors
are used to drive ball screws aligned with the four axes of the traverse (X , Y , Z and
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the movable window axis, which is parallel to Z). Loads are carried by linear bearings
on stainless steel rails. Optical encoder feedback is used to maintain accurate and
precise positioning of the traverse; the resolution of these encoders is taken as the
resolution of the traverse motion.
The spatial range and resolution of motion afforded by the traverse are summa-
rized in Table 3.2. Although the resolution of motion along a spanwise line is limited
by the X axis resolution, this is acceptable given that the hot-wire length (1.25 mm)
acts as a spanwise high-pass filter in the wavelength spectrum. Basic traverse motion
is controlled via a Compumotor 4000 motion controller. A resident program on the
CM4000 handles the optical encoder feedback and engages automatic position cor-
rection moves if a mismatch between the issued command and the recorded travel is
observed. Multi-axis moves are also possible; this allows the window to move with the
sting in the Z direction, and to move the sting along the spanwise direction. Higher-
order functions (e.g. boundary-layer scanning) are controlled by software on the wind
tunnel computer. To avoid accumulated discretization error in position, this software
moves the traverse based on notional position so that the discrepancy between the
intended and actual position is not larger than a single step size. End-of-travel limit
switches are installed to prevent a collision and to provide a fixed reference for hom-
ing moves. Unfortunately, the need to move the hot-wire probe to within less than a
millimeter of the model surface prohibits the use of a limit switch in the negative Y
direction.
In this experiment, boundary-layer profiles are measured at regularly-spaced in-
tervals in the spanwise direction. An automated, computer controlled routine is used
to make all of the boundary-layer measurements. The boundary-layer scanning rou-
tine starts with the probe manually positioned a few millimeters outside of boundary
layer. The ratio of the mean velocities measured by the boundary-layer probe (U) and
X Y Z z (Λ = 45◦)
Range 1400 mm 101 mm 180 mm 255 mm
Resolution 11.9 µm 0.6 µm 1.3 µm 16.8 µm
Table 3.2: Resolution and ranges of travel for the hot-wire probe traversing mecha-
nism.
the freestream probe (Ufs) at this point is referred to as the edge velocity, Ue. The
probe is moved toward the model and velocity measurements are recorded at each
point. Since the location of the model surface relative to the probe traverse coordi-
nate system is generally not known (White & Ergin, 2004), increasingly small steps
are taken as the probe descends into the boundary layer. The stepping algorithm is
adjusted such that a total of 75 to 100 points are measured (with approximately 10
at the boundary-layer edge) and the minimum step size is set to 10 µm.
Measurement of the boundary-layer profile is controlled using a cut-off velocity.
Once a value of U/Ue < 0.20 is observed, the stepping algorithm is stopped and the
probe is moved back into the freestream and to the next spanwise location. Hot-wire
probes are known to be inaccurate at low velocity, where the rate of heat transfer
from the wire is increasingly due to natural convection and radiation rather than
forced convection. Additionally, the 5-µm-diameter wires used in these experiments
are fragile; contact between the wire and the model surface would destroy the probe.
For these reasons, measurements are not attempted in regions where U/Ue < 0.15.
These boundary-layer profiles are measured under the assumption that the lo-
cation of the wall is not explicitly known in traverse coordinates a priori. Each
boundary-layer scan starts with manual adjustment of the probe position, and doing
so with micron accuracy is not practical. A small degree of misalignment between the
traverse and model or long-wavelength waviness in either of these objects may con-
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tribute to this problem. However, the boundary-layer profiles must share a common
spatial reference with the model if a meaningful analysis is to be performed. The no-
slip condition requires that the velocity is zero at the wall; this fact may be exploited
to locate the wall in traverse coordinates. To do so, the boundary-layer velocity is
extrapolated to zero and the corresponding Y location is taken as the wall location,
Ywall. For a Blasius boundary-layer profile, linear fits to U(Y ) for U/Ue < 0.35 pro-
vide good estimates of the wall location (White & Ergin, 2004). However, for a test
condition with a non-zero streamwise pressure gradient, the streamwise momentum
equation shows that at the wall, the ∂2U/∂Y 2 term is also non-zero. To account for
this term, a second-order polynomial is used to fit U(Y ) data for U/Ue < 0.50 (White,
2000). The correct root of this polynomial is determined by choosing the value closest
to the Y location of the point with the lowest measured velocity. In areas with large
mean-flow deformation (the more downstream measurement stations), local wall fits
across the span are used to correct for wall-location errors, as in Eppink & Wlezien
(2011).
Using this procedure, Ywall is determined for each measured boundary-layer pro-
file and the Y coordinates are shifted accordingly. Since the stepping algorithm is
based in part on local velocity measurements, the boundary-layer profiles are not
necessarily measured on the same Y grid. To facilitate data analysis, all profiles are
interpolated onto a common set of Y points. The result is a rectangular grid of points
in a (Y , z) plane where Y = 0 corresponds to the best estimate of the wall location.
The spanwise steps are nominally constant and the precision with which the spanwise
steps are taken is such that a similar interpolation is unnecessary.
Some misalignment between the model and the traverse must be accepted. Al-
though it may be possible to fabricate a model and traverse that are parallel with
sub-micron accuracy across the span, the straightforward solution to misalignment
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ensures that such efforts would meet diminishing returns far short of that goal. Wall
location using extrapolation of U(Y ) makes local corrections, but a global correc-
tion for misalignment simplifies the experiment and can potentially save a significant
amount of time (White & Ergin, 2004). Toward that end, the wall location is deter-
mined at many points across a spanwise region of interest. When Ywall(z) is consid-
ered, the misalignment is clear. This is shown in Fig. 3.7 for a few chord locations.
Linear fits to these data approximate the wall skew well. The misalignment is rather
minor: the mean skew is 10.9 µm per millimeter of span, or less than 2 mm across the
range of the traverse. The boundary-layer scanning routine uses this measured wall
skew to maintain an approximately constant distance from the model when starting
each profile. As the traverse is moved in the spanwise direction, wall skew correction
steps are taken in Y .
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Figure 3.7: Measurements of the model skew in traverse coordinates.
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CHAPTER IV
ENHANCED FREESTREAM TURBULENCE
The study of turbulence is a field in itself. Varying the intensity and scale of
turbulence to examine its role is a common experimental practice. In the present
experiments, the effect of turbulence on crossflow-instability-dominated transition is
the primary focus. A brief review of relevant literature concerning manipulation of
freestream turbulence is given before describing the experimental techniques used
to quantify the character of the resulting turbulence. Finally, the disturbance en-
vironments in which the present experiments are performed are characterized. The
methods of turbulence generation are described and the resulting fluctuation intensity,
temporal spectra and length scales are documented.
A. Manipulation of Freestream Turbulence
Turbulence levels are often raised for the purposes of experimental work. A wide
body of research exists encompassing the varied active and passive methods that
have been developed. The use of coarse screens or grids of various cross sections
are common choices due to their simplicity and low cost. A review of turbulence
manipulation via screens is given by Laws & Livesey (1978). A more recent exami-
nation of grid-generated turbulence is given by Kurian & Fransson (2009), in which
the length scales that characterize the turbulence are varied and measured in detail.
However, screens are also commonly used to reduce the intensity of turbulent fluc-
tuations; such turbulence-damping screens are found in most wind tunnels. Groth
& Johansson (1988) examined the role of screens in turbulence attenuation and re-
ported on optimal configurations. The dual use of screens for turbulence generation
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and reduction highlights the importance of grid geometry and placement.
The stated goal of the present experiments is to examine the effect of moderate
turbulence intensity on the crossflow instability. Quantitatively, the range of interest
is 0.02%≤ Tu ≤0.20%. This is a fairly small range; some consideration must be given
to ensure that the enhanced turbulence intensity is not too great. In a similar manner,
the work of Kendall (1990) sought to examine the role of weak freestream turbulence
on the stability of two-dimensional boundary layers. Although the instability mech-
anisms of these two experiments are different (T–S versus inflectional), much may
be learned from Kendall’s experiments. Starting with a baseline turbulence intensity
of 0.03%, the turbulence was raised to 0.25% using an active jet grid. A series of
1.5-mm-diameter pipes with regularly spaced 0.15-mm-diameter holes were arranged
upstream of the test section. The pipes were pressurized up to 5 psi, creating weak,
upstream-facing jets of air. By varying the supply pressure, the resulting turbulence
level could be adjusted. Though the notion of this so-called Kendall grid is seduc-
tive due to the relative ease of varying Tu, passive grids are used in the present
experiment for their greater simplicity and low cost. The underlying mechanisms are
different (the active grid produces unstable three-dimensional shear layers), but both
can effectively increase the freestream turbulence intensity.
The generation of turbulence via passive grids is related to vortex shedding from
the grid elements. For a grid element of diameter d, vortex shedding is observed for
Red ≥ 40 (White, 1991). The resulting vortices are subject to secondary instabilities
leading to breakdown. Though turbulence-damping screens may also function in the
supercritical regime, the length scales of the resulting turbulence are smaller than
those of the incoming flow (Watmuff, 1998) and thus decay more rapidly. This is ac-
complished using a sufficiently fine mesh width and settling length. Laws & Livesey
(1978) note that 500 mesh widths should be allowed for viscous dissipation of the tur-
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bulence contributed to flow. However, Watmuff (1998) reports that spatial variations
in the porosity of a turbulence-damping screen may actually excite boundary-layer
instabilities. Thus, mesh uniformity is also an important quantity. A turbulence-
generating grid, on the other hand, should have a sufficiently large grid diameter and
mesh width. As noted by Kurian & Fransson (2009), varying the diameter and mesh
width changes the length scales of the resulting turbulence. If the mesh solidity, σ,
is held constant then the turbulence intensity is largely unchanged. In this context,
σ is the complement of the grid porosity β defined such that σ = 1− β.
Streamwise placement of turbulence-generating grids is also an important factor.
It has long been known (Batchelor & Townsend, 1948) that the turbulence intensity
decays in the wake of the instigating grid. This decay follows a power law relationship,
but there is some debate in the literature over how the coefficients of this relationship
are determined. The location of the grids with respect to the contraction section is
also of importance. Westin et al. (1994) note that when a grid is installed in the
settling chamber upstream of a contraction section, the freestream turbulence in the
test section is anisotropic. The effect of the contraction is to decrease the intensity
of the streamwise fluctuations at the expense of increased transverse fluctuations. In
the present experiments (as in those of Suder et al. (1988) and others), the turbulence
grids are placed in the settling chamber. This produces more homogeneous turbu-
lence whose rate of decay along the test section length is more gradual than that of
turbulence generated by grids at the test section inlet. This approach also facilitates
the generation of modest freestream turbulence: a key factor in the present experi-
ments. The anisotropy is the cost of this approach. For this reason, it is important
to characterize the freestream turbulence using all three components of the velocity.
In a series of experiments designed to study the combined effect of surface rough-
ness and freestream turbulence on traveling mode initiation, Gladden (2001) raised
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the turbulence intensity in the ASU UWT to 0.25% using a grid of stainless steel wires
installed in the settling chamber. Unfortunately, few operational details are given con-
cerning this turbulence grid. More recently, Hunt (2011) explored the generation of
low levels of freestream turbulence in the same facility as the present experiments.
By adhering strips of 0.25-inch-wide Kapton tape to the last screen in the settling
chamber, the turbulence intensity was raised to 0.30%. Repeating this procedure on
the first (of seven) turbulence-damping screens produced Tu = 0.03%. The results of
these experiments are used to guide the selection of turbulence grids for the present
work.
B. Disturbance Environments in the Present Experiments
To produce freestream turbulence levels between 0.02% and 0.20% in the test
section, several configurations were tested. By varying grid diameter, spacing and
streamwise position, four arrangements were found that produced Tu = 0.03%, 0.05%,
0.10% and 0.19%. These values are skewed toward the low end of the range by design
and approximately evenly distributed on a logarithmic scale. Data from previous
experiments are more sparse at low levels of turbulence intensity, and this research
examines that range more closely. The approach taken in grid selection is largely
empirical. As a result, the grids chosen are constructed of differing materials from
woven stainless steel wire to soldered brass pipes. The criteria for the grids are that
they produce the desired turbulence intensity with uniform distribution at the test
section inlet, while introducing minimal flow blockage.
The settling chamber for this facility has a cross-section area of over 10 m2.
To reduce flow blockage and turbulence grid size, partial grids are used to produce
disturbed flow in the measurement region and neighboring areas. The turbulence
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grids are approximately 1 m in vertical extent and centered vertically in the settling
chamber. It is important to ensure that the turbulence intensity and mean velocity
in the measurement region are uniform. To do so, spanwise hot-wire probe scans are
made in the freestream across the traverse range of motion. Experimentation with
grid placement is used to calibrate the influence of settling-chamber-mounted elements
on test section flow. A series of measurements is presented in Fig. 4.1 demonstrating
the uniformity of the freestream turbulence; spatial uniformity of the mean flow is
maintained within 0.05 m/s. Due to the difficulties in measuring w′ using the sting
mount as discussed in the Chapter III, the v′ component is used as an analog for
turbulence intensity in this plot. The turbulence grids are arranged such that the
edge of their influence is beyond the reach of the hot-wire traverse.
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Figure 4.1: Spanwise scan of the freestream turbulence intensity. The test speed is
U∞ = 24 m/s.
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Although the w′ component is not measured using sting-mounted probes, all
three components of the fluctuating velocity are measured using a combination of
floor-mounted and sting-mounted probes. The transverse components are measured
using X-wire probes as described in Chapter III. The streamwise components are
measured using two probes separated by a large distance in the same streamwise
plane. The quoted values for u′ represent the uncorrelated component of these signals.
Using these measurements, the freestream turbulence intensity is computed using
Eq. 1.2. A summary of turbulence intensity measurements is presented in Table 4.1.
These measurements are made at a freestream speed of 24 m/s, which corresponds
approximately to the primary test condition (Rec = 2.8×106) at nominal temperature.
The grid element diameters are also given for context. As this table shows, the
grids placed upstream of the turbulence-damping screens require a larger diameter to
produce comparable levels of turbulence. As will be shown, no fundamental differences
are observed in the character of the turbulence generated using the grids placed
upstream of the screens.
Grid d u′rms/U∞ v
′
rms/U∞ w
′
rms/U∞ Tu
Baseline N/A 0.016% 0.016% 0.017% 0.016%
1 5.3 mm 0.017% 0.027% 0.031% 0.027%
2 0.8 mm 0.023% 0.059% 0.069% 0.054%
3 23.6 mm 0.030% 0.118% 0.128% 0.102%
4 4.8 mm 0.069% 0.204% 0.249% 0.190%
Table 4.1: Grid-enhanced turbulence levels measured at U∞ = 24 m/s. Grids 1 and 3
are installed upstream of the screens while grids 2 and 4 are installed in the settling
chamber.
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These values show a degree of anisotropy, for two reasons. First, placing the grids
upstream of the contraction is expected to produce a lower level of fluctuation inten-
sity in the streamwise component. This may be interpreted as a consequence of angu-
lar momentum conservation as the turbulent eddies are stretched in the streamwise
direction through the contraction. The difference between the transverse components
is attributed to the asymmetric contraction ratio. With the wall liners installed, the
v component experiences a 2:1 contraction whereas the w component is subject to a
3.4:1 contraction. In the course of these experiments, the primary turbulence values
used are 0.02%, 0.05% and 0.19% (the low, middle and high values from the tabulated
values). Select tests are run using the interstitial turbulence intensities.
Power spectral densities for each component of the turbulent fluctuations are
plotted in Figs. 4.2–4.4. In considering the streamwise spectra, the higher fluctuation
levels appear over a broad range of frequencies spanning two orders of magnitude. No
particularly prominent spectral peaks are evident for any of the turbulence configura-
tions. The transverse spectra, however, show marked differences in the low-frequency
power levels. With the exception of some overlap in the PSDs associated with grids
2 and 3, the spectra all appear fairly distinct. That the turbulent fluctuations vary
over such large frequency ranges indicates the suitability of these grids for exciting
instabilities across a commensurately large range.
Linear stability theory calculations indicate that the traveling crossflow mode at
these test conditions is most unstable for a 120 Hz, 10 mm wave. However, distur-
bances between 50 Hz and 250 Hz experience amplification ratios within 0.5 of the
most unstable disturbance. Likewise, the wavelength range of the most unstable trav-
eling mode is somewhat broad; waves from 8–12 mm have initial growth rates and N
factor values at x/c = 0.20 and 0.30 that are similar. Although linear stability theory
is known to not correctly predict the growth of the crossflow instability, it does serve
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Figure 4.2: Power spectral densities of u′ (uncorrelated component) for each turbu-
lence configuration. The test speed is U∞ = 24 m/s.
as a useful guide to mode selection. The PSDs of the velocity fluctuations indicate
that the traveling mode should be excited in the higher-turbulence configurations.
C. Turbulence Length Scales
The hot-wire probe is an imperfect instrument. It is, however, the best tool for
measuring turbulent flows in the wind tunnel. Due to its finite length and diameter,
the smallest scales of turbulence are beyond the reach of direct measurement (though
approximations may be made). In order to resolve the length scale of turbulent
eddies, the wire length must not be larger than the eddy size. However, wires that
are too short suffer from detrimental end effects related to the probe prongs; length-to-
diameter ratios of greater than 200 are desired (Bruun, 1995). This places a practical
limit on the wire length as sub-micron diameters may be too fragile for regular use.
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Figure 4.3: Power spectral densities of v′ for each turbulence configuration. The test
speed is U∞ = 24 m/s.
The miniature wire probes used in the present experiments are of 5 µm diameter with
a 1.25 mm length. While the aspect ratio of these wires are suitable, the length places
a limit on the smallest scales that can be directly resolved.
Given these caveats, a discussion of the measurement techniques employed is
appropriate. Cooper & Tulin (1955) present an early monograph on the subject of
turbulence measurement via thermal anemometry. A thorough (though dated) re-
view of the quantities measured is given in an appendix to that work. The standard
reference texts for turbulence (Hinze, 1975) and hot-wire anemometry (Bruun, 1995)
discuss the key aspects of turbulence measurement. The recent work of Kurian &
Fransson (2009) presents several measurement and analysis techniques and compares
these with theoretical relations for isotropic turbulence. These are the primary re-
sources that guide the task of measuring turbulence in the present experiments.
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Figure 4.4: Power spectral densities of w′ for each turbulence configuration. The test
speed is U∞ = 24 m/s.
The largest scale present in a given turbulent flow is known as the integral length
scale, Λ. This quantity represents the scale of the largest turbulent eddies in the
flow. It is typically defined by the longest distance at which independent velocity
measurements show a correlation. Expressed as a function of streamwise separation,
r, the correlation function for u′ is defined as:
f(r) =
〈u′(X, t)u′(X + r, t)〉
〈u′2rms〉
. (4.1)
In practice, this quantity is difficult to measure. The chief obstacle is that the
wake of the upstream probe (at X) would no doubt influence the measurement of
the downstream probe (at X + r). The longstanding solution to this problem is to
apply Taylor’s hypothesis of frozen turbulence. That is, if one considers that the
measured fluctuations are the result of a fixed field of turbulence passing by a probe,
the streamwise separation r may be converted to a time lag τ = r/U∞. In this case,
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the autocorrelation f of u′ is used. The streamwise integral length scale Λx is then
defined as
Λx =
∫
∞
0
f(r)dr = U∞
∫
∞
0
f(τ)dτ (4.2)
There is some ambiguity regarding the upper limit of this integral. A measured
autocorrelation function may oscillate about zero and any real measurement domain
is finite. Several approaches to determining an appropriate integration domain are
tested by O’Neill et al. (2004) and it is found that integrating up to the point where
f(r) = 0 is preferred. Using the first zero-crossing point as the upper limit has be-
come a common procedure (Kurian & Fransson, 2009); this is the approach used for
the present analysis. For homogeneous isotropic turbulence that may be described as
statistically stationary, the theoretical autocorrelation function is f(r) = exp(−r/Λx)
(Pope, 2000). Though the turbulence in this case has a degree of anisotropy, this rela-
tion is used to provide an alternate measure of the integral length scale. Experimental
data for f(r) are fitted to this model to determine Λx.
Selected autocorrelation functions are plotted in Figs. 4.5–4.7; the experimen-
tal data are also plotted in Fig. 4.8 with the streamwise displacement scaled by the
computed values of Λx. Test points corresponding to the lower turbulence intensities
are not shown as the autocorrelation functions exhibit significant deviation from the
theoretical curve. It is hypothesized that at these turbulence levels, the turbulent
fluctuations are overwhelmed by electronic noise and this precludes accurate compu-
tation of the autocorrelation function. To test this assertion, an additional test point
is added with Tu = 0.53%. This is accomplished experimentally by placing grid 3
in the settling chamber. The degree to which the measured autocorrelation func-
tions agree with the theoretical curves is deemed acceptable given that the realized
turbulence certainly deviates somewhat from the assumed character of the theory.
73
00.2
0.4
0.6
0.8
1
0 0.05 0.1 0.15 0.2 0.25 0.3
A
u
to
co
rr
el
at
io
n
,
f
(r
)
Streamwise length, r (m)
Exp
exp(−r/Λx)
Figure 4.5: Autocorrelation functions of u′ for Tu = 0.05%. The test speed is U∞ =
24 m/s.
Tu Λx∫
f(r) exp(−r/Λx)
0.05% 43 mm 43 mm
0.19% 35 mm 34 mm
0.53% 29 mm 24 mm
Table 4.2: Turbulence integral length scales measured at U∞ = 24 m/s. Results
from integration of the autocorrelation function and curve fitting to the theoretical
function are given.
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Figure 4.6: Autocorrelation functions of u′ for Tu = 0.19%. The test speed is U∞ =
24 m/s.
Computed values of the integral length scale are compiled in Table 4.2. This
table is restricted to the turbulence configurations for which the measured autocor-
relation functions qualitatively agree with the expected shape. Measurement of the
integral length scales for the lower turbulence intensity values appear to be subject
to corruption from the comparatively high level of electronic noise. These values are
not reported. The reported cases show relatively good agreement between the two
methods. For the Tu = 0.05% case, the length scale originally computed via integra-
tion was twice that obtained from the curve fit. However, when the data of Fig. 4.5
are considered, the reason for this is clear. The measured autocorrelation function
does not cross zero over a long domain but oscillates around f = 0.05. When the
integration domain in this case is limited to r = 0.20, the corresponding value of Λx
is computed to be 43 mm, in agreement with the value obtained from the curve fit.
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Figure 4.7: Autocorrelation functions of u′ for Tu = 0.53%. The test speed is U∞ =
24 m/s.
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Figure 4.8: Normalized autocorrelation curves of u′ at U∞ = 24 m/s.
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These values provide an a posteriori justification for the probe separation dis-
tance used for the optimal filtering technique. That technique requires that the probes
are separated by a distance greater than the integral length scale of the turbulence.
For those measurements, the separation distance was approximately 690 mm. Al-
though the transverse integral length scale was not directly measured, a test of the
isotropy of scales was completed following the methods of Westin et al. (1994). Two
probes are located in the same streamwise plane and separations in Y and Z are in-
troduced. Cross-correlations between the probes are computed at each point. These
data are hampered by the same problem as the autocorrelation data; the quality of
the correlation functions increases with turbulence intensity. For this reason, only the
higher turbulence case is considered. In Fig. 4.9, the cross-correlations are plotted
for Y and Z separations. To protect the hot-wire probes, the minimum separation
distances used are ∆Y = 2 mm and ∆Z = 1 mm. As this plot shows, there is some
anisotropy of the transverse scales. The larger contraction ratio in the Z direction is
the likely cause of this minor difference in scales.
The dissipation microscale (commonly known as the Taylor microscale, after G.
I. Taylor) describes the length scale that characterizes the size of the largest turbulent
eddies that are responsible for dissipation (Hinze, 1975). Put another way, this length
scale marks the divide between the inertial subrange and the dissipation subrange. As
with the integral length scale, these are not exact physical relationships but meant
to characterize the corresponding average scales. A number of relationships may
be exploited to measure this length scale. Numerical differentiation and subsequent
extrapolation of the measured autocorrelation function may be used in the definition
of the streamwise dissipation scale, λx:
2
λx
= −
[
∂2f
∂r2
]
r=0
. (4.3)
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Figure 4.9: Two-probe cross-correlations of u′ for Tu = 0.19%. The test speed is
U∞ = 24 m/s.
This difficulty in measuring f(r) near r = 0 and the numerical manipulation
may introduce significant uncertainty into the measured value of λx. For this reason,
the common procedure is to make use of a Taylor series expansion of Eq. 4.3, as in
Kurian & Fransson (2009), for example. Once again applying Taylor’s hypothesis to
convert a spatial derivative to a temporal derivative, an expression for computing the
Taylor microscale is
λx =
√
2
U∞u′rms
(∂u′/∂t)rms
. (4.4)
In practice, the derivative in the denominator is approximated with a first-order
central difference. As noted by Kurian & Fransson (2009) and Westin et al. (1994), the
sampling rate may strongly influence this measurement. For too high a sampling rate,
discretization effects in the data acquisition system and electrical noise will influence
the results. The aforementioned references use the following procedure to address
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these problems: the sampling rate is gradually increased and λx,m is computed using
Eq. 4.4 (the added subscript denotes measured values). These values are plotted as
a function of ∆X = U∞∆t for decreasing ∆X (increasing sampling rate). The data
are then extrapolated to zero using a parabolic curve fit to approximate λx. One set
of data for the baseline turbulence configuration (0.02%) is shown in Fig. 4.10.
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Figure 4.10: Measurements of the dissipation microscale for Tu = 0.02%, U∞ =
24 m/s. The data are extrapolated past the vertical dashed line.
An alternative method for determining the value of the dissipation microscale is
given by Hinze (1975). If the turbulence is homogeneous and the fluctuations follow a
Gaussian probability distribution, λx may be approximated by counting the number
of times N0, that u′(t) crosses zero per unit time. The approximate value for λx,0 is
given by Eq. 4.5, where the added subscript denotes this zero-crossing method.
λx,0 =
U∞
√
2
piN0
(4.5)
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The indirect nature of this measurement coupled with the availability of mod-
ern, high-speed data acquisition hardware seems to have made this method obsolete.
Regardless, it is used in the present experiments merely as a check on the primary
method derived from the Taylor series expansion. The results from both methods are
plotted in Fig. 4.10. These procedures are applied to data from all of the turbulence
configurations and the results are tabulated in Table 4.3. The values determined from
the two methods are consistent. The apparent trend is that the Taylor microscale is
increased in the higher turbulence configurations. Due to the difficulty in measur-
ing the integral length scale at the lower turbulence levels, the relationship (if any)
between these two length scales for the present experiments is not clear.
Tu λx,m λx,0
0.02% 0.9 mm 1.3 mm
0.03% 1.0 mm 1.3 mm
0.05% 1.6 mm 2.1 mm
0.10% 2.1 mm 2.7 mm
0.19% 4.5 mm 5.8 mm
Table 4.3: Taylor’s dissipation microscale measured at U∞ = 24 m/s. Results are
given for numerical differentiation of the streamwise fluctuations (λx,m) and for the
zero-crossing method (λx,0).
In summary, disturbance environments characterized by moderate levels of free-
stream turbulence intensity are created using sparse grids upstream of the wind tunnel
contraction. All three components of the turbulent fluctuations are measured and the
spectra are documented for the test speeds. The two-probe correlations show a mod-
est anisotropy that is expected from experimentally-generated turbulence using grids
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in the settling chamber. Integral and dissipation length scales of the turbulence are
measured, though the low levels in the present experiment make resolving these values
difficult. The difficulties associated with varying turbulence intensity while holding
the length scales fixed in an experimental setting are well known (Fransson et al.,
2005). The goal of this effort is not necessarily to put forth a correlation between
turbulence scale and its effect on crossflow instability, but to document the distur-
bance environment thoroughly. This additional information will help to facilitate the
comparison of experimental results measured across different facilities. A more de-
tailed specification of the disturbance environment will also serve to produce more
accurate results from future computational studies. The numerical receptivity stud-
ies of Tempelmann (2011), for example, examined the role of optimal disturbances
to a swept-wing boundary layer. Select disturbances in the form of surface rough-
ness were used for validation with experimental results. Careful documentation of
the freestream turbulence in the experiments will allow for simulations that specify
realistic disturbance environments, rather than relying on optimal disturbances.
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CHAPTER V
EFFECTS OF FREESTREAM TURBULENCE ON CROSSFLOW
INSTABILITY
The first set of experiments examines the polished leading edge without artificial
roughness. The distinction should be made that the leading edge is not absent of
roughness, as some level of surface roughness is always present. The natural dis-
tributed surface roughness level of this polished leading edge is 0.3 µm rms (Hunt,
2011). Although spanwise roughness arrays are commonly used to control the initial
disturbance and create a uniform series of crossflow vortices, an initial series of tests
with a clean leading edge are completed to better understand the effects of turbu-
lence alone. Chapter VI comprises experiments utilizing regular arrays of surface
roughness.
In addition to providing baseline measurements of transition location and distur-
bance evolution, these preliminary experiments serve to validate the linear stability
theory calculations. The LST calculations of Professor Helen Reed and Matt Tufts
are used to determine the spanwise wavelength of the most unstable stationary mode.
This quantity is used to apply critically-spaced roughness and to guide the selection
of subcritical wavelengths. All of the experiments are run at Rec = 2.8 × 106, with
the model oriented at α = −2.9◦. At these conditions, LST calculations show that
the wavelength of the most unstable disturbance is 10–12 mm. As will be shown,
the critical wavelength determined via experiment matches the predictions of linear
stability theory.
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A. Transition Location
Prior to detailed boundary-layer measurements using hot-wire probes, flow visu-
alization is used to guide the experiments. The NFV technique described in detail
in Chapter III is applied throughout. Perhaps the greatest utility of NFV is the
ability to quickly determine the regions where the flow is laminar. In addition to
demarcating the usable measurement region, evaluation of the transition location in-
dicates the overall effect of a configuration change (increasing freestream turbulence,
in this case). The nature of crossflow-instability-induced transition is such that the
determination of transition location requires some consideration.
The characteristic saw-tooth transition pattern induced by the stationary cross-
flow mode was shown by Dagenhart & Saric (1999) to be model-fixed. That is, chang-
ing the flow field (by translating the model, among other approaches) did not change
the transition pattern. This result, in conjunction with other experiments confirming
that surface roughness sets the initial disturbances for the stationary mode, led to
the conclusion that the saw-tooth pattern is related to small variations in natural sur-
face roughness. The transition fronts in this scenario may extend over a streamwise
range of several percent chord. In the present experiments, the average location of
transition across the span is used to represent the transition location, x/ctr.
The transition pattern measured at the baseline turbulence level (0.02%) is shown
in Fig. 5.1(A). The saw-tooth pattern is evident around the 70% chord marker.
Streamwise streaks in the surface coating due to the stationary crossflow vortices
are also visible; these may be used to measure the wavelength of the crossflow vor-
tices. From this figure, a line profile of the pixel values is measured at x/c = 0.36,
parallel to the leading edge. A small region in the upper span is used where the
streaks are the most evident. The line profile is plotted in Fig. 5.2; spectral analysis
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Figure 5.1: Flow visualization results atRec = 2.8×106, clean leading edge. (A). Tu =
0.02%, (B). 0.03%, (C). 0.05%, (D). 0.10%, (E). 0.19%.
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techniques are used to compute the spanwise spatial periodogram plotted in Fig. 5.3.
This periodogram shows a clear spectral peak indicating a crossflow wavelength of
λcr = 10.5 mm. Uncertainty analysis for this type of spectral measurement (Downs &
White, 2011) indicates that the uncertainty in this value is on the order of ±0.3 mm.
Thus, for this configuration the NFV results indicate that transition is due to a sta-
tionary crossflow mode whose wavelength is within the range expected for the most
unstable mode.
60
100
140
180
220
0 5 10 15 20 25 30 35 40 45
P
ix
el
va
lu
e
z (mm)
Figure 5.2: Pixel-value line profile of flow visualization streaks. The line profile is
taken parallel to the leading edge at x/c = 0.36, in the upper span region of Fig.
5.1A.
Similar measurements are made using enhanced freestream turbulence levels as
described in Chapter IV and the corresponding NFV results are shown in Fig. 5.1B–
E. When Tu is increased from 0.02% to 0.03%, no change is observed in the transition
pattern. However, for Tu = 0.05%, the average transition location moves forward by
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Figure 5.3: Spatial periodogram of the line profile of Fig. 5.2. The spectral peak
indicates a crossflow wavelength of 10.5 mm.
a few percent chord and the shape of the transition front changes. The transition
pattern has peaks that are less sharp than the distinctive saw-tooth pattern of the
previous two results. Based on the findings of Deyhle & Bippes (1996) (among others),
it is expected that the traveling crossflow mode will have a larger amplitude in higher-
intensity freestream turbulence, and that it will dominate the transition process for
Tu > 0.2%. By its nature, it is expected that the traveling crossflow mode will produce
a flat transition front. In the range of turbulence intensities where both modes are of
significant amplitude, a more diffuse saw-tooth pattern might be expected. As Tu is
increased to 0.19% in Fig. 5.1E, this is what is observed. The extent of laminar flow
is decreased as the freestream turbulence intensity is increased.
Numerical results of the flow visualization experiments are summarized in Ta-
ble 5.1. Between the baseline turbulence level and the highest intensity tested, the
average transition location moves forward by 0.1c. In all cases, the images show
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streaks that are spaced within the range predicted for the most unstable stationary
wavelength. From these results, it can be concluded that increasing the freestream
turbulence intensity has a destabilizing effect on the boundary layer.
Tu x/ctr λcr
0.02% 0.67 10.5 mm
0.03% 0.67 11.2 mm
0.05% 0.62 10.8 mm
0.10% 0.62 10.4 mm
0.19% 0.57 10.6 mm
Table 5.1: Transition locations measured atRec = 2.8×106 using a clean leading edge.
Tabulated values represent average transition location across the span. Crossflow
wavelengths are measured using spectral analysis of the NFV images.
B. Data Analysis and Baseline Results: Tu = 0.02%
Quantitative assessment of the crossflow disturbance evolution is made using
boundary-layer velocity measurements. Constant temperature hot-wire anemometry
is used, as described in Chapter III. Analysis of the resulting boundary-layer velocity
profiles is discussed in the context of baseline measurements: no artificial roughness
and Tu = 0.02%. To properly resolve the boundary layer, it should be on the order
of a few millimeters thick. Additionally, the disturbances need to be large enough
to distinguish from measurement uncertainty. For these reasons, the first in a series
of spanwise boundary-layer scans is started at x/c = 0.10. At these test conditions,
x/ctr = 0.67 with the peaks of the saw-tooth pattern reaching forward a few percent
chord. Boundary-layer measurements are therefore not attempted past x/c = 0.60.
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Results from the first spanwise scan are plotted in Fig. 5.4: 65 boundary-layer
profiles are measured at x/c = 0.10, spaced at ∆z = 1 mm. These profiles are
normalized by the local edge velocity, Ue, measured by extending the boundary-layer
probe a few millimeters into the freestream at each chord location. Approximately
70 points are measured per boundary layer, with the measurement density increasing
as the probe descends toward the wall. Subsequent data analysis shows that the
boundary-layer thickness is δ99.9 = 1.72 mm. This definition of the boundary-layer
thickness is used for consistency with Deyhle & Bippes (1996). At this streamwise
location, the magnitude of the steady disturbance is small, as evident in the minimal
distortion of the boundary-layer profiles. The mean profile, U(Y ) is computed by
averaging the velocity across the span at every height in the boundary layer; this
plotted as the blue line in Fig. 5.4.
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Figure 5.4: A typical set of 65 boundary-layer profiles (∆z = 1 mm) measured at
x/c = 0.10. Test conditions are Rec = 2.8× 106, Tu = 0.02%, clean leading edge.
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At x/c = 0.10, there is little modulation of the mean flow. However, the profiles
measured further downstream (x/c = 0.50) show much larger disturbances. A series
of profiles at this location is plotted in Fig. 5.5; some inflectional profiles are apparent.
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Figure 5.5: A typical set of boundary-layer profiles measured at x/c = 0.50. Test
conditions are those of Fig. 5.4.
Though it is desirable to have some measure of the basic state (undisturbed) flow,
this cannot be directly measured in the present experiment. The mean boundary-
layer profile is the sum of the basic state and mean stationary disturbance. The
steady disturbances to the flow are obtained by subtracting the mean profile from
each individual profile. For illustrative purposes, these steady disturbance profiles,
U ′(Y, z) = U(Y, z)− U(Y ) are plotted in Fig. 5.6 for a streamwise location of x/c =
0.50. The disturbances, by definition, must go to zero in the freestream. This is
observed in the experimental data. As this plot shows, the steady disturbances reach
up to 25% of Ue at this location. A more compact measure of the steady boundary-
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layer disturbances is the stationary mode shape that is computed from the disturbance
profiles. To do so, the spatial rms of the disturbance is computed in the spanwise
direction at each measured height in the boundary layer. For n profiles, this operation
is expressed as follows.
U ′rms(Y ) =
√√√√ 1
n
n−1∑
i=0
[U(Y, zi)− U(Y )]2 (5.1)
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Figure 5.6: Steady disturbance profiles computed from the boundary-layer profiles of
Fig. 5.5.
The stationary disturbance mode shapes for the clean leading-edge configura-
tion with baseline turbulence intensity are plotted in Fig. 5.7 for each streamwise
measurement station. The data show that the initial stationary disturbance is quite
small. At x/c = 0.10, the maximum value of U ′rms is less than 1% of the edge velocity.
Because the stationary crossflow mode acts at fixed locations across the model, the
crossflow vortices deform the mean flow by an integrated effect along the streamlines.
90
As a result, these weak vortices produce stationary mode shapes of relatively large
amplitude. In considering these mode shapes, the maximum amplitude grows to over
15% of the edge velocity before transition occurs.
Another important feature of these data is the appearance of nonlinear interac-
tions among stationary crossflow modes. This is manifested as a second lobe in the
mode shape profile that appears higher in the boundary layer than the maximum am-
plitude (Reibert, 1996). For this set of measurements, the onset of this phenomenon
is at x/c = 0.45, though it is fairly subtle in this case. This is due in part to the
absence of artificial roughness: exciting a uniform series of stationary vortices with
a spanwise array of discrete roughness elements produces much cleaner disturbance
measurements. This technique is now common in crossflow instability experiments
(Saric et al., 1998) and is the subject of Chapter VI.
0
1
2
3
4
5
0 0.05 0.1 0.15 0.2
Y
(m
m
)
U ′rms/Ue
x/c = 0.10
0.15
0.20
0.25
0.30
0.35
0.40
0.45
0.50
0.60
Figure 5.7: Spanwise rms steady disturbance profiles at Rec = 2.8×106, Tu = 0.02%,
clean leading edge.
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The extent of the spatial non-periodicity for natural crossflow is minor; the NFV
image showed regularly spaced streaks. The boundary-layer measurements may also
be used to visualize the flow field. To do so, iso-velocity contours are plotted for a
given measurement plane. In Fig. 5.8, such contours are plotted in increments of 5% of
Ue for measurements made at x/c = 0.60. The color contours represent the streamwise
velocity fluctuation intensity, u′rms. The plot shows the spanwise modulation of the
mean flow produced by five crossflow vortices. The middle section clearly shows an
area in which the extent of this distortion is greater than its neighbors. The likely
cause of this difference is a greater initial disturbance for this particular vortex. A
small non-uniformity in the natural surface roughness near the leading edge could
produce this result.
The unsteady fluctuation contours are computed using the AC component of the
hot-wire measurements as previously described. In addition to the standard 1 Hz–
10 kHz passband applied using a hardware filter, a 60 Hz notch filter is also applied
in the data post-processing step. The purpose of this notch filter is to remove the
component of the signal that is due to the power source. The spatial distribution
and periodicity of the unsteady modes is an indication of impending transition via
secondary instability (White & Saric, 2005). Though the high-frequency secondary
instability is not the focus of the present experiments, tracking the evolution of the
traveling modes is an important part of the turbulence receptivity problem. Select fig-
ures of the boundary-layer measurements are included in the main text for illustrative
purposes. The full series of boundary-layer profiles, steady disturbance profiles and
contour plots (of both steady and unsteady velocities) are collected in Appendix A.
To quantify the spanwise periodicity of the mean flow distortion, the PSD of
U ′(z) is computed at each boundary-layer height. This is completed following the
recommendations of Press et al. (2007) for spectral analysis. Toward that end, the
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Figure 5.8: Steady and unsteady velocity contours at x/c = 0.60. Test conditions are
those of Fig. 5.4.
data are windowed using the Welch window. Prior to computation of the PSD co-
efficients, the data are padded with zeros until the length of the data set is an even
multiple of the most unstable wavelength: λ = 12 mm. For a series of 65 profiles,
the data are padded to N = 72, such that the fundamental wavelength and its first
five harmonics are resolved by the PSD. The raw PSD coefficients are computed by
taking a fast Fourier transform of the windowed U ′ data and squaring the resulting
complex values.
The PSD coefficients are normalized by the sum of the squares of the window
function, Wss. For N points in z, the corresponding FFT components of U ′(z) are
denoted as Hk(U ′), for k = 0, 1 . . .N − 1. the PSD components are then computed
according to Eq. 5.2.
PSDk =
1
Wss
|Hk(U ′)|2 k = 0, 1 . . .N/2 (5.2)
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For the boundary-layer height corresponding to the maximum stationary distur-
bance amplitude, the PSDs for the current configuration are plotted in Fig. 5.9 for
each streamwise location. The level of disturbance in the absence of artificial rough-
ness is small; the PSDs for data measured upstream of x/c = 0.35 do not produce
usable spectral peaks. These spectra are also affected by the sort of non-uniformity
observed in the data of Fig. 5.8. As such, the spectral peaks are shifted somewhat (as
in the case of the x/c = 0.45 data). However, there is still a strong indication that the
disturbances are composed primarily of a 12 mm wave. This confirms the expectation
that this mode would appear as the dominant steady disturbance in the absence of
artificial roughness. As will be shown in Chapter VI, exciting this wavelength with a
spanwise array of roughness with λk = 12 mm effectively creates a uniform series of
crossflow vortices that quickly grow and move transition forward.
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Figure 5.9: Spanwise power spectra at Rec = 2.8 × 106, Tu = 0.02%, clean leading
edge.
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To track the evolution of the stationary disturbances, a measure of the distur-
bance amplitude is needed. There are several possibilities that Reibert (1996) shows
are largely equivalent. In the present work, the total stationary disturbance ampli-
tude, A, is computed by integrating the stationary mode profiles.
A =
1
δ99.9
∫ δ99.9
0
U ′rms(Y )dY (5.3)
The N factor is then:
N = ln
A
A0
(5.4)
In practice, the boundary-layer thickness used corresponds to 99.9% of Ue in the mean
profile U for consistency with previous research (Deyhle & Bippes, 1996). Likewise,
the unsteady disturbance amplitude, arms is computed by integrating u′rms(Y, z) in Y
and z. This is shown in Eq. 5.5.
arms =
1
zmax
1
δ99.9
∫ zmax
0
∫ δ99.9
0
u′rms(Y, z)dY dz (5.5)
The temporal frequency content of the unsteady fluctuations is of interest. As
discussed in Chapter IV, the LST calculations show that the most amplified traveling
wave has a frequency of approximately 120 Hz, and that a broad band of disturbances
around this value also exhibit strong growth rates. For consistency with previous
work using similar test conditions (White & Saric, 2005), a traveling mode passband
of 100–300 Hz is used. To compute the traveling mode disturbance amplitude, u′(t)
at every spatial point is integrated in the frequency domain over this range.
A series of traveling mode amplitude profiles are shown in Fig. 5.10 for the
clean leading edge configuration at Tu = 0.02%. At this lowest turbulence level, the
amplitude of the traveling mode is expected to be small compared with the stationary
mode. These profiles show that the maximum amplitude grows steadily up to 1% of Ue
at x/c = 0.50 and then increases sharply at the last measured point. Notwithstanding
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Figure 5.10: Spanwise mean of the unsteady disturbance profiles for the traveling
wave passband 100–300 Hz at Rec = 2.8× 106, Tu = 0.02%, clean leading edge.
this point, the traveling mode amplitude is nearly an order of magnitude less than
the stationary mode amplitude. The streamwise evolution of A and arms are plotted
in Figs. 5.11 and 5.12, respectively.
Considering the growth of the stationary disturbance amplitude, it is apparent
that saturation is not observed. The stationary disturbance amplitude does not show
any appreciable growth until x/c = 0.30, at which point it rises sharply to its maxi-
mum value at the end of the measurement domain. The lack of artificial roughness
means that the initial disturbance is very small. At this low turbulence level, the
saturation amplitude is expected to be the largest observed in these experiments, as
Deyhle & Bippes (1996) demonstrated that increasing the turbulence intensity de-
creases the saturation amplitude. It appears in this case that the small initial value of
stationary disturbance amplitude precludes it from reaching the saturation amplitude
upstream of x/c = 0.60, which is just a few percent chord forward of transition.
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Figure 5.11: Stationary disturbance amplitude evolution at Rec = 2.8 × 106, clean
leading edge.
The evolution of the unsteady disturbance amplitude in this baseline turbu-
lence case is largely flat. There appears to be a slight decay from the initial value
at x/c = 0.10 to the minimum at x/c = 0.35 in the total fluctuation level. The
arms level then rises back to its initial value before increasing up to its maximum at
x/c = 0.60. Put another way, arms only exceeds its initial value in the last measured
point. When the traveling mode component is computed using the aforementioned
100–300 Hz passband, very minor growth is observed. Considering the sharp rise
of the stationary disturbance growth and the nearly constant unsteady amplitudes,
the stationary disturbance mode is obviously the dominant instability mode at this
turbulence level.
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Figure 5.12: Traveling disturbance amplitude evolution at Rec = 2.8 × 106, clean
leading edge.
C. Enhanced Turbulence Intensity Results
It was necessary to complete a set of measurements without using artificial rough-
ness to confirm that 12 mm is the wavelength of the most unstable mode. However,
these results showed that natural crossflow incited by the inherent model roughness
is subject to some measure of non-uniformity in the spatial periodicity. The initial
disturbance amplitudes are also rather small and as such, subject to a greater de-
gree of measurement uncertainty. Using artificial roughness of small height to control
the initial disturbance and produce a more uniform series of crossflow vortices is a
well-known experimental technique that has been used in both wind tunnel and flight
experiments (see Hunt & Saric (2011) and Carpenter et al. (2010) for recent exam-
ples of each). However, before applying this approach to the present experiments, the
effects of increasing freestream turbulence intensity on the crossflow instability are
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tested using the clean leading-edge configuration and an abbreviated set of measure-
ment locations. Two levels of enhanced turbulence are used: Tu = 0.05% and 0.19%.
These are the intermediate and high levels of the five considered in Chapter IV.
1. Intermediate Turbulence Intensity: Tu = 0.05%
For Tu = 0.05%, the full set of boundary-layer profiles, steady disturbance profiles
and velocity contours are given in Appendix A. As with the data from the baseline
turbulence case, the initial stationary disturbance is quite low and the mean flow
distortion is not readily apparent in the initial measurement locations. This distortion
is only evident at x/c = 0.40 and 0.50. As the corresponding contour plots show, the
dominant wavelength is again approximately 12 mm, with some variability between
waves. Considering the spatial PSDs of Fig. 5.13, it is only these two measurement
planes that produce spectra of significance. At x/c = 0.40, what appears to be two
spectral peaks straddling λ = 12 mm are the result of some non-uniform vortex
spacing in the flow. However, the spectrum of the disturbances at x/c = 0.50 shows
a single peak at 12 mm.
The stationary disturbance mode shapes for this set of conditions are plotted
in Fig. 5.14. As before, the initial disturbance is rather small and reaches a maxi-
mum value on the order of 1%. Although the maximum disturbance amplitude at
x/c = 0.40 is slightly larger than in the baseline turbulence case, the next profile at
x/c = 0.50 is clearly attenuated by the enhanced turbulence intensity. The growth
of these disturbances is also plotted in Fig. 5.11. Though the data are somewhat
sparse, the behavior is qualitatively similar to that of the baseline turbulence case:
a period of relatively constant disturbance amplitude followed by sharp growth in
which saturation is not observed. However, the rate of growth toward the end of the
measurement domain is lower in the higher-turbulence environment.
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Figure 5.13: Spanwise power spectra at Rec = 2.8 × 106, Tu = 0.05%, clean leading
edge.
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Figure 5.14: Spanwise rms steady disturbance profiles at Rec = 2.8×106, Tu = 0.05%,
clean leading edge.
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Traveling mode disturbance profiles for Tu = 0.05% are plotted in Fig. 5.15. The
initial traveling mode shape is flat on this scale, but grows rapidly aft of x/c = 0.25,
eventually reaching a maximum value of 4%. Considering the streamwise evolution of
these values as plotted in Fig. 5.12, little change from the baseline turbulence case is
observed until x/c = 0.40. At this point and beyond, the unsteady disturbances grow
at a higher rate. Additionally, the amplitude of the traveling mode alone reaches twice
that of the total unsteady disturbance amplitude in the low-turbulence environment.
This is a preliminary indication that growth of the traveling crossflow mode is highly
dependent on freestream turbulence.
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Figure 5.15: Spanwise mean of the unsteady disturbance profiles for the traveling
wave passband 100–300 Hz at Rec = 2.8× 106, Tu = 0.05%, clean leading edge.
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2. High Turbulence Intensity: Tu = 0.19%
As with the intermediate turbulence intensity case, an abbreviated set of mea-
surements characterize the higher turbulence intensity case at Tu = 0.19%. The term
“high” is used to describe this case relative to the others and it is recognized that
this is still of modest intensity on an absolute scale. The full set of boundary-layer
profiles, steady disturbance profiles and velocity contours are plotted in Appendix A.
In this case, the steady disturbance level appears to be somewhat diffuse compared
with the lower-turbulence cases. The mean flow distortion is again not apparent until
x/c = 0.40 and is marked by the same variability in spanwise periodicity as the other
configurations. This is also evident in the PSDs of Fig. 5.16. Here, only the last two
points produce spectra indicating significant periodicity. The lower level of mean flow
distortion makes it more difficult to identify the dominant spatial mode.
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Figure 5.16: Spanwise power spectra at Rec = 2.8 × 106, Tu = 0.19%, clean leading
edge.
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The stationary mode shapes of Fig. 5.17 show that increasing the turbulence
intensity both reduces the maximum stationary disturbance amplitude and produces
mode shapes that are more broad in the Y direction. This may be interpreted as
a mixing effect of the turbulence; the higher level of velocity fluctuations in the
boundary layer does not allow the same level of spatial non-uniformity in the mean
flow. This in effect attenuates the growth of the stationary disturbance.
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Figure 5.17: Spanwise rms steady disturbance profiles at Rec = 2.8×106, Tu = 0.19%,
clean leading edge.
In contrast, the traveling disturbance mode shapes of Fig. 5.18 grow to larger
amplitudes. Although the initial mode shape at x/c = 0.10 is of very low amplitude,
the traveling mode grows rapidly until reaching its maximum amplitude of 5% at
x/c = 0.50. Comparing the streamwise evolution of these disturbances with those of
the lower-turbulence configurations in Fig. 5.11, what appears to be stationary ampli-
tude saturation is observed for the highest turbulence level case. The small number of
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data points for the clean leading edge tests precludes a definitive statement regarding
amplitude saturation, but the disturbance growth rate has dropped significantly at
x/c = 0.50 and the value of A here is significantly reduced from the baseline case.
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Figure 5.18: Spanwise mean of the unsteady disturbance profiles for the traveling
wave passband 100–300 Hz at Rec = 2.8× 106, Tu = 0.19%, clean leading edge.
As with the intermediate turbulence level case, increasing the intensity of the
freestream turbulence has a strong effect on both the value of arms and the traveling
mode disturbance amplitude as evident in Fig. 5.12. Here, the total fluctuation
amplitude is rising sharply at the end of measurement domain with an increasing
growth rate. The amplitude of the traveling mode at x/c = 0.50 is again higher than
the total unsteady disturbance amplitude of the lower-turbulence cases. The following
section presents a more quantitative comparison of these disturbance amplitudes.
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D. Comparison of Disturbance Amplitudes
To better ascertain the effect of freestream turbulence on both the stationary
and traveling crossflow modes, the initial disturbance amplitudes are considered first.
In this context, initial refers to the first experimentally measured disturbances at
x/c = 0.10. The true initial disturbances are too small to measure with current
technology, but they grow linearly in the initial regime such that the disturbances
at x/c = 0.10 are proportional. In the absence of artificial roughness, the initial
disturbances are nearly too small to measure. These values are given in Table 5.2,
and are nearly the same for each value of the turbulence intensity. Although it is
difficult to draw a strong conclusion from these data, it is observed that increasing
Tu does not markedly increase the initial stationary disturbance amplitude. The
results of Hunt & Saric (2011) show that the initial disturbance amplitude increases
linearly with roughness height. Thus, quantifying the effect of turbulence intensity on
initial disturbance amplitude is deferred to Chapter VI, where the artificial roughness
produces suitably high initial disturbance amplitudes.
Tu A0
0.02% 0.002
0.05% 0.004
0.19% 0.004
Table 5.2: Initial stationary disturbance amplitudes measured using a clean leading
edge. The test condition is Rec = 2.8× 106 and values are measured at x/c = 0.10.
The effect of turbulence intensity on disturbance growth has already been ob-
served in the stationary and unsteady amplitude evolution curves. The modes shapes
measured at x/c = 0.50 are plotted together for the three turbulence configurations
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in Fig. 5.19. As this plot shows, the maximum amplitude is reduced significantly. By
increasing the turbulence intensity to 0.19%, the maximum value of the stationary
mode shape is reduced to 45% of the corresponding value in the baseline turbulence
case. A similar comparison is made for the traveling mode amplitude curves in Fig.
5.20. The effect of increasing Tu is to raise the maximum of the traveling mode am-
plitude by a factor of 4.5 over the baseline case. However, it is noted that merely
increasing the turbulence intensity from 0.02% to 0.05% raises the maximum traveling
mode amplitude by a factor of 3.4.
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Figure 5.19: Stationary disturbance amplitude comparison at x/c = 0.50, Rec =
2.8× 106, clean leading edge.
In addition to comparing the maxima of the mode amplitude curves, the in-
tegrated values (A and a) are another suitable measure of disturbance growth as
discussed previously. These values are given in Table 5.3 for the stationary and trav-
eling modes at x/c = 0.50. At this location, the cumulative effects of freestream
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Figure 5.20: Traveling disturbance amplitude comparison at x/c = 0.50, Rec = 2.8×
106, clean leading edge.
turbulence on disturbance growth can be compared. The tabulated values show that
the stationary mode amplitude is reduced by half at the higher turbulence level, and
that the traveling mode amplitude is raised by a factor of five. Perhaps the most
striking result in this table is the sharp rise in the traveling mode amplitude from the
baseline level.
Tu A(0.50) a(0.50)
0.02% 0.054 0.005
0.05% 0.047 0.015
0.19% 0.024 0.026
Table 5.3: Stationary and traveling disturbance amplitudes measured at x/c = 0.50,
Rec = 2.8× 106 using a clean leading edge.
107
The preliminary result from these tests is that while freestream turbulence does
not appear to have a large effect on the initial disturbance generation for stationary
disturbances, it does affect disturbance growth significantly. Moreover, the traveling
mode growth is strongly affected by freestream turbulence. The criterion for a low-
disturbance wind tunnel is generally given as Tu ≤ 0.05% (Reshotko et al., 1997).
However, the result of these experiments suggests that the study of crossflow insta-
bility may be affected by minute differences in Tu that otherwise meet this criterion.
These results are tested in Chapter VI using artificial roughness arrays to set the
initial disturbances.
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CHAPTER VI
EFFECTS OF FREESTREAM TURBULENCE AND SURFACE
ROUGHNESS ON CROSSFLOW INSTABILITY
Freestream turbulence and surface roughness are two environmental disturbances
that start the path to transition. Previous research (Deyhle & Bippes, 1996) has
shown that surface roughness is the dominant provider of initial disturbances for
stationary crossflow modes while freestream turbulence provides the initial distur-
bances leading to traveling mode growth. It has been observed that the subsequent
disturbance evolution is dependent on both the initial conditions and the freestream
turbulence. To further understand this process, the effect of freestream turbulence
on stationary mode growth excited by surface roughness is examined. Two rough-
ness configurations are tested: a spanwise array of cylindrical elements spaced at the
most-unstable wavelength (λk = 12 mm) and roughness spaced at half of that wave-
length (the so-called subcritical roughness). In both cases, the elements are 3 mm
in diameter. Recent measurements (Hunt & Saric, 2011) have shown some batch-to-
batch variability in roughness height. As such, the critical roughness is approximately
12 µm tall and the subcritical roughness is 14 µm tall. The standard notation (Saric
et al., 1998) for spanwise roughness arrays is [k|λ|d], where k is the height in µm, λ is
the spanwise spacing in mm and d is the diameter in mm. The two roughness configu-
rations are then [14|6|3] (subcritical) and [12|12|3] (critical). As with the experiments
completed using a nominally smooth leading edge, all tests are run at Rec = 2.8×106.
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A. Subcritically-Spaced Roughness
The subcritical roughness spacing is chosen to be 6 mm (among the other pos-
sibilities) for consistency with previous work. The LST calculations show that a
stationary disturbance with this spacing undergoes a brief period of growth followed
by decay aft of x/c = 0.30.
1. Transition Location
In the absence of artificial roughness, the average transition location at these test
conditions with the baseline turbulence level is x/ctr = 0.67. Increasing the turbu-
lence intensity to 0.19% moves the average transition location forward to x/ctr = 0.57
(from Table 5.1). Flow visualization results from the corresponding experiments uti-
lizing subcritical roughness are shown in Fig. 6.1 for the five turbulence levels tested.
Considering the lowest turbulence level first, it is observed that the transition front
extends over a larger streamwise range and that the average transition location is
moved slightly forward from that of the nominally smooth leading edge. The transi-
tion pattern follows a saw-tooth shape that is indicative of the stationary crossflow
mode.
As the turbulence intensity is increased, little change in the pattern of transition
is observed. As with the previous results, the demarcation between laminar and
turbulent as indicated by the edge of the naphthalene coating becomes slightly diffuse
and the saw-tooth pattern is less distinct at higher turbulence levels. These trends
indicate that the traveling mode becomes the dominant instability at the higher
turbulence level. The average transition locations are listed in Table 6.1 for the
five test points. These results show that the average transition location is largely
unaffected by increasing the turbulence intensity. A series of tests were completed
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Figure 6.1: Flow visualization results at Rec = 2.8×106, [14|6|3] roughness. (A). Tu =
0.02%, (B). 0.03%, (C). 0.05%, (D). 0.10%, (E). 0.19%.
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with increased roughness heights (accomplished by stacking layers of the applique´
roughness elements) of k = 28, 42 and 54 µm. As with the single-layer results, little
change in the transition location is noted with increasing turbulence intensity. As the
roughness height is increased, the most upstream turbulent wedges in the transition
pattern gradually move forward to x/c = 0.50; this is attributed to imperfections in
the roughness array.
Tu x/ctr
0.02% 0.63
0.03% 0.64
0.05% 0.63
0.10% 0.62
0.19% 0.61
Table 6.1: Transition locations measured at Rec = 2.8× 106 using subcritical [14|6|3]
roughness. Tabulated values represent average transition location across the span.
Another important piece of information that may be gleaned from the flow vi-
sualization is the appearance of 6-mm-spaced streaks. These streaks are particularly
evident in the baseline turbulence case, immediately aft of x/c = 0.30. As discussed
in Chapter III, the naphthalene coating is not applied on the leading edge of the
model. The 6 mm streaks are only visible for a short streamwise extent before they
are replaced by more widely-spaced streaks whose spacing is not as regular. This
seems to indicate that although the roughness array is effectively exciting a station-
ary crossflow mode with the forced wavelength, the growth of a disturbance of greater
wavelength eventually outpaces it. Detailed boundary-layer velocity measurements
are used to quantitatively assess this phenomenon.
112
2. Baseline Turbulence Level: Tu = 0.02%
The boundary-layer measurements are made following the same procedure as in
the previous tests. However, the presence of a forced roughness wavelength allows
a change to be made regarding the manner in which the spatial power spectra are
normalized. The modal components of the PSD are those at λk/m, where m =
1, 2, 3, . . . . For configurations with artificial roughness, λk is the spanwise wavelength
of the array. The modal amplitudes of the steady disturbances are computed in a
fashion similar to the total stationary disturbance amplitude.
Aλ,m =
1
δ99.9
∫ δ99.9
0
PSDλ,mdY (6.1)
The modal amplitudes are then normalized such that they sum to the stationary
disturbance amplitude.
A =
∑
m
Aλ,m (6.2)
For the baseline turbulence level, measurements are made at a limited number
of streamwise stations. The complete test matrix is given in Appendix B, along with
the corresponding collection of boundary-layer velocity plots. The purpose of these
measurements is to confirm that the roughness is exciting the desired crossflow wave-
length and to measure the initial and final disturbance amplitudes. The boundary-
layer measurements confirm the spatial periodicity of disturbances observed in the
flow visualization experiments. Spectra for U ′(z) at the boundary-layer height cor-
responding to the maximum disturbance level are plotted in Fig. 6.2. The minimal
disturbance level at x/c = 0.10 does not produce a large spectral peak, but the
measurements at x/c = 0.25 show a strong spanwise modulation at the roughness
wavelength. Contours of the steady velocity in Appendix B show a regular pattern
in the mean flow distortion. By x/c = 0.40, the λk disturbance has decayed to a
negligible level and is replaced by a disturbance of longer wavelength. Though the
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velocity contours show a disturbance field that is less periodic, the spatial spectrum
has a broad peak centered at approximately 12 mm. Thus, it appears that once the
subcritical disturbance decays, the most unstable wavelength re-appears. It is this
disturbance that leads to transition.
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Figure 6.2: Spanwise power spectra at Rec = 2.8 × 106, Tu = 0.02%, [14|6|3] rough-
ness.
The stationary mode shapes for these disturbances are plotted in Fig. 6.3. Com-
pared with the stationary mode shapes for natural crossflow disturbances (Fig. 5.7),
it is clear that the initial disturbances created by the artificial roughness are larger
than those that arise from the base level of surface roughness. Consequently, the on-
set of nonlinear disturbance growth (indicated here by the appearance of a secondary
lobe in the mode shape profile) is advanced in this case. However, it is the traveling
mode amplitude that is of primary interest presently. The traveling mode profiles
(100–300 Hz passband) are plotted in Fig. 6.4. For the three measured locations,
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the traveling mode is weak: the maximum amplitude is less than 1% of Ue. This is
approximately half of the traveling mode amplitude that is measured using a clean
leading edge at this streamwise location. Due to the limited number of measurement
points, however, broad conclusions can not be drawn from these data.
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Figure 6.3: Spanwise rms steady disturbance profiles at Rec = 2.8×106, Tu = 0.02%,
[14|6|3] roughness.
The stationary disturbance amplitudes of Fig. 6.5 show that for Tu = 0.02%, a
local maximum occurs somewhere in the mid-range. Based on the flow visualization
results as well as the spatial hot-wire spectra, this is the point at which the 6 mm
disturbance begins to decay. The LST calculations for this condition show that the
6 mm wave reaches its maximum amplitude at approximately 30% chord. At the
baseline turbulence level, the unsteady amplitudes show little growth. The extent to
which the traveling mode grows is small on the absolute scale of Fig. 6.6.
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Figure 6.4: Spanwise mean of the unsteady disturbance profiles for the traveling wave
passband 100–300 Hz at Rec = 2.8× 106, Tu = 0.02%, [14|6|3] roughness.
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Figure 6.5: Stationary disturbance amplitude evolution at Rec = 2.8 × 106, [14|6|3]
roughness.
116
00.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
0.045
0.05
0 0.1 0.2 0.3 0.4 0.5 0.6
U
n
st
ea
d
y
D
is
tu
rb
an
ce
A
m
p
li
tu
d
e
x/c
Tu
0.02%
0.05%
0.19%
arms
100–300 Hz
arms
100–300 Hz
arms
100–300 Hz
Figure 6.6: Traveling disturbance amplitude evolution at Rec = 2.8 × 106, [14|6|3]
roughness.
3. Intermediate Turbulence Level: Tu = 0.05%
One goal of these experiments is to examine the effect of subcritical roughness on
the crossflow instability in a modestly-enhanced freestream turbulence environment.
The purpose of this test, in particular, is to determine the degree to which the results
from similar experiments in the ASU UWT might differ from results produced in
the KSWT. The transition location measurements showed almost no difference when
the turbulence intensity was raised to 0.03%. The majority of the test points in the
subcritical roughness experiments are completed using Tu = 0.05% rather than the
lower-intensity 0.03% turbulence configuration.
The velocity contours plots in Appendix B show a regularly-spaced distortion of
the mean flow corresponding to λk = 6 that appears by x/c = 0.20. This disturbance
persists until around x/c = 0.35, and further downstream measurements show that a
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more irregularly-spaced disturbance with a greater wavelength grows before transition
occurs. The spatial spectra of Fig. 6.7 confirm the growth and decay of the 6 mm
disturbance. However, the spanwise extent of the sampling region (65 mm) is not long
enough to properly resolve the wavelength of the disturbance that appears between
x/c = 0.40 and the end of the measurement domain. For N spatial locations, the
wavelengths resolved in Fourier space are given by:
λn =
N∆z
n
n = 1, 2, . . . , N/2 (6.3)
From this expression, the wavelength resolution diminishes as λn increases. This
may be addressed by sampling more points in z. However, transition for this roughness
configuration appears to be affected to some degree by long-wavelength or aperiodic
disturbance growth. Time constraints precluded making the additional measurements
required to spectrally resolve these disturbances.
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Figure 6.7: Spanwise power spectra at Rec = 2.8 × 106, Tu = 0.05%, [14|6|3] rough-
ness.
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The stationary mode shapes in Fig. 6.8 show linear disturbance growth until the
6 mm wave begins to decay near x/c = 0.30. The irregularity in the U ′rms profile
at x/c = 0.15 is due to some local anomalous behavior near z = 20 mm at this
streamwise location. As the disturbance characterized by the 6 mm wave decays, the
amplitude of the corresponding mode shapes also decay, before increasing sharply at
x/c = 0.50. Here, both the amplitude and wall-normal extent of the disturbance is
increased greatly over the previous points. While some of the latter is expected due
to the larger boundary-layer thickness at this point, the velocity contours at these
locations indicate that the stationary disturbances have grown rapidly in the spanwise
direction as well. From these data, it appears that although a 6 mm disturbance is
excited by the roughness array, its subsequent decay allows a more unstable, longer-
wavelength disturbance to grow in its absence. The high intensity of the unsteady
fluctuations associated with this disturbance are the harbinger of transition.
In addition to a large stationary disturbance, the amplitude of the velocity fluctu-
ations in the traveling mode passband also increases sharply in advance of transition.
These profiles are plotted in Fig. 6.9. The amplitude of the traveling mode appears to
grow to a maximum of 0.5% before increasing sharply to nearly 5% at the end of the
measurement domain. The streamwise evolution of this quantity is shown explicitly
in Fig. 6.6.
The increased disturbance environment of this subset of tests did not appear
to have an effect on the stationary disturbance growth, though data from the base-
line turbulence level are somewhat sparse. Amplitude saturation was not observed.
Although the level of the unsteady fluctuations as well as the traveling mode ampli-
tude are increased in the higher freestream turbulence, the location of transition is
effectively unchanged.
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Figure 6.8: Spanwise rms steady disturbance profiles at Rec = 2.8×106, Tu = 0.05%,
[14|6|3] roughness.
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Figure 6.9: Spanwise mean of the unsteady disturbance profiles for the traveling wave
passband 100–300 Hz at Rec = 2.8× 106, Tu = 0.05%, [14|6|3] roughness.
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4. High Turbulence Level: Tu = 0.19%
As with the baseline turbulence level, a few points are measured using the high-
turbulence configuration to give some insight into the effectiveness of subcritical
roughness at varying turbulence levels. The number of points is limited to allow
for a full series of measurements using critical roughness. The spectral content of the
steady disturbance velocities (plotted in Fig. 6.10) is like that of the previous mea-
surements: a 6 mm disturbance is evident in the upstream measurement locations
but is replaced by longer-wavelength disturbances after it decays. The results of the
flow visualization experiment at this turbulence level confirm this result.
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Figure 6.10: Spanwise power spectra at Rec = 2.8× 106, Tu = 0.19%, [14|6|3] rough-
ness.
As the stationary mode shapes demonstrate in Fig. 6.11, the disturbance am-
plitudes are reduced by the higher level of freestream turbulence. The effect on the
unsteady fluctuations is more pronounced, however. The unsteady velocity fluctua-
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Figure 6.11: Spanwise rms steady disturbance profiles at Rec = 2.8×106, Tu = 0.19%,
[14|6|3] roughness.
tion contours show that not only is the intensity of these fluctuations increased, they
are also modulated in the spanwise direction with the 6 mm wavelength. An example
of this is shown in Fig. 6.12.
As with the measurements made without artificial roughness, the traveling mode
amplitude is affected by increasing the turbulence level. The profiles of Fig. 6.13
show that the traveling mode amplitude grows substantially between each stream-
wise measurement location. When the unsteady amplitude evolution plot of Fig. 6.6
is considered, this trend is observed in the traveling mode points. The total level of
unsteady fluctuation, however, has a local maximum near the maximum level of sta-
tionary disturbance amplitude. The balance is likely due to the increased fluctuations
due to shear instability in the distorted mean flow.
122
100u′rms/Ue
0 10 20 30 40 50 60
z (mm)
0
1
2
3
4
5
Y
(m
m
)
0
2
4
6
8
10
Figure 6.12: Spanwise modulation of U and u′rms at x/c = 0.25. The test conditions
are Rec = 2.8× 106, Tu = 0.19%, [14|6|3] roughness.
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Figure 6.13: Spanwise mean of the unsteady disturbance profiles for the traveling
wave passband 100–300 Hz at Rec = 2.8× 106, Tu = 0.19%, [14|6|3] roughness.
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5. Combined Effect of Freestream Turbulence and Subcritically-Spaced
Roughness
The initial amplitude of the stationary mode is primarily set by the height of
the surface roughness. The surface roughness, however, is applied at x/c = 0.029 and
the most upstream disturbance measurements are made at x/c = 0.10. As discussed
previously, this concession still allows for an accurate comparison of initial disturbance
amplitudes if all measurements are made at this point. It has been observed thus far
that the freestream turbulence affects the growth of the stationary mode throughout
its evolution. The measured initial disturbance amplitudes of Table 6.2 show that the
extent to which increasing the turbulence level affects these values via growth rate
attenuation in the region 0.029 < x/c < 0.10 is minimal.
Tu A0
0.02% 0.007
0.05% 0.007
0.19% 0.006
Table 6.2: Initial stationary disturbance amplitudes measured at Rec = 2.8 × 106
using [14|6|3] roughness. Values are measured at x/c = 0.10.
Likewise, the amplified stationary mode shapes (measured at x/c = 0.40) are
largely unaffected by the increased freestream turbulence level. Comparing the nor-
malized maxima of the curves in the legend of Fig. 6.14, the modest increase to the
steady disturbance amplitude at Tu = 0.05% is unexpected. Similarly, the results
of Chapter V showed a marked reduction in the stationary disturbance amplitude at
the high turbulence level (0.19%). In this case, the measurements are not made a few
percent chord upstream of transition (as with the previous results), but in the region
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where the 6 mm wave has decayed significantly and before the longer-wavelength
disturbances are greatly amplified. Thus, increasing the turbulence level appears to
have little effect on stationary disturbance amplitude measured in the wake of the
decay of the 6 mm disturbance.
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Figure 6.14: Stationary disturbance amplitude comparison at x/c = 0.40, Rec =
2.8× 106, [14|6|3] roughness.
The traveling mode amplitudes measured at this location, however, are greatly
enhanced by increasing the freestream turbulence level. As the normalized mode
profiles of Fig. 6.15 show, the traveling mode is amplified significantly by modest
increases to Tu. As with the traveling mode amplitudes measured using a smooth
leading edge, increasing Tu to 0.05% shows that the traveling mode amplification is
highly affected by freestream turbulence. The stationary and traveling mode ampli-
tudes computed via integration of the mode profiles are given in Table 6.3. These
values confirm the trends observed in their corresponding mode shapes.
125
01
2
3
4
5
0 1 2 3 4 5 6 7
Y
(m
m
)
(|u′rms|/Ue)/a0 (100-300 Hz)
a0 = |u′rms|max,Tu=0.02%
a/a0 = 1.00
a/a0 = 3.29
a/a0 = 5.81
Tu = 0.02%
0.05%
0.19%
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Tu A(0.40) a(0.40)
0.02% 0.019 0.001
0.05% 0.020 0.004
0.19% 0.017 0.008
Table 6.3: Stationary and traveling disturbance amplitudes measured at x/c = 0.40,
Rec = 2.8× 106 using [14|6|3] roughness.
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B. Critically-Spaced Roughness
The critically-spaced roughness configuration consists of an array with λk =
12 mm applied at x/c = 0.029. This is the same configuration as in the experiments
of Hunt & Saric (2011). For the present experiments, a thorough text matrix is com-
pleted to measure transition and disturbance evolution at the same three turbulence
levels as in the previous roughness configurations. Additionally, a few points are
tested using Tu = 0.03%.
1. Transition Location
Flow visualization is used as before to measure the transition location. For the
critically-spaced roughness configuration, measurements are only made at the low,
medium and high intensity turbulence levels. The previous tests have shown that the
transition locations at the interstitial levels follow the pattern established by these
tests. Results of the flow visualization tests are collected in Fig. 6.16. A strong
pattern of streamwise streaks is observed and subsequent image analysis shows that
the spacing is the same as the roughness wavelength: 12 mm. These streaks persist
until the transition front, indicating that the 12 mm disturbance leads to transition.
Of course, given that this is the most unstable wavelength, this phenomenon is not
unexpected. The average transition location at the low turbulence level is x/ctr =
0.48. These images show that the transition location moves forward with each increase
to the turbulence level. Tabulated values (Table 6.4) of the average transition location
reflect this as well.
Although the expected saw-tooth transition pattern is more uniform at the base-
line turbulence level than in the previous tests, this is due to the strong growth of the
most unstable crossflow mode. The effect of the small variations in initial disturbance
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Figure 6.16: Flow visualization results at Rec = 2.8 × 106, [12|12|3] roughness.
(A). Tu = 0.02%, (B). 0.05%, (C). 0.19%.
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amplitude that produce this pattern are overshadowed by the effect of the critically-
spaced roughness. However, some regions of the transition front retain a semblance
of the saw-tooth pattern. As the turbulence level is increased, the transition front
becomes more uniform. At the highest turbulence level, the transition is nearly flat
and aligned with the 40% chord marker. This indicates that the traveling crossflow
mode is responsible for transition in this case.
Tu x/ctr
0.02% 0.48
0.05% 0.45
0.19% 0.41
Table 6.4: Transition locations measured at Rec = 2.8×106 using [12|12|3] roughness.
Tabulated values represent average transition location across the span.
2. Baseline Turbulence Level: Tu = 0.02%
As with the other roughness configurations, boundary-layer profiles, steady dis-
turbance profiles and velocity contours are plotted in full in Appendix C. Examining
these plots, and the velocity contours of Fig. C.22 in particular, a strong periodicity
is observed. The stationary crossflow vortices excited by the array of roughness with
λk = 12 mm distort the mean flow into the recognizable contours of Fig. C.22 with its
characteristic “roll-over”. The spatially-uniform initial disturbances provided by the
roughness array are useful because streamlines curve around the swept-wing model.
Without a uniform series of crossflow vortices, an observed change in A may be at-
tributed to either streamwise evolution or spatially non-uniform initial conditions due
to minor variations in surface roughness near the leading edge.
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The spanwise modulation of the distorted mean flow with wavelength λk is evi-
dent in the velocity contours. The spatial spectra shown in Fig. 6.17 reveal harmonics
at λk/2 and λk/3 whose amplitudes are significantly large aft of x/c = 0.20. The ap-
pearance of these harmonics is expected (Saric et al., 1998). It is also noted that
no subharmonic disturbances (those with wavelengths that are integer multiples λk)
of are observed, in agreement with previous results. These spectra confirm that the
forced wavelength characterizes the dominant spatial feature from the initial distur-
bance through a few percent chord upstream of transition.
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Figure 6.17: Spanwise power spectra at Rec = 2.8 × 106, Tu = 0.02%, [12|12|3]
roughness.
The stationary mode shapes of Fig. 6.18 show that linear disturbance growth
persists through x/c = 0.30, before the clear appearance of a secondary lobe in the
mode shape profile of x/c = 0.35. As the stationary disturbances become large, their
nonlinear interactions become significant. In this case, the maximum amplitude is
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over 20% of Ue. The critical roughness is a suitable environmental disturbance for
producing strong stationary mode growth, which is needed to examine the effect of
freestream turbulence on disturbance amplitude saturation.
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Figure 6.18: Spanwise rms steady disturbance profiles at Rec = 2.8×106, Tu = 0.02%,
[12|12|3] roughness.
Integrated values of the stationary disturbance profiles are plotted in Fig. 6.19.
The strong disturbance growth through x/c = 0.30 is expected given the shapes of
the stationary modes. A second period of disturbance growth follows, which may be
attributed to nonlinear growth. In a mathematical sense, the secondary lobes that
appear in the U ′rms profiles can produce a larger integrated value despite the lower
maximum values of these profiles. This is one reason that it is important to use
both of these quantities as a metric of disturbance growth. Following a peak value
at x/c = 0.40, the disturbance amplitude is observed to decay in the last measured
point.
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Figure 6.19: Stationary disturbance amplitude evolution at Rec = 2.8×106, [12|12|3]
roughness.
The growth of the traveling mode amplitudes of Fig. 6.20 is relatively sedate. The
maximum amplitude never climbs above 1% and is far less for most of the measure-
ment domain. Comparing this with the traveling mode profiles of the other roughness
configurations, it appears that roughness plays little role in initiating the traveling
crossflow mode at this turbulence level. Examining the streamwise evolution of the
unsteady modes in Fig. 6.21, a slight decay is observed in the unsteady mode before
it begins to grow at x/c = 0.30. A similar trend is observed in the traveling mode,
albeit at a much lower value. At the baseline turbulence level, the stationary mode
is clearly the dominant instability.
A small number of measurements are made with Tu = 0.03%. The correspond-
ing boundary-layer profiles and velocity contours are given in Appendix C and the
computed amplitudes are plotted along with the three main turbulence levels. The
stationary amplitudes of Fig. 6.19 are nearly the same as the baseline turbulence
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Figure 6.20: Spanwise mean of the unsteady disturbance profiles for the traveling
wave passband 100–300 Hz at Rec = 2.8× 106, Tu = 0.02%, [12|12|3] roughness.
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Figure 6.21: Traveling disturbance amplitude evolution at Rec = 2.8× 106, [12|12|3]
roughness.
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level. At x/c = 0.35, the stationary amplitude is marginally larger than in the
baseline case, but this may be within the measurement uncertainty. However, the
unsteady amplitude growth is markedly increased. The traveling mode amplitude is
approximately the same as in the baseline case. However, the total fluctuation level
in Fig. 6.21 shows the surprising result that increasing the turbulence intensity to
0.03% produces a measurable increase in the growth rate of this quantity.
3. Intermediate Turbulence Level: Tu = 0.05%
When the turbulence level is increased to 0.05%, qualitatively similar results
are observed in the boundary-layer measurements. The roughness array produces
strong spanwise modulation of the mean flow and 12 mm periodicity is evident. As
before, the spatial spectra of U ′(z) at the boundary-layer height corresponding to the
maxima of U ′rms are computed; these are plotted in Fig. 6.22. These spectra show that
in addition to λk, the first two harmonics are also observed in locations x/c ≥ 0.20.
No other components are observed, indicating that the roughness array (rather than
natural surface roughness) is the dominant source of stationary disturbance initiation.
The stationary mode shapes of Fig. 6.23 show steady, linear disturbance growth
until x/c = 0.35, at which point secondary lobes are measured above the mode shape
maxima. The boundary-layer measurements are stopped at x/c = 0.40 to avoid
attempts at wall-finding in turbulent profiles. At this location, the maximum value
of the stationary disturbance amplitude is slightly less than 0.2. This is less than
in the baseline turbulence case, indicating that the increased turbulence level has
attenuated the stationary disturbance amplitude as in the other tests. This is shown
directly in the stationary amplitudes of Fig. 6.19. At Tu = 0.05%, the stationary
mode amplitude follows that of the baseline turbulence level through x/c = 0.30, at
which point the amplitude is measurably reduced from the baseline level.
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Figure 6.22: Spanwise power spectra at Rec = 2.8 × 106, Tu = 0.05%, [12|12|3]
roughness.
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Figure 6.23: Spanwise rms steady disturbance profiles at Rec = 2.8×106, Tu = 0.05%,
[12|12|3] roughness.
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The traveling mode amplitudes are increased in the presence of elevated free-
stream turbulence. The mode shapes of Fig. 6.24 show that the traveling mode grows
in amplitude and wall-normal extent as it moves downstream: no saturation or decay
of this mode is evident. The amplitudes of the fluctuation velocity and the traveling
mode are observed to grow with increasing growth rate in Fig. 6.21 at this level of
turbulence. For each set of amplitudes, the rate of growth is at its highest at the end
of the measurement domain. This is in contrast with the baseline turbulence case,
in which the unsteady fluctuations initially decayed in amplitude and never attained
a significant amplitude. This is another demonstration of the high sensitivity of the
traveling mode to freestream turbulence.
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Figure 6.24: Spanwise mean of the unsteady disturbance profiles for the traveling
wave passband 100–300 Hz at Rec = 2.8× 106, Tu = 0.05%, [12|12|3] roughness.
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4. High Turbulence Level: Tu = 0.19%
To complete this set of experiments, the turbulence level is raised to 0.19% and
boundary-layer measurements are made through x/c = 0.375. The average transition
location for this turbulence level is x/ctr = 0.41; the hot-wire measurements are
stopped before reaching areas where the flow is turbulent. This is to avoid attempts
at wall-finding where high ∂U/∂y values might allow the probe to be moved too
close to the wall. The contours of the steady and unsteady velocities are plotted
in Appendix C. As with the other turbulence levels, the mean flow is distorted by
the stationary crossflow vortices into a periodic structure. The unsteady fluctuation
levels are also strongly periodic. However, close examination of these plots reveals that
the expected “roll-over” shape in the steady velocity contours is not as well-defined
as in the lower turbulence cases. This is the physical manifestation of the reduced
stationary disturbance amplitude. Similarly, the spatial periodicity of U ′ as plotted in
Fig. 6.25 shows a reduction in the power of the harmonics. The λk component is still
the dominant feature, but λk/2 is only observed at significant levels at x/c = 0.25.
The λk/3 harmonic is not observed. The shorter-wavelength components of the mean
flow distortion appear to be more susceptible to amplitude reduction by the increased
turbulence level.
Contours of the steady and unsteady velocity fields measured at x/c = 0.35 are
shown in Figs. 6.26 and 6.27, for Tu = 0.05% and 0.19% respectively. Comparing
these figures demonstrates the attenuation of the steady disturbances at the higher
turbulence level. In addition, the distribution of the unsteady fluctuations is affected
by the turbulence level. At Tu = 0.05%, the highest levels of u′rms are concentrated
along the left sides of the mean-flow structures (near Y = 2 mm, z = 38 mm, for
example). However, when Tu is increased to 0.19%, the maximum fluctuation levels
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Figure 6.25: Spanwise power spectra at Rec = 2.8 × 106, Tu = 0.19%, [12|12|3]
roughness.
are observed lower in the boundary-layer: Y = 0.5 mm, z = 40 mm for that same
flow structure. This indicates that the character of the instability may have changed
at the higher turbulence level.
The stationary mode shapes of Fig. 6.28 have two notable features. The maxi-
mum amplitude of these modes are reduced significantly by increasing the turbulence
level. Additionally, the appearance of nonlinear growth is advanced somewhat. The
profile measured at x/c = 0.30 has the appearance of a secondary lobe above the
profile maximum. In the previous measurements, this was not observed until the
next measurement at x/c = 0.35. The appearance of this feature is taken to signify
that the disturbance levels are high enough that disturbance interactions are of signif-
icant strength. As the stationary disturbances are clearly reduced by the freestream
turbulence, the appearance of this second lobe may also indicate that the increased
fluctuation levels are distorting the mean flow such that the mode shapes are affected.
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Figure 6.26: Spanwise modulation of U and u′rms at x/c = 0.35. Test conditions are
Rec = 2.8× 106, Tu = 0.05%, [12|12|3] roughness.
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Figure 6.27: U ′ distortion is reduced and u′rms distribution is affected by increased
Tu. Test conditions are x/c = 0.35, Rec = 2.8×106, Tu = 0.19%, [12|12|3] roughness.
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Figure 6.28: Spanwise rms steady disturbance profiles at Rec = 2.8×106, Tu = 0.19%,
[12|12|3] roughness.
The steady disturbance amplitudes of Fig. 6.19 show a significant change in the
behavior of the stationary crossflow mode in this case. The initial value is approxi-
mately the same as in the other turbulence levels, but the growth rate is somewhat
reduced. This is evident in the increasing disparity between the stationary distur-
bance at Tu = 0.19% and those of the lower turbulence levels. At x/c = 0.30,
however, the stationary disturbance reaches its peak and decays significantly there-
after. The evolution of the unsteady disturbances provide insight into the path taken
to transition.
The traveling mode profiles grow sharply in amplitude and wall-normal extent
throughout the measurement domain, as shown in Fig. 6.29. The integrated ampli-
tude values in Fig. 6.21 reflect this strong growth. The total fluctuation amplitude
experiences a high rate of growth through x/c = 0.30, at which point the growth
rate is decreased (though still positive). The traveling mode amplitude also rises
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Figure 6.29: Spanwise mean of the unsteady disturbance profiles for the traveling
wave passband 100–300 Hz at Rec = 2.8× 106, Tu = 0.19%, [12|12|3] roughness.
sharply but appears to stabilize at this point. The terminal value of the traveling
mode amplitude is not that much greater than the value observed at Tu = 0.05%.
From these plots, transition at the high turbulence level appears to be a result of
the traveling mode. The growth of this mode coupled with the decay of stationary
mode in the downstream region indicates that the traveling mode has outpaced the
stationary mode.
5. Combined Effect of Freestream Turbulence and Critically-
Spaced Roughness
From the preceding sections, it has been shown that increasing freestream tur-
bulence effectively decreases the amplitude of the stationary disturbances. As with
the subcritically-spaced roughness, it does not appear that the initial measured am-
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plitudes are affected to a large degree. The initial amplitudes measured in these tests
are tabulated in Table 6.5 and confirm this observation.
Tu A0
0.02% 0.006
0.05% 0.006
0.19% 0.005
Table 6.5: Initial stationary disturbance amplitudes measured at Rec = 2.8 × 106
using [12|12|3] roughness. Values are measured at x/c = 0.10.
Examination of the spatial spectra of U ′(z) indicates that the shorter wavelengths
may be more affected by the freestream turbulence. The stationary mode amplitudes
for disturbances of wavelength λk and its harmonics are computed and plotted in
Fig. 6.30. As this plot shows, the λk component represents the majority of the total
disturbance amplitude. The evolution of this spectral mode follows closely that of the
total stationary disturbance amplitudes. Though the λk/2 mode is of relatively small
amplitude, it does appear that it contributes more to the stationary disturbance at
the lowest turbulence level. Additionally, the disparity among the levels of this mode
becomes more pronounced aft of x/c = 0.30.
The stationary mode shapes measured for each turbulence level at x/c = 0.35
are plotted together in Fig. 6.31 and normalized by the maximum value of U ′rms in the
baseline turbulence case. As this plot shows, a measurable reduction in the stationary
mode amplitude is evident at Tu = 0.05% and the reduction at the highest turbulence
level is nearly half. The mode shapes are similar, however. Together with the initial
disturbance values, this suggests that freestream turbulence acts to reduce the growth
rate of the stationary disturbance, but does not affect the initiation of this mode.
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Figure 6.30: Stationary disturbance amplitude evolution for forced and harmonic
wavelengths at Rec = 2.8× 106, [12|12|3] roughness.
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Figure 6.31: Stationary disturbance amplitude comparison at x/c = 0.35, Rec =
2.8× 106, [12|12|3] roughness.
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Growth of the traveling mode is affected by both the freestream turbulence and
the surface roughness array. As was observed in tests using the other roughness
configurations, the amplitude of the traveling mode is greatly increased with small
increases to the freestream turbulence. However, the effect is even more pronounced
in the presence of critically-spaced roughness. Traveling mode amplitude profiles
measured at x/c = 0.35 are plotted together in Fig. 6.32. These profiles are normal-
ized by the maximum value of the traveling mode profile in the baseline turbulence
case. As this plot and the figure key show, the maximum amplitudes observed at the
higher turbulence levels are much higher than in the other roughness configurations.
In particular, the amplitude of the traveling mode is nearly 20 times greater when Tu
is increased to 0.19% in the presence of critically-spaced roughness. Initiation and
growth of the traveling mode are affected by both surface roughness and freestream
turbulence in this configuration.
Considering the integrated values of these disturbance amplitudes, this trend is
confirmed. As before, the stationary and traveling mode profiles are integrated in the
wall-normal direction to give a measure of the disturbance amplitude that accounts
for mode shape as well as maxima. The values of these quantities at x/c = 0.35
are tabulated in Table 6.6. Even though the amplitude of the stationary mode is
greater than the traveling mode in all cases, transition at Tu = 0.19% is clearly
due to the traveling mode. Perhaps the most important result in this table is the
relative strengths of the traveling mode at the baseline turbulence level and at 0.05%.
Though both levels qualify as low-disturbance environments (Reshotko et al., 1997),
the prevalence of the traveling mode in the latter is significant.
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Figure 6.32: Traveling disturbance amplitude comparison at x/c = 0.35, Rec = 2.8×
106, [12|12|3] roughness.
Tu A(0.35) a(0.35)
0.02% 0.088 0.001
0.03% 0.091 0.002
0.05% 0.077 0.015
0.19% 0.043 0.030
Table 6.6: Stationary and traveling disturbance amplitudes measured at x/c = 0.35,
Rec = 2.8× 106 using [12|12|3] roughness.
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CHAPTER VII
SUMMARY
In the course of these experiments, amplitudes of the traveling and stationary
crossflow modes are measured in flows whose freestream turbulence intensity is var-
ied from 0.02% to 0.19%. The freestream turbulence intensity is increased using high
open-area-ratio grids of various shape and element diameter. The grids are mounted
upstream of the contraction, which has the side effect of producing anisotropic tur-
bulence by reducing the streamwise component of the fluctuations. It is noted by
Tan-atichat et al. (1980) that for low turbulence flows, this reduction is due to the
increase in the streamwise velocity rather than a change in the streamwise turbulent
kinetic energy. The transverse components of Tu are higher than the streamwise com-
ponent as noted in Chapter IV. As streamwise vorticity is the important initiating
disturbance for crossflow instability growth, this enhanced freestream turbulence will
effectively excite the traveling crossflow mode.
The test model is a 45-degree swept wing with a 1.83 m chord. The airfoil
shape is designed to suppress the growth of streamwise and centrifugal instabilities
to ensure that the crossflow instability sets the path to transition. All experiments
are run at a chord-based Reynolds number of Rec = 2.8 × 106. Three different
roughness configurations are tested: baseline (characterized by 0.3-µm-rms random
distributed roughness) and arrays of [k|λ|d] = [12|12|3] and [14|6|3] roughness. This
research seeks answers to the effects of this modest level of freestream turbulence
intensity on roughness receptivity, stationary disturbance amplitude saturation levels
and transition location. The key results from these experiments are summarized and
these open research questions are addressed.
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The question of roughness receptivity—how the surface roughness creates distur-
bances to the boundary-layer velocity—may be addressed by examining the measured
initial disturbance amplitudes. The stationary disturbance amplitudes are computed
by integrating U ′rms(Y ) profiles in the wall-normal direction, as in Eq. 5.3. Normal-
izing this quantity by the boundary-layer thickness is a suitable means of rendering
it dimensionless. Though the artificial roughness is placed at x/c = 0.029, the initial
measurements are made at x/c = 0.10 because a sufficiently large disturbance and
boundary-layer thickness are needed to properly resolve the initial disturbance. The
initial disturbances are summarized in Table 7.1. In the case of artificial roughness,
the initial disturbances are approximately equal in the three turbulence environments.
There is some indication that the initial amplitudes are lower in the higher turbu-
lence environments. However, it has been demonstrated that the effect of turbulence
is to reduce the growth of stationary disturbances. The lower initial amplitudes are
attributed to disturbance attenuation between the roughness location and the mea-
surement location. It is concluded that across the measured range of Tu, freestream
turbulence plays little role in the receptivity to surface roughness.
Tu Baseline [14|6|3] [12|12|3]
0.02% 0.002 0.007 0.006
0.05% 0.004 0.007 0.006
0.19% 0.004 0.006 0.005
Table 7.1: Summary of initial stationary disturbance amplitudes measured at x/c =
0.10, Rec = 2.8×106. Baseline roughness is 0.3-µm-rms random distributed roughness
Because the initial amplitudes are mostly unaffected by increasing the freestream
turbulence, amplification ratios of the stationary disturbance amplitudes computed
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using Eq. 5.4 will be directly comparable due to their approximately equal A0 values.
The traveling disturbance mode amplitudes, computed using Eq. 5.5 with a 100–
300 Hz passband, are observed to have increasing initial values as the turbulence
level is increased. However, N factors of the traveling modes will not reflect this
by definition; these values represent disturbance change from the measured initial
value. N factors for the baseline roughness experiments are plotted in Fig. 7.1.
Measurements for the high turbulence case do not extend as far downstream due to
the advanced transition front in this case. Saturation of the stationary disturbance
amplitude is not observed in the low turbulence case. Though the measurements at
the enhanced turbulence levels are comparatively sparse (the purpose of these tests
is primarily to determine the most unstable natural disturbance), growth of these
stationary disturbances are reduced. Amplification ratios are also plotted for the
subcritical roughness measurements in Fig. 7.2. The majority of these measurements
are made at Tu = 0.05% to examine how this roughness wavelength affects the growth
of stationary crossflow vortices.
The N factor plot reflects the growth of the λk = 6 mm disturbance, followed by
its decay. Disturbance growth aft of x/c = 0.40 is attributed to a longer-wavelength
disturbance that is more unstable than the 6 mm disturbance. Regarding prospects
for transition delay with subcritical roughness, it is recommended that a longer-
wavelength roughness array is tested. The LST computations show that a disturbance
with λ = 8 mm is more unstable than λ = 6 mm, but less critical than λ = 12 mm.
An array of roughness with λk = 8 mm may produce a mean flow distortion that
persists over a longer streamwise distance before decaying, while suppressing growth
of the more unstable 12 mm disturbance.
A complete series of disturbance evolution measurements are made in the three
turbulence environments using critically-spaced roughness. N factors for the crit-
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Figure 7.1: Stationary disturbance amplification ratios at Rec = 2.8 × 106, clean
leading edge.
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Figure 7.2: Stationary disturbance amplification ratios at Rec = 2.8 × 106, with
subcritically-spaced [14|6|3] roughness.
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ical roughness experiments are plotted in Fig. 7.3. Data from the experiments of
Gladden (2001) are also included: these experiments used [6|12|3] roughness on the
same swept-wing model in a freestream turbulence environment of 0.25%. With the
exception of the highest turbulence case, the growth rates are approximately equal
through x/c = 0.25. The data at Tu = 0.25% have slightly smaller amplification
ratios. However, the effect of freestream turbulence on stationary disturbance ampli-
tude saturation is evident in the way the N factor curves begin to separate upstream
of transition. As before, because the transition location moves forward with increas-
ing freestream turbulence, the boundary-layer measurements are not carried as far
downstream in these cases. From these data, it can be concluded that increasing
freestream turbulence intensity acts to reduce the stationary disturbance amplitude,
and that this reduction is measurable at values as low as Tu = 0.05%.
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Figure 7.3: Stationary disturbance amplification ratios at Rec = 2.8 × 106, with
critically-spaced [12|12|3] roughness. Data at Tu = 0.25% are from Gladden (2001)
for [6|12|3] roughness.
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The traveling mode amplification factors are plotted in Fig. 7.4, where as before,
the data at Tu = 0.25% are from Gladden (2001). Note that the initial values in this
case are different. Disturbance growth in the traveling mode passband is referenced
to the initial value at x/c = 0.15 in this case. The growth rate of the traveling
mode in the baseline turbulence case is lower than that of the elevated turbulence
configurations. The data at Tu = 0.25% and the two intermediate values experience
nearly the same growth rates. However, due to the larger initial values in the high
turbulence cases, the terminal traveling mode amplitudes in these cases are much
higher.
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Figure 7.4: Traveling mode amplification ratios atRec = 2.8×106, [12|12|3] roughness.
Data at Tu = 0.25% are from Gladden (2001) for [6|12|3] roughness.
Amplified values of the stationary and traveling mode amplitudes are tabulated
in Table 7.2. For each roughness configuration, the values are given for the most
downstream position for which data are available across all turbulence levels. Thus,
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for the subcritical roughness, the limited number of measurements precludes compar-
ison of saturated amplitudes. In the baseline roughness configuration, it is observed
that the stationary mode amplitude is reduced by over 50% when the freestream tur-
bulence is increased to 0.19%. Conversely, the traveling mode amplitude is increased
substantially. Comparing the amplitudes of these modes, the stationary mode is
dominant at Tu = 0.02%, although they are of approximately the same amplitude at
Tu = 0.19%. Similar trends are observed when critically-spaced roughness is used.
A significant reduction in the stationary mode amplitude is observed with increasing
turbulence in concert with greatly increased traveling mode amplitudes. Although
the stationary mode is still of higher amplitude in the high turbulence case, the flow
visualization results indicate that transition is dominated by the traveling mode.
The amplitude values measured at Tu = 0.05% serve an important purpose.
This is the highest turbulence level that might still be considered a low-turbulence
environment (this is not necessarily a hard cutoff point). Compared with the data
at the lowest turbulence levels, this modest increase in Tu produces a small but
measurable attenuation of the stationary mode as well as a significant increase in the
traveling mode amplitude. Thus, for the study of the stationary crossflow mode, the
lowest possible turbulence level is recommended. For comparison to simulations and
other experiments, documentation of the turbulence is critical.
It is known that the turbulence intensity encountered in the flight environment
is typically on the order of 0.05% (as in Carpenter (2009), for example). In-flight
measurements by Riedel & Sitzmann (1998) produced values as low as Tu = 0.034%
and there is some indication that these values are artificially raised by the presence of
electronic noise. Thus, the stationary crossflow mode is the relevant instability mode
to be considered for swept-wing boundary-layer stability in the flight environment.
As such, efforts should be made to ensure that the freestream turbulence environ-
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Tu Baseline (x/c = 0.50) [14|6|3] (x/c = 0.40) [12|12|3] (x/c = 0.35)
Stationary Traveling Stationary Traveling Stationary Traveling
0.02% 0.054 0.005 0.019 0.001 0.088 0.001
0.03% — — — — 0.091 0.002
0.05% 0.047 0.015 0.020 0.004 0.077 0.015
0.19% 0.024 0.026 0.017 0.008 0.043 0.030
Table 7.2: Summary of amplified disturbance amplitudes measured atRec = 2.8×106.
ment is at least as low as 0.05% in experimental study of the crossflow instability.
Moreover, decreasing the freestream turbulence intensity further will allow stronger
growth of the stationary mode. Though perhaps an artificial inflation over the sta-
tionary mode amplitudes likely to exist in flight, this would be beneficial for the
purpose of experimental measurement.
It has been observed that freestream turbulence affects the growth of the sta-
tionary crossflow mode by reducing its saturation amplitude. Initial disturbance
amplitudes and growth rates in the linear stability regime appear largely unaffected
by modest increases to the freestream turbulence. However, as the disturbances grow
toward nonlinearity and amplitude saturation, increased turbulence intensity will at-
tenuate the stationary mode amplitudes. The traveling mode is found to be highly
receptive to freestream turbulence. That is, the traveling mode amplitudes increase
sharply when the freestream turbulence intensity is increased. Comparing the rela-
tive values of these amplitudes, the Tu = 0.2% criterion of Deyhle & Bippes (1996)
and White et al. (2001) has been confirmed. This is not an exact value, but the
traveling mode is found to be the dominant instability and the cause of transition at
Tu = 0.19% in the present experiments.
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When Tu is increased from its baseline level of 0.02%, the average transition
location is observed to march forward as much as 10% of the chord length. However,
when subcritically-spaced roughness is applied, little change to the average transition
location is observed. Thus, the criteria for traveling mode dominance (0.2%) and
low-turbulence flow (0.05%) do not form a complete description of the turbulence en-
vironment in the context of crossflow-instability-dominated transition. The intensity,
spectra and degree of anisotropy of the freestream turbulence should be documented
as small variations may produce measurably different results in disturbance amplitude
and transition location.
Toward that end, the role of turbulence intensity anisotropy should be investi-
gated further. The contraction ratios used in various wind tunnel facilities might be
expected to produce differences among the components of the turbulence intensity
and grid placement is also known to introduce differences. All three components of
the turbulence must be measured as high contraction ratios produce low streamwise
fluctuations at the cost of increased transverse components. Careful measurement
of freestream turbulence can provide realistic disturbance environments for compu-
tational work. In conclusion, the crossflow instability is strongly affected by both
surface roughness and freestream turbulence. It is only with careful characterization
of both of these quantities that the understanding and potential for control of this
instability will advance.
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APPENDIX A
BOUNDARY-LAYER PLOTS: BASELINE ROUGHNESS
Tu
x/c 0.02% 0.05% 0.19%
0.10 • • •
0.15 •
0.20 •
0.25 • • •
0.30 •
0.35 •
0.40 • • •
0.45 •
0.50 • • •
0.60 •
Table A.1: Test matrix for nominally smooth leading edge: boundary-layer scans at
Rec = 2.8× 106.
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Figure A.1: Boundary-layer profiles at x/c = 0.10, Rec = 2.8 × 106, Tu = 0.02%,
clean leading edge.
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Figure A.2: Boundary-layer profiles at x/c = 0.15, Rec = 2.8 × 106, Tu = 0.02%,
clean leading edge.
162
01
2
3
4
5
0 0.2 0.4 0.6 0.8 1
Y
(m
m
)
U(Y, z)/Ue
U(Y )
Figure A.3: Boundary-layer profiles at x/c = 0.20, Rec = 2.8 × 106, Tu = 0.02%,
clean leading edge.
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Figure A.4: Boundary-layer profiles at x/c = 0.25, Rec = 2.8 × 106, Tu = 0.02%,
clean leading edge.
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Figure A.5: Boundary-layer profiles at x/c = 0.30, Rec = 2.8 × 106, Tu = 0.02%,
clean leading edge.
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Figure A.6: Boundary-layer profiles at x/c = 0.35, Rec = 2.8 × 106, Tu = 0.02%,
clean leading edge.
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Figure A.7: Boundary-layer profiles at x/c = 0.40, Rec = 2.8 × 106, Tu = 0.02%,
clean leading edge.
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Figure A.8: Boundary-layer profiles at x/c = 0.45, Rec = 2.8 × 106, Tu = 0.02%,
clean leading edge.
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Figure A.9: Boundary-layer profiles at x/c = 0.50, Rec = 2.8 × 106, Tu = 0.02%,
clean leading edge.
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Figure A.10: Boundary-layer profiles at x/c = 0.60, Rec = 2.8 × 106, Tu = 0.02%,
clean leading edge.
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Figure A.11: Steady disturbance profiles at x/c = 0.10, Rec = 2.8×106, Tu = 0.02%,
clean leading edge.
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Figure A.12: Steady disturbance profiles at x/c = 0.15, Rec = 2.8×106, Tu = 0.02%,
clean leading edge.
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Figure A.13: Steady disturbance profiles at x/c = 0.20, Rec = 2.8×106, Tu = 0.02%,
clean leading edge.
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Figure A.14: Steady disturbance profiles at x/c = 0.25, Rec = 2.8×106, Tu = 0.02%,
clean leading edge.
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Figure A.15: Steady disturbance profiles at x/c = 0.30, Rec = 2.8×106, Tu = 0.02%,
clean leading edge.
0
1
2
3
4
5
-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4
Y
(m
m
)
(U − U)/Ue
Figure A.16: Steady disturbance profiles at x/c = 0.35, Rec = 2.8×106, Tu = 0.02%,
clean leading edge.
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Figure A.17: Steady disturbance profiles at x/c = 0.40, Rec = 2.8×106, Tu = 0.02%,
clean leading edge.
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Figure A.18: Steady disturbance profiles at x/c = 0.45, Rec = 2.8×106, Tu = 0.02%,
clean leading edge.
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Figure A.19: Steady disturbance profiles at x/c = 0.50, Rec = 2.8×106, Tu = 0.02%,
clean leading edge.
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Figure A.20: Steady disturbance profiles at x/c = 0.60, Rec = 2.8×106, Tu = 0.02%,
clean leading edge.
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Figure A.21: U and u′rms contours at x/c = 0.10, Rec = 2.8× 106, Tu = 0.02%, clean
leading edge.
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Figure A.22: U and u′rms contours at x/c = 0.15, Rec = 2.8× 106, Tu = 0.02%, clean
leading edge.
172
100u′rms/Ue
0 10 20 30 40 50 60
z (mm)
0
1
2
3
4
5
Y
(m
m
)
0
2
4
6
8
10
Figure A.23: U and u′rms contours at x/c = 0.20, Rec = 2.8× 106, Tu = 0.02%, clean
leading edge.
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Figure A.24: U and u′rms contours at x/c = 0.25, Rec = 2.8× 106, Tu = 0.02%, clean
leading edge.
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Figure A.25: U and u′rms contours at x/c = 0.30, Rec = 2.8× 106, Tu = 0.02%, clean
leading edge.
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Figure A.26: U and u′rms contours at x/c = 0.35, Rec = 2.8× 106, Tu = 0.02%, clean
leading edge.
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Figure A.27: U and u′rms contours at x/c = 0.40, Rec = 2.8× 106, Tu = 0.02%, clean
leading edge.
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Figure A.28: U and u′rms contours at x/c = 0.45, Rec = 2.8× 106, Tu = 0.02%, clean
leading edge.
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Figure A.29: U and u′rms contours at x/c = 0.50, Rec = 2.8× 106, Tu = 0.02%, clean
leading edge.
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Figure A.30: U and u′rms contours at x/c = 0.60, Rec = 2.8× 106, Tu = 0.02%, clean
leading edge.
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Figure A.31: Boundary-layer profiles at x/c = 0.10, Rec = 2.8 × 106, Tu = 0.05%,
clean leading edge.
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Figure A.32: Boundary-layer profiles at x/c = 0.25, Rec = 2.8 × 106, Tu = 0.05%,
clean leading edge.
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Figure A.33: Boundary-layer profiles at x/c = 0.40, Rec = 2.8 × 106, Tu = 0.05%,
clean leading edge.
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Figure A.34: Boundary-layer profiles at x/c = 0.50, Rec = 2.8 × 106, Tu = 0.05%,
clean leading edge.
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Figure A.35: Steady disturbance profiles at x/c = 0.10, Rec = 2.8×106, Tu = 0.05%,
clean leading edge.
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Figure A.36: Steady disturbance profiles at x/c = 0.25, Rec = 2.8×106, Tu = 0.05%,
clean leading edge.
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Figure A.37: Steady disturbance profiles at x/c = 0.40, Rec = 2.8×106, Tu = 0.05%,
clean leading edge.
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Figure A.38: Steady disturbance profiles at x/c = 0.50, Rec = 2.8×106, Tu = 0.05%,
clean leading edge.
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Figure A.39: U and u′rms contours at x/c = 0.10, Rec = 2.8× 106, Tu = 0.05%, clean
leading edge.
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Figure A.40: U and u′rms contours at x/c = 0.25, Rec = 2.8× 106, Tu = 0.05%, clean
leading edge.
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Figure A.41: U and u′rms contours at x/c = 0.40, Rec = 2.8× 106, Tu = 0.05%, clean
leading edge.
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Figure A.42: U and u′rms contours at x/c = 0.50, Rec = 2.8× 106, Tu = 0.05%, clean
leading edge.
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Figure A.43: Boundary-layer profiles at x/c = 0.10, Rec = 2.8 × 106, Tu = 0.19%,
clean leading edge.
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Figure A.44: Boundary-layer profiles at x/c = 0.25, Rec = 2.8 × 106, Tu = 0.19%,
clean leading edge.
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Figure A.45: Boundary-layer profiles at x/c = 0.40, Rec = 2.8 × 106, Tu = 0.19%,
clean leading edge.
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Figure A.46: Boundary-layer profiles at x/c = 0.50, Rec = 2.8 × 106, Tu = 0.19%,
clean leading edge.
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Figure A.47: Steady disturbance profiles at x/c = 0.10, Rec = 2.8×106, Tu = 0.19%,
clean leading edge.
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Figure A.48: Steady disturbance profiles at x/c = 0.25, Rec = 2.8×106, Tu = 0.19%,
clean leading edge.
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Figure A.49: Steady disturbance profiles at x/c = 0.40, Rec = 2.8×106, Tu = 0.19%,
clean leading edge.
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Figure A.50: Steady disturbance profiles at x/c = 0.50, Rec = 2.8×106, Tu = 0.19%,
clean leading edge.
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Figure A.51: U and u′rms contours at x/c = 0.10, Rec = 2.8× 106, Tu = 0.19%, clean
leading edge.
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Figure A.52: U and u′rms contours at x/c = 0.25, Rec = 2.8× 106, Tu = 0.19%, clean
leading edge.
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Figure A.53: U and u′rms contours at x/c = 0.40, Rec = 2.8× 106, Tu = 0.19%, clean
leading edge.
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Figure A.54: U and u′rms contours at x/c = 0.50, Rec = 2.8× 106, Tu = 0.19%, clean
leading edge.
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APPENDIX B
BOUNDARY-LAYER PLOTS: [14|6|3] ROUGHNESS
Tu
x/c 0.02% 0.05% 0.19%
0.10 • • •
0.15 •
0.20 •
0.25 • • •
0.30 •
0.35 •
0.40 • • •
0.50 •
0.60 •
Table B.1: Test matrix for [14|6|3] subcritically-spaced roughness: boundary-layer
scans at Rec = 2.8× 106.
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Figure B.1: Boundary-layer profiles at x/c = 0.10, Rec = 2.8 × 106, Tu = 0.02%,
[14|6|3] roughness.
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Figure B.2: Boundary-layer profiles at x/c = 0.25, Rec = 2.8 × 106, Tu = 0.02%,
[14|6|3] roughness.
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Figure B.3: Boundary-layer profiles at x/c = 0.40, Rec = 2.8 × 106, Tu = 0.02%,
[14|6|3] roughness.
0
1
2
3
4
5
-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4
Y
(m
m
)
(U − U)/Ue
Figure B.4: Steady disturbance profiles at x/c = 0.10, Rec = 2.8 × 106, Tu = 0.02%,
[14|6|3] roughness.
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Figure B.5: Steady disturbance profiles at x/c = 0.25, Rec = 2.8 × 106, Tu = 0.02%,
[14|6|3] roughness.
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Figure B.6: Steady disturbance profiles at x/c = 0.40, Rec = 2.8 × 106, Tu = 0.02%,
[14|6|3] roughness.
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Figure B.7: U and u′rms contours at x/c = 0.10, Rec = 2.8× 106, Tu = 0.02%, [14|6|3]
roughness.
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Figure B.8: U and u′rms contours at x/c = 0.25, Rec = 2.8× 106, Tu = 0.02%, [14|6|3]
roughness.
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Figure B.9: U and u′rms contours at x/c = 0.40, Rec = 2.8× 106, Tu = 0.02%, [14|6|3]
roughness.
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Figure B.10: Boundary-layer profiles at x/c = 0.10, Rec = 2.8 × 106, Tu = 0.05%,
[14|6|3] roughness.
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Figure B.11: Boundary-layer profiles at x/c = 0.15, Rec = 2.8 × 106, Tu = 0.05%,
[14|6|3] roughness.
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Figure B.12: Boundary-layer profiles at x/c = 0.20, Rec = 2.8 × 106, Tu = 0.05%,
[14|6|3] roughness.
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Figure B.13: Boundary-layer profiles at x/c = 0.25, Rec = 2.8 × 106, Tu = 0.05%,
[14|6|3] roughness.
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Figure B.14: Boundary-layer profiles at x/c = 0.30, Rec = 2.8 × 106, Tu = 0.05%,
[14|6|3] roughness.
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Figure B.15: Boundary-layer profiles at x/c = 0.35, Rec = 2.8 × 106, Tu = 0.05%,
[14|6|3] roughness.
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Figure B.16: Boundary-layer profiles at x/c = 0.40, Rec = 2.8 × 106, Tu = 0.05%,
[14|6|3] roughness.
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Figure B.17: Boundary-layer profiles at x/c = 0.50, Rec = 2.8 × 106, Tu = 0.05%,
[14|6|3] roughness.
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Figure B.18: Boundary-layer profiles at x/c = 0.60, Rec = 2.8 × 106, Tu = 0.05%,
[14|6|3] roughness.
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Figure B.19: Steady disturbance profiles at x/c = 0.10, Rec = 2.8×106, Tu = 0.05%,
[14|6|3] roughness.
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Figure B.20: Steady disturbance profiles at x/c = 0.15, Rec = 2.8×106, Tu = 0.05%,
[14|6|3] roughness.
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Figure B.21: Steady disturbance profiles at x/c = 0.20, Rec = 2.8×106, Tu = 0.05%,
[14|6|3] roughness.
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Figure B.22: Steady disturbance profiles at x/c = 0.25, Rec = 2.8×106, Tu = 0.05%,
[14|6|3] roughness.
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Figure B.23: Steady disturbance profiles at x/c = 0.30, Rec = 2.8×106, Tu = 0.05%,
[14|6|3] roughness.
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Figure B.24: Steady disturbance profiles at x/c = 0.35, Rec = 2.8×106, Tu = 0.05%,
[14|6|3] roughness.
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Figure B.25: Steady disturbance profiles at x/c = 0.40, Rec = 2.8×106, Tu = 0.05%,
[14|6|3] roughness.
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Figure B.26: Steady disturbance profiles at x/c = 0.50, Rec = 2.8×106, Tu = 0.05%,
[14|6|3] roughness.
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Figure B.27: Steady disturbance profiles at x/c = 0.60, Rec = 2.8×106, Tu = 0.05%,
[14|6|3] roughness.
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Figure B.28: U and u′rms contours at x/c = 0.10, Rec = 2.8×106, Tu = 0.05%, [14|6|3]
roughness.
203
100u′rms/Ue
0 10 20 30 40 50 60
z (mm)
0
1
2
3
4
5
Y
(m
m
)
0
2
4
6
8
10
Figure B.29: U and u′rms contours at x/c = 0.15, Rec = 2.8×106, Tu = 0.05%, [14|6|3]
roughness.
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Figure B.30: U and u′rms contours at x/c = 0.20, Rec = 2.8×106, Tu = 0.05%, [14|6|3]
roughness.
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Figure B.31: U and u′rms contours at x/c = 0.25, Rec = 2.8×106, Tu = 0.05%, [14|6|3]
roughness.
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Figure B.32: U and u′rms contours at x/c = 0.30, Rec = 2.8×106, Tu = 0.05%, [14|6|3]
roughness.
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Figure B.33: U and u′rms contours at x/c = 0.35, Rec = 2.8×106, Tu = 0.05%, [14|6|3]
roughness.
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Figure B.34: U and u′rms contours at x/c = 0.40, Rec = 2.8×106, Tu = 0.05%, [14|6|3]
roughness.
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Figure B.35: U and u′rms contours at x/c = 0.50, Rec = 2.8×106, Tu = 0.05%, [14|6|3]
roughness.
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Figure B.36: U and u′rms contours at x/c = 0.60, Rec = 2.8×106, Tu = 0.05%, [14|6|3]
roughness.
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Figure B.37: Boundary-layer profiles at x/c = 0.10, Rec = 2.8 × 106, Tu = 0.19%,
[14|6|3] roughness.
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Figure B.38: Boundary-layer profiles at x/c = 0.25, Rec = 2.8 × 106, Tu = 0.19%,
[14|6|3] roughness.
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Figure B.39: Boundary-layer profiles at x/c = 0.40, Rec = 2.8 × 106, Tu = 0.19%,
[14|6|3] roughness.
0
1
2
3
4
5
-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4
Y
(m
m
)
(U − U)/Ue
Figure B.40: Steady disturbance profiles at x/c = 0.10, Rec = 2.8×106, Tu = 0.19%,
[14|6|3] roughness.
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Figure B.41: Steady disturbance profiles at x/c = 0.25, Rec = 2.8×106, Tu = 0.19%,
[14|6|3] roughness.
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Figure B.42: Steady disturbance profiles at x/c = 0.40, Rec = 2.8×106, Tu = 0.19%,
[14|6|3] roughness.
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Figure B.43: U and u′rms contours at x/c = 0.10, Rec = 2.8×106, Tu = 0.19%, [14|6|3]
roughness.
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Figure B.44: U and u′rms contours at x/c = 0.25, Rec = 2.8×106, Tu = 0.19%, [14|6|3]
roughness.
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Figure B.45: U and u′rms contours at x/c = 0.40, Rec = 2.8×106, Tu = 0.19%, [14|6|3]
roughness.
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APPENDIX C
BOUNDARY-LAYER PLOTS: [12|12|3] ROUGHNESS
Tu
x/c 0.02% 0.03% 0.05% 0.19%
0.10 • • •
0.15 • • • •
0.20 • • •
0.25 • • • •
0.30 • • •
0.35 • • • •
0.375 •
0.40 • •
0.425 •
Table C.1: Test matrix for [12|12|3] critically-spaced roughness: boundary-layer scans
at Rec = 2.8× 106.
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Figure C.1: Boundary-layer profiles at x/c = 0.10, Rec = 2.8 × 106, Tu = 0.02%,
[12|12|3] roughness.
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Figure C.2: Boundary-layer profiles at x/c = 0.15, Rec = 2.8 × 106, Tu = 0.02%,
[12|12|3] roughness.
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Figure C.3: Boundary-layer profiles at x/c = 0.20, Rec = 2.8 × 106, Tu = 0.02%,
[12|12|3] roughness.
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Figure C.4: Boundary-layer profiles at x/c = 0.25, Rec = 2.8 × 106, Tu = 0.02%,
[12|12|3] roughness.
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Figure C.5: Boundary-layer profiles at x/c = 0.30, Rec = 2.8 × 106, Tu = 0.02%,
[12|12|3] roughness.
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Figure C.6: Boundary-layer profiles at x/c = 0.35, Rec = 2.8 × 106, Tu = 0.02%,
[12|12|3] roughness.
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Figure C.7: Boundary-layer profiles at x/c = 0.40, Rec = 2.8 × 106, Tu = 0.02%,
[12|12|3] roughness.
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Figure C.8: Boundary-layer profiles at x/c = 0.425, Rec = 2.8 × 106, Tu = 0.02%,
[12|12|3] roughness.
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Figure C.9: Steady disturbance profiles at x/c = 0.10, Rec = 2.8× 106, Tu = 0.02%,
[12|12|3] roughness.
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Figure C.10: Steady disturbance profiles at x/c = 0.15, Rec = 2.8×106, Tu = 0.02%,
[12|12|3] roughness.
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Figure C.11: Steady disturbance profiles at x/c = 0.20, Rec = 2.8×106, Tu = 0.02%,
[12|12|3] roughness.
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Figure C.12: Steady disturbance profiles at x/c = 0.25, Rec = 2.8×106, Tu = 0.02%,
[12|12|3] roughness.
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Figure C.13: Steady disturbance profiles at x/c = 0.30, Rec = 2.8×106, Tu = 0.02%,
[12|12|3] roughness.
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Figure C.14: Steady disturbance profiles at x/c = 0.35, Rec = 2.8×106, Tu = 0.02%,
[12|12|3] roughness.
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Figure C.15: Steady disturbance profiles at x/c = 0.40, Rec = 2.8×106, Tu = 0.02%,
[12|12|3] roughness.
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Figure C.16: Steady disturbance profiles at x/c = 0.425, Rec = 2.8×106, Tu = 0.02%,
[12|12|3] roughness.
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Figure C.17: U and u′rms contours at x/c = 0.10, Rec = 2.8 × 106, Tu = 0.02%,
[12|12|3] roughness.
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Figure C.18: U and u′rms contours at x/c = 0.15, Rec = 2.8 × 106, Tu = 0.02%,
[12|12|3] roughness.
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Figure C.19: U and u′rms contours at x/c = 0.20, Rec = 2.8 × 106, Tu = 0.02%,
[12|12|3] roughness.
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Figure C.20: U and u′rms contours at x/c = 0.25, Rec = 2.8 × 106, Tu = 0.02%,
[12|12|3] roughness.
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Figure C.21: U and u′rms contours at x/c = 0.30, Rec = 2.8 × 106, Tu = 0.02%,
[12|12|3] roughness.
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Figure C.22: U and u′rms contours at x/c = 0.35, Rec = 2.8 × 106, Tu = 0.02%,
[12|12|3] roughness.
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Figure C.23: U and u′rms contours at x/c = 0.40, Rec = 2.8 × 106, Tu = 0.02%,
[12|12|3] roughness.
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Figure C.24: U and u′rms contours at x/c = 0.425, Rec = 2.8 × 106, Tu = 0.02%,
[12|12|3] roughness.
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Figure C.25: Boundary-layer profiles at x/c = 0.15, Rec = 2.8 × 106, Tu = 0.03%,
[12|12|3] roughness.
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Figure C.26: Boundary-layer profiles at x/c = 0.25, Rec = 2.8 × 106, Tu = 0.03%,
[12|12|3] roughness.
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Figure C.27: Boundary-layer profiles at x/c = 0.35, Rec = 2.8 × 106, Tu = 0.03%,
[12|12|3] roughness.
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Figure C.28: Steady disturbance profiles at x/c = 0.15, Rec = 2.8×106, Tu = 0.03%,
[12|12|3] roughness.
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Figure C.29: Steady disturbance profiles at x/c = 0.25, Rec = 2.8×106, Tu = 0.03%,
[12|12|3] roughness.
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Figure C.30: Steady disturbance profiles at x/c = 0.35, Rec = 2.8×106, Tu = 0.03%,
[12|12|3] roughness.
228
100u′rms/Ue
0 10 20 30 40 50 60
z (mm)
0
1
2
3
4
5
Y
(m
m
)
0
2
4
6
8
10
12
Figure C.31: U and u′rms contours at x/c = 0.15, Rec = 2.8 × 106, Tu = 0.03%,
[12|12|3] roughness.
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Figure C.32: U and u′rms contours at x/c = 0.25, Rec = 2.8 × 106, Tu = 0.03%,
[12|12|3] roughness.
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Figure C.33: U and u′rms contours at x/c = 0.35, Rec = 2.8 × 106, Tu = 0.03%,
[12|12|3] roughness.
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Figure C.34: Boundary-layer profiles at x/c = 0.10, Rec = 2.8 × 106, Tu = 0.05%,
[12|12|3] roughness.
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Figure C.35: Boundary-layer profiles at x/c = 0.15, Rec = 2.8 × 106, Tu = 0.05%,
[12|12|3] roughness.
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Figure C.36: Boundary-layer profiles at x/c = 0.20, Rec = 2.8 × 106, Tu = 0.05%,
[12|12|3] roughness.
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Figure C.37: Boundary-layer profiles at x/c = 0.25, Rec = 2.8 × 106, Tu = 0.05%,
[12|12|3] roughness.
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Figure C.38: Boundary-layer profiles at x/c = 0.30, Rec = 2.8 × 106, Tu = 0.05%,
[12|12|3] roughness.
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Figure C.39: Boundary-layer profiles at x/c = 0.35, Rec = 2.8 × 106, Tu = 0.05%,
[12|12|3] roughness.
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Figure C.40: Boundary-layer profiles at x/c = 0.40, Rec = 2.8 × 106, Tu = 0.05%,
[12|12|3] roughness.
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Figure C.41: Steady disturbance profiles at x/c = 0.10, Rec = 2.8×106, Tu = 0.05%,
[12|12|3] roughness.
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Figure C.42: Steady disturbance profiles at x/c = 0.15, Rec = 2.8×106, Tu = 0.05%,
[12|12|3] roughness.
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Figure C.43: Steady disturbance profiles at x/c = 0.20, Rec = 2.8×106, Tu = 0.05%,
[12|12|3] roughness.
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Figure C.44: Steady disturbance profiles at x/c = 0.25, Rec = 2.8×106, Tu = 0.05%,
[12|12|3] roughness.
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Figure C.45: Steady disturbance profiles at x/c = 0.30, Rec = 2.8×106, Tu = 0.05%,
[12|12|3] roughness.
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Figure C.46: Steady disturbance profiles at x/c = 0.35, Rec = 2.8×106, Tu = 0.05%,
[12|12|3] roughness.
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Figure C.47: Steady disturbance profiles at x/c = 0.40, Rec = 2.8×106, Tu = 0.05%,
[12|12|3] roughness.
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Figure C.48: U and u′rms contours at x/c = 0.10, Rec = 2.8 × 106, Tu = 0.05%,
[12|12|3] roughness.
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Figure C.49: U and u′rms contours at x/c = 0.15, Rec = 2.8 × 106, Tu = 0.05%,
[12|12|3] roughness.
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Figure C.50: U and u′rms contours at x/c = 0.20, Rec = 2.8 × 106, Tu = 0.05%,
[12|12|3] roughness.
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Figure C.51: U and u′rms contours at x/c = 0.25, Rec = 2.8 × 106, Tu = 0.05%,
[12|12|3] roughness.
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Figure C.52: U and u′rms contours at x/c = 0.30, Rec = 2.8 × 106, Tu = 0.05%,
[12|12|3] roughness.
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Figure C.53: U and u′rms contours at x/c = 0.35, Rec = 2.8 × 106, Tu = 0.05%,
[12|12|3] roughness.
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Figure C.54: U and u′rms contours at x/c = 0.40, Rec = 2.8 × 106, Tu = 0.05%,
[12|12|3] roughness.
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Figure C.55: Boundary-layer profiles at x/c = 0.10, Rec = 2.8 × 106, Tu = 0.19%,
[12|12|3] roughness.
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Figure C.56: Boundary-layer profiles at x/c = 0.15, Rec = 2.8 × 106, Tu = 0.19%,
[12|12|3] roughness.
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Figure C.57: Boundary-layer profiles at x/c = 0.20, Rec = 2.8 × 106, Tu = 0.19%,
[12|12|3] roughness.
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Figure C.58: Boundary-layer profiles at x/c = 0.25, Rec = 2.8 × 106, Tu = 0.19%,
[12|12|3] roughness.
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Figure C.59: Boundary-layer profiles at x/c = 0.30, Rec = 2.8 × 106, Tu = 0.19%,
[12|12|3] roughness.
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Figure C.60: Boundary-layer profiles at x/c = 0.35, Rec = 2.8 × 106, Tu = 0.19%,
[12|12|3] roughness.
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Figure C.61: Boundary-layer profiles at x/c = 0.375, Rec = 2.8 × 106, Tu = 0.19%,
[12|12|3] roughness.
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Figure C.62: Steady disturbance profiles at x/c = 0.10, Rec = 2.8×106, Tu = 0.19%,
[12|12|3] roughness.
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Figure C.63: Steady disturbance profiles at x/c = 0.15, Rec = 2.8×106, Tu = 0.19%,
[12|12|3] roughness.
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Figure C.64: Steady disturbance profiles at x/c = 0.20, Rec = 2.8×106, Tu = 0.19%,
[12|12|3] roughness.
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Figure C.65: Steady disturbance profiles at x/c = 0.25, Rec = 2.8×106, Tu = 0.19%,
[12|12|3] roughness.
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Figure C.66: Steady disturbance profiles at x/c = 0.30, Rec = 2.8×106, Tu = 0.19%,
[12|12|3] roughness.
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Figure C.67: Steady disturbance profiles at x/c = 0.35, Rec = 2.8×106, Tu = 0.19%,
[12|12|3] roughness.
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Figure C.68: Steady disturbance profiles at x/c = 0.375, Rec = 2.8×106, Tu = 0.19%,
[12|12|3] roughness.
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Figure C.69: U and u′rms contours at x/c = 0.10, Rec = 2.8 × 106, Tu = 0.19%,
[12|12|3] roughness.
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Figure C.70: U and u′rms contours at x/c = 0.15, Rec = 2.8 × 106, Tu = 0.19%,
[12|12|3] roughness.
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Figure C.71: U and u′rms contours at x/c = 0.20, Rec = 2.8 × 106, Tu = 0.19%,
[12|12|3] roughness.
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Figure C.72: U and u′rms contours at x/c = 0.25, Rec = 2.8 × 106, Tu = 0.19%,
[12|12|3] roughness.
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Figure C.73: U and u′rms contours at x/c = 0.30, Rec = 2.8 × 106, Tu = 0.19%,
[12|12|3] roughness.
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Figure C.74: U and u′rms contours at x/c = 0.35, Rec = 2.8 × 106, Tu = 0.19%,
[12|12|3] roughness.
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Figure C.75: U and u′rms contours at x/c = 0.375, Rec = 2.8 × 106, Tu = 0.19%,
[12|12|3] roughness.
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