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ABSTRACT
A nite-volume method is presented for the computation of compressible ows of two immiscible uids at very
dierent densities. The novel ingredient in the method is a two-uid linearized Godunov scheme, allowing
for ux computations in case of dierent uids (e.g., water and air) left and right of a cell face. A level-set
technique is employed to distinguish between the two uids. The level-set equation is incorporated into the
system of hyperbolic conservation laws.
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1. Introduction
1.1 Application area: water-air ows
The present paper is directed towards the computation of two-uid ows consisting of water and air.
Premises are that the water and air do not mix and that vaporization and condensation phenomena do
not occur. Furthermore, the surface water waves that are of practical relevance are assumed to be of
suciently large scale to safely neglect surface tension. Despite these simplications, the application
area is still vast: computational ship hydrodynamics, the combined computation of wind elds and sea
currents, etc. Various computational challenges exist in accurately and eciently computing water-air
ows, in particular their interfaces.
1.2 Treatment of free-surface ows
1.2.1 Basic grid techniques To compute a free surface on a grid, basically two techniques exist:
(i) moving or tting (Lagrangean) techniques and (ii) xed-grid (Eulerian) techniques. In the rst,
the free surface forms (part of) the grid boundary (Figure 1a); the latter is t to the free surface.
In the second, the free surface is in general not aligned with the grid (Figure 1b). Because in the
moving-grid approach the grid is attached to the free boundary, its free surface is crisp, but it is not
necessarily accurate; its location and topology may be poorly resolved. A moving-grid technique is
not well-suited for the computation of bifurcating free surfaces. In practice, it may even be unsuited
for free surfaces that are non-bifurcating, but just strongly distorted. Fixed-grid techniques do not
suer from such drawbacks, but here the front may be diused. Mixed Lagrangean-Eulerian methods,
2which try to combine the best of the above two basic techniques, may be constructed. An example of
such a hybrid approach would be to overlay a xed grid with a narrow moving grid attached to the
free surface (Figure 1c). We proceed by considering moving- and xed-grid techniques in more detail.
b. Fixeda. Moving c. Hybrid
Figure 1: Types of grid techniques for computing free-surface ows.
1.2.2 Moving-grid techniques A common approach in moving-grid techniques is to describe the free
surface as a height function, say as h(x; t) in the 2D unsteady case (Figure 2), or as h(x; y; t) in 3D.
Some references to free-surface height methods are [1, 2, 3]. It is common use to do the calculation
of the free-surface height separately from that of the bulk ow, a reason being that in case of a
single-valued height function, the free-surface-ow problem is one dimension lower than the bulk-
ow problem. (Methods that compute the height function and the bulk ow simultaneously do exist
though, see, e.g., [4].)
h
x
y
Figure 2: Free-surface height h.
The number of conditions to be imposed on the free surface is one more than on xed boundaries,
it is equal to the usual number for the bulk ow (two conditions for the 2D Navier-Stokes equations,
e.g.) plus one extra for the height function. For free-surface-ow problems as occurring in ship
hydrodynamics, the simplest free-surface conditions express that the mass transport through and
the stresses at the free surface are zero. Imposing these conditions in a physically correct way is of
paramount importance for a good resolution of the free surface and is not trivial. One subtlety in
case of, e.g., steady free-surface water waves is that these are known to satisfy dispersion relations [5],
which uniquely relate the lengths of the free-surface waves under the action of gravity to the Froude
number. Ideally, in the discrete case, these relations should be satised. Another point of attention
is the intersection of the free surface and a no-slip boundary, an example of this is the water line at
a ship's hull. Here, the (minor) diculty is that in the unsteady case the free-surface and the no-slip
boundary conditions do not match.
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Because during the free surface's motion the grid may strongly distort, discretization of the ow
equations in the computational domain is more appropriate than in the physical domain. A conse-
quence is that because of the more intricate equations (due to the metric terms), it is harder to build
in physics at a low discretization level.
For steady, free-surface-ow problems, a common solution approach (when using the free-surface-
height method) is the following two-step process:
1. Solve the steady bulk-ow equations (the full Navier-Stokes equations, e.g.) with the free surface
frozen and with { consequently { one free-surface condition not imposed.
2. On the basis of the previously obtained bulk-ow solution, correct the free surface such that it
(better) satises the free-surface condition not imposed in the rst step. If not yet converged
for both bulk ow and free-surface ow, return to step 1.
A pitfall in making this solution process ecient is to make both steps ecient, ignoring their in-
teraction. This holds in particular for step 2; introducing large free-surface updates may hamper or
even ruin the bulk-ow problem's convergence to a steady state. For that reason, the rule in steady
free-surface ow computations is to carefully march the unsteady free-surface and bulk-ow equa-
tions to a steady state. However, because of the persistent unsteady free-surface-ow phenomena,
this evolutionary approach is not ecient at all. In [6], still following the above two-step process, an
ecient method is proposed for solving the steady free-surface ow (step 2) whilst keeping the induced
perturbations in the bulk ow (step 1) small. The key lies in the implementation of the free-surface
conditions: in [6], a so-called quasi-free-surface condition is proposed. For smooth, singly-connected
free surfaces, this method appears to work perfectly well [7, 8]. However, when steepening the wa-
ter waves, as expected, its performance deteriorates and nally breaks down. In case of unsteady
free-surface ows, the technique of alternatingly updating the bulk ow and the free surface may be
followed as well. However, it is expected that this subcycling approach is only rst-order accurate
in time, independent of the separate accuracies of the time integrators for bulk ow and free-surface
ow. (Evidence for this, in the application area of uid-structure interactions, is given in [9].)
Fixed-grid methods hold out the promise of resolving a much larger class of free-surface ows and
{ also { of not suering from a time accuracy barrier in the unsteady case. In the next section, we
consider some pros and cons of xed-grid techniques.
1.2.3 Fixed-grid techniques In the Eulerian approach, since many years, some well-proven techniques
exist for computing ows with free boundaries. A classical method is the Marker-and-Cell (MAC)
method [10]. In it, one of the two uids is seeded with massless particles that go with the ow. A grid
cell without any particle is dened to be a cell fully lled with the other uid (possibly void) and the
free surface(s) may be dened as the set(s) of cell faces separating the cells with particles from the
cells without, or { more accurately { as the tight contour(s) wrapped around the particles such that
no cell without particles is closed in (Figure 3a). Flow bifurcations cause no diculties to the MAC
method. A deciency though is that no clear distinction can be made between physical and numerical
cavitation (Figure 3a: empty cell at the bottom of the uid). To avoid this uncertainty, the rule is to
seed the uid with as many particles as possible. Doing so, particularly in 3D, the MAC method may
become very expensive.
A more ecient xed-grid method is the Volume-of-Fluid (VOF) method [11]. In it, per grid cell,
in addition to the standard uid-ow quantities such as velocity and pressure, a scalar quantity is
introduced, which represents the fraction of that cell, that is lled with one of the two uids: the VOF
fraction (Figure 3b). The fraction is transported by means of the advection equation. The location
of the free surface can be dened in a similar way as in the MAC method, viz. as the set of cell faces
separating the cells with the VOF fraction larger than zero from the cells with the VOF fraction equal
to zero, or { more accurately { at the subcell level. The latter requires intricate ux algorithms,
particularly in 3D. A principal drawback of the VOF method is that the VOF fraction is non-smooth
and { hence { hard to accurately resolve in precisely the region of interest: at the free surface.
4A natural x is to replace the VOF fraction by a smooth scalar function, which represents, e.g.,
the distance to the free surface. Doing so, the free surface is simply dened as the zero-distance
iso-surface. This is known as a level-set method (Figure 3c). A text book on level-set methods is [12],
a classical journal paper is [13]. Older work in which the technique is already found, though not yet
under the name of level-set technique, is that by Markstein on ame propagation. See, e.g., [14], in
which a ame front is represented by a higher-dimensional, dierentiable function that is advected by
the ow. Since last decade, level-set methods enjoy many publications, a list related to CFD only is
[15]{[30]. When computing the ow of a single uid with free surface, i.e., a material-void interface,
a minor problem of level-set methods is that no velocity eld is dened in the void region. Hence,
to guarantee smoothness of the level-set function, a proper articial velocity eld in the void region
needs to be dened. This diculty may also be seen as a good opportunity though to improve the free
boundary's resolution without being inhibited by physics. E.g., in the void region an articial velocity
might be chosen which counteracts the eects of numerical diusion by anti-advection [23, 31].
Keeping the level-set function smooth forms a point of attention. During the computation, the
function may need to be regularized. In this reinitialization step, care needs to be taken that the
free-surface location is preserved.
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Figure 3: Known types of xed-grid techniques for computing free-surface ows.
Using an MAC, a VOF or a level-set method, free-surface boundary conditions can be imposed at
all cell faces separating the two uids or { alternatively { at the subcell level. With a level-set method,
the latter can be done more accurately than with the VOF method, but is still intricate, particularly
in 3D. In [32], the approach of imposing free-surface conditions in the interior of the computational
domain is called tracking. In some sense, imposing conditions on a free surface is a contradiction
in terms. The free surface is genuinely free when it is captured (i.e., when no conditions at all are
imposed on it). In capturing methods, in principle, the free surface is a two-uid interface (with one
uid possibly virtual). The challenge of capturing methods is to choose or devise a physically correct
two-uid ux formula to be applied at the low discrete level of cell faces. A specic, well-known
problem of capturing (not of tracking and tting) techniques is that large solution errors may occur
near the interface (the so-called `pressure-oscillation problem'). In literature, several remedies against
this have already been proposed. In a forthcoming paper we will also address this problem.
As mentioned, both tracking and capturing can be combined with the MAC, the VOF as well as the
level-set method. In the present paper, we consider the combination of a capturing scheme and a level-
set technique. A novel capturing scheme suitable for two-uid ows, in particular liquid-gas (water-air)
problems, is proposed. As compared to the surface-height method, with the MAC, VOF and level-set
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methods, computational overhead has been introduced by the representation of the n-dimensional
free surface as an (n+ 1)-dimensional set of particles (MAC) or function (VOF and level-set). When
computing a single-uid-ow problem with free surface by a capturing technique, even more overhead
is introduced by the computation of the ow of the virtual second uid. The overhead is expected to
be counterbalanced to an amply sucient degree by the advantages of capturing: no remeshing, no
limitation with respect to free-surface topologies, no free-surface boundary conditions to be imposed
(the dispersion relations in case of water waves under the action of gravity, e.g., will be satised
automatically), etc.
1.3 Point of departure
The present work is directed towards two-uid-ow computations on the basis of the Navier-Stokes
equations, excluding phenomena such as surface tension, mixing of the uids, and condensation and
vaporization. Diusion and gravity are still planned for future work, here the homogeneous Euler
equations are considered.
In [32], Kelecy & Pletcher consider capturing for incompressible two-uid-ow equations, which
are balanced through the zero-divergence relation for the velocity eld. In a capturing technique for
the ow of two uids with dierent densities, density is an unknown even in the incompressible case.
Given this fact, a compressible approach will not necessarily be much more computing-intensive. The
foreseen applications are homentropic, yielding { for perfect gases and liquids { equations of state of
the compact form p = p(). Hence, to balance the equations, no energy equation needs to be invoked.
Use of the compressible uid-ow equations has the following advantages over the incompressible:
 The unpleasant property of weak coupling between continuity equation and momentum equations
(through velocity only) is avoided. Advantage can be taken of numerical techniques with built-in
physics, which have been developed already for gas-dynamics applications. E.g., at each cell face,
a local 1D Riemann problem can be considered (Godunov approach). With this, it should be
possible to resolve in a physically correct way the two-uid interface (represented by the contact
discontinuity) over a single cell face or cell only. In such a compressible approach, there will be
no need for, e.g., staggering or { in case of unsteady ow simulation { pseudo-time stepping.
 In principle, the compressible approach is always more correct. For very low-Mach number ows,
it may still be preferable when, e.g., large characteristic lengths play a role. The time needed
by pressure disturbances to travel along a ship's hull, e.g., may be signicant. (Denoting the
characteristic length and time by l and  , respectively, and the ow speed and speed of sound
by u and c, with the for ship hydrodynamics realistic values l = 100 m, u+ c  c  1000 m/sec,
it follows  = l=(u+ c) = 0:1 sec, which may not be negligible in unsteady ow simulations.) In
low-Mach-number hydraulics problems such as the simulation of the impact of storm surges on
dikes, compressibility is even mandatory. (Air enclosed by water wave and dike will behave as
an airbag; compressibility is essential in the dynamics of these ow problems.) For the known
diculties of low-Mach number ows (poor solvability and reduced accuracy) many xes have
been proposed, see, e.g., [33]{[41], and [42], p. 578 for more recent work.
1.4 Outline of paper
In the present paper, the emphasis still lies on the development of a liquid-gas Godunov-type scheme,
in combination with a level-set technique, i.e., on ows with a single spatial dimension only.
The contents of the paper is the following. In Section 2, the continuous ow model is given (con-
servation laws, equation of state and level-set equation). In Section 3, the space discretization of
the equations is presented (the Riemann problem and corresponding Godunov-type scheme, at both
interior and boundary cell faces). In Appendix A, we show that this scheme is a linearized, two-uid
Godunov scheme.
62. Flow model
2.1 Conservation equations
The two uids do not mix. Denoting the densities of the two uids by 
1
and 
2
, this implies that if

1
> 0 then 
2
= 0 and { vice versa { if 
2
> 0 then 
1
= 0. (See Figure 4 for a 1D illustration with
x
fs
the location of the free surface.)
0 x
r
a. Fluid 1
0 x
2
b. Fluid 2
x
1r
fsxfs
Figure 4: Density distributions in 1D ow of two immiscible uids.
The immiscibility also implies that u
1
(x
fs
) = u
2
(x
fs
) = u(x
fs
); the free surface is a contact discon-
tinuity. The separate masses of the two uids need to be conserved. In 1D, this means for a control
volume 
:
Z


d
1
dt
dx+ (
1
u)
@

right
  (
1
u)
@

left
= 0; (2.1a)
Z


d
2
dt
dx+ (
2
u)
@

right
  (
2
u)
@

left
= 0: (2.1b)
For the control volume 
 we may next dene the bulk density  
R


(
1
+
2
)dx
R


dx
, which for suciently
small 
 can be approximated by  =

1
V
1
+
2
V
2
V
1
+V
2
, where V
1
and V
2
are the sizes of the subvolumes of

 that are lled with uid 1 and uid 2, respectively. (So, it has been assumed that 
1
and 
2
are
constant over V
1
and V
2
, respectively.) Introducing the volume fraction  of uid 1,  =
V
1
V
1
+V
2
, we
can write
 = 
1
+ (1  )
2
;  2 [0; 1]: (2.2)
An alternative for (2.1) is then
Z


d
dt
dx+ (u)
@

right
  (u)
@

left
= 0; (2.3)
plus a still to be lled in equation for the location(s) x
fs
of the interface(s) in space and time. The
latter equation determines  = (x; t). Looking ahead at the dierences between both formulations
in a numerical implementation, we already note that with the bulk-density formulation, in a nite-
volume discretization, total mass of the uid will be conserved, but not necessarily the masses of the
two separate uids. In case (x; t) is not exactly resolved, the two separate masses are not conserved.
As opposed to that, with formulation (2.1) in a nite-volume discretization, the masses of the separate
uids are always exactly conserved. Hence, when using formulation (2.3), an accurate resolution of
the interface location(s) is of paramount importance.
As far as momentum is concerned, the bulk density is a more practical quantity than the densities
of the two separate uids, because { as opposed to mass { the momenta of the two uids do not need
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to be conserved separately. Only the total amount does, the two uids can exchange momentum.
Because surface tension is not considered, it also holds p
1
(x
fs
) = p
2
(x
fs
) = p(x
fs
). So, for the
momentum equation we can write
Z


d(u)
dt
dx+ (u
2
+ p)
@

right
  (u
2
+ p)
@

left
= 0: (2.4)
To describe two-uid ows, we opt for the bulk-density description, i.e., equations (2.2){(2.4). The
system of equations is not yet balanced. There are six unknowns: 
1
; 
2
; ; p; u and . The equation
for the location of the interface (determining ) still has to be chosen. For this, we follow a level-set
approach, to be discussed in the next section. For the remaining unknowns 
1
and 
2
, equations of
state 
1
(p) and 
2
(p) are chosen in Section 2.3.
2.2 level-set equation
As mentioned, to conserve the masses of the separate uids as accurately as possible when using the
bulk-density formulation, it is essential to resolve the free-surface locations as accurately as possible.
For that purpose, the level-set approach is (in principle) better suited than the VOF approach, because
of its better smoothness properties. Good smoothness of the level-set function is rst taken care of in
the level-set function's initialization. A common approach is to initialize the level-set function as the
signed distance to the initial free surface, with the distance positive in { say { uid 1 and negative in
uid 2. The choice for the signed-distance function may not be attractive though. In case of, e.g., a
1D ow problem with two interfaces (Figure 5), the level-set function dened as the signed-distance
fluid 2 fluid 1fluid 1 x
1)( fsx       2)( fsx 
Figure 5: 1D two-uid ow with two interfaces.
function would look as depicted in Figure 6a, i.e., perfectly smooth at both free surfaces, but with
a non-dierentiability in between. Denoting the level-set function by , in formula, the function in
Figure 6a reads
(x) = min (x  (x
fs
)
1
; (x
fs
)
2
  x) : (2.5a)
The level-set function does not need to be the signed-distance function. An alternative for it, which
is uniformly smooth but non-zero at the free surface is sketched in Figure 6b. In formula, here, one
may think of, e.g.,
(x) = e
 (x (x
fs
)
1
)
2
(x (x
fs
)
2
)
2
  1: (2.5b)
In [23], numerical experiments are done with level-set functions similar to the latter. For our present
applications, the level-set function does not need to be uniformly smooth, only at the interfaces it must
be. It is preferred to be linear there. Therefore, in the present paper we do take the signed-distance
function as the initial level-set function.
The level-set function is advected by, in 1D:
@
@t
+ u
@
@x
= 0; (2.6)
with u the local velocity. Combined with bulk-mass conservation equation (2.3), quasi-linear equation
(2.6) may be written in the conservative control-volume form
Z


d()
dt
dx+ (u)
@

right
  (u)
@

left
= 0: (2.7)
8x 1( fsx( fs fs)))) (x2 2x
ff
x
1( fs
b. Continuously differentiable function
x00
a. Signed-distance function
Figure 6: Possible initial level-set functions for 1D two-uid ow with two interfaces.
Conservation of  is not important, there is no conservation law for it. The form (2.7) is simply
practical because it is consistent with the system (2.3){(2.4), it can be directly added to it. As
soon as the level-set function becomes insuciently smooth during its advection (assuming there is
a smoothness criterion available), it must be regularized. Crucial in this reinitialization is that the
free-surface location(s) at that specic moment are preserved as accurately as possible. (If this is not
taken care of, the reinitialization can be even counterproductive.)
The advantages of level-set methods over particularly VOF methods are:
 Level-set functions are smooth at physical discontinuities and { hence { can be advected in a
numerically accurate way precisely there. As opposed to that, the less smooth VOF function
may easily smear out or become non-monotonous during its advection, thus deteriorating the
resolution of the free surface.
 The level-set equation can be directly embedded into the system of uid-ow equations and
discretized collectively and consistently with these. E.g., it can be included into the Godunov-
type scheme, which is what we will do. Related to this, there is no principal diculty in
extending a 1D level-set technique to multi-D.
2.3 Equations of state
In our water-air computations, for both uids, elegant use can be made of a single equation of state,
Tait's [43, 44]:
p+Bp
1
(1 +B)p
1
=



1


; (2.8)
where the subscript 1 refers to some reference state. For water, it holds (at sea level conditions):
 = 7, B = 3000, 
1
= 1000 kg=m
3
, and for air:  =
7
5
, B = 0, 
1
= 1 kg=m
3
. With (2.8), both
the water and air density, to be denoted from now on by 
w
(p) and 
a
(p), are convex functions of
pressure. Likewise, the corresponding bulk density
(; p) = ()
w
(p) + (1  ())
a
(p); () 2 [0; 1] (2.9)
is. The physical consequences of this overall convexity are that neither locally very low speeds of sound
(much lower than in pure water or pure air), nor entropy-condition-satisfying expansion shocks can
occur. These two anomalous phenomena are typical for ows with mixed convex-concave equations of
state, ows with, e.g., condensation or vaporization [45], and cannot occur in the immiscible two-uid
ows considered here. To give some more evidence of this, consider the speed of sound of the bulk
uid: c
2
=
@p
@
. Using (2.9), we can write
1
c
2
=

c
2
w
+
1 
c
2
a
, with c
2
w
=

d
w
dp

 1
and c
2
a
=

d
a
dp

 1
. So,
c
2
=
c
2
w
c
2
a
c
2
a
+ (1  )c
2
w
: (2.10)
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Assuming that for any given p, c
a
< c
w
, from (2.10) it is seen that c
a
 c  c
w
for all  2 [0; 1]. For
clarity, we also give a graphical illustration. In two-phase ows with condensation or vaporization,
the pressure-density diagram may look as sketched in Figure 7a, i.e., as a mixed convex-concave curve
with extremely small values of the speed of sound,
dp
d
, in the condensation/vaporization zone. As
opposed to that, in the case of two immiscible uids, a family of purely convex curves exists, curves
that become increasingly steeper for increasing  (Figure 7b). So, for any p and for all values of
 2 (0; 1) it holds c
a
< c < c
w
.
A slight inconvenience of the nonlinear equation of state (2.8) in combination with (2.9) is that the
calculation of p for known  and  ( 6= 0 and  6= 1) needs to be done iteratively.
r
p
0
gas
r
a. For two-phase flows b. For immiscible two-fluid flows
a=0 a=1
condensation
vaporization
liquid
gas
liquid
a=
1/
4
a=
1/
2
a=
3/
4
p
0
Figure 7: Pressure-density diagrams.
3. Discretization
3.1 Finite volumes
Summarizing, for a (suciently small) control volume 
, the system of equations considered reads
Z


dq
dt
dx+ (f(q))
@

right
  (f(q))
@

left
= 0; q =
0
@

u

1
A
; f(q) =
0
@
u
u
2
+ p
u
1
A
; (3.1a)
 = ()
w
(p) + (1  ())
a
(p);

w
(p) =

p+B
w
p
1
(1 +B
w
)p
1

1

w
(
w
)
1
; 
a
(p) =

p+B
a
p
1
(1 +B
a
)p
1

1

a
(
a
)
1
; (3.1b)
and with () the fraction of the size of 
 over which   0.
The natural discretization for (3.1a) is a nite-volume technique. We consider cell-centered nite
volumes with, for simplicity, constant mesh size h. This choice directly allows us to work out the
discretization of (). Consider nite volume 

i
and its left and right neighbors (Figure 8) and dene
the level-set values at the cell faces @

i 
1
2
and @

i+
1
2
as

i 
1
2
=
1
2
(
i 1
+ 
i
); 
i+
1
2
=
1
2
(
i
+ 
i+1
): (3.2)
Then, for 
i
 0, we propose the following expression for 
i
:

i 
1
2
 0; 
i+
1
2
 0 : 
i
= 1; (3.3a)
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dW
W
x
hh h
i-1 i W 1i+W
dW i+ 2
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Figure 8: Finite volume 

i
and its two neighbors.

i 
1
2
< 0; 
i+
1
2
 0 : 
i
=
1
2
 

i

i
  
i 
1
2
+ 1
!
; (3.3b)

i 
1
2
 0; 
i+
1
2
< 0 : 
i
=
1
2
 
1 +

i

i
  
i+
1
2
!
; (3.3c)

i 
1
2
< 0; 
i+
1
2
< 0 : 
i
=
1
2
 

i

i
  
i 
1
2
+

i

i
  
i+
1
2
!
: (3.3d)
The four possibilities in (3.3) are illustrated in Figure 9. So, in determining 
i 
1
2
and 
i+
1
2
, as well as
x( = 0), use is made of piecewise linear interpolation of . The linear interpolation is exact as long
as the level-set function is the signed-distance function. (As soon as this distance property is lost, the
exact conservation of the separate water and air masses is lost.) For 
i
< 0, similar expressions can
be written. (Using this similarity, the system of expressions for 
i
can be coded compactly.)
iii
f
i
d.c.b.a.
0 1i+ 2
2
i+ 12
1
2i-
1
2i-
1
1
2i-
1
2i+ i+
1
2i-
Figure 9: Four possible combinations of signs of 
i 
1
2
and 
i+
1
2
, 
i
 0.
3.2 Riemann-problem approach
For the control-volume formulation, we need a formula for the ux vector across a cell face. The
formula must have built-in physics for accurately capturing the free surface. For that purpose, trivial,
term-by-term ux formulae such as, e.g., (f(q))
i+
1
2
= f
 
1
2
(q
i
+ q
i+1
)

are less appropriate than for-
mulae derived from the Riemann problem. Besides a good capturing of the free surface, a Riemann
problem approach is expected to yield robustness and a good boundary-condition treatment. For ship
hydrodynamics applications, a physically proper discretization of convection terms may be as relevant
as for aircraft and spacecraft aerodynamics. The convection phenomena in ship hydrodynamics are
less rich (no supersonic speeds), but the Reynolds numbers are generally higher (up to O(10
9
)). The
exact solution of the 1D Riemann problem on each cell face, Godunov's approach [46], requires the
exact computation of the cell-face state. For the current equations, this implies the use of a numerical
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root nder. We avoid this by considering an approximate Riemann solver: Osher's [47], to start with.
Denoting the left and right cell-face state by q
0
and q
1
, and the ux formula by F (q
0
; q
1
), Osher's
approximate Riemann solver may be written as
F (q
0
; q
1
) = f(q
0
) +
Z
q
1
q
0
df
 
dq
dq; (3.4)
with
df
 
dq
the negative eigenvalue part of the Jacobian
df
dq
. The eigenvalues of the present Jacobian
are: 
1
= u  
q
@p
@
, 
2
= u , 
3
= u+
q
@p
@
. (
@p
@
does not occur in the wave speeds.) For the right
eigenvectors we refer to [48], presented there for the 3D situation. The Riemann-invariant relations
describing the two intermediate states q
1
3
and q
2
3
along the wave path in state space (Figure 10) are
u
1
3
+
Z

1
3
1

s
@p
@
d = u
0
+
Z

0
1

s
@p
@
d; (3.5a)

1
3
= 
0
; (3.5b)
u
1
3
= u
2
3
= u
1
2
; (3.6a)
p
1
3
= p
2
3
= p
1
2
; (3.6b)
u
2
3
 
Z

2
3
1

s
@p
@
d = u
1
 
Z

1
1

s
@p
@
d; (3.7a)

2
3
= 
1
: (3.7b)
1q0q
=u2l
q1/3 q2/3
=u+=u-1
p
dr
d
l 3l
p
dr
d
Figure 10: Wave path in state space for immiscible two-uid ow.
The level-set function  can change along the subpath corresponding with the eigenvalue 
2
, i.e., as
it should be, across the contact discontinuity. It is invariant along the outer subpaths, i.e., along
both subpaths the distance to the free surface is constant. Through the known Riemann invariants
u and p at the contact discontinuity, the kinematic and dynamic free-surface boundary conditions
(zero mass transport and stresses) are satised. The integrals in (3.5a) and (3.7a) can be written out
explicitly for the equations given in (3.1b). However, when a free surface is captured, i.e., when 
1
3
and

2
3
dier in sign, explicit calculation of u
1
2
and p
1
2
is hampered by nonlinearity, the aforementioned
drawback of Osher's scheme. (A transcendental equation needs to be solved.) Of course, u
1
2
and p
1
2
can then be determined numerically. Given foreseen future applications in which u
1
2
and p
1
2
need to be
dierentiated with respect to q
0
and q
1
, we do not do so and propose another approximate Riemann
solver in the next section.
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3.3 Two-uid, linearized Godunov scheme
Since  is constant along the two outer subpaths of the wave path in Figure 10, along both sub-
paths the bulk density can only vary due to pressure changes. Because the ows to be considered
are uniformly low-subsonic, large density changes will not occur there and { consequently { the in-
tegrals
R

1
3
1

q
@p
@
d and
R

2
3
1

q
@p
@
d can be linearized by good approximation around 
0
and 
1
,
respectively. Linearization of (3.5a) and (3.7a) yields
u
1
2
= u
0
  (
1
3
  
0
)
c
0

0
; (3.8a)
u
1
2
= u
1
+ (
2
3
  
1
)
c
1

1
: (3.8b)
Likewise, p
1
2
can be linearized around 
0
and 
1
:
p
1
2
= p
0
+ (
1
3
  
0
)c
2
0
; (3.9a)
p
1
2
= p
1
+ (
2
3
  
1
)c
2
1
: (3.9b)
Elimination of 
1
3
  
0
and 
2
3
  
1
from (3.8) and (3.9) yields
p
1
2
  p
0
u
1
2
  u
0
=  C
0
; C
0
 
0
c
0
; (3.10a)
p
1
2
  p
1
u
1
2
  u
1
= C
1
; C
1
 
1
c
1
; (3.10b)
i.e.,

u
1
2
p
1
2

=
0
@
C
0
u
0
+C
1
u
1
+(p
0
 p
1
)
C
0
+C
1
C
1
p
0
+C
0
p
1
+C
0
C
1
(u
0
 u
1
)
C
0
+C
1
1
A
; (3.11a)
with for the density and level-set function in the two intermediate points:


1
3

1
3

=
 

0
+
p
1
2
 p
0
c
2
0

0
!
; (3.11b)


2
3

2
3

=
 

1
+
p
1
2
 p
1
c
2
1

1
!
: (3.11c)
Excluding all supersonic possibilities from the matrix in Figure 11, which shows all possible combina-
tions of eigenvalue signs along the wave path, (note the consequent improvement in eciency!) the
two-uid, linearized Osher scheme reads then:
F (q
0
; q
1
) = f(q
1
3
) =
0
B
B
@

1
3
u
1
2

1
3
u
2
1
2
+ p
1
2

1
3
u
1
2

1
3
1
C
C
A
; if u
1
2
 0; (3.12a)
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-
-
-
-
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-
-
-
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-
-
---
-
+
+
<<-c 2/3 0
+
-
-
-
-
+
-
-
-
-
+
- -
++
- -
-
+
-
++
-
+ +
-
-
+ + ++
++++
+
-
+
+ +
+++
+
0u < 0u c00
c>
c0 c<u 0 >
1u 1-c> 1u
0u > 0c
1/3
+ ++
--
u 1/3c<
u1/2
0 < 1/2
: sonic point
1/2u
1/2 < 2/3-cu
11u 1-c< -c>1u < -c1
Figure 11: All possible eigenvalue-sign combinations along wave path from Figure 10, crossed out: all
supersonic speeds.
F (q
0
; q
1
) = f(q
2
3
) =
0
B
B
@

2
3
u
1
2

2
3
u
2
1
2
+ p
1
2

2
3
u
1
2

2
3
1
C
C
A
; if u
1
2
 0: (3.12b)
Note that the real nonlinear ux functions f(q
1
3
) and f(q
2
3
) are applied, and not F (q
0
; q
1
) = f(q
0
) +
(q
1
3
 q
0
)
df(q
0
)
dq
if u
1
2
 0 and F (q
0
; q
1
) = f(q
1
)+(q
2
3
 q
1
)
df(q
1
)
dq
if u
1
2
 0. There is no need for the latter
linearized formulae. On the contrary, as opposed to (3.11){(3.12), they may give rise to an erroneous,
ambiguous ux at u
1
2
= 0 (steady free surface); f(q
0
)+(q
1
3
  q
0
)
df(q
0
)
dq
and f(q
1
)+(q
2
3
  q
1
)
df(q
1
)
dq
may
be dierent for u
1
2
= 0.
For the single-uid case, (3.12) reduces to
F (q
0
; q
1
) =
0
@

1
2
u
1
2

1
2
u
2
1
2
+ p
1
2
1
A
; 
1
2
= (p
1
2
); (3.13)
with u
1
2
and p
1
2
still given by (3.11a). The latter scheme is known, see Section 2.3 and Appendix A in
[49], and also Section 9.3 in [50]. It is the single-uid, linearized Godunov scheme. In Appendix A of
the present paper, through a (partial) derivation of the (exact) Godunov scheme, it is shown that the
present two-uid, linearized Osher scheme (3.10){(3.11) is in fact the two-uid, linearized Godunov
scheme. For clarity, in the following, we only use the latter name for scheme (3.11){(3.12).
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3.4 Boundary-condition treatment
The boundary of the computational domain is formed by cell faces. The uxes across the boundary
faces can be computed with (3.12) as well. Denoting the state at the boundary by q
b
, in case of
a left boundary q
0
= q
b
and in case of a right q
1
= q
b
. For (subsonic) inow, in 1D, two of the
three components of q
b
must be imposed, reducing the wave path of the two-uid, linearized Godunov
scheme (Figure 12). In case of (subsonic) outow, a single component of q
b
must be imposed, leading
to the reduced paths given in Figure 13.
b. Right boundarya. Left boundary
bq
0q1q
b q1/3q2/3q
Figure 12: Reduced wave paths for inow boundary.
a. Left boundary b. Right boundary
q1 q0
bqbq
Figure 13: Reduced wave paths for outow boundary.
With (3.4), for left inow and left outow it holds, as it should be, F (q
b
; q
1
) = f(q
b
) and for both right
cases, correctly as well, F (q
0
; q
b
) = f(q
0
)+f(q
b
) f(q
0
) = f(q
b
). We work out the inow and outow
boundary, and the non-permeable boundary as the limit case. For all three it holds, for boundary at
the left:
p
b
  p
1
u
b
  u
1
= C
1
; (3.14a)
and at the right:
p
b
  p
0
u
b
  u
0
=  C
0
: (3.14b)
3.4.1 Inow boundary The two boundary conditions to be imposed here cannot be u
b
and p
b
simul-
taneously; when u
b
is imposed, p
b
follows from (3.14). Vice versa, when p
b
is imposed, u
b
follows from
(3.14). Hence, the second boundary condition must be one for 
b
. To compute the corresponding
boundary ux f(q
b
) =
 

b
u
b
; 
b
u
2
b
+ p
b
; 
b

b

T
, the `0D' bulk density still needs to be dened. (In
2D and 3D, the bulk density can be computed in a normal 1D and 2D way, respectively.) In 1D, an
appropriate `0D' choice is

b
= 
w
(
b
); for 
b
 0; (3.15a)

b
= 
a
(
b
); for 
b
< 0: (3.15b)
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3.4.2 Outow boundary Here, in addition to (3.14a) and (3.14b), the equations

b
= 
0
; (3.16a)

b
= 
1
(3.16b)
are available. So, the single boundary condition to be imposed must be u
b
, p
b
, or some combination
of both. The bulk density 
b
is dened as in the inow case.
3.4.3 Non-permeable boundary At a non-permeable boundary (at least) u
b
= 0 must be imposed,
which, given (3.14), already determines p
b
. Considering a non-permeable boundary as the limit case
of an inow boundary, 
b
must still be imposed. Considering it as the limit of outow, 
b
follows from
the interior solution (
b
= 
1
for left boundary and 
b
= 
0
for right). The latter limit case is to be
preferred for, e.g., ship hydrodynamics applications. As opposed to in the rst limit case, it allows
the water line to freely move up and down the ship hull (Figure 14). Also here, the bulk density may
be dened according to (3.15).
a. Free waterline,
f =f( ) sba. Fixed waterline,
s
or0f =f 1f =f bb
free
fixed
free
fixed
Figure 14: Cross section of ship hull with free surface.
4. Conclusions
To accurately compute compressible, immiscible two-uid ows with very large density dierences
(water-air ows, e.g.) we have proposed a method that uses a level-set technique to distinguish be-
tween the two uids. The resulting equations have been discretized through a nite-volume method.
To compute the uxes across the nite-volume walls (the level-set ux being one of the ux-vector com-
ponents), we have proposed a two-uid, linearized Godunov scheme. The scheme allows a physically
correct capturing of the interface across a single cell face, as well as a neat boundary-condition treat-
ment (no sticking of free surfaces to solid walls, e.g.). The scheme combines good physical properties
with great simplicity and eciency.
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A. Two-fluid Godunov scheme for Tait's equation of state, derivation and lineariza-
tion
A.1 State space, Poisson curves and Hugoniot curves
For the present two-uid case, just as for the single-uid case, in physical space, the left and right
Riemann states (u
0
; p
0
) and (u
1
; p
1
) are connected to the intermediate state (u
1
2
; p
1
2
) through either a
rarefaction wave or a shock wave. The four dierent possible pairs of shock and rarefaction waves that
exist are sketched in Figure 15. In the single-uid case, the four states (u
1
2
; p
1
2
) corresponding with
)p,(u
1
1 1
1
p,(u
11
)
)p,(u
11
x
t
x
t
x
tt
rarefaction wave
d.c.
b.a.
shock wave
x
)
1/2p( ),u
1/2
u
1/2p( ),u
1/2
p( ),u1/2 1/2
1/2p( ),u1/2
( 0(u
)0p
,p,(u )0p
,(u
)0p,0
0 0
(u)0p,
Figure 15: Wave combinations in physical space.
those in Figure 15 are determined as the intersection in the (u; p)-state space of either two Poisson
curves (Figure 16a), a Poisson and a Hugoniot curve (Figures 16b and 16c), or two Hugoniot curves
(Figure 16d). The Poisson curve through a point (u
k
; p
k
); k = 0; 1 represents all states (u; p) that can
be reached from (u
k
; p
k
) through a rarefaction wave, the Hugoniot curve all points reachable through
a shock wave. For details about this (single-uid) theory, see [51], Sections 80 and 81. The specic
forms of the Poisson and Hugoniot curves depend on the equation of state considered. In general, the
curves are nonlinear. For a brief description of the two-uid case on the basis of Tait's equation of
state, see the next section.
A.2 Families of Poisson curves
For a two-uid model in which the bulk density description (3.1b) is used, through a point (u
k
; p
k
); k =
0; 1 in state space, instead of a single Poisson curve, a family of Poisson curves exists, one curve for
each value of the Volume-of-Fluid fraction 
k
; 
k
2 [0; 1]; k = 0; 1. For rarefaction waves connecting
(u
0
; p
0
) to (u
1
2
; p
1
2
), the family is determined by
u+
Z
p
1
c
dp = u
0
+
Z
p
0
1
c
dp; (A.1a)
with the bulk density  = (
0
; p) according to (3.1b) and the corresponding speed of sound c =
c(
0
; p) according to (2.10), 
0
2 [0; 1]. (Equation (A.1a) is equal to the rst equation in (3.5a) with
20
a. b.
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Figure 16: Poisson and Hugoniot curve combinations in state space, single-uid, combinations a{d
correspond with wave pairs in Figures 15a{d.
integration to p instead of to .) For rarefactions connecting (u
1
; p
1
) to (u
1
2
; p
1
2
), the family of Poisson
curves is determined by
u 
Z
p
1
c
dp = u
1
 
Z
p
1
1
c
dp; (A.1b)
with the similar expressions for (
1
; p) and c(
1
; p); 
1
2 [0; 1]. Finding formulae for the Poisson
curves for general 
0
and 
1
, (
0
; 
1
) 2 f[0; 1] [0; 1]g, is tedious. For convenience, here we consider
the case 
0
= 
1
= 1 only (100% water in both the left and right control volume). For  = 1, with
Tait's equation of state, it holds
(p) =

p+B
w
p
1
(1 +B
w
)p
1

1

w
(
1
)
w
; (A.2a)
c(p) =

p+B
w
p
1
(1 +B
w
)p
1


w
 1
2
w
(c
1
)
w
; (c
1
)
w
=
s

w
(1 +B
w
)p
1
(
1
)
w
: (A.2b)
Substitution of (A.2a) and (A.2b) into (A.1a) and (A.1b), and integration, yields for the exact Poisson
curves
u  u
0
=
 2

w
  1
"

p+B
w
p
1
(1 +B
w
)p
1


w
 1
2
w
 

p
0
+B
w
p
1
(1 +B
w
)p
1


w
 1
2
w
#
(c
1
)
w
; for 
0
= 1; (A.3a)
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u  u
1
=
2

w
  1
"

p+B
w
p
1
(1 +B
w
)p
1


w
 1
2
w
 

p
1
+B
w
p
1
(1 +B
w
)p
1


w
 1
2
w
#
(c
1
)
w
; for 
1
= 1: (A.3b)
Linearization of (A.3a) and (A.3b) around (u
0
; p
0
) and (u
1
; p
1
), respectively, gives, denoting c by C:
p  p
0
u  u
0
=

du
dp

 1
p
0
=  (C
0
)
w
; for 
0
= 1; (A.4a)
p  p
1
u  u
1
=

du
dp

 1
p
1
= (C
1
)
w
; for 
1
= 1; (A.4b)
which is in agreement with the direct linearization of (3.5a) and (3.7a), which gives (3.10a) and
(3.10b), respectively, which { in fact { already are the two families of linearized Poisson curves, with
bulk densities 
0
and 
1
and speeds of sound c
0
and c
1
valid for all (
0
; 
1
) 2 f[0; 1] [0; 1]g.
A.3 Families of Hugoniot curves
In a Lagrangean formulation in which the shock wave is set still, across a shock connecting the pre-
shock state (u
0
; p
0
) and the post-shock state (u
1
2
; p
1
2
), the ow is always from left to right (Figure 17a).
Vice versa, across a shock connecting the pre-shock state (u
1
; p
1
) and the post-shock state (u
1
2
; p
1
2
),
the ow is always from right to left (Figure 17b).
u , )( p1/2
u 1/2u u1
1/2
xx
a. Shock wave connecting              and 
1/2
) u( , p0u( 0 , p ) p1/2b. Shock wave connecting              and
u0
(1 1 1/2u , )
Figure 17: Shock waves in shock frame.
In the shock frame, the jump conditions corresponding with the situation of Figures 17a and 17b are,
respectively

u
p

= m

1

 u

; (A.5a)

u
p

= m

 
1

u

; (A.5b)
where m is the mass ow juj through the shock wave. For a derivation of these shock relations in a
Langrangean formulation, see [51], Section 62. From both (A.5a) and (A.5b) it follows
m =
s
[p]
 [1=]
: (A.6)
Using (A.6), the above two jump conditions for momentum can be written as, omitting the subscripts
for the post-shock quantities,
p  p
0
=  
s
p  p
0
1

0
 
1

(u  u
0
); (A.7a)
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p  p
1
=
s
p  p
1
1

1
 
1

(u  u
1
): (A.7b)
With in equation (A.7a) the bulk densities 
0
= 
0
(
0
; p
0
) and  = (
0
; p) according to (3.1b),
(A.7a) determines one family of Hugoniot curves, one curve for each value of 
0
2 [0; 1]. Likewise,
(A.7b) does for 
1
2 [0; 1]. Equations (A.7a) and (A.7b) are the shock analogies of the rarefaction
equations (A.1a) and (A.1b). Working out (A.7a) and (A.7b) for general 
0
and 
1
on the basis
of Tait's equation of state is tedious. As far as the nonlinear equations are concerned, here we also
restrict ourselves to the specic case 
0
= 
1
= 1 (100% water in the left and right control volume).
Elimination of the densities from (A.7a) and (A.7b) with Tait's equation of state yields after some
rewriting
p  p
0
=  (C
0
)
w
v
u
u
u
t
1

w
p+B
w
p
1
p
0
+B
w
p
1
  1
1 

p
0
+B
w
p
1
p+B
w
p
1

1

w
(u  u
0
); for 
0
= 1; (A.8a)
p  p
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= (C
1
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w
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u
u
t
1
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p+B
w
p
1
p
1
+B
w
p
1
  1
1 

p
1
+B
w
p
1
p+B
w
p
1

1

w
(u  u
1
); for 
1
= 1: (A.8b)
Linearization of (A.8a) and (A.8b) around (u
0
; p
0
) and (u
1
; p
1
), respectively, yields
p  p
0
u  u
0
=

du
dp

 1
p
0
=  (C
0
)
w
; for 
0
= 1; (A.9a)
p  p
1
u  u
1
=

du
dp

 1
p
1
= (C
1
)
w
; for 
1
= 1; (A.9b)
which is identical to (A.4a) and (A.4b) (as it should because the Hugoniot curve and the Poisson
curve through a point in state space are tangent to each other in that point).
Equations (A.7a) and (A.7b), which are valid for general 
0
and 
1
, respectively, can also be
linearized more directly. For that purpose, rewrite both equations as
p  p
0
=  
p

0
r
p  p
0
  
0
(u  u
0
); 
0
= 
0
(
0
; p
0
);  = (
0
; p); 
0
2 [0; 1]; (A.10a)
p  p
1
=
p

1
r
p  p
1
  
1
(u  u
1
); 
1
= 
1
(
1
; p
1
);  = (
1
; p); 
1
2 [0; 1]: (A.10b)
Linearizing
q
p p
0
 
0
as c
0
,
q
p p
1
 
1
as c
1
, and taking
p

0
and
p

1
as 
0
and 
1
, respectively, more
directly gives the linear relations
p  p
0
u  u
0
=  C
0
; C
0
= C
0
(
0
; p
0
); 
0
2 [0; 1]; (A.11a)
p  p
1
u  u
1
= C
1
; C
1
= C
1
(
1
; p
1
); 
1
2 [0; 1]: (A.11b)
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A.4 Intermediate states
For the wave pairs sketched in Figure 15, the intermediate states (u
1
2
; p
1
2
) lie in or at the boundaries
of the shaded quadrilaterals in Figures 18a{d. The specic state (u
1
2
; p
1
2
) is determined by the specic
values 
0
and 
1
. Note that due to the convexity of the Poisson curves, the linearized expressions are
more sensitive to cavitation, in case of a double rarefaction, than the nonlinear expressions are. A
double rarefaction in pure water is even more sensitive than a double rarefaction in pure air; compare
(u
1
2
; p
1
2
)

0
=1;
1
=1
to (u
1
2
; p
1
2
)

0
=0;
1
=0
in Figure 18a.
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Figure 18: Families of linearized Poisson and Hugoniot curves in state space, two-uid combinations
a{d correspond with wave pairs in Figures 15a{d.
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