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摘要：针对源语言到目标语言缺乏平行语料的情况，提出了一种基于增量式自学 习 策 略 的 多 语 言 翻 译 模 型，即 利 用 中
介语双语语料训练源语言到目标语言的翻译模型．在Ｔｒａｎｓｆｏｒｍｅｒ架构下，相比于基于中介语和直接在伪平行语料上训
练的普通双语翻译模型，使用该方法在第十四届全国机器翻译研讨会（ＣＷＭＴ　２０１８）多语言翻译评测数据集上的机器双
语互译评估（ＢＬＥＵ）值提升了０．９８个百分点．在此基础上，还对比了不同的预处理方法、训练策略以及多模型的平均和
集成策略，其中多模型集成策略的ＢＬＥＵ值上可在多模型策略的基础上进一步提升０．５３个百分点．
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　　第十四届全国机器翻译研讨会（ＣＷＭＴ　２０１８）机
器翻译评测的英、日、汉多语言翻译任务中，仅提供专
利领域的英汉、日汉双语平行数据以及汉语单语语料
作为 训 练 数 据，目 标 是 生 成 日 英 专 利 翻 译．可 见 该 任
务为典型零资源的翻译问题．
数据驱动的机器翻译往往需要依赖大量的平行语
料，为了缓解低资源语言和特定领域语料稀缺的问题，
基于中介语的翻译方法和多语言翻译方法相继被提出．
２００１年Ｇｏｌｉｎｓ等［１］最先提出了基于中介语 的 翻 译 方
法，通过中间语言桥接源语言与目标语言之间的关系．
２００３年，Ｋｉｓｈｉｄａ等［２］使 用 英 语 作 为 枢 轴 语 言（ｐｉｖｏｔ
ｌａｎｇｕａｇｅ）实现了从德语到意大利语的跨语言信息检索．
２００７年，Ｗｕ等［３］通 过 引 入 第 三 种 语 言 实 现 基 于 短 语
的统计机器翻译，实验 证 明 枢 轴语言方法的机器双语
互译评估（ＢＬＵＥ）值比法语－西班牙语翻译的直接训练
模型的ＢＬＥＵ值提高了０．０６个百分点．虽然该方法在
统计机器翻译中应用较广，但错误传播会影响其翻译质
量，即源语言到中介语的错译会传播给中介语到目标语
言的翻译，导致源语言与目标语言的语义不一致［４］．
多语言神 经 网 络 机 器 翻 译 方 法 的 提 出 可 以 在 缺
乏源语言－目标语言平行语料的情况下学习源语言－目
标语言之间的对应及转换关系，克服传统中介语翻译
存在的错误传递问题．在早期研究中，Ｄｏｎｇ等［５］提出
了一种基于 共 享 语 义 表 示 的 多 任 务 学 习 方 法 来 扩 展
源语 言，目 的 是 增 强 翻 译 模 型 的 泛 化 能 力．该 方 法 在
源端使用单个编码器，并为每种目标任务单独使用注
意力机制和解码器．Ｌｕｏｎｇ等［６］针对多对多的翻译任
务，分 别 使 用 单 独 的 编 码 器 和 解 码 器 来 建 模 语 言 对．
Ｓｅｎｎｒｉｃｈ等［７］引入 了 一 种 跨 语 言 共 享 注 意 机 制 的 方
法，提 出 了 一 种 多 对 一 的 翻 译 机 制，并 使 用 生 成 伪 平
行语 料 的 思 想，使 用 中 间 语 言 来 微 调 翻 译 模 型．这 些
方法 利 用 多 种 语 言 在 共 享 语 义 空 间 内 的 隐 含 信
息［８－９］，缓解了多语言翻译的数据稀疏问题，提高了翻译
模型性能，但是对于添加到系统中的每种语言都需要增
加额外的编码器或解码器，这使得其网络结构的复杂度
与系统支持的语言数量成线性关系，训练代价过高．
与上述改变模型结构的方 法 不 同，Ｊｏｈｎｓｏｎ等［１０］
和 Ｈａ等［１１］通过 在 输 入 端 引 入 强 制 翻 译 的 标 签 来 训
练多语言翻 译 模 型．在Ｊｏｈｎｓｏｎ等［１０］的 工 作 中，只 为
源端句子添加强制翻译标 签 以 指 定目标语言．作为改
进，Ｈａ等［１１］提出将语言特定标签应用于混合语言词汇
表中，将不同语言的单词标注上该语言的标签并在源语
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言句首添加一个强制翻译标签．这种在源语言中加入强
制翻译标签的方法，可以在不添加额外编码器、解码器
和注意力机制的情况下训练多语言翻译模型．
虽然多语言机器翻译能克服翻译的错误传递，缓
解数据稀缺等问题，但是数据稀缺仍是翻译质量的一
大瓶 颈．因 此 在 前 人 的 基 础 上，本 研 究 提 出 了 基 于 增
量式自学习方法的多语言神经网络机器翻译模型，利
用其生成源语言到目标语言的伪平行语料，并将其应
用于ＣＷＭＴ　２０１８日英翻译任务中，尝试在缺少日英
平行句对的情况下实现日英翻译．
１　基于增量式自学习的多语言翻译模型
１．１　多语言翻译模型训练数据构建
受到 Ｈａ等［１２］工作的启发，本研究在源语言的句
首加 上 了 目 标 语 言 标 签，例 如 源 语 言 为 英 语，目 标 语
言为日语，标签则为＜２ＪＡ＞．同时，在句 对 分 词 后 的
每个单词前加上“＜源语言＞”格式的标签，以标识不
同的语言．例如，英语句子：“Ｉ＿ｌｏｖｅ＿ｙｏｕ”，指定目标语
言为日语时该句被标注为“＜２ＪＡ＞＿＜ＥＮ＞Ｉ＿＜ＥＮ＞
ｌｏｖｅ＿＜ＥＮ＞ｙｏｕ”，并 将 词 与 标 签 共 同 作 为 多 语 言 翻
译模型的输入．
１．２　增量式自学习
使用增量 式 自 学 习 策 略 进 行 翻 译 模 型 优 化 的 方
法在统计机器翻译中已被采用．例如，Ｂéｃｈａｒａ等［１３］提
出迭 代 地 使 用 翻 译 的 输 出 来 改 进 后 续 训 练 任 务．
Ｂｅｒｔｏｌｄｉ等［１４］应用反向翻译［３］机制改进统计机器翻译
（ＳＭＴ）基线模型．Ｌｕｏｎｇ等［６］采用反向翻译改进神经
网络机器翻译（ＮＭＴ）基线模型．Ｘｉａ等［１５］提出了一种
对偶学习机制，其中两个相反翻译方向的ＮＭＴ模型
为彼此提供翻译知识，以实现从单语数据中学习翻译
模型．Ｌａｋｅｗ等［１６］采用自学习方法利用强制翻译策略
生成 平 行 句 对，并 进 行 多 次 迭 代 训 练．基 于 增 量 式 自
学习策略的 多 语 言 翻 译 模 型 迭 代 的 具 体 算 法 如 下 所
示（本 文 中 的 多 语 言 翻 译 模 型 为 ＮＭＴ 模 型，选 用
ＲＮＮＳｅａｒｃｈ和Ｔｒａｎｓｆｏｒｍｅｒ架构）．
Ｄ＝（ｓｒｃ，ｔｇｔ）／＊输入数据Ｄ，ｓｒｃ是源语言语料，
ｔｇｔ是目标语言语料＊／
　用Ｄ初始化多语言翻译模型Ｍ．
　ｒｅｐｅａｔ
　　ｆｏｒ　ｎ＝１ｔｏ｜Ｄ｜ｄｏ
　　　使用多语言翻译模型Ｍ 从ｓｒｃｎ生成ｓｒｃ＊ｎ ，
从ｔｇｔｎ生成ｔｇｔ＊ｎ
　　ｅｎｄ　ｆｏｒ
　　Ｄ＊＝（ｓｒｃ，ｔｇｔ）∪（ｓｒｃ，ｓｒｃ＊）∪（ｔｇｔ＊，ｔｇｔ）．
　　使用Ｄ＊ 更新多语言翻译模型Ｍ，
　　ｕｎｔｉｌ多语言翻译模型Ｍ 收敛．
这种自学习模型优化方法已 成 功 用 于 ＮＭＴ中，
而本研究借鉴文献［１６］的方法，与其增量式学习策略
不同的有以下３个方面：１）通过使用双语模型合成的
源语言－目标语言语料进行基线系统的训练．因为有了
伪平 行 语 料，所 以 模 型 的 训 练 更 容 易 收 敛，迭 代 的 次
数也会相应地减少，这 样 也 加入了更多的信息以提升
最终效果．２）从现有的源语言－中间语言，中间语言－目
标语言两对平行语料中抽取小部分源 语 言－目 标 语 言
的平行语料，并进行过采样，用于模型训练调优．３）使
用多语言 模 型 本 身 生 成 的 源 语 言－目 标 语 言、目 标 语
言－源语言两个方向的语料进行增量式训练，相互提升
这两个翻 译 方 向 的 翻 译 质 量，进 而 实 现 模 型 的 整 体
优化．
２　数据处理
数据是机器翻译的基础，而对数据的有效处理更
是特别关键的一步．本节主要介绍数据的预处理和伪
平行语料的生成方法．
２．１　数据预处理
在多 语 言 翻 译 任 务 中，本 研 究 采 用 了 ＣＷＭＴ
２０１８发布的所有训练语料，包括日汉和英汉的训练数
据各３００万句对，开 发 集 数 据 包 括 日 汉、英 汉、日 英３
个方向各３　０００句对．对其进行换行符及 组 合 字 符 的
规范化、转义字符还原、全半角转换、乱码及控制字符
过滤、长 度 及 对 齐ｆａｓｔ＿ａｌｉｇｎ（ｈｔｔｐｓ：∥ｇｉｔｈｕｂ．ｃｏｍ／
ｃｌａｂ／ｆａｓｔ＿ａｌｉｇｎ）过滤等预处理．对于汉语语料，本研究
使用斯坦福分词工具进行分词，并采用基于规则的方
法 修 复 部 分 分 词 错 误；对 于 英 语 语 料，本 研 究 使 用
Ｍｏｓｅｓ（ｈｔｔｐ：∥ｓｔａｔｍｔ．ｏｒｇ／ｍｏｓｅｓ／）脚 本 进 行 词 例 化
和大小写处理；对 于 日 语 语 料，本 研 究 使 用 Ｍｅｃａｂ工
具进行分词．
２．２　亚词切分
为了处理低频词问题，本研究使用基于亚词切分
（ｓｕｂｗｏｒｄ）［１７］的翻译方法．在实验过程中，对比了字节
对编码（ＢＰＥ）与谷歌提供的开源的自然语言处理工具
包ＳｅｎｔｅｎｃｅＰｉｅｃｅ的处理方式．为了平衡不同语言的语
料规模，日、汉、英的词语数量按１∶１∶１的比例统计
出共同的词表．
２．３　扩充伪语料
本研究将官方提供的日汉、汉英３００万句对训练
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集分别记作ＪＡＺＨ、ＺＨＥＮ，中文单语语料记作ＺＨ．再
从预处理后的ＪＡＺＨ、ＺＨＥＮ两份语料中通过匹配中文
端自动抽取日英平行句对，共１８　０３５句对，记作ＪＡＥＮ．
本研究使 用 增 量 式 自 学 习 的 方 法 利 用 已 有 的 单
语语料ＺＨ和双语语料ＪＡＺＨ、ＺＨＥＮ生 成 日 英 双 语
数据．具体策略如下：
１）在ＪＡＺＨ、ＺＨＥＮ上 先 分 别 训 练 汉 日、汉 英 单
语向ＮＭＴ模型，在合并两份语料后采用基于多语言
标签的方法训练汉日、汉英多语言ＮＭＴ模型．
２）用汉日 ＮＭＴ模 型 将 汉 英 训 练 集 的 中 文 端 翻
译成日文，得到日英语料ＪＡＥＮ＿ＺＨＥＮ－ＺＨ２ＪＡ．
３）用汉英 ＮＭＴ模 型 将 日 汉 训 练 集 的 中 文 端 翻
译成英文，得到日英语料ＪＡＥＮ＿ＪＡＺＨ－ＺＨ２ＥＮ．
４）用日汉、汉英多语言ＮＭＴ模型将中文单语语
料分别翻译成日文和英文，得到日英语料ＪＡＥＮ＿ＺＨ－
ＺＨ２ＪＡ－ＺＨ２ＥＮ．
５）用多语言ＮＭＴ模型将汉英训练集的中文端翻译
成日文，得到日英语料ＪＡＥＮ＿ＭＵＬＴＩ－ＺＨＥＮ－ＺＨ２ＪＡ．
６）用多语 言 ＮＭＴ模 型 将 日 汉 训 练 集 的 中 文 端
翻译 成 英 文，得 到 日 英 语 料ＪＡＥＮ＿ＭＵＬＴＩ－ＪＡＺＨ－
ＺＨ２ＥＮ．
７）用汉日ＮＭＴ、汉 英 ＮＭＴ模 型 分 别 将 汉 英 训
练集的中 文 语 料 翻 译 成 日 文 和 英 文，得 到 日 英 语 料
ＪＡＥＮ＿ＺＨＥＮ－ＺＨ２ＪＡ－ＺＨ２ＥＮ．
８）用多语 言 ＮＭＴ模 型 将 汉 英 训 练 集 的 中 文 端
分别 翻 译 成 日 文 和 英 文，得 到 日 英 语 料 ＪＡＥＮ＿
ＭＵＬＴＩ－ＺＨＥＮ－ＺＨ２ＪＡ－ＺＨ２ＥＮ．
为了保证训练时显存不会溢出，本研究对合成的
数据按 句 子 长 度 过 滤，长 度 限 制 为２５６个 词．为 了 避
免影 响 译 文 质 量，再 去 除 包 含 未 登 录 词 的 句 对．各 数
据规模如表１所示．
表１　各数据集的数据规模
Ｔａｂ．１　Ｔｈｅ　ｓｉｚｅ　ｏｆ　ｄａｔａｓｅｔｓ
数据名称 数据规模／万句对
ＪＡＺＨ　 ３００
ＺＨＥＮ　 ３００
ＪＡＥＮ　 １．８０３　５
ＪＡＥＮ＿ＺＨＥＮ－ＺＨ２ＪＡ　 ２９０
ＪＡＥＮ＿ＪＡＺＨ－ＺＨ２ＥＮ　 ２４３
ＪＡＥＮ＿ＺＨ－ＺＨ２ＪＡ－ＺＨ２ＥＮ　 ６７４
ＪＡＥＮ＿ＭＵＬＴＩ－ＺＨＥＮ－ＺＨ２ＪＡ　 ２９０
ＪＡＥＮ＿ＭＵＬＴＩ－ＪＡＺＨ－ＺＨ２ＥＮ　 ２４３
３　实　验
本研究进 行 了 以 下５组 实 验：１）ＲＮＮＳｅａｒｃｈ与
Ｔｒａｎｓｆｏｒｍｅｒ翻译模型；２）使用斯坦福分词（ｈｔｔｐｓ：∥
ｎｌｐ．ｓｔａｎｆｏｒｄ．ｅｄｕ／ｓｏｆｔｗａｒｅ／ｓｅｇｍｅｎｔｅｒ．ｓｈｔｍｌ）、
Ｍｅｃａｂ（ｈｔｔｐ：∥ｔａｋｕ９１０．ｇｉｔｈｕｂ．ｉｏ／ｍｅｃａｂ／）、Ｍｏｓｅｓ
预处 理（ｈｔｔｐ：∥ｓｔａｔｍｔ．ｏｒｇ／ｍｏｓｅｓ／）、英 语 字 节 对 编
码（ｂｙｔｅ　ｐａｉｒ　ｅｎｃｏｄｉｎｇ，ＢＰＥ，ｈｔｔｐｓ：∥ｇｉｔｈｕｂ．ｃｏｍ／
ｒｓｅｎｎｒｉｃｈ／ｓｕｂｗｏｒｄ－ｎｍｔ）［１７］、句 块 （Ｓｅｎｔｅｎｃｅｐｉｅｃｅ，
ｈｔｔｐｓ：∥ｇｉｔｈｕｂ．ｃｏｍ／ｇｏｏｇｌｅ／ｓｅｎｔｅｎｃｅｐｉｅｃｅ）等工具进
行数据处理 并 进 行 对 比；３）增 量 式 自 学 习 的 模 型 训
练；４）将基于中介语翻译、扩充伪训练数据与基 于 增
量式自学 习 的 方 法 进 行 对 比；５）单 模 型、模 型 平 均
（ａｖｇｂｅｓｔ２）和模型集成（ｅｓｓｅｍｂｌｅ４）的对比．
３．１　架构选择和超参设置
为了实现更好的翻译效果，在架构的选择上本研
究对 比 了 清 华 大 学 机 器 翻 译 演 示 系 统（ＴＨＵＭＴ，
ｈｔｔｐｓ：∥ ｇｉｔｈｕｂ．ｃｏｍ／ｔｈｕｍｔ／ＴＨＵＭＴ）提 供 的
ＲＮＮＳｅａｒｃｈ和Ｔｒａｎｓｆｏｒｍｅｒ两个架构，在ＪＡＺＨ数据
集上 进 行 实 验，采 用 相 同 的 预 处 理 方 法，在 日 中 开 发
集上检验模型的翻译性能，采用ＢＬＥＵ［１８］作为评价指
标，实验结果如表２所示，可见Ｔｒａｎｓｆｏｒｍｅｒ架构显著
优于ＲＮＮＳｅａｒｃｈ架构．本研究分析认为：深层模型和
自注意力对于捕获长距离信息更为有效，而该翻译任
务是专利领域，句子较长，所以Ｔｒａｎｓｆｏｒｍｅｒ的优势较
为明显．因此，本研究选择Ｔｒａｎｓｆｏｒｍｅｒ模型进行后续
的实验．
通过大量 调 参 实 验，本 研 究 发 现 当 Ｔｒａｎｓｆｏｒｍｅｒ
的批处理（ｂａｔｃｈ）设置为２４　０００（６　０００词／显卡×４显
卡）、训 练 步 数 设 为 ２０ 万 步、其 他 超 参 数 与
Ｔｒａｎｓｆｏｒｍｅｒ默 认 设 置 一 致 时，训 练 过 程 能 够 较 稳 定
地收 敛，模 型 性 能 较 优．所 以 在 后 续 实 验 中 均 采 用 这
一设置．
表２　神经网络机器翻译架构对比实验结果
Ｔａｂ．２　Ｃｏｍｐａｒａｔｉｖｅ　ｅｘｐｅｒｉｍｅｎｔｓ　ｏｆ　ｎｅｕｒａｌ
ｎｅｔｗｏｒｋ　ｍａｃｈｉｎｅ　ｔｒａｎｓｌａｔｉｏｎ　ａｒｃｈｉｔｅｃｔｕｒｅｓ
架　构 ＢＬＥＵ４－ＳＢＰ／％
ＲＮＮＳｅａｒｃｈ　 ４２．１０
Ｔｒａｎｓｆｏｒｍｅｒ　 ４４．７１
　　注：ＢＬＥＵ４－ＳＢＰ值为４元严格惩罚的ＢＬＥＵ值，下同．
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３．２　数据处理对比实验
首先，不同语 言 的 数 据 处 理 方 法 不 同，则 翻 译 效
果 不 同．在 某 些 特 定 情 况 下，英 语 和 日 语 分 别 使 用
ＢＰＥ分词和ＳｅｎｔｅｎｃｅＰｉｅｃｅ分词的效果会更好．其次，
对于共享字母表的语言，在两个或更多相关语言的串
联上学习ＢＰＥ可以提高分词的一致性，并减少在复制
或音 译 专 有 名 词 时 插 入 或 删 除 字 符 的 问 题．因 此，两
端分开处理和联合ＢＰＥ处理数据两种方式对于模型
训练 效 果 也 会 有 一 定 的 影 响．除 此 之 外，词 表 大 小 也
会影响模型的训练效果．
在数据处理方式的选择上，本研究在Ｔｒａｎｓｆｏｒｍｅｒ
模型架构下，对ＪＡＥＮ＿ＺＨＥＮ－ＺＨ２ＪＡ和ＪＡＺＨ两个
合并 数 据 集 上 进 行 实 验，采 用 相 同 的 超 参 数 设 置，对
比了 日 语ＳｅｎｔｅｎｃｅＰｉｅｃｅ／英 语ＢＰＥ的 两 端 分 开 处 理
与采用不同词表大小联合ＢＰＥ处理，对翻译结果的影
响．实验结果如表３所示，可见在日英翻译任务上，词
表大小为２万个时，联合ＢＰＥ的效果最好．
表３　亚词处理方式对比实验结果
Ｔａｂ．３　Ｃｏｍｐａｒａｔｉｖｅ　ｅｘｐｅｒｉｍｅｎｔｓ　ｏｆ
ｓｕｂｗｏｒｄ　ｓｅｇｍｅｎｔａｔｉｏｎ　ｍｅｔｈｏｄｓ
数据处理方法
词表的词数量／
万个
ＢＬＥＵ４－ＳＢＰ／
％
日语ＳｅｎｔｅｎｃｅＰｉｅｃｅ／英语ＢＰＥ　 ２　 ３４．６５
联合ＢＰＥ　 ２　 ３５．９３
３　 ３３．６３
３．３　增量式自学习训练实验
在增量式自 学 习 过 程 中，本 研 究 采 用 的 策 略：首
先，使用原 始 数 据 即 评 测 提 供 的 数 据 进 行 模 型 的 训
练，将该模型作为基线系统；然后，在该基线系统的基
础上尝试加 入 不 同 的 数 据 进 行 训 练；最 后，以ＢＬＥＵ
值作 为 参 考，观 察 在 开 发 集 上 日 英 翻 译 的 性 能．如 表
４，仅列举了 增 量 式 自 学 习 方 法 部 分 迭 代 轮 次 的 大 致
情况，展 示 了 数 据 规 模 逐 渐 加 大，以 及 在 同 一 轮 次 加
入不 一 样 的 数 据，导 致 模 型 训 练 的 结 果 不 一 样．可 以
看出 第 一 轮 在 基 线 的 基 础 上 加 入ＪＡＥＮ＿ＺＨＥＮ－
ＺＨ２ＪＡ，其翻译效果提升明显．第二轮在加入ＪＡＥＮ＿
ＭＵＬＴＩ－ＺＨＥＮ－ＺＨ２ＪＡ后，对 翻 译 也 有 帮 助，但 是 第
三轮 实 验１和２ 分 别 加 入 数 据 集ＪＡＥＮ＿ＪＡＺＨ－
ＺＨ２ＥＮ和数据集ＪＡＥＮ＿ＭＵＬＴＩ－ＪＡＺＨ－ＺＨ２ＥＮ后，
ＢＬＥＵ值逐渐下降，说明在某种程度上这２个数据不
能为翻译提供 有 用 的 信 息．第 四 轮 时 在Ｃ４ 数 据 集 上
接 着 加 入 数 据 集 ＪＡＥＮ＿ＭＵＬＴＩ－ＺＨＥＮ－ＺＨ２ＪＡ－
ＺＨ２ＥＮ，此时ＢＬＥＵ值与第二轮相同，所以该数据集
可以做更多实验进行观察．
由此可知，实验数据的规模以及数据的有用性对于
翻译质量非常重要，鉴于时间的原因，后续将继续进行
更深层次的增量式自学习实验，挖掘更多有效信息．
表４　增量式自学习部分迭代的ＢＬＥＵ值
Ｔａｂ．４　ＢＬＥＵ　ｓｃｏｒｅｓ　ｉｎ　ｉｔｅｒａｔｉｏｎｓ　ｏｆ
ｉｎｃｒｅｍｅｎｔａｌ　ｓｅｌｆ－ｌｅａｒｎｉｎｇ
轮次 训练数据 ＢＬＥＵ４－ＳＢＰ／％
多语言基线 Ｃ０ ３１．９３
第一轮 Ｃ１＝Ｃ０＋ＪＡＥＮ＿ＺＨＥＮ－ＺＨ２ＪＡ　 ３５．３３
第二轮 Ｃ２＝Ｃ１＋ＪＡＥＮ＿ＭＵＬＴＩ－
ＺＨＥＮ－ＺＨ２ＪＡ
３６．５７
第三轮实验１　 Ｃ３＝Ｃ２＋ＪＡＥＮ＿ＪＡＺＨ－
ＺＨ２ＥＮ
下降
第三轮实验２　 Ｃ４＝Ｃ２＋ＪＡＥＮ＿ＭＵＬＴＩ－
ＪＡＺＨ－ＺＨ２ＥＮ
下降
第四轮 Ｃ５＝Ｃ４＋ＪＡＥＮ＿ＭＵＬＴＩ－
ＺＨＥＮ－ＺＨ２ＪＡ－ＺＨ２ＥＮ
３６．５７
　　注：Ｃ０ 代表ＥＮＪＡ，ＪＡＥＮ，ＪＡＺＨ，ＺＨＥＮ，ＺＨＪＡ，ＥＮＺＨ
几个数据集总和．
３．４　不同数据训练策略的翻译结果对比
在相同数据预处理方法及相同超参数设置的情况
下，本研究进一步对以下３种数据训练策略进行了对比：
１）ｐｉｖｏｔ：训练日汉、汉英单语向翻译模型，采用中
介语翻译方法利用二者进行组合解码；
２）ｄｉｒｅｃｔ：利用 小 规 模 日 英 真 实 语 料 和 大 规 模 日
英伪语料直接训练日英ＮＭＴ模型；
３）ｍｕｌｔｉｌｉｎｇｕａｌ：采 用 增 量 式 自 学 习 方 法 训 练 多
语翻译模型．
实验结果如表５所示，可见增量式自学习策略的
性能显著优 于 中 介 语 翻 译 和 直 接 在 伪 平 行 语 料 上 训
练的普通双语翻译模型．对比表４与表５的数据可以
发现，虽然多语言基线模型的性能比直接在伪平行语
料上训练的双语模型低，但采用增量式自学习方 法进
行迭代训 练，Ｔｒａｎｓｆｏｒｍｅｒ模 型 的 翻 译 性 能 会 不 断 提
高．说明训练中加入的小规模真实日英平行语料对于
翻译效果有提升作用，通过不断迭代生成的伪平行语
料能够促 进 模 型 训 练 更 快 达 到 收 敛，减 少 迭 代 的 次
数．在 完 成 两 轮 迭 代 训 练，增 量 式 自 学 习 方 法 比 直 接
在伪平行语 料 上 训 练 的 普 通 双 语 模 型 在 日 英 开 发 集
上ＢＬＥＵ值高０．９８个百分点．
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表５　ＮＭＴ训练策略对比实验结果
Ｔａｂ．５　Ｃｏｍｐａｒａｔｉｖｅ　ｅｘｐｅｒｉｍｅｎｔｓ　ｏｆ
ＮＭＴ　ｔｒａｉｎｉｎｇ　ｓｔｒａｔｅｇｉｅｓ
方法 训练数据 ＢＬＥＵ４－ＳＢＰ／％
ｐｉｖｏｔ　 ＪＡＺＨ，ＺＨＥＮ　 ３５．９３
ｄｉｒｅｃｔ　 ＪＡＥＮ，ＪＡＥＮ＿ＺＨＥＮ－ＺＨ２ＪＡ，
ＪＡＥＮ＿ＪＡＺＨ－ＺＨ２ＪＡ
３６．８４
ｍｕｌｔｉｌｉｎｇｕａｌ　 ＪＡＥＮ，ＪＡＺＨ，ＺＨＥＮ，
ＪＡＥＮ＿ＺＨＥＮ－ＺＨ２ＪＡ，
ＪＡＥＮ＿ＪＡＺＨ－ＺＨ２ＪＡ，
ＪＡＥＮ＿ＭＵＬＴＩ－ＺＨＥＮ－ＺＨ２ＪＡ，
ＪＡＥＮ＿ＭＵＬＴＩ－ＪＡＺＨ－ＺＨ２ＪＡ
３７．８２
３．５　多模型的平均和集成策略对比
为了进一步提升翻译质量，本研究尝试了采用多
模型平均和集成策略．
多模型平均为平均可训练参数，当模型接近收敛
时，这 些 参 数 在 单 个 模 型 的 最 后 时 间 步 长 进 行 保 存．
由于使用随机梯度下降算法来优化模型，所以在每个
步骤中仅使用一小批数据，导致参数可能过度适应一
个小批量的数据，通过模型平均可以获得更强大的参
数［１９］．在本实验中取同一个训练过程中验证集分数最
高的前后ｋ个模型进行平均，取ｋ＝２，３，４进行实验，
最终发现ｋ取２时效果最好，该模型记为ａｖｇｂｅｓｔ２，但
仍比单模型差（如表６所示）．
多模型集 成 为 在 预 测 下 一 个 目 标 单 词 之 前 整 合
多个模型的概率分布的方法，它已被证明在神经机器
翻译中有效．本实验用不同的初始化方式在相同的架
构上独立训练Ｎ 个 模 型，将Ｎ 个 模 型 以 不 同 的 初 始
化方式组合为一个集合模型可以避免仅做局部优化，
进而获得更好 的 结 果［１９］．实 验 中 取 这Ｎ 个 模 型 中 验
证集分数最高的ｋ个模型进行集成解码，取ｋ＝２，３，４
进行实验，最 终 发 现ｋ取４时 效 果 最 好，该 模 型 记 为
ｅｎｓｅｍｂｌｅ４，与单模型相比ＢＬＥＵ值提升０．５３个百分
点（如表６所示）．
表６　平均模型和集成模型实验结果
Ｔａｂ．６　Ｅｘｅｒｉｍｅｎｔａｌ　ｒｅｓｕｌｔｓ　ｏｆ　ａｖｅｒａｇｅ
ｍｏｄｅｌ　ａｎｄ　ｅｎｓｅｍｂｌｅ　ｍｏｄｅｌ
模型 ＢＬＥＵ４－ＳＢＰ／％
ｍｕｌｔｉｌｉｎｇｕａｌ　 ３７．８２
ｍｕｌｔｉｌｉｎｇｕａｌ＋ａｖｇｂｅｓｔ２　 ３７．８０
ｍｕｌｔｉｌｉｎｇｕａｌ＋ｅｎｓｅｍｂｌｅ４　 ３８．３５
４　结　论
实验证明，本研究提出的基于增量式自学习策略
得到多语言语料库训练Ｔｒａｎｓｆｏｒｍｅｒ能有效提高翻译
性能．虽然在增量式自学习策略的多语言基线上得到
的翻译结果不如直接翻译的方法，但利用自学习方法
生成 伪 数 据 进 行 增 量 式 迭 代 优 化，Ｔｒａｎｓｆｏｒｍｅｒ翻 译
模型 的 性 能 明 显 提 升．随 着 迭 代 次 数 的 增 加，每 轮 迭
代的 提 升 逐 渐 减 小，直 至 接 近 收 敛．将 迭 代 过 程 中 的
多个模型进行集成，可以进一步提升翻译质量．
虽然增量 式 自 学 习 方 法 能 够 有 效 提 升 多 语 言 翻
译效 果，但 自 学 习 产 生 的 伪 数 据 可 能 存 在 噪 声，该 方
法在不同语 言 不 同 数 据 集 上 的 适 用 性 也 有 待 更 多 实
验进行验证．因此，在后续的工作中，将进行以下三个
方面的研究：１）针对伪数据可能存在噪声的问 题，将
尝试利用双 语 语 言 模 型 和 双 语 词 对 齐 等 方 法 进 行 去
噪；２）将在不同的数据集上进行对比实验，验证 本 研
究所提出的方法在不同语言任务上的效果；３）尝试加
入更 多 语 言 对，生 成 多 个 翻 译 方 向 的 语 料，进 行 多 次
增量训练，验证本研究所提出的的方法是否能有效帮
助模型学习多语言间共同的翻译知识和联系，提升翻
译效果．
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