In this paper a definition of a category of modules over the ring of differential operators on a smooth variety of finite type in positive characteristics is given. It has some of the good properties of holonomic D-modules in zero characteristic. We prove that it is a Serre category and that it is closed under the usual D-module functors, as defined by Haastert. The relation to the similar concept of F-finite modules, introduced by Lyubeznik, is elucidated, and several examples, such as etale algebras, are given.
Introduction
The theory of D-modules in positive characteristics has recently received attention, in several contexts. There is for example, in commutative algebra, the result by Hunecke-Sharp [8] , which says that local cohomology modules, H I (R), where I ⊂ R is an ideal in a regular ring over a field of characteristic p, have finite Bass numbers. The proof makes essential, though implicit, use of the fact that these modules are Dmodules. This result was later generalized by Lyubeznik [9, 10] , to on the one hand, a proof of the finiteness of Bass numbers for local cohomology modules in characteristic zero, by ordinary characteristic zero D-module theory, and on the other hand to the nice concept of F-finite modules, of which more below. Other examples are the applications to the theory of tight closure due to K.Smith [12] , and the proof by K.Smith and van der Berg [13] of the fact that the ring of differential operators of an invariant ring S(V ) G is a simple ring, in positive characteristics(where G is a linearly reductive group, with a finite dimensional representation V , and S(V ) the symmetric algebra on V ). The corresponding result is still unknown in characteristic zero. So D-modules are very useful objects, even in positive characteristics.
Let X be a smooth variety over a field k of positive characteristic p. and D X the ring of (Grothendieck) differential operators on X. In this paper we will define and study a certain nice category of D X -modules, called filtration holonomic modules.
These were introduced (in a stronger version) in [3] . There they were used to prove that local cohomology modules H i Z (O X ), Z a subvariety of X, have finite decomposition series as D X -modules, and to study the socle of these modules, inspired by corresponding results in characteristic zero. By the adjective nice, is meant in particular that they form a Serre subcategory of the category of all D X -modules. In addition all modules in it have finite decomposition series, and it includes several classes of important modules, like the local cohomology modules of the structure sheaf.
To motivate the concept, consider what happens for an affine smooth variety X = specR over a field k of characteristic zero. The ring of differential operators on X may be filtered by the degree of a differential operator, and the associated graded ring is a finitely generated commutative ring. Using the Hilbert polynomial, this makes it possible and easy to develop a theory of "growth" of D-modules. The modules with minimal growth are called holonomic modules. The growth of them turns out to be precisely equal to the growth of the D-module R. These modules play an important part in D-module theory( [2, 4] ). In positive characteristic p the ring of differential operators of a smooth variety is however non-Noetherian, and hence the tools of Noetherian commutative rings are unavailable here. However it is possible to use the idea of growth in a different way. We will sketch the idea. However the definition above, given in [3] , should be modified. This is because it seems impossible to so prove that extensions of filtration holonomic modules in this sense also are filtration holonomic. Instead of demanding that the dimensions of the vector spaces A i in the definition above should have a common bound, the modification consists of the weaker condition that a certain weighted dimension t(A i ) associated to each vector subspace A i of a D X -module should be finite (Definition 3.2). We redo and develope several results from [3] , using this more general concept. (A motivating example for the modified definition is given at the end of section 3.1.)
Our main result is the following, whose first part is immediate from the local version Theorem 4.2, and whose proof is contained in sections 2-4. We also prove that the property is preserved under the usual functors:
Theorem 1.2. If X is a smooth variety of finite type over a field k of characterisic p, then the category of filtration holonomic modules preserved by direct and inverse images, and local cohomology.
A different finiteness condition for D X -modules -F -finite modules -has recently been introduced by Lyubeznik [10] , building on the work by Huneke and Sharp [8] . It has similar properties: e.g. F -finite modules also have finite decomposition series, as D X -modules, and local cohomology modules of the structure sheaf are F -finite. We analyze to some extent in this paper the relation between these two concepts and show in particular that F -finite modules are filtration holonomic (for a smooth variety of finite type over a perfect field), but that the converse does not hold, in general. This difference is mainly due to the fact that built into the concept of a Ffinite module M , is that the module is a so-called F -module, i.e. that as R-modules F * M ∼ = M . As was described above this is equivalent (by iteration and Moritaequivalence) to the fact that M is a D X -module, with the extra condition that M ∼ = M (r) , r = 1, 2, . . .. This is rather restrictive, and has for example the consequence that a D X -module extension of F -finite modules is not necessarily F -finite. It should however be noted that F -finite modules may be used in a more general situation, e.g. complete regular rings, while the concept of filtration holonomic modules is bound to the condition that the variety is of finite type.
Finally we give several examples of filtration holonomic modules. First, each etale algebra E over R = k[x 1 , . . . , x n ], considered as a D R -module has this property. The proof is rather involved, but constructive, meaning that it is possible to get bounds on the length of a finite decomposition series of R. This example was already described in [3] , but the proof given there was deficient(as kindly pointed out by M.Kaneda). Other examples are in the class of O X -coherent D X -modules. It is trivial to prove that modules in this class have a finite decomposition series but unlike the situation in characteristic zero, complicated to prove that they are filtration holonomic, and in fact we only succeed for modules which correspond tó etale sheaves, though we conjecture it to be true in general. An example is given which supports this conjecture.
I would like to thank Torsten Ekedahl and Gennady Lyubeznik for several discussions on these topics; Masaharu Kaneda for carefully puncturing several attempts at proofs, in particular the proof of the filtration holonomicity of theétale extensions. Thanks are also due to the referee for very useful comments. 
Filtrations on vector subspaces of D-modules
where
, and that furthermore an arbitrary element in N is contained in all except a finite number of the vector spaces
Conversely every D X -module with a countable number of generators, e. g. a submodule of a finitely generated D X -module M, may be described as a union (1) , for some sequence of finite-dimensional vectorspaces A j , j 0.
A n -submodule of N and, by hypothesis, there is to
Conversely, every D X -module M with a countable number of generators, has countable dimension as a vector space over k, and so contains finite-dimensional vectorspaces B j , j > 0 such that B j ⊂ B j+1 and ∪ j>0 B j = M. Then, by Proposition 2.4, there are finite-dimensional vectorspaces A j ⊂ M (j) such that B j ⊂ V j A j . Since any element in M is contained in almost all B j , this is also true of almost all V j A j .
It should be emphasized that M (j) is always thought of as a submodule of the module M, and that the inclusion is not O X -linear but really an inclusion
The idea of the finiteness condition introduced in [3] , described in the introduction, and there called filtration holonomic modules, is then that minimal "growth" of a module is obtained when the vector space dimension of the sequence A i , for a filtration of type (1) for the module, is bounded. This definition will be modified below, so as to make it easier to handle, but unfortunately necessitating more technical details.
We will give an example to motivate the increase in technical difficulty. Recall the description of the idea behind filtration holonomic modules, given in the introduction. The problem with this definition arises when one tries to prove that there is some finiteness condition on an extension of two filtration holonomic module. We will describe a 
This is an inclusion, and we may think of all M (i) as contained in M. In particular s
-modules. To estimate the growth it suffices to note that, in this case, the union of all V i (ks
2 ) equals M. But suppose now that the degree of G i := i m=0 g m grows very quickly; for example that degG i /p i goes to infinity. Then the union of V i (ks
2 ) will not equal M, and it is not difficult to prove that there are no sequence of finitedimensional vector spaces A i ⊂ M (i) such that the union of all V i A i is M. This means that M is not filtration holonomic according to the naive definition in the introduction and [3] . However clearly
In some sense then, the extension M still has a "growth" as a D k [x] -module that is the same as k [x] , and is with respect to this "generated " by a sequence of two-dimensional vector spaces. This intuition will be worked out in the rest of the section.
2.2.
Vector 
is an isomorphism. Also
and
Furthermore if
It follows also, in particular, from (2) and (3) , that
The following obvious lemma is also included here for handy reference. If the
where the second map is rth iterate of the relative Frobenius F x/speck . For example, V
is the vector subspace of k[x] generated by all monomials x i , where i j = p r k j , and 0 k j < p, for j = 1, . . . , n. A calculation of degrees then gives
A canonical filtration
In this subsection we will study certain filtrations which are defined for arbitrary vector subspaces of D-modules, and which will be used to express the finiteness condition for D-modules given below, in definition 4.0.1.
Suppose that A is an arbitrary vector sub space of M. An immediate consequence of (4) 
Hence there is a canonical filtration
which is finite if A is finite dimensional. We now want to introduce a measure t(A) of how complicated this filtration is. The desired result is given in Definition 3.2 below. Note that A ⊃ τ 1 (A) = V 1 Φ 1 (A), and that, as above,
where |A| denotes the dimension of the vector space A.
and hence
Thus t(A) may also be described as
since τ k+1 (A) = 0. This type of measure actually makes some sense for any filtration F . of A, which is contained in the τ -filtration. 
Definition and Lemma 2.2. Let
A = F 0 ⊃ F 1 ⊃ . . . ⊃ F k+1 = 0 be a filtration of the finite-dimensional vector space A, such that F i ⊂ τ i (A). Define t F (A) := i 0 p −ni |F i /F i+1 |.
Then also
Proof. The equality of the three expressions for t F (A) is clear by the argument preceding the lemma, while the inequality is immediate from the alternate expression (7) of t F (A), noting that
Hence t(A) may also be characterized as the minimal value of t F (A), for all filtrations
, we may do the preceding for A ⊂ M (i) , and obtain a canonical filtration etc, denoted by τ
, and corresponding to this a measure t i (A). Note then the following property of t(A), which follows from Lemma 3.2.2.
There is also another characterization of t(A), which gives the reason why we are interested in it . It says that t(A) is a measure on the minimal dimension of a vector space needed to "generate" in the special sense described in i) below. 
Proof. Assume condition (i), and define a filtration
Then clearly
and so by the preceding lemma
Conversely, assume that τ k+1 (A) = 0 and choose by descending recursion, for each i such that 0 i k, starting with
which is mapped isomorphically by the quotient map onto 
Proof. Since the subspace τ
, it is by definition contained in τ i (A). To prove the opposite inclusion, note that N = V i N (i) and hence by Lemma 3.2.1.,
. This proves the first part of the lemma. (Note that it follows from the proof that
.) Denote the graded module associated to the τ -filtration by gr τ . Then the preceding result implies that gr τ (A ∩ N ) ⊂ gr τ (A), and hence
and then summing over i 0 gives that t(A ∩ N ) t(A). Equality clearly implies that gr τ (A∩N ) = gr τ (A) and this, by a general result on graded modules associated to finite filtrations, implies that A ∩ N = A.
Quotient modules are slightly worse.
Proposition 2.5. Suppose that A ⊂ M is a finite-dimensional vector subspace of the D X -module M, and that N ⊂ M is a D X -submodule. Then the filtration τ above satisfies
with equality implying (but not being implied by) A ∩ N = 0.
There is not equality in (8) 
f , which is generated by the two horizontal sections e, f , and
(By the Morita-eqiuvalence (M/N )
(By definition 3.3.1.) This gives the inequality. The argument also shows that equality holds in (9), if and only if both the condition that θ is an isomorphism and the condition that t F (A + N ) = t M/N (A + N ) are fulfilled. However, the first of this conditions holds if and only if A ∩ N = 0.
There is an exact sequence of graded modules
The sequence is exact in each degree, so that
Multiply this by p −in , and add for all i 0. Then by the definition of t, (Definition 3.3.1) it is clear that
This together with the inequality t F (A+N ) t M/N (A+N ) (Lemma 3.3.1), proves the following corollary.
Corollary 2.5.1.
3. Filtration holonomic modules in the affine case
. of finite-dimensional vector subspaces of M such that each element in M is contained in all but a finite number of A i , and there is an integer K such that t(A
The following proposition gives some equivalent characterizations of this concept.They are rather similar. In particular, it is technically convenient not to demand in the definition that A i ⊂ A i+1 . However, it is shown in the proposition that it is always possible for a filtration holonomic module to find a sequence which satisfies this stricter condition. Proof. The equivalence between ii) and iii) is immediate. Assume iii) and define
.., and an integer
3.1 and Proposition 3.3. Thus the sequence B i satisfies all the conditions in ii). The converse implication follows from applying Proposition 3.3. in the converse direction.
To continue, clearly ii) trivially implies i). It thus remains to prove that i) implies ii). Assume then the existence of A i and K as in the definition of a filtration holonomic module. We claim that, for a fixed j, the sequence τ j (A k ), k 0, also constitutes a generating sequence. Given an element m ∈ M there is a finitedimensional vector space Φ ⊂ M (j) , such that m ∈ V j Φ (by Proposition 2.4), and since each element of a fixed basis of V j Φ is contained in almost all the A i , V j Φ ⊂ A k for all k large enough, and hence also, for these k, m ∈ τ
Thus the claim is proved. Note that since any element in M is contained in almost all the vector spaces of a generating sequence, it is clear that any finite-dimensional vector subspace of M is also contained in almost all elements of the generating sequence. This applies then in particular to the sequence τ j (A k ), k 0, for any fixed j 0. Now consider the double sequence τ j (A k ), k, j 0. Each of these vector spaces has t K. Choose recursively a diagonal subsequence
, k 0, and choose as C i0+1 any one of these spaces which contains both C i0 and A i0+1 (This is possible by the preceding argument). Each vector space in the sequence
From the fact A i ⊂ C i for all i 0, we see that the union of C i is M. Also we just saw that t(C i ) K,for all i 0, and C i ⊂ C i+1 , by construction and hence B i , satisfies all the properties of ii).
Examples are given in section 5.
3.2.
Fundamental properties in the case X = A 
0 is a generating sequence of N ; the other requirement, that every element in N is contained in all except a finite number of these subspaces is obvious since this was true in M. Hence N is a filtration holonomic module. A similar argument using Proposition 3.5 gives the assertion on quotient modules.
We next prove that M has a finite decomposition series. Assume that there are N 2 ) . . ., and hence, for each j, there are (at least) two consecutive indices
Since there are only a finite number of possible pairs, some pair of indices i, i + 1 will occur for an infinite number of different j. So the equality
Thus, any chain of D X -submodules of M contains at most e(M) different modules. Next consider an extension
.., be a generating sequence of the type in Proposition 4.1 iii), such that for
. Note that, as before, each finite-dimensional vector space in N is contained in all except a finite number of A i , and similarily for the other generating sequence. There is induced a canonical short exact sequence
3) and this makes it possible to lift each Ψ ij to a vector subspaceΨ ij 
We have by assumption that B i ⊂ B i+1 . Hencẽ B i ⊂B i+1 + N and there is some j i+1 such thatB i ⊂B i+1 + A ji+1 . Since j i+1 may be taken to be any large enough integer,we might clearly inductively assume that also A ji ⊂ A ji+1 and j i < j i+1 , so that finally
Hence ∪ i 0 C i is a vector space that contains N = ∪ i 0 A ji and projects onto K = ∪ i 0 B i , and it has hence to be M.
, by the Lemma below and hence we have constructed a generating sequence for the extension M. Note that this implies that e(M) e(N ) + e(K).
Lemma 3.2.1. Let A and B be finite-dimensional vector subspaces of M. Then t(A + B) t(A) + t(B).
Proof. Consider the filtration of A + B defined by
, and hence, by Lemma 3.2,
However, there is, for arbitrary finite-dimensional vector spaces
contained in a common vector space, an inequality
(Divide all vector spaces by A 1 ∩B 1 ; this reduces to the case that |A 1 +B 1 | = |A 1 |+ |B 1 |, and the inequality is trivial.) Hence,
|, and so, by considering the definition, t F (A + B) t(A) + t(B) . By (1) the proof of the lemma is finished. 
t(A i ) e(M).
Returning to the proof, it is clear that Corollary 3.5.1. implies that
However the observation just made, shows that
and hence the proof of the theorem is finished.
It follows from the fact that a filtration holonomic module has a finite decomposition series that such a module is finitely generated. Indeed, it is in fact, cyclic. This is clear by Staffords theorem [2, Theorem 8.18] which says that if A is a simple ring, which has infinite length as a left module over itself, then an A-module with finite decomposition series is cyclic. That D X is simple is proved in e.g. [6] , and the statement of infinite length is an excercise.(It follows also immediately from [loc.cit. 1.3.5.].) Another result that is proven precisely as in characteristic zero is that a simple module has, considered as a module over the structure ring k[x], just one associated prime. (A proof is given in [2, 3.15-17 
is a prime ideal, just consider the subspace consisting of elements which are annihilated by some power of q. It is a D-module, and from this the proof is immediate). We have thus the following proposition. 
is a filtration holonomic D X -module, and the mutiplicity is less than 2, since t(A i ) = 2. It is not simple (it contains k[x]), so the multiplicity has to be exactly two.
Then generalize this example to a localization
where 
Note that the estimate of the multiplicity, gives an estimate of the number of simple modules in a decomposition series. It is also interesting to note that the generating series A i = V i Φ i (as in Proposition 4.1 ii)) has the prop-
1 . This is not always the case. Note in addition that, since local cohomology modules are subquotients of localizations of the type k[x] f , it is a consequence of Theorem 4.2 that this type of modules are further examples of filtration holonomic. This result was the motivation for the present work. Even though this result will be contained in the results in later sections, we state it here for clearness, since these later results have much messier proofs, which tend to obscure the simple idea. It was first proved in [3] .
is an ideal are filtration holonomic modules.
4.2.Étale algebras over a localisation k[x] f
Suppose that R is anétale ring extension of some localisation
. We now want to show that R is in fact an filtration holonomic D X -module. This is a generalization of the previous section, and the proof is similar, but rather more complicated. First we show that R may be assumed to have a special form.
4.2.1. Reduction to a special case Suppose that ∪ i∈I U i is an arbitrary finite covering of specR. Then R is a submodule of ⊕ i∈I R Ui , and to conclude that R is fh (we will use this as shorthand for "filtration holonomic intermittently from now on), it suffices, by Theorem 4.2, to prove that each R Ui is fh. Now we may use the fact that locally eachétale morphism is standard (e.g. [11, Theorem I.3 .14] to find a cover U i , i ∈ I such that each R Ui is a standard etale algebra over some k [x] fi , f i ∈ k [x] , and hence it is enough to prove that R of the following form are fh:
, and
Y ] is monic and furthermore the derivative P (with respect to Y ) is a unit in R. (This is precisely the definition of standardétale extension of k[x].)

Denote the map k[x] f [Y ]toR by θ.
We may use that the characteristic is positive to assume, in addition(after possibly further localizing), that the following condition is also satisfied:
This follows, for example, from the following argument. That P is monic in a) implies the first part of b).
) ⊂ R are both finitely generated k[x] f -modules. They actually must have the same rank or
, as follows from e. g. surjectivity of the relative Frobenius for anétale extension([11, VI. Lemma 
13.2] ). A direct argument for this is also easy to give: Let k(x) be the algebraic closure of k(x). Then k(x)[Y ]/(P ) is also ań etale k(x)-algebra ([11, Proposition 3.3c]) and this is equivalent to the fact that
P = Π i=m i=1 (Y − α i ) has no multiple roots α i ∈ k(x) ([11, Prop.3.1, ex.3.4
]). Hence k(x)[Y ]/(P ) is isomorphic as an algebra to k(x) m and the operation of taking p-th powers is surjective since it is surjective on k(x). Thus k(x)[Y ]/(P ) is generated as a k(x)-algebra by Y p and it follows immediately that also k(x)[Y ]/(P ) is generated as a k(x)-algebra by
) and this implies that condition b) holds for i = 1. However it then also holds for all i 0: If 
) holds, implying the case i = 2 in b), and the argument may then be repeated to show that we are reduced to assuming a) and b).
Preliminaries
If a is a positive integer, let M a be the vector space of all polynomials in k[x] which have degree less than or equal to a in each variable x 1 , . . . , x l . Use DEG(f ) to denote the least integer a such that f ∈ M a . The following lemma, which will be used throughout the example, should be obvious upon inspection. 
Using that M p j −1 is the vector space previously called V j , this says in particular
V s (V k ) [p s ] = V s+k .
First estimates of degrees.
Denote by T the vector space generated by the basis T 1 , . . . , T m . There are nonnegative integers a and r such that
and hence by induction,
and finally
I want to invert this formula, while keeping track of the degrees. Let 
B(T, T
and B(T −1) a. The important thing to note here is that obviously a 1 is independent of j.
In terms of bases this means that there is a positive integer a 2 such that, for all j 1,
since, if a 2 = DEG(g) + a 1 ,
More degree calculations
In a similar way we present h −n : There is a description of
where q k ∈ M b and b and t are positive integers. Hence
for some elements q k (n) ∈ M (n−1)a+nb (Using (11) in the previous subsection, in which r and a are defined.) Assume now that n p j . Then
if a 3 := a+b+t(DEG(f ))+2r(DEG(f )) is chosen to ensure the following inequality
In a similar way there is some positive integer a 6 , for example a 6 := DEG(f ) such that if j 1 and p
Finally I need to present T T in this way: By the assumption made in the first calculations ((11) in the preceding subsection),
where p j is supposed to be so large that it is bigger than the fix integers r and a and a 4 = (DEG(f )) + 1 is such that p j a 4 p j (DEG(f )) + a (DEG(f Using (12)- (17), the following is obtained:
under the hypothesis that p 
Note that Φ j = Φ 
Thus every element of R is contained in almost all of the vector spaces
Hence it is clear that they form a generating sequence, and this ends the proof. Note that it is possible to estimate t(A j ) = |Φ 1 |. We state this result, as a proposition.
Proposition 4.2. Let X := speck[x]. Anétale k[x] f -algebra R is filtration holonomic as a D X -module. In fact, there is a generating sequence
, and |Φ i | K, for some positive integer K. Note this proposition was stated in [3] , but the proof given there, while using the same ideas, is deficient, since it assumes that the extension may be restricted to a too special case. However the theorem stated there is still true, by the above proof, since a module with a generating sequence such that Φ i = Φ
will be filtration holonomic in the sense of [3] .
We will need the following statement on the growth of a generating sequence relative to the growth of the sequence W j , for a vector subspace W ∈ R. 
Proof. Remember that
/(P )) h and R f satisfies conditions a) and b) of that subsection, so that according to (18) above there is a generating sequenceΦ j , j 0 of R f with
But note that Φ j :=Φ j ∩ R (j) , is a generating sequence for the D X -submodule R, according to the proof of Theorem 4.
Hence intersecting with
R = V l(j)+r R l(j)+r gives that W j ⊂ R ∩ V l(j)+rÃl(j)+r = V l(j)+r A l(j)+r , according to Lemma 3.2.1 (3).
Invariance underétale pullback
The following lemma, to be generalized shortly, says that theétale pullback of a filtration holonomic module is filtration holonomic. 
, j i 0, be a generating sequence for M of the type in Proposition 4.1 iii) , so that ∪ i,j V j Φ ij = M, and j |Φ ij | L, for some fix integer L, and all i 0. By Proposition 5.2, there is also a generating sequence Ψ j for R = ∪ j V j Ψ j , and an integer K such that |Ψ j | K, j 0. Then
max(i 0 , j 0 ), since the fact that A ij = 0, if j < i implies that all the V j B j occurring in the sum will contain {r l , l ∈ I}. Hence every element in R ⊗ k [x] M is contained in almost all the vector spaces j V j C ij , and these vector spaces thus satisfy the conditions of Proposition 4.1 iii).
Filtration holonomicity for smooth varieties
If X is a integral and smooth scheme of finite type over k there is a covering of X by open affine sets U i , i = 1, ..., r, withétale maps u i : U i → A n . Such a map is called a system of local coordinates, and the whole system is called an atlas. It is natural to globalize the definition of filtration holonomic modules in the following way. 
in the given atlas. If this is true in one atlas, it is true in all.
We will now prove the stated independence of the atlas. The following lemma contains the main ingredient. 
Since u * N is filtration holonomic there exist, according to Prop 4.1, vector subspaces B ij ⊂ N (j) , 0 i j,, and an integer K, such that for all i 0, j i |B ij | K, and
is uniformly bounded for all i. Now With the lemma it is easy to prove the independence of the atlas used in the definition of filtration holonomic . Assume that N is filtration holonomic in the atlas u i : U i → A n , i ∈ I, and that v j : V j → A n , j ∈ J is anotherétale atlas, not necessarily affine nor covering . There is a finite covering of each 
Proof. For i), note first that, by the observation in the preceding paragraph, if N is a filtration holonomic D X -module and V ⊂ X is an arbitrary open subset then N | V is filtration holonomic. Hence i) is local in Y , so we may assume that Y = A n . Let V j ⊂ X, j ∈ J be a covering of X by affine open subsets. Clearly, by the lemma above, u * (N | V j ) is filtration holonomic , and hence
For ii), it suffices to note that the statement is local in both X and Y , and hence is just a version of Lemma 5.2.6.
Finally, note that, once given the definition of filtration holonomic for arbitrary X, Theorem 4.2., on finite decomposition series etc. of filtration holonomic modules, still remains true, substituting X for A n , by a trivial argument. This is Theorem 1 of the introduction.
Functoriality
Haastert [5] has defined inverse and direct images of D X -modules in positive characteristics, and we will prove in this section that these functors preserve filtration holonomicity. He has also proven the precise analogue of Kashiwara's theorem on D-modules with support on a closed, smooth subvariety, and we prove that this correspondence also preserves filtration holonomicity. Though the theory in [5] is stated for smooth varieties over an algebraically closed field, it is clear from the definitions (given below), that they work for an arbitrary field. is the induced map. The injection
where the first map is the tensor product over of the canonical injections Proof. The statement is local in both X and Y , and it is thus enough to prove the proposition when f is a morphism of affine schemes. According to 7.1, it may be assumed to be either a closed immersion or a projection. Assume first that the map f is a closed immersion X → Y and use the lemma in 6.1, to obtain a diagram 
, since both the vertical arrows areétale, and it is enough to prove that this last module is filtration holonomic. But this is almost immediate: By assumption, β * (M) is filtration holonomic ; let A i ⊂ A i+1 , i 0 be a generating sequence, so that
j is the monomials of degree less than p i −1 in the variables t 1 , . . . , t n , then 
We have thus proved that β * (M)/Iβ * (M) is filtration holonomic, and this concludes the proof of the proposition in the case of an immersion.
The argument in the case of a projection is entirely similar; by suitableétale maps it is possible to assume that f is the projection 
0, is a generating sequence for f * M, which thus is filtration holonomic. This finishes the proof. It may be noted that it follows clearly from the proof that the multiplicity does not increase.
6.3.
Direct images We will now consider direct images. Given a morphism f : X → Y , there is a left 
All this follows by Morita equivalence.
That ω X is a right D X -module, may then be seen through the theory of local duality for finite and smooth morphisms( [7, II.6.4, 8.4] ), which gives isomorphisms
between the modules in this direct limit, are induced by
Here C is the Cartier operator, defined above. D Y ←X is a flat right D X -module, so f is left exact and has hence higher direct images
It should also be noted that in the case of anétale affine morphism, it follows from 
, and hence by Theorem 4.2. it is enough to consider the case when X = U i also is affine. Since f may be factored into a closed immersion followed by a projection, it is enough to prove the proposition for these two types of morphisms. Assume first that f is as is described by the diagram in the proof of proposition 7.1. (This is clearly possible by shrinking each U i , in theČech complex above, if necessary.) Then by definition f M is filtration holonomic iff β f M = f α M is filtration holonomic. Since α M = α * M is filtration holonomic if M is, it clearly is enough to consider a special type of smooth subvariety, of the form
where Z 2 = speck[x n+1 , . . . , x n+m ] i.e. f is the inclusion of the linear smooth subvariety, defined by the equations
Suppose first, slightly more generally,
Then it is easy to deduce from the description above that f = f1 × f 2 . In our 
shows that the direct image is filtration holonomic, with a generating sequencẽ
Note also that the argument gives that e( f M) e(M). This proves the proposition in the case of a smooth subvariety.
Suppose next that
corresponds to the natural projection x × y → x.Then f may be decomposed f = Id X × f 1 , where f 1 is the projection to speck and 
, this implies that the direct image is fh, and that e( f M) e(M).
Kashiwara's equivalence
Suppose that X → Y is the immersion of a smooth subvariety. Kashiwara's theorem gives an equivalence between the category of D X -modules and the category of D Y -modules with support on f (X). It is proved in characteristic p in [5] (it is easily checked that the proof works without the hypothesis of algebraically closed ground field, since the crucial point is smoothness in the form of Lemma 7.1.1). The equivalence preserves the filtration holonomic property: 
general, an isomorphism of k-schemes. Hence the following (wellknown) definition is reasonable.
This thus means precisely that the modules in the inverse system belonging to the D X -module M are the same. From the description of the functors, in terms of inverse systems, in the preceding section, most of the following proposition is immediate. (1) ) and the definition
(The last isomorphism is an elementary calculation). Hence clearly the direct image of an F-module is an F-module, and the proof of the proposition is finished. we have constructedétale morphisms i x : X x = specS → X such that i * x M = ⊕O Xx By doing this at all x ∈ X, and using the quasi-compactness of X to get anétale covering Y = X x → X. 
Comparison with F-finite modules
In this section the class of filtration holonomic modules is related with the class of F-finite modules, introduced recently by G.Lyubeznik [10] . We will prove that an F-finite module is filtration holonomic .
First we will give the definition of F-finiteness. Suppose there is a finitely generated O X -module N and a homomorphism θ : N → F * N . Here we have identified O X with O X (1) This homomorphism induces a direct system:
The direct limit M of this system is an O X -module and F-finite modules are precisely O X -modules that can be constructed in this way, starting with N and θ.
Since the module automatically satisfies . . . For ease of notation we assume that X = specR is affine. The definition of Ffinite modules works for any noetherian ring R, not necessarily of finite type, but we here consider only this case.
Proposition 8.1. Every F-finite F-module is filtration holonomic .
Proof. There should be a direct proof of this; the following suffices anyhow, but it uses most of the theory. Assume that the F-finite module M is simple -this is allowable since these modules have a finite decomposition-series by [10, Theorem 3.2] , and in view of theorem 4.2. A simple module has a unique associated prime ideal P (loc.cit). There is f ∈ R such that (R/P ) f is non-zero regular, and hence smooth over k since k is perfect (SGA 1 II prop.5.4). By simplicity M ⊂ M f , and it suffices to prove that M f is filtration holonomic (Theorem 4.2). But then we may use Kashiwaras theorem, in two different forms, to pull back the module to an F -module on (R/P ) f . The pullback is filtration holonomic iff if M f * is filtration holonomic by proposition 7.2 and 7.3, and it is F-finite by [10, Proposition 3.1] . This means that it suffices to study the case P = 0. However, there is then f 1 ∈ R such that M ⊂ M f1 and M f1 is finitely generated as an R f1 * -module (by definition), and also an F -module. These modules have however been proved to be filtration holonomic in section 8.
We will now give a partial converse. We first give a definition. If the R-module E is an F -module, there is an R (p) -linear map v : E → E which is given by v(m) = α(1 ⊗ m). We will formulate a condition on generating system which means that they are invariant with respect to this Frobenius map. If the generating system V i A i * , with
(where K is an positive integer) and A i ⊂ v i E = E i ⊂ E, satisfies the property that will be isomorphic to a submodule of the field of rational functions k(x), namely the module consisting of all rational functions p/q where q is a product of a finite number of θ i (1), each ocurring with multiplicity at most 1. Thus it will not be possible to localise by f ∈ M to a finitely generated module if there are an infinite number of different prime divisors of the θ i (1). We take, for simplicity, θ i (1) = (x − a i )
where a i , i = 0, 1, . . . are all different elements of the ground field k (assuming that k is infinite). In this case M is not an F -module, since F * M, is isomorphic to the submodule of k(x), consisting of all rational functions p/q where q is a product of a finite number of θ i (1), each ocurring with multiplicity at most p. Any isomorphism ηF * M ∼ = M, will be multiplication by a rational function, and there can clearly be no such isomorphism under the assumption on the θ i (1) .
However the module is always filtration holonomic, if say degree θ i (1) = p i . This is proved by the following argument. Let s i be the generator of A i . Then s i = θ 
