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Introduction
A detailed knowledge of the extreme sea states affecting a region is essential for any marine activity. For shipping, offshore and coastal installations, or the deployment of devices such as wave energy converters, it is crucial to have accurate information on the extremes likely to be encountered during operational 5 lifetimes. These are typically expressed in terms of return levels and periods; for example, the level of significant wave height which is likely to occur on average once every 100 years. Extreme value theory provides statistical tools for such an analysis (Coles, 2001 ) and the methods have been widely applied in studies of ocean waves; reviews may be found in Vanem (2011) and Jonathan 10 and Ewans (2013).
In Section ?? below we outline the background theory of extreme value analysis. Models of the extremes are often fitted to data-sets using a maximum likelihood approach. Although straightforward to implement, this can lead to large uncertainties in the parameter estimations and subsequent return levels 15 (Vanem, 2015) . Obviously, we wish to reduce the levels of uncertainty and obtain meaningful results which are of practical use. Bayesian inference allows for a more detailed analysis of this uncertainty, by providing complete probability distributions for the parameters (Gelman et al., 2013) .
Our aim in this paper is to use Bayesian techniques to model the spatial vari-20 ability of ocean wave extremes. We follow the approach of Cooley et al. (2007) , who include a latent spatial process within a Bayesian hierarchical framework to capture the spatial dependence of precipitation extremes. This is described in detail in Section ??. Such a model has been applied to the study of temperature extremes in the ocean by Oliver et al. (2014) but not to ocean wave data, to the 25 best of the authors' knowledge.
We apply the statistical model to significant wave height data off the west coast of Ireland, obtained from a spectral wave model hindcast. Recently, O'Brien et al. (2013) provided a history of extreme wave events around Ireland, revealing an often severe environment. On the other hand, the seas off the 30 west coast of Ireland have attracted interest due to their potential wave energy resources (Gallagher et al., 2016) and so an accurate description of the likely extremes is of both theoretical and practical relevance.
A description of the domain and data under study, along with model imple-mentation details, is given in Section ??. The results are presented in Section
35
?? with a discussion of conclusions in Section ??.
Extreme Value Analysis

Background theory
There are a number of possible approaches to extreme value analysis. An introduction to the field may be found in Coles (2001) . One fundamental 40 method is the block maxima approach. We consider a sequence of independent and identically-distributed random variables, Z 1 , Z 2 , . . ., and let M n = max (Z 1 , . . . , Z n ) be the maximum over a block of n values; for example, we may take M n to be the annual maxima in a multi-year set of significant wave height data. The extremal types theorem states that, under certain regularity 45 conditions, the distribution function of the M n will converge to a specific threeparameter form, known as the generalised extreme value (GEV) distribution.
A major disadvantage to this approach is the fact that, by using only the maxima from a given block size, we are discarding a lot of data. In this work we consider a data-set of hourly significant wave height, H s . Modelling with, for 50 example, annual maxima would be quite wasteful. An alternative is to model the excesses over a given threshold, u. We assume that our sequence of independent random variables, Z 1 , Z 2 , . . ., satisfies the extremal types theorem described above. For large enough u, the distribution function of the exceedances Y = Z − u, conditional on Z > u, is approximately given by the generalised Pareto 55 distribution (GPD)
defined on the set {y : y > 0 and (1 + ξy/σ) > 0}. Here, ξ and σ are known as the shape and scale parameters, respectively, and have ranges −∞ < ξ < ∞ and σ > 0. For the limiting value when ξ = 0, we get the exponential distribution Nicolae Lerma et al. (2015) . In addition, a number of papers have compared the various approaches; see, for example, Caires (2011), Aarnes et al. (2012 ), Vanem (2015 and Clancy et al. (2015) .
Once we have the parameters of a distribution, we may compute the N -year return levels. For the GPD in (??), we have
We write ζ u = P (Z > u) and can then find the return level z m , the level which is exceeded on average once every m observations, by solving
Letting m = N n y , where n y is the number of observations per year, we arrive at the following expression for the N -year return level:
For the case of the exponential distribution with ξ = 0, we have
Model fitting
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Given a set of data, we may fit one of the models described above. The maximum likelihood (ML) estimation method is commonly used. We can consider a set of n independent values, z 1 , . . . , z n , to which we wish to fit a probability density function f (z; θ), where θ is a parameter of the distribution. The likelihood function is given by
The maximum likelihood estimatorθ is found by maximising the above likelihood function or, more usually, the logarithm of L(θ). Asymptotic properties of the ML estimate, which assume Gaussian behaviour, may then be used to compute confidence intervals. Furthermore, the so-called delta method provides confidence intervals for quantities derived from the parameter estimates; for ex- An alternative is to use Bayesian inference for parameter estimation (Gelman et al., 2013) . Continuing the above example, we use Bayes' Theorem to write
Thus, we arrive at a posterior distribution, f (θ|z), from a combination of 
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Practical implementation of Bayesian inference can be computationally intensive, in particular the calculation of the proportionality constants in (??). it was assumed that regional extreme precipitation is driven by a latent spatial process, defined by geographical and climatological covariates, and that effects not fully captured by the covariates are captured by the spatial structure in the hierarchies, using Gaussian processes. Inference was then conducted using an MCMC algorithm. This approach has since been used in oceanographic appli-
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cations by Oliver et al. (2014) , to analyse extremes of sea surface temperatures.
In this current work, we apply a similar model to extreme significant wave heights off the Irish west coast. This continues on from the work of Clancy et al. (2015), in which this region was examined using extreme value analysis applied independently at each point. In the next section we describe the model 130 in detail.
Model Details
The aim is to produce N -year return levels of significant wave height, H s .
We described earlier how these could be computed using (??). Given a dataset, we require a suitable threshold u, the parameters from the generalised
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Pareto distribution (GPD) for modelling the exceedances and their probability of occurrence ζ u . The choice of threshold will be discussed later in Section ??.
For the exceedances and the probability ζ u , we follow the approach of Cooley et al. (2007) Using Bayes theorem, under a three-layer hierarchical model the inference for the vector of parameters θ 1 (for the GPD of exceedances or the probabilities
where the p j are the probability densities with indices associated with the levels of the hierarchy and Z(x) specifies the data at a given location x. We now describe the two hierarchical models. A directed acyclic graph (DAG) depicting the hierarchal structure of the models is given in Fig. ? ?. we reparameterise with φ = log σ. At this level we thus have two spatiallyvarying parameters for the distribution, which we collectively write as
Modelling the threshold exceedances
T . The first term in the hierarchy (??) is then derived from the density function for the GPD and given by the likelihood function
where the indices i and k are such that z k (x i ) refers to the k-th exceedance at grid-point x i . We have denoted the number of grid-points by n x and the number of exceedances at each point x i is then n i .
Process layer
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Both φ(x) and ξ(x) are modelled as Gaussian processes (Banerjee et al., 2014) and so the second term in (??) will take the form
where
A similar expression is used for p ξ (ξ(x)|µ ξ , Σ ξ ). Here | . | denotes the determinant and θ 2 above represents all of the hyperparameters for µ φ , µ ξ , Σ φ and Σ ξ , to be discussed below.
A Gaussian process characterises an infinite-dimensional smooth surface such that any finite collection of n x points on the surface follows a multivariate normal 160 distribution (above) of dimension n x . Such a smooth surface is an appropriate choice for the model parameters as we expect similar wave climates at nearby locations.
In addition to distance, the effect of any other covariates may be readily incorporated into the model. For m covariates c (1) , . . . , c (m) , we write the mean 165 vector in the general form
where C is the n x × (m + 1) matrix
and the vector of coefficients is α φ = (α φ,0 , α φ,1 , . . . α φ,m ) T . In this work we have used m = 3: the longitude, latitude and depth of a grid-point, and therefore we will have four coefficients α φ,j .
The use of the Gaussian process also offers great flexibility through the choice 170 of the covariance matrix Σ φ . Here, we use the matrix given by
where I is the identity matrix. The matrix E is given by an exponential correlation function and has components
For two grid-points x i and x j , the vector d(i, j) has two components given by the differences in longitude and latitude between x i and x j .
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The 2 × 2 matrix β is symmetric positive definite. Its entries measure how quickly spatial dependence drops off in the two different directions. The other parameters of the covariance matrix appearing in (??) are the partial sill ς 2 φ and the nugget parameter τ 2 φ . Further details on variogram analysis may be found in Zimmerman and Li (2012).
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As mentioned, we assume the same Gaussian process model for the shape parameter ξ. Similar expressions as those above are used for µ ξ and Σ ξ .
Priors layer
Finally for the third layer in the hierarchical model, priors must be assigned to the hyperparameters in the second layer, which are assumed to be 185 independent. For those in (??), a normal distribution with large variance was selected: the covariates were re-scaled to be centred on zero and priors α φ,i , α ξ,i ∼ N(0, 50) were used. A lognormal prior was employed for the positive ς 2 φ and τ 2 φ parameters in (??); that is, their logarithm was assumed to have the normal distribution N(0,10).
For the entries of the matrix β in (??), a discrete uniform prior is assumed.
We begin with a set of proposal values v β = {0.001, 0.005, 0.01, 0.05, . . . , 100, 500, 1000}, with all values being considered equally likely a priori. Within the MCMC algorithm, the entries of β are randomly proposed from v β and accepted or rejected accordingly by the algorithm. 
Modelling the frequency of exceedances
We now turn to ζ u , which is defined as the probability that the threshold u is exceeded and is needed in (??) to compute return levels. For a given choice of threshold (discussed in Section ??), we let ζ(x i ) be the exceedance probability at the location x i . It is again assumed that there is a latent spatial process driving 200 this and a hierarchical model is used, with data, process and prior layers.
At the data layer it is assumed that, at each grid-point i, the number of declustered threshold exceedances N i is a binomial random variable with m i trials (the total number of observations), each with a probability ζ(x i ) of being a cluster maximum. That is, N i ∼ Bin(m i , ζ(x i )), where
The process layer is similar to that of the GPD parameter φ(x). Following Diggle et al. (1998) , ζ(x i ) is first transformed using a logit transformation, where
. This is then modelled as a Gaussian process as before, with mean vector µ ζ and covariance matrix Σ ζ taking the same form as in (??) and (??), respectively.
The hyperparameters are then given the same prior distributions as described above in Section ??. using a data-set from a coarser-resolution hindcast.
Following on from this, we will focus on the region off the west coast indicated in Fig. ? ?. This domain contains n x = 334 nodes and has a depth ranging from 39m to 1902m (see Fig. ??(b) ). In Fig. ? ? we show the mean, 99th percentile and maximum of the hindcasted H s fields. We can see that, even not far from 
Threshold choice and declustering
We wish to apply the GPD model of threshold exceedance to this data-set.
The choice of an appropriate threshold is a non-trivial issue in extreme value Here we adopt a more straightforward approach. At each grid-point, the 99th percentile of the H s data series is selected as a threshold for modelling at that point. Taking a percentile-based threshold is convenient when dealing with a spatial array of data. In Clancy et al. (2015) , the 97th percentile was used.
255
Caires and Sterl (2005) examined both the 93rd and 97th percentile and found the higher to be more appropriate in general. Vanem (2015) tested thresholds based on even higher percentiles, above the 99th. The validity of the threshold may be assessed a posteriori by examining the fit of the model, and we discuss this choice further below.
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Once we have chosen our threshold, we need to decluster the data to be used. This is necessary because the theoretical basis for the use of the GPD assumes that the exceedances are independent. Caires (2011) retains only the maxima of clusters of successive exceedances and additionally removes any peaks which occur less than 48 hours from another, these regarded as having been caused by 265 the same storm system. Nicolae Lerma et al. (2015) varied this time between 48 and 72 hours and found no significant differences in their final results.
In this study we apply a similar, though slightly stricter, method of declustering to that of Caires (2011). Two successive sequences of exceedances are considered to be part of the same cluster and system if the time series drops 270 below the threshold for 48 hours or less. We then use the peaks of each cluster for modelling with the GPD.
Results
The GPD was fitted to the data-set discussed above using the spatial Bayesian hierarchical model (BHM). Approximate draws from the posterior distribution 
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Three parallel chains were run for each model. Each simulation consisted of 20,000 iterations, of which the first 2,000 were considered as burn-in and consequently discarded. In order to reduce dependence amongst the remaining values, only every 10th was kept. Convergence of the resulting chains was established using theR criterion recommended by Gelman (1996) , with values 285 below the suggested criterion of 1.2 taken to imply convergence.
The model was implemented in R using a package called Rcpp (Eddelbuettel, 2013) . This interface allows integration of R with C++ code, leading to appreciable reduction in the computational burden of the Metropolis-Hastings MCMC algorithm used.
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We compare the results with those obtained by fitting the distribution independently at each grid-point with inference from a maximum likelihood (ML) method. For this we have used the Wave Analysis for Fatigue and Oceanography (WAFO) toolbox in Matlab (WAFO, 2011) . In addition to spatial maps of the output, we have chosen four locations to focus on in more detail. These are 295 marked in Fig. ? ? (b) . Their locations and some hindcast details are listed in Table ? ?.
As discussed in Section ?? above, the ML approach produces a single estimate of a given parameter and confidence intervals may be derived from its asymptotic properties. We will consider 95% confidence intervals for our esti- 
Parameters of the GPD
In Fig. ? ? we compare the estimates of the shape parameter of the GPD, ξ. 
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The scale parameter, σ, from both models is shown in Fig. ? ?. intervals. This can be seen in more detail in Fig. ? ?, in which we show parameter estimates with confidence intervals for both models for the four points detailed in Table ? ?. Looking at Figs. ??(a) and ??(b) for shape and scale, respectively, we see that at each of these four points the confidence intervals for the BHM 325 are contained within the larger intervals for the ML; in fact, this is true for ξ and σ at every grid-point.
The estimates in Fig. ? ? show a negative shape parameter at all points for both models. The upper bounds of the ML fit in Fig. ? ? allow for positive values. This has previously served as a motivation for fitting with a so-called
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Type I tail in which ξ = 0 is fixed (see Caires, 2011, for example). However, with the BHM model in Fig. ? ?, we note that the tighter confidence intervals demand a strictly negative shape parameter.
Return levels
We now turn to the N -year return levels of significant wave height, which
335
we denote by H sN . In Figs. ?? and ??, we present spatial plots of H s20 and H s100 , respectively. The estimates are given along with the lower and upper bounds of the 95% confidence interval. The overall patterns of the return levels are broadly similar for both models. The main differences can be seen in the size of the confidence intervals, which again are much narrower in the BHM.
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This is even more evident for H s100 in Fig. ? ?.
As we extrapolate in time to longer return periods, we expect the uncertainty to grow. However, with the BHM we still have a much tighter confidence interval We find that the highest extremes of significant wave height are to be expected roughly between 53
• N and 54.5
• N, with 100-year levels of close to 16m.
This spatial pattern is consistent with the annual maxima GEV analysis of the 350 data-set in Gallagher (2014). Although slightly higher values were reported (up to 18m), the annual maxima approach results in considerably higher levels of uncertainty in the estimates, due to the much smaller number of data-points used.
In Clancy et al. (2015), a larger area was studied using a coarser-resolution hindcast but, nevertheless, this region (and further west) showed the most extreme 355 sea states.
Validation
Return level plots, as described in Coles (2001) , are a useful diagnostic tool for assessing the fit of a model, in addition to illustrating the model estimates.
The return level estimates, along with the bounds of the confidence intervals,
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are plotted against the return period, together with the empirical return level estimates from the data. These are shown in Fig. ? ? for the four locations in Table ? ? which we have been examining. The black curves are for the ML model, while the BHM is shown in red. The return levels from both models are quite similar for all return periods shown. However, once again we see clearly how 365 the Bayesian model yields estimates with much less uncertainty. This is more
and more evident as we extrapolate to longer return periods, such as 1000 years.
Comparing with the empirical estimates shows a satisfactory fit, particularly for shorter return periods.
The Bayesian spatial model is further validated in Fig. ? ? using a posterior 370 predictive distribution (Gelman et al., 1996) . This has been constructed as follows: at a given grid-point i, we have n i exceedances over the threshold.
We then randomly draw n i values for the shape and scale parameters from the respective estimated posterior distributions; these describe n i separate GPDs.
For each of these, one value is generated. We now have n i observed and n i 375 predicted exceedances. After ordering, the two sets should match since a good model will have predicted the observed values.
This is repeated for each of the n x = 334 grid-points and a scatter-plot of the results is shown in Fig. ? ?. We see a good match between the observed and predicted exceedances, with a correlation coefficient of 0.99, giving confidence 380 in the validity of the fitted Bayesian model.
Discussion and Conclusions
We have applied a Bayesian hierarchical model (BHM) to a hindcast dataset in order to study the extremes of significant wave height off the west coast of Ireland. Exceedances of H s over a high threshold are modelled with the generalised Pareto distribution. The hierarchical model includes a latent spatial process which allows us to more effectively capture the spatial variation of the extremes. This approach was compared with a model which uses maximum likelihood (ML) inference and simply carries out an independent extreme value analysis on the time-series at each grid-point in a given domain.
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The parameters of the fitted generalised Pareto distribution (GPD) were used to produce spatial maps of extrapolated return levels of H s . Consistent with previous studies, we found that the highest extremes are to be expected in the latitude band roughly between 53
• N to the west of Ireland, with phenomenal sea states of around 16m estimated for the 100-year return 395 level. A comparison of the two methods showed that the BHM produces much smoother estimates, as a result of the latent spatial process whereby the model parameters at a given grid-point are influenced by the neighbouring points.
A major advantage of the Bayesian approach is the fact that it formally handles parameter uncertainty, rather than relying on the approximate normality of 400 the ML estimate. Parameter and return level estimates were analysed with confidence intervals bounded by the 2.5th and 97.5th percentiles. The BHM showed much a narrower intervals throughout, yielding much higher levels of certainty with the results. This is of crucial importance, as a single point estimate alone is of little practical value without a meaningful measure of uncertainty.
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The estimates for both models showed a negative shape parameter ξ of the GPD, but the upper bounds of the wider ML confidence intervals allowed the possibility of a zero or positive shape. By fixing ξ = 0, the GPD simplifies to the exponential distribution and some parameter uncertainty is removed.
However, the tighter confidence intervals of the BHM showed ξ < 0 at all points The threshold chosen for this work was the 99th percentile of the H s data at 415 each grid-point. As noted, this approach has been used by a number of authors,
with various ranges of percentiles tested. Initially, we fitted the model using the 97th percentile, following previous work in Clancy et al. (2015) . However, when analysing the validity of the fit, as discussed in Section ??, we found that both models were greatly underestimating the higher return levels. By switching to 420 the 99th percentile, higher values of the shape parameter were found, resulting in a much more satisfactory fit. The drawback of increasing the threshold is the reduction in the number of exceedance data-points. Nevertheless, even after declustering the data with this higher threshold, we were still left with roughly 160 exceedances per grid-point with which to fit the models.
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In addition to a correlation between points based on the distance, we have allowed the distributions of the parameters to be affected by the depth at a given location. Fig. ? ?(b), along with the mean, 99th percentile and maximum significant wave height (metres) from the 34-year hindcast. Figure 2: (a) the computational grid used for the hindcast, with our region of study outlined.
(b) the depth of this region in metres, plotted on a logarithmic scale, with the four locations from Table ? ? marked. 
