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Introduction
North American auto supplier plants have been remarkably concentrated for a long time (Klier 2004) . However, since the mid-1970s the spatial configuration of the industry has been changing (Rubenstein 1992) . Whereas the industry was concentrated in a corridor running from Chicago to New York, it now has a north-south orientation.
The industry continues to be very spatially concentrated (Ellison and Glaeser 1997) .
Using county level data, Woodward (1992) and Smith and Florida (1994) find evidence that vertical linkages as well as the presence of highway infrastructure influence plant location decision of Japanese plants in the United States.
In this paper, we model the location decisions of auto supplier plants using probit models that take explicit account of the tendency for auto plants to cluster together.
Despite the rapid change in the geographic configuration of the industry, we show that three salient features remain the same. First, Detroit remains the hub of the auto corridor, which now extends southward to Kentucky and Tennessee with fingers reaching into Mexico and Canada. Second, both supplier plants and assembly plants tend to cluster together. Third, plant locations seldom stray far from the network of highways running toward Detroit.
Spatial data increase the complexity of models of plant location decisions. We use a logit model and county-level data: what is the probability that a plant is located in a county given the locations of other plants and the characteristics of the county? Spatial data typically exhibit both autocorrelation and heteroskedasticity. Autocorrelation makes standard logit (or probit) estimates inefficient, and heteroskedasticity leads to inconsistent estimates. Several estimators have been proposed that are capable of producing consistent estimates when data are spatially autocorrelated and heteroskedastic -Case (1992) , LeSage (2000) , McMillen (1992) , and Pinkse and Slade (1998) . However, these estimators become infeasible for large samples because they require the inversion of nxn matrices, where n is the sample size. One objective of our paper is to propose a computationally feasible estimator for spatial discrete-choice models.
Our estimator is a linearized version of the generalized methods of moments (GMM) estimator proposed by Pinkse and Slade (1998) . Linearization allows the model to be estimated in two steps. The first step is a standard probit or logit model, in which spatial autocorrelation and heteroskedasticity are ignored. The second step involves twostage least squares estimates of the linearized model. The benefit of linearization is that no matrix needs to be inverted and estimation requires only standard probit/logit models and linear two-stage least squares. Thus, the model can be estimated even with very large sample sizes.
Our estimator extends the literature on spatial modeling by allowing a model with a spatially weighted dependent variable to be estimated in a discrete choice framework.
For the case of continuous dependent variables, examples of this sort of model include Bordignon, Cerniglia, and Revelli (2003) ; Brett and Pinkse (2000) ; Brueckner (1998) ; Brueckner and Saavedra (2001) ; Case, Rosen, and Hines (1993) ; Fredriksson and Millimet (2002) ; Revelli (2003); and Saavedra (2000) . The general model is written Y = ρWY + Xβ + u, where Y is the dependent variable, W is the "contiguity matrix", X is a matrix of explanatory variables, u is an error term, and ρ and β are parameters whose values are to be estimated. Spatial effects are present if ρ is not equal to zero: values of Y are influenced by neighboring values of Y, where "neighbor" is defined implicitly by the pre-specified entries of the contiguity matrix. For example, Brueckner (1998) 
finds that
California municipalities are more apt to have restrictive growth control measures if nearby municipalities are also highly restrictive. Current estimators for this class of spatial models are only suitable for models with continuous dependent variables. We extend these estimators to the case where the dependent variable of interest is discrete.
Continuing with the example of growth controls, we re-interpret Y as the underlying latent variable showing the strength of the tendency to adopt growth controls, which then is translated into a discrete variable showing whether the municipality has measures to control growth.
We use the spatial probit model to analyze location decisions of both old (pre-1991) and new (1991-2003) auto supplier plants in the U.S. To capture the notion of clustering, we assume that the propensity to locate a plant in a given county depends on the propensity to locate plants in contiguous counties. Additional explanatory variables include characteristics of the county such as the presence of an interstate highway, distance from Detroit, population density, and crime rates. We also include as explanatory variables a count of the number of auto assembly plants located within 450 miles of the center of the county and the distance from there to the nearest assembly plant. Our results imply a strong tendency toward clustering among older plants.
Supplier plants that were opened prior to1991 are far more likely to locate near other supplier plants and near interstate highways. They also are more likely to locate near counties with assembly plants. New plants also tend to cluster together. However, the focus of the industry has shifted southward. Once we control for proximity to existing plants, new plants show no additional tendency toward concentration. The auto region has shifted from an east-west to a north-south extension. It remains highly concentrated, and Detroit continues to be its hub. Supplier plants cluster near assembly plants and amongst each other.
Spatial Discrete Choice Models
The spatial model is written in matrix notation as
The nxn matrix W is the "weight matrix." In the typical specification, and
This specification implies that each value of the dependent variable is a function of a group of explanatory variables, X, and a weighted average the values of the dependent variable for nearby observations. Counties are the unit of observation in our application. We follow common practice and impose that W ij = 1/n i for all counties that are contiguous to county i, where n i is the number of observations that are contiguous to county i. Under this specification, W is sometimes referred to as the "contiguity matrix." The coefficient ρ captures the spatial interaction effect. If ρ > 0, then high values of Y for nearby observations increase the value for observation i. In our formulation, ρ > 0 implies clustering: the probability of having an auto supplier plant in a county increases if there are plants in neighboring counties. In contrast, ρ < 0 implies dispersion as the probability decreases when there are plants in neighboring counties.
When the dependent variable is continuous, equation (1) 
where ε is a vector of independently and identically distributed errors. Equation (3) forms the basis for a probit model; the discrete variable, d, equals one if y > 0 and d = 0 otherwise. The covariance matrix is . Thus, the model structure implies both heteroskedasticity and autocorrelation for e unless θ = 0. Denoting the ith diagonal element of this covariance matrix by , the probability that d
Note that a logit model involves no changes to this algorithm. The only difference is that we define the probability as . These models are not algebraically consistent.
Following this interpretation of equation (1) as the underlying latent variable for the discrete choice model, we have
As in the Pinkse and Slade (1998) model, the covariance matrix is given by . The generalized probit error term is again given by equation (4), but we now define the transformed value of X as , where
i is the square root of the ith diagonal entry of the covariance matrix. The estimation algorithm is unchanged. All that changes is the gradient terms. As before, we
The gradient term for the spatial term is now:
where Λ is the nxn matrix ( ) ( ) ( ) 
for the probit model, and for the logit model.
The Linearized Spatial Probit Model
Although GMM estimation is robust to departures from the normality assumption that is explicit in maximum likelihood estimation, the spatial probit and logit models remain computationally burdensome. Each step of the iterative estimation procedures requires the inversion of the nxn matrix (I-ρW). Yet the spatial model given by equation (1) is generally viewed as an approximation. We seldom know the true structure of the spatial dependence; what is known is that the errors tend to be correlated over space. The models implied by equations (1) and (3) were developed for the relatively small data sets that were common in the past. Large data sets require less restrictive models that do not require inverting large matrices.
Since the model is already viewed as an approximation, a reasonable simplification is to make the approximation explicit and linearize the model around a convenient starting point (see Greene 2002) . In this case, the starting point is obvious: when ρ=0, β is estimated consistently by standard probit or logit models. And when ρ = 0, no matrices need be inverted because (I-ρW) 
, the objective function for the GMM estimator is . (1), linearization will provide accurate estimates as long as ρ is small, and in general, the linearized model will provide a good approximation to an underlying unknown spatial model.
Data
We base our analysis on data acquired from ELM International, a Michigan-based vendor. Though not designed with research applications in mind, the intention behind the ELM database is to cover the entire North American auto industry. Data are available at the plant and company level. However, plants producing primarily for the aftermarket are not part of the database; nor are plants that produce machine tools or raw materials, such as steel and paint. The ELM database, which provides 3,542 plant-level records, was purchased at the end of 2003. The database includes information on a plant's address, products, employment, parts produced, customer(s), union status, as well as square footage.
Several operations were necessary to clean up the data. First, records were crosschecked with state manufacturing directories to obtain information on the plant's age. The crosschecking resulted in a net addition of 335 records. Finally, the accuracy of the employment for the largest plants (more than 2,000 employees) was also checked with company websites or phone calls. After this preparation, the data set comprises 4,478 observations of auto supplier plants located in North America, of which 3,416 are located in the U.S., 461 in Canada, and 601 in Mexico. To our knowledge, this data set contains the most accurate description of the North American auto supplier industry currently available. The formal analysis draws only on the U.S. data.
One of our objectives in the empirical analysis is to determine whether recent plant location decisions differ from those of the past. Our definition of "new" is any plant that has opened since 1991. We refer to plants that began operations before 1991 as "existing" plants. The data is cross-sectional in nature. Hence, the age variable applies only to surviving establishments. This focus on survivors may lead us to understate the extent to which "old" plants are concentrated at the upper end of the auto corridor.
Within the North American auto industry, we distinguish assembly and supplier plants.
We focus on supplier plants as they represent by far the largest number of establishments in this industry. In so doing, we are able to capture the spatial extension of this industry quite well. Within the industry, the location of assembly plants matters as they often represent the delivery point for a supplier's output. Our empirical strategy involves estimating separate logit models explaining whether a county has an existing plant or a new plant. For the subset of counties that have plants, we also estimate logit models explaining whether the county has a new plant.
Our explanatory variables include the regional dummy variables and distance from
Detroit. We include a dummy variable indicating whether an interstate highway runs through the county. Auto suppliers have increasingly been using just in time inventory systems, placing a premium on locations near highways running to assembler plants and to Detroit. To account for the tendency to locate near assembler plants, our explanatory variables include the distance to the nearest assembler and the count of the number of assemblers within 450 miles (an approximate one day's drive) from the center of the county. We also include some characteristics of the counties -population density, the proportion of the residents who are white, the proportion who have graduated from high school, the proportion of the employment in the county that is in manufacturing, and measures of the rates of violent and property crime.
We account for the tendency of supplier plants to cluster together in two ways.
First, we include the spatial lag variable WY, which is a weighted average of the propensity for neighboring counties to have a supplier plant. The weight matrix, W, is a contiguity matrix. We construct the matrix by setting W ij = 1/n i for counties that share a common border, where n i is the number of observations that are contiguous to county i.
W ij = 0 for all other observations (including W ii ). A positive value for this variable's coefficient implies a county's probability of having a plant increases with the propensity for neighboring counties to have plants. Our second measure of the tendency to cluster is relevant only for new plants. For logit models explaining the probability that a county has a new plant, we include as explanatory variables the number of existing suppliers within 100 miles and between 100 and 450 miles of the center of the county. The results for these variables will help determine whether the location decisions for new plants simply mimic those of existing plants.
Logit Results
Our base model for counties with plants built prior to 1990 is shown in the first column of results in Table 2 . The estimated logit model indicates that the presence of an interstate highway significantly increases the probability that a county will have an auto supplier plant. The probability of having an existing plant also increases if the center of the county is close to an assembly plant and if it is within a day's drive from a large number of assemblers. Not surprisingly, the probability of having an existing supplier plant is higher if the county has a high proportion of high school graduates and if it already has a high concentration of manufacturing employment. A somewhat surprising result is our finding that the probability of having a plant is higher in counties with high crime rates. This result holds even though we have controlled for the population density in the counties. A possible explanation is that high crime rates reduce land values in a county, and that auto plants substitute toward private security provision. Another possibility is that crime rates are correlated with urban locations in a way that is not captured by the population density variable. At any rate, the positive effect of crime on plant location is a robust result that holds up in subsequent models.
The tendency for auto supplier plants to cluster is evident in The results for the linearized spatial logit model are presented in the last column of Table 2 . Instruments for the GMM estimation procedure include all of the exogenous variables shown in Table 2 . In addition, we include the weighted average of nearby values (WX) of those variables that vary significantly over space -the presence of an interstate highway, population density, crime rates, the proportion of employment that is in manufacturing, and the proportions of the county's residents that are white and who have high school degrees. Most of the results for the spatial version of the model are quite similar to those for the standard model. The significant changes are (1) the spatial lag variable (WY) is highly significant, and (2) distance to the nearest assembler is no longer a statistically significantly determinant of plant location. The positive coefficient for WY implies that the probability that a county has an existing supplier plant increases when neighboring counties have a high propensity to have plants also. These results suggest that existing plants cluster together closely, even beyond the extent indicated by the controls for regions, the presence of nearby assembly plants, highways, and other manufacturing establishments. Table 3 shows the estimated results for two sets of models explaining the probability that a county has a supplier plant that has opened since 1991. The first set omits controls for the number of existing suppliers within 100 miles and between 100 and 450 miles of the center of a county, while the second set includes these two variables.
Both models are estimated by standard logit and the linearized GMM spatial estimator.
We use the same instruments for the new plants models as for existing plants.
The first two columns of results in Table 3 are directly comparable to the models estimated for existing plants. As was the case for existing plants, new supplier plants are more likely to be located in counties that contain a stretch of interstate highway, that have high proportion of high school graduates, that have a high proportion of their employment in manufacturing, and that have high property crime rates. In the base model, the coefficient for distance from Detroit is significantly negative, implying that new plants are more likely to be located closer to Detroit. However, this result disappears once we control for the spatial autoregressive term, WY. Table 3 suggests that new plants are somewhat less likely to be in the East North Central region, however. Controlling for distance from Detroit, new plants are significantly more likely to be located in the East South Central Region than in the base region surrounding Detroit. Thus, the auto industry is rotating toward the area south of Detroit.
The models presented in the first two columns of Table 3 suggest that the tendency toward clustering is somewhat less pronounced for new plants than was indicated for existing plants. Although distance from the nearest assembler has a significantly negative effect on the probability of having a new plants, neither this variable nor the number of assemblers within 450 has a statistically significant effect once we control for the spatial autoregressive term. The coefficient for the spatial autoregressive term, WY, is statistically different from zero at the 10% level but not at the 5% level, and its value is lower than was the case for existing plants (0.355 v. 0.542).
However, it is possible that part of the reason for this apparent lack of explanatory power of the variables that indicate clustering is due to the relatively small number of counties that have new plants. Overall, the results for the first two columns of results in Table 3 suggest that the location decisions of new plants are broadly similar to those of existing plants. New plants are more likely to locate south of Detroit, and exhibit a somewhat smaller tendency toward clustering, but otherwise the factors that influenced the locations of existing plants also affect new plants locations.
The last two columns of Table 3 add two variables to the models, the number of existing suppliers within 100 miles and between 100 and 450 miles of the county. The probability of having a new plant in a county rises significantly when older plants already exist in the area, with a pronounced effect if there already are plants within 100 miles of the county center. That effect diminishes in size for plants located within the larger radius. It is, however, statistically significant. The spatial autoregressive term is no longer statistically significant once these variables are added to the models. Though new plants have a tendency to cluster together, the tendency simply mimics the location pattern of existing plants. There is no increment to the clustering tendency among new plants. tendency toward clustering once we control for the location of existing plants.
Conclusion
The spatial autoregression model is useful when individual decisions are mutually We extend the literature on spatial modeling in two ways. First, we extend the standard spatial autoregression model to the case of a discrete continuous variable. Our model is appropriate if the propensity to have a value of one for the dependent variable depends on the propensity for nearby observations. Thus, the probability that an auto supplier plant is located in a county depends on the underlying latent variable determining the probability that nearby counties have assembly and/or supplier plants.
The model can be estimated using a straightforward extension of the GMM estimator proposed by Pinkse and Slade (1998) for a spatial probit model. Our second contribution to the literature on spatial modeling is to show how a linearized version of the GMM approach can be used to estimate the spatial probit model when the sample size is large.
Our approach involves only three steps. The first stage is a standard probit or logit estimator, while the second step is a standard two stage least squares estimation procedure. The linearized model can be estimated even for very large data sets. Note. Standard deviations are in parentheses for continuous variables. Notes. Standard errors are in parentheses. Significance at the 5% and 10% level is indicated by "**" and "*". Notes. Standard errors are in parentheses. Significance at the 5% and 10% level is indicated by "**" and "*". Notes. The dependent variable equals one if the county has a new plant. The data set includes the 903 counties that contain either a new or an existing plant. Standard errors are in parentheses. Significance at the 5% and 10% level is indicated by "**" and "*". 
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