INTRODUCTION
Appreciation of the U.S. dollar by almost 50 percent against major currencies in the early 80s was said to be contributing to a decline in U.S. exports and therefore in her domestic production. This necessitated the Plaza Agreement among the G5 countries to collective intervention in the foreign exchange market with a hope that devaluation of the dollar will reverse the trend. The issue is important and has macro implications in terms of creating jobs or fi ghting recession by devaluation.
The empirical evidence on the effects of currency depreciation on domestic production is rather mixed. For example, while Gylfason and Schmid [1983] show that currency depreciation has positive effect on domestic production of developed countries, Agenor [1991] shows that it has negative effects. Review of the literature by BahmaniOskooee and Miteza [2003] reveals that all studies have employed a measure of total output in trying to determine whether depreciation is expansionary or contractionary. Thus, they could be subject to aggregation bias, i.e., a positive association between the exchange rate and output of one sector could be more than offset by a negative one in another sector, rendering the results negative or insignifi cant. Policy makers could better formulate macro policies if they determine which sectors of the U.S. economy are relatively more sensitive to changes in the exchange rate.
Some recent studies have attempted to assess the effects of exchange rate changes on sectoral output (i.e., manufacturing, agriculture, forestry products etc.) of the United States and again have provided mixed conclusions. Glick and Hutchison [1990] report evidence that the effect of appreciation of the dollar on sectoral output is unstable and sample-specifi c. Assuming changes in the exchange rate are refl ected in import prices, Revenga [1992] investigated the impact of increased import competition on employment and wages in U.S. manufacturing industries over the 1977-1988 period. He found that 126 EASTERN ECONOMIC JOURNAL changes in import prices had large and signifi cant effects on both employment and wages in the sample of industries considered. Burgess and Knetter [1996] examined the response of employment to exchange rate shocks at the industry level for G-7 countries. They found that employment adjustment appears to be quicker in the U.S., Japan, Canada, the U.K., and Italy. Goldberg, Tracy, and Aaronson [1999] examined the importance of dollar movements for worker displacement using the micro data on job-changing and industry-switching of a matched panel of workers drawn from consecutive March Current Population Surveys (CPS), covering the 1977-1997 period. They fi nd that the effects of exchange rate changes on workers' job instability are most pronounced for employees in the manufacturing-nondurable sector and in nonmanufacturing jobs outside the service sector. Kandil and Mirzaie [2003] investigate the effects of exchange rate fl uctuations on sectoral employment and nominal wages in the United States using a rational expectation model that decomposes movements in the exchange rate into anticipated and unanticipated components. Their results showed that unexpected appreciation of the dollar had a negative effect on employment growth in construction and a positive effect on employment growth in the mining sector. Furthermore, they found that unexpected appreciation of the dollar had a negative effect on growth of nominal wages in manufacturing and transportation sectors only.
On the other hand, the following studies have provided evidence supporting the lack of any relation between the value of the dollar and sectoral output in the U.S. Campa and Goldberg [1997] investigated the links between the real exchange rate and employment, wages, and over time activity in manufacturing industries in the U.S.. They found that exchange rate movements do not have a large effect on the number of jobs or on hours worked across two-digit industry levels. According to their study, industries with low mark-ups and those with a less skilled workforce exhibit relatively larger employment elasticities. Bahmani-Oskooee and Mirzaie [2000] , who looked at the cointegrating relation between sectoral output and the value of the dollar in the U.S., concluded that although there is a long-run relation between sectoral output and their determinants, the exchange rate does not seem to play any role in the long-run.
Except Bahmani-Oskooee and Mirzaie [2000] , none of the studies reviewed above considered the cointegrating properties of the macro variables that they employed. Bahmani-Oskooee and Mirzaie [2000] is the only study that considered the cointegration between sectoral output and the exchange rate. This paper differs from Bahmani-Oskooee and Mirzaie [2000] in that we investigate the long-run impact of depreciation of the dollar on employment, nominal wages and real wages of as many different sectors of the U.S. economy as data permit. Furthermore, since different cointegration techniques yield different results, in this paper we apply a relatively new technique known as bound testing approach or ARDL approach to cointegration that does not require pre-unit root testing. To that end, we present the models and the method in the next section. Empirical results are provided in the section after that. A summary is provided in the fi nal section. Data defi nition and sources are cited in an Appendix.
EMPLOYMENT, WAGES AND THE VALUE OF THE DOLLAR

THE MODELS AND THE METHOD
Since the methodology in this paper is based on cointegration analysis, we need reduced form models that link sectoral employment and wage rates to other determinants in addition to the exchange rate. Two such models have already been developed and derived from a macro model by Kandil and Mirzaie [2002] . The variables that enter in both models are simply the determinants of the aggregate demand and aggregate supply. It is usually assumed that the aggregate demand depends upon a measure of fi scal policy (G), a measure of monetary policy (M) and the exchange rate (S). Aggregate supply is assumed to depend upon energy prices (Z) and the exchange rate (S). Following Kandil and Mirzaie [2002] we assume that the determinants of sectoral employment and wages are the same determinants as those of aggregate demand and aggregate supply. Thus, the two reduced form models take the following log-linear forms:
where E is the full-time equivalent employees in each sector, W is the nominal wage per hour in each sector, Z is the energy price, M is the real money supply, G is government spending in real terms, S is the real effective exchange rate, and v and u are the error terms. The effects of real exchange rate changes on labor employment and nominal wage are dominated by the demand and supply channels. Appreciation of the dollar (i.e., an increase in S) decreases the price of foreign goods relative to domestic goods, leading to a decline in the demand for home goods. This could lead to a reduction in labor demand, thus, to a decrease in employment and nominal wages. However, appreciation also lowers the cost of intermediate imported goods. This channel is likely to moderate the adverse effects of the dollar appreciation on employment and the nominal wage. Therefore, changes in employment and the nominal wage depend on the level of institutional rigidity, the amount of nominal wage adjustment and dependency of each sector on imported inputs. The ultimate impact depends on which channel dominates the adjustment process. Therefore, an estimate of a 4 and b 4 could be negative or positive.
Based on macroeconomic theory, employment is expected to vary negatively with changes in energy prices. Thus, we expect an estimate of a 1 <0. At the same time, an increase in energy price (Z) is expected to increase prices and wages by increasing the cost of output. Thus, an estimate of b 1 is expected to be positive. Increase in money supply and government spending may increase wages as a response to the infl ationary effect of expansionary policies, thus estimates of a 2 , a 3 , b 2 , b 3 >0.
Equations (1) and (2) are long-run relationships among the variables that enter into the employment and wage models. In order to distinguish the short-run effects from the long-run effects, we need to incorporate the short-run dynamics into equa-tions (1) and (2). We do this by specifying equations (1) and (2) in error-correction formats. Following Pesaran et al. [2001] and their new Autoregressive Distributed Lag (ARDL) approach, equations (1) and (2) are specifi ed in error-correction formats as in equations (3) and (4).
Equations (3) and (4) are subject to empirical analysis in the next section.
EMPIRICAL RESULTS
In this section we estimate the error-correction models outlined by equations (3) and (4) by employing annual time-series data over the 1961-2000 period. 2 We consider eight major sectors of the United States economy that include Construction, Finance, Manufacturing, Mining, Retail Trade, Service, Transportation, and Wholesale Trade. 3 A detailed description and sources of all data are provided in an Appendix.
The fi rst step in applying Pesaran et al.'s [2001] ARDL approach is to establish whether the dependent and independent variables in each model are cointegrated. The null of no cointegration, i.e., α 0 = α 1 = α 2 = α 3 = α 4 = 0 in (3) and β 0 = β 1 = β 2 = β 3 = β 4 = 0 in (4) is tested against the alternative of (4) by means of the familiar F-test with new critical values. Pesaran et al. [2001] tabulate new critical values irrespective of whether variables are integrated of order one, I(1) or order zero, I(0). Thus, there is no need for pre unit-root testing.
In applying the F-test we must decide the order of lag length for each fi rst differenced variable in each model. Bahmani-Oskooee and Brooks [1999] have demonstrated that the results of the F-test are sensitive to the choice of lag lengths. Due to a limited number of annual observations, we carry out the F-test as a preliminary exercise by imposing three lags on each fi rst differenced variable and report the results in Table 1 .
As can be seen from Table 1 there is more evidence of cointegration in the wage ARDL model than in the employment ARDL model. In the wage equation, the F-statistic is greater than its critical value in the cases of Manufacturing, Retail, Wholesale, and Services, supporting cointegration in these sectors. In the employment model the F-statistic is greater than its critical value only in the cases of Finance and Manufacturing. Lack of cointegration in most instances could be due to the fact that the lag length is arbitrarily selected. Thus, following Bahmani-Oskooee and Brooks [1999] we retain the lagged level of all variables in the ARDL models and rely upon a relatively more effi cient estimation approach in which the number of optimum lags on each fi rst-differenced variable is selected by the Akaike's Information Criterion (AIC). We fi rst concentrate on the error-correction model pertaining to employment in each sector and report the results in Tables 2 and 3 . Pesaran et al. [2001, 300] . Note that the procedure is already built into the MicroFit (MFIT4.0) statistical package by Pesaran and Pesaran [1997] . Table 2 reports the short-run estimates. As can be seen, at the 10 percent level of signifi cance, we observe signifi cant effect on employment in all sectors except in retail and services. The positive coeffi cients obtained for the fi rst-differenced exchange rate variable should not be interpreted as an adverse effect of the depreciation of the dollar on each sector's employment. Hsiao [1981] has argued that these are coeffi cients of fi ltered data. If the model is expressed in terms of the original variables, then autoregressive coeffi cients could also take negative signs. 4 For this reason, we stay away from reading too much into the signs of the short-run estimates in this paper and comparing them to that of Kandil and Mirzaie [2003] whose results are also subject to Hsiao's [1981] interpretation. Next, we consider the long-run coeffi cient estimates which are reported in Table 3 . Note that the long-run coeffi cients are normalized on the employment variable (E) by dividing the estimates of α 1 -α 4 by -α 0 in the ARDL model (3) . Only after normalization will we be able to determine whether the long-run coeffi cients carry signs that are in line with our theoretical expectations embodied in models (1) and (2), explained earlier.
From Table 3 we gather that in almost all cases, the exchange rate carries an insignifi cant coeffi cient, indicating that currency depreciation has no long-run effect on each sector's employment. Thus, the short-run effects in Table 2 seem to be transitory. These results are consistent with those of Bahmani-Oskooee and Mirzaie [2000] who showed that depreciation of the dollar has no long-run effect on sectoral production, though they used a different cointegration technique. Of the four independent variables, it appears that energy prices and real money supply have signifi cant impact on sectoral employment. The energy prices (Z) carries its expected negative sign in all cases and it is signifi cant in the construction, fi nance and transportation sectors.
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The monetary variable (M) also carries its expected positive sign in all cases and it is highly signifi cant in most cases which could provide assurance for the Federal Reserve's recent monetary policy when during 2001, interest rates were cut eleven times to stimulate the U.S. economy. Finally, the real government spending variable G carries an insignifi cant coeffi cient in almost all cases. As indicated before, in estimating each ARDL model, we retained the lagged values of the variables on the assumption that they are cointegrated. An alternative way of showing cointegration is to use the coeffi cient estimates from Table 3 and form an   131   EMPLOYMENT, WAGES AND THE VALUE OF THE DOLLAR error-correction term, ECM t . Pesaran et al. [2001] then suggest including ECM t-1 in place of the linear combination of the lagged level variables in the ARDL models to test for cointegration. A negative and signifi cant coeffi cient obtained for ECM t-1 will be an indication of cointegration among the variables. Indeed, Kremers et al. [1992] have argued and Bahmani-Oskooee and Ardalani [2006] have demonstrated that the error-correction term is a more effi cient way of establishing cointegration. After including the ECM t-1 in the ARDL model and after imposing the same number of lags obtained by the AIC criterion, the model is re-estimated and the coeffi cient estimates of ECM t-1 are reported at the bottom of Table 2 . It is clear from the table that ECM t-1 carries its expected negative sign in all sectors and the estimated coeffi cient is highly signifi cant in all cases except the manufacturing and mining sectors. These results support cointegration among the variables. However, the long-run coeffi cient estimates reported in Table 2 reveal that cointegration is due to strong relation among some of the variables (i.e., employment, money supply and energy prices) and not all of the variables (i.e., government spending and exchange rate). We now turn to the estimates of the wage model outlined by equation (4) . The results are reported in Tables 4 and 5 .
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First, from the results in Table 4 we gather that monetary variable (M), fi scal policy variable (G) and energy prices (Z) all have short-run signifi cant impact on the wages in all sectors. However, the exchange rate seems to have its short-run significant effects only on the wages in construction, fi nance and service sectors. The ECM t-1 carries its highly signifi cant negative coeffi cient in all cases (except the fi nance sector) supporting cointegration among the variables. Does the exchange rate belong to cointegrating space? We turn to the results in Table 5 . From Table 5 it is clear that in most cases the exchange rate carries an insignifi cant coeffi cient. Only in the results for Construction, Retail and Services sectors does the exchange rate carry a signifi cant coeffi cient. It appears that while in the construction and retail sector depreciation of the dollar lowers the wages in these two sectors, in the services sector it actually raises them. Of course, since in all three sectors estimated coeffi cients are too low, we may conclude that the impact is marginal. From Table 5 we also gather that an increase in energy prices (Z) raises the nominal wages in all sectors (except construction) in the long run, which is in line with our theoretical expectation. The monetary variable also carries its expected signifi cant positive sign in all sectors except the fi nance sector. To our surprise the government spending variable carries a negative sign but it is only signifi cant in the construction, retail and wholesale sectors. Since depreciation is always infl ationary, real wages may react differently from nominal wages. To shed some light on this issue we re-estimated the wage model for each sector by replacing nominal wages with real wages. Since our concern is mostly long run, we only report the long-run coeffi cient estimates in Table 6 . signifi cant impact on real wages. The positive and signifi cant coeffi cient obtained for the wholesale sector in Table 6 refl ects the fact that infl ationary effects of depreciation lowers the real wages. All in all, the impact of depreciation on real wages will depend on its impact on nominal wages and prices. If prices rise more than nominal wages, real wages could drop. On the other hand, if nominal wages rise more than prices, real wages could increase. This later case could be true of more unionized industries.
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Before closing, we thought of decomposing the changes in the actual exchange rate into anticipated and unanticipated components. It is likely that anticipated depreciation is built into market participants' expectation infl uencing their decision to trade more or less. Specifi cally, anticipated depreciation raises expected cost of imported inputs which results in a reduction in aggregate supply. In turn, a decrease in aggregate supply reduces output and raises prices which have implications for nominal and real wage changes. On the aggregate demand side, anticipated depreciation makes exports cheaper, stimulating external demand. Increased foreign demand, in turn, raises domestic production and prices. Thus, the output response to anticipated depreciation will depend on the relative strength of the two channels. In generating the anticipated exchange rate we assume expectations are adaptive with more weights assigned to more recent past and less weights to distant past. This notion is captured by regressing the exchange rate on its own four lags and using the fi tted value of the exchange rate as an anticipated component and the residuals from the regression as an unanticipated component. These results, available from the authors upon request, revealed lack of any long-run effect of anticipated and unanticipated exchange rate on each sector's employment. Only in the retail sector did we observe a signifi cant effect indicating that anticipated depreciation of the dollar boosts employment in this sector.
These results are mostly similar to those reported in Table 3 when actual exchange rate was used. Similarly, the results for the nominal wage model were not that different from those reported in Table 5 when actual exchange rate was used. We only observed a signifi cant long-run effect of unanticipated exchange rate in three sectors. It appeared that unanticipated depreciation raises nominal wages in construction and transportation sectors and lowers it in the fi nance sector. As for the response of real wages, neither anticipated nor unanticipated exchange rate had any long-run impact on the real wage--results similar to those reported in Table 6 .
SUMMARY AND CONCLUSION
Currency depreciation is said to increase the demand for a specifi c sector's output by making it attractive to the rest of the world. On the other hand, depreciation of the domestic currency raises the cost of imported inputs used by that sector, resulting in an increase in cost incurred by that sector. Depending on which effect is stronger, the sector could experience an expansion or a contraction. Furthermore, if wages in that sector adjust to the infl ationary effect of depreciation, we would expect an increase in nominal wages. Real wages could react in either direction.
Previous research that investigated the relation between employment, wages, and the exchange rate did not consider the integrating properties of the variables involved and provided mixed results. In this paper we investigate the short-run as well as the long-run relation between employment and the value of the dollar and between wages and the value of the dollar. After using data over the 1961-2000 period from eight distinct sectors of the U.S. economy, i.e., Construction, Finance, Manufacturing, Mining, Retail Trade, Service, Transportation, and Wholesale Trade and applying cointegration and error-correction modeling techniques, our results could be best summarized by saying that depreciation of the dollar had a short-run impact on most sectors' employment and wages. In the long-run, it appeared that depreciation of the dollar is neutral. This fi nding holds even if we decompose the actual exchange rate into anticipated and unanticipated components. The fi nding that real depreciation of the dollar has short-run effect but not long-run effect is supported by the argument that depreciation, say, increases employment in a sector. But since the exchange rate reverses itself over time either due to market forces or due to government intervention, the positive effect is offset as time goes on. Furthermore, the results show that the long-run effect of real depreciation of the dollar on each sector is not sensitive to the size of the sector in terms of its market share. Neither the largest export sector (i.e., manufacturing) nor the smallest sector (i.e., service) has any long-run relation to the real value of the dollar. 
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