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ABSTRACT
ROOT GROWTH DYNAMICS IN RESPONSE TO MODERATE TEMPERATURES
SEPTEMBER 2022
MAURA J. ZIMMERMANN, B.S. SUSQUEHANNA UNIVERSITY
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Tobias I. Baskin
Temperature can impact growth in plants though both physical and biological means.
Plants physically respond to temperature by scaling their enzyme reaction rate to
temperature, such as seen in the redox reactions of photosynthesis. Biologically, a plant
can respond to temperature more specifically, such as adjusting its flowering time.
Recently, the Baskin lab discovered that cell division in the root of the model plant
Arabidopsis thaliana is temperature acclimated (Yang et al., 2017). Between the nonextreme temperatures of 15 and 25˚C cell division and growth zone length are constant.
While the rate of cell division increases with temperature, the number of dividing cells
decreases, which balances the total production of cells. The length of the growth zone is
also temperature acclimated and does not change between moderate temperatures. The
core of my dissertation has been working to understand the mechanism, as well as the
significance, in the root of temperature acclimated cell division and growth zone length. I
have done this by conducting on various genotypes of A. thaliana to determine what
genes could be involved in temperature pathways in the root. I also looked at the growth
zone length of various genotypes of A. thaliana to determine if this process was
dependent on the temperature acclimated cell production rate. I have also been working
vi

on looking at these responses in another cell type-the epidermal cells. Finally, I looked at
oxygen uptake of four genotypes to determine if temperature acclimated cell production
was some type of cost-saving mechanism.
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CHAPTER I
PLANT RESPONSES TO TEMPERATURE AND A REVIEW OF GENOTYPES
USED
A. Introduction
Plants have a variety of responses to different temperatures, however the type of response
a plant has depends on the temperature it is exposed to as well as for how long it is
exposed to the temperature. Extreme temperatures result in stress responses and will
negatively affect the fitness of plants. Stress responses are primarily aimed at surviving
that stressful temperature and reducing damage to the plant (Zhang et al., 2021). Two of
the most common stress responses are the production of antioxidants and the use of heat
shock proteins. The antioxidants prevent the reactive oxygen species, produced as a result
of the stress, from doing damage (Hasanuzzaman et al., 2013). The heat shock proteins
refold proteins that have misfolded or unfolded due to the heat stress (Banerjee and
Roychoudhury, 2018).
While stress responses are vital for the plant to survive during times of extreme
heat or cold, they do not encompass all temperature responses. Plants typically
experience a variety of temperatures, even over the course of one day. These
temperatures that the plant experiences on a day-to-day basis and cause physiological
responses are typically considered moderate temperatures. Moderate temperatures cause
physiological responses that will change physiological processes of the plant (i.e.
metabolism) but will have an adverse effect on plant fitness. While moderate
temperatures might cause the plant to operate in a more sub-optimal state, no damage will
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be done to the plant. For
example, a moderate change of

rate of root respiration, or root

Yield

temperature might change the

growth of the plant (Atkinson
et al., 2007; Atkin et al., 2000;
Temperature

Billings et al., 1997;
Rachmilevitch et al., 2006).
Additionally, plant responses
can change depending upon

Figure 1 An idealized temperature response curve for
yield. The peak (black dot) is the optimal temperature
for growth. In blue is cold stress, in red is heat stress
and in-between is moderate temperatures. Figure
modified from Tigchelaar et al., (2018).

how long a plant is exposed to that specific temperature as well as experiencing shifts in
temperature. Much temperature research on plants involves transferring from one
temperature to another.
Different species of plants have different temperature ranges that they can
tolerate, which is typically reflected in a temperature response curve (Fig. 1). A
temperature response curve demonstrates under what temperatures the plant performs and
grows optimally, which temperatures the plant can tolerate (typically with lower growth
rates), and which temperatures are extreme and stressful to the plant.
At higher moderate temperatures and barring other environmental changes, most
processes are faster (Parent and Tardieu, 2012). Some examples include but are not
limited to; rate of nutrient uptake (Brassirirad, 2005), rate of photosynthesis (Fitter and
Hay, 2002), and growth rates (Gray and Brady, 2016).
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While yield and growth rates depend on temperature, higher temperatures do not
necessitate higher growth rates of yield. Additionally, species have different temperature
ranges, for example maize and broccoli. A high temperature that maize could tolerate
would likely kill the broccoli plant. Since temperatures are so important for proper
growth of plants, research on how plants respond to temperature is important.
Research on how plants respond to temperature is becoming increasingly
important in the face of global climate change. Air temperatures are projected to rise by
1.0 to 3.7°C by the end of the century (IPCC, 2014), with soil temperatures rising
alongside them (Hu and Feng, 2003). Soil temperatures are less prone to fluctuations than
ambient air temperatures since the soil itself acts as a buffer, with deeper soils having less
temperature changes over the course of a day due to slow heat conduction in soils (Hillel,
1980). This heat conduction changes based on depth as well as the water content of the
soil (Fernandez-Pascual et al., 2015), as well as the type of the soil (Geiger et al., 2003).
Like higher ambient air temperatures, higher soil temperatures can cause a decrease in
yield (Vara Prasad et al., 2000).
It is apparent that increases in temperature will have a negative impact in yield of
major crops, such as maize (Hatfield and Prueger, 2015). However, breeding for
adaptations to crop with higher temperatures in both the air and the soil has the potential
to reverse this trend (Challinor et al., 2014). Underlying molecular processes of
temperature responses could become breeding targets for improving crops to withstand
increasing temperatures, if understood.
Genes involved in temperature responses in the shoot are well-understood. In the
shoot, there are several genes involved with temperature responses. Some modulate
3

temperature responses in terms of the circadian clock, such as EARLY FLOWERING 3
(ELF3) (Thines et al., 2010). Others dictate very specific temperature responses, such as
phototropins modulating the movement of chloroplasts different under colder
temperatures (Fujii et al., 2017). Of genes involved with temperature responses, two are
central to shoot temperature responses; phytochromes and PIF4. Phytochromes act as a
major temperature sensor in the shoot, while PIF4 is a key regulator of temperature
growth responses (Huq and Quail, 2002; Jung et al., 2016). While less is known about
what genes govern root temperature responses, recently brassinosteroids have been
revealed to play a part in temperature responses in A. thaliana roots. (Martins et al.,
2017).
Recently, Yang et al. (2017) discovered two interesting temperature responses in
the root. They characterized root growth dynamics in A. thaliana and between all the
different processes that they measured, two remained the same; total cell production rate,
and growth zone length. Both of these remained the same between 15 and 25°C,
moderate temperatures for the species. These are homeostatic temperature acclimation
responses, since they do not change with differences in temperature.
The genes regulating temperature acclimated cell production rates of A. thaliana
remain elusive. To get an idea of what genes are involved in regulating this process, I
assayed 31 mutants of A. thaliana and 8 different accessions of A. thaliana (Table 1).
Several other accessions were chosen to determine if this was a response specific to the
Columbia accession. Below is a brief review of all of these genotypes, starting with the
different accessions.
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B. Accessions, general
A. thaliana has many different accessions or “ecotypes” that have been collected from
various areas across the globe and propagated within various labs. The term accession is
used here instead of ecotype because ecotype indicates that the seeds were collected from
a specific area, which is not always the case. For example, Columbia, the seeds were not
collected from the area it is named after (Columbia, USA), but rather named because they
were propagated in a lab there (Rédei, 1992). Since the accessions might not have been
collected from the area they are named after and/or they were not collected from that area
directly, they are not considered ecotypes. However, there are still genetic differences
between plants collected from different areas we still need distinguish them from each
other, hence the use of ‘accessions’ instead.
Different accessions of A. thaliana have a variety of different phenotypes, such as
differing flowering times, variations in their circadian rhythms, differences in nitrogen
sensitivity, hormonal responses, and temperature responses (Weigel, 2011; Gazzani et al.,
2003; Edwards et al., 2005; De Pessemier et al., 2013; Ristova et al., 2018; Warner and
Erwin, 2005; Schmuths et al., 2006). The A. thaliana root specifically has different
responses to phytohormones between temperatures (Ristova et al., 2018) and can have
different responses based on temperature treatments (Scheepens et al., 2018;
Shymanovich and Kiss, 2020). A. thaliana accessions have different responses to shifts in
temperature (Scheepens et al., 2018) as well as exposure to constant temperatures
(Hoffman et al., 2005; Shymanovich and Kiss, 2020).
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Table 1. A list of all genotypes used for the cell production assay
split into four different categories; accession related,
photomorphogenesis related, hormone related, and
miscellaneous. All mutants are in the Columbia background,
unless otherwise specified.
Accession
related
Columbia
Landsberg
Tsu-0
Ws
Mt-0
Bor-4
Koch-5
Cvi-0
er-105

Photomorphogenesis
related
phyQ (Ler)
uvr8-6
phot1-5/2-1
phot1-5
phot2-1
cry1
cry2
pif1-1
pif4
pif4/5
pif5
35S::PIF4
hy5
elf3-1
phyab

Hormone
Meristem
related
size related
yuccaq
imk3-1
axr1-12
ahk3-3
ahk3/cre1
arr1-1/12-1
shy2-2
bzr1-1D
bes1-1D
spy-3
spy-8 (Ler)

Since there are a wide variety of phenotypic differences between different
accessions of A. thaliana, it is possible that the phenotype of temperature acclimated cell
production rate could be specific to the Columbia accession. To determine if this was the
case, I assayed the cell production rate of seven other accessions (Table 1). These
accessions were chosen because they were in collected in very different climates from
Columbia (Mt-0, Tsu-0, Cvi-0), were other accessions commonly used in labs (Landsberg
and Ws) or were collected from similar climates as Columbia (Bor-4, Koch-5).
Additionally, two accessions, Landsberg and Cvi-0, have also been associated with
different temperature responses.
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1. Columbia
The Columbia accession originated from Germany and was propagated in Columbia,
USA. The current Columbia line was part of the original Landsberg population collected
by Dr. Friedrich Laibach during the beginnings of A. thaliana research (Rédei, 1992).
However, this original Landsberg population was not a homogenous line and was instead
a mix of different lines. Several robust plants that had not been irradiated by X-rays were
chosen to establish a new ‘clean’ line for future studies (Rédei, 1992). This line was
propagated in Columbia, MO, which is why this accession is referred to as Columbia.
Columbia is currently the accession most used in labs, which is likely due to two factors.
Columbia was chosen as the natural accession for sequencing and annotation of the
complete A. thaliana genome (Arabidopsis Genome Initiative, 2000) and was also chosen
as the natural accession for a genome-wide mutagenesis project at the SALK institute
(Alonso et al., 2003).
The Columbia accession was also used to categorize the temperature acclimation
response of cell production rates (Yang et al., 2017) and is the wild type to many of the
extant mutants I have used. However, since different accessions can have different
responses to temperature (Scheepens et al., 2018; Hoffman et al., 2005; Shymanovich and
Kiss, 2020), I wanted to look at other accessions to determine if this response was
specific to Columbia, or if it was widespread across different accession of A. thaliana.
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2. Landsberg erecta
Landsberg erecta originated from Germany and was mutagenized with X-rays, causing
an unique mutation in its erecta kinase (Rédei, 1992; van Zanten et al., 2009). This lossof-function mutation in this gene was first introduced in the 1950s, when Rédei irradiated
the A. thaliana accession Landsberg with X-rays (Rédei, 1962). Despite being created in
the 1960s, the erecta mutation in Landsberg was not analyzed in detail until 1996 (Torii
et al., 1996). While not currently as popular as Columbia, Landsberg is still used as the
wild type accession in many labs today and has been used in a variety of studies (van
Zanten et al., 2009).
The erecta kinase is a receptor like kinase that has a variable extracellular leucinerich repeat domain (Torii et al., 1996). It is involved in a variety of different processes,
from stomatal development (Shpak et al., 2005;) to flowering (Villagarcia et al., 2012;) to
growth (Shpak et al., 2003). The erecta family (erecta like1, erecta like2, and erecta) all
specify organ shape and size of aboveground organs by promoting cell division, with
erecta having the largest impact on cell divisions (Shpak et al., 2004). Further solidifying
the erecta kinase’s involvement with cell divisions is that null mutants in the erecta
family all have phenotypes of plants with hampered cell-cycle progression (van Zanten et
al., 2009). When all three genes in the erecta family are knocked out, CYCLIN A is
misregulated (Pillitteri et al., 2007). Cyclins control the progression of a cell through the
cell cycle, since cyclin is mis-regulated in erecta mutants, this suggests that the erecta
signaling pathway might have an impact on cell division by the regulation of some of the
core cell-cycle regulators (Pillitteri et al., 2007).
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The erecta pathway also regulates cell division by maintaining the shoot apical
meristem by regulating WUSCHEL (WUS) expression in conjunction with CLAVATA
(Schoof et al., 2000). The erecta pathway can also regulate WUS expression to control
shoot apical and floral meristem size independently, indicating a more indirect role for
erecta in regulating floral meristem identity (Mandel et al., 2014).
The erecta genes having overlapping roles in promoting cell division and
differentiation in the aboveground organs of A. thaliana (Torii et al., 1996; Shpak et al.,
2003). The erecta family of proteins are involved with several cell differentiations, one of
which is their regulation of guard-cell differentiation by repressing asymmetric cell
divisions in the epidermis (Shpak et al., 2005). They operate by a similar mechanism to
regulate anther development as well (Hord et al., 2008). Additionally, the erecta kinase
and reactive oxygen species act in a non-cell autonomous manner to regulate the
formation of additional tiers of cortex tissue in the root (Cui et al., 2014). Regulation of
inflorescence structure and elongation by the erecta family is due to communication
between the endodermis and phloem, implicating erecta in cell-cell signaling (Uchida et
al., 2012).
The erecta family has also been shown to play a role in the cell elongation of
hypocotyls by activating auxin biosynthesis (Qu et al., 2017; Du et al., 2018). The erecta
kinase might also impact hypocotyl length in response to brassinosteroid treatment
(Borevitz et al., 2002). The BRASSINOSTEROID-INSENSITIVE2 (BIN2), a negative
regulator of brassinosteroid signaling, also regulates stomatal development through
several components in the erecta kinase pathway (Gudesblat et al., 2012; Kim et al.,
2012).
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The erecta kinase has a role in many environmental processes. It provides
resistance against some pathogens (Godiard et al., 2003; Shpak et al., 2013) and can alter
photosynthetic capacity of the plant by impacting maximal Rubisco carboxylation rates
and the electron transport capacity (Masle et al., 2005). The erecta kinase can also
influence transpiration efficiency of plants by impacting stomatal density, since it is a
regulator of stomatal patterning (Masle et al., 2005; Shpak et al., 2005). At lower
temperatures, erecta kinase is involved with shade avoidance responses (Patel et al.,
2012). The overexpression of erecta in tomato, rice, and arabidopsis conferred an
increased heat tolerance, while null mutations of erecta resulted in decreased heat
tolerance (Shen et al., 2015), implicating the erecta kinase in temperature responses.
It is apparent that the erecta kinase is involved in many processes within the plant.
Importantly, the erecta kinase is involved with asymmetric cell divisions, meristem
regulations, and temperature responses. Since the erecta kinase is involved with these
processes that could have an impact on cell production rates, temperature responses, or
both, I also looked at the cell production rates of an erecta kinase mutant in the Columbia
background; er-105 (Torii et al., 1996). This would help to determine if any phenotypes
observed in the Landsberg accession were due to its null erecta mutation.

3. Wassilewskija
Wassilewskija (Ws) originated from Russia in the Wassilewskija region and is another
accession that is commonly used in laboratory work, although to a lesser frequency than
Columbia and Landsberg. Ws has been used in temperature response research to identify
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both cold-induced and cold-repressed genes (Park et al., 2015), seed germination under
high temperatures (Tamura et al., 2006), and disease resistance in response to higher
temperatures (Leng et al., 2011). Ws has similar responses to Columbia in response to
salt stress (Leshevin et al., 2021) as well as a similar degree of chilling and cold tolerance
to Columbial (Hasdai et al., 2006). Ws has greater hypocotyl length at 22°C and 27°C
than Columbia (Box et al., 2015).

4. Martuba
Martuba (Mt-0) originated from Libya in the Martuba/Cyrenaika region. Mt-0 is hyperresponsive to salicylic acid (van Leeuwen et al., 2007), which has been shown to be
involved in root growth responses (Bagautdinova et al., 2022). Mt-0 also has fewer
adventurous roots than average among several accessions (King and Stimart, 1998) and
has lower overall root growth than Col at 15°C, but similar overall root growth at 25°C
(Shymanovich and Kiss, 2020). It also seems to be sensitive to cold stress and has
increased anthocyanin production in comparison to other accessions (Hasdai et al., 2006).
Mt-0 has greater hypocotyl length at 22°C and 27°C than Columbia (Box et al., 2015).

5. Borky
Borky (Bor-4) originated from the Czech Republic. While its hypocotyl was longer at a
higher temperature (27 vs. 23°C), it was not as temperature responsive as Columbia,
implying an impaired temperature response (Sanchez-Bermejo et al., 2015). Bor-4 has
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distinct genetic differences from Columbia, which results in a shorter lifespan (Niñoles et
al., 2022).

6. Kocherov
Kocherov (Koch-5) originated from Ukraine. When exposed to 23 and 27°C, there was
little difference in the length of its hypocotyls, while Columbia had increased hypocotyl
growth at 27°C, potentially implying that Koch-5 had an impaired temperature response
(Sanchez-Bermejo et al., 2015).

7. Tsu
Tsu (Tsu-0) originated from Japan, from the Tsushima region. When exposed to 23 and
27°C, its hypocotyl was larger at the higher temperature, much like Columbia (SanchezBermejo et al., 2015). However, the Tsu seedlings had a larger hypocotyl than average
when exposed to the lower temperature of 23°C, potentially implying a high temperature
response at lower temperatures (Sanchez-Bermejo et al., 2015). Tsu-0 displays a
temperature-dependent late flowering phenotype (Sanchez-Bermejo and
Balasubramanian, 2015). Tsu-0 is more efficient at acquiring nitrate then Columbia, Tsu0 seems to be correlated to the expression of nitrogen uptake and assimilation systems
within the root (Menz et al., 2018). Tsu-0 has greater hypocotyl growth at 22 and 27°C as
well as greater nighttime growth than Columbia, which seems to be driven by circadian
clock genes (Box et al., 2015).
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8. Cape Verde Islands
Cape Verde Islands (Cvi-0) originated from the Cape Verde Islands in Africa, where
fluctuations in average temperatures is minimal in comparison to other natural habitats
for A. thaliana (Sanchez-Bermejo et al., 2015). Cvi-0 displays unique phenotypes and
genotypes when compared to the commonly used accessions Ler and Col (Alonso-Blanco
et al., 1998; El-Din El-Assal et al., 2001; Borsani et al., 2001) and is genotypically
dissimilar to many accessions of A. thaliana (Nordborg et al., 2005).
Cvi-0 has a hyperactive gain-of-function allele of cryptochrome2 (CRY2), which
causes early flowering under short photoperiods (El-Din El-Assal et al., 2001). Cvi-0 is
less sensitive to small differences in ambient temperatures (23 vs. 27°C), this has been
attributed to this unique CRY2 allelic variation (Sanchez-Bermejo et al., 2015).
Cryptochromes (CRY) are blue-light photoreceptors that regulate plant growth
and development. There are three know CRY genes; CRY1, CRY2, and CRY3. While
CRY1 and CRY2 are involved in various growth and developmental responses, CRY3
seems to be mostly involved with repairing UV-damaged DNA (Ponnu and Hoecker,
2022). CRY1 and CRY2 regulate a variety of plant growth and developmental responses,
such as entrainment of the circadian clock (Somers et al., 1998), guard cell development
(Kang et al., 2009), root growth (Canamero et al., 2006; Zeng et al., 2009), drought
responses (d’Amico-Damião et al., 2021), high-light stress response (Kleine et al., 2007),
shade avoidance responses (Keller et al., 2011), and photoperiodic control of flowering
(Guo et al., 1998).
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CRY1 and CRY2 are also involved with some temperature responses in the
shoots. Lower temperatures (15°C) have increased CRY activity when compared to a
higher temperature (25°C), indicating that CRYs are involved with cold temperature
responses (Pooam et al., 2021). CRY2 also enhances freezing tolerance in A. thaliana,
further solidifying its role in cold temperature responses (Li et al., 2021). CRY1 represses
a key regulator of temperature responses in the shoots, PHYTOCHROMEINTERACTING FACTOR 4 (PIF4), thereby repressing hypocotyl elongation (Ma et al.,
2016). CRYs also interacts with two transcription factors involved in brassinosteroid
signaling and biosynthesis; BRASSINAZOLE-RESISTANT 1 (BZR1) and
BRASSINAZOLE-RESISTANT 2 (BES1). This represses brassinosteroid signaling and
inhibits hypocotyl elongation. (He et al., 2019; Wang et al., 2018). CRYs also interact
with BZR1 in conjunction with PIF4 to regulate hypocotyl elongation (Yang et al., 2021).
In the roots, cryptochromes are involved in root greening and growth in A.
thaliana (Usami et al., 2004). When exposed to blue light, cry1 and cry2 mutant
seedlings have altered root growth, however this root growth response seems to change
depending on the genetic background of the mutant (Canamero et al., 2006; Zeng et al.,
2009; Sanchez-Bermejo et al., 2015). Since cryptochrome signaling perception is in the
shoots, this indicates that the blue-light signal is transmitted from the shoot to the roots
(Canamero et al., 2006).
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C. Mutants, general
There is a high level of signaling between the shoots and roots of plants which
coordinates various processes, such as development, growth, and nutrient uptake (Bloom,
2005; Ko and Helariutta, 2017). For example, HY5 protein translocates from the shoot to
the root to coordinate carbon fixation with nitrogen uptake (Chen et al., 2016). Also,
during early seedling development there is a high level of coordination between shoot
and root growth in response to high temperature (Bellstaedt et al., 2019). Additionally,
when seedlings are transferred from 21 to 27°C, various shoot regulatory modules (such
as HY5, phytochromes, and PIFs) can also regulate root growth responses through their
role in shoot temperature responses (Gaillochet et al., 2020).
Since there is such coordination between shoots and roots, it would follow that
genes involved with shoot temperature responses are likely involved in root temperature
responses. To that effect and in addition to the accessions detailed above, I conducted a
cell production assay on 31 mutants. I have separated these mutants into three categories;
those involved in photomormopgenic responses, ones involved with hormonal responses,
and those with an unusual meristem phenotype (Table 1). Most mutants that are involved
with photomorphogenic responses are also involved with thermomorphogenic responses
in the shoot, such the phyQ and pif4 mutants. Further details are below.
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1. Phytochromes
Phytochromes regulate photomorphogenic and thermomorphogneic responses, such as
hypocotyl elongation (Quail, 2002). Phytochrome B (phyB) and phytochrome A (phyA)
are the most involved in these regulatory processes (Cantón and Quail, 1999).
Phytochromes act as light sensors by switching between their two conformations in
response to red and far-red light; Pr and Pfr. When red light is absorbed, the inactive Pr
form is converted to the active Pfr form. When far-red light is absorbed, the active Pfr
form reverts to the inactive Pr form (Fig. 2).Since far-red light is typically associated with
shade, this helps the plant determine when it is in the shade vs. the direct light. Also, the
levels of either form never reach zero, so phytochrome responses are mostly governed by
the ratio of Pr to Pfr.
Red light
(~600 nm)

Far red light
(~730 nm)
Pr
(inactive)

Thermal reversion

Pfr
(active)

Light
responses

Figure 2. Phytochromes in their inactive Pr form are activated into their active Pfr form by
red light, which is broken down into their inactive form under far red light. Thermal
reversion (previously known as dark reversion) is light independent and describes
temperature-regulated Pfr relaxation into Pr. This occurs both in darkness and in light.

Phytochromes can act as temperature sensors as well and they do this through a
process called thermal reversion (Jung et al., 2016; Legris et al., 2016). Thermal
reversion occurs more rapidly under higher temperatures, this higher temperature induces
the phytochrome to revert from its active Pfr form into its inactive Pr form (Jung et al.,
2016; Legris et al., 2016). During the daytime, Pfr is replenished through red-light
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induced photoconversion, competing with the thermal reversion process (Legris et al.,
2016; 2017). Thermal reversion itself is also regulated by different genes. For example,
PIF6 partially inhibits the thermal reversion of phytochromes (Smith et al., 2017).
Warmer temperatures promote the inactivation of phytochromes and increase the
stability of the transcription factors called PHYTOCHROME INTERACTING
FACTORS (PIFs). The active Pfr form of phytochromes inhibits PIF activity and leads to
its degradation. However, the inactive Pr form has little, if any, interaction with PIFs.
PIFs target downstream regulatory genes that increase growth, typically this growth is
regulated by the phytohormone auxin. When phytochromes are inactive, PIFs can
accumulate and promote the expression of downstream regulatory genes. When
phytochromes are active, PIFs will be degraded and will not promote growth genes (Jung
et al., 2016).
One of the major forms of phytochromes that interacts with PIFs is phytochrome
B (PHYB) (Cantón and Quail, 1999) The active Pfr form of phyB has a direct interaction
with PIFs, which results in their degradation, and thus represses genes downstream of the
PIFs. The active Pfr form of phyB interacts directly with its downstream target proteins,
PIF4 and PIF5 (Huq and Quail, 2002; Khanna et al., 2004). PIF4 and PIF5 (also known
as PIL6, Fujimori et al., 2004) promote the elongation of hypocotyls: the light-activated
phyB induces the protein degradation of PIF4 and PIF5, which inhibits the elongation of
hypocotyls in the presence of light.
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2. PIFs
PIFs are negatively regulated by the active Pfr form of phytochromes, since PIFs are
regulated by phytochromes, it should come as no surprise that they are heavily involved
with light and temperature responses. Through the process of thermal reversion, warmer
temperatures promote the inactivation of phytochromes, increasing PIF protein stability,
since they are not being repressed by phytochromes. With a possible exception of PIF7,
whose stability does not appear to be controlled by phytochromes (Leivar et al., 2008).
PIFs are negative regulators of light responses, they can repress
photomorphogenic development in the darkness and are required for sucrose-induced
hypocotyl elongation (Choi and Oh, 2016; Pham et al., 2018; Stewart et al., 2011). In the
shoot, PIF4 is a key regulator of thermomorphogenic responses to shifts in temperature
(Koini et al., 2009; Quint et al., 2016). There is an increase in PIF4 protein levels at
warmer temperatures under light/dark photocycles (Foreman et al., 2011; Oh et al., 2012;
Yamashino et al., 2013). However, PIF4 protein levels have little change across different
temperature when under continuous light conditions (Stavang et al., 2009),
Among the PIFs, PIF4 is a key signaling hub in the shoot during
thermomorphogenesis (Quint et al., 2016). In addition to PIF4, PIF5 also plays a role in
shoot temperature responses (Lorrain et al., 2008; Li et al., 2021). Under higher ambient
temperatures, PIF4 directly and positively regulates the expression of a variety of genes,
including the auxin biosynthesis genes YUCCA8 (YUC8) and TAA1, which results in
increased auxin levels and thus increased hypocotyl elongation (Franklin et al., 2011; Sun
et al., 2012; Raschke et al., 2015).
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PIF4 is key to shoot temperature responses, however other PIFs mediate
temperature responses as well. PIF1, PIF3, PIF5, and PIF7 are all involved in different
temperature responses (Koini et al., 2009; Toledo-Ortiz et al., 2014; Lin et al., 2017).
PIF1 is involved with cold responses as well as temperature-induced secondary dormancy
in seeds (Toledo-Ortiz et al., 2014; Martel et al., 2018). PIF3 is a negative regulator of
freezing tolerance (Lin et al., 2017; 2018). PIF5 is a homolog of PIF4 that also performs
important functions in temperature responses in A. thaliana (Franklin et al., 2011). PIF4
and PIF5 act together to regulate diurnal growth rhythms, shade-avoidance elongation,
and promote flowering in response to warmer temperatures (Franklin et al., 2011; Kumar
et al., 2012; Fernández et al., 2016). PIF7 is involved in thermomorphogenesis responses
under warm daytime temperatures (Chung et al., 2020). A null mutant of pif7 has
decreased shoot growth in response to an increase in temperature, much like pif4,
implicating PIF7 as being more important in thermomorphogenic responses than
previously thought (Fiorucci et al., 2019; Chung et al., 2020). However, PIF4 has a
greater role than PIF7 in controlling auxin responsiveness (Fiorucci et al., 2019).

3. Cryptochromes
PIF4 is inhibited by photoreceptors other than PHYB, such as cryptochromes (CRY)
(Balcerowicz, 2020; Ma et al., 2016). Cryptochromes are blue and ultraviolet
photosensors, there are three cryptochromes; CRY1, CRY2, and CRY3. CRY1 and
CRY2 have large roles in plant photomorphogenesis, such as regulating flowering based
on day length (Guo et al., 1998), inhibition of stem elongation under blue light (Pedmale
et al., 2015), entrainment of the circadian clock (Somers et al., 1998), guard cell
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development (Kang et al., 2009), root growth (Canamero et al., 2006; Zeng et al., 2009),
drought responses (d’Amico-Damião et al., 2021), high-light stress response (Kleine et
al., 2007), and shade avoidance responses (Keller et al., 2011). CRY2 primarily mediates
photoperiodic control of flowering (Guo et al., 1998).
CRY1 and CRY2 inhibit stem elongation under blue light by directly repressing
PIF4 and PIF5 to reduce their activity (Ma et al., 2016; Pedmale et al., 2016). CRY1 is
involved in PIF4 regulation under low and high temperatures (Ma et al., 2016; Foreman
et al., 2011). Under lower temperatures (15°C), plants have increased CRY activity when
compared to a higher temperature (25°C), indicating that CRYs are involved with cold
temperature responses (Pooam et al., 2021). CRY2 also enhances freezing tolerance in A.
thaliana, further solidifying its role in cold temperature responses (Li et al., 2021).
CRY1 represses PIF4, which represses high temperature induced elongation of
the hypocotyl (Ma et al., 2016). CRYs also interacts with two transcription factors
involved in brassinosteroid signaling and biosynthesis; BRASSINAZOLE-RESISTANT
1 (BZR1) and BRASSINAZOLE-RESISTANT 2 (BES1). This represses brassinosteroid
signaling and inhibiting hypocotyl elongation. (He et al., 2019; Wang et al., 2018). CRYs
also interact with BZR1 in conjunction with PIF4 to regulate hypocotyl elongation (Yang
et al., 2021).
4. Phototropins
Another photoreceptor involved with temperature responses are phototropins
Phototropins are blue-light receptors that are involved with chloroplast movement,
stomata opening, and phototropism (Kostaki et al., 2020; Kinoshita et al., 2001). There
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are two phototropins; PHOT1 and PHOT2. Phototropins sense blue light through their
LOV (light, oxygen, or voltage) domains (Hirano et al., 2022; Fujii et al., 2017). Should
high intensity blue light reach this LOV domain, phototropin signaling will induce the
chloroplasts to move to the sides of the cell to ‘escape’ from the strong light. When weak
blue light reaches this LOV domain, it will induce the chloroplast to accumulate in that
area to maximize photosynthesis (Suetsugu and Wada, 2008).
Phototropins in the plasma membrane sense temperature through their LOV2
domain and when plants are exposed to lower temperatures, the LOV2 domain is
photoactivated for longer (Fujii et al., 2017). This then increases phototropin activity and
induces the cold-avoidance response of chloroplasts under lower temperatures, where
chloroplasts will move away from even weak blue light (Fujii et al., 2017). Phototropins
are involved in cold responses in the liverwort, Marchantia polymorpha (Fujii et al.,
2017; 2020; Hirano et al., 2022). Recently, phototropins have been implicated in high
temperature-induced stomatal opening in A. thaliana (Kostaki et al., 2020) and are also
involved in low temperature chloroplast movement in ferns (Kodama et al., 2008).
Additionally, phototropins are involved in root responses. Phototropins sense light
in the roots and change plant architecture in response to light as well as other
environmental conditions. PHOT1 is involved with root growth and drought tolerant
responses of the root (Galen et al., 2007).
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5. UV-RESISTANT 8
Additionally, PIF4 is regulated by a UV-B photoreceptor UV-RESISTANT 8 (UVR8).
The UVR8 photoreceptor mediates photomorphogenic responses to ultraviolet-B. In
addition to photomorphogenic responses, UVR8 is involved with ultraviolet-B stress
responses (Podolec et al., 2020). UVR8 represses shade avoidance by counteracting PIF4
and PIF5 (Tavridou et al., 2020). Additionally, this UVR8 photoreceptor limits PIF4
function under high temperatures when the plant is irradiated with UV-B light (Hayes et
al., 2017) and can negatively impact PIF4 expression independent of temperature (Hayes
et al., 2017).
Many photosensors are involved in a variety of temperature responses in the
shoot, demonstrating how tightly coupled temperature and light responses are in plants.
This makes sense, since plants under higher light conditions will have increased
temperatures. Additionally, if a plant has a slower metabolism due to colder
temperatures, it might not ‘want’ to be exposed to as much light, since it wouldn’t be able
to ‘keep up’ with sugar production. Temperature also acts as a signal for a variety of
processes, such as when to flower and grow. These processes are regulated by a variety
of genes, including circadian clock genes.

6. EARLY FLOWERING 3
Circadian clock genes are responsible for the circadian rhythm of the plant, which drives
time-dependent growth and physiological responses that occur across a 24-hour period.
These responses are driven by an internal timing system that is regulated at the
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transcriptional level and gives rise to gene networks that oscillate within a 24-hour cycle.
Within this network there are circadian clock genes that give the plant information on
how the environment changes throughout the day and regulate processes, such as
development, growth, stomatal opening, and hormone signals (Inoue et al., 2018).
The circadian clock also controls PIF function (Quint et al., 2016). Through the
circadian clock, both PIF4 and PIF5 are involved in the regulation of the consumption of
sugars (Niwa et al., 2009). PIF4 and PIF5 are activated by morning clock proteins
(LHY/CAA1) and are inhibited by the evening complex (ELF3, ELF4, and LUX) (Niwa
et al., 2009; Nieto et al., Jiang et al., 2019). This evening complex represses PIF4 and
PIF5 during dusk, however warmer temperature reduces the evening complex binding
target genes, leading to an increase in PIF4 and PIF5 expression (Nusinow et al., 2011;
Mizuno et al., 2014). When the evening complex peaks in function during dusk, PIF4
expression is suppressed (Covington et al., 2001; Liu et al., 2001).
PIF4 protein levels are higher at the end of the night in both short and long days
(Nomoto et al., 2013; Yamashino et al., 2013). Substantial thermomorphogenesis
signaling occurs during the daytime (Legris et al., 2016; Park et al., 2017). PIF4 and PIF7
protein abundance peaks during these times in long days (Yamashino et al., 2013). Warm
daytime temperature can reduce the pool of active phyB (Legris et al., 2016), suggesting
that high PIF4, PIF5 and PIF7 transcript abundance during the day might translate into
substantial PIF activity at this time.
The evening complex has also been associated with temperature-dependent
responses (Ezer et al., 2017). Within the evening complex, ELF3 is central and in
addition to helping regulate the circadian rhythm of the plant during dusk, ELF3 sustains
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the circadian rhythm by inhibiting phototransduction at dusk (Covington et al., 2001).
ELF3 does this, in part, by inhibiting PIF4 and PIF5 during the dusk. Both PIF4 and PIF5
are involved in various metabolic regulations (Niwa et al., 2009; Nieto et al., 2015).
While the repression of PIF4 requires the evening complex, inhibition of PIF4 activity is
mediated directly by ELF3, independent of the rest of the evening complex (Nieto et al.,
2015). Also, while ELF3 suppresses the DNA binding capabilities of PIF4, PHYB
stabilizes the ELF3 proteins, and is thus required for ELF3 accumulation in the light
(Nieto et al., 2015). ELF3 directly interacts with both PIF4 and PIF7 and interferes with
their DNA binding, thereby reducing PIF activity during the early night (Nieto et al.,
2015; Jiang et al., 2019).
The elf3 null mutants lack circadian rhythm responses (Downson-Day and Millar,
1999) and have two-fold higher root growth rate during the day and two-fold lesser root
growth rate during the night (Yazdanbakhsh et al., 2011). In the root, ELF3 reduces
growth during the day, and promotes it at night, likely in part through its interactions with
PIF4 and PIF5 (Yazdanbakhsh et al., 2011). The diurnal changes of ELF3 transcripts are
much weaker in the roots than in the shoots, which results in more ELF3 transcripts in the
roots during the day (James et al., 2008. In shoots, ELF3 regulates growth in response to
temperature at night (Box et al., 2015).
ELF3 is involved with thermosensory processes within the plant (Jung et al.,
2020). Since ELF3 is involved with both PIF4 and phyB (which are heavily involved in
temperature responses) it should be no surprise that ELF3 is vital to temperature sensing
within the circadian clock (Thines et al., 2010) and without ELF3, the circadian clock is
unable to respond to temperature changes (Zhu et al., 2022). While ELF3 is part of the
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evening complex, the evening complex is not required for ELF3-controlled temperature
responses (Zhu et al., 2022). One such response of ELF3 is PIF4-independent
thermoresponsive flowering (Press et al., 2016). ELF3 is also involved in
thermomorphogenesis in a PIF4-depdendent manner (Raschke et al., 2015).

7. ELONGATED HYPOCOTYL5
Another gene involved with light responses in plants is ELONGATED HYPOCOTYL5
(HY5). This transcription factor is a key regulator that regulates various physiological
processes in plants, such as photomorphogenesis, root growth, nutrient uptake, and
responses to stress (Park et al., 2017; Burko et al., 2020; Gangappa and Botto, 2016).
HY5 is also a negative regulator of PIF4 that represses PIF4 and targets PIF4 promoters
(Delker et al., 2014; Lee et al., 2007). Under higher temperatures, there is less HY5 and
greater PIF4 protein levels (Koini et al., 2009; Toledo-Ortiz et al., 2014). Since HY5
protein is less abundant at higher temperatures, dampening HY5 control of PIF4 in
warmer conditions, but amplifying them under cooler conditions (Toledo-Ortiz et al.,
2014). The amount of HY5 present is regulated by temperature, a shift to lower
temperatures increases HY5 transcript levels and stabilizes the HY5 protein (Catala et al.,
2011). Additionally, HY5 is involved in cold acclimation responses in the shoot
(Rodriguez et al., 2011).
HY5 competes with PIF4 for the same promoter cis elements at lower
temperatures (Toledo-Ortiz et al., 2014; Gangappa and Kumar, 2017). HY5 represses
PIF4 expression and directly regulates key target genes of PIF4, such as YUCCA8
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(Delker et al., 2014; Gangappa and Kumar, 2017). Since HY5 acts antagonistically to
PIF4 at the promoter of multiple target genes, interfering with HY5 function could
enhance PIF4-mediated gene regulation (Gangappa and Kumar, 2017). COP1 and DET1
trigger HY5 degradation and promote PIF4 expression and protein stabilization
(Gangappa and Kumar, 2017; Osterlund et al., 2000; Saijo et al., 2003; Yanagwaw et al.,
2004). High temperature positively regulates COP1 proteins, which then decreases HY5
protein stability (Li et al., 2018).
HY5 also acts as a signal that moves from shoot to root to promote both nitrate
uptake and root growth (Chen et al., 2016; Burko et al., 2020). HY5 promotes
photomorphogenesis in light and is more involved in the blue-light specific pathway. It is
involved the inhibition of hypocotyl growth to promote photomorphogenesis and is also
involved in lateral root development. HY5 regulates the transcription of many genes.
HY5 act as a signal that moves from shoot to root to promote nitrate uptake and root
growth (Chen et al., 2016). Recently, HY5 has been implicated in coordination of root
growth with shoot growth under moderately high temperatures (Gaillochet et al., 2020).

8. Auxin
Auxins are phytohormones involved with many developmental and growth responses in
the plant. Auxin is particularly active in the root growth zone, and in conjunction with
cytokinin (another phytohormone) it regulates cell division and expansion, as well as
playing important roles in the maintenance of cell division potential and patterning of the
root meristem (Dharmasiri et al., 2005; Vanneste and Friml, 2009). In the root meristem,
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auxin signaling is required for optimal root growth and the maintenance of cell division
potential (Blilou et al., 2005).
Auxin is involved with many environmental responses as well such as
phototropism, gravitropism, drought, and temperature responses (Overvoorde et al.,
2010). When plants are exposed to stressfully cold temperatures, they have altered auxin
transport in regards to their gravitropic response (Nadella et al., 2006; Shibasaki et al.,
2009). Additionally, when plants are transferred to lower temperatures root growth is
inhibited, in part, by reducing auxin accumulation (Zhu et al., 2015).
Auxin responses are mainly regulated by two groups of genes; Aux/IAA genes,
and auxin response factor (ARF) genes. AUX genes repress expression of genes activated
by ARFs (Luo et al., 2018). AUX1 refers to an auxin influx carrier (Swarup and Péret,
2012) and regulates root gravitropism (Bennett et al., 1996), lateral root development
(Swarup et al., 2008). AUX1 is also involve in root growth responses at lower (17°C)
temperatures (Fei et al., 2019) There was less differences between 17 and 22°C with aux1
mutants and less of an agravirtopic phenotype at the lower temperature.
AXR1 mediates auxin responses by modifying key regulatory proteins of auxin
responses (Gray et al., 1998). Additionally, AXR1 promotes the degradation of the
cytokinin response repressor ARR5 (Li et al., 2013). The axr1-12 mutant has similar
hypocotyl lengths between 20 and 29°C, indicating that it is involved in some capacity in
temperature responses in the shoot (Gray et al., 1998). Additionally, both axr1 and aux1
seedlings have faster root growth rates than Columbia, with axr1-12 having the greatest
root growth rate among them (Timpte et al., 1995).
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Auxin responses to temperature include increased hypocotyl elongation in
response to higher temperatures (Gray et al., 1998). Under lower temperatures, root
growth is inhibited because of reduced auxin accumulation though ARR1 and ARR12
(Zhu et al., 2015). Since ARR1 and ARR12 are involved with cytokinin responses, this
could also implicate cytokinins as being involve with root growth responses to colder
temperatures.
As mentioned previously, auxin is downstream from PIF4 and is part of the
regulation of PIF4 temperature-mediated hypocotyl elongation. PIF4 regulates the
expression of key auxin synthesis genes, such as YUC8, SAUR, and TAA1, at higher
temperatures, which promotes hypocotyl elongation (Franklin et al., 2011; Sun et al.,
2012; Quint et al., 2016). Higher temperature increases auxin-mediated processes in the
shoot, such as growth, increased hypocotyl elongation, and auxin synthesis (Gray et al.,
1998). This is also seems to be the case in the root (Wang et al., 2016; Galliochet et al.,
2020). YUCCA genes are primarily involved in auxin synthesis and are vital to PIFmediated shade avoidance responses (Müller-Moulé et al., 2016). YUCCA8 specifically
is important for PIF4-mediated temperature responses (Sun et al., 2012). Additionally,
YUCCA expression is repressed by increasing temperatures (Sakata et al., 2010).
In pif4 mutants, IAA levels do not increase in response to increases in ambient
temperatures (Franklin et al., 2011; Sun et al., 2012). When plants were transferred to
28°C from 20°C, pif4 mutants had decreased hypocotyl lengths in comparison to the wild
type (Franklin et al., 2011).
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9. Brassinosteroids
PIF4 also regulates the activity and production of several other hormones in addition to
auxin, such brassinosteroids (Quint et al., 2016). A negative regulator of brassinosteroid
signaling, BRASSINOSTEROID-INSENSITIVE 2 (BIN2), regulates PIF4 (BernardoGarcìa et al., 2014). BIN2 is also involved involved in cross talk between auxin and
brassinosteroid signaling pathways. Like auxin, brassinosteroids are involved in many
processes, such as plant growth, development, and stress responses (Bajguz and Hayat,
2009). Brassinosteroids induce the expression of many genes that are required for cell
elongation (Yin et al., 2002; Goda et al., 2002).
Brassinosteroids are involved in a variety of environmental responses, such as
immune and temperature responses (Bajguz and Hayat, 2009; Martins et al., 2017).
Brassinosteroids are also involved in high temperature-induced hypocotyl elongation in a
PIF-dependent manner (Oh et al., 2012; Bernardo-Garcìa et al., 2014). While root growth
responses to temperature have been demonstrated to be largely independent of PIF4
(Martins et al., 2017; Gaillochet et al., 2020), brassinosteroids have been shown to be
involved in root growth responses to temperature when roots are exposed to long-term
temperature (Mattins et al., 2017).
Brassinosteroids are perceived by BRASSINOSTEROID INSENSITIVE 1
(BRI1) and BRI1-ASSOICATED RECEPTOR KINASE 1 (BAK1), which then trigger
an intracellular signaling cascade, which ends up altering the accumulation of two
transcription factors; BRASSINAZOLE RESISTANT 1 (BZR1) and BRI1 EMS
SUPPRESSOR 1 (BES1) (Planas-Riverola et al., 2019). These transcription factors are
responsible for the expression of many responsive genes, either directly or indirectly.
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Both BES1 and BZR1 are essential transcription factors in the brassinosteroid signaling
pathway.
BZR1 and BES1 are positive regulators of brassinosteroid signaling (Yin et al.,
2002; Wang et al., 2002). BZR1 is also involved in regulating brassinosteroid synthesis in
addition to brassinosteroid signaling (He et al., 2005). Brassinosteroid synthetic genes
and other brassinosteroid genes are differentially regulated by BZR1 and BES1 (He et al.,
2005; Yin et al., 2005). BZR1 and BES1 promote elongation responses in both the shoots
and the roots (Li et al., 2018; Chaiwanon et al., 2015; Martins et al., 2017).
In shoots, both auxin and brassinosteroids are important for PIF- and temperatureinduced elongation growth (Stavang et al., 2009). Auxin biosynthesis and response genes
are enhanced by PIF4, which then increases brassinosteroid levels, enhancing the activity
of the brassinosteroid-activated transcription factors BRASSINAZOLE-RESISTANT 1
(BZR1) and BRI-EMS-SUPPRESSOR 1 (BES1). Both of these genes interact with PIF4
to jointly regulate several growth-promoting genes, including brassinosteroid
biosynthesis genes (Oh et al., 2012; Ibañez et al., 2018). BZR1 and BES1 co-regulate
gene expression with PIF4 in response to warm temperatures (Oh et al., 2012; Ibañez et
al., 2018). The brassinosteroid signaling component BZR1 enhances PIF4 transcription
in a positive feedback loop between temperature and brassinosteroid signaling (Ibañez et
al., 2018). In the roots, brassinosteroids regulate root growth seemingly independent of
auxin and known key factors that regulate temperature growth in the shoots, such as PIF4
(Martins et al., 2017).
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10. SPINDLY
Another major plant hormone is gibberellin. Gibberellins regulate various developmental
processes, such as germination and flowering (Lee et al., 2002; Cheng et al., 2004). They
can also impact growth by promoting cell division and elongation (De Lucas et al., 2008;
Achard et al., 2009). Gibberellins are also involved in various abiotic stress responses,
such as salt and colder temperatures (Colebrook et al., 2014).
Many gibberellin responses, such as flowering, are heavily impacted by DELLA
proteins (Cheng et al., 2004). DELLA proteins are negative regulators of gibberellin
signaling. Gibberellins induce the protein degradation of DELLA, a process that is
dependent on light (Alabadi et al., 2008). DELLA proteins repress growth and inhibit
PIF4 and PIF5 (de Lucas et al., 2008; Davier et al., 2008). SPINDLY (SPY) is involved
in DELLA activation, and since PIFs are regulated by DELLA proteins, by extension
PIFs. Mutants of spy display phenotypes indicating an increased response to gibberellin
as well as brassinosteroids. Additionally, spy mutants have elevated expression of target
genes of DELLA proteins, such as PIFs and BZR1 (Zentella et al., 2017). DELLAs are
gibberellins signaling repressors that directly interact with BZR1 and inhibit its DNAbinding activity (Bai et al., 2012).
SPY was first discovered in a mutant screen looking for gibberellin deficient
phenotypes (Wilson and Somerville, 1995). The spy mutants in particular stood out
because they had a similar phenotype to plants that had been given extra gibberellin,
however the levels of gibberellin in spy mutants were not elevated (Jacobsen and
Olszewski, 1993; Silverstone et al., 2007; Jacobsen et al., 1996). This led to the proposal
that the SPY protein represses gibberellin signaling, which was later shown to be likely
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through DELLA proteins (Silverstone et al., 2007; Oszewski et al., 2010). DELLA
proteins are transcription factors that repress gibberellin responses, while the presence of
gibberellin destroys DELLA proteins (Achard and Genschik, 2009; Schwechheimer and
Willige, 2009). Phenotypes of DELLA mutations are suppressed by spy (Wilson and
Somerville, 1995), and DELLA proteins are more abundant in spy mutants (Silverstone et
al., 2007). SPY is expressed throughout the plant (Swain et al., 2002).
SPY was found to be an O-linked N-acetyl glucosamine transferase that can cause
posttranslational modifications of specific proteins, such as DELLA proteins (Oszewski
et al., 2010). SPY modifies DELLA proteins to activate them (Oszewski et al., 2010;
Zentella et al., 2017). This explains why the spy mutant phenotype is that of looking like
they were given extra gibberellin, despite not having abnormally high levels of
gibberellin. Since DELLA proteins are not activated, they cannot repress gibberellin
responses, leading to phenotypes one would expect of plants given extra gibberellin,
despite there not being extra gibberellin present in the plant (Jacobsen et al., 1996).
While SPY suppresses gibberellin signaling by activating DELLA proteins
(Steiner et al., 2012), gibberellin is not the only phytohormone that SPY is involved with.
SPY is involved with signaling of cytokinin (Greenboim-Wainberg et al., 2005; Qin et
al., 2011; Steiner et al., 2012; Maymon et al., 2009), abscisic acid (Qin et al., 2011; Lian
et al., 2018), and brassinosteroids (Shimada et al., 2006). SPY is proposed to be a
negative regulator of brassinosteroid synthesis (Shimada et al., 2006).
Recently Mutanwad et al. (2020) discovered that SPY can regulate root hair
development independently of both DELLA proteins and gibberellins. It is possible that
this response and signaling pathway is involved with cytokinins. Despite SPY regulating
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gibberellin signaling by activating DELLA proteins, it appears that the opposite is true
for cytokinin responses, that is SPY regulation of cytokinin responses is independent of
DELLA activation or suppression (Maymon et al., 2009). The relationship between SPY
and cytokinin is made further complicated by the interacts cytokinin has with gibberellin,
as well as the fact that SPY has both gibberellin dependent and independent roles in plant
development. However, in general spy mutations are more effective than gibberellin
treatment for suppressing cytokinin responses (Maymon et al., 2009). Specifically,
cytokinin responses in leaves and flowers are promoted by SPY (Steiner et al., 2012).
SPY has also been found to be involved in several other environmental responses,
such as circadian rhythms and light signaling. SPY is involved with GIGANTEA (GI),
together and independently they can impact the circadian rhythm of the plant as well as
flowering and hypocotyl elongation (Tseng et al., 2004; Sothern et al., 2002). SPY is
indirectly associated with PIF3 and PIF4. DELLA has interactions with PIF3 and PIF4,
which controls hypocotyl elongation (de Lucas et al., 2008; Feng et al., 2008) and since
SPY activates DELLA proteins, it indirectly regulates PIF3 and PIF4 by extension. SPY
is also involved in some abiotic stress, spy mutants are more tolerant to drought stress,
and when SPY is overexpressed the A. thaliana plants are less tolerant to drought stress
(Qin et al., 2011).
Rice plants with lower amounts of spy have phenotypes consistent with increased
brassinosteroid signaling, increased expression of brassinosteroid genes, and more
brassinosteroids present, which altogether suggest that in race SPY suppresses
brassinosteroid synthesis (Shimada et al., 2006). SPY activates DELLA, at least in party
by promoting interaction with brassinosteroid and light signaling pathways, such as
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BZR1, PIF4, and PIF3 (Zentella et al., 2017). To my knowledge, the only documented
temperature phenotype of spy is its role in the thermoinihibition of germination through
its regulation of gibberellin (Toh et al., 2008). Since PIF4 and BZR1 are involved with
temperature responses and SPY interacts with them through its activation of DELLA, it
could have more of an indirect role in temperature responses, if it is involved in
temperature responses at all.
The spy mutant has a couple of documented root phenotypes. The spy roots are
less sensitive to cytokinin inhibition (Greenboim-Wainberg et al., 2005). The spy mutants
also have roots that are less wavy (Swain et al., 2002). The spy-3 mutant shows a milder
phenotype among the spy mutants (Greenboim-Wainberg et al., 2005).
Gibberellin and spy affect cytokinin responses, even when the cytokinin is applied
exogenously, so they mostly likely regulate cytokinin signaling (Greenboim-Wainberg et
al., 2005). Mutations in SPY affect numerous cytokinin responses throughout the life
cycle of the plant. SPY might affect type-B ARRs, and could be modifying their proteins
since they are both colocalized in the nucleus (Swain et al., 2002). SPY acts as a positive
regulator of cytokinin signaling (Greenboim-Wainberg et al., 2005)
Additionally, SPY is involved in root cortex division in conjunction with
ERECTA and STOMAGEN and reactive oxygen species (Cui et al., 2014). ERECTA has
been shown to be required for cortex division in the stem, however in this case, only
phloem-expressed protein was needed for the cortex division (Uchida et al., 2012). Since
in the root, cortex division seems to operate in a different manner and by a different
pathway (Cui et al., 2014), signals that instruct cortex division in the root and stem are
distinct. It is likely that SPY acts downstream of ERECTA, and that the interaction
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between them is indirect (Cui et al., 2014). Perhaps SPY’s heavy involvement in a
seemingly wide variety of different plant development processes is due to its relationship
with DELLA proteins, since there are a great many things that are regulated by DELLAs,
one such thing is a cytokinin response regulator, ARR5 (Marín-de la Rosa et al., 2015;
Moubayidin et al., 2010).

11. Cytokinin
Cytokinins are phytohormones that have important roles in many plant growth and
developmental processes, such as flowering (D’Aloia et al., 2011) and cell division and
differentiation (Sakakibara, 2006). Cytokinins are involved in cell division in both the
shoot (Schaller et al., 2014) and the root (Zhang et al., 2013). Root meristem size is
controlled by a balance between cytokinins (mediating cell differentiation at the
transition zone) and auxin (that mediates cell division (Biliou et al., 2005). Cyokinins are
involved with growth responses in conjunction with auxin.
Root growth depends on both the production of cells in the meristematic zone as
well as elemental elongation in the elongation zone (Beemster et al., 2002). In maize,
colder nights reduce leaf growth by inhibiting cell cycle progression and by extension
cell division (Rymen et al., 2007), something similar could be going on in the roots.
Cold-repressed root growth could result from the inhibition of cell division within the
root meristem as well.
In the root, it has been suggested that cytokinins control the level of root cell
division by regulating where the transition zone occurs, since that would also control how
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large the meristem is, and thus how many cells there would be dividing at one time
(Dello Ioio et al., 2007). Cytokinins act in the root meristem, where they act
antagonistically with auxin to control meristematic activity (Ioio et al., 2007). Greater
amounts of cytokinins results in a decrease in meristem size and by extension, a decrease
in the number of meristematic cells (Ioio et al., 2007). Conversely, reducing root
cytokinin synthesis correlates with increased meristem size and root growth rate (Ioio et
al., 2007).
One of the main ways cytokinins are perceived and transduced is via a twocomponent signaling system. In A. thaliana this is made up of two proteins; a histidine
kinase (AHK) and a response regulator (ARR). Additionally, this phosphorrelay also uses
His-containing phosphotransfer proteins to regulate the responses between AHKs and
ARRs (Argyros et al., 2008).
There are three known histidine kinases that work to identify cytokinins; AHK2,
AHK3 and AHK4 (the latter is also known as CRE1 and WOL). AHK1 is another
histidine kinase, however it does not appear to be involved in cytokinin responses
(Schaller et al., 2002). When I refer to AHKs in general, I am referring to only those that
are involved with cytokinin perception and responses. The primary functions of AHKs
include triggering cell divisions and maintaining meristematic cells (Higuchi et al., 2004;
Nishimura et al., 2004). AHKs are partially redundant in their functions, specifically
shoot growth, root development, leaf senescence, seed size, germination, and cytokinin
metabolism (Riefler et al., 2006).
Both AHK2 and AHK3 have roles in the control of leaf development (Hishimura
et al., 2004), while AHK4 has more involvement with the roots and is expressed more in
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the roots, and AHK2 and AHK3 having more expression in the shoots than roots
(Higuchi et al., 2004; Hishiumra et al., 2004; Nishimura et al., 2004). AHK4 has been
said to regulate to cytokinin related root elongation responses (Riefler et al., 2006).
However, both the size and activity of the root apical meristem were reduced in ahk triple
mutants, implying that they all are involved in root apical meristem regulation to some
extent (Higuchi et al., 2004). AHK3 is the only cytokinin receptor that is expressed in all
tissues of the transition zone (Higuchi et al., 2004), and since cytokinins could be
controlling the level of root cell division by regulating where the transition zone occurs,
this could indicate a large role of AHK3 in the regulation of cell division within the root
(Ioio et al., 2007).
Downstream of the histidine kinases are their response regulators, ARRs, which
are separated into two main groups; type-A and type-B (Imamura et al., 1999). While
type-C and pseudo-response regulations also exist, they are not involved with cytokinins
in this two-component signaling system (To et al., 2007). Both type-B and A ARRs have
important roles in plant development and growth and in each there is some redundancy in
terms of their function (Mason et al., 2005; To et al., 2004). However, type-A ARRs are
negative regulators of cytokinin signaling (To et al., 2004), while type-B ARRs are
positive regulators of cytokinin signaling (Mason et al., 2005). Additionally, type-A
ARRs are induced by cytokinin, while type-B are not (To et al., 2004). Type-B ARRs are
key regulators of cytokinin signaling and can directly activate type-A ARR genes (To et
al., 2004).
Within the root, ARRs have the greatest activity within the growth zones (i.e.
meristem and elongation zone) and do not have much presence in the mature zone
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(Mason et al., 2004). Specifically, ARR12 and ARR1 have higher expression in the root
tip than elsewhere within the root (Mason et al., 2005). Most cytokinin responses need
the type-B response regulators ARR1, ARR10, and ARR12 (Argyros et al., 2008). ARR1
functions as a positive regulator in cytokinin signaling (Sakai et al., 2001). Cell division
within the shoot is decreased in a triple arr1/10/12 mutant, showing their importance in
cell division within the shoot (Argyros et al., 2008). However in the root, an arr1/12
mutant had greater root elongation than its wild type, or its single mutant counterparts,
implicating ARRs in negative regulation of root growth in A. thaliana (Argyros et al.,
2008). This also shows the redundancy of ARRs, since both ARR1 and ARR12 needed to
be knocked out in order to show a root growth phenotype.
While cytokinins are involved in a variety of plant developmental processes, they
are also involved in environmental responses as well, such as salt, drought, and
temperature responses (Golan et al., 2016; Jeon et al., 2010). In terms of temperature
responses, they have mostly been attributed to cold responses (Jeon et al., 2010). ARR4
seems to be responsible for certain red light responses through its interaction with phyB
(Sweere et al., 2001). This could be a link between temperature and cytokinin responses,
since phyB also acts as a temperature sensor.
AHK2 and AHK3 are the primary receptors for mediating cold-inducible
expression of type-A ARR genes independent of cytokinin levels within the plant (Jeon et
al., 2010). Plants overexpressing a specific type-A ARR (ARR7) are more sensitive to
freezing temperatures, while an arr7 (and arr6) null mutant has increased freezing
tolerance (Jeon et al., 2010). Mutants ahk2/ahk3 and ahk3/cre1 also have greater freezing
tolerance to their wild type counterparts (Jeon et al., 2010). An arr1/12 double mutant is
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less sensitive to lower temperatures than its wild type or single arr1 and arr12 mutants,
implying that both ARR1 and ARR12 are necessary for root growth responses under lower
temperatures (Zhu et al., 2015).
ARR1 and ARR12 are involved in low temperature-mediated inhibition of root
growth (Zhu et al., 2015). Accelerated cell differentiation can lead to the reduction of
root meristem size and cell number (Dello Ioio et al., 2007) and cytokinin promotes cell
differentiation via the activity of ARR1 and ARR12 in the transition zone (Dello Ioio et
al., 2008). A double mutant for arr1/12 has increased root length and meristem cell
number at both 22 and 16°C (Zhu et al., 2015). While it appears that this mutant is less
sensitive to colder temperatures, this response could be, in part due to them being
germinated at 22°C rather than 16°C. Previously, I did some experiments transferring
plants grown at 25°C to 15°C after germination (and vice versa). Transferred plants
exhibited greater final root growth rate than those grown continuously at 15°C. Zhu et al.
(2015) found that there is less meristematic activity in roots exposed to lower
temperatures after being germinated at 22°C.
Additionally, ARR1 and ARR12 are involved in the regulation of SHY2
(Moubayidin et al., 2010), which regulates PINs and thus the transport of auxin
(Taniguchi et al., 2007). SHY2 has also been implicated in meristem maintenance in
roots (Moubayidin et al., 2010) and is heavily involved in root growth responses, since it
is an intersection between cytokinins and auxin. ARR1 mediated up-regulation of SHY2
(an IAA repressor that functions in auxin signaling) is necessary for cytokinin to have an
impact on PIN genes (Dello Ioio et al., 2008). While there is some research on AHK and
ARR responses to temperature, there is little on SHY responses to temperature. To my
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knowledge, the only temperature response of shy2 that is currently known is that mutant
hypocotyls are more sensitive to higher temperatures than is the wild type (Sun et al.,
2012).

D. Root responses
Overall, roots respond readily to temperature, in potentially different ways from the
shoots. While shoot responses are modulated by auxin and PIF4, root responses seem to
be more-so regulated by brassinosteroids and less by auxin and PIF4 (Martins et al.,
2017; Gaillochet et al., 2020). Shifts in temperature do elicit an auxin-mediated growth
response in roots (Hanzawa et al., 2013; Wang et al., 2016), however growth responses to
a prolonged exposure to temperature appears to be regulated by brassinosteroids in the
root (Martins et al., 2017).
I have chosen mutants of the genes I reviewed in this chapter to conduct cell
production assays on for various reasons. Some of them are involved in shoot
temperature responses, and so to determine if they are also involved in root temperature
responses. Some are involved in hormone responses and/or production, thus would be a
test to determine if that hormone is also involved, and the verify results from the
literature. Others are different accessions of A. thaliana, which could help determine if
this phenotype is unique to Columbia and potentially determine genes involved since
several accessions have unique mutations, such as Landsberg erecta, with its null erecta
mutation, and Cvi-0 with is gain-of-function CRY2 allele. In the following chapter, I use
all of the mutants reviewed in this chapter (Table 1) in a cell production rate assay.
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CHAPTER II
TEMPERATURE ACCLIMATED CELL PRODUCTION RATES
A. Introduction
Root growth is regulated by two processes; cell division and expansion. Cell division
occurs in the root meristem, where cells are dividing rapidly. Expansion occurs in the
elongation zone, where elements (i.e. cells) are elongating rapidly. Since both of these
processes are involved in growth, it should be no surprise, cell division is positively
correlated with root growth rate (Vypleová et al., 2017). Cell production is the total
number of cells that are produced via cell division, however a greater cell division rate
does not necessarily mean a greater cell production rate, since cell production rates also
depends on the length of the meristem (Yang et al., 2017).
Rates of cell division and expansion can change based on various environmental
factors, thus impacting root growth. Regulation of the cell cycle is impacted by different
stresses, thus altering the cell division of the root (Qi and Zhang, 2019). One such
environmental factor is temperature. Under different moderate temperature (15 and 25°C)
there are clear differences in root growth rates. Thus, Yang et al. (2017) wanted to look at
various root growth dynamics (such as cell division and expansion) to determine what
was driving the differences in growth between temperature. Most parameters changed
between temperature, except for two; the total cell production rate, and the length of the
growth zone (Yang et al., 2017).
Here I explore cell production rate further in a cell production assay of various
genotypes (Table 1) in an effort to determine what genes are involved in this response. I
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wanted to determine if this response was specific to Columbia. I also wanted to determine
if the shoot and root regulated temperature responses via different pathways. Most of
temperature sensing within the shoot is centered around photomorphogenic genes, such
as phytochromes and PIFs. However, the roots do not experience as much light as the
shoots, thus they could sense and respond to temperature via different pathways. Of
course, signals could always travel down from the shoot to the root for temperature
signaling.
I also wanted to look at different hormones involved with temperature to
determine if they were also involved in temperature responses in the root. Cytokinins,
auxin, and brassinosteroids are all also involved in maintenance of the meristem and cell
divisions, which might impact cell production rates (Kong et al., 2018; Chaiwanon and
Wang, 2015). Martins et al. (2017) have categorized brassinosteroids as being involved in
temperature responses in the root.

B. Results
I have separated the results into four sections; accession-related, photomorphogenesisrelated, hormonal-related, and meristem size-related.

1. Accession-related genotypes
The root growth rate at 15°C of the accessions Bor-4, Cvi-0, and Landsberg was lower
than that of Columbia, however several accessions, namely, Koch-5, Ws, and Mt-0 had
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15°C
25°C

Figure 3 Average root growth rates for the accession-related genotypes. The lighter
line is the average of Columbia at 15°C, the darker line is the average of Columbia
at 25°C. Sample size of each accession at each temperature was at least 25 roots,
typically more. Error bars standard error.
faster growing roots than Columbia at 15°C (Fig. 3). The rest had similar root growth
rates. For plants grown at 25°C, the accessions Bor-4, Cvi-0, and Tsu-0 all had lower root
growth rates than Columbia. However, Ws, Mt-0, and Landsberg all had greater root
growth rates than Columbia at 25°C. The rest had similar root growth rates (Fig. 3). At
15°C all accessions had larger cells than that of Columbia, even if only slightly, however
at 25°C all genotypes had smaller cells than that of Columbia, with the exception of Cvi0 and Mt-0 which had similarly sized cells to Columbia (Fig. 4). At 15°C only Koch-5
and Ws had similar cell production rates to Columbia, the rest of the accessions had
lower cell production rates (Fig. 5). At 25°C there was a bit more variability, with Cvi-0
being the only accession that had lower cell production rates than Columbia, and Ws, Mt43

15°C
25°C

Figure 4 Average cortical cell lengths for all accession-related genotypes. The
lighter line is the average of Columbia at 15°C, the darker is the average of
Columbia at 25°C. Sample size of each accession at each temperature was at
least 25 roots. 30 cortical cells were measured per root. Error bars are
standard error.
0, Landsberg, and er-105 all having greater cell production rates than Columbia at 25°C
(Fig. 5). Both Landsberg and er-105 had much greater cell production rates than
Columbia as well as the rest of the accessions, with cell production rates of over 100
cells/day.
All accessions had greater root growth rate at 25 than 15°C (Fig. 3), this is also
evident in their Q10 values, which are all close to 2 (Table 2). This means that for all the
accessions their root growth rate roughly doubled at 25°C when compared to 15°C.
While the root growth rates increased in response to temperature for all accessions used
here, there were notable differences between genotypes. Ws and Mt-0 had greater root
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growth rates in comparison to Columbia at both temperatures. Landsberg had a greater
root growth rate only at 25°C. Koch-5 had similar root growth rate to Columbia at 25°C,
but greater root growth rate at 15°C. Among all genotypes, Cvi-0 had the lowest growth
at both 25 and 15°C. While er-105 had a similar root growth rate to Landsberg at 15°C, it
had a lower root growth rate at 25°C.
While all accessions had greater root growth rates at 25 than 15°C, this was not
the case for cortical cell lengths. Cortical cell lengths were more variable between the
Table 2 Q10 values for all accession-related genotypes for root growth rate,
cell length, and cell production rate. The errors are ± 1 SE, which was
calculated based on the standard formula for error propagation (Gardenier et
al., 2011).
Genotype Root growth rate
Q10 values
Columbia 2.0 ± 0.23
Landsberg 2.3 ± 0.21
Tsu-0 1.7 ± 0.22
Ws 2.1 ± 0.19
Mt-0 1.7 ± 0.30
Bor-4 1.9 ± 0.28
Koch-5 1.6 ± 0.31
Cvi-0 1.8 ± 0.32
er-105 1.9 ± 0.25

Cell length
Q10 values
1.9 ± 0.25
0.99 ± 0.21
1.4 ± 0.09
1.5 ± 0.12
1.1 ± 0.13
1.5 ± 0.11
1.4 ± 0.15
1.1 ± 0.16
0.99 ± 0.19

Cell production rate
Q10 values
1.0 ± 0.25
2.3 ± 0.25
1.2 ± 0.24
1.3 ± 0.22
1.5 ± 0.31
1.3 ± 0.27
1.1 ± 0.30
1.6 ± 0.28
1.9 ± 0.25

different accessions (Fig. 4). All accessions had larger cells at 15°C than Columbia.
Despite this, most accessions had smaller cells at 25°Cthan Columbia, with two
exceptions; Mt-0 and Cvi-0 which had similarly sized cells to Columbia at 25°C. While
none of the accessions mimicked Columbia exactly, several followed the Columbia
pattern albeit with slightly higher cell production at 25°C vs. 15°C; Bor-4, Koch-5, Ws,
and Tsu-0.
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15°C
25°C

Figure 5 Average cortical cell production rates for all accession-related
genotypes. The lighter line is the average of Columbia at 15°C, the darker
line is the average of Columbia at 25°C. Sample size of each accession at
each temperature was at least 25 roots. Error bars are standard error.
Cvi-0 and Mt-0 had similarly sized cortical cells, as demonstrated by their Q10
values of 1.1 (Table 2). Both of these accessions had much larger cortical cells than
Columbia and the rest of the accessions at 15°C, more closely resembling the cortical cell
size of plants grown at 25°C rather at 15°C (Fig. 4). Landsberg and er-105 also had
essentially the same sized cortical cells between temperatures, having smaller cortical
cells at 25°C than Columbia (Fig. 4). This similarity is also reflected in both of their low
Q10 values of 0.99.
There was also variation between different accessions in terms of their cell
production rates (Fig. 5). Columbia had similar cell production rates between
temperatures, as had been previously reported (Yang et al., 2017) and had a Q10 value of
1 to represent that (Table 2). Koch-5 had very small differences between temperatures,
and were within each others standard errors, coming close to mimicking Col, and having
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slightly higher cell production rate at 25°C, it also had a Q10 value of 1.1, demonstrating
the small difference it had between temperatures.
Tsu-0 and Bor-4 both had small differences between their cell production rates at
each temperature, with cell production rates at 15°C being lower than observed with
Columbia, but their 25°C cell production rates being similar (Fig. 5). Nevertheless, cell
production rates between temperatures for both Tsu-0 and Bor-4 were very similar,
reflected by their Q10 values which were close to 1 (Table 2).
Cvi-0 had decreased cell production rate when compared to Columbia at both
temperatures. At 15°C the cell production rate was approximately half of that of
Columbia. Mt-0 had slightly increased cell production rate at 25°C and decreased cell
production rate at 15°C.
Landsberg had a massively increased cell production rate at 25°C, approximately
2x that of Columbia, and slightly decreased cell production rate at 15°C (Fig. 5). This is
reflected in its Q10 value of 2.3, implying Landsberg doubled cell production at 25°C vs.
15°C. The er-105 mutant had similar response to Landsberg, although it didn’t have quite
as massive of an increase in cell production at 25°C (Fig. 5), but nonetheless cell
production rates nearly doubled between temperatures, as reflected by its QC of 1.9.
It is apparent that between the accessions I phenotyped here that there is some
variation in temperature responses. Nevertheless, Columbia does not appear to be
completely alone in its response, since Koch-5 and Tsu-0 were similar, but not quite as
temperature acclimated as Columbia.
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2. Photomorphogene related mutants
Included in this section are mutants involved in photomorphogenesis in some capacity
(Table 1), which have been detailed in chapter 1. All these mutants had greater root
growth rate at 25°C than 15°C, with one exception, one of the phyab mutants (Fig. 6).
The phyab mutant we acquired from Dr. Busch’s lab had similar root growth rates
between temperatures, with 25°C having only slightly faster root growth than at 15°C,
but in comparison to other genotypes, this lack of increase at 25°C is quite drastic. This
phyab mutant had a Q10 value of 1.2 for root growth rate (Table 3), demonstrating that
there is very little difference between the two temperatures. However, the phyQ mutant in
the Landsberg background had a similar phenotype to its wild type in terms of root
Table 3 Q10 values for all photomorphogenic-related genotypes for root growth
rate, cell length, and cell production rate. The errors are ± 1 SE, which was
calculated based on the standard formula for error propagation (Gardenier et al.,
2011).
Genotype
Columbia
Landsberg
phyQ (Ler)
phyab (B)
phyab (H)
uvr8
phot2/1
phot1
phot2
cry1
cry2
pif1
pif4
pif4/5
pif5
35S::PIF4
hy5
elf3

Root growth rate
Q10 values
2.0 ± 0.23
2.3 ± 0.21
2.1 ± 0.22
1.2 ± 0.34
1.8 ± 0.25
1.7 ± 0.17
2.2 ± 0.25
2.6 ± 0.22
2.0 ± 0.25
1.8 ± 0.20
6.6 ± 0.22
2.1 ± 0.28
2.3 ± 0.16
1.5 ± 0.24
4.0 ± 0.37
1.6 ± 0.32
4.4 ± 0.55
2.3 ± 0.22

Cell length
Q10 values
1.9 ± 0.25
0.99 ± 0.21
0.90 ± 0.13
0.91 ± 0.22
1.6 ± 0.21
1.7 ± 0.09
1.1 ± 0.16
1.1 ± 0.08
1.5 ± 0.05
0.76 ± 0.12
1.1 ± 0.12
1.0 ± 0.20
1.6 ± 0.11
0.97 ± 0.12
0.87 ± 0.30
0.99 ± 0.17
1.7 ± 0.22
1.6 ± 0.13
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Cell production rate
Q10 values
1.0 ± 0.25
2.3 ± 0.25
2.3 ± 0.25
1.3 ± 0.35
1.2 ± 0.31
0.97 ± 0.19
2.0 ± 0.26
2.3 ± 0.21
1.3 ± 0.24
2.4 ± 0.20
5.7 ± 0.22
2.0 ± 0.31
1.5 ± 0.20
1.6 ± 0.21
4.4 ± 0.45
1.6 ± 0.35
2.6 ± 0.60
1.5 ± ± 0.26

15°C
25°C

Figure 6 Average root growth rates for the photomorphogenic-related mutants.
The phyQ mutant is in the Landsberg background, all other mutants are in the
Columbia background. The lighter line is the average of Columbia at 15°C, the
darker line is the average of Columbia at 25°C.. Error bars are standard error.
growth rate, cell lengths, and cell production rate (Fig. 6, 7, 8). Because of this we
thought that there might be something wrong with the phyab mutant we receive from Dr.
Busch.
Thus, we acquired another phyab mutant from Dr. Hu’s lab that had the same
alleles of both PHYA and PHYB as the phyab mutant we obtained from Dr. Busch’s lab.
This phyab mutant responded similarly to the wild type. It had a Q10 value of 1.8,
meaning that root growth rate nearly doubled between temperatures, making it similar to
Columbia.
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15°C
25°C

Figure 7 Average cortical cell lengths for the photomorphogenic-related
mutants. The phyQ mutant is in the Landsberg background, all other
mutants are in the Columbia background. The lighter line is the average of
Columbia at 15°C, the darker line is the average of Columbia at 25°C..
Error bars are standard error.
There were differences between the two phyab mutants cortical cell lengths as
well (Fig. 7). The phyab from Dr. Huq’s lab resembled that of Columbia, with larger cells
at 15°C than at 25°C. However, the phyab mutant from Dr. Busch’s lab had similar
cortical cell lengths between temperatures. There were also differences between the two
phyab mutants in terms of cortical cell production rates (Fig. 8).
There is likely one of two things occurring here; environmental effects or a
contaminating mutation. Since both phyab mutants were grown and propagated in
different labs, it could be that the environment from one lab influenced the seeds,
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15°C
25°C

Figure 8 Average cortical cell production rates for the
photomorphogenic-related mutants. The phyQ mutant is in the Landsberg
background, all other mutants are in the Columbia background. The
lighter line is the average of Columbia at 15°C, the darker line is the
average of Columbia at 25°C. Error bars are standard error.

resulting in this difference. Or one of the mutants has a contaminating mutation. We
believe that this mutant would be the one from Dr. Busch’s lab, since it responds
differently to temperature than has been previously reported for phyab. Differences
between these phyab mutants is not just observed in seedlings of A. thaliana, but the
differences between mature A. thaliana plants is stark as well (Fig. 9).
While the phyab mutants are currently being investigated, other
photomormopgensis mutants had a variety of responses to temperature. The cry2, hy5,
and pif5 mutants all had much lower root growth rates at 15 than 25°Cand in comparison
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to Columbia at 15°C (Fig.
6). While cry2 had a
similar root growth rate to
Columbia at 25°C, both
hy5 and pif5 had lower
root growth rates at 25°C
when compared to
Columbia. As reflected in
their Q10 values. The cry2
mutant has a Q10 value of
6.6, both pif5 and hy5
have lower but still

Figure 9 A picture of both phyab mutants taken before
harvesting began. On the left is the line from Dr. Huq’s
lab, on the right is the one from Dr. Busch’s lab

notably large Q10 values of 4.0 and 4.4 respectively. While they all have similar root
growth rates at 15°C, cry2 has a higher root growth rate at 25°C than pif5 and hy5,
contributing to their differences in Q10 values.
All of the other mutants had roughly doubled their root growth rates between
temperatures, despite differences that they might have had with Columbia. Interestingly,
among the mutants in the Columbia background, only phot1/2 had greater root growth
rate at 25°C than Columbia (Fig. 6). Most had either the same or slower root growth rates
at 25°C, the same applied for 15°C.
Cell lengths between mutants was more variable than root growth rates, however
with few exceptions they did not exceed Columbia cell lengths at 25°C (Fig. 7). Most
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genotypes had smaller cells at 25°C than Columbia. However, at 15°C most genotypes
had larger cells than Columbia, even if slightly.
Much like Columbia, uvr8-6, pif4, hy5, and elf3 all had larger cortical cells at
25°C (Fig. 7). This is reflected in their Q10 values, all of which had Q10 values of 1.6 or
1.7, not quite doubling their cell lengths between temperature like Columbia, but having
nonetheless larger cell lengths at 25°C. With the exception of hy5, all of these mutants
had slightly larger cells at 15°C than Columbia (Fig. 7).
While phot2 cell lengths also increased in response to temperature, it was to a
lesser degree. At 15°C phot2 mutants had similarly sized cells to Columbia, however at
25°C they had smaller cells than Columbia. Thus, the differences in cells sizes between
temperatures was less. The phot1 mutant had an even smaller difference in cell sizes
between temperatures, and had much larger cells than Columbia at 15°C. The phot1/2
mutant was similar and had even larger cells than the phot1 mutant. Both phot1 and
phot1/2 had similar Q10 values, both close to 1 (Table 2).
Like the phot1 mutant, cry2 mutants had larger cells at 15°C in comparison to
Columbia, and smaller cells at 25°C in comparison to Columbia (Fig. 7). There was little
difference in the size of their cortical cells between temperatures, as reflected in their Q10
value of 1.1. The cry1 mutant actually had greater cell lengths at 15 than 25°C, reflected
in its Q10 value of 0.76.
Among the PIF mutants, only pif4 bore some resemblance to Columbia (Fig. 7).
The pif4 mutant had larger cortical cells at 25°C when compared to 15°C, like Columbia.
The pif5 mutant had slightly larger cells at 15°C than at 25°C, however the difference in
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cell size between temperatures was small, as reflected in their Q10 value of 0.87. The
pif1, pif4/5 and 35S::PIF4 all had similarly sized cells between both growth temperatures,
with pif1 and pif4/5 having smaller sized cells at both temperatures, while the 35S::PIF4
had larger cells at both temperatures. All of which had Q10 values close to 1.
The elf3 mutants had larger cells at 25°C when compared to 15°C, much like
Columbia. The elf3 mutant had larger cells at 15°C than Columbia, and had similarly
sized cells at 25°C (Fig. 7).
The uvr8-6 mimicked Columbia, with similar cell production rates between
temperatures, reflected in its Q10 value of 0.97, very close to 1. Both hy5 and elf3 had
similar cell production rates to Columbia at 25°C, however their cell production rates at
15°C were lower than those of Columbia at 15°C. With the hy5 mutant having an
abnormally low cell production rate for 15°C, which is why it has a larger Q10 value of
2.6.
The phot2-1 mutant had a slightly higher cell production rate at 25°C than 15°C,
reflected in the low Q10 value of 1.3. The phot1-5 mutant had a very low cell production
rate at 15°C in comparison to Columbia, as well as its cell production rate at 25°C, as
reflected by its Q10 value of 2.3. The phot1-5/2-1 had a similar phenotype to that of the
phot1-5 mutant, with slightly increased cell production rate at 15°C than the single phot15 mutant and had a Q10 value of 2.0.
Both CRY mutants had decreased cell production rates at 15°C when compared
with Columbia, but similar cell production rates to Columbia at 25°C (Fig. 8). The cry2
mutant had a more severe phenotype, with much lower cell production rate at 15 than
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25°C, reflected in its large Q10 value of 5.7. The dramatically decreased cell production
rate for cry2 at 15°C is also indicated in its abnormally low root growth rate at 15°C. The
cry1 mutant had larger cell production rate than cry2. While cry1 had a lower cell
production rate at 15°C, it was not as much reduced as the cry2 cell production rate at
15°C. This is reflected in the cry1 Q10 value of 2.4 for cell production rate.
For the PIF mutants, all had cell production rates that increased with temperature
(Fig. 8). The pif1 and pif5 mutants were the only ones that had increased cell production
rates at 25°C when compared to Columbia. All PIF mutants had decreased cell
production rates at 15°C when compared with that of Columbia. The pif5 mutant in
particular had the lowest cell production rate among the PIFs, something that is reflected
in its lower root growth rate at 15°C as well as its Q10 value of 4.4. The PIF mutants with
the closest Q10 value to Columbia was pif4, with a Q10 value of 1.5.

3. Hormone related mutants
All mutants related to hormones had root growth rates that increased with the higher
temperature, however shy2-2, ahk3-3, spy-3 and spy-8 mutants all had lower than wild
type root growth rates at 15°C (Fig. 10). All of these mutants had higher Q10 values,
indicating a greater difference between temperatures than wild type. The spy-3, and spy-8
had Q10 values of around four. The ahk3 mutant had a Q10 value of 2.6 and the shy2
mutant had a Q10 value of 2. Both spy mutants had the lowest root growth rate among all
genotypes at 15°C. While shy2 had lower root growth rate at 15°C, it also had an
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abnormally low root growth rate at 25°C as well, similar to the bes1 mutant. However,
the bes1 mutant had slightly greater root growth rate at 15°C than shy2.

15°C
25°C

Figure 10 Average root growth rates for the hormone-related mutants. These
are from the last day of growth, day 7 and 14 for 25 and 15°C respectively.
The spy-8 mutant is in the Landsberg background, all other mutants are in the
Columbia background. The lighter line is the average of Columbia at 15°C,
the darker line is the average of Columbia at 25°C. Error bars are standard
error.
The bzr1-1D plants had a greater root growth rate at both temperatures than
Columbia, however they still roughly doubled in response to temperature, as reflected in
their Q10 value of 1.8 (Fig. 10). The axr1 mutant had greater root growth rate at 25°C and
reduced root growth rate at 15°C when compared to Columbia, as reflected in the Q10
value of 2.5.
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Table 4 Q10 values for all hormonal-related genotypes for root growth rate,
cell length, and cell production rate. The errors are ± 1 SE, which was
calculated based on the standard formula for error propagation (Gardenier
et al., 2011).
Genotype
Columbia
Landsberg
yuccaq
axr1-12
ahk3-3
ahk3/cre1
arr1-1/12-1
shy2-2
bzr1-1D
bes1-1D
spy-3
spy-8 (Ler)

Root growth rate
Q10 values
2.0 ± 0.23
2.3 ± 0.21
1.5 ± 0.15
2.5 ± 0.32
2.6 ± 0.31
1.7 ± 0.19
2.1 ± 0.32
2.1 ± 0.45
1.8 ± 0.23
1.8 ± 0.51
3.9 ± 0.39
3.8 ± 0.44

Cell length
Q10 values
1.9 ± 0.25
0.99 ± 0.21
1.4 ± 0.10
1.7 ± 0.16
0.90 ± 0.15
1.1 ± 0.16
1.3 ± 0.18
1.0 ± 0.17
0.97 ± 0.14
0.76 ± 0.10
1.3 ± 0.25
1.3 ± 0.24

Cell production rate
Q10 values
1.0 ± 0.25
2.3 ± 0.25
1.1 ± 0.19
1.4 ± 0.37
3.0 ± 0.33
1.5 ± 0.24
1.6 ± 0.28
2.1 ± 0.34
1.8 ± 0.25
2.4 ± 0.51
3.0 ± 0.29
2.9 ± 0.30

Like Columbia, the yuccaQ, arr1/12, axr1, spy-3, and spy-8 mutants all had larger
cortical cells at 25°C than 15°C (Fig. 11). However, all of them had smaller cells than
Columbia at 25°C, and similar or larger cells at 15°C to Columbia. The spy-8 is in the
Landsberg background, and did not resemble Landsberg (Fig. 7). Instead of having
similarly sized cells between temperatures, spy-8 had larger cells at 25°C than 15°C.
The bzr1, shy2, and ahk3 mutants all had similar cell lengths between
temperatures, with their Q10 values being close to, if not, 1 (Fig. 11). Interestingly, the
bes1 mutant had greater cell lengths at 15 rather than 25°C, demonstrated in its Q10 value
of 0.76. This was also seen in the cry1 mutant, possibly alluding to a connection between
BES1 and CRY1 in terms of temperature responses in the root. Only one of these mutants
displayed temperature acclimated cell production rates between temperatures, the yuccaQ
mutant, reflected in its Q10 value of 1.1 (Table 4; Fig. 12).
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15°C
25°C

Figure 11 Average cortical cell lengths for the hormone related mutants. The
spy-8 mutant is in the Landsberg background, all other mutants are in the
Columbia background. The lighter line is the average of Columbia at 15°C,
the darker line is the average of Columbia at 25°C. Error bars are standard
error.
YUCCA genes are involved in auxin biosynthesis, that this yuccaQ mutant
responded similar to Columbia could mean that the production of auxin itself is not
involved in this temperature response. An auxin response mutant, axr1, did not have
temperature acclimated cell production rates between temperatures, indicating that while
auxin biosynthesis did not much disrupt this temperature acclimated cell production,
interfering with auxin signaling responses did, implying that auxin as a signal could have
a role to play here. However, the differences between temperatures was not as dramatic
as other mutants (ex. ahk3, bzr1, etc.), implying that auxin might not have as strong of a
role (Fig. 8). Phenotyping auxin mutants has proven to be difficult due to severe
agravitropism.
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15°C
25°C

Figure 12 Average cortical cell production rates for the hormone-related
mutants. The spy-8 mutant is in the Landsberg background, all other
mutants are in the Columbia background. The lighter line is the average of
Columbia at 15°C, the darker line is the average of Columbia at 25°C.
Error bars are standard error.
The bzr1, arr1/12 and ahk3 mutants all had much greater cell production at 25°C
than Columbia had (Fig. 12). The bzr1 and arr1/12 mutants both have similar cell
production rates at 15°C, while ahk3 has decreased cell production at 15°C, contributing
to its Q10 value of 3, while bzr1 has a Q10 value of 1.8.
The ahk3/cre1 mutant had similar cell production rate to Columbia at 25°C, and
lower cell production at 15°C (Fig. 12). This could imply that the absence of CRE1 in the
ahk3 mutant is what is driving the massive cell production rate at 25°C, and that AHK3
and CRE1 work together to suppress cell production rate at 25°C. However, the cell
production rate of ahk3 and ahk3/cre1 was similar at 15°C, implying that AHK3 is
involved in cold responses to temperature in the roots. Additionally, ARR1 and ARR12
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are both downstream from AHK3, since they have normal cell production rate at 15°C,
this could imply that AHK3 is regulating cold responses to temperature independently of
ARR1 and ARR12. SHY2 is also involved in the pathway. The shy2 mutant also had a
different response, with lower cell production rate at 15°C like ahk3, however also lower
cell production rates at 25°C.
Neither of the brassinosteroid mutants displayed temperature acclimated cell
production, but in opposite ways. The bzr1 mutant had a much higher cell production rate
at 25 than 15°C and had cell production rates resembling Columbia at 15°C (Fig. 12).
However, bes1 had cell production rates resembling Columbia at 25°C, but much lower
cell production rates at 15°C.
The spy-8 had a different phenotype than its wild type, Landsberg. While spy-8
had greater cell production at 25°C, it was similar to the cell production of Columbia at
25°C, unlike Landsberg which had massive cell production at 25°C when compared with
Columbia. Additionally, spy-8 had greatly lowered cell production rate at 15°C, much
more so than Landsberg. The spy-3 mutant in the Columbia background displayed a
similar phenotype to spy-8. This implicates SPINDLY in this response, regardless of
accession background.

4. Meristem related
The imk2-1, imk2-2, and imk3-1 mutants all have slightly shorter meristems than
Columbia, with imk3-1 having the shortest meristems between them (Dr. Smertenko,
unpublished results). Therefore, to determine if these smaller meristems had an impact on
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Figure 13 Average root growth rates, cell lengths, and cell production rates
for all imk mutants at 25°C after seven days of growth. Sample size for
each mutant was at least five individuals. Error bars are standard error.
cell production rates, I did a smaller assay of all of them at 25°C to choose one to
measure more in-depth. For this smaller assay, I plated plants on one plate per genotype
and measured them at 25°C. All of the imk mutants had similar root growth rates, cell
lengths, and cell production rates to Columbia (Fig. 13).

Table 5 Q10 values for all meristem size-related genotypes for root growth rate,
cell length, and cell production rate. The errors are ± 1 SE, which was calculated
based on the standard formula for error propagation (Gardenier et al., 2011).
Genotype

Root growth rate
Cell length
Q10 values
Q10 values
Columbia 2.0 ± 0.23
1.9 ± 0.25
imk3-1 1.9 ± 0.17
1.8 ± 0.12
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Cell production rate
Q10 values
1.0 ± 0.25
1.0 ± 0.22

However, these could be because of their smaller sample size, so I chose one imk mutant
to assay the cell production of at 25 and 15°C. Since all of the imk mutants had similar

Figure 14 Average root growth rates, cell lengths, and cell production rates for
imk3-1 mutants at 25 and 15°C. Error bars are standard error.
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phenotypes, I decided to measure the one that had the shortest meristem; imk3-1.
There was little to no difference between imk3-1 and Columbia, so despite its
involvement with meristem length, it is apparently not involved with temperature
acclimated root responses (Fig. 14). Additionally, this gives further indication that there
is little correlation between length of meristem and rate of cell production. Since it has a
smaller meristem than normal, if a larger meristem resulted in more cells being produced,
then there would be a difference between imk3-1 at one or both of the temperatures.

5. Correlations between growth parameters
As expected, at 25°C, root growth rate was positively correlated with cell production rate
(Fig. 15). However, there appears to be a subset of genotypes that had a looser correlation
between cell production rates and root growth rates, genotypes with cell production rates
of over 100 cells/day do not seem to proportionally increase growth rate. Cell production
rates over 100 cells/day cannot necessarily be used to predict a higher root growth rate,
since several genotypes (ahk3, pif1, etc.) have lower root growth rates than genotypes
that have lower cell production rates than them.
At 15 and 25°C there is a positive correlation between average root growth rate
and average cell production rate (Fig. 15, 16). However, it appears that the root growth
rate reaches a ‘cap’ of sorts in relation to the cell production rate. That is, even if there is
a high cell production rate, there is no increase in root growth rate in comparison. At
25°C, there appears to be a positive correlation between root growth rate and cell length,
with the exception of genotypes that have cell production rates of over 100 cells/day (Fig.
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Figure 15 A correlation plot between the average root growth and cell
production rates of all genotypes at 25°C. There appears to be a positive
correlation between root growth and cell production rates, as expected.
However, root growth rates for genotypes with cell production rates of over
100 cells/day appear to be more variable. Please note that the x and y axes
do not start at 0.
17). At 15°C there appears to be a positive correlation between root growth rate and cell
length, though not as nicely correlated as it is at 25°C (Fig. 18).
At 25°C there is not much correlation between cell length and cell production rate
if you do not take into account the genotypes with cell productions rates greater than 100
cells/day (Fig. 19). There appears to be a negative correlation between cell length and cell
production rate, however this is mostly driven by genotypes that have a cell production
rate greater than 100 cells/day. There appears to be little to no correlation between cell
length and cell production rate between genotypes that have a cell production rate of less
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Figure 16 A correlation plot between the average root growth rate and cell
production rates of all genotypes at 15°C. There appears to be a positive
correlation between root growth rate and cell production rate, as expected.
Please note that the x and y axes do not start at 0.
than 100 cells/ day. At 15°C there appears to be a negative correlation between cell
length and cell production rate (Fig. 20).

C. Discussion

1. Cell production rates are varied between temperatures and genotypes
Cell production rates have been categorized in response to temperature in at least three
other species; Allium sativum, Pisum sativum (var. Alaska), and Zea mays. P. sativum and
Z. mays both seemed to have temperature acclimated cell production rates. In P. sativum
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Figure 17 A correlation plot between the average root growth rate and cell
lengths of all genotypes at 25°C. There appears to be a positive correlation
between root growth rate and cell length. However, root growth rates for
genotypes with cell production rates of over 100 cells/day appears to be
more variable. Please note that the x and y axes do not start at 0.
both root growth rate and cell production rate increased with increasing temperature up to
25°C, however between 25 and 30°C root growth rates and cell production rates were the
same (Hof and Ying, 1964). Cortical cell production rates for Z. mays seemed to be
similar between 25 and 30°C, moderate temperatures for the species (Clowes and
Wadekar, 1988). In Al. sativum while root growth rate was not measured, the celldoubling time for different regions of the root meristem was from temperatures varying
from 15-35°C (Taylor and Clowes, 1978). The cell division rate was rather varied
between the different regions of the root meristem in response to different temperatures,
however, certain parts of the meristem appeared to have similar cell division rates at
different temperatures (Taylor and Clowes, 1978). It is important to note that while cell
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Figure 18 A correlation plot between the average root growth rate and cell
lengths of all genotypes at 15°C. There appears to be a positive correlation
between root growth rate and cell length, although weaker than that at
25°C. Please note that the x and y axes do not start at 0.
division is different from total cell production, and they are not equal to each other.
Nonetheless, it appears that, temperature acclimated cell production rates are not specific
to A. thaliana. Thus, further work into determining the cause could be translated to crop
species that also display temperature acclimated cell production rates, such as Z. mays.
In addition to temperature acclimated cell production not being specific to A.
thaliana, it is also not specific to the Columbia accession alone. Several genotypes were
similar to Columbia (Bor-4, Ws, and Tsu-0), while they were not as nicely temperature
acclimated as Columbia, the differences between temperatures was not large, all of these
accessions had a Q10 value of 1.3 or lower (Table 2). Koch-5 looks remarkable similar to
Columbia as well. Thus, this response is not whole unique to the Columbia accession.
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Figure 19 A correlation plot between the cell lengths and cell production rates
of all genotypes at 25°C. There appears to be a negative correlation between
cell length and cell production rate, however this is mostly driven by
genotypes that have a cell production rate greater than 100 cells/day. There
appears to be little to no correlation between cell length and cell production
rate between genotypes that have a cell production rate of less than 100 cells/
day.
Interestingly, Columbia had the smallest cells at 15°C and no accessions had
larger cells than Columbia at 25°C. All accessions had either similarly sized cells to
Columbia at 25°C (Mt-0 and Cvi-0) or smaller cells (Fig. 5). Perhaps there are
mechanisms in place setting a ‘max’ cell size of sorts. There are different genetic and
physical factors in place that are involved with cell size regulation (Kondorosi et al.,
2000).
The differences between cell production rates for Mt-0 and Cvi-0 was slightly
larger than that of Columbia (both having Q10 values of 1.5 or greater). Both had large
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Figure 20 A correlation plot between the cell lengths and cell production
rates of all genotypes at 15°C. There appears to be a negative correlation
between cell length and cell production rate. For genotypes with cell
production rates below 40 cell/day this correlation appears to be weaker.
cells at 15 and 25°C and both were collected from different parts of Africa. However,
Cvi-0 had overall lower root growth rates and cell production rates at both temperatures
when compared to Mt-0, and all of the other accessions. It would be interesting to look at
other accessions that had been collected from Africa to determine if this larger cell size at
both temperatures is due to the African climate. Interestingly, Cvi has decreased
responsiveness to salicylic acid, while Mt-0 has a hypersensitive response to it (Leeuwen
et al., 2007).
Cvi-0 seems to be more sensitive to the cold, demonstrated by its lower root
growth rate and cell production rates (Fig. 4 and 5). This cold sensitivity could, in part, be
due to its hyperactive gain-of-function allele CRY2 allele (El-Din El-Assal et al., 2001).
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Among all genotypes, Cvi-0 had the lowest growth at both 25 and 15°C. CRY2 involved
in thermosensory growth responses and Cvi-0 is less sensitive to changes in ambient
temperature (Sanchez-Bermejo et al., 2015). In our data, Cvi-0 was less sensitive than
Columbia to temperature (Fig. 3, 4, 5) In contrast, the cry2 mutation in the Columbia
background seemed to have increased sensitivity to temperature and was particularly
sensitive to colder temperatures, based on the low root growth rate and cell production
rate of cry2. Sanchez-Bermejo et al. (2015) suggest that the allelic effects of CRY2 on
thermal response are dependent on genetic background, which suggests that there are
modifiers or other genetic differences contributing to the phenotype that we see with Cvi0.
Surprisingly, one accession had dramatically different cell production rates
between temperatures; Landsberg erecta. Landsberg has a cell production rate of over
100 cells/ day. This could be due to its null erecta mutation. Thus, we measured a null
mutation of erecta in the Columbia background to determine if this were being caused by
erecta. Since both the Landsberg erecta accession and the er-105 mutant in the Columbia
background did not display a temperature acclimated cell production rate, it is likely that
the erecta kinase is involved in this root temperature response.
Future directions could include introducing some other accessions in this cell
production assay. Rrs-7 and Got7 might be good candidates, since they appeared to have
more distinct temperature phenotypes when compared to others in a principal component
analysis (Ibañez et al., 2017). This would increase the number being compared and if
there are known unique mutations for that genotype, it might offer some illumination on
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other genes involved with temperature responses in the root, much like how Cvi-0 and
Landsberg did for CRY2 and the erecta kinase.
Additionally, with more genotypes assayed for cell production, it might give a
clearer picture on how the climate they were collected in impacts their temperature
responses. While they were not directly collected from the area they came from and have
been propagated in labs for several generations, they still have the mutations that enabled
them to survive in the areas they were collected from. Therefore, measuring cell
production rates between different accessions could provide some valuable information.

2. The erecta kinase is involved with temperature responses in the root
As described above, Landsberg had large cell production rates of over 100 cells/day and
had roughly double the cell production rate at 25 vs. 15°C as well as similarly sized
cortical cells between temperatures. This was different from Columbia, which has similar
cell production rates between temperatures and larger cells at 25 vs. 15°C. To determine
if the dramatic increase in cortical cell production rate at 25°C was due to the erecta
kinase, I assayed er-105, which has an erecta null mutation in the Columbia background.
While the er-105 mutant had slightly reduced root growth and cell production
rates at 25°C than Landsberg, it nevertheless had a striking resemblance to Landsberg
(Fig. 3, 4, 5). Therefore, it can be concluded that at least part of what is driving the
striking cell production rate of Landsberg at 25°C is its erecta null mutation, since er-105
mimicked this phenotype. This implies that the erecta kinase is involved in temperature
responses within the root. It appears to be primarily involved with higher temperature
71

responses, since it had dramatically higher cell production rates at 25°C (Fig. 5) and the
cortical cells of both genotypes were smaller, similar to those at 15°C (Fig. 4).
Previously, the erecta kinase has been implicated in temperature responses. When
the A. thaliana erecta kinase is overexpressed in rice and tomato, it confers increased
thermotolerance, however when it is knocked out, plants are have decreased
thermotolerance (Shen et al., 2015). Thus, the higher cell production rates at 25°C could
be an indication of being sensitive to higher temperatures. It would be interesting to look
at an erecta overexpressor to see what their cell production rates look like. All genotypes
would be interesting to look at with overexpressors if this confers higher temperature
tolerance.
Additionally, all genotypes that had cell production rates of 100 cells/day or
greater displayed lower than expected root growth rates. They had similar root growth
rates to genotypes that had lower cell production rates than them, and some resembled
genotypes that had half of the cell production rates that they did. Thus implying that
drastically increased cell production rates do no confer greater root growth rate and might
even be detrimental to the plant. Fitness experiments, such as looking at seed set, rates of
germination in the following generation, seed size, as well as above and belowground
growth could all help determine if these things are more sensitive to higher temperatures.
Future directions could focus on other genes in the erecta family.
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3. Roots and shoots appear to use distinct, but potentially overlapping pathways
Certain genes are so heavily involved in shoot temperature sensing and responses that
null mutants of those genes are either nearly temperature blind (phyQ) or have greatly
reduced temperature responses in their shoots (pif4). However, in their roots, they had
similar responses to their wild type but have similar responses to their wild type in the
roots. This is supported in recent literature, suggesting that shoot and roots have different
thermosensory and/or responsive pathways (Martins et al., 2017; Bellstaedt et al., 2019
here and also Gaillochet et al., 2020). This makes sense because shoots and roots are
growing in two different ‘environments’ so to speak.
Phytochromes are so vital to temperature sensing and responses in the shoot,
however I saw that they responded similarly to the wild type in their root phenotype.
However, the phyQ mutant that we used was in the Landsberg background, while most of
the mutants I have looked at were in the Columbia background. Thus, I wanted to verify
that phytochrome mutants in the Columbia background have the same response.
Therefore, we looked at a phyab mutant. Phytochromes A and B are the main regulatory
ones, especially when it comes to temperature responses (Cantón and Quail, 1999).
We looked at two phyab mutants in the Columbia background and both had
different phenotypes from each other, one of which acting temperature blind, one of
which responding the same as Columbia. as well (Fig. 7). There is likely one of two
things occurring here; environmental effects or a contaminating mutation. Since both
phyab mutants were grown and propagated in different labs, it could be that the
environment from one lab influenced the seeds, resulting in this difference. Or one of the
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mutants has a contaminating mutation. This is not just for seedlings of A. thaliana, but
the differences between mature A. thaliana plants is stark as well (Fig. 9).
To determine if it was something environmental, I grew and propagated both
phyab mutants side-by-side under the same growth conditions to determine if it was
environmental (Fig. 9). I recently harvested them and plated the seeds for cell production
assays and will be measuring them soon. Should these mutants display the same
phenotype, then it is likely that these differences are caused by a contaminating mutation.
I measured one circadian clock gene, ELF3, which has known interactions with
PIF4 and temperature. While it did not have a vastly different response from Columbia, I
measured these mutants under continuous light conditions. This could have had an impact
on this mutant because of its involvement with circadian responses and light. Thus,
measuring elf3-1 in the dark is another avenue for future experiments.
Additionally, there are some genes that have niche temperature responses in the
shoot (ex. phototropins and cryptochromes) but seem to have greater responses within the
root. This could be a result of their functions in the shoot indirectly impacting the roots.
While the cell cortical cell lengths we obtained from cry1 were different than the
previously reported: around 12 mm at 22°C (Canamero et al., 2006). This could be
because of the differences in media. We use Hoagland’s media with 1% sucrose, while
Zheng et al. (2009) use Murashige and Skoog media with 1.5% sucrose. Additionally,
these plants were grown under blue light, rather than the white light that we use.
Therefore this could account for the differences we observed. Zheng et al. (2009) also
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report similar root lengths between Col, cry1 and cry2, which agrees with what we see at
25°C.
When exposed to blue light, cry1 mutant seedlings have reduced root length,
however when CRY1 is overexpressed there is increased root growth under blue light.
However, cry2 mutants in the Landsberg backgound have the opposite phenotype, that is
increased root growth in their null mutants and decreased root growth when CRY2 is
overexpressed under blue light. This implies that CRY1 and CRY2 act antagonistically in
the roots (Canamero et al., 2006). However, in the Columbia background, both cry1 and
cry2 have similar root lengths as their wild type and overexpressing CRY1 results in
reduced root length under blue light, while a cry1/cry2 mutant resulted in increased root
length. It is apparent that CRY1 and CRY2 could have different functions within
different accessions of A. thaliana. Additionally, since the unique CRY2 phenotype
observed for Cvi-0 cannot be mimicked in Col, even when a similar mutation is induced
in the Col background, this indicates the presence of modifiers in different backgrounds
of A. thaliana that have a large impact on how CRY functions/impacts growth different
accessions of A. thaliana (Sanchez-Bermejo et al., 2015).
Since both cryptochrome mutants had lower root growth and cell production rates
at 15°C, this could imply that they are involved in low temperature responses to
temperature in the Columbia background. Cryptochromes have also been implicated in
cold responses in the shoot, thus they could also be involved in cold responses in the root,
with CRY2 seemingly having more involvement than CRY1, based on the lower cell
production and root growth rates at that temperature (Fig. 7 and 8).
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In the roots, cryptochromes are involved in root greening and growth in A.
thaliana (Usami et al., 2004). When exposed to blue light, cry1 and cry2 mutant
seedlings have altered root growth, however this root growth response seems to change
depending on the accession the mutant is in (Canamero et al., 2006; Zeng et al., 2009;
Sanchez-Bermejo et al., 2015). Since cryptochrome signaling perception is in the shoots,
this indicates that the blue-light signal is transmitted from the shoot to the roots
(Canamero et al., 2006). Thus, the phenotype that we observe in the root could be due to
communication from the shoots.
Phototropins are predicted to sense temperature in their LOV2 domain in the
plasma membrane of the liverworts (Fujii et al., 2017; 2020; Hirano et al., 2022). Here,
we demonstrate that phototropins are involved in temperature growth responses within
the root of vascular plants. Since phototropin temperature responses involved moving the
chloroplast, this could impact photosynthesis. Since photosynthesis is impacted, it could
be that the response that we are seeing is more of a reduction in photosynthates to the
root, reducing its overall growth. This is especially true because phototropins have been
primarily associated with cold responses (Fujii et al., 2020).
The hy5 mutant had decreased root growth and cell production rates at 15°C in
comparison to its wild type, Columbia. This implies cold sensitivity and could indicate
that HY5 itself is important for cold responses of the root to temperature. HY5 is
involved with cold acclimation in the shoots (Catalá et al., 2011). However, HY5 is also
heavily involved with shoot-to-root communications (Burko et al., 2020; Chen et al.,
2016; Gaillochet et al., 2020). Also, it seems to regulate root growth indirectly does not
need to be mobilized directly to the root, since plants that only express HY5 in their
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hypocotyls can rescue hy5 root growth (Burko et al., 2020). Recently, HY5 has even been
found to signal high ambient temperatures from the root to the shoot to coordinate growth
(Gaillochet et al., 2020). Therefore, this response could also be due to impaired
communication between root and shoot at 25 vs. 15°C.
One way to determine if these responses are due to shoot-root communication or
the root would be through grafting experiments. If a normal shoot with a hy5 root did not
display this cold sensitivity response, than this response would likely be governed by the
communication between shoots and roots that HY5 is in charge of rather than doing
anything in the roots themselves. However, grafting at a specific temperature and keeping
that temperature constant would prove difficult, especially for 15°C.

4. Cold sensitive mutants
Several mutants I found to have very low root growth and cell production rates at 15°C
when compared to Columbia as well as to the other genotypes that I assayed. The hy5,
pif5, cry2, spy-8, and spy-3 mutants all had very low root growth rates at 15°C. Some
other mutants had increased sensitivity to the cold, such as ahk3, but not to the degree
that these had. The shy2 mutant also had decreased root growth rate at 15°C, however it
also had a lower root growth rate at 25°C than normal, indicating that the lower root
growth rate at 15°C is not because of temperature so much as it is because shy2 has a
slower root growth rate in general.
Since these genotypes had such low root growth and cell production rates at 15°C,
but were seemingly normal at 25°C, this indicates that these mutants are sensitive to the
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cold. This would mean that these genes are required for root growth responses to lower
temperatures. HY5 and CRY2 have been implicated in cold acclimation responses in the
shoot (Catalá et al., 2011; Fuji et al., 2020).
While it could be that there are similar pathways between shoots and roots for
responses to colder temperatures, it could also come down to communications between
the root and shoot being less under colder temperatures and some mutants exacerbating
that. For example, HY5 is involved in communications between the shoot and root
(Burko et al., 2020). So in a hy5 knockout, there would be less communication. HY5 is
also more active under colder temperatures, so it could be that this gene is responsible for
some shoot to root communications under the cold.

5. Auxin, cytokinin, and brassinosteroids involved with temperature responses in
the root
While auxins are heavily involved in temperature responses in the shoot,
brassinosteroids have been found to be more involved in temperature responses in the
root (Martins et al., 2017). We provide support for auxins not being as involved in root
temperature responses with our results from a yuccaQ null mutant. YUCCAs are
involved in auxin biosynthesis, however our yuccaQ mutant displayed a similar
phenotype to Columbia, albeit with lower root growth and cell production rates. An auxin
response mutant axr1, was not exactly equal to the wild type, however it was also not
altogether too different from it. Both of these results support a modest role for auxin in
root temperature responses.
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We made several attempts to include mutants with more severe phenotypes and
that were more-so auxin signaling and/or perception deficient (such as pin2, and aux1).
However, roots of these plants had such a severe agravitropic response that measuring
their cell production rate using our current methods proved impossible. Efforts were
made to ‘trick’ the roots into growing downwards, such as adjusting the nutrient
concentrations and making ‘race tracks’ for the roots (details in the Methods chapter).
None of these proved fruitful. Future directions could develop new methods to measure
mutants with more agravitropic phenotypes.
Brassinosteroids have recently been shown to have a large role in temperature
responses in the root (Martins et al., 2017), and the brassinosteroid mutants that we
assayed support this. Mutants of both BZR1 and BES1, which are heavily involved in
brassinosteroid signaling, displayed different phenotypes than Columbia. Additionally,
brassinosteroids are involved in cell divisions and meristem maintenance in A. thaliana
roots (Hacham et al., 2011; Kang et al., 2017; Kong et al., 2018).
I found that cytokinins also have an important role to play in root temperature
responses in the roots. The ahk3 and arr1/12 mutants both displayed different phenotypes
than the wild type and had dramatically increased cell production rates at 25°C. ARR1
and ARR12 are both downstream of AHK3, thus implying that this pathway is involved
in temperature responses. These genes have also been associated with some temperature
responses in the root (Jeon et al., 2010; Zhu et al., 2015).
Additionally, because spy mutants have a phenotype of gibberellin overexpression
(despite not overexpressing gibberellin), it would be important to look at gibberellin
mutants in the future. This would help to determine if the cold sensitive response that we
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see in the spy mutants is due to something SPY specific or is a consequence of the plant
perceiving more gibberellin.

6. High cell production rates do not guarantee high root growth rates
Root growth rate and cell production rate were closely correlated with each other. This
agrees with studies even done with species in the Populus genus (Youssef et al., 2018),
indicating just how well correlated cell production and root growth rates are. Here, cell
production rate seems to be a good indicator of root growth rate for genotypes that have
cell production rates under 100 cells/day. However, for those genotypes with cell
production rates greater than 100 cells/day, root growth rates seems to be much more
variable.
In general, genotypes that had cell production rates greater than 100 cells/day
seemed to have a weaker correlation between cell production rate and root growth rate.
Many of these genotypes had similar root growth rates to genotypes that had half or less
of their cell production rates. This could imply that a drastically increased cell production
rate is not necessarily a good thing. It is also possible that there is a ‘cap’ of sorts on root
growth rates, a ‘cap’ that differs between temperatures, since at 15°C it appeared that
there was a cap of sorts on root growth rate, since it did not increase much even with
higher cell production rates for that temperature.
This cap could be related to uptake, since most growth processes are limited by
the availability of nutrients. These mutants might have more difficulties taking up
nutrients. Additionally, at 15°C there is a clearer upper limit/cap to root growth. At lower
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temperatures, nutrient uptake decreases (Turner et al., 1985; Pregitzer and King, 2005)
which can result in lower growth rates. Part of the reason why at lower temperature
nutrient uptake decreases is because of a decrease hydraulic conductivity (Lee and
Chung, 2005; Lee et al., 2012).

D. Conclusions
There are several genes that are key mediators of temperature responses and/or sensing in
the shoot that display little or no response in the root (i.e. phyQ and pif4). This implies
that the shoot and the root have at least partially distinct pathways by which they respond
to and sense temperature. There were also several mutants that have been implicated in
temperature responses within the shoot, who also had distinct responses in the root (i.e.
ahk3, arr12/1). This implies that while there seem to be some distinct pathways, there are
also some that are similar, however the main ways in which they sense and respond to
temperature is different. The erecta kinase also appears to be involved in temperature
responses in the root.
When roots are exposed to the differing temperature, they typically show one of
two responses; either their cell production rates will be temperature acclimated, or their
cortical cell lengths will be. This implies that the pathway acclimating cell production
rate is likely metastable and easily displaced by an underlying pathway to conserve final
cell length. There were two exceptions to the above; bes1-1D and cry1, both of which
had larger cells at 15 than 25°C and lacked temperature acclimated cell production rate.
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There were several mutants that were particularly sensitive to colder temperatures
(pif5, hy5, shy2, and the spy mutants), implying a decreased tolerance to colder
temperatures. This could mean that these genes are involved in cold tolerance responses
and are required for the plant to withstand colder temperatures.
While there was a positive correlation between cell production rate and root
growth length, there also appeared to be a ‘max’ root growth rate of sorts. That, even in
genotypes with massive cell production rates, they had similar root growth rates as those
with smaller cell production rates (Fig. 15). This implies that root growth rates is not
infinite and there are limitations on root growth rate in place that are not entirely
governed by the root’s cell production rate.
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CHAPTER III
CHANGES IN GROWTH ZONE LENGTHS IN RESPONSE TO
TEMPERATURE
A. Introduction
Plants are constantly growing and responding to their environment. Plants are
continuously exposed to changing environmental variables even in the span of a day, they
adjust to these conditions through phenotypic plasticity. Phenotypic plasticity is the
ability of plants to change in response to different stimuli, such as different
environmental conditions. Phenotypes of similar plants can differ under different
environmental conditions, as is seen with the shade avoidance responses of many plants
(Schmitt et al., 2003) and root growth under different nutrient concentrations (Hodge et
al., 2004).
Roots have a large degree of plasticity in their growth, they are constantly
growing and responding to their environment to modulate their growth to their specific
environment. Conditions that roots are exposed to can vary as the root grows through the
soil, thus they need to have a more flexible growth pattern so that they can respond
appropriately to their environment. As roots grow, they might experience different
nutrient concentrations, differences in water content, as well as differences in the soil
compaction, all of which will impact growth in different ways. Thus, roots must have
plasticity in their growth in order to alter it to what the root needs in the moment and thus
respond appropriately to the environment.
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Since roots have a large amount of plasticity,
this results in variation in root architecture, even

Maturation zone

between individuals of the same genotype, if they
are exposed to different environmental conditions,
such as nutrient conditions (Hodge, 2004; Drew,

Elongation zone

1975). Different types of soil as well as how
compact the soil is can also impact root architecture,
thus displaying the plasticity of root growth (Correa

Transition zone

et al., 2019). In addition to different nutrient

Meristem

concentrations and soil types, roots will display this
plasticity under a variety of different stresses,
including temperature (Karlova et al., 2021).
The plasticity of root growth is governed

Fig. 21 A schematic of a root
denoting the different zones.
Image modified from Muraro et
al. (2013).

by cell division and elemental elongation of the cells within the root. Here, we use
elemental elongation instead of “cell” elongation because the elongation process is
mechanistically sub-cellular (that is, elemental). The root is separated into several zones
that have different core functions; the root cap, the meristem, the transition zone, the
elongation zone, and the mature zone (Fig. 21). At the very tip of the root, there is the rot
cap. This structure has a variety of functions, such as protecting the meristem (Kumar and
Iyer-Pascuzzi, 2020), and sensing gravity (Chen et al., 1999). Behind the root cap is the
meristem, where cells are rapidly dividing. After the meristem is the transition zone,
where cells undergo their final cell divisions and prepare for the elongation zone. After
the transition zone is the elongation zone, where cells are rapidly elongating, as the name
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suggests. In the mature zone, cells have stopped dividing and elongating (growing), and
certain cells differentiate further, such as epidermal cells becoming either trichoblasts
(root hairs) or atrichoblasts (non-hair cells) (Dolan, 2001).
The rapid elongation of the elongation zone is mostly driven by turgor pressure
exerted on the cell wall. While root growth rate is faster every day, there is constant
elemental elongation rates over time (Beemster and Baskin, 1998). The larger root
growth rates are largely explained by the growth zones getting bigger every day
(Beemster and Baskin, 1998). After a few days, they will reach a more constant growth
rate. The number of days required before the root reaches a steady state of growth varies
by temperature. For 25°C it is typically 7 days. For 15°C it is typically 14 days (Yang et
al., 2017).
Once the root reaches steady state, the length of the zones stays constant. This
means that the positions of the boundaries between these zones are adjusted constantly,
moving in step with growth. As boundaries keep pace with the root tip, cells in the
meristem will find themselves in the elongation zone, and then the mature zone.
Boundaries sweeping across cells like this is unusual. Typically, developmental
boundaries will block cell passage and interactions between cells on either side of the
boundary are used to reinforce distinct cell identities. However, what we see in the root
growth zone, that is boundaries sweeping across cells, is unusual. These dynamic
boundaries could be the result from two kinds of cell programming; cell-autonomous and
cell non-autonomous.
Boundaries between zones moving across cells might be accounted for by cell
autonomous programming. In the case of cell-autonomous, the cell would be pre85

programmed to stop elongated at a certain size, or after a certain amount of time. This
approach is more rigid and not as impacted by external conditions, or hormonal responses,
suggesting less sensitivity to environmental conditions. Hemerly et al. (1995) determined
that leaf size remained stable when interfering with cell division. The root cap apparently
utilizes cell autonomous death to keep a constant size (Fendrych et al., 2014). Altering the
growth at the root tip with hormone signaling (Lincoln et al., 1990) or salt (West et al.,
2004) did not change the final cell size of mature cells, implying that the final cell size is
not always changed by external means.
In non-cell-autonomous extrinsic signals impinge on cells at the boundary and
modify behavior. Cell non-autonomous regulation would occur if cells received an
external signal indicating to them to stop elongating. Several studies (Adia et al., 2004;
Galinha et al., 2007; Grieneisen et al., 2007; Grieneisen et al., 2012; Mähönen et al.,
2014) indicate that auxin and plethora protein gradients are involved with the formation
and maintenance of the meristematic and elongation zones, lending support to this
hypothesis. PLETHORA proteins can cause cell differentiation, promote mitotic activity,
and promote stem cell identity, depending on where they are expressed (Galinha et al.,
2007; Grieneisen et al., 2012). They are also involved with controlling auxin gradients. It
is also possible that signals change based on accession, since among 201 accessions of A.
thaliana the length of the meristem and the length of the mature cells were positively
correlated with each other, indicating there is some type of between them (Meijón et al.,
2014). Additionally, Cui et al. (2014) determined that ERECTA and reactive oxygen act
in a non-cell autonomous manner to regulate the formation of additional tiers of cortex
tissue.
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In the literature, there is support for both types of programming being involved
with regulating root growth zone boundaries in the literature. Additionally, De Vos et al.
(2014) mathematically modeled how the cells would organize in the root if it were under
cell autonomous or cell non-autonomous regulations. The most realistic model and the
best fit to existing data in the literature was one where cells stopped elongating through
cell non-autonomous regulators. However, since literature supports both hypotheses, the
actual regulation is likely a combination of the two, with cell non-autonomous playing a
larger role.

1. Temperature and growth zone size
Temperature increasing within the moderate growth temperatures will cause an increased
in root growth rate, but rates of cell production and the length remain the same between
temperatures in A. thaliana (Yang et al., 2017). Meristem length was greater at 15°C and
decreased as temperature increased (Yang et al., 2017). At 15°C cells divided slower,
increases in temperature caused the cells to divide more rapidly (Yang et al., 2017).
These opposing trends (division activity going up with temperature, but meristem size
going down) balanced, so that the rate at which the meristem produces cells remains
constant (Yang et al., 2017).
Alongside temperature acclimated cell production rate, the growth zone length
(meristem and elongation zone) is temperature acclimated as well. Since these processes
were observed to be occurring together, it could be that they are dependent on each other.
If this is the case, then the transition from the elongation to mature zone is likely
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regulated in a cell-autonomous manner. Since the size of the zone would be coupled with
the cell production rate this could imply that cell production rates dictate the length of the
zone and temperature would be only affecting one thing (cell production rates).
However, these processes could be independent of each other. This would offer
more support for the transition from the elongation to mature zone being regulated in a
cell-non-autonomous manner. cells being regulated in a cell-non-autonomous manner.
This would also mean that these processes are independent of each other and each is
separately affected by temperature.
One venue for further teasing apart root growth responses to temperature is to
determine how temperature impacts the size of the growth zone, as well as the rates of
cell division and elemental elongation. Yang et al. (2017) have categorized these
parameters in a popular accession of A. thaliana, Columbia. They used several moderate
temperatures, 15, 20, and 25°C as well as one stress-inducing temperature, 30°C. As one
would expect, most of the growth parameters scaled with moderate temperatures, that is
at the higher temperature. However, two parameters remained the same between 15 and
25°C, the total cell production rate and the length of the elongation zone.
In the case of temperature acclimated cell production rate and the elongation zone
length, it is possible that the both of them are coupled together. They could be linked
together, that is when one occurs the other must occur, and that temperature acclimated
cell production rate is intrinsically linked to temperature acclimated growth zone length.
The rate of cell production dictates the length of the growth zone, and that is why the
both of them remain the same despite the differences in temperature and the differences
in other growth parameters. You would think that the higher growth rate temperature
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would have an increased cell production rate, and potentially a larger growth zone to
accommodate all that extra growth The fact that this is not the case is fascinating.
Determining if temperature acclimated cell production rates and growth zone
lengths are coupleder would help determine to what extent cell-autonomous vs. non-cellautonomous programs receive input from neighbors. That is, to determine if the cell
production rate and the length of the growth zone are temperature-invariant because the
parameters are coupled. Furthermore, this hypothesis is consistent with the genotypes
where cell production rate scales with temperature because, in those lines, final cell
length is essentially the same at each temperature (Chapter1-Fig.s 4, 5), implying a fixed
capacity for a cell to grow.
I chose several genotypes from the cell production assay that had similar cell
production rates to Columbia (Tsu-0, Ws) as well as mutants that had large differences
between their cell production rates between temperatures (Table 3).

B. Results

1. Introduction to the results
Here, I measured various growth parameters by fitting the data to a Step-Stool function,
as defined in Peters and Baskin (2006). More details are provided in the methods,
however here I will offer a brief explanation of each parameter to better explain and
understand the results.
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In a given velocity profile there are two points where the velocity is changing,
between the meristem and elongation zone, and between the elongation zone and mature
zone (Fig. 22). Between the meristem and elongation zone, velocity is ramping up, while
between the elongation and mature zones velocity is ramping down. These correlate to
the meristem and transition zone length (which we refer to as meristem length) and
growth zone length (meristem and the elongation zone).
To get actual values from these plots to determine where these are, I manually fit
the raw data to a Step-Stool function (Peters and Baskin, 2006). This allows for changes
in velocity in two points as well as the ability to adjust for how sharping that transition
occurs. This function, when properly fitted, finds the midpoint of the transition between
velocity changes, both when the velocity is ramping up between the meristem and
elongation zones and when the velocity is ramping down between the elongation and
mature zones.
Curve fitting the function to the raw data also gives us the slope, which we call
elemental elongation and is mostly linear. In the literature, this is sometimes referred to
as “cell” elongation, however since all cells are elongating together (as elements) we
refer to it as elemental elongation. Additionally, we get a final velocity from these
profiles, which corresponds to root growth rates. The root growth rates we obtained from
Stripflow were similar to those that we got from cell production assays.
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2. Results
Rates of elemental elongation were very conserved across all genotypes measured, and
there was not much variation between genotypes (Fig. 23). Rates of elemental elongation
were greater at 25°C, this is reflected in the Q10 values of all genotypes. Most genotypes
had Q10 values close to 2, the lowest Q10 value was 1.4 and two genotypes had this Q10
value; Cvi-0 and shy2 (Table 6).

Velocity, µm/sec

Growth zone length

Meristem
length

Elemental elongation rate
(“cell” elongation rate)

Distance from QC, µm
Figure 22. An annotated velocity profile, displayed are approximately where
the velocity changes between the meristem and elongation zones, the
“meristem length”, where the velocity changes between the elongation zone
mature zone, the “growth zone length”, and the slope, “elemental elongation
rate”.
Most genotypes had larger meristems at 15 than 25°C, with the exception of pif5
and spy-8. Surprisingly, genotypes that had very large cell production rates of over 100
cells/day (ex. Landsberg) had smaller meristem lengths at 25°C, despite having much
greater cell production rates at that temperature.
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15°C
25°C

Figure 23 Average elemental elongation rates for all genotypes used in the
growth zone length assay. These are from either day 7 or 14 (for 25 and
15°C respectively) of growth. The spy-8 mutant is in the Landsberg
background, all other mutants are in the Columbia background. The lighter
line is the average of Columbia at 15°C, the darker line is the average of
Columbia at 25°C. Sample size of each accession was a minimum of ten
individuals. Error bars are standard errors.
Despite the differences in meristem length between temperatures, none displayed
a halved meristem size, as shown in their Q10 values (Table 6). Two genotypes had
similar meristem lengths between temperatures; spy-8 and pif5. The spy-8 mutant had a
larger meristem under both temperatures, while pif5 had a smaller meristem under both
temperatures. This is also reflected in their Q10 values, both of which were 0.9, close to 1.
The spy-8 mutant had decreased cell production rate at 15°C, however the size of its
meristem was large in comparison to other genotypes at 15°C (Fig. 24).
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Table 6 Q10 values for the elemental elongation rate, meristem length, and growth
zone length. The errors are ± 1 SE, which was calculated based on the standard
formula for error propagation (Gardenier et al., 2011).
Genotype

Columbia
Landsberg
Tsu-0
Ws
Mt-0
Cvi-0
er-105
phot2-1/1-5
phot1-5
phot2-1
pif5
35S::PIF4
ahk3-3
arr1-1/12-1
shy2-2
bzr1-1D
spy-3
spy-8 (Ler)

Meristem
length
Q10 values
0.73 ± 0.17
0.77 ± 0.23
0.79 ± 0.37
0.76 ± 0.21
0.69 ± 0.29
0.55 ± 0.17
0.70 ± 0.15
0.64 ± 0.15
0.69 ± 0.22
0.70 ± 0.18
0.90 ± 0.26
0.75 ± 0.14
0.66 ± 0.15
0.68 ± 0.16
0.85 ± 0.19
0.66 ± 0.16
0.76 ± 0.25
0.90 ± 0.37

Growth zone
length
Q10 values
0.81 ± 0.17
1.2 ± 0.24
0.86 ± 0.21
0.88 ± 0.21
0.90 ± 0.24
0.88 ± 0.15
0.88 ± 0.15
0.70 ± 0.15
0.86 ± 0.20
0.89 ± 0.22
0.81 ± 0.43
0.96 ± 0.14
0.83 ± 0.18
0.85 ± 0.16
1.0 ± 0.37
0.90 ± 0.17
1.0 ± 0.47
1.2 ± 0.47

Elemental elongation
rate
Q10 values
1.7 ± 0.05
1.5 ± 0.10
1.8 ± 0.05
1.7 ± 0.10
1.8 ± 0.07
1.4 ± 0.10
1.5 ± 0.04
1.6 ± 0.06
1.6 ± 0.07
1.7 ± 0.04
1.8 ± 0.29
1.8 ± 0.04
1.5 ± 0.05
1.5 ± 0.04
1.4 ± 0.20
1.6 ± 0.04
1.6 ± 0.05
1.5 ± 0.13

The total growth zone length of the genotypes assayed seemed to be varied
between the different genotypes (Fig. 25). However, most genotypes had similar growth
zone lengths between temperatures, as demonstrated by their Q10 values, which were all
relatively close to 1, with some variations (Table 6). For the small differences between
growth zones, typically the growth zone length at
15°C was larger than that at 25°C, except for Landsberg. Both pif5 and shy2 had the
shortest growth zones, both of these mutants had very low root growth rates (Fig. 10),
which could explain the lower growth zone lengths.
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15°C
25°C

Figure 24 Average meristem lengths for all genotypes used in the growth zone
length assay. These are from either day 7 or 14 (for 25 and 15°C respectively)
of growth. The spy-8 mutant is in the Landsberg background, all other mutants
are in the Columbia background. The lighter line is the average of Columbia at
15°C, the darker line is the average of Columbia at 25°C. Sample size of each
accession was a minimum of ten individuals. Error bars are standard errors.

D. Discussion

1. Elemental elongation rates well conserved
All genotypes had increased elemental elongation rates at the higher temperature of 25°C
(Fig. 23). This is also displayed in their Q10 values, while none of the genotypes had a Q10
value of 2 (which would imply doubling between temperatures), all were greater than 1.
The lowest Q10 value was 1.4, which was seen for two genotypes; Cvi-0 and shy2. Cvi-0
has an overexpression CRY2 allele, and since CRY2 is involved with temperature
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15°C
25°C

Figure 25 Average growth zone lengths for all genotypes used in the growth
zone length assay. These are from either day 7 or 14 (for 25 and 15°C
respectively) of growth. The spy-8 mutant is in the Landsberg background,
all other mutants are in the Columbia background. The lighter line is the
average of Columbia at 15°C, the darker line is the average of Columbia at
25°C. Sample size of each accession was a minimum of ten individuals.
Error bars are standard errors.
responses, and seems to be involved in root temperature responses, since it had reduced
root growth and cell production rates at 15°C (Chapter 1) this could be why Cvi-0 has
elemental elongation rates more similar between temperatures than other genotypes. To
determine if CRY might impact elemental elongation rates in the root, a null mutant of
cry2 as well as a CRY2 overexpressor should be measured. It might also be beneficial to
measure the cy1 mutant, since it appeared to be cold sensitive and potentially involved in
cold responses. Although, cold sensitivity isn’t indicative of elemental elongation, since
other genotypes sensitive to the cold, such as pif5, spy-3, and spy-8 all had similar
elemental elongation rates to their wild types.
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The shy2 mutant also has a lower Q10 value of 1.4. SHY2 is involved in the
transition from meristem to the elongation zone by coupling together auxin and cytokinin
responses. Both ahk3 and arr1/12 mutants had Q10 values of 1.5, slightly higher than that
of SHY2. The er-105, spy-8, and Landsberg all also had Q10 values of 1.5. Notably, all of
these genotypes have null mutations in their erecta kinase (since spy-8 is in the Landsberg
background). The erecta kinase is involved with cortical proliferation in conjunction with
SPY under redox conditions (Cui et al., 2014). So it is not outlandish that it is involved
with elongation as well.
There were very little differences between genotypes in terms of elemental
elongation rates at both temperatures. All genotypes had similar elemental elongation
rates at both temperatures, with pif5 and Mt-0 having slightly greater elemental
elongation rates at 25°C. However, these differences were small, and given the large
amount of variation in cell production rates and mature cell lengths among all of these
genotypes, it was expected that their elemental elongation rates would be similarly
variable as well. However, contrary to this expectations, the elemental elongation rates
between genotypes were remarkably conserved.
Even genotypes that had very slow growth at 15°C, such as pif5 and the spy
mutants, have similar elemental elongation rates as the other mutants at 15°C. This
implies that elemental elongation rates are very conserved and that differences in growth
rates between temperatures are primarily accounted for changes in the length of the
elongation zone.
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2. Meristem size is not indicative of cell production or root growth rates
Most genotypes had a longer meristem at 15 than 25°C, mimicking the pattern we see
with Columbia, despite differences in cell production rates at those temperatures.
Genotypes that had cell production rates of 100 cells/day at 25°C had similarly sized
meristem to Columbia. Landsberg had a slightly longer meristem, but ahk3 had a slightly
shorter meristem, so it is likely that there is no correlation between meristem size and cell
production rate.
However, there were two exceptions to this; pif5 and spy-8. Both of these mutants
had similarly sized meristems between temperatures. Both of these mutants do have less
growth at 15°C, however spy-3 and has less growth at 15°C and they look similar to their
wild type. Additionally, pif5 and spy-8 have differently sized meristems, despite having
them similarly sized between temperatures. The pif5 had a shorter meristem at both
temperatures, while the spy-8 had a larger meristem between temperatures. The pif5 and
spy-8 mutants both had similar meristem lengths between temperatures, reflected in their
Q10 values of 0.9. The shy2 mutant had similar meristem lengths between temperatures,
but to a lessor degree, as indicated by its Q10 value of 0.85.
Since spy-8 is in the Landsberg erecta background, I think that the similarly sized
meristems between temperatures could be because it is in the Landsberg background and
there could be an interaction with the erecta null mutation that is driving this difference..
Additionally, spy-3, which is in the Columbia background, does not have this effect,
further indicating that it’s something different about spy-8 specifically. Additionally, the
same mutation in different A. thaliana accessions can have different phenotypes. This has

97

been shown in Cvi-0 in relation to CRY2 (Sanchez-Bermejo et al., 2015) so it is not out
of the question.
SHY2 is heavily involved in meristem maintenance and there is little difference
between temperatures in the shy2 null mutant. This suggests that the mechanism used in
response to temperature for adjusting the meristem length relies at least in part on SHY2.
There was very little difference in the meristem size of pif5 between temperatures,
where the length at both temperatures was similar to that of Columbia at 15ºC. This
implies that PIF5 is important for growth at 15°C. This is further underscored by its
sensitivity to the cold, as demonstrated by its low root growth and cell production rates
reported in Chapter 2.
Since in general the size of most meristems was similar among the genotypes, it
indicates that there is little if any correlation between cell production rates and the size of
the meristem. This is further corroborated by the imk mutants discussed in the previous
chapter. These imk mutants have smaller meristems, with the imk3 mutant having the
smallest meristem length among the mutants I looked at (Dr. Smertenko, unpublished
results). However, despite this, they have similar root growth rates, cell lengths, and cell
production rates to that of Columbia, their wild type.

3. Temperature acclimated cell production rates and growth zone lengths do not
appear to be independent
There did not appear to be any correlation between cell production rates and growth zone
lengths. Indeed, although the length of the growth zone varied among the genotypes, it
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varied little with temperature, even in lines where cell production rate more or less
doubled at the higher temperature. In only one genotype, the growth zone changed
notably with temperature (phot1/2). In this genotype, the growth zone was shorter at 25
than at 15°C even though their cell production rates increased notably between
temperatures Likewise, rates of elemental elongation are also extraordinarily conserved
across all the different genotypes assayed.
All in all, it appears as thou temperature acclimated cell production rates and
growth zone lengths are not coupled. This provides more support for cell-nonautonomous programming, since the boundaries are changing based on an external signal,
temperature. This makes temperature regulation of growth in the root more complex,
since there are two programs; one of the meristem length and one for the growth zone
length. This change also appears to have not correlation to the cell production rates,
since genotypes that lack temperature acclimated cell production can display temperature
acclimated growth zone lengths and vice versa.
Most genotypes have similar growth zone lengths between temperatures, with the
exception of phot1-5/2-1. While most genotypes had small differences between
temperatures, within each other’s error bars, this genotype was the only one that had
substantial differences, having greater growth zone at 15 than 25°C. Since its meristem
sizes at both temperatures was similar to that of Columbia, I infer that the size of its
elongation zone at 25ºC is shorter than that of the wild type.
Phototropins are involved in temperature responses in correlation to the
chloroplasts in the shoots, however to my knowledge they have not been associated with
temperature responses within the root. However, phototropins have been associated with
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phototropism responses in roots (Galen et al., 2007; Moni et al., 2015). Based on both my
cell production assay data as well as data here on elongation, it seems apparent that
phototropins are involved with temperature responses within the root. Since individually,
these single mutants do not have as strong of an effect, it is likely that both are needed in
some capacity for this temperature response. However, the PHOT1 seems to be more
involved than PHOT2, at least when it comes to mature cell lengths.
Cytokinins are a plant hormone involved in root cell division and have been
implicated in controlling where the transition zone between the meristem and elongation
zone is (Ioio et al., 2007). Argyros et al. (2008) proposed that the loss of ARR1 and
ARR12 would result in increased cell division, because the meristematic regions would
remain larger, even in the presence of cytokinin. However, I did not observe this in the
arr1/12 mutant, in fact the meristem size looked similar to that of the wild type.
Furthermore, the arr1/12 meristem produced cells just as fast as did that of Columbia at
15°C and while the arr1/12 double mutant did produce cells more rapidly at 25°C than
did Columbia, that elevated rate was typical of many lines. Therefore, I suggest that the
role of ARR1 and ARR12 in meristem function should be re-evaluated. Interestingly, an
arr1/10/12 triple mutant has a root elongation rate faster than that of the wild type, an
increase consistent with extra cell production (Argyros et al., 2008). Possibly ARR10 is
covering for the others in the conditions prevailing in the Baskin lab. It would be
interesting to examine the triple mutant here and particularly its temperature
responsiveness.
In contrast to my work shown here, the ahk3, arr12, arr1, and arr12/1 mutants
have been reported to have a larger meristem and longer roots than Columbia (Ioio et al.,
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2007). In that study they used long-day conditions, under a different temperature (22°C),
MS media, and a different concentration of sucrose (3%). I used continuous light at 15
and 25°C with modified Hoagland’s media with 1% sucrose. The ahk3-3 mutant in
particular is sensitive to sucrose, so that could be impacting results (Franco-Zorrilla et al.,
2005). Additionally, Ioio et al. (2007) measured the meristem by looking at images of the
root, which is not as accurate as our measurements using Stripflow.
AHK3 is also involved in signaling the status of several other nutrients, such as
nitrogen and sulfur, and phosphates in addition to sugar (Franco-Zorrilla et al., 2005).
Therefore if there are differences in nutrient concentration between our media this could
be contributing to the differing phenotypes seen between different laboratories.

4. PIF5 and SPY/ERECTA might be involved in regulating meristem length in
response to temperatures
The spy-8 and pif5 mutants has similarly sized meristems, which is unique between all
the accessions. Notably, this spy-8 phenotype is different from spy-3, which is in the
Columbia background. The spy-8 mutant is in the Landsberg background, therefore there
could be modifiers in that background, or the erecta mutation in that background could
be contributing to this effect. It has been shown that the same mutations in different
backgrounds can generate different phenotypes (Sanchez-Bermejo et al., 2015).
Reduced erecta activity in the Landsberg line could be modifying the spy
phenotype. Pleiotropic activity of erecta has been observed before, for several shoot
phenotypes such as length of internodes and rosette size (Swain et al., 2001). One way
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could determine if this were the case would be to combine spy-8 with the loss of function
er-102 allele in the Columbia background to determine if that also has similarly sized
meristems between temperatures. Another possibility would be to introgress spy-3 into
the Landsberg background to determine if it still has similarly sized meristems between
temperatures. Additionally, SPY acts downstream of erecta in a reactive oxygen species
cortex proliferation pathway (Cui et al., 2014). Since they do have some involvement
with each other, it is not out of the question that a lack of erecta is causing this unique
meristem length phenotype in spy-8.

D. Conclusions
Overall, temperature acclimated growth zone length and cell production rates are not
coupled together. This lends more support to cell-non-autonomous theories behind the
boundaries between the different growth zones within the root. Also, the elemental
elongation rates between temperatures for all mutants are conserved. This implies a
robust system that is not easily perturbed by mutations that have otherwise obvious, or
not obvious, phenotypes.
The length of the meristem also did not appear to be associated with cell
production rates. PIF5, SPY and ERECTA could be involved with root meristem size
regulation under different temperature, since pif5 and spy-8 were the only genotypes with
similarly sized meristems under both temperatures. If SPY is involved, it is likely
involved with ERECTA, since the spy-3 mutant in the Columbia background had a larger
meristem at 15 than 25°C.
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CHAPTER IV
GROWTH DYNAMICS OF DIFFERENT CELL TYPES
A. Introduction
Typically, tissue-specific differences in growth aren’t considered (i.e. regulation of cell
division, cell division behavior of the meristem). There are a few exceptions to this, for
example the metaxylem in grasses. In wheat, the metaxylem cells stop dividing early in
the meristem, which means that these cells get longer since they are entering the
elongation zone at a larger size than the other cells in comparison. However, cases such
as this are the exception and not the rule. (Hejnowicz, 1959)

Figure 26 Average cell production rates for cortical and epidermal cells at 15 and
25°C Sample size of each accession was a minimum of 25 individuals. Error bars
are standard deviation.
All of the work I did in Chapters 2 and 3 have been in cortical cells only.
Previously, I wanted to verify that this response was occurring in the epidermal cells as
well. Thus, I looked at the cell production rates of cortical cells as well as non-root hair
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(atrichblasts) and root hair (trichoblasts) cells in Columbia and Landsberg (Fig. 26).
Surprisingly, despite cortical cells of Columbia displaying a temperature acclimated cell
production rate between temperatures, neither type of epidermal cell displayed this
response. That is, both had increased cell production rates under 25 vs. 15°C. Since one
cell type displays this temperature acclimate cell production rate (aka the cortical cells),
and neither epidermal cell type has temperature acclimated cell production rates, this
means that there is notably different regulation of cell division dynamics between cell
types, at least in the Columbia accession.
Differences in cell production rates between cell types could be explained by one
of two mechanisms. Firstly, this could be explained by the meristem of the epidermal cell
file being greater than that of the cortical cell file. Secondly, there could be a greater
amount of cell divisions occurring in the epidermal cell file than in the cortical cell file,
but similarly sized meristems between them. In order to determine this, we are currently
working on doing a kinematic analysis of the epidermal cell file.

B. In the works: epidermal cell kinematics
To determine the division dynamics of epidermal cells vs. cortical cells, I am performing
kinematic analysis on epidermal and cortical cell files at both temperatures, as Yang et al.
(2017) did for cortical cells. This will enable me to calculate cell division rates along the
root (Yang et al., 2017). These calculations require the velocity and the average cell
length at a given position. Velocity is measured as described in Chapter 3 using
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Figure 27 Images of roots stained only with propidium iodine with no
fixing or clearing.
Stripflow, however cell length measurements are noisy. Previously, Yang et al. (2017)
could measure ~3 cortical cell files, however increasing the number of cells visible would
increase the accuracy of our measurements. Additionally, we need to discern which cell
file we are in since there is curvature at the tip this makes it difficult to discern which cell
file I am in just using optical slices. Thus, we need to put together a volume to be able to
accurately know which file I am in.
Just staining the root with propidium iodine results in subpar images and sections
that we cannot see many cells through (Fig. 27). One way to increase the number of
visible cells in both the epidermis and cortical cells is by clearing and fixing the root.
This increases the number of visible cells (Fig. 28). In this manner I can increase the
number of cells I am measuring, thus increasing the accuracy of my measurements.
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Figure 28 Images of fixed roots stained with propidium iodine and cleared
with a chloral hydrate mixture

With these images, our collaborators are currently working on creating a 3D
image of the root so that we can isolate different cell files easier and measure them. I am
currently finishing taking images for this and have created a fixing and clearing protocol
to make cells as clear as possible while minimizing the distortion to cells while also
adjusting it to fit the specifications of our collaborators.

1. Fixing and clearing roots for imaging
To visualize more cell files of the epidermis as well as cortex, the cells were fixed,
cleared, and stained before imaging. Columbia and Landsberg were grown at 15 and
25°C, as described previously. On day 14 and 7 respectively, images for Stripflow were
taken for approximately 12 different roots, as previously described in the “Stripflow”
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section. After these images were taken, roots were excised using a sharp razor blade and
tweezers. They were placed in 3 mL of 4% paraformaldehyde with phosphate buffer
solution in a 6 well plate. To keep track of individual roots, each root had its own well.
Roots were soaked in this fixative for 2 hours on a shaker. After 2 hours they were rinsed
4 times with MilliQ water.
Roots were then soaked in 1% periodic acid for 20 mins on the shaker, then rinsed
4 times with MilliQ water. After this rinse, roots were put into a solution of 3 mL MilliQ
water and 10 uL of 2.5 g/mL propodium iodine and placed on the shaker again for 1 hour.
After this stain, roots were rinsed 4 times with MilliQ water. They were then placed in
1.5 mL Eppendorf tube containing 1 mL of clearing agent (2.5 g chloral hydrate: 1 mL
30% glycerol in water). Roots were soaked in this clearing agent in the dark at 4°C for 2
days. After two days roots were removed from the clearing agent and placed on a
prepared raised slide, to ensure that the root would not be crushed.
When placing the root section onto the slide, a dissecting microscope was used to
ensure the roots were in a mostly horizontal position. The coverslip was gently lowered
to cover the root, then the clearing agent was applied on the cut (shootward) end of the
root. This was done to keep the roots as horizontal as possible, since placing the clearing
agent first does change the direction of the root.
These cleared roots take a long time to dry out, much longer than ‘normal’ roots.
So, in the time it took to arrange it on the slide and add the clearing agent to the slide was
well within that time and the roots did not dry out. Since these slides take days to dry out
and images were taken the day of, a sealer was not used.
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Roots were then imaged with a 40x oil immersion objective on a spinning disk
confocal microscope (3i; https://www. intelligent-imaging.com) equipped with a
Yokagawa W1 spinning disk and an iXon Life 888 EM-CCD camera (Andor;
https://andor.oxinst.com). Propidium iodine fluorescence was excited by 515-nm 100
mW solid state laser with a 542/27 emission filter. Z-stacks were taken of the root from
the tip of the root to when root hairs started to form, with overlap between images.
Images were taken every 0.5 µm down to create the Z-stacks.

2. Correction for the distortion from fixing and clearing
Fixing and clearing will distort cell size. With the above chloral hydrate and glycerolbased method, I measured a shrinkage that was relatively invariant with position and
reproducible among roots. The shrinkage amounted to, ~20% in the meristem and ~10%
in the elongation zone. To correct for the distortion, on the same day I will do Stripflow
and fixed the roots for kinematics, I will take images and measured roots only stained
with propodium iodine. These samples are aqueous, with no fixation, as have been
previously used for kinematic analysis. These roots will be taken from the same plates as
the roots used for kinematics. By measuring average cortex cell length in the fresh
samples as a function of position, the shrinkage of the cleared roots can be corrected.

3. The search for the best clearing protocol
Initially, a different protocol with a different fixative was used. To fix the roots, they
were soaked overnight in 50% methanol and 10% acetic acid at 4°C. Roots were then
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rinsed with water then with 1% periodic acid, then rinsed with water again. Roots were
then stained with Pseudo-Schiff PI, which consisted of propidium iodine in an acidbisulfate buffer. There was a final rinse of water before the roots were placed on slide
with the clearing agent and kept overnight at 4°C. However, this method caused
extremely shriveled roots, especially in the elongation zone.
In order to determine which part of the protocol was causing shrinkage, I imaged
roots between each step. Shriveling was mostly caused by the first and last steps, the
fixing and clearing. I switched the fixative with 4% paraformaldehyde with a phosphate
buffer, which fixed the shriveling from fixing. Increasing the amount of clearing agent
used resolved the shriveling from clearing.
In an attempt to get the clearest image possible, I tried using a different clearing
agent, Clearsee, that has a higher refractive index than the chloral hydrate mixture I was
using. I used the same protocol with both, however with Clearsee cell walls were not
stained, but the cytoplasm of cells instead. With the chloral hydrate mixture, cell walls
were stained. Additionally, Clearsee resulted in more variable shrinkage in cells than the
chloral hydrate mixture.
To determine this. I imaged 4 roots from roots that were not fixed or cleared (only
stained), those that had been fixed and soaked in Clearsee, and those that had been fixed
and cleared with the chloral hydrate mixture. These plants were all from the same plate
and were grown at 25°C. I measured cell lengths from several areas in the meristem and
elongation zones.

109

Shrinkage of the meristem and elongation zone for roots cleared by chloral
hydrate remained similar (about 20% for the meristem, and about 10% for the elongation
zone). For Clearsee, the shrinkage varied considerably between different individuals and
different zones. Additionally, there was severe shrinkage in the elongation zone (38%),
and cells were very distorted there. Despite getting better clearing results in the meristem
and elongation zones with Clearsee it was decided to use chloral hydrate moving forward
due to its consistent shrinkage as well as how the elongation zone holds up better under
the clearing. I also repeated this at 15°C with similar results.
The original protocol I used had a periodic acid soak prior to staining. To
determine if this was causing more shrinkage or had other negative impacts on the roots
(since I was using a different fixative), I imaged roots with and without the periodic acid
soak. Soaking roots in periodic acid prior to staining resulted in a better stain as well as
slightly less distortion in cells.
I also tried staining with two different dyes; fast scarlet and calcofluor. Neither
stained cell walls as well as the propodeum iodine and had weaker fluorescence, even at
higher concentrations. Thus, I continued to use propidium iodine. I also tried other
amounts of propidium iodine (5 µL, 8 µL, 10 µL, and 12 µL). While 5 and 8 µL had
weaker fluorescence and did not stain as well, 10 and 12 µL were practically
indistinguishable. Thus, I settled on using 10 µL of propidium iodine in my stains.
Additionally, I tried staining at different times to determine at what stage would result in
the best stain. I stained before clearing, during clearing, and after clearing. Staining
before clearing resulted in the best image.

110

CHAPTER V
OXYGEN UPTAKE RATES HAVE CONSTRASTING RESPONSES TO
TEMPERATURE IN THE ROOT MERISTEM AND ELONGATION ZONE
Note: This chapter was written with Jayakumar Bose Eric M. Kramer Owen K. Atkin
Stephen D. Tyerman and Tobias I. Baskin and has been published.
A. Introduction
Plants, like all organisms, are challenged by fluctuating temperatures. A rise in thermal
energy accelerates every molecule, potentially sundering finely tuned metabolic
pathways. An animal can meet this challenge by moving to a new location or by pumping
a fluid through its body to exchange and ultimately remove heat. For plants, these
strategies are largely unavailable, although plants do move their leaves and transpire
water, both processes offering some relief from temperature fluctuations. Instead, plants
meet the challenge of changes in temperature mainly through metabolic acclimation. In
this process, the plant copes with temperature changes by adjusting the rates of specific
pathways or activities.
Typically, processes such as growth or respiration speed up with temperature over
the short term, reflecting direct effects of temperature on enzyme activity and indirect
effects on the demand for respiratory energy (Atkin et al., 2000). This relationship
between temperature and respiration happens in ectothermic organisms ranging from
plants (Lambers et al., 2008) to scorpions (van Aardt et al., 2016). When a plant is first
exposed to a temperature increase, rates of growth or respiration may double for a 10°C
rise (i.e., Q10 value equals 2). However, with sustained warming, growth or respiratory
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metabolism often acclimates, as seen by their rates being lower in warm-acclimated
plants than in cold-acclimated ones when measured at a common temperature (Armstrong
et al., 2006; Loveys et al., 2003). In fact, acclimation can reach homeostasis, as seen by
cold- and warm-grown plants growing or respiring at similar rates, even when measured
at their respective growth temperature (Atkin et al., 2005; Larigauderie & Körner, 1995;
Loveys et al., 2002). Whether or not reaching homeostasis, rates of growth and
respiration change with temperature based on energy demand from processes such as
protein turnover, transport across membranes, and oxidative phosphorylation (Amthor,
1984; Atkin et al., 2000; Huang et al., 2012; Scafaro et al., 2021; Scheurwater et al.,
1998; van der Werf et al., 1988).
Our understanding of how growth and respiration acclimate to temperature in
plants is reasonably advanced; nevertheless, much of the work is integrative, carried out
at the level of the whole plant or organ. For example, root respiration is commonly
measured for a soil container encapsulating the whole root system (Bouma et al., 1997) or
for detached root systems or segments placed in an aerated solution (Loveys et al., 2003).
Likewise, growth is widely taken as relative gain of dry weight of the organ (or plant),
thereby integrating the activity of expanding and non-expanding cells. Expanding cells
make a relatively thin, primary cell wall and may also divide; non-expanding cells
synthesize a secondary cell wall, which is massive in many cell types, and they may
synthesize copious amounts of secondary metabolites. Although expanding leaves have a
greater respiratory demand than mature ones (Armstrong et al., 2006), the respiratory
demands exerted specifically by expanding cells have rarely been evaluated in response
to temperature. Consequently, we do not know to what extent growth processes in
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expanding and non-expanding cells involve distinct relationships between temperature
and respiration.
The growth processes of expanding cells plausibly place unique demands on
respiratory metabolism. Cells in the meristem replicate their contents over a cell cycle
(typically 10–20 h, Grif et al., 2002), a sustained synthetic activity that might need a
particularly plentiful supply of adenosine triphosphate (ATP) and reducing equivalents
(Amthor et al., 2019). For expansion, water uptake is driven by a large osmotic gradient,
which plausibly exerts a large energy demand (Fricke, 2017). Ion uptake has long been
recognized as having a substantial respiratory cost (Poorter et al., 1991; van der Werf et
al., 1988), although cost was not tied explicitly to expansive growth.
For several reasons, energy demands of expansive growth are likely to be acute
for roots. In the root, the carbon compounds needed for energy and biosynthesis must be
imported from the shoot, requiring extra machinery for partitioning (Ross-Elliott et al.,
2017). Growing root cells, in addition to satisfying their own metabolic needs, secrete
organic material into the rhizosphere; the amount secreted is appreciable, amounting to as
much as a quarter of the carbon imported (Vives-Peris et al., 2020). In the root elongation
zone, cells have relative expansion rates that are typically 5–10 times greater than those
of shoots (Silk, 1984), and yet maintain a relatively constant cell wall thickness (Jensen
& Ashton, 1960), a high-octane performance that is plausibly associated with high
metabolic demand. Without characterizing the energy demands of primary growth
processes specifically, our understanding of thermal respiratory acclimation of
developing roots will remain incomplete.
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That expansive growth demands considerable energy is perhaps consistent with
some studies showing that rates of respiration are maximal at the root tip and decrease
toward the shoot (Bingham et al., 1996; Darwent et al., 2003; Luxmoore et al., 1970;
Norris Jr. et al., 1959). But in other studies, respiration rates are more or less uniform
along the root (Stepniewski et al., 1998) or vary with position in a complex way (Bidel et
al., 2001). However, in all these studies, the “tip” lumps meristem, elongation zone, and
part of the adjacent mature zone.
More recently, measurements with finer spatial resolution became possible with
the advent of the vibrating, oxygen-selective electrode (Newman, 2001; Pandolfi et al.,
2012). By vibrating toward and away from the root, the electrode experiences oxygen
concentration at two positions: one near, the other farther from the root surface. This
difference, along with the distance between probe measurements, enables the rate of
oxygen uptake to be estimated. This technique assumes that, within an unstirred boundary
layer extending from the root surface into the bulk solution, metabolic activity establishes
a steady-state gradient of oxygen. A stable gradient is established by an equilibrium
between the rate of oxygen removal in tissues and resupply by diffusion from the bulk
medium. The gradient drives a flux of oxygen into the root and thus, by measuring the
external flux, we can infer the internal rate of oxygen consumption. Along the root axis,
the vibrating probe has a spatial resolution in the tens of microns, allowing oxygen
uptake to be measured as a function of position, easily resolving meristem and elongation
zone.
As with the studies mentioned above, for oxygen uptake measured by a vibrating
probe, the rate is usually greatest at the root tip (e.g., McLamore et al., 2010; Mugnai et
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al., 2012). In these studies, given their spatial resolution, “the tip” probably means the
root cap, although anatomical data were not presented. However, along with respiration,
elongation was rarely measured concomitantly; thus, it is difficult to relate the reported
uptake to specific zones in the root or even to know if the roots were elongating during
measurement. Furthermore, measurements of oxygen uptake in intact roots as a function
of temperature have, to our knowledge, never been reported with a spatial resolution
sufficient to discriminate contributions from meristem and elongation zone. Therefore,
our knowledge about respiratory acclimation to temperature in dividing or rapidly
elongating cells is mainly speculative.
Here, by means of the vibrating probe, we quantified oxygen uptake as a function
of temperature within the root meristem and elongation zone. For this work, we used
Arabidopsis thaliana because the small size of these roots facilitates measuring growth
and respiration and because the powerful community resources for this species allow
discoveries to be translated effectively to farm and field (e.g., Borrill, 2020;
https://www.arabidopsis.org). Concomitantly, we quantified the spatial profile of
elongation (Baskin, 2013; Silk, 1984), allowing meristem and elongation zone to be
delineated functionally. Elongation and oxygen uptake were measured on the same roots
at essentially the same time.
For these experiments, seedlings were germinated and grown continuously at
either 15 or 25°C and then assayed at their growth temperature. This contrasts with the
more typical approach where material is grown at one temperature or another and then
shifted to a common temperature for measurement. The common temperature provides a
consistent reference; however, during measurement, the plants might be responding to the
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new temperature. Here, such responses could well be problematic because collecting
vibrating probe data for a single root required about 1 h, a time long enough for the new
temperature to elicit responses. By using continuous conditions, we compare steady-state
performance (Larigauderie & Körner, 1995).
We built on previous work showing that, in the Columbia accession of A. thaliana
roots, certain cell division and elongation activities occur at similar rates despite growth
at different temperatures, i.e. they are homeostatic (Yang et al., 2017). Specifically,
comparing plants grown and assayed at 15 and 25°C, the meristem produces cells at
essentially the same rate and the growth zone (i.e., meristem plus elongation zone) spans
the same length. Intuitively one might expect cells to be produced faster at 25 than at
15°C and the root to have a larger growth zone. Indeed, a wide variety of plant
developmental processes are faster at 25 than 15°C (Parent and Tardieu, 2012). We
hypothesized that the thermal homeostasis observed by Yang et al. (2017) for cell
production rate and growth zone length is underpinned by increased energy demand in
the 15°C-grown plants relative to their 25°C counterparts, a demand that would be
reflected by respiration rates. For example, rates at 15°C might be unexpectedly high.
To test the hypothesis that cell production and elongation are metabolically costly,
we compared the Columbia accession, in which, as described above, cell production rate
and growth zone length are homeostatic (Yang et al., 2017), not only to another accession
(Landsberg erecta), but also to two Columbia mutants, (ahk3-3 and er-105), in all of
which preliminary observations indicated that cell production rate is not homeostatic
across a range of growth temperatures. Taken together, our results tend to refute the
hypothesis for division and support it for elongation, although it is not clear whether costs
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arise from the elongation process itself or from maintaining a cell with a giant vacuole.
Interestingly, the major consumer of oxygen per unit length appears to be the root cap.

B. Methods

1. Plant Growth Conditions
The following growth conditions were used for all oxygen flux measurements, unless
otherwise specified.
Arabidopsis thaliana (L.) Heynh seeds were stored at 4°C. On day 0, they were surface
sterilized in 15% bleach and rinsed 5 times in sterile water. Seeds were sown on growth
medium solidified with 0.9% agar in 100 mm x 100 mm square plates. The medium was
a modified Hoagland’s solution supplemented with 1% sucrose (Baskin and Wilson,
1997). For experiments with Columbia or Landsberg erecta, there were ten seedlings per
plate, with three plates per temperature; with ahk3-3 or er-105, there were six mutant
seedlings on one side of the plate and six of the wild type (Columbia) on the other side,
again with three plates per temperature.
Plates were placed in a growth chamber (CMP6010 Adaptis, Conviron, Urrbrae
Australia) with a constant light intensity of approximately 80 µmol m-2 s-1 at either 15 or
25°C. Humidity within the chamber was set to 80%. Oxygen flux exchange
measurements and cell production assays were started when plants grown at 25°C were
7-days old and when those grown at 15°C were 14-days old, times when root elongation
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rate becomes roughly constant (Yang et al., 2017). Cell production rate was measured
either the day before, or the day after, oxygen flux measurements, but on distinct plants.
Oxygen flux exchange was measured over the course of three to four days for each
genotype. New plants were used each day, so that plates that had been opened previously
were not used.
To make sure the new growth conditions did not heavily impact the temperature
acclimated cell production rates we normally saw in Amherst, I measured root growth
rate, cortical cell length, and cortical cell production rate as previously described for
Columbia, Landsbder erecta, ahk3-3, and er-105. There were no deviations from the
trends observed under their growth conditions at Amherst, thus oxygen uptake
measurements could move forward.

2. Root growth and cell production rate
To measure root growth rate, the back of the plate was scored at the position of the root
tip, once a day, including the last day of the experiment, at which time the plate was
scanned. Then, the length of the root between score marks was measured (ImageJ,
Schneider et al., 2012) and divided by the time interval between marking. After scanning
the plates, the root was cut at the penultimate score mark and the excised segment (which
contains the tip and cells made during the preceding 24 h) was imaged through a
compound microscope with a 20x objective lens and Nomarski optics. The For each root,
the lengths of 25 mature cortical cells were measured for each rootstarting where root
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hairs are fully grown. Cell production rate was calculated for each root by dividing the
average cell length by the growth rate on the last day (Rahman et al., 2007Baskin, 2013).

3 Oxygen uptake measurements
Seedlings were removed from the agar and
affixed to a plastic brick with pre-stretched
Parafilm, which prevented the root from
moving when submerged (Fig. 29).
Approximately 20 μL of growth medium

Figure 29 A schematic of the assembly
used to immobilize the root. The root
was affixed to a plastic brick (grey block)
via Parafilm (blue), both were kept from
moving by placing a little rubber stopper
on them (yellow). The assembly was
placed in a chamber.

was placed on the brick prior to attaching
the root, to minimize drying while the root
was being attached. Immediately after
attaching the root, the assembly was placed

in a chamber filled with ~5 mL of growth medium pre-equilibrated to the measuring
temperature (either 15 or 25ºC, the same temperature as used for seedling growth). To
ensure the brick (and by extension the root) did not move within the chamber, a stopper
was placed on top of the brick. Then, the chamber was attached to a three-dimensional
micromanipulator (Xiao et al., 2018) (Fig. 30). Measurements were taken along the apical
~2 mm of the root.
To maintain constant temperature during the experiment, two sides of the
chamber were held in close contact with thin copper pipes, which were connected via
plastic tubing to a circulating, temperature-controlled water bath. The temperature of the
medium was monitored throughout the experiment using an infrared thermometer (Fluke
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568, Fluke Australia Pty Ltd, NSW, Australia)
and by a thermocouple inserted into the growth
medium. Temperature was kept steady at 15 or
25 ± 0.4°C.
Root oxygen uptake was measured by
using a Clark-type oxygen microelectrode with
a tip diameter of 25 µm (OX-25; Unisense A/S,
Figure 30 A picture of the plastic
chamber with copper tubing on either
side. The plastic tubing connected it
calibrated via a two-point calibration using an
to a water bath, where water flowed
between the copper tubes regulating
oxygenated solution (aerated Milli-Q water) and temperature. This apparatus was
placed on a micromanipulator, which
an oxygen-free solution (0.1 M NaOH, 0.1 M
was used to move the root during
measurements of oxygen uptake.
C6H7NaO6), as described by Xiao et al. (2018).
Aarhus, Denmark). The microelectrode was

Calibration was done at the measuring temperature prior to measurements being taken.
After calibration, the electrode was carefully placed in a clamp on a
micromanipulator that allowed for threedimensional positioning. This was attached
to a motor, which was controlled by Sensor
Trace PRO (Version 3.2.8; Unisense A/S,
Aarhus, Denmark) (Fig. 31). The motor
allowed for the probe to be moved towards
or away from the root surface, but
Figure 31 A root being measured for
oxygen uptake along its longitudinal axis
using an oxygen microelectrode.

movement parallel to the root’s long axis
was done manually via the
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micromanipulator (Fig. 30). The electrode was placed ~76 µm away from the root surface
and aligned with the root by putting them in the same focal plane. Measurements started
at the position of the quiescent center of the root, estimated visually. The root was moved
76 µm between uptake measurements up to 456 µm from the quiescent center (at or
beyond the start of the elongation zone) and 156 µm thereafter, until the mature zone was
reached, which was defined by well emerged root hairs.
At each position, six measurements were taken, then later averaged. Each
measurement comprised data from close to and far from the surface of the root (76 and
250 µm, respectively). After moving, 3 sec elapsed before recording data over 10 sec, to
ensure a stable signal. The data from the far position serve as a reference value for
normalizing the data from the near position to calculate the rate of uptake.
A full set of uptake measurements typically took at least one hour. However,
during that hour the root responds to gravity. To see if this impacted respiration in the
meristem or elongation zones of the root, for at least three roots per genotype, the probe
was placed 360 μm away from the root tip, moved shootward in increments of 152 μm
until the mature zone was reached, then moved back to 152 μm away from the root tip for
a final meristem measurement.

4. Oxygen uptake rate calculations
We relate the radial oxygen flux at the root surface to concentration gradients measured
outside the root following the technique described in Henriksen et al. (1992). For an
infinite cylindrical root of radius ro,
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(1)
where J is the oxygen uptake rate at the root surface, u is the mobility of oxygen in the
medium (9.13 x 10-13 m s-1 N-1 mol-1) essentially constant between 15 and 25ºC, R is the
gas constant, T is temperature, Ci is the concentration of oxygen, and ri is the radial
distance from the center of the root to the position of measurement. For Ci and ri, the
subscript denotes the measurement position. Here, r1 = ro + 76 µm and r2 = r1 + 250 µm.
Concentration was obtained from the voltage output of the oxygen microelectrode by a
calibration factor, which is essentially constant between 15 and 25ºC (Pang et al. 2006).

5. Modeling oxygen concentration for a tapered root
To estimate oxygen uptake if the root consumes oxygen uniformly per unit
volume throughout its length, we approximate the root volume as a cylinder of radius Rcyl
and length Lcyl, with an additional parabolic tip of length Ltip. Setting the model root apex
at the origin, with the z-axis being the long axis of the root, and using cylindrical
coordinates (ρ, z), our approximation for the root profile is:
1/2

𝜌(𝑧) = {

𝑅𝑐𝑦𝑙 (𝑧⁄𝐿𝑡𝑖𝑝 )
𝑅𝑐𝑦𝑙

𝐿𝑡𝑖𝑝

0 ≤ 𝑧 ≤ 𝐿𝑡𝑖𝑝
≤ 𝑧 ≤ 𝐿𝑡𝑖𝑝 + 𝐿𝑐𝑦𝑙

(2)

The measured radial profile is fitted by these equations well. Based on the fits, we
selected Ltip = 272 μm. The length of the cylindrical portion of the model root must be
large compared to the zone of flux measurements, but is otherwise arbitrary, hence Lcyl =
5.0 cm.
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If (as modeled) oxygen consumption per unit volume is constant, then oxygen
consumption is proportional to the cross-sectional area, πR2. Oxygen consumption σcyl in
the cylindrical portion of the model root is therefore constant and, in the parabolic tip, it
increases linearly from 0. The consumption along the model root is thus:

𝜎(𝑧) = {

𝜎𝑐𝑦𝑙 (𝑧⁄𝐿𝑡𝑖𝑝 )
𝜎𝑐𝑦𝑙

𝐿𝑡𝑖𝑝

0 ≤ 𝑧 ≤ 𝐿𝑡𝑖𝑝
≤ 𝑧 ≤ 𝐿𝑡𝑖𝑝 + 𝐿𝑐𝑦𝑙

(3)

Exterior to the root, the steady-state concentration of oxygen C(r) satisfies the
Laplace equation, ∇2c = 0. Therefore, because the electrostatic potential also satisfies the
Laplace equation, the mathematical form of C can be found using techniques developed
for the electrostatic potential of a line charge of variable sink strength σ(z) (Andrews,
1997). The solution for the steady-state concentration is:
C(ρ,z)= −A(ƒtip(ρ,z) + ƒcyl(ρ,z))

(4)

where A is a multiplicative constant and the two functions are given below:

2

𝑓𝑡𝑖𝑝 (𝜌, 𝑧) = −√𝑧 2 + 𝜌2 + √(𝐿𝑡𝑖𝑝 − 𝑧) + 𝜌2
{
2

(𝐿𝑡𝑖𝑝 − 𝑧) + √(𝐿𝑡𝑖𝑝 − 𝑧) + 𝜌2

+ 𝑧𝑙𝑛

1
𝐿𝑡𝑖𝑝

−𝑧 + √𝑧 2 + 𝜌2
[

𝑓𝑐𝑦𝑙 (𝜌, 𝑧) = 𝑙𝑛 [

]}

(𝐿𝑡𝑜𝑡 −𝑧)+√(𝐿𝑡𝑜𝑡 −𝑧)2 +𝜌2
2

(𝐿𝑡𝑖𝑝 −𝑧)+√(𝐿𝑡𝑖𝑝 −𝑧) +𝜌2
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]

(5)

Equation 5 was rederived and simplified from the expressions in Andrews (1997)
by using the symbolic calculator, Maple (Waterloo Maple, version 2020.2).

6. Physical model of a tapering root
An artificial tapering root was made from yeast embedded in agarose. The wine yeast
(Saccharomyces bayanus, Lalvin EC 1118, population density more than 1010 UFC/g)
was grown in yeast-extract peptone dextrose (YPD) medium and then mixed with melted
agarose in the same medium for a final concentration of 1% (w/v) agarose. Prior to
gelling, the yeast-agarose mixture was loaded into specially fabricated micro-capillaries,
made by pulling non-filamentous borosilicate glass capillaries (GC 150-10, internal
diameter 0.86mm, Harvard Apparatus Ltd, Kent, UK) to less than 1μm tip diameter (on a
vertical puller, PP830, Narishige, Japan), and then breaking the tip to form a 300 μm
opening. Once cooled, gentle pressure applied by a syringe expelled the yeast-embedded
agarose “root” into a solution of 5 mM glucose. The artificial root was immobilized on a
plastic brick by using stretched Parafilm strip and incubated in the medium for 30
minutes. Then O2 flux measurements were performed exactly as in real roots.

7. Spatial profile of growth
Concomitantly with measuring oxygen uptake, the submerged root in the chamber was
imaged through a microscope connected to a camera (LCMOS-09000-KPB; Industrial
Digital Camera; San Jose, CA) controlled by software (Optipix ImageView,
Sorterargatan, Sollentuna, Sweden). The display was also used to guide translocation of
the root between uptake measurements. Image sequences were acquired before uptake
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measurement began (0 min), in the middle of measurements (20 to 30 min), and after (50
to 60 min). At 15°C, image sequences were taken for 120 sec, with 10 sec between
images. At 25°C, images were taken for 100 sec with 10 sec between images.
The spatial profile of velocity was obtained by Stripflow, software described
previously (Yang et al., 2017; Baskin and Zelinsky, 2019). Briefly, the program uses a
pair of images and finds the velocity parallel to the root’s midline at each point of that
midline. Here, we obtained velocity profiles from images separated by 30 sec and
averaged three profiles to reduce noise. Because images were acquired at 10 sec intervals,
this amounts to a total elapsed time of 50 sec. Velocity profiles were fitted to a modified
logistic function that has parameters identifying the length of the elongation zone and the
relative elongation rate within that zone (Peters and Baskin, 2006). For some roots, a
velocity profile was unattainable because the roots grew towards or away from the
camera.

8. Spatial profile of mitochondrial density
Mitochondrial density was characterized at UMass Amherst. Seeds of a line in the
Columbia background that expresses yellow fluorescent protein (YFP) targeted to
mitochondria by means of a 29 amino-acid signal sequence (mt-yk CS16264; Nelson et
al., 2007) were handled as described above, except that they were grown in a Percival
growth chamber (CU36L5; Perry, IA) with a constant light intensity of approximately 70
µmol m-2 s-1 and without humidity control. Seedlings were grown for 7 days at 25ºC and
14 days at 15ºC. Roots were excised and mounted in 0.01% Trition and imaged through a
10x objective on a spinning disk confocal microscope (3i; https://www. intelligent125

imaging.com) equipped with a Yokagawa W1 spinning disk and an iXon Life 888 EMCCD camera (Andor; https://andor.oxinst.com). YFP fluorescence was excited by 514nm 100 mW solid state laser with a 542/27 emission filter (Fig. 8). Overlapping stacks
were acquired spanning the apical 3 mm of the root. The mitochondrial density profiles
of these stacks were merged to obtain the full profile of the apical 3 mm of the root.
From each stack, the approximately median optical section was selected and
mosaiced together. Then, average intensity was measured along a 26 µm wide strip
following the edge of the root (ImageJ). Strips were measured along the two sides of the
root and averaged.

C. Results

1. Temperature acclimation of cell production rate
As described in Section 1, the root meristem of the Columbia accession of A. thaliana
was reported to have a surprising thermal acclimation; specifically, the same rate of cell
production for seedlings grown and measured at either 15 or 25°C (Yang et al., 2017).
Before testing our hypothesis that this acclimation reflects the costliness of division, we
determined whether the report was reproducible. For roots growing at steady state, cell
production rate equals the ratio of root growth rate to mature cell length (Baskin, 2013;
Silk et al., 1989). For this calculation, we measure cortical cells because they are large
and easy to delineate; therefore, the cell production rate obtained applies strictly to the
cortex, but we assume the rate of cell production in this tissue is representative of other
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tissues. Confirming the previous report, while root growth rate and cell length nearly
doubled for Columbia grown at 25°C compared to seedlings grown at 15°C, cell
production rate was indistinguishable (Fig. 32).
We also examined three other genotypes, namely: the Landsberg erecta (Ler)
accession and two mutants in the Columbia background: ahk3-3 and er-105. AHK3 is a
histidine kinase mediating responses to cytokinin (Riefler et al., 2006). The er-105 line
has a null mutation in the erecta kinase (Torii et al., 1996), thereby allowing phenotypes
caused by the missing kinase to be distinguished from those caused by the genetic
background (i.e., Landsberg). Notably, the erecta kinase has been linked to responses to
temperature of the shoot (Patel et al., 2013; Qi et al., 2004; Shen et al., 2015). In all three
genotypes, root growth and cell production rate at 25°C were roughly twice their values
at 15°C (Fig. 32), showing that in these lines, in contrast to Columbia, cell production
rate does not acclimate.

127

Figure 32. Growth parameters for roots grown on plates. The square
symbol shows the mean, while the box and whiskers show the data
distribution, the horizontal black lines are the median, and the dots are
outliers. A: Root elongation rate over the 24 h preceding cell length
measurement. B: Cell length. Fully mature cortical cells were measured
that were produced over the previous day. C: Cell production rate, the
ratio of root growth rate to cell length. Each temperature had
approximately 20 seedlings measured per genotype.
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2. Oxygen uptake as a function of position and temperature
To characterize oxygen uptake as a function of position, we used a vibrating probe with
an oxygen selective electrode (Xiao et al., 2018). Seedlings were grown and oxygen
uptake measured at the indicated temperature. For all genotypes and at both temperatures,
the shape of the profile of uptake along the root was similar (Fig. 33). Likewise, for all
genotypes and nearly all positions, oxygen uptake rates at 25°C were higher than those at
15°C, showing that oxygen uptake was in general far from being homeostatic. Oxygen

Figure 33. Oxygen uptake rate as a function of position for plants grown and
measured at either 25°C (red symbols) or 15°C (blue symbols). Oxygen uptake
rate, determined from vibrating probe output (i.e., the measured flux, J; see
Materials & Methods), is represented as moles of oxygen taken up per unit crosssectional area of root and time. Symbols plot mean ± SE of 9 to 11 roots. Single
arrows mark the boundary between meristem and elongation zone and double
arrows mark the shootward side of the elongation zone, taken as the average for the
treatment (see Fig. 36). A mixed ANOVA with a linear mixed-effects model was
used to determine if there were significant differences between the different
genotypes at each temperature and location. At 15℃ there were no significant
differences in oxygen uptake between genotypes at any location measured along
the root. At 25℃ there were significant differences in oxygen uptake between all
genotypes only at the quiescent center (p < 0.05), except between Columbia and
Landsberg.
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uptake was maximal at the origin, taken as the quiescent center of the root, a location
where most of the cells in the cross-section are part of the root cap (Dolan et al., 1993).
With increasing distance from the quiescent center, uptake rate fell, becoming roughly
constant by around 800 μm from the tip. The maximum oxygen uptake rate at the
position of the quiescent center implies this region has a greater demand for energy than
have the adjacent meristem cells.

3. Effect of root geometry on vibrating probe measurements
The canonical equation for converting vibrating-probe measurements to flux, Equation
(1) (Newman, 2001), assumes a cylindrical root of infinite length; but, a root is finite and
tapering at the end. We examined whether the deviation from the assumed geometry
could account for elevated uptake rates where the root tip tapers, reported by us (Fig. 33)
and by others (e.g., McLamore et al., 2010; Mugnai et al., 2012). To do so theoretically,
we constrained oxygen uptake to occur at a constant rate per unit volume of root, and
applied that to a model root, matching the geometry of the real root (see Section 2). With
the ratio of measured to modeled uptake in the shootward cylindrical region taken as
unity, the measured rate is higher than the modeled rate, by as much as six-fold at the tip
(Fig. 34A). Thus, failure to account for the finite, tapering shape of the root tip actually
underestimates the real rate, by as much as a factor of two.
To examine the effect of geometry experimentally, we built an artificial root by
using an agarose substrate impregnated uniformly with yeast. The agarose substrate had a

130

Figure 34. Effect of root
geometry on measured
oxygen uptake rate. A:
Theoretical. Oxygen uptake
was modeled assuming
equal uptake per unit
volume of root and a
geometry fitted to that of a
real root (see Materials and
Methods). Uptake at each
position is plotted as the
ratio of that measured for
Columbia at 25ºC divided
by the modeled rate. B - C:
Experimental. B: Dark-field
micrograph of an artificial
root in relation to the
vibrating probe. P1 - P6
show approximate positions
where uptake was measured,
with P1 - P3 in the tapering
region and P4 - P6 in the
cylindrical region. Scale bar
= 780 µm. C: Measured
oxygen uptake (measured as
for Fig. 33). The square
symbol shows the mean,
while the box and whiskers
show the data distribution,
and the horizontal black
lines are the median for
measurements on six
artificial roots. The average
radius at P1 - P6 was: 156
µm, 234 µm, 312 µm, 390
µm, 390 µm, and 390 µm,
respectively.
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cylindrical region adjoined to a tapering region (Figure 34B). The vibrating probe was
translated across both regions, keeping the distance from the probe to the agarose surface
constant, as was done for real roots. Consistent with the model, as the probe moved over
the tapering region, oxygen uptake rate decreased, along with the lowered volume of
respiring material (Fig. 34C). Thus, the angled and finite geometry again appears unlikely
to artifactually elevate the measured rate of uptake. Taken together, theory and
experiment both support the conclusion that the measured maximal rate of oxygen uptake
around the quiescent center is real.

4. Defining root growth zones
To be able to relate the measured rates of oxygen uptake to cell division and elongation,
we obtained the distribution of growth in the same experiments in which oxygen uptake
was measured and on the same roots. To do so, we imaged the root at various times
during oxygen uptake measurements, and used these images to obtain a velocity profile
for each root (Fig. 35). As shown, the velocity profile is plotted with transformed
coordinates: in this root-centric frame, the quiescent center is motionless (x = 0, v = 0)
and the maturation zone moves away at a constant rate that equals the rate of root growth
(Baskin & Zelinsky, 2019; Silk, 1992). In the example shown, velocity plateaued around
1 mm from the tip, a position that indicates the transition from elongation to maturation
zone. Closer to the tip, there is another transition, in this case around 0.15 mm from the
quiescent center. This transition divides the growth zone into two regions: a rootward
region where velocity increases gradually with position and a shootward region where
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velocity increases steeply. The latter corresponds to the elongation zone and the former to
the meristem (plus adjacent transition zone). The x-axis values for the two transition
points were obtained by curve fitting (see Section 2).
For Columbia, consistent with a previous report (Yang et al., 2017), the meristem
was shorter at the higher temperature and the length of the elongation zone was roughly
the same at both temperatures (Fig. 37). By contrast, for Landsberg, the size of the
meristem was roughly the same at both temperatures, while the elongation zone was

Figure 35. Growth analysis. (Top) Representative image of a root
(er-105 at 15˚C) drawn shown to at roughly the same scale as
represented by the x-axis in the plot below, with the approximate
boundaries of each zone delineated by red lines. The position of the
quiescent center is indicated approximately by a blue star. Bar =
100 µm. (Bottom) Velocity profile for the exemplary root
immediately prior to oxygen uptake measurements. The profile is
subsequently fitted to a function that defines the two transitions
indicated by arrows (described in Materials and Methods).
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longer at 25°C than at 15°C, showing that in this background neither cell production rate
(Fig. 34) nor growth zone length (sum of meristem and elongation zone lengths; Fig. 37)
acclimated to these temperatures. Interestingly, while both ahk3-3 and er-105 had nearly
doubled cell production rates when compared with the wild type (Columbia) (Figure 32),
both had similar elongation zone and meristem lengths at the two temperatures (Fig. 36).
Since Landsberg, ahk3-3, and er-105 all lack temperature-acclimated cell production
rates, but have similar meristem length at the two temperatures, this could imply that
meristem length is being acclimated rather than cell production rate. With the caveat that

Figure 36. Zone lengths obtained from the velocity profiles
for the roots used for oxygen uptake measurements. Data
plotted as for Figure 2. Sample sizes were 5-7 roots.
134

sample sizes are small and variable, these results suggest that in response to temperature,
processes that acclimate growth zone length do so independently of those acclimating cell
production rate and that acclimation of growth zone length requires neither AHK3 nor
erecta kinase.

5. Oxygen uptake rate in functionally defined zones
With meristem and elongation zone thus delineated, we evaluated oxygen uptake rate for
each zone by numerically integrating the profile of oxygen uptake rate of each root from
one end of the zone to the other. The quiescent center was evaluated at the first point of
the profile only. In addition, we summed integrated oxygen uptake rate for all three zones
(Fig. 37). For a few roots where reliable velocity profiles could not be obtained, the
transition points defining the zones were taken as the average for the given genotype and
temperature. Then, to readily compare the responses, we calculated ratios for the two
temperatures for each of the treatments in Figure 37 (Table 7). This ratio compares
steady-state rates at two temperatures, rather than rates following a shift in temperature,
and was named LTR10 by Larigauderie and Körner (1995). Because this acronym is not
well known, we will call the ratio a steady-state Q10 value.
Over the whole growth zone (i.e., the sum), integrated oxygen uptake at 25°C was
greater than at 15°C for all genotypes (Fig. 37), with steady-state Q10 values ranging from
1.8 (Columbia) to 3 (Landsberg) (Table 7). These data suggest that respiration in the
growing regions of these roots generally does not acclimate to temperature, at least as
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shown by measurement at the growing temperature. The steady-state Q10 values for both
Landsberg and er-105 were significantly greater than that of Columbia. Thus, the
growing regions of Landsberg roots appear to be more thermally sensitive than those of
Columbia, an effect that can be attributed at least in part to loss of the erecta kinase.
In the quiescent center, which at a single position took up oxygen to about the
same extent as did the entire meristem (Fig. 37), the steady-state Q10 values were around
2, except for that of ahk3, which was 4 (Table 7), revealing an unexpected respiratory
phenotype for plants harboring this mutation.
As for the meristem, integrated oxygen uptake was lower than that of the
elongation zone and generally less affected by temperature (Fig. 37). In the Columbia

Figure 37. Integrated oxygen uptake within functional zones. Uptake profiles were
interpolated linearly between each uptake data point and integrated numerically.
Data for the quiescent center (“QC”) was taken as a single strip. Data plotted as for
Figure 2. One upper outlier at was removed from the plot for the Landsberg sum,
although accounted for in the average. Sample size is 9 to 11 roots, per genotype.
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meristem, oxygen uptake was actually lower at 25 than 15°C, a decrease that parallels the
shortened length of the meristem (Fig. 36). Among the four genotypes, steady-state Q10
values for the meristem ranged from 0.7 to 2.1 (Table 7). These values trended smaller
than those of the elongation zone, significantly so for Columbia and er-105.
When considered over its entirety, the elongation zone can be seen to account for
the majority of oxygen consumption by the growing regions of the root, particularly at
25°C (Fig. 37). While this at least partially reflects the fact that the elongation zone is
longer than the other zones, oxygen uptake of the elongation zone dominated the total
even for Landsberg at 15°C, where meristem and elongation zone had roughly similar
lengths (Fig. 36). Appreciable respiratory demand for the elongation zone can also be
seen from the steady-state Q10 value, which ranged from 2.6 to 3.3. (Table 7; none of the
genotypes differed significantly from Columbia).

Table 7. Steady-state Q10 values for integrated oxygen uptake as a function of
genotype and root zone. The values were calculated as the average integrated
oxygen uptake rate (Figure 7, black squares) for roots grown and measured at
25ºC divided by that for roots grown and measured 15ºC. The errors are ± 1 SE,
which was calculated based on the standard formula for error propagation
(Gardenier et al., 2011). For comparison among zones for a given genotype,
different letters (x, y) indicate equivalence of means is rejected with p < 0.05 by a
two-tailed t test. For comparison among genotypes for a given zone, the † denotes
that equivalence to the Columbia mean is rejected with p < 0.05 by a two-tailed t
test.
Genotype Quiescent center
Q10 values
Columbia
1.8 ± 0.4 y

Meristem
Q10 values
0.7 ± 0.3 x

Elongation zone
Q10 values
2.6 ± 0.5 y

1.6 ± 0.5 x

2.1 ± 0.6 †

3.3 ± 0.8 y

3.0 ± 0.6 y, †

ahk3-3

4.0 ± 0.9 x, †

1.6 ± 0.6 y, †

2.6 ± 0.7

2.0 ± 0.5 y

er-105

2.8 ± 0.7

1.6 ± 0.5 x, †

2.9 ± 0.6 y

2.5 ± 0.5 †

Landsberg

137

Sum
Q10 values
1.8 ± 0.3 y

6. Mitochondrial density as a function of position
We were surprised by the quiescent center taking up oxygen so much faster than any
other measured position (Fig. 32), implying that cells in this region respire faster than
those in the adjacent meristem. We reasoned that a greater respiration predicts a greater
density of mitochondria. To examine mitochondrial density, we observed fluorescence
from a Columbia line in which YFP is localized to that organelle by fusion to a signal
sequence (Nelson et al., 2007). Consistent with the oxygen uptake profile, fluorescent
intensity was maximal at the root cap and declined markedly with distance toward the
shoot (Fig. 38A).
Quantifying fluorescence intensity confirms visual impression (Fig. 38B).
Maximal fluorescence occurred on the root-cap side of the quiescent center and fell
precipitously through the meristem. The pattern of fluorescence was generally similar at
the two temperatures. If anything, the intensity decreased in 15°C-grown roots a little
more rootward of the decrease in those grown at 25°C (Fig. 38), opposite of the change in
meristem size (Figure 36; Yang et al., 2017). That mitochondrial density plummets along
the meristem is consistent with the conclusion above that cell division places only modest
demands on the energy budget. The decrease in intensity between 0 and 200 μm cannot
be explained by dilution due to vacuole formation because in this region vacuole volume
is small and relatively constant. Evidently, the root cap is enriched in mitochondria,
suggesting that this tissue is a major consumer of energy within the root.
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FIGURE 38. Mitochondrial fluorescence as a function of position. A:
Representative fluorescence micrograph of the root of a seedling
expressing a mitochondrially localized YFP and grown at 25°C. Bar =
100 µm. B: Mean grey level (i.e., fluorescence intensity; solid lines) ±
SE (grey shading) for 10 roots at each temperature. Dotted vertical lines
signify the shootward boundary of the meristem as reported by Yang et
al. (2017) for 15ºC (blue) and 25ºC (red). Data from Yang et al. are
used because they apply to seedlings grown at UMass, as for this figure.
The image in A is positioned to coincide approximately with the x-axis
in B. Measured grey levels were divided by 10,000.

D. Discussion
While our understanding of how temperature influences respiration in developing leaves
is growing (Dusenge et al., 2018; Tcherkez et al., 2012), less is known about how
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temperature impacts rates of respiration within growing regions of roots. This gap in
understanding has consequences for our ability to model the carbon cycle. Roots grow
actively and within and near the growth zone exude appreciable quantities of carbon into
the rhizosphere (Vives-Peris et al., 2020); hence, in missing root development, models of
how respiration rate in plants responds to moderate temperature change are incomplete.
This incomplete understanding matters, as roots contribute 30%–50% of the carbon
dioxide released by whole plant respiration (Poorter et al., 1990) and up to 60% of total
soil efflux (Hanson et al., 2000). Globally, plant respiration releases approximately 60
gigatons of carbon into the atmosphere each year (Field, 2001; Schlesinger, 1997)—5 to
10 times more than released by anthropogenic processes. Thus, to model the impacts of
global climate warming on the carbon cycle, we need a more complete understanding of
how respiration in roots varies in response to growth temperature. By highlighting the
impacts of growth temperature on respiration of the growing regions of roots, our study
makes an important contribution to helping illuminate the ‘hidden half’ of plant
respiration.

1. Oxygen vibrating probe measurements and respiration
By measuring elongation and oxygen uptake in the same roots at the same time, we
aimed to compare growth parameters and respiration. We take the rate of oxygen uptake
measured by the vibrating probe to reflect respiration rate and hence energy supply. We
recognize that doing so is a simplification. Some oxygen might be supplied from the
shoot, in which case our measured uptake rates will underestimate local consumption; we
note that air spaces are infrequent if not absent in A. thaliana seedling roots (Dyson et al.,
140

2014). To the extent that the measured regions differ in permeability, the relation
between measured oxygen uptake and underlying respiration will differ. Although the
measured regions mainly have thin and permeable primary cell walls, they might differ in
the abundance of membrane channels that permeate oxygen, such as aquaporins (Zwiazek
et al., 2017), and the root cap might be sheathed in mucilage. Furthermore, oxygen is also
consumed by reactions that do not make ATP (such as catalyzed by the mitochondrial
alternative oxidase) or might diffuse out into the stele and hence transpiration stream; the
magnitude of such losses presumably would differ among regions of the root.
Nevertheless, we consider ascribing oxygen uptake to respiration to be a reasonable first
approximation.
Converting a flux measured by the vibrating probe to a respiration rate requires
that the oxygen gradient be stable. Instability can be caused by physical factors, such as
fluid flow within the boundary layer or unidirectional diffusion from the air-water
surface. We do not think these factors apply here because the root was 14 mm from the
surface, too far for diffusion over the hour of measurement, and was, except for its own
growth, motionless.
Instability can also be caused by biological factors, for example metabolic
changes in response to submergence. We believe that the gradient was stable over the
hour needed for measurement here for several reasons. First, as described in Section 2.3,
typical signs of instability among raw probe data were absent. Second, although
submergence conjures up images of suffocation, roots growing in soil experience oxygen
concentrations notably lower than those of air because of microbial respiration and
chemical reactions that bind oxygen. Third, oxygen consumption measured here is higher
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than that commonly measured for root systems in soil. A flux measurement of 1 μmol m2
s1, which typifies the elongation and mature zones (Figure 3), converted to volumetric
units (by multiplying by 2/radius) of dry mass (by assuming a fresh mass density of 1 g
cm3 and that dry mass equals 10 % of fresh mass) becomes 400 nmol g1 s1. This value is
substantially higher than typically reported for whole root systems in soil at 25°C (e.g.,
Loveys et al., 2003, report rates around 40 nmol g1 s1 for roots of 9 species). Given that
the magnitude of the apparent respiration rate measured here is comparatively high, we
consider that the roots in our setup are likely to be receiving a customary supply of
oxygen.

2. Oxygen uptake at the root cap
We report that oxygen uptake rate per cross-sectional area was greatest at the origin (Fig.
33). For our experiments, the origin was sited at the quiescent center of the root. In A.
thaliana, the quiescent center comprises four cells, encircled by a ring of initial cells,
which are in turn encircled by layers of lateral root cap cells (Dolan et al., 1993). As the
origin, we chose the quiescent center rather than the tip of the root cap because the
position of the center is easily seen through the microscope and because the length of the
root cap varies as tiers of root cap cells are periodically shed. The quiescent center
constitutes a reliable origin for measurements but most of the cells at this position belong
to the root cap.
Consistently, in vibrating probe studies of maize, bamboo, soybean, and broad
bean, maximal oxygen uptake was reported to occur between 0.2 and 0.5 mm from the
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apex (McLamore et al., 2010, 2017), which in these species is expected to be in the root
cap. By contrast, in another report on maize, oxygen uptake was maximal at the
approximate position of the meristem, with a small peak in the presumptive root cap
(Mugnai et al., 2012). The reason for the discrepancy between the two reports on maize is
not understood. Consistent with maximal uptake at the root cap in maize, oxygen
concentration in the root cap is essentially zero even while neighboring regions are partly
or fully oxygenated (Armstrong et al., 1994). We conclude that, in general, the root cap
consumes oxygen at the highest rate among root tissues.
We argue that the high oxygen uptake rate seen here at the origin, and by others in
the presumptive root cap, reflects an underlying high metabolic activity of this tissue.
First, we show that the high rate is unlikely to be an artifact of assuming infinite,
cylindrical geometry, and in fact might be an underestimate (Fig. 34). Second, root cap
cells are busy, responding to signals and copiously secreting organic compounds into the
rhizosphere (Vives-Peres et al., 2020). Third, the cap had the highest density of
mitochondria (Fig. 38). Consistently, in maize roots, root cap cells have a greater density
of mitochondria than those of the in the quiescent center, based on electron microscopy
(Clowes & Juniper, 1964), and mitochondria specifically in the quiescent center have
reduced activity (Jiang et al., 2006). Fourth, quiescent center cells were so named
because of their limited metabolic activity, which plausibly extends, in A. thaliana, to the
surrounding initial cells. Stem cells of all kinds are thought to limit metabolism to
minimize genetic damage that might arise from reactive oxygen or other byproducts
(Rumman et al., 2015). Recently, the importance of hypoxia for signaling stem cell
identity has been emphasized for plant meristems (Weits et al., 2021). If so, quiescent
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center cells are likely to consume oxygen sparingly and, in turn, would benefit from a
voracious consumption by surrounding root cap cells.

3. Thermal sensitivity of the two mutants
Both er-105 and ahk3-3 were more sensitive to growth temperature than were their
genetic background (Columbia). For er-105, this is evident from the steady-state Q10
value for oxygen uptake summed over the growth zone being significantly greater than
that of Columbia (Table 7). This trait was similar in Landsberg, which also carries a
mutated copy of the erecta kinase, and resulted mainly from stimulated respiration in the
elongation zone. Finding heightened thermal sensitivity in erecta roots might be
consistent with roles attributed to the kinase in mediating responses to temperature of the
shoot (Patel et al., 2013; Qi et al., 2004; Shen et al., 2015).
For ahk3-3, the heightened thermal sensitivity is seen from the oxygen uptake at
the quiescent center, which had a steady-state Q10 value of 4 (Table 7). Outside of this
region, the steady-state Q10 value in ahk3-3 resembled that of the wild type and indeed
the line produced cells reliably and grew if anything faster than did Columbia (Fig. 32;
also reported previously: Pernisova et al., 2016) implying that the line is vigorous. AHK3
is a membrane receptor that responds to the hormone, cytokinin; but, because the plant
has several such receptors, phenotypes of single mutants are generally weak to
nonexistent (Bartrina et al., 2017). Although the root cap contains plenty of cytokinin
(Aloni et al., 2004; Antoniadi et al., 2015), to our knowledge, the only regulatory activity
ascribed to this hormone specifically within the root cap is gravitropism (Aloni et al.,
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2006; Schaller et al., 2015). In our hands as well as in others' (Pernisova et al., 2016),
ahk3 roots have a wild-type gravitropism. Therefore, cytokinin appears to influence root
cap metabolism via activities that are currently unknown.

4. Relationship between oxygen uptake and elongation
To our knowledge, the spatial distribution of oxygen uptake and elemental elongation
rate have been measured concomitantly only once before (Mancuso & Boselli, 2001). In
adventitious roots of three species of Vitis (grape), those authors reported that oxygen
uptake varies bimodally, with a first and smaller peak at 0.75 mm from the tip, a valley
reaching almost zero uptake at 1.25 mm from the tip, and then a large and broad peak,
centered at 2.5 mm from the tip. The first peak is likely to be at or near the quiescent
center, which thus resembles the results here. However, the broad elevation of oxygen
uptake rate centered on the elongation zone differs from the continuously declining
profiles reported here (Fig. 33). The reason for the discrepancy between our data and
those of Mancuso and Boselli is not clear but might reflect the different species, root type
(primary vs. adventitious roots), or vibrating probe methodology. Nevertheless, albeit
without accompanying growth data, profiles of oxygen uptake for onion, maize, soybean,
broad bean, and bamboo all show oxygen uptake as being roughly constant across the
putative elongation zone and lower than at the tip (McLamore et al., 2010, 2017; Mugnai
et al., 2012; Norris Jr. et al., 1959). Evidently, the oxygen uptake peak in the elongation
zone of grape roots observed by Mancuso and Boselli (2001) is unusual.
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Across the elongation zone, although oxygen uptake per cross-sectional area
declined to a plateau (Fig. 33), uptake per cell undoubtedly increased. Increased demand
per cell is indicated by realizing that the average oxygen uptake fell by about two-fold
from one end of the zone of elongation to the other (i.e., 200 to 1200 μm from the
quiescent center; Figure 33) but at the same time cell length increased five- to ten-fold
(Yang et al., 2017). Insofar as the massive increase in volume is water, the measured
oxygen uptake declining over the elongation zone by only two-fold implies that, as
reported previously for root segments (Norris Jr. et al., 1959), respiration rate per gram of
cytoplasmic protein increased substantially. Consistently, integrated oxygen uptake in the
elongation zone is higher than in the meristem, despite the elongation zone containing far
fewer cells (Yang et al., 2017). Finally, the fluorescence intensity from mitochondria was
roughly constant across the elongation zone, a constancy that predicts synthesis of
mitochondria to balance their dilution and displacement away from the tip caused by
elongation (Silk, 1992).
Even though cells in the elongation zone consumed more oxygen than did their
meristematic neighbors, the energy might be needed for more than the process of rapid
elongation. Compared to a densely cytoplasmic cell, a cell with a giant central vacuole
might have higher maintenance costs, through transporting material both into and
throughout the cell (Lambers et al., 2008). Several lines of evidence imply that rapid
elongation itself is not expensive. First, some synthetic work to support rapid elongation
seems to be accomplished in the meristem, for example synthesizing osmolytes and
precursors of cell wall polymers (Wu et al., 1994). Second, here, over the hour of
measurement, elongation rate decreased, presumably because of a gravitropic response to
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the root's horizontal placement; however, oxygen uptake showed no similar decline.
Finally, here (Fig. 33) and other reports where oxygen uptake has been measured as a
function of position in the root (McLamore et al., 2010; Mugnai et al., 2012; Norris Jr. et
al., 1959), the profiles of uptake rate rarely if ever decrease in the region where cells
presumably cease elongating, implying that the high respiratory rate per cell is sustained
into the maturation zone and thus not tied directly to the elongation process itself.

5. Relationship between oxygen uptake and cell division
Oxygen uptake by the meristem correlated poorly with cell division. While meristem size
was considerably shorter at the warmer temperature for Columbia, the profiles of oxygen
uptake versus position were congruent at the two temperatures, giving no hint of the
difference in meristem length (Fig. 33). Similarly, meristem length was unrelated to the
profile of mitochondrial abundance (Fig. 38). In Columbia, cell production rate was the
same at both growth temperatures (Fig. 32) but oxygen uptake in the meristem was lower
at 25°C (Fig. 37), inconsistent with division being costly. Similarly, at 15°C, Columbia
and Landsberg meristems produced cells at similar rates, but the Columbia meristem took
up more oxygen. Finally, in the two mutants, cell production rate at 25°C was stimulated
to a greater extent than for Landsberg (Fig. 33) but the steady-state Q10 values for oxygen
uptake in the meristem were not different among these three lines (Table 7). Taken
together, these data suggest that the respiratory demands of cell division are modest.
A modest energy demand for cell division might be surprising, given the doubling
of cell content and the notable cost of protein synthesis (e.g., Amthor et al., 2019). One
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explanation might be that meristem cells expend less energy on transport across
membranes than do cells in neighboring zones. To our knowledge, the costs of specific
metabolic activities of root meristem cells have been little explored, particularly for intact
preparations. Hypoxia decreases division in roots (Amoore, 1962; Lopez-Sáez et al.,
1969), but the decrease might reflect a global response to hypoxia rather than a direct
effect of lowered respiration. Here, steady-state Q10 values for the meristem tended to be
lower than those for the elongation zone or the quiescent center (Table 7). Conceivably,
the lower Q10 value indicates the existence of acclimation machinery that allows demands
from cell division to be met more efficiently. In that light, the shortened meristem in
Columbia at 25°C and hence the limited cell production rate, might be considered as an
alternative or additional adaptation to save energy. But, a cell leaving the meri-stem
enters the elongation zone, where energetic demands are apparently larger, a transfer that
would seem to limit the usefulness of meristem truncation for energy conservation.

E. Conclusions
We undertook this study to determine whether the constancy with growth temperature of
cell production rate and growth zone length, observed for the roots of A. thaliana
(Columbia), could be accounted for by energetics. We find little evidence that cell
division is costly, implying that energetics do not underlie the acclimatizing cell
production. As for elongation, we find that the steady-state Q10 value for oxygen uptake
in the elongation zone tends to be around three, implying a higher than average cost for
this zone and little evidence for thermal acclimation. Here, energetics might account for
the constancy of growth zone length. However, rather than the process of elongation, the
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cost might be incurred by the requirements of supporting a large cell size, and if so, then
the boundary between elongation and mature zones would have little energetic
consequence. Our conclusions could be profitably extended by developing systems where
cell division and elongation can be manipulated directly while oxygen uptake rates are
measured.
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CHAPTER VI
METHODS AND ANCILLARY DATA
A. Growth conditions
Arabidopsis thaliana (L.) Heynh seeds were stored at 4°C with desiccant or in a seed
storage box at room temperature with the humidity control. Before sowing seeds on the
medium, the seeds were surface sterilized in 15% bleach and rinsed 5 times with sterile
water. Seeds were then sown on growth medium solidified with 0.9% bactoagar in 100
mm x 100 mm square petri plates. The medium was a modified Hoagland’s solution
supplemented with 1% sucrose (Baskin and Wilson, 1997). Seeds were sown on top of
the agar via a 20 µL pipet. Typically, 10-13 seeds were sown per plate, with three plates
per temperature. However, for genotypes with very low germination rates, approximately
17 seeds were sown per plate. If a plate got contaminated, it was thrown out and not used
for measurements.
Regardless of how the seeds were stored, after a genotype was plated, it was
stratified for 2 days at 4°C to promote germination. After 2 days plates were either placed
in the 25 or 15°C growth chamber under continuous light and in a vertical position.
Typically, germination occurred within 2 days at 25°C and within 5 days at 15°C, with
some small variations between genotypes. After germination, plants were grown for 7
days at 25°C and 14 days at 15°C. Once plants had reached day 7 at 25°C they had
reached a steady-state of growth and while plants grown at 15°C typically did not reach a
steady-state of growth by day 14, day 14 was the equivalent thermal time to day 7 at
25°C.
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Unless otherwise stated, all growth conditions and when measurements were
taken are the same for each experiment described below.

B. Measuring root growth rate
After the seeds germinated, root
growth rate was measured daily. To
measure root growth rate, the back of
the plate was scored at the position of
the root tip, once a day, including the
last day of the experiment, at which
time the plate was scanned (Fig. 39).
The time of the scoring was also
recorded for each mark. After scanning
the plate, the length of the root
between score marks was measured
(ImageJ, Schneider et al., 2012) and

Figure 39 A square petri plate showing the root
growth rate of the Ws accession of A. thaliana
at 25°C. Each horizontal mark is the result of
scoring the back of the plate to measure root
growth rate.

divided by the time interval between marking for each root. Unless otherwise stated, root
growth rate was measured in this manner for all the experiments described below.

C. Cortical cell production rate assays
When measuring cell production rate, first root growth rate was measured as described
above. After the plates were scanned for root growth rate measurements, the cell length
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for the last day of growth was
measured for each root. To do this, the
root was cut at the penultimate score
mark and the released segment (which
contains the tip and cells made during
the preceding 24 h) and was imaged
through a compound microscope with
a 20x objective lens and Nomarski
optics (Fig. 40). The lengths of 25-30
cortical cells were measured for each
root.

Figure 40 Image of the mature zone of an A.
thaliana root. A cortical cell is outlined in red.
Please note that while this image displays a
cortical cell, it was not taken with Normaski
microscopy.

Cell production rate was
calculated separately for each individual root by dividing the average cell length by the
growth rate on the last day (Rahman et al., 2007). Once this calculation was done for
each individual root, the cell production rates were then averaged together. Unless
otherwise stated, all cell production measurements were done in this manner, and were
performed on cortical cells only.
The above assay was completed for 36 different genotypes (Table 1) at 15 and
25°C. Sample size for each genotype is displayed in table 8. There were 18 genotypes of
note that were chosen for further study using Stripflow to denote the size of the growth
zone at different temperatures. All mutants used were in the Columbia background, with
the exception of phyQ and spy-8 which were in the Landsberg background. All mutants
are null mutants except 35S::PIF4, which is an overexpressor of PIF4. There are two
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entries for the phyab mutant, one which I received from Dr. Busch, phyab (B), and one
that I received from Dr. Hu, phyab (E).
Table 8 Table of all genotypes and their sample size for cell production assays.
Genotype
35S::PIF4
ahk3-3
arr12-1/1-1
axr1-12
bes1-1D
Bor-4
bzr1-1D
Columbia
cry1
cry2
Cvi-0
elf3-1
er-105
hy5
imk3-1
Koch-5
Landsberg
Mt-0

Temperature Sample
size
15°C
46
25°C
28
15°C
31
25°C
31
15°C
28
25°C
32
15°C
43
25°C
30
15°C
26
25°C
35
15°C
36
25°C
27
15°C
45
25°C
36
15°C
81
25°C
63
15°C
31
25°C
26
15°C
25
25°C
28
15°C
33
25°C
29
15°C
36
25°C
28
15°C
31
25°C
37
15°C
25
25°C
33
15°C
17
25°C
15
15°C
21
25°C
19
15°C
56
25°C
52
15°C
28
25°C
25

Genotype
phot1-5
phot1-5/2-1
phot2-1
phyab(WB)
phyab(EH)
phyQ
pif1-1
pif4
pif4/5
pif5
shy2-2
spy-3
spy-8
Tsu-0
uvr8-6
Ws
yuccaQ
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Temperature
15°C
25°C
15°C
25°C
15°C
25°C
15°C
25°C
15°C
25°C
15°C
25°C
15°C
25°C
15°C
25°C
15°C
25°C
15°C
25°C
15°C
25°C
15°C
25°C
15°C
25°C
15°C
25°C
15°C
25°C
15°C
25°C
15°C
25°C

Sample
size
31
29
51
40
19
26
19
25
18
25
32
42
22
22
26
22
23
35
22
29
25
34
25
26
36
48
26
31
18
21
31
31
48
25

D. Cell production rate in corn
The purpose of this experiment was to see if another species of plant with a different type
of root architecture would have similar or different temperature acclimated cell
production rates to A. thalianai. Corn was chosen because the root structure of corn is
different from that of A. thaliana.
Zea mays seeds of the silver queen cultivar were stored at 4℃. At first the corn
seeds were embedded into the agar, however they proved to be too large for the agar,
regardless of how thickly it was poured, and they frequently fell out and/or split the agar.
Even cutting a chunk of agar out and embedding the corn seeds in the missing piece of
agar did not prevent this from happening.
Since corn seeds have many of the
nutrients that they would need for the first
few days of growth (unlike A. thaliana
seeds), having them grow on substances
without nutrients was determined to not
be an issue. Instead of agar, wet paper
towels were then used to keep the roots
moist and reduce the probability of them
drying out (Fig. 41). A small amount of
clay attached the seed to the plate towards
the top. However, perhaps because of the
high moisture content in the plate, this was

Figure 41 A square petri plate showing the
root growth rate of the corn cultivar silver
queen at 25°C. Each horizontal mark is the
result of scoring the back of the plate to
measure root growth rate. Roots were kept in
place by placing a wet folded paper towel
over them and using the pressure to keep
them in place.
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also ineffective in keeping the seeds from falling down.
Another method we employed was to fold over a wet paper towel several times
over and use it to press the kernels in place at the top of the plate. This was in addition to
the paper towel covering one side of the roots. This proved to be effective at keeping the
seeds in place. The roots were still visible through one side, since visual of only one side
of the plate was blocked by the moist paper towel.
These corn plants were grown at 15, 25, and 30℃ in the dark for 3 days. Since
prolonged exposure to light will inhibit root growth in corn, they were exposed to very
minimal light (~3 minutes) of light everyday only in order to score the root growth.
Unlike A. thaliana corn roots ready steady state root growth early, so by day 3 they could
be measured for cell production rates. Much like A. thaliana once they were ready, the
plate with the roots was scanned and the root growth rate was measured using ImageJ,
similar to the way that root growth rate was measured for A. thaliana.
Obtaining cortical cells lengths for corn was less straightforward than getting
them for A. thaliana. While A. thaliana roots are thin and transparent, allowing for clear
imaging into the cortical cell file without extra staining or sectioning of the root, corn
roots are thick and opaque. Because of this, corn roots required a few extra steps to
visualize the cortical cell files.
Corn roots were sectioned using a vibratome and stained with propidium iodine
for easy visualization of their cortical cells. Cells within each sections were measured
using fluorescent microscopy using at 20x. However, due to the complicated nature of
this protocol, the fact that corn has different temperature curves than A. thaliana, that it
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would be difficult to keep roots in complete dark while marking their root growth rates,
thus experiments with corn were not pursued further.

E. Lateral roots
For 14 genotypes (Fig. 42) the number of lateral roots was measured at each temperature.
This was done by looking each individual root under a dissecting microscope. Each root
was followed along from the shoot down to the root tip prior to cell length measurements.
Each lateral root on the primary root was counted and the total number was recorded.
While there was some variability between genotypes, all had a greater number of lateral

Figure 42. Average number of lateral roots for 14 genotypes. Error
bars are standard error.
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roots at 25°C. Since there did not appear to be a connection between temperature
acclimated cell production rates and the number of lateral roots, I stopped collected
lateral root data for the rest of the genotypes measured.

F. On vs. in the agar
Yang et al. (2017) who demonstrated temperature acclimated cell production rate, had
sown seeds in the agar, rather than on top of it. However, in my experiments I sowed
seeds on top of the agar. To determine if this had a significant impact on my results, I
measure root growth rate and cell production rates for Columbia with seeds sown both in
and on the agar concurrently. This was done at both 15 and 25°C.
To sow seeds inside the agar, the pipet tip was gently inserted into the agar and
seeds were deposited. According to these results, the root growth and cell production
rates were reduced for seeds grown in the agar when compared to those grown on the
agar. However, the trends between the temperatures were similar between seeds sown in
and on the agar, that is genotypes that displayed temperature acclimation responses did so
both in and on top of the agar and those that did not display temperature acclimation
responses did so both in and on top of the agar. Since the trends remained the same
between them, moving forward only plants growing on top of the agar were used for all
experiments described in chapters 2-5.
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G. Agravitropic mutants
There were several mutants of interest that displayed agravitropic phenotypes. However,
their agravitropism made measuring their root growth and cell production rates with our
current protocol impossible. Therefore, several different methods were employed in an
effort to “trick” the roots of these genotypes into growing down. One agravitropic mutant
was used for all trials, axr1-3 and all trials were done at 25℃ only, since root growth rate
was faster at that temperature.
For the first trail, thin little “tracks” of approximately 5 mm in diameter were
created by embedding sterilized plastic in the media. The plastic was raised beyond the
surface of the media. The thinking behind this was to create little tracks to try to guide the
root in a generally downwards direction. Once the root hit the plastic, it would change
direction, hopefully downwards. This proved to be ineffective.
For the second trial, thin little “tracks” of approximately 3 mm were carved out of
the agar using a sterilized razor blade. The seeds were then placed at the top of this track.
Since the track was so thin, and there was nothing but air on either side the thinking was
that the root would grow away from the areas without water on either side of the track
(since it was still hydrotropic) and thus grow in a general downward trajectory. This
proved to be ineffective.
For the third trial, the plate was first sectioned off with thin sterilized plastic
dividers and medium with different concentrations of nitrogen was poured in the areas.
Once the medium had solidified these plastic dividers were carefully removed. The
medium poured where the seeds were sown had no nitrogen. Nitrogen was present in the
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medium ~ 2mm below where seeds were sown. The thinking was that even if the roots
were agravitropic, they would still seek out nutrients that they were lacking, aka the
nitrogen. This proved to be ineffective.
For the fourth trial, the plate was sectioned off with plastic dividers and medium
with different concentrations of Hoagland’s solution was poured into the different areas.
In the area where seeds were sown was 1/4th strength Hoagland’s medium, ~2 mm below
that had 1/2th strength Hoagland’s medium, and ~2 mm below that was normal
Hoagland’s. The thinking behind this was similar to the nitrogen trial-reduce the amount
of nutrients that the root had access to in the hopes it would grow downwards in search of
nutrients. This proved to be ineffective.
For the fifth and final trial, the plate was sectioned off with plastic dividers and
medium with different concentrations of the Hoagland’s solution was poured. In the area
where seeds were sown was just water agar with 1% sucrose. The area ~1.5 mm below
that had 1/4th strength Hoagland’s medium, ~2mm below that had 1/2th strength
Hoagland’s medium, and ~2 mm below that and for the rest of the plate had the normal
concentration of Hoagland’s medium. The thinking behind this was similar to the
previous trial, except more extreme. This also proved to be ineffective. Based on these
experiments it was apparent that measuring these agravitropic mutants would require a
different, more time-consuming protocol. I did not pursue this further.
Future directions could include developing new methods to measure agravtopic
mutants. Something could include using a camera to take pictures of the plate at specific
intervals and using that to determine the root growth rate and where to cut for cell length
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measurements can be estimated from looking at the pictures. Or the score marks could be
only for the last day of growth to determine where to cut.

H. Epidermal cell production
Previously, only cortical cells had been measured since they are easier to visualize than
endodermal and epidermal cells. It is also largely assumed in the literature that all cell
types have the same growth zone lengths and divide at the same rate. To see whether this
was the case for temperature acclimated cell production rate, I did cell production rate
assays on Columbia and Landsberg for epidermal cell production rates in addition to
cortical cell production rates.
The protocol was the same as described for measuring for only cortical cell
production rate, except epidermal cells were measured in addition to cortical cells. Both
types of epidermal cells were measured, trichoblasts, which form root hairs, and
atrichoblasts, which do not form root hairs. These epidermal cell types have different
lengths and thus had to be measured separately. All cell length measurements for these
roots (cortical, trichoblasts, and atrichoblasts) were measured on the same day.

I. The search for steady state at 15℃
While roots grown at 25℃ reached steady state after 7 days, roots grown at 15℃ did not
reach steady state after 14 days (the equivalent thermal time). To determine if they would
reach steady state if grown for longer, I grew Columbia at 15℃ as described previously,
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except instead of measuring root growth rate through day 14, I measured it though day
21. However, even after growing for 21 days, roots did not reach steady state growth.
Some literature suggested that nitrogen concentration could impact a root’s ability
to reach a steady state of growth. To determine whether manipulating the concentration
of nitrogen in the medium could bring on steady state growth, modifications were made
to the medium. All other growth conditions and the method of measuring root growth rate
were the same as previously described. In parallel experiments, the amount of calcium in
the medium was modified. The concentration of the entire Hoagland’s solution was also
altered to a quarter strength, half strength, and double strength. This was all done on only
the Columbia accession at 15℃. Since none of these experiments brought about steadystate growth, no changes were made to the media in future experiments.
To determine if the lack of steady-state at 15°C would be an issue with
measuring growth zone lengths at the equivalent, I measured the size of the growth zone
on days 7, 12, 14, and 16. A minimum of 10 roots were used for each day. Images were
taken as described in the previous section, and Stripflow and curve fitting were
performed as described previously. There was little difference in the results between days
12, 14, and 16, thus measurements continued at day 14 for the roots.

J. Diurnal experiments
All genotypes were grown and measured under continuous light, however several
mutants are involved with light-sensing, circadian rhythm, or both. Since these mutants
are so involved with these processes, the presence of continuous light could interfere with
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the results that we observed. Therefore, several mutants (pif5, pif4, er-105, and phyQ) as
well as Columbia and Landsberg were grown under short day (8 hrs) conditions at both
15 and 25℃. The cry1, cry2, phot1-5/2-1, phot1-5, phot2-1, hy5, etc. mutants were not
measured under these conditions despite being involved with light-sensing and/or
circadian rhythm because their cell production assays occurred after this experiment.
Root growth rate was
measured for each day and
night cycle separately. Roots
were scored twice per day,
once at the beginning of the
day cycle and once at the end
of the day cycle (Fig. 43). This
was done to measure root
growth rate separately for day
and night, while still being on
the same roots. Cell length
measurements were also taken
separately for day and night,
but were measured on the
same day. Cell production rate
was calculated separately for

Figure 43 An image of a plate of Columbia filled with
plants grown under diurnal conditions. Root growth
was scored at the beginning and ending of each day to
record root growth rate at night vs. day. The red
square indicates root growth that occurring during the
day, the blue square indicates root growth that
occurred at night. The squares also indicate which
parts of the root that were used to measure cell
production rate for day vs. night. Cell production rate
and root growth rates were calculated for day and
night separately.

day vs. night as well as averaged together to get an overall cell production rate. While
there was a decrease in overall root growth and cell production rates, there was no
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difference in the trends between temperatures at day or night or when both were averaged
together. Thus, continuous light was continued to be used in experiments.

K. 0% sucrose experiments
The presence of extraneous sucrose could potentially impact root growth and could
influence the results we obtained for cell production rates. The temperature acclimated
cell production rate, or lack thereof, could potentially be because of this extra sucrose. To
determine if this was the case, Columbia, Landsberg, ahk3-3, and pif5 were measured
using 0% sucrose Hoagland’s solution. Columbia displays temperature acclimated cell
production rates, while Landsberg lacks it, there was one representative for each
response. Both ahk3-3 and pif5 have been previously shown to be sucrose sensitive
(Franco-Zorrilla et al., 2005), which is why they were chosen.
Root growth rate and cell production rate were measured and calculated as usual.
Since trends observed with 1% sucrose were similar to those observed with 0% sucrose,
we continued to use 1% sucrose in the media moving forward. Seeds grown with 1%
sucrose showed more uniform germination and growth, and past experiments were
conducted with 1% sucrose which were our main reasons for continuing with this
practice. Past experiments using 1% sucrose in the media were not repeated with 0%
sucrose.
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L. Measuring growth zones at 15 and 25℃
Plants were grown at 15 and 25℃ as described previously. On days 14 and 7 respectively
they were imaged.. The microscope was modified to be laying on its side to ensure that
the responses observed were not due to gravitropic responses of the root.. Roots were
imaged with 4x on this microscope using a custom script on ImageJ micromanager. Four
sets of images were taken for each root and each set of images were taken spaced 60
seconds apart. For roots with a longer root growth zone an additional set of images was
taken to obtain the end of the elongation zone. Profiles for these individual roots were
later merged together.
Plates were transported to the microscope room in an extruded polystyrene foam
container with an aluminum plate that had acclimated to the temperature in the growth
chamber for at least 24 hours before measurements were taken. The microscope room
itself was set to either 25 or 18℃, depending on root from which temperature were being
measured. 15℃ was not able to be reached in the microscope room, thus the lowest
temperature it could go, 18℃, was used. Plates were in the microscopy room for no more
than 10 minutes before being transported back to the growth chamber.
To evaluate the temperature changes that the roots experienced while they were
being measured, I set up a thermocouple to be lying flat on the agar of a plate, like how a
root would be during an experiment. It was placed into the growth chamber for at least 24
hours to acclimate, before being transported to the microscope room as though it was a
root for measuring. I recorded the temperature of the thermocouple every 30 seconds for
30 minutes at each temperature. This was also done for a thermocouple in the agar as
well since Yang et al. (2017) measured roots that were embedded in the agar. This was
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done separately for both 15 and 25℃. The temperature did not change by over 15°C for
either temperature, in vs. on the agar, over the course of 10 minutes. I judged that the
temperature that the roots experienced during measuring was sufficiently stable provided
that imaging was kept to less than 10 min.
Four sets of images were obtained for each individual root. For each genotype, at
least 10 individuals were imaged. To obtain the spatial profile of velocity, Stripflow was
used, a software previously described (Yang et al., 2017; Baskin and Zelinsky, 2019).
Briefly, the program uses a pair of images and finds the velocity parallel to the root’s
midline at each point of that midline. Here, I obtained velocity profiles from images
separated by 60 sec and averaged four profiles to reduce noise. Velocity profiles were
fitted to a modified logistic function that has parameters identifying the length of the
elongation zone and the relative elongation rate within that zone (Peters and Baskin,
2006). This was done for 18 different genotypes (table 6).
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CHAPTER VII
MAJOR CONCLUSIONS
There are several modules that are heavily involved with temperature responses and/or
sensing in the shoot that display little or no response in the root (i.e. phytochromes and
PIF4). This implies that the shoot and the root have at least partially distinct pathways by
which they respond to and sense temperature. There were also several mutants that have
been implicated in temperature responses within the shoot, who also had distinct
responses in the root (i.e. ahk3, arr12/1). This implies that while there seem to be some
distinct pathways, there are also some that are similar, however the main ways in which
they sense and respond to temperature is different. The erecta kinase also appears to be
involved in temperature responses in the root.
The length of the meristem also did not appear to be associated with cell
production rates. This is useful information for future root growth rate studies, since
sometimes the size of the meristem is equated with productivity. However, it appears that
the length of the meristem had little to no bearing on the total cell production rate of that
meristem. PIF5, SPY and ERECTA could be involved with root meristem size regulation
under different temperature, since pif5 and spy-8 were the only genotypes with similarly
sized meristems under both temperatures. If SPY is involved, it is likely involved with
ERECTA, since the spy-3 mutant in the Columbia background had a larger meristem at
15 than 25°C.
Temperature acclimated growth zone length and cell production rates are
independent of each other. This lends more support to cell-non-autonomous theories
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behind the boundaries between the different growth zones within the root. This also
implies that temperature is impacting two separate processes, something that can be
further explored in future studies. Also, the elemental elongation rates between
temperatures for all mutants are conserved. This implies a robust system that is not easily
perturbed by mutations that have otherwise obvious, or not so obvious, phenotypes.
There were several mutants that were particularly sensitive to colder temperatures
(pif5, hy5, shy2, and the spy mutants), implying a decreased tolerance to colder
temperatures. This could mean that these genes are involved in cold tolerance responses
and are required for the plant to withstand colder temperatures.
While there was a positive correlation between cell production rate and root
growth length, there also appeared to be a ‘max’ root growth rate of sorts. That, even in
genotypes with massive cell production rates, they had similar root growth rates as those
with smaller cell production rates (Fig. 15). This implies that root growth rates is not
infinite and there are limitations on root growth rate in place that are not entirely
governed by the root’s cell production rate.
Cell division is not as costly as we thought, implying that energetics do not
underlie the acclimatizing cell production. Elongation appears to be more costly, since
the steady-state Q10 value for oxygen uptake in the elongation zone tends to be around
three, implying a higher than average cost for this zone and little evidence for thermal
acclimation. However, rather than the process of elongation, the cost might be incurred
by the requirements of supporting a large cell size, and if so, then the boundary between
elongation and mature zones would have little energetic consequence.
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