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Abstract 
Coherent,  large-­‐‑scale  shapes  and  patterns  are  evident  in  many  landscapes,  and  
evolve  according  to  climate  and  hydrological  forces.  For  large-­‐‑scale,  sandy  coastlines,  
these  shapes  depend  on  wave  climate  forcing.  The  wave  climate  is  influenced  by  storm  
patterns,  which  are  expected  to  change  with  the  warming  climate,  and  the  associated  
changes  in  coastline  shape  are  likely  to  increase  rates  of  shoreline  change  in  many  
places.  Humans  have  historically  responded  to  coastline  change  by  manipulating  
various  coastal  processes,  consequently  affecting  long-­‐‑term,  large-­‐‑scale  coastline  shape  
change.  Especially  in  the  context  of  changing  climate  forcing  and  increasing  human  
presence  on  the  coast,  the  interaction  between  the  human  and  climate-­‐‑driven  
components  of  large-­‐‑scale  coastline  evolution  are  becoming  increasingly  intertwined.    
This  dissertation  explores  how  climate  shapes  coastlines,  and  how  the  effects  of  
humans  altering  the  landscape  interact  with  the  effects  of  a  changing  climate.  Because  
the  coastline  is  a  spatially  extended,  nonlinear  system,  I  use  a  simple  numerical  
modeling  approach  to  gain  basic  theoretical  understanding  of  its  dynamics,  
incorporating  simplified  representations  of  the  human  components  of  coastline  change  
in  a  previously  developed  model  for  the  physical  system.    
Chapter  1  addresses  how  local  shoreline  stabilization  affects  the  large  scale  
morphology  of  a  cuspate-­‐‑cape  type  of  coastline,  and  associated  large-­‐‑scale  patterns  of  
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shoreline  change,  in  the  context  of  changing  wave  climate,  comparing  two  
fundamentally  different  approaches  to  shoreline  stabilization:    beach  nourishment  (in  
which  sediment  is  added  to  a  coastline  at  a  long-­‐‑term  rate  that  counteracts  the  
background  erosion),  and  hard  structures  (including  seawalls  and  groynes).  The  results  
show  that  although  both  approaches  have  surprisingly  long-­‐‑range  effects  with  spatially  
heterogeneous  distributions,  the  pattern  of  shoreline  changes  attributable  to  a  single  
local  stabilization  effort  contrast  greatly,  with  nourishment  producing  less  erosion  when  
the  stabilization-­‐‑related  shoreline  change  is  summed  alongshore.    
Chapter  2  presents  new  basic  understanding  of  the  dynamics  that  produce  a  
contrasting  coastline  type:  convex  headland-­‐‑spit  systems.  Results  show  that  the  coastline  
shapes  and  spatially-­‐‑uniform  erosion  rates  emerge  from  two  way  influences  between  the  
headland  and  spit  components,  and  how  these  interactions  are  mediated  by  wave  
climate,  and  the  alongshore  scale  of  the  system.  Chapter  2  also  shows  that  one  type  of  
wave-­‐‑climate  change  (altering  the  proportion  of  ‘high-­‐‑angle’  waves)  leads  to  changes  in  
coastline  shape,  while  another  type  (altering  wave-­‐‑climate  asymmetry)  tends  to  reorient  
a  coastline  while  preserving  its  shape.    
Chapter  3  builds  on  chapter  2,  by  adding  the  effects  of  human  shoreline  
stabilization  along  such  a  convex  coastline.  Results  show  that  in  the  context  of  increasing  
costs  for  stabilization,  abandonment  of  shoreline  stabilization  at  one  location  triggers  a  
cascade  of  abandonments  and  associated  coastline-­‐‑shape  changes,  and  that  both  the  
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qualitative  spatial  patterns  and  alongshore  speed  of  the  propagating  cascades  depends  
on  the  relationship  between  patterns  of  economic  heterogeneity  and  the  asymmetry  of  
the  wave-­‐‑climate  change—although  alterations  to  the  proportion  of  high-­‐‑angle  waves  in  
the  climate  only  affects  the  time  scales  for  coupled  morphologic/economic  cascades.    
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1. Long-term, non-local coastline responses to local 
shoreline stabilization  
This  chapter  originally  appeared  as  “Ells,  K.,  and  A.  B.  Murray  (2012),  Long-­‐‑
term,  non-­‐‑local  coastline  responses  to  local  shoreline  stabilization,  Geophys.  Res.  Lett.,  39,  
L19401,  doi:10.1029/2012GL052627.”  Reproduced  by  permission  of  the  American  
Geophysical  Union.  
1.1 Introduction  
Local  shoreline  change  rates  are  frequently  manipulated  through  various  forms  
of  shoreline  stabilization  to  protect  property  and  infrastructure  from  the  threat  of  
erosion.    The  short  term  (years  to  decades)  and  local  (kms)  effects  of  various  types  of  
shoreline  stabilization  have  attracted  considerable  study.  Typical  analyses  of  beach  
nourishment  (the  emplacement  of  sand  from  a  non-­‐‑local  source  on  an  eroding  beach)  
focus  on  the  transient  effects  of  single  perturbations  to  an  equilibrium  shoreface  profile  
or  the  diffusion  of  plan-­‐‑view  shoreline  shape  that  results  from  alongshore  redistribution  
of  sand  by  waves  approaching  either  normal  or  at  slightly  oblique  angles  to  the  local  
shoreline  orientation  [Dean,  2002;  Dean  and  Yoo,  1992].  In  contrast  to  beach  
nourishment,  hard  structures  are  often  built  to  maintain  a  desired  beach  width  or  fix  the  
position  of  the  shoreline  without  adding  sediment  nearshore.  Shore-­‐‑perpendicular  
structures  such  as  groynes  and  jetties  act  as  artificial  littoral  boundaries,  trapping  sand  
on  their  updrift  side  with  consequent  erosion  in  their  lee,  leading  to  the  construction  of  
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“groyne  fields”  that  often  extend  several  kilometers  alongshore  (e.g.  Westhampton  
Beach,  New  York,  [Nersesian  et  al.,  1992]).  Kraus  and  McDougal  [1996]  reviewed  the  
effects  of  shore-­‐‑parallel  structures  (e.g.  seawalls  and  revetments),  noting  that  transient  
erosional  effects  in  their  vicinity  may  be  more  likely  to  result  from  gradients  in  
alongshore  sediment  flux  than  from  wave  reflection  or  long-­‐‑term  profile  changes.  Basco  
[2006]  reinforced  this  conclusion,  indicating  that  the  effects  of  seawalls  on  adjacent  
shorelines  are  most  likely  analogous  to  groynes  or  headland/bay  systems.  
Exploring  the  possibility  for  local  shoreline  stabilization  to  alter  patterns  of  
coastline  evolution  far  beyond  the  relatively  local  vicinity  of  individual  engineering  
projects  has  only  recently  been  considered  [Slott  et  al.,  2010;  van  den  Berg,  2011],  in  light  
of  recent  insight  into  the  instability  in  plan-­‐‑view  shoreline  shape  resulting  from  highly  
oblique  offshore  wave  incidence  [Ashton  et  al.,  2001;  Ashton  and  Murray,  2006a,  2006b;  
Falques  and  Calvete,  2005;  van  den  Berg,  2012].  Previous  numerical  modeling  studies  
showed  that  large-­‐‑scale  (10-­‐‑100  km)  shoreline  shapes  (e.g.  sand  waves,  cuspate  capes)  
can  self-­‐‑organize  on  decadal  to  millennial  time  scales  when  the  offshore  wave  climate  
(distribution  of  wave-­‐‑approach  angles  before  refracting  and  shoaling  over  nearshore  
bathymetry)  is  dominated  by  waves  approaching  at  angles  greater  than  ~45°  with  
respect  to  the  general  shoreline  orientation  [Ashton  et  al.,  2001;  Ashton  and  Murray,  
2006a,  2006b].  Subsequent  work,  starting  with  a  complex  large-­‐‑scale  coastline  shape  
similar  to  the  North  and  South  Carolina  capes,  USA  (figure  1a),  showed  that  even  slight  
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shifts  in  offshore  wave  energy  distribution  (as  may  be  expected  from  global  warming  
related  changes  in  storm  patterns  [Knutson  et  al.,  2010])  can  induce  rapid  coastline  shape  
change  (figure  1  c  and  e)  and  accelerated  erosion,  especially  near  the  seaward  extended  
capes  (figure  1  d  and  f)  [Slott  et  al.,  2006].  Extending  this  analysis,  Slott  et  al.,  [2010]  
included  beach  nourishment  at  different  locations  along  the  simulated  cuspate-­‐‑cape  
system.  They  found  that  effectively  fixing  the  position  of  a  local  stretch  of  shoreline  in  
the  long  term  could  alter  rates  of  change  on  spatial  scales  commensurate  with  the  scale  
of  the  coastline  pattern  (up  to  100  km,  in  the  case-­‐‑study  cuspate  coastline),  and  that  these  
effects  can  be  intensified  by  a  shifting  wave  climate.  In  long-­‐‑term  numerical  experiments  
(decades  to  centuries),  the  long-­‐‑range  effects  of  local  stabilization  propagate  both  
progressively  alongshore  and  through  a  non-­‐‑local  mechanism,  wave  shadowing,  where  
large  seaward  promontories  (e.g.  capes)  reduce  the  wave  energy  reaching  distant  
shorelines.    
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Figure  1:  (a)  Example  cuspate-­‐‑cape  coastline  (North  and  South  Carolina,  USA)  
showing  10  m  bathymetric  contours  with  offshore  boundary  represented  in  the  model  
in  red,  and  the  location  of  WIS  station  509.  (b)  Inset  rotated  to  show  the  orientation  of  
the  model  domain.  Modeled  capes  without  stabilization  for  the  same  wave  climate  (c,  
d)  and  a  10%  increase  in  waves  from  the  left  (e,  f).  Initial  (black)  and  final  (red)  
coastline  positions  (c,  e),  with  related  shoreline  change  in  meters  (d,  f).  The  high  
variance  around  ~320  km,  ~390  km,  and  ~455  km  in  (f)  arise  from  a  model  
discretization  artifact  (Supplemental  Material).  (Photos  from  Google  Earth™,  14  June  
2012.  Bathymetry  data  from  http://www.ngdc.noaa.gov/mgg/geodas/geodas.html.)  
  
As  the  concentration  of  human  population  in  coastal  zones  increases  [Small  and  
Nichols,  2003],  the  prevalence  of  shoreline  stabilization  is  not  likely  to  abate,  and  the  
long-­‐‑term  sustainability  of  beach  nourishment  has  come  into  question  when  considering  
feedbacks  between  coastline  morphodynamics  and  economic  decisions  for  stabilization  
driven  by  coastline  change  [McNamara  et  al.,  2011].  If  the  paradigm  of  shoreline  
stabilization  were  to  shift  from  beach  nourishment  to  hard  structures  (e.g.  due  to  
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increased  costs  or  depletion  of  the  sand  resource  [McNamara  et  al.,  2011])  the  human  
influences  on  coastline  change  will  be  quite  different.    
In  this  work  we  use  a  numerical  model  to  compare  the  way  a  cuspate-­‐‑cape  
coastline  similar  to  the  Carolina  capes  responds  to  sustained  hard-­‐‑structured  
stabilization  and  beach  nourishment  in  the  context  of  a  wave-­‐‑climate  shift  based  on  
observations  of  increased  influence  from  hurricane  generated  waves  [Komar  and  Allan,  
2008].  We  present  results  for  three  model  scenarios:  one  involving  localized  hard  
structures,  one  involving  localized  beach  nourishment,  and  a  control  run  representing  
no  stabilization.  Although  the  unique  morphology  and  long  history  of  stabilization  on  
the  Carolina  capes  [Pilkey  et  al.,  1998;  Valverde  et  al.,  1999]  provides  an  illustrative  case  
study,  our  intent  is  not  to  simulate  or  make  quantitative  predictions  of  the  details  of  a  
particular  coastline,  but  rather  to  gain  insight  into  general  behaviors  that  may  apply  on  
large-­‐‑scale,  complex-­‐‑shaped  coastlines  where  human  forcing  is  present.  To  our  
knowledge  this  is  the  first  study  to  address  the  effects  of  hard  structures  on  these  spatial  
and  temporal  scales,  especially  in  the  context  of  complex  coastline  shapes  where  the  
non-­‐‑local  effect  of  wave  shadowing  is  a  relevant  physical  mechanism.    
1.2 Methods 
1.2.1 Numerical Model 
We  use  a  numerical  model  that  is  described  in  detail  by  Ashton  and  Murray,  
[2006a].  The  model  is  based  on  the  assumption  that  on  large  spatial  and  temporal  scales  
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changes  in  the  cross-­‐‑shore  position  η  of  a  sandy  shoreline  are  driven  by  gradients  in  
wave-­‐‑driven  alongshore  sediment  flux  Qs,  and  that  erosion  and  accretion  extends  to  a  
depth  D,  where  the  offshore  extent  of  the  equilibrium  shoreface  profile  intersects  with  
the  continental  shelf.  Assuming  no  sediment  losses  or  gains  this  can  be  cast  in  a  
continuity  equation,  
  
∂η x, t( )
∂t = −
1
D
∂Qs x, t( )
∂x ,  
(1)  
where  x  is  alongshore  distance.  Alongshore  sediment  flux  is  calculated  with  a  common  
formula  [Komar,  1971]  that  relates  breaking  wave  height  Hb  to  breaking  wave-­‐‑crest  
angle  φb  and  local  shoreline  orientation  θ  (with  respect  to  the  general  shoreline  trend),  
   Qs = KHb5 2 sin ϕb −θ( )cos ϕb −θ( ) ,   (2)  
where  K  is  an  empirical  constant  that  requires  calibration  to  field  measurements.  Here  
we  set  K  =  0.4  m1/2s-­‐‑1  based  on  previous  model  calibration  with  fifty  years  of  observed  
shoreline  change  along  the  Outer  Banks  of  North  Carolina  [Slott  et  al.,  2006;  Slott  et  al.,  
2010].  (Historical  shoreline  change  rates  can  be  found  at  
http://dcm2.enr.state.nc.us/index.htm,  NC50  hereafter.)  The  model  domain  is  discretized  
into  a  global  two-­‐‑dimensional  grid  of  cells  with  1  km  x  1  km  resolution.  Here  we  set  D  
equal  to  10  m,  approximating  observed  conditions  off  of  the  Carolina  coast  (figure  1a).  
Wave  inputs—alongshore-­‐‑uniform  height  and  angle  relative  to  the  global  coordinate  
system—are  best  interpreted  as  representing  wave  conditions  at  the  seaward  extent  of  
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approximately  shore-­‐‑parallel  contours  (i.e.  the  base  of  the  shoreface).  For  each  shoreline  
cell,  the  input  wave  is  iteratively  shoaled  and  refracted  over  contours  assumed  to  
parallel  the  local  shoreline  (no  spatially  explicit  wave  propagation  is  involved),  until  the  
height/depth  ratio  reaches  a  value  deemed  to  cause  depth-­‐‑limited  breaking.  The  
shoreline  then  evolves  according  to  (1)  and  (2).  Wave  shadowing  occurs  when  
protruding  shoreline  features  block  waves  from  reaching  adjacent  shorelines.  Whenever  
a  shoreline  is  in  a  shadowed  region  for  the  current  incident  wave  angle  sediment  flux  is  
set  equal  to  zero.  
1.2.2 Wave Climates 
For  each  daily  model  iteration,  a  new  input  wave  is  chosen  randomly  from  a  
probability  distribution  of  wave  approach  angles  described  by  two  parameters:  A  is  the  
proportion  of  left-­‐‑approaching  waves  (looking  offshore,  relative  to  the  global  coordinate  
system),  and  U  is  the  proportion  of  waves  approaching  from  high  angles  (>  45°).  Wave  
climates  dominated  by  high  angle  waves  (i.e.  U  >  0.5)  tend  to  cause  undulations  in  the  
shoreline  to  grow  [Ashton  et  al.,  2001],  while  predominantly  low  angle  wave  climates  
smooth  plan  view  shoreline  shapes.    
We  use  values  for  U  and  A  based  loosely  on  the  recent  wave  climate  along  the  
Carolina  coast,  determined  from  20  years  of  wave  data  from  Wave  Information  Study  
hindcast  station  509,  located  off  of  Cape  Fear  (figure  1a;  hindcast  data  can  be  retrieved  at  
http://wis.usace.army.mil/,  hereafter  WIS).  These  wave  data  represent  conditions  in  
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water  depths  considerably  greater  than  the  base  of  the  shoreface,  which  would  be  a  
source  of  inaccuracy  if  we  intended  to  reproduce  the  evolution  of  the  actual  Carolina  
coastline.  Our  intent,  however,  is  merely  to  generate  a  model  coastline  that  shares  some  
of  the  main  characteristics  of  the  prototype.  We  hold  offshore  significant  wave  height  H0  
=  1.7  m,  based  on  the  effective  average  wave  height  
H012/5
5/12
  [Ashton  and  Murray,  
2006b]  from  the  WIS  data.  Calculating  the  relative  influences  on  alongshore  transport  
from  the  different  wave-­‐‑approach  directions  (discretized  into  four  bins  in  this  case)  
[Ashton  and  Murray,  2006b]  yields  wave  climate  parameters  A  =  0.55  and  U  =  0.60  for  
recent  conditions  off  the  Carolina  coast  [Slott  et  al.,  2006].  
Recent  work  documented  an  approximate  0.054  m/y  increase  in  hurricane-­‐‑season  
related  offshore  significant  wave  heights  at  NOAA  buoy  41002  [Komar  and  Allan,  2008].  
McNamara  et  al.,  [2011]  applied  this  linear  increase  to  wave  heights  in  the  WIS  509  
record,  finding  that  hurricane-­‐‑related  waves  approached  dominantly  from  the  east  and  
northeast  (from  the  left,  looking  offshore  as  in  figure  1b).  We  simplify  this  wave  climate  
shift  by  adjusting  the  asymmetry  parameter  by  10%,  so  that  A  =  0.65  and  U  =  0.60.  This  
magnitude  of  wave-­‐‑climate  shift  simplifies  comparison  with  the  results  of  Slott  et  al.,  
[2010],  although  we  note  that  they  interpreted  this  parameter  change  as  a  scenario  of  
increasing  influence  from  extra-­‐‑tropical  storms.  However,  this  wave  climate  shift  is  not  
intended  to  be  a  robust  prediction  of  future  storm  behaviors,  but  rather  one  possible  
scenario.  In  addition,  for  simplicity  we  model  an  instantaneous  shift  in  wave  climate,  
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and  hold  the  offshore  wave  height  H0  =  1.7  m.  This  approach  implicitly  averages  over  
seasonal  shifts  in  wave  climate  parameters  in  order  to  explore  the  coastline  response  to  
changes  in  the  longer-­‐‑term  wave  climate.  
1.2.3 Shoreline Stabilization 
To  represent  the  long-­‐‑term  effects  of  nourishment,  select  shoreline  cells  are  
designated  as  nourishing  coastal  communities.  In  a  given  time  step,  if  a  divergence  of  
alongshore  sediment  flux  causes  one  of  these  locations  to  erode  past  its  initial  position,  
sand  is  added  at  a  rate  that  will  counteract  the  flux  divergence.  We  assume  that  
nourishment  sand  is  retrieved  from  outside  of  the  modeled  nearshore  system,  and  
timescales  of  intermittent  shoreface-­‐‑adjustment  processes  (months  to  years)  [List  and  
Farris,  1999]  are  ignored  because  of  our  focus  on  the  longer  timescales  of  decades  to  
centuries.  We  also  do  not  consider  economic  factors  affecting  communities’  decisions  to  
nourish  their  beach,  including  optimal  nourishment  intervals  based  on  cost-­‐‑benefit  
analyses  [Smith  et  al.,  2009]  or  the  scarcity  of  the  nourishment  sand  resource  [McNamara  
et  al.,  2011].  
Hard  structures  are  represented  by  holding  a  designated  section  of  the  initial  
shoreline  fixed  throughout  the  model  run  (no  erosion  landward  of  the  initial  position  is  
allowed)  with  no  addition  of  sand.  Accretion  can  occur  in  front  of  a  hard  structure  if  
sediment  flux  converges  there,  and  each  landward  cell  behind  the  stabilized  shoreline  
cell  is  also  held  fixed,  so  adjacent  shorelines  may  not  erode  into  areas  landward  of  the  
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structure.  We  neglect  the  relatively  small  scale  effects  that  hard  structures  have  on  
nearshore  sediment  transport  processes,  such  as  scour  or  wave  reflection  at  a  seawall  
[Kraus  and  McDougal,  1996].  
1.3 Results 
1.3.1 Initial cuspate-cape coastline and responses to changing wave 
climate 
In  the  following  experiments  we  use  an  initial  model  coastline  that  was  
generated  by  subjecting  a  straight  coastline  with  random  cross-­‐‑shore  perturbations  to  
the  WIS  based  wave  climate  (A  =  0.55,  U  =  0.60)  until  capes  with  an  alongshore  scale  of  
approximately  100  km  evolve.  These  capes  exhibit  cross-­‐‑shore  shore  amplitudes  and  
aspect  ratios  similar  to  the  Carolina  capes  (figure  2a).  When  the  initial  cape  coastline  is  
forced  with  200  simulated  years  of  the  same  wave  climate,  with  no  influence  from  
stabilization,  the  capes  maintain  their  general  shape  (figure  1c),  with  patterns  of  erosion  
updrift  of  the  cape  tip  (~1  m/y)  and  accretion  downdrift  (~1.2  m/y).  Increasing  A,  the  
coastline  adjusts  by  attaining  a  less  symmetrical  shape  (figure  1e),  accompanied  by  shifts  
in  the  distribution  and  magnitude  of  erosion  (~2.3  m/y)  and  accretion  (~6.3  m/y)  [Slott  et  
al.,  2006].  
1.3.2 Coastline responses to stabilization and increased asymmetry  
Slott  et  al.,  [2010]  conducted  a  series  of  six  independent  model  experiments,  each  
with  nourishment  added  to  a  different  10  km  section  of  a  single  cape  that  were  then  
compared  to  a  control  run  with  no  stabilization.  With  increased  wave  climate  
     11  
asymmetry  the  long-­‐‑term  human  signal  in  shoreline  change  was  most  pronounced  when  
nourishment  was  added  to  the  updrift  flank  of  the  cape’s  seaward  extent.  This  
stabilization-­‐‑induced  shoreline  perturbation  (the  difference  between  the  final  shoreline  
positions  in  the  stabilized  and  non-­‐‑stabilized  model  runs,  η’  =  ηhuman  –  ηnatural)  is  
reproduced  in  figure  2b  (blue  line)  and  compared  to  the  case  of  hard  structured  
stabilization  (red  line),  where  the  initial  model  coastline  is  shown  in  figure  2a  for  
reference.  Positive  and  negative  perturbations  represent  sections  of  coastline  with  final  
positions  more  seaward  or  more  landward  than  in  the  control  run,  respectively.  In  this  
experiment  we  used  a  wave  climate  representing  an  increase  in  storm  generated  wave  
influences  (A  =  0.65),  again  for  200  simulated  years  (experiments  without  a  wave  climate    
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Figure  2:  Initial  model  coastline  (a),  cross-­‐‑shore  perturbations  η’  (b),  and  gradients  in  
the  flux  perturbation  
∂Q 'net
∂x   (c),  for  nourishment  (blue)  and  hard  structures  (red),  
showing  the  effect  of  stabilization  on  the  evolution  of  shoreline  positions  by  altering  
gradients  in  alongshore  sediment  flux.  Flux  perturbations  Q’net  (d)  and  perturbations  
to  the  extent  of  wave  shadowing  Q’shad  (e)  show  that  non-­‐‑local  flux  perturbations  tend  
to  result  from  wave  shadowing,  while  flux  perturbations  closer  to  stabilization  are  
attributed  to  changing  shoreline  orientations.  
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shift  show  the  same  qualitative  behavior  but  with  lower  magnitude,  similar  to  the  
findings  of  Slott  et  al.,  [2010]).  
Within  roughly  20  km  for  both  forms  of  stabilization  shoreline  perturbations  
show  similar  trends;  erosion  was  prevented  updrift  (η’  >  0)  and  accretion  was  prevented  
downdrift  (η’  <  0).  However,  their  relative  magnitudes  differ,  with  the  hard  structure  
less  positive  than  nourishment  updrift  and  more  negative  downdrift.  Within  the  
stabilized  section  (vertical  dashed  lines)  the  perturbation  is  positive  everywhere  for  
nourishment  but  crosses  from  positive  to  negative  for  the  hard  structure.  This  occurs  
because  nourishment  maintains  a  saturated  (transport-­‐‑limited)  sediment  flux  locally  
(flux  is  not  limited  by  sediment  availability),  while  the  hard  structure  limits  flux,  which  
prevents  some  accretion  (flux  convergence)  near  the  downdrift  extent  of  this  section.  
(This  effect  is  represented  explicitly  in  similar  experiments  on  an  initially  straight  
coastline;  see  Supplementary  Material.)  
Further  downdrift,  nourishment  induced  a  slightly  positive  perturbation  within  
the  bay,  followed  by  a  small  negative  perturbation  to  the  downdrift  cape  tip.  The  
negative  perturbation  adjacent  to  stabilization  extends  farther  for  the  hard-­‐‑structure,  
followed  by  a  sharper  increase  to  a  positive  perturbation  that  extends  as  far  as  the  
downdrift  cape  tip,  where  the  nourishment  perturbation  was  negative.    
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Figure  3  compares  the  final  shorelines  for  the  control  run  (black),  beach  
nourishment  (blue),  and  the  hard  structure  (red).  Figure  3a  shows  the  stabilized  and  
downdrift  capes,  and  figure  3b  shows  a  magnified  view  of  the  downdrift,  non-­‐‑stabilized  
cape.  Local  nourishment  builds  the  proximal  cape  outward  in  both  the  cross-­‐‑shore  and  
alongshore  directions,  partly  negating  the  tendency  of  the  cape’s  shape  to  adjust  to  the  
shifting  wave  climate.  The  hard  structure,  on  the  other  hand,  prevents  any  extension  of  
the  cape.    
1.3.3 Physical mechanisms 
Changes  in  the  plan  view  shoreline  position  result  from  gradients  in  alongshore  
sediment  flux  that  are  created  by  two  physical  mechanisms:  1)  local  shoreline  curvature  
and  2)  alongshore  gradients  in  the  amount  of  wave  shadowing.  For  each  model  scenario  
we  calculate  time  averaged  net  flux  Qnet  at  each  shoreline  location,  where  Qnet  is  positive  
for  rightward  and  negative  for  leftward  fluxes.  We  then  express  the  “flux  perturbation”  
as  the  difference  between  the  net  flux  for  the  stabilization  scenarios  and  that  of  the  
control  run,  or  Q’net  =  Qnet,  human  –  Qnet,  natural  (figure  2d).  Due  to  the  sign  convention  for  
calculating  alongshore  sediment  flux  (positive  for  rightward  and  negative  for  leftward  
directed  fluxes)  Q’net  >  0  may  be  interpreted  as  either  an  increase  in  rightward  or  a  
decrease  in  leftward-­‐‑directed  fluxes  due  to  stabilization  [Slott  et  al.,  2010].  Figure  2c  
compares  alongshore  gradients  in  the  flux  perturbations,  
∂Q 'net
∂x ,  to  the  cross-­‐‑shore  
perturbations  from  figure  2b.  Sections  of  shoreline  resulting  in  a  positive  (negative)  
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cross-­‐‑shore  perturbation  correspond  to  negative  (positive)  gradients  in  the  flux  
perturbation,  such  that  
  
∂η '
∂t ∝−
∂Q 'net
∂x   
(3)  
Because  stabilization  occurs  near  the  seaward  extent  of  the  capes  in  this  
experiment,  wave  shadowing  plays  a  substantial  role  in  how  the  large-­‐‑scale  signal  is  
transmitted.  In  each  model  run  we  also  tracked  the  net  influence  that  wave  shadowing  
had  on  each  shoreline  cell  as  the  amount  of  sediment  flux  prevented  because  of  
shadowing,  Qshad.  Hence,  Qshad  >  0  for  rightward  and  Qshad  <  0  for  leftward  fluxes  
prevented  by  shadowing.  Then,  similar  to  the  flux  perturbation,  we  calculate  the  wave  
shadow  perturbation  Q’shad  as  the  difference  between  the  flux  prevented  by  shadowing  in  
the  stabilization  and  control  runs.  Figure  2e  shows  the  wave  shadowing  perturbation,  
compared  to  the  flux  perturbation  in  figure  2d.  From  this  figure  we  can  isolate  sections  
of  the  coastline  where  stabilization  affected  the  amount  of  wave  shadowing  as  opposed  
to  local-­‐‑curvature-­‐‑related  gradients  in  sediment  flux.  For  example,  the  sections  adjacent  
to  the  stabilized  shoreline  where  Q’net  is  negative  correspond  to  negligible  Q’shad,  showing  
that  perturbations  there  primarily  result  from  altering  shoreline  orientations  adjacent  to  
stabilization  and  therefore  the  relative  angle  that  approaching  waves  make  with  them  
according  to  (2).      
Alterations  to  wave  shadowing  have  large  influence  on  the  far-­‐‑field  responses  to  
stabilization.  Within  the  bay  between  the  stabilized  cape  and  its  updrift  neighbor  we  
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note  a  small  positive  flux  perturbation  where  there  is  a  negative  shadow  perturbation  of  
comparable  magnitude  for  both  beach  nourishment  and  the  hard  structure.  In  both  cases  
this  can  be  attributed  to  a  decrease  in  leftward  fluxes  that  results  from  an  increase  in  the  
amount  that  waves  approaching  from  the  right  are  shadowed  by  the  stabilized  cape.  
  Downdrift,  beach  nourishment  leads  to  a  positive  flux  perturbation  within  the  
bay  yet  a  negative  one  closer  to  the  downdrift  cape  tip,  both  attributable  to  wave  
shadowing.  The  positive  flux  perturbation  within  the  bay  (near  ~400  km  alongshore  
position;  figure  2d)  occurs  because  the  nourished  cape  initially  shadows  this  region  less  
than  the  control  run.  The  alongshore  shift  of  the  maximum  cross-­‐‑shore  extent  of  the  cape  
is  prevented  by  nourishment,  exposing  this  updrift  section  of  the  bay  to  more  waves  
from  the  left  (i.e.  Q’shad  <  0).  As  the  nourished  cape  extends  further  seaward  than  the  
control  run  (figure  3),  shadowing  is  increased  near  the  downdrift  cape  (figure  2e,  ~425-­‐‑
445  km).  At  the  downdrift  cape  tip,  the  alongshore  gradient  in  the  shadowing  
perturbation  tends  to  cause  increased  flux  divergence  (figure  2c),  and  hence  increased  
erosion  relative  to  the  control  run  (i.e.  η’  <  0;  figure  2b).  Without  the  addition  of  
nourishment  sand,  the  cape  stabilized  by  hard  structures  remains  fixed  (no  seaward  or  
alongshore  translation;  figure  3),  decreasing  shadowing  of  rightward  fluxes  throughout  
the  downdrift  bay  (figure  2e).  This  ultimately  increases  flux  convergence  at  the  
downdrift  cape  tip,  decreasing  erosion  relative  to  the  control  run  (i.e.  η’  >  0;  figure  2b).  
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Figure  3:  Final  shoreline  positions  for  stabilization  on  the  updrift  flank  of  a  cape  with  
nourishment  (blue),  hard  structured  stabilization  (red),  and  no  stabilization  (black).  
The  hard  structure  fixes  its  initial  position,  nourishment  builds  it  slightly  seaward  
and  alongshore,  and  the  non-­‐‑stabilized  cape  erodes.  Contrasting  long-­‐‑range  effects  
are  observed  on  the  downdrift  cape  (b).  
  
1.4 Discussion 
The  modeling  approach  used  here  involves  several  simplifications  of  processes  
occurring  on  time  and  space  scales  that  are  small  relative  to  our  scales  of  interest  
(decades  to  centuries  and  tens  of  kilometers).  The  sediment  transport  equation  assumes  
that  wave  transformation  to  breaking  wave  quantities  occurs  over  shore  parallel  
contours.  However,  linear  stability  analysis  of  the  high-­‐‑angle  wave  instability  
considering  variations  in  bathymetric  contours,  wave  heights,  and  wave  periods  
[Falques  and  Calvete,  2005]  show  this  to  be  a  reasonable  approximation  for  coastline  
features  with  large  wavelengths  (~10  km  or  greater).  Wave  shadowing,  a  crucial  driver  
for  the  far-­‐‑field  responses  to  stabilization,  is  treated  with  a  rule-­‐‑based  approach,  
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ignoring  sediment  fluxes  driven  by  wave  energy  from  local  wind  waves  or  waves  
diffracted  (or  refracted  over  non-­‐‑shore-­‐‑parallel  contours)  around  capes,  therefore  
neglecting  the  effects  of  shoals  near  the  cape  tips  [McNinch  and  Luettich  Jr.,  2000].  In  
addition,  we  model  instantaneous  shifts  in  wave-­‐‑climates  rather  than  those  that  occur  
more  gradually  over  decades  to  centuries.  Although  sea-­‐‑level  rise  (and  consequent  
cross-­‐‑shore  sediment  redistribution)  is  expected  to  produce  shoreline  erosion  [Moore  et  
al.,  2010],  we  neglect  this  approximately  alongshore-­‐‑uniform  component  of  shoreline  
change,  since  our  goal  here  is  to  investigate  the  alongshore-­‐‑transport  driven,  spatially  
heterogeneous  responses  of  a  complex-­‐‑coastline  to  shoreline  stabilization  in  the  context  
of  changing  wave  climate.    
The  model  simplifications  accounting  for  these  discrepancies  would  be  a  
significant  drawback  if  our  intent  were  to  make  detailed  predictions  about  the  evolution  
of  a  particular  coastline.  They  are,  however,  appropriate  for  the  exploratory  modeling  
approach  we  have  taken,  where  we  seek  insight  into  essential  interactions  and  
mechanisms  rather  than  detailed  predictions  [Murray,  2007b].  Nonetheless,  we  can  
make  some  comparisons  with  the  Carolina  coastline.  Modeled  nourishment  sand  
volumes  were  found  to  agree  with  those  documented  on  the  North  Carolina  coast,  
particularly  at  Wrightsville  Beach  and  Carolina  Beach  [Slott  et  al.,  2010;  Valverde  et  al.,  
1999],  located  on  the  updrift  flank  of  Cape  Fear,  the  southernmost  and  most  stabilized  
cape  in  figure  1a.  There  is  some  disagreement  with  the  behaviors  found  in  our  results  
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and  observed  shoreline  change  rates  on  Cape  Fear;  the  downdrift  flank  of  this  cape  is  
found  to  be  highly  erosive  in  spite  of  a  long  history  of  high-­‐‑volume  nourishment  on  the  
updrift  flank  [NC50].  There  are,  however,  other  modifications  to  this  region  that  
confound  direct  comparison  to  the  field,  such  as  the  jetties  at  Masonboro  Inlet  (the  
downdrift  boundary  of  Wrightsville  Beach)  and  the  heavily  dredged  Cape  Fear  River  
inlet  on  the  cape’s  southern  flank.  These  human  influences  would  need  to  be  added  to  
model  the  behavior  of  this  specific  coastline.      
More  generally,  as  Slott  et  al.,  [2010]  found  for  the  case  of  localized  beach  
nourishment  in  the  context  of  shifts  in  storm  behaviors  and  associated  shifts  in  wave  
climates,  our  results  show  that  stabilization  through  hard  structures  can  have  long-­‐‑range  
effects  in  the  long  term.  Our  results  also  show  that  the  long-­‐‑range  effects  of  hard  
structures  differ  significantly  from  those  of  nourishment,  and  can  be  much  more  
pronounced  in  some  locations.      
The  two  forms  of  stabilization  in  this  study  are  implemented  without  regard  to  
the  economic  decision  making  processes  of  humans.  Recent  work  has  revealed  emergent  
behaviors  arising  from  coupling  between  human  and  coastline  dynamics  when  beach  
nourishment  decisions  depend  on  an  increasing  cost  of  sand  and  the  distribution  of  
property  values  along  a  complex-­‐‑shaped  coast  [McNamara  et  al.,  2011].  This  coupling  is  
likely  to  be  different  if  hard  structures  are  introduced  as  an  alternative  stabilization  
strategy.  A  town  located  downdrift  of  a  community  protecting  their  shore  with  a  
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seawall,  for  example,  may  cease  to  benefit  from  a  convergence  of  sediment  flux  and  thus  
become  forced  to  alter  their  own  stabilization  behaviors.  This  work  has  demonstrated  
the  differences  between  the  large-­‐‑scale,  long-­‐‑term  effects  of  two  fundamentally  different  
forms  of  localized  human  manipulation  of  the  coastline  system.  Future  studies  including  
a  combination  of  stabilization  methods  at  different  locations,  and  dynamic  stabilization  
decisions,  are  likely  to  yield  new  insights  into  the  nature  of  this  morpho-­‐‑economic  
coupling.  
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 2. The convexity of coastlines 
2.1 Introduction 
Globally,  the  major  drivers  of  shoreline  change  are  expected  to  intensify  [IPCC,  
2007].  For  example,  sea  level  rise,  long-­‐‑term  changes  in  wave  climate  resulting  from  
changing  storm  patterns,  and  widespread  human  manipulations  of  coastal  processes  
underscore  the  need  for  an  understanding  of  long-­‐‑term,  regional-­‐‑scale  coastline  
morphodynamics  [Stive,  1990;  Psuty  and  O’fiara,  2002;  Hapke  et  al.,  2013].  Hapke  et  al.,  
[2013]  analyzed  erosion  and  accretion  rates  along  the  New  England  and  Mid-­‐‑Atlantic  
coasts  of  the  US,  focusing  on  shoreline  behaviors  at  scales  spanning  tens  to  hundreds  of  
kilometers  by  emphasizing  correlations  between  shoreline  change  rates  and  coastal  
landform  types,  as  well  as  the  influence  of  human  activities  on  those  assessments.  They  
found  that  the  majority  of  the  coasts  in  this  region  have  been  eroding  in  the  long-­‐‑term,  
and  their  analysis  suggests  that  erosion  rates  depend  on  the  tendency  for  a  particular  
landform  type  to  translate  landward  in  response  to  a  given  forcing.  However,  the  scope  
of  their  analysis  did  not  include  hypothesis  testing.  Moore  et  al.,  [2013]  offered  a  similar  
shoreline  change  assessment  for  Cape  Hatteras  and  Cape  Lookout,  a  region  along  the  
coast  of  North  Carolina,  USA,  spanning  over  100  kilometers.  Their  study  was  primarily  
motivated  by  the  hypothesis  that  the  shape  of  these  capes  is  becoming  more  symmetric  
in  response  to  changing  wave  forcing  (related  to  changing  storm  behaviors),  which  they  
were  able  to  test  using  a  previously  developed  process-­‐‑based  numerical  model  for  large-­‐‑
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scale  coastline  evolution.  In  light  of  the  increasing  spatiotemporal  record  of  shoreline  
change  observations  exemplified  by  both  of  these  studies,  the  ability  of  Moore  et  al.,  
[2013]  to  offer  a  process-­‐‑based  explanation  for  the  observed  changes  emphasizes  the  
utility  of  numerical  models  to  augment  our  understanding  of  observations  at  such  large  
time  and  space  scales.    
The  model  used  by  Moore  et  al.,  [2013]  belongs  to  a  class  of  geomorphic  models  
emphasizing  purposefully  simplified  parameterizations  of  the  effects  of  processes  
operating  at  scales  that  are  small  relative  to  the  size  of  the  system  [de  Vriend,  1993;  
Murray,  2007;  Werner,  1999,  2003].  Ashton  et  al  [2001]  applied  this  approach  to  show  
how  a  variety  of  complex  plan-­‐‑view  shoreline  shapes  can  emerge  on  sandy  coastlines  
from  simple  interactions,  involving  instability  in  shoreline  shape  that  arises  when  the  
angle  between  wave  crests  and  the  general  coastline  trend  is  sufficiently  large.  Their  
model  (the  Coastline  Evolution  Model;  CEM),  an  extension  of  the  “one-­‐‑line”  modeling  
approach  pioneered  by  Pelnard-­‐‑Considiere  [1956],  neglects  the  details  of  the  interactions  
of  nearshore  wave  transformations  and  currents  in  favor  of  representing  their  net  effect  
on  alongshore  sediment  transport  on  scales  of  kilometers  or  greater.  CEM  results  offer  
explanations  for  the  emergence  and  self-­‐‑organization  of  large-­‐‑scale,  quasi-­‐‑periodic  
coastline  features  like  cuspate  capes,  sandwaves,  and  flying  spits.  Subsequently,  Moore  
et  al.,  [2013]  used  this  model  to  test  their  wave-­‐‑climate  change  hypothesis.  
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Of  the  coastline  shapes  arising  in  the  CEM,  spits  are  perhaps  the  most  ubiquitous  
in  nature,  as  their  formation  may  arise  from  any  sharp  discontinuities  in  the  coastline  
shape,  and  their  morphodynamics  are  analogous  to  the  terminal  boundaries  of  barrier  
islands  and  alongshore-­‐‑migrating  inlets.  As  such,  they  have  received  considerable  
attention  in  the  literature.  Zenkovich  [1967]  focused  on  their  classification,  offering  a  
qualitative  explanation  of  their  formation  in  terms  of  alongshore  transport  gradients.  
Kraus  [1999]  modeled  spit  growth  resulting  from  the  accumulation  of  sediment  toward  
the  spit  end,  emphasizing  the  difference  between  restricted  growth  (e.g.  where  spit  
length  is  limited  by  hydrodynamic  effects  at  an  inlet  channel)  and  unrestricted  growth.  
Petersen  et  al  [2008]  compared  this  analytical  model  to  physical  laboratory  experiments  
where  a  spit  extended  from  a  stationary  boundary  under  the  influence  of  a  single  wave  
angle.  Hoan  et  al  [2011]  extended  this  approach  numerically,  simulating  the  observed  
growth  of  restricted  and  unrestricted  spits  in  the  field,  where  alongshore  sediment  flux  
was  input  from  either  empirical  data  or  assumed  constant.  In  both  studies  the  evolution  
of  the  spit  and  the  updrift  coastline  that  provided  the  sediment  source  were  not  allowed  
to  evolve  dynamically;  some  behavior  of  the  updrift  boundary  of  the  spit  was  assumed  a  
priori.  
Alternatively,  Ashton  et  al.,  [2007]  investigated  spit  evolution  using  the  CEM  by  
allowing  spits  to  evolve  from  a  square,  headland-­‐‑like  perturbation  in  an  otherwise  
straight  initial  coastline.  Using  newly  developed  statistical  metrics  for  wave-­‐‑angle  
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driven  sediment  transport  and  shoreline  instability  [Ashton  and  Murray,  2006b]  to  
compare  model  output  and  field  observations,  they  showed  that  spits  evolve  in  a  way  
that  maximizes  the  rate  of  sediment  flux  to  their  distal  ends,  their  growth  rates  and  
orientations  determined  by  the  relationship  between  the  regional  distribution  of  wave  
directions  and  angles  with  respect  to  the  initial  headland  shape.  As  the  spits  evolved,  
their  mainland-­‐‑adjacent  sections  were  maintained  by  barrier  overwash  and  the  headland  
coastline  was  allowed  to  erode  as  it  supplied  sediment  to  the  spits  at  its  boundaries,  
attaining  a  convex-­‐‑seaward  shape.  This  particular  morphology  has  been  referred  to  as  a  
‘winged  headland’  within  an  observational  classification  scheme  for  spits  and  other  
coastal  accumulation  forms  [Zenkovich,  1967].  
A  common  characteristic  of  the  patterns  that  emerge  from  initially  straight  
coastlines  in  the  CEM  is  the  seaward  concavity  of  the  scalloped  bays  between  the  
protruding  shapes.  However,  many  large-­‐‑scale  headland  and  barrier  island  systems  
exhibit  a  convex-­‐‑seaward  shape  with  spits  growing  laterally  into  adjacent  embayments  
(figure  4),  similar  the  coupled  headland-­‐‑spit  system  modeled  by  Ashton  et  al.,  [2007].  In  
this  paper  we  explore  this  convexity  as  an  intrinsic,  morphodynamically  stable  state.  We  
compare  a  simple  analytical  model,  which  expresses  the  diffusion  of  shoreline  shape  
subject  to  net  sediment  losses  at  alongshore  boundaries,  with  numerical  CEM  
experiments  in  which  spits  evolve  in  tandem  with  the  initial  headland  shape.  We  
explore  the  coupled  behavior  of  the  headland-­‐‑spit  system  under  various  wave-­‐‑climate  
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forcing  scenarios,  and  compare  experiments  where  spits  are  allowed  to  grow  
unrestricted  from  the  initial  headland  coastline  to  those  where  spits  are  completely  
restricted  (i.e.  when  they  encounter  a  predetermined  “sink”).  Exploring  the  coupled  
evolution  of  the  headland-­‐‑spit  system  in  the  simple  modeling  framework  allows  us  to  
gain  insights  into  emergent  dynamics  that  may  otherwise  be  unforeseen  independently.  
We  find  that  the  large-­‐‑scale  convexity  of  coastline  shape  is  a  generic  feature  that  may  
arise  from  simple  wave-­‐‑angle  controls  on  shoreline  evolution.  
! ~10 km 
N 
  
Figure  4:  Chandeleur  Islands,  Louisiana,  USA  (left),  Sylt,  Germany  (middle),  and  a  
region  of  western  Alaska,  USA  bounded  by  Carter  Bay  to  the  North  and  Goodnews  
Bay  to  the  South  (right).  
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2.2 Theoretical background 
Plan-­‐‑form  coastline  evolution  results  from  a  balance  between  sediment  inputs  
and  outputs  along  a  given  stretch  of  shoreline.  It  is  commonly  assumed  that,  when  
averaged  over  storm  and  seasonal  timescales,  the  cross-­‐‑shore  profile  maintains  an  
equilibrium  shape  down  to  a  depth  Dsf  below  which  cross-­‐‑shore  sediment  fluxes  are  
negligible.  Over  these  time  scales  alongshore  fluxes  due  to  wave  driven  currents  
dominate,  allowing  the  change  in  shoreline  position  η  to  follow  from  a  mass  balance,  
  
dη
dt =−
1
Dsf
dQs
dx ,  
(1)  
where  t  is  time,  x  is  alongshore  position,  and  Qs  is  wave-­‐‑driven  alongshore  sediment  
transport.  For  relatively  smooth  coastlines  one  can  make  a  small-­‐‑angle  approximation,  
so  that  local  shoreline  orientation  θ  approximately  equals  the  shoreline  slope  
   θ= tan−1 dη dx( ) ≈ dη / dx ,   (2)  
allowing  (1)  to  be  rewritten  in  a  way  that  relates  the  rate  of  erosion  or  accretion  to  the  
curvature  of    the  coastline  
  
dη
dt = −
1
Dsf
dQs
dθ
"
#
$$
%
&
''
dθ
dx =µ
d 2η
dx2 .   (3)  
Equation  (3)  is  a  classical  diffusion  equation,  with  a  diffusivity  coefficient  
   µ =−
1
Dsf
dQs
dθ    (4)  
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that  depends  on  the  relationship  between  the  magnitude  of  alongshore  sediment  
transport  and  the  shoreline  orientation.  
Various  formulations  relate  alongshore  transport  to  the  angle  between  waves  
and  the  shoreline,  each  exhibiting  a  maximum  for  highly  oblique  waves,  usually  near  
45°  (see  Ashton  and  Murray,  [2006b]  for  a  comprehensive  comparison).  For  example,  the  
CERC  equation  [Komar,  1971;  Rosati  et  al,  2002]  shows  that  alongshore  sediment  flux  is  
a  nonlinear  function  of  breaking  wave  height  Hb  and  depends  on  the  relative  angle  
between  breaking  wave  crests  φb  and  the  shoreline  orientation  θ,   αb=φb− θ   
   Qs = K1Hb5 2sinαbcosαb    (5)  
where  K1  is  an  empirical  coefficient  with  a  typical  value    ~0.4  m1/2  s-­‐‑1  for  quartz  density  
sand  [Komar,  1998].  A  traditional  approach  assumed  that,  because  wave  refraction  
significantly  reduces  wave  angles  to  within  a  very  small  range  before  breaking,  Hb  and  
φb  could  be  held  constant,  allowing  constant  diffusivity  and  a  variety  of  convenient  
solutions  to  (3)  given  appropriate  boundary  conditions  [Pelnard-­‐‑Considiere,  1956;  
Larson  et  al,  1987,  1997;  Rosatti  et  al,  2002;  Dean  and  Yoo,  1992;  Dean,  2002].  
   However,  the  assumptions  underlying  this  approach  were  found  to  be  
generally  incorrect  when  considering  that  refraction  and  shoaling  in  the  nearshore  zone  
affects  both  wave  heights  and  wave  angles,  and  that  breaking  wave  heights  tend  to  vary  
significantly  for  a  relatively  small  range  of  breaking  wave  angles  [Ashton  et  al,  2001;  
Falques,  2003;  Ashton  and  Murray,  2006a].  Therefore  it  is  more  appropriate  to  consider  
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wave  properties  before  refraction  and  shoaling  nearshore.  Assuming  that  the  shoreface  
depth  contours  remain  approximately  parallel  to  the  shoreline,  applying  Snell’s  law  and  
conservation  of  energy  provides  an  offshore  formulation  of  (2),    
   Q0 =K2H012/5T1/5cos6/5α0sinα0    (6)  
where  H0  and  α0  are  offshore  wave  height  and  angle,  and  K2  is  proportional  to  K1  
[Ashton  et  al.,  2001;  Ashton  and  Murray,  2006a].  Inserting  (6)  into  (4)  and  carrying  out  
the  derivative  reveals  the  strong  offshore  wave-­‐‑angle  dependence  on  the  shoreline  
diffusivity  
   µ = K2Dsf
T1/5H012/5 cos1/5α0
6
5 sin
2α0 − cos2α0
"
#
$
%
&
'
(
)
*
+
,
-
.   (7)  
The  wave  angle  dependent  terms  in  equations  (6)  and  (7)  are  plotted  in  figure  2,  
showing  the  relationship  between  alongshore  sediment  flux  and  shoreline  diffusivity.  
Sediment  transport  is  maximized  at  ~42°,  corresponding  to  a  transition  to  negative  
diffusivity  (other  offshore  wave  formula  predict  a  similar  flux  maximizing  angle  
[Ashton  and  Murray,  2006b]).  When  waves  approach  from  angles  greater  than  this  flux-­‐‑
maximizing  angle  even  subtle  protrusions  in  the  shoreline  will  tend  to  grow,  rather  than  
smooth  out  as  previously  predicted  (i.e.  anti-­‐‑diffusion,  versus  diffusion,  of  shoreline  
shape).  This  phenomenon  has  been  termed  the  high-­‐‑angle  wave  instability  (HAWI),  and  
has  been  explored  extensively  using  numerical  models  to  explain  the  emergence  of  
rhythmic  patterns  from  approximately  straight  initial  coastline  configurations  [Ashton  
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and  Murray,  2006a,  2006b;  Falques  and  Calvette,  2005;  Kaargaard  and  Fredsoe,  2013;  van  
den  Berg,  2011,  2012].  
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Figure  5:  Plot  of  normalized  alongshore  transport  and  shoreline  diffusivity  as  a  
function  of  the  relative  angle  between  waves  and  the  shoreline,  showing  the  
relationship  between  the  flux  maximizing  angle  and  the  point  where  the  shoreline  
becomes  anti-­‐‑diffusive  (where  diffusivity  becomes  negative)[After  Ashton  and  
Murray,  2006a].  
  
2.3 Analytical model 
To  aid  our  intuition  before  addressing  more  complexity,  here  we  offer  a  
simplified  analytical  model  based  on  equilibrium  considerations.  Consider  a  coastline  
dominated  by  low  angle  waves  and  uninterrupted  by  geologic  heterogeneities.  The  
shape  of  such  a  coastline  is  intrinsically  straight,  this  straightness  a  stable,  and  steady  
     30  
state.  If,  on  the  other  hand,  a  coastline  subject  to  the  same  offshore  wave  climate  is  
bounded  by  sediment  sinks,  such  as  increased  depths  at  embayments,  its  overall  shape  
will  adjust  as  it  experiences  a  net  loss  of  sediment.  We  expect  a  diffusional  coastline  to  
adjust  toward  a  configuration  that  produces  alongshore-­‐‑uniform  erosion  rates  that,  
summed  alongshore,  exhume  sediment  from  erosion  at  a  rate  that  balances  the  net  loss  
rate  at  the  boundaries—analogous  to  a  diffusional  hilltop  adjusting  to  incision  at  the  
base  of  the  hillslope.    (In  a  diffusional  landscape,  if  erosion  rates  are  not  spatially  
uniform,  gradients  in  curvature  are  progressively  smoothed  by  the  associated  gradients  
in  erosion  rates.)  Therefore  we  can  approximate  the  volumetric  mass  balance  of  equation  
(1)  across  the  length  L  of  the  domain  to  define  a  uniform  erosion  rate  w    
   w=−
1
Dsf
ΔQs
Δx =−
1
Dsf
2Qout
L ,   (8)  
where  Qout  is  the  flux  rate  out  of  a  given  boundary,  the  factor  of  two  representing  the  
assumption  that  the  sum  of  the  magnitudes  at  each  boundary  are  equal  due  to  the  
symmetry  of  the  wave  climate.  Equation  (8)  involves  the  additional  assumption  that  the  
material  exhumed  by  erosion  all  weathers  into  sediment  that  is  coarse  enough  to  be  
retained  in  the  nearshore  system.    
If,  for  simplicity,  we  make  the  approximation  that  alongshore  transport  is  
linearly  proportional  to  local  slope  as  if  Hb  could  be  held  constant,  we  arrive  at  a  form  of  
equation  (3)  with  constant  diffusivity.  Inserting  equation  (8)  into  the  left  hand  side  of  
equation  (3)  and  rearranging  the  terms  we  have  
     31  
  
d 2η
dx2 =−
w
µ
,   (9)  
which  we  may  integrate  twice,  defining  the  coordinate  system  so  that  the  seaward-­‐‑most  
shoreline  ηmax  is  at  x  =  0  and  defining  the  slope  at  ηmax  as  zero,  giving  a  solution  for  the  
cross-­‐‑shore  position  as  a  function  of  alongshore  position  
   η x( )=− w2µ x
2+ηmax .   (10)  
Equation  (10)  shows  that  the  steady-­‐‑state  shape  of  a  headland  coastline  is  
intrinsically  convex,  and  is  parabolic  given  the  assumptions  of  spatially  uniform  erosion  
and  constant  diffusivity.  The  coefficient  in  front  of  the  quadratic  term  in  equation  (10)  
can  be  interpreted  as  a  measure  of  a  coastline’s  convexity.  It  suggests  that  a  coast  with  
greater  diffusivity  should  be  less  convex  than  one  with  lower  diffusivity.  Similarly,  a  
coastline  with  a  higher  uniform  erosion  rate  would  have  a  higher  convexity  than  one  
with  a  lower  uniform  erosion  rate.  Via  equation  (8),  this  suggests  that  a  coastline  with  
greater  alongshore  length  L  should  have  a  lower  steady  state  erosion  rate,  hence  lower  
convexity.  
This  solution  has  a  familiar  geomorphic  analogue  to  the  steady  state  topographic  
profile  of  hilltops  [Gilbert,  1909;  Anderson,  2002],  where  incised  fluvial  channels  mark  
the  lateral  boundaries,  and  the  local  divide  (hillcrest)  is  functionally  equivalent  to  ηmax  
(often  referred  to  as  the  “nodal  point”  in  coastal  settings,  marking  an  area  of  localized  
erosion  due  to  a  directional  divergence  in  sediment  flux  [e.g.  Puelo,  2010]).  However,  for  
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the  hilltop  case  gravity  provides  the  primary  driving  force  for  downslope  soil  transport,  
so  that  the  effective  diffusivity  may  be  estimated  from  the  local  properties  of  bedrock  
and  regolith  materials  and  how  they  respond  to  thermal  and  hydrological  forces  via  
weathering  and  creep  [Anderson,  2002].  In  contrast,  even  a  coastline  with  spatially  
homogeneous  sediment  composition  and  uniform  bathymetry  would  be  subject  to  wave  
forcing  with  a  high  degree  of  spatial  and  temporal  variability.  While  a  long-­‐‑term  
average  of  the  offshore  wave  climate  could  be  used  to  determine  the  diffusivity  of  a  local  
section  of  shoreline,  adjacent  sections  will  have  different  diffusivities  as  a  result  of  their  
different  orientations  relative  to  the  same  wave  climate,  as  expressed  by  the  wave-­‐‑angle  
dependence  of  the  sediment  transport  and  diffusivity  relationships  of  equations  (6)  and  
(7)  (Ashton  and  Murray,  [2006b];  figure  2).  This  is  especially  relevant  when  closer  to  the  
headland  boundaries,  where  the  relative  angle  between  offshore  waves  and  local  
orientation  becomes  large,  and  where  spits  increase  the  effective  length  L  of  the  system.  
As  spits  elongate  and  L  increases,  the  equilibrium  erosion  rate  w  decreases,  implying  
that  a  strictly  steady  state  would  require  sediment  sinks  that  the  spit-­‐‑ends  that  remove  
sediment  at  a  rate  that  allows  the  spit  length  to  remain  constant.  Otherwise,  the  
evolution  of  the  system  would  be  subject  to  the  iterative  elongation,  decreased  erosion,  
and  decreased  convexity  of  the  coastline.  To  explore  the  consequences  of  these  
additional  dynamics  we  turn  to  a  numerical  model.  
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2.4 Numerical experiments 
2.4.1 Coastline Evolution Model (CEM) 
Ashton  and  Murray  [2006a]  present  the  details  of  the  numerical  model  so  we  
only  include  a  summary  of  the  main  points  here.  The  model  domain  is  a  Cartesian  grid,  
where  shoreline  positions  have  global  alongshore  x  and  cross-­‐‑shore  y  positions.  The  
initial  coastline  configuration  is  a  rectangular  headland  shape  in  the  middle  of  an  
otherwise  straight  coastline  with  random  (locally)  cross-­‐‑shore  perturbations.  Shorelines  
may  be  oriented  in  the  positive  or  negative  alongshore  or  cross-­‐‑shore  directions.  For  
example,  a  spit  extending  from  a  headland  will  have  one  shoreline  facing  seaward  and  
another  facing  landward  into  the  back  barrier.    
The  model  evolves  the  shoreline  by  first  refracting  offshore  waves  across  
assumed  shore-­‐‑parallel  contours  until  breaking,  then  using  the  breaking  wave  quantities  
in  discretizing  equations  (1)  and  (5).  A  linear  shoreface  profile  extends  to  a  constant  
depth  with  constant  shape.  Protruding  shoreline  shapes  may  shadow  other  shorelines  
downdrift  of  incident  waves,  in  which  case  sediment  transport  is  set  equal  to  zero  for  
shorelines  in  the  shadow.  When  a  spit’s  width  (distance  between  its  seaward  and  
landward  shorelines)  falls  below  a  critical  value  barrier  overwash  prevents  spit  
breaching  by  moving  a  volume  of  sediment  necessary  to  bring  the  spit  back  to  a  critical  
width  from  the  seaward  shoreface  to  the  back  barrier  shoreface  [Ashton  and  Murray,  
2006a].    
     34  
Wave  directions  and  angles  are  picked  randomly  at  each  time  step  from  a  
probability  distribution  describing  the  proportion  of  waves  approaching  from  the  left  
looking  offshore  (wave  asymmetry,  A)  and  the  proportion  of  waves  approaching  from  
angles  greater  than  the  flux-­‐‑maximizing  angle  of  ~45°  (wave  “highness”,  U).  In  this  work  
we  first  focus  on  symmetric  wave  climates  (A  =  0.50),  comparing  the  resulting  coastline  
evolution  toward  equilibrium  resulting  from  wave  climates  of  incrementally  greater  
highness  (U  =  0.1,  0.2,  0.3,  and  0.4)  and  initial  headland  widths  ranging  from  1  –  50  km.  
Then  we  show  a  preliminary  comparison  for  a  steady-­‐‑state  coastline  subjected  to  
changes  in  both  the  asymmetry  and  highness  of  the  wave  climate.  
To  compare  restricted  and  unrestricted  spits  we  have  added  simple  sediment  
“sinks”  to  the  model.  When  a  spit  encounters  a  sink,  sediment  is  prevented  from  
accumulating  there.  Sinks  extend  in  cross-­‐‑shore-­‐‑oriented  columns.  In  this  way  the  
alongshore  component  of  spit  growth  is  completely  restricted  while  their  cross-­‐‑shore  
migration  is  allowed.  
2.4.2 Net transport and the dimensionless instability index 
We  quantify  sediment  transport  and  shoreline  diffusivity  on  the  evolving  
coastline  with  two  statistical  metrics.  Local,  normalized  net  alongshore  transport  Qnet  
shows  the  relative  influence  of  leftward  and  rightward  fluxes.  Similarly,  locally  
averaged  and  normalized  diffusivity  gives  a  dimensionless  instability  index  Γ,  which  is  
positive  for  a  stable  coast  and  negative  for  an  unstable  coast.  A  value  of  Γ  =  0  signifies  a  
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shoreline  on  the  verge  of  instability,  and  corresponds  to  a  maximum  in  Qnet.  See  Ashton  
and  Murray  [2006b]  for  details  on  these  metrics.  
2.5 Results 
2.5.1 Headland-spit evolution due to symmetric wave climates 
Example  model  shoreline  evolution  from  an  initially  rectangular  headland  forced  
by  a  symmetric  wave  climate  (A  =  0.5)  dominated  by  low  angle  waves  (U  =  0.1)  is  
depicted  in  figure  6  for  the  cases  of  unrestricted  and  restricted  spits  (figures  6a  and  6b,  
respectively).  In  both  cases  the  headland  shoreline  evolves  to  a  convex-­‐‑seaward  shape  as  
the  spits  extend  at  an  angle  away  from  the  headland  boundaries.  When  spits  are  
unrestricted  they  develop  recurved  ends  due  to  convergence  of  sediment  flux,  and  as  the  
headland  and  ocean-­‐‑facing  shorelines  continue  to  migrate  landward  the  spits  erode  into  
previous  spit  deposits.  This  results  in  thinning  of  spit  widths  near  their  headland  
connections  until  reaching  the  critical  barrier  width,  which  is  maintained  by  overwash.  
This  overwash-­‐‑dominated  section  straightens  as  it  increases  in  length.    
The  straightening  of  the  spits  as  they  undergo  overwash  can  be  interpreted  as  
follows.  Consider  the  relationship  between  the  ocean-­‐‑facing  shoreface  depth  Dsf  and  the  
depth  of  the  back-­‐‑barrier  shoreface  Dbb.  When  a  divergence  in  alongshore  sediment  flux  
causes  a  section  of  the  spit  to  erode  so  that  it  falls  beneath  the  critical  width,  the  volume  
of  sediment  required  to  bring  it  back  to  the  critical  width  is  taken  from  Dsf  and  added  to  
the  back  of  the  spit,  spread  over  a  depth  of  Dbb.  The  deposition  on  the  back  of  the  spit  (or  
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barrier)  required  to  maintain  the  minimum  spit  width  means  that  a  shoreline  segment  
must  move  farther  landward  to  exhume  enough  new  sediment  to  meet  the  demands  of  a  
gradient  in  alongshore  flux.  In  this  situation  (holding  the  width  of  the  spit  fixed  at  the  
critical  value)  shoreline  erosion  only  exhumes  new  sediment  at  a  rate  related  to  the  
‘effective  shoreface  depth’,  Dsf    -­‐‑  Dbb.  Averaged  over  long  time  scales,  this  is  equivalent  to  
increasing  the  diffusivity  by  decreasing  the  effective  shoreface  depth,  so  that    
   µeff =−
1
Dsf −Dbb
dQs
dθ .   (11)  
Consequently,  the  overwashing  section  of  the  spit  straightens  as  a  result  of  the  
increased  coastline-­‐‑shape  diffusion.  When  spits  are  unrestricted  the  length  of  shoreline  
experiencing  overwash  continually  increases,  as  does  the  overall  length  of  the  headland-­‐‑
spit  system.  As  the  length  of  the  overwashing  spit  increases,  the  spit  angle  (relative  to  
the  global  alongshore  direction),  averaged  between  the  headland  boundary  and  the  
point  of  maximum  net  alongshore  flux  on  the  ‘recurved’  end  of  the  spit,  decreases.  In  
contrast,  restricting  the  spit  length  prevents  the  accumulation  of  deposits  at  the  recurved  
ends  (figure  6b),  leaving  their  entire  length  controlled  by  the  combination  of  overwash  
and  gradients  in  alongshore  sediment  flux.  Consequently,  the  headland  and  spits  
maintain  their  respective  shapes  and  erode  landward  at  an  alongshore-­‐‑uniform  rate,  the  
combined  headland-­‐‑spit  system  effectively  reaching  a  steady  state.  
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Figure  6:  Example  model  shoreline  evolution  for  a)  unrestricted  and  b)  restricted  spits.  
The  initial  rectangular  coastline  and  subsequent  shorelines  are  plotted  in  grey.  Spits  
spit  lengths  are  restricted  along  vertical  column  sinks  1  km  away  from  the  headland  
boundaries  in  (b).  
Figure  7  shows  results  for  four  model  runs,  each  forced  by  a  symmetric  wave  
climate  but  with  differing  proportion  of  high  angle  waves  ranging  from  U  =  0.1  to  U  =  
0.4,  at  a  time  after  achieving  their  characteristic  shapes.  Colored  sections  of  shoreline  
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(figure  7a)  correspond  to  the  domain  defined  by  the  points  near  the  spit  ends  that  mark  
the  transition  to  instability  (i.e.  negative  effective  diffusivity).  The  normalized  net  
alongshore  sediment  transport  and  effective  diffusivity  corresponding  to  this  domain  
are  shown  in  figure  7b  (solid  and  dashed  lines,  respectively),  along  with  the  
corresponding  coastline  curvature  in  figure  7c.  Lighter  shades  of  color  or  gray  scale  
represent  increasing  wave  angle  highness  U.    
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Figure  7:	  Plot  showing  various  model  scenarios  representing  increasing  influence  
from  high-­‐‑angle  waves  (U  =  0.1,  0.2,  0.3,  and  0.4).  Shorelines  that  have  reached  a  shape  
that  is  characteristic  of  their  equilibrium  configuration  are  shown  in  (a),  where  lighter  
color  or  gray  scale  shading  corresponds  to  more  high-­‐‑angle  wave  influence.  
Corresponding  net  alongshore  transport  (solid  line)  and  effective  diffusivity  (dashed  
line)  are  shown  in  (b),  corresponding  to  the  colored  portion  of  the  shoreline  in  (a).  
Coastline  curvature  relative  to  the  same  domain  is  plotted  in  (c).  
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We  first  note  that  the  headlands  each  attain  a  nearly  parabolic  shape,  with  less  convexity  
(lower  curvature)  for  increasingly  low-­‐‑angle-­‐‑dominated  wave  climates.  Normalized  net  
transport  increases  linearly  alongshore  away  from  the  nodal  point  (i.e.  the  cross  shore  
maximum,  where  net  flux  is  zero)  toward  the  headland  boundaries,  and  gradients  in  net  
flux  are  lower  for  wave  climates  with  more  influence  from  high-­‐‑angle  waves.  Diffusivity  
is  lower  for  wave  climates  with  more  high-­‐‑angle  influence,  yet  it  is  spatially  non-­‐‑
uniform,  decreasing  nonlinearly  from  the  nodal  point  to  the  headland  boundaries.  The  
curvature  is  also  not  spatially  uniform,  but  increases  nonlinearly  toward  the  headland  
boundaries,  showing  that  the  equilibrium  shape  is  not  parabolic.  Therefore,  the  fact  that  
the  net  sediment  flux  increases  linearly  toward  the  boundaries  should  not  be  interpreted  
as  linear  proportionality  to  the  local  slope,  as  that  would  imply  constant  curvature  and  
therefore  a  parabolic  shape  according  to  equation  (10).  Furthermore,  for  low-­‐‑angle-­‐‑
dominated  wave  climates  the  decreasing  diffusivity  appears  to  be  compensated  by  the  
increasing  curvature,  but  with  more  influence  from  high  angle  waves  this  relationship  
tends  to  diverge;  curvature  increases  more  toward  the  boundaries  while  diffusivity  
becomes  more  uniform  alongshore.  This  can  be  understood  by  considering  that  both  the  
diffusivity  and  curvature  calculations  are  taken  with  respect  to  the  x-­‐‑axis  and  represent  
the  y-­‐‑component  of  shoreline  change,  as  expressed  in  equation  (3).  Although  it  is  the  
component  of  shoreline  change  in  the  global  cross-­‐‑shore  direction  that  tends  to  become  
alongshore  uniform,  curvature  is  proportional  to  shoreline  change  in  the  local  cross-­‐‑
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shore  direction.  Where  local  cross-­‐‑shore  directions  deviate  from  the  global  ones,  a  more  
appropriate  representation  of  the  curvature  would  therefore  include  and  adjustment  for  
the  x-­‐‑component  of  the  shore-­‐‑normal  vector  of  the  erosion  rate,  i.e.  
   dη
dt =µ x( )
d 2η
dx2 cos θ( ) .   (12)  
The  constant  gradient  in  net  transport  (figure  7b)  and  the  compensational  
relationship  between  diffusivity  and  curvature  (figure  7  b  and  c)  both  imply  alongshore-­‐‑
uniform  erosion  rates  via  equations  (1)  and  (3),  respectively.  However,  as  equation  (8)  
suggests,  unrestricted  spit  growth  increases  the  length  of  the  domain  L,  which  in  turn  
decreases  the  erosion  rate.  This  effect  is  depicted  in  figure  8,  which  shows  time  series’  of  
erosion  rates  for  various  simulations  with  a  10  km  headland.  Alongshore  average  
headland  erosion  rates  are  plotted  in  red,  the  erosion  rate  of  the  nodal  point  (where  Qnet  
=  0)  is  plotted  in  black,  and  lighter  (darker)  shades  correspond  to  unrestricted  (restricted)  
spits.  Figure  8  shows  results  for  two  end  member  wave  climates,  where  solid  lines  
represent  greater  low-­‐‑angle  dominance  (U  =  0.1)  and  dashed  lines  represent  less  low-­‐‑
angle  dominance  (U  =  0.4).  In  each  case  the  alongshore-­‐‑average  erosion  rate  reaches  a  
maximum  within  the  first  few  years,  then  either  resolves  to  a  constant  rate  if  spits  are  
restricted  (i.e.  constant  L)  or  to  a  monotonically  decreasing  rate  if  spits  are  unrestricted  
(increasing  L).  The  nodal  point  erosion  rate  follows  a  similar  trend  but  lags  behind  the  
alongshore  average  while  the  effects  of  the  headland  adjusting  to  its  equilibrium  shape  
propagate  inward  (updrift)  toward  the  middle  of  the  headland.    
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Figure  8:	  Time  series  showing  alongshore  averaged  headland  erosion  rates  (red)  and  
nodal  point  erosion  rates  (black)  for  a  10  km  headland  with  restricted  spits  (dark  
shade)  and  unrestricted  spits  (light  shade).  Solid  and  dashed  lines  represent  low  and  
high  wave  climate  highness,  respectively.  
  
The  time  at  which  the  nodal  point  and  alongshore-­‐‑average  erosion  rates  intersect  
marks  the  onset  of  either  steady  state  or  dynamic  equilibrium.  Here,  we  define  steady  
state  as  a  constant  shape  and  erosion  rate,  and  it  is  achieved  under  both  wave  climates  
for  the  headland  with  restricted  spits  (dark  shaded  lines).  Dynamic  equilibrium,  on  the  
other  hand,  describes  a  system  that  has  achieved  a  characteristic  shape  and  pattern  of  
approximately  uniform  erosion  rates,  neither  of  which  are  constant  in  time,  yet  which  
change  according  to  a  balance  between  forcing  and  boundary  conditions  that  may  be  
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changing.  When  spits  are  unrestricted  this  results  from  the  increasing  domain  length  L.  
For  the  unrestricted,  low-­‐‑angle  case,  after  the  nodal  point  and  average  erosion  rates  
intersect  they  both  continue  to  decrease,  but  the  average  rate  lags  behind  the  nodal  point  
by  about  one  year  (which  can  be  seen  by  the  difference  in  their  relative  rates  after  their  
intersection  around  50  model  years).  As  the  spit  lengths  increase,  their  erosion  rates  and  
therefore  curvatures  tend  to  decrease.  This  effect  propagates  updrift  and  is  accompanied  
by  slowing  of  each  adjacent  shoreline,  the  nodal  point  being  the  last  to  feel  the  effect.  
Therefore,  at  any  time  after  reaching  dynamic  equilibrium,  the  erosion  rates  are  not  
spatially  uniform,  but  decrease  alongshore  from  the  nodal  point  to  the  headland  
boundary.    
Unrestricted  spits  eventually  connect  with  the  mainland  coastline  (see  figure  8a,  
depicting  spits  on  the  verge  of  reconnecting).  When  this  occurs  the  time  series  
terminates.  For  the  unrestricted,  high-­‐‑angle  case  this  occurs  before  the  spatial  gradient  in  
erosion  rates  is  determinable  from  this  time  series,  as  it  is  with  the  low-­‐‑angle  case.  When  
the  nodal  point  and  average  rates  converge  near  the  end  of  the  time  series  their  rates  
appear  to  be  decreasing,  and  would  likely  follow  the  same  trend  as  the  low-­‐‑angle  case  as  
the  system  length  increased,  albeit  at  a  diminished  rate  due  to  the  combination  of  the  
already  slower  characteristic  erosion  rates,  higher  convexity,  and  smaller  tendency  for  
overwash  to  affect  spit  morphology.    
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An  additional,  unexpected  result  depicted  in  figure  8  is  an  oscillation  of  the  
nodal  point  erosion  rate  during  the  transient  phase  before  reaching  equilibrium,  most  
prominent  in  the  high-­‐‑angle  wave  climate  scenarios,  but  present  for  all  model  results  
(including  those  not  shown).  Preliminary  interpretation  of  this  behavior  suggests  that  it  
results  from  updrift-­‐‑propagation  of  instability  effects  arising  on  the  highly  oblique  
shorelines  near  the  boundaries  as  the  headland-­‐‑spit  system  begins  to  approach  its  
equilibrium  shape.  A  detailed  analysis  of  this  dynamic  is  not  addressed  here,  but  it  
illustrates  the  point  that  most  natural  systems  are  open,  non-­‐‑equilibrium  systems,  for  
which  initial  conditions  are  often  unknown.  Steady  state  or  equilibrium  dynamics  often  
serve  as  theoretical  bounds  for  a  system’s  trajectory  from  one  state  to  another,  and  this  
oscillation  suggests  a  dynamic  for  which  the  equilibrium  of  the  unrestricted  case  and  the  
steady  state  of  the  restricted  case  provide  such  bounds.  However,  our  main  goal  here  is  
to  investigate  the  long-­‐‑term  dynamics  of  convex  coastlines  over  a  broad  range  of  
parameterizations  for  spatial  scale  (e.g.  headland  width)  and  forcing  conditions  (e.g.  
wave  angles).  Fully  unrestricted  spits  present  various  complications  to  this  end.  Once  
spits  reconnect  with  the  mainland  shoreline  the  characteristics  of  our  system  are  lost.  
This  is  especially  problematic  for  smaller  headland  widths,  which  have  higher  erosion  
rates  and  therefore  reconnect  faster.  In  contrast,  large  headlands  erode  more  slowly,  but  
the  lack  of  restrictions  of  any  kind  causes  the  spits  to  grow  impractically  large.  
Accommodating  their  length  would  require  increasing  domain  size  (hence  computation  
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time)  and  would  introduce  added  dynamics  as  the  spits  accumulated  larger  amounts  of  
sediment  at  their  ends,  which  is  beyond  the  scope  of  this  study.  Restricting  spit  growth  
gives  us  an  additional  constraint  with  which  to  compare  the  steady  states  of  a  broad  
range  of  wave  climate  and  headland  width  scenarios.  Therefore  we  proceed  with  an  
ensemble  of  model  results  with  restricted  spits  only,  acknowledging  that  most  
observable  analogues  are  likely  to  exist  in  some  intermediate  state  between  our  
restricted  and  unrestricted  model  scenarios.    
Figure  9  shows  the  steady-­‐‑state  erosion  rate  as  a  function  headland  width  for  the  
four  symmetric  wave  climate  scenarios  presented  in  figure  7,  plotted  in  log-­‐‑log  space.  
Erosion  rates  were  calculated  as  the  temporal  mean  of  the  alongshore-­‐‑average  erosion  
rate  after  its  initial  transient  phase,  and  headland  widths  span  the  ranges  from  1  to  9  km  
in  increments  of  one  kilometer,  then  from  10  to  50  km  in  ten-­‐‑kilometer  increments.    
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Figure  9:	  Steady  state,  alongshore-­‐‑averaged  erosion  rates  for  headlands  with  
restricted  spits  for  initial  widths  ranging  from  1  to  50  km.    
  
Erosion  rates  decrease  logarithmically  as  a  function  of  headland  width,  
independent  of  wave-­‐‑climate  highness  U.  That  is,  the  relationship  between  a  headland’s  
width  and  its  steady-­‐‑state  erosion  rate  conforms  to  a  power  law  of  the  form  w = axhb ,  
where  xh  is  headland  width  (note  that  this  is  not  the  same  as  the  domain  length  L,  which  
is  more  precisely  the  arc  length  of  the  coastline),  and  where  increases  in  the  proportion  
of  high  angle  waves  correspond  to  decreases  in  the  parameter  a  yet  no  change  in  the  
exponent  b.  This  is  seen  as  a  downward  shift  in  the  y-­‐‑intercept  of  a  line  in  log-­‐‑log  space  
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(figure  9),  and  implies  a  wave-­‐‑climate-­‐‑independent  scaling  between  a  coastline’s  steady-­‐‑
state  erosion  and  alongshore  length.  
The  parabolic  relationship  between  steady  state  shape  and  erosion  rate  suggested  
by  equations  (9)  and  (10)  is  complicated  by  several  factors.  First,  as  we  have  already  
noted,  the  diffusivity  is  not  spatially  uniform.  Second,  it  assumes  that  for  a  given  
domain  length  L  and  shoreface  depth  Dsf  the  erosion  rate  follows  from  the  rate  that  
sediment  is  transported  out  of  the  boundaries,  which  itself  depends  on  the  relative  angle  
between  waves  and  the  shoreline  at  the  boundary.  Therefore,  in  our  results  the  
simplified  spit  dynamics  act  as  a  sort  of  buffer  for  this  boundary  condition.  Spits  grow  at  
an  angle  with  respect  to  the  headland  orientation,  and  previous  investigations  using  the  
CEM  to  study  unrestricted  spits  growing  from  a  similar  (although  smaller  scale)  initial  
condition  suggested  that  this  angle  is  related  to  the  orientation  that  produces  the  
maximum  sediment  flux  for  a  given  wave  climate  [Ashton  et  al.,  2007].  Subsequent  
work,  in  which  spit  evolution  was  forced  by  an  updrift  erosion  rate,  showed  that  spit  
angles  were  lower  when  the  updrift  mainland  coastline  was  more  erosive  [Ashton  and  
Neinhuis,  2012].  In  the  experiments  presented  here,  the  angle  of  the  spit  at  the  boundary  
with  the  headland  is  determined  by  the  curvature  and  width  of  the  headland.  (Spit  
orientation,  averaged  over  the  spit  length,  is  related  to  this  headland-­‐‑bounding  spit  
angle.)  Curvature  of  the  headland  is  determined  partly  by  erosion  rate,  driven  by  the  
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rate  of  sediment  loss  at  the  spit  ends.  That  rate  of  sediment  loss,  in  turn,  depends  on  spit  
orientation  (as  well  as  wave  climate).      
To  investigate  the  two-­‐‑way  interactions  between  the  spit  and  its  updrift  
shoreline,  we  measured  the  spit  angles  for  of  the  experiments  shown  in  figure  9.  Figure  
10  shows  steady  state  spit  angle  as  a  function  of  headland  width,  showing  that  spit  
angles  are  generally  higher  for  higher-­‐‑angle  wave  climates,  and  increase  at  a  decreasing  
rate  as  a  function  of  headland  width.  For  headland  widths  grater  than  ~20  km  the  spit  
angle  appears  to  be  independent  of  headland  width.  In  light  of  the  results  presented  by  
Ashton  and  Neinhuis,  [2012]  this  asymptotic  behavior  seems  to  indicate  an  upper  bound  
to  the  extent  that  the  updrift  shoreline  influences  the  orientation  of  the  spits.  Spit  angles  
appear  not  to  exceed  the  angle  that  maximizes  the  net  alongshore  flux.  
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Figure  10:	  Steady  state  spit  angles  for  headlands  with  restricted  spits  for  initial  
widths  ranging  from  1  to  50  km.    
  
2.5.2 Headland-spit evolution due to changing wave climates 
We  tested  the  coastline  response  to  changes  in  the  wave  climate  by  initializing  a  
set  of  experiments  with  results  from  a  10  km  headland  with  restricted  spits  that  had  
evolved  to  a  steady  state.  Figure  11a  shows  the  evolution  of  a  headland  that  had  evolved  
to  a  steady  state  under  a  symmetric,  low  angle  wave  climate  (A  =  0.5  and  U  =  0.1)  and  
then  subjected  to  an  instantaneous  10%  increase  in  both  asymmetry  and  highness  (A  =  
0.6  and  U  =  0.2).  A  circle  marks  the  nodal  point  on  each  shoreline,  and  the  orientation  is  
defined  by  the  tangent  line  at  the  nodal  point,  depicted  by  the  dashed  line  for  the  initial  
and  final  shorelines.  Figure  11b  shows  the  corresponding  differences  between  the  
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(spatially  explicit)  initial  headland  erosion  rate  and  that  of  the  subsequent  shorelines  
shown  in  figure  11a.  Note  that  this  difference  equals  zero  for  the  initial  shoreline,  is  
negative  if  the  erosion  rate  decreased,  and  positive  if  the  erosion  rate  increased  relative  
to  the  initial,  steady  state  condition.    
The  headland’s  response  to  changing  forcing  is  abruptly  evident  as  the  nodal  
point  shifts  to  the  left  and  then  settles  back  to  the  approximately  center  position  with  
respect  to  the  headland  boundaries.  The  headland’s  orientation  also  quickly  shifts  from  
zero  to  ~10°,  although  this  is  not  an  abrupt  shift  in  the  overall  shape  of  the  coastline.  The  
more  gradual  adjustment  of  the  overall  shape  is  reflected  by  the  changing  pattern  of  
erosion  rates.  Erosion  rates  initially  increased  on  the  left  side  of  the  headland  in  response  
to  the  increased  proportion  of  waves  approaching  from  the  left.  However,  this  was  not  
the  dominant  change,  as  erosion  rates  were  lower  for  the  majority  of  the  headland.  The  
overall  pattern  was  a  decrease  in  the  erosion  rate  difference  from  the  left  to  right  side  of  
the  headland.  This  gradient  in  erosion  rate  differences  gradually  decreased  until  settling  
to  an  alongshore-­‐‑uniform  rate  and  corresponding  steady  shape.  However,  the  final  
steady  state  erosion  rate  did  not  equal  the  initial  rate,  because  the  wave-­‐‑climate  shift  
included  an  increase  in  high  angle  waves  as  well  as  those  approaching  from  the  left.  This  
shows  that  even  a  shoreline  oriented  at  equilibrium  with  an  asymmetric  wave  climate  
may  have  alongshore-­‐‑uniform  erosion  rates,  and  these  are  controlled  by  the  effect  of  
high  angle  waves  on  shoreline  diffusivity.  
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Figure  11:	  Plots  showing  the  response  of  shoreline  evolution  (a)  and  erosion  rates  (b)  
to  a  changing  wave  climate.  The  dashed  lines  in  (a)  represents  the  shoreline  
orientation  taken  as  the  tangent  of  the  nodal  point,  represented  by  circles.  The  erosion  
rate  response  is  shown  as  the  difference  between  the  initial  headland  erosion  rate  and  
that  at  successive  intervals  (b).  The  initial  headland  had  reached  a  steady  state  under  a  
symmetric,  low-­‐‑angle  dominated  wave  climate  (A  =  0.5  and  U  =  0.1),  after  which  the  
asymmetry  and  highness  were  both  increased  to  A  =  0.6  and  U  =  0.2.  
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To  show  this  more  explicitly,  for  three  different  wave  climate  change  scenarios  
we  calculated  alongshore-­‐‑average  erosion  rates  for  the  left  and  right  sides  of  the  
headland  separately,  then  plotted  their  trajectories  in  phase  space,  where  the  x  and  y  
axes  correspond  to  erosion  rates  of  the  right  and  left  sides  of  the  headland,  respectively  
(figure  12).  The  one-­‐‑to-­‐‑one  line  in  figure  12  corresponds  to  erosion  rates  that  are  
alongshore  uniform  (i.e.  left  and  right  sides  are  equal)  and  trajectories  deviating  from  
that  line  represent  asymmetry  in  the  distribution  of  erosion  rates.    
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Figure  12:	  Phase  space  trajectories  of  erosion  rates  averaged  separately  for  the  left  and  
right  sides  of  a  headland  evolving  under  different  wave  climate  change  scenarios.  
Erosion  rates  for  the  left  and  right  sides  of  the  headland  are  plotted  on  the  x-­‐‑  and  y-­‐‑
axis,  respectively.  The  initial  condition  is  plotted  in  grey,  and  the  colored  trajectories  
represent  wave  climate  changes  originating  from  it.  Orbits  around  the  one-­‐‑to-­‐‑one  line  
represent  the  steady  state  equilibrium  condition.  
     53  
  
The  trajectory  of  the  initial  condition  (A  =  0.5,  U=  0.1)  is  shown  in  gray,  and  
quickly  settles  to  an  orbit  around  a  constant,  symmetrically  distributed  rate.  Starting  
from  this  state,  when  the  wave  climate  remains  symmetric  but  experiences  a  10%  
increase  in  the  proportion  of  high  angle  waves  (A  =  0.5,  U  =  0.2;  figure  12,  red  line),  the  
trajectory  jumps  to  a  steady  state  that  is  an  approximately  20%  decrease  from  the  initial  
state.  If  instead  the  wave  climate  asymmetry  is  increased  by  10%    (A  =  0.6,  U  =  0.1;  figure  
12,  green  line),  the  trajectory  jumps  to  the  upper  left  quadrant  before  gradually  
returning  to  the  original  steady  state.  In  this  case  the  erosion  rate  of  the  left  side  
increases  by  ~20%,  matched  by  an  equal  decrease  in  those  of  the  right  side.  In  contrast,  
the  trajectory  due  to  the  wave  climate  change  shown  in  figure  11  (A  =  0.6,  U  =  0.2;  figure  
12,  blue  line)  only  shows  a  marginal  increase  in  erosion  on  the  left  side  compared  to  a  
decrease  of  ~40%  on  the  right.  The  subsequent  trajectory  follows  a  path  toward  the  
steady  state  reached  by  the  wave  climate  shift  involving  only  a  change  in  highness  U.    
2.6 Discussion 
In  the  broadest  sense,  we  have  addressed  large-­‐‑scale,  convex-­‐‑seaward  coastline  
shape  as  a  generic  morphological  state  arising  solely  from  the  first  order  processes  of  
wave-­‐‑driven  alongshore  sediment  transport.  Allowing  spits  to  evolve  in  tandem  with  a  
headland-­‐‑like  shape  using  a  full  range  of  wave-­‐‑approach  directions  illuminates  coupled  
interactions  between  spit  and  headland  morphodynamics  that  are  not  seen  when  spits  
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are  modeled  separately  (e.g.  forced  by  updrift  boundary  conditions).  These  interactions  
manifest  as  a  connection  with  the  system  size.  Equilibrium  erosion  rates,  and  therefore  
shoreline  curvatures,  depend  on  the  width  of  the  initial  headland  shape,  and  therefore  
the  length  of  the  coastline.  Erosion  rates  and  curvatures  also  depend  on  wave  climate;  
both  the  distribution  of  wave-­‐‑approach  angles  and  the  effective  average  wave  height  
influence  the  coastline  diffusivity  (Ashton  and  Murray,  2006a).  (For  example,  higher  
wave  heights  would  tend  to  increase  coastline  diffusivity,  therefore  tending  to  decrease  
shoreline  curvatures.)  Shoreline  angles  where  spits  grow  from  a  headland  depend  on  the  
size  of  the  systems  and  headland  curvatures.  Overwash  has  the  long-­‐‑term  effect  of  
decreasing  the  angle  that  the  shoreline  at  a  distal  spit  end  makes  with  respect  to  its  
updrift  shoreline,  by  increasing  the  effective  diffusivity  of  a  spatially  extended  section  of  
the  coast  experiencing  long-­‐‑term  overwash.  The  shoreline  angle  at  the  end  of  a  spit,  in  
combination  with  the  wave  climate,  determines  the  net  sediment  flux  leaving  the  
headland  spit  system—and  therefore  affects  headland  shape  and  erosion  rate.    The  
extent  that  the  spit  and  its  updrift-­‐‑connected  shoreline  affect  each  other  diminishes  with  
increasing  system  size,  to  the  point  where  the  spit  angle  reaches  a  threshold  at  the  angle  
that  maximizes  net  sediment  transport.    
We  found  that  these  effects  hold  over  a  range  of  wave  climate  characteristics.  
Coastlines  with  more  influence  from  high  angle  waves  tend  to  have  lower  equilibrium  
erosion  rates  and  higher  curvature,  with  more  convex  quasi-­‐‑parabolic  shapes.  The  
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orientation  of  the  coastline  (with  respect  to  the  global  coordinate  system)  depends  on  the  
wave  climate  asymmetry  according  to  our  initial  investigations  of  a  changing  wave  
climate,  yet  the  equilibrium  erosion  rates  and  shoreline  shapes  appear  to  be  more  
strongly  controlled  by  the  proportion  of  high-­‐‑angle  waves.  These  findings  are  broadly  
consistent  with  those  of  previous  work  addressing  the  high-­‐‑angle  wave  instability  and  
the  diffusivity  of  shoreline  shape  [Ashton  et  al.,  2001;  Falques  et  al.,  2003,  2005;  Ashton  
and  Murray,  2006a,  2006b].  Future  work  will  include  a  more  systematic  exploration  of  
both  wave  climate  change  and  wave  climate  asymmetry.  
Several  caveats  should  be  addressed  when  interpreting  our  results.  The  model  
only  treats  refraction  and  shoaling  of  offshore  waves  over  assumed  shore-­‐‑parallel  
bathymetric  contours.  This  idealization  becomes  less  appropriate  as  the  alongshore  
length  scales  of  interest  become  small  (e.g.  relative  to  the  cross-­‐‑shore  scale  of  the  
shoreface),  where  the  coast  has  high  curvature,  such  as  at  spit  ends.  Future  headland-­‐‑
spit  model  experiments  using  models  that  feature  more  sophisticated  wave-­‐‑
transformation  components  should  be  carried  out  [Kaergaard  and  Fredsoe,  2013].  
However,  our  goal  was  to  explore  headland-­‐‑spit  coupled  dynamics  at  a  basic  level,  and  
the  differences  between  our  results  and  those  that  would  involve  these  approaches  
would  likely  be  more  quantitative  than  qualitative.    
The  erosion  rates  that  we  find  in  our  results  are  large  compared  with  those  
commonly  observed  in  nature.  All  of  our  experiments  involved  constant  offshore  wave  
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heights  (1  m,  before  shoaling  nearshore)  and  shoreface  depths  (10  m).  Changing  these  
quantities  would  have  an  effect  on  the  resulting  erosion  rates.  For  example,  additional  
experiments  with  a  20  m  shoreface  depth  decreased  the  steady  state  erosion  rate  by  half,  
as  expected  according  to  equation  (8).  Reducing  wave  heights  would  reduce  the  net  
sediment  fluxes  past  the  spit  ends,  tending  to  reduce  erosion  rates.  However,  these  
changes  would  not  affect  the  spatial  patterns  and  qualitative  relationships  we  have  
observed  here.    
Our  treatment  of  unrestricted  versus  restricted  spits  is  highly  simplified.  In  
nature  spit  growth  is  neither  completely  restricted  nor  unrestricted;  sediment  sinks  
evolve  dynamically  with  surrounding  conditions  rather  than  in  a  uniform  line  that  
removes  sediment  at  a  maximum  capacity.  Completely  restricting  the  spits  had  the  
consequence  of  preventing  the  development  of  depositional  forms  at  the  spit  ends  (i.e.  a  
‘recurve’  shape).  Similarly,  any  evolving  spit  will  eventually  encounter  various  
restrictions  to  its  growth  (aside  from  intersecting  with  another  shoreline),  such  as  
increasing  water  depths.  Therefore,  we  consider  our  treatments  of  spit  evolution  as  
limiting  cases,  allowing  simplified  insights  into  the  coupled  dynamics  of  spit/headland  
systems  over  the  large  space  and  time  scales  of  interest  here.  
The  commonality  between  the  analytical  solution  for  the  convexity  of  coastline  
shape  and  that  of  equilibrium  hillslope  profiles  highlights  an  interesting  intersection  
between  what  might  otherwise  seem  to  be  weakly  related  geomorphic  systems.  Gilbert  
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[1890]  gave  an  explanation  of  the  plan  form  evolution  of  spit  shape  decades  before  
relating  the  convexity  of  hilltops  to  the  rate  of  regolith  production  and  channel  incision  
[Gilbert,  1909].  Both  can  be  understood  in  terms  of  diffusion-­‐‑like  processes,  which  are  
ubiquitous  in  geomorphology,  allowing  explanations  of  landscape  evolution  in  terms  of  
various  interpretations  of  equilibrium  [Bracken  and  Wainwright,  2006].  This  work  
serves  as  an  example  of  how  geomorphologists  focusing  in  different  sub-­‐‑disciplines  may  
benefit  from  abstraction  of  each  other’s  process  descriptions.  Similarly,  recent  work  on  
rocky  coastline  evolution  applied  a  non-­‐‑linear  relationship  between  sea  cliff  retreat  and  
the  width  of  the  subareal  beach  [Limber  and  Murray,  2011]  by  analogy  to  bare  bedrock  
weathering  and  regolith  thickness  in  steep  alpine  regions  and  desert  environments  
[Anderson,  2002;  Strudley  et  al.,  2006].  Recent  discussion  regarding  nonlocality  in  
hillslope  sediment  transport  expands  on  the  traditional  local  dependence  of  flux  on  
slope  to  account  for  heterogeneities  in  the  system  by  using  statistical  descriptions,  
nonlocal  transport  laws,  and  fractional  calculus  [Furbish  and  Roering,  2013;  Foufoula-­‐‑
Georgiou  and  Passalacqua,  2013].  Falques  and  Calvete  [2005]  addressed  nonlocality  in  
large-­‐‑scale  coastline  dynamics  that  arises  from  wave  transformation  by  expanding  cross-­‐‑
shore  and  bathymetric  perturbations  into  Fourier  modes.  While  this  may  be  sufficient  
with  regard  to  the  onset  of  the  high  angle  wave  instability  on  relatively  straight,  sandy  
coastlines,  future  work  introducing  larger  amplitude  heterogeneity  may  benefit  from  the  
theoretical  advances  in  nonlocality  being  made  in  the  hillslope  community.  
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The  processes  governing  large-­‐‑scale  coastline  evolution  are  becoming  
increasingly  intertwined  with  human-­‐‑landscape  interactions,  as  coastal  communities  
respond  to  erosion  by  stabilizing  their  shores  [Nordstrom,  2000;  Psuty,  2002].  This  
human  signal  is  becoming  recoverable  in  regional  scale  shoreline  change  observations  as  
the  abundance  of  such  data  increases  [Hapke  et  al.,  2013;  Johson  et  al.,  submitted],  and  is  
a  subset  of  the  more  general  paradigm  of  human  influence  on  Earth  system  dynamics  
that  has  led  to  the  characterization  of  a  new  geologic  epoch  [Crutzen  and  Stoemer,  2000].  
Therefore,  future  work  will  extend  the  experiments  presented  here  to  include  responses  
to  shoreline  stabilization  and  the  coupling  between  coastline  and  economic  dynamics.  
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3. Cascading failures of shoreline stabilization 
3.1 Introduction 
Systems  with  many  interconnected  parts  can  be  susceptible  to  a  cascade  of  
failures,  where  the  failure  of  one  or  more  constituents  can  trigger  the  failure  of  others;  a  
phenomenon  that  has  received  significant  attention  in  various  applications  of  complex  
networks  [Strogatz,  2001].  Yet  for  many  environmental  systems  the  component  parts  
and  extent  of  their  connectivity  are  not  readily  evident,  precluding  a  clear  definition  of  a  
network  structure.  Geomorphic  systems  are  characteristically  complex,  exhibiting  strong  
feedbacks  at  a  variety  of  spatiotemporal  scales,  often  due  to  coupling  between  disparate,  
yet  interdependent  system  components  (e.g.  physical-­‐‑biological)  [Murray  and  Fonstad,  
2007;  Murray  et  al.,  2009].  Human  agency  in  the  movement  of  mass  on  the  Earth  surface  
has  increased  to  the  extent  that  it  rivals  all  other  geomorphic  transport  systems  in  terms  
of  magnitude  [Hooke,  1994,  2000]  and  effectiveness  [Haff,  2010].  Thus,  there  is  an  
emerging  viewpoint  that  the  role  of  humans  in  geomorphology  extends  beyond  direct  
impacts  to  include  two-­‐‑way  coupling  that  arises  when  the  human-­‐‑altered  trajectory  of  
landscape  evolution  in  turn  affects  the  subsequent  human-­‐‑landscape  interaction  [Haff,  
2003;  Werner  and  McNamara,  2007].  Werner  and  McNamara  [2007]  argue  that  this  
coupling  is  strongest  on  timescales  of  years  to  decades,  on  which  socio-­‐‑economic  
decisions  regarding  hazard  mitigation  and  profit  maximization  intersect  with  those  of  
spatial  landscape  response  times  governed  by  diffusion-­‐‑like  processes.  
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Coastlines  represent  a  particularly  dynamic  geomorphic  boundary,  and  
consequently  the  presence  of  the  highest  concentrations  of  human  population  and  
economic  activity  there  is  accompanied  by  the  prevalence  of  landscape  manipulations  
intended  to  control  it  [Nordstrom,  2000].  Structures  like  seawalls,  breakwaters,  groynes,  
and  jetties  are  designed  to  protect  infrastructure  from  erosion  and  flooding  by  either  
acting  as  an  outright  barrier,  or  by  trapping  or  rerouting  sediment  in  order  to  maintain  
local  sections  of  shoreline,  often  increasing  erosion  nearby.  Non-­‐‑structural  
manipulations  include  dune  building  and  the  placement  of  dredged  material  to  replace  
an  eroding  beach,  a  practice  known  as  beach  nourishment.  Dunes  and  wide  beaches  
provide  buffers  against  storm  surge  as  well  as  recreation,  which  both  encourage  further  
development.  Yet  the  relative  impermanence  of  these  practices  means  that  they  must  be  
repeated  often,  at  a  great  expense.  In  all  cases,  sustained  manipulations  of  coastal  
processes  represent  fundamental  changes  to  system  dynamics,  such  that  the  human  and  
natural  components  are  no  longer  inseparable.    
An  abundance  of  recent  work  has  addressed  the  coupling  between  human  and  
coastline  dynamics,  with  particular  regard  to  shoreline  stabilization.  Slott  et  al.,  [2010]  
and  Ells  and  Murray,  [2012]  used  a  numerical  model  to  explore  how  long-­‐‑term  (decades  
to  centuries)  stabilization  of  local  sections  of  a  shoreline  can  alter  patterns  of  erosion  and  
accretion  on  a  large-­‐‑scale  (hundreds  of  kilometers)  cuspate-­‐‑shaped  coastline,  identifying  
perturbations  to  its  natural  evolution  spanning  distances  as  large  as  the  coastline  pattern  
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(~100  km).  These  effects  resulted  from  both  alongshore  propagation  of  shoreline-­‐‑
orientation  changes  and  the  non-­‐‑local  effect  of  large-­‐‑scale  features  blocking  wave  energy  
that  would  have  otherwise  reached  distant  sections  of  the  coast  (wave  shadowing),  and  
were  different  depending  on  the  whether  the  shore  was  stabilized  with  beach  
nourishment  or  hard  structures.  Their  work  included  the  effects  of  long-­‐‑term  changes  in  
wave  climates,  which  had  previously  been  shown  to  alter  the  large-­‐‑scale  pattern  of  the  
cuspate  shape  [Slott  et  al.,  2006],  and  subsequent  work  has  detected  these  signals  along  
the  cuspate  Carolina  Capes,  USA,  both  in  observations  of  shoreline  change  for  
unmanaged  coasts  [Moore  et  al.,  2014]  and  through  records  of  cumulative  nourishment  
volumes  along  heavily  stabilized  shorelines  [Johnson,  et  al.,  submitted].    
The  economic  components  of  the  coupled  human-­‐‑coastline  system  have  also  
been  addressed,  initially  focusing  on  straight  coastlines.  McNamara  and  Werner,  [2008a]  
coupled  a  model  for  barrier  island  evolution  to  an  agent  based  model  for  resort  
development  and  hazard  mitigation  (via  dune  building  and  beach  nourishment),  finding  
that  the  tendency  for  shoreline  stabilization  to  arrest  landward  barrier  island  migration  
in  response  to  sea  level  rise  can  lead  to  alongshore-­‐‑variable  boom  and  bust  cycles  and  
resort  destruction.  Their  results  compared  well  with  observations  at  Ocean  City,  MD,  
[McNamara  and  Werner,  2008b]  yet  were  limited  to  the  spatial  extent  of  a  single-­‐‑town.  
Slott  et  al.,  [2008]  included  dynamic  nourishment  decisions  based  on  cost-­‐‑benefit  
analyses  in  a  model  tailored  to  larger-­‐‑scale  coastline  change,  finding  that  adjacent  towns  
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engaging  in  long-­‐‑term  nourishment  could  mutually  benefit  from  stabilization  even  if  
their  efforts  are  uncoordinated.  In  contrast,  Lazarus  et  al.,  [2011]  modeled  a  large-­‐‑scale  
(100  km)  straight  coastline  occupied  by  a  series  of  adjacent  towns,  each  making  locally  
optimized  nourishment  decisions  in  response  to  a  uniform  sea-­‐‑level-­‐‑rise  driven  erosion  
rate.  Their  model  included  spatial  dynamics,  so  that  a  town’s  nourishment  affected  the  
shoreline  shape,  in  turn  affecting  the  erosion  rates  of  neighboring  beaches  (e.g.  Slott  et  
al.,  [2008]).  In  their  model,  each  town  based  the  timing  of  their  nourishment  events  on  an  
optimal  control  model  originally  developed  for  a  single  location,  which  included  the  
diffusion  of  shoreline  shape  implicitly  by  neglecting  the  possible  effects  of  neighboring  
towns  nourishment  behaviors  [Smith  et  al.,  2009].  Therefore,  the  difference  between  the  
erosion  rates  that  towns  observed  and  the  long-­‐‑term  average  rate  that  was  actually  
occurring  led  to  spatially  and  temporally  chaotic  nourishment  behaviors.  Extending  this  
approach,  Williams  et  al.,  [2013]  included  a  variable  nourishment  sand  cost,  which  
represented  the  scarcity  of  the  sand  resource  such  that  the  cost  to  nourish  increases  as  
the  reservoir  of  available  sand  is  depleted.  The  consequent  variability  in  the  physical  
and  economic  variables  led  to  what  they  termed  “sucker”  and  “free-­‐‑rider”  behavior,  
after  a  similar  observation  in  the  psychology  literature  [Kerr,  1983],  to  describe  a  spatial  
feedback  where  some  towns  are  able  to  disproportionately  benefit  from  their  neighbor’s  
nourishment  efforts  through  the  same  physical  diffusion  of  shoreline  shape  that  led  to  
the  chaotic  behavior  observed  by  Lazarus  et  al.,  [2011].  
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While  these  initial  investigations  into  human-­‐‑coastline  coupling  are  insightful,  
most  spatially  extended  coastlines  are  not  straight,  but  have  a  variety  of  complex  shapes  
that  introduce  complications  to  the  analyses  above.  Williams  et  al.,  [2013]  addressed  this  
by  applying  spatially  heterogeneous  erosion  rates  derived  from  non-­‐‑coupled  cuspate  
cape  simulations  to  a  coupled  straight  coast,  finding  that  the  variations  in  property  
values  resulting  from  the  sucker  and  free-­‐‑rider  behavior  we  increased  by  an  order  of  
magnitude.  This  approach,  however,  neglects  the  two-­‐‑way  coupling  between  the  
evolving  capes  and  their  inhabitants.  Jin  et  al.,  [2013]  proposed  an  analytical  model  for  
the  optimal  response  to  non-­‐‑uniform  erosion  rates  occurring  along  a  coastline  with  some  
initial,  convex-­‐‑seaward  curvature.  Their  model  incorporated  a  capital  accumulation  
framework  similar  to  that  of  Smith  et  al.,  [2009]  into  a  solution  for  an  inhomogeneous  
diffusion  equation  expressing  the  evolution  of  the  coastline  as  a  function  of  its  
curvature.  This  allowed  them  to  deduce  that  the  optimal  response  to  erosion  is  through  
a  spatially  coordinated  approach  to  coastal  management,  which  they  treated  explicitly  
where  it  was  only  implied  in  other  work.  However,  the  benefit  of  tractability  in  their  
analytical  solutions  come  at  the  expense  of  limited  scope  in  terms  of  initial,  boundary,  
and  external  forcing  conditions,  therefore  neglecting  possible  emergent  behaviors  that  
could  arise  from  their  interaction  with  the  larger,  more  complex  setting.    
McNamara  et  al.,  [2011]  offered  the  broadest  overlap  between  the  economic  and  
morphodynamic  components  of  a  human-­‐‑coastline  model  thus  far.  They  modeled  two  
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towns  located  at  either  side  of  an  evolving  cape,  each  town  extracting  nourishment  sand  
from  a  common,  finite  reservoir.  Due  to  the  scarcity  of  the  resource,  the  cost  to  nourish  
would  increase  until  it  was  no  longer  beneficial  or  the  entire  reservoir  was  depleted.  In  
either  case,  the  towns  would  be  forced  to  abandon  stabilization.  The  distribution  of  
property  values  along  a  heterogeneously  changing  cape  determined  the  coupled  
system’s  evolution.  When  the  town  with  higher  property  values  was  located  on  the  
more  erosive  side  of  the  cape  the  sand  reservoir  was  depleted  more  rapidly,  causing  the  
less  affluent  town  to  abandon  stabilization  earlier  than  they  otherwise  would  have.  
Abandonment  of  shoreline  stabilization  is  not  unrealistic.  McNamara  et  al.,  
[2011]  noted  that  their  results  represented  conditions  along  Cape  Fear,  NC  that  might  
already  be  underway,  and  Johnson  et  al.,  [submitted]  show  that  actual  nourishment  
volumes  have  been  increasing  in  recent  years,  coincident  with  increased  hurricane  
driven  wave  heights  [Komar  and  Allen,  2008].  The  availability  of  nourishment  sand  is  
dwindling  [Pilkey  and  Clayton,  1987;  Hoffman,  1998;  Finkl  et  al.,  2007],  and  is  therefore  
likely  to  become  more  expensive  as  a  result.  The  cost  of  nourishment  sand  has  increased  
by  nearly  12%  since  the  1970’s  [Seabrook,  2013],  and  the  destruction  following  Hurricane  
Sandy  has  brought  the  debate  over  the  sustainability  of  coastal  infrastructure  to  the  fore,  
with  an  emphasis  on  large-­‐‑scale  adaptation  practices  that  may  involve  abandonment  of  
shoreline  infrastructure  [Klinenberg,  2013;  Seabrook,  2013].  If  such  abandonment  were  
to  occur  in  the  same,  decentralized  manner  that  stabilization  continues  to  follow,  the  
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morphological  responses  of  the  coastline  shape  readjusting  could  be  severe,  especially  in  
light  of  changing  storm  patters  and  sea  level  rise.  As  previous  work  has  suggested,  these  
morphological  readjustments  could  accelerate  erosion  or  accretion  rates  felt  by  other  
communities,  possibly  leading  to  a  cascade  of  shoreline  changes  and  economic  impacts  
triggering  further  abandonment.  
This  paper  contributes  to  the  literature  on  human-­‐‑coastline  coupling  by  
addressing  the  possibility  for  a  cascade  of  shoreline  stabilization  abandonment  on  a  
complex-­‐‑shaped  coastline.  We  build  on  recent  modeling  work  that  investigated  the  
morphodynamic  behaviors  of  large-­‐‑scale,  convex-­‐‑seaward  coastline  shapes  [Ells,  
dissertation  chapter  2],  broadly  similar  to  many  densely  populated  coastlines  along  the  
Mid-­‐‑Atlantic  and  New  England  (e.g.  New  Jersey,  Cape  Cod,  etc.),  where  a  simplified  
headland  shape  interacts  with  spits  near  its  boundaries.  Our  goal  is  to  explore  key  
interactions  between  coastline  shape  and  beach  nourishment  subject  to  changing  wave  
climate,  finite  sand  resources,  and  economic  heterogeneity.  Like  previous  work,  our  
approach  represents  an  abstraction  of  the  complications  found  along  real  coastlines,  so  
our  intent  is  not  to  simulate  any  particular  coastline  or  coastal  community,  but  rather  to  
gain  insights  that  may  otherwise  be  obscured  by  including  inordinate  detail,  or  by  
modeling  the  human  or  morphodynamic  systems  independently  from  one  another.  
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3.2 Methods 
3.2.1 Coastline model 
We  use  the  coastline  evolution  model  (CEM),  the  details  of  which  were  
elaborated  by  Ashton  and  Murray,  [2006a],  so  we  only  describe  the  essential  features  
here.  The  model  is  based  on  the  one-­‐‑contour-­‐‑line  modeling  approach  [Pelnard-­‐‑
Considiere,  1956],  which  assumes  that  changes  in  the  plan  form  coastline  shape  result  
from  gradients  in  alongshore  sediment  transport  Qs  (m3/s).  This  alongshore  flux  is  
determined  by  the  relative  angle  between  breaking  waves  φb  and  the  local  shoreline  
angle  θ,  
   Qs = K1Hb5 2sin ϕb −θ( )cos ϕb −θ( ) ,   (1)  
where  Hb  is  breaking  wave  height  and  K1  is  an  empirical.  Sediment  that  is  mobilized  by  
wave  action  remains  in  the  nearshore  system  down  to  the  depth  of  the  shoreface  Dsf,  so  
that  erosion  or  accretion  of  the  shoreline  position  η  results  from  the  landward  or  
seaward  movement  of  the  shoreface  according  to  the  continuity  equation  
  
dη
dt =−
1
Dsf
dQs
dx ,  
(2)  
where  x  is  the  alongshore  position  and  t  is  time.  Equation  (2)  is  discretized  along  a  
cellular  grid,  where  the  shoreline  is  a  continuous  line  of  cells  lying  at  the  interface  of  
land  and  water  cells.  Waves  first  approach  the  shore  with  a  uniform  offshore  height,  
direction,  and  angle,  and  are  then  shoaled  and  refracted  across  shore-­‐‑parallel  contours  
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until  breaking.  The  resulting  diffusion-­‐‑like  behavior  of  the  shoreline  shape  is  strongly  
dependent  on  the  obliquity  of  the  wave  angle  before  nearshore  transformation,  leading  
to  a  feedback  where  shoreline  features  grow  when  waves  approach  from  offshore  angles  
near  ~45°.    
3.2.2 Wave climates 
At  each  time  step  in  the  model,  a  different  offshore  wave  is  chosen  randomly  
from  a  probability  distribution  describing  the  offshore  direction  and  angle.  We  refer  to  
these  parameters  as  the  wave  climate  “asymmetry”  A  and  “highness”  U,  referring  to  the  
proportion  of  waves  that  approach  from  the  left  (looking  offshore)  and  the  proportion  of  
waves  that  approach  from  angles  greater  than  45°,  respectively.  For  example,  a  
symmetric  wave  climate  has  a  value  A  =  0.5  (equal  proportion  from  left  and  right),  and  a  
wave  climate  is  considered  “stable”  or  “unstable”  depending  on  whether  it  has  a  lower  
or  higher  proportion  of  high  angle  waves  (U  <  0.5  or  U  >  0.5).  
3.2.3 Beach nourishment 
The  time  and  space  scales  at  which  the  CEM  is  most  applicable  (decades  to  
centuries)  tend  to  overlap  with  those  relating  to  those  of  economic  decisions  for  human-­‐‑
landscape  coupling  (several  years  to  decades),  as  suggested  by  Werner  and  McNamara,  
[2007].  Therefore,  each  shoreline  cell  may  be  endowed  with  the  relevant  characteristics  
of  a  coastal  community  engaging  in  shoreline  stabilization.  In  this  work  beach  
nourishment  is  treated  as  a  continuous  process,  so  that  every  time  a  shoreline  cell  
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occupied  by  a  town  erodes,  a  volume  of  sand  is  added  to  bring  the  shoreline  back  to  its  
initial  position.  It  is  assumed  that  the  nourishment  sand  is  redistributed  on  the  shoreface  
instantaneously,  relative  to  the  long  time  scales  of  the  model.  
3.2.4 Initial condition 
We  generated  the  initial  coastline  configuration  by  evolving  a  10  km  wide  
rectangular  headland-­‐‑like  protuberance  along  an  otherwise  straight  coastline  under  a  
symmetric,  low-­‐‑angle  dominated  (i.e.  stable)  wave  climate  (A  =  0.5  and  U  =  0.1),  allowing  
spits  grow  at  an  angle  from  the  lateral  boundaries  of  the  headland  until  reaching  
sediment  sinks,  which  extend  through  the  length  of  the  cross-­‐‑shore  domain.  It  is  
important  to  note  that  because  the  wave  climate  parameters  relate  to  the  global  
alongshore  domain,  the  90°  discontinuity  at  the  headland  edges  causes  the  wave  climate  
to  be  asymmetric  and  high-­‐‑angle  dominated  (unstable)  with  respect  to  the  evolving  
spits.  As  the  coupled  headland-­‐‑spit  coastline  migrates  landward  the  spits  start  to  erode  
into  themselves.  An  algorithm  representing  the  tendency  for  overwash  to  maintain  a  
critical  barrier  width  prevents  the  spits  from  deteriorating.  This  coastline  configuration  
is  allowed  to  evolve  until  reaching  a  steady  shape  and  an  alongshore-­‐‑uniform  erosion  
rate  (figure  13,  red  line;  Ells,  [dissertation  chapter  2]).  Ten  towns  are  located  along  the  
initial  headland  coast,  corresponding  to  the  alongshore  locations  represented  in  figure  
13  by  the  grey  scale  bars  and  numbers  at  the  top  of  the  domain.  We  will  continue  to  refer  
to  these  towns  by  their  number  assignments,  and  plots  with  grey  scales  will  relate  to  a  
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town’s  distance  from  the  headland  boundary,  going  from  dark  to  light  with  increasing  
distance.  No  towns  are  located  on  the  spits,  which  are  allowed  to  evolve  freely  in  
response  to  wave  forcing  and  the  stabilization  behaviors  updrift.  
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Figure  13:  The  initial  coastline  for  this  study  (red)  was  generated  from  an  initially  
rectangular  shaped  coastline  under  a  symmetric,  low-­‐‑angle  dominated  wave  climate.  
Spits  grow  until  encountering  sediment  sinks,  and  the  headland  attains  a  steady,  
convex-­‐‑seaward  shape.  The  red  colored  coastline  is  then  occupied  by  ten  towns,  
numbered  at  their  corresponding  alongshore  locations  along  with  gray  scale  color-­‐‑
coding  for  reference.  
  
3.2.5 Abandonment criteria and economic heterogeneity 
The  cumulative  volume  of  nourishment  sand  is  tracked  continuously  in  the  
model,  and  a  maximum  cumulative  volume  is  imposed  on  each  town.  This  is  used  as  a  
proxy  for  a  town’s  ability  to  sustain  beach  nourishment  as  a  stabilization  practice,  the  
     70  
reasons  for  which  may  be  interpreted  in  various  ways.  On  one  hand,  this  criterion  could  
represent  the  finite  volume  of  nourishment  sand  available  in  a  given  reservoir.  This  
would  represent  the  case  where  each  town  draws  from  a  separate  reservoir,  and  
therefore  has  independent  limits  on  the  volume  of  sand  they  can  extract.  On  the  other  
hand,  the  limit  may  represent  the  increasing  cost  of  nourishment  sand  as  the  resource  
becomes  increasingly  scarce  or  inaccessible.  In  this  case  the  maximum  cumulative  
volume  might  represent  a  given  town’s  affluence.  We  are  interested  in  the  most  basic  
spatial  interactions  between  the  physical  and  human  parts  of  the  coastline  system,  so  we  
will  not  adhere  to  a  strict  distinction  here.  However,  in  order  to  explore  different  spatial  
patterns  of  abandonment  we  vary  the  alongshore  distribution  of  this  maximum  
cumulative  volume  in  some  experiments.  In  these  cases  we  will  adopt  the  term  affluence  
when  referring  to  the  relative  maximum  volumes  between  towns,  following  the  
interpretation  in  previous  work  that  towns  with  higher  average  property  values  benefit  
more  from  maintaining  a  wide  beach  and  can  therefore  continue  to  nourish  longer  
[Smith  et  al.,  2009;  Gopalakrishnan  et  al.,  2011;  McNamara  et  al.,  2011;  Williams  et  al,  
2013;  Jin  et  al.,  2013].    
3.3. Results 
We  first  illustrate  the  physical  mechanism  responsible  for  setting  off  the  
cascading  effects  of  abandonment.  Figure  14  shows  the  left  side  of  the  headland  for  two  
wave  climate  scenarios:  constant  wave  climate  (no  change  from  the  one  that  generated  
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the  initial  condition,  figure  14a),  and  a  10%  change  in  wave  climate  asymmetry  (A  à  0.6,  
figure  14b).    In  this  figure  the  shading  of  the  coastlines  corresponds  to  the  shading  of  the  
town  that  abandoned  nourishment  at  that  time.  In  both  cases  the  maximum  cumulative  
volume  (not  shown)  is  equal  for  each  town.    
For  the  constant  wave  climate  (figure  14a)  there  is  little  change  in  coastline  shape  
evident  when  the  first  town  abandons  (town  1,  black  shoreline).  Until  this  time,  each  
town  has  been  nourishing  at  a  rate  that  maintains  the  shoreline  positions  corresponding  
to  the  initial  equilibrium  shape  for  the  headland/spit  system.  However,  the  spit,  beyond  
shoreline  1,  is  not  stabilized,  and  its  orientation  changes  subtly  after  stabilization  starts,  
compared  to  the  initial  (equilibrium)  shape.  The  slight  change  in  shoreline  orientation  
along  the  spit  increases  the  sediment  flux  leaving  town  1,  increasing  the  sediment-­‐‑flux  
divergence  across  town  1,  and  causing  town  1  to  nourish  at  a  higher  rate  than  any  of  the  
other  towns  (which  all  add  sand  at  a  rate  that  matches  the  spatially  uniform  erosion  rate  
of  the  initial  condition).    By  the  time  the  next  town  abandons,  the  spit  and  the  coastline  
where  town  1  had  been  nourishing  have  eroded,  increasing  the  angle  between  that  
section  and  the  remaining  section  where  towns  are  still  nourishing.  As  abandonment  
propagates  updrift  the  angle  between  consecutive  shorelines  decreases.  
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Figure  14:  Spit  and  headland  responses  to  stabilization  and  subsequent  abandonment  
for  (a)  constant  wave  climate,  and  (b)  increased  influence  of  waves  from  the  left  
(looking  offshore).  Wave-­‐‑rose  insets  depict  four-­‐‑bin  wave  climate  described  by  
parameters  A  and  U.  The  initial  coastline  is  shown  in  red,  and  subsequent  coastlines  
are  plotted  at  intervals  relating  to  the  times  that  towns  abandon  nourishment.  The  
shading  of  the  coastlines  corresponds  to  the  shading  of  the  town  that  abandoned  
stabilization  at  that  time.  
    
The  increase  in  sediment-­‐‑flux  divergence  at  the  boundaries  of  the  stabilized  
portion  of  the  domain  is  evident  in  the  time  series’  of  cumulative  nourishment  volumes  
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shown  in  figure  15b  for  the  case  of  the  constant  wave  climate.  Cumulative  volumes  for  
the  left  and  right  sides  of  the  headland  are  plotted  separately,  with  shading  that  
corresponds  to  the  respective  towns  in  figure  15a,  where  black  shorelines  are  plotted  at  
equal  intervals.  The  increased  angle  at  the  perturbed  headland-­‐‑spit  boundary  increases  
the  divergence  of  alongshore  sediment  flux,  increasing  the  local  erosion  rates.  Town  1  
and  town  10  must  therefore  compensate  for  the  increased  erosion  rates  by  using  higher  
volumes  of  sand,  causing  their  cumulative  nourishment  volumes  to  increase  at  a  higher  
rate  than  their  updrift  neighbors  (figure  3b).  
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Figure  15:  Headland  evolution  plotted  at  equal  intervals  (a)  and  cumulative  
nourishment  sand  volumes  (b)  divided  between  left  and  right  sides  of  the  coast.  Grey  
scale  shading  in  (b)  corresponds  the  respective  town  in  (a).  Note  that  the  maximum  
cumulative  volume  for  each  town  is  equal  in  (b).  
Due  to  the  symmetry  of  the  initial  condition  and  the  wave  climate  forcing,  
nourishment  behaviors  are  also  symmetric,  as  seen  by  comparing  the  cumulative  sand  
volumes  for  the  left  and  right  sides  of  the  headland  (figure  15b).  Both  towns  located  at  
the  headland-­‐‑spit  boundaries  reach  their  maximum  volume  simultaneously,  at  which  
point  these  towns  abandon  stabilization.  Their  shorelines  are  consequently  allowed  to  
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adjust,  evolving  toward  an  orientation  that  balances  the  flux  out  of  the  boundary  (at  the  
sink  near  the  spit  end)  with  the  increased  flux  of  nourishment  sand  that  results  at  the  
next  town  updrift.  This  effect  continues  to  propagate  updrift  until  each  town  has  
abandoned  stabilization.  
In  comparison  with  the  symmetric,  constant  wave-­‐‑climate  case,  when  the  wave  
climate  asymmetry  increases  (figure  14b),  the  spit  angle  increases  more  dramatically  
prior  to  the  time  that  town  1  abandons  stabilization,  in  response  to  the  changing  wave  
forcing.  This  reorientation  is  evident  in  subsequent  shorelines,  where  the  relative  angle  
between  nourishing  towns  and  abandoned  shorelines  is  greater.  The  overall  orientation  
of  the  left  side  of  the  headland-­‐‑spit  system  responds  to  the  new  wave  climate  by  
increasing  erosion  rates.  Figure  16  shows  the  cumulative  nourishment  volumes  for  the  
asymmetric  wave  climate  case.  Because  the  increased  influence  of  waves  from  the  left  
increases  the  magnitude  and  rate  that  the  left  spit  responds,  the  leftmost  town  (town  1,  
figure  16b)  must  nourish  at  a  significantly  higher  rate  than  for  the  constant  wave  
climate,  and  it  only  takes  half  the  time  for  this  town  to  abandon  nourishment.  In  
contrast,  the  response  of  the  rightmost  town  (town  10,  figure  16b)  to  the  wave  climate  
change  was  a  decrease  in  their  nourishment  rate  relative  to  the  unchanged  wave  climate.  
Left  un-­‐‑manipulated,  the  headland  shape  would  adjust  to  the  new  wave  climate  by  
changing  its  overall  orientation.  This  would  involve  increased  erosion  rates  on  its  left  
side  along  with  deceased  erosion  rates  on  the  right,  eventually  reaching  a  new  
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equilibrium  configuration  with  a  steady  shape  and  alongshore-­‐‑uniform  erosion  rates  
[Ells,  dissertation  chapter  2].  Therefore,  relative  to  the  unchanged  wave  climate,  the  
rightmost  towns  require  less  nourishment  sand  to  maintain  their  shoreline  position.  The  
leftmost  town  abandons  first,  initiating  a  cascade  that  propagates  alongshore  from  the  
left  to  right.  However,  because  the  towns  on  the  right  are  able  to  sustain  nourishment  for  
longer,  the  eventual  abandonment  of  the  entire  coastline  occurs  ~20%  later  than  it  did  for  
the  unchanged  wave  climate.  The  duration  of  the  cascade  (i.e.  the  time  between  the  first  
and  last  abandonment)  was  also  significantly  longer  for  the  changed  wave  climate.  The  
constant  wave  climate  occurred  ~30%  more  rapidly  than  when  the  wave  climate  
changed.  
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Figure  16:  Same  as  in  figure  15,  but  for  the  increasingly  asymmetric  wave  climate.  
  
In  the  previous  experiments  the  criteria  for  abandonment  was  the  same  for  each  
community.  However,  in  addition  to  changes  in  wave  climate  forcing,  spatially  variable  
human  forcing  may  also  affect  the  way  that  the  coupled  system  evolves.  To  explore  the  
effects  of  economic  heterogeneity  we  imposed  an  alongshore  gradient  in  the  towns’  
maximum  cumulative  volumes.  For  simplicity,  we  only  used  linear  gradients  here,  such  
that  the  maximum  cumulative  volume  either  increases  or  decreases  linearly  from  the  left  
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to  right  alongshore.  The  following  experiments  involve  these  economic  gradients  in  the  
presence  of  the  wave  climate  asymmetry  shift  discussed  above.  
Figure  17  shows  results  for  a  gradient  in  maximum  cumulative  nourishment  
volumes  that  decreases  from  a  maximum  for  the  leftmost  town  (~30x106  m3;  town  1)  to  
1/6  that  value  for  the  rightmost  town  (5x106  m3;  town  10).  Again,  the  morphodynamic  
responses  of  the  spits  to  the  changing  conditions  are  the  main  catalyst  for  the  non-­‐‑
uniform  nourishment  rates  that  set  off  the  cascade  of  abandonment.  In  this  case  town  1  
is  forced  to  nourish  at  a  much  higher  rate  than  all  other  towns,  while  town  10  nourishes  
at  the  slowest  rate  as  that  location  experiences  the  largest  decrease  in  erosion  rates.  
However,  the  more  affluent  town  1  is  able  to  nourish  longer  than  the  less  affluent  town  
10,  in  spite  of  having  to  do  so  at  such  a  high  rate.  As  soon  as  either  town  abandons  
stabilization,  their  neighbors  must  increase  their  nourishment  rates  to  compensate  for  
the  readjustment  of  the  coastline  shape,  and  in  this  case  the  cascade  of  abandonment  
propagates  toward  the  middle  of  the  headland,  almost  symmetrically  as  it  did  for  the  
constant  wave  climate  with  no  economic  heterogeneity.  Therefore,  the  economic  
gradient  effectively  offsets  some  of  the  effects  of  the  changing  wave  climate.  
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Figure  17:  Same  as  in  figure  16,  but  with  an  economic  gradient  implemented  by  
decreasing  the  maximum  cumulative  sand  volumes  from  the  left  to  right  sides  of  the  
coast.  This  economic  heterogeneity  may  represent  variable  affluence  or  accessibility  
to  the  sand  resource.  
    
When  the  economic  gradient  is  reversed  so  that  the  least  affluent  town  is  located  
on  the  left  (town  1)  and  affluence  increases  to  the  right  alongshore,  town  1  must  
abandon  nourishment  relatively  soon  (~30%  sooner  than  when  the  more  affluent  towns  
were  on  the  left).  This  sets  off  a  rapid  cascade  that  propagates  toward  the  right,  yet  
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when  it  reaches  the  right  side  of  the  headland  it  propagates  at  a  decreasing  rate.  Each  
subsequent  town  is  capable  of  nourishing  for  slightly  longer  than  the  last  because  their  
erosion  rates  decreased  in  response  to  the  wave  climate  change.  Consequently,  in  this  
scenario  the  time  it  takes  for  all  towns  to  abandon  stabilization  is  ~50%  longer  than  the  
previous  case  where  the  more  affluent  towns  were  located  on  the  left  side  of  the  
headland.  Perhaps  more  striking  is  the  interval  between  the  initial  and  final  
abandonments,  which  is  nearly  three  times  longer  than  the  case  when  the  more  affluent  
towns  are  on  the  left  side  of  the  headland.    
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Figure  18:  Same  as  figure  17,  but  with  economic  gradient  reversed,  so  that  the  more  
affluent  towns  are  located  on  the  right  side  of  the  coast.  
  
We  conducted  a  series  experiments  for  various  wave  climate  changes  starting  
with  the  same  initial  coastline,  for  both  economic  gradients.  Figure  19  is  a  contour  plot  
showing  durations  of  the  cascades  (lengths  of  time  between  the  first  and  last  
abandonments)  for  the  case  of  decreasing  affluence  from  left  to  right  alongshore,  for  a  
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range  of  increases  in  asymmetry  and/or  highness.  The  original  wave  climate  that  
generated  the  initial  condition  (A  =  0.50,  U  =  0.10)  is  located  at  the  origin.    
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Figure  19:  Contour  plot  showing  the  duration  of  the  cascade  (time  between  first  and  
last  abandonments)  over  a  range  of  changes  in  wave  climate,  for  the  case  of  the  
economic  gradient  that  decreases  from  the  left  to  right  sides  of  the  headland  (e.g.  
figure  17).  
  
The  general  trend  is  for  an  increase  in  wave  climate  asymmetry  to  decrease  the  
time  between  initial  and  final  abandonments,  while  increasing  wave  climate  highness  
increases  this  duration.  Increases  in  asymmetry  are  accompanied  by  increased  erosion  
rates  on  the  left  side  of  the  headland,  causing  the  more  affluent  towns  there  to  abandon  
sooner.  The  greater  the  asymmetry,  the  greater  the  shoreline  re-­‐‑orientations  as  each  of  
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the  more  affluent  towns  abandon  stabilization,  and  thus  the  greater  the  nourishment  
demand  increases  on  the  neighboring  town.  The  resultant  increase  in  the  alongshore  
propagation  velocity  of  the  cascade  starting  from  the  more  affluent  end  of  the  system  
means  the  less  affluent  towns  on  the  other  end  of  the  system  benefit  less  from  the  
stabilization  by  towns  near  the  middle  of  the  headland,  and  therefore  must  abandon  
stabilization  sooner,  relative  to  the  beginning  of  the  cascade.  Increases  in  the  highness,  
on  the  other  hand,  tend  to  decrease  erosion  rates  across  the  whole  headland  [Ells,  
dissertation  chapter  2],  and  the  resultant  lower  rates  of  nourishment  lengthen  the  
timescale  for  both  the  initial  abandonment  and  the  duration  of  the  cascade.  
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Figure  20:  Same  as  figure  19  but  with  economic  gradient  reversed.    
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When  the  gradient  is  reversed  so  that  the  more  affluent  towns  are  on  the  right  
side  of  the  headland,  both  increases  in  asymmetry  and  highness  increase  the  duration  of  
the  cascade  (figure  20).  As  the  magnitude  of  the  asymmetry  shift  increases,  the  leftmost  
town  is  forced  to  abandon  sooner,  while  the  rightmost  (most  affluent)  town  needs  to  
nourish  less  rapidly  in  response  to  the  lower  erosion  rates  resulting  from  the  wave  
climate  change,  which  further  acts  to  slow  the  cascade.    
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Figure  21:  Difference  between  cascade  durations  shown  in  figures  19  and  20.  
  
Figure  21  shows  differences  between  the  durations  of  the  cascades  for  the  two  
economic  gradients  represented  in  figures  19  and  20.  The  duration  of  the  cascade  is  
categorically  greater  when  the  more  affluent  towns  are  located  on  the  right  side  of  the  
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headland,  and  the  difference  increases  with  the  degree  of  asymmetry  of  the  changed  
climate.  Because  increases  in  the  wave  climate  highness  reduce  erosion  rates  in  both  
scenarios  (Figures  19  and  20),  there  is  little  effect  on  the  difference  between  them.  
3.4 Discussion 
An  overarching  theme  in  the  recent  literature  on  human-­‐‑coastline  coupling  is  
that  the  long-­‐‑range  morphodynamic  effects  that  follow  from  sustained  local  stabilization  
have  a  non-­‐‑local  effect  on  stabilization  behaviors  of  other  communities  alongshore.  
Beach  nourishment  has  come  into  favor  as  an  erosion  mitigation  practice  largely  because  
it  is  perceived  as  a  less  damaging  alternative  to  hard  structures  like  seawalls  and  
groynes  (on  both  local  and  adjacent  shorelines).  However,  this  perception  may  turn  out  
to  be  incomplete  in  the  long  term,  if  one  considers  the  dwindling  accessibility  and  
increasing  cost  of  beach  nourishment.  If  a  town  nourishes  their  beach  long  enough  for  
the  shape  of  their  shoreline  to  be  out  of  equilibrium  with  the  large-­‐‑scale  environment  
and  then  abandons  stabilization,  the  resulting  change  of  the  coastline  shape  would  
happen  more  rapidly  than  if  the  nourishment  did  not  occur,  possibly  overwhelming  the  
efforts  their  neighbors  (or  non-­‐‑adjacent  communities,  through  the  non-­‐‑local  effect  of  
wave  shadowing  [Ells  and  Murray,  2012]).  This  result  resonates  with  recent  discussion  
of  the  possible  benefits  of  a  large-­‐‑scale  coordination  of  shoreline  stabilization  efforts,  in  
lieu  of  the  spatially  myopic  approach  that  has  been  the  standard  historical  practice  
[Lazarus  et  al.,  2011;  Williams  et  al.,  2013].  
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Here  we  have  directly  addressed  the  possible  spatial  dynamics  of  the  
abandonment  of  beach  nourishment  along  a  coastline  with  a  convex-­‐‑seaward  shape  that  
is  experiencing  net  erosion  due  to  sediment  losses  at  its  boundaries,  finding  that  a  
cascade  of  rapid,  abandonment-­‐‑related  shoreline  changes  can  overwhelm  the  
stabilization  efforts  of  other  towns  alongshore,  leading  to  the  eventual  abandonment  of  
the  entire  coastline.  Although  they  did  not  directly  address  these  consequences  of  
abandonment,  and  their  experiments  related  to  a  very  different  complex  coastline  shape,  
our  results  bear  similarities  to  those  of  McNamara  et  al.,  [2011].  They  found  that  when  
more  affluent  communities  are  located  on  the  more  erosive  side  of  a  cuspate  cape  
responding  to  a  shift  in  wave  climate  asymmetry,  their  ability  to  exhaust  the  sand  
resource  more  rapidly  had  the  effect  of  overwhelming  the  efforts  of  less  affluent  towns  
located  on  the  other  side  of  the  cape.  Reversing  the  relationship  between  wealth  gradient  
and  the  pattern  of  erosion  rates  altered  the  morphological  and  economic  evolution  of  the  
coupled  system.  Although  we  didn’t  include  dynamic  economic  decisions  explicitly  
here,  our  results  may  be  interpreted  in  a  similar  ways.  The  eventual  abandonment  of  the  
more  affluent  towns,  when  located  on  the  section  of  the  coast  experiencing  higher  
erosion,  has  acute  consequences  for  less  affluent  towns  downdrift.  When  the  economic  
asymmetry  is  reversed  relative  to  that  of  the  forcing,  the  morphological/economic  
cascade  propagates  more  slowly  through  the  system.    Both  our  study  and  McNamara  et  
al.,  [2011]  highlight  the  importance  of  symmetry  (both  in  terms  of  morphology  and  wave  
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climate;  which  are,  for  many  coastlines,  related)  for  the  spatial  dynamics  of  the  system.  
The  capes  modeled  by  McNamara  et  al.,  [2011]  actually  represent  the  boundaries  of  a  
quasi-­‐‑symmetric,  concave-­‐‑seaward  pattern  of  embayments,  whose  regional  wave  
climate  carries  a  larger  influence  of  high-­‐‑angle  waves  (relative  to  the  large-­‐‑scale  pattern).  
The  coastline  shape  we  have  modeled  here  involves  a  similarly  symmetric  wave  climate  
(initially),  yet  one  dominated  by  low-­‐‑angle  waves.  In  either  case,  the  coastline  response  
to  changing  wave-­‐‑climate  asymmetry  is  felt  most  strongly  at  the  high-­‐‑curvature  
boundaries  of  the  respective  coastline  shape  (i.e.  at  the  cape  tip  bounding  an  embayment  
or  near  a  spit  bounding  a  headland),  and  therefore  the  spatially  extended  coupled  
morpho-­‐‑economic  effects  are  more  extreme.  
Framing  this  work  by  analogy  to  cascading  failures  in  more  complex  networks  
could  lead  to  implications  for  a  coordinated  approach  to  erosion  management.  Because  
of  the  simplicity  of  the  abandonment  criteria  we  described,  and  the  fact  that  each  town  
behaves  myopically,  the  connectivity  of  one  town  to  another  is  limited  to  their  
immediately  adjacent  neighbors.  The  cascade  that  follows  from  abandonment  
propagates  sequentially  alongshore,  and  we  have  shown  that  the  duration  of  this  
cascade  is  longer  if  the  less  affluent  towns  are  located  on  the  more  erosive  side  of  the  
headland.  If  economic  parameters  varied  alongshore  in  a  more  complicated  (even  
effectively  random)  fashion,  the  pattern  of  connectivity  within  a  cascade  would  be  more  
complex.  In  future  work  exploring  more  complicated  situations,  experiments  could  be  
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run  in  which  the  different  communities  knowingly  calculate  how  their  neighbors  
decisions  affect  their  benefits  (and  vice  versa;  a  game-­‐‑theoretic  approach),  or  that  test  
what  pattern  of  stabilization  priorities  (beyond  those  implied  by  spatially  myopic  benefit  
maximization)  maximize  the  net  benefits  for  the  system  as  a  whole  (an  optimal  
centralized  management  scheme  to  manage  the  cascade).        
Implications  regarding  coastal  management  strategies  should  be  made  with  
caution,  however.  Our  modeling  approach  involves  many  simplifications  of  both  the  
physical  and  economic  components  of  the  system,  and  of  the  wave-­‐‑climate  forcing.  In  
addition,  wave  climate  shifts  are  instantaneous  rather  than  changing  more  gradually.  
Overall  erosion  rates  in  the  model  depend  on  the  combination  of  a  number  of  
parameters  (including  the  wave  height,  wave-­‐‑angle  distribution,  shoreface  depth,  and  
the  alongshore  length  of  the  headland-­‐‑spit  system),  and  the  average  erosion  rates  in  the  
experiments  presented  here  are  higher  than  those  typical  on  most  coastlines.  However,  
changes  in  erosion  rates  that  affect  the  whole  system  approximately  uniformly  would  
not  change  the  qualitative  results  presented  (and  subsequent  work  to  non-­‐‑
dimensionalize  time  and  alongshore-­‐‑propagation  velocities  will  generalize  the  
quantitative  results).      
Our  results  are  intended  to  offer  generic  potential  insights,  rather  than  to  be  
related  to  any  particular  coastline.  Any  such  exploration  of  a  particular  coupled  
coastline/human  system  would  require  considerable  addition  to  the  intentionally  basic  
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model  presented  here.  The  model  coastline  in  the  work  presented  here  is  homogeneous,  
with  the  exception  of  overwash  along  the  barrier  spit.  Physical  characteristics  (including  
landscape  shape  or  type  and  substrate  composition)  typically  vary  alongshore  on  actual  
coastlines,  and  adding  the  effects  of  such  heterogeneity  to  the  model  would  alter  the  
results  in  detail.  In  terms  of  the  human  aspects  of  the  system,  we  have  only  modeled  
contiguous  towns  with  only  an  abstract  basis  for  their  possible  abandonment.  Dynamic  
economic  decisions  were  also  not  included,  and  may  lead  to  emergent  behaviors  not  
observed  here.  Future  work  should  pay  particular  attention  to  these  economic  
parameterizations,  both  to  explore  basic  aspects  of  the  coupled  human/coastline  system,  
and  to  more  closely  correspond  to  actual  coastline  systems.    
However,  despite  the  limitations  in  relating  the  model  results  in  detail  to  a  
particular  coastline,  increasing  levels  of  detail  or  realism  of  model  components  would  
not  likely  alter  the  main,  qualitative  potential  insights  emphasized  here,  including:  As  
shoreline  stabilization  costs  increase,  local  abandonment  of  stabilization  on  densely  
developed  convex  (spit-­‐‑headland)  coastlines  is  likely  to  trigger  a  cascade  of  subsequent  
abandonment  and  associated  coastline-­‐‑shape  change;  The  spatial  pattern  of  the  cascade,  
and  the  speed  and  direction(s)  with  which  the  cascade  propagates  alongshore  can  
depend  on  the  relationship  between  economic  spatial  patterns  along  the  shore  and  
patterns  of  morphological  change  driving  the  stabilization  activities  (i.e.  changes  that  
would  occur  in  the  absence  of  stabilization)  ;  Changing  wave-­‐‑climate  asymmetry  can  
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either  hasten  or  slow  the  cascade,  depending  on  its  relationship  with  the  economic  
gradient;  And  increasing  (decreasing)  the  relative  proportion  of  high-­‐‑angle  waves  in  the  
wave  climate  slows  (hastens)  the  propagation  of  the  cascade  (and  affects  all  the  time  
scales  of  the  system),  with  relatively  little  dependency  on  economic  spatial  patterns.      
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