In this paper we investigate the existence of a solution to the Poisson equation on complete manifolds with positive spectrum and Ricci curvature bounded from below. We show that if a function f has decay f = O r −1−ε for some ε > 0, where r is the distance function to a fixed point, then the Poisson equation ∆u = f has a solution u with at most exponential growth.
Introduction
We consider a complete manifold M with a Riemannian metric g on it. We assume that M has a positive spectrum, which means that λ 1 (M) > 0, where λ 1 (M) denotes the greatest lower bound of the L 2 spectrum of the Laplace operator on M. The second condition is that the Ricci curvature is bounded from below by a negative constant.
In the first part of the paper we study the Poisson equation on (M, g) ,
where f is a function on M with a decay
with d(p, x) being the distance function on M with respect to a fixed point p ∈ M and ε > 0. The Poisson equation on complete manifolds has been an extensive subject of study of many people over the years. The case of complete manifolds with nonnegative Ricci curvature has been more approachable, and in fact Ni, Shi and Tam gave in [N-S-T] necessary and sufficient conditions for existence of solutions with certain growth rates. Of great importance for their study were the estimates of Green's function proved by Li and Yau [L-Y] . In general though, when the assumption that Ricci curvature is nonnegative is removed, one does not have such estimates and the problem becomes considerably more difficult. Results that we know assume either some type of integrability for the function f in the right hand side of (1), or that the manifold M has a certain structure at infinity. For example, it is known that a solution of the Poisson equation exists if the manifold M has positive spectrum and the right hand side of the equation is in L p (M) for some 1 < p < ∞, see [Ni1] , [S] . Interesting results about the Poisson equation can also be found in the context of geometric scattering theory, see e.g. [Ma] , [M-V] . However, this only applies when the manifold has controlled asymptotic geometry.
Recall that our setting in this paper is that M has positive spectrum and Ricci curvature bounded below. It is well known that manifolds with positive spectrum have exponential volume growth, see [B] , [L-W1] , therefore the assumption in [Ni1] that f ∈ L p (M) with p finite is quite restrictive. Our main result is that we can replace the integrability condition with a mild pointwise polynomial decay and solve the Poisson equation with a solution of at most exponential growth. 
where r (x) = d (p, x) and ε > 0. Then there exists a solution u of ∆u = f.
Moreover, with respect to p this solution has at most exponential growth, i.e. there exist constants A > 0 and B > 0 such that for any
We will give some applications of Theorem 1. One of them is the existence of harmonic maps which are homotopic to a given map and in that light we prove the following theorem. 
then there exists a harmonic map u : M → N such that u is homotopic to h. Moreover, the homotopic distance between u and h has at most exponential growth on M.
The second application is the existence of a Hermitian-Einstein metric on a holomorphic vector bundle over a complete manifold. 
Then there exists a metric H on E such that ΛF H − λI = 0.
Problems stated in Theorem 2 and Theorem 3 have been investigated in detail in [Ni, Ni1, and we use the arguments from those papers. The main difference is contained in the fact that we are able to solve the Poisson equation under a lot milder assumptions and therefore it allows us to prove quite general existence theorems compared to the cited papers.
We also give an application to the Ricci flow on complete surfaces. We consider a complete Riemann surface M with the scalar curvature having a decay
where ε > 0 and r(x) = d(p, x), with p ∈ M being a fixed point. This means in some sense our manifold is close to a hyperbolic surface at infinity. We will evolve such a metric by the Ricci flow equation,
and study its long time existence and convergence as t → ∞.
Theorem 4. Let (M, g 0 ) be simply connected Riemann surface with its Ricci curvature satisfying and (3) . Then the Ricci flow (4) starting at g 0 exists forever and converges, as t → ∞, to a complete metric of negative constant curvature.
The organization of the paper is as follows. In section 2 we will give some preliminaries for the proofs of our main results. In section 3 we will prove Theorem 1. The proof includes various estimates on the growth of the Green's function. In section 4 we will show how one can use Theorem 1 to prove Theorems 2, 3 and 4.
Preliminaries
In this section we will give some preliminaries about the Green's function for a complete manifold M with positive spectrum, harmonic maps between two complete manifolds and Hermitian-Einstein metric on holomorphic vector bundles over complete manifolds.
Green's function:
It is a classical result ( [S-Y] ) that if the manifold has positive spectrum then it is nonparabolic, that is, there exists a positive symmetric Green's function G on M. Moreover, we can always take G (x, y) to be the minimal Green's function, constructed using exhaustion of compact domains.
For any fixed x ∈ M and any 0 ≤ α < β ≤ ∞ denote by
the level sets of G(x, ·). The dependence of L (α, β) and l (s) on x will always be assumed implicit in the notation. We recall the following well known results about the level sets of G :
(i) Since G is harmonic and with finite Dirichlet integral,
is a finite number independent on s.
(ii) G has the following integral decay at infinity
for any R > 2, and whereC depends on x.
(iii) The co-area formula and (i) give for any δ > 0 and ε > 0 that
For the proof of these results see [L-W] .
Harmonic maps
For a map between two manifolds u : M → N define the energy density by
Consider also σ (u) the tension field of a map u i.e.
We will say the map u is harmonic if σ (u) = 0.
Hermitian Einstein metric
Let us recall some notation. Let (E, H) be a holomorphic vector bundle with Hermitian metric H. Define the operator Λ as the contraction with the metric g ij on M, i.e.
for any (1, 1) form a. The metric H is called Hermitian Einstein if the corresponding curvature satisfies
where λ is some constant.
The Poisson equation
The goal of this section is to prove Theorem 1. This result and the estimates we prove here may have different applications for complete manifolds. Let G(x, y) be the Green's function as in section 2. If we manage to show that for every
then a function u(x) defined by the above integral solves (1). Moreover, we will show u(x) has the right exponential growth as stated in Theorem 1. In order to control the above integral we need to control the Green's function on M. That is the reason why we need to establish certain growth estimates for G(x, ·) first. Let us outline the main steps in the proof of Theorem 1 and then give more details below.
(i) First we will show there are positive constants A and B, independent of x so that for all y ∈ ∂B x (1),
and that there exists positive constants C and b such that for any x
(ii) It turns out that for any
This estimate can be found in [Yin] but we will include the proof of it here for completeness.
(iii) We will split the M G(x, y)f (y) dy into two parts,
G(x, y)f (y) dy and
To control the first one we will use the estimate in (ii) and to control the second one we will use all the previous estimates and the decay for f (x) on M. The proof for existence of u is based on a level set argument. We should point out that (i) and (ii) are used here only to prove the exponential growth of the u, the solution of (1).
Let us first prove some results about the behavior of Green's function at infinity. These results are of independent interest. The constants we obtain will in general depend on the dimension of M, Ricci curvature lower bound and the bottom of spectrum.
Lemma 5. There exist positive constants A and B such that for any x ∈ M and y ∈ ∂B x (1) we have the following estimates
Proof. Without loss of generality we can assume that x ∈ M\B p (4) . Consider σ ( and τ ) the minimal geodesics joining p with x (and y).
From now on we will use the same symbol C for possibly different universal constants (depending only on the lower bound of the Ricci curvature of M).
We divide the proof into two cases. In the first case, we assume that
, for any z on τ, and using Cheng-Yau's gradient estimate [C-Y] we conclude that there is a constant C so that
for all z on τ. Integrating this along τ we find that
However, using the gradient estimate again we find that
for some x 0 ∈ ∂B p (1) . This shows that there exist positive constants A and B, independent of x and y, such that
In the second case, we assume that
. Hence there exists a point z ∈ τ such that d (x, z) ≤ 1 10
. We claim that in this case
. Suppose the contrary, that there exists a point w ∈ σ such that d (y, w) ≤ 1 10
. We then have:
Adding these two inequalities we get:
In particular, this implies that
which gives a contradiction. We have thus shown that d (y, σ) > 1 10
. Now we can conclude from the argument in the first part of the proof that
The Lemma is proved.
We prove a similar estimate to the Lemma above for a level set integral for G.
Lemma 6. There exist constants C > 0 and b > 0 such that for any x we have
Proof. We claim that for A and B in Lemma 5 we have
Indeed, we know from Lemma 5 that
and by the maximum principle applied to G (x, ·) on B x (1) it results that min
This proves our claim that
Notice that the co-area formula and property (i) for the Green's function section 2 imply that
|∇G| (x, y) dy ds
|∇G| (x, y) dy.
On the other hand, using (8) we have that
where dσ denotes the area form for ∂B x (1) . We now use the gradient estimate and Lemma 5 to get
Concluding, we have that
which proves the Lemma.
We now prove another result about G (x, y) . We follow the proof in [Yin] .
Lemma 7. For A and B in Lemma 5 there exists a positive constant C such that for any x ∈ M we have:
Proof. We want to prove that for any
This is easy to see from Lemma 5, since we know that for any y ∈ ∂B x (1) we have G (x, y) < Ae Br(x) , and therefore by the maximum principle and the construction of G we have sup
This proves (9). 
Proof. Notice that if H (z, y, t) is the Dirichlet heat kernel on B x (1) , we have
|∇ y H| 2 (x, y, t) dy
This proves that
One can estimate the term on the right hand side as follows. First, observe that there exists a constant C independent of x such that sup y∈Bx (1) H (x, y, 1) ≤ C V ol (B x (1) ) .
This can be proved either using the mean value inequality as in [Yin] or using the heat kernel estimates of Li and Yau [L-Y] and the fact that H can be bounded from above by the heat kernel on M. Next we get
H (x, y, 1)
Bx (1) H (x, y, t) dy (B x (1) ) .
We are now ready to prove our claim. Indeed, using the CauchySchwarz inequality it follows that
Bx (1) H (x, y, t) dy
The claim now follows using that
H (x, y, t) dydt.
It is clear that h = G − G 1 is harmonic and positive on B x (1). We have proved in Lemma 5 that for any y ∈ ∂B x (1) we have
This shows that h < Ae Br(x) on ∂B x (1) , thus by the maximum principle we know that h < Ae
This finishes the proof of Lemma 7.
After this preparation, we proceed to proving Theorem 1.
Proof of Theorem 1. Our goal is to show that there exist positive constants C and α such that for any x ∈ M,
Fix x ∈ M and as above denote by G (x, y) the Green's function on M with a pole at x.
The co-area formula (iii) and Lemma 6 yield for any δ > 0 and ε > 0,
|∇G| (x, y) dy
|∇G| (x, y) dy (− log δ) ≤ Ce br(x) (− log δ) .
Notice that the integral decay of G from (ii) does not guarantee that (12) is true, as in general it is not enough to balance the exponential volume growth of M. The main idea of the proof of (12) is to use estimates on the level sets of G instead of estimates on geodesic balls. We write M as a disjoint union of sublevel sets of G, compute the integral of G as the sum of integrals of G over these sublevel sets, using the co-area formula and λ 1 (M) > 0 and estimate f on these sublevel sets, using the given decay (2) in order to show that (12) can be bounded above by a series that converges. We first prove the following.
Claim 9. There exists a constant C such that for any δ, ε > 0 and for
Proof. Let us choose the following cut off:
where we define
.
The cut off function χ will take care of the integration by parts over the level sets L(δǫ, ǫ) of G and the cut off function ψ will take care of the integration by parts over a ball B x (R). Then we have:
where we have used the Poincaré inequality on M. We now compute each term above. According to the co-area formula (iii) and Lemma 6, we know that
On the other hand, we have
In the last step we have used (14) and that since we are on the support of χ, in particular G (x, y) ≥ 1 2 δε. Then
using (6).
We have thus proved that
Making now R → ∞ we get that
|f | e br(x) .
This concludes the proof of the Claim.
Furthermore we have
We will estimate each of these integrals in (15). We start with the first integral. Lemma 7 implies that
We want to estimate the second term in equation (15).
Recall that in Lemma 5 we proved that for any y ∈ ∂B x (1) it holds
where the constants A and B do not depend on either x or y. For any z ∈ M\B x (1) consider γ the minimal geodesic joining x and z. Let z 0 ∈ ∂B x (1) be the intersection of this geodesic with ∂B x (1) . Then we have, using the gradient estimate and (17) that
where C 0 > 0 is a constant not depending on x or z. We prefer to write this in the following equivalent way:
for all z ∈ M\B x (1) . The constants A, B and C 0 do not depend on x or z. For these fixed constants let
This choice of constant m 0 in particular implies that
Let us write
We now estimate L(0,e −m 0 ) G (x, y) f (y) dy from above. First, note that from (13) it follows that:
Claim 10. The following series can be bounded from above by a constant C independent of x:
, therefore using (18) we get that
This implies that
Moreover, we claim that
for all z ∈ L e −(m+1) , e −m . To see this note that
where the last inequality holds if and only if m ≥ 2 (B + C 0 ) r (x) + 2 log A, which is clearly satisfied because m ≥ m 0 ≥ 2 (B + C 0 ) r (x) + 2 log A, by our choice of m 0 . This argument shows that
which we now use to estimate
This completes the proof of (21).
By Claim 10 and estimate (20) we have
The other term in (19) we estimate using (13),
Therefore, by (19), (22) and (23) we conclude that It is known that by a result of Hamilton there exists a sequence u i that solves the Dirichlet homotopy problem
In order to show convergence of (u i ) to a harmonic map u : M → N, it is enough to prove local boundedness of the energy density functions e(u i ). To achieve this consider ρ i the homotopic distance between u i and h and ρ ij the homotopic distance between u i and u j . Ni has proved that a uniform bound on ρ ij implies a uniform bound on the energy density e (u i ) , see [Ni] p. 344-345. His argument only uses local geometry and it is true in our situation, too. Therefore if we can prove that the sequence ρ ij is uniformly bounded on compact sets, then the convergence of u follows from this argument. We now prove a uniform bound for ρ i , which by ρ ij ≤ ρ i + ρ j implies a uniform bound for ρ ij . This is where we use the solution to the Poisson equation from Theorem 1. Recall that ρ i satisfy a fundamental differential inequality
where ||σ (h)|| is the norm of the tensor field. From the hypothesis we know that ||σ (h)|| has the right decay so we may apply Theorem 1. This gives a positive function v that solves ∆v = − ||σ (h)|| . We now use the maximum principle to see that
Indeed, v − ρ i is superharmonic on Ω i and it is positive on ∂Ω i . This proves that ρ i is uniformly bounded on a fixed compact set K ⊂ M, therefore the energy density e (u i ) is uniformly bounded on K. This proves the existence of u. Since by Theorem 1 the function v has at most the exponential growth, it follows that the homotopic distance between u and h grows at most exponentially.
We now discuss another application of Theorem 1, which concerns the existence of Hermitian-Einstein metrics on holomorphic vector bundles over a complete Kähler manifold, stated in Theorem 3.
The existence of a Hermitian Einstein metric on a compact manifold is related to stability of the vector bundle, as it is well known from the work of Donaldson and Uhlenbeck-Yau. On complete manifolds have showed that if there exists a Hermitian metric H 0 such that ||ΛF H 0 − λI|| ∈ L p (M) for some p ≥ 1 finite and M has positive spectrum then there exists a metric H such that ΛF H = λI. As in the case of harmonic maps, we can modify their argument to obtain Theorem 3.
Proof of Theorem 3. The argument here is similar to the argument for harmonic maps. Here we follow [Ni1] , and use again our solution from Theorem 1 and the maximum principle to prove certain C 0 estimates. We discuss here the special case λ = 0, however the general case follows the same. By a result of Donaldson there exists a hermitian metric H i on Ω i such that
The goal is to prove that we can pass to a limit and obtain a solution on M and for this we establish a priori estimates. Recall the following distance functions introduced by Donaldson
In order to prove that H i has a subsequence which converges uniformly on compact subsets of M we need to establish C 0 and C 1 estimates. The C 0 estimates is based on the solution to the Poisson equation found in Theorem 1. Recall that we have a Bochner type inequality for the distance τ i , see [Siu, Ni1] . Let f i = log τ i − log k, where k is the rank of E. Then
Using the maximum principle it is easy to see that
where v is the solution of
Such a solution exists and has at most exponential growth since the norm of ΛF H 0 has the decay as in Theorem 1. This shows that τ i ≤ ke v and therefore we get a bound for σ i
This establishes the C 0 estimates and now the C 1 estimates follow the same as in [Ni1] , p.690-691. Since the argument for these C 1 estimates only uses local geometry it is valid in our situation as well. This concludes the proof.
The Ricci flow
In order to Prove Theorem 4 we want to find a bounded solution to the Poisson equation ∆u = (R + 1), at time t = 0, where ∆ is the Laplacian taken with respect to metric g 0 .
The following result holds in arbitrary dimension. , 1) we get ∆r
where α = εb 2 > 0. We can use a family of balls {B p (R i )} as an exhaustion family of M by compact sets in the construction of Green's function G(x, y). Therefore, by the maximum principle we have G i (x, y) ≤ G(x, y), for every x, y ∈ B p (R i ).
We have the following, where the finiteness of the last term follows by Theorem 1. This shows u i is uniformly bounded on compact sets of M and by standard elliptic estimates and Arzela-Ascoli theorem we can extract a subsequence of u i converging uniformly on compact sets to a smooth limit u(x) that satisfies ∆u = f on M. Without loss of generality we still denote this convergent subsequence with u i . Moreover, to establish a better decay of u(x) at infinity, let A be such that , where C is the constant from (2) and α is the same as above. Consider v i = A r ε − u i .
Then by (24) and r 0 > 1,
We also have v i | ∂Bp(r 0 ) = Ar
By the maximum principle applied to v i satisfying (25), we get v i ≥ 0 on B p (R i )\B p (r 0 ) and therefore
Applying the same arguments to −u i we get
Letting i → ∞ we conclude the proof.
Proof of Theorem 4. By Proposition 11 we can find a bounded potential solving ∆u = R + 1.
By Theorem 1.1 in [Ch] it immediatelly follows the Ricci flow has a long time existence on M and it converges, as t → ∞, uniformly on compact subsets, to a Kähler Einstein metric with constant negative curvature.
