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Abstract 
The task of modeling and forecasting non-renewable resources production using bell-shaped curve-fitting models is considered. 
Identification of model parameters is based on the genetic algorithm. The purpose of this article is to determine the best genetic 
algorithm configuration for the task of bell-shaped life cycle models parameters identification. We find the initial population 
optimal size, and find that heuristic function is the best for crossover and adaptive feasible function is the best for mutation. The 
experience of modeling 235 time series of oil and gas production is summed up. On the basis of it we made the frequency analysis 
of models using for every kind of task. It allows to select the preferred models for describing oil, gas and shale gas production at 
the different levels of aggregation: from a country and a region to a single field. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of Universal Society for Applied Research. 
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1. Introduction 
Currently, both simulation and curve-fitting models are widely used for oil and gas production modeling1.
Experience in complex objects modeling, including modeling of the extraction of non-renewable resources, has shown 
that simulation models have limited application. Curve-fitting models allow describing the dynamics of the non-
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renewable resources extraction when detailed picture of a phenomenon is complex and problems of modeling and 
especially forecasting the products extraction are urgent. This approach is in particular demand in description of 
products extraction at high levels of aggregation – across groups of countries, a country or a production area – when 
detailed geological picture is unknown or difficult for generalization2. On the other hand, according to work2, curve-
fitting models could be effectively used to describe the hydrocarbons production at a field. 
Proven way to bell-shaped models parameters identification is the genetic algorithm using3,4. The genetic algorithm 
is widely known for various purposes since 19755, but for the best solutions of each type of problem is preferred its 
configuration and customization. The purpose of this article is to determine the best genetic algorithm configuration 
for the task of bell-shaped life cycle models parameters identification. 
Many observations of the non-renewable resources extraction life cycles are bell-shaped1. A bell-shaped curve is 
the common curve for many product life cycles (goods, services, brands, organizations, etc.)6. Therefore, the discussed 
below problem of modeling bell-shaped curves of non-renewable resources production could be successfully applied 
to issues of describing the product life cycle in other sectors of the economy. 
2. Curve-fitting production models 
2.1. Trend models
The term «production life cycle» is understood to mean curve-fitting (empirical) model describing regularities 
between non-renewable resources production volume Y(t) and time t. As late as the 1950s curve-fitting production 
models was started to use1,7. The most famous model8,9,10,11,12,13,14 is the Hubbert model: 
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In the models Y (t) is the observation level at time t, the parameter t0 is the abscissa, the parameter Ymax is the 
ordinate of the model peak and the parameter V determines slopes of growth and decline curve of the production, see 
Fig.1. 
  
Fig. 1. Historical oil production models2
As a second model, we consider the well-known expression from the probability theory - the Cauchy distribution 
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As a third model, we consider the Gaussian model (normal probability law)11,17,18: 
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 . 
In addition to these models, Skewed-normal production-profile model (SNPP) has spread. For instance, it was used 
by Hammond and Mackay15,19,20,21,22: 
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where 0 00
t tNorm t eV V    is the parameter of normalizing for comparing different kinds of models in the same range 
of values.  
The lognormal distribution model is known23,24 from the probability theory: 
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2.2. Asymmetry functions 
Economic practice has shown that the product life cycle model is often asymmetrical. Brandt analysed production 
samples of 67 oilfields where oil peaks had already passed. His researches have shown that exploitation rate curve is 
asymmetrical19. Average decline level of oil production (2.6%) was about 5% lower than the average production 
growth to peak (7.8%). This asymmetry can be explained by the different decisions (e.g. technological) for maintaining 
production at the highest possible level after the peak. Among the trend models described above model (1) - (3) are 
symmetrical, and the asymmetry of model (4) and (5) is fixed and could not be flexibly configured by taking into 
account production history. For taking into consideration the asymmetry of product life cycle models we suppose that 
the slope level σ varies in a nonlinear logistic law: from σ1 (at the stage of growth) to σ2 (at the stage of decline of the 
life cycle curve). To analyze the possibility of improving the accuracy of modeling and forecasting real data in 
consideration of the oil production asymmetry several functions (laws) of parameter V time variation could be added 
to the models by Verhulst, Richards, Gompertz and Ramsay logistic laws2, see Fig. 2. 
Fig. 2. Logistic curves determining the asymmetry of models
The Verhulst function25 is used, for example, by Brandt19 and has the form: 
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where t0 is the time point, where inflection of the logistic curve is reached (flexion is equal to zero), σТ – transition 
speed between logistic levels.  
Richards function26 is the generalization of the Verhulst logistic (if 
1
1TV z ):
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Logistic functions for traditional Gompertz27 and Right Gompertz28 are: 
   
0
0.7
1 2 1
t t
Tet e
VV V V V
   ,  
  00.72 1 2
t t
Tee
VV V V V

   .
The Ramsay logistic function29 can be written in form2: 
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There are four parameters in Verhulst, Gompertz and Ramsay models and it is the fifth parameters 1TV which 
defines the asymmetry level of the logistic curve. It is difficult to find differences between functions and define the 
most accurate model visually. For this reason, it is necessary to identify parameters of model and evaluate the modeling 
and forecasting accuracy.  
2.3. Criteria for accuracy estimation 
The coefficient of determination is widely used for evaluating of modelling accuracy: 
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where kY  is the modelled values of life cycle curve,
Data
kY  is the time series of observed values, n is the size of the 
time series.
To evaluate of forecasting accuracy we divide the sample into a «working part» of observations and a «reference 
part». The «working part» is used for choice the most accurate production model. Size of the «reference part» is no 
more than a third of the «working part». The «reference part» is a check sample, which is used for evaluating of 
forecasting accuracy by using the coefficient30
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, 
where l is the check sample size subject to the forecast horizon. U1 values are close to the MAPE ones but it is more 
resistant against the life cycle curve prediction values tending to zero. Therefore, it is more suitable for the evaluating 
of forecasting accuracy at the stage of decline. 
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3. Parameter identification of curve-fitting models using genetic algorithm 
To identify parameters of the models on the comparatively short samples genetic algorithm is used, which is similar 
to biological evolution. To search a solution to a problem we use selection, crossover and mutation of required 
parameters. The algorithm was firstly represented in the work5. The recent years it has spread a lot, including spreading 
to the task of the identification of the time series parameters3. 
There are following stages in identification methods based on genetic algorithm: 
1. Initialization. A finite set of test solutions (the first generation of model parameters) is randomly generated;  
2. Selection. Adaptation of current generation solutions is evaluated on the assumption of the criterion (as the 
criterion traditional least-squares method is used); 
3. Termination. The exit out of the algorithm is made if the criterion of stop is met; 
4. Else the new generation of parameters is generated by using crossover and mutation operators and after that we 
go to step 2. 
While selecting, several best test solutions are chosen based on the criterion of the accuracy, other solutions are not 
used. Crossover over the parents forms a new offspring, and its coefficients are calculated on the ground of coefficients 
of the parents using an operator (e.g. calculation of average value). After crossover series the size of thinned population 
increases to the initial one. Mutation randomly changes coefficients of solutions, and the algorithm stops defining local 
extremums. For modeling and forecasting oil and gas production life cycle the program Oil_ident31, has been designed, 
the algorithm of parameter identification of models is implemented in MATLAB system. The interface is presented 
as the dialog box, which allows to users downloading initial data, processing data and saving the results. 
3.1. The initial population optimal size determination 
The initialization, selection, crossover and mutation processes have a significant impact on accuracy and speed of 
the identification. Thus, after choosing the system and program function we have to define the genetic algorithm 
adjustments. Prugel-Bennet, Shapiro and U. Tcoi32 found that the initial population optimal size is 100 – 500 solutions. 
The increasing or decreasing of the population size lead to worsening of estimates of modeling and forecasting 
accuracy. To demonstrate it the Hubbert model with Ramsay asymmetry is used (Table 1).
Table 1 – An effect of the population size on identification accuracy of parameters Hubbert model with Ramsay asymmetry  
Population size 10 - 50 100 - 500 1000-5000
R2 0.9953 0.9954 0.9954
Time horizon, l,
years U1, %
1 2.6 2.1 2.4
2 3.8 3.1 3.6
3 4.3 3.4 3.9
4 5.3 3.7 4.5
5 9.5 5.6 7.5
In the Oil_ident program the initial population optimal size depends on number of the required parameters of model 
and it is calculated in this way: PopulationSize=ga_population_size(1)*nvars+ga_population_size(2), where nvars is 
number of unknown parameters of initial model, ga_population_size(1)=30, ga_population_size(2)=50. Thus, the 
initial population size is linearly and it is no more than 250 solutions. The optimal values of ga_population_size were 
defined experimentally and they meet the criteria of the initial population size. 
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3.2. The most preferred crossover function determination 
In the study we research the effect of the crossover function selection on modeling and forecasting accuracy. The 
selection is among standart crossover functions used in MATLAB system: Heuristic (1); Scattered (2); Singlepoint (3) 
и Intermediate (4). In the table 2 there are results of calculating for the Hubbert model with Ramsay asymmetry and 
The Cauchy model with Richards asymmetry. 
Table 2 – An effect of crossover function selection on accuracy of identification of production model parameters
Production 
model The Cauchy model with Richards asymmetry The Hubbert model with Ramsay asymmetry 
Crossover
function (1) (2) (3) (4) (1) (2) (3) (4)
R2 0.9816 0.9816 0.9816 0.9816 0.9654 0.9702 0.9702 0.9702
Time horizon,
l, years U1, %
1 1.687 1.687 1.687 1.687 7.114 3.406 3.440 3.330
2 1.616 1.616 1.616 1.616 5.989 3.764 3.696 3.681
3 1.615 1.615 1.615 1.615 7.376 4.226 4.131 4.112
4 1.687 1.687 1.687 1.687 4.403 4.409 4.416 4.404
5 1.865 1.865 1.865 1.865 4.776 4.781 4.780 4.777
Comparing the Cauchy modeling and forecasting accuracies we see that the selection of crossover kind does not 
influence the results. Evaluating CPU time we see that the first kind of crossover is preferred because it 39 – 54% 
faster than another type of crossover. The fourth type of crossover gives the most accurate evaluating of modeling and 
forecasting for the Hubbert function. However, the first type is faster once more. It is 55% faster than (2), 60% faster 
than (3), 62% faster than (4). In this case, it is difficult to draw a definite conclusion and say what type of crossover 
function is the best to choose because the results depend on choice of the initial model. In the most our cases we use 
Heuristic function. 
3.3. The most preferred mutation function determination 
We analyze the effect of a mutation function choice from the list: Adaptive feasible (1) – randomly generates 
directions that are adaptive with respect to the last successful or unsuccessful generation; Gaussian (2) – which adds 
a random number taken from a Gaussian distribution with mean 0 to each entry of the parent vector, Uniform (3) –
components of vectors are chosen randomly and random numbers from the acceptable range replace them33. After 
calculating it could be concluded that Adaptive feasible (1) is the most preferred type of mutation since using this 
function modeling and forecasting evaluating is better (Table 3). We use it for the most our cases. 
Table 3 – An effect of mutation function selection on accuracy of identification of production model parameters 
Production model The Cauchy model with Richards asymmetry The Hubbert model with Ramsay asymmetry
Mutation
function (1) (2) (3) (1) (2) (3)
R2 0.9816 0.98 0.884 0.9654 0.9585 0.9584
Time horizon, l,
years U1, %
1 1.687 1.746 10.295 7.114 12.064 12.074
2 1.616 2.102 12.961 5.989 12.575 12.587
3 1.615 2.759 15.810 7.376 13.169 13.179
4 1.687 3.596 16.035 4.403 13.659 13.670
5 1.865 1.865 9.032 4.776 14.227 14.227
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4. The most preffered models at the different levels of aggregation 
Authors of the study have analyzed more than 200 time series of the non-renewable resources production. As a 
criterion of the preferred model the K criterion is used: 
2
1
1
100%
K R U  , 
where 1U  is time horizon average of Ul. Percentage of the best models for every type of tasks is in the table 4. 
Table 4 – Percentage of using each trend model and asymmetry function for different tasks of describing non-renewable resources production  
Trend model of production Asymmetry function of model
Hubbert Cauchy Gauss SNPP Log-normal Const V Verhulst Richards Ramsay Gompertz
Right' 
Gompertz
Oil production in countries and 
regions, (peak more than 300
thousand Barrels per day)2
(10 time series)
60% 30% 10% 0 0 10% 0 20% 20% 10% 40%
Oil production from fields
in Russia by JSC NK
Rosneft2 (155 time series)
9% 65% 2% 22% 2% 20% 4% 54% 12% 3% 7%
Oil production from fields
in Texas (30 time series) 3% 90% 0 7% 0 13% 7% 63% 7% 7% 3%
Gas producion fields
in Texas (20 time series) 10% 60% 10% 10% 10% 20% 10% 45% 20% 5% 0
Shale gas production
in the US2 (20 time series) 5% 10% 0 0 85% 5% 45% 15% 35% 0 0
The table shows that to describe the oil and gas production of large objects - countries and regions (the ordinate of 
peak is more than 300 thousand barrels per day) the Hubbert model is better, whereas to describe oil and gas production 
at some fields in Russia and the US the Cauchy model is better. History of shale gas production in the US has different 
dynamics. To describe it the lognormal distribution model is better. The most multi-purpose asymmetry function is 
the Richards function. 
5. Conclusions 
The study describes curve-fitting models of non-renewable resources, which allow describing 235 time series. The 
genetic algorithm is used to identify the parameters of the models. The recommendations on setting up of the genetic 
algorithm (the initial population size, selection crossover and mutation functions) allow organizing the processes of 
modeling and forecasting the production in a most effective way. Comparison of our results with other techniques 
shows the usefulness of the proposed approach. Gaussian model used by Brant1,18 to describe Wyoming oil 
production gives R2 = 0.9628, while the application of Hubbert model with Right Gompertz asymmetry function and 
using the genetic algorithm to identify their parameters can achieve R2 = 0.9861. Comparison with exponential
decline model, used by Sorrel34, also showed the advantage of the approach: for Forties oil production Sorrel gives 
R2 = 0.9575, while the presented model can achieve R2 = 0.9910, for Ninian oil production Sorrel gives 
R2 = 0.9852, while the presented model can achieve R2 = 0.9926. The frequency analysis of using curve-fitting 
models for describing data at the different levels of aggregation allows giving recommendations on selection the 
preferred models for every kind of tasks. Considered in the article genetic algorithm can be extended in the future to 
identify models of non-renewable resources production containing oscillatory components. The question of the 
accounting of curve-fitting models evolution and finding timeframes of each model is also interesting for the future 
solution. 
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