The task of finding the singular-value decomposition (SVD) of a finite-dimensional complex Iinear operator is here addressed via gradient flows evolving on groups of complex unitary matrices and associated self-equivalent flows. The work constitutes a generalization of that of Brockett on the diagonalization of real symmetric matrices via gradient flows on orthogonal matrices and associated isospectral flows, It complements results of Symes, Chu, and other authors on continuous analogs of the classical QR algorithm as well as earlier work by the authors on SVD via gradient flows on positive definite matrices.
INTRODUCTION
The current interest in parallel processing and analog computing (neural networks ) motivates the study of algebraic and combinatorial tasks via continuous-time methods (i.e. differential equations). In [1], Brockett has shown that various purely combinatorial tasks such as hnear-progmmming problems, the sorting of lists of red numbers, and the diagonalization of real symmetric matrices can be solved by certain gradient flows evolving on groups of orthogonal matrices, or by associated isospectral flows on real symmetric matrices. In earlier work [4] , the authors studied balanced realizations of linear systems, including the singular-value decomposition (SVD), via gradient flows on positive definite matrices. It is by now well understood that the classical QR-algorithm apprcxach to the SVD is equivalent to constant-interval sampling of a certain class of self-equivalent flows, i.e., of flows which evolve on the set of matrices with fixed singular values; see e.g. Chu [2], Deift, Nanda, and Tomei [3], Symes [5] , and Watkins and Elsner [6] .
In this paper, gradient flows on compIex unitary matrices achieving the singular-value decomposition and associated self-equivalent flows on complex rectangular matrices are studied. While it is not obvious whether or not the proposed flows can be related to the QR algorithm, they achieve the SVD and are therefore at least of theoretical interest. The work constitutes a generalization of that of Brockett [I] and leads to a new, apparently unstudied class of differential equations which can achieve the SVD.
Given a complex m X n matrix H, m > n, it has a singular-value decomposition where U, V are complex n X n and m X m unitary matrices satisfying W* = I,n, UU* = In, and (Here * denotes transpose conjugate). The SVD task then is to determine from H its decomposition (1.1). We will approach this problem by showing that it is equivalent to a certain norm minimization problem. Consider the class S(Z) of all complex m x n matrices H having singular values (01, ..., Ur), occurring with multiplicities (n,, . . ., n,). Thus S(z) is the compact set of all m X n matrices H which are unitarily equivalent to Z via (1.1). Given an arbitrary matrix Hoe IC'"x', we consider the task of minimizing the distance
of Ho to any El 6 S(X). Since IIH112= tr HH* = X;= ,nicri2 is constant for H~S(~), the minimization of (1.2) is equivalent to the maximization of the inner-product function @(H) = 2 Re tr H: Ii, defined on S(Z). Heuristically, if Ht) is chosen to be of the form
with N = diag(A~,..., A,,) real diagonal, we would expect the (1 .2)-minimizingmatrices H * G s(z) tobe of the same form, i.e.
for a suitable n x n permutation matrix r and a sign matrix S = diag(~l,..., +1). In Fact, if N=diag(A1,..., A,l) with Al> .". >An>O, then we would expect the minimizing H* to be equal to X. Since S(X) is a smooth manifold (Proposition 2.1), it seems natural to apply steepest-descent techniques in order to determine the minima II* of the distance function (1.2) on S(Z).
That this program can indeed be carried out is shown in the subsequent sections. To achieve the maximization of Q(H) = 2 Re tr(H~H) on S(z) we consider the induced function on the product space U(n) X U(m) of unitary matrices @:u(n)xu(?n)+ E%,
defined for fixed arbitrary complex matrices A G C'1x '", B G S(X), This leads to a couplecl gradient flow ti(t)=v(, qu(t), v(t)),
on U(n)X U(m). By compactness of U(n) X U(m), and since (1.4) is a gradient flow, every solution of (1.4) converges to an equilibrium point.
Associated with the gradient flow (1.4) is a flow on the set of complex m X n matrices H, derived from H(t) = V( t)* BU(t) (see Section 2):
M= H(AH-H*A*) +( HA-A*H*)H, (1.5)
This turns out to be a self-equivalent (i.e., a singular-value-preserving) flow on S(x) which, under a suitable genericity assumption on A, converges exponentially fast, for almost every initial condition H(0) c S(z), to the global minimum H* of (1.2),
In Sections 2 and 3 we proceed with a formalization of the above norm-minimization approach to the SVD. Section 2 contains a phase-portrait analysis of the self-equivalent flow (1.5) on S(Z), The equilibrium points of (1.5) are determined, and-under suitable genericity assumptions on A, Z -their stability properties are determined. Section 3 gives a similar analysis for the gradient flow (1.4). Sections 4 and 5 relate our results to those of Brockett [1] . Using a simple linear-algebra trick, we can show the equivalence of our results on the flow (1.5) to those obtained by Brockett.
After this paper was completed and had been sent to the editor, we became aware of the recent work of Chu and Driessel [9] and Smith [10] . Both papers give results similar to ours. However, the analysis in [9] is not as complete as the one presented here. Smith shows that the flow actually a gradient flow of the distance function (1,2). See Section different proof of this important result. with singular values ml > " " . > crf >0 and multiplicities (nl,.. ., n,), Zj= *ni
denote the set of all complex m X n matrices H with distinct singular values (u, ,. ...~,) occurring with multiplicities (n 1,..., n ,).
Proof. S(X) is an orbit of the compact connected Lie group U(m) X U(n), acting on C '"x n via the equivalence action q :[U(m) X U(n)] X C'"xn + C'" '", q((V, U), H) = V*HU. Thus S(Z) is a homogeneous space of U(m) X U(n) and therefore a compact connected manifold. The stabilizer group Stab(Z)= {(V, U)~U(m) X U(n)lV*~U =~} of Z is the set of all pairs of block-diagonal unitary matrices (V, U):
if u, >0, and U=diag( U1l,..., U,,),
Hence there is an isomorphism of homogeneous spaces Then S(~[,) is equal to the (compact) Stiefel manifold St(n, m) consisting of all X E C'""1 with X*X = 1,,. In particular fbr m = n, S(a,)) is eqwd to the unitary group U(n). Thus the manifb]ds S(S) are a generalization of the compact Stiefel manifolds St( n, m),
be given with pi,...,~r real numbers. Thus HCJ= s(Z) if and only if {Iw,l,...,lwrll ={u,,..., a,).We need the following description of the tangent space of S(Z) at Htl. ,+,, jeC(''l-r')x",, .j=l,.,., r,
Proof. Let skew(n) denote the Lie algebra of U(n), i.e., skcw( n) consists of all skew-Hern~itian n X n matrices, The tangent space T,,(lS(~) is the image of the R-1inear map 
Ii(t) =j-(t, H(t))
s (2.9) defined on the vector space of complex m X n matrices H c C '1' x n is called self-equivalent if every solution H(t) of (2.9) is of the form
(2.10)
Selfequivalent flows on complex m X n matrices were studied by Watkins and
Elsner 16] as a differential-equation method to compute the singular values of a complex matrix. The following simple chamcterimtion of self-equivalent flows is due to Watkins and Elsner [6] .
L~NI~A 2.4 [6]. Let 1 c R be an interual, and let C(t) -C"x'I and D(t) = C '"x '", t = 1, be a tirne-uarying family of skew -Hermitian mutrices. Then i{(t) =H(t)C( t)+ D(t) H(t), tE1, (2.11)
is self-equivalent.
Conversely, etiery self-equivalent differential equation on C '"x' is of the form (2.11) with C(t), D(t) skew-llermitian.

Prooj-. Let (U(t), V(t)) denote the unique solutions of
Since C, D are skew-Hermitian, U(t) and V(t) are complex unitary matrices.
Let G(t):= V(t)* H(0)U(t). Then G(0)= H(O) and
G= V* H(0) U+ V* H(O)ti = D(t) G(t) +G(t)C(t).
By uniqueness of the solutions of (2.11), G(t)= H(t), t q 1, which completes the proof. m
The following theorem gives explicit examples of self-equivalent flows on C 'n'". These flows are different to those studied by Watkins and Elsner [6] and Chu [2]. 
., n. Then every solution H(t) of (2.14) converges fm t + i w to an extended diagonal matrix H. of the fm
1"] 
Proof.
For every (locally defined) solution H(t) of (2.14), the matrices Since H + Re tr HA is a continuous function defined on the compact space S(Z), Re tr IfA is bounded from below and above. Therefore (2. 19) must go to zero as t~+ O. It follows that every solution H(t) of (2.14) converges to an equilibrium point and, by (2.20), the set of equilibria of (2.14) is characterized by H-A= A*H5, AH~= H$A*. This proves (b). ii=(Ai -A,j)(~i -~j)LIJ, REMARK 2.9. From (2.28) and Corollary 2.8 it follows that-for almost all initial conditions on S(Z)-the solutions of (2.14) on S(2) approach the attractor -Z exponentially fast. The rate of exponential convergence to -Z is equal to p=min(A,,u,l,~j; (Ai-Aj)(mi -o-j)), where C"'" X C'" x '" is equipped with its standard Hermitian inner product. The Rieman-nian metric ( , ) on U(n) x U(m) for m = n coincides with the Killing formũ p to a constant scaling factor.
C(t) = AH(t) -H(t)*A* and D(t)= H(t)A -A* H(t)*
26). Equation (2.14) has exactly 2". n! e(fuilibrium points on S(~). The hneari:ation of the flow (2.14) on S(Z) at
[1 =7TX17TTS
LEMMA 3.1.
The gradient flow of @: U( n) X U(m)~R (with respect to the standard Riemannian metric) is ti=U(AV*BU -U* B*Vfi*), 
The solutions (U(t), V(t)) of (3.3) exist for all t = R and converge to an equilibrium point (U-, V@)
q U(n) X U(m) of (3.3) for t+ f~.
Proof.
We proceed as in [1] . A neighborhood of (U, V) in U(n) X U(m) is parametrized by Thus (3.3) is the gradient vector field. By compactness of U(n) X U(m) the solutions of (3.3) exist for all t EER. Since (3.3) is a gradient flow, (L'(t), V(t)) must converge to an equilibrium point of (3.3). 9
The following result describes the equilibrium points of (3.3). The following remark shows how the gradient flow (3.3) is related to the self-equivalent flow (2.14). In order to relate the local stability properties of the self-equivalent flow (2.14) on S(z) to those of the gradient flow Therefore the fibres of (3.6) are all diffeomorphic to U(n~) X " -" X U(nr) X
U(m -n).
For m an n X n permutation matrix and S = diag( + 1,..., +1) an arbitrary sign matrix, let C(m, S) denote the submanifold of U(n) X U(m) which consists of all pairs (U, V) of the form
,..., U,+I) ;7 I,,:_,l with (U1,.. ., LT,,U,+l)= U(nl)X " "~XU(n, )X U(rn-n) arbitrary. Thus, by Lemma 3.2. the union c= u C(7T,S) ( 
3.8) (T, s)
of all 2 n"n ! sets C(T, S) is equal to the set of equilibria of (3.3). The behavior of the self-equivalent flow (2.14) around an equilibrium point [1 Trzl?r Ts o now is characterized by the way the solutions of the gradient flow (3.3) approach the invariant sub manifold C( T, S), This is made more precise in the following theorem.
For any equilibrium point (U~, V~) = C let In(U~, VJ c U(n) X U(m) denote the set of all initial conditions (Uo, V[J) such that the corresponding solution (U(t), V(t)) of (3.3) converges to (U~, V~) as t~+~. Thus In(U~, V~) is a subset of the center-stable manifold of (3.3) at (U~, V~). C( 1,,, -In) .
Proof.
The stable manifold Ws(U~, V~) of (3.3) at (U~, V,) is mapped diffeomorphically by~: U(n) X U(m)~S(z) onto the stable manifold of (2.14) at H~= V~BU~. By Corollary 2.8, the inset In(HJ of (2.14) at H-is equal to Ws(Hm). Therefore also In(U~, V~) = WS(LL, VJ. The second statement follows, since convergence on stable manifolds is always exponential For any equilibrium point (U~, V~) = C( In, -l.), is the uniquely determined exponentially stable equilibrium point of (2.14), and its stable manifold WS(HW) is the complement of a finite union r of submanifolds of S(z) of codimension >1. Thus
is dense in U(n) X U(m) with codim~-~(r) >1. The result follows. hold mutatis mutandis for (3.9). In particular, using (3,4), Theorem 3.4 implies that for almost all initial conditions on 0(n) X O(m) the solution (@l(t), @a(t)) of (3.9) converges to an equilibrium point t),(m) = (3;.s, where S Z=diag(+ 1, ..., +1) is an n X n sign matrix and W = O(m -n) is orthogonal. Thus, for m = n, there are exactly 2 n locally stable equilibria of (3.9), which all minimize the function @: O(n) X O(n)~R. Proof.
OTHER FLOWS FOR THE SVD
(a) and (b) follow immediately from Theorem 2.5; see also [1] . Part (c) is shown in [7] , while (d) follows from [8] . The Riemannian metric on A4(Q) is called the "normal metric"; see [7] for a description of the metric and further comments. Corollary 5.2 has been also independently obtained by Smith [10] . His proof is different to ours and is based on an explicit description of the Riemannian metric used in Corollary 5.2.
CONCLUSIONS
The results on finding singular-value decompositions via gradient flows, depending on the viewpoint, are seen to be both a generalization and a specialization of the results of Brockett on the diagonalization of real symmetric matrices. The work ties in nicely with continuous-time interpolations of'the classical discrete-time QR algorithm by means of se] f-equivahmt flows, and also with earlier work by the authors on the SVD via gradient flows on positive definite matrices. One area of future research is to find discrete-time versions of the new gmdient-flow equations which may be an improvement on the standard QR algorithm in some situations, and to find continuous-time versions of interest in adaptive systems.
