Abstract. We construct a nontrivial example of a continuous function f * on [0, 1] 2 which is orthogonal to tensor products of Haar functions supported on intervals of the same length. This example clarifies the possible behaviour of Fourier coefficients of continuous functions with respect to a localized Haar system. The function f * has fractal structure. We give lower bounds on its smoothness.
2 ; other functions of the system are grouped into packs; for k = 0, 1, 2, . . . the k-th pack consists of the functions
k,i,j (x, y) = χ (1) k,j,i (y, x), χ
k,i,j (x, y) = 2 −k χ (1) k,i,j (x, y)χ (2) k,i,j (x, y),
where i, j = 1, 2, . . . , 2 k . (The values on the boundary of ∆ k,i × ∆ k,j are not important for us.)
Fig. 1. Localized Haar system
We should note that the localized Haar system comes from the general construction of multivariate wavelets. Suppose that {V k } is a multiresolution analysis (MRA; see [2, Sect. 1.2] ) in L 2 (R) with scaling function ϕ 0 ∈ V 0 . Denote by W k the orthogonal complement to V k in V k+1 . MRA generates the wavelet function ψ ∈ W 0 and its dyadic dilations and shifts {ψ k,i } form a basis of L 2 (R). There are at least two ways how to construct multivariate wavelets from univariate ones.
• The first way is to take the tensor product of one-dimensional wavelet functions: Ψ K,I := ψ
. The disadvantage of this method is that the new system is not "localized" even if the one-dimensional wavelets were: functions with large K may have large support.
• The second way is to take the tensor product of the one-dimensional MRA's:
k . Then we define wavelet spaces W k by V k+1 = V k ⊕ W k and take basis in W k .
The localized Haar system is obtained using the tensor product of simplest MRA with the scaling function ϕ = 1 [0, 1) and the wavelet function 
It was observed by B. I. Golubov (see, e.g., [1, Chapter 3, §2] ) that for a classical one-dimensional Haar system {χ k,i } and for any f ∈ C[0, 1],
What happens on the square? If f (x, y) = g(x) + h(y), everything reduces to the one-dimensional case. Indeed, c
k,i,j (f ) = 0. So we shall not consider this trivial situation. In the general case, P. V. Glebov in his diploma work had proven the following.
We reproduce the proof here; it is rather short.
k,i,j | = 0; we shall prove that f does not depend on x. Consider the "vertical average" function
For any dyadic square ∆ k,i × ∆ k,j we can analogously consider the "vertical average" function of f on this square and show that it is constant.
If there are 2 → R such that the inequality
holds for some C = C(f ).
Theorem 1.
There exists a continuous function f
We do not know the maximum possible smoothness of such functions. In particular, it would be interesting to construct a Lip(1) example of f * , or to prove that it does not exist. One can see that there are no "simple" examples:
• the c (3) -coefficients of a piecewise-linear 1 function f (x, y) = g(x) + +h(y) cannot decay as o(4 −k ).
Let us prove this. If
for some ξ ∈ ∆ k,i × ∆ k,j , we obtain (2). Consider a piecewise-linear function: the square [0, 1] 2 is triangulated, f is linear on each triangle. One can show that there exists two triangles ABC and ABD, having a common side AB, which is not vertical nor 1 We say that a function f : [0, 1] 2 → R is piecewise linear, if f is continuous on [0, 1] 2 and for some triangulation of the square, f is linear on each triangle.
horizontal, such that the linear functions corresponding to ABC and ABD differ. We can subtract a linear function from f (this does not change c (3) ) and make it equal to zero on the triangle ABC. Moreover, we normalize f to ensure that (∂f /∂x) 2 + (∂f /∂y) 2 ≡ 1 on ABD. For any sufficiently large k there exists a dyadic square ∆ k,i × ∆ k,j , which intersects AB and does not intersect any triangles other that ABC, ABD. One can prove that c (3) k,i,j (f ) = 0 in this "standard" situation 2 . It follows (using the compactness argument and scaling) that max
k, where the constant R depends only on the slope of the segment AB. The next two sections are devoted to the proof of our theorem.
2. Construction of the function f * .
Proof of Theorem 1. We consider linear functions
It is clear that the function L(x, y) from (3) with
These functions will be the "building blocks" of our construction. Note that always c
2 → R with the following properties:
f (x, y) dx dy = 0.
Suppose that for some t, λ i , u i ∈ R (i = 1, 2, 3, 4) the following equalities hold:
Then we can define the operator T : C b → C b by the following rules:
Let us show that T f indeed lies in C b . First, note that properties (ii) and (iii) of C b imply that f (0, 1/2) = f (1/2, 1) = f (1, 1/2) = f (1/2, 0) = = (b + 1)/2 and the same should hold for T f . Consider the definition of T f on the square [0, 1/2] 2 . The equality (4) implies that
(6) In particular, t = T f (1/2, 1/2). Definition for other quater-squares is similar. Note that the values of T f on common vertices of that squares agree. Now we check properties (i)-(iv) of T f : (ii) follows from (6) and analogous equalities; properites (iii) and (iv) follow from the corresponding properties of f and L a,b . Finally, T f is continuous because values of T f on different quarter-squares are continuously "glued" by linearity of T f on the sides of all that squares.
Soon we will show that if
then T is a contraction (say, in the uniform metric). We claim that one can take f * to be the fixed point of T . Indeed, f * is not represented as g(x) + h(y) because f (0, 0) + f (1, 1) = f (0, 1) + f (1, 0) (recall that b = 1). Next, f * is continuous by construction. Finally, we check that 
