An on-line handwritten Chinese input system using a "unique character mapping" algorithm. by Chan, Michael Shing-chi. & Chinese University of Hong Kong Graduate School. Division of Computer Science.
An On-Line Handwritten Chinese Input System
Using a Unique Character Mapping Algorithm
A Thesis
Presented to
The Chinese University of Hong Kong
In Partial Fulfillment of the Requirements
For The Degree of Master of Philosophy
by




Because of the open policy adopted by the Chinese
Government, China is now more closely related with other nations
of the world. Hence the importance of Chinese language in the
world is growing day by day, especially commercially. This leads
to the need of information processing systems in Chinese.
The input methodology introduced in this thesis can provide
an easy and natural way of inputting Chinese characters together
with other conventional symbols in an on-line Chinese information
processing environment. The methodology focuses on the uniqueness
between the mapping of input code sequence of Chinese character,
and its output code sequence. A prototype of a Chinese
information system based on this methodology has been
successfully implemented. The system is written in the PASCAL
language and runs on a IBM PC/XT.under the PC DOS Version 3.1.
The prototype itself is very easy to use and provides simple data
processing functions. A successful rate of 95.36% has been
achieved for the character recognizer under the experimental
environment.
Chapter one is an introduction to the project and Chinese
information processing systems. Chapter two emphasizes on the
dictionary building stage, of the recognition system. Chapter
three elaborates on the implementation of the character
recognition system. Chapter four is the description of the
2prototype. Chapter five summarizes on the experimental findings
of the prototype and finally, a conclusion is drawn in chapter
Six on the different aspects of the project.
Appendices include a user guide for the system and its
installation, the source code listing, and the references to this
thesis.
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CHAPTER 1. INTRODUCTION 
1.1. The Chinese Language
Chinese Language is one of the oldest living languages. The 
exact age of the language is unclear, but archaeological findings 
prove that it is at least 6,000 years old. The earliest writing 
found were on bone shells, shoulder blades of oxen and on 
tortoise shells. Before the discovery of paper making, writers 
had to write on wood and bamboo using lacquer. During the Chin 
Dynasty, an unification of Chinese writing was consolidated by 
the Emperor. This was known as the 'Xiaozhuan' (a]n . This was 
actually a simplification of its predecessor 'Dazhuan' ( ) .  
It was the Emperor Chin Shih Hwang who first decreed to 
standardize the Chinese writing. 'Clerical Script' was invented. 
Following this, other scripts were developed in the succeeding 
dynasties. They were known as (a) Regular Script ( -i. ),
__-5- -■&-(b) Running Script (TJ g ) and (c) Cursive Script (*y g ). The 
present day printed formal style had been developed since the 
Tang Dynasty. Going through all the transitions, its main 
features have been retained [1].
Chinese characters, used to encode all the dialects spoken 
in China, presented an interesting collection of patterns for 
studies. Written Chinese characters are made up of a combination 
of primitives, similar to^those alphabets of phonetic languages 
such as English, French etc. The main difference being the 
resulting word in phonetic languages is a one dimensional
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structure enabling it to be pronounced, while Chinese character
is a two dimensional structure, all components forming the
character are in a square disregarding the number of components
contained[ 2].
The Chinese language is very difficult to learn. There are
approximately 50,000 Chinese characters, some of them may be
structurally quite complex. Figure 1-1 shows a set of Chinese
characters ranging from the very simple structure to the
complicate ones. A well educated person would be expected to know
about five to ten thousand characters. A number of standards have
been developed for these commonly used characters (e.g. GB2312-
80, CCCII) C 3].
— 二 欠 樹
讓 ―
Increasing degree of complexity
Figure 1-1. Simple and complex characters
Each Chinese character has Its own monosyllabic
pronunciation and its own meaning which must be learned by heart.
During the last decade, China developed a set of phonetic
alphabet, 'Hanyu Pinyin', in order to help people to pronounce
Chinese characters in their national language, Mandarin.
Moreover, they also developed a new set of characters in which
each Chinese character is a simplified form of the original
1character with the essence that they still the original
meaning and pronunciation. Examples are given in Figure 1-2. This
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1.2. Development o£ Chinese Information
Processing System
The idea of computer-based Chinese information processing 
(CIP) has been a challenge to researchers dating back to the late 
1950's. Numerous methods have been invented and applied on 
various aspects of CIP. It is not until recent years that a 
considerable amount of progress has been made. Chung [4] has 
summarized that the development of such systems can be roughly 
divided into three stages as show in Table 1-1. The input and 
output methods, applications and equipments available are the 
major characteristics of each stage.
P er i o d 50's 60's 70' s
S ta g e s  of 
ClP S
F i r s t Sec on d T h i rd
I n p ut  T e c h n i q u e s L a r g e  K e y b o a r d s D i f f e r e n t  s iz es  of 
K e y bo a rd s,  Tab le t s,  and 
C h a r a c t e r s  R e c o g n i t i o n
K e y b o a r d s ,  T ablets, 
S pe ec h  R e c og n it io n ,  and 
C h a r a c t e r s  R e c o g n i t i o n
O u t p u t  T e c h n i q u e s T y p e f o n t D o t - i a t r i x Ink-jet, T h e n a l ,  L aser 
Pri nt e rs ,  Hig h  R es ol u ti on  
Scr ee n  Terii n al s,  and 
V oi ce  S yn thesis
A p p l i c a t i o n s P r i n t i n g P r i n t i n g  and L ib ra r y  
A n t o i a t i o n
O ff ic e  A ut oiation, 
L i n g u i s t i c  Studies, 
D a t aB a se  Systeis, and 
V i d e o t e x t  Service
B q o i p i e n t H uge K ey bo a rd Spe ci a l  T er ii n al s P e r so n al  C oi puters, 
Integ r at ed  and 
D is tr i bu te d  Systeis
Table 1-1. Development of Chinese Information Processing Systems
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1A Chinese Information Processing System, like any other
computer systems, can be logically divided. into 3 parts
(Figure 1-3):
1. Chinese Character Input Sub-system
2. Chinese Character Output Sub-system
3. System and application software for processing.








Figure 1-3. Structure of a CIP
11.2.1. Chinese Input Sub-system
A great deal of research efforts [2,5,6,7] has been spent on
the development of Chinese input systems. The main difficulties
in such systems arise from the following facts:
1, A large number of distinct characters, approximately
50,000. Commonly used characters vary from 3,000 to
10,000 depending on the user's requirements.
2. The structure of Chinese character patterns is very
complex.
3. There are many similarly structured character groups.
4. A large number of homonyms in the Chinese language.
To understand the problems, we should take a phonetic
language, English, as an example. There are 26 letters forming
the entire vocabulary of the language. The problems of input and
output for such system were solved long ago by the mechanical
typewriter. Recent developments of input devices and output
devices such as keyboards and laser printers respectively, add
efficiency and accuracy to output problem.
On the other hand, Chinese has a very large vocabulary,
building a large typewriter such as phonetic typewriter is by no
means satisfactory. Studies have been conducted on how to
1decompose and transform the structures of Chinese characters so
that an efficient input mechanism can be provided. This, of
course, is found to be a difficult task. Loh (2] and his
associates have conducted a survey on the available input
methodologies and found that:
More than five hundred Chinese input systems based
on different coding methods have been proposed and
designed, and now over fifty are available in the market
for data processing or to be used as a word processor.
Most of these systems primarily use the well-known
English typewriter keyboard, i.e. QWERTY layout as the
input device, and their coding methods are based on
either pronunciation, or character shapes or assigning
numbers or codes to individual characters or components.
Because of the limited number of keys available on the
QWERTY keyboard, the number of Chinese characters may be
used without ambiguity or redundancy is rather
restricted. In order to provide a reasonable number of
commonly used characters in the system, some
restrictions and rules are to be introduced to avoid
.redundancy and ambiguity, thus making the system
difficult' to operate effectively. As a matter of fact,
there exists not as yet an input system gaining general
acceptance.
As the input problem has not been resolved satisfactorily,
more research work has to be done in order to find an easy and
natural way of inputting Chinese characters into a Chinese
information system.
11.2.2. Chinese output sub-system
'output technique' is another major research area in Chinese
information processing system. In order to maintain the original
beauty of Chinese characters, high resolution Chinese character
patterns are necessary. However, this requires large memory
storage. The following example will give a better picture:
Assuming that there are 10,000 characters, each is
represented by 16 X 16 dots. This implies that it will
require 25,600,000 bits or 320,000 bytes or 32 Kbytes to
store them all.
As a result, numerous researches [8,9,10,11] have been
conducted on compression techniques in order to, on one hand to
minimize the memory requirement and on the other still producing
fine character fonts.
The output of Chinese characters normally is via dot-
matrix-.printer. In the past decade, advanced output device such
as laser, ink-jet and color printing have added accuracy and
beauty to it.
1.2.3. System and application software 
for processing
With the developments of Chinese input and output 
subsystems, software has to be written to process the input data 
and to communicate with the user via the output subsystem. In any 
computer system, no distinction can be made between information 
in Chinese and English because they all are represented in series 
of 0's and l's. Hence, the already well developed techniques in 
software engineering and a wide variety of application software 
for phonetic language such as English can certainly be used as 
guide lines for the development of application software in 
Chinese. In fact, Chinese versions of many popular software 
such as DBase, Wordstar etc. already exist in the market, for 
example:
1. ' SPDOS' ( ) /
2. ’KCCDS-092' ( ' and,
3. 'HDCC DOS' ( ^  •
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11.3. Different Categories of Chinese Input Systems
Human-computer interface is an important aspect in the field
of software engineering. This interface provides a means for
users of a computer system to communicate with the computer.
Attention to this subject has been brought up because of the
failure of past systems to provide efficient human computer
interface. This could be crucial in some systems such as an air
traffic control system or the space shuttle control system. Due
to these reasons, techniques for human computer interface will
undergo significant change during the next decade.
The design of a good human computer interface for a Chinese
information system could be difficult. The following section will
give a brief summary on the most common human computer interface
for this type of systems such as keyboard entry, voice
recognition, character recognition and on-line character
recognition.
11.3.1. Keyboard entry using different
coding systems
A considerable amount of work has been done on keyboard
entry of Chinese characters during the past three decades.
Employing this data entry method requires the process of
translating the complete set of characters into the appropriate
codes according to some pre-defined rules. Users of such system
find this unnatural and also difficult in memorizing all the pre-
defined rules. The cost of such system could be quite expensive
because in some cases, extra investment is needed for the design
of a special keyboard. Basically, there are three categories of
keyboards, namely, large, medium and small. The following
paragraphs will give a brief description for each category.
Large keyboard, by its name, has a large number of keys. The
input primitives are the single Chinese characters. Improved
models were developed, with the use of command key but the
concept-of one key per-character still remains. This method have
the advantage of simplicity. However, on the other hand, to
locate a particular key would be a difficult process.
In medium size keyboards, the input primitives are
characters/components (e.g. radicals). Detailed studies into the
structure of Chinese characters are required to determine the
basic components. One of the more successful medium size
keyboards has been developed by the Hung On-To Research Centre
for Machine Translation, at the Chinese University of Hong Kong,
1directed by Professor LOH Shiu-Chang. The design of their input
system is based on character component method. This method makes
use of natural characteristics of Chinese characters. Loh's
keyboard uses 256 keys. Out of these 256. keys, 18 are assigned to
be function keys, the other 238 are component keys. Their system
is found to be not only easy to use but also possesses certain
intelligent features.
Finally, the small size keyboards (12,131, as quoted at
section 1.2.1 to be the most common marketing products nowadays,
use the common English typewriter keyboard, i.e. QWERTY layout
as the input device. Coding method is based usually on one of
three methods: the alphanumeric coding, phonetic coding or
combinations of the former two. Examples include Tsang Chi, Three
Corner, and Dragon input methodologies.
One important criterion for this form of input system is the
average number of keystrokes per character. It is obvious that
the larger the number of keys, the smaller will be the average
number of keystrokes per character. For example, Tsang-chi coding
method has an average stroke length of 4.59, 2.30 for Loh's
coding method and 6.0 for Three-corner method (2,14].
11.3.2. Chinese Character Recognition
The idea of Chinese characters recognition is very
attractive because if there existed, an effective character
recognition system, vast amount of Chinese material could be
processed in a very short period of time. Basically, such system
is static and can process 2 types of characters: printed Chinese
characters and handwritten Chinese characters.
Many researchers have work on printed character recognition
such as systems developed by Casey and Nagy, Ankeny, Wang[ 15],
with certain degrees of success. Researches on handwritten
Chinese characters have proved to be a more difficult problem
because different people tends to have different writing style.
With the advance of technology, optical scanner and
powerful processor may help to put the technique of character
recognition into a more practical position.
11.3.3. Speech Recognition
Speech recognition for Chinese has been the objective of
many researchers (16,17,18,19] in the past 2 decades. The reasons
for this interest reside in the importance of potential
applications such as human-computer voice communication, on-line
question-answering system and possibly phonetic typewriters.
Nevertheless, there are a number of problems such as:
1. many different dialects in China,
2. each character is pronounced by phonetic symbols and
combined with the variation of four tones,
3. there are a large number of homonyms in Mandarin,
4. a speaker's speech could sound different in different
time and places.
Researchers have been conducting experiments on speaker
independent speech recognition system of Chinese characters with
some successes. For example, Lee and Hsu's system is based on the
use of one or more reference patterns for each character to be
recognized rather than storing the training data of every user
(201.
The recognition rate of voice recognition system varies
greatly between different speakers. Further works are needed to
improve the recognition rate and to lower the implementation
cost.
11.3.4. On-line recognition system
A number of investiqation,23 has been iit.ade on the concept o}f
on-line recognition of Chinese characters. This method is based
on the idea of recording down the movements of an input device
such as a stylus, on the surface of a data tablet. The system is
dynamic in such a way that it recognizes the character
immediately after a writer finishes his writing. This approach
yields a number of advantages [21]:
1, Since the strokes are drawn One. a time, the pen-
point movement loci are easily extracted.
2. Classifying each individual stroke is very simple.
Traditionally, the strokes of a Chinese characters are
drawn in a fixed order and with on-line recognition
mechanism, the sequence in which strokes are drawn is
known.
On-line recognition usually employs a two-stage recognition
of fundamental stroke classification and stroke sequence
matching[ 22 1. The first stage involves the class.ificatitons of
each input stroke based on the idea of matching of the input
pattern with some pre-defined patterns. The second stage involves
the matching of the total code. sequence for the character with
entries in the. dictionary. A decision logic is then used to
decide whether the input character is valid.
11.4. Aim of the Proposed System
The aim of the project is to develop a natural and easy to
use input methodology for Chinese character under an on-line
environment (i.e. an on-line handwritten Chinese recognition
system). A brief explanation of such system has been given in
Section 1.3.4. The development of the system can be divided into
2 stages namely, (1) the dictionary building stage and (2) the
development of the recognizer stage. In stage 1, each character
in the GB2312-80 standard is manually encoded into a
corresponding code sequence following some rules (i.e.
linearising the 2 dimensional Chinese character). At this stage,
no matter what basic set of primitives is chosen, the problem of
maintaining the uniqueness of the input code of the character and
its output code is very difficult( i.e. 1:m input code to
output code is inevitable). In fact, until now, no significant
method is able to provide the uniqueness, and some systems even
suffer from too many ambiguities. Most, of available systems,
instead of solving the Se ambiguities, present a list of possible
characters with the most possible one on the left, and prompt the
user to choose the correct one. The major concern of this project
is to solve such ambiguities, which most systems tend to avoid to
solve, giving a system that will have an 1-1 mapping of input
code sequence and Chinese characters. More will be said in later
chapters. All these code sequences are compiled into a dictionary
for future references.,
In staqe 2, a software character recognizer is built. This
1recognizes processes the input character, via some input device,
resulting in a input code sequence. This sequence is matched with
entries in the dictionary. If the sequence is not in the
dictionary, a substitution mechanism is used to find the possible
characters and if this fails as well, the sequence is rejected
(i.e. there is no such character in the dictionary). On the other
hand, there can be two other possibilities:
(1) there is a unique match for the sequence, the input code is
accepted, or,
(2) if the sequence causes ambiguity, appropriate tests are
performed in order to locate the correct choice. The model











The proposed system is developed under the following
environment:
1. a digitizer for the input of Chinese characters,
2. a personal computer as the host computer, and







Figure 1-5. Overall view of the development environment
11.5.2. Input device
The input device is an electromagnetic digitizer, 'Bid pad
one' made by SummaGraphics. In the system, characters are written
on the digitizer using a pen-like stylus. The digitizer converts
the graphical information into digital form suitable for the
entry into a computer. By merely pressing the stylus against any
position on the digitizer, the co-ordinates of the position are
recorded. When inputting a continuous stroke, a sequence of
corresponding co-ordinates of the loci is recorded.
1.5.3. Processing Unit
The implementation of the proposed 'on-line recognition'
system is a software system that runs on an IBM PC/XT compatible
under PC DOS version. 3.1. The system unit contains the system
board, which features eight expansion slots, the 8088
microprocessor, 40Kbytes of ROM, 640Kbytes of main memory and an
audio speaker. Supplementary hardware are monochrome display with.
graphics adapter, dual floppy drives (each of 360Kbytes) and a
hard disk of capacity of 20Mbytes.
1.5.4. Output Device
Two modules of output system are implemented. The first one
is the department owned, Chinese character generator output
system. This is done by setting up a direct RS232C communication
link between the stand-alone IBM PC/XT and the Department's
1Chinese information system. The second approach utilizes the
character pattern stored in the library file employed by the
CCDOS system. Using this method, one can allow the output of the
Chinese characters to appear on the monitor connected directly to
the PC, rather than through another output device. The trade off
is the loss of quality of the Chinese characters displayed. The
department' system provides a much higher-resolution 24X24 dots
pattern for each character on the screen with a resolution of
960X480 dots, while the CCDOS pattern is only 16X16 dots per
character on the PC's graphics adapter with a resolution of only
720X350.
Within either system, the two byte code of each character
(according to GB2312-80) is used to locate the dot pattern and
the corresponding Chinese character would appear on the monitor.
2CHAPTER 2. DICTIONARY BUILDING STAGE OF CHINESE INFORMATION
SYSTEM
2.1. Introduction
There are more than five hundred Chinese character input
systems based on different coding methods being developed [2].
The coding methods of these systems usually are based on
different criteria. Primarily, there are a number of
considerations associated with these coding mechanisms:
1. selection of the set of basic primitives,
2. the order of decomposition of Chinese characters.
After a dictionary has been built according to the above
considerations, problems will arise such as:
l:m mappings of input code sequence to1. collisions
Chinese characters.
•- the optimal way to access the dictionaryZ. data retrieval
to locate the required word.
•- how to minimize the dictionary3. storage requirement
which is usually verystorage
large
2.2. Building of the Dictionary
2.2.1. Selection of the Basic Set of Primitives
In the coding method, each Chinese character is specified
hierarchically in terms of combinations of basic primitives,
called strokes. Figure 2-1 gives a better picture of this
hierarchical structure. Early in the Sung Dynasty, ZhengQiao [23]
proposed to analyze a Chinese character with six types of
strokes: A number of other
approaches have been taken by other recognition
schemes[24,25,26].
勺
Figure 2-1. Hierarchical structure of Chinese character
A mini-max approach is used to define the set of basic
primitives for this recognition scheme. Experiments were carried
out to determine the minimal set of basic primitives to provide
the set of maximum number of unique characters. According to Loh,
there are five basic primitives: and
,) and all other stroke types are combinations of these
primitives. Results from the experiments showed that these basic
types are insufficient, the reason being that the way in which
the digitizer recognize the end of a stroke is by the uplift
movement of the electromagnetic stylus. Hence if only 5
primitives were used, the user has to stop once after writing
and then start writing instead of a single stroke
This is possible but somewhat unnatural. If more stroke
primitives are defined, this would lead to a reduction in size of
dictionary because several basic primitives can be constructed
into a more complicate primitive. Further experiments have been
conducted. The results showed that a set of 15 primitives is
reasonable. The duplication rate of this coding system is less
than 3%. Table 2-1 illustrates the 15 primitive types.
Table 2-1. The set of basic stroke primitives
In the building of the dictionary, rules are needed for 
generating a code sequence for each Chinese character. The 
writing order of the sequence of strokes for Chinese character is 
mainly based on logic efficiency, experience and natural human 
habits. According to Chow [27], there exists a number of basic 
rules in writing Chinese characters and they are as follows :
up - down 
left - right
{out - in
horizontal - vertical j
left slant - right slant |
fi
first enter - last close. j
I
Each Chinese character may employ one or more of the above ^
2.2.2. Order of decomposition
rules in the formation of the character. Examples of basic stroke 
sequences of Chinese character are illustrated in Figure 2-2 :
Up-Down
H o r iz o n ta l -  
V a r t ic a l
+ - +
a
^  ^  ^
- + "  I* t
La4ft-RlghC
i t i i t La<t S la n t  -  
RlgftC S la n t
A ' /  A .
i a <ft X ~  T  X
. o u t - in
■ f t n  m f i r s t  Cncar -  
L a s t  C }o *«
0 n r a
FI n n (si o n fi 0
Figure 2-2. Basic writing order of Chinese characters
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2After the decisions on the set of basic primitives and order
of decomposition, a dictionary can be built according to this
coding method. The dictionary is a table of input code of Chinese
character versus its output code (GB2312-80). The structure of
the dictionary is given in Figure 2-3
Input code sequence
















N.B. '*' is an indicator for collision cases.
Fogire 2-3. Structure of the dictionary
2.3. Problems encountered
2.3.1. Collisions
As stated in Section 1.4, collisions are inevitable no 
matter how many primitives are used. After the dictionary is 
built, it is sorted in the order of input code sequences. By this 
way, the collided code sequences can be located. Some of these 
collisions can be foreseen before the building of the 
dictionary, while the others are only observed at this stage, for 
examples:
Expected collisions:
*> k A  
b) JL~, 
c )  h  , J ) , 3
Unexpected collisions: 
a)
b) f t * , #
c) * & , ®
After analyzing the set of collision cases, it is found that 
they can be divided into three categories:
1) Topologically similar characters.
These collision cases are characterized by the
topological similarity between the characters in the
2-6








By analyzing the entire class of topologically similar
characters, we can summarize that although they are similar
but they can be differentiated by the following features:
a) Relationship between two strokes. Two strokes can
be either crossing each other, touching each other
or do not meet at all.
e.g.
大 ， 大
b) Ratio between the length of two strokes. This
ratio can be used to differentiate two characters.
e.g.
c) Orientation of a stroke. The direction of a stroke
may be used to differentiate two characters.
e.g. 令 ，
2) Similar characters with different positioning of a
particular component.
These collision cases are characterized by the
relative positioning o£ a particular component. The






This class of collisions can be solved by determinin
the relative positions between two strokes. For example, one








The remaining cases are topologically identical and can
only be differentiated by size of the character.
Restrictions have to be applied in writing these characters.
a)
b) 0008
In order to solve these inconsistencies, a number of
geometrical analyses is implemented. These analyses resulted in a
decision based on the information obtained at the input stage.
2Solving one collision set may require a number of geometrical
analyses. A decision logic will then output the appropriate
character from the set based on the results from the analyses.
Detailed descriptions of these analyses is given in Chapter 3.
22.3.2. Data retrieval
The dictionary contains a large amount of information much
of which is permanent in nature. Since the main memory in the
microcomputer is rather limited, and not suitable for long term
data storage, the dictionary is stored on file in the secondary
memory, e.g. magnetic disk. Accessing time for secondary memory
is slower than that of the main memory. Therefore an efficient
accessing strategy is essential. B-tree structure is a good
choice, for quick data retrieval. Such an environment is
available through a toolbox within Turbo Pascal by Borland
International [281.
The toolbox is used to set up the B-tree environment.
However, besides the dictionary, an index file has to be built in
order to point to-the corresponding records, and this index file
is used to find the physical location of the desired records
when a search key is given. Using such an index file causes a
problem: it is as big as the original data file, which is around
500 Kbytes of disk storage. Hence, there is a tradeoff between a
fast access structure and a bigger secondary storage requirement.
As the system has plenty of secondary storage( i.e. 20
MegaBytes), the fast access structure has been chosen.
22.3.3. Storage requirement
Although it has been decided that the amount of storage
required by the dictionary will be given less consideration,
still one has to try to confine the size of such environment. One
simple reason is that if more information is stored for each
record, more time will be required to transfer the bigger record
from the disk to the main memory or vice versa. Although the
system possesses plenty of disk space, but it can never be enough
since the dictionary can always be expanded in order to
accommodate more characters. Hence in building the dictionary,
the followings have been considered:
1. What information is needed?
2. What is the most suitable data structure for the
required information? and
3. How much memory will be required by this dictionary?
The dictionary provides a correspondence between the input
code sequence and the output code of the character. A number of
vital attributes has to be included:
1. key- input code sequence for a Chinese character,
2. output code 'corresponding code of the character in
GB2312-80, and,
3. Duplication marker- indication of collisions occurred,
J
Next, the data structure of the dictionary must be
2considered. In the system, different algorithms are required to
distinct members of the different collision groups. It would be
impractical to embed the testing information for each collision
case in the program itself because, any change to this
information will lead to a recompilation of the program. An
alternative choice is to embed them into the dictionary. In this
way, modifications to this testing information can be done
without a need of recompilation. So, for each colliding set of
sequences, extra information is added. This information consists
of the test required and on which strokes the specified should be
applied, and which are the right words and wrong words when given
the test results. Thus, an extra field is needed in the
dictionary to record the specifications of required tests for the





















Figure 2-4. Data structure for the dictionary
3CHAPTER 3. THE DEVELOPMENT OF THE CHARACTER RECOGNIZER OF THE
CHINESE INFORMATION SYSTEM
3.1. Introduction
After the building of the dictionary, all the non-unique
mappings between input code sequence of Chinese character and its
output code sequences are identified. The next stage is the
construction of a pattern recognition system- the character
recognizer. First of all, what is pattern recognition? In simple
words, pattern recognition can be defined as the categorization
of input data into identifiable classes via the extraction of
significant features or attributes from the available information
1291. Hence, a pattern recognition system, for example a pattern
recognizer, will perform classification of a set of objects. In
building the character recognizes for the project, two important
criteria has to be fulfilled:
the recognizer should be capable of deciding whether the1)
input character belongs to the dictionary (i.e. whether it
is a valid Chinese character in the GB2312-80 standard),
and,
it should solve the non-uniqueness problem of the coding2)
system.
Major approaches to pattern recognition are to be briefly
discussed in section 3.2. The overall structure of the system is
given in section 3.3. Detailed descriptions of the different
modules of the system are given in the subsequent sections.
33.2. Major approaches of pattern recognition
Fu [30] summarizes that a great many number of studies have
been conducted using different approaches in order to solve the
pattern recognition problem. These approaches may be classified
into 2 main categories, namely:
1) decision- theorectic (discriminant) approach, and,
2) syntactic (structural) approach.
In the decision-theoretic approach, a set of characteristics
measurement, called features, is extracted from the pattern the
recognition of each pattern assignment to a pattern class is
usually made by partitioning the feature space. Most of the
developments in researches on pattern recognition during the past
decade mainly dealt with the decision-theoretic approach.
Applications include character recognition, medical diagnosis,
reliability, etc.
In some pattern recognition problems, the structural
information which describes each pattern is important, and the
recognition process includes not only the capability of assigning
the pattern to a particular class, but also the capacity to
describe the aspects of the pattern which make it ineligible for
assignment to another class. A typical example of this class of
recognition problems is scene analysis. In this class of
recognition problems, the pattern under consideration are usually
3quite complex, and the number of pattern classes is often very
large which makes the idea of describing a complex pattern in
terms of a composition of simpler sub-patterns very attractive
(i.e. describing a Chinese character in terms of basic primitive
types). Also, when the patterns are complex and the number of
possible descriptions is very large, it is impractical to regard
each description as defining a class (e.g. fingerprint iden-
tification, recognition of continuous speech, Chinese characters,
etc.). In order to represent the hierarchical structural
information of each pattern, the syntactic approach has been
proposed.
Survey by Mori [311 also agreed that syntactic approach is
more suitable for on-line character recognition. The findings are
reasonable because syntactic approach possesses some advantages
over the decision-theorectic approach like greater independences
from character shapes, size variations, and most important, the
structural handling capability. There are several characteristics
of Chinese characters which favor the,use of- syntactic approach
such as
although the structure of a Chinese character is complex as1)
a whole, it can be decomposed into a sequence of strokes and
each stroke can be classified into one of the basic stroke
types.
The positional relations between sub-patterns (e.g. a2)
radical) are invariant amongst different scripters.
33.3. The character recognizes
The project employs the syntactic approach with enhancement
by probabilistic decisions in the construction of the character
recognizes. Basically, the recognition scheme is divided into two
phases: (1) fundamental stroke classification phase, and (2)
stroke sequence matching phase. The scheme can be viewed as a
pipeline of data transformations. After such transformations, a
decision is made by the system in deciding whether the input
pattern is valid. Under this scheme, each Chinese character is
decomposed into a combination of the 15 basic stroke types. After
the establishment of the reference patterns for each basic stroke
type, the recognition process is simple. When a set of input data
is given( i.e. information on input stroke), the problem is to
decide whether it matches any of the reference patterns( i.e.
deciding whether an input stroke belongs the fifteen basic stroke
types). In this way a Chinese character can be recognized. Brief
description of the two stages are given in the following
paragraphs. Figure 3-1 shows the overall structure of the
recognition system. A diagrammatic explanation of the scheme is


















Figure 3-1. Overall structure of the proposed pattern recognizer
EXAMPLE
1) Order of writing ，大，
is as follows:
2) The recognition system records the above information




3) After the fundamental stroke classification stage:
pre-processed data directional stroke
from digitizer vectors type
(13 1) 1
( 2 3 4) 3
( 3 4 5) 3
4) At the stroke sequence matching stage:











5) As the input: code sequence causes ambiguities, the
embedded analysis are invoked. After the analysis, the
internal code for the correct choice is sent to the output
module, resulting in the output of the appropriate character
on the output device.
Figure 3-2. Diagrammatic explanation of the recognition scheme
33.3.1. Fundamental Stroke Classification Phase
The stroke classification phase employs a four-stage
transformations to perform the classification of the input
pattern, and they are as follows:-
1) Data Acquisition- This concerns the acquisition of raw
data from the scripters, i.e. writing on the digitizer.
2) Pre-processing- Removing the undesirable data from the
data set, e.g. noise filtering.
3) Feature Extraction- Features are extracted from the pre-
processed data set.
4) Classification- The classifier decides the membership
of the processed data.
Figure 3-3 gives the structure of stroke classification
phase








Figure 3-3. Structure of the classification phase
33.3.2. Stroke Sequence Matching Stage
After the validation of all the strokes of the input
character, an input code sequence is obtained. This sequence is
then compared with the system dictionary. The stroke sequence
matching process can be logically divided into four modules:
1) Dictionary Lookup- This concerns the mapping of the input




no word found, substitution required, and,
no word found even after the substitution.
Analysis- If the outcome from the dictionary lookup stage2)
is ambiguous, this module will function to apply the
relevant tests to determine the correct choice from the
ambiguous set.
Substitution- If the sequence is not in the dictionary, a
3)
substitution mechanism is used to find the possible
characters, and,
Output- This is responsible for the output of the Chinese
4)
characters to an output device.
33.4. Module description
The following sections are detailed descriptions of each
module in the recognition scheme. Discussions on the problems
associated with each stage are given. A formal description of
each module can be found at the end of each section.
3.4.1. Data Acquisition
The aim of data acquisition is to collect useful information
from the environment. On-line recognition system usually employs
a graphic tablet as the input device. Primarily, there are a
number of considerations associated with this type of input
device.
1) Sampling rate of data,
In on-line recognition systems, the time necessary to
recognize a character is negligible compared to the time
necessary to write/draw it. Hence the main concern is to
obtain an optimal sampling rate for the input data.
Experiments show that too low a sampling rate will degrade
the recognition result as part of the input information is
not recorded. Too high a sampling rate leads to a large
amount of redundant data and possibly causes unsynchronized
communication between the host computer and the input
device.
32) Stroke separation and character separation,
Writing characters with an on-line recognition system
requires a mechanism to detect the end of a stroke and also
the end of a character. A number of simple approaches are
given as follows:
an explicit signal from user, e.g. pressing a button,a)
a time out mechanism, the scripter may have to waitb)
between strokes, e.g. 50ms,
physical separations between characters.C)
3) Sizes of recognizable characters,
Sizes of characters have important effects on the
recognition rate. The smaller the characters are, the harder
for these characters to be recognized correctly because
it is very costly to increase the precision of the
1)
digitizer,
this will cause an increase in the complexity of the
ii)
algorithm.
In this system, Chinese characters are written on a
Summagraphics Bid Pad One graphic tablet, stroke by stroke, using
J
an electrical stylus. Due to the complexity of the structure of
Chinese characters, the writing area is designed to be 80mm X
380mm and has a resolution of 10 units per mm. Sampling rate is
chosen to be 20 samples per second. End of a stroke is indicated
by a time-out mechanism and an explicit signal from the user to
indicate the end of a written character,. Figure 3-4 is a formal
description of the module.
MODULE Data Acquisition
PURPOSE: Recording all the input coordinates of an input
character.
INPUTS: Data from the digitizer( i.e. ASCII code).
OUTPUTS: X,Y coordinates of input character in digital form.
PSEUDO CODE







get end indicator for the point
end










store the stroke information
until input stroke= explicit indicator from user
end
Figure 3-4. Description of the Data Acquisition module
33.4.2. Pre-processing
The purpose of pre-processing is to retain only the relevant
information to be used in the recognition process. This
information is generally point coordinates chosen from the input
data set. As the input data set is collected by an
electromagnetic device, noise or redundant information is
inevitable. Experiments show that there are three types of
unwanted input data.
Irregular noises possibly caused by miscoupling between the1)
pen-stylus and the graphic tablet. This type of noise has
usually a large amplitude.
Small amplitude noises caused by the small tremble of2)
operator's hand.
The position information of pen is measured and transferred3)
to the computer at a fixed rate. So the slow movement of the
pen-stylus gives inevitably redundant information to the
computer. It is- necessary to remove these unessential
information from the pen-point movement loci for reliable
recognition.
In order to remove these unwanted data from the data set, a
number of smoothing processes are implemented:
If the input coordinate is outside the range of the grid
1)
area of the digitizer, this point is disregarded.
32) The data tablet returns a sequence of coordinates at a fixed
sampling rate. If the scripter stops for a.short time at a
point, the same set of coordinates will be repeatedly
transmitted to the computer. In order to reduce this type of
redundant data, the distance between two adjacent
coordinates is checked. If it is smaller than a pre-defined
value, the second point will be discarded. Noise error due
to trembling of operator's hand will be dealt with in the
feature extraction phase.
MODULE Pre-Processing
PURPOSE: removing any undesirable or redundant data
INPUTS: X, Y coordinates of a written character in digital form
OUTPUTS: processed set of X, Y coordinates
PSEUDO CODE
begin
for every input point in the character do
begin





if the absolute distance between the current point





Figure 3-5. Description of the Pre-processing module
33.4.3. Feature Extraction
After the pre-processing stage, a Chinese character is
represented by a composition of sets of, sequence of points( i.e.
each set representing details of one stroke). The aim of the
feature extraction module is to compute from these points the
features of the strokes required for classification. Mori's [321
survey gives.a number of examples, such as:
1) Liu defined each stroke as a sequence of local extrema,
relative maximum or relative minimum in X-Y orthogonal
plane. Each extrema is further characterized as smooth or
pointed. Certain extrema are don't care events in the
comparison with the defined sequences of fundamental
strokes.
Terai and Nakata investigated the stroke classification2)
using the information of stroke length, stroke direction
from the starting point to the end point and
increasing/decreasing aspect of coordinates. (If the aspect
is monotone, the stroke is classified as a simple stroke
and increasing and decreasing of coordinates appear
alternatively, the stroke is a complex one).
3The Freeman code [33] is chosen to represent the individual
strokes of a character in this implementation. This approach is
based on the fact that the movement of the stylus and the change
of its direction( i.e. structural information of stroke) are
sufficient to distinguish between different stroke types. So,
within a stroke, the series of coordinates, 20, P1, 22... Pn,
are converted to a sequence of directional vectors, Vl, V2...
Vn, where Vi is a vector starting at point Pi-1 and ending at Pi.
A directional vector is encoded in one of the eight possible




Figure 3-6. Directional Vector
1 3 8 2 4
Fi Q,,P-7. Example of the use of Freeman's code
However, owing to the variability of people's writing habit,
e.g. slants to the right, tolerance is provided to improve the
recognition rate. Experiments showed that too high a tolerance
level will lead to incorrect result and a large number of
unrecognizable conditions if the tolerance is too small.
6 1 8
5 - 1 22.5 tolerance level
3 2
Figure 3-8. High tolerance
N.B. The 22.5 tolerance level is very vulnerable to incorrect
assignment of directional vector at boundary cases. For example,
directional vector '7' is misrecognized as directional vector
' 6'.
315 tolerance level
Figure 3-9 Low tolerance
N.B. The 15 tolerance level could lead to a situation that no
directional vector will be assigned with the input data because
the gradient falls into the forbidden zone.
3It can be shown by results from previous experiments that a
20-degree tolerance for each directional vector- is acceptable.
Neighboring coordinates within a stroke are used to work out the
gradient between these two consecutive points. Using this result,
the directional vector between these two points can be
determined. However, if the gradient of two consecutive points Pi
and Pi+1 does not yield a valid directional vector, the point
Pi+1 will be replaced by Pi+2 until a valid vector is assigned.
This removal process will be performed for every above mentioned




1 20 tolerance levelS
234
Figure 3-10. Enhanced direction vector
The resulted directional vector sequence closely resemble
the original shape of the input stroke, and can include
information such as turnings, corners and length of each
direction. This sequence is then decomposed into two parts, the
directions and the length for each direction, for simplicity,




f)i rprf-i nnsl vr+rir
3 4 5 3
3 3 3?
Corresponding length
N.B. Freeman code for this pattern is 33344455533
Figure 3-11. Simplification of code sequence
As stated in Section 3.3.2, a filter is implemented to
remove the small amplitude noise caused by the quantization





Figure 3-12. Smoothing of small amplitude noise
MODULE Feature extraction;
PURPOSE: Compute from the processed data the features of strokes
required for classification
INPUTS: Pre-processed data from the pre-processor





for points from the pre-processed data do
begin
repeat
calculate the gradient between 2 consecutive points;
if gradient in forbidden zone
then replace the second point with the next point from data
until gradient is valid;
if directional vector is the same as the last entry in the
directional vector sequence
then increment-the length of the directional vector by one
else added the directional vector to the directional vector sequence
end;
Applied the smoothing algorithm to the directional vector sequence in
order to remove the small amplitude noise;
end;
Figure 3-13. Description of the Feature extraction module
33.4.4. Classification
The basic aim of the classification module is to decide to
which class an unclassified pattern.belongs. In this system,
after the feature extraction module, each stroke of the input
Chinese character is reduced to a finite string of direction
vectors (e.g. 132453). Classification of such string is to decide
the membership of these strings in the pattern dictionary.
Building of the classifier involves two substages. The first
substage is the learning substage, similar to the System's
dictionary building stage but this time, the basic primitives are
the 8 directional vector values (i.e. 1,2,3,4,5,6,7,8). This
pattern reference dictionary is built manually. This dictionary
contains fifteen sets of reference patterns (i.e. sets of
directional vector sequences), and each set corresponds to one
basic stroke type of the coding system. After the completion of
the reference dictionary, the second substage is actually the
pattern matching process. The directional vector sequence for an
input stroke is fed into the subsystem to be identified by
comparing with each of the reference patterns. If the sequence
can be identified, the corresponding basic stroke type is
assigned for future processing.
Section 3.4.4.1 gives a closer look at the learning substage
and section 3.4.4.2 is a discussion of the considerations in the
pattern matching substage.
33.4.4.1. Learning substage
This substage involves the establishment of the reference
patterns for the fifteen basic stroke types. Most of these stroke
primitives are simple structured patterns, they can be easily
transform into simpler patterns under the Freeman code. Hence,
for each individual stroke primitive, a carefully chosen set of
training patterns is input to the recognition system. Figure 3-14
gives a set of training pattern for stroke primitive '1' as an
example. A collection of corresponding directional vector
sequences is obtained. During the learning substage, incorrect
directional vector sequences were recorded owing to errors
mentioned in section 3.4.2. This substage then actually acted as
a feedback to the former three stages so as to decide what
improvements should be carried out in the other modules of the
recognition system or the addition of extra reference patterns to
particular primitive types, in order to improve the recognition
rate.
Figure 3-14. Training set for primitive '1'
3After a series of training and also, the incorporation of a
number of improvements (e.g. filter to remove small amplitude
noise), the fifteen sets of reference patterns are recorded.
Before the actual setting up of the reference dictionary, a
subset of the criteria given in section 2.1 has to be
considered. As the size of the reference dictionary is small, it
can be loaded into the main memory of the computer. Hence, fast
access to these patterns is guaranteed. The only problem left is
ambiguities caused by a number of patterns which give the same
directional vector sequence but belong to different basic stroke
types. One example could be as follows:
Directional vector: 2 1 2Directional vector: 2 1 2
Basic stroke type: 3Basic stroke type: 1
Figure 3-15. Ambiguous cases
Provided the length of each directional vector is recorded,
one can use the ratio between length of different directional
vectors of a stroke to decide the correct type. Discriminating
information is added to the appropriate reference patterns for
those ambiguous cases in the reference dictionary. The structure
of the dictionary is given in Figure 3-16.
3Reference patterns for basic priiitive '1'
Reference patterns for basic priaitive '2'
Reference patterns for basic prisitive '3'
Reference patterns for basic primitive '4'
Reference patterns for basic prisitive 'd'
Reference patterns for basic prisitive 'e'
Ambiguous cases+ additional information
for discriaination
Figure 3-16. Structure of the reference dictionary
3.4.4.2. Pattern matching substage
The purpose of the substage is to assign a stroke type to
the directional vector sequence output from the feature
extractor. This is done by comparing the vector sequence with
each of the fifteen sets of reference patterns in the reference
dictionary. If the sequence does not yield a match in the
dictionary, it is given an unclassified status, 'U'. On the other
hand, even though a match is found for the sequence, the stroke
primitive may not be identified yet. This is because some cases
of reference patterns cause ambiguity among several stroke
primitives. If such ambiguity arises, discrimination test is
applied using the discriminating information discussed in the
previous section, see Figure 3-18 for an example. A formal speci-
3fication of the pattern matching substage is given in Figure 3-
17.
MODULE Classification
PURPOSE :Deciding to which class of patterns an unknown pattern
belongs
INPUTS: A directional vector sequence
OUTPUTS: the sixteen basic stroke type and the unclassified type
PSEUDO CODE
begin
compare the directional vector sequence with entries in the reference
dictionary
if a match is found
then if discrimination check is needed
then applied the check and the correct type can be determined
else the corresponding type is returned
else a unclassified type is returned
end
Figure 3-17. Specification of the Pattern matching substage
Pattern 1:
Directional vector of input pattern 1: 1 2 1
Pattern-2:
Directional vector of input pattern 2: 1 2 1
For this case, the discrimination check is as follows:
length of directional vector 1( i.e. '1')
1IF
length of directional vector 2( i.e. '2')
THEN stroke type is '1'
ELSE stroke type is '3'
Figure 3-18. Example of solving ambiguities
J
33.4.5. Dictionary.Lookup
An input code sequence is obtained as a result from the
classifier process on an input character. This code sequence is
used to map for a corresponding entry in the character
dictionary. As the dictionary is a very large one, normal
sequential search for a particular entry will be unacceptably
intolerable. This leads to the essence of an efficient lookup
algorithm upon the dictionary. Possible techniques includes
hashing functions, B-tree, etc.
A B-tree structure is employed in this implementation, as
discussed in section 2.3.4. After the dictionary lookup, the
ultimate character for the input character may not yet be ready
for output. The result from this module may require further
processing (e.g. substitution). Formal description of the module









Figure 3-19. Consequent actions resulted from dictionary lookup
3.4.6. Analysis
After the building of the dictionary, all the collision
cases are located. A detailed study on these cases has already
been given in section 2.3.1. These cases can be divided into
three categories:
1) topologically similar characters
e.g.
1







Solving these ambiguous cases is the major objective of the
project. Thus it is essential to develop algorithms to solve as
many ambiguous cases as possible efficiently and effectively.
During the early desig-n stage, efforts had been concentrated on
any possible general algorithms which would yield solutions to
all the above mentioned ambiguous cases. The first prototype was
developed but later abandoned due to implementation problems,
maintainability problems of the module for further expansion of
the dictionary, and signs showing that an general algorithm seem
impossible. The major reason that accounts for the
impossibilities of a general algorithm is that there exist a
number of different situations for each of the three collision
classes as mentioned in Section 2.3.1. Figure 3-20 gives an
illustration. Hence a more flexible approach is adopted to handle
each ambiguous case individually, but bearing in mind that it
would be better to be as general as possible.




Figure 3-20. Different situations in a collision group
Under the new approach, collision cases are studied
individually. For each case, decision can be made on what kind of
tests will be required in order to distinguish each individual
within the colliding set uniquely. For most ambiguous cases, more
than one test will be needed as a number of collided sets
comprise of more than 2 elements and one test could only
distinguish between two elements. For each test to be applied,
the following information will be required:
1) which test required;
2) on which stroke the test to be applied;
3) the set of the possible members if the result of the test is
positive; and
4) the set of the possible members if the result is negative.
3This extra 'test information' is chosen to be stored
together with the colliding set of characters in the dictionary.
This approach possesses several advantages over the former
approach as follows:
design of the testing algorithm becomes simpler because the1)
complex problem of a general analyzer is subdivided into a
number of smaller and manageable problems. Design,
implementation and testing of these smaller modules can be
carried out more efficiently,
as pre-defined test information is specified in the2)
dictionary, the time needed for analyzing a collision set is
shorter than a general algorithm which will try to apply all
the tests to the set (i.e. some of the tests applied by the
general algorithm may not be useful at all), and,
enhancement of the algorithm is easier because if additional
3)
test is needed, it can be added directly to the main system
and with the pre-defined testing information added to the
appropriate section of the dictionary. On the other hand,
this may cause a major reconstruction for the general
analyzer.
3Figure 3-21 shows the structure of the dictionary with the
embedded testing information.
Dictionary entry Internal code
121 45 33




Figure 3-21. Structure of dictionary with testing information
Collision cases can be categorized into three types. All
elements within a collision set have the same stroke code
sequence and hence seem to possess the same structure. However,
under detailed studies, one or more corresponding strokes within
the elements are only similar but not identical. These similar
strokes can be differentiated by their lengths, orientations or
positions etc. relatively to each other (see Section 2.3.1 for
more details). With the exception of the special cases, all the
remaining ambiguous characters can be solved by one or more of
the seven geometrical analyses. Each of these analyses is
specially tailored for each distinct feature mentioned in Section
2.3.1, for example, the testing of the length between two
strokes. The following gives detailed description of each
analysis.
FUNCTION Is_Touching( Stroke_l, Stroke_2): BOOLEAN;
This function is testing whether Stroke_l is touching






FUNCTION Is_Cutting_Across( Stroke_l, Stroke_2):
BOOLEAN;
This function is testing whether Stroke_l has cut across






FUNCTION Is_Longer( Stroke_l, Stroke_2): BOOLEAN;








FUNCTION Is_Left_Of( Stroke_l, Stroke_3): BOOLEAN;
This function is testing whether Stroke_l is on the left
hand side of Stroke_2.
EXAMPLE




FUNCTION Is_0n_Top_0£( Stroke_l, Stroke_2): BOOLEAN;
This function is testing whether Stroke_l is on top of







FUNCTION Is_NorthEast_Orientated( Stroke): BOOLEAN;
This function is testing whether the orientation of a stroke







FUNCTION Is_SouthEast_Orientated( Stroke): BOOLEAN;
This function is testing whether the orientation of a stroke







After the incorporation of the testing algorithms and the
embedment of the testing information in the dictionary, the
dictionary lookup stage till function with efficiency. During
the dictionary lookup stage, if a collision occurs, the analyzer
3will load the appropriate test information with the required
data, follow the pre-defined testing information and apply the
tests accordingly. A set of appropriate elements will arise from
the result of each test. A decision logic will work on these sets
and select the desired element from the set, thus enabling the
correct character to be output. Figure 3-22 gives a detailed
specification of the process. An example will be given to
demonstrate the process.
MODULE Analysis
PURPOSE: Solving the ambiguous set by applying pre-defined tests
to the input data
INPUTS: A directional vector sequence and pre-processed X,Y
coordinates of the input data
OUTPUTS: The correct character within the group
PSEUDO CODE
begin
collect all required ,testing information from the dictionary for the
ambiguous set
assign all elements in the ambiguous set to the solution set
repeat
perform first test in the test list
recorded the possible elements according to the result
intersection of these elements and the solution set
remove first test in test list
until the test list is empty
if solution set is empty
then an empty solution is encountered
else if there is more than one elements in the solution set
then no decision can be made
else the correct character from the set is output
end
Figure 3-22. Formal description of the analysis module
EXAMPLE:
Heiber of the collision set 1 2 1:
(1) 上 (2) 士 (3) 丄
Dictionary entry Internal code
1 2 1
1 2 1
4 1 2 1














Impossible elements:{ 1, 3}
If the input character is ( i.e. (1)) Then
1) Test number 1 will return TRUE( i.e. Stroke_1 is cutting Stroke_2)
Solution set is{ 1, 2} H{ 1, 2, 3}—{ 1, 2},
2) Test number 2 will return FALSE( i.e.Stroke_l is shorter than Stroke_3)
Solution set Is{ 1, 2 }O{ 1, 3}—{ 1},
3) The first element of the collision set is returned by this module.
3.4.7. substitution module
In any character recognition system, two types of errors may 
arise, namely, substitution and rejection errors. The former 
error accounts for any incorrect recognition, e.g. " "7 " being 
recognized wrongly as " “7 ”, A rejection error is an indication 
that the recognition algorithm has analyzed a pattern but is 
unable to assign a type for the pattern. The function of the 
substitution module is to remedy these errors, i.e. trying to 
recover the correct type for the pattern. Researches on this 
recovery process has been carried out with some successes. For 
example, NaKagana suggested that by the introduction of 
similarities among defined types, slightly defected patterns can 
be recovered [34].
In the dictionary lookup module, there exists a chance that 
no correspondence within the pre-built dictionary can be located 
for an input code sequence, mainly due to the two errors 
discussed above. For example:
1) 12U342 - rejection error, and
2) 123215 - Substitution error
1
2
In order to resolve these problems, the recovery process in 
the project utilizes the characteristics of similarities among 
different stroke types. For each combination of strokes,
3-35
e.g. the recovery decision is based on the relative
probability, of one stroke being mistaken as another one. Such
information can be expressed with a matrix, one axis being the
defined stroke type and the other the input stroke type. There
will be one more column for the input stroke type since an input
stroke can be typed unclassified. 'U'. Thus, the matrix required
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Figure 3-23. Structure of the reference table
3Each entry within the table corresponds to the probability
of one stroke type being mistaken by another. As strokes are
initially defined as sequence of directional vectors, detailed
study on the patterns for each stroke type in the classification
stage is required so that the most appropriate values for these
probabilities can be estimated. The estimation was at first made
according to. instinct and superficial similarities between two
stroke types. These values were further verified by experiments
using a large number of sample data and modified accordingly.
This process was repeated for a number of times before the
current matrix was finalized. Some input stroke types, especially
those complicated ones, can easily be recognized wrongly either
as another similar stroke or even unclassified, 'U'. The
probabilities for these more vulnerable stroke mismatches are
given higher values to reflect the situation.
Since it takes quite a while for an user to write a Chinese
character into the system, an attempt is made to find the correct
character for the user if the dictionary lookup phase fails. The
recovery process possesses some intelligence in that it tries to
locate the possible characters with efficiency and
effectiveness. Different problems will arise, for example:
one stroke is being recognized wrongly as another one1)
two consecutive strokes are interchanged2)
one or more strokes are missing in the input character3)
one or more strokes are added on the input character
4)
35) one or more strokes are being written in a different
sequence from the defined one(s).
Case 1 is the most simple problem and the solution is most
straight-forward. Case 2, which can be seen as a simple case of
case 5, is solvable at a higher computing cost and a longer time.
Cases 3 and 4 are not so simple, but if the problems are narrowed
down to cater for one missing or extra stroke, the problems are
solvable. Case 5 is the most difficult to be solved. It may be
possible in some cases but impossible for every combination since
not everyone will write every Chinese character in the same
sequence as others do. Solving each of these situations is not an
easy task and to make life harder, there can always be
combinations of two or more of above mentioned cases. Hence, a
complete substitution module is very difficult to be developed.
No matter what the problem is, the substitution module will
require a search through the whole dictionary for the desired
character. This is a time-consuming process and the time the user
has to-wait is intolerable.
Hence, a simpler but quicker and clever algorithm is
employed in the substitution module. Under this algorithm, cases
1, 2 and 5 are solved satisfactorily. However, solutions to
cases 3 and 4 have not yet been developed. Details of algorithm
is as follows:
3MODULE Substitution
PURPOSE: attempting to find correct character for the user if
the dictionary lookup phase fails.
INPUTS: the input code sequence for the input character.
OUTPUTS: A list of possible characters.
PSEUDO CODE
begin
read in a code sequence from the dictionary
of same length as code sequence of the input character
repeat
work out number of different strokes between the two words
if number of difference 5 {too many differences
then= completely different word}
begin
work out the chance in terms of similarities between strokes
if chance acceptable value
then
add to list of possible list in defined order
end
read in a code sequence from the dictionary
of same length as code sequence of the input character
until no more code sequence in the dictionary with same length
as input character
end
Figure 3-24. Pseudo code for the substitution stage
A list of possible characters is generated as a result from
the substitution module. Each of the characters in the list is
assigned a value, which indicates the likelihood of the character
found to be input character. Hence, in most cases, the higher the
corresponding value is, the more likely it is the desired
character. However, the likelihood value associated with each
possible characters is only an estimate, it cannot be determined
3whether the most likely character in the list is the correct one
or not. Thus, the best solution is for the user to decide which
one in the list is the desired character.
3.4.8. Output module
After the matching process, a unique correspondence of the
input code sequence between a dictionary entry is guaranteed. The
only job left is the output of the Chinese character to the
output device. This involves the reference of the internal code
of the appropriate dictionary entry( i.e. the GB2312-80 internal
code). With the desired internal code, the dot matrix pattern for
the appropriate Chinese character can be displayed on the output
device( i.e. the VDU). As described in section 1.5.4., two
modules of the output system are implemented. The first one is
done by setting up a RS232C communication link between the IBM
PC/XT and the CIT238 Information processing system. The second
approach is directly outputting the characters on the IBM PC/XT.
The difference between the two systems is the loss of quality of
the Chinese character displayed with the former system providing
a better resolution. In the implementation of the prototype, an
extra mode of output is provided- hardcopy of Chinese
characters.
4CHAPTER 4. THE PROTOTYPE
4.1. Introduction
Due to the complexity of the Chinese information processing
system, the process in the designing and implementing of the
input subsystem, output subsystem and the application subsystem
must be considered separately. A detailed description of the
methodology and techniques used by the input subsystem has
already been given in chapters 2 and 3. After the building of the
input subsystem, an application subsystem is proposed and
implemented in order to demonstrate the usefulness of the
developed input methodology.
Section 4.2 will give a brief history on the development of
application subsystems. Description on the structure of the
system will then be given in section 4.3.
4.2. History of Chinese Information
Processing System
Referring back to section 1.2, in the early phase of the
development of Chinese Information Processing Systems, most of
the Chinese Information Processing Systems are stand-alone
systems, implemented on 8 bit microcomputers. The capability of
such systems in the handling of Chinese information is very
limited, for example, printing, library automation, etc. The
recent growth in the popularity of networking and distributed
data processing leads to a new generation of Chinese Information
Processing System and distributed Chinese Information Processing
System. A distributed Chinese Information Processing System can
provide the network type of operations, for example, sharing of
resources such as Chinese character generator, reference
dictionary, etc. CHUNG C35] has proposed a Chinese Information
Processing System which is based on this idea. The overall

































Figure 4-1. Structure of Chung's CIP system
4.3. The editor
As the main concern of the project is the development of an 
input methodology, limited efforts has been spent on the design 
of the application subsystem. A computer aided learning 
application system is proposed. Figure 4-2 gives the structure of 
the system. The proposed system will help to teach the youngsters 
or the non-Chinese speaking people in learning the Chinese 
language.
IHPU7 SUBSISTS APPLICATIOH SUBSYSTEM OUTPUT SUBSISTEH
Figure 4-2. A computer aided learning system
Due to time constraint, only the front-end processor (i.e. 
the editor) of the proposed system is implemented. Hence, the 
prototype includes the on-line character recognition module and 
the editor. The function of the editor is to accept input data 
from the input device such as keyboard, tablet, etc., allowing 
the user to create and modify files in the file system. The 
editor controls the display of the screen. It also possesses a 
set of commands for editing purpose. In the design of the 
prototype, two factors have been considered, namely, the ease of 
use and the provision of a minimal set of conventional symbols.
4-3
4In order to provide an easy to use system, references to other
available packages have been made. Due to the nature of the input
device, one can either choose a multilevel layout or a single
level layout. For the former layout,, all the functions of the
system is distributed into a number of different levels, which is
analogous to a menu driven system. On the other hand, the single
level layout is providing all the functions on a single level.
Addition of the functions with the single level approach will
become more and more difficult because the size of the available
working area is limited. In view of this, the proposed system
employs a multilevel architecture. A set of conventional symbols
is provided by the editor because otherwise, a Chinese
information system will be only a Chinese text copying




Figure 4-3. Structure of the editor
4.3.1. The two levels of the system
The purpose of the first level, the writing mode level, is
to provide the user with an easy and natural way of inputting
Chinese characters together with other conventional symbols in an
4on-line environment. So, in this mode, one can write in Chinese
characters via the digitizer. The conventional symbols are coded
on the digitizer on the small boxes below the writing area. In
the second level, the command mode level, the aim is to provide a
set of useful editing functions and I/O functions to users of the
system. Detailed description of operations is given in Appendix
B.
5CHAPTER 5. EXPERIMENTS AND FINDINGS
5.1. Introduction
In the development of a software system, the idea of
'testing the system' is important. A designer could improve the
design of a system by inspecting the results obtained from the
testing of the features of the proposed system and only in this
way, the weakness and bottleneck of the system could be located.
A change in the design for particular components in the system
could be resulted. This cycle of redesigning and testing will
only be terminated when certain criteria have been satisfied
(e.g. response time, recognition rate, memory requirement, etc.).
During the development of the proposed system, experiments
had been conducted at different stages in order to evaluate the
correctness and the effectiveness of the algorithm. The detailed
description, including the problems encountered and improvements
to the algorithm, during the development of individual components
of the system has been-discussed in Chapter 3. In this chapter,
the focus is on the testing of the prototype.
5.2. Design of an experimental plan
In order to evaluate the different aspects of the prototype
(e.g. to determine the significance, while adjusting different
system parameters, on the recognition rate), a systematic test
plan has to be devised. Primarily, there is a number of
considerations associated with the design of a test plan:
5i) the selection of a set of criteria (e.g. response time,
recognition rate, ease of use, etc.),
ii) the choice of a set of test data for the experiments and the
environment in which the experiments are to be carried out
(e.g. experiments using sample data in a simulated
environment), and finally,
iii)the determination of a collection of tests which are aiming
at testing the different features of the system. For
example, the average response time for an update operation.
After making decisions on these aspects, an experimental
plan can be devised. Experiments can be carried out accordingly.
Upon the completion of these experiments, a set of experimental
results can be obtained. If they do not satisfy the proposed
criteria, further redesign and testing of the prototype will be
necessary.
Detailed discussion on each of the above stated
considerations are given in the succeeding paragraphs. The
experimental results are presented in Section 5-3.
55.2.1. Criteria for the testing of the Chinese
character recognition system
As the aim of the proposed system is the development of a
simple and natural input methodology for 'hand-written Chinese
characters' within an on-line environment, reference has to be
made to the studies on on-line recognition systems, in order to
decide the relevant criteria for the testing of the system. Mori
[37] has given a summary on the characteristics of on-line
character recognition systems, as follows:
(i) In on-line recognition, characters are represented by line
drawings. Therefore there is no need for skeletonization or
contour extraction which are relatively costly and imperfect
processes,
(ii) The input stroke sequence of a character gives more
information than the actual shape of the character,
(iii) In on-line character recognition, the acceptable
recognition time can be longer than in OCR as it is
immaterial to recognize characters faster than they are
drawn, and,
(iv) The recognition rate improves itself as the user gets
accustomed to the system. As a result, a lower recognition
rate may be acceptable as a starting point.
5For any on-line computer system, a fast 'response time' for
operations is an important criterion, especially for 'real
time' military systems. However, Mori suggested that it is
immaterial to recognize characters faster than they are drawn.
Hence, the response time for such system would be acceptable as
long as it is relatively small compare to the writing time for
the character. Another important criterion for such system is the
'recognition rate' for the system. This is the rate which the
system correctly recognizes an input character. Errors may occur
in the recognition scheme, namely, the substitution errors and
the rejection errors. The main concern is to minimize such errors
and hence improve the recognition rate. Moreover, of equal
importance, the ambiguities caused by the collision cases must be
solved and this will certainly improve the recognition rate. The
recognition rate is predicted to be low at the early stages
during the development of such a system. Yet, this is still
acceptable as mentioned in (iv) above.
Other minor criteria such as the ease of use and the memory
requirements of the system have already been discussed in
previous chapters, resulting in the two level design of the
prototype and the chosen data structure. Hence, the experiments
are concentrating on the testing of the recognition rate and the
response time of the system.
55.2.2. Selection of the test data and
the environmental settings
In order to test the prototype, the experiments are
conducted using a Summagraphics Bit Pad One digitizer interfaced
with IBM PC/XT via a RS232C interface. Before conducting the
experiments, two important aspects have to be considered:
i) Choice of test data
In order to test the recognizer thoroughly, a large amount
of test data is needed. In the experiments, the test data is
divided into two groups, namely, 'basic primitive' group and
'character' group.
In the first group, the various basic primitive types of the
coding system are chosen to be the testing objects. The set of
test data, which consists of variations of the different
primitive types is further divided into two types, namely, the
reference type and the field type. The reference type is the set
of samples prepared by the designer and the field type refers to
the ones which are written on the digitizer without referencing
any prepared patterns. An example of a subset of reference type
samples for the basic primitive type '2' is given in Figure
5-1.
5Figure 5-1. Example of reference type test samples
In the second group, Chinese characters are gathered into
groups according to the number of strokes within each character.
The number of strokes of these samples ranges from 1 to 31.
Emphases are given to the character groups ranging from 4 to 17
strokes since these character groups catered for more than 93% of
the dictionary. Figure 5-2 gives a better picture on how the set
of Chinese characters is grouped for the testing purpose. The
test data for each group is chosen carefully so that the
experiment can test the characters of different levels of
complexity as thoroughly as possible. This set of test data is
also divided into reference type and field type. Figure 5-3 gives
a subset of reference type test data for characters of three
strokes.
Group number Number of strokes( Range)
in a character
Corresponding number of elements
(i.e. number of characters)
1 1- 3 9, 33, 31
2 4- 7 147, 217, 382, 564
3 8- 10 718, 814, 808
4 11- 13 745, 682,568
5 14- 17 419, 353, 283, 191
6 18- 20 88, 71, 52
7 21- 31 30, 21, 10, 15, 7, 1, 0, 1, 0, 0, 1







Figure 5-3. Sample test data for characters with three strokes
5ii) The testing environment
The hardware layout of the experiments has already been
given in the beginning of the section. The remaining concern of
the testing environment is the choice of the 'experimenter'. As
suggested by Mori, the recognition rate should increase as the
user gets accustomed to the system. Owing to this reason, users
of different skill levels were invited to participate in the
experiments in order to simulate the usage-time scale. These
users can be classified into three groups
a) Novice- people with less than 10 hours training,
b) Partly trained- people with around 50 hours
of training, and,
c) Trained- people with more than 100 hours training.
5.2.3. The selection of experiments
As the major concern of the experiments is to determine the
'recognition rate' and the 'response time' of the prototype, two
separate sets of experiments are incorporated. The first set is
aiming at showing the recognition rate of the system whilst the
response time of the system is the target for the latter.
55.2.3.1. Experiments for testing of the
recognition rate of the system
The test plan consists of four separate experiments.
Experiment one determines the recognition rate of the classifier
for the individual basic stroke types (i.e. basic primitive
group). A set of 300 reference test samples and 300 field test
samples is used for the testing of each individual basic
primitive type. Each of these experiments is carried out by the
users from the three different categories (i.e. novice, partly
trained and trained).
Experiment two is the test for the recognition rate of the
prototype with different character groups (i.e. sets of
characters with different number of strokes and complexity). A
set of 100 reference test samples and the same number of the
field test samples is used for the testing of the character
groups 2,3,4 and 5. For each of the remaining character groups, a
set of 50 reference samples and the number of field samples is
used.
In order to evaluate the recognition rate of the system
with the substitution module incorporated, a third experiment is
set up. The test data set *being the same as the one which is used
in experiment two.
Finally, the analysis algorithm is tested in experiment
four. The set of test data is a set of collision cases. The test
5is repeated two times by a trained person for a more accurate
result.
5.2.3.2. Experiment for the testing of
the response time of the system
The second set of experiments aims at the testing of the
response times of the system. A test plan consists of four
experiments is devised. These experiments are performed only by a
trained person. Moreover, only the response time for those
successful recognition trials are recorded.
Experiment one is the test for the response time of the
system with the individual basic stroke types. For each
individual basic primitive type, a test data set of 100 reference
test samples and 100 field samples is used.
Experiment two is for testing the response time of the
prototype with the different character groups. A set of 100
reference test samples and the same number of the field test
samples is used for the testing of the character groups 2, 3, 4
and 5. For each of the remaining groups, a set of 50 reference
test samples and the same number of field samples is used.
The third experiment is for evaluating the response time of
the system with the substitution module incorporated. For each
character group, a set of carefully chosen test data (i.e.
5Chinese characters) is used to evaluate the substitution
algorithm. In order to invoke the substitution module,
incorrectly written characters have to be entered into the
system. Hence, the characters in the test data set include
characters with different strokes from a recognizable character
in the dictionary. Also for the same recognizable character, more
and more strokes in the character are input incorrectly so as to
find out the chance in recovering the desirable character by the
substitution algorithm.
Finally, the response time for the geometrical analyses of
the system is evaluated. The set of test data used is the set of
collision cases.
55.3. The experimental findings
Recognition experiments with test samples were executed
according to the experimental plan. Details of the findings are
given in subsequent sections.
5.3.1. Recognition rate for basic primitive types
This part of the experiment focuses on the efficiency of the
recognizer's classifier. The experiment findings turned out to be
no surprise to the designer. The majority of test samples were
correctly classified and the recognition rates were marginally
lower for those more complex basic primitive types such as 'c'
and 'd'. The major problems here were, i) insufficient reference
patterns for the complex types and ii) great resemblance between
different types such as type '4' and type '9' (i.e. rejection
error and substitution error respectively). Tuning of the
appropriate parameters, the addition of reference patterns for
complex types and mirror changes to the design of the recognizes
were applied in order to obtain a better recognition rate. The
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trained. p cr.rtly—t-r armed. novice
Figure 5-4. Recognition rate for the basic
primitive types
5.3.2. Recognition rate for different
character groups
With the input methodology, user input Chinese characters
into the system via the digitizer. Performing this job for a
period of time was tiring and could lead to a drop in the
recognition rate for those characters with greater number of
strokes and it is interesting to note that most of the incorrect
strokes were the last few strokes of the character. The result of
the experiment is illustrated in Figure 5-5. The average
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Character group
trained partly— trr aimed. novice
Figure 5-5. Recognition rate for the different
character groups
5.3.3. Recognition rate of different character
groups with the substitution module
incorporated
In order to improve the recognition rate of the system, all
information on errors including substitution and rejection errors
must be captured as well as the recognized ones. In the
prototype, the improvement was carried out by the substitution
module which utilizes the characteristics of similarities among
the different stroke typs. A series of tunings with the
reference table's parameters were applied before the final
experiment so as to obtain a better recovery rate. With the
incorporation o£ the substitution algorithm, the user could
either re-write the Chinese character or invoke the substitution
function, if errors occurred. The same set of test data as in
Experiment 2 was used to test the enhanced algorithm. The
recognition rate was improved from 91.81% to 95.36% for the
test data set written by the trained person. Figure 5-6
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Figure 5-6. Experimental results for the recognizer
with substitution module incorporated
5Although the experimental findings suggested that the
recognition rate of the system is 95.36% but as most of the
errors came from the minority character groups 6 and 7, the
recognition rate should be slightly higher because the usage of
these characters is not frequent.
5.3.4. Experiment for the analysis module
As one of the major objectives of the project is to solve
the ambiguities arisen from the set of Chinese characters with
the same input code sequence, a number of geometrical analyses
were implemented. In order to ensure the maximum effectiveness of
these analyses, each of them was tuned separately. After the
final tuning, experiments were applied to the set of collision
cases. The collision cases were divided into three groups
according to the different number of elements in each collision
case (i.e. collision cases with two members will be gathered as
one group whilst collision cases with three members would be
grouped as another). During the experiment, if the input code
sequence of an input character caused ambiguity, the geometrical
analyses were performed according to the embedded testing
information. This experiment was repeated three times by a
trained person. Results of these tests are satisfactory. The bar





Figure 5-7. Experimental results of the analysis module
From the experiment , it is noted that the failed trials were
caused by two types of error : i) lost of information on strokes
during the data acquisition stage, and, ii) incorrect user
input. With either type of error in the input data, empty
solutions might be returned from the geometrical analyses. For
example :
-
test 1 : TRUE 1, 2
FALSE 3
test 2 : TRUE 1, 3
FALSE 2
When both tests are negative, the solution set would be 
empty, since test 1 would return member 3 and test 2 return 
member 2 and the intersect of the two is empty.
5-17
5.3.5. Summary
The experimental results illustrate the effectiveness of the
recognition algorithm. The recognition rate has been improved
from 92.1%. to 95.36% after the incorporation of the
substitution algorithm for a trained person. All the ambiguous
cases have been solved satisfactorily. Findings from the
experiments support Mori's idea of that the recognition rate of
the system will improve as the user get accustomed to the
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Figure 5-8. Overall diagram
5.3.6. Response time for basic primitive types
The objective of this experiment is to analyze the speed of
the recognition algorithm in recognizing the individual basic
primitive types. The response times for the set of test samples
(i.e. 200 reference samples and 200 field samples) were recorded
using a timer with a hundredth of a second accuracy. The results
are not very accurate but they are good enough to illustrate one
point- the longer the length of an input stroke, more time will
be required to analyze the stroke. The above finding is logical
since for a longer stroke, there will be more input points, i.e.




























large size samples normal size samples
Figure 5-9. Response time for basic primitive types
55.3.7. Response time for different
character groups
The response time for the system in recognizing characters
in the different character groups is determined in this
experiment. As a Chinese character is composed of one or more
strokes, it is reasonable to predict that the response time for
recognizing a Chinese character with greater number of strokes
will indeed lead to a longer recognition time because more stroke
information have to be analyzed. Moreover, results from the
previous section clearly suggested that a longer stroke will
lead to a longer recognition time. In view of this, one can
stated that the response time should be proportional to the size
of the testing samples. In order to verify the above
statements, two sets of different-sized characters, normal-sized
and large- sized, were used for the experiment. Figure 5-10
clearly shows that the response time is directly proportional to
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Character group
normal size samples large size samvles
Figure 5-10. Response time for different character groups
5.3.8. Response time of the system with the
substitution mod-ule incorporated
The experiment is for testing the response time of the
enhanced algorithm. The test data set were carefully chosen. For
each character group, the reference samples with an increasing
number of errors were input to the system. According to the
design of the substitution algorithm, an 'exhaustive' search
within a subset of the dictionary would be invoked if error
occurs. This indeed lead to'a long substitution time. Adjustments
had been made to parameters of the substitution algorithm in
order to lower the substitution time. For example, the
substitution algorithm will output the character located
immediately without the completion of the exhaustive search if
the likelihood of this character is. higher than a defaulted
value. This lowers the recovery time and hence increases the
response time of the system. Details of the experimental
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Character group
with substitution
Figure 5-11. Response time for different character groups with
the substitution incorporated
From the experimental findings, it is interesting to see
that the response time are going up rapidly for the character
groups 3 and 4 but on the other hand, the response time for the
character groups 5, 6 and 7 are decreasing. The reason behind
5this trend is simple. The response time in this experiment can be
divided into two parts, the recognition time and the recovery
time (i.e response time= recognition time+ recovery time). For
the character groups 3 and 4, they comprises of more than 3,500
characters and if error occurs, the recovery time is very large
because a large number of comparisons and calculations have to
be made. For example, the recovery time for the worst case in
character group four is recorded to be 56.5 seconds. For the
character groups 5, 6 and 7, the recovery time is very small due
to the small number of characters in each group (i.e. the
recovery time is proportional to the number of characters in each
group). This is why lower response times were recorded for these
character groups.
5.3.9. Response time for the analysis module
In order to determine the response time for the analysis
module, the set of collision cases was divided into three
different groups as described in Section 5.3.4. In the
experiment, it is very difficult to obtain an overall view of the
performance of the analysis module because there is a number of
factors affecting it. However, from the experimental i di gs,
one can at least say that* the response time of the analysis
module can be affected by three factors, namely, amount of input
information, the number of tests required and the choice of
tests. Factor number one can be explained by referencing the
findings from the previous two sections, the response time is
directly proportional to amount of input information (i.e.
information describing a stroke). Moreover, the larger the
number of tests required for analyzing a collision set, the
longer the response time will be because the system has to spend
more time on analyzing the input information. The third factor
is obvious because a number of geometrical analyses require more
processing time than the others, for example, the 'crossing'
test needs more processing time than the 'length' test. Figure 5-
12 gives the response time for the different geometrical
analyses. The analysis time (i.e. the response time minus the
recognition time) for the three collision groups are illustrated
in Figure 5-13 and finally, the response times for the three
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Figure 5-14. Response time for the three collision groups
6CHAPTER 6. CONCLUSIONS
6.1. Introduction
The principle objective of this research project is the
development of an input methodology which can provide an easy and
natural way of inputting Chinese characters together with other
conventional symbols in an on-line environment. This methodology
focuses on the uniqueness between the mapping of the input code
sequence of Chinese character and its output code sequence. After
a detailed study, an on-line handwritten Chinese character was
proposed and later implemented on an IBM PC/XT running under PC
DOS Version 3.1. In the following sections, the advantages,
disadvantages a rid the possible enhancements of the system will
be discussed accordingly.
5.2. Advantages of the system
The system consists of three subsystems: input subsystem,
application subsystem and the output subsystem. Major emphasis
has been put into the input subsystem. The advantages of the
system are as follows:
( 1) uniqueness- With the incorporation of the
geometrical analyses and the embedded testing information, the
system guarantees to provide an one to one mapping of an input
code sequence to an output code (i.e. only one character will by
resulted from writing a character on the input device) with the
6exception of the special cases. For these cases, the user is
required to choose the correct character from the ambiguous set.
(2) Provision of a code dictionary- During the development of
the project, a dictionary which comprised of a correspondence
between the input code and the internal code of GB2312-80
standard has been built. The process of encoding the Chinese
characters was tedious and error-proned. The built dictionary
will be valuable to those researchers who agreed to employ the
same fifteen basic primitive types for their coding method in the
sense that the encoding stage can be skipped.
(3) Flexibility- The modular approach is used throughout
the development cycle (i. e. modular design, modular coding,
modular testing). With this approach, systems are highly
maintainable. Modifying and addition of features to the system
would not lead to a major reconstruction of the system because
with the modular design concept, the system is decomposed into a
number of functional modules. Each module is a modest sized
subprogram which performs independently one specific function.
The removal-of a particular module from a system should only
disable the unique function performed by the module, but nothing
else. Similarly, if one substitute a new module of different
design from an old one and maintain the same specifications on
the input and output variables, the system should work with
little or no change [38]. A very good example in this project is
the Chinese character generator in the output subsystem. One can
look at it as a black box which will output a Chinese character
6pattern when a valid internal code i5 input to the system. other
modules in the system do not need to know how exactly the module
accesses the appropriate Chinese character pattern with a given
input code. During the implementation stage, the Chinese
character generator of the output module has been changed from
the Department's 24* 24 dots pattern dictionary to CCDOS's 16
* 16 dots pattern dictionary. As the modular approach is being
employed, this transition process is smooth with only minor
changes to the modules in the output subsystem.
(4) Transportability- the system is implemented in the
high level language (HLL) PASCAL. Studies showed that the
development of HLL programs is usually faster and less error
prone. Moreover, HLL programs are generally easier to understand
and maintain thus, the productivity in lines of code per man-
day, is higher [39]. Transporting of a system written in HLL to
another machine should be possible as long as the target machine
supports the HLL. Most of the micro computers do support PASCAL,
hence transportation of the system to another machine is easy.
However, some changes have to be made to the I/O modules of the
system because these modules involves the usage of certain NON-
STANDARD PASCAL's features (e.g port addressing). Different
machines will have a different method of handling these low level
communications, but, conversions in these module should not be a
big obstacle. Moreover, as the major effort is put on the
algorithm which solves the ambiguous cases and this part is
written in standard PASCAL, hence the major modules of the system
are transportable.
6(5) Simplicity- As stated in the abstract, the system
should provide an easy and natural way of inputting Chinese
characters. These objectives are undoubtedly achieved by the
system. Moreover, the system's functions (e.g editing functions,
I/O functions) are very simple to learn.
65.3. Limitations of the system
The limitations of the system is given as follows:
(1) At present, the user of the system has to write on the
digitizer in order to input Chinese characters into the system.
This process of continuous hand movement is physical demanding
and could lead to the user feeling psychologically fatigued.
Experimental findings in the previous chapter certainly supported
this view. Moreover, the input rate (i.e. characters per minute)
of such system is slow when compared with other input interface
such as keyboard entry methods.
(2) The response time of the system is reasonable in a research
environment but this certainly would be quite unacceptable to the
industry environment. A number of factors contribute to this
problem. The first one being that the hardware configuration of
the is quite primitive. For example, the sampling rate of the
digitizer is slow, the microprocessor is not very powerful in
performing arithmetic calculations. Another factor is the
response time of the substitution module, in which the response
time could take almost one minute. Insufficient main memory space
for the system which leads to the employment of overlaying
technique is another important factor.
(3) Before the design of the system, an assumption is made that
users of the system will write in the same order as the designer.
This actually caused some problems because, in many cases, for
6the same character, especially the complex structured ones,
different people tends to write it in a different order. Although
the substitution algorithm will help to alleviate the problem but
still this problem will degrade the system's performance.
(4) User has to write on a paper mounted on the surface of the
digitizer. The idea of changing the paper every time after. the
user has written a Chinese character is impractical in most of
the production systems.
6.4. Future enhancements and developments
This section gives a brief discussion on the future
enhancements of the system and the possible developments of the
system.
Future enhancements could include the followings:
(1) Improvements to hardware could be very important in the sense
of improving the system's performance. First of all, a more
powerful digitizer with display processor (e.g. Panasonic Chinese
typewriter) would help because of the following reasons:
higher sampling rate,i)
precision is higher, and, finally,
ii)
with a display processor, the user can see his own
iii)
writings on the LED instantly without the use of
papers.
6Secondly, the use of a more powerful microprocessor (erg,
80286 with arithmetic co-processor 80287) will help to increase
the communication rate with the digitizer (i.e a higher number
of input information can be recorded in a fixed time slice), this
leads a better response time for the system because the
microprocessor can obtained more information at a fixed time
slice and at the same time, can process the recorded information
much faster.
(2) Software improvements could also improved the performance of
the system. A different searching algorithm could be used for the
substitution module. Ideally, the algorithm should possess
intelligence so that the search for the desired character is
minimized. Data compression techniques could be applied to the
character dictionary, hence reducing the amount of secondary
storage requirement. Moreover, development of the system on other
PASCAL environments could help to alleviate the problem of
overlayiny in the system. For example, Micro-soft Pascal supports
a much larger main memory area even on the same machine, hence
could help to improve the response time of the system, and,
finally,
(3) A training program can help to minimize the problem of
different writing sequence for characters. This program allows an
user to change the writing sequence for particular characters,
hence suiting his personal style. However, this has to be %'ery
carefully designed because this could lead to some unforeseen
6problems (e.g. after changing the writing sequence of a
character, another character is found to have the same code
sequence as the newly changed character code).
Analyzing the shortcomings of the system, the designer
concluded that this type of input method is only good for
inputting a small amount of Chinese characters, otherwise, as
said in section 6.3, the recognition rate will decrease quite
dramatically and also the input rate is quite slow. In view of
this, two possible recommended applications are given as follows
(1) The proposed system could be used as an alternative input
system for any Chinese information system. Reviewing some current
Chinese information processing systems and their input
methodologies, it is not unusual that an user could not find the
appropriate code for the desired character and in this type of
situations, the user can switch to this alternative mode to
obtain the required character. One possible example could be the
incorporation of the system into Professor S.C.Loh's keyboard.
This idea should be particularly useful for the more complex
characters, and,
(2) The system can be developed into a teaching system that will
teach youngsters or non-Chinese speaking people in learning the
Chinese language. For example, an user may write on the digitizer
following some pre-defined patterns, the system then gives the
meaning, pronunciation of that particular character and possibly
6a number of examples on the usage of the character in different
context.
6.5. Final remarks
The system built is based on the original idea of solving
all the ambiguous cases between the input code sequences and
output codes. Referring to the experimental findings, the
objective of the proposed system is undoubtedly achieved. The
performance of the system is reasonable. It is hoped that this
research will encourage more people to work on input
methodologies for Chinese information processing system which are
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IBM PC/XT compatible, with 2 floppy disk drives.
Hercules graphics card for monochrome display.
a RS232C serial communication port.
a hard disk (at least 10 MB)
a digitizer, Summagraphics Bid Pad One.
a 2MB rambank card, optiional.
PC or MS DOS version 3.0 or above.




Turn on your computer, with the door to drive A opened.
Insert Disk 1 into drive A and close the drive door.
Type in the following:
A:INSTALL
and then press the Return key.
Now follow the instructions to insert the diskettes in
the correct sequence.
4. place the plastic grid on the digitizer, and then, with
the stylus, mark on the digitizer the fourteen points
in the exact order and position as the numbers outside





















































Figure 1 Digitizer layout
3Digitizer layout
The layout of the grid on the digitizer is given as
figure 1. The used area is mainly divided into 24 boxes of
different sizes. Several boxes always refer to the same
function. They are as follows:
Box 1: This is the main writing area for Chinese
character input.
This brings the system into command mode.Box 3:
This box mainly set the system in writing mode. ItBox 4:
can also be used to indicate the end of input of
an Chinese word.
Originally, this box is intended to provide helpBox 24:
facilities. Due to the lack of time, this utility
is not provided in the current system. Hopefully,
this can be implemented in the future.
Box 2 is intentionally missed out on the digitizer layout.
Box 5 to box 23 will have different interpretation depending
on what mode the system is currently in.
starting up the system
Turn on your computer.1.
Type cd\writing and press Return.
Type main and press Return.3.
If you have got a 2MB rambank card, type chinese and
3.or
press Return. You may need to wait a few minutes to
start up the rambank.
2.
4Running the system
This Chinese Writing input system is mainly based on
two modes: writing and command. In Writing mode, one can
write in Chinese words via the digitizer. Since some
characters are not in the standard set of Chinese word, such
as',','+' etc., these special characters are coded on the









Figure 2 Writing Mode
5After a chinese word is written, press the stylus on
box 4 (writing) to indicate the end of word. If the word is
written correctly, it will be displayed on the cursor
position. Otherwise a search can be requested. Press Box 21
(Yes) to proceed with the search or box 23 (no) to skip the
search. If search is requested, a list of would-be word will
be displayed on the bottom of the screen, after some time
(maybe as long as 5 minutes). Press box 21 (Yes) for the
correct word or box 23 (No) for the next possible word. To
skip the process and return to writing mode, press box 22
(Esc).
If you know you have been writing a word wrongly, you
can press box 22 (Esc) to ignore the word and start writing
the word again.
Box 20 (NextLine) is used to bring the cursor down to
the start of the next line.
For writing those special characters, just press the










Figure 3 Command Mode
Box 1 or box 4 is to return to writing mode.
Box 5: (ClrScr) Clear the current screen. Note that one
might lose all the previous writinq if not saved.
Box 6: (Home) This will bring the cursor to the top left
hand corner on the screen without any alternations
to the page.
Box 7: (up) This will bring the cursor up one line.
Box 8: (down) This will bring the cursor down a line.
Box 9: (left) This moves the cursor to the left by one
character.
Box 10: (SOL) This brings the cursor to the first column
of the current line.
Box 11: (right) This moves the cursor right by one
character.
Box 12 (EOL) This brings the cursor to the column after
the last non-blank character on the current line.
Box 13: (Del) This cause the word on the cursor to be
deleted.
Box 14: (Ins) This inserts a blank on the cursor. The
words behind the cursor on the current line will
be moved right by one character. If the last
character on the current line is not a blank, this
function is ignored. This is to avoid accidentally
deleting words at the end.
Box 17: (SaveFile) This saves the current screen on a
file, the name of which is given by the user when
prompted.
Box 18: (LoadFile) This loads back a previous saved page
of Chinese words from a file on the disk, the name
of which is given by the user. The file has to be
present on the disk.
Box 19: (Print) This command sends the current page out to
the printer for printing. Be sure that the printer
is on before initiating this command.
Box 22: (Exit) This command is used to quit from the
system.
The unused boxes are resevered for extra functions
be added on.
1Appendix C.
SOURCE LISTING FOR THE SYSTEM
The program listing is available at the Department of
Computer Science, The Chinese University of Hong Kong.


