The transition from adolescence to adulthood is characterized by improvements in higher-order cognitive abilities and corresponding refinements of the structure and function of the brain regions that support them. Whereas the neurobiological mechanisms that govern early development of sensory systems are well-understood, the mechanisms that drive developmental plasticity of association cortices, such as prefrontal cortex (PFC), during adolescence remain to be explained. In this review, we synthesize neurodevelopmental findings at the cellular, circuit, and systems levels in PFC and evaluate them through the lens of established critical period (CP) mechanisms that guide early sensory development. We find remarkable correspondence between these neurodevelopmental processes and the mechanisms driving CP plasticity, supporting the hypothesis that adolescent development is driven by CP mechanisms that guide the rapid development of neurobiology and cognitive ability during adolescence and their subsequent stability in adulthood. Critically, understanding adolescence as a CP not only provides a mechanism for normative adolescent development, it provides a framework for understanding the role of experience and neurobiology in the emergence of psychopathology that occurs during this developmental period.
The transition from adolescence to adulthood is characterized by improvements in higher-order cognitive abilities and corresponding refinements of the structure and function of the brain regions that support them. Whereas the neurobiological mechanisms that govern early development of sensory systems are well-understood, the mechanisms that drive developmental plasticity of association cortices, such as prefrontal cortex (PFC), during adolescence remain to be explained. In this review, we synthesize neurodevelopmental findings at the cellular, circuit, and systems levels in PFC and evaluate them through the lens of established critical period (CP) mechanisms that guide early sensory development. We find remarkable correspondence between these neurodevelopmental processes and the mechanisms driving CP plasticity, supporting the hypothesis that adolescent development is driven by CP mechanisms that guide the rapid development of neurobiology and cognitive ability during adolescence and their subsequent stability in adulthood. Critically, understanding adolescence as a CP not only provides a mechanism for normative adolescent development, it provides a framework for understanding the role of experience and neurobiology in the emergence of psychopathology that occurs during this developmental period.
Neurodevelopment is the process of growth and specialization that shapes the brain to fit its environment under the influence of experience, neurobiology, and genetic mechanisms. Stages of development mark specific periods of significant brain and behavioral change. Adolescence is widely recognized as the stage of development that occurs between childhood and adulthood and is characterized by the onset of puberty as well as unique neurobiological, social, and cognitive development. This period of transition is of particular interest because of transient increases in mortality rates due to risk-taking behavior and because it is a time when major psychopathology (e.g. schizophrenia, substance use disorders, mood disorders) begins to emerge. Normative adolescent behavior is characterized by a peak in sensation seeking (Spear, 2000) that is believed to adaptively motivate experience that supports individuation during the transition to adult roles and responsibilities but can also create vulnerability to risk-taking (Dahl, 2004; Spear, 2000) . This occurs in the context of continued refinement of higher-order cognitive abilities, such as working memory, response inhibition, and performance monitoring, and their reliably successful instantiation in service of goals, i.e. cognitive control . Refinement of higher-order cognition is evidenced by a reduction in the variability in performance on cognitive tasks, including reduced error rates and the stabilization of response latency (McIntosh et al., 2008; Montez et al., 2017; Ordaz et al., 2013; Tamnes et al., 2012) . In parallel to improvements in performance in cognitive tasks are important brain maturational processes. Human neuroimaging studies have demonstrated that association cortices-i.e. multimodal integration areas like prefrontal cortex (PFC), posterior parietal cortex, and superior temporal cortex that are thought to support higher order cognition-undergo continued structural and functional maturation during adolescence, including gross morphology, connectivity, and task-induced activation (Giedd, 2004; Gogtay et al., 2004; Luna et al., 2010 Luna et al., , 2015 Marek et al., 2015; Simmonds et al., 2014; Sowell et al., 2004) .
Though prior work has been instrumental in characterizing both cognitive development and large-scale patterns of brain development during adolescence, the neural mechanisms that drive these changes are not well understood. The specificity of the timing (adolescence) and location (association cortices) of these changes and their temporal cooccurrence with gains in cognitive abilities are suggestive of a critical period (CP) of development, akin to early developmental CPs for vision https://doi.org/10.1016/j.neubiorev.2018.09.005 Received 5 March 2018; Received in revised form 29 June 2018; Accepted 6 September 2018 (Wiesel and Hubel, 1963) and language (Penfield and Roberts, 1959) . Indeed, others have described adolescence as a sensitive period or CP from a psychological and sociocultural perspective (Blakemore and Mills, 2014; Steinberg, 2008) . However, CPs are governed by a specific set of consistent neurobiological mechanisms that have been well-established in models of sensory system development (for review, see (Hensch, 2005; Levelt and Hübener, 2012) ), and the extent to which these neurobiological mechanisms are present during adolescent neurodevelopment has not been fully assessed. In this review, we address this hypothesis by synthesizing the way in which advancements in the understanding of neural development in adolescent association cortex fit within the mechanistic framework of CP plasticity. We suggest that studies of development at the cellular, circuit, and systems levels reveal an important co-occurrence of neurobiological factors that reflect CP mechanisms of development, and as such, we propose that cortical plasticity during adolescence is driven by a neurobiological CP for the development and specialization of brain areas such as PFC that support higher-order cognition. We further suggest the CP may open at the onset of puberty and is, at least in part, triggered by the development of mesocortical dopamine (DA) system, which continues to develop throughout adolescence. This CP process drives the rapid development of brain structure and function and cognitive ability during adolescence and their subsequent stability in adulthood. Understanding mechanisms driving this period of developmental plasticity can inform how perturbations to normative CP developmental processes during adolescence can contribute to the emergence of major psychopathology that is associated with impaired cognition during this time.
In what follows, we first briefly synthesize the neurobiological factors that promote the opening and closing of CP plasticity and then review findings in cellular, circuit, systems, and network level development in the context of CP mechanisms. We then discuss how abnormal development during adolescence, including the emergence of psychopathology, can be understood in a CP framework. Due to the predominance of neurodevelopmental literature on PFC across species and levels of analysis (cellular, circuit, systems, cognition), we focus this review on the development of PFC as an exemplar of an areas of association cortex undergoing CP development. However, considering the similarly protracted developmental trajectories of other areas of association cortex, such as posterior parietal and superior temporal cortices (Gogtay et al., 2004; Krongold et al., 2017; Raznahan et al., 2011) , we hypothesize that they follow similar neurodevelopmental processes.
Principles of early critical period development
Experience and neurobiology are interrelated throughout the lifespan; an individual's neurobiology can bias them toward certain types of experience, and an individual's experience can shape their own neurobiology over time. However, there are particular windows of development where this relationship is pronounced for specific brain areas, known as CPs (Erzurumlu and Gaspar, 2012; Levelt and Hübener, 2012; Nabel and Morishita, 2013; Takesian and Hensch, 2013) . CPs are strict time windows during which experience and neurobiological factors interact to shape normative brain development and permanently alter behavior. The term sensitive period is sometimes also used (including in regards to adolescence (Blakemore and Mills, 2014; Steinberg, 2008) ), particularly when the developmental time window is less well established or the effects on behavior are thought to be less permanent, i.e. a limited time during which the effect of experience on brain structure is particularly strong; however, though these terms distinguish a degree of permanence in behavioral outcomes or specificity of developmental timing, they are not distinct from a neurobiological perspective as critical and sensitive periods operate under the same set of neural mechanisms (Hensch, 2005 (Hensch, , 2004 . CPs have been predominantly associated with early developmental sensory system plasticity and the cellular mechanisms that drive this plasticity have been studied for over 50 years (see (Espinosa and Stryker, 2012; Hensch, 2005; Levelt and Hübener, 2012; Takesian and Hensch, 2013) for comprehensive review). The core set of neurobiological mechanisms that underlie CP development is conserved across the development of functionally different systems throughout the brain. In summary, these periods of elevated plasticity are typically preceded by a proliferation of synapses and axons that are then shaped into reliable, efficient circuits in an experience-dependent manner (Knudsen, 2004) . The opening of the CP is triggered by the adjustment of the excitation-inhibition (E/I) balance, which is largely driven by the maturation of inhibitory function (Dorrn et al., 2010; Espinosa and Stryker, 2012; Hensch and Fagiolini, 2005; Long et al., 2005; Toyoizumi et al., 2013; Zhang et al., 2011) . Maturing inhibitory circuitry increasingly suppresses spontaneous, stimulus-irrelevant activity in favor of stimulus-driven inputs, increasing the signal-to-noise ratio (SNR) of stimulus-evoked circuit activity (Hensch, 2005; Toyoizumi et al., 2013) . This evoked activity then interacts with neurobiological factors that promote plasticity to shape cortical circuits, i.e. facilitating factors. Subsequently, braking factors stabilize the developed circuits to restrict additional plasticity and close the CP window. CP plasticity results in reliable, efficient, and effective neural circuit computation and communication, allowing for consistent, optimized neural (and thus behavioral) responses to particular stimuli or task demands (Knudsen, 2004) . In effect, CP development functions to adaptively suit an organism to its surroundings by using experience to tune the brain to the demands of its environment.
Facilitating factors
Facilitating factors are molecular mechanisms that promote plasticity throughout the CP and are involved in the opening of the CP window (Takesian and Hensch, 2013) . These include both inhibitory and excitatory processes.
Inhibition
The development of GABAergic inhibitory circuitry plays an essential role in CP plasticity, dampening spontaneous activity in favor of evoked activity and thus improving the signal-to-noise ratio (SNR) of stimulus-evoked computation. Though there are many classes of GABAergic inhibitory interneurons with different functional roles, the class of GABAergic interneurons that are centrally involved in driving CP neurocognitive maturation are parvalbumin positive (PV) interneurons (Hensch, 2005) . PV interneurons are particularly well-suited to assist in CP plasticity for several reasons. First, PV interneurons are highly interconnected, fast-spiking inhibitory interneurons that are widespread throughout the cortex and account for as much as 40% of GABAergic neurons. Second, PV interneurons fire in response to diverse stimuli including sensory cues, motor action, and trial outcomes (Pinto and Dan, 2015; Rudy et al., 2011) . Third, PV interneurons adaptively adjust the firing rates and excitatory output of a circuit, functioning as local gain control (Scholl et al., 2015) . These properties allow networks of PV interneurons to synchronize output and facilitate gamma oscillations, which support higher-order cognitive functions like working memory (Honkanen et al., 2015; Yamamoto et al., 2014 ) that continue to significantly improve into adulthood (Conklin et al., 2007; Luna et al., 2004; Montez et al., 2017; Østby et al., 2011; Simmonds et al., 2017) .
The maturation of PV circuitry plays a role in triggering CP onset by decreasing the E/I balance and suppressing spontaneous activity in favor of stimulus-evoked activity (Fagiolini and Hensch, 2000; Toyoizumi et al., 2013) . This allows evoked activity to more powerfully drive circuit plasticity. Developmental studies manipulating the timing of GABA/PV development have shown that the development of this inhibitory circuitry is sufficient to manipulate the timing of CP onset. Local administration of GABA agonists like benzodiazapines into visual cortex during the visual cortex CP accelerates the maturation of inhibition and accelerates the onset of CP plasticity whereas GAD67 knockout mice, which lack the GAD67 gene necessary for normal GABA cell function, never initiate CP plasticity (Fagiolini et al., 2004; Hensch, 2005; Hensch et al., 1998) . In addition to decreasing the spontaneousto-evoked activity ratio of cortical circuits, inhibitory circuitry facilitates plasticity in a number of ways during the CP window. Multisynaptic inhibition by developed PV interneurons restricts the summation window for spike time dependent plasticity, favoring the most temporally synchronous inputs, and facilitates LTP plasticity of synapses (Pouille and Scanziani, 2001 ). In addition, GABA A α1 receptor subunits (GABAAα1R), which are preferentially synapsed by PV interneurons, proliferate during CPs and are specifically implicated in driving experience-dependent cortical CP plasticity (Fagiolini et al., 2004; Katagiri et al., 2007) .
Excitation
In general, monosynaptic activity-dependent plasticity follows Hebbian mechanisms of long-term potentiation (LTP) and long-term depression (LTD), which respectively strengthen and weaken synapses. N-methyl-D-aspartate (NMDA) transmission is central to this process and is thought to be a mechanistic substrate for learning-related plasticity (Malenka and Bear, 2004) . Certain NMDA receptor subtypes are particularly important in facilitating LTP. In particular, the NR1 and NR2B receptors are more favorable to synaptic remodeling than NR3A and NR2 A (Gambrill and Barria, 2011; Sur et al., 2013) . The proportion of NR1 and NR2B is typically greater during CPs, facilitating plasticity (Chen et al., 2000; Erisir and Harris, 2003) .
Brain derived neurotrophic factor
Brain derived neurotrophic factor (BDNF) expression is activitydependent and facilitates plastic changes to neuronal form, including dendritic growth and synaptogenesis (Greenberg et al., 2009) . BDNF expression has been demonstrated to be a necessary facilitator of CP plasticity; BDNF over-expression induces precocious maturation of inhibition and accelerates CP timing, and BDNF blockade inhibits CP plasticity in both primary visual cortex Hanover et al., 1999) and primary auditory cortex (Anomal et al., 2013) . Importantly, BDNF expression promotes GABAergic neuron development (Mizuno et al., 1994) , and both BDNF expression and GABA transmission are reduced in sensory deprivation experiments that delay CP onset (Hensch, 2005; Morales et al., 2002) . Thus, BDNF may be a mechanistic link between stimulus-evoked activity and the maturation of GABAergic inhibitory circuitry during CP development (Deidda et al., 2015; Huang et al., 1999) .
Experience and the opening of a critical period
CP plasticity is experience-dependent, and its initiation thus relies on non-random input, i.e. evoked activity that engages the circuit that will be specialized. In the case of the visual system, CPs begin with the onset of stimulus-evoked visual experience that occurs with the opening of the eyes, triggering synchronized, stimulus-evoked activity of thalamocortical visual circuitry. When visual activity is experimentally manipulated in one eye, e.g. by the inactivation of the eye, ocular dominance columns for the impaired eye fail to develop and are outcompeted for by the active eye, leading to amblyopia (Gordon and Stryker, 1996; Prusky and Douglas, 2003; Wiesel and Hubel, 1963, p. 196) . When sensory experience is entirely deprived during early development, e.g. dark rearing in cats (Mower, 1991) , acoustic isolation in finches (Balmer et al., 2009) , or whisker trimming in mice (Erzurumlu and Gaspar, 2012; McRae et al., 2007) , CPs for vision, audition, and somatosensation, respectively, are prevented or delayed. In a similar manner to ocular dominance competition during the visual CP, projections from hippocampus and amygdala have been found to compete for target innervation of prefrontal cortex (PFC) during adolescence; when rat ventral hippocampus is lesioned during childhood (perinatal day (PD) 7), basolateral amygdala innervation of layer V mPFC is increased after adolescence (∼PD70) relative to control animals with intact ventral hippocampi (Guirado et al., 2016) . Thus, the impact of lesions of hippocampal-prefrontal pathways during adolescence seems to mimic the effect of monocular deprivation in early visual cortex development.
Braking factors and the closing of a critical period
Once a circuit becomes efficient and reliable, it is advantageous to stabilize circuit configuration to prevent plasticity mechanisms from excessively pruning and rewiring. This stabilization is accomplished by the implementation of sets of physical barriers to pruning and outgrowth, including the formation of perineuronal nets (PNN) on cell bodies and myelin on axons (Takesian and Hensch, 2013) .
Perineuronal nets
PNNs are a component of the extracellular matrix that ensheath cell bodies and proximal dendrites to stabilize synaptic architecture (Celio and Blümcke, 1994) . PNNs primarily surround mature PV interneurons, forming physical barriers to plasticity of inhibitory circuits, and PNNs have been observed to proliferate near the closing of CPs across brain areas to limit future experience-dependent plasticity (Balmer et al., 2009; McRae et al., 2007) . Their development has been found to be triggered by the activity dependent accumulation of the Otx2 (orthodenticle homeobox protein 2) homeoprotein in maturing PV interneurons and their formation restricts further plasticity of these cells (Sugiyama et al., 2008) . Animals with diminished PNNs have persistent plasticity (Carulli et al., 2010 )-which can result in excessive, unnecessary, and inefficient restructuring of circuit architecture-and the degradation of PNNs can reinstate CP plasticity (Pizzorusso et al., 2002) suggesting that PNNs play an important role in braking CP development.
Myelination
Myelination of axons is a mechanism of plasticity that is directed in an activity-dependent manner and results in increased speed and fidelity of neural signaling (Fields, 2015) . Myelin formation increases near the end of CPs and myelin-related inhibitory proteins, MAG (myelin associated glycoprotein) and NogoA (neurite outgrowth inhibitor), bind to the myelin related Nogo receptor preventing future branching of neural circuits (Bavelier et al., 2010; McGee et al., 2005) . The critical role of Nogo proteins as a braking factor for myelination is evidenced in Nogo receptor knockout mice which show persistent plasticity that extends beyond the CP window (McGee et al., 2005; Yang et al., 2012) . As such, myelination serves as an important CP braking factor.
Functional outcomes of CP plasticity
The cellular/neuroanatomical changes that occur during the CP window have a range of functional outcomes in cortical circuits. These outcomes contribute to the reliability of a circuit response to a given input and are highly driven by the development of inhibitory circuits and subsequent stabilization by braking factors. First, the E/I balance decreases as PV interneurons mature, and the population activity of a developing circuit goes from largely spontaneous to largely evoked (i.e. decreasing the spontaneous-to-evoked ratio), in essence increasing the signal-to-noise ratio (SNR) of the circuit in response to a stimulus (Dorrn et al., 2010; Hensch, 2005; Hensch and Fagiolini, 2005; Toyoizumi et al., 2013) . The start of this process may be important for the opening of the CP itself because, as mentioned above, evoked activity is critical in driving experience-dependent activity during the CP window (Toyoizumi et al., 2013) . Next, maturing PV interneurons allow for increases in the synchrony of population responses, allowing for the emergence of high gamma oscillatory capability (Cardin et al., 2009; Doischer et al., 2008) . In sum, CP mechanisms result in a neural circuit that responds with high SNR to a given input and responds with a synchronous and consistent output, delivering information with high SNR to downstream circuits. Importantly, this refined circuit is sculpted by the experience of the organism in order to be ideally suited to respond to the demands of its environment (Takesian and Hensch, 2013 ).
Critical period hierarchy
CPs appear to progress in a hierarchical fashion, starting from primary sensory areas and progressing to areas of cortex involved in higher-order processing necessary for more complex cognition and experience (Takesian and Hensch, 2013; Toyoizumi et al., 2013) . The cascade of CP maturation is thought to follow the maturation of inhibition as the adjustment of the E/I balance triggers the opening of the CP (Toyoizumi et al., 2013) . This notion is exemplified on a smaller scale within sensory systems. For example, cascades of PV circuit maturation and corresponding reductions in the spontaneous/evoked activity ratio progress from basic to more complex areas of the visual (Bourne and Rosa, 2006; Condé et al., 1996) and auditory pathways (Barkat et al., 2011; Insanally et al., 2009) . As consistent, synchronous, evoked activity is necessary to drive CP maturation, it follows that brain areas that perform basic stimulus-dependent computations must mature earlier in order to provide consistent output signals with high SNR that is necessary to generate evoked activity in areas that integrate this information for more advanced computation. As such, areas that integrate multisensory information to perform higher-order cognitive functions will then require stable (i.e. developed) inputs from multimodal processing streams in order to effectively undergo their own experiencedependent plasticity or CP.
Adolescence as the ultimate step in the critical period hierarchy
We hypothesize that CP plasticity in PFC and other association cortices, including posterior parietal cortex, and superior temporal lobe, which receive afferents from all sensory cortices (e.g. see (Barbas, 2000; Barbas et al., 2011; Barbas and Zikopoulos, 2007) ) would necessarily follow that of sensory areas in a hierarchical progression of CP maturation. In animal models, sensory system inhibitory plasticity (e.g. visual (Chattopadhyaya et al., 2004) and somatosensory systems (Micheva and Beaulieu, 1997) ) is completed prior to adolescence (Huang et al., 2007) . This earlier sensory maturation would effectively change the nature of signaling to downstream association cortices from inconsistent to reliable (decreasing the spontaneous-to-evoked activity ratio) and allow for successful integration of the complex inputs from multiple sensory systems that is necessary to process higher level experiences (e.g. social peer interactions, reasoning). These complex experiences can then function to shape CP plasticity of association cortices. Understanding adolescence as a CP of development would support observed patterns of higher-order cognitive development. Though core cognitive functions like working memory and inhibitory control are available even in early development (Gilmore and Johnson, 1995; Johnson, 1995) and rapidly improve throughout childhood, adolescents do not perform at adult-like levels (Conklin et al., 2007; Luna et al., 2004) . Most saliently, adolescents are more variable in their performance (both between individuals and within an individual), having greater error rates (Montez et al., 2017; Ordaz et al., 2013) and slower and more variable response latencies (Montez et al., 2017; Tamnes et al., 2012) . That is, on the single trial level, children and adolescents can perform equivalent to adults, but their performance is more variable across trials as the processes that support reliable and cognitive performance are still developing throughout adolescence. Thus, the transition from adolescent to adult cognition is a process of increasing the reliability of successful instantiation of cognitive processes and reducing behavioral variability, leading to consistently optimal responses. Underlying this developmental stabilization is likely an increase in the reliability and effectiveness of neuronal signaling and communication at the circuit and network level, which are functional outcomes of CP development. Indeed, mature prefrontal inhibitory circuitry-and thus an optimal, developmental reduction in the E/I balance-is critical for higher-order cognitive functions as an abnormally disinhibited PFC has been linked to impaired cognitive flexibility, a hallmark of adult-like cognitive control (Gruber et al., 2010) .
To support this hypothesis, we next synthesize recent work in cellular and circuit level development of adolescent association cortex, focusing on PFC as an exemplar, in the context of the CP principles and mechanisms outlined above.
Critical period development during adolescence
Studies of the development of the human brain, including patterns of gray matter thinning (Gogtay et al., 2004) , white matter pathway integrity (Simmonds et al., 2014) , and synapse proliferation (Bourgeois et al., 1994; Huttenlocher, 1990; Petanjek et al., 2011) , indicate a period of significant plasticity and neurodevelopment that extends into adulthood. Below, we provide evidence that this plasticity is driven and Fig. 1 . A critical period model of adolescent development. Adolescence begins with the onset of puberty and a concomitant increase in dopamine (DA) availability. Increases in DA motivate exploratory behavior and heightened reward reactivity which, in turn, promote the experience accumulation necessary to shape experience-dependent plasticity. DA, puberty, novel experience may jointly function to trigger critical period activity through their interaction with neurobiological factors that facilitate critical period (CP) plasticity. These facilitating factors include changes in NMDA signaling and receptor concentrations that promote experience-dependent plasticity, increased levels of brain-derived neurtrophic factor (BDNF), and maturation of GABAergic inhibitory circuitry (particularly parvalbumin positive (PV) interneurons). The maturation of inhibitory circuitry has important functional consequences including a reduction in the excitation-to-inhibition balance (E/I balance) and facilitation of high-frequency oscillatory capability of local circuits. As the critical period progresses, age-related increases in critical period braking factors, including myelination and PNN formation, begin to restrict further plasticity to close the CP window and stabilize circuits into adulthood. This stabilization leads to consistent and reliable circuit function and communication which underlies the stabilization of trialto-trial cognitive ability that is characteristic of mature higher-order cognitive function. Note: Developmental curves are schematics meant to summarize prior work. Blue and red curves represent the development of facilitating and braking factors, respectively. Shaded grey area reflects the adolescent period (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article).
then stabilized by the same neurobiological factors that govern early CP development of core sensory systems, and this process contributes to reliable and effective neuronal signaling that, in turn, supports reliable and stable higher-order cognitive functions in adolescence. These critical period processes at play during adolescence are summarized in Fig. 1. 2.1. Facilitating factors 2.1.1. Inhibition
As described above, the development of inhibitory circuitry is perhaps the most essential facilitator of CP development (Hensch, 2005; Toyoizumi et al., 2013) . During adolescence, prefrontal GABAergic inhibitory circuitry undergoes significant modifications that are evident in both animal models and human developmental studies (Fig. 2) . PV interneurons, a critical component of early sensory system CP development, are at higher levels in the adolescent (PD 45-55) rat medial PFC than in that of juvenile (PD 25-35) animals . Importantly, these changes are specific to PV GABA interneurons, as calretinin positive (CR) interneurons do not show the same pattern of development ( Fig. 2A) , indicating an increased ratio of PV to CR interneurons . The same pattern is reflected in the DLPFC of the non-human primate where PV expression and PV axon terminals in DLPFC increase during the pubertal period while CR remains stable or decreases (Fig. 2B) (Erickson and Lewis, 2002; Hoftman et al., 2015; Hoftman and Lewis, 2011; Lewis et al., 2005) . At the same time, inhibitory neurotransmision increases in both mice and nonhuman primates. In mice, the frequency and amplitude of mini inhibitory post-synaptic currents (IPSCs) onto layer II/III pyramidal cells of cingulate cortex increase from pre-to post-adolescence (Piekarski et al., 2017a) . In non-human primates, the frequency and amplitude of spontaneous IPSCs onto layer III pyramidal cells in DLPFC increases from childhood to adulthood, and the rise-time and decay time constant decreases (Gonzalez-Burgos et al., 2014) . Computational simulations indicate that these developmental changes should lead to mature gamma oscillatory capability in PFC (Gonzalez-Burgos et al., 2014) . These findings are supported by human studies which indicate a similar pattern of inhibitory neurodevelopment. MR spectroscopy studies suggest that global GABA concentration in the dorsal anterior cingulate cortex increases from adolescence to adulthood (Silveri et al., 2013) with no concomitant change in glutamate concentration, indicating both a developmental increase in GABA and a resulting decrease in the Fig. 2 . The development of GABAergic interneuron subtypes in prefrontal cortex through adolescence. The development of parvalbumin (PV) interneurons is an essential factor for critical period development. Here we show findings from studies of PV development in the prefrontal cortex (PFC) in three different species (A-C top panels). Developmental trajectories for calretinin (CR) interneurons are also provided (A-C lower panel) to highlight the specificity of PV increases during adolescence. A) PV protein expression significantly increases from childhood (white) to adolescence (grey) and adulthood (black) in the medial PFC of healthy rats (top panel). In contrast, CR protein expression decreases over the same period (bottom panel). Data is adapted from . B) Parvalbumin mRNA levels increase with age throughout adolescence in the healthy macaque monkey PFC (top panel), while CR mRNA levels either remain stable or decrease (bottom panel). Data is adapted from (Hoftman et al., 2015) . C) PV mRNA expression, assessed postmortem, increases from childhood to adulthood in the human dorsolateral PFC (top panel) while CR mRNA expression decreases (bottom panel). Triangles = females; circles = males. Representative mRNA expression profiles for PV, CR and calbindin (CB) interneuron subtypes (bottom panel) indicate a possible peak in PV during adolescence while CR and CB decrease. Data adapted from (Fung et al., 2010) . Panels A-C indicate increasing ratios of PV to CR expression in PFC across rat, non-human primate, and human species. D) Approximate windows for adolescence in the species represented in this figure (Kilb, 2012; Piekarski et al., 2017a Piekarski et al., , 2017b Spear, 2000; Zehr et al., 2005) . E/I balance (Ghisleni et al., 2015) . Human postmortem evidence also suggests a peak or plateau in the development of PV expression in human DLPFC while CR and calbindin (CB) concentrations decrease ( Fig. 2C) (Fung et al., 2010) , again indicating an increased ratio of PV to CR interneurons during adolescence. At the same time, there is an increase in PFC gamma band power (Uhlhaas et al., 2009) . Increased gamma band power is known to relate to many higher-order cognitive processes, such as working memory (Howard et al., 2003; Roux et al., 2012) , which continue to mature throughout adolescence and into adulthood (Luna, 2004; Montez et al., 2017; Simmonds et al., 2017) . Taken together, these results indicate a maturation of inhibitory circuitry-particularly for PV interneurons-in PFC that mirrors cortical development during early sensory system CPs (Fig. 2 ) and leads to a permissive environment for CP plasticity in these brain areas during adolescence.
Emerging evidence is suggesting that puberty may operate as a trigger of inhibitory neurodevelopment in PFC (Piekarski et al., 2017b) . In a study of female mice, Piekarski et al. (Piekarski et al., 2017a) demonstrated that mice that undergo ovariectomy prior to puberty (PD 24-25) do not show developmental increases in the frequency or amount of inhibitory neurotransmission in layer II/III cingulate cortex, however this inhibitory neurodevelopment can be rescued if pubertal hormones (estradiol and progesterone) are administered later in life . Further, precocious puberty (induced by hormone administration at PD 24-26, prior to typical pubertal onset) is sufficient to accelerate inhibitory neurodevelopment. These findings indicate that manipulating the timing of pubertal hormones is sufficient to manipulate the timing of the development of inhibitory neurotransmission in mouse frontal cortex. Interestingly, the amplitude of inhibitory signaling, which increases throughout adolescence in the frontal cortex of both mice and non-human primates (Gonzalez-Burgos et al., 2014; Piekarski et al., 2017a) , is not sensitive to manipulations of pubertal hormone administration (Piekarski et al., 2017a) , indicating that some aspects of inhibitory circuit development-perhaps relating to GA-BA A α1R expression (which plays a key role in CP development; see Section 1.1.1)-may rely on other developmental processes or triggers, such as DA (described below). As this study focused on females, it is not known if similar mechanisms unfold in males (though considering the relationship between testosterone and estradiol, it is possible one exists). However prior work has implicated testosterone as a contributor to the development of cortical gray matter morphology during adolescence (e.g. Koolschijn et al., 2014; Nguyen et al., 2013) , suggesting puberty may act as a trigger in males as well. Future work is needed to elucidate the role of testosterone as well as other sex hormones including estradiol, in the development of the male PFC at the cellular level.
Excitation
During adolescence, excitatory circuitry undergoes significant changes in NMDA receptor subunit composition, which influence the function of NMDA receptors. In humans, the density of the NR1 subtype of NMDA receptors either peaks or plateaus in the DLPFC while, in contrast, the NR3A subunit, which can down-regulate NMDA plasticity and prevent synapse maturation (Das et al., 1998; Roberts et al., 2009) , peaks early in development and decreases throughout adolescence in adulthood (Henson et al., 2008) . Thus, in humans, the ratio of NR1/ NR3A NMDA receptor subtypes during adolescence strongly favors activity dependent plasticity and maturation. Interestingly, the NR1 has been shown to be critical to training-related plasticity of corticostriatal circuits that subserves reductions in neural and behavioral variability (Santos et al., 2015) . As adolescence is marked by reductions in variability of cognitive performance that is reliant on DLPFC, a rise in NR1 could similarly allow for experience-dependent plasticity of DLPFC circuits that in turn increases the reliability of higher-order cognitive functions. In addition, there is some evidence of a developmental increase in the plasticity favoring NR2B subunit during adolescence (Morales and Spear, 2014) . Rodent studies indicate this increase is centered on mPFC layer V apical dendrites and that increased NR2B is associated with longer lasting EPSCs of layer V pyramidal cells in response to hippocampal input and the facilitation of LTP plasticity . The late emergence of this mechanism would promote context dependent plasticity based on input from hippocampus to PFC (Murty et al., 2016) .
Brain derived neurotrophic factor
BDNF is a necessary trigger for CP plasticity in primary sensory cortices that promotes the maturation of inhibitory circuitry (see Section 1.2.3). A similar developmental pattern occurs during adolescence in areas of the PFC that support higher-order cognition. The expression of BDNF mRNA in the human DLPFC increases from adolescence into young adulthood, when it stabilizes (Webster et al., 2002) or decreases (Hayashi et al., 1997) . This developmental change is not a brain-wide phenomenon, as the same developmental pattern is not seen in occipital cortex (Webster et al., 2002) . Thus the developmental trajectories of BDNF expression and inhibitory circuitry are aligned during the human adolescent CP in the DLPFC as they are in early development CPs of sensory systems. These findings are supported by studies in mice that demonstrate increases in frontal BDNF expression that begins during the onset of adolescence (∼PD 28 for females, ∼PD 35 for males) . Interestingly, there is evidence that adolescent increases in BDNF may be regulated by testosterone Purves-Tyson et al., 2015) and estrogen (Sohrabji and Lewis, 2006) .
Together, these facilitating factors present in adolescent association cortex, would allow for stimulus-evoked activity to induce neuroanatomical cortical plasticity in an experience-dependent manner by strengthening effective connections and pruning those that are ineffective or suboptimal (see (Selemon, 2013) for review) thus increasing the SNR and reliability of local circuits.
The opening of the adolescent critical period
CPs are thought to be triggered by a combination of experience and the reduction of the E/I balance that follows the maturation of neural inhibition (Toyoizumi et al., 2013) . For example, visual system plasticity begins with the influx of stimulus-evoked visual information that follows eye opening and the maturation of PV interneurons. Possible triggers for CP development in adolescence may be multifactorial. First, the influx of mature and reliable sensory information that supports complex information integration could trigger the need for specialization in relevant association cortices. Second, the emergence of the facilitating factors outlined above (which may be regulated, in part, by the onset of puberty (Piekarski et al., 2017a (Piekarski et al., , 2017b allow for experience-dependent (i.e. stimulus evoked) activity to shape plasticity of cortical circuits. Finally and importantly, the development of the mesocorticolimbic DA system, which is unique during adolescence, could act as a neurochemical and behavioral trigger to initiate CP plasticity. It is important to note that these triggers are complex, and probably rely on a combination of biological, genetic, and experiential factors, and as such, the specific timing of critical period onset will likely vary between individuals. Next, we discuss the role of experience and the development of mesocorticolimbic DA circuitry in triggering the CP in association cortex.
Adolescent experience
All CPs are driven by experience, but the nature of the experience necessary to optimally drive developmental plasticity varies according to the specific functional sensitivity and computational processing of differing brain areas (e.g. visual input for primary visual cortex, auditory input for auditory cortex, etc.). Thus, to drive plasticity of areas of association cortex like PFC that support complex cognitive processes, complex experience that taxes these higher-order cognitive processes would be optimal. We propose that during adolescence there are unique developmental characteristics that lead to a qualitative shift in the nature of experience gathering that should optimally engage the specialization of PFC and other areas of association cortex. First, by adolescence the majority of body growth has been completed affording increased agency for exploration. Though the process of body growth is continuous from childhood, adolescence is unique in that the ability to autonomously explore the environment can be exercised with an unprecedented level of independence from the parental or adult direction that is predominant in childhood. Second, across cultures (Schlegel and Barry, 1991) and species (Spear, 2000) , adolescence is a time of increased social autonomy and peak sensation seeking behavior that affords the freedom and drive to accumulate experience under novel contexts in a manner that is unique from earlier stages of development. Third, sexual maturation is occurring, encouraging the exploration of mating behavior. Fourth, as detailed below, DA availability is at its peak, promoting behaviors aimed at receiving rewards and motivating exploration of one's environment. Together, these influences combine during adolescence to promote the accumulation of novel and increasingly complex experience, such as intricate social interactions, mating, entering the workforce, etc., that are psychologically, socially, and cognitively demanding. As this experience increases in complexity (and as adolescents are increasingly responsible for navigating them without parental instruction), brain areas like PFC that support increasingly complex behaviors, such as socioemotional processing, planning, reasoning, and abstract thought, must be engaged and specialized to meet the demands of the environment. As such, increasingly complex adolescent experience operates as the optimal input to drive adolescent CP experience-dependent plasticity (see Section 3.1 for further discussion of abnormal experience-dependent critical period plasticity during adolescence). As an example, play behavior-which involves complex peer-peer social interaction and cognitive flexibility (Spinka et al., 2001 ) -peaks during the adolescent period in the rat (Panksepp, 1981) , is mediated by mPFC activity (van Kerkhof et al., 2013) and induces plastic changes in the mPFC that persist into adulthood (Bell et al., 2010; Himmler et al., 2013) . Similarly, sexual experience leads to greater spine density of rat mPFC pyramidal neurons and enhances cognitive flexibility (Glasper et al., 2015) . In parallel, human studies suggest inter-regional white matter pathways that support complex behaviors, such as the uncinate fasciculus and the superior longitudinal fasciculus, are last to mature, continuing throughout adolescence before stabilizing in adulthood (Lebel et al., 2012; Simmonds et al., 2014) .
Importantly, at the same time that adolescents are encountering new experiences, sensory systems are providing high SNR output to downstream brain areas that supported higher order cognition. As outlined above, CPs for sensory systems close prior to adolescence allowing for consistent, high SNR output to efferent targets that integrate sensory information, such as PFC. As a result, these brain areas are receiving high-fidelity multisensory input, driving stimulus-evoked activity and creating an optimal milieu to shape experience-dependent plasticity in these brain areas.
The development of the dopamine system and the opening of the adolescent critical period
It is important to note that many theoretical models of adolescent neurocognitive development posit an interaction between the development of neural systems supporting cognitive control and rewardprocessing in shaping behavior. Theories such as the dual systems and triadic models of adolescent development suggest that a hyperactive DA system and a less-influential cognitive system may facilitate heightened reward driven behavior based on an inability of cognitive systems to exert top-down control over reward systems (Shulman et al., 2016) . In this way, it is thought that developmental interactions between cognitive systems and DA circuitry shape reward-driven behavior. We propose that, in addition, the development of the DA system serves a broader developmental purpose. It is part of an adaptive process whereby the development of the DA system actively shapes cortical development from the cellular to circuit to network level . Specifically, we put forward the hypothesis that the development of the mesocortical DA system works in synergy with cellularlevel changes in PFC to drive a period of enhanced cortical plasticity that mirrors early CP mechanisms and functions to refine circuit integration supporting mature/adult-like cognitive ability.
DA is a neurotransmitter that is strongly implicated in rewarddriven behavior and learning via neuromodulation of the mesolimbic and mesocortical circuits. Specifically, DA activity supports reward processing and reinforcement by signaling the reward expectancy and value of action outcomes (Clarke et al., 2014; Dreher et al., 2009; Frank, 2005; Hariri, 2009; Luciana et al., 2012; Schultz et al., 1997) . Adolescence is characterized, across cultures and species, as a period of heightened reward-driven behavior that is marked by increases in sensation seeking and novelty seeking (Spear, 2000) . This behavior is thought to be linked to the development of the DA system (for Reviews see: (Luciana et al., 2012; Padmanabhan and Luna, 2014; Sturman and Moghaddam, 2011; Telzer, 2016; Wahlstrom et al., 2010) ). In general, findings from animal models of PFC development indicate that though the overall laminar organization of DA mesocortical DA projections are established in childhood, the density of DA innervation, including axonal length and total number of axonal varicosities, that increases from childhood into adolescence and either decreases or stabilizes in adulthood, particularly in layer III Lewis, 1994, 1995) . At the same time, DA levels and synthetic capacity follow a protracted development, increasing into puberty when they reach adult levels (Goldman-Rakic and Brown, 1982; Leslie et al., 1991) and synapse appositions with individual layer III pyramidal cells (Lambe et al., 2000) and layer V/VI GABA cells (Benes et al., 1996) follow a linear increase into adulthood. Notably, serotonin innervation is stable over the same developmental period, indicating development of DA is distinct from other monoamines (Lambe et al., 2000) . DA transporter (DAT) concentration also increases from adolescence to adulthood in rodent PFC and cingulate cortex (Coulter et al., 1996) . Findings from animal studies of the development of DA receptor density vary somewhat between rodent and non-human primate models of adolescence. Rodent studies of PFC DA receptor density have shown monotonic increases in cortical D1 and D2 receptor concentrations from childhood to adulthood (Tarazi et al., 1998; Tarazi and Baldessarini, 2000) , though one study found a periadolescent peak in D1 receptor density (Leslie et al., 1991) . Non-human primate studies find D1 and D2 receptor density tends to peak in late childhood or early adolescence and decrease into adulthood (Lidow et al., 1991; Lidow and Rakic, 1992) , with D1 receptors remaining in higher concentration throughout development. One postmortem human study found that this peak occurs later, in young adulthood (Weickert et al., 2007) . These findings from animal models of cortical DA development are summarized in Fig. 3 . Human MRI studies provide similar evidence of prolonged maturation of the structure Raznahan et al., 2014; Sowell et al., 1999; Walhovd et al., 2014) and function (Ernst et al., 2005; Galvan et al., 2007; Geier et al., 2010) of DAergic reward systems during adolescence (for reviews see (Galvan, 2010; Padmanabhan and Luna, 2014; Shulman et al., 2016; Wahlstrom et al., 2010) ).
The parallel development of DA innervation and cortical development has historically led researches to posit that DA plays a role in cortical development (Kalsbeek et al., 1988 (Kalsbeek et al., , 1989 Porter et al., 1999; Wang et al., 1996) . Recent work has specifically implicated the development of the mesocortical DA system in the structural and functional development of PFC excitatory and inhibitory circuitry. For example, DA and the ingrowth of DA axons have been demonstrated to accelerate the development of frontal PV neurons both in vivo and in vitro through interactions with D2 and NMDA receptors (Porter et al., 1999) . During adolescence, the functional influence of mesocortical DA release on PV GABAergic interneurons also develops. In prepubertal rodents, patch clamp recordings of PFC slices demonstrate that DA can excite PV interneurons via D1R, but during adolescence the ability for DA to further excite these cells via D2R emerges (Tseng and O'Donnell, 2007) , causing greater inhibitory activity in response to DA release throughout adolescence and adulthood. A similar increase occurs in the nucleus accumbens, which also receives dense dopaminergic inputs, during this developmental stage (Benoit-Marand and O'Donnell, 2008) . This functional property allows for DA to facilitate inhibitory circuit function, including context-irrelevant noise suppression, in effect decreasing the spontaneous/evoked ratio of circuit activity by decreasing the E/I balance (O'Donnell, 2010) . The decreasing of the E/I balance is centrally involved in triggering of a CP onset (Takesian and Hensch, 2013; Toyoizumi et al., 2013) . This is one way peak DA availability in adolescence may serve as a neurobiological initiator of CP plasticity in PFC.
Dopamine and experience-dependent plasticity
In addition to triggering neurobiological processes, the development of the DA system also plays role in both motivating the experience that is necessary to shape circuits during the CP window and enhancing the plasticity that results from that experience. Mesolimbic DA activity biases behavior toward exploration and novelty-seeking in both humans (Zald et al., 2008 ) and animal models (Koob et al., 1978; Le Moal and Simon, 1991) as well as computational simulations (Humphries et al., 2012) . As such, elevated DA availability drives adolescents to explore novel environments and situations, amounting to a drive to seek new and more complex experience. Accordingly, large-scale selfreport studies have found that sensation seeking and openness to new experience peak during late adolescence and decrease into adulthood (Collado et al., 2014; Harden and Tucker-Drob, 2011; McCrae et al., 2002; Steinberg, 2008) . These findings are supported by rodent studies that find that rodents show greater preference for novelty and greater exploratory behavior in novel environments during puberty as compared to adult rats (Adriani et al., 1998; Stansfield and Kirstein, 2006) .
In many cultures and species, this increased drive coincides with increased freedom to explore as adolescents are given greater autonomy, responsibility, and social freedoms (Schlegel and Barry, 1991; Spear, 2000) . For example, adolescence is the period when rodents begin to leave the nest, forage for food, and interact socially with rodents outside the family (Spear, 2000) .Together, these factors contribute to a vast accumulation of experience under novel and increasingly complex contexts. This new experience then serves as the input to the experience-dependent plasticity mechanisms that drive CP plasticity in higher order association cortices.
DA also plays a critical role in promoting experience-dependent plasticity of prefrontal circuits in response to adolescent experience. Midbrain DA neurons fire phasically in response to reward receipt or in response to stimuli that predict reward outcomes (Mirenowicz and Schultz, 1996) . Whereas phasic DA release facilitates LTP of corticostriatal circuits, transient cessation of firing in response to reward omission facilitates LTD of these circuits, particularly when rewards or omissions are unpredicted (Reynolds and Wickens, 2002) . Thus, elevated mesofrontal DA function, as outlined above, should contribute to heightened DAergic facilitation of experience-dependent synaptic plasticity mechanisms. Critically, the ability for phasic DA release to exert an excitatory response in layer 5 prefrontal pyramidal cells via its action on D1 receptors comes online during adolescence O'Donnell, 2005, 2004) . When DA-related excitation of prefrontal pyramidal D1R is coupled with concurrent stimulus-evoked glutamatergic signaling, NMDA receptors can be activated to induce upstates in pyramidal cells (Tseng and O'Donnell, 2005) . Upstates are periods of sustained activation (sustained excitatory post-synaptic currents) that indicate active information processing and allow for synaptic plasticity to occur (O'Donnell, 2003) . As DA release from the ventral tegmental area (VTA; the primary locus of mesocortical DA production) occurs in a context-dependent manner, the ability for DA to excite PFC pyramidal cells forms a mechanism by which context-relevant stimulus processing can drive PFC circuits and induce plasticity. Furthermore, phasic activity of rat mesofrontal DA neurons in response to direct VTA stimulation, or stimulating experience such as wheel-running, induces the formation of axon buttons on mesofrontal projections during adolescence but not in adulthood (Mastwal et al., 2014) , and amphetamine exposure during adolescence but not adulthood leads to an increase in DA innervation in rodent PFC (Reynolds et al., 2015) . Together, these findings suggest that heightened functional DA availability in adolescence both motivates adolescents to explore novel experiences and enhances responses to the outcomes of exploration, facilitating plasticity of PFC circuits in response to new experiences.
The increasing influence of DA on PV interneurons (Porter et al., 1999; Tseng and O'Donnell, 2007) implies that DA may also increase the ability of PFC circuits to generate high-frequency oscillations. As these oscillations are implicated in higher-order cognitive processes, such as working memory, context-dependent DA release may enhance context-dependent cognition (Murty et al., 2016) . Given that oscillatory activity is thought to play a role in neuronal communication (Fries, 2005) , developmental increases in DA may increase the efficacy of neuronal communication from PFC to other areas of the brain. This idea is further supported by the specific increase in influence of DA on the excitability of layer V pyramidal cells Tseng and O'Donnell, 2005) , considering layer V pyramidal cells form the output layer of cortex and thus promote system wide neural communication.
In sum, increasing DA concentration and innervation in adolescence leads to both a drive for exploration and novel experience and a heightened reward response to novel outcomes, facilitating experiencedependent plasticity. Further, the increase in the influence of DA on prefrontal excitatory and inhibitory circuitry leads to a significant increase in SNR of stimulus representations and neuronal computations (O'Donnell, 2010) and may play an important role in triggering the CP window for PFC development during adolescence. Fig. 3 . Development of cortical dopamine during adolescence. This schematic summarizes rodent and non-human primate evidence for the dynamic and multifaceted development of the mesocortical dopamine system during adolescence. Dopamine innervation of PFC, including fiber volume, fiber length, density of varicosities and appositions, and dopamine concentration increase throughout adolescence and either decrease (Rosenberg and Lewis, 1995) or stabilize (Benes et al., 1996; Lambe et al., 2000; Leslie et al., 1991; Willing et al., 2017) during the transition to adulthood. D1 and D2 receptor densities peak during adolescence or early adulthood in non-human primates and D1 expression is stably greater than D2 expression across adolescence (Lidow et al., 1991; Lidow and Rakic, 1992) . The peak may be less pronounced in rodent studies (e.g. Andersen et al., 2000; Tarazi and Baldessarini, 2000) . Dopamine transporter increases from late childhood to adulthood in rodent PFC and cingulate cortex (Coulter et al., 1996) .
Braking factors and the closing of the adolescent critical period
There is evidence of at least two major braking factors operating in PFC during adolescence: PNNs and myelination. The development of PNNs, which as described above (see 1.2.1) stabilize synaptic architecture, during adolescence has received increasing attention due to the association between abnormal PNN formation and schizophrenia (Berretta et al., 2015; Enwright et al., 2016) . A human postmortem study indicated that the number of PNNs in the PFC increases throughout adolescence and into early adulthood (Mauney et al., 2013) , suggesting a stabilization of circuit plasticity occurring during this time. The same pattern is evident in rat prelimbic and frontal association cortices (Paylor et al., 2016) , and this developmental increase in frontal cortex PNN formation is primarily driven by the formation of PNNs on PV interneurons (Baker et al., 2017) . In addition, myelination, which as described above prevents future branching of neural circuits, continues throughout adolescence and follows an even more protracted development in humans relative to other non-human primates, such as chimpanzees (Miller et al., 2012) . Histological (Yakovlev et al., 1967) , myelin mapping (Grydeland et al., 2013; Shafee et al., 2015) , and diffusion MRI studies (Lebel et al., 2012; Simmonds et al., 2014) jointly provide evidence that myelination of association cortices and, in particular, integrative white matter pathways linking association cortices, like the uncinate fasciculus, superior longitudinal fasciculus and cingulum, have protracted developmental trajectories that extend into the 30 s (Lebel et al., 2012; Simmonds et al., 2014) . The occurrence of these braking factors during adolescence provides further evidence for the mechanisms of CP plasticity shaping development during this time.
Critical period closure
The formation of braking factors functions to restrict plasticity and close CP windows. However, in brain areas responsible for complex, abstract, and flexible cognition, it may be beneficial to permit higher levels of life-long plasticity than in brain areas involved in more basic, concrete function like primary sensory areas. Accordingly, it is possible that the CP for association cortices does not close to the same extent as early sensory CPs, affording for more life-long adaptation of complex cognitive function. For this reason, similar to the timing of critical period onset, there may be substantial interindividual differences in the precise timing of critical period closure. Indeed, as the developmental stage for adolescence appears to be extending in duration in western societies (Arnett, 2000 ; Committee on Improving the Health, Safety, and Well-Being of Young Adults et al., 2015) , the CP window may extend accordingly. Future research may address this point more directly. Nevertheless, CP braking factors place restraints on adulthood plasticity that severely limit the potential rate and magnitude of plasticity relative to adolescence, and further plasticity occurring outside the CP window will be constrained within the foundational aspects of brain architecture established through the CP.
Functional outcomes of critical period development of association cortices during adolescence
Functional development of prefrontal and parietal association cortices continues into adulthood (Uhlhaas et al., 2010) and the nature of this functional development reflects the functional outcomes of CP neuroanatomical development. Electrophysiological studies in nonhuman primates demonstrate reductions in asynchronous firing (Jiang et al., 2015) , increases in IPSC amplitude, and shortened IPSC decay time in DLPFC neurons in response to inhibitory interneuron signaling during adolescence (Gonzalez-Burgos et al., 2014; Hashimoto et al., 2009) . The decay rate of these inhibitory responses can influence the frequency of oscillatory activity (Buzsáki and Wang, 2012) , facilitating high frequency oscillatory capability through development. Computational simulations have demonstrated that this pattern of functional development enables mature levels of gamma band power at late stages of adolescent development (Gonzalez-Burgos et al., 2014) . Accordingly, EEG studies in humans suggest a late period of neurophysiological development occurring during adolescence in frontal cortex (Hudspeth and Pribram, 1992) that is marked by increases in task-evoked gamma (and theta) band power (Uhlhaas et al., 2009; Uhlhaas and Singer, 2011) . During the same period, there is a strengthening of task-evoked fronto-parietal theta band synchrony and a reorganization of brainwide beta band phase-synchrony relationships (Uhlhaas and Singer, 2011) . As high-frequency oscillations are thought to contribute to fMRI BOLD signal amplitude (Niessing et al., 2005; Ojemann et al., 2013) , similar effects should be detectable using fMRI. Indeed, age-related improvements in working-memory execution are paralleled by age-related increases in fronto-parietal BOLD activation during workingmemory tasks though adolescence (Geier et al., 2009; Klingberg et al., 2002; O'Hare et al., 2008; Satterthwaite et al., 2013; Thomason et al., 2009) . Considering the role of mature inhibitory circuitry in generating high-frequency oscillatory activity and the contribution of high-frequency oscillatory activity to BOLD signal amplitude described above, it is possible that these developmental increases in BOLD activation are, to some extent, reflecting local inhibitory neural development. However, the relationship is likely to be more complicated. For example, other studies of the development of BOLD activation in PFC during response inhibition and working memory find greater BOLD response in childhood during correct trials that decreases into adulthood (though overall performance is lower in childhood) (Ordaz et al., 2013; Simmonds et al., 2017) . One possible explanation that has been put forth is that greater activation in PFC during cognitive control reflects greater effort akin to evidence of greater BOLD activation in PFC in adults with increasing cognitive load (Braver et al., 1997) . Considering these findings, it may be possible that the CP maturation of PFC circuitry results in more effective and energy efficient computation and thus developmental reductions in BOLD in some contexts. It is likely that the differing findings from developmental fMRI studies are a result of interactions between developmental effects occurring between individuals (e.g. the maturation of inhibitory circuitry) and cognitive load effects occurring within individuals (e.g. changing task difficulty and required effort). Future work is needed to determine the precise relationship between the maturation of inhibitory circuitry at the micro scale and the development of PFC BOLD activation at the macro scale under different levels of cognitive demand (and to determine if this relationship is constant across development).
Network development
Many of the functional outcomes of adolescent CP development relate to enhanced neuronal communication and thus have important implications for network development-a topic that has received a lot of attention recently. The development of inhibitory circuits in association cortices leads to improvements in neuronal synchrony and oscillatory activity, which are thought to improve the SNR of long-range communication. Neuronal communication is further supported by the development of the DA system (Steullet et al., 2014) and its influence on PFC inhibitory interneurons and pyramidal cells (O'Donnell, 2010) . Additionally, evidence from rodent models indicates that during adolescence there is an up-regulation of stimulus evoked NMDA transmission onto PFC layer 5 pyramidal cells and an increase in DA-induced excitatory response on these cells , which may have particular significance for neuronal communication considering that layer 5 is the primary output layer of PFC with layer 5 pyramidal cells sending axonal projections to distant brain areas. At the same time, the developmental formation of myelin should increase the speed and fidelity of long-distance neuronal signaling (Yakovlev et al., 1967) . Together, as these changes develop throughout adolescence, the efficacy and SNR of large-scale network connectivity and computation should also increase. Supporting this notion, fMRI and MEG studies show a strengthening of PFC connectivity to other cognitive controlrelated brain regions that, in turn, supports mature cognitive control (Hwang et al., 2016 (Hwang et al., , 2010 , and recent resting-state fMRI studies indicate that cingulo-opercular/salience networks, which support sustained cognitive control, show developmental increases in their integration with other brain networks, supporting improvements in executive function .
Role of critical period mechanisms in developmental psychopathology
Adolescence is the developmental period of onset for numerous psychiatric disorders that are characterized by deficits in higher-order cognition, including substance abuse, schizophrenia, depression, and anxiety disorders (Paus et al., 2008) . Though treatments are available and recovery is possible, these disorders typically persist throughout the lifespan (Davydov et al., 2010; Demyttenaere et al., 2004; Jääskeläinen et al., 2013) . This suggests that while cognitive functions are normatively refined during adolescence, the enhanced plasticity of cortical circuits at this time may also present a vulnerability to abnormal neurodevelopment with long-lasting and potentially serious consequences. Considering the exceptionally strong interaction between experience and neurobiology that shapes circuit plasticity and influences behavior during CP development, perturbations to either normal experience or neurobiology may manifest long-term abnormal outcomes. In the first circumstance, the neurobiological CP mechanisms unfolding are normal, but plasticity unfolds in response to an abnormal environment (e.g. stressful, impoverished), resulting abnormal function in adulthood. This process may still be adaptive when considered in context; i.e. prefrontal circuitry and behavior may be abnormal in relation to normative developmental trajectories but nevertheless optimized for the abnormal environment of an individual. In the second circumstance, experience may be normal but interactions with abnormal neurobiology-perhaps caused by genetic factors, disease, injury, or earlier developmental abnormalities-lead to abnormal CP plasticity and thus abnormal circuit function and behavior. In either case, perturbations should lead to long-lasting, largely irreversible outcomes that would not occur if the same perturbations were experienced later in life.
In the following sections, we discuss prominent examples of the way in which abnormal experience, focusing on stress and social isolation, and abnormal neurobiology, focusing on schizophrenia, impact the neurodevelopment of PFC during adolescence and have long-term neurocognitive consequences that persist in adulthood.
Abnormal experience leads to abnormal outcomes during adolescence
Abnormal amounts of stress during the transition to adolescence can affect CP development of the PFC, resulting in abnormal outcomes. Chronic or abnormally high levels of stress hormones have particularly strong effects on the plasticity of prefrontal cortical circuitry and PFC dependent functions like working memory and flexibility (Cerqueira et al., 2007a (Cerqueira et al., , 2007b . Given the developmental mechanisms at play in adolescent PFC, and evidence of increased hormonal stress response in adolescence (Klein and Romeo, 2013) , stressful experience has a particularly strong influence at this time (McEwen and Morrison, 2013) . For example, rodent models show that chronic stress in the form of 6 h periods of restraint daily from PD 20-41 (approximately late childhood and early adolescence) resulted in pyramidal cell atrophy in prelimbic PFC and was associated with the emergence of depressive-like symptoms (Eiland et al., 2012) . Similarly, five days of intruder-induced stress in rodents was found to produce specific deficits in a mPFC-dependent strategy shifting task when experienced in late adolescence (PD 42-46), but not early adolescence or adulthood (PD 70-74) (Snyder et al., 2014) . In humans, early adolescent reports of psychological distress are associated with future impairments in self-control, a behavior associated with PFC function (Duckworth et al., 2012) and have been suggested to influence vulnerability to schizophrenia (Gomes and Grace, 2017) through effects on DA processing (Belujon and Grace, 2015) . Further, when abuse occurs during adolescence (ages 14-16) it impacts the development of frontal cortex gray matter volume, whereas abuse suffered in childhood impacts the development of hippocampal, but not frontal, gray matter volume . Of particular relevance to our CP hypothesis, stress-related effects on brain development and cognition may be, at least in part, mediated by two central CP facilitators: PV maturation and BDNF. Rodent studies that are able to manipulate early life stress, including during prenatal and/ or adolescent periods, provide evidence that early life stress impacts the development of PV interneurons in PFC, leading to reduced PV expression in adolescence and increased expression in adulthood (Brenhouse and Andersen, 2011; Ganguly et al., 2015; Wieck et al., 2013) . Sex may moderate the influence of stress on PV maturation such that females have an earlier and more pronounced effect that relates to disruptions in social and emotional behavior Shepard et al., 2016) .Similarly, BDNF and other genes involved in BDNF LTP (Coppens et al., 2011) are impacted by early life stress in frontal cortex, generally in the form of precocious increases during adolescence followed by prolonged decreases in adulthood relative to control animals (Bath et al., 2013; Callaghan et al., 2013; Luoni et al., 2014; Roceri et al., 2004; Xu et al., 2016) . This effect may be more pronounced in males than females (Hill et al., 2014) and has been associated with impairments in cognitive flexibility (Xu et al., 2016) .
Increased social autonomy allows adolescents to encounter novel experiences that shape the development of PFC. Conversely, social isolation has been shown to disproportionately affect PFC development when experienced during pre-and peri-adolescent development. In rats, post-weaning social isolation has been found to lead to reductions in dendritic complexity , D2R labeling (Fitzgerald et al., 2013) , and myelin thickness and MAG (see section 1.2.2 for discussion of the role of myelin and MAG as CP braking factors) (Makinodan et al., 2012) in the mPFC that persist throughout adulthood . Isolation also leads to increases in BDNF expression in mPFC Kumari et al., 2016; Meng et al., 2011; Shao et al., 2013 ) that occur in parallel to cognitive impairment Shao et al., 2013) . When isolation is delayed to the onset of adolescence, dendritic density is reduced in adult mPFC but not hippocampus (Leussis et al., 2008) . Social isolation is also associated with abnormal rat mPFC function. Post-weaning isolation leads to abnormal responses of adult mPFC pyramidal cells to VTA stimulation (Peters and O'Donnell, 2005) and DA agonists (Baarendse et al., 2013) as well as decreased behavioral sensitivity to enhanced DA transmission (Baarendse et al., 2013) , indicating an abnormal impact of mesocortical DA circuitry on PFC function. These functional and neuroanatomical abnormalities were also associated with impairments of PFC-dependent behaviors like impulse control and decision making that persisted after re-socialization in adulthood (Baarendse et al., 2013) . Together, these findings highlight how experience, such as lack of social interaction, during adolescence can influence the structure and function of PFC circuitry, leading to disruptions in higher-order cognitive abilities-suggestive of CP development.
Abnormal neurobiology leads to abnormal outcomes during adolescence
A prominent example of abnormal neurobiology contributing to abnormal CP development is schizophrenia. Schizophrenia is a developmental disorder that emerges during adolescence and young adulthood and is strongly associated with life-long impairments in cognitive ability (e.g. (Rapoport et al., 2012) ). Though schizophrenia has a lower incidence rate than other types of psychopathology that emerge during adolescence (e.g. mood disorders and anxiety) and is likely not the only psychiatric disorder that can be linked to critical or sensitive period development (e.g. see Tucker et al., 2015) for a discussion of sensitive periods for stress and the development of depression), it serves as a particularly useful example because the underlying neurobiology has been extensively researched in both humans and animal models, and it has been associated with abnormalities in multiple facilitating factors (e.g. GABA and PV interneurons, NMDA function) and braking factors (e.g. PNN) that drive CP maturation (see for review of neurodevelopmental abnormalities in schizophrenia). We detail these factors and their neurodevelopmental consequences below.
First, dysfunction of cortical GABAergic inhibitory circuits leads to an increased E/I balance relative to healthy individuals and may be central to impaired cognition in schizophrenia (O'Donnell, 2012) . Individuals with schizophrenia have reduced GAD67, indicating reduced GABA synthesis, and reduced expression of PV mRNA in the human DLPFC relative to healthy controls (see (Lewis et al., 2005) for review). Second, correspondingly, schizophrenia is also associated with abnormalities in GABA receptor concentration. Patients show relative reductions in the GABA A α1R subtype, which have faster and greater GABA sensitivity that is important for PV signaling (and CP development (Fagiolini et al., 2004) ), and increases in the slower GABA A α2R (e.g. (Beneyto et al., 2010) ). The combined reductions in synthesis, PV interneurons, and GABA A α1R have important functional consequences for cortical inhibitory circuits. Inhibitory dysfunction in schizophrenia has been extensively reviewed elsewhere (e.g. (Gonzalez-Burgos et al., 2010) ; to summarize, abnormal PV neurons and GABA A R lead to altered neural synchrony, reduced gamma band oscillatory activity in PFC, and impairments in working memory. Third, hypofunction of NMDA transmission has been implicated in schizophrenia, including decreased numbers of NR1 and increased NR3A receptors in the DLPFC relative to healthy controls . Fourth, individuals with schizophrenia show decreased prefrontal DRD1 and elevated DRD2 binding (Hess et al., 1987) . Interestingly the reduced ratio of D1/D2 receptors, reduced ratio of NR1/NR3A, reduced PV expression, reduced GA-BAAα1R/GABAA2R ratio reflect preadolescent levels, leading to the hypothesis that schizophrenia may represent a persistently immature cortical state . This view is supported by recent work that shows an important CP braking factor, PNN formation, is reduced in schizophrenia (Berretta et al., 2015; Enwright et al., 2016; Mauney et al., 2013) ,suggesting a lack of normative circuit stabilization. The possible developmentally immature state of PFC circuitry in schizophrenia, particularly the relative reduction in PNN, would predispose these circuits to perpetually elevated plasticity (Carulli et al., 2010) . Accordingly, schizophrenia has been associated with excessive gray matter thinning (Cannon et al., 2015) and pruning of synapses (Glantz and Lewis, 2000) in the PFC (Faludi and Mirnics, 2011) . These cellularlevel abnormalities then lead to abnormal and diminished intra-and inter-regional connectivity (for review see (Karlsgodt et al., 2008) ). In sum, schizophrenia is characterized by abnormalities in multiple facilitating factors (maturation of GABA and NMDA systems) and braking factors (PNN formation) central to adolescent CP developmental processes, resulting in long-lasting deficits in brain function and cognitive ability.
Interrelations
Though we have highlighted how abnormal experience or neurobiology can individually influence adolescent CP development, it is important to underscore that experience and neurobiology are interrelated across all stages of development. The hierarchical nature of CPs throughout the brain predicts that abnormal experience at early stages of development, leading to abnormal development of earlier-developing brain regions, could have a cascading influence on the development of higher-order brain areas as a result of abnormal inputs shaping CP plasticity and specialization. That is, perturbations to sensory systems undermining sensory perception in early development could affect the quality of the information driving CP of downstream cortical areas that integrate sensory inputs, like PFC, and impact later cognitive development (LeBlanc and Fagiolini, 2011) . Additionally, pre-adolescent differences in brain function may also predispose individuals to seek out different environments during adolescence. This process would be akin to an active gene-environment correlation (Dick, 2011) . Such early developing abnormalities may impair adolescent CP development as a result of abnormal sensory systems providing abnormal inputs to PFC, but it may also lead individuals to seek out abnormal or impoverished social experiences during adolescence, further exacerbating abnormal development and impaired adulthood outcomes. Importantly, the adolescent CP could also afford an important window of opportunity to restructure and establish compensatory mechanisms to overcome predispositions to abnormal development. The notion of resilience has garnered much attention as some individuals are able to suppress neurobiological and environmental adversity (Rutter, 2013, p. 201) . For example, not all psychotic episodes, which predominantly emerge during adolescence, result in schizophrenia. Similarly, many individuals with childhood ADHD do not continue to express symptoms in adulthood, suggesting a process of recovery or compensation occurring during adolescence.
Conclusion
Understanding the mechanisms that drive neurobiological plasticity during adolescence is critical for advancing the understanding of typical and atypical adolescent development and psychopathology. Here, we have presented compelling evidence that the characteristics of cellular and circuit-level cortical development jointly reflect CP mechanisms of neurobiological development in PFC and other association cortices during the adolescent period. These CP mechanisms inform the nature of refinements in higher-order cognitive ability during adolescence and provide important context for the interpretation of human structural and functional neuroimaging findings. Importantly, adolescent CP development is strongly affected by experience, which can inform the way in which environment can not only lead to vulnerability to disorders but also provide an opportunity to alter developmental trajectories. Though neurobiological and genetic vulnerabilities or adverse experiences, such as in trauma, can set forth an abnormal developmental trajectory, the adaptive nature of CP plasticity also makes adolescence a time when informed interventions could positively affect or correct outcomes in adulthood. As such, understanding adolescence as a CP for the development of association cortices supporting higherorder cognitive abilities can not only provide a mechanistic framework for understanding why adolescence is the developmental period of emergence of many psychiatric disorders but also potentially provide an important window for intervention. Interestingly, from a societal perspective, it has been noted that in western societies markers of independence (e.g., starting a career, financial independence, starting a family) have been delayed into the twenties (Committee on Improving the Health, Safety, and Well-Being of Young Adults et al., 2015) , suggesting a prolonged period of adolescence (sometimes referred to as emerging adulthood (Arnett, 2000) ). While its impact is debated, this may be a societally adaptive process that functions to prolong and facilitate CP development, creating a larger window for refinement and specialization as well as a larger window for intervention to impact adult trajectories.
While the available evidence presented here is compelling there is a need for further research to continue to test these hypotheses. Many of the studies reviewed here rely on animal models of development. Though it is often difficult to collect specific and targeted evidence of molecular and circuit-level neurobiology in-vivo in humans, it is important for future work to continue to investigate these mechanisms and their correlates in humans. Techniques such as PET imaging and MR spectroscopy that provide gross information about specific neurotransmitter concentrations and receptor densities or techniques like pharmacological interventions or transcranial magnetic stimulation (TMS) that impact excitatory or inhibitory brain function either locally or globally may be particularly useful in this regard. Multimodal approaches that combine these techniques with others like EEG, MEG, and fMRI that can measure functional dynamics across different timescales can provide insights that span across levels of analysis. Further work should also seek to further elucidate the triggers that open the CP window during adolescence such as contributions from pubertal processes that define the adolescent period (Piekarski et al., 2017b) . Investigating possible interactions between gonadal hormones, mesocortical DA, and other neurotransmitter systems such as GABA may be particularly informative (Piekarski et al., 2017a) .
