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ABSTRACT 
Quality of Service Assessment and Analysis of Wireless 
Multimedia Networks
Recent years h ave witnessed a vast technological progress in the area o f  Quality of Service 
(QoS), mainly due to the emergence of multimedia networking and computing. QoS 
measurement and analysis have long been of interest to the networking research community. 
The major goals of this thesis are of two fold: Firstly, to investigate the effect of the QoS 
parameters on the overall QoS experienced by wireless networks. Secondly, to utilise the results 
in developing efficient mechanisms for intrusive and non-intrusive assessments of the 
performance of wireless ad hoc networks as well as the measurement of the available QoS for 
audio and videoconferencing applications over the IEEE 802.11 standard.
To evaluate the network performance and the overall QoS of multimedia applications, new 
fuzzy logic and distance measure assessment approaches were developed taking into account the 
QoS parameters requirements of each application. The developed approaches essentially include 
measuring the main QoS parameters (delay, jitter and packet loss) and use them as input to the 
measurement systems, which combine them and produce an output that represents the 
instantaneous QoS. The devised approaches showed how the QoS can be measured without a 
need for complicated analytical mathematical models.
In this study, several techniques were devised for estimating QoS. Firstly, a probe-based 
assessment method (active technique) was developed. In this method, special artificial 
monitoring packets were injected into the network. The overall QoS and its parameters were 
estimated by collecting statistics from these packets. It was possible to make reasonable 
inferences about the delay, throughput, packet losses and the overall average QoS using 
different probe rates. This technique showed some limitations for measuring the jitter. In 
addition, the rate of the monitoring packets played an essential role in the precision, level of 
resolution of estimated results and negatively impacted the network performance.
Secondly, to overcome some of the drawbacks of the probing-based method, a new assessment 
technique was, subsequently, devised based on passive monitoring standard sampling methods. 
Unlike the active technique, the new method has the advantage of not adding an extra load to 
the network. In addition, it is not like the typical passive methods, which require the transfer and 
calculations of the whole captured data. Generally, all sampling schemes provided satisfactory 
measures of the overall QoS and its parameters and produced very acceptable bias and Relative 
Standard Error (RSE) result. Systematic sampling provided the most accurate estimates 
compared to the stratified and random approaches. In addition, after sample fraction of 2%, the 
estimated overall QoS bias from the actual QoS became constant and equal to -0.5% and RSE 
was less than 0.005 using both fuzzy and distance assessment systems.
Thirdly, in order to overcome some negative aspects of inaccuracy and biasness caused by 
sampling techniques, a new scheme was proposed to correct these results to be closer to the 
actual traffic measurements. The new approach does not disturb the network performance (as in 
active methods), neither depends on the whole traffic (as in passive methods), nor bias the 
actual results (as in the standard sampling technique). Similarly, systematic sampling showed 
the best performance. Sample fractions, using the systematic sampling, greater than 2% gave an 
overall estimated QoS identical to the actual QoS because the obtained relative error was nearly 
constant and approximately close to zero using both assessment systems.
The measured QoS can be used to optimise the received quality of the multimedia services 
along with the changing network conditions and to manage the utilisation of the network 
available resources especially for ad hoc networks. Overall, the findings of this study contribute 
to a method for drawing a realistic picture of the wireless multimedia networks QoS and provide 
a firm basis and useful insights on how to effectively design future QoS solutions.
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CHAPTER 1
Introduction
This chapter provides an introduction for the main topics and the work carried out in 
this study. This includes detailed objectives set, the motivation behind this research, 
main contributions and outlines the structure of the thesis. This chapter is organised as 
follows. Section 1.1 presents the thesis main aims and objectives. Section 1.2 outlines 
the motivations behind the study. Section 1.3 summarises the major contributions. And 
finally, Section 1.4 provides the outline and organisation of the thesis.
1.1 Aims and Objectives
The overall aim of this research is to analyse the Quality of Service (QoS) in wireless 
computer networks for multimedia transmission under various operating conditions. 
Several techniques are utilised so that the complex task of assessing and quantifying the 
QoS can be achieved effectively and efficiently. This study evaluates existing methods 
and devises new methods for measuring and quantifying the overall QoS of wireless 
networks transmitting multimedia applications. The study uses the IEEE 802.11 
protocol for performing and validating the proposed measurement mechanisms.
The objectives of this study are to:
(i) Investigate techniques, which enable the QoS performance of wireless networks 
for transmission of multimedia applications to be assessed and quantified.
(ii) Study the effects of operational conditions and resource availability for 
providing the required QoS.
(iii) Quantitatively evaluate and analyse the QoS performance of wireless networks 
for transmission of multimedia applications.
(iv) Investigate the possibility of the inferring QoS/performance for wireless 
networks transmitting multimedia applications.
-  1 -
(v) Explore how the findings of these methods can be used as a part of an efficient 
wireless ad hoc network QoS monitoring system.
1.2 Research Motivations
The transmission of multimedia over computer and communication networks has gained 
importance during the last few years. This is due to the fact that multimedia services are 
playing an important role in the human’s daily life. Service providers have a great 
challenge to  ensure they provide the required quality o f  multimedia applications and 
services.
Wireless networks are gaining widespread popularity as they allow communications to 
be set up without the constraints of physical wires. Wire-free transmission is viewed as 
an advantage since people want to move freely while they are communicating with each 
other. Applications of wireless ad hoc networks occur in situations such as emergency 
search-and-rescue operations, meetings or conventions in which users wish to quickly 
share information, and data acquisition operations in hostile terrain. In situations like 
battle fields or major disaster areas, ad hoc networks need to be deployed immediately 
without base stations or wired infrastructures. These networks are typically 
characterised by scarce resources (e.g. bandwidth, battery power, processing and storage 
limitations, etc.), lack of any established backbone infrastructure, high error rates, and a 
dynamic topology since each node is free to join or leave the network at any time 
(Dupcinov and Krco, 2002). A challenging but critical task that researchers tried to 
address over the past few years is the development of monitoring schemes that suit the 
characteristics of ad hoc networks. To grant QoS for such applications and to ensure 
that the supported QoS is sustained, it is necessary to include a process to monitor the 
performance and the QoS of these applications and to manage the available resources of 
the entire network.
Network management processes employ a variety of tools, applications, and devices to 
assist human network managers in monitoring and maintaining networks (Cisco, 2006) 
(Eikenes and Grostol, 2003). Since the early years of data communications, network 
performance assessment and measurement have played a key role in the continuous 
improvement and evolution of networking technologies. Therefore, the development in
the area of performance measurement is still a focus of ongoing intensive research 
activities.
The evolution of wireless networks and real time applications introduces new 
challenges in supporting predictable and reliable communication performance. These 
challenges are a consequence of the vastly increasing number of current and future 
multimedia products that find applications not only in wired networks but also in the 
wireless and mobile environment and hence require special attention. The quality of 
multimedia applications transmitted over wireless networks is governed by the QoS 
provided by the network. However, wireless networks operations are constrained by the 
limitations of the ffee-space channel (i.e. relatively low bandwidth, electromagnetic 
interference, fading, etc). In addition, QoS provided by these networks is dependent on 
many other factors s uch a s t he t ransmission p ower, b andwidth, form o f  d ata c oding, 
transmission rate control, and the route that data will follow to travel from source to 
destination. A major challenge in such networks, due to its critical characteristics and 
limitations, is how to measure or infer the quality of multimedia applications accurately 
and efficiently for QoS monitoring and/or control purposes. In addition, this needs to be 
done on a continuous basis to make sure that the strict technical and commercial QoS 
requirements (e.g. Service Level Agreements (SLA)) are met along the service delivery.
With greater demands on wireless communications and emergence of bandwidth­
intensive multimedia applications, QoS provisioning in wireless multimedia network is 
becoming more and more important (Kwon, et al. 2003). This is because multimedia 
applications contain video, data and audio elements, which need to be received with an 
acceptable delay, jitter, distortion and synchronization. Any violation of these 
requirements or insufficient bandwidth means that the received applications become 
useless or of limited value. Mechanisms, which improve the networks ability to transfer 
the multimedia with a greater quality, are of particular importance in current and future 
research. QoS measurement is the term, used to include all these issues which must be 
taken/into account when wireless networks are used to transmit multimedia 
applications.
Wireless computer networks are evolving to provide services with diverse performance 
requirements. To provide QoS guarantees to these services and assure that the agreed 
QoS is sustained, it is not sufficient to just commit resources since QoS degradation is
often unavoidable (D'Antonio, et al., 2003). A degradation of the QoS will be due to any 
weakening or fault in the behaviour of any network element. Hence, the QoS 
measurement and monitoring are essential for tracing the ongoing QoS, comparing the 
measured QoS against the required (expected), detecting possible QoS degradation, and 
then, based on the measured QoS, trying to tune the network resources accordingly to 
sustain the agreed QoS.
Generally, in any networking environment, there are two approaches to fulfil the QoS 
requirements, namely, over-provisioning and traffic engineering (Crawley, et al. 1998) 
and (Nahrstedt and Chen, 1998). Over-provisioning simply considers enhancing the 
network capabilities (e.g. buffer sizes, media types or routers upgrade) based on 
continuous assessment and monitoring o f  the network and application’s QoS. Traffic 
engineering w orks b y u tilising r esources e fficiently and b y m aking t he n etwork Q oS 
aware (i.e. traffic classes, resource reservation, admission control, queuing mechanisms) 
relying on QoS measurement. Therefore, network performance monitoring is an 
absolute prerequisite for the QoS provision over a communications network because 
network managers can not manage and control their network unless they can monitor its 
performance (Tham, et al., 2000).
Consequently and in addition to the above, in order to better understand the network and 
the customer behaviours and to provide QoS to as many customers as possible, the state 
of the network should be always observed by obtaining measurement data from the 
network to accomplish the following tasks (Asgari, et al., 2003):
(i) Assist traffic engineering in making provisioning decisions for optimising the 
usage of network resources and take appropriate actions on setting up new 
routes, modifying existing routes, performing load balancing among routes, and 
re-routing traffic.
(ii) Assist traffic engineering in providing analysed traffic and performance 
information for long-term planning in order to optimise network usage and 
avoid undesirable conditions.
(iii) Verify whether the QoS/performance guarantees (negotiated between a 
customer and a service provider) committed in the SLA are being met.
As a result of the increased interest to control network and application performance, the 
importance of end-to-end measures, the lack of standardisation in the area of 
measurements and the fast pace of development, the focus of the research moved 
towards observing the network features, estimating and assessing the QoS measures, 
since they play an important role in any QoS architecture solution. The importance of 
QoS assessment is in its ability to greatly improve network utilisation and application 
performance by measuring the ongoing QoS and then to feedback of the resulting data 
to the service provider to ensure that the application QoS requirements have been met. 
Once these requirements are met, the service provider tries to keep this state over the 
whole service provision period by inspecting the application QoS regularly.
In this thesis, there are three issues o f  concem, namely QoS, wireless networks, and 
multimedia applications. The aim is to quantify, assess and analyse the QoS parameters 
and the overall QoS of wireless computer networks for multimedia transmission under 
varying operating conditions. Based on this analysis and quantification, the possibility 
of estimating the QoS for wireless networks, while transmitting multimedia, will be 
explored. Wireless network link stability and its resource availability change over time 
depending on many factors like number of users, mobility, etc. Therefore, the measured 
QoS is an indication of network behaviour because it reflects the resources availability 
that are shared among the competing traffic in the network.
In this thesis, a research plan consisting two major areas of work have been identified. 
The first area is to propose novel, intrusive and non-intrusive approaches to assess and 
analyse the overall QoS provided by the network in order to reduce or e liminate the 
disadvantages of current network monitoring approaches.
The second area is to develop novel alternative methods to the current performance 
monitoring methods to overcome their limitations for observing network conditions 
such as jitter, loss, delay, throughput and to allow new techniques to estimate the overall 
QoS. These methods determine the current status of network in a non-invasive manner, 
using analysis of injected traffic (as in active methods) and existing traffic (as in passive 
methods) using sampling techniques. It will be shown that, even the current active 
measurements are doing well in investigating and describing the wired network 
characteristics, the complexity of the wireless networks is likely to make them costly in 
terms of network resources.
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This study seeks to address the relationships between received application quality and 
IP network impairments (e.g. packet loss, jitter and delay) and then looks at how the 
quality should be measured efficiently for multimedia applications transmitted over 
wireless networks. QoS measurement and monitoring are very useful in handling the 
challenge of unpredictable and variable QoS parameters over the wireless channel and 
preventing severe degradation in the applications performance. Determining the 
application QoS requirements allows the user's perceived quality for that application to 
be inferred based on the corresponding measured QoS parameters.
1.3 Contributions
This research has led to the development of efficient QoS assessment and monitoring 
systems for m easuring the Q oS o f  multimedia applications. The c ontributions o f  this 
thesis are summarised as follows:
(i) Development of a new fuzzy logic-based QoS measurement system to assess 
the QoS/performance of multimedia applications transmitted over wireless ad 
hoc networks.
(ii) Development of a new QoS assessment system using the concept of Euclidean 
and Minkowski distance theorems to evaluate the QoS/performance of 
multimedia applications transmitted over wireless ad hoc networks.
(iii) Development of techniques to monitor the performance of ad hoc networks in 
terms of satisfying the QoS requirements of multimedia applications based on 
combined active-passive measurement methods.
(iv) Development of a simple pure passive monitoring mechanism based on 
sampling t echniques was d evised to o  vercome so me o f  t he d rawbacks o f  t he 
combined active-passive monitoring method.
(v) Development of an estimation model for correcting the outcomes of the 
proposed passive sampling monitoring approach to be closer to the actual 
results.
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1.4 Thesis Outline
This thesis is structured as follows. In addition to this chapter, there are eight other 
chapters. Chapter 2 provides the theoretical background behind this thesis which, 
comprises of: the QoS definition and aspects, the wireless networks revision and a 
description of the mechanisms and techniques used. Chapter 3 reviews the QoS 
assessment and measurement methods which have been classified in to two categories 
“subjective/objective” and “passive/active” techniques. This chapter includes a 
discussion of the advantages and disadvantages of each method and some examples of 
the measurement tools implemented based on these techniques. Chapter 4 presents 
research assumptions and approaches followed throughout this thesis, which involves 
explanation of the simulation model and the network scenarios, protocols and 
topologies used in this research. In Chapter 5, two new QoS assessment and 
measurement approaches are discussed and tested through extensive simulation 
experiments. Chapters 6, 7 and 8 include three different new estimation mechanisms of 
the overall QoS. Chapter 6 evaluates the combined active-passive estimation approach. 
Chapter 7 examines the suitability of the standard sampling methods for inferring the 
overall QoS. Additionally, Chapter 8 provides the results of another QoS estimation 
system based on corrected passive samples. Finally, Chapter 9 concludes this thesis and 
highlights future research directions and plans.
CHAPTER
Theory and Background
2.1 Introduction
The purpose of this chapter is to provide the information and background related to the 
main issues of this thesis. These issues are summarised in four major sections. The first 
section provides an overview about the QoS aspects and multimedia applications. The 
second section presents a brief discussion about the wireless networks. The third section 
describes the fuzzy logic theory and operation. Finally, the fourth section gives some 
details about the Euclidean and Minkowski distance theorems.
2.2 Quality of Service Overview
The notion of QoS has become a very dominant and a widely recognised term in many 
aspects of our daily life, since several network applications (real and non-real time) 
have started to spread on a large scale. QoS is one of the greatest challenges in 
networking systems, wired (i.e., the Internet) and wireless, because the aim is to provide 
guaranteed services for telecommunication networks. Therefore, QoS has been one o f 
the principal topics of research and development for many years (Tanenbaum, 2003), 
(Ferguson and Huston, 1998).
2.2.1 Defining Quality of Service
In the field of telecommunications, a “service” is defined as the ability of a network to 
transmit dedicated information (Galetzka, 2004). There is a close association between a 
service, the service provider and the network. These three terms are merged with each 
other through the QoS concept. QoS concept is now standardised by the International 
Telecommunication Union (ITU) (ITU, 1994) (ITU, 2001a) (ITU, 2001b). QoS refers to 
a broad collection of networking techniques where the goal is to provide guarantees on 
the ability of the network to deliver expected services for an application in presence of 
network resources sharing with different applications. QoS offers the ability to be 
classified qualitatively (e.g. Class of Service (CoS)) or quantitatively (e.g. delay, 
throughput...etc). Qualitative QoS definitions relate the treatment received by a class of
packets to some other class of packets, while quantitative definitions provide metrics 
such as delay or loss, either as bounds or as statistical indications (Zhao, et al., 2000). 
So, it is the capability of the network to support service to selected network traffics over 
various technologies including Ethernet, wireless networks, Asynchronous Transfer 
Mode (ATM),... etc (Agarwal, 2000). The other definitions for QoS are:
• "QoS is the collective effect o f service performance which determines the 
degree of satisfaction of a user of the service" (ITU, 1994).
• "QoS is a collection o f  technologies, which allow network-aware applications 
to request and receive predictable service levels in terms of data throughput 
capacity (bandwidth), latency variations (jitter) or propagation latency (delay)" 
(Saliba, et al., 2005).
• "QoS represents the set of those quantitative and qualitative characteristics of a 
distributed multimedia system necessary to achieve the required functionality of 
an application" (Caprihan, et al., 1997).
• "QoS in ATM is defined as a collection of rate, latency, jitter, loss ratio, and 
error ratio" (Maggie and Matchman, 2000).
• "QoS is a concept by which applications may indicate their specific 
requirements to the network, before they actually start transmitting information 
data" (Fluckiger, 1995).
• QoS is an answer to the question: "How well does a particular service perform 
relative to expectations" (Hardy, 2002).
Different viewing angles on QoS which can be summarised as follows (Raisanen, 
2003):
• QoS requirements of a customer which include a statement of the quality level 
required by the applications of users of a service which may be expressed non- 
technically.
• QoS offered or planned by provider is a statement of the quality level which the 
service provider expected to deliver to the customer.
• QoS delivered or achieved by provider is a statement of the level of the actual 
quality achieved and delivered to customer.
• QoS perceived by customers is a statement expressing the quality level that they 
have experienced.
Therefore, QoS is a very important concept of many application domains, but especially 
for multimedia applications like audio, video, teleconferencing, etc. In  this study, we 
define the QoS as the amalgamation and mapping of the main QoS parameters (delay, 
jitter, packet loss ratio and throughput) to obtain single representative measure of the 
quality achieved by a multimedia application transmitted over a computer network.
2.2.2 Issues behind QoS Assessment and Monitoring
The importance of QoS stems from the recent growth of the need of real and non-real 
time multimedia applications as well as the higher demand for the quality of these 
applications. Since communication networks have become a very essential part of our 
life, many efforts were made towards improving their performance. These are to achieve 
more and more customer satisfaction which lead to strong loyalty and therefore, to more 
profit for the service providers and to achieve global efficiency in resource utilisation 
(Alkahtani, et al., 2003). Multimedia applications QoS can be guarantied by expanding 
the bandwidth, but this is not always possible, costly and can not remedy the root 
problem. Consequently, managing and controlling the available network resources are 
the points to deal with to solve this problem. These can be achieved only by measuring 
and monitoring the network/application QoS. One of the main motivations behind 
deployment of the QoS is the increasing multimedia application requirements with 
limited resources and limited QoS support in IP networks (Braun, 2004). Therefore, 
QoS assessment is an essential element for satisfying different services requirements for 
number of applications that are sharing the same infrastructure (Jiang, 2003).
Individuals interested in the process and the result of the QoS monitoring and
assessment are end-users, network manager and operators, service providers, vendors,
and researchers. End-users need to perform and collect QoS measurements to make sure
that the received services meet the agreed levels between them and the service providers
(i.e. SLA). In addition these measurements are important for the network managers to
diagnose network problems and failures, optimise the network performance, and ensure
that the offered services to service providers and end-users satisfy the SLAs. Service
providers depend on other parts (e.g. network provider) to grant network services to
their customers. Therefore, it is essential for the service provider that the SLAs with
other parts are satisfied and the services delivered meet the QoS requirements of their
customers. Moreover, QoS measurements play an important role as inputs to the
research communities to enhance the understanding of the network behaviours and
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problems which will lead to develop better solutions and build models for analysis and 
simulations.
Intelligent management, monitoring and control of the use of network resources within 
the network infrastructure are needed to meet the required QoS that will allow for these 
resources to be shared efficiently. In addition, QoS monitoring and assessment provide 
tools for the network managers to deliver mission critical business with an appropriate 
level of quality over public network (wired and wireless). Moreover, continuous QoS 
assessment allows keeping track of the network health status. However, using our QoS 
definition, will easily allow the manager to control and manage the overall QoS of the 
multimedia application. This is due to the fact that the manager will deal with one 
metric which is the overall QoS rather than the multiple QoS parameters as it will be 
discussed in the coming chapters.
QoS provision is a technique that generally consists of: a measure of
network/application QoS state and a way to observe it and a heuristic that uses the 
information to deliver a QoS objective (Stineand and Veciana, 2004). Hence, to provide 
or guarantee QoS, it should be monitored firstly. For networks and especially in 
wireless ad hoc QoS provision is not an easy issue. Therefore, many approaches have 
been proposed. These approaches include call admission protocols that first assess 
whether a flow should be admitted into the network based on its QoS status (Chiang and 
Carlsson, 2001), (Dong, et al., 2003), routing protocols that attempt to control the flow 
of traffic through sections in the network that can best afford it with acceptable QoS 
(Xue and Ganz, 2003), (Curado and Monteiro, 2001), queuing schemes implemented at 
nodes (Kanodia, et al., 2002), medium access schemes which give access priorities to 
some applications to and reserve the Radio Frequency (RF) media (Sheu, et al., 2004), 
(Holland, et al., 2001). All of these schemes must perform QoS assessment before and 
after applying the proposed approach to enhance the application/network performance.
In addition to the above, in wireless networks, QoS measurement and monitoring play 
an important role in supplying a high QoS and in ensuring that the desired QoS 
properties are attained and sustained. To achieve that, the wireless channel must be kept 
away from reaching the congestion state. This is because loss and delay increase rapidly 
once this state is reached. To keep the utilisation below the congestion point is a 
difficult i ssue i n w ireless n etworks b ecause t he channel i s s hared b etween t he a ctive
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nodes. Therefore, each node needs to determine the network utilisation which can be 
inferred from the measured QoS. Once the available resources are determined, nodes 
can then adapt their data traffic rates to keep the channel from becoming congested.
2.2.3 Quality of Service Parameters
Different multimedia applications have different QoS requirements. The specific 
parameters which define QoS vary depending on the application and user requirements 
(Kasigwa, et al., 2004). It is very important to determine the correct set of accurate QoS 
parameters for the particular media being transported; otherwise QoS guarantees cannot 
be obtained (Cheong and Lai, 1999). QoS of transmitted application through a network 
is characterised, in a very general way, by four key network parameters (metrics): one­
way delay (Aimes, et al., 1999a), one-way jitter (delay variation) (Demichelis and 
Chimento, 2002), packet loss ratio (Aimes, et al., 1999b), and bandwidth. Together, 
these parameters determine the QoS the traffic requires (Alkahtani, et al., 2003). Our 
research will concentrate on audio and videoconferencing multimedia applications. In 
the following, general definitions of the main factors that can profoundly influence the 
QoS of these applications are explained:
(i) One-way delay
One of the primary QoS parameters for real-time multimedia communication is the one­
way delay (OWD). It may be defined as the amount of time taken to transmit a packet 
and to receive it at the destination. It is also defined as the elapsed time for data to be 
passed from the sender, through the network, to the receiver (Schmitt, et al., 2002). The 
majority of the real-time multimedia applications (audio and video flows) are delay 
sensitive because the information transmitted needs to be replayed at the receiver at 
real-time. A small average delay is acceptable but a more important delay quantity is the 
delay bound. The delay bound is the maximum delay experienced by any packet. This 
bound is variable and depends on the type of the application, for example, non­
interactive multimedia like Video on Demand (VoD) may allow a higher delay bound 
than an interactive one like the videoconferencing applications. It includes all possible 
delays caused by transmission delay, propagation delay, queuing delay and processing 
delay. Due to synchronization problems between the clocks of each client, the 
measurement of the one way delay is a non-trivial task. For exact measurements, it is 
required that both clocks are highly synchronized. The delay parameter may be 
calculated as (Wang, et al., 2000):
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A  =r, - s , (2 .1)
where A  is the delay (in seconds) of the ith packet arrived and r, and are arriving and 
sending timestamps of the ith packet. And the average end-to-end delay can be 
calculated as:
Average delay = — ^  A (2.2)
where A  is the packet delay from equation (2.1) and n is number of successfully 
received packets.
(ii) One-way jitter (Delay variation)1
delay variation, also referred to as the jitter (Demichelis and Chimento, 2002). 
Therefore, jitter is defined as the difference between the delays of two consecutive 
packets; therefore, it requires the measurement of one-way delay. The variation in the 
inter-packet arrival times leads to gaps between two consecutive packets (Agarwal,
2000). This may be caused by the variable transmission delay over the network, 
variations in queue length or variation of processing time of every received packet. 
Delay variation has a significant influence on real-time or delay sensitive multimedia 
applications. The influence of jitter is less for audio than for video in which it causes 
observable effects on video play and leads to a stuttering with pops and clicks (Schmitt, 
et al., 2002). Methods to remove this variation require collecting packets in buffers and 
holding them for an appropriate period. This will allow the slowest packets to arrive in 
time to be played in a correct sequence. This, however, increases the delay for each 
packet transiting the network. Jitter can be calculated as (Wang, et al., 2000):
where Jt is the jitter (absolute values in second) of the ith packet, A  and Aw are the 
delays of two consecutive packets computed from equation (2.3). Also, average jitter for 
traffic flow can be calculated by:
The variation of the inter-arrival time of packets at the receiving site is known as the
(2.3)
Average jitter = —V  n m
(2.4)
1 Jitter and delay variation will be used interchangeably throughout this thesis.
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Ji is the packet jitter from equation (2.1) and n is number of successfully received 
packets.
(iii) Packet loss ratio
This may be defined as the percentage of packets discarded by the node or the router. It 
includes packet losses and out of order packets. Packet losses are due to error 
introduced by the physical transmission medium or due to congestion periods. But in 
the wireless, it is due to link errors between the two endpoints like interference, link 
failure, handoffs...etc, or due to collisions between packets or due to buffer overflow. 
This will directly affect the application quality at the receiver. The degree of 
degradation depends upon the type of application (Flup, 1999). In order to measure the 
packet loss ratio, a packet stream which includes sequence numbers is required. The 
percentage packet losses can be calculated as (Wang, et al., 2000):
( ') '!> ,( '))> <  100 (2.5)
where Lt is the loss ratio (in %) during the ith interval and YAift) and Yfiift) 316 the total 
number of received and transmitted packets with the ith interval, respectively.
(iv) Throughput
This parameter offers the rate at which the traffic can flow through the network. 
Therefore, it is a measure of the capability of that network to transmit an application. It 
may be defined as the maximum data transfer rate that can be sustained between two 
endpoints for an application's traffic to be carried by the network. Bandwidth of the 
channel is the parameter which affects the amount of throughput given to a specific 
traffic. The average throughput may be calculated as the amount of data received by the 
destination divided by the measured time (Wang, et al., 2000):
(2.6)
where 7) is the throughput (bits/s or bps) during the ith interval, YfiO) is the total bits of 
all received packets within the ith interval, and tj is the time duration of the ith interval.
2.2.4 Multimedia Applications and their QoS Requirements
Multimedia applications incorporate various media such as, voice, video and data 
information. Multimedia may be defined in several ways. Marshall (2003) gives two 
definitions. These are:
• Multimedia means that computer information can be represented through audio, 
video, and animation in addition to traditional media (i.e., text, graphics 
drawings, and images).
• Multimedia is the field concerned with computer-controlled integration of text, 
graphics, drawings, still and moving images (video), animation, audio, and any 
other media in which every type o f information can be represented, stored, 
transmitted and processed digitally.
In order to analyse the QoS of a particular application, the main QoS parameters have to 
be defined and explained. For example, real-time multimedia applications depend 
predominantly on delay, jitter and packet loss parameters of a transmission. Above all, 
the one-way delay is important in multimedia environments. Streaming video and audio 
transmissions need a low variation of delay (jitter), and nearly each application depends 
on a low packet loss ratio. Table 2.1 shows some o f the common multimedia 
applications and their QoS parameter’s requirements (Alkahtani, et al., 2003). Figure 
2.1, also, illustrates the relative requirements of some multimedia applications with 
regard to error and delay requirements (Converdale, 2003).
Table 2.1: Some multimedia applications and the sensitivity of their QoS requirements.
Applications SensitivityLoss Delay Jitter Bandwidth
Data
Traffic
E-mail High Low Low Low
Confidential e-mail High Low Low Low
File transfer High Low Low Low, Medium, High
Money transactions High Low Low Low
Real-
Time
traffic
Audio on demand Low Low High Medium
Video on demand Low Low High High
Telephony Low Low High High
V ideoconferencing Low H i g h High High
Confidential
Videoconferencing Low High High High
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Error
tolerant
Error
intolerant
QoS monitoring and measurement allow the network administrator to use the existing 
resources efficiently and to guarantee that critical applications receive high service 
quality without having to expand their networks. To achieve maximum utilisation o f the 
network resources, several network QoS classes to carry traffic which have broadly 
similar QoS requirements have been proposed. Table 2.2 gives the ITU 
recommendations o f these classes (Converdale, 2003).
Table 2.2: ITU QoS classes.
QoS Classes
Network
Performance
Parameter
Class 0 Class 1 Class 2 Class 3 Class 4 Class 5
Transfer Delay 
[msec] 100 400 100 400 1000 Unspecified
Delay Variation 
[msec] 50 50 Unspecified Unspecified
Packet Loss 
ratio [%] 1*10'3 Unspecified
Packet Error 
Ratio 1*10'4 Unspecified
2.2.5 Service Levels of QoS
As discussed earlier, every QoS parameter may be represented by a range o f values 
expressing maximum, average and minimum requirements. Service level is the actual 
QoS capability o f a network to deliver service required by a specific application. QoS 
can provide three basic levels o f agreements, which a user may request from end-to-end:
Conversational 
voice and video Vo ce  m essag  ng
Stream ng aud o 
and v deo Fax
Telnet, 
interactive gam es
E-commerce, 
WWW browsing. FTP still image, 
paging
E-nai a r  va 
notification
Conversational Interactive Streaming Background
(delay « 1  sec ) (delay approx 1 se c ) (delay <10 se c ) (delay >10 se c )
Figure 2.1: Application qualitative QoS requirements.
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best effort, compulsory (differentiated), and guaranteed (Shah, 2001) (Schmitt, et al., 
2002).
(i) Best effort service: also known as lack of QoS with no priority or guarantees. 
Example of this type is the service provided by the Internet to the application 
transmission. That is because the network accepts all requests for service and tries to 
deliver the data packets with no admission or flow control by hosts. In addition, when 
the router buffers become full, all connections through that router suffer packets loss or 
queuing delay.
(ii) Compulsory (Differentiated) service: this service treats some traffic better than the 
others with no hard or soft guarantee. Differentiated services are associated with a 
course level of packet classification. This means that the traffic gets grouped or 
aggregated into a small number of classes with each class receiving a particular QoS in 
the network.
(iii) Guaranteed service (Integrated Service (IS)): it is based on a reservation of network 
resources for a specific application. This involves reservation of bandwidth and buffer 
space along with suitable queuing algorithms to insure that a specific application gets a 
specific service level. This is achieved by allowing sources to communicate their QoS 
requirements to router and destinations on the data path by means of a signalling 
protocol such as Resource Reservation Protocol (RSVP) (Nikaein and Bonnet, 2002). 
Therefore, it provides per-flow end-to-end QoS guarantees. This type of service is 
applicable, for example, to voice and video applications because they are delay sensitive 
traffics. So, a guaranteed service level is intended for applications requiring a fixed 
delay bounds. A graphical representation of these levels is shown in Figure 2.2.
To make multimedia data transmission efficient and to offer a good user-perceived QoS, 
the multimedia applications must adapt to network changing conditions like losses, 
bandwidth abrupt changes and delay variations. Therefore, these applications must take 
advantage of QoS and network status information like packet losses, delay variations 
and available bandwidth.
QoS
Worst
Best
Best Effort
Guarantee bounded loss 
and delay
Guarantee low loss and 
small delay
Figure 2.2: Levels of QoS.
2.3 Wireless Networks
2.3.1 Introduction
Wireless communications have grown rapidly in the 20th century. In the 1970s, Pr. 
Norman Abrahamson wanted to radio-connect his university's computers located at 
different islands with a protocol called Aloha (Aad, 2002). The development of the 
Wireless Local Area Network (WLAN) started in 1991, and the first WLAN standard 
was created and adopted by IEEE, named as IEEE 802.11, in 1997. This new 
technology had a great success due to functions it provides: it complemented the widely 
deployed Ethernet with data rate up to 2 Mb/s. In 1999, this was followed by the 
completion of standards for 802.1 la  and 802.1 lb, and most recently, 802.1 lg  in 2003.
Nowadays, more wireless standards have been developed, data rates are becoming 
higher and services are becoming richer. IEEE wireless standard devices are making 
proliferation change in our daily life and information society. They provide numerous 
facilities to users where these devices can be used at the home, the office, the road, etc. 
Wireless devices have been become an essential feature of every day life in social, 
medical, industrial and military fields.
2.3.2 Radio Environment
Wireless communications differ from wired communications by the fact that the 
electromagnetic wave propagates in the free space instead of inside cables. Therefore, 
many issues emerge from this fact such as multipath, path loss attenuation, and noise
- 18-
and interference on the channel, making the radio channel a hostile medium in which 
behaviour is difficult to be predicted.
Wired communication media are usually protected against external noise sources. 
However, this protection does not exist in wireless communications due to radio 
transmissions by other stations using/interfering with the same frequency band. This 
will result in a wireless communications medium, which is much less deterministic and 
more erroneous than its wired counterpart. In wired networks, typical Bit Error Rates 
(BERs) are relatively very small, i.e. in order of 10'6 (Aad, 2002). In contrast, BERs in 
wireless channels are in the order of 10’3 and usually occurs in bursts.
2.3.3 Working Modes of Wireless Networks
An IEEE 802.11 WLAN generally consists of Basic Service Sets (BSSs) which are 
interconnected by Distributed System (DS) to form an Extended Service Set (ESS) 
(Anastasi and Lenzini, 2000). Each BSS consists of a group of wireless terminals 
(stations) and the area it covers is called Basic Service Area (BSA). A BSS can operate 
in two modes: an infrastructure-based mode in which an Access Point (AP) links the 
stations to the DS and infrastructureless-based or ad hoc mode which also may be called 
Independent BSS (IBSS).
A BSS that includes an AP within its stations can be connected to wired LAN as shown 
in Figure 2.3(a). All communications within a BSS go through the AP. If any two 
stations in that BSS want communicate with each other, frames are first sent to the AP 
then to the destination.
In contrast, any station in the ad hoc mode that is within the transmission range of any 
other can start communicating after a synchronisation phase (Chakrabarti and Mishra, 
2001). In ad hoc mode, no AP is needed, however, if  one of the IBSS stations has a 
connection to a wired network LAN, all stations that are in the receiving range of this 
station can gain a wireless access to the Internet. This structure is shown in Figure 
2.3(b).
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Figure 2.3: (a) Infrastructure wireless network and (b) Ad hoc network.
2.3.4 Wireless LAN
WLANs are an essential part of wireless communications. This is not only because they 
provide wireless connections to devices using the network directly but also because they 
provide means to carry data belonging to other networks. WLAN networks are based on 
standards, which are provided mostly by two big standardisation parties: the European 
Telecommunications Standards Institute (ETSI) and Institute o f Electrical and 
Electronics Engineering (IEEE) (Syrjala, 2003).
Table 2.3: Performance overview of IEEE & ETSI wireless LAN Standards.
Standard Frequency(GHz)
Physical 
speed [Mb/s] Range
IE E E 802.il 2.4 2 150 m
IEEE 802.11b 2.4 11 150 m
IEEE 802.11a 5 54 150 m
IEEE 802.l lg 2.4 54 150 m
ETSI HIPERLAN/1 5 23.5 150 m
ETSI HIPERLAN/2 5 54 30-200 m
ETSI
HIPERACCESS 40-43.5 25 < 5  Km
ETSI HIPERLINK 17 155 150 m
As the IEEE 802.11 standard is the first standard that has been developed by IEEE task 
group, it is currently the most successful WLAN standard (Hannikainen, et al., 2002). 
Because WLANs became more popular, new demands were placed on them. One o f 
these is higher bandwidth, especially when the network has several users. Due to this, 
faster WLANs solutions have been developed. The characteristics o f the WLAN 
standards are summarised in Table 2.3 (Syrjala, 2003).
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Our research will focus on the IEEE standards. IEEE 802.11 standard covers three types 
of physical layer and Medium Access Control (MAC) sub-layer.
2.3.4.1 The Physical Layer (PHY)
PHY layer is the lowest layer in the Open System Interface (OSI) model. It deals with 
the details involved in the actual radio transmission. This layer consists of Physical 
Layer Convergence Procedure sub-layer (PLCP) and Physical Medium Dependent sub­
layer (PMD). The PLCP sub-layer is responsible for controlling the frame exchange 
between the PHY layer and the Medium Access Control (MAC) layer. While the PMD 
sub-layer controls the carrier and the spread spectrum techniques used to transmit the 
data over the wireless media. The IEEE 802.11 radios operate in the 2.4 GHz Industrial 
Science Medical (ISM) range and use spread spectrum techniques to spread the radiated 
power over the allowed frequency spectrum. Spread spectrum has multiple access 
capability, protection against multi-path interference, privacy, and anti jamming 
capability (Aad, 2002). In IEEE 802.11 three physical layers were specified:
• Frequency Hopping Spread Spectrum (FHSS): before transmitting, 802.11 
modulates the signal by means of Frequency Shift Keying (FSK). In FHSS, 
the available frequency is divided into 1MHz wide, non-overlapping 
channels to give 75 or more channels (Lo and Ngai, 2004). The transmission 
of the signal is achieved across a group of frequency channels by hopping 
from one carrier frequency to another after a dwell time (Sweet, et al., 1999). 
The spreading code defines the frequency at which data bits are transmitted. 
Both sender and receiver should synchronously hop using the same 
frequency hop pattern in order to communicate.
• Direct Sequence Spread Spectrum (DSSS): DSSS generates a wide 
bandwidth signal and spread over the width of one channel. Each channel is 
22 MHz wide with 5 MHz separation between centre frequencies. Instead of 
sending raw data bits, DSSS correlates data with the code chips running at 
higher rate (Aad, 2002). The code used is an 11-chip known sequence called 
Barker code (Celebi, 2002). The resulting high rate stream is modulated 
using the base-band modulation techniques (Binary Phase Shift Keying 
(BPSK) or Quaternary Phase Shift Keying (QPSK)) and transmitted in free-
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space. At the receiver side, the reverse procedure is applied to retrieve the 
original data.
• Infra Red (IR): data bits are modulated using Pulse Position Modulation 
(PPM) and transmitted using near visible light (800-950 nanometre). Since 
infrared requires line-of-sight communications, it is not widely used.
2.3.4.2 The MAC Sub-layer
The MAC provides the following functionalities:
• Reliable data delivery over the wireless medium.
• A fair regulation of accessing the wireless channel using two different methods 
Distributed Coordination Function (DCF) and Point Coordination Function 
(PCF).
The MAC protocol is concerned with per-link communications and not end-to-end. 
IEEE 802.11 standards MAC protocol provides two modes of operation as mentioned 
before: DCF and PCF.
2.3.4.2.1 Distributed Coordination Function (DCF)
In DCF mode, each station gets an equal share of the channel through contention, i.e. a 
station contends for the channel use before each frame waiting for transmission. The 
basic scheme for DCF is based on the Carrier Sense Multiple Access (CSMA) 
(Landfeld, 1999), (Kleinrock and Tobagi, 1975) in which carrier sense means that the 
station will listen before it transmits, i.e., the station must sense the channel before 
trying to transmit their data. CSMA protocol has two types: Collision Detection 
(CSMA/CD) and Collision Avoidance (CSMA/CA). A collision can be caused by two 
or more stations using the same channel at the same time. It also can be caused by two 
or more hidden terminals transmitting simultaneously. Hidden terminals are terminals 
which cannot hear each other (Khurana, et al., 1998).
CSMA/CD is used in Ethernet wired networks to abort transmission when a node 
detects that the signal it is transmitting is different from the one on the channel due to 
collision. This does not exist in wireless communications because the station cannot 
listen to the channel while it is transmitting. This is because of the big difference 
between transmitted and received power levels. To deal with this problem, DCF
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employs two handshaking techniques for packet transmission. The default scheme is 
two-way handshaking technique called basic access mechanism. The other is optional 
Request to Send/Clear to Send (RTS/CTS) four-way handshaking mechanism used to 
combat the effect of collisions for data packets. These two mechanisms are shown in 
Figures 2.4 and 2.5, respectively.
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Figure 2.4: Basic access mechanism.
Using the basic mechanism, every station in the system that wishes to transmit data, 
waits for a DIFS (DCF Inter-frame Space) period o f time, this executes a random back­
off algorithm. If  at the expiration of the back-off timer, the medium is still idle, the 
source transmits data. If  the packet is successfully received by the destination, after a 
period of SIFS (Short Inter Frame Spacing), the destination sends an acknowledgement 
(ACK). Meanwhile, other nodes in the system read the duration field in the header o f the 
data frame, and update their Network Allocation Vector (NAV) with this value as shown 
in Figure 2.4.
For transmission with RTS/CTS, instead of transmitting data, the station transmits an 
RTS frame. If it is successfully received, after a period of SIFS seconds, the 
destination transmits a CTS frame, which follows the data transfer as shown in Figure 
2.5. Also, each node updates its NAV for each, RTS, CTS and data frame. This 
mechanism is used to avoid collisions with hidden nodes, when the RTS and data 
frames cannot be heard by other stations. In addition, this handshake is recommended 
to be used when the size of the MAC layer Protocol Data Unit (MPDU) is large and 
greater than RTS threshold, to prevent channel bandwidth wastage in case o f 
collision of MPDUs in the medium.
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Figure 2.5: RTS/CTS access mechanism.
2.3.4.2.2 Point Coordination Function
PCF is connection oriented and provides contention free frame transfer based on poll and 
response protocol (Brian, et al., 1997). PCF can be used in ad hoc networks, and can be 
used with the DCF in an infrastructure network. In PCF, an Access Point (AP) is required 
to poll each station in the BSS to enable it to transmit without contending with others to 
access the medium. The AP through a beacon frame initiates contention free period 
repetition interval, which consists of Contention Free Period (CFP) and Contention 
Period (CP). The data transmission is quite simple. Whenever the AP finds the medium 
idle, it waits for a PIFS (PCF Inter Frame Space) period and then starts transmission of 
the beacon frame with a polling frame following SIFS period. When a station receives 
the poll from the AP, it reserves the medium for the duration of its transfer, and can 
transmit data to another station in the network. When the data transfer is finished, the AP 
waits for PIFS and starts polling another station. The AP can also transmit data along 
with the polling frame, which can lead to better utilization of the bandwidth. After the 
completion of the CFP, CP begins and each station then contends for the medium as 
discussed in DCF.
2.3.5 Attributes of Wireless Networks
Ideally, the users o f wireless networks request the same services and capabilities that 
they have commonly used to obtain using wired networks. In contrast to the wired 
networks, wireless networks have some special requirements that are unique to their 
form of communications (Sweet, et al., 1999):
• Throughput: the WLAN capacity should be increased to meet the high demand 
of multimedia transmissions. Moreover, due to the bandwidth shortage in these
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networks, the MAC protocol should make as efficient use of this available 
bandwidth as possible based on techniques like service differentiation, call 
admission controls... etc.
• Mobility: unlike wired terminals, wireless terminals should be able to move 
freely in their BSS. Therefore, the system designs must accommodate handoffs 
between the transmission boundaries and route traffic to these terminals (Brian, 
et al., 1997). In addition to that, wireless users should ideally not be affected by 
the addition, deletion, or relocation of other wireless stations.
• Power considerations: wireless stations are typically small battery powered. 
Therefore, devices must be designed to be very energy-efficient which results in 
sleep modes and low power displays.
• Security: a wireless network is difficult to be secure, since the transmission 
media is open. Encryption is one solution to that.
• Interference: this is due to simultaneous transmissions by two or more sources 
sharing the same frequency band, which will result in collisions.
2.3.6 QoS in Wireless Networks
The evolution of wireless networks and real-time multimedia applications introduces 
new challenges in supporting predictable and reliable communication performance. 
These challenges are a consequence of the vastly increasing number of current and 
future multimedia products that find application not only in wired networks but also in 
the wireless environment and hence require special attention.
QoS in WLANs has been an area of interests since WLAN became available. Providing 
QoS, other than best effort, is a very c omplex problem especially in wireless ad hoc 
networks. The nature of WLANs and the network ability to provide QoS depends on 
the intrinsic characteristics of all the network components, from transmission links to 
the MAC and network layers (Chakrabarti and Mishra, 2001), (Macker and Courson, 
2003). In wireless networks, the ability to provide QoS guarantees is weak, because 
wireless links have variable capacity, high loss rates, and high latency. In addition, the 
weakness is due to dynamic nature of the stations topologies, which will result in high 
frequent links breakages. Furthermore, the service quality of the network varies with 
time depending on the resource availability in the wireless medium and in the nodes: 
e.g., buffer and battery.
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In wireless networks which use the IEEE 802.11 standard and DCF as the medium 
access scheme, most problems with real-time applications like audio and video services 
are mainly related to a trade-off between the typical QoS parameters. If  a packet does 
not reach its destination correctly on the first attempt of sending, the data link layer of 
802.11 will retransmit the packet up to a certain amount of times. If delivery still fails, it 
depends on the higher-layer protocols if  the packet is dropped (i.e. UDP) or if 
retransmissions will be done (i.e. TCP). In the case of TCP, retransmissions are 
attempted until the packet is either delivered correctly, or until the TCP connection is 
dropped. In the case of UDP, the packet is dropped and delivery of the next packet is 
attempted. •
The QoS that the network can support is not related to any dedicated network layer, 
instead it may require coordinated efforts from all layers. However, to accomplish real­
time needs, only lower-layer protocols can be used or enhanced, since only they have 
the control over the resources, which influence delivery timing. For error control, also 
higher-layer protocols can be used. Important QoS components include QoS MAC, QoS 
routing, Call Admission Control (CAC), and resource reservation signalling.
QoS MAC protocols proposed mechanisms for medium accessing and contention 
provide reliable unicast communications and support resource reservation for real-time 
multimedia applications (Qiang, et al., 2004), (Romaszko and Blondia, 2004).
Another approach is to implement QoS routing which refers to the discovery and 
maintenance of routes that can satisfy QoS requirements under given resources 
constraints such as Robust Quality of Service Routing Protocol (RQoSR) (Ayyash, 
2005) (Ayyash, et al., 2006). The main objectives of QoS routing can be summarised as 
(Celebi, 2001):
(i) Dynamic determination of feasible paths;
(ii) Optimisation of resource reservation; and
(iii) Graceful degradation in the network performance as opposed to a dramatic 
degradation such as in best-effort routing.
QoS signalling is responsible for resource reservation and admission control along the 
route determined. CAC is one of the important mechanisms that can be used to control 
the QoS provided by the network (Bianchi, et al., 2000), (Valaee and Li, 2002). The
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CAC technique is used to determine if  a new flow should be admitted into the network. 
The acceptance or denial of new flow depends on the availability of the network 
resources f  or t he r equested flow QoS. If a n ew t raffic o r call i s a ccepted w ithout a 
particular limit, QoS for other traffics in progress may be degraded below an acceptable 
level. This is due to total bandwidth required for all traffic which exceeds the network 
capacity. Therefore, the acceptance of a new application is performed by the CAC 
depending upon two main factors: the status of the network resources and the level of 
service called by the new application request. From this, it can be said that admission 
control is a key component of QoS-based resource management schemes.
RFC1 2389 characterises QoS as a set of services requirements to be met by the network 
while transporting a packet stream from source to destination (Chakrabarti and Mishra, 
2001). The network must provide QoS to guarantee an acceptable set of measurable 
service attributes to the user in terms of delay, jitter, throughput, available bandwidth, 
losses... etc. According to (Toh, et al., 2002), in order to evaluate the communication 
performance of a wireless network, a number of measurements of these parameters have 
to be taken into account under varying conditions.
Due to contention-based channel access of an IEEE 802.11 network and depending on 
the traffic load in the network, an IEEE 802.11 network can be in one of three states: 
saturated, non-saturated or semi-saturated (Yang, et al., 2003). A saturated state means 
that every station in the network always has a packet to be sent which means that all the 
stations are overloaded. A network is in a non-saturated state when no station has a 
packet to be sent and their queues are mostly empty. A semi-saturated network is 
between the saturated state and the non-saturated state, where some stations are mostly 
overloaded and their queues are usually full while others are lightly loaded and their 
queues are often empty. Each state has its own reflection impact on the traffic 
performance/QoS over the network. These states and its influence on the multimedia 
transmissions will be studied in Chapter 4. For example, it is essential to determine the 
number of simultaneous audio or video applications a wireless network can support for 
a given state.
1 Request for comment (RFC) documents are originally Internet drafts. Developing these drafts is  the 
primary task of the Internet Engineering Task Force (IETF).
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2.4 Fuzzy Logic Theory
2.4.1 Definition
Fuzzy logic is a powerful tool for decision-making involving information characterised 
by imprecision and uncertainties. It was created to account for smooth transitions that 
exist between true and false in many applications. Fuzzy set theory was first proposed 
by Lotfi A. Zadeh in 1965 (Zadeh, 1965).
Fuzzy logic is an excellent problem-solving mechanism with numerous applications in 
artificial intelligence, embedded control and information processing. It provides a 
remarkably simple way to draw definite conclusions from vague, ambiguous or 
imprecise information (Hudson and Cohen, 2000). Unlike the classical logic, which 
requires a deep understanding of a system, exact equations, and precise numeric values, 
fuzzy logic incorporates an alternative way o f thinking, which allows modelling 
complex systems using a higher level o f abstraction originating from our knowledge 
and experience (Kuncheva and Steimann, 1999). Fuzzy logic emerged into the 
mainstream of information technology in the late 1980's and early 1990's (Sadegh,
2001). It has been used as a tool to evaluate some characteristics of networking systems. 
Two studies are closely related to this work (i.e. used fuzzy logic); these studies are 
(Saraireh, 2003) and (Aboelela, 1998).
2.4.2 Fuzzy Inference Systems
Fuzzy logic provides a mechanism for handling uncertainties and nonlinearities that 
exist in physical systems. It is based on fuzzy sets, which are the generalisation o f crisp 
sets. A general fuzzy logic based inference system is shown in Figure 2.6. It comprises 
o f four main components: a fuzzification element, an inference system, rule base and a 
defuzzifier (Ross, 2004). The functionality and role o f each component will be briefly 
described in the next sections.
Output QuantitiesInput Quantities
Fuzzifier Difuzzifier
Rules Base
Inference
Mechanism
Figure 2.6: Block diagram of a fuzzy inference system.
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2.4.2.1 Fuzzification
Fuzzification i s t he p rocess b y w hich t he c risp i nput v ariable o f  t he fuzzy s ystem i s 
converted into appropriate linguistic terms for the fuzzy logic processing. It is the 
process of taking actual real-world data (such as temperature) and converting them into 
a fuzzy input (Terano, 1992). This produces multiple fuzzy inputs for every real-input 
value, using a number of membership functions (We and Chen, 1999). Membership 
functions are graphical representations of the confidence interval that the designer has 
with respect to a fuzzy input. It is used to combine multiple subjective categories 
describing the same context. A Boolean membership function for an element is either 
one or zero as shown in Figure 2.7a, i.e. elements U either belong to the set (i.e. to a 
number in the interval [0,1]) or not. However, a fuzzy set is characterised by the 
membership function p(x) as shown in Figure 2.7b.
The membership function allows gradual transition from full-belonging to the fuzzy set 
(p(x) = 1) to not-belonging at all (p(x) = 0) with intermediate values presenting degrees 
of belonging to the fuzzy set. In fuzzy logic, an element can reside in more than one set 
with different degrees of membership as illustrated in Figure 2.7b. Therefore, if  the 
fuzzy set presents a concept, the value of the membership function will present the 
degree of fulfilment to this concept, which is a feature not available in classical set 
theory. Intuitively, a fuzzy set is a class that admits the possibility of partial 
membership in it.
Different s hapes o f  m embership functions c an be u sed i n m odelling 1 inguistic t erms. 
This includes triangular, trapezoidal, bell-shaped, sigmoid, crisp, singleton etc. The 
main parameters, which characterise the membership function, are:
• Peak value/interval is the point/interval at which the degree of membership in a 
fuzzy set is maximum: p(xpeak) =1-
• The left width of a membership function is the interval from the peak/interval 
value to the left point where the degree of membership function is zero. 
Similarly, the right width is the interval from the peak value to the right point 
where the degree of membership function is zero.
• The crossover point is the point at which two neighbouring membership 
functions cross. At the cross point, the degree of membership to both sets are 
equal and greater than zero.
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Figure 2.7: Membership functions (a) Boolean, (b) Fuzzy.
Fuzzy logic starts with and builds on a set of user-supplied human language rules. The 
fuzzy systems convert these rules to their mathematical equivalents. This simplifies the 
job o f the system designer and the computer, and results in much more accurate 
representations of the way systems behave in the real world. Fuzzy logic models, called 
fuzzy inference systems, consist of a number of conditional “If-Then” rules. For the 
designer who understands the system, these rules are easy to write, and as many rules as 
necessary can be supplied to describe the system adequately (although typically only a 
moderate number of rules are needed) (Hudson and Cohen, 2000).
2.4.2.2 Fuzzy Rule and Inference Engine
The fuzzy rules are mainly defined on the basis of the observed features o f the input 
data (Oliveira and Braum, 2004). In addition, the selection of rule-base relies on the 
designer's experience and beliefs o f how the system should behave (Pitsillides and 
Sekercioglu, 1999). The rule-base component contains a set o f “If-Then” rules that is 
the basis for the decision making process o f the inference mechanism. The number of 
rules in a fuzzy system depends on both the number of input variables and membership 
functions associated with them.
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Based on the defined membership functions, a set of IF-THEN type rules can be 
formulated. These rules and the corresponding membership functions are employed to 
analyse the system’s inputs and determine its outputs by the process of fuzzy logic 
inference. In fuzzy inference systems, the output is defined by using statements of the 
form:
IF (Antecedent 1) AND (Antecedent 2) ... THEN (Consequent)
where, the Antecedent relates the linguistic term to a fuzzy set and the Consequent 
represents the conclusion for the IF term. For example: IF (packet loss is high) and 
(delay is high) then (QoS is poor).
Since all the input values have been transferred into linguistic values, certain rules will 
be identified or fired. These rules are identified in order to calculate the values of the 
linguistic output variable. The fuzzy inference consists of two components: The first 
step is to determine which sets of rules apply to the current situation. The second step is 
to determine what conclusion should be reached. There is one conclusion for every rule 
that is “active”. Each conclusion is highly dependent on the choice of the membership 
functions, antecedents of the rules and the inputs to the inference system.
The conventional linguistic operators used for two-valued logic are not applicable with 
fuzzy set. Given that pa and pe are degrees of memberships for the sets A and B 
respectively, then different fuzzy operators can be defined as follows (Mathworks, 
2005),
AND: ftA.B = iam(fiA,p B) (2.7)
0 R - V a+b = m a x (Ma >Mb )
The degree of truth of the IF condition is calculated using the linguistic operator to
indicate how adequately each rule describes the current situation. More than one rule
might be triggered simultaneously describing the current situation. Each of these rules
defines an action (Consequent) to be taken in the THEN condition. This is done using
the implication method. This method is defined as the shaping of the output
membership functions on the basis of the firing strength of the rule. The input to the
implication process is a single number given by the Antecedent, and the output is a
fuzzy set. The degree to which the consequent is valid is given by the adequateness of
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the rule to the current situation. This adequateness is calculated by the aggregation stage 
as the degree of truth of the IF condition. Aggregation is a process whereby the outputs 
of each rule are unified. The input to the aggregation process is the truncated output 
fuzzy sets that returned by the implication process for each rule. The output of the 
aggregation process is the combined output fuzzy set.
Fuzzy inference system is the process of formulating the mapping from a given input to 
output by using fuzzy logic. There are two fuzzy inference methods: Mamdani and 
Sugeno inference methods. Mamdani's method expects the output membership 
functions to be fuzzy sets, after the composition process; there is a fuzzy set for each 
output variable that needs defuzzification. Sugeno is similar to the Mamdani method in 
many respects. In fact the first two parts of the fuzzy inference process, fuzzifying the 
inputs and applying the fuzzy operator, are the same. The main difference between 
Mamdani-type of fuzzy inference and Sugeno-type is that the output membership 
functions are only linear or constant for Sugeno-type fuzzy inference (Mathworks, 
2005).
2.4.3 Defuzzification
Defuzzification is the process of converting the linguistic value of the output variable 
(the aggregation output fuzzy set) into a real (crisp) value by using a defuzzification 
method such as the centroid, bisector, middle of maximum (the average of the 
maximum value of the output set), largest of maximum, and smallest of maximum 
(Ross, 2004).
The most common defuzzification method is centroid. With this, the defuzzified values 
tend to move smoothly around the output fuzzy region (Fuzzy, 2005). In the centroid 
method, the real value of the output variable is computed by finding the variable value 
of the centre of gravity of the membership function for the fuzzy value (i.e., it returns 
the centre of area under the curve of the aggregated output values as shown in equation 
2.8 (Ross, 2004).
m
' Z y , x M,
Y = £ !---------  (2-8)m
5 > .»=i
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where m represents the number of output fuzzy sets obtained after implication, y, 
represents the centroid of fuzzy region i (i.e., the output universe of discourse) and //, is 
the output membership value.
In the maximum method, one of the variable values, which the fuzzy subset has its 
maximum truth-value, is chosen as the real value for the output variable.
2.5 Distance Measure Theory
Similarity is a quantity that reflects the strength of relationship between two objects or 
two features. In other words, it is a numerical measure of how alike two data objects 
are. If the similarity between features i and j  is denoted by Sy, we can measure this 
quantity in several ways depending on data type that we have. Distance measures the 
dissimilarity between two objects. It measure the discrepancy between the two objects 
based on several features. These features can be represented as coordinate of the object 
in the features space. There are many types of distance calculation techniques that can 
be used to measure this dissimilarity. Let the normalized dissimilarity between objects i  
and j  be denoted by d y . The relationship between dissimilarity and similarity is given
by,
S ij=^ ~ d ij (2.9)
In general, the distance, d y  is a quantitative variable, which will satisfy the following 
conditions (Teknomo, 2006):
(i) d tj >0: distance is always positive or zero
(ii) d y  = 0: distance is zero if and only if it measured to itself
(iii) d y  =  dj{. distance is symmetry
(iv) d tj <  d ik + d k j: distance satisfy triangular inequality
Dissimilarity is usually measured by Euclidean distance and Minkowski distance. In 
addition, Euclidean distance is the usual use of distance measure (Teknomo, 2006). 
Euclidean distance or simply 'distance' evaluates the root of square differences between 
coordinates of a pair of objects.
(2.10)
where k  is the index of the object's coordinates, xt and Xj are coordinates of the objects.
The Minkowski metric is widely used for measuring similarity between objects (e.g., 
images) (Li, et al., 2002). Minkowski distance is the generalised distance as can be seen 
in equation (2.11) (Batchelor, 1978). It is a formula derived from Pythagoras metric. 
This distance can be used for both ordinal and quantitative variables (Teknomo, 2006). 
The Minkowski distance between two vectors may be defined as the geometric distance 
between two inputs with a variable scaling factor, power (X). When this value is one, the 
Minkowski distance is equal to the Manhattan distance. When X is two it yields the 
Euclidian distance between two vectors. Thus, by increasing the power, one can place 
more numerical value on the largest distance (in terms of elements in the two vectors in 
question). A disadvantage of the Minkowski method is that if one element in the vectors 
has a wider range than the other elements, the larger range may then 'dilute' the 
distances of the small-range elements. This disadvantage will be overcome using the 
normalisation technique which will be discussed in Chapter 5.
2.6 Summary
This chapter provided the relevant theoretical background needed to support this thesis. 
This included an overview and general descriptions about the QoS definition, 
parameters and general QoS requirements and levels of multimedia applications. In 
addition to the QoS, this chapter outlined the wireless networks and the QoS aspects 
related to this type of networks when they are used to transmit multimedia applications. 
The basics of the fuzzy logic and the distance measure approaches theory which are 
used as a tool used for assessment and evaluation purposes were also explained. The 
next chapter will present the state-of-art of the assessment and measurement methods 
used to determine and evaluate the QoS of the multimedia applications.
(2 .11)
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CHAPTER 3
QoS Assessment Methods: State of Art
3.1 Introduction
The use of networking systems is becoming a dominant factor in bringing information 
to users. As a result, the user requirements and attitudes have changed, demanding QoS 
levels other than the conventional Internet best-effort service. Implementing 
communication service levels that are higher than the best-effort level requires the 
measurement of network characteristics before any new transmission. Measurement 
techniques are traditionally used in telecommunications networks to support a wide 
range of activities including network planning and design, network operation and 
research (Pasztor and Veitch, 2001). Measuring packet-switched network performance 
is a new research area where the first considerable work was performed by Paxson 
(1997) in the mid 1990s (Michaut and Lepage, 2005).
In this chapter, the theoretical background and related work relevant to the network 
performance assessment and measurement techniques are provided. The organisation of 
this chapter is as follows: Section 3.2 outlines the classification of these techniques. 
Section 3.3 describes theses assessment methods and the related previous work. Lastly, 
in Section 3.4, a summary of this chapter is provided.
3.2 Assessment Methods Classification
Many real-time multimedia applications over the Internet have appeared today. These 
include audio, video phones, videoconferencing, video streaming, telemedical 
applications, distance learning, etc., with diverse requirements for their perceived 
quality. This gives rise to a need for assessing the quality of the transmitted applications 
in real time. The need to measure and assess the QoS is a fundamental requirement in 
modem communications systems for technical and commercial reasons (Sun, 2004). 
There has been a surge in the efforts for concentrating on QoS issues of these 
applications. The interests and emphasis have been on the QoS at the network level and 
on the end-user’s point of view. Currently, there is no standard for the QoS performance
measurement; hence, various methods are used. These measurement and assessment 
techniques may be classified in different ways.
One type of classification is the distinction between direct and indirect measurements. 
Indirect measurement methods are based on network models and assumptions, where 
direct measurement methods do not rely on any models or expected behaviours but only 
on direct traffic observations at several points within the architecture.
Another classification of measurement methods is by the distinction between real time 
and non-real time methods. Real time methods collect traffic data and packet events as 
they happen and some of them may be able to display the traffic information as it 
happens. In contrast, in non-real time measurement methods, the collected traffic data is 
analysed off-line (later) and may only be a subset (sample) of the total traffic 
population.
Multimedia quality measurement may also be classified and carried out using two broad 
techniques: subjective and objective approaches. Generally, subjective tests of 
multimedia quality are based on evaluations made by human subjects under well 
defined and controlled conditions therefore; the reference is the end user judgement 
which is directly captured using this approach. While, the objective methods measure 
the quality based on mathematical analysis that compare original and distorted 
multimedia signals.
In addition, the evaluation methods may also be classified in terms of passive and active 
measurement methods. Passive measurement methods collect information from the 
ongoing traffic and the results are taken directly after some calculations without 
disturbing network operation or interfering with operational network traffic. On the 
other hand, active measurement methods inject measurement traffic (probe) into the 
network and use the measurements to determine the performance of the 
application/network.
Generally, the last two classifications (i.e., subjective/objective and passive/active) are 
the most popular techniques used for the purpose of QoS/performance of multimedia 
application evaluation. Moreover, these two classifications may be combined and 
classified into another categorisation. This categorisation is based on whether it is
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interfering with the network performance (i.e. intrusive or non-intrusive) as shown in 
Figure 3.1. This classification is the most suitable for this work, so a detailed 
description of these methods will be presented in the following sections.
Depending on the measurement method used and the inputs of the measurement unit, 
there are three categories o f measurement as illustrated in Figure 3.1 (Sun, 2004):
• Signal-based methods where the inputs are the single-end degraded signals (like 
audio signals),
• Parameter-based methods by which the inputs are the measured network QoS
parameters of the multimedia application (like delay, jitter... etc).
• Comparison-based which involves comparison of the reference and the degraded 
signals to obtain a score about the application quality over the network.
QoS/Performance
Assessment
Non-intrusive
methods
Intrusive
methods
Subjective
methods
Passive
methods
Active
methods
Objective
methods
Objective
methods Parameter- based methods Comparison- based methods
Signal-based
methods
Parameter- 
based methods
Figure 3.1: Classification of multimedia QoS assessment methods.
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3.3 QoS Assessment/Measurement Methods
Before starting and performing any measurement, careful attention and consideration 
must be taken of the issues that may influence the measurement results. These include:
(i) measurement technique; (ii) selection of useful QoS metrics; (iii) monitor placement 
within the network topology and (iv) measurement period. In this section, the 
measurement techniques are discussed. As mentioned before in Section 3.2, multimedia 
quality assessment can be carried out using either subjective or objective methods and 
passive or active methods. In this section, some details about these approaches are 
provided.
3.3.1 Subjective and Objective Methods
3.3.1.1 Subjective Methods
Subjective measures, as implied by their name, require human subjects 
listening/watching to a live or recorded application (audio or video) (ITU, 1996a) (ITU, 
1996b) (ITU, 2000) (ITU, 2002). These methods refer to opinion rating and/or 
measurement of task performance. This rating measures the overall perceived 
multimedia quality. The applications that are assessed in these tests are generally 
specific material, recorded or spoken under defined conditions (Watson and Sasse, 
1996). Because they use human subjects, subjective measures are often very accurate 
and useful for evaluating a telephony system (Hall, 2001). In addition, there exist 
standard methods for conducting subjective quality evaluations for video (ITU, 2000). 
The most commonly used measure for quality evaluation is the Mean Opinion Score 
(MOS) (Afifi, et al., 2001) (Hall, 2001) (ITU, 1996a). MOS was the first described 
method i n ITU P .800 r ecommendations f  or s ubjective v oice q uality e valuation ( ITU, 
1996a). The ITU recommended the MOS test method for subjective tests is the 
Absolute Category Rating (ACR) (Kajackas and Anskaitis, 2005). A MOS ACR value 
is normally obtained as an average opinion of quality based on asking people to grade 
the quality of the application signals on a five-point scale (5 Excellent, 4 Good, 3 Fair, 2 
Poor, 1 Bad) under controlled conditions as set out in the ITU standard. In  addition, 
Degradation Category Rating (DCR) is also used to conduct quality subjective tests 
which provides Degradation Mean Opinion Score (DMOS) based on an annoying scale 
and a quality reference (Sun, 2004).
Clearly, a metric such as MOS that uses human subjects can be a good measure of 
perceived quality and has served as the basis for analysing many aspects of multimedia 
signal processing (Afifi, et al., 2001). However, subjective metrics have disadvantages, 
too. In particular, they can be time-consuming and are expensive to repeat frequently 
due to their human dependent and each test takes a long time to be completed. 
Therefore, some researchers or organizations may not have the resources to conduct 
these types of tests. Certainly, such metrics cannot be used in any sort of real-time or 
online application quality assessment. In addition, it requires very stringent 
environments and the process of assessment can not be automated (Hall, 2001).
3.3.1.2 Objective Methods
The above mentioned limitations and shortcomings of the subjective tests have led to 
the development of objective metrics (ITU, 1998) (ITU, 2001c) (Rix, et al., 2000). The 
objective methods measure the quality based on mathematical analysis (Afifi, et al., 
2001) (Wu, et al., 1996). Such measures predict the application perceived quality based, 
typically, on a computation of distortion between the original (clean) signal and a 
received (noisy) signal (Hall, 2001). In some algorithms, something other than the 
difference between the received and original signals is used, such as a quantitative 
measure of the distortion. Some existing methods are based on Mean Square Error 
(MSE) or Peak Signal to Noise Ratio (PSNR) which measures the quality by a simple 
difference between frames. These measures usually depend on functions of measured 
parameters which are related to the encoder used or to the network.
There are several objective quality algorithms, like Perceptual Speech Quality Measure
(PSQM) and Perceptual Evaluation of Speech Quality (PESQ) that provide an objective
MOS-equivalent score for a voice call (ITU, 1998) (Pennock, 2002). PSQM was
originally designed to evaluate codec quality. PSQM+ is an enhancement of PSQM to
cover short duration temporal clipping as often seen in wireless communications. PESQ
is an intended replacement of PSQM (ITU, 2001c). It was developed by combining the
two advanced speech quality measures PSQM+ and PAMS (Perceptual Analysis
Measurement System). PESQ compares an original speech sample x(t) with its
transmitted and hence degraded version y(t) (Kajackas and Anskaitis, 2005). After some
pre-processing, both the original and degraded speech signals are transformed into a
psychoacoustic representation which models the properties of the human auditory
system. The output of PESQ is a prediction of the perceived quality that would be given
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to y(t) by subjects in a subjective listening test and directly produces an objective MOS 
ACR in the range 1 to 5. PESQ provides a significantly higher correlation with 
subjective opinion than the PSQM (Rix, et al., 2000).
Although intrusive objective methods have overcome some of the limitations of the 
subjective approaches, they still present several disadvantages. Afifi, et al., (2001) 
summarised these drawbacks as: i) these methods do not correlate well with human 
perception; ii) they require high calculation power; iii) they are time consuming because 
they usually operate at the pixel level; and iv) it is very hard to adapt them to real-time 
quality assessment, as they work on both the original video sequence as well as the 
transmitted/distorted one.
Unlike the intrusive objective methods, in which a reference signal must be injected into 
the tested network, non-intrusive assessment methods do not need the injection of a 
reference signal. Non-intrusive approaches are based on predicting the quality directly 
from varying network impairment QoS parameters or non-network parameters like 
codec, echo.. .etc. The goal is to establish a relationship between the perceived QoS and 
the network or the non-network parameters. A typical method for achieving that is the 
E-model.
3.3.1.2.1 E-Model
In order to overcome the above described limitations of the intrusive objective methods, 
ITU recommendation G.107 introduced the E-model (ITU, 2003) (ITU, 1999). The E- 
model provides a powerful, non-intrusive and repeatable objective technique to assess 
the multimedia quality. In contrast to the two approaches described above (subjective 
and objective), the E-model does not compare the original and received signals directly 
as in objective methods nor depends on humans to assess the quality as in subjective 
methods. Instead, the E-model allows the obtaining of an approximation of the 
perceived quality as a function of several ambient, coding and network parameters 
(Mohamed, et al., 2004). The output of an E-model calculation is a single scalar, called 
an “R factor,” derived from the sum of delays and equipment impairment factors 
(Assessing, 2005). Once an R factor is obtained, it can be mapped to an estimated MOS 
using the equations stated in the ITU G.107 (ITU, 2003). Impairment factors include 
codec used, echo, average packet delay, packet delay variation, and fraction of packets 
dropped. As an example, in a system with distortion due to the codec, average one-way
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delay, packet delay variation (jitter) and packet loss, the quality rating R is computed as 
follows (Assessing, 2005) :
* 0  codec I  delay ^ jitter  ^  packet loss ) (3-1)
where Ro is the highest possible rating for this system with no distortion and is equal to 
100. Each time a test is run; measurements are collected for the one-way delay time, the 
number o f packets lost, and the amount of jitter of the packets. The MOS can range 
from 5 down to 1 (Mohamed, et al., 2004). In addition to the user satisfaction, an 
estimate of the MOS can be directly calculated from the E-model R factor, as depicted 
in Figure 3.2 (Assessing, 2005).
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Figure 3.2: Quality classes according to the E-model.
E-model is an attractive and useful non-intrusive quality measure, but it has a number o f 
restrictions. For instance, it is based on a complex set of fixed formulas which are 
applicable to a limited number o f codecs and network conditions. In addition, some 
subjective tests are required to obtain the model parameters which hinder its application 
in new and emerging multimedia applications. In addition, E-model is a static model 
which can not adapt to the dynamic environment o f the IP networks (Sun, 2004). This 
makes the need for devising new models to evaluate the application QoS imperative.
Our study will focus on examining and developing methods to infer and assess the QoS 
of time-sensitive multimedia applications; audio and videoconferencing directly from 
the network QoS parameters of these applications. This includes devising and 
application of new methods and approaches. These methods are based on passive and
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active measurements techniques. These two approaches will be discussed in the 
following subsections.
3.3.2 Passive and Active Measurement Methods
Traffic measurements are gradually receiving more and more attention from both 
network and service operators (Brekne, et al., 2002). The objective of network 
measurement and monitoring is to provide information about the network/traffic 
conditions enabling the network managers and operators to characterise the state of the 
network and to evaluate the traffic requirements, demands and its consumption of the 
network resources. Monitoring and measurement schemes usually fall into two 
categories: passive and active methods. The former are those based on (transparently) 
collecting and analysing the traffic observed at a certain point of the network and the 
latter, which is based on injecting synthetic traffic flow into a network.
3.3.2.1 Passive Methods
Passive measurement allow the tracking of the behaviour of traffic flow because it 
allows the properties of carried traffic to be observed (Brekne, et al., 2002). It is a 
traditional technique used to obtain measurements of QoS parameters related to a 
certain network element (Paxson, 1999), (Paxson, 1997), (Smotlacha, 2001) and 
(Johnsson, 2005). This method is based on monitoring the performance of packet 
streams through a network by tracking the traffic passing by a measurement point 
without creating or perturbing it. So the packet's statistics can be gathered without 
adding any new traffic. This can be done by collecting traffic flow data, from routers, 
switches or end-point hosts. Another method, for traffic collecting, is implemented by 
adding a stand-alone server at the location of interest (e.g., core or edge) of the network, 
which acts as a traffic meter or a monitoring device by storing information about the 
crossing traffic.
Therefore, this type of measurement methods acts as an observer inside a network and 
usually will not interfere with other traffics. The levels of details and accuracy of the 
information gathered at the measurement points depend upon how much metrics are 
being processed and the volume of traffic passing through the monitoring device. There 
are several projects which are based on passive methods like, NetTraMet (Smotlacha,
2001), NetFlow (Brownlee, e t al., 1 999), AT&T (Feldmann, 2000), (Fraleigh, 2001),
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(Johnsson, 2005), Simple Network Management Protocol (SNMP) (Case, 1990), the 
Waikato Applied Network Dynamics (WAND) (Cleary, 2005) and RMON (NetFlow, 
2005).
Figure 3.3 shows the basic principle o f a passive measurement (Passive, 2005). It can be 
seen that it consists of two entities and a monitor. The monitor 'snoops' on all the traffic 
flowing between these two entities. Furthermore, the monitor also may be located in 
routers or end hosts to observe the characteristics of the traffic passing through them. 
Passive measurements can be done on two levels (Michaut and Lepage, 2005):
(i) At a microscopic level, measurements are performed on each packet travelling 
across the measurement point.
(ii) At a macroscopic level, measurements are performed on flows. In this case, 
aggregation rules are necessary to match packets into flows. Examples o f 
collected data are the number of flows per unit of time, flow bit rate, etc.
Network Link
Entity 1 Entity 2
Monitor
Figure 3.3: Basic passive measurement setup.
Passive measurements may fall into two major classes. The first class deals with the 
captured data in real-time (on-line analysis), for example, by examining the packet and 
counting the number o f bytes passing the monitor per unit o f time. These statistics are 
very small when compared to the amount of data that could pass the monitor (Passive, 
2005). These outputs can be used, for example, to see if available bandwidth is being 
fully utilised or if there are peak times where more bandwidth could be required. The 
second type o f passive measurement is to create files, which contain copies o f portions, 
or all o f the traffic monitored on the link over a certain period. These files may then be 
processed and analysed later (non-real time analysis or off-line). This can allow 
advanced computation to be carried out that would be impossible in real-time, and 
preserves data for further analysis.
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The data extracted from these packets are used to measure the QoS for each user and to 
determine the network performance. This can be done using one of the following 
monitoring categories (Ishibanishi, et al., 2004) (Aid, et al., 2002):
(i) Two-point monitoring: this method needs two monitoring devices to be 
deployed at the ingress and the egress points of the network. The packet data 
will be taken sequentially and the network performance parameters like delay 
and losses can be determined directly by comparing the data of the 
corresponding packets taken at each monitoring point (device). In passive 
measurements, all devices must be time synchronised.
(ii) One-point monitoring: this method is based on the acknowledgement 
mechanism of the received packets. By monitoring the acknowledgement-packet 
pairs at a point in the network, the RTT can be measured and the losses can also 
be detected.
The types of information that can be obtained based on passive traffic monitoring are 
(Landfeld, et al., 2000):
(i) Bit or packet rates,
(ii) Packet timing (timestamps of the inter-arrival and inter-departure timing) which 
can be used to calculate the delay and the jitter, and
(iii) Queue levels in buffers, which may be used as packet loss and delay indicators.
Thus, passive methods provide information on the amount of traffic crossing a 
measurement point of the network in order to estimate the bit rates, number of bytes or 
packets that have been sent or received, packet dropped or the queue levels. This can be 
achieved by maintaining counters in the network nodes. Furthermore, to achieve 
accurate timestamps to measure the delay, the measurement points must be 
synchronised by Global Positioning System (GPS), Global Time Base (GTB) or 
Network Time Protocol (NTP) (Jiang, et al., 2000). Besides, they have the advantage of 
not adding an extra load to the network, i.e., they are a non-intrusive method, and enable 
gathering of large amount of detailed information (CoralReef, 2005) (Lindh, 2001). 
Nevertheless, passive monitoring schemes may occasionally have the concatenation of 
several monitoring points, which means that they may not able to provide an end-to-end 
evaluation of the network performance. But if  the user terminals (i.e. end-hosts) are 
employed as monitoring points, the end-to-end performance measurements can be 
achieved. Another disadvantage is that they require the transfer of the captured data for
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comparison with the other data and the identification of each packet by its header or 
content, which is hard when the traffic volume is large. Therefore, passive 
measurements have the disadvantage of requiring substantial resources for comparison 
and computation.
3.3.2.2 Active Methods
Another way o f  measuring the network performance is the active measurement. This 
method is becoming increasingly important due to its great flexibility, ability to achieve 
end-to-end measurements, and freedom from the need of accessing the core of network. 
In this method, QoS and the performance of a network are measured by injecting of 
some artificial probing packet streams into the network and monitoring them from a 
source to a destination. Active measurements can determine the QoS experienced by the 
probe flow for a particular path and then measure the QoS as it is seen by applications. 
The purpose of these probing packets is to provide some insight into the way the user 
traffic is treated within the network. The QoS and performance of the probe-packet 
stream are monitored to infer the performance of the user's packets and the network 
directly. There are several tools which are based on active methods like, the Internet 
Control Message Protocol (ICMP) Echo Reply/Request messages (ping) which is 
defined in RFC 729 (Postel, 1981), traceroute (Traceroute, 2002), Surveyor (Surveyor,
2004), Active Measurement Project (AMP) (NLANR, 2006), Internet Measurement 
Structure (Matthews and Cottrel, 2000), and Surveyor (McGregor, e t al., 2 000) and 
Service Monitoring Management Information Base (SM MIB) (Choi and Hwang,
2005), Cisco Internet Performance Monitor (IPM)(Cisco, 2004), and (Johnsson, 2005).
The basic components of an end-to-end active probing structure are shown in Figure 
3.4. In each probing experiment, the sender generates and transmits a probe stream, 
which traverses some route in the network and terminates at the receiver (the sink). 
Together with the probe sequence numbers available from the payloads, the packet 
arrival and departure timestamps define the raw outcome of the experiment (Pasztor and 
Veitch, 2001). They are recorded by the sender monitor and the receiver monitor, 
respectively.
By selecting particular properties at the sender (like packet size, departure time, bit rate,
etc.), it is potential to compute metrics by analysing the probe flow characteristics (e.g.
arrival time) at the destination so, one can determine end-to-end metrics (from the
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source to the destination) (Michaut and Lepage, 2005). The types of metrics that can be 
derived from the active measurement methods are (Landfeld, et al., 2000):
• Connectivity,
• Delay,
• Delay variation (Jitter),
• Packet losses,
• Link bandwidth (capacity),
• Bottleneck bandwidth,
• Available bandwidth.
Probe Sender
Network
Sender Monitor Receiver Monitor
Figure 3.4: The basic components of an active monitoring method.
Connectivity between hosts, routers and end-points can be measured using the ICMP 
ping (Postel, 1981), traceroute (Traceroute, 2002), or skitter (Skitter, 2002) tools. Ping 
and traceroute are also employed for the delay and loss measurements. Every probe 
packet is assigned a timestamp at the sender and the receiver, based on these timestamps 
delay can be calculated. To achieve this, the cooperation o f the sending and the 
destination hosts is required. Losses can be measured by injecting several probe packets 
and recording the number of lost packets. In addition, bandwidth can also be measured 
using the active probing. Several approaches have been used like (Dovrolis, et al., 2001) 
(Pathchar, 2002) (Pchar, 2002) (Clink, 2002) (Lai and Baker, 2000). Generally, these 
methods estimate the bandwidth based on the distance between the arrival times o f the 
injected probe packets at the destination. The probe packets may be inserted by single, 
two or more back-to-back, or train fashions as discussed below.
Active measurement approaches can be classified into the following categories 
(Michaut and Lepage, 2005):
(i) Cooperative approaches, which consist of separate source and destination 
programs that are respectively, installed on the source and destination hosts.
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(ii) Non-cooperative approaches, which consist of only one program that includes 
the sending and receiving tasks. As an example of these approaches is the 
measurement of the RTT.
In addition to the above, the active approach affords explicit control on the generation 
of packets for measurement scenarios. This includes control on the nature of traffic 
generation, the generation techniques, the timing, frequency, packet sizes and types (to 
emulate various applications), statistical quality, the path and function chosen to be 
monitored (Cottrell, 2001). Emulation of scenarios is easy and checking if  QoS or 
Service Level Agreements (SLAs) are met is relatively straightforward based on the 
active schemes.
It is implicitly assumed that the QoS and performance of the user/network is the same as 
the values measured from the active probe packets. Sometimes, the measurements of the 
probing packets do not accurately represent and estimate the performance experienced 
by the actual traffic (Brekne, et al., 2002). This accuracy depends on the specifications of 
both the probe traffic and the actual user traffic. Therefore, in order to produce accurate 
results, the active probe traffic pattern must have the same pattern of the user traffic 
pattern being measured (Heegaard, 2002). The accuracy of the measurements depends 
on many factors: packet size of the probe packet, generation rate (i.e. number of injected 
probe packets), and its packet type. Excessive probe packets generation produce a 
significant load which can disturb the operation of the network. On the other hand, low 
probing rates can not reveal the performance accurately (Brekne, et al., 2002). So, 
underestimation or overestimation of the user performance and application QoS will 
occur if probe packet properties are very different than the user packet properties under 
estimation. Therefore, the active monitoring schemes may suffer from the following 
problems (Aid, et al., 2002):
• If a probe packet stream is used to simulate an actual user traffic:
(i) The probe packet incurs non-negligible extra traffic into the network and 
it affects QoS and the performance of user's traffic, and
(ii) The QoS and performance obtained from the probe packets will not be 
equal to the unbiased one i.e. the results obtained without the presence of 
the probe packet stream.
• If probe packets of small length have been used and sent periodically, the extra 
traffic may be negligible, but the QoS and performance results obtained from the 
probe packets are not exactly equal to the QoS and performance experienced by 
the user.
For accurate results, certain active measurement procedures need a strong time-related 
constraint to be achieved (Michaut and Lepage, 2005), these are:
• Timing accuracy in probes injecting.
• Accurate time-stamping of probes upon arrival to the destination point.
• Accurate time synchronisation o f the source and the destination to allow clock 
comparison between the two hosts.
As indicated before, active measurements are based upon probing packets. There are 
many forms o f how to probe the network with these packets. The most common 
methods of packet probing are (Hu and Steenkiste, 2003):
(i) Packet Pair Probing (PPP): the source sends multiple packet pairs to the 
receiver. Each packet pair consists of two packets of the same size sent back-to- 
back. The dispersion (separation) is the time distance between the last bit o f each 
packet. Figure 3.5 shows the dispersion o f a packet pair before and after the 
packet pair goes through a link. Measuring Aout and Ain is known, both o f them 
are used to calculate the delay, jitter, link capacity, and cross traffic.
Router
Aout+ ►nzm -----1
L L
Incoming packet pair Incoming packet pair
 ►
Figure 3.5: Packet pair dispersion.
(ii) Packet Train Probing (PTP): this is an extension of the PPP by using multiple 
back-to-back packets. The dispersion of a packet train at a link is the amount of 
time between the last bit o f the first and last packets. After measuring the end-to- 
end dispersion for a packet train o f length N, it can be used to calculate the 
delay, jitter, link capacity, and cross traffic.
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(iii) The IP Performance Metric (IPPM) Working Group recommends Poisson and 
periodic s ending p rocesses o f  p robe p ackets ( Raisanen, e t a I., 2 002). P eriodic 
scheme i s t he p rocess o f  g enerating p robe p ackets b ased o n a p re-determined 
function, like sending one packet every t time. It is quite attractive because of its 
simplicity and ease of implementation and it appears better adapted to measuring 
continuous multimedia streams (Michaut and Lepage, 2005).
Our study concerns with the QoS assessment and measurement over wireless ad hoc 
networks and because of the available resource scarcity properties of these kinds of 
networks and due to the overwhelming characteristics of the PPP and PTP approaches; 
the periodic generation method will be adopted in this research.
Active measurements have several advantages. Among these is the flexibility to create 
probe flow with specific features to match measurement needs. These features include 
the packet sizes, types, and inter-departure times. Moreover, active measurements 
include reduction in the quantity of resulted measurements compared with the passive 
measurements. However, the main disadvantage of active measurements is their 
invasive nature (Pasztor and Veitch, 2001). The probe packets used for the 
measurements will perturb the network and the user traffic QoS metrics. Another 
important issue is that both the source and the destination of the probing packets must 
be timely synchronised. This means that to obtain accurate timing information 
measurements and to minimise the measurement errors, the sender must forward probe 
packets at the specific times, while the receiver must produce accurate timestamps for 
the arriving packets.
Finally, passive measurements overcome the disadvantages of active measurements 
with regard to the overheads and delay by monitoring (probe) streams. In addition, it 
can provide more precise performance evaluation of user traffic than active 
measurements. That is because in passive monitoring, the actual user traffic packets 
themselves are measured rather than depending on results of probe packets.
To overcome some of the disadvantages of both active and passive approaches, several 
studies were carried out. These studies were based on combination of active and passive 
methods. One of these methods is the Change-of-measure based active/passive 
monitoring (CoMPACT) (Aida, et al., 2003), (Ishibanishi, et al., 2004). This is a light
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active measurement method transformed by using passively monitored data to correct 
the probe results to be closer to the actual user performance. This method was only 
applied to estimate the actual user delay. Another technique has been proposed which 
combines passive and active ways (Lindh, 2002), (Lindh, 2001) from a probe report. In 
this technique, a router sends active probe packets at regular intervals. The passive 
monitoring method is used to count the number of user packets passing through the 
router. This approach has been used to estimate the QoS parameters only ( i.e. delay, 
packet loss... etc.) over wired networks.
3.3.2.3 Examples of Tools for Passive and Active Measurement of QoS 
Parameters
Numerous groups of the Internet Engineering Task Force (IETF) are working to 
enhance the standard best effort service to guarantee or, at least, to improve the QoS of 
data transmissions (Breslau and Shenker, 1998). The IPPM working group mainly 
searches for mechanisms to describe and measure the QoS of unicast connections. The 
working group defined several methods and metrics describing QoS parameters. 
Individual tools and algorithms are available to measure QoS parameters in an IP 
network based on these definitions using the passive and active approaches:
3.3.2.3.1 Surveyor
The Surveyor tool (Surveyor, 2004) based on an active measurement, periodically 
measures the performance of wide-area network. This is done by measuring the end-to- 
end delay, loss, and routing among a diverse set of measurement probes through the 
network. Delay and loss are measured using the same stream of active probing traffic. 
Each probe packet is of minimal size: 12 bytes and essentially with a sequence number 
and a timestamp. These packets are sent using UDP, so the actual packet size, excluding 
any MAC header, is 40 bytes.
There are three major components used in the Surveyor infrastructure: measurement 
machine, the database, and the analysis server. The Surveyor measurement machines 
collect performance data and buffer them to local disk (database). Once every few 
minutes the measurement machine is polled for new performance data; if  there is data, it 
is uploaded to the central database. Finally, analysis is performed by and made available 
through an analysis server (Zseby and Scheiner, 2002).
3.3.2.3.2 Cisco Internet Performance Meter / Service Assurance Agent
The Cisco Internet Performance Monitor (IPM) (Cisco, 2004) is another active 
measurement tool used for monitoring the performance of multi-protocol networks. It is 
used to achieve many tasks including, monitoring latency, availability, jitter, packet 
loss, and errors between two network points. To fulfil all these tasks, the IPM solution 
consists of three parts: the IPM server, the IPM client applications, and the Service 
Assurance (SA) Agents. The IPM server provides central services and functions as a 
measurement database. It manages the exchange of data between the measurement 
devices and its central database (Zseby and Scheiner, 2002).
Both the client and the server do not perform measurements. They are only used to 
organize the SA Agent, which execute the measurements on a Cisco router. This SA 
Agent is the only source for all measurements. SA Agent is capable of performing 
probing measurements at the network (IP), the transport (TCP, UDP) and the 
application layer.
3.3.2.3.3 WAND
The WAND (Waikato Applied Network Dynamics) is a passive tool, which has been 
used to perform some latency and loss measurements (Cleary, 2005) (Graham, et al., 
1998). In particular, it was designed to capture ATM cells passively, recording a 
timestamp and signature of each cell. These signatures can be correlated off-line to find 
one-way delays accurate to 10 nanoseconds. WAND has also developed an Ethernet 
interface that uses the same technique.
3.3.2.3.4 IPMON
Another example of a passive measurement tool is the IPMON system (Fraleigh, et al.,
2003). It is, among other things, able to collect packet traces at several points in the 
network. A packet trace gives a detailed picture of what happens on the monitored links. 
The packet traces are then used in analysis of traffic behaviour. Using IPMON it is 
possible to study packet size distributions and the protocol type distribution (e.g. mail, 
http) etc.
3.3.2.3.5 AQUILA
Adaptive Resource Control for QoS Using an IP-based Layered Architecture 
(AQUILA) project defines and implements QoS architecture for dynamic end-to-end
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service provisioning in IP networks (Engel, et al., 2003). Its architecture guarantees 
QoS parameters for end-user applications, like low delay, low packet loss and a specific 
amount of bandwidth. A compromised methodology of active as well as passive 
measurement approaches was used when AQUILA evaluates QoS measurements. 
Active measurement is performed by synthetic application-like flows and by probing 
flows. While application-like flows are emulating real end user applications, probing 
flows are thin measurement flows for monitoring the network behaviour. Passive 
measurement in AQUILA relies on data gathered from different network elements 
(Hofmann, et al., 2002), (Hofmann and Miloucheva, 2001). In AQUILA, measurements 
are also used to support QoS mechanisms like resource control and admission control. 
For more information about the active and passive measurements studies, the reader is 
advised to refer to the Cooperative Association for Internet Data Analysis (CAIDA) 
(CoralReef, 2005) and to the National Laboratory for Applied Network Research 
(NLANR) (NLANR, 2006).
3.3.3 Previous Work
Based on the growing importance of multimedia applications in the Internet, different 
measurement and evaluation approaches have been proposed to monitor and assess 
network QoS parameters which affect the quality of these applications. One of the 
distinct methods that carry out traffic monitoring is EdgeMeter (Molina-Jimenez, et al., 
2004) (Pias a nd W ilbur, 2 001). E dgeMeter i s a distributed m eter sy stem d esigned t o 
monitor QoS of traffic over IP networks. Its architecture is distributed in the sense that 
it can be deployed to collect metric in the provider’s enterprise and in the service 
consumer’s. Metrics collected by EdgeMeter can readily be used for billing; likewise, 
they can be useful for network planning and QoS monitoring of applications.
H.323 is an umbrella standard that defines how real-time multimedia communications, 
such as audio and videoconferencing, can be exchanged on packet-switched networks 
(Internet) (ITU, 1999). This has led to the need to identify the behaviour of these 
applications as well as its impact on the end user perceived quality of the H.323 
applications over the Internet. Several studies and many approaches have been proposed 
to determine the performance quality measures of H.323 applications (Calyam, et al.,
2004) (Markopoulou, et al., 2002) (Marsh and Li, 2003) (Mullin, et al., 2001). Many of 
these studies used pre-recorded audio and video streams and aimed at obtaining quality
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measures e ither b ased so lely o n n etwork v ariations o r o n v arious a udiovisual q uality 
assessment methods like subjective and objective approaches.
Bolot (1993) measured the round trip delays of small UDP probe packets sent at regular 
time intervals to analyse the end-to-end packet delay and loss behaviour for VoIP. 
Papagiannaki, et al., (2002) provided an analysis of the measured single-hop delay from 
an operational backbone network and its impact on the VoIP quality. Moreover, an 
approach to derive an exact metric for numerical evaluation of the QoS of Internet 
connections was discussed in (Dressier, 2003). In this work, the quality of the 
connection was estimated as a vector of single weighted metrics, and the numerical 
representation of the overall connection quality is the product of the single values of the 
weighted metrics. These metrics, especially developed for verification of SLA of 
multimedia services, consider parameters like throughput, delay, and jitter and packet 
loss ratio. Besides, Miloucheva, et al., (2004) presented a technique for monitoring of 
network QoS parameter for VoIP application in inter-domain environment. This 
approach was d esigned for t he m onitoring o f  t he c onnection c haracteristics for V oIP 
applications based on active QoS measurement of emulated VoIP traffic and detection 
of delay and packet loss patterns for network connections characterising the impact of 
the network delay and packet loss on the quality of VoIP based on the E-Model 
objective method. Cole and Rosenbluth (2001) investigated the use of the E-Model as a 
tool to relate the level of several metrics to an estimate of conversational voice quality. 
In their work, the reduction of the existing E-model in terms of quality metrics for the 
purpose of monitoring of conversational voice quality was also analysed.
As quality assessment is a subjective concept, the best way to evaluate it is to have real 
people d o t he a ssessment. T he k ey p roblem w ith s ubjective m ethods i s t hat t hey a re 
very costly (in terms of both time and manpower) to perform, which makes them hard 
to repeat often. And, of course, they cannot be a part of an automatic process and to be 
carried out on-line. Therefore, methods for quantitative evaluation of audio and video 
quality over packet networks have been proposed. Mohamed, et al. (2000), Mohamed, 
et al. (2001) and Mohamed and Rubino (2002a) outlined several Artificial Neural 
Network (ANN) models which were used to predict voice or video quality from 
network or non-network parameters. Mohamed, et al., (2004) proposed a method which 
is a hybrid between subjective and objective evaluation methods. The idea is to have 
many distorted samples evaluated subjectively, and then use the results of this
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evaluation to teach a Random Neural Network (RNN) the relation between the 
parameters that cause the distortion and the perceived quality. In order for it to work, 
the author argued for the need to consider a set of parameters (selected a priori) which 
may have an effect on the perceived quality. Another approach has been presented by 
Rubino, et al. (2006) for objective quality assessment to. substitute the subjective 
methods. In this paper, an assessment mechanism recently developed and used based on 
results obtained by Mohamed and Rubino (2002a) and Mohamed, et al. (2004). The 
idea is to train a RNN to behave like a ‘typical’ human evaluating the streams. This is 
done by identifying an appropriate set of input variables related to the source and to the 
network, which affect the quality, and mapping their combined values into quality 
scores. In addition, a stochastic model for the wireless network that allows simulating 
its variations in performance, and seeing how they affect the perceived quality of the 
streaming applications was used.
All of the above proposed ANN approaches have the same drawback. This is 
represented by the fact that they are relying on subjective tests to create the training sets. 
As a result the training sets are limited and cannot cover all the possible scenarios in 
dynamic and evolving networks, such as the wireless networks. Therefore, the impact of 
a variety of network parameters (e.g. delay variation, and loss rate) on perceived quality 
remains unclear based on the ANN approaches.
Generally, in wireless networks, the majority of the related work concentrates on 
routing and analysing or optimising mechanisms for the regular 802.11 medium access 
layer. Relatively few give attention to the measurements themselves and make 
conclusions about the quality of the multimedia applications over these networks. 
However, some recent studies which are devoted to wireless measurements have used 
wireless sniffers to obtain passive and active characterisations of the network (Portoles- 
Comeras, et al., 2006a). Wireless sniffers are packet capture engines that passively 
monitor the wireless medium capturing (non-intrusively) passing traffic (Portoles- 
Comeras, et al., 2006b). A sniffing system can easily be set up and put into operation 
without any interference to existing infrastructure, including end-hosts or network 
routers. In fact sniffing can be performed without any interaction with the existing 
network, and hence is completely independent of the operational network (Yeo, et al.,
2002). Despite these advantages, wireless sniffing has the following challenges (Yeo, et 
a l, 2004):
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(i) Limited capability of each sniffer: each sniffer has the limitations, e.g. on 
signal receiving range, disk space, processing power, etc.
(ii) Placement: finding the best location for each sniffer is difficult.
(iii) Data collection: it is difficult to collect and synchronise a large volume of data 
from multiple sniffers.
In this research, wireless monitoring (sniffing) is utilised. This is based on passive 
monitoring approach. While passive measurements serve to characterise the traffic and 
other operational parameters (e.g. loads) at any particular point of the network, our 
measurements are attached and performed at the destinations. Most of the above 
mentioned sniffing challenges and limitations have been overcome using sampling 
techniques. Sampling methodologies, properties, and implementation will be discussed 
in Chapters 7 and 8.
To date, two threads of research have examined the property or performance of the 
IEEE 802.11 for multimedia transmissions: performance analysis, and performance- 
and/or QoS enhancements (Zhai, et al, 2005). Many studies developed to study the 
performance of the IEEE 802.11 based on analytical models to assess its capability for 
supporting major QoS metrics, i.e., throughput, delay, delay variation, and packet loss 
rate (Zhai, et a l, 2005) (Bianchi, 2000) (Zhai, et a l, 2004). Based on the IEEE 802.11, 
both DCF and PCF modes provide inadequate performance (Visser and El Zarki, 1995) 
and are considered to be insufficient for achieving a reasonable quality in scenarios with 
high background load (Koepsel, et a l, 2000), therefore various performance 
improvements have been proposed and evaluated (Lindgren, et a l, 2003).
Koepsel, et al. (2000) Koepsel and Wolisz (2001) simulations were conducted to 
identify the performance and whether the DCF and PCF MAC mechanisms can fulfil 
real-time traffic requirements. In the DCF mode, stringent delay requirements were 
fulfilled only in low load scenarios. In a high load scenario or in a scenario with a high 
number of nodes, DCF fails to provide low delay and jitter. Therefore, the authors 
suggest switching from DCF to the PCF mode in those cases. Koepsel, et al. (2000) 
showed that the audio flows are transmitted over a 2 Mbps wireless channel. In the case 
of an audio stream with 64 kbps rate, the capacity is 12 stations in the DCF mode and 
15 in the PCF mode. As a minimal quality level, the authors have chosen a maximal 
transmission delay of 250 ms and maximal 5% packet loss. The usage of PCF, however,
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decreases the overall throughput due to unsuccessful polling attempts. Therefore, many 
manufacturers are choosing not to implement the optional PCF mode, claiming that it 
inhibits interoperability with other access points and does not, in fact, always allocate 
bandwidth better than DCF (Anjum, et al., 2003).
Garg and Kappes (2002) experimentally studied the capacity of IEEE 802.11b to 
determine the maximal number of VoIP calls. The maximal number of stations depends 
on the transmission rate of VoIP, the geographic distribution of the wireless clients, and 
the distance between the wireless clients and the base station. The authors determined 
the quality of VoIP calls by measuring packet delay, jitter and loss rate. Using G.711 
and 10 ms interval six simultaneous calls were possible. Starting the seventh call, only 
the wired to wireless streams failed. The authors concluded that lowering the packet 
frequency is the most efficient solution to increase the number of VoIP calls in a 
WLAN cell.
Masala, et al. (2003) evaluated a number of “QoS indices” of a real-time video 
transmission over an 802.11 ad hoc wireless network by means of the NS-2 network 
simulator. The quality perceived by the video user at the receiver is objectively 
evaluated, using the PSNR as a distortion measure. Moreover, the impact of background 
interfering traffic was studied. From this study, it was found that in the presence of 
interactive video services; the number of TCP sources (background traffic) that can be 
admitted in the network should be limited in order to meet the QoS requirements.
Gao, et al. (2005) experimentally assessed the MPEG-4 video streaming performance 
over 802.1 le. In particular, they discussed in details how the human satisfaction of 
streaming video is affected by the main QoS parameters in IEEE 802.1 le  WLANs. In 
addition, they measured the level of end user satisfaction objectively using the PSNR 
together with the network performance.
Cranley and Davis (2005) investigated the effect the background traffic load on unicast 
streaming video sessions in a WLAN environment and to monitor the resource 
utilisation for the video streaming application under loaded conditions. The 
performance of the system was measured using a WLAN probe. The probe was used to 
monitor WLAN resource utilisation in terms of its MAC bandwidth components. In 
particular, they monitored the load throughput component that is associated with the
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transport of data packets. As the load is increased, the throughput reaches a maximum 
and the AP becomes saturated and so the quality of the video deteriorates.
From the above discussion, assessing the quality of multimedia services transmitted 
over wireless networks has not been widely addressed by the network research 
community and remained a rather difficult problem to be addressed, comprehensively. 
This is due to the fact that, most of the available measurement approaches and methods 
rely and concentrate on measuring individual parameters that influence the multimedia 
quality rather than focusing on the overall QoS. One of the major concerns o f the 
multimedia applications quality assessment is to maximize the QoS of these 
applications over a given network state. Traditionally, this is done by measuring, 
tracking and keeping some of the .network parameters (e.g., packet loss rate and delay 
variation) within certain limits. However, the current Internet infrastructure provides 
basically a best effort service, with no provisions for QoS. Therefore, in order to deliver 
the best achievable QoS, a continuous tracking and monitoring of the 
network/application performance and a better understanding of the combined effects of 
all of the parameters that impact the QoS of these applications is necessary. In' addition, 
representing the QoS in a single measure introduces many aspects to the networking 
communities like facilitating the process of monitoring the application/network 
performance because monitoring single value is much easier than observing several 
metrics at the same time. As well, single QoS measure will ease the process of issuing 
the SLAs between the user and the network operator because this will summarise the 
agreement to be for one item rather than several items (i.e. QoS parameters).
The main c ontribution of this research is in the d evelopment of a light, s calable and 
efficient quality assessment mechanisms to study and analyse the influence of certain 
quality-affecting parameters on time-sensitive multimedia applications performance. 
The effects of some of these parameters have been the subject of previous research like 
(Paxson, 1997) (Lindh, 2001) (Lindh, 2002) (Ishibanishi, et al., 2004) (Choi and 
Hwang, 2005). However, those studies normally consider only one or two parameters at 
once, thus neglecting the effects of their interaction as a whole. Regarding the objective 
techniques, there were no formerly published objective QoS evaluation methods that 
consider the direct impact of the whole set of the effective QoS parameters, considered 
simultaneously, on the perceived QoS of the multimedia applications over wireless 
networks. The approach presented allows better understanding of the influence of all
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parameters considered at the same time. The techniques present advantages over the 
other available objective evaluation methods, since they do not need to access the 
original signal, and they are not computationally intensive. Therefore, they can be used 
and implemented in real-time QoS applications assessment.
3.4 Summary
The purpose of this chapter was to present the state of art of the assessment and 
measurement methods used to determine the QoS/performance of the multimedia 
applications. In addition to the subjective assessment methods, the objective methods 
have been discussed. From the available objective speech quality measures in the 
literature, only the ITU E-model does not need the access to the original signal to 
compute the quality (Sun, 2004). The E-model offers the ways to consider several 
quality effects when designing a telephony network. Most of these effects are related to 
the field of signal processing rather than to the field of computer networks. Moreover, 
the active and the passive measurement approaches features and applications have also 
been described. Additionally, some recent selected prior work based on the above 
mentioned techniques related to network performance evaluation and time-sensitive 
multimedia applications assessment have been considered. Furthermore, the differences 
between the approaches proposed in the literature and the proposed techniques are also 
outlined. The next chapter focuses on the description of the experimental approach that 
was followed to evaluate and validate the proposed QoS assessment mechanisms.
CHAPTER 4
Experimental Procedure
4.1 Introduction
Methods of network and proposed protocols performance can be investigated, evaluated 
and analysed using simulation tools, analytical models or practical real-networks. This 
research was based on network simulations. Generally, and for primary investigations, 
simulation is more flexible than the real network implementation and has fewer 
complications than the analytical modelling approaches. Simulation allows changes to 
the network topologies, protocols and parameters to be carried out easily and in realistic 
time. In addition, by using simulations, more control over the network conditions could 
be achieved. The research method of this study was simply based on data collection 
from simulation runs using the NS-2 simulation tool. This data were, subsequently, 
quantified and analysed through fuzzy logic-based and Distance measure-based 
assessment systems.
This chapter provides an explanation of the general experimental approach followed in 
this thesis. The structure of this chapter is as follows: Section 4.2 covers the simulation 
model used which includes description of the simulation tool, simulation environment 
and protocols. Then, Section 4.3 presents the audio and video traffic characteristics, 
QoS metrics and requirements. After that, Section 4.4 overviews the simulation 
methodology. Finally, Section 4.5 provides a summary of this chapter.
4.2 Simulation Model
4.2.1 Network Simulation Tool
The proposed assessment methods performance is evaluated via computer simulations.
Fortunately, computer simulation is a particularly powerful and flexible tool and
becoming at the stage where it plays an important part in performance analysis.
Discrete-event simulation is the main tool used to study the characteristics and predict
the behaviour of communication networks and, more in general to study complex
stochastic dynamic systems modelling real-world situations of practical interest (Di
Caro, 2003). In a discrete-event simulation, state variables only change according to the
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sequence of events which are happening at discrete points in time. All the simulations of 
this work were carried out using the NS-2 simulator (NS-2, 2005) (Fall and Varadhan,
2005). NS-2 is an open-source simulation tool developed primarily by the University of 
California at Berkeley. It is an object oriented discrete-event simulator written in C++ 
and OTcl, where an OTcl interpreter serves as a front end.
NS-2 is widely used in the networking research community and has found large 
acceptance as a tool to investigate new ideas, protocols and distributed algorithms (Di 
Caro, 2003). It has achieved a reputation and popularity among researchers, mainly 
because of its flexibility. The NS-2 architecture closely follows the OSI model. Its code 
source is split between C++ for its core engine and OTcl language for configuration and 
simulation scripts (Di Caro, 2003). Therefore, it allows simulation scripts to be easily 
written in a script-like programming language (OTcl) and more complex functionality 
depends on C++ code that either comes with NS-2 or is supplied by the user. This 
flexibility makes it possible to develop the simulation environment as required, 
although the main common elements are already built-in, such as wired nodes, wireless 
and mobile nodes, protocols, queues, links, agents, and applications. In addition, the 
researchers at CMU have developed support for simulating multi-hop wireless networks 
complete with physical, data link and MAC layer modules. Simulations in NS-2 can be 
logged to files called trace files, which include detailed information about transmitted 
and received packets and allow for post processing using many analysis tools. For 
details about NS-2, refer to (NS-2, 2005) and (Fall and Varadhan, 2005).
4.2.2 Simulation Environment and Protocols
NS-2 is well-suited to packet switched networks and the most used simulator for studies 
on wireless networks (ad hoc, local and satellite) which allows it to be as a sort of 
reference simulator (Di Caro, 2003). As a part of the traffic engineering approach of the 
wireless QoS framework, in this work the focus will be on QoS analysis in IEEE 
802.11. The rest of the section presents the details of the simulation environment, the 
algorithms and protocols used, and the metrics used in the performance evaluation.
4.2.2.1 Physical Layer
In NS-2, the physical layer consists of a combination of the free space propagation 
model and the two-ray ground reflection model (Broch, et al., 1998). Free space model 
for short distances and ground reflection model for long distances above 100 meters are
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usually used. In our experiments, the radio model employed was the most commonly 
used model in the literature which is similar to the commercial radio interface, Lucent's 
WaveLAN (Fall and Varadhan, 2005). The nominal bit rate and the nominal radio range 
of WaveLAN is 2 Mbps and 250 meters, respectively. In addition, all nodes broadcast 
their transmissions omni-directionally. Some physical layer specifications are shown in 
Table 4.1 (Fall and Varadhan, 2005).
Table 4.1: The specifications of IEEE 802.11 standard used in NS-2.
Mac/802 11 set CWMin 31
Mac/802 11 set CWMax 1023
Mac/802 11 set SlotTime 20us
Mac/802 11 set SIFS lOus
Mac/802 11 set PreambleLength 144 bit
Mac/802 11 set PLCPHeaderLength 48 bits
Mac/802 11 set PLCPDataRate 1Mbps
Mac/802 11 set RTSThreshold 0
Mac/802 11 set ShortRetryLimit 7
Mac/802 11 set LongRetiyLimit 4
Antenna/Omni Antenna set X 0
Antenna/Omni Antenna set Y 0
Antenna/Omni Antenna set Z 1.5
Antenna/OmniAntenna set Gt 1.0
Antenna/OmniAntenna set Gr 1.0
Phy/WirelessPhy set CPThresh 10.0
Phy/WirelessPhy set CSThresh 1.559e-ll
Phy/WirelessPhy set RXThresh 3.652e-10
Phy/WirelessPhy set bandwidth 2e6
Phy/WirelessPhy set Pt 0.28183815
Phy/WirelessPhy set frequency 914e+6
4.2.2.2 MAC Layer
IEEE 802.11 DCF is the most popular MAC protocol used in both wireless LANs and 
ad hoc networks (Xu, et al., 2002). In this work, the DCF mode is used. A reason for 
using DCF could be that DCF is a technology that has been well tested and proven to be 
robust in the field. For example, when there are two overlapping WLANs where both 
use the same frequency channel, DCF will continue to work while PCF will not, since 
collisions between stations of the two WLANs may occur during their supposedly 
contention-free periods (Wang, et al., 2005). There are two schemes for the DCF 
protocol, namely, two way handshaking scheme (basic mechanism) and four-way 
handshaking scheme (RTS/CTS). The DCF mode basic mechanism of IEEE 802.11 
MAC layer protocol (Institute, 1999) is used. The values of the parameters of 802.11 
DCF which have been used in the simulations are listed in Table 4.1. These
specifications initialise the shared media interface with parameters to make it works like 
the 914MHz Lucent WaveLAN DSSS radio interface card.
4.2.2.3 Routing Protocol
Many different protocols have been proposed to solve the multihop routing problem in 
wireless ad hoc networks; each protocol is based on different assumptions and 
intuitions. These protocols include, Destination-Sequenced Distance Vector (DSDV), 
Temporally-Ordered Routing Algorithm (TORA), Dynamic Source Routing (DSR) and 
Ad Hoc On-Demand Distance Vector (AODV) (Ayyash, 2005). AODV is essentially a 
combination of both DSR and DSDV (Perkins, et al., 2003). It borrows the basic on- 
demand mechanism of route discovery and route maintenance from DSR, plus the use 
of hop-by-hop routing, sequence numbers, and periodic beacons from DSDV (Broch, et 
al., 1998). Due to that, in this work AODV routing protocol was adopted.
4.2.2.4 First-In First-Out (FIFO) Queuing
FIFO is used as the Inter-Frame Queuing (IFQ) along the whole experiments. This type 
is the simplest management queuing method and the most commonly used for queuing 
control. Very large numbers of network devices employ this type of queuing due to its 
simple and cheap implementation. In this case, there is no differential dealing given to 
any packet. This means that, the order in which the packet arrives is maintained and 
there is no preference given to any packet with a strict first come, first served basis. In 
our experiments, because we are not going to explore the effect of queuing type or 
queue size on the performance or the QoS of the multimedia applications, FIFO type 
was used with the default queue size value used in the NS-2 which is 50 packets.
4.2.2.5 Topologies and Scenarios Characteristics
The proposed approaches of QoS assessment were evaluated through simulating single 
and multihop wireless ad hoc networks. We assumed that the transmission range for a 
node is 250m. In a single-hop ad hoc network, all the nodes are in the same BSS and 
they can hear each other, which means that it is a fully connected network. Throughout 
this thesis, every experiment has its own simulation characteristics in terms of 
simulation topologies, scenarios and traffic features but they are common in the network 
specifications, settings and protocols (i.e., IFQ, MAC and routing protocols,).
4.3 Audio and Video Applications
4.3.1 Applications Traffic Characteristics
Time-sensitive applications like audio or videoconferencing require specified 
bandwidth, low delay and jitter but can tolerate some losses. Voice connections generate 
a stream of small packets of similar sizes at relatively low bit rates. Typical voice 
stream generation rates range from 5 Kbps to 64 Kbps, which mean that these rates 
remain in the tens of Kbps order. For example, the G.711 voice encoding scheme which 
was used through our experiments and simulations, generates 160 byte at 20ms 
intervals, resulting in 64 Kbps stream (Tobagi, et al., 2001). Whereas, 
videoconferencing connections generate streams of moderate packets of similar sizes 
(e.g. 512 byte) at bit rates within the wideband range, 64-2,048 Kbps rate. A common 
generation rate is 384 Kbps. This rate was employed to implement the 
videoconferencing traffic generation model.
4.3.2 Applications QoS Metrics and Requirements
Audio and videoconferencing qualities are directly affected by three QoS parameters: 
packet loss, delay, and jitter. Packet loss causes voice clipping and skipping. Delay can 
cause quality degradation if it is excessive. Jitter can cause a display monitor to flicker 
and will introduce clicks or other undesired effects in audio signals. The obtained 
performance bounds are mapped to end-users perceptions of the overall audiovisual 
quality and are then categorised into grades such as good, acceptable and poor. The goal 
commonly used in designing networks to support audio applications is the target 
specified by ITU. This states that 150 ms of one-way, end-to-end delay ensures user 
satisfaction for telephony applications. The ITU states that a 150 ms one-way delay 
budget is acceptable for good quality and not more than 400 ms for acceptable quality 
(Tobagi, et al., 2001). In addition to this, average one-way jitter should be targeted at 
less than 1 ms and loss should be not more than 3 percent for good voice quality. On the 
other hand, videoconferencing average one-way jitter and loss should be not more than 
30ms and 1%, respectively in order to provide a good quality. The performance targets 
for conversational audio and videoconferencing applications are summarised in Table
4.2 (Tee, et al., 2005).
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Table 4.2: QoS parameters range for audio and videoconferencing traffics.
Range Low 
Range(good 
quality)
Medium 
Range (acceptable 
quality)
High 
Range(poor 
quality)
P a ra m e te r s ^ \^ Audio Video Audio Video Audio Video
One-way delay [ms] < 150 < 150 150 < &  <400
150 <&  
<400 >400 >400
Jitter [ms] < 1 <30 - - - -
Packet loss ratio [%] < 3 < 1 - - - -
4.4 Simulation Approach and Output Analysis
Generally, simulation under NS-2 consists of three steps: (i) describing the simulation in 
an OTcl script; (ii) running the simulation and (iii) analysing the generated trace files. 
Given the network topology defined by its type, operation characteristics, and the 
number of applications, Figure 4.1 demonstrates the basic stages and components used 
in the simulation experiments. Each run of the simulation accepts a scenario file as 
input. This file describes the sequence o f packets generated by every node, together 
with the exact time at which each packet generation is to occur (i.e. generation rate), 
packet size, definition o f the source and destination nodes, transport protocol, queuing 
type, queue size, and application type.
NS
MachineScenariosFile Trace File
Summary
FilesMatlab
Parameters
Analysis
Figure 4.1: Overview of the simulation approach.
After simulating the scenario file using the NS-2, a detailed trace file is created by each 
run. This trace file contains detailed information about every individual packet as it 
arrives, departs or dropped at a link or queue of the whole traffic applications included 
in that scenario. This information includes: node ID, node coordinates, source address,
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destination address, packet type, packet size, flow ID, unique ID, sequence number, 
timestamps at every node that every packet passed through, and some other information 
which are not important for our analysis. This information will be analysed using a 
variety of scripts to calculate the main QoS parameters (delay, jitter, and packet loss) 
which impact the overall QoS of the audio and videoconferencing applications. To 
achieve that, the packets were differentiated by their flow ID, their sequence number 
within this flow, and some other relevant information such as sender and receiver node 
IDs. To calculate the end-to-end one-way packet delay, the difference between the 
values of the sending and receiving timestamps of every packet was calculated. Then 
the difference between two consecutive packets delays was computed to calculate the 
delay variation (jitter) of the flow. A segmentation procedure was used to  divide the 
traffic packets of each flow into blocks. Each block contained a certain number of 
packets. Then, the average delay and average jitter was calculated for the packets 
contained in each block. Packet loss ratio was calculated by tracking the packet 
sequence number and the number of lost packets in each block.
After getting the QoS parameters for each block, these values were saved in summary 
files in order to be further analysed using Matlab (Matlab, 2006) to assess the overall 
QoS of each multimedia application. This assessment was based on developing 
evaluation systems to map these parameters and combining them to produce individual 
values which were representative of the QoS/performance of the multimedia application 
as will be discussed later in the following chapters. Finally, after feeding the assessment 
systems by the QoS parameters for each block, a vector of output values was produced.
The output QoS vector values were between zero and 100%. These values were 
categorised symmetrically into three regions to represent the QoS level. These regions 
were poor, average and good QoS regions. The categorisation process was based on two 
thresholds, which are 33% and 67%. These thresholds will be used as follows:
• If the QoS value was less than or equal to 33% => the QoS was in the poor 
region,
• If the QoS value was greater than 33% and less than or equal 67% => the QoS 
was in the average region, and
• If the QoS value was greater than 67% => the QoS was in the good region.
Moreover, from the output QoS vector of each of the assessment systems, the overall 
QoS for each application was calculated (i.e., one value to represent the overall QoS). 
This was achieved using two procedures. One of these was to calculate the average and 
the standard deviation for each flow, which represented the mean and the variation in 
the output measured QoS. However, because there may be a high variation in the values 
of the QoS of some flows, a normalisation technique was applied to ensure that all the 
values are within the range between one and zero. Then, the average of the normalised 
values was calculated and multiplied by 100%. This was done using equation 4.1 as 
follows:
QoS, -  QoSmi„Normalised Q o S =
Q°Smax “  Q°Smir
Overall QoS = Normalised QoSt  ^n\  /
*100% (4.1)
where QoSt is each current entry in the QoS output vector, QoS^  and QoSmax are the
minimum and the maximum QoS values in the QoS vector respectively, and n is the 
number of values in the output QoS vector.
In order to produce a more specific picture about each application QoS, the estimation 
of the distribution of the QoS values was used. A cumulative distribution plot was used 
to determine the percentage of the measured QoS, which is less than a threshold (a). In 
other words, it is the probability for the QoS being less than (a). Suppose a network 
under consideration is shared by K  applications and let Xk(n) denotes the measurement 
objective (in this work, the QoS) of the nth block of application k. Xhas  the distribution 
function of P. Then, the distribution ofX is written as:
(4.2)
where 1 <.} denotes the indicator function,
J1 i f  x <  a
|0 otherwise
where (a) is an arbitrary real number and E[.]  is the expected value.
If there are n QoS measurements, X(i) denotes the i-th value of X. Then the estimator 
Zx(n, a) of the distribution of X  (Ishibashi, et al., 2004) , is given by:
4.5 Summary
In this chapter, the experimental approach that was used to evaluate and validate the 
proposed QoS assessment systems is discussed. This chapter defined the simulation tool 
used to create the scenarios employed to simulate the wireless ad hoc network 
topologies. In addition, the experimental environment and protocols have also been 
described. As well as, the characteristics, QoS metrics and requirements of the audio 
and videoconferencing multimedia applications transmitted over the simulated networks 
are explained. The following chapters will depend on the outlined experimental 
approach to test, validate and evaluate the proposed QoS assessment and estimation 
systems.
(4.4)
CHAPTER 5
Quality of Service Assessment of Multimedia 
Traffic Using Fuzzy Logic and Distance 
Measure Approaches
5.1 Introduction
The aim of this chapter is to describe the approaches used to evaluate the performance 
of wireless ad hoc networks by considering the QoS requirements of multimedia 
applications in a simulated set up. Audio and videoconferencing applications were 
considered for this purpose because of the time-sensitive nature of their QoS 
requirements. In this work, the objective of QoS monitoring and measurement was to 
evaluate the performance of the wireless networks to establish whether they satisfy the 
requirements of different applications that were sharing the same infrastructure. This 
involved devising QoS assessment techniques that combine and summarise these 
parameters in a single value. This value represents the QoS level provided to the 
applications based upon the network conditions compared to the QoS level expected for 
those applications. Two assessment systems were devised; one based on fuzzy logic 
approach and other used distance measures.
The organisation of this chapter is as follows: Section 5.2 outlines the related studies. 
Section 5.3 describes the reasons for using the: Fuzzy and Distance approaches. Section
5.4 presents the experimental procedures, which includes the description of both the 
approaches and the simulation set up. In Section 5.5, the experimental results are 
presented. Section 5.6 summarises the advantages and disadvantages of using each 
approach. Lastly, in Section 5.7, a summary of this chapter is provided.
5.2 Related Work
With the rapid increase in the number of individuals in industry and academia using 
audio and videoconferencing, the need for assessing and monitoring the transmission 
quality of these applications has risen significantly. This has led to the need to 
understand the behaviour of audio and video traffic as it affects the end-user's 
perception quality. There are several methods for assessing and evaluating the quality of
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such applications. These studies are categorised into two approaches: subjective and 
objective methods. These methods were discussed in Chapter 3.
A number of studies have used fuzzy logic for network analysis problems, for example 
(Saraireh, et al., 2004), (We and Chen, 1999), (Oliveira and Braum, 2004), (Pitsillides 
and Sekercioglu, 1999), and (Fernandez, et al., 2003). To our best knowledge, the only 
one work on evaluating the QoS using fuzzy logic prior to our work has been by 
(Saraireh, et al., 2004). In the study, a fuzzy logic approach was used fo evaluate the 
QoS for image transmission over a network and the frame rate was considered as a 
reference for assessing the received quality of the image.
Distance measure approach is usually used in multimedia processing as a similarity 
measure tool between two patterns that could be related to speech, image, graph, or 
signature (Li, et al., 2002), (Eidenberger, 2003) , (Wu and Pols, 1 996) and (Daoudi, 
2006).
5.3 Why Fuzzy Logic and Distance Approaches?
Fuzzy logic is a powerful tool that uses human reasoning as an important part of system 
design process. A major advantage of this feature is that it allows a natural description, 
in linguistic terms, of problems that should be solved rather than in terms of 
relationships rather than precise numerical values (Nedeljkovic, 2004). Another 
advantage of the fuzzy system is that for some complex problems, it tends to be less 
computational intensive than other intelligent methodologies such as neural networks 
(Oliveira and Braum, 2004).
An alternative QoS assessment system was proposed relying on the principle of 
quantified distance evaluation between two vectors. This approach is based on the 
concept of Euclidean and Minkowski distance measures (Teknomo, 2006). The distance 
system was proposed, as a non-intelligent system to be used as a baseline to compare 
with the effectiveness of the fuzzy assessment system.
In this research, the use of fuzzy logic and distance approaches is justified by the 
absence of simple mathematical models or formulas to estimate the overall QoS. In 
addition, QoS assessment is a domain, which may meet the general conditions where
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the application of these approaches may be considered appropriate. That is because QoS 
is a field where the value and ranges of the important QoS parameters can be 
represented numerically, i.e., the QoS parameters requirements of multimedia 
applications. Moreover, QoS assessment is a domain where the relationship between the 
input parameters and the output QoS exist but may be complicated. Fuzzy logic, in 
addition to the distance approach, simplifies this complexity in the input-output 
relationship.
In addition, QoS evaluation is a problem that needs logic of reasoning which may be an 
approximate rather than an exact solution. Therefore, fuzzy logic is quite suitable for 
evaluating the QoS where the uncertainties and requirement of combination of more 
than one parameter (input) are present. Additionally, fuzzy logic processing is not 
intensive; hence, it can be executed in each node without interfering its router 
performance role (Fernandez, et a 1., 2003). Finally, fuzzy logic has the advantage o f  
dealing with the complicated systems in a relatively simple way, which is the main 
reason why fuzzy logic theory is widely applied in this study. Similarly, the distance 
approach is uncomplicated and mathematically very straightforward, which includes 
one equation and a simple mapping process.
5.4 Assessmeut Approaches
The use of intelligent and non-intelligent methods for measurements and evaluation of 
overall QoS are described in this section. A performance measurement method for 
estimating the actual network QoS experienced by the network users has been proposed 
based on a fuzzy logic approach. The results obtained using this approach were 
compared with those obtained using distance measure approach. These approaches have 
been designed based on the information and background provided in Chapter 2.
5.4.1 Proposed QoS Assessment Fuzzy Logic Approach
5.4.1.1 Fuzzy System Input
As mentioned before, for audio and videoconferencing applications, the main QoS 
parameters are delay, jitter and packet losses. These parameters will be quantified and 
used as inputs to the fuzzy inference system. The fuzzy input variables were represented 
by three fuzzy sets to create the input membership functions for the audio depending on 
the requirements (Table 4.2, Chapter 4) of each input variable as shown in Figure 5.1a.
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The same procedure was carried out to produce the membership functions for the 
videoconferencing application, which are depicted in Figure 5.2a. The fuzzy linguistic 
variables used were Low, Medium and High. Each input parameter was mapped to these 
fuzzy sets according to its value.
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Figure 5.1: Audio fuzzy membership functions: (a) Inputs and (b) Output.
Gaussian type membership functions were used for the input variables o f the fuzzy 
system. This type o f membership functions were chosen because of its smoothness, 
computing simplicity and concise notation. In addition, it is the most widely used 
membership function in the literature (Oliveira and Braum, 2004) and it is popular 
method for specifying fuzzy sets.
Gaussian membership function requires the mean and the standard deviation values to 
be defined. These parameters values are given in Tables 5.1 and 5.2 for both audio and 
videoconferencing, respectively. These values were selected based on the QoS 
requirements of each QoS parameter to provide reasonable outputs to reflect the overall 
QoS of each application. The selection of these values was based on the QoS thresholds 
defined in Table 4.2 in order to define the input regions o f the QoS parameters.
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Table 5.1: Mean and standard deviation values of audio input and output fuzzy membership
functions.
Membership
functions
Delay [msec] Jitter [msec] Loss [%] QoS [%]
Mean St. dev. Mean St. dev. Mean St. dev. Mean St. dev.
Low MF 0 156 0 1 0 1.1 0 12
Medium MF 273 71 2.58 0.56 3.28 0.83 50 12
High MF 600 146 5 1.14 6 1.62 100 12
Table 5.2: Mean and standard deviation values of videoconferencing input and output fuzzy
membership functions.
Membership
functions
Delay [msec] Jitter [msec] Loss [%] QoS [%]
Mean St. dev. Mean St. dev. Mean St. dev. Mean St. dev.
Low MF 0 156 0 6 0 0.55 0 12
Medium MF 273 71 15.51 3.36 1.64 0.42 50 12
High MF 600 146 30 7.17 3 0.81 100 12
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Figure 5.2: Videoconferencing fuzzy membership functions: (a) Inputs and (b) Output.
5.4.1.2 Fuzzy System Output
In this work, a single fuzzy output provided the assessed QoS. Hence, the output o f the 
fuzzy system was set as the indicator of how the network dealt with the applications. In 
addition, the fuzzy output variable was split into three singleton fuzzy sets as depicted 
in Figure 5.1b and 5.2b for both audio and videoconferencing applications, respectively. 
The corresponding fuzzy linguistics variables were Poor (for poor QoS), Average (for
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average QoS) and Good (for good QoS). The Gaussian membership type function was 
also used for the output.
5.4.1.3 Fuzzy Rules
The number of rules depends on both the number of input variables and the number of 
fuzzy sets associated with each input variables. In this fuzzy system nine rules were 
used resulting from the combination o f three inputs (delay, jitter and packet losses) each 
having three fuzzy sets. The specific fuzzy rules used in the evaluation process are 
shown in Figure 5.3.
(If delay is Low) and (Jitter is Low) and (Loss is Low) then (QoS is Good)
(If delay is Low) and (Jitter is Low) and (Loss is Medium) then (QoS is Good)
(If delay is Low) and (Jitter is Medium) and (Loss is Low) then (QoS is Good)
(If delay is Medium) and (Jitter is Low) and (Loss is Low) then (QoS is Good)
(If delay is Low) and (Jitter is Medium) and (Loss is Medium) then (QoS is Average)
(If delay is Medium) and (Jitter is Low) and (Loss is Medium) then (QoS is Average)
(If delay is Medium) and (Jitter is Medium) and (Loss is Low) then (QoS is Average)
(If delay is Medium) and (Jitter is Medium) and (Loss is Medium) then (QoS is Average)
(If delay is High) or (Jitter is High) or (Loss is High) then (QoS is Poor)
Figure 5.3: Fuzzy rules output.
From this Figure, for instance, if the three input variables have low values, this indicates 
that the QoS is Good. Likewise, any high value of the input variables, regardless o f the 
other variables values results in a Poor QoS.
5.4.1.4 Fuzzy Reasoning and Defuzzification
The fuzzy reasoning was based on the minimum-maximum (min-max) inference 
method, where the crisp input values were mapped into the membership functions 
(fuzzification) and assessed according to the rules in the place. Each rule was applied to 
the corresponding membership functions and the minimum (min) o f them was mapped 
into the associated output membership function. Then the output of each rule was 
aggregated (max) into the defuzzifier that gave the final crisp value that indicated to 
which output fuzzy set the outcome was to be assigned. For the defuzzification o f 
output, the centroid was employed as illustrated in equation 2.8 (Ross, 2004). Both 
audio and videoconferencing used the same defuzzification method.
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5.4.2 Proposed QoS Assessment Distance Approach
5.4.2.1 Distance System Description
A general measurement system is shown in Figure 5.4. It comprises four main 
processes: windowing, normalisation, distance measurement and mapping. The 
functionality and role of each component will be briefly described as follows.
Output 
QoS (0-100%)Input parameters (Delay, jitter, and loss)
MappingWindowing Datatransformation
Distance
measurement
Normalised QoS 
requirements
Figure 5.4: Block diagram of the distance measurement system.
As mentioned earlier in Section 4.3, for audio and videoconferencing applications, the 
main parameters, which affect the overall QoS, are delay, jitter and losses. After 
measuring these parameters, they will be processed using a windowing technique, 
which means gathering every m consecutive packets in one window (block) and 
calculating their average delay, jitter and packet loss. These parameters will be used as 
an input to the data transformation step of Figure 5.4. One weakness o f the Minkowski 
distance function is that if an input element has relatively large values, then this value 
will dominate the other elements. Therefore, in this step, the distances were normalised 
by dividing the distance for each input attribute by specific numbers. These numbers 
represent the limits where the QoS will be poor. For videoconferencing, these limits 
were 600 msec for the delay, 30 msec for the jitter, and 3% for the packet loss. 
Similarly, for the audio, they were 600 msec for the delay, 5 msec for the jitter, and 6% 
for the loss. This was done in order to transform input data into a range which spans 
from 0 to 1. In this case, all the elements under the root will have the same contribution 
in the evaluation process, which will prevent large values from dominating the distances 
o f the small-range elements.
5.4.2.2 Distance Assessment Mathematical Approach
The mathematical procedure followed to compute the distance between the required and 
the measured QoS parameters is explained in this section. After transforming (i.e., 
normalising) the input data (the required and the measured), the Minkowski distance
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calculations (distance measurement step in Figure 5.4) are carried out as illustrated in 
equations 5.1 and 5.2. X  values represent the actual measurements (measured delay, 
measured jitter, and measured loss) and the Y  values represent required (desired) values 
(delay, jitter, and packet loss). The Y  values are application dependent.
dA7 = * J t ( x , - K y
where X ,  = [Dm, J m , L m ] and Y, = [£>,, J r, L r]
Therefore; d „  = i j  (Dm -  D r f  + ( j m -  J r f  + (£ .  - L rJ  
d XY„ =  i l Dm - D Am r
A
+ a 1 V
, A
+ ( l „ - l Am r\  600 J ( 30 ) I  3 J (5.1)
Where d ^  and are the regular and normalised distances respectively. Dm Jm, and
Lm are the measured delays, jitter and loss, respectively. Dr, Jr, and Lr are the required 
delays, jitter and loss, respectively.
The distance calculations of the measured values against the required values were 
carried out based on the Good QoS requirements (i.e., delay <150 msec, jitter < 1 0  
msec, and loss < 1%). This means that the normalised QoS requirement are {Dr =150 
msec, Jr = 10 msec, and Lr = 1%}. Therefore, equation 5.1 becomes:
Dm \ Am -0.25 + -  0.33U o o I  10 J + (Lm -  0.33)' (5.2)
As mentioned before if X is selected to be equal to 2, the equations correspond to the 
Euclidean Distance. The Euclidean distance (i.e., X = 2) has a problem if used in the 
evaluation system. From the equations above, it is obvious that the higher the distance 
( dxY ), the poorer the network during that transmission period. Initially, this method
will provide a value for a network based on how far the measured QoS metrics deviated 
from the desired values regardless of the network actually performing better than 
desired. As an example of this is the case in which one or all the normalised measured 
values of the QoS metrics were less than the required values. The resulted Euclidean 
value would be a value, which reflects that the network has performed poorly but 
actually, the network has performed better than the desired requirement. The method 
presumes that the network has performed poorly because of the distance between the 
two values. That is because due to the square (i.e., X = 2) in the Euclidean distance 
formula, it does not take into account the sign between the parentheses. This also results
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in making the method unable to assess how "good" or how "poor" the network is 
performing. Therefore, X should be an integer odd number greater than one. In this case, 
the method will be able to presume the performance of the network. That is because if 
the output of the distance measurement system block in Figure 5.4 was less than zero, 
this implies that the network has performed better than the requirements, while if it was 
equal to zero, this means it has met the requirements. On the other hand, if the output 
was greater than zero, the network performed worse than desired.
In order to convert the output of the distance measurement step value to a quantity that 
reflect the QoS or to an indictor of how the network dealt with the application, a 
transformation of the output calculated distance is required to a value in the range [0, 
100]%. This was carried out in the mapping step of the Figure 5.4. Suppose that X is 
selected to be 3, the situation at which the distance d™ is minimum is when the*^nor
measured QoS metrics are zeros (i.e., Dm = 0 msec, Jm — 0 msec, and Lm = 0%). 
Substituting this in equation 7, this produces a distance — -0.444. This case
represents the best case of network performance (i.e., QoS = 100%). The worst network 
performance is when the measured metrics are equal or greater than the poor values, i.e. 
whenjDm>600 msec, J m >30msec, andZm>3%. This gives -  1.01 which
corresponds to minimum poor QoS (i.e., QoS = 0). Therefore, we have two pairs of 
dxY^ and QoS as (-0.444, 100%) and (1.01, 0%). From this information, we can
determine the equation of a straight line. Given that the line passes through the two 
points Pi = (.X], yi) (i.e., (-0.444, 100%)) and P2 = fa , yi) (i.e., (1.01, 0%)), then the 
slope of the line is:
<5J>A 2 A j
Given the slope m and a point Pi = (xj, y{) through which the line passes, the 
relationship generally gets simplified algebraically to:
y  = m ( x - x , )  + y ,  (5.3.1)
I f y  is replaced by QoS and x  is replaced by the d ^ , equation 5.3.1 can be rewritten as 
follows:
(5.4)
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QoS = m * d XYmr + c 
where c is constant equal to (yj  - mxj).
After calculating the slope (m = -68.75), equation 5.4 becomes:
QoS = 69 .75- 68.75* d „ „  (5.5)
Similarly, when A is selected to be 5 and following the same previous steps, the’final 
equation will be:
QoS = 69.19 -  78.98 *c/ATwor (5.6)
5.4.3 Topology and Traffic Scenarios Characteristics
In order to demonstrate the application of fuzzy logic and the distance assessment 
approache, different simulation scenarios, protocols, settings and traffic characteristics 
as discussed in Chapter 4 were simulated using NS-2 (Network Simulator, 2005). In this
chapter, the proposed approaches were evaluated through simulating single and
multihop wireless ad hoc networks. The single hop network topology used for the 
simulations is shown in Figure 5.5, which consists of 10 nodes. This network had five 
pairs of fixed source/destination hosts and all the sources (0, 2, 4, 6, and 8) and the 
destinations (7, 3, 5, 7 and 9) were in the same basic service set with an area of (250m 
X 250m). Audio and videoconferencing application sources and destinations were (0, 2, 
and 4) and (7, 3, and 5), respectively. Cross-traffic sources and destinations were (6 and 
8) and (7 and 9), respectively. This traffic was traffic in the network that corresponds to 
non-audio or videoconferencing usage, which intervenes between consecutive packets 
of a significant flow. This traffic was used to make the network busy during some 
selected times.
250m< ►
©
©
Figure 5.5: Network topology.
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The first experiment was executed for the audio application with the applications 
characteristics as shown in Table 5.3. For the videoconferencing experiment, the same 
topology was used with the applications characteristics as illustrated in Table 5.4.
Table 5.3: Audio applications characteristics.
Traffic Packet Size [byte]
Generation Rate 
[Kbps]
Audio 1 160 64
Audio2 160 64
Audio3 160 64
Cross-traffic 1 500 800
Cross-traffic2 600 500
Table 5.4: Videoconferencing applications characteristics.
Traffic Packet Size [byte]
Generation Rate 
[Kbps]
Videoconf. 1 512 384
Videoconf.2 512 384
Videoconf. 3 512 384
Cross-traffic 1 300 150
Cross-traffic2 500 200
Another application for the proposed QoS evaluation systems is the assessment o f the 
audio and videoconferencing applications through multihop wireless paths and the study 
of the capacity o f a mesh network. The network topology and simulations were done for 
single, two, three, and four hops. The distance between two neighbouring nodes was 
200 meters. The simulations were done by varying the load rate by increasing the 
number o f connections (sources) from 1 to 8 and all sources started and finished 
simultaneously for every hop experiment.
5.4.4 Analysis Steps
Once the topology was selected and the traffic was configured, the main QoS 
parameters (metrics) that were important for the application under consideration (i.e. 
evaluation) were quantitatively evaluated and analysed based on the widowing 
technique mentioned earlier. The procedures was continued as illustrated in Figure 5.6 
to get the QoS value for each window to assess the QoS value for a multimedia 
application using the fuzzy logic and distance approaches.
Finally, after processing the QoS parameters by the assessment systems, a vector of
output values was produced. This vector represented the evaluated QoS o f each
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application. This output characterised how the network dealt with the applications. This 
vector was further processed and analysed as discussed in Section 4.4 o f Chapter 4. 
Then, to determine how the network treated the application as a whole, the QoS output 
vectors of each application running over the network were gathered in one vector. These 
vectors were also analysed using the same procedure of Section 4.4.
Overall assessed QoS
Distance System 
(Figure 5 .4)
Fuzzy System 
(Figure 2.7)
Analysis & processing
Windowing and processing of 
the required QoS parameters
QoS parameters measurement 
& calculations
Data file output (trace file 
generation)
Network simulation and 
transmission of the applications
Figure 5.6: Flow chart of QoS assessment procedures using fuzzy and distance approaches.
5.5 Results and Discussions
In this work, an assessment of two important multimedia applications (time and loss 
sensitive) was carried out in the presence of cross-traffic. For each application; delay, 
jitter and packet loss were measured and processed using the windowing technique 
mentioned before to get the average value of each window. The instantaneous and the 
average delay obtained by blocking every 10 successive packets are shown in Figure 
5.7a and 5.7b, respectively.
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Figure 5 .7: (a) Instantaneous and (b) Average delay of audio 1 application using windowing
technique.
5.5.1 Audio Application
Once the measured average QoS parameters (delay, jitter and loss) for each of the three 
audio applications were obtained, they were fed to the fuzzy and distance systems to 
produce the QoS of each application. In order to test the output accuracy of the two 
assessment systems, combinations of samples of the input parameters were taken and 
processed by them. These samples and their corresponding outputs are illustrated in 
Tables 5.5 and 5.6 using fuzzy and distance systems, respectively. From these Tables, it 
can be seen that the output QoS values are a reflection of the input parameters based on 
the fuzzy rules shown in Figure 5.3 and the proposed procedure for the distance system. 
The outputs of both systems for audio applications are shown in Figures 5.8-5.13. From 
Tables 5.5 and 5.6 and Figures 5.8-5.13, both assessment systems provided results, 
which are comparable to each others. Some of these outputs are different they are in the 
same QoS region (i.e. Good, Average, or Poor). The discrepancies between the two 
methods were due to the different procedure followed by them. From the figures, 
distance system showed a higher variation and transitions than the fuzzy system. That 
was due to the fact that the fuzzy system is intelligent and governed by membership 
functions, Gaussian in our case, which may provide smooth transitions between the 
system states. On the other hand, the distance evaluation system is a non-intelligent 
approach, which mainly depends on the difference between the measured parameters 
values and the required thresholds and then combining (adding) the differences that will 
produce direct crisp values without any fuzzification.
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Table 5.5: Sampled input QoS parameters with their expected QoS (Audio QoS fuzzy system
evaluation).
Delay [msec] Jitter [msec] Loss [%] Evaluated QoS [%] QoS Level
20 0.65 0.98 87.9 Good
60 0.75 2.79 72.6 Good
50 2.2 0.88 79.4 Good
200 0.85 0.95 83.2 Good
70 2.4 2.8 47.8 Average
300 0.5 2.5 51.2 Average
200 2.3 1.1 58.9 Average
250 3 2.7 44.9 Average
480 0.75 0.85 13.3 Poor
75 4 0.98 18.3 Poor
400 1.8 5.3 19 Poor
550 4.3 5.5 9.73 Poor
Table 5.6: Sampled input QoS parameters with their expected QoS (Audio QoS distance system
evaluation).
Delay [msec] Jitter [msec] Loss [%] Evaluated QoS [%] QoS Level
20 0.65 0.98 89.8 Good
60 0.75 2.79 82.2 Good
50 2.2 0.88 83.9 Good
200 0.85 0.95 85.3 Good
70 2.4 2.8 53.4 Average
300 0.5 2.5 52.2 Average
200 2.3 1.1 55.6 Average
250 3 2.7 43.8 Average
480 0.75 0.85 28.2 Poor
75 4 0.98 28.1 Poor
400 1.8 5.3 25.9 Poor
550 4.3 5.5 10 Poor
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Figure 5.8: The output QoS of Audio 1 application using the fuzzy system.
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Figure 5.9: The output QoS of Audio 1 application using distance system.
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Figure 5.10: The output QoS of Audio2 application using the fuzzy system.
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Figure 5.11: The output QoS of Audio2 application using the distance system.
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Figure 5.12: The output QoS of Audio3 application using the fuzzy system.
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Figure 5.13: The output QoS of Audio3 application using the distance system.
The figures indicate that the fuzzy system provided QoS values in the range o f [10%- 
90%] while the distance system generated QoS in the range o f [0%-100%], Therefore, 
the fuzzy system could not provide a QoS value less than 10% and a maximum value 
greater than 90%. The cause o f this effect was due to the overlaps between the input 
membership functions and between the output membership functions, which affected on 
the performance of the fuzzification and the defuzzification processes. On the contrary, 
the distance system, as mentioned before, relies on combining the differences between 
the measured and the desired values and therefore could produce an output range o f [0- 
100] based on linear transformation.
Given that the maximum value o f QoS is 100%, it can be observed, from these figures 
and for both assessment systems that the QoS was fluctuating between good, average
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and poor values. Good QoS was a result of low measured values of the QoS parameters 
or when two parameters were low and the other was medium. While QoS is considered 
poor if  any of the QoS parameters was high regardless of the other parameter values. 
Otherwise, the measured QoS was average. The fluctuation between the three regions 
reflected the availability of the network resources based on the number of the 
applications which are sharing these resources.
In addition, it can be seen that there is a high variation in the evaluated QoS, especially 
for the Audio 1 application. This variation is a result of high variation in the measured 
QoS parameters (delay, j itter and loss). In  the simulations, the data rate o f  the audio 
application was very low (64Kbps), which means that they were not bandwidth-hungry 
applications that scarcely compete for bandwidth in the network. Moreover, the queue 
size used was 50 packets. Due to these, zero losses for the three applications were 
measured. Therefore, the measured losses met the audio losses requirement (<3 
percentage) which means that the provided QoS is good with respect to the losses. 
Therefore, the variation in the assessed QoS by both systems may be due to variation in 
delay and jitter. However, the maximum measured average delay did not exceed 150 
ms, which is the maximum audio delay requirement to get a good (high audio quality) 
QoS. This includes queuing delay, transmission delay, propagation delay, 
retransmissions at the MAC layer and processing delay. From this, and as in packet loss 
case, the measured QoS with regard to delay is also good.
Form the above discussion; it can be deduced that the variation in QoS was mainly due 
to variations in the measured jitter values, which some times exceed the audio jitter 
requirements to provide a good QoS. That was because the high quality audio 
application jitter requirement is very hard to be achieved (< 1ms) in the default DCF 
since only a best-effort service is provided. The variation of the jitter is due to the 
contention between the sending nodes for the available resources of the network. This 
contention will enforce the nodes to defer their transmissions for some times like Short 
Inter Frame Space and DCF Inter-frame Space (SIFS and DIFS) during the busy times 
of the network channel because it was occupied by some other nodes. The deferral of 
transmitting some packets will cause some variations in the delays of the consecutive 
packets. This will produce excessive delay variation (jitter), or intermittent but 
noticeable jitter at the receiving side, which will degrade the overall audio quality. In 
addition to that, due to congestion in the node queue, this leads to a variation in the
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queuing delay. Moreover, a high collision rate and frequent retransmissions cause 
unpredictable jitters. This will result in an increased network jitter, which can be very 
significant. Therefore, the assessed QoS of the application quickly deteriorates.
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Figure 5.14: The bar chart for: (a) Audio 1, (b) Audio2, (c) Audio3 applications QoS and (d) the 
overall QoS using the fuzzy assessment system.
To show the extent that the QoS was poor, average, and good, bar chart distribution was 
used. The length o f the bar was representative of the percentage of each QoS case. 
Figures 5.14 and 5.15 depict the bar charts for the Audio 1, Audio2 and Audio3 
applications QoS, and the overall QoS using the fuzzy and the distance approaches, 
respectively. The overall QoS represents the QoS of the audio applications over the 
network. In order to identify how much the QoS was poor, average and good and to 
show the variation of these values, the mean and standard deviation were calculated. 
Tables 5.7 and 5.8 illustrate the statistics that characterise each QoS region o f each 
application and the overall QoS. From these figures and tables, it can be seen that 
Audio3 showed the best QoS. Fuzzy logic indicated that about 80% of Audio3 QoS 
values was in the Good region with average value of 84.48% and less than 11% was in 
the Poor and Average regions. Similarly, the distance system indicated that 80% of 
Audio3 QoS was Good but with average value of 98.69% and about 12% and 8% was in 
the Poor and Average regions, respectively. It can be observed that both assessment
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systems gave, relatively, similar results regarding the QoS level o f the Audio3 
application. Nevertheless, the average values were different due to the reasons 
mentioned earlier. The overall audio QoS was good because around 60% of its values 
were in the Good region with average values o f 82.56% and 98.07% from fuzzy and 
distance systems, respectively. It can be observed that this method provided a good 
picture about the measured QoS regions statistics and percentages.
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Average
Overall Audio QoS
Average
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Figure 5.15: The bar chart for: (a) Audiol, (b) Audio2, (c) Audio3 applications QoS and (d) the 
overall QoS using the distance assessment system.
Table 5.7: Statistics of each audio application region QoS and the overall QoS using fuzzy logic
assessment system.
Audiol QoS Audio2 QoS Audio3 QoS Overall Audio QoS
Poor Average Good Poor Average Good Poor Average Good Poor Average Good
Mean [%] 12.4 52.2 81.3 12.1 53.3 81.2 11.2 54.2 84.5 12.1 53 82.6
Std. Dev. 
[%] 4.9 11.7 5.2 5.1 13 3.6 4.8 10.7 4.4 5 11.9 4.7
Table 5.8: Statistics of each audio application region QoS and the overall QoS using distance
measure assessment system.
Audiol QoS Audio2 QoS Audio3 QoS Overall Audio QoS
Poor Average Good Poor Average Good Poor Average Good Poor Average Good
Mean [%] 21 43.1 97.5 20.2 42.7 97.7 18.4 42.9 98.7 20.1 42.9 98.1
Std. Dev.r%i 7.8 6.1 2.7 8.1 6.1 2.7 8 7.2 1.8 8 6.2 2.5
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In order to produce a more specific picture about the QoS of each application and the 
overall audio QoS without classification o f the QoS values into good, average and poor 
regions, equation (4.4) was used to generate the distributions of each QoS. As an 
example, the distributions o f Audio3 are shown in Figures 5.16 and 5.17. The figures 
illustrate the cumulative distributions, P r{X < a}, where the random variable X  denotes 
the end-to-end QoS. The usefulness o f this method stems from the fact that it gives the 
probability that the QoS is less than any threshold value in the 0 to 100 percentage 
range. For example, it can be seen from the figures that it is very easy to assess the 
probability or how many values o f the QoS were less than 30%. These are 0.28, 0.24, 
0.12 and 0.21 for Audiol, Audio2, Audio3 and overall audio QoS, respectively using 
the fuzzy assessment system. Moreover, the values are 0.2, 0.2, 0.12 and 0.18, 
respectively, using the distance system, which are comparable to the fuzzy system 
results. In addition, it can be observed that the minimum and maximum values o f the 
QoS can be found from these figures. For example, the minimum value for all audio 
applications was between 9 and 10% based on both systems.
Moreover, to provide more general representation of the QoS of each audio flow over 
the network and how the network treated the audio application in general, averaging or 
normalisation method (equation 4.1) can be used. Tables 5.9 and 5.10 summarise the 
results of using these methods for each audio application and for the overall QoS o f the 
audio performance over the network depending on the fuzzy logic and the distance 
evaluation systems.
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Figure 5.16: Audio3 QoS distribution based on fuzzy approach results.
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Figure 5.17: Audio3 QoS distribution based on distance approach results.
From Tables 5.9 and 5.10, it can be seen that there is a small discrepancy, in the results 
of the QoS of each application and overall between the two methods (i.e. mean and 
normalisation) and for both assessment systems. However, due to some variations in the 
QoS output of the assessment systems; the averaging method may be not very suitable 
in these situations because some high and low values will bias the final result. On the 
other hand, the normalisation approach might be the most suitable method for the 
evaluation o f the QoS of each application and the overall one. That is because it 
eliminates the variations in the values and takes these values in account in calculating 
the overall QoS. Both systems provided comparable results.
Table 5.9: QoS of audio applications and the overall audio QoS using the fuzzy system.
Units [%] Audiol QoS Audio2 QoS Audio3 QoS Overall Audio QoS
Mean 56.6 60.4 72.9 63.2
Normalisation 58.3 64 78.8 66.4
Table 5.10: QoS of audio applications and the overall audio QoS using the distance system.
Units [%] Audiol QoS Audio2 QoS Audio3 QoS Overall Audio QoS
Mean 62.9 67.8 81.7 71.2
Normalisation 58.4 64.2 81.7 67.8
In wireless networks, the standard DCF can only support best-effort services without 
any kind of QoS guaranties. In this mode, all sources in a basic service set compete for 
the resources and channel with the same priorities. As an application example o f the
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proposed QoS evaluation system, a measurement of the performance, ability, and 
capacity o f the 802.11 standard DCF mode to deliver QoS of audio application (i.e., 
number o f audio connections that the 802.11 DCF mode can provide with a Good and 
Average QoS) if the network was only used to transmit audio. The simulations were 
performed by increasing the number o f connections (sources) from 1 to 8 and all o f 
them started and finished simultaneously. The G.711 voice encoding scheme was used, 
which generates 160 byte at 20ms intervals resulting in 64 Kbps stream (i.e., 8KB/s) 
(ITU, 1988). All the sources and destinations were in the same BSS. The simulation 
results for the delay, jitter, the overall QoS using fuzzy system and overall QoS using 
the distance system are shown in Figures 5.18(a)-(d), respectively.
T------1------1
0 2 4 6 8 10
Number of audio streams
T------- 1----- 1------ 1
0 2 4 6 8 10
Number of audio streams
(a)
0 -I i i i 1 i i i--- i—
0 1 2 3 4 5 6 7 8 9  
Number of audio streams
(b)
10  -
0 1 2 3 4 5 6 7 8 9  
Number of audio streams
(c) (d)
Figure 5.18: Overall average QoS parameters and the overall QoS for audio in the same BSS:
(a) delay, (b) jitter (c) QoS using the fuzzy system and (d) QoS using the distance system.
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The measured packet loss ratio was zero over the whole simulations. From the above 
figures, it can be seen that the average delay and loss are just below the “good” QoS 
requirements for all of the channel load rates. In contrast, the average packet loss ratio 
was zero due to the low generation rate of the applications. However, for the average 
jitter, as the number of c onnections (load rate) increased, the average jitter increased 
rapidly, which means as the number of sources was increased, they experienced higher 
jitter. In addition, and as a result, the overall average QoS also decreased sharply with 
increasing number connections. This decrease was mainly due to the jitter because the 
jitter was the only parameter, which exceeded the audio QoS requirements. Using both 
assessment systems, it is apparent that, the standard 802.11 DCF mode can only provide 
just 4 audio sources with Good QoS and 3 sources with Average QoS. In this 
experiment, any increase in the number of connections would produce a Poor QoS.
Another application for the proposed QoS evaluation system is the assessment and 
evaluation of the delivery of audio application through multihop wireless paths and 
study of the capacity of the mesh network. The network topology and simulations were 
run for one, two, three, and four hops and the distance between two neighbouring nodes 
was 200 meters. The simulations were executed by varying the load rate by increasing 
the number of connections (sources) from 1 to 8 and all of them started and finished 
simultaneously for every hop experiment. The results of these experiments are 
illustrated in Figure 5.19. From this Figure, it can be observed that as the length of the 
transmission path increases (i.e., number of hops), the performance degrades and the 
average delay, jitter, and loss increase and the overall QoS decreases as evaluated using 
the fuzzy and distance systems. For the single hop experiment, it is apparent that all the 
measured QoS values were always in the Good region. This was because all the 
measured QoS parameters were very small and within the Good audio application QoS 
requirements. The two hop experiments showed that the measured QoS was distributed 
in the Good and the Average regions. As the number of audio sources increases, the 
QoS decreases but it is mostly in the Average region. The three hop experiments 
illustrates that the QoS was in the Poor region except when the network had one or two 
sources, it was in the Good region. This was mainly due to the high values of the jitter 
as increasing the number of connections. For the four hops, it is clear that all the 
measured QoS were in the Poor region except for one source it was in the Good region. 
The poor QoS was because, mostly, all the parameters have experienced high values, 
which exceeded the Good and the Average QoS requirements.
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Figure 5.19: Overall average QoS parameters and the overall QoS for audio in multihop Ad hoc 
network: (a) delay, (b) jitter c) losses, (d) QoS using fuzzy system and (e) QoS using distance
system.
As in the BSS experiments, the jitter was the main parameter which degraded the audio
QoS. Here, in the multihop network, the high jitter values were mainly due to packet
collision which occurred mainly due to the hidden nodes which are located within the
transmission range o f the receiver but not of the sender. In addition, jitter was also high
due to high competition between the sending nodes for the available resources which
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caused collision and packet dropping in the IFQ. Also, additional delay and jitter 
incurred due to the retransmission process of the lost packets because the node did not 
consider the packet loss until the retry transmission limit was expired.
5.5.2 Videoconferencing Application
The procedure, which was adopted to evaluate the QoS of the audio application, was 
also used to assess the overall QoS of the videoconferencing multimedia application. 
After measuring and calculating the average QoS parameters (delay, jitter and loss), 
these parameters were input to the videoconferencing evaluation systems (i.e. fuzzy and 
distance systems) to get the QoS for each application. To verify that this system was 
efficient and complied with the fuzzy rules illustrated in Figure 5.3 and distance 
assessment system expectations, a sample from the averaged input parameters and their 
assessed QoS output were taken. These samples are shown in Tables 5.11 and 5.12. The 
assessed overall QoS of the three videoconferencing applications are depicted in Figures 
5.20-5.25 based on both proposed assessment systems.
Table 5.11: Sampled input QoS parameters with their expected QoS (Videoconferencing fuzzy
system evaluation).
Delay [msec] Jitter [msec] Loss [%] Evaluated QoS [%] QoS Level
20 5 0.60 85.9 Good
60 6 1.20 74.9 Good
80 11 0.67 74.3 Good
200 5 0.60 79.9 Good
70 18 1.2 45.4 Average
300 4.5 1.3 51.1 Average
200 15 0.8 57.6 Average
250 17 1.5 45.5 Average
530 8 0.5 10 Poor
100 23 0.8 27.9 Poor
400 20 2.6 18.5 Poor
550 23.3 2.2 9.8 Poor
Similar to the results obtained for audio application, both systems performed well in 
assessing the QoS and generally, they produced comparable outputs. However, there are 
some differences between the results attained using the fuzzy system and those attained 
by the distance system which are mainly represented in QoS values in the ranges [10%- 
90%] for fuzzy and [0%-100%] for distance. Nevertheless, these differences are not 
high, which will not lead to different QoS assessment of the multimedia application (i.e.
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at least they gave QoS values which are in the same region or level). The reasons behind 
these discrepancies in the videoconferencing QoS assessment are the same reasons 
discussed earlier in Section (5.5.1) for the audio QoS evaluation.
Table 5.12: Sampled input QoS parameters with their expected QoS (Videoconferencing
distance system evaluation).
Delay [msec] Jitter [msec] Loss [%] Evaluated QoS [%] QoS Level
20 5 0.60 89.1 Good
60 6 1.20 83.5 Good
80 11 0.67 80.1 Good
200 5 0.60 82 Good
70 18 1.20 44 Average
300 4.5 1.25 51.9 Average
200 15 0.80 51.9 Average
250 17 1.5 46.2 Average
530 8 0.50 21.6 Poor
100 23 0.75 30.8 Poor
400 20 2.60 25.2 Poor
550 23.3 2.22 15.3 Poor
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Figure 5.20: The output QoS of videoconferencing 1 application using fuzzy system.
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Figure 5.21: The output QoS of videoconferencing 1 application using distance system.
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Figure 5.22: The output QoS of videoconferencing2 application using fuzzy system.
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Figure 5.23: The output QoS of videoconferencing2 application using distance system.
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Figure 5.24: The output QoS of videoconferencing3 application using fuzzy system.
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Figure 5.25: The output QoS of videoconferencing3 application using distance system.
As for audio traffic, it can be seen from the figures that there are fluctuations in the 
measured QoSs due to wireless networks characteristics like links and resources with 
variations over time. Therefore, the measured QoS will provide a measure of the 
network resources availability. The variation in the availability o f these resources 
contributed directly for the variation o f the output QoS values.
In addition, from the figures; it can be observed that there was a very high competition 
among the five flows in the network (three videoconferencing and two background 
traffics). This competition was due to the fact that the default DCF does not support any 
QoS guarantees. In DCF all the flows compete for the channel with the same priority 
without any differentiation mechanism. Due to this, during the majority o f the 
simulation period, the measured parameters had high values, which caused degradation 
in the output QoS. In order to justify and determine the reasons behind this degradation, 
the measured parameters need to be carefully examined. Firstly, most o f the average 
jitter values were less than the good videoconferencing jitter requirement. This means 
that the degradation was due to delay and losses. It was seen that most delay values 
varied between medium and high values, whereas the loss values were low or high. 
From this and using the two assessment systems, it can be deduced that all the average 
QoS values were due to medium delay and loss values and poor QoS was due to high 
delay, high losses or high delay and losses. Packet loss may occur at both network and 
the MAC layers due to transmission errors, broken link, congestion, or collisions. These 
are associated with the network conditions (e.g., number o f connections, traffic load, 
and application type). Network layer losses are usually due to routing problems, but in 
our case a single hop network was used, so all the losses were at the MAC layer. As
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CSMA/CA was used in the simulation, a packet may be dropped due to congestion for 
two reasons. Firstly, if the wireless channel was too busy, the back-off time might 
exceed the limit when the demands surpassed the maximum capacity of the 
communication link. Alternatively, when the channel was associated with the queue, 
which buffered all the packets waiting to be sent, all the incoming packets were dropped 
when the queue was full. In addition, some of the high packet losses were due to 
collisions because every node had to wait for a random amount of time before trying to 
send a packet. The collisions occurred when two nodes started transmitting 
simultaneously.
The high values of delay were due to the contention between the sending nodes for the 
available resources of the network. This contention will enforce the nodes to defer their 
transmissions for some times like Short Inter Frame Space (SIFS) and DCF Inter-frame 
Space (DIFS) during the busy times of the network channel because some other nodes 
occupied it. The deferral of transmitting some packets will cause excessive delay at the 
receiving side, which will degrade the overall quality. In addition, congestion in node 
queue, leads to an increase in the queuing delay. Losses due to congestion and collisions 
introduce another delay due to retransmissions of the lost packets at the MAC layer. The 
result is that both loss and delay can be very significant. Therefore, the assessed QoS of 
the application quickly deteriorates.
In order to determine the QoS level or grade of the videoconferencing, the bar chart 
distributions were utilised. Figures 5.26 and 5.27 show the QoS bar chart of 
videoconferencing 1, videoconferencing2, videoconferencing3 applications, and the 
overall QoS based on the fuzzy and distance approaches, respectively. The overall QoS 
represents the average QoS of the three videoconferencing applications over the 
network. In order to recognise how much the QoS of each application was poor, average 
and good and the variation of these values, the mean and standard deviation were 
calculated. Tables 5.13 and 5.14 illustrate the statistics for each region of QoS and the 
overall QoS. In addition, from figures 5.26 and 5.27, it can be, seen that both 
assessment systems provided similar outputs. The three videoconferencing applications 
had nearly the same QoS for every region. In general, the overall QoS was poor because 
60% of the QoS values were in the poor region with an average value of 14.5%, 
revealed by the fuzzy system. While the distance system showed that the overall QoS 
was also poor but with a percentage of 54% of the QoS values and with an average of
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20.4%. Tables 5.13 and 5.14 showed that there are some differences also in the assessed 
average QoS values by the fuzzy and the distance systems. These differences were due 
to the procedure followed by the systems in the assessment approach as discussed 
earlier. It can be observed that this method provided a good representation of the 
measured QoS statistics and percentages.
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Figure 5.26: The bar chart for: (a) videoconferencing 1, (b) videoconferencing2, (c) 
videoconferencing3 QoS and (d) the overall QoS using the fuzzy system.
V ideo l QoS Video2 QoS Video3 QoS
Good
Average
QoS level
1 2 3
Q oS level
(b)
Overall Video QoS
Average
QoS level
Figure 5.27: The bar chart for: (a) videoconferencing 1, (b) videoconferencing2, (c) 
videoconferencing3 applications QoS and (d) the overall QoS using the distance system.
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Table 5.13: Statistics of each videoconferencing application region QoS and the overall QoS
using the fuzzy logic assessment system.
Videoconfl QoS Videoconf2 QoS VideoconD QoS Overall Videoconf QoS
Poor Average Good Poor Average Good Poor Average Good Poor Average Good
Mean [%] 14.5 50.6 77.2 13.8 50.2 81.3 15.2 49.5 83.8 14.5 50 81
Std. Dev. 
[%] 6.4 9.7 6 5.9 9.9 7.6 6.8 10 7.5 6.4 9.9 7.6
Table 5.14: Statistics of each videoconferencing application region QoS and the overall QoS 
using the distance measure assessment system.
Videoconfl QoS Videoconf2 QoS Videoconf3 QoS Overall Videoconf QoS
Poor Average Good Poor Average Good Poor Average Good Poor Average Good
Mean [%] 20.7 40.2 93.3 19.6 40.4 94.6 20.8 39.4 94.7 20.4 40 94.3
Std. Dev. 
[%] 7.9 5.6 3.1 8.4 5.4 3 8.5 5.4 3.1 8.3 5.5 3.1
Moreover, to provide a good representation o f the QoS for each videoconferencing flow 
and to determine how the network treated each videoconferencing application, 
averaging and normalisation methods (equation 4.1) were used. Tables 5.15 and 5.16 
summarise the results o f using the QoS assessments for each videoconferencing 
application and for the overall QoS of the videoconferencing performance over the 
network with the fuzzy and distance evaluation systems, respectively.
Table 5.15: QoS of each videoconferencing application and the overall videoconferencing QoS
using fuzzy system.
Units [%] Videoconfl QoS Videoconf2 QoS VideoconB QoS Overall Videoconf QoS
Mean 31.5 38.1 35 34.9
Normalisation 27.3 35.4 32 31.6
Table 5.16: QoS of each videoconferencing application and the overall videoconferencing QoS
using distance system.
Units [%] Videoconfl QoS Videoconf2 QoS Videoconfl QoS Overall Videoconf QoS
Mean 39.6 46.3 40.4 42.8
Normalisation 38.1 44.5 42.3 40.9
From Tables 5.15 and 5.16, it can be seen that there is a difference in the achieved 
results of the QoS of each application and the overall one using the two QoS assessment 
approaches (i.e. mean and normalisation). The evaluation using the averaging and 
normalisation methods gave close results. Nevertheless, averaging provided useful 
information but was not accurate enough due to some variations in the QoS output 
results, the averaging method is not very suitable in these situations because some high 
values and low values may bias the final result. On the other hand, the normalisation
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method might be the most appropriate method for the evaluation of the QoS of each 
application and the overall one. That is because it reduces the deviations in the values 
and takes these values into account when calculating the overall QoS. Both assessment 
systems offered nearly similar results. However, the distance method provided values 
higher than those obtained by the fuzzy system. That is because distance system output 
values in Good and Average regions have values higher than the fuzzy system values in 
the same regions.
As mentioned earlier, because the standard DCF can only support best-effort services 
without any kind of QoS guarantees, all sources in the same BSS will compete for the 
network resources with the same priorities. Another application example of the 
proposed QoS evaluation system is a measurement of the performance, ability, and 
capacity of the 802.11 standard DCF mode to deliver QoS of videoconferencing 
application if the network was only used to transmit this application. Simulations were 
carried out by increasing the number of connections from 1 to 8 in which sources started 
and finished their transmissions simultaneously. All the sources and destinations were 
in the same BSS. The simulation results for the overall average delay, jitter, packet loss, 
assessed QoS using fuzzy and the distance systems are shown in Figures 5.28(a)-(e), 
respectively.
Form these results, it can be seen that for only three streams, the average delay, jitter 
and losses are nearly below the good QoS requirements. In addition, as the number of 
streams i ncreases t o m ore t han 3, a d rastic d ecrease i n t he o verall a verage Q oS w as 
observed as illustrated in Figures 5.28 (d) and (e). This sudden decrease was mainly due 
to a sharp increase in the delay and losses from 15 to 600 msec and from 0 to 10.8 %, 
respectively, which overtook the videoconferencing QoS requirements. These high 
values of delay and loss were because of the increase of the offered load in the network 
from 1152 kbps for three streams to 1536 kbps for four streams, which the standard 
DCF 802.11 mode cannot afford. Therefore, a high competition between the video 
sources will result in high collisions and so high losses and congestion due to 
retransmissions.
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Figure 5.28: Overall average QoS parameters and the overall QoS for videoconferencing in the 
same BSS: a) delay, b) jitter c) losses, d) QoS using fuzzy system and (e) QoS using distance
system.
In order to test how many hops that the DCF 80.211 can support for the 
videoconferencing application, a number of simulation experiments were conducted for 
multihop ad hoc network with distance between nodes set to 200 meters. The results o f 
these simulations are depicted in Figures 5.29 (a)-(e). From these figures, the fuzzy and 
distance assessment systems revealed that the 802.11 can afford a good QoS for just 
three hops. If the destination needs more than three hops, the 802.11 will not provide a 
good QoS without using any kind of service differentiation mechanisms. This
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degradation in QoS was mainly due to a severe increase in the losses. For more than 
four hops, the drastic increase in the delay in addition to the losses caused additional 
decrease in overall QoS as reported by the evaluation systems. All o f these problems 
were due to the hidden node problem in the ad hoc multihop network, which causes a 
high packets drop due to collisions, this also results in a high contention and so, a higher 
delay and so poor QoS.
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Figure 5.29: Average QoS parameters and the overall QoS for videoconferencing in multihop 
Ad hoc network: a) delay, b) jitter c) losses, d) QoS using fuzzy system and (e) QoS using
distance system.
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5.6 Comparison between the Two Assessment Approaches
The two QoS assessment approaches demonstrated advantages and disadvantages 
during the evaluation process. In this section, the advantages and disadvantages of using 
them are summarised.
5.6.1 Fuzzy Assessment System
5.6.1.1 Advantages
Fuzzy assessment system has the following advantages:
• It provided a degree of membership for each QoS parameters and for the 
overall QoS (i.e. Good, Average and Poor),
• It provided smooth transitions between QoS values and regions,
• It is an intelligent system where the fuzzy rules are easy to write and to 
modify,
• It could be implemented in hardware.
5.6.1.2 Disadvantages
On the other hand, the fuzzy assessment system has the following disadvantages:
• Its parameters needed to be decided and designed accurately like the 
membership function parameters,
• It provided output QoS values in the range [10%-90%] rather than [0%- 
100%] range,
• It needed more processing time, and
• It required more memory requirements.
5.6.2 Distance Assessment System
5.6.2.1 Advantages
Distance assessment system has the following advantages:
• Simpler than the fuzzy system,
• It provided complete range of measured QoS [0%-100%],
• It required processing time less than the required for fuzzy logic system, 
and
• Different similarity measure types can be examined to identify the most 
suitable one.
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5.6.2.2 Disadvantages
The distance assessment system has the following disadvantages:
• It had crisp transitions rather than smooth,
• It did not include or provide degree of memberships of the QoS 
parameters and the overall QoS, and
• It is not intelligent.
5.7 Summary
This chapter presented two methods to assess the QoS of multimedia applications: the 
Fuzzy assessment system and the Distance assessment system. The methods showed 
how the QoS could be measured without the necessity for analytical models. The 
measured QoS has been classified into Good, Average, and Poor categories. In addition, 
for each application, based on the proposed systems, the distributions and the overall 
QoS have also been obtained. The measured QoS using the two proposed evaluation 
systems was a good indication of the network conditions and resources availability.
In this chapter, the QoS measurement was continuously performed for the whole 
application traffic in which it is a resource, effort and time consuming. Therefore, it is 
essential to develop approaches, which can infer and deduce the network and the 
application performance to improve the efficiency of the measurement process. These 
are the objectives of the next chapters.
CHAPTER 6
Combined Active-Passive QoS Monitoring 
Approach
6.1 Introduction
The performance of a network is of vital importance for both the service provider and 
the customer. Therefore, the QoS measurement process must be simple and accurate. In 
addition, this process must be fast enough so that it can reflect the QoS and the network 
performance in a timely manner. In general, methods for monitoring and measuring 
QoS and network performance are classified as either active or passive monitoring 
techniques. These techniques were deeply discussed in Chapter 3.
In order to overcome some of the disadvantages of both active and passive approaches, 
several studies were carried out by researchers. Some of these studies were based on a 
combination of active and passive methods. Change-of-measure based active/passive 
monitoring (CoMPACT) has been devised (Aida, et al., 2003), (Ishibashi, et al., 2004). 
This method was only used to estimate the actual user delay. Another technique has 
been proposed which combines passive and active methods (Lindh, 2002), (Lindh, 
2001). In this technique, a router sends active probe packets at regular intervals. The 
passive monitoring method is used to count the number of user packets passing through 
the router. This approach has been used to estimate the QoS parameters only over wired 
networks.
The aim of this chapter is to describe the techniques that were devised to infer the 
performance of wireless ad hoc networks by considering the QoS requirements of 
multimedia applications based on the ideas of both active and passive methods. In this 
study, the aim of QoS monitoring and measurement was to assess the network 
performance for satisfying the requirements of user's applications. This approach uses 
an in-service measurement method in which the QoS of the actual application (user) is 
estimated by means of dedicated monitoring packets (probes) (Choi and Hwang, 2005). 
Afterwards, these parameters are combined to produce and assess the application’s 
overall QoS using the fuzzy logic assessment and based on the measured QoS
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parameters estimated using the probe traffic. Therefore, the contribution of this chapter 
is represented by adding the process of the overall QoS assessment to the system 
utilised in (Lindh, 2002).
This chapter is organised as follows: Section 6.2 describes the monitoring approach 
description and the experimental simulation set up and settings. Section 6.3 presents the 
experimental results. Section 6.4 provides a summary of this chapter.
6.2 Monitoring Approach
6.2.1 Approach Description
The p urpose o f  t his w ork i s t o d esign a s ingle monitoring sy stem t hat c an i ndirectly 
monitor and estimate the main actual user QoS parameters (delay, delay variation 
(jitter), packet loss and throughput) and the overall QoS/performance based on an 
artificial probe packet stream (monitoring packet stream). This approach combines both 
active and passive monitoring methods (Lindh, 2002). The active scheme is used to 
generate monitoring probe packets which are inserted between blocks of target 
application packets at regular intervals as shown in Figure 6.1. Based on these 
monitoring packets, the actual user delay and the jitter are estimated. While the passive 
monitoring is utilised to act as a traffic meter which performs as a counter of user 
packets (and bytes) that belong to the application (user) traffic flow that is subjected to 
monitoring. The combination between active and passive is utilised to infer the actual 
packet loss ratio and the throughput of the multimedia application. Active methods are 
not reliable for these measurements due to two drawbacks. Firstly, active methods inject 
a large number of probes to detect packet losses in the network which has a non- 
negligible load on the network. Secondly, the estimated packet losses based on probe 
packets may not be identical to that occurred to user packets. As a result, packet loss 
and throughput are p assively m easured d epending o n the active p robes p osition. The 
method introduces the monitoring block, as can be seen in Figure 6.1, as a concept to 
attain higher resolution than the long term averages over the measurement period.
The probe packets are generated by a periodic single packet generation process. 
Periodic generation is quite attractive because of its simplicity and ease of 
implementation. The sending monitoring node generates a monitoring packet after every 
M  number of user packets on average or within specific time intervals as depicted in
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Figure 6.1 (Lindh, 2001). M is  the number o f actual traffic packets monitored between 
two successive monitoring packets. The generation process of the monitoring packet is a 
function of the selected monitoring block size or duration.
Monitoring packet n-1 < -----------------------------------------------► Monitoring packet nMonitoring block of M  packets (user data)
Figure 6.1: Two monitoring packets enclose a monitoring block that consists ofMuser packets.
In this work, in addition to the generation of the multimedia application, the 
transmitting node will be used to inject the monitoring packets. Thus, monitoring 
packets are intermittently dispatched and circulated on the user flow. These packets are 
interspersed with the user packets regularly to gather QoS information. For every 
monitoring packet generated, the sending node counts and then inserts the number of 
user packets sent so far and the timestamp at which this monitoring packet was 
generated. At the receiving end, the receiver node needs to maintain a counter for the 
number o f the received user packets. In addition, it should: detect the monitoring 
packets, place a timestamp in every monitoring packet which shows the current time at 
the receiving end, and insert the current value of the counter that keeps track o f the 
cumulative number o f the received user packets. To achieve accurate timing between 
the sender and the receiver ends, clocks needs to be synchronised. This work is based on 
a simulation study, so all nodes are already synchronised. But, in reality, a 
synchronisation tool may be used to keep the nodes synchronised. Current solutions are 
to synchronise nodes to a specific reference time like the Coordinate Universal Time 
(UTC) using the GPS receivers, or Global Time Base (GTB) (Jiang, et al., 2000).
At the end, every monitoring packet should have, a sequence number, sending and 
receiving timestamps and the number (cumulative) o f sent and received user traffic 
packets. The difference between the number o f user sent packets on monitoring packet n 
and monitoring packet n-1 gives the number of packets sent in the nth monitoring block 
and correspondingly for the number o f user received packets as illustrated in Figure 6.1. 
Consequently, the difference between the sent and the received packets in the same 
monitoring block is the number o f lost packets in that block. Lost monitoring packets 
are detected by the missing sequence number. If  a monitoring packet is lost, the 
monitoring block will be extended up to the next monitoring packet that succeeds to 
arrive at the receiving node. In addition, a sample o f the packet delay between the 
sending and the receiving nodes is given by the difference between the sending and the
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receiving timestamps of the monitoring packets. Jitter is calculated from the delay 
results. After measuring these parameters, they are fed to the fuzzy system to inform the 
user application QoS using the same procedures discussed in Sections 4.4 and sub­
sections 5.4.1 and 5.4.4.
Based on the proposed approach, it is expected to obtain the following measures:
• Samples of the packet delay and jitter between the sending and receiving 
nodes.
• If the packet size is known, it is possible to estimate and monitor the 
throughput of the user application between monitoring packets rather than 
the long-term total average.
• The packet loss ratio of the user application between the sending and 
receiving nodes for each monitoring block.
• The length of the loss free periods and loss periods expressed in terms of 
the number of consecutive monitoring blocks that does not contain lost 
packets and the number of monitoring blocks that contain lost packets, 
respectively.
• Samples of the estimated QoS values of the user application based on the 
QoS parameters resulted from the probe measurements of each monitoring 
block.
• The length of the Good, Average and Poor QoS periods expressed in terms 
of the number of consecutive monitoring blocks that contains Good, 
Average and Poor QoS values.
6.2.2 Network Topology and Traffic Characteristics
To demonstrate the effectiveness of the proposed system, NS-2 was used to simulate the 
wireless ad-hoc network. The nodes were arranged in random positions and the 
arrangement was made in such a way that it satisfied the single hop condition with an 
area of (250m x 250m) using the same simulation protocols and settings discussed in 
Chapter 4. The traffic characteristics are illustrated in Table 6.1 with 500 second 
simulation time. The proposed approach is applied to approximate the QoS/performance 
of multimedia applications. As an example of multimedia applications 
videoconferencing was used. The network used in the simulation had six pairs of fixed
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source/destination. One o f the pairs is used for videoconferencing application 
transmission and the others were used for the cross-traffic.
Table 6.1: Network traffic characteristics.
Traffic type Packet Size [byte]
Generation Rate 
[Kbps]
Videoconferencing 512 384
Background traffic 1 400 300
Background traffic2 370 360
Background traffic3 420 330
Background traffic4 350 300
Background traffic5 600 450
The monitoring packets were CBR packets transmitted using the UDP protocol with a 
packet size o f 64 bytes. The rate at which monitoring packets were sent is important. 
Too few packets result in inaccurate results and too many result in the network traffic 
being disturbed. Therefore, in order to examine the effect of probe rate on the QoS 
assessment, several probing rates were used ranging from low to high probe rates. Probe 
packets were transmitted periodically with monitoring block sizes (M) between the 
probe packets. M  was selected to be 375, 186, 93, 47, 31 and 25 packets (i.e. ratio 
between probe and traffic packets is 1/375, 1/186, 1/93, 1/47, 1/31 and 1/25).
Over the simulation time and in order to examine the probe measurement results with 
different network conditions, the network was subjected to three different situations: 
light load (0-170 sec), medium load (171-330 sec) and fully loaded (331-500 sec).
All simulation experiments were repeated several times by using different seed values 
for the random number generator of the NS-2 simulator. Changing the seed random 
number essentially runs the same traffic, but will produce different timing for the 
simulation. The resulted values of the different runs o f the same simulation have been 
averaged to get the actual values. In addition, each simulation was run twice for each 
seed; once with probe switched on and once with probes switched off. This allowed for 
testing the effect o f the probe presence on the user and network behaviour.
6.3 Experimental Results
The performance o f the monitoring procedure using the concepts of monitoring packets 
has been evaluated. This evaluation has been done for various probe rates and distances 
between the monitoring packets (i.e. the length o f monitoring block).
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The service quality was evaluated in terms o f one-way delay and delay variation, packet 
loss rate, throughput and finally the overall assessed QoS. There are two comparisons 
that needed to be considered when assessing how good the probes are performing. 
Firstly, to assess how accurate the probe results are and secondly, to know how much 
the traffic is being affected by these probes (biasness).
6.3.1 Accuracy
6.3.1.1 One-way Delay and Delay V ariation
Figures 6.2(a)-(c) illustrate how the one-way delay varies during the measurement 
period for both user and probe traffics. In addition, Table 6.2 summarises the long-term 
actual and the estimated values (mean, maximum, minimum and standard deviation) for 
the delay and jitter for two different monitoring block sizes. As examples, two 
monitoring block sizes (i.e. probe rates) were used to compare the results o f both 
traffics: 25 packets and 375 packets block sizes.
Table 6.2: The actual values for one-way delays and delay variations and the estimated values 
for block sizes using M -  25 and 375 packets.
Units: [msecj Actualvalues M  = 375 M  = 25
Mean delay 335.7 328.8 334
Absolute error 6.9 1.7
Delay St. Dev. 331.7 327.3 315.6
Maximum delay 1915.7 1274.6 1586.9
Minimum delay 2.5 0.78 0.72
Mean jitter 6.4 100.2 42.3
Absolute error 93.8 35.9
Jitter St. Dev. 15.6 136.5 73.5
Maximum jitter 727.9 622.5 912.3
Minimum jitter 0 0.04 0.004
From Figures 6.2(a)-(c), it can be seen that the probe result of the one-way delay 
samples the user delay with an acceptable accuracy over the three network situations. 
As can be seen from the Figure, delay values increase when a high background traffic 
load is offered. That is because both probe and user traffic packets experienced the same 
network conditions and increasing the probe rate will produce high number o f samples 
which will provide higher precision. So, increasing the probe rate has resulted in 
reducing the absolute error as can be observed in Table 6.2. These samples indicate that 
the measurements based on the monitoring packets can give fairly good estimates o f the 
average delay and its variation.
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Figure 6.2: One-way delay of the: (a) actual traffic, (b) Monitoring traffic ofM= 25 packets and
(c) Monitoring traffic of M  = 375 packets.
Figures 6.3(a)-(c) show the distributions of the one-way delays for the actual traffic and
for the probe traffics of M  = 25 and M  = 375 block sizes during the measurement
period. From these histograms, it is clear that the one-way delay distribution o f the M  —
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25 is quite similar to the actual user delay distribution. This means that both delays have 
similar measurement results which is more accurate than the M  = 375 results. 
Nevertheless, for both monitoring blocks, about 40% of the measured delays were less 
than 40msec which is also identical to the actual delay.
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Figure 6.3: One-way delay distribution of the: (a) actual traffic, (b) Monitoring traffic of M  -  25 
packets and (c) Monitoring traffic of Af = 375 packets.
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Figure 6.4: One-way delay variation (jitter) of the: (a) actual traffic, (b) Monitoring traffic of M  
= 25 packets and (c) Monitoring traffic of M = 375 packets.
Also noticeable from Figures 6.4(a)-(c) is that the probe jitter during the lightly loaded 
network situation gives a reasonable representation o f the user traffic jitter. On the other
hand, a s t he n etwork 1 oad i s i ncreased, t he p robe r esult o verestimates t he u ser d elay 
variation. So, the probe jitter is higher than the traffic jitter over a congested or partially 
congested network. That is because the more loaded the network, the higher the 
contention between the nodes. A partially or fully loaded network will increase the 
probe delay in a significant amount compared to the delay a probe experiences when it 
encounters an empty network situation.
The variation of the jitter is due to the contention between the sending nodes for the 
available resources of the network. This contention will enforce the nodes to defer their 
transmissions for some time like Short Inter Frame Space and DCF Inter-frame Space 
(SIFS and DIFS) therefore, these packets will be queuing during the busy times of the 
network channel because it was occupied by some other nodes. The deferral of 
transmitting some packets will cause some variations in the delays of the consecutive 
probe packets. A probe packet that goes through a less busy condition may be followed 
by a high contention period which is met by the next probe which will experience more 
delay. The extreme difference in delay experienced by these probes will result in a 
higher jitter. The user traffic does not have this problem as the probe traffic because the 
next packet is more then likely to be in the same burst. Therefore the difference in delay 
between subsequent user packets is minimal, resulting in a lower jitter for the user 
traffic.
From Table 6.2, the estimated jitter measurement values of the probe traffics are higher 
than the actual user values. However, increasing the probe rate reduced the difference 
between the two measurements. This is because increasing the probe rate increases the 
samples number that is in the same network condition which will provide more 
reasonable results for the probe traffic.
Figures 6.5(a)-(c) show histogram distributions of the delay variation for the actual user 
traffic and for the monitoring packets using M  = 25 and 375 block sizes. These 
diagrams reveal that there are some discrepancies between the actual and the estimated 
delay variation measurements. It is apparent that the actual user traffic jitter is lower 
than the probe jitter. These discrepancies decrease as the monitoring block decreases. 
For the actual user, more than 90% of the jitter values were less than 20 msec. Whereas, 
58% and 46% of monitoring packets of M  = 25 and 375 blocks had jitter less than
-113-
20msec, respectively. The reasons behind these discrepancies have been discussed 
earlier.
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6.3.1.2 Packet Loss
Unlike one-way delay or delay variation, packet loss estimation does not rely on 
sampling techniques (monitoring packets) directly. Packet loss is estimated based on 
providing a loss ratio for each monitoring block since the number of sent and received 
packets are counted and sent in the monitoring packets. One advantage o f using 
monitoring packets is that the loss process calculation can be expressed with a higher 
resolution rather than the long-term average for the total measurement period. The 
resolution o f these results depends on the ratio of the monitoring packets and the user 
traffic packets (M). In addition, this feature can be used to define periods that contain 
lost packets (loss periods) and those without losses (loss-free periods) and their lengths.
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Figure 6.6: The packet loss ratio using: (a) M - 25 and (b) M = 375.
The estimated packet loss ratios using monitoring blocks o f M =  25 and 375 are shown 
in Figures 6.6(a) and (b). These figures exhibit the degree o f accuracy o f the achieved 
resolutions in losses estimation over the measurement period. The smaller the
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monitoring block size the higher the loss resolution. The distributions o f the loss ratio in 
the monitoring blocks are shown in Figures 6.7(a) and (b). The Figures confirm that the 
required resolution depends on the monitoring block size.
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Figure 6.7: The packet loss ratio distributions using: (a) M = 25 and (b) 375.
Table 6.3 summarises the mean, minimum and maximum lengths o f the loss and loss- 
free periods expressed in time units. The loss rate may not be sufficient enough to 
signify bursty losses. This type of representation provides information about the length 
o f consecutive packet loss period distribution and about the bursty nature o f the packet 
losses. This length is determined by the difference between the arrival timestamps of the 
monitoring packets. Loss-free period is computed in terms o f the number o f successive 
monitoring blocks that do not contain lost packets. This period is the time difference 
between the first monitoring packet and the last monitoring packet. The same principle 
is applied to calculate the loss periods. From Table 6.3, it is noticeable that as the block 
size increases, the mean, maximum and minimum of the loss and loss-free periods
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increases. Generally, it can be noticed that during the measurement period and over all 
the network situations, the network was lossless because the loss periods were very 
short compared to the loss-free periods for the whole monitoring blocks.
Table 6.3: Loss and loss-free period's length measurements based on two different monitoring
blocks.
Loss-free period  length  [msec] Loss period  lengt l [msec]
M onitoring
Block M ean M inim um M axim um M ean M inim um M axim um
M  = 375 94.3 7.8 283.4 10.7 5 16.3
M=  186 46.8 4.3 259.9 3.8 2.4 6
M = 93 30.6 1.2 251.7 2 0.8 4
M  = 47 12.3 0.5 200.8 1.3 0.4 2.9
M  = 25 6.3 0.2 182.4 0.72 0.13 3
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Figure 6.8: the length of loss and loss-free periods versus time during the measurement period:
(a) M = 25 and (b) M = 375.
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Another powerful representation can be obtained using the loss periods. This is 
illustrated in Figures 6.8(a) and (b), which characterise the length of the loss and loss- 
free periods (in seconds) for M  = 25 and 375. It is clear that the M  = 25 monitoring 
block provides more details of the loss and loss-free periods variations than the M = 375 
monitoring block. In addition, this representation is capable of showing how many loss 
and loss-free periods have taken place during the measurement period. Monitoring 
block (M=  25) shows that there were 76 loss-free periods and 18 loss periods over the 
monitoring period. While the monitoring block (M=  375) shows that there were 6 loss- 
free periods and 2 loss periods over the same measurement period. The ratio between 
the loss-free time and the total measurement period is 83.3% for the M = 2 5  and 80.8% 
for the M  = 375 monitoring block. Whilst the ratio between the loss time and the total 
measurement period is 2.8% for the M=  25 and 7.3% for the M =  375 monitoring block.
6.3.1.3 Throughput
Using the monitoring block concept and in addition to the long-term average of the 
utilised capacity (throughput) for an application, it is often useful to obtain the 
maximum and the minimum values as well as the variation during the measurement 
period. This can be calculated since the packet size, the number of the sent and received 
packets along with the timestamps are available for each monitoring block. This 
throughput is calculated between two monitoring packets in Kbps using the following 
equation:
„  8 * P S  * N
roug p u t -  1Q24 * (Timestamp^  _  T im esta m p (i-I))
Where PS is the actual traffic packet size in byte, N  is the number of packets between 
two monitoring packets and i is the current monitoring packet.
In Table 6.4, the average, maximum, minimum and standard deviation of the throughput 
per monitoring block are presented for several monitoring block sizes. The estimated 
average throughput is in the range of 345-355 Kbps for all values of monitoring block 
sizes. In this case, the estimated maximum throughput increases when the monitoring 
block size decreases. On the other hand, the minimum throughput decreases as the 
monitoring block size decreases. Moreover, the standard deviation increases when the 
block size decreases. The reason for this is that reducing the block size increases the 
number of samples. This in turn increases the throughput within the different network
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load situations over the monitoring period. The estimated throughput values vary 
between large and small values resulting in an increase in the standard deviation.
Table 6.4. The actual throughput estimations based on different monitoring blocks.
Units: [Kbps] M=  375 M  = 186 Q\II% TfII % II
Average throughput 355.6 355.5 355.6 354 345.9
Maximum throughput 423 460.6 518.1 656 705.5
Minimum throughput 207.4 177.4 140 124 62.3
Throughput St. Dev 53.32 54.5 56.3 61.6 70.7
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Figure 6.9: The throughput distributions based on monitoring block of: (a) M=  25 and (b) M  =
375.
Figures 6.9(a) and (b) depict the distribution o f the throughput, per monitoring block for 
M -  25 and 375. The distributions provide an accurate estimate o f the actual throughput 
(384Kbps) as most of the estimated throughput values are distributed around this value. 
It is clear that the resolution produced by theM  = 25 block size is more than that o f M  =
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375. So, the desired estimated throughput resolution will be dependent on the required 
accuracy.
6.3.1.4 Overall QoS
The most important QoS parameters that affect the videoconferencing performance are 
the delay, delay variation and the packet loss. These parameters can be estimated (as 
described earlier) by probing the network. Delay and delay variation can be taken 
(estimated) directly from the probe traffic and packet loss is estimated using the 
monitoring block concept. After measuring these parameters, they were fed to the fuzzy 
system to produce the estimated overall QoS of the videoconferencing application based 
on the results obtained from the monitoring packets. In addition and in order to check 
the accuracy of the estimated overall QoS result, these parameters were measured for 
the actual user with the probe traffic switched off. The actual traffic parameters were 
averaged using the blocking technique for M  = 25 and M  = 374 packets. Fuzzy system 
outputs of the estimated QoS using the probe and the actual user overall QoS are shown 
in Figures 6.10(a)-(c).
It can be observed from Figures 6.10(a)-(c) that the QoS of the monitoring probe 
packets can infer the actual user overall QoS during the periods of light and heavy 
loaded network situations. On the other hand, during the partially loaded state, the probe 
QoS could not estimate the actual user QoS especially when using the M  = 375 
monitoring block size. However, the probe gave a better estimation of the actual overall 
QoS using the M  = 25. This means that the QoS estimation was affected by the probe 
rate (i.e. number of samples). In addition to that, the poor QoS estimation was, mainly, 
due to jitter. As the network load is increased, the jitter will increase and in particular 
the probe jitter as explained earlier. The probe jitter will be higher than the actual traffic 
jitter. Occasionally the probe jitter will exceed the limits of the required QoS while the 
actual traffic jitter may stay within these limits. Due to this, the probe QoS will 
underestimate the actual traffic QoS and especially during the partially loaded situations 
because during the heavy loaded state periods both the probe and the traffic parameters 
will go beyond the required values and so the overall measured QoS will be poor.
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Figure 6.10: Measured overall QoS of the: (a) actual traffic, (b) Monitoring traffic of M=  25 
packets and (c) Monitoring traffic ofM = 375 packets.
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Table 6.5 illustrates the long-term statistics (mean, standard deviation, maximum and 
minimum) that characterise the overall QoS values for the actual user traffic and the 
estimated values using different monitoring block sizes. This table reveals that as the 
monitoring block size increases the estimated QoS is enhanced compared with the 
actual QoS value. Increasing the block size will provide more samples to be evaluated 
using the fuzzy system which will monitor the network more accurately. The estimated 
overall QoS standard deviation, maximum and minimum are mostly the same as the 
actual values. This means that the long-term average QoS estimation using monitoring 
packets is a good approximation of the actual QoS.
Table 6.5: The actual and the estimated values for overall QoS using different block sizes M.
units: [%] Actualvalues M=  375
v©00II% M=  93 isII% M = 25
Evaluated QoS 52.74 40.94 40.51 42.14 43.24 44.51
Absolute error 11.8 12.25 10.6 9.5 8.25
QoS Std. Dev 37.09 38.96 38.49 38.79 38.84 38.66
Maximum QoS 90.48 90.52 90.52 90.52 90.52 90.52
Minimum QoS 9.30 9.27 9.27 9.27 9.27 9.27
To compare the levels when the overall QoS was poor, average and good, for both the 
actual and the probe traffics (M = 25 and 375), a bar charts distribution was used. The 
length of the bar was representative of the percentage of each QoS case. Figures 
6.11(a)-(c) show the bar charts of both application’s overall QoS. Monitoring traffic 
using M -  25 was closer to the actual overall QoS regions. That was due to the fact that 
the network was subjected to more assessments over the measurement period using this 
rate which will result in a higher precision in the QoS estimation than the M  = 375 
probe rate.
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Figure 6.11: The overall QoS bar chart for: (a) Monitoring packets using M  = 375 packets, (b) 
Monitoring packets using M=  25 packets, (c) actual traffic.
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In order to quantify how much the overall QoS of each application was; poor, average 
or good, the variation of these values, mean and standard deviation were calculated. 
Table 6.6 illustrates these statistics that characterise each region of each the traffic 
overall QoS values for the actual user traffic and the estimated values of M  = 25 and 
375 monitoring block sizes. Table 6.6 exhibits that the probe rate o fM =  25 had better 
QoS approximation o f the actual overall QoS because all o f its estimated statistics are 
closer to the actual values.
Table 6.6: Statistics of actual and estimated overall QoS region forM = 25 and 375.
Units: [%] Actual values M  = 375 M  = 25
QoS Poor Average Good Poor Average Good Poor Average Good
Mean 11.8 51.9 88.1 9.8 38.8 89.7 10.5 46.2 89.5
Std. Dev. 5.4 9.9 5.2 2.6 0 2.2 4 7.8 2.5
So as to obtain a more specific picture about the actual and the estimated overall QoS 
for each application without classification o f the QoS values into good, average and 
poor regions, probability distribution functions have been generated of each QoS. These 
distributions are shown in Figures 6.12(a) and (b). The Figures illustrate the cumulative 
distributions, Pr{Jf < a}, where the random variable X denotes the end-to-end QoS. The 
usefulness o f this method stems from the fact that it gives the percentage that the QoS is 
less than any threshold value (a). Using these types o f distributions, for example, it is 
very easy to assess the probability of the QoS. In addition to that, it can be observed that 
the minimum and maximum values o f the QoS can be found from these figures. It is 
apparent that the monitoring packets could, to some extent, estimate the actual QoS 
cumulative distribution. For example, it can be seen from the figures that it is very easy 
to assess the probability that the QoS was less than 40%. It is from the actual traffic
0.47, 0.57 and 0.55 using the monitoring traffic of M  = 25 and 375 respectively. In 
addition to that, it can be observed that the minimum and maximum values o f the QoS 
can be found from these figures. The minimum value for both traffics (actual and 
monitoring) was 9.3%. The maximum value for the actual traffic was 90.5% and 90.5% 
for M — 25 and 375 probe traffic.
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Figure 6.12: The overall QoS distribution for: (a) actual traffic, (b) Monitoring packets using M  
-  25 packets, (c) Monitoring packets using M=  375 packets.
An additional valuable metric can be achieved using the concept of monitoring blocks.
This concept makes it possible to define time intervals in which the QoS was good,
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average and poor. These intervals are defined as the number o f consecutive monitoring 
blocks which have the same QoS level. The period length is determined by the 
difference between the timestamps of the monitoring packets. For example, good QoS 
period is computed in terms o f the number o f successive monitoring packets that have 
QoS values larger than 67%. The length of this period is the time difference between the 
first monitoring packet and the last monitoring packet. The same principle is applied for 
the determination of poor and average QoS periods. This is illustrated in Figures 6.13(a) 
and (b) which characterise the length o f the periods for Good, Average and Poor QoS 
(in seconds) for M — 25 and 375.
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Figure 6.13: The length of Poor, Average and Good QoS periods versus time during the 
measurement period using monitoring block of: (a)M=  25 and (b) 375.
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It is clear from the Figure that the M  -  25 monitoring block provides more details of 
variations of these periods than the M  = 375 monitoring block. In addition, this 
representation demonstrates how many Good, Average and Poor QoS periods have 
taken place during the measurement period. Monitoring block (M  = 25) shows that there 
were 31 Poor QoS periods, 17 Average QoS periods and 9 Good QoS periods over the 
monitoring p eriod. While the monitoring b lock (M= 3 75) exhibits that there were 2 
Poor QoS periods, 1 Average QoS period and 3 Good QoS periods over the same 
measurement period. The ratios between the Poor, Average and Good intervals and the 
total measurement period are: 48% and 37% for Poor QoS, 2.6% and 1.5% for Average 
QoS and 35% and 26% for Good QoS using M -  25 and M  = 375 monitoring blocks, 
respectively.
6.3.2 Biasness
The biasness is measured by comparing the actual traffic parameters and the QoS results 
when the probe traffic is switched on and when it is switched off. This will be done 
using the long-term results in both cases. .
6.3.2.1 One-way Delay and Delay Variation
Table 6.7 illustrates the delay values of both the actual traffic and the monitoring blocks 
for M =  25 and 375. The results reveal that the higher probe rate affects the actual traffic 
more than the lower value as can be seen fromthe calculations of the error in Table 6.7. 
That was because increasing the probe rate will increase the packets interfering with the 
actual traffic. This will increase the packets contending to the same resources and so 
increase the packets in the queue which will result in an increase in the waiting time. 
Increasing the waiting time and the processing time of every probe packet will result in 
increasing the delay. The standard deviation of delay for the actual traffic with probe 
rate (M = 375) is the same as the standard deviation without probe traffic which means 
that the probe traffic has no influence in the actual traffic.
From Tables 6.2 and 6.7, it is apparent that the results are contradictory. That is because 
probe rate with M  = 25 gave a more accurate delay result, while it has larger effect on 
the a ctual t raffic. O n t he o ther h and, p robe t raffic w ith M  = 3 75 p rovided a s mailer 
effect on the actual traffic but with lower accuracy. This means that the higher the probe 
rate is, the more precise the result and the more the network is perturbed and vice versa.
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Table 6.7: The effectiveness of the probe traffic presence in the actual delay measurement
results.
Without
probe With probe
Units: [msec] Actualtraffic
Actual traffic 
with M  = 375
Actual traffic 
with M  = 25
Mean delay 335.7 338.8 355.2
Absolute Error 3.1 19.5
St. Dev. 331.6 331.8 325.7
As can be observed from Table 6.8, jitter values have the same tendency as delay 
values. The absolute error between the actual traffic (without probe) and the actual 
traffic w ith M =  375 is lower than that o fM =  25. The reason for that is the same as that 
discussed for the delay. By comparing the error results in Table 6.2 with those in Table 
6.8, they exhibit the same performance of the delay errors. The higher probe rates the 
closer the results and the more effect on the actual traffic.
Table 6.8: The effectiveness of the probe traffic presence in the actual jitter measurement
results.
Without
probe With probe
Units: [msec] Actualtraffic
Actual traffic 
with M  = 375
Actual traffic 
with M  = 25
Mean jitter 6.3 6.4 6.5
Absolute Error 0.05 0.17
Standard
deviation 16.1 15.6 15.6
6.3.2.2 Packet Loss Ratio
Probe rate also has an effect on the actual traffic packet loss ratio. For example, the 
packet loss ratio of the actual traffic (without probe) was 12%. This value was 12% and 
14% for the actual traffic with monitoring blocks of M =  375 and M =  25, respectively. 
It can be noticed that th e M =  375 monitoring block has no effect on the loss ratio o f the 
actual traffic while th eM =  25 monitoring block increases the loss ratio by 2%.
6.3.2.3 Overall QoS
To check the effect of adding probe traffic on the actual traffic overall QoS, the 
difference between the evaluated actual overall QoS values in both cases with and 
without probe traffic were calculated. Table 6.9 shows the actual overall QoS statistics. 
It is obvious that increasing the probe rate will increase the distance (error) between the
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evaluated QoS values (with and without probe traffic). In spite of these differences the 
QoS is still in the same region (i.e. Average QoS). The standard deviations, maximum 
and minimum QoS are in the same range for the actual traffic in both cases (with and 
without probe traffic).
Table 6.9: The effectiveness of the probe traffic presence in the actual overall QoS measurement
results.
Without
probe With probe
Units: [%] Actualtraffic
Actual 
traffic with
M  = 375
Actual 
traffic with 
M =  186
Actual 
traffic with 
M =  93
Actual 
traffic with 
M =  25
Evaluated QoS 52.7 52.1 51.1 50.2 48.6
Absolute Error 0.7 1.7 2.6 4.2
QoS St. Dev. 37.1 36.8 37.3 37.3 37.8
Maximum QoS 90.5 90.5 90.5 90.5 90.5
Minimum QoS 9.3 9.4 9.4 9.3 9.3
Comparing the results in Table 6.5 and 6.9 confirms that there were no large differences 
between the probe traffic QoS and actual traffic overall QoS (in both cases).
6.4 Summary
This chapter focused on developing a new approach for estimating the overall 
application QoS based on the QoS parameters obtained from the probe traffic packets. 
The simulation results showed that this approach provided a wide range of metrics that 
can be used to monitor the actual traffic measurements using different probe rates. 
Furthermore, these measurements were also tested and examined in terms of its 
accuracy and biasness to be representative o f the actual traffic results. The proposed 
approach provided good accuracy in estimation of the overall QoS and the QoS 
parameters but showed drawbacks in jitter estimations. In the next chapter, a new 
estimation method is proposed to overcome some of the shortcomings o f probe-based 
approach based on standard sampling schemes.
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CHAPTER 7
Passive QoS Evaluation System based on 
Sampling Technique
7.1 Introduction
As networks grow in complexity and scale, the importance of network performance 
monitoring and measurement also increases significantly. The variability of the traffic 
demands and dynamic network conditions became a challenge for service providers to 
ensure that the network resources are contested satisfactorily with the traffic/user 
demands. Passive methods are one of the main schemes which are used in traffic 
measurements. Passive measurements are based on achieving measurement of the actual 
traffic currently present in the network where routers or other hosts monitor existing 
traffic passing through or destined to them. This provides an indication of the treatment 
of the current traffic in a network section.
Passive methods have the advantage of not adding an extra load to the network, like the 
active methods, i.e., they are a non-intrusive method, and enable the gathering of a large 
amount of detailed information (Lindh, 2001). However, they require the transfer of the 
captured data for comparison with the other data and the identification of each packet by 
its header or content, which is hard when the traffic volume is large. Therefore, passive 
measurements have the disadvantage of requiring substantial resources for comparison 
and computation but they are well suited to investigate the quality of the existing flows 
without burdening the network with probe traffic as in active measurements.
In order to evaluate the disadvantages of both active and passive schemes, sampling 
methodologies can be employed. The aim of this chapter is develop a new assessment 
mechanism based on these methodologies. The developed system will: reduce the 
amount of data to be processed, reduce the demand on the overhead processing time of 
the collected data, and hence speed up the performance measurement procedures with 
reliable results.
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In this chapter, Section 7.2 discusses the sampling methods in terms of reasons behind 
deploying sampling in traffic monitoring and measurements, sampling schemes and 
their characteristics and some of the related studies. Section 7.3 presents the 
measurement approach, which includes the description of sampling approaches, 
methods of analysis and the simulation set up employed. In Section 7.4, the 
experimental results are presented. Finally, Section 5.7 summarises the chapter.
7.2 Sampling for Passive Measurement
7.2.1 Why Traffic Sampling?
The necessity for detailed measurements stems from the need for identifying the exact 
situation of the network performance and to move to services beyond the ordinary best 
effort model. The demand of network measurements has increased due to many reasons 
(Zseby, 2005). First, the appearance of new multimedia metrics which are in addition to 
observing some key characteristics of network and data transmission, like link load or 
round-trip-times, SLAs, sophisticated accounting methods and increasing security 
threats. These require the measurement of much more and different metrics. Second, the 
trend t owards w ireless c ommunication p ushes t he d eployment o f  m obile d evices a nd 
wireless networks which usually have very scarce resources (e.g. processing power, 
storage). Furthermore, transmission resources in wireless networks are often much more 
limited than resources in fixed networks. Therefore, the trend towards mobile 
communication increases the demand for resource efficient measurements. Third, 
increasing data rates which elevate the amount of result data and with this, the resource 
consumption for processing, storage and result data transmission.
Therefore, the required resources to obtain such detailed measurement information 
increases with the amount of measured traffics. For many multimedia applications, 
detailed measurements will result in an enormous amount of measurement data which 
needs to be transferred to collection points for processing, storage and analysis. These 
collection points may be routers, switches or the destinations themselves. These nodes 
may not be able to do that role because (Duffield, 2004):
(i) Processing and storage resources on these nodes are comparatively scarce 
because they are already employed in the regular work of routing and 
switching.
(ii) The transmission of measured data to the collection points can consume 
significant amounts of network bandwidth.
(iii) Sophisticated and costly computing systems are required for analysis and 
storage of the data.
The above three factors highlight the need for data reduction. The use of sampling 
techniques in the measurement process allows the resource consumption to be reduced. 
Two issues affect the decision in choosing a sampling method: reliability and cost. 
Reliability of the estimated versions increases as the sample size increases but, cost is 
the restrictive factor. Thus, an appropriate balance between the reliability of the estimate 
and the cost of obtaining it must be defined. Costs can be expressed in terms of resource 
consumptions. The deployment of sampling provides information about a specific 
characteristic of the parent population. With sampling, not all packets are measured by 
the monitoring node, but only a selected fraction of the packets (Drobisz and 
Christensen, 1998). Thus, sampling provides the ability to reduce the measurement cost 
in terms of resource consumption which will limit this cost to a small fraction of the 
costs of providing the network service itself.
7.2.2 Sampling Schemes
Sampling is applied whenever global characteristics of specific populations are required 
but the analysis of every element may be too expensive or very time consuming. 
Sampling methods can be characterised by the sampling algorithm used, the trigger type 
for starting a sampling interval and the length of the sampling interval (Zseby and 
Scheiner, 2002).
7.2.2.1 Sam pling A lgorithm s
Sampling algorithm describes the basic procedure for the process of samples selection. 
There are three basic processes: systematic sampling, random sampling, and stratified 
sampling.
7.2.2.1.1 Systematic Sampling
Systematic sampling describes the procedure for selecting the starting point and the 
frequency of the sampling according to a pre-determined function. This includes for 
example t he p eriodic s election o f  e very n th e lement o f  a t race b ased o n e  ounting t he
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arrival packets or selection of the next arriving packet within a time t of the trigger. 
Figure 7.1 shows the schematic of the systematic sampling (Claffy, et al., 1993).
b b b b 1
Figure 7.1: Schematic of systematic sampling (take the 1st member of each n-packet bucket).
7.2.2.1.2 Stratified Sampling
Stratified sampling splits the sampling process into multi-steps. First, the elements 
(packets) of the parent population are grouped into subsets (sub-populations) in 
accordance to a given characteristics. Then, the samples are randomly taken from each 
subset (usually called strata). Stratified sampling is similar to systematic sampling, 
except that rather than selecting the first packet from each bucket; a packet is selected 
randomly from each bucket. Figure 7.2 illustrates the schematic of the stratified 
sampling (Claffy, et al., 1993). For example, if the whole region of interest, A, is spilt 
into M  disjoint sub-regions (i.e. buckets) as in the following equation (Bohdanowicz 
and Weber, 2002):
M
A=\^jAk with Aj n  At = 0 fo r I * j  ^  yk=1 '  ' >
Where Ak is the h!H sub-region.
I •  l •  I «J» I
Figure 7.2: Schematic of stratified sampling (take a random member of each n-packet bucket).
7.2.2.1.3 Random Sampling
Random sampling selects the starting points of the sampling interval in accordance with 
a random process (Zseby and Scheiner, 2002). It is the process of selecting n random 
units from a population N. The selections of sampled elements are independent and each 
element has an equal probability of being selected. Figure 7.3 depicts the schematic of 
the random sampling (Claffy, et al., 1993).
I •  • ______• _______ • ________ d
Figure 7.3: Schematic of random sampling (take random members from the population).
7.2.2.1.4 Measurement Interval and Sampling Trigger
Sampling techniques can be differentiated by the event that triggers the sampling 
process (Zseby and Scheiner, 2002), (Claffy, et al., 1993), and (Paul and Lillian, 1989). 
The trigger determines what kind of event starts and stops the sampling intervals. With
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this, the sampling frequency and the length of the sampling interval (measured in 
packets or time) are determined. Measurement (sampling) interval defines the interval 
for which the metric of interest should be measured. There are two different ways to 
define the measurement interval (Zseby, 2005). Count-based d efinition by which the 
measurement interval is defined by the number of packets and Time-based definition 
where the measurement interval is defined as time interval.
The sample selection decision depends on two trigger types (Zseby, 2004); these are:
• Count-based: the packet selection decision is based on the packet count. An 
example of this is the systematic sampling of every nth packet of a specific type.
• Time-based: Using this method, the samples are selected based on 
predetermined time interval. For example, the arrival time of a packet at the 
monitoring point determines whether this packet is captured or not.
If the member of the populations are randomly ordered, it is expected that all three 
sampling methods (systematic, stratified and random) will be equivalent (Claffy, et al., 
1993). The sampling decision of the systematic sampling can either use count-based or 
time based triggers. Time-based sampling decision can be achieved by periodically 
enabling/disabling the packet capturing process. But, it is particularly poor for assessing 
the network performance metrics such as delay and delay variation (Ma, et al., 2004). 
This is because it tends to miss bursty periods which contain many packets with 
relatively small inter-arrival times if using a larger timer. Therefore, it is better to use 
the count-based trigger when deploying systematic sampling using a packet'counter; 
however i t i s v ulnerable t o b ias d ue t o sy nchronisation i f  t he m etric b eing m easured 
exhibits periodic behaviour. These potential problems (i.e. synchronisation and 
periodicity) may be avoided by suitable use of random additive sampling because the 
intervals between successive triggers are independent random variables with a common 
distribution (Duffield, 2004) and (Manku and Motwani, 2002). On the other hand, 
generally, random sampling is less efficient than systematic sampling for populations 
with linear trend or those with a population variance less than the variance of the 
samples (Claffy, et al., 1993). However, for these populations (i.e. with linear trend), 
stratified sampling is more efficient than systematic sampling because, for example, if  
the sample from the first bucket was too low, the sample from each subsequent bucket 
would also be too low, therefore, stratified sampling would alleviate this difficulty
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(Krishnaiah and Rao, 1988). In addition to that, stratified sampling may produce a gain 
in precision if  the strata can be considered homogenous (Krishnaiah and Rao, 1988).
7.2.3 Related Work
Network performance monitoring and measurement have been the interest to many 
research groups such as (CAIDA, 2006) and (NLANR, 2006). A comparison of passive 
and active measurements can be found in (Graham, et al., 1998) and (Zseby, et al., 
2001). Passive measurements are widely used for packet counting, capturing over a 
network section or path (NeTraMet, 1997), (NetFlow, 1999) and (Brownlee, 2000). 
Sampling methods have been applied to network performance measurements for 
different purposes (Claffy, e t al., 1993), (Duffield and Grossglauser, 2000), (Cozzani 
and Giordano, 1998) and (Zseby, 2002). The investigations of volume and packet 
counts using sampling have been presented in (Duffield, et al., 2001) and (Jedwab, et 
al., 1992). Claffy, et al. (1993) illustrate the deployment of sampling for the estimation 
of the packet size and inter-arrival time distributions. Sampling approaches for non- 
intrusive quality measurements are described by Zseby (2003). In addition to that 
selected sampling methods are standardised in the IETF Packet Sampling Working 
Group (PSAMP) (PSAMP, 2006).
i
A good review and explanations for the classical sampling methodologies in the context 
of the Internet and the presentation of applications and sampling methods for Internet 
passive measurement can be found in (Duffield, 2004). Zseby (2005) introduced the key 
challenges for the deployment of sampling techniques for network measurements in 
terms of estimation of the proportion of packets that violate the SLA contract for the 
one-way delay metric.
7.3 Measurement Approach
In this work, an evaluation of the network performance by measuring the QoS 
parameters is carried out. Non-intrusiveness is the main characteristic of the evaluation 
system. A performance measurement method for estimating the QoS experienced by the 
users has been proposed based on a sampling technique. The basic procedure is as 
follows:
(i) Take a suitable number of samples of the ongoing current traffic.
(ii) Measure the QoS parameters (delay, jitter, packet loss and throughput) based on 
the sampled packets.
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(iii) Assess and quantify the application QoS using two evaluation systems (Fuzzy 
and Distance approaches (Chapter 5) using the selected samples.
7.3.1 Sampling Techniques with One and Two Measurement Points
The following section describes the use o f sampling techniques for measurements with 
one and two monitoring points. These points have only passive capability, because they 
do not modify or affect the ingoing traffic through the network. The main elements for 
implementing this for QoS measurement are illustrated in Figures 7.4 and 7.5.
Flow of interest
Monitoring
point
Sending edges Network
Timestamping
Classification
Sampling
Packet Capturing
QoS Parameter Calculation
Processing & Analysis
Figure 7.4: Sampling measurement system with one-monitoring point.
In these figures, the classification means that if the monitoring point is not an end point 
(i.e. receiving end) and there are several traffic flows through it, just the selected 
packets are used in the measurement process (i.e. the packets o f flow o f interest). For 
the one monitoring point system, a number of samples are selected and then 
timestamped. The timestamps and the packet ID are carried within the packet from the 
sending edge. The process of calculations and analysis are then started.
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Figure 7.5: Sampling measurement system with two-monitoring points.
For the two-monitoring points system and after classification, every monitoring point 
timestamps its captured packets and all the filtered packets will be stored in a collection 
point. Some metrics require the correlation and synchronisation of data from different 
measurement (monitoring) points like delay and jitter. This work is based on a 
simulation study, so the monitoring nodes are already synchronised. But, in reality, a 
synchronisation tool should be used to ensure and maintain the two monitoring nodes 
are time synchronised. Current solutions are to synchronise nodes to a specific reference 
time like the UTC using the GPS receivers or GTB (Jiang, et al., 2000). To achieve the 
correlation of data, a method for recognising the packets at the second monitoring point
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must be deployed. This can be done by applying packet ID recognition (Mark, et al.,
2003). For each packet generated, a timestamp and packet ID are issued at both 
monitoring points. An ID checking block is used to match the packets, which have the 
same ID. After this, the process of sampling is performed using one of the sampling 
methodologies (systematic, random, or stratified sampling). Then, for the sampled 
packets, the required QoS parameter is calculated.
Due to the problem of correlation between sampled packet and clock synchronisation of 
the two monitoring points, in practical realisations, it is difficult to perform count-based 
or time based sampling (Zseby, 2002). Monitoring and sampling at one measurement 
point can be an alternative solution to deal with the two monitoring points drawbacks. 
In this case, count-based and time-based sampling triggering methods can be deployed.
Using one monitoring point sampling system, systematic, random and stratified 
sampling techniques are implemented as follows:
(i) Systematic sampling: in count-based, every nth packet is selected and in time- 
based every nth time (period), packet is selected. The easiest way to implement 
that is to set a counter to the n value and decrement it on each packet arrival, 
then select the packet when the counter reaches zero. After that, the counter is 
reset and the process is repeated. In order to get different sets of samples of the 
same size for several experiment runs, the starting point (the 1st selected packet) 
for the selection is chosen randomly in the experiments.
(ii) Random sampling: this type of sampling can be implemented for count-based 
sampling and is not reasonable for time-based sampling because the number of 
packets within a time interval is not known in advance (Zseby, 2002). To 
implement the count-based of n samples from A  population, n random numbers 
need to be generated in the range [1, A] and then select packets according to 
their position in the flow. For every run, new random numbers should be 
generated for the same selected sample size.
(iii) Stratified sampling: Stratified sampling for count-based sampling can be 
realised using the same way of random sampling implementation. If the number 
of packets in every bucket is N, then for every bucket, n random numbers in the
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range [1, N] are generated (where n is the sample size from each bucket and N  
is the size of the strata). For every run, new n random numbers should be 
generated for the same selected sample size.
7.3.2 QoS Parameters Calculation and QoS Estimation
(i) Delay calculation:
To calculate the end-to-end one-way delay of a packet, the difference between the 
values of the timestamps of the packets that arrived at the measurement points, which 
are selected in accordance to the sampling process is calculated. The correlation 
between the two timestamps of the same packet is achieved by the packet ID checking 
block.
(ii) Jitter calculation:
To calculate the end-to-end jitter for a specific flow, the sampling technique must take 
two consecutive packets in a sample. Then the difference between their delays is 
calculated after correlating the two timestamps of each packet via the packet ID.
(iii) Throughput and packet loss calculations:
Throughput and packet losses are calculated by making a difference of the counts of the 
number of packets passing the two measurement points based on the packet sequence 
number to produce the number of the received packets between every two successive 
samples. In order to obtain the number of sent packets between the two successive 
samples, the difference between the sequence numbers of these samples is computed. If 
the number of sent and received packets between these samples is known, then a packet 
loss ratio is calculated. Throughput is calculated by multiplying the number of received 
packets by the packet size and then this is divided by the receiving time difference of 
the two successive samples. This throughput between two samples is calculated in Kbps 
using the following equation:
** PS *NThroughput = ---------  r n  o\1024 * \Timestamp{i) -  Times tamp (i-1))  ' ' '
where PS  is the packet size, N  is the number of packets between two samples and i is 
the current sample.
After calculating the delay and jitter of the sampled packets and computing the packet 
loss ratio between every two successive packet samples, the QoS was assessed based on
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these samples to estimate the actual population QoS. This QoS is obtained using the two 
evaluation systems: Fuzzy assessment system and Distance assessment system using the 
procedures discussed in Section 4.4 and sub-sections 5.4.1 and 5.4.4.
Based on the proposed approach, the following outcome measures may be obtained:
• Samples of the packet delay and jitter between the sending and receiving nodes.
• If the packet size is known, it is possible to estimate the throughput of the 
application over each measurement interval in addition to the long-term average.
• The packet loss ratio of the application between the sending and receiving nodes 
of each measurement interval.
• The length of the loss free periods and loss periods expressed in terms of the 
number of consecutive measurement intervals that are loss free (do not contain 
lost packets) and the number of measurement intervals that contain lost packets.
• Samples of the estimated QoS values of the application based on the QoS 
parameters resulting from the sampling measurements of each measurement 
interval.
After generating the estimated QoS populations using the three different sampling 
methods, a comparison process was carried between these populations and the parent 
QoS population. The aim is to determine which method represents the parent population 
most accurately. The mean, the standard deviation, the degree of significance, the 
Standard Error (SE) of difference and the 95% Confidence Interval Length (CIL) for the 
estimates by sampling schemes are computed. The results are analysed by carrying out 
the one-sample /-tests (GraphPad, 2004). The / -test indicates whether a sample is  an 
accurate representative of population or not.
The degree of significance is performed to check whether the difference between the 
parent population and the estimated versions is statistically significant or not. SE was 
used for /-tests to compare estimates from the sampling methods to the actual 
population. The values obtained from the /-test are used to calculate a /?-value for each 
estimate. This is established depending on the p  value threshold. If the /7-value is less 
than threshold value, the difference is statistically significant and vice versa. In practice, 
the threshold value is usually set to 0.05 (an arbitrary value that has been widely 
adopted) in accordance to the 95% Confidence Interval (Cl) (GraphPad, 2004).
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The size of the discrepancy between the mean of the parent population and the mean of 
the sampled version depends on the size and variability of the sampled version. 
Statistical calculations combine sample size and variability to generate standard error of 
difference and the confidence interval measures. These measures have been performed 
to examine the degree of difference between the parent population and the sampled 
version for different sample sizes.
To calculate the SE of difference, it depends on the difference between the population 
and the sampled versions means which has a standard error. This standard error is 
calculated using (Ttest, 2005):
SE = -j=  (7.3)
where SD is the standard deviation and n is the number of samples.
The 95% confidence interval is the most commonly used. The estimated mean may be 
very close to the population mean but it possibly lies somewhat above or below the 
population mean and there is a 95% probability that it is within 1.96 standard errors of 
it. It produces lower and upper limits for the mean. The 95% Cl means that one can be 
95% sure that the Cl include the true difference between the two means. The interval 
provides an indication of how much uncertainty there is in the estimate of the true 
mean. The narrower the Cl, the shorter is the Cl Length (CIL), the closer is the 
estimated mean to the true mean and the less variability is in the sampled version.
In addition to the above, a statistical SLA which is based on an estimation of the 
parameters (delay, jitter, etc) and the assessed QoS instead of population exact 
measurement is proposed. The purpose is to check if the packets in a specific flow 
conform to the guarantees given in an SLA using sampling techniques because 
evaluation of the whole population is, sometimes, difficult and includes more 
information than needed. Generally, the estimation of the long-term mean and the 
standard deviation of a given parameter afford some insights about the provided service 
quality for an application but it not sufficient to examine the SLA conformance. 
Another valuable parameter for evaluating the application performance is the percentile. 
It indicates the value below which we can assume the majority of the observed values 
(Choi, et al., 2003). For example, the 90% percentile gives the information that 90% of
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all the population members are below the percentile value. Percentile is unsuitable to 
quantify non-conformance because if it lies above the defined threshold, it does not 
provide information about what percentage of packets really violated the SLA contract 
(Zseby, 2005). As an alternative approach of the percentile, an estimate of the 
proportion (percentage (.P)) of packets QoS value that violates the SLA contract is used 
(i.e. above or below a pre-defined threshold (a)). As an example, a packet with QoS 
value less than the threshold is considered violator (non-conformant), while packets 
with QoS value greater or equal to the threshold are considered conformant. The 
number of violators obtained after that classification is a Binomial distributed random 
variable (Zseby, 2005). After the packets are classified into violators and conformant 
packets according to the threshold (a), the calculation of the percentage of conformant 
(P) is achieved using equation 4.4.
The quality estimation is performed for all the QoS parameters and for the assessed QoS 
(obtained from the two evaluation systems). In order to assess the percentage estimation 
accuracy, there are two important quality criteria (Zseby, 2004):
i. Bias: measures how far the mean of all estimates lies from the exact value (true 
population) for several runs and different sample sizes using the three sampling 
schemes. Bias is the averaged difference over all samples of the same size. It is 
calculated using the following equation:
Bias
Where N is the number of runs, 
the exact value.
ii. Precision: this deals with the precision that can be obtained with the different 
sampling methods by comparing the estimates from different experiments and for 
several sample sizes. It measures how much these estimates scatter around the 
mean and it can be expressed using the Relative Standard Error (RSE) (Zseby,
2004). RSE is a measure of the estimates reliability. It is defined as the standard 
error of the estimate divided by the true value being estimated as shown in
1 A= - Y JPi - P  (7.4)N t i  1
Pt is the estimated values from each run and P  is
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equation (7.5). The standard error is the square root of the variance (i.e. standard 
deviation) of the all runs of the same sample size.
Where V and cr * are the variance and the standard deviation of the estimated P values,
respectively.
After generating the sampled populations using the three different sampling methods, a 
comparison is performed between these sampled versions and the parent populations. 
The aim is to determine which sampled version represents the parent population 
accurately. The comparison has been made in terms of calculating the mean, the 
standard deviation, the minimum, the maximum and the violators and the conformant 
packets percentages of the SLA contract based on bias and precision. A sampling 
technique is considered to be better than other techniques in terms of bias and precision 
if it has a smaller bias (i.e. estimated values are closer to the population values) and a 
higher precision (i.e. smaller RSE).
7.3.3 Network Topology and Traffic Characteristics
In order to investigate the accuracy of the three sampling methods, a suitable wireless 
ad hoc network was simulated. This network has the same topology, simulation settings 
and traffic characteristics as that used in Section 6.2.2.
Over the simulation time and in order to examine the efficiency of the measurement 
system, the network was subjected to three different load situations: lightly loaded 
during (0-170 sec), partially loaded during (171-330 sec) and fully loaded during (331- 
500 sec).
In order to investigate and assess the precision of each sampling method, the simulation 
experiments were repeated several times using different seed values of the starting 
points of the systematic sampling and changing the seed for the random number 
generator for the stratified and random sampling methods to avoid unexpected 
behaviour due to extreme values. Changing the seed random number essentially runs the 
same traffic, but will produce different timing and packet counting for the simulation. 
The resulting values of the different runs of the same simulation have been averaged to
(7.5)
P P
p
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get the actual values. Moreover, the sampling process was repeated for several sample 
sizes. These samples sizes were selected to vary from small to large. In this study, all 
three sampling methods were implemented using packet count-based sampling 
triggering.
7.4 Results and Discussion
The aim of this chapter is to estimate the QoS of multimedia applications using non- 
intrusive measurement process based on sampling techniques. In these experiments, a 
comparison between the three different sampling methods described earlier for 
estimating one-way delay, jitter, packet loss ratio, throughput and the overall assessed 
QoS for a videoconferencing application transmitted over wireless ad hoc network was 
carried out.
7.4.1 One-way Delay
An application of the proposed approach is to estimate the end-to-end one-way delay of 
the traffic. Figures 7.6(a)-(c) show the population delay and sampled versions using 
systematic, random and stratified sampling methods, respectively. In addition, Figures 
7.7(a)-(c) illustrate the frequency distributions of the actual and the sampled versions of 
actual delay. As an example, these versions are generated for a sample size of 200 
packets (i.e. sample fraction of 1% of the actual traffic population). Sample size and 
sample fraction will be used interchangeably.
It can be seen from Figures 7.6(a)-(c) how the sampling approaches represent the actual 
delay. The degree of discrepancy is different for each sampling method. The delay was 
calculated using several sampling fractions. It was found that the degree of discrepancy 
decreases as the sample size increases. The sample fraction of 1% provides a good 
estimation of the delay distributions especially the distribution of the systematic and 
random sampling versions.
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As examples o f the sample fractions used, the delay measurement for different sample 
fractions using the three sampling methods are summarised in Table 7.1(a)-(c). In this 
table, the mean and the St. Dev. are the average and standard deviation o f each sampling 
method, respectively. The calculated absolute error increases as the sample size 
decreases and it can be seen that as the sample size increases, the variations of the 
sampling results from the actual mean and the actual standard deviation decrease. In 
addition, the estimated maximum delay approaches the actual maximum delay as the 
number of samples increases for the whole sampling techniques. The minimum 
estimated delay can be seen to be nearly equal to the actual minimum delay. The reason 
for those is because increasing the sample fraction will increase the number o f members 
which will in turn increase the probability o f obtaining more details o f the actual 
population.
Table 7.1: Delay measurement results of the actual and sampled versions using: (a) systematic,
(b) random and (c) stratifies sampling.
, (§) ,Sample fraction [%]
Units: [msec] Actualvalues 10 5 2.5 0.5 0.02
Mean delay 316 316.2 316.4 316.7 319.5 307.5
Absolute error 0.19 0.37 0.66 3.5 8.5
St. Dev. 324.7 324.8 325 324.8 326.1 315.9
Maximum delay 2230.9 2063.7 1899.4 1662.6 1250.9 1056.6
Minimum delay 2.5 2.5 2.5 2.5 2.6 2.6
M Sample fraction [%]
Units: [msec] Actualvalues 10 5 2.5 0.5 0.02
Mean delay 316 316.8 315.7 312.3 317.2 321.4
Absolute error 0.79 0.28 3.7 1.2 5.4
St. Dev. 324.7 325.7 324.6 323.7 326.1 335
Maximum delay 2230.9 2013. 1896 1609.2 1227.2 1117.3
Minimum delay 2.48 2.5 2.5 2.5 2.5 2.5
M Sample fraction [%]
Units: [msec] Actualvalues 10 5 2.5 0.5 0.02
Mean delay 316 316 315.8 316.3 308.6 305.1
Absolute error 0.03 0.17 0.26 7.4 10.9
St. Dev. 324.7 325 324.7 324.3 318.7 315.8
Maximum delay 2230.9 2071.3 1902.3 1552.6 1108.1 1016.1
Minimum delay 2.5 2.5 2.5 2.5 2.6 2.6
As mentioned earlier, the mean and the standard deviation o f the sampled versions may
not give sufficient information about the estimation accuracy and which sampling
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method results can precisely represent the population as a function of sample size. Bias 
and precision (i.e. equations 7.4 and 7.5) were used to evaluate the three sampling 
methods in terms of the mean and percentage of violator packets of the SLA thresholds. 
Figure 7.8 depicts the bias o f estimates of the sampled versions mean from the actual 
mean with up to 15 runs of the simulations. The Figure shows the results for all 
sampling schemes and for different sample fractions. The results illustrate that the bias 
is very small for all schemes for sample fractions larger than 0.5% (i.e. a sample size 
more than 100 packets). In addition, as expected it rapidly decreases for large sample 
sizes and becomes close to zero. From this Figure, it is clear that systematic sampling 
has the lowest bias compared to other schemes. Both systematic and stratified have 
more stable and smooth bias than the random type. Random sampling has some 
comparatively high negative bias values for sample fractions of 4% and 8%. 
Nevertheless, the bias is still quite small which is less than 4msec.
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Figure 7.9: RSE of the sampled delay mean estimates.
Figure 7.9 illustrates the precision of the estimates o f the sampled mean expressed by
calculating the RSE as function of the empirical standard deviation o f the estimates
from all runs. It is apparent that systematic sampling provides the most accurate
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estimates compared to the stratified and random approaches. In addition, stratified 
sampling affords more precise estimates than the random sampling scheme. This means 
that random sampling measured delay value have larger deviations from the actual delay 
mean.
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Figure 7.11: RSE of the sampled delay violator proportion from the actual delay violator
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An investigation o f whether a bias is introduced when estimating the proportion of 
violators of a delay threshold from sampled values and the precision that can be 
achieved with the different sampling techniques is shown in Figures 7.10 and 7.11, 
respectively. As an example, a delay threshold o f 450msec was used in the experiments. 
This value was selected to represent the threshold that is required to receive a medium 
quality of the videoconferencing application. The resulting proportion of violators o f the 
actual population delay was 0.4. It is apparent from Figure 7.10 that the bias is very 
small for all sampling schemes and it further decreases with the large sample fractions. 
As it can be seen, systematic sampling has the least bias and minimum variations 
followed by the stratified sampling. As in Figure 7.8, random sampling has high bias 
values for 4% and 8% sample fractions. From Figure 7.10, it is clear that systematic
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sampling has the minimum RSE (highest precision) for estimating the percentage of 
violators of the delay threshold (450msec).
The above results indicate that systematic sampling has the best performance in terms of 
bias and precision. This may be due to the fact that there was nearly no influence o f 
periodicity between the subsequent sampled delay values. Because if  there was any 
periodicity between them, there would be very high bias values and the precision would 
be very low.
7.4.2 One-way Delay Variation
Another application o f the sampling methodologies is to estimate the end-to-end jitter 
for a specific application. Figure 7.12(a)-(d) present the frequency distributions o f the 
actual traffic in addition to the sampled jitter versions using systematic, random and 
stratified sampling schemes. These diagrams were obtained with a sample fraction of 
1%. The distributions exhibit that the majority o f the actual jitter population values were 
less than 20msec which is the same information that the sampling methods provided 
(i.e. most of the sampled packets had jitter values less than 20msec). This means that 
sampling technique can afford a good estimation of the actual traffic jitter distribution.
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Figure 7.12: Comparison of the actual jitter with sampled jitter versions distributions using 
sample fraction of 1%: (a) actual, (b) systematic, (c) random and (d) stratified sampling.
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As an example o f the sample fractions used, the jitter measurement for different sample 
fractions are summarised in Tables 7.2(a)-(c). From the Tables, the calculated absolute 
error increases as the sample fraction decreases. Generally, as the sample fraction 
increases, the variations o f the sampling results from the actual mean and actual 
standard deviation decrease. In addition, the estimated maximum jitter approaches the 
actual maximum jitter as the number o f samples increases for the whole sampling 
techniques. The minimum estimated jitter is equal to the actual minimum jitter but starts 
to rise as the number of samples decreases. The reason behind these observations is that 
increasing the number of samples will increase the number of packets included in the 
estimation which will increase the probability of tracking the actual population 
variations.
Table 7.2: Jitter measurement results of the actual and sampled versions using: (a) systematic,
(b) random and (c) stratifies sampling.
________(a)______________________________
Samp e fraction [%]
Units: [msec] Actualvalues 10 5 2.5 0.5 0.02
Mean jitter 6.2 6.2 6 6.2 6.5 7
Absolute error 0.02 0.13 0.01 0.37 0.8
St. Dev. 14.6 15.3 12 12.1 13.1 13
Maximum jitter 733.2 440.6 207.7 157.9 96.9 77.5
Minimum jitter 0 0 0 0 0.06 0.07
(b)
Samp e fraction [%]
Units: [msecl Actualvalues 10 5 2.5 0.5 0.02
Mean jitter 6.2 6.3 6 6 6.3 5.8
Absolute error 0.09 0.2 0.2 0.2 0.4
St. Dev. 14.6 15.6 12.7 11.1 10.8 8.7
Maximum jitter 733.2 426.9 242.7 121.8 76.9 46.2
Minimum jitter 0 0 0 0 0.03 0.05
Sample fraction [%]
Units: [msec] Actualvalues 10 5 2.5 0.5 0.02
Mean jitter 6.2 6.1 6.2 5.8 5.6 5.5
Absolute error 0.03 0.08 0.3 0.5 0.6
St. Dev. 14.6 14.4 13.3 10.5 8.8 7.3
Maximum jitter 733.2 338.4 242.4 128.4 62.3 38
Minimum jitter 0 0 0 0 0.03 0.09
As for the delay, bias and precision were used to evaluate the accuracy o f the three 
sampling methods in terms o f the estimated mean jitter and the estimated percentage o f
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the violator packets of the SLA threshold. Figure 7.13 depicts the bias o f the jitter mean 
estimates from the actual mean based on 15 simulations runs. The Figure shows the 
output results for all sampling techniques and for several sample fractions. The results 
reveal that the bias is very small for all schemes and for all examined sample fractions. 
In addition, as expected it decreases further for large sample fractions and approaching 
zero. From this Figure, it is clear that all the sampling schemes have some 
comparatively high bias values at some sample fractions. Nevertheless, the bias is still 
quite small i.e. it is less than 0.8 msec.
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Figure 7.14: RSE of the sampled jitter mean estimates.
Figure 7.14 illustrates the precision o f the estimates o f the sampled jitter mean 
expressed by calculating the RSE as a function o f the empirical jitter standard deviation 
of the estimates from all runs. Noticeable is that stratified sampling produces the most 
accurate estimates compared to the systematic and random approaches and over the 
whole sample fractions. Also, systematic sampling affords more precise estimates than 
the random sampling scheme. This means that the jitter values based on random 
sampling had larger variations over the 15 simulations runs.
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An exploration of whether a bias is introduced when estimating the proportion of 
violators of a jitter threshold (SLA) from the jitter sampled values and the precision that 
can be obtained with the different sampling techniques are shown in Figures 7.15 and 
7.16, respectively. The jitter threshold of 20msec was used in the experiments. This 
value was chosen to characterise the threshold which is required to perceive medium 
jitter quality o f the videoconferencing application. The resulting proportion of violators 
of the actual population jitter was 0.07.
In general, Figure 7.15 reveals that the estimated bias is very small for all sampling 
schemes and it is sharply decreased for large sample fractions. As can be seen, 
systematic sampling has the lowest bias and minimum variations followed by the 
stratified sampling. The bias, in most cases, is in the range of [-0.005 to 0.005] which 
means the estimated violators are very close to the real one. Random sampling has a 
comparative high negative bias value at 4% sample fraction which might be due to 
some correlations between the subsequent jitter samples which were smaller than actual 
jitter value. Because if there was any correlation between them, this will produce very 
high bias values and the precision will be very low.
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Figure 7.15: Bias of the sampled jitter violator proportion from the actual jitter violator
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Figure 7.16 illustrates that all sampling schemes provide a good precision for estimating 
the percentage of violators of the jitter threshold (20msec). The RSE seem to be 
relatively high compared to the RSE of the delay (Figure 7.11). This is due to the 
division process in equation 7.5 by the real proportion which is very small for the jitter 
real proportion (0.073).
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Figure 7.16: RSE of the sampled jitter violator proportion from the actual jitter violator
proportion.
The above results show that the three sampling schemes were accurate in terms o f the 
bias and precision estimation of the jitter measurements.
7.4.3 Packet Loss
Contrary to the procedure followed to estimate the delay and the jitter, packet loss ratio 
is not estimated directly from the sampled versions. Loss ratio is computed by counting 
the lost and the total sent packets over all measurement intervals. A measurement 
interval is the interval between every two successive samples. The advantage o f using 
the measurement interval is that it can provide a more precise instantaneous expression 
method rather than the long-term packet loss average with different resolutions 
depending on the number o f samples. Therefore, the method can be used to classify 
periods that contain lost packets (loss periods) and others without losses (loss-free 
periods) and their lengths in seconds.
The actual traffic packet losses were calculated using the windowing technique. 
Window size selection plays an important role in presenting the level o f the 
measurement details. Choosing a very small window size provides a very detailed 
measurement, whilst a large size hides a lot of these details. In our experiments, a 
medium window size of 20 packets was selected. Figures 7.17(a)-(d) illustrate the actual 
packet losses in addition to the estimated ratios using the sampling algorithms with a 
sampling fraction o f 1%. These diagrams demonstrate how effectively the proposed 
estimation approach tracks the actual traffic losses.
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Figure 7.17: Comparison of the: (a) actual packet loss ratio with versions obtained using: (b) 
systematic, (c) random and (d) stratified sampling based on sample fraction of 1%.
It can be observed, from the results obtained, that during the first 170 seconds o f the 
simulation, there were no packet losses and all the estimated results using sampling 
reported this. There were no packet losses because during that period the network load 
was light. After 170 seconds and up to 330 seconds, the load was higher; thus some 
losses occurred sometimes during the simulation. To some extent the sampling versions 
could estimate those losses. Beyond 330 seconds, the network was fully saturated and 
so, high losses were observed. When the sample fraction was increased to more than 
1%, more details o f the loss ratio were exhibited. A higher sample fraction results in 
higher loss resolution and detail. The frequency distributions o f these loss ratios are 
shown in Figure 7.18(a)-(d). These distributions (actual and estimated) reveal that more 
than 65% of the monitored loss ratios were less than 2%. These graphs indicate how 
accurate the estimated losses were compared to the actual losses.
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distribution versions obtained using: (b) systematic, (c) random and (d) stratified sampling
based on sample fraction of 1%.
Table 7.3: Mean packet loss ratio measurement results using different sampling methods.
Sample
fraction
(%]
Systematic sampling 
[%i
Random sampling 
[%1
Stratified sampling
f%lMean Abs. Error Mean Abs. Error Mean Abs. Error
10 7.1 0.02 7.1 0.08 7 0.16
5 7.6 0.42 7.5 0.33 7.5 0.31
2.5 8 0.78 7.9 0.72 8 0.78
0.5 8.1 0.90 8.1 0.89 7.8 0.6
0.02 7.9 0.76 8.2 1 7.3 0.34
The mean packet loss ratio of actual traffic was 7.16%. The results of the packet loss 
ratio measurements for different sample fractions using the three sampling methods are 
summarised in Table 7.3. This is obtained by calculating the packet loss ratio over each 
measurement interval (i.e. between every two successive samples) and then taking the 
average o f the loss ratios for all intervals. The absolute error between the actual and the 
estimated ratio is calculated for every sample fraction as shown in the table. As 
expected, the absolute error reduces with the increase of sample fractions. In some 
situations, the random and stratified sampling may not be suitable to loss calculation 
due the randomness feature in the sample selection process. Due to randomness, the 
selected samples may be very near to each other which means that calculated loss ratio
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for the measurement interval between these samples may be high or low which will 
overestimate or underestimate the mean of the losses over the whole measurement 
intervals. This case occurred in the stratified sampling results as shown in Table 7.3. 
Both systematic and random schemes provided a good estimation of the actual loss. 
Decreasing the sample fractions in systematic sampling will result in biasing the 
estimation result, as decreasing the sample fraction will increase the measurement 
interval which will not provide enough details about the traffic losses occurring. This 
appears in the systematic sampling of the 0.02% sample fraction.
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Figure 7.19: Frequency distributions of the length of loss and loss-free periods versus time 
during the measurement period using systematic sampling with: (a) 1% and (b) 10% sample
fractions.
(a) (b)
Figure 7.20: Frequency distributions of the length of loss and loss-free periods versus time 
during the measurement period using random sampling with: (a) 1% and (b) 10% sample
fractions.
Another powerful representation o f the packet loss using the sampling methods is 
depicted in Figures 7.19-7.21. These figures illustrate the distribution o f average burst 
lengths o f the loss and loss-free periods based on 1% and 10% sample fractions. This 
representation gives information as how many loss and loss-free periods occurred and
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the length of each period as a function o f sample fraction. These diagrams reveal more 
details can be that obtained from larger sample fractions. The ratios between the loss 
and loss-free periods and the total measurement time with sampling fraction of 1% for 
the systematic, random and stratified sampling methods are 0.5 and 0.4, 0.49 and 0.4, 
and 0.48 and 0.41, respectively. While for sample fraction of 10%, these values are 0.64 
and 0.28, 0.64 and 0.27, and 0.64 and 0.26, respectively. Therefore, all sampling 
schemes provided almost similar observations.
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Figure 7.21: Frequency distributions of the length of loss and loss-free periods versus time 
during the measurement period using stratified sampling with: (a) 1% and (b) 10% sample
fractions.
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Figure 7.22: Bias of the estimated packet loss ratio violator proportions from the actual packet 
loss ratio violator proportion using different sampling schemes.
Similar to the delay and jitter, sampling methods were also used to validate the SLA 
packet loss ratio by estimating the percentage of loss ratios that violate the SLA 
threshold contract. Figures 7.22 and 7.23 show the bias and the RSE of the estimated 
proportions for different sample fractions. The SLA packet loss ratio threshold used for 
the estimation was 2%. The proportion of the actual traffic packet loss ratio was 0.26. 
Obviously, the estimated bias and RSE are exponentially decreasing as increasing the
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sample fraction. The bias values are small for all schemes. All sampling schemes 
showed relatively equal, likely bias estimations. The precision o f packet loss ratio 
estimations that can be achieved with sampling is shown in Figure 7.23. This Figure 
illustrates that, in most cases, the smallest errors were obtained by the systematic 
sampling. This can be explained by the stability of the length o f space (i.e. number of 
packets) between the two successive samples in contrast to the other sampling schemes 
where the space length is variable depending on the positions of the sampled packets.
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Figure 7 .23: RSE of the packet loss ratio violator proportion using different sampling schemes.
7.4.4 Throughput
In addition to the long-term average and using the sampling concept, the maximum and 
the minimum values as well as the variation of the utilised capacity (throughput) o f a 
specific traffic application can be obtained. Similar to the process of packet loss ratio 
calculation, every throughput value is calculated based on counting the number of 
received packets between two successive sampled packets, multiplying the result by the 
packet size and dividing by the time difference between the two samples timestamps.
Tables 7.4(a)-(c) show the mean, standard deviation, maximum and minimum o f the 
throughput for different sample fractions. The higher the sample fraction the more detail 
about traffic behaviour can be obtained. Moreover, the higher the sample fraction the 
smaller the measurement interval and so, the higher the mean, the variance and the 
maximum and the lower the minimum of the estimated throughput values. These results 
depend on the network load situation; in lightly loaded situations, the variations o f the 
estimated values are very small therefore the calculated results will be in the same range 
as can be seen from Figures 7.24(a)-(f). However, in medium and saturated conditions, 
there will be variations in the estimated throughput and these variations depend on the
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distance between the successive samples. Because, for example, increasing the sample 
fraction reduces the time difference between the successive samples, which in turn raise 
the calculated throughput. In general, Tables (a)-(c) and Figures (a)-(f) reveal that 
sampling methods perform similarly in throughput estimation.
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Figure 7.24: Comparison of the throughput estimations using sampling techniques with different 
sample fractions: systematic: (a) 1% and (b) 10%, random: (c) 1% and (d) 10% and stratified:
(e) 1% and (f) 10%.
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Table 7.4: Throughput measurement results using different sampling methods: (a) systematic,
(b) random and (c) stratifies sampling.
  (a)__________________________________
Sample fraction [%]Units: [Kbps] 10 5 2.5 0.5 0.02
Mean throughput 353 348.8 345.6 344.3 344.7
St. Dev. 72 62.8 55.2 49.9 48.3
Max. throughput 671.6 577.7 461.9 395.1 383
Min. throughput 69.4 102 141.5 206.4 214.5
(b)
Sample fraction [%]Units: [Kbps] 10 5 2.5 0.5 0.02
Mean throughput 353.9 349.2 345.9 344.3 343.8
St. Dev. 74.2 63.7 55.9 49.7 50
Max. throughput 750.9 584.2 482.5 394.7 388.9
Min. throughput 64 103 142.1 204.7 211.2
MSample fraction [%]
Units: [Kbps] 10 5 2.5 0.5 0.02
Mean throughput 356.1 350.3 346.5 345.5 347.7
St. Dev. 81.2 67.6 59.1 49.1 46
Max. throughput 1174.1 813.1 599.8 405.1 391.2
Min. throughput 48.1 84 139.5 206 216.7
Figures 7.25(a)-(f) show the frequency distributions of the throughput for two different 
sample fractions: 1% and 10%. From the Figures, the distributions provide a good 
estimate of the actual traffic transmission rate (i.e. 384 Kbps). Furthermore, an 
improved resolution is produced using the sample fraction of 10%. The desired 
throughput resolution depends on the required accuracy. All sampling methods, to some 
extent, provide similar measurement frequency distribution results.
In addition to the above obtained threshold results, sampling methods are useful in the 
validation of the SLA contract. Figures 7.26 and 7.27 display the bias and the RSE of 
the estimated proportions for different sample fractions. The SLA throughput threshold 
used for the estimation process was 370Kbps. This threshold was selected to represent a 
packet delivery ratio of 95% (i.e. 95% of the generated packet is received). The 
proportion of the actual traffic throughput was 0.44. It can be observed that the bias 
values are small for all schemes. Besides, all sampling schemes have equally well the 
bias estimations for sample fractions larger than 1%. Figure 7.27 illustrates that, as 
observed in loss estimations, the smallest errors were obtained by the systematic 
sampling. This is because space (i.e. number o f packets) between the two successive
- 160-
samples is a constant as compared with the sampling schemes where the space is 
variable, which depends on the positions o f the sampled packets.
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Figure 7.25: Comparison of the throughput frequency distributions using sampling techniques
with different sample fractions: systematic: (a) 1% and (b) 10%, random: (c) 1% and (d) 10%
and stratified: (e) 1% and (f) 10%.
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Figure 7.26 Bias of the estimated threshold violator proportions from the actual threshold 
violator proportion using different sampling schemes.
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Figure 7.27: RSE of the threshold violator proportion using different sampling schemes.
7.4.5 Overall QoS
The main objective of this part is to assess the QoS of multimedia traffic using fuzzy 
logic and distance assessment systems based on sampling techniques and to examine the 
ability of sampling schemes to provide an accurate representation o f the actual traffic 
QoS. In addition, and by relying on the assessed QoS using sampling, a validation o f the 
user QoS guarantees (i.e. SLA contract) is also examined. The estimated QoS is 
obtained by calculating the QoS parameters of the sampled packets and feeding the 
results to the evaluation systems. The most significant parameters which influence the 
QoS for videoconferencing are the delay, jitter and packet losses. Figures 7.28(a)-(h) 
show the instantaneous actual QoS and the QoS estimated using sampling methods. 
These figures were produced for sample fraction of 1%. Tables 7.5(a)-(f) illustrates the 
results o f the QoS measurements for different sample fractions using the three sampling 
methods. The figures and tables indicate that the estimated QoS can infer the actual user 
QoS during the whole period of measurement and for the different network traffic load 
situations.
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Figure 7.28: Comparison of the actual QoS with estimated versions based on sample fraction of 
1% using: 1- Fuzzy: (a) actual, (c) systematic, (e) random and (g) stratified sampling and 2- 
Distance: (b) actual, (d) systematic, (f) random and (h) stratified sampling.
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Moreover, both evaluation systems provided a good QoS estimation as compared to 
each other using the 1% sample fraction. As can be observed from the tables and the 
figures, the Distance approach produced outputs which are related but not identical to 
the Fuzzy system values range o f 5-10%. For example, the maximum and the minimum 
values o f the Distance approach are approximately 100 and zero respectively, while the 
values from the Fuzzy system are 90.5 and 9.2 respectively (the reasons why these 
differences were discussed in Chapter 5). Nearly, all the sampling schemes provided 
similar results when they were compared with each other using both evaluation systems.
The network was loaded with three different traffic loads during the simulation. During 
the first 170 seconds, the network was lightly loaded, moderate load during the 170-350 
seconds and was heavily loaded during o f 350-500 seconds. So, the network should 
provide the videoconferencing application with a good QoS for the first period, average 
QoS over the second period and poor QoS throughout the third. These results were 
validated as can be observed from Figures 7.28(a)-(h). Furthermore, Tables 7.5-7.7 
reveal that the long-tem averages, standard deviations, maximum and minimum 
estimated QoS closely resemble the actual traffic QoS. The three sampling methods 
indicate that as the sample fraction increases, the absolute error decreases.
Table 7.5: QoS measurement results using systematic sampling method using: (a) Fuzzy system
and (b) Distance system.
(a) _
Samp e fraction [%]
Units: I%] Actual 10 5 2.5 0.5 0.02
Mean QoS 55.3 54.9 54.8 54.7 51.96 51.2
Absolute error 0.37 0.45 0.61 2.7 4.1
St. Dev. 36.6 36.5 36.6 36.7 38.25 38.2
Maximum QoS 90.5 90.5 90.5 90.5 90.52 90.5
Minimum QoS 9.3 9.3 9.3 9.3 9.3 9.3
M Samp e fraction [%]
Units: [%] Actual 10 5 2.5 0.5 0.02
Mean QoS 61.8 61.5 61.3 60.7 57.9 56.8
Absolute error 0.28 0.56 1.1 3.9 5
St. Dev. 41.1 41.4 41.6 42.1 42.9 42.4
Maximum QoS 99.4 99.9 99.9 99.9 99.9 99.9
Minimum QoS 0 0 0 0 0.32 1.9
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Table 7.6: QoS measurement results using random sampling method using: (a) Fuzzy system
and (b) Distance system.
(a) .Samp e fraction [%]
Units: [%] Actual 10 5 2.5 0.5 0.02
Mean QoS 55.3 54.8 54.9 55.1 51.8 50.9
Absolute error 0.50 0.36 0.18 3.5 4.3
St. Dev. 36.6 36.5 36.5 36.7 38 38.8
Maximum QoS 90.5 90.5 90.5 90.5 90.5 90.5
Minimum QoS 9.3 9.3 9.3 9.3 9.3 9.3
(b)
Samp e fraction [%]
Units: [%] Actual 10 5 2.5 0.5 0.02
Mean QoS 61.8 61.4 61.7 61.4 59.7 55.3
Absolute error 0.42 0.16 0.45 2.3 6.6
St. Dev. 41.1 41.3 41.5 41.5 42.4 42.9
Maximum QoS 99.4 99.9 99.9 99.9 99.9 99.9
Minimum QoS 0 0 0 0 0 4.4
Table 7.7: QoS measurement results using stratified sampling method using: (a) Fuzzy system
and (b) Distance system.
(a)_______________________________
Samp e fraction [%]
Units: [%] Actual 10 5 2.5 0.5 0.02
Mean QoS 55.3 54.9 54.8 54.7 52.8 51.4
Absolute error 0.37 0.89 0.59 2.5 3.9
St. Dev. 36.6 36.5 36.5 36.8 37.9 38.4
Maximum QoS 90.5 90.5 90.5 90.5 90.5 90.5
Minimum QoS 9.3 9.3 9.3 9.3 9.3 9.3
M Sample fraction [%]
Units: [%] Actual 10 5 2.5 0.5 0.02
Mean QoS 61.8 61.6 61.3 60.9 58.7 56.7
Absolute error 0.18 0.47 0.9 3.2 5.2
St. Dev. 41.1 41.3 41.6 42 42.5 42.5
Maximum QoS 99.4 99.9 99.9 99.9 99.9 99.8
Minimum QoS 0 0 0 0 1.1 2.7
To examine the effect of sample fractions on the accuracy o f sampling techniques, the 
statistical significance o f difference, SE of difference and CIL were calculated. All the 
sampling techniques produced p  values greater than 0.05 for all o f the sample fractions. 
This means that the differences between the actual QoS and the estimated versions were 
not statistically significant. Figures 7.29(a) and (b) show the estimated QoS variation o f 
the SE with a sample fraction for the three sampling methods. From the figure, it is 
obvious that there is a large drop in the error as the sample fraction is increased. The 
error has a high value when the sample fraction is small, and it decreases as the sample
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fraction increases. The larger the sample fraction, the more stable the SE. Figure 7.29(a) 
and (b) also show no explicit difference between the performances of the three sampling 
techniques.
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Figure 7.29: Estimated QoS variation of SE with sample fraction for the three sampling methods 
using the two measurement approaches: (a) Fuzzy and (b) Distance.
The 95% Cl was also computed, this shows that there will be 95% certainty that the Cl 
includes the difference between the two means. The interval provides an indication o f 
how much uncertainty there is in the estimate of the true mean. All the calculated CIs 
contain the difference. In addition, the CIL variation with sample fraction is shown in 
Figure 7.30. The narrower the Cl, the shorter is the Cl Length (CIL), the closer is the 
estimated mean to the true mean and the less variability is in the sampled version. From 
the Figure, it is clear that CIL has an extreme drop for low values o f sample fractions. 
There is less variability in CIL as the sample fraction is increased. The minimum CIL 
was at the largest sample fraction. From the figure, all the three methods have close CIL 
values for the same sample fraction.
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Figure 7.30: Estimated QoS variation of CIL with sample fraction for the three sampling 
methods using the two measurement approaches: (a) Fuzzy and (b) Distance.
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Figure 7.31: QoS bar charts using different sampling methods with 1% sample fraction: 1- 
Fuzzy: (a) systematic, (c) random and (e) stratified sampling and 2- Distance: (b) systematic, (d)
random and (f) stratified sampling.
Another, more specific investigation about the degree by which the estimated QoS with
sampling could characterise the actual QoS was carried out using the bar chart
distributions. These distributions were used to quantify the level that the QoS was poor,
average and good. Figure 7.31(a)-(f) demonstrate the bar charts of both the actual and
the estimated QoS using the two assessment systems with sample fraction o f 1%. All
sampling schemes, for both systems, provide a good estimation and representation o f
the user traffic performance even for small sample fraction. In the worst case the
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difference between the estimated and the actual was 5%. As expected, the higher the 
sample fraction, the more accurate the representation will be.
In addition to the above investigations, in order to quantify how much the QoS was 
poor, average and good, after classification, the mean and standard deviation o f each 
region were computed. Tables 7.8-7.10 show these statistics and characterise each 
region of the actual and the estimated QoS values using two different sample fractions. 
The results, from the three sampling approaches and with the two assessment systems, 
indicate that 10% sample fraction had better QoS estimations of the actual QoS; 
however 1% sample fraction results are close to the accepted range. There is no 
significant difference among the different sampling schemes.
Table 7.8: QoS measurement results based on systematic sampling method using: (a) Fuzzy and
(b) Distance evaluation systems. 
___________________________________ (a) _____________________________
Actual values Samp e fraction = 0.1% Samp e fraction = 10%
QoS Poor Average Good Poor Average Good Poor Average Good
Mean 11.4 51.8 88.2 10.3 49.7 89.3 11.4 50.7 88.1
Std. Dev. 4.9 9.8 5 2.2 8.7 3 5 9.9 5.1
(b)Actual values Samp e fraction = 0.1% Sample fraction = 10%
QoS Poor Average Good Poor Average Good Poor Average Good
Mean 11.1 42.3 98.3 11.5 44.5 98.7 11 42.3 98.5
Std. Dev. 7.4 6.1 1.8 6.7 5.8 1.6 8 6.1 1.9
Table 7.9: QoS measurement results based on random sampling method using: (a) Fuzzy and (b)
Distance evaluation systems.
  (a) ______________________________
Actual values Sample fraction = 0.1% Sample fraction = 10%
QoS Poor Average Good Poor Average Good Poor Average Good
Mean 11.4 51.8 88.2 10.4 47.3 88.7 11.6 50.9 88.1
Std. Dev. 4.9 9.8 5 2.6 6 4.4 5.2 9.9 5.1
(b)Actual Sample fraction = 0.1% Sample fraction = 10%
QoS Poor Average Good Poor Average Good Poor Average Good
Mean 11.1 42.3 98.3 11.8 43.4 98.7 11 42.3 98.5
Std. Dev. 7.4 6.1 1.8 6.7 5.1 1.8 8.1 6.3 1.9
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Table 7.10: QoS measurement results based on stratified sampling method using: (a) Fuzzy and
(b) Distance evaluation systems. 
________________________________  (a)_____________________________________
Actual values Samp e fraction = 0.1% Sample fraction = 10%
QoS Poor Average Good Poor Average Good Poor Average Good
Mean 11.4 51.8 88.2 10.7 48.7 88.8 11.4 50.8 88.2
Std. Dev. 4.9 9.8 5 3.1 8.5 3.9 5 9.7 5
(b)
Actual Samp e fraction = 0.1% Sample fraction = 10%
QoS Poor Average Good Poor Average Good Poor Average Good
Mean 11.1 42.3 98.3 12.6 43 98.6 11.3 42.4 98.5
Std. Dev. 7.4 6.1 1.8 7.4 5.1 1.9 8.1 6.1 1.9
It can be seen from the above results that sampling is capable of infering the actual QoS. 
Some users may require a guaranteed QoS, for example, a contract (i.e. SLA) between 
the user and the service provider to afford a QoS not less than 70%. This value should 
be guaranteed during the time of providing the service. Sampling schemes can be used 
to validate this SLA by estimating the percentage of QoS values that violate this value. 
In addition to this, an exploration of the best sampling scheme that can estimate the 
actual QoS violation o f the contract in terms o f bias and precision. Figures 7.32(a) and
(b) depict the bias o f estimates of the sample versions QoS mean from the actual QoS 
mean using the two evaluation systems.
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Figure 7.32: Bias of the estimated mean QoS using sampling techniques using: (a) Fuzzy and
(b) Distance evaluation systems.
The above figures show the results for all sampling schemes and for different sample 
fractions. From these figures, the actual QoS mean was 55.3% and 61.8% using the 
Fuzzy and Distance assessment systems, respectively. These results illustrate that the 
bias is comparatively small for all schemes, especially large sample fractions. In 
addition, as expected it rapidly decreases for large sample fractions and becomes close
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to zero. From these figures, it is clear that all sampling schemes have nearly the same 
bias compared to each others. Moreover, these bias values are stable and smoothly 
decreasing. After a sample fraction of 2% the bias became constant and equal to -0.5%.
Figures 7.33(a) and (b) illustrate the precision of the estimates of the sampled mean 
expressed by calculating the RSE based on the empirical standard deviation of the 
estimates. In contrast to the bias, the precision results showed discrimination among the 
sampling schemes. It is apparent that systematic sampling provides the most accurate 
estimates compared to the stratified and random approaches. In addition, stratified 
sampling affords more precise estimates than the random sampling scheme. 
Nevertheless, the errors are of the random sampling and are still quite small.
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Figure 7.33: RSE of the estimated mean QoS using sampling techniques using: (a) Fuzzy and
(b) Distance evaluation systems.
An examination o f whether a bias is introduced when estimating the ratio of violators of 
a specific QoS threshold (SLA contract) from estimated values and the correctness that 
can be accomplished with the different sampling techniques are shown in Figures 
7.34(a) and (b) and Figures 7.35(a) and (b), respectively. As an example, a QoS 
threshold o f 70% was used in the testing. This value was selected to represent the 
threshold which is required to perceive a “minimum good quality” o f the 
videoconferencing application. The actual QoS proportion o f violators was 0.49. It is 
noticeable from figures 7.34(a) and (b) that all the sampling methods provide bias 
values which are comparatively large with small sample sizes (0.2% and 0.5% samples) 
and this starts to decline to be less than 0.015 thereafter. Approximately, both 
assessment systems gave similar degree of biasness. From Figure 7.35(a) and (b), 
systematic sampling has the minimum RSE (highest precision) for estimating the 
percentage of violators of the QoS threshold. Although, random sampling showed the
- 170-
worst performance because it presented the highest RSE error compared to other 
schemes. Even though, the RSE is still relatively small for random sampling.
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Figure 7.34: Bias of the estimated QoS violator proportion from the actual QoS violator 
proportion using sampling techniques using: (a) Fuzzy and (b) Distance evaluation systems.
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Figure 7.35: RSE of the estimated QoS violator proportion from the actual QoS violator 
proportion using sampling techniques using: (a) Fuzzy and (b) Distance evaluation systems.
7.5 Summary
This chapter describes a framework of sampling deployment for non-intrusive
estimation o f QoS parameters and the assessment o f the overall QoS of a multimedia
traffic over a wireless ad hoc network. This network was subjected to three different
traffic load situations; light, moderate and heavy loads to examine the effectiveness o f
these methods to estimate the network QoS/performance based on the fuzzy and
distance evaluation approaches. Experiments were performed with systematic, random,
and stratified sampling and for different sampling fractions. Moreover, it has been
shown how sampling schemes can be used for the confirmation and validation o f the
user QoS requests and guarantees (i.e. SLA). Generally, from the obtained results, all
sampling methods used confer a satisfactory measure of QoS parameters and the overall
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QoS. In the next chapter, a new approach is developed to reduce the biasness and rectify 
some of the measurements which the ordinary sampling methods could not capture very 
well.
-172-
CHAPTER 8
Estimation of the QoS Using Sampled Passive 
Measurement
8.1 Introduction
Service providers are required to provide specific levels of service quality in terms of 
the traffic performance over their networks. Consequently, the traffic performance and 
QoS must be measured and assessed in a way that reflects the actual traffic performance 
and QoS. In this chapter, a new performance estimation method is proposed to estimate 
the actual network QoS and performance experienced by users based on a simple 
passive sampling measurement method. Furthermore, the sampled performance data are 
transformed and corrected in a way to accurately represent the actual traffic user 
performance. This method is based on two previous monitoring approaches. These 
approaches are discussed in the Section 8.2.
This chapter is structured as follows: Section 8.2 presents the related works. Section 8.3 
discusses the concept and the derivation of the proposed approach and Section 8.4 
describes the experimental set up. Section 8.5 provides the experimental results 
obtained from the application of the proposed approach. Lastly, Section 8.6 summarises 
the chapter.
8.2 Related Work
Recently, many monitoring methods have been developed to achieve the required 
accuracy level based on active and passive methods. For ATM networks, Lindh (2001) 
has proposed Operation, Administration, and Maintenance (OAM) cells which are used 
for fault and performance management. This presents a QoS monitoring approach which 
combines passive and active measurement methods. The probe packets are sent at 
regular intervals (per some fixed number of user packets) and measure the network 
performance. Studies of this mechanism applied to IP networks have been reported by 
Lindh, (2001) and Lindh, (2002). Passive monitoring is used to count the number of 
user packets between the probe packets. With this mechanism, the performance 
statistics obtained by the probe packets to some extent agree with those obtained by the
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users because the number of probe packets is proportional to the number of user 
packets. However, the numbers of probe packets sent by this mechanism grow with the 
volume of user traffic, so more additional traffic will be injected during congestion 
periods. As a result, the active probe packets will perturb the network and affect the 
QoS of the u
ser traffic which will highly deviate the performance from the actual performance 
without the presence of the probe traffic.
In o rder to o  vercome t he d rawbacks o f  a ctive and p assive m easurements, a d ifferent 
approach was proposed by Ishibanishi, et al., (2004), Ishibashi, et ah, (2002) and Aida, 
et ah, (2003). This approach suggested a performance measurement method, Change-of- 
Measure Based Passive/Active Monitoring (CoMPACT monitor), for estimating the 
actual delay experienced by the users. This method is based on a combination of both 
active and passive monitoring techniques. This improved precision of estimation of the 
actual user performance as it was based on simple active measurements transformed,by 
passive monitoring. Later, this way is used for counting the user packets.
The basic procedures of that approach are as follows (Ishibanishi, et ah, 2004):
• Measure network performance using active-probe packets; and
• Convert the network performance to actual performance experienced by user 
packets by weighing the performance with the number of user packets arriving 
near the probe packets, which is measured passively.
As described so far and from the mentioned characteristics and procedure of monitoring 
and estimation of the actual user performance, the authors claim that the CoMPACT 
method has the following advantages (Ishibanishi, et ah, 2004), (Ishibashi, et ah, 2002) 
and (Aida, et ah, 2003):
• It has a slight effect on the user traffic as the extra traffic of the probe packet is 
independent of the volume of user traffic and negligible compared to that for the 
OAM method.
• It enables a reliable estimate of QoS and performance measures because it can 
estimate the actual performance as perceived by users.
• As information required to infer the user-experienced performance can be
obtained from data measured within the period of measurement, the
performance data can be obtained in a timely fashion.
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• Simplification of the passive measurement which is only required for measuring 
the amount of traffic (counting the number of packets).
Our approach is different from the procedures followed in the CoMPACT and the OAM 
methods. In this chapter, a modification in the estimation approaches of these methods, 
and mainly CoMPACT, will be proposed. This modification will be based mainly on 
using passive measurement only in the process of estimating the actual user 
performance. The adopted mechanism of using passive measurement is performed using 
sampling methods rather than the active sampling mechanism. Using a passive sampling 
approach introduces the advantage of not adding extra traffic to the network and not 
affecting or perturbing the QoS of actual user’s traffic. The basic procedure for the 
proposed approach is as follows:
(i) Take a number of samples of the ongoing current traffic and measure the 
network performance based on measuring the QoS parameters (delay, jitter, 
packet loss and throughput) and then the overall QoS of the sampled packets.
(ii) Convert the sampled version to accurately represent the actual performance 
experienced by user packets by weighting the performance with the number of 
packets arriving between the sampled packets, which are counted passively.
Thus, our approach overcomes the disadvantages of both active and passive monitoring 
schemes. This is represented by selecting samples from the actual traffic and then the 
estimations based on these samples are corrected by a weight of count of the arriving 
packets between successive samples. So, the new approach neither disturbs or biases the 
actual network performance (as in active methods) compared to the OAM and 
GoMPACT methods nor depends on the whole traffic measurements (as in passive 
methods).
8.3 Description of the Proposed Method
The CoMPACT method was used by Ishibanishi, et al., (2004), Ishibashi, et al., (2002) 
and Aida, et al., (2003) to estimate the one-way delay of an application based on active 
measurement. In our work, this method will be used to estimate QoS parameters based 
on a combination of passive measurement and sampling techniques. The proposed 
method is a scalable estimation technique which enables the details of characteristics 
and performance measures about the user actual traffic behaviour to be obtained during 
measurement periods.
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This section will describe the mathematical framework of the CoMPACT method and 
how this framework can be extended and modified so it can be used with passive 
sampling methods rather than the active probing technique.
8.3.1 Estimation of the User QoS
Suppose the network under consideration is shared by K  users and let Xk(n) denotes the 
measurement objective (delay, jitter,... etc) of the nth packet of user k. X  has the 
distribution function F. This distribution is given by (Aida, et al., 2003):
( 8 ' 1 }
where a is an arbitrary real number, Ep[.] is the expectation with respect to F  and 1{.} 
denotes the indicator function which can be written as,
Jl if  x>  a
[0 otherwise (8-2)
If n packets arrive in a measurement period, then X(i) denotes the ith value of X. Then 
the estimator Zx(n,a) of the distribution of A, which is like the mean estimator, is given 
by (Ishibashi, et al., 2002) as:
1 n
Z x  (n , a )  =  —  ^  1 { a '( / ) > o }« m w (8.3)
Suppose a situation occurred in which it is difficult to measure the user traffic directly 
and an estimator of its distribution cannot be obtained using equation 8.3; which 
requires capturing all packets to calculate the QoS, like situations in high speed 
networks. To solve the problem of QoS measurement in these conditions, an approach 
to estimate the performance based on active probing was proposed by Ishibanishi, et al., 
(2004), Ishibashi, et al., (2002) and Aida, et al., (2003). In the following, this approach 
is adapted and applied for performance estimation using sampling methods.
Let V(t) be the network performance at time t and X  to be the value of V(t) measured at 
a certain time; then V(tj) = X ( t f  Also, let Tbe the value of V(t) sampled at a specific 
time, and let the distribution function of Tbe Q. Thus, Y is considered to be the network 
performance as measured by sampled packets and the distribution of Y  is to estimate the 
distribution of X. Note that there may be some discrepancies between the F  and Q
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distributions depending on the number of samples used, the type of sampling and
where E q [ .]  denotes the expectation with respect to the Q.
Suppose n user packets are received at the monitoring point and m V  samples are taken 
at different times (sj). Let Y(j) be they'-th measurement sample at time Sj such that Y(j) = 
V(Sj), j-l,2 ,3 ...m . Then an estimator Zy(m,a) of Pr(X>a) (as in equation 8.1) to 
approximate Zx(n,a) can be expressed using Y(j) as follows (Ishibanishi, et al., 2004) 
(Ishibashi, et al., 2002):
L(j) is the ratio between the probabilities of X  and Y. It is called the likelihood ratio. If Y
then the estimator Zx(n,a) can be easily found from the Y measurements as shown in the 
following subsection.
8.3.2 Likelihood Ratio Calculation
Likelihood ratio L(j) can be attained by deploying the passive measurement, in which 
simply a counter is implemented in the monitoring node to count the number of user 
packets arriving between every two successive sampled packets. Let px(t,3) be traffic 
volume (i.e. the number of user packets) arriving in an interval [/, t+ S(t)] and let py(t,3) 
be the number of measurements (i.e. the number of sampled packets) in the interval [t,
sampling times. The distribution of X  can be rewritten based on the distribution of T as 
follows (Ishibanishi, et al., 2004) (Ishibashi, et al., 2002):
Pr(T > a )  = Jl [r>a}d Q ( y )  =  P r (x  > a )  ; then;
(8.4)
1 mZ Y(m,a) = — ' £ \ {YU)>a]L(j)  m M
where Lo ) , ^ m (8.5)
is easy to measure (in our approach simply by sampling) and dF(Y(j)) can be derived,
dQ{Y(j))
The 3 time values are assumed to be short enough in order not to miss important details 
and variations of the actual user traffic performance Vft). This assumption provides that 
a single measurement (sample) of Y  in that interval (i.e. 11, t+ S(t)]) can be interpreted to
be equivalent to px(t,S)/pY(t,S) measurements of X. So, L(j) can be rewritten as L(j, S) 
and defined as the ratio between the distributions of the user packets received at a given 
period to the distribution of the sampled packets in that period. The Likelihood ratio can 
then be calculated as in (Ishibanishi, et al., 2004) (Ishibashi, et al., 2002):
Pxi?j>3) /
± P x ( f j . * )
p j —  < 8 - 6 )
px and Py represent the number of the user traffic and the sampled packets, respectively, 
at the given period. Thus the likelihood ratio can be obtained by passive measurement. 
The distribution ofX is estimated as (Ishibanishi, et al., 2004) (Ishibashi, et al., 2002):
m . \  m . .
As Y JP A sj ) = n  and  X Py (“L J = then from equation (8.6);
7=1 7=1
Px (S j ’ & )/
( ! , )P y /m«
. . 1 ™ p y \sn d)Z r (m,a) = - ^ l {r w>o) — (8.8)
Substituting equation (8.7) in equation (8.4), Zy will be;
 Px{sj> )
Using the above derivation steps of the distribution of X,, an estimator of the mean of the 
user traffic X, Myfrn) can be obtained This mean estimator is (Ishibashi, et al., 2002) 
(Ishibanishi, et al., 2004):
My{m) = - f JY ( j)Px(? 1’5  j  (8.9)
n M P y v 7 ’ /
To simplify equations 8.7, 8.8 and 8.9; and as denoted above; Xk is the actual user QoS 
parameter to be estimated and Yj is the measured parameter using the sampled packets at 
sj, the number of packets for user k  arriving in the sampling (measurement) interval [sj, 
Sj+i] is pk (j), and so the number of total arrived packets for user k is:
m
" * = E a 0') (8.10)
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Moreover, since there is a single Y  measurement value during the [sy, $y+/] period, then 
py(sj,s) is equal to one. Substituting pY(sJfS) = 1 and equation 8.10 in equation 8.6,
the likelihood ratio will be:
L k { j , S ) = p k ( j ) ^ ~  (811)
After substituting this into equation 8.7 and 8.8, the estimate of the user parameter 
distribution and mean based upon the sampled packet are given by (Ishibanishi, et al., 
2004) (Ishibashi, et al., 2002):
1 m
Zy(k,m ,a)= -^  (8.12)
"k M  V
M-W—IX/hO) (813)nk >i
As described so far and from equations 8.8 and 8.9, the proposed method passively 
samples the network/user QoS performance and passively counts the number of the 
arrived user packets. It is expected that the proposed method will have the following 
advantages:
• No extra traffic is created for inferring the user performance like active probe 
traffic; therefore there is no effect on the user traffic and the network 
performance.
• It provides a reliable estimate of QoS and performance measures because it 
depends mainly on the actual traffic itself not on active samples, so it can 
efficiently estimate the actual performance as perceived by users.
• As information, required to infer the user-experienced performance, can be 
obtained from data measured within the period of measurement, the 
performance data can be obtained in a timely fashion (Ishibanishi, et al., 2004).
8.3.3 Application of the Method
The CoMPACT method was used to estimate the delay of user traffic only (Ishibanishi, 
et al., 2004), (Ishibashi, et al., 2002) and (Aida, et al., 2003). The purpose of this work 
is to devise a measurement and monitoring system that can accurately estimate the main 
QoS parameters and the overall QoS/performance of the actual user. In the experiments, 
the estimation approach will be based on deployment of the systematic and random 
sampling techniques. Detailed information about sampling is provided in Chapter 7.
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The ordinary active measurements have been examined to evaluate the overall user 
QoS. For detailed results of estimated QoS parameters and the overall QoS using active 
methods, refer to Chapter (6). In addition, in Chapter (7), the traditional sampling 
schemes have been used also to infer the QoS parameters and the overall QoS of the 
user traffic.
The contributions of this chapter are three folds: First, the CoMPACT method will be 
applied to check its efficiency for jitter estimation of the user traffic. In addition, the 
OAM and the CoMPACT methods will be utilised to estimate the user throughput and 
packet loss ratio. In order to evaluate the overall QoS, Fuzzy and Distance evaluation 
systems are applied to assess the overall QoS mean and distribution using the estimated 
QoS parameters from the CoMPACT and OAM methods. Second, the CoMPACT and 
OAM schemes will be modified for the QoS monitoring system to be a purely passive 
monitoring approach based on sampling deployment as a core of the evaluation system. 
Third, comparison between the extended CoMPACT system and the new proposed 
system will be carried out.
8.4 Experimental Set up
In order to implement and demonstrate the application of the proposed approach and 
fulfil the three tasks mentioned in the previous sub-section, NS-2 was used. The 
network topology and the traffic load characteristics used in the experiments of 
validation of the proposed approaches are the same topology and traffic characteristics 
which were used in Chapters 6 and 7. The sampling process has the same procedure 
which was followed in Chapter 7. The validation of these approaches will be examined 
for the videoconferencing multimedia application.
8.5 Results and Discussion
In this section, an application of the proposed method is to estimate the end-to-end 
delay, jitter, packet loss ratio, throughput and finally the overall QoS using the fuzzy 
logic and the distance evaluation systems. In addition to the proposed approach and to 
allow for comparisons, these parameters and the overall QoS are also evaluated using 
the CoMPACT method. The results will include the estimation of the Cumulative 
Distribution Functions (CDFs), mean and the proportion of violation of specific 
thresholds for the QoS parameters and the overall QoS.
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8.5.1 One-way Delay
One application of the proposed method is to estimate the end-to-end delay between two 
nodes carrying a videoconferencing application. This delay is estimated using two 
approaches: probing technique and sampling methods (systematic and random). Figures 
7.6(a)-(c) show the actual traffic delay and the delays obtained based on the two 
sampling approaches. From these Figures, the sampled delay captures the time variance 
of the actual delay, i.e. it has nearly the same performance and behaviour. Nevertheless, 
there are some discrepancies between the sampled and the actual delays. In addition, 
there are some fluctuations the sampled delay could not capture very well, that was due 
to the fact that the number o f sampled packets were small compared with the number of 
the user traffic packets.
I§a.
Delay threshold (a) [msec]
(a) (b)
Figure 8.1: Delay distributions of the actual, sampled and estimated delay using systematic 
sampling with: (a) 1.2% and (b) 5% sample fractions.
Figures 8.1(a) and (b) and 8.2(a) and (b) show the delay distributions o f the actual user, 
the sampled packets using the systematic and random sampling, and an estimation o f 
the user packet delay based on the sampled packet using equation (8.12). The Figures 
showed, as expected from the instantaneous delay, a discrepancy between the 
distribution o f the actual delay and the sampled versions. Using the proposed sampling 
method, however, a more accurate estimate of the actual delay distribution is obtained 
compared with the results obtained using sampling only. Both sampling methods 
provided a good distribution representation of the actual delay and for the both of the 
sample fraction sizes.
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Delay threshold (a) [msec] Delay threshold (a) [msec]
(a) (b)
Figure 8 .2: Delay distributions of the actual, sampled and estimated delay using random 
sampling with: (a) 1.2% and (b) 5% sample fractions.
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Figure 8.3: Delay distributions of the actual, probe and estimated delay using CoMPACT 
method with: (a) 4 packets/sec and (b) 1 packet/sec probe rates.
In order to compare the results obtained from our approach with the CoMPACT 
approach, Figure 8.3 depicts the distributions o f the actual delay with and without the 
presence o f probe traffic and the distributions obtained based on the results o f active 
measurement (probe traffic). It can also be seen that this method presented a good 
distribution estimate of the actual delay from the probe traffic delay measurements. This 
accuracy is due to the fact that the probe packets are able to capture the time variation of 
the actual delay. This accuracy increases as the probe rate increases. Flowever, the 
disadvantage of this method is in its intrusiveness nature which causes a non-negligible 
amount of extra traffic which can be observed from the resulting the figures. This 
characteristic causes biasness and discrepancies when comparing the measurement 
results obtained from the probe traffic and the results obtained from the actual traffic 
without the presence of the probe traffic. In general, the presence of the probes will
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deviate and exacerbate the QoS experienced by the users. Increasing the probe rate will 
increase the amount of this discrepancy as illustrated from Figure 8.3.
In addition to the distribution estimation of the actual end-to-end delay based on 
sampling, the proposed approach was used to estimate the actual mean delay based on 
the sampled versions. Due to the discrepancies between the actual and the sampled 
delay, there will be some differences between their means. This indicates that the 
sampled packet delays will bias the estimation of the actual delay which may be 
overestimated or underestimated. In order to correct the sampled versions to be closer to 
the actual delay, our method was applied using equation (8.13). The level of correction 
was checked by calculating the relative error. This includes a comparison between the 
relative errors obtained from the difference between the means of the actual delay and 
the sampled versions and the relative error between the actual and the estimated delays. 
The relative error was calculated as follows:
\Sampled{or Estimated) mean -  Actual mean\ 14^Relative error =  -------------- L  ^ 'Actual mean
The sampling fraction size plays an essential role in the process of estimation. 
Therefore, the relationship between the accuracy of the estimation of the actual delay 
and the sampling fraction size (which is equivalent to the length sampling period (i.e. 
measurement interval)) must be examined. Theoretically, the accuracy of estimation is 
expected to increase with a larger fraction size. Figures 8.4(a) and (b) show the results 
of relative error calculations of both systematic and random sampling using several 
sampling fractions. From these results, our method efficiently reduced the biasness 
between the sampled versions and the actual delays and produced relative errors which 
are much lower than those achieved by the simple sampling methods. Furthermore, this 
Figure confirms that the estimated delay error decays and converges to zero as the 
number of samples increases. The estimated errors obtained using systematic sampling 
were less than those obtained from the random method. This means that the systematic 
method outperformed the random method since it offered relative errors of less than 
0.05 while the random sampling errors were less than 0.1. However, these results 
confirmed that the proposed approach is efficient and more accurate than relying only 
on the simple sampling methods.
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Figure 8.4: Relative errors between the actual traffic delay and both the sampled and estimated 
delays using: (a) Systematic and (b) random sampling methods.
Another important application o f the proposed method is in the SLA monitoring. The 
purpose is to check if the packets in a specific flow conform to the guarantees given in 
an SLA. Generally, the estimation of the long-term mean o f a given parameter provides 
some insights about the service quality provided for an application but it is not 
sufficient to examine the SLA conformance. This is based on an estimate o f the 
percentage (proportion) of packet’s QoS value that violates the SLA contract used (i.e. 
above a pre-defined threshold (a)). As an example, a packet with delay value less than 
the threshold is considered conformant, while packets with delay value greater or equal 
to the threshold are considered violator. After the packets are classified into violators 
and conformant according to the threshold (a), the percentage of the violators is 
calculated. This has been done in Chapter 7 using sampling techniques because 
evaluation o f the whole populations is, sometimes, difficult and includes more 
information than needed. Due to some discrepancies and inaccuracies between the 
actual and the sampled results o f the percentage o f the violator packets, these results
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should be corrected and the discrepancies should be reduced in order to be much closer 
to the actual results. This correction is achieved using the proposed estimation process.
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Figure 8.5: Relative errors between the actual traffic delay SLA violation percentage and both 
the sampled and estimated delay violation percentages using: (a) systematic and (b) random
sampling methods.
Figures 8.5(a) and (b) show a comparison between the results obtained when calculating 
the relative errors obtained from the difference between the percentage of the actual 
delay violators and the sampled packet violators and the relative error between the 
actual and the estimated delay violators using equation (8.14) for the systematic and 
random sampling approaches. The delay threshold used in these calculations was 
400msec. As in the estimation o f the mean delay, the estimated percentage relative error 
reduces and converges to zero as the sample size is increased. Thus, one can use the 
appropriate sample size to get the estimation of the required accuracy. From these 
figures, our estimation approach outperformed the simple sampling method because it 
provided relative errors which are much less than those o f the regular sampling 
approach. Systematic sampling, similar to the mean delay estimation, offered more
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accurate outcomes than the random scheme, especially for sample fractions, larger than 
0.25% in our experiments.
8.5.2 One-way Delay Variation
Another application o f the proposed method is to estimate the one-way delay variation 
(jitter) when videoconferencing between two end-points nodes. This jitter is estimated 
using the two approaches: CoMPACT and sampling methods (systematic and random). 
From the results obtained in Chapter 7, there were some differences between the 
sampled and the actual jitter. In addition, there were some fluctuations the sampled jitter 
could not capture very well due to small number o f sampled packets compared with the 
number o f the user traffic packets. Figures 8.6(a) and (b) and 8.7(a) and (b) depict the 
jitter distributions o f the actual user, the sampled packets using the systematic and 
random sampling, and an estimation of the user packet jitter based on the sampled 
packet using equation 8.12. As expected, the discrepancy between the actual jitter and 
the sampled versions is reflected on the distributions also which means that there are 
some differences between the actual jitter distributions and the distributions obtained 
from the sampled packet’s jitter. As can be seen from the figures, these discrepancies 
were reduced using our proposed method. Therefore, highly accurate estimates o f the 
actual jitter were obtained from the results o f sampling. Both sampling methods 
provided a close distribution representation to the actual jitter and for both the sample 
fraction sizes.
  User traffic Jitter
-  - - Sampled jitter using systematic sampling 
Estimated jitter using systematic sampling
10 ■ 15 20 25 30 35 40
Jitter threshold (a) [msec]
(a)
Jitter threshold (a) [msec]
(b)
Figure 8.6: Jitter distributions of the actual, sampled and estimated jitter using systematic 
sampling with: (a) 1.2% and (b) 5% sample fractions.
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Jitter threshold (a) [msec]
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Figure 8.7: Jitter distributions of the actual, sampled and estimated jitter using systematic 
sampling with: (a) 1.2% and (b) 5% sample fractions.
To evaluate and compare the results obtained from our approach, the CoMPACT 
method which was used for the delay estimation was extended and applied to estimate 
the actual jitter distribution based on the jitter measurements obtained from the injected 
probe traffic. Figures 8.8(a) and (b) represent the distributions of the actual jitter with 
and without the existence o f probe traffic and the jitter distribution obtained using the 
results o f active measurements (probe traffic). It can be seen that the CoMPACT 
method provided an inaccurate and misleading distribution estimate of the actual jitter 
based on the probe traffic jitter measurements. This result is due to the fact that the 
probe packets are able to capture the time variation o f the actual delay but are not able 
to sample the actual traffic jitter. The probe jitter is very dependent on the traffic load in 
the network. In our network, the traffic load had three situations light, medium and 
heavy. These different traffic loads result in high values o f the probe jitter. That is 
because the more loaded the network, the higher the contention between the nodes. This 
contention will enforce the nodes to defer their transmissions for some times like SIFS 
and DCF IFS (SIFS and DIFS). So, these packets were queuing during the busy times of 
the network channel because it was occupied by some other nodes. The deferral o f 
transmitting some packets will cause some variations in the delays o f the consecutive 
probe packets. A probe packet that goes through a less busy condition may be followed 
by a high contention period which is met by the next probe which will experience more 
delay. The extreme difference in delay experienced by these probes will result in a 
higher jitter. The user traffic does not have this problem as the probe traffic does 
because the next packet is more then likely to be in the same burst. Therefore the 
difference in delay between the subsequent user packets is minimal, resulting in a lower 
jitter for the user traffic. Therefore, the estimated jitter measurement results of the probe
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User traffic jitter
Sampled jitter using random sampling 
Estimated jitter using random sampling
traffics are higher than the actual user values. However, increasing the probe rate 
reduced the difference between the two traffics measurements. This is because 
increasing the probe rate increases the samples that are in the same network condition 
which will provide more reasonable results for the probe traffic as shown in Figure 
8.8(a) and (b). On the other hand, this will exacerbate the QoS experienced by the users 
and will increase the amount of the discrepancies when comparing the measurements 
results obtained from the actual traffic with the presence o f the probe traffic and the 
results obtained from the actual traffic without the presence o f the probe traffic. From 
this discussion, it can be concluded that the CoMPACT approach is unsuitable for jitter 
estimations. Nevertheless, our approach showed an accurate estimation o f actual jitter 
distribution.
Jitter ttresho id  (a) [msec]
(a) (b)
Figure 8.8: Jitter distributions of the actual, probe and estimated jitter using CoMPACT method 
with: (a) 4 packets/sec and (b) 1 packet/sec probe rates.
The proposed method was also used to estimate the actual mean jitter based on the
sampled versions. Due to selecting only a fraction o f the actual traffic, discrepancies
between the actual and the sampled jitters will create some differences between their
means. Therefore, the sampled packets will deviate the actual jitter mean. In order to
reduce the difference between the sampled versions and the actual jitter means, our
method was used using equation 8.13. The results of this equation were used to
calculate the jitter relative error from equation 8.14. Figure 8.9(a) and (b) depict the
calculated relative error between the means of the actual jitter and the sampled versions
and the relative error between the actual and the estimated jitters. From these results,
our method was capable o f reducing the biasness between the sampled versions and the
actual jitters. This reveals that increasing the sample size will decrease the difference
between the estimated and the actual jitter means. Similar to delay estimation, jitter
estimated errors obtained from systematic sampling were less than those obtained from
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the random method. However, these results confirm that our approach is more accurate 
than relying only on the simple sampling methods.
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Figure 8.9: Relative errors between the actual traffic jitter and both the sampled and estimated 
jitters using: (a) Systematic and (b) random sampling methods.
The method was also applied to monitor the jitter and to investigate whether it conforms
to the guarantees given in an SLA. This is based on estimating the proportion o f the
violator packets from the proportion obtained by the regular systematic and random
sampling methods. As an example, the threshold o f jitter violation used in these
experiments was 20msec. Figure 8.10(a) and (b) show the comparison between the
results of calculating the relative errors obtained from the difference between the
percentage of the actual jitter violators and the sampled packet violators and the relative
error between the actual and the estimated jitter violators using equation 8.14 for
systematic and random sampling approaches. As in the estimation o f the mean jitter, the
estimated percentage relative error lessens and approaches to zero as the sample size
increases. Thus, one can get the required accuracy using the suitable sample size. For
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example, selection o f 4% sample fraction will provide jitter estimation measurements of 
the violation percentage very close to the actual violation percentage. From these 
figures, our estimation approach provided relative errors which were less than the errors 
obtained based on the sampling method only. Systematic sampling offered smaller 
relative errors than those of the random sampling.
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Figure 8.10: Relative errors between the actual traffic jitter SLA violation percentage and both 
the sampled and estimated jitter violation percentages using: (a) Systematic and (b) random
sampling methods.
8.5.3 Packet Loss
The new estimation method was also used to estimate the actual traffic packet loss ratio. 
The actual traffic packet loss ratio was computed by using the windowing (blocking) 
technique discussed earlier in Chapters 4 and 5. In these experiments, a window size o f 
20 packets was used. By counting how many packets were lost and how many packets 
were sent during the 20 window dependent on the packet ID, the packet loss ratio was 
calculated. Using the sampling techniques, the packet loss ratio was computed by 
counting how many packets were lost and how many packets were sent between every
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two successive samples. After calculating the packet loss ratio, the distributions o f these 
ratios were obtained.
  User traffic packet loss ratio
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o
a.
Packet loss ratio threshold (a) [%]
(a)
  Usertraffic packet loss ratio
Sampled packet loss ratio using systematic sampling 
• Estimated packet loss ratio using systematic sampling
0
1
Q_
Packet loss ratio threshold (a) [%]
(b)
Figure 8.11: Packet loss ratio distributions of the actual, sampled and estimated packet loss ratio 
using systematic sampling with: (a) 5% and (b) 1.2% sample fractions.
Figures 8.11(a) and (b) and 8.12(a) and (b) show the distributions o f the actual packet 
loss ratio, the distribution o f packet loss ratio based on sampling and the estimated 
distribution using the proposed approach with 5% and 1.2% sample fractions for 
systematic and random methods. From these figures, it can be seen that our method was 
able to estimate the distribution of the packet loss ratio with a good accuracy. Moreover, 
it could relieve the difference between the actual and the sampled loss ratio. The 
estimated distribution is closer to the actual distribution as the sample fraction increases.
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Figure 8.12: Packet loss ratio distributions of the actual, sampled and estimated packet loss ratio 
using random sampling with: (a) 5% and (b) 1.2% sample fractions.
In addition, the CoMPACT method was applied to obtain the packet loss distribution 
based on the probe packets using the principle of the OAM method. Figure 8.13(a) and 
(b) illustrate the actual packet loss distribution with and without the presence o f the 
probe traffic and the estimated packet loss ratio based on the probe packets for two 
different probe rates. These rates were 4 packets/sec and 1 packet/sec. The figures show, 
firstly, that this method gave a distribution estimate of the actual loss from the probe 
traffic loss measurements, nearly, analogous to the distribution obtained based on the 
probe traffic itself. So, CoMPACT could not improve the probe loss distribution. 
Secondly, due to the intrusiveness nature o f the CoMPACT, this caused a non- 
negligible amount of extra traffic that creates biasness when comparing the 
measurement results obtained from the actual traffic without the presence o f the probe 
traffic with the results of the actual traffic in the presence o f the probe traffic and with 
the results o f the probe traffic itself as shown in Figure 8.13(a) and (b). From this, we
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can see that our method performed better than the CoMPACT and offered a more 
accurate packet loss ratio estimation and did not perturb the network by adding extra 
traffic.
  Actual u se r  treffic p acke t It
• E stim eted  use r  p acke t I os:
U ser traffic p acke t lo s se s  b a se d  c n  p rcbe
; without prcbe
If8
Packet toss ratio threshold
(a)
  /Actual u se r  traffic packet l<
• E stim ated  u se r  packet las: 
U sertrertc  packe t lo sse s  t
without prcbe
Q.
Packet loss ratio threshold (a)
(b)
Figure 8.13: Packet loss ratio distributions of the actual, using the probe and estimated packet 
loss ratio using CoMPACT method with: (a) 4 packets/sec and (b) 1 packet/sec probe rates.
After calculating the mean packet loss ratio based on sampling schemes and feeding 
these results to equation 8.13 to get the estimated loss ratio, the relative errors between 
the actual and the sampled and then between the actual and the estimated were 
calculated to evaluate the effectiveness o f our approach in packet loss ratio 
measurement. Figures 8.14(a) and (b) demonstrate the result o f calculation for these 
relative errors using systematic and random sampling for different fraction sizes. These 
figures exhibit that our method performed accurately and provided estimated loss ratio 
close to the actual loss ratio mean based on the relative error results. This estimated 
mean approaches the actual mean and the error decays to reach zero as increasing the
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sample fraction for both sampling techniques. The results obtained using the systematic 
sampling were closer to the actual loss results than those attained using the random 
method which is apparent from the resulted error results. Therefore, the sample size is 
selected depending on the required accuracy (relative error). The higher the sample size 
is, the more accurate is the result.
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Figure 8.14: Relative errors between the actual traffic packet loss ratio and both the sampled and 
estimated packet loss ratios using: (a) Systematic and (b) random sampling methods.
As for delay and jitter, the method was applied to estimate the conformity o f the SLA 
for the packet loss ratio parameter. The packet loss ratio threshold used in these 
experiments was 2%. Figures 8.15(a) and (b) exemplify a comparison between the 
results of computing the relative errors obtained from the difference between the 
percentage of the actual loss ratio violators and the sampled loss ratio violators and the 
relative error between the actual and the estimated loss violators using equation 8.14 for 
systematic and random sampling approaches. As in the estimation of the mean delay 
and jitter, by increasing the sample size, the estimated proportion relative errors reduce 
and converge to zero. Moreover, from these figures, our estimation approach
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outperformed the simple sampling method because it provided relative errors that were 
much less than those of the regular sampling approach even for small sample sizes. 
Accordingly, depending on the requested estimation accuracy, the appropriate sample 
size can be selected.
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Figure 8.15: Relative errors between the actual traffic packet loss ratio SLA violation 
percentage and both the sampled and estimated packet loss ratio violation percentages using: (a)
systematic and (b) random sampling methods.
It can be seen from Figures 8.14(a) and (b) and 8.15(a) and (b), the estimated packet 
loss ratio relative errors of the mean and the SLA violation exponentially decrease as 
the sample size increased. In addition, and in most cases, the smallest errors were 
obtained by the systematic sampling. This may be explained by the stability o f the 
distance (number of packets or time difference) between the any two successive samples 
in contrast to the random sampling where the distance is variable and depends on the 
time or the position of the sampled packets.
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8.5.4 Throughput
Another application of this method is to estimate the throughput experienced for a 
specific user. Since the packet size, the number of packets received between any two 
successive samples and the timestamps for every sample can be recorded at the 
receiving node, it is possible to calculate the instantaneous throughput. This throughput 
is calculated using equation (7.2). After calculating the throughput values, a distribution 
(using the regular simple sampling) and estimated distribution (using our estimation 
method) for the actual throughput can be obtained using equations 8.3 and 8.12. The 
actual throughput was calculated using the same windowing technique discussed earlier 
in packet loss calculation using a window size o f 20. The distributions o f the actual, 
sampled and estimated throughput are shown in Figures 8.16(a) and (b) and 8.17(a) and
(b). The throughput distribution obtained using the CoMPACT method are depicted in 
Figure 18 using probe rates of 4 packets/sec and 1 packet/sec.
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Figure 8.16: Throughput distributions of the actual, sampled and estimated throughput using 
systematic sampling with: (a) 5% and (b) 1.2% sample fractions.
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Form these figures; it is apparent that our estimation method outperformed the 
CoMPACT approach even for large number of probes. Moreover, the effect o f adding 
the probe traffic on the actual user throughput is clear from the Figures. On the other 
hand, our method offered a good representation of the actual throughput rather than the 
regular sampling techniques. Systematic sampling produced a more accurate estimate of 
the throughput distributions compared with those obtained using the random sampling. 
The throughput distribution resolution depends on the required accuracy. The larger the 
sample fraction, the less the discrepancies between the estimated and the actual 
throughput distributions are, especially for high throughput threshold values (i.e. greater 
than 350 Kbps in our case).
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Figure 8.17: Throughput distributions of the actual, sampled and estimated throughput using 
random sampling with: (a) 5% and (b) 1.2% sample fractions.
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Figure 8.18: Throughput distributions of the actual, using the probe and estimated throughput 
using CoMPACT method with: (a) 4 packets/sec and (b) 1 packet/sec probe rates.
In addition to the distribution estimations, the devised approach was also applied to
infer the actual throughput mean. After calculating the throughput values using equation
8.15 for the actual and the sampled traffics, the mean o f these values was computed by
averaging. The relative error between the means o f the actual throughput and the
sampled one and between the actual and the estimated throughput was then calculated
using equation 8.14. The resulted relative error calculations are exposed in Figures
8.19(a) and (b). The results showed that the estimation method provided relative errors
lower than the errors provided by the simple sampling. Besides, it can be noticed that
the estimated errors are very small for both sampling techniques. This indicates that the
estimated throughput mean results were closer to the actual mean especially for the
systematic sampling. This is due to the same reason discussed in loss analysis.
Systematic sampling has a constant number of packets between the successive sampling
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as compared with the random method which is variable because o f its arbitrariness 
nature of selecting the samples. The larger the sample size the more accurate the 
estimation is.
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Figure 8.19: Relative errors between the actual traffic throughput and both the sampled and 
estimated throughput using: (a) systematic and (b) random sampling methods.
8.5.5 Overall QoS
The core of this chapter is to evaluate and assess the overall QoS. This assessment is 
accomplished using the two evaluation systems, Fuzzy and Distance systems. Based on 
the obtained results of QoS parameters, it was found that there were some discrepancies 
between the results o f the actual and the sampled versions of the QoS parameters. These 
discrepancies will also be reflected on the assessed overall QoS using the simple 
sampling methods. In order to reduce these discrepancies and to correct the sampled 
overall QoS toward the actual overall QoS, our proposed estimation system was applied 
using equations 8.12 and 8.13.
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Equation 8.12 was used to estimate the distribution o f the overall QoS based on the 
results of the simple sampling methods. Figures 8.20-8.23 demonstrate the application 
of this equation. This Figures show the actual, sampled and the estimated distributions 
of the overall QoS assessed by the fuzzy and the distance evaluation systems using 
systematic and random sampling with two different sampling fractions. As anticipated 
from the discrepancies between the actual and the sampled QoS parameters, the attained 
distributions o f the overall assessed QoS based on these parameters also have some 
differences. As exhibited on the graphs, these differences were eliminated using the 
proposed estimation method. This means that the new method provided an estimation of 
the overall QoS which is an accurate representation of the actual user QoS using both 
assessment systems. Nevertheless, systematic sampling resembled the actual 
distribution better than the random method using the two assessment systems. The 
larger the sample size, the smaller the difference between the actual and the estimated 
distributions.
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Figure 8.20: QoS distributions of the actual, sampled and estimated QoS based on systematic 
sampling using the fuzzy system with: (a) 1.2% and (b) 5% sample fractions.
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Figure 8.21: QoS distributions of the actual, sampled and estimated QoS based on random 
sampling using the fuzzy system with: (a) 1.2% and (b) 5% sample fractions.
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Figure 8.22: QoS distributions of the actual, sampled and estimated QoS based on systematic 
sampling using the distance system with: (a) 1.2% and (b) 5% sample fractions.
tea ----  User traffic QoS
—  Sampled QoS using random sampling 
h- • Estimated QoS using random sampling 1
!
i
i
V _
i
i
|
10 20 30 40 50 80 70 00 90 100
QoS threshold (a)[%]
iated QoS using random sampling
§
CL
QoS threshold (a) [%]
(a) (b)
Figure 8.23: QoS distributions of the actual, sampled and estimated QoS based on random 
sampling using the distance system with: (a) 1.2% and (b) 5% sample fractions.
To validate and compare the results achieved by our proposed method, the CoMPACT 
approach was also extended and applied to estimate the overall QoS based on the delay, 
jitter and packet loss ratio measurement results obtained from the injected probe traffic. 
Figures 8.24(a) and (b) and 8.25(a) and (b) show the overall QoS distribution results o f 
the actual traffic (with and without the presence of the probe traffic) and the probe 
traffic in addition to the estimated distribution based on the probe measurements using 
the two assessment methods (i.e. fuzzy and distance). These figures reveal that the 
CoMPACT method performed poorly when estimating the distribution o f the actual 
overall QoS. In addition, this figure provides important information about the influence 
o f injecting the probe traffic into the network on the overall QoS of the actual traffic as 
revealed by Figures 8.24 and 8.25.
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Figure 8.24: QoS distributions of the actual, using the probe and estimated QoS based on 
CoMPACT method using the Fuzzy system with: (a) 4 packets/sec and (b) 1 packet/sec probe
rates.
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Figure 8 .25: QoS distributions of the actual, using the probe and estimated QoS based on 
CoMPACT method using the Distance system with: (a) 4 packets/sec and (b) 1 packet/sec probe
rates.
It is apparent from the figures that increasing the probe rate will increase the difference 
between the overall QoS of the actual traffic with and without the existence o f the probe 
traffic. Due to these reasons, the devised estimation system performed better than the 
CoMPACT one as it did not use the probe traffic in the estimation process which will 
perturb the actual network performance and user QoS. Furthermore, our approach 
provided a more powerful estimation compared with the CoMPACT estimation results 
as stated by Figures 8.21-8.25 and using the two QoS assessment systems.
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Figure 8.26: Relative errors between the actual traffic QoS and both the sampled and estimated 
QoS using Fuzzy system based on: (a) systematic and (b) random sampling methods.
Moreover, the developed method was also applied to approximate the sampled versions
overall QoS mean to match the actual traffic overall QoS mean. This approximation was
realized using equation 8.13. To study the accuracy of this approximation the results o f
equation 8.13 were applied to equation 8.14 to obtain the relative errors for the sampled
and estimated overall QoS from the actual traffic overall QoS. Figures 8.26(a) and (b)
and 8.27(a) and (b) illustrate the calculated relative errors obtained using the two
assessment systems for systematic and random sampling with different sampling sizes.
From these figures, our method, efficiently, reduced the biasness between the sampled
versions and the actual QoS. This indicates that increasing the sample fraction will
result in decreasing the difference between the estimated and the actual QoS means.
Sample fractions greater than 2% gave overall estimated QoS which is identical to the
actual user overall QoS because the relative errors based on these fractions became
nearly constant and approximately close to zero as shown in Figures 8.26(a) and (b) and
8.27(a) and (b). Both sampling methods and both QoS evaluation systems afford
accurate error results for QoS assessment.
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Figure 8.27: Relative errors between the actual traffic QoS and both the sampled and estimated 
QoS using Distance system based on: (a) systematic and (b) random sampling methods.
An additional and important application o f the estimation method is the monitoring o f 
the QoS SLA. The purpose of this is to ensure that the assessed QoS complies with the 
guarantees given in an SLA. The estimation o f the overall QoS mean provides some 
information about the overall service quality provided for an application but it is 
inadequate to inspect the SLA conformance. The proposed method was used to improve 
the accuracy and remove the discrepancies between the actual and the sampled results 
of the proportion of the QoS violation. Figures 8.28(a) and (b) and 8.29(a) and (b) 
illustrate a comparison between the relative errors obtained from the difference between 
the percentage o f the actual QoS violators and the sampled packet violators and the 
relative error between the actual and the estimated QoS violators using equation 8.14 for 
systematic and random sampling approaches. The QoS threshold used was 70%. The 
estimated percentage relative error converges to zero when the sample size is increased. 
Furthermore as can be seen from these figures, our estimation approach outperformed
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the simple sampling methods as it resulted in fewer relative errors compared to the 
regular sampling approaches. Consequently, the obtained assessment accuracy depends 
on the sample size used.
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Figure 8.28: Relative errors between the actual traffic QoS SLA violation percentage and both 
the sampled and estimated QoS violation percentages using Fuzzy system based on: (a) 
systematic and (b) random sampling methods.
0.25
0.2  -
£  015
0.05
Sam ple Fraction [°/<J
Sampled percentage error Estimated percentage error
(a)
-205-
0.3 r
0.25
0.2 - ( -~
0.15 ,
0.1 - -
0.05
Sam ple Fraction [°/<J
Sampled percentage error Estimated percentage error
(b)
Figure 8.29: Relative errors between the actual traffic QoS SLA violation percentage and both 
the sampled and estimated QoS violation percentages using Fuzzy system based on: (a) 
systematic and (b) random sampling methods.
8.6 Summary
This chapter presented a new estimation approach of the actual QoS parameters and the 
overall QoS. This approach was based purely on the passive monitoring method. The 
adopted mechanism of using passive measurement is performed based on sampling 
methods rather than the active sampling mechanism as in the CoMPACT and the OAM 
methods. So, the new approach neither disturbs nor biases the actual network 
performance (as in active methods) compared to the OAM and CoMPACT methods. It 
did not depend on the whole traffic measurements (as in passive methods). Therefore, 
our approach overcomes the disadvantages o f both active and passive monitoring 
schemes.
The estimation process included the estimation of distribution, mean and SLA violation 
percentages o f the delay, jitter, packet loss ratio, throughput and the overall QoS. 
Furthermore, the accuracy o f the devised approach was tested by calculating the relative 
error between the actual, the sampled and the estimated using the proposed method. The 
new method reported smaller errors compared with the normal sampling techniques in 
representation o f the actual user traffic. In addition, it outperformed the CoMPACT 
method in estimation o f the QoS parameters and the overall QoS in terms o f accuracy 
and disturbance or biasness o f the actual network performance.
Further discussion of the results obtained from the developed assessment and estimation 
systems will be presented in the next chapter which will conclude the thesis and provide 
recommendations for further work.
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CHAPTER 9
Discussion, Conclusions and Future Work
9.1 Introduction
The need to obtain and evaluate the QoS of multimedia applications is an essential 
requirement for technical and commercial reasons. The Mean Opinion Score (MOS) is 
the most widely used subjective quality measure and the globally acknowledged metric 
that is recommended by the ITU (ITU, 1996a). The fundamental problems for 
subjective MOS measurement are that it is costly, time-consuming, and cannot be used 
for long term and large scale monitoring in any network infrastructure. These have 
introduced the objective schemes to meet the demands of quality measurement and 
monitoring in computer and communications networks.
Objective assessment of quality can be intrusive or non-intrusive. Intrusive methods are 
powerful and accurate, but sometimes they are not very suitable because of the 
requirement for a reference data. On the other hand, non-intrusive methods are suitable 
for monitoring the quality directly from IP network and/or non-network parameters. 
However, current non-intrusive techniques (e.g. statistical E-model or neural network 
models) depend on subjective tests to obtain the model parameters or to generate the 
training sets. Unfortunately, due to the subjective tests drawbacks, these models have 
restrictions and can not face all the possible scenarios in dynamic networks, like 
wireless networks.
The major objectives of this thesis are two fold: (i) to undertake a fundamental 
investigation to quantify the effect of the QoS parameters on the perceived overall QoS 
in wireless networks, (ii) to apply the results to develop efficient mechanisms for 
intrusive and non-intrusive QoS measurement and estimation for audio and video 
applications.
This chapter is divided into two sections. The first section presents the conclusions of 
this thesis. The second section highlights future research directions.
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9.2 Discussions and Conclusions
The reality that wireless ad hoc networks are significantly different in size, QoS needs, 
power availability, and processing capabilities leads to the conclusion that these 
networks need to be further studied. This study investigated some fundamental aspects 
and devised efficient QoS assessment and measurement techniques for multimedia 
traffic over ad hoc networks. These techniques are categorised into direct measurement 
and indirect measurement (estimation) of the application QoS. In the direct 
measurement (Chapter 5), the QoS was continuously evaluated based on all packets of 
the application traffic (i.e., passive). On the other hand, the indirect measurement 
(Chapters 6, 7 and 8) was based on estimating or inferring the application actual QoS 
depending on QoS parameters obtained from other traffics, i.e. artificial workload 
(probe traffic), or using samples from the original traffic itself.
Chapter 5 of this thesis focused on the deployment of intelligent and non-intelligent 
methods to assess the QoS of multimedia traffic over wireless ad hoc networks. A fuzzy 
logic, in addition to distance measure systems were developed to evaluate the QoS of 
audio and videoconferencing multimedia applications. These techniques showed how 
the QoS parameters could be combined r to produce the output QoS without the 
necessity for analytical models. In addition, these methods have the advantage that they 
were a source-to-destination evaluation process without the need of intermediate node 
cooperation in terms of processing demand. The two proposed assessment systems 
provided results, which were to some extent close to each other with small differences. 
These differences were due to the procedures followed by each method. The distance 
system provided a larger range and generally produced higher output QoS values than 
the fuzzy system. That was due to the fact that fuzzy system is intelligent and is 
governed by membership functions, which may provide smooth transitions between the 
system states. On the other hand, the distance evaluation system is a non-intelligent 
approach, w hich m ainly d epends o n t he d ifference b etween t he m easured p arameters 
values and the required thresholds and then combining (adding) the differences that 
produce direct crisp values without any fuzzification.
After grouping the measured QoS of each application into three regions (poor, average 
and good) and based on the proposed assessment systems, it was easy to quantify how 
much each application QoS was poor, average and good, which provided a picture about
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the level of the sustained overall QoS. Furthermore, the obtained QoS distributions 
provided a good estimation of the QoS at point of comparison in the range of 0 to 100 
percentages. This can estimate not only the actual performance and QoS of the 
individual applications but also the mixed applications overall QoS. The use of the 
normalisation technique in the calculation of the overall QoS to represent the overall 
performance of the network gave better results compared with the averaging methods 
because it reduced the variations and took into account the real values of the QoS of 
each application. It was also observed that the developed systems were very useful in 
the measurement of the capacity of the wireless network. From the simulation results, it 
can be concluded that the standard 802.11 DCF (i.e., channel bandwidth 2 Mbps) can 
support only 7 simultaneous audio (4 Good QoS and 3 Average QoS) and three 
videoconferencing sources. This is due to the stringent jitter requirement of the audio 
application and stringent loss requirement of the videoconferencing.
The above developed assessment sy stems were used in  the process o f  estimating the 
overall QoS. Experiments were performed using probing technique with different probe 
rates and sampling methodologies with different sampling fractions. The simulated 
network was subjected to three different load situations; light, moderate and heavy loads 
to examine the effectiveness of these methods to estimate the network 
QoS/performance. As an example, the simulations were carried out using 
videoconferencing applications.
In Chapter 6, a new approach for the monitoring of the actual traffic QoS parameters 
and the overall QoS has been developed. This approach was based on a combination of 
active and passive schemes. Using the proposed system, delay and delay variation, 
overall average losses as well as lossy and loss-free periods, throughput and finally the 
overall QoS have been estimated. The size of the monitoring block played a crucial role 
in the process of estimation in terms of precision and the level of resolution of the 
estimated results. The obtained results showed that employing too few monitoring 
packets resulted in inaccuracies in measurements and caused poor assessments and 
decisions. On the other hand, too many monitoring packets impacted the network and 
biased the measurements. The results demonstrated that the resolution of the delay and 
the delay variation depends mainly on the number of monitoring packets (samples). On 
the contrary, the loss ratio and the throughput measurements depend on how many user 
data packets were received between the monitoring packets. Furthermore, increasing the
-2 0 9 -
monitoring packets transmission rate resulted in increasing the precision of the 
estimated QoS parameters and the assessed overall QoS however it did introduced more 
disturbances to the network performance. From the results, it can be concluded that this 
method offered a good estimation for the delay, throughput, packet losses and QoS 
when using different probe rates. Nevertheless, this technique demonstrated some 
limitations in the delay variation estimation which will be directly reflected on the 
evaluated QoS.
j
In order to overcome some of the drawbacks of the probing approach: precision and 
intrusiveness, another estimation mechanism was devised in Chapter 7. This approach 
was based on the sampling techniques deployment for non-intrusive estimation of QoS 
parameters and overall QoS. This method has the advantage of not adding an extra load 
to the network as in the active methods. In addition, it is not like the passive 
measurement, which requires the transfer, comparison and calculations for the whole 
captured data. Generally, from the obtained results, the analysed sampling methods 
conferred a s atisfactory measure o f  Q oS p arameters and the o verall Q oS in  t erms o f  
average, standard deviation, maximum, minimum values, calculating the degree of 
significance between the actual population and the sampled versions, Standard Error 
(SE) and Confidence Interval Length (CIL). Moreover, it has been shown how sampling 
schemes can be used for the confirmation and validation of the user QoS requests and 
guarantees (i.e. SLA). All sampling techniques produced no statistical significant 
difference for different sample sizes based on results obtained using the t-test. In 
addition to that, it was obvious that all sampling schemes produced an adequate 
estimation of the histogram distributions of the QoS parameters. Furthermore, the three 
sampling approaches presented reasonable Cumulative Distribution Function (CDF) 
estimations of the actual QoS CDF. The degree accuracy of the actual traffic 
representation is limited by the sample size. Larger sample sizes provide improved 
accuracy.
Sampling was also explored for the validation of QoS parameters and the overall QoS 
of SLA contracts in terms of biasness and precision. Based on the produced results, 
systematic sampling provided the best performance in terms of biasness and precision 
among the sampling methods. This may be due to the fact that there was nearly no 
influence of periodicity between the subsequent sampled values and so the correlation 
between them was low. Therefore, if  there was any periodicity between the samples,
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there will be very high bias values and the precision will be very low for the same 
sample size. Furthermore, stratified sampling performed better than random. This is due 
to the nature of its sample selection process which is based on stratification of the parent 
population; in contrast random sampling is mainly based on a random selection process. 
A detailed discussion of these follows. In our experiments, the network was subjected to 
three different load conditions and the measurements were executed over the whole 
simulation time. The sampling starting point plays an important role in the samples 
selection process. Systematic sampling selects the starting points according to an 
already known deterministic function which is controllable, whereas, random sampling 
selects the starting point in accordance to a non-controllable random process. This 
means that systematic samples, because of their periodicity characteristic, can cover the 
whole measurement interval while the random samples, due to randomness, may cover 
portions of the measurement period. Because of the different network situations, the 
generated random numbers may not sample some of these situations or the number of 
samples taken from one situation is very small or very large compared to the samples 
from other network situations which will bias the obtained results. However, systematic 
sampling will obtain s amples from different p ositions d epending upon starting p oint, 
periodicity and measurement interval. On the other hand, in these situations, stratified 
sampling was better than random and sometimes better than systematic sampling 
because the entire population was considered in the stratification process and the sample 
was randomly selected from every stratum. Stratified sampling was superior to 
systematic sampling because in systematic, sometimes, the packets being sampled 
exhibited some periodicity.
Form the findings of Chapter 7, simple sampling methods performed well in estimating 
the actual user QoS. Furthermore, the sampling techniques showed different levels of 
accuracy for the same sample fraction. Sometimes, large sample sizes are required to 
achieve a certain level of accuracy. In order to reduce the sample sizes and lessen the 
degree of biasness between the actual and the sampled QoS, another performance 
measurement approach for assessing the actual user performance was proposed in 
Chapter 8. This approach was purely based on the passive monitoring method. It 
required simple passive counting of the number of packets and simple measurement of 
traffic performance based on sampling techniques. This included the estimation of 
distribution, mean and SLA violation percentages. The result of applying this method 
indicated that it has the advantage of not adding an extra load to the network like the
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Change-of-Measure B ased Passive/Active Monitoring ( CoMAPCT) one. Moreover, it  
was obvious that the devised technique produced efficient estimations of QoS 
parameters and the overall QoS which were closer to the actual estimations compared to 
the estimations obtained by the CoMAPCT technique and the standard sampling 
methods.
The accuracy of this method was also tested by calculating the relative error between 
the actual, the sampled and the estimated means using the proposed method. It was 
found that the accuracy of the estimated mean and the percentage of the SLA violators 
depended on the number of samples selected. In addition, and even for small sampling 
fractions, the developed approach provided acceptable estimations of the actual 
distributions, means and SLA violation proportions of the assessed QoS parameters and 
the overall QoS. Systematic sampling, from the obtained results and at least for the 
scenarios used in these experiments, provided a more accurate estimation than the 
random method.
From this study, and regardless of the network topology and traffic conditions used, the 
main benefit drawn is that the designed systems provide a valuable assessment and 
estimation of the application QoS and the network performance in terms of overall 
application QoS. It can also be concluded that the measured QoS was a good indication 
of the network conditions and resource availability; since, for example, poor QoS is a 
reflection of inadequate resources vacant to support the application QoS. Besides, it can 
be deduced that the output QoS value can be used to monitor the wireless channel to be 
kept from reaching the congestion point; as loss, delay and then jitter increase rapidly 
once this point is reached which will deteriorate the performance of the network 
represented by the measured QoS.
Based on the above conclusions and discussion of the proposed QoS assessment and 
estimation approaches, overall conclusions may be outlined. Firstly, according to both 
evaluation systems (i.e., fuzzy and distance), they exhibited comparable outcomes, but 
in terms of scalability, simplicity, processing, and output range; the distance measure 
technique outperformed the fuzzy system. Secondly, regarding the devised QoS 
estimation mechanisms:
• Active probing technique showed some inaccuracies in the obtained
measurements and some disturbance to the QoS/performance of the network due
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to a shortage of the resources availability like bandwidth. Due to these 
limitations; solutions must be proposed to overcome these disadvantages to 
provide suitable methods for QoS measurement in wireless networks.
• Passive simple sampling technique provided good QoS estimations but it often 
suffered from biasness and requirements of large sample fractions.
• Estimation technique which was presented in Chapter 8 granted powerful 
estimation results based on the conversion process applied to the ordinary 
sampling methods.
Based on the above comparisons, the final conclusion that can be deduced is that the 
modified (corrected) sampling estimation technique (Chapter 8) and using the distance 
measure approach provides the best solution for the problem of QoS a ssessment and 
estimation.
9.3 Future Work
QoS measurement is still a growing research area. Many open problems are waiting to 
be investigated and addressed. Based on the research done in this thesis, some future 
research directions are suggested.
1. Real network validation
The thesis has presented new methods for assessing and estimating the QoS of two 
main network applications. Although execution and validation of the work have 
been carried out via simulations, real network scale validations are still needed.
2. Correct jitter estimation
Throughout investigating and developing the QoS estimation approach based on 
probing technique, the jitter was the main parameter which caused the inaccuracy in 
results compared to the actual user QoS. Devising new methods to correct the 
measured jitter to be comparable to the actual user jitter is very important to 
estimate the actual user QoS correctly.
3. Generalizing the developed approaches
The results presented in this work are for small to moderate size networks. 
Generalizing the developed approaches to serve large networks would be beneficial. 
This may include developing policies to handle large MANETs QoS monitoring.
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4. QoS measurement for other multimedia services
The approaches presented in this thesis for measuring the QoS of some multimedia 
applications are generic. They can be easily applied to other applications like media 
streaming (i.e., audio and video) taking into account every application’s specific 
QoS requirements.
5. QoS assessment over other packet networks
Although the thesis has focused on wireless ad hoc networks (mainly best-effort IP 
networks), the approach of the QoS measurement can be applied to Internet (best- 
effort) and to managed IP networks (e.g. DiffServ). The proposed measurement 
approaches are suitable for any network, as both fuzzy and distance approaches, 
probing, and sampling techniques are based on a comparison of the reference QoS 
requirements and the measured QoS parameters of the application transmitted 
through the network. An important requirement for applying these methods is to 
understand and obtain the relevant parameters which affect the corresponding 
application's QoS. These parameters or the range of the values of these parameters 
are application, user and network dependent. For managed networks, the network 
performance and the measured QoS will differ from that of the best-effort mode. For 
example, the range of packet loss ratio or delay may be much smaller than that from 
the best effort networks for certain QoS classes.
6. QoS performance optimisation and control
The measured QoS can be used to optimise the received quality of the multimedia 
services along with the changing network conditions and to control the QoS and 
manage the utilisation of the network available resources, especially ad hoc 
networks. The overall QoS measure is better than the traditional use of only 
individual parameters (e.g. delay, packet loss and jitter) as it may provide a direct 
link to the end user’s point of view. The measured QoS control or optimisation can 
have variety of possible applications. The following are some examples.
(i) Building an intelligent CAC algorithm. The value of the QoS will be forwarded 
to be used in a CAC algorithm. The CAC algorithm will determine if  any new 
traffic will be admitted in the network or not depending on many factors. These 
factors include the measured QoS value, QoS requirements of the new traffic, 
and the state of the network. Therefore, the CAC algorithm problem addresses
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the issues of finding the suitable network conditions so that the QoS 
requirements are satisfied.
(ii) Developing routing algorithms based on the measured overall QoS to select the 
optimum route which can satisfy the required end-to-end QoS for every specific 
application.
(iii) For media streaming, the assessed QoS can be used for server selection. For 
example, it can be used to search for an audio/video server which can provide an 
optimum end-to-end audio/video QoS, instead of traditionally obtaining 
optimum individual network parameters (e.g. minimum end-to-end delay, jitter 
or packet loss).
Finally, the assessed QoS can play an essential role in optimising the quality of the 
multimedia services along with the changing network conditions and control the use of 
the network resources. Overall, the outcomes and findings of this thesis contribute to the 
techniques for drawing a realistic picture of the wireless multimedia networks QoS and 
provide a firm basis and useful insights on how to effectively design future QoS 
solutions.
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