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1. Introduction
This paper forms part of a broader project which aims to extend the characterization of FPtime [3], due to Bellantoni
and Cook, in order to reach well-known classes of computational complexity. It uses the concept of recursion schemes with
pointers, as in [4]. Such recursion schemes have been used to characterize classes of complexity that are, or can be, associated
with non-sequential/non-deterministic computations. This is the case of the class NC [4,6], and within it the classes NCk [5],
and the class FPspace [7].
Here we use a form of recursion with pointers to extend the Bellantoni–Cook characterization of FPtime, in order to
characterize NP. There is already a characterization of NP [2], extending the cited FPtime characterization, but there a
minimization scheme is used. This is the first purely recursion-theoretic characterization of NP.
2. The input-sorted term systems
2.1. The non-sorted background
Let us consider the word algebraW, i.e. the algebra generated by one nullary and two unary constructors, respectively,
ϵ, S0 and S1.W can be interpreted over the set of all finite binary words. As usually in word algebra contexts, one considers
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a destructor (or predecessor) symbol of arity 1 — P. One also introduces a symbol C, of arity 4, for the conditional function
of the algebra. They are defined as follows: P(ϵ) = ϵ, P(Six) = x and C(ϵ, x, y0, y1) = x, C(Siz, x, y0, y1) = yi, i ∈ {0, 1}.
We consider two recursion schemes: (1) the recursion on notation scheme, also calledW-recursion: f (ϵ, x¯) = g(ϵ, x¯) and
f (Siz, x¯) = h(Siz, x¯, f (z, x¯)), i ∈ {0, 1}; and (2) the (restricted) disjunctive tree recursion scheme: f (p, ϵ, x¯) = g(p, ϵ, x¯) and
f (p, Siz, x¯) = ∨(f (S0p, z, x¯), f (S1p, z, x¯)), i ∈ {0, 1}, where ∨(u, v) = C(u, C(v, 0, 0, 1), C(v, 0, 0, 1), 1) — i.e. ∨ returns 1
if at least one of its inputs ends with 1, and 0 otherwise. In (2) the first input of f is called the pointer or path information.
A recursion scheme of the same sort is used in [4] to characterize NC. There, the starting algebra is T — the tree algebra
generated by 0, 1 and *, of arity 0, 0 and 2 respectively.
2.2. ST0 and ST1
We describe classes of input-sorted function terms following notation introduced by Bellantoni and Cook in [3]. Function
terms have two sorts of input positions — normal and safe. As usual, we write normal and safe input positions in this order,
and we separate them by a semicolon — f (x¯; y¯).
Definition 1. Let I be the class of function terms composed of the constructors of W — ϵ, S0, S1 — the destructor P,
conditional C and projection functions (over both input sorts).
(1) ST0 is the closure of I under SC0 and SRW;
(2) ST1 is the closure of ST0 under SC0 and ∨-TRW,
where
SCi is the input-sorted composition:
f (x¯; y¯) = h(r¯(x¯; ); s¯(x¯; y¯)), r¯, s¯ ∈ STi,
SRW is the input-sorted recursion on notation:
f (ϵ, x¯; y¯) = g(ϵ, x¯; y¯)
f (S0(z; ), x¯; y¯) = h(S0(z; ), x¯; y¯, f (z, x¯; y¯))
f (S1(z; ), x¯; y¯) = h(S1(z; ), x¯; y¯, f (z, x¯; y¯)),
∨-TRW is the disjunctive tree recursion:
f (p, ϵ, x¯; ) = g(p, ϵ, x¯; )
f (p, S0(z; ), x¯; ) = ∨(f (S0(p; ), z, x¯; ), f (S1(p; ), z, x¯; ); )
f (p, S1(z; ), x¯; ) = ∨(f (S0(p; ), z, x¯; ), f (S1(p; ), z, x¯; ); )
with ∨(u, v; ) = C(u, C(v, 0, 0, 1; ), C(v, 0, 0, 1; ), 1; ).
One could have considered I defined as before, but with the constructors, destructor and conditional having only safe
argument positions. The corresponding function terms over normal input positions could be then defined by input-sorted
composition. The function ∨(u, v; ) returns 1 if at least one of its inputs ends with 1, and 0 otherwise.
In the recursion schemes above, g is called the base function and h the step function. In the case of the∨-TRW scheme the
step function is, obviously, ∨. Concerning the systems described above, notice that:
Remark 1. (1) ST0 ⊆ ST1, as classes of input-sorted function terms;
(2) one can run a recursion over an output of a function which is itself defined by recursion — this will be important in the
proof of Lemma 1.
The term systems described here characterize well-known classes of computational complexity. ST0 is the
characterization of FPtime [3] due to Bellantoni and Cook, rewritten over the algebraW.
The remaining part of the paper is devoted to showing that ST1 characterizesNP. We identifyNPwith the class of boolean
functions overW which are computable by non-deterministic Turing machines in polynomial time. By ‘‘ST1 characterizes
NP’’, we mean that B(ST1) coincides with NPwhere B(ST1) denotes the boolean part of ST1.
3. ST1 characterizes NP
3.1. The lower bound
Recall that ST0 is the input-sorted characterization of FPtime given in [3] (rewritten overW); thus all results established
there hold for ST0. In particular:
Remark 2. (1) Let f (x¯) be a polytime function. Then f (x¯; ) is in ST0.
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(2) For any polynomial (with natural coefficients) q, there exists a term t ∈ ST0 such that1 ∀x¯ q(|x¯|) = |t(x¯; )|;
(3) For any polytime function f there exist a function fˆ , in ST0, and a monotone polynomial qf such that ∀w¯∀y |y| ≥
qf (|w¯|)⇒ f (w¯) = fˆ (y; w¯).
To justify item (2) above, notice that
⊕k(xk, . . . , x1) = xk · · · x1 (concatenation) is in PFtime, for k ≥ 1;
⊗2(x2, x1) = x1 · · · x1  
|x2|-times
(binary product) is in FPtime;
⊗k+1(xk+1, xk, . . . , x1) = ⊗2(xk+1,⊗k(xk, . . . , x1)) is in FPtime, k > 1;
| ⊕k (xk, . . . , x1)| =
k−
i=1
|xi| and | ⊗k (xk, . . . , x1)| =
k∏
i=1
|xi|.
Given a polynomial q(X) = akXk + · · · + a1X + a0, with ak, . . . , a0 ∈ N, consider the function t(x) = ⊕k+1
(⊗k+1(Ak, x, . . . , x), . . . ,⊗2(A1, x), A0) where, assuming that⊕0( ) = ϵ, Ai abbreviates⊕ai(1, . . . , 1). In particular, |Ai| =
ai. t is obviously a FPtime function such that, for all x, q(|x|) = |t(x)|. The case of polynomials with more than one variable
is analogous. Now, (2) follows from (1).
In order to establish the lower bound, i.e. that NP ⊆ B(ST1), we formalize the notion of non-deterministic Turing
machines (NTMs) that we work with. Here we use non-deterministic Turing machines (NTM) as described in [1], but we
assume that they have only one tape. Thus, an NTM is a five-tuple ⟨Q ,Σ, δ, q0,Q1⟩ where Q is the finite set of internal
states, Σ is the tape alphabet, δ : Q × Σ → P(Σ × Q × {R,N, L}) is a partial function (the transition function), q0 is
the initial state and Q1 is the set of accepting final states. An input x is accepted by an NTM M if and only if there exists a
computation ofM on x ending in an accepting configuration.
Notice that if f (ϵ, 11; ) is defined by ∨-TRW based on g , then one has the term ∨(∨(g(00; ), g(01; ); ),∨(g(10; ),
g(11; ); ); ) (some inputs are omitted), which corresponds to the tree
∨
∨ ∨ 
g00 g01 g10 g11
and (assuming that non-terminating configurations have two successor configurations) it is appropriate to perform all
possible computations of M on x, returning 1 if there exists any ending configuration which accepts x. More precisely, the
first input of g is the pointer to the respective node, and it determines a path on the computation tree, i.e. a sequential
computation. g should execute the computation determined by its first input and return the respective configuration codes.
Then the function∨ identifies whether any of the codes are those of an accepting final configuration, returning 1 in this case
and 0 otherwise. What was illustrated here for a tree of height 2 can be generalized, and it will be used in the proof of the
next lemma.
Maybe at this point one should also note that, for instance, 01 determines a path on the tree above — branch first left
(0), and then right (1) — leading to the leaf labeled by g(01; ). If g is defined by input-sorted recursion on notation on 01
(i.e. on S1(S0(ϵ; ); )) then it can be used to iterate two different function terms (which can be associated with two transition
functions of a given NTM), let us say g0 (or g-left) and g1 (or g-right). Then one gets g(01; ) = g1(; g0(ϵ; )) — apply first
g-left, and then g-right. So, in both cases – following the path 01, or applying g-left/g-right – we do exactly the same thing:
first left, and then right. In general, using an input to run a recursion as above, or determining a path on a tree, leads to the
same left/right order.
Lemma 1. NTMs working in polynomial time can be simulated in ST1.
Proof. Let M be an NTM which runs in time q, for some polynomial q on the length of the input. We are going to simulate
M by ST1 function terms. Let us assume that all configuration codes end with the code of the respective state. Codes of
accepting final states end with 1 and any other state ends with 0. One may also assume that, for a given input x, all the
configuration codes have the same length, l(|x|), which is polynomial on |x|, and that all non-terminating configurations
have two successor configurations. Therefore, we can split the transition function of M , δ, into δ0 and δ1. Let c(x; ) be the
code of the initial configuration and let t(x; ) be an ST0 term such that |t(x; )| = q(|x|). This is possible since q is a polynomial;
cf. Remark 2(2). For i ∈ {0, 1}, one may consider polytime computable functions∆i which, for a given configuration codew,
1 |x¯| = (|x1|, . . . , |xn|), where x¯ = (x1, . . . , xn). |x| denotes the length of x, i.e. the number of S0 and S1 in x.
664 I. Oitavem / Annals of Pure and Applied Logic 162 (2011) 661–666
return the next configuration code according to δi, or returnw itself if there is no next configuration according to δi. Thus, by
Remark 2(3), there exists a function ∆ˆi in ST0 and a polynomial q∆i such that ∀w ∀y |y| ≥ q∆i(|w|)⇒ ∆i(w) = ∆ˆi(y;w).
Replacing, in the previous expression, y by L∆i(x; ) one has that ∀w ∀x |L∆i(x; )| ≥ q∆i(|w|) ⇒ ∆i(w) = ∆ˆi(L∆i(x; );w),
where L∆i is an ST0 term as follows. Given an input x, all configuration codesw satisfy |w| = l(|x|)where l is polynomial in|x|. Thus, q∆i(|w|) is equal to (q∆i ◦ l)(|x|). The composition of polynomials is a polynomial, and so q∆i ◦ l is a polynomial in|x|. Therefore, by Remark 2(2), there exists a function term L∆i in ST0 such that |L∆i(x; )| = (q∆i ◦ l)(|x|). Now, recalling that
q∆i(|w|) is (q∆i ◦ l)(|x|), one has |L∆i(x; )| = q∆i(|w|) (and thus, a fortiori |L∆i(x; )| ≥ q∆i(|w|)). Therefore, for any input x,
given a configuration codew,∆i(w) = ∆ˆi(L∆i(x; );w)where ∆ˆi and L∆i are in ST0. This means that (reusing the symbol∆i)
we can consider a function term∆i(x;w) = ∆ˆi(L∆i(x; );w) in ST0, which for any input x and a given configuration code w
returns the next configuration code according to δi.
Let us define an auxiliary function term: RUN.
RUN is defined by SRW. For a path p and an (initial) configuration code c(x; ), RUN simulates the (sequential) computation
performed byM along the branch p starting with the configuration code c(x; ).
RUN(ϵ, x; ) = c(x; )
RUN(S0p, x; ) = ∆0(x; RUN(p, x; ))
RUN(S1p, x; ) = ∆1(x; RUN(p, x; ))
Let us consider the function f defined by ∨-TRW in ST1:
f (p, ϵ, x; ) = C(RUN(p, x; ), ϵ, 0, 1; )
f (p, S0z, x; ) = ∨(f (S0p, z, x; ), f (S1p, z, x; ); )
f (p, S1z, x; ) = ∨(f (S0p, z, x; ), f (S1p, z, x; ); ).
One has thatM(x) = f (ϵ, t(x; ), x; ). 
Proposition 1. NP is contained in B(ST1).
Proof. Thinking of NP as the class of boolean functions computable by NTMs in polynomial time (i.e. the class of the
characteristic functions of NP-decidable sets) it is immediate, from the previous lemma, that NP is contained in B(ST1). 
3.2. The upper bound
Knowing that ST0 characterizes FPtime, it is clear that B(ST0) is contained in NP. This is used in order to ensure the upper
bound, i.e. that B(ST1) is contained in NP. It is also helpful to have in mind the following lemma:
Lemma 2. If G is in NP then the function F defined by
F(p, ϵ, x¯) = G(p, ϵ, x¯)
F(p, S0z, x¯) = ∨(F(S0p, z, x¯), F(S1p, z, x¯))
F(p, S1z, x¯) = ∨(F(S0p, z, x¯), F(S1p, z, x¯)),
where ∨(u, v) is 1 if u or v ends with 1, and 0 otherwise, is also is NP. Moreover, if G is computable in time tG (on the sum of the
length of the inputs), then F(p, z, x¯) is computable in time c · |z| + tG(|p| + |z| +∑i |xi|)+ 1, for some constant c.
Proof. In order to compute F it is enough to compute something with the following structure:
∨
∨ ∨ 
· · · · · · · · ·
∨ ∨
· · ·

G G G G
where G is inNP and, at each step, the first input (pointer) increases one bit and the second input (recursion input) decreases
one bit. Intuitively this is clearly in NP. In order to prove this we consider NTMs with as many tapes as the arity of F (and G).
We also assume that each component of the input is placed in one of the tapes (in the order that they show up in), i.e. the
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nth input is on the nth tape, and that the machines are initialized with the heads scanning the rightmost non-empty cell (if
there is one).
Let M∨ be an NTM with initial state q∨, which works according to two ‘‘transition functions’’ — ∨0 and ∨1. Informally
speaking,∨0 adds the bit ‘‘0’’ at the end of the first input (in the first tape), and deletes the last bit of the second input (in the
second tape). The heads move one cell to the right and one cell to the left, respectively. ∨1 proceeds in an analogous way,
but adds the bit ‘‘1’’. This can be done in constant time.
G is in NP, so there exists an NTM,MG, which computes G, let us say, in time bounded by tG. Let us denote by qG the initial
state ofMG.
An NTM for F ,MF , can then be described as follows:
(1) if the head of the second tape scans ϵ, go to (3);
otherwise, go to state q∨ and (2);
(2) runM∨ and (1);
(3) go to state qG and (4);
(4) runMG.
In order to determine the computing time ofMF notice that the only possibility of going into a loop is when an instruction
calls a previous one, i.e. in (2). Moreover, notice that, inputting p, z, x¯ to the machine, (1) is called |z| times, and each loop
uses constant time. Therefore, before reaching the instruction (3) the machine performs c · |z| steps, for some constant c .
(3) is one step, and (4) uses, at most, tg steps (notice that the inputs change during the process, but the sum of their lengths
remains constant). ThusMf runs in time bounded by c · |z| + tG(|p| + |z| +∑i |xi|)+ 1. 
Let us now show that NP is an upper bound for ST1.
Proposition 2. B(ST1) is contained in NP.
Proof. It is enough to show that, for all f ∈ ST1, the function F such that F(x¯, y¯) is 1 if f (x¯; y¯) ends with 1, and F(x¯, y¯) = 0
otherwise, is in NP.
We prove the assertion above by induction on the definition of the function terms inside ST1.
Whenever the ∨-TRW scheme is not involved in the definition of f , one has that f ∈ ST0 and therefore the result is
immediate. Thus the relevant cases are the ones where the ∨-TRW scheme is used in the definition of the function term.
Case 1: For f defined by∨-TRWwith base function g , letG ∈ NP be given by the induction hypothesis. In order to compute
f it is enough to compute something with the following structure:
∨
∨ ∨ 
· · · · · · · · ·
∨ ∨
· · ·

G G G G
where G is inNP and, at each step, the first input (pointer) increases one bit and the second input (recursion input) decreases
one bit. This is in NP by Lemma 2.
Case 2: If f is defined by SC0, let us say f (x¯; y¯) = h(r¯(x¯; ); s¯(x¯; y¯)) with r¯, s¯ ∈ ST0. By the induction hypothesis for h,
the function H such that H(x¯, y¯) is 1 if h(x¯; y¯) ends by 1, H(x¯, y¯) = 0 otherwise, is in NP. Let MH be an NTM computing
H in polynomial time pH . r¯, s¯ are in ST0, so let Mr¯ and Ms¯ be the corresponding deterministic Turing machines working in
polynomial time.
One may define the desired machine for F in the obvious way. First we run the deterministic polytime machines
Mr¯ and Ms¯ in order to produce the input (r¯(x¯; ); s¯(x¯; y¯)). Let us say that this is done in time dominated by pr¯,s¯(|x¯|, |y¯|).
Second, we run MH on this input. The resulting machine is an NTM which computes F and works in time dominated
by pr¯,s¯(|x¯|, |y¯|) + pH(|r¯(x¯; )|, |s¯(x¯; y¯)|). Evoking now the monotonicity of the polynomials and knowing that the length
of ST0 functions (i.e. FPtime functions) is polynomial bounded – let us say |r¯(x¯; )| ≤ qr¯(|x¯|) and |s¯(x¯; )| ≤ qs¯(|x¯|, |y¯|)
for some polynomials qr¯ and qs¯ – we have that the working time of MF , on the input x¯, y¯, is bounded by the polynomial
pr¯,s¯(|x¯|, |y¯|)+ pH(qr¯(|x¯|), qs¯(|x¯|, |y¯|)).
This finishes the proof. 
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3.3. Conclusion
From Propositions 1 and 2 one concludes that
Theorem 1. ST1 characterizes NP (i.e. NP = B(ST1)).
This result opens the way to characterizing, in a recursion-theoretic manner, all levels of the polynomial hierarchy of
time, and the polynomial hierarchy of time itself. Further work in this direction is in preparation.
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