The selection methods of population-based metaheuristics provide the driving force to generate good solutions. These selection methods select the individuals with a * Corresponding author higher fitness to be members of the population in the next iteration correspond to the natural rule of Darwin's principle survival-of-the-fittest. Harmony search algorithm is a population-based metaheuristic, which mimicking the musical improvisation process where a group of musicians play the pitches of their musical instruments seeking for a pleasing harmony. It improvises the new harmony based on three rules: memory consideration, random consideration, and pitch adjustment. In this paper, we investigate the replacement of the original random selection of memory consideration with a set of selection methods in order to speed-up the convergence. These selection methods include tournament, proportional, and liner rank of Genetic Algorithm, and Global-best of Particle Swarm Optimization. The proposed harmony search with the different memory consideration selection methods evaluated using standard dataset published in the first International Nurse Rostering Competition INRC2010. Nurse rostering problem is a combinatorial optimization problem tackled by assigning a set of nurses with different skills to a set of shifts over predefined scheduling period. Experimentally, the tournament memory consideration selection method achieved the best rate of convergence as well as the best results in comparison with the other memory consideration selection methods.
Introduction
Nurse Rostering Problem (NRP) is a combinatorial optimization problem (Millar and Kiragu, 1998) , tackled by assigning a set of nurses to a set of different shifts over a predefined scheduling period. NRP is subject to two types of constraints: hard and soft. The hard constraints must be fulfilled to obtain feasible roster while the violations of the soft constraints are allowed but should be avoided, if possible. The quality of the roster is evaluated based on the fulfillments of the soft constraints. The basic objective is to achieve a feasible roster with a good quality.
NRP has attracted many researchers over time since 1960 and there are many methods investigated to tackle this problem. These methods include Genetic Algorithm (GA) (Cai and Li, 2000; Tsai and Li, 2009) , Ant Colony Optimization (Gutjahr and Rauner, 2007) , Tabu Search (Dowsland, 1998; Burke et al., 1999) , Simulated Annealing (Brusco and Jacobs, 1995) , Variable Neighborhood Search (Burke et al., 2008; Bilgin et al., 2012) , and Scatter Search (Burke et al., 2009) . For more details, see the surveys of (Cheang et al., 2003; Burke et al., 2004; den Bergh Jorne et al., 2013) . It should be noted that all of these methods could not obtained exact solutions for any of the problem instances due to their complexity and the contradictory between constraints. Clearly, the research in the field of NRP is still active and presenting a new potential method like HSA could benefit the domain with a new optimization template that might be able to achieve promising results.
Optimization is a process that aims to select the best values for different problem variables under certain constraints (if any). Harmony Search Algorithm (HSA) is a one of the latest population-based metaheuristic methods proposed by Geem et al. (2001) . It has been used for solving different optimization problems such as: The blocking permutation flow shop scheduling problem (Wang et al., 2011) , the optimal power flow problem (Sivasubramani and Swarup, 2011) , the Recently, Awadallah et al. (2011b) adapted HSA for NRP using INRC2010 dataset. Experimentally, this method achieved promising results especially for small instances of INRC2010 dataset. In another development, Awadallah et al. (2011a) modified the HSA by integrating specific local search procedures in the pitch adjustment operator in order to cater for the soft constraints violation. On the other hand, the modified HSA is hybridized with greedy shuffle local search procedure to locally enhance the new solution at each iteration . The three harmony search-based algorithms proposed in Awadallah et al. (2011a,b) and suffer from the slow rate of convergence especially for the hardest instances. This is because they couldn't considered the natural rule of Darwin's survival-of-the-fittest in memory consideration operator. Note that in the original memory consideration, the values of the decision variables are taken from any solution stored in HM, not from the fittest solutions.
In this paper, we investigated selection methods in the memory consideration of HSA for solving NRP. This is to study the possible effect of integrating these selection methods with the memory consideration on the performance of HSA using a discrete optimization problem like NRP. The main concern of these selection methods is to employ the survival-of-the-fittest principle and thus emphasizing on the most promising search space regions during the search. It is noteworthy that the selection methods used in this paper include tournament, proportional, linear rank of GA, and global-best of Particle Swarm Optimization (PSO). The proposed HSA variations (i.e. five HSA variations are proposed where each of which is HSA with one selection method in memory consideration) are tested using standard dataset introduced by the first International Nurse Rostering Competition INRC2010. The results of the experimental showed that the variation of HSA with tournament memory consideration selection (TMCS) method achieved best convergence rate as well as the best results in comparison with other variations of HSA.
The remainder of the paper is organized as follows: Sec. 2, we are overviews the NRP we were dealing with, where Sec. 3 provides an overview of procedural steps of HSA. Section 4 describes HSA with different memory consideration selection methods. The results of application of HSA with the different selection methods to NRP is given in Sec. 5. The conclusion and future directions are described in Sec. 6.
Problem Description
The NRP is tackled by assigning a set of nurses with various skills and work contracts, to a set of shift types over a predefined scheduling period. The NRP solution (or roster) is subject to hard and soft constraints. The hard constraints (see H 1 , H 2 in Table 1 ) must be fulfilled in the roster to be feasible. The fulfillment of soft constraints (see S 1 -S 10 in Table 1 ) is desirable to satisfy as much as possible, and used to determine the quality of the roster. The basic objective is to find a feasible roster with a good quality. 
Symbol
The constraint H 1 All demanded shifts must be assigned to a nurse. H 2 A nurse can only work one shift per day, i.e. no two shifts can be assigned to the same nurse on a day.
S 1
Maximum and minimum number of assignments for each nurse during the scheduling period.
S 2
Maximum and minimum number of consecutive working days.
Maximum and minimum number of consecutive free days. S 4 Assign complete weekends. S 5 Assign identical complete weekends. S 6 Two free days after a night shift. S 7
Requested day-on/off. S 8
Requested shift-on/off. S 9 Alternative skill. S 10 Unwanted patterns. (where pattern as a set of legal shifts defined in terms of work to be done during the shifts (Wren, 1996) ). The hospital administration organizes work by dividing each day during the scheduling period to a set of shifts such as day, late, early, and night shifts. Each shift requires a predefined number of nurses (i.e. demand nurses) each with specific skills to fulfill the different services provided (see Table 2 ).
Each nurse can be assigned to a set of shifts based on his/her skills and details of work contract. The nurse with higher skill level can be assigned to the shifts with the same or lower skill level. The contract defines the job specification for the nurse that includes the maximum and minimum number of assignments during the scheduling period, the maximum and minimum number of consecutive working days, the maximum and minimum number of consecutive free days, the weekend days (such as Saturday-Sunday, or Friday-Saturday-Sunday), assignment of complete and identical weekend, assignment of two free days after night shift, defined alternative skills for the nurse, and determined patterns (i.e. consecutive group of shifts) that the nurse does not like to work on. The contract details are transformed to a soft constraints (S 1 -S 6 , S 9 , and S 10 in Table 1 ).
The preferences of the nurse are collected before generating the roster, and these preferences are changed from scheduling period to another. These preferences include the day-off, day-on, shift-off, and shift-on which are part of the soft constraints (S 7 and S 8 in Table 1 ). Notably, the mathematical formulation for NRP using INRC2010 dataset presented in Awadallah et al. (2013) .
The roster is evaluated using the objective function formalized in (1) that adds up the penalty of soft constraint violations in a feasible roster.
It should be noted that s refers to the index of the soft constraint, c s refers to the penalty weight for the violation of the soft constraint s, and g s (x) is the total number of violations for the soft constraint s in solution roster x.
Harmony Search Algorithm
HSA is an optimization method inspired by the musical improviation process. Naturally, musicians play their instruments, practice by practice, seeking for a pleasing harmony (a perfect state) as determined by audio-aesthetic standards. Each musician improvises any pitch within the possible pitch range, together making one new harmony. If all the pitches make a good harmony according to the audio-aesthetic standard, that experience is kept in each musicians memory, and the possibility of making a good harmony is increased in the next practice. During each practice, when the musician improvises one pitch, he/she follows any of these three rules: (i) playing any of the pitches from HM; (ii) modifying a pitch which exists in his/her memory; and (iii) playing a random pitch within its possible range.
Analogically, in the optimization, a set of decision variables are assigned with values, iteration by iteration, seeking (near-) optimal solution as evaluated by an objective function. Each decision variable is assigned with value from the possible range of values, together making one solution vector. If all the values of decision variables make a good solution, that solution vector will be stored in memory and the possibility to construct a good solution is also increased in the next iteration. Note that, in each iteration, each decision variable is assigned one value depending on the following three rules: (i) choosing a random value from HM; (ii) choosing an adjacent value of one value stored in HM; and (iii) choosing a random value from the range of possible values. These rules were formulated by Geem et al. (2001) as operators of the HSA that include: (i) memory consideration, (ii) pitch adjustment, and (iii) random consideration respectively. HSA has five main steps will be described below, and the HSA pseudo-code is provided in Algorithm 1.
Initialize the parameters of optimization problem and HSA
In general, the optimization problems is modeled as follows: if (U (0, 1) ≤ HMCR) then 4:
if (U (0, 1) ≤ PAR) then 6:
end if 8:
x j ∈ X j {random consideration} 10:
end if 11: end for STEP4 Update the harmony memory
Replaces x worst by x in the HM.
3: end if STEP5 Check the stopping criterion 1: while (the maximum number of improvisations NI is not reached ) do
2:
Repeat STEP3 and STEP4 3: end while where f (x) is the objective function; x j is the decision variable in the solution vector x; X j is the set of the possible range of values for the design variable x j ; and N is the number of design variables in the solution vector x. The HSA parameters are also specified in this step. These are the harmony memory size (HMS), or the number of solution vectors in harmony memory; the harmony memory (HM); harmony memory consideration rate (HMCR), or the rate of selecting the values from HM vectors; pitch adjustment rate (PAR), or the rate of the local improvement; the number of improvisations (NI), or the number of iterations. It should be noted that the HMCR and PAR are parameters used in the improvisation process and they will be explained in more detail in the steps to come.
Initialize HM
The HM is a space of memory used to keep a set of solution vectors as the HMS, where these vectors randomly generated. Furthermore, the objective function value (or quality) for each vector is determined (see (2)).
Improvise a new harmony
The new solution vector,
, is improvised based on three operators: memory consideration, random consideration, and pitch adjustment. The memory consideration, which makes use of accumulative search from HM vectors (i.e. same functionality as the crossover operator in GA). The random consideration, which is used to diversify the new solution vector (i.e. same functionality as the mutation operator in GA). The pitch adjustment, which is responsible for the local improvement (i.e. same functionality as move in local search). The three operators work as follows:
Memory consideration
In this operator, the value of the decision variable x j for the new solution vector x is selected from any of the historical values in the specified HM, x j ∈ R j , where
. . , HMS} with a probability of HMCR, where HMCR ∈ (0, 1).
Random consideration
This operator randomly selects a value for the decision variable x j from its feasible range X j with probability 1-HMCR. The memory consideration and random consideration operators select the value of x j as follows:
x j ← R j with a probability HMCR, X j with a probability (1 − HMCR).
Pitch adjustment
Every decision variable x j obtained by the memory consideration is adjusted to its neighboring value with probability PAR, where PAR ∈ (0, 1), as follows: pitch adjustment for x j ? ← Yes with a probability PAR,
No with a probability (1 − PAR). 
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If the pitch adjustment decision for x j is Yes, the value of the decision variable x j is modified to its neighboring value as follows:
where x j is assigned with value v j,k , that is, the kth element in X j . m is the neighboring index, m ∈ Z + .
Update HM
If the new harmony x is better than the worst harmony x worst in the HM, the new harmony is included in the HM and the existing worst harmony is excluded from the HM.
Check the stopping criterion
Based on NI (maximum NI), Steps 3.3-3.5 of HSA are repeated.
HSA for NRP
Experiments with the basic HSA for NRP using INRC2010 dataset show that the algorithm suffers from the slow of convergence especially for the hardest instances. This is because the basic HSA not considered the natural rule of Darwins survivalof-the-fittest. In this paper, we used a set of selection methods inspired from other evolutionary techniques to replace the original random selection method in memory consideration of HSA, in the hope to speed up convergence. HSA for NRP has five main steps will be described below as follows.
Initialize the parameters of NRP and HSA
The solution vector (or roster in NRP) is represented as a vector of allocations (or decision variables), i.e. x = (x 1 , x 2 , . . . , x N −1 , x N ), where each allocation x j assigned four values (Nurse number, Day number, Shift number, and MCF) as shown in Table 3 . The Memory Consideration Flag (MCF) is a binary variable that sets to one when the current allocation is assigned by the memory consideration or zero otherwise. This roster should be evaluated using the objective function (see (1)). Table 3 . Roster x representation. The parameters of NRP are extracted from the raw data of the INRC2010 dataset, which includes for each nurse the maximum number of assignments; the minimum number of assignments; the maximum number of consecutive working days; the minimum number of consecutive working days; the maximum number of consecutive free days; the minimum of consecutive free days; the days of weekends; assigning complete weekend; assigning identical weekend; assigning two free days after night shift; defining the alternative skills if they exist; and defining the set of unwanted patterns. Furthermore, the nurse preferences parameters are drawn from the datasets that include day-off, day-on, shift-off, and shift-on (all these parameters as discussed in Sec. 2). Furthermore, the parameters of HSA are also initialized in this step which includes HMS, HMCR, PAR, and NI.
Initialize HM
In this paper, we used a heuristic ordering (Burke et al., 2008) to construct the initial feasible rosters and stored them in ascending order in HM based on objective function value (see example (3)). The heuristic ordering method allocates different nurses in a roster as follows: this method sorts the different shifts in ascending order based on their difficulty level, noting that the lowest weekly nurses demand is the highest difficulty (see Table 4 ). Then the required nurses of the ordered shifts will be assigned starting from the most difficult and ending with the easiest. Furthermore, the worst roster x worst (i.e. the roster with the highest penalty value) in HM is determined. 
HM

Improvise a new harmony
The new roster,
, is improvised based on the three operators: memory consideration, random consideration, and pitch adjustment. It must be feasible (i.e. it must be satisfied all hard constraints). In contrast, if the improvisation process fails to improvise a feasible roster the repair procedure will be triggered. The three rules of the improvisation process work as follows. 
Memory consideration
The main concern of this study is to use a set of selection methods to replace the original random selection of this operator. In this operator, the allocation x j of the new roster x will be assigned by a feasible value from a corresponding allocations x j ∈ R j , where R j ⊆ {x i j | i = 1, 2, . . . , HMS} with probability of HMCR, where HMCR ∈ (0, 1). Basically, the elements of R j are extracted from the rosters stored in HM by using Algorithm 2. However, if the R j = φ, this means there is no feasible value for x j to make the new roster feasible. In such case, the Random Consideration is triggered to assign the value for x j .
For example, the HM in (3) includes different allocations of three rosters x 0 -x 2 . The first allocation x 1 is assigned value from R 1 , where R 1 = {(30, 0, 2, 1), (1, 0, 1, 1), (0, 0, 0, 0)}. Practically, all elements in R 1 are feasible for x 1 , due to this the first allocation takes a value, assuming that x 1 is assigned with the first value (30, 0, 2, 1). It works the same manner in the second allocation x 2 ∈ R 2 , where R 2 = {(1, 0, 0, 1), (2, 0, 2, 0)}. Clearly, the value (30, 0, 1, 1) is excluded from R 2 , and so there is a violation to the second hard constraints H 2 (i.e. the nurse 
f lag = true 
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n 30 is assigned two shifts s 2 and s 1 on the same day d 0 , where the nurse can be assigned a maximum of one shift on the same day). The same process is used to assign values for other allocations. The different selection methods can be described as follows:
• Random memory consideration selection (RMCS). This is the original selection method of memory consideration operator that was introduced by Geem et al. (2001) . Each roster in HM has the same chance (or probability) to give its value to a specific allocation x j in the new roster x if the feasibility is achieved. In other words, at each iteration, the allocation x j will be assigned with a value
• Global-best memory consideration selection (GMCS). This selection method was introduced by Kennedy and Eberhart (1995) derived from PSO. At each iteration, the best roster (x best = x 1 ) inside the HM has the total probability to give its value x 1 j for the current allocation x j in the new roster x , and the other roster probabilities in HM are zeros. Practically, if the feasibility of the x is not achieved, the second best roster x 2 is used to give its value x 2 j for the allocation x j , and so on until the last roster x HMS is reached.
• Proportional memory consideration selection (PMCS). This selection method was introduced by Holland (1975) . At each iteration, the fittest rosters have the higher probability to give value to a specific allocation x j in the new roster x , where the worst roster has the smaller probability. The probability of each roster is defined as follows:
where,
where i ∈ (1, 2, . . . , HMS).
The allocation x j will be assigned with a value of roster x i using Algorithm 3, where the roster x i is selected as follows: (i) the rosters in HM are mapped Algorithm 3 Proportional memory consideration selection
if Sum P rob i ≥ rand then 6:
GOTO 9 
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to contiguous segments of a line, such that each roster's segment represents its probability. Note that the summation of all probability values for all rosters in HM is unity, (ii) Generate a random value rand between 0 and 1, and (iii) select the roster whose segment spans the value of rand to give its value for the allocation x j if feasible. If the feasibility is not achieved, repeat the steps (ii) and (iii).
• Tournament memory consideration selection (TMCS). Goldberg et al. (1989) proposed this selection method which operates as follows: (i) choose the size of the tournament t-size, where 1 ≤ t − size ≤ HMS, (ii) select the rosters randomly from the HM (in this study without duplications) to fill the tournament t, and (iii) select the best roster from the tournament t to give its value to the allocation x j in the improvisation process. The allocation x j is assigned with the value of allocation x i j , where x i is the best roster in t if the feasibility is achieved. If the feasibility is not achieved, then the selection process is repeated from scratch for that allocation x j . In GA, the popular size for t fixed at each iteration is two, or selected randomly between one and HMS at each iteration.
• Linear ranking memory consideration selection (LMCS). This selection method was introduced by Baker (1985) . At each iteration, each roster in HM is ranked, where the rank of best roster x 1 in HM is HMS (i.e. rank(x 1 ) = HMS). In contrast, the rank of the worst roster x HMS in HM is one (i.e. rank(x HMS ) = 1). The selection probability of each roster in HM is computed as follows:
where max + min = 2 and 1 ≤ max ≤ 2. Notably, the mechanism work of this selection method is like the proportional selection. Furthermore, the main difference between this selection and the proportional selection is that the proportional selection depends on the fitness of the rosters in HM, whereas the linear rank selection depends on the rank of the rosters in HM. The roster with the best rank is used to give its value for the allocation x j , if feasible and its probability exceeds the predefined random selection probability value.
Random consideration
This operator randomly selects a value for allocation x j from its feasible range X j with probability 1-HMCR where the rules of heuristic ordering are considered. In practice, the elements of X j are concluded from the search space of NRP using Algorithm 4. It should be noted that m is the total number of nurses allocated to maximum number of shifts r, during the scheduling period b.
Pitch adjustment
This operator adjusts the allocation x j obtained by the memory consideration to its neighboring value during the improvisation process. In this paper, the pitch adjustment operator will be triggered when the improvisation process is completed for (s=0 to r-1) do 3: for (n=0 to m-1) do 4: if skill(n) ≥ skill(s) then 5:
GOTO 3 8: else 9: end for 15: end for rather than during the improvisation process. This is due to the fact that some of the soft constraints are not able to evade violation during the improvisation process. In other words, these constraints need a complete roster rather than a partial roster to evade its violations such as (S 1 -S 3 ).
This operator adjusts the allocation x j selected by the memory consideration when the MCF(x j ) = "one" to its neighboring value with probability PAR where PAR ∈ (0, 1) as follows: pitch adjustment for x j ? ← Yes with a probability PAR,
No with a probability (1 − PAR).
For NRP, if the pitch adjustment decision for the allocation x j is "Yes", one out of eight pitch adjustment procedures will be triggered as follows: 
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where rnd is generated randomly between 0 and 1. The eight pitch adjustment neighborhood structures are designed to run as follows:
(1) MoveOneShift pitch adjustment. This neighborhood is used to transfer the shift of specific allocation from the current nurse to another nurse selected randomly with probability [0, PAR/8] (2) SwapOneShift pitch adjustment. This neighborhood is used to exchange shifts of two allocations, while the both allocations in the same day. This procedure is triggered with probability (PAR/8, PAR/4]. (3) TokenRingMove pitch adjustment. This neighborhood includes two phases to solve the violations of two soft constraints S 4 , and S 5 . Firstly, transfer the shift of specific allocation from the current nurse to another nurse selected randomly if the soft constraint S 4 is not achieved. Secondly, exchange shift of the current allocation with another allocation selected randomly to solve the violations of the soft constraint S 5 if not achieved. This procedure is triggered with probability (PAR/4, 3×PAR/8]. (4) Swap2Shifts pitch adjustment. This neighborhood is used to exchange the shifts of four allocations, while each pair of allocations in the same day. This procedure is triggered with probability (3 × PAR/8, PAR/2]. (5) CrossMove pitch adjustment. This neighborhood is used to make double move shifts between two nurses. Firstly, transfer the shift of specific allocation from one nurse to another nurse. Secondly, transfer another shift from the second nurse to first nurse. This procedure is triggered with probability (PAR/2, 5 × PAR/8]. (6) MoveWeekend pitch adjustment. This neighborhood is used to transfer the shifts of the weekend from one nurse to another free nurse selected randomly with probability (5 × PAR/8, 6 × PAR/8]. (7) SwapConsecutive2Days pitch adjustment. This neighborhood is used to exchange pattern of shifts of two days between two nurses with probability (6 × PAR/8, 7 × PAR/8]. (8) SwapConsecutive3Days pitch adjustment. This neighborhood is used to exchange pattern of shifts of three days between two nurses with probability (7 × PAR/8, PAR].
The pseudo code of the new improvisation process is provided in Algorithm 5. In this paper, any pitch adjustment procedures that do not improve the new roster, or result in an unfeasible roster, will be discarded. It is worth noting that when the improvisation process is completed by using memory consideration and random consideration operators, the new roster is tested for completion (i.e. all allocations are assigned with values). If not complete, the repair process will be triggered to fulfill unassigned allocations with feasible values. The repair process consists of three steps as follows: Firstly, identify all allocations that are not scheduled in the new roster; secondly, identify the day(s), where the nurses demand are not completely 
Algorithm 5 New improvisation process
R j is defined using algorithm 2 4:
x j ∈ X j {random consideration} 8:
x j ∈ R j {memory consideration} 10:
MCFlage(x j ) = 1 end if 22: end for scheduled in the new roster; and thirdly, for each day identified, copy the allocations of the same day from the previous or next weeks.
Update HM
After a new roster x is improvised, the HM will be updated by the natural rule of Darwins principle "survival-of-the-fittest" between the new roster x and the worst roster x worst in HM. That is, the new roster x replaces the worst roster x worst in HM. Furthermore, reordering the rosters in HM in ascending order will be considered.
Check the stopping criterion
If the stopping criterion (NI) is satisfied, computation is terminated. Otherwise, Steps 4.3-4.5 are repeated.
Experimental Results
In this section, the performance of HSA with different memory consideration selection methods for NRP is evaluated using standard datasets published by the Machine with CoreTM processor 2.66 GHz, and 4 GB RAM. The parameters settings are the same for different selection methods due to study the effectiveness of different selection methods under the same environment, which includes HMS = 10, HMCR = 0.99, PAR = 0.7, and NI = 100,000. It is worthy of note that, the choices of these values are based on the best parameter settings achieved in Awadallah et al. (2013) .
INRC2010 dataset
The dataset established in INRC2010 is classified into three tracks: sprint, medium, and long, which are varied in complexity and size. Each track is categorized into four types in accordance with their publication time with reference to the competition: early, late, hidden, and hint.
The sprint track is the easiest, which consists of 33 instances are divided into 10 early, 10 hidden, 10 late, and 3 hint. The medium track is more complex than sprint track. It includes 18 instances, which categorized to 5 early, 5 hidden, 5 late, and 3 hint. The long track is the hardest, which includes 18 instances divided like medium track instances. Tables 5-7 showed the characteristics of sprint, medium, long tracks instances respectively. The features of each instance included in these tables are: the name; number of shifts; number of nurses available; number of different contracts; number of different skills for all nurses; number of unwanted patterns; number of weekend days such as two days (i.e. Saturday-Sunday) or three days (i.e. Friday-Saturday-Sunday); the existence of nurse preferences (i.e. Day-off, Shift-off); and the scheduling period. Notably, number of shifts in some of the instances is not fixed. In other words, number of shifts for each day during the scheduling period is not same. Example, sprint hidden 04 some days divided to three shifts and other days divided to four shifts. Furthermore, the weekend days are not fixed for all nurses in the same instance. For example, the weekend days for some nurse are SaturdaySunday, while the weekend days for the other nurses are Friday-Saturday-Sunday in the same instance.
5.2.
The effect of tournament size t on behavior of HSA with tournament memory consideration Table 8 provides the results of the HSA with tournament memory consideration on INRC2010 dataset using different tournament size (i.e. t = 2, t = 5, t = 10 = HMS, t ∼ U(1, HMS)). The numbers in Table 8 is referred to the value of the objective function which was formalized in (1), where the lowest value is the best. For each instance, the best (B.), mean (M.), worst (W.), and standard deviation (Std.) of the 10 runs are recorded. The best result is highlighted in bold. Experimentally, the behavior of HSA is improving as the tournament size t increases. This is because the tournament with larger size t has higher chance to include the best solution in the HM. Apparently, the HSA with t = 10 = HMS achieved the best results in 42 out 69 instances of INRC2010 dataset. This is due to the tournament at all times includes the best solution in HM, and uses this solution in the improvisation process. In other words, the selection mechanism of this method is similar to Globalbest selection of PSO, where the new solution inherits the characteristics of the best The results of HSA with linear rank memory consideration using various max values (i.e. max = 1, max = 1.3, max = 1.6, max = 1.9) are provided in Table 9 . The numbers in Table 9 refer to the value of the objective function which was formulated in (1), while the lowest value is the best. For each instance, the best (B.), mean (M.), worst (W.), and standard deviation (Std.) of the 10 runs are recorded. This is to study the behavior of HSA with various max using INRC2010 dataset, where the best is highlighted in bold. Clearly, the best results achieved by HSA when the value of the parameter max is close to 2. This is because the higher the value of max, the higher the rate of exploitation, and which is useful for solving NRP, where the search space for NRP is seems rugged. Experimentally, the HSA with max = 1.9 obtained the best results in 51 out of 69 instances of INRC2010 dataset. Note that the best results achieved by this variant HSA are used for comparison in Sec. 5.4.
Comparing results of the harmony search-based algorithms
The experimental results of HSA with the different memory consideration selection methods (i.e. RMCS, GMCS, PMCS, TMCS, and LMCS) are summarized in Table 10 . The numbers in Table 10 indicate to the value of the objective function, where the lowest value is the best. For each selection method of each instance, the best (B.), mean (M.), worst (W.), standard deviation (Std.) of the 10 runs are recorded. Furthermore, the best result among the five memory consideration selection methods for each instance of INRC2010 dataset is highlighted in bold.
As shown in Table 10 , for the sprint track instances results, it is difficult to decide which selection method achieved the best results. Whereas the RMCS achieved the best results in 11 instances, the LMCS in 10 instances, the PMCS in 8 instances, the TMCS in 6 instances, and the Global-best memory consideration selection in 5 instances out of 69 instances of INRC2010 dataset.
Similarly, for medium track instances as recorded in Table 10 , the TMCS achieved the best results in 14 out of 18 instances. This is due to the nature of the NRP, where the search space of the medium track instances seems rugged and need more efforts to achieve good results. In contrast, the search space of NRP in the smallest instance is very simple. This is because of the limited number of variables and the small size of these instances. Naturally, the new roster in the TMCS inherits the characteristics of the best roster in the tournament, where the rosters in the tournament selected randomly from HM.
Furthermore, Table 10 provides the results of the various memory consideration selection methods for long track instances. Experimentally, the Global-best memory consideration and the TMCSs achieved the best results in all instances of INRC2010. 
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This is due to the fact that in the two selection methods, the new roster inherits the characteristics of the best roster in HM. Thus leads to the speeding up of the convergence for the proposed method.
It should be noted that the Global-best memory consideration selects the value of the current allocation of the new solution from the best solution in HM, if the feasibility is achieved. If not, in such case, it will select from the second best solution in HM, and so on until the last solution is reached. In other hand, the tournament memory consideration selects the value of the current allocation from the best solution in HM, if the new solution is feasible. If the feasibility is not achieved, then it will randomly choose from the current allocation feasible range. Figure 1 plots the behavior of HSA using various memory consideration selection methods (i.e. RMCS, GMCS, PMCS, TMCS, and LMCS) when exploring the search space using some instances selected randomly from INRC2010 dataset. The run selected in this comparison was chosen randomly from the ten runs experimented with each memory consideration selection method for all instances of INRC2010 dataset. Note that, we use 5,000 iteration to show the differences among the different memory consideration selection methods visibly. The color lines in these diagrams show the correlation between the number of iterations and the objective function value (i.e. roster quality). An analysis of the diagrams shows that the roster quality improves as the number of iteration increases. The slope of the curves is relatively steep, which refers to the great improvement in the quality of rosters at the beginning of the search in all instances where there is possibly much of scope for improvement. The degree of improvement becomes relatively lower as the number of generations increases. Notably, the steepest slope curve that indicates which selection method is the best. Clearly, as shown in the figures, the TMCS method achieved the fastest rate of convergence and thus achieved best results in all instances. Also the GMCS method achieved the second fastest rate of convergence, while other selection methods obtained the worst rate of convergence. Figure 2 shows the box plots that illustrate the distribution of roster quality of 10 runs for the various memory consideration selection methods using four instances selected randomly from INRC2010 dataset. The box plot represents the distribution of the results of 10 runs in visualization format. The x -axis represents the memory consideration selection methods (i.e. RMCS, GMCS, PMCS, TMCS, and LMCS), while the y-axis represents the objective function values. The box plot includes a red thick horizontal line within the box which represents the median, while the top and bottom of the box are the upper and lower quartiles. The dashed appendages refer to the spread and shape of the distribution of results of 10 runs. The upper pink line is meant for worst result (i.e. maximum), the lower green line is for the best result (i.e. minimum), and symbol "+" is used to represent outliers results of 10 runs. It can be seen that there is a small distance between the best, median, and worst results which demonstrates that the proposed method is stable. Visually, the GMCS achieved the best median of results for three out of four instances in this figure. While the RMCS method obtained the best median of results for the fourth instance (i.e. sprint early04). increases. Note that, the small distance among the best, mean, and worst lines that indicate small rate of distribution among the results in HM such as GMCS and TMCS. Clearly, the results of the Global-best memory consideration selection and the TMCS after 100 iterations are moving towards the same direction in HM. This is because the new roster inherited the characteristics of the best roster in HM and this led to the speeding up of the convergence. For the other memory consideration selection methods, the results are varied and this appears because of the big distance between the best, mean, and worst curves. This is due to the slow rate of convergence for these selection methods.
Comparison with others
The best results achieved by different harmony search-based methods with different memory consideration selection methods in memory consideration are compared with those produced by other methods. Brief summary for the other methods is as follow: Lü and Hao (2011) applied a multi start tabu search algorithm to tackle INRC2010 dataset. The solution method includes, a heuristic technique used to generate feasible solution, while using two neighborhood structures (i.e. move and swap) and three search strategies under a probability-based schema to improve the solution. Valouxis et al. (2012) 
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(e) Linear rank memory consideration selection different nurses to working days while the second schedules the nurses assigned to working days and certain shifts. For medium and long tracks datasets, three additional neighborhood structures in the first phase were used. These neighborhoods include moving shifts between nurses, reschedule one specific day for all nurses, and reschedule two specific days for all nurses. Burke and Curtois (2010) tackled INRC2010 using two methods. The ejection chain-based method is used for the sprint track dataset while the branch and price method is used for medium and long tracks datasets. Bilgin et al. (2010) 
Harmony Search with Novel Selection Methods
with a greedy shuffle move. The hyper-heuristic was initially used to generate a feasible roster. The greedy shuffle was used in the improvement loop by swaps of partial rosters between nurses. Finally, Nonobe (2010) reformulate the problem as Constraint Optimization Problem (COP), and then used the "COP solver" based on tabu search to tackle INRC2010 dataset. Table 11 includes the best results of the our harmony search-based methods and the other comparative methods for tracks sprint, medium, and long respectively.
