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Glossary
α thermal expansion coefficient
αn effective mass coefficient
β half-width of the Gaussian distribution at the point
where Ψ falls to 1/e of its maximum value
c velocity of light
ci j components of second-order elastic stiffness constants tensor
C specific heat capacity
Cp mole fraction of defects in orientation p
∆ relaxation strength
εi j components of strain tensor
E Young’s modulus
Ea activation energy
E energy density at maximum deformation
Emax maximum strain energy
ESR electron spin resonance
f frequency
f0 resonant frequency
φ mechanical loss
FEA finite element analysis
γ
j
k
Grüneisen number
~G reciprocal lattice vector of the crystal
h amplitude of a gravitational wave respectively
relative strain
ħh Planck’s constant divided by 2π
HO harmonic oscillator
ICP-MS Inductively Coupled Plasma Mass Spectrometry
ICP-OES Inductively Coupled Plasma Optical Emission Spectrometry
IGWD interferometric gravitational wave detector
IR irreducible representation
J modulus of compliance
JR relaxed compliance of elasticity
JU unrelaxed compliance of elasticity
k spring constant
K isothermal bulk modulus
kB Boltzmann constant
κ thermal conductivity
Glossary 2
L arm length of an interferometer
λ acoustic wave length
λlaser laser wave length
λ
(p)
i j strain per mole fraction of defects
that have the same orientation p
m mass
M modulus of elasticity
MR relaxed modulus of elasticity
MU unrelaxed modulus of elasticity
ν Poisson’s ratio
νpq probability per second for a dipole to change
from orientation p to q
Np number of defects in orientation p
nt number of indepdt λ tensors
Pin laser input power
Pdiss average power dissipated in a test mass during one cycle
under the action of an oscillatory pressure
Ψ distribution function of relaxation times
Q mechanical quality factor
Q−1
bg
background loss
ρ density of the material
r0 radius of the laser beam spot where the intensity has decreased to 1/e
si j components of second-order elastic compliance constants tensor
Sx power spectral density of the thermal displacement x
σi j components of stress tensor
SAS standard anelastic solid
T temperature
τ relaxation time
τ0 relaxation constant, elementary reciprocal jump frequency
τd ring-down time
ΘD Debye temperature
vl longitudinal phonon velocity
vt transverse phonon velocity
V volume
V0 molecular volume
x displacement
Y mechanical admittance
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Introduction
The direct detection of gravitational waves is one of the biggest challenges to exper-
imental sensitivity today. The prediction of perturbations of space-time propagating
with the speed of light, called gravitational waves, by Albert Einstein [1] as a conse-
quence of his general relativity theory has been confirmed only indirectly up to now.
The energy loss of the binary pulsar PSR 1913+16 observed as a decreasing orbital
period agreed with the calculated energy of an emission of gravitational waves giv-
ing an indirect evidence that gravitational waves do exist [2–4]. A direct evidence
would not only be a confirmation of the existence of gravitational waves, but also of
the theory of general relativity. However, even if this evidence is adduced a bundle
of questions arises - questions about the properties and the origin of the universe.
A new kind of astronomy based on gravitational waves could bring new insights ad-
ditional to that gained by electromagnetic waves. Gravitational waves only weakly
interact with matter and such could give unperturbed information. This advantage is
on the other hand a handicap for their detection. Gravitational wave detectors have
to be extremely sensitive. In the current configuration they are able to detect grav-
itational waves which would induce a relative length change of up to 10−22 on the
earth [5]. As events producing such strong gravitational waves like black hole binary
coalescence in the neighbourhood of the earth are very rare, the detection probability
is also very low. To increase the probability and mainly to look deeper into the uni-
verse the sensitivity of the gravitational wave detectors has to be further enhanced.
Today gravitational wave detectors based on two detection principles are operating:
detectors working as resonant masses with resonant frequencies at most probable fre-
quencies of gravitational waves and detectors designed as optical interferometers for
observing the effective length changes induced by gravitational waves.
The focus of this work lies on detectors based on the interferometric detection prin-
ciple which are able to detect gravitational waves in a broader frequency band of
about 10 Hz to a few kHz [6]. Three main noise sources limit the sensitivity of these
interferometric gravitational wave detectors (IGWDs). Besides seismic noise in the
lower frequency region and photon shot noise in the upper range, the thermal noise
of the optical components mirrors and beam splitter causes a loss in sensitivity in the
mid-frequency range. The thermal noise can be mainly influenced by two physical
values - temperature and mechanical loss of the solid at that temperature and given
frequency. The current working IGWDs are operated at room temperature. Up to the
beginning of this work, the reduction of thermal noise has been mainly tackled by
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optimizing the mechanical losses respectively the mechanical quality factors of the
optical components. Note, that the quality factors Q are the reciprocals of the losses
at resonant frequencies. During the last years, the reduction of thermal noise by this
method stagnated due to several reasons. One reason is that the mechanical loss of
fused silica, the customarily used mirror substrate material, has been reduced by up-
grading the purity of the material and enhancing the surface quality up to a point
where its potential limit seems to be reached. At this point the second main param-
eter influencing the thermal noise gains importance - the temperature. The whole
thermal noise level could be lowered by withdrawing thermal energy by cooling the
optical components. First steps have been taken in this direction. A prototype of
a cryogenic interferometric gravitational wave detector is the CLIO [7] in Japan. As
mechanical losses are in general dependent on temperature, materials with low losses
at cryogenic temperatures are required for these future detectors. At the beginning
of this work first considerations have been taken concerning the material selection.
Measurements, however, were very rare.
In 2003 we started with the study of mechanical losses of potential materials for cryo-
genic IGWDs within our project ’Cryogenic Q-factor measurements of interferometer
components’ (subproject C4 of the SFB / Transregio 7 ’Gravitational Wave Astron-
omy’). The understanding of the loss processes in the materials is essential for an
effective and controlled lowering of the thermal noise. This requires systematic loss
measurements and their interpretation. The extensive and complex task demanded
the close collaboration of the involved researchers. The focus of the work of Ronny
Nawrodt [8] was to establish and characterize a high sensitivity measuring system for
materials with high mechanical quality factors. With this new method of mechanical
spectroscopy, cryogenic resonant acoustic (CRA) spectroscopy of bulk materials, Q
factors can be determined in the temperature range from 5 K to 325 K.
The main aim of my work and hence of this thesis was to analyze the measured data
and to acquire a description of mechanical losses in solids for the modelling and in-
terpretation of our experimental results. Based on the gained insights an advice con-
cerning the material selection and operating temperature for future cryogenic IGWDs
should be given.
The thesis is structured as follows. The first chapter gives an introduction into the
field of gravitational wave detection. The main noise sources of IGWDs are described.
Details on thermal noise, types of thermal noise, how to calculate it and its relation
to mechanical losses in solids are given in chapter two. A main part of the thesis is
the description of mechanical losses in solids in the third chapter. In chapter four an
approach for the extrapolation of the mechanical losses to the IGWD detection fre-
quency band from the systematic Q measurements is presented. Further, our method
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of mechanical spectroscopy, CRA spectroscopy, is introduced, including parameters of
the high precision experimental setup. Chapter five is again a main part of the thesis.
The acquired insights on mechanical losses in solids are applied to the measured data
on different materials. Statements on the selection of material and operating temper-
ature regarding the reduction of thermal noise in future cryogenic IGWDs are made
in chapter six. Finally, chapter 7 gives the conclusions and further prospects gained
from this work.
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1 The detection of gravitational waves
1.1 Gravitational waves and their sources
One of the most challenging questions for human beings is exploring the origin and
properties of the universe. Electromagnetic radiation is used to gain information from
astronomical distances in many space observatories all over the world. A further kind
of waves - gravitational waves - could give new insight into the universe, for instance
exploring the nature of the dark matter.
They have been predicted by Einstein according to the General Theory of Relativ-
ity [1]. He proposed them to be of quadrupole origin, travelling with the speed of
light. Gravitational waves merely weakly interact with matter. On the one hand
this property makes them interesting for astronomy, giving unperturbed information,
even back to the Big Bang. On the other hand it implies severe difficulties in detec-
tion. The amplitudes of gravitational waves even generated by masses of astronomical
dimensions are very small. The estimated strength of the signal on the earth, which
corresponds to a relative length change, even for the nearest heavy events (supernova
in the Milky Way) is about 10−19 [9]. Neighbour galaxies (Virgo cluster) are expected
to produce signal strengths of 10−21 to 10−20 for neutron stars or black holes during
gravitational collapse [10]. Other sources of gravitational waves are the coalescence
of compact binaries (consisting of neutron stars and black holes), an instability-driven
spin-down of neutron stars, accreting neutron stars, lumpy pulsars, and events in the
early universe forming a stochastic background of gravitational waves [10,11].
In spite of their tiny effect, an indirect evidence of the existence of gravitational waves
has been given by Hulse and Taylor in observing the binary pulsar PSR 1913+16
[2, 3]. The energy loss detected in form of the decrease of the orbital period agreed
very well with that predicted to be due to the emission of gravitational waves [4].
Thus, the indirect evidence was possible due to an accumulation of the gravitational
waves’ effects over time.
The direct detection of gravitational waves still is an ongoing challenge.
1.2 Types of gravitational wave detectors
On earth, two types of gravitational wave detectors are used: resonant mass detec-
tors and interferometric ones. In the 1960s Weber started his pioneering work in
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Fig. 1.1: The effect of the two polarization states (+ and x) of a gravitational wave
on a ring of free test masses. The propagation direction of the wave is perpendicular
to the page.
constructing and operating resonant bar detectors at room temperature [12]. These
were huge aluminium cylinders with resonances at about 1.6 kHz. Expected passing
gravitational waves of the same frequency should excite them to resonant vibrations.
In 1968 Weber started to report coincidences between different detectors thought to
be caused by gravitational waves [13, 14]. His results were doubted due to the facts
that they could not be reproduced by similar setups of other groups and that the
sensitivity of the initial detectors of the order of 10−15 over millisecond timescales
was far lower than that needed to observe the expected strongest signal strengths
of gravitational waves [6]. In the following years several improved resonant mass
detectors have been built [15, 16], in cylindrical as well as in spherical form, e. g.,
ALLEGRO [17], AURIGA [18], EXPLORER [19], MiniGRAIL [20], NAUTILUS [21],
and NIOBE [22]. One enhancement consists in the cooling of the detectors reducing
their thermal noise (for details on thermal noise see subsection 1.3.3 and chapter 2).
However, the disadvantage of a very narrow detection band still remains. An exten-
sion of the frequency range to at least 1 kHz to 4 kHz could be achieved by a new
concept, the Dual mass detector [23].
For a broad frequency band detection a second principle of detection is applied. Inter-
ferometers are able to detect changes in their arm lengths with high sensitivity. The
influence of an arriving gravitational wave on the interferometer is demonstrated on
the example of a ring of freely falling test masses in space shown in Fig. 1.1. The ring
is deformed according to the two possible gravitational wave polarisations which are
turned 45◦ to one another. Two of the test masses can be thought of as the end mirrors
of the interferometer with the beam splitter in the centre. An arriving gravitational
wave of amplitude h has the effect of a change of the interferometer arm lengths L of
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Fig. 1.2: Schematic of a gravitational wave detector based on a Michelson interfer-
ometer.
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∆L for each arm, but in the opposite direction (Fig. 1.1). Thus the total relative strain
is
h=
2∆L
L
. (1.1)
A schematic of an interferometer based on a Michelson design is shown in Fig. 1.2.
Currently working interferometric gravitational wave detectors (IGWDs) on earth are
GEO600 [24], LIGO [25], TAMA300 [26] and VIRGO [27]. Their detection frequency
band spans from about 10 Hz to a few kHz. Examplarily, the improvement of the
sensitivity of GEO600 is shown in Fig. 1.3. A comparison with Fig. 1.4 reveals that
GEO600 has nearly reached its design sensitivity limit. The ’Large Scale Cryogenic
Gravitational Wave Telescope’ (LCGT) is the future project of a Japanese gravitational
wave group. A cryogenic prototype, CLIO [7], has been already built. In space, a
detector working also based on the interferometric principle is planned - LISA [29].
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One of its advantages compared to the ground-based detectors is the absence of seis-
mic noise which permits the detection of gravitational waves of low frequency.
This work will further focus on the improvement of interferometric detectors.
1.3 Noise sources of interferometric gravitational
wave detectors
An overview of main noise sources in ground-based IGWDs is given in the following.
Fig. 1.4 shows the different contributions using the example of GEO600.
1.3.1 Seismic noise
The main noise source in the low frequency range of the gravitational wave detection
band - currently setting a lower limit to about 10 Hz - is of seismic nature. Its origin
are manifold processes caused by civilisation (e.g., traffic) as well as nature (e.g.,
movements of the earth and of water in oceans). Choosing a quiet place for the
detector is one measure to reduce the seismic noise. In the detector itself the test
masses have to be isolated from the environment. In GEO600 this is, for instance,
achieved by using triple pendulums with very low resonant frequencies.
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1.3.2 Photon shot noise
In the upper range of the detection band photon shot noise dominates. Statistical
fluctuations in the number of photons detected at the output of the interferometer
are not distinguishable from a length change due to a gravitational wave. A reduction
of the shot noise is gained by improving the input power P of the laser according
to [30]
detectable strain /
p
Hz hps noise =
1
L
È
λlaser ħhc
2π Pin
, (1.2)
where λlaser is the wave length of the laser with input power Pin, ħh is Planck’s constant
divided by 2π, and c the velocity of light.
Assuming the current used laser wave length of 1064nm and an interferometer arm
length of 1 km, an input power of 5 kW is required in order to reach a sensitivity of
10−21/
p
Hz.
1.3.3 Thermal noise
Between the dominating contributions of seismic and photon shot noise the detec-
tion sensitivity is limited by thermal noise. Different types of thermal noise can be
distinguished:
• Thermorefractive noise: The refraction indices of the mirror coatings are
changed by thermal fluctuations, resulting in phase noise of the laser beam.
• Thermoelastic noise: Statistical fluctuations of the temperature are transformed
by the thermal expansion into mechanical motion.
• Brownian noise: The system contains 1
2
kBT (kB: Boltzmann constant) ther-
mal energy per degree of freedom at a given temperature T according to the
Equipartition Theorem. This results in fluctuations of the surfaces of the test
masses and suspensions.
The mechanical motion of the system test mass and suspension leads to a change of
the arm lengths of the interferometer and therefore cannot be distinguished from a
gravitational wave signal. In the following chapters of this work the focus lies on the
analysis of this main noise source in the mid-frequency region of the interferometric
detectors to present well-directed methods to significantly reduce it.
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2 Thermal noise
In the following the expression ’thermal noise’ is used for the Brownian part unless
otherwise stated.
In a mechanical system, like the system mirror plus suspension, the Equipartition
Theorem predicts a mean value of 1
2
kBT thermal energy stored in each degree of
freedom. Degrees of freedom are translatory and rotatory motions of the atoms in the
system. Thus, it is clear that the thermal noise of the test masses can be influenced
by temperature. Another important parameter of thermal noise is the mechanical loss
of the system at the particular temperature and frequency. The aim of the present
work is a systematic analysis of the mechanical losses of the materials of the optical
components since it is essential for a directed reduction of thermal noise besides a
sufficient lowering of suspension losses. In this chapter possible ways of calculating
thermal noise are derived. At first the relation of thermal noise and mechanical losses
by the Fluctuation-Dissipation Theorem is elucidated.
2.1 Fluctuation-Dissipation Theorem
The Fluctuation-Dissipation Theorem (FDT) describes the relation between the noise
(fluctuations) in a system and its energy losses (dissipation) [31, 32]. It is general
in nature and can be applied to different kinds of systems (electronic system: John-
son–Nyquist noise). For a mechanical system the power spectral density of the ther-
mal displacement x at a temperature T and frequency f - simply called thermal noise -
is given by
Sx( f ) =
4kBT
(2π f )2
ℜY ( f ) in m2/Hz. (2.1)
ℜY ( f ) is the real part of the mechanical admittance. In the IGWDs only the ther-
mal displacement of the optical components in direction of the interferometer arm is
relevant for thermal noise. Therefore, the problem is treated in one dimension and in
the following, all vectorial quantities are represented by their components in direction
of the interferometer arm unless not otherwise stated.
In the frequency domain the admittance of a mechanical system gives the resulting
velocity v after applying a force F
Y ( f ) F( f ) = v( f ). (2.2)
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Hence, to gain the admittance for the calculation of thermal noise the force and ve-
locity of the mirrors in the frequency domain are required. An approach to model
the thermal noise of the mirrors in direction of the interferometer arms is to describe
them as coupled one-dimensional harmonic oscillators (HO).
2.2 Thermal noise of a single damped harmonic oscil-
lator
Starting with one one-dimensional HO with spring constant k, the spring experiences
in the dissipationless (elastic) case a restoring force according to Hooke’s Law
F el
spr
= −k x . (2.3)
A dissipating (anelastic) and therefore damped HO possesses an additional imaginary
term of the spring constant
F anel
spr
= −k1+ i tan(φ( f )) x . (2.4)
φ is the mechanical loss angle or factor and represents the phase shift between the ap-
plied force and the displacement x of the system. In general, φ depends on frequency
as well as temperature. Since merely materials with low losses are considered, φ is
small (φ ≪ 1). Therefore the tangent of the loss angle can be approximated by the
angle itself.
F anel
spr
= −k1+ iφ( f ) x . (2.5)
The equation of motion of a HO of mass m with internal friction is then
F( f ) = −m (2π f )2 x( f ) + k1+ iφ( f ) x( f ). (2.6)
F(f) is the internal thermal force. x(f) is substituted by v( f )/(i 2π f ), assuming
x( f )∝ exp(i 2π f t)
F( f ) = (i 2π f m− i k/(2π f )1+ iφ( f )) v( f ). (2.7)
With equation (2.2) the following relation is derived
Y ( f ) =
v( f )
(i 2π f m− i k/(2π f )1+ iφ( f )) v( f ) (2.8)
2 Thermal noise 13
=
k
2π f
φ( f )− i(2π f m− k
2π f
)
( k
2π f
φ( f ))2+ (2π f m− k
2π f
)2
. (2.9)
Using the substitution k = m (2π f0)
2, the admittance is given by
Y ( f ) =
m (2π f0)
2
2π f
φ( f )− i(2π f m− m (2π f0)2
2π f
)
(
m (2π f0)
2
2π f
φ( f ))2+ (2π f m− m (2π f0)2
2π f
)2
. (2.10)
Inserting Eq. (2.10) into the FDT Eq. (2.1) yields
Sx( f ) =
4kBT
(2π f )2
m (2π f0)
2
2π f
φ( f )
(
m (2π f0)
2
2π f
φ( f ))2+ (2π f m− m (2π f0)2
2π f
)2
(2.11)
=
4kBT
(2π)3 f
φ( f ) f 20
m

(φ( f ))2 f 40 + ( f
2
0 − f 2)2
 . (2.12)
In this context, φ( f ) is the frequency dependent loss at a given temperature T. The
expression for the thermal noise of a one-dimensional damped HO is simplified for
the frequency range above the resonance, the resonance itself, and the range below
resonance.
For f ≫ f0 and φ( f )≪ 1 the thermal noise is proportional to φ
Sx( f )≈
4kBT f
2
0
(2π)3m
φ( f )
f 5
. (2.13)
At the resonance, f = f0 and φ( f0) ≪ 1, the power spectral density of the thermal
displacement is inversely proportional to the mechanical loss
Sx( f )≈
4kBT
(2π)3m f 30
1
φ( f0)
. (2.14)
In the frequency range below resonance, f ≪ f0 and φ( f )≪ 1, the thermal noise is
proportional to the mechanical losses
Sx( f )≈
4kBT
(2π)3m f 20
φ( f )
f
. (2.15)
Thus, it is obvious that a thermal noise reduction in the detection frequency band of
the IGWDs, which is located below the resonances of the mirrors, can be achieved
by a reduction of mechanical losses at that frequencies. A further lowering can be
attained by cooling apart from increasing the resonant frequency. Since mechanical
losses are in general dependent on frequency and temperature, materials with low
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mechanical losses at cryogenic temperatures are required.
2.3 Thermal noise of coupled damped harmonic oscil-
lators
The mirrors can be modelled by coupled damped harmonic oscillators. In fact, for
homogeneous losses the response of the system can be modeled as a superposition of
normal modes. To gain the thermal noise in the region below the resonances of the
mirrors the contributions due to the existence of n modes are summed up
Sx( f ) =
∑
n
4kB T φn( f )
(2π)3αnm f
2
n
f
. (2.16)
φn is the loss factor associated with the n
th internal mode at temperature T. αnm is the
effective mass of the same mode. αn specifies the coupling between the mechanical
mode and the optical mode of the laser. It depends on the mass of the mirror, the res-
onant frequency fn and the laser beam width [33,34]. This method reaches its limit
when dealing with inhomogeneously distributed losses, e. g. for the composite mir-
rors, consisting of a substrate and thin optical layers. Then, the modes are correlated
and the sum is not correct. A mirror consists of a substrate and an optical coating
consisting of different materials. Therefore, inhomogeneous losses apparently occur.
A direct calculation of the thermal noise offers a way out of this problem. One method
is that of Levin [35] which is discussed in the following section.
2.4 Direct method for calculation of thermal noise:
Levin’s approach
In Levin’s approach [35] a time varying force with absolute value F(t) is applied on the
test mass’ surface. The resulting pressure possesses a spatial profile f (~r), depending
on the position vectors of the surface ~r with origin of the coordinate system in the
centre of the circular area
p(~r, t) = F(t) f (~r). (2.17)
Note, that the profile is that of the laser beam of the interferometric detector. Cur-
rently, Gaussian profiles are used
f (~r) =
exp(−r2/r20 )
πr20
, (2.18)
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where r0 is the radius of the laser beam spot where the intensity has decreased to 1/e.
With a cosinusoidal varying force
F(t) = F0 cos(2π t) (2.19)
with amplitude F0, the real part of the admittance is
ℜY ( f )= 2Pdiss
F20
, (2.20)
where Pdiss is the average power dissipated in the test mass during one cycle under
the action of the oscillatory pressure [35].
Applying the FDT (Eq. (2.1)) the thermal noise is
Sx( f ) =
2kBT
π2 f 2
Pdiss
F20
. (2.21)
For parts of the test masses with homogeneous dissipation Pdiss can be calculated by
Pdiss = 2π f Emax φ( f , T ) (2.22)
using the particular loss factor and the maximum strain energy Emax in the considered
volume. Emax can be numerously calculated using the finite element analysis (FEA)
based software ANSYS [36]. The contributions of different parts with homogeneous
losses of the inhomogeneous solid - like substrate and coating of a mirror - may then
be simply summed up. This method almost corresponds to the integration over the
volume V of the test mass
Pdiss = 2π f
∫
V
E(~r)φ(~r, f , T ) dV, (2.23)
where E is the energy density at maximum deformation. However, possible losses at
the interfaces of different materials are not included. A far more important remaining
problem is the determination of the mechanical loss factor of the test masses in the
detection frequency band of the IGWDS at cryogenic temperatures. Therefore, the
main part of this thesis treats the modelling of mechanical losses in chapter 3 and its
application to several low-loss materials in chapter 5.
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2.5 Thermoelastic noise
Besides Brownian thermal noise another kind of thermal noise, thermoelastic noise,
is present in the test masses of the IGWDs. Local thermal fluctuations in a solid which
are permanently present lead to mechanical fluctuations (changes of the volume)
mediated by the thermal expansion coefficient α. The so induced motion of the mirror
surfaces and suspensions causes a length change of the interferometer arms and thus
simulates a gravitational wave signal. Thermoelastic losses do not occur for pure
shear waves, since there is no change in volume. Braginsky et al. [37] calculated the
thermoelastic noise of an infinite test mass in the adiabatic limit under assumption of
a Gaussian laser beam with a diameter small compared to the diameter of the mirror
for an isotropic material
Sx( f ) =
p
2
π5/2
kBT
2α2(1+ ν)2κ
ρ2 C2 r30 f
2
, (2.24)
where ν is Poisson’s ratio, κ is the thermal conductivity, ρ is the density, and C is
the specific heat capacity. Later Liu and Thorne introduced a correction factor for a
finite test mass [38]. In general, i. e., for anisotropic solids the thermoelastic noise at
all frequencies can be calculated using Levin’s approach (section 2.4). The required
thermoelastic losses are yielded by solving the stress equation of motion and the heat
flow conservation equation, coupled by the thermoelastic constitutive equations, us-
ing ANSYS [39].
A reduction of thermoelastic noise in the IGWDs is aimed for by using other than
Gaussian laser profiles [40–43].
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3 Mechanical losses
As has been seen in chapter 2, besides cooling the mirrors of the IGWDs, a systematic
analysis of their mechanical losses is essential for a directed reduction of thermal
noise in the detection frequency range. This thesis focuses on the mechanical losses in
potential low-loss materials for mirror substrates. The results of the measurements of
these losses, using the experimental method described in chapter 4, require a suitable
interpretation. The total measured losses are a superposition of external and internal
losses. Both consist of contributions due to different loss processes. The aim of the
present chapter is to acquire mechanical loss models specific for the description of
the losses. The loss data measured are then analysed with these models in chapter 5.
Materials under consideration, like crystalline quartz, calcium fluoride, and silicon,
belong to the trigonal and cubic crystal systems. Therefore, the examples given are
restricted to these two crystal systems.
3.1 Elasticity, Anelasticity, and the Standard Anelastic
Solid
The following description of elasticity, anelasticity, and the Standard Anelastic Solid
(SAS) follows that given by Nowick and Berry [44].
On the way to a description of anelasticity, it is convenient to start with the behaviour
of an ideal elastic solid. At first, only simple modes of deformation, such as pure shear,
uniaxial deformation, and hydrostatic deformation, are considered to ease compre-
hension. Therefore, the second-order tensors stress, represented by the matrix (σi j),
and strain, represented by (εi j), are substituted by the scalars σ, and ε. Hooke’s law
gives their relation
σ = M ε, (3.1)
respectively ε = J σ, (3.2)
with M = 1/J , (3.3)
where M is the modulus of elasticity (often and also here called the modulus) and its
reciprocal J is named the modulus of compliance (or simply compliance). The moduli
corresponding to the mentioned simple modes of deformation are the shear modulus,
Young’s modulus, or the bulk modulus, respectively. In general, especially concerning
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Linear Unique equilibrium Instantaneous
relationship
(complete recoverability)
Ideal elasticity Yes Yes Yes
Nonlinear elasticity No Yes Yes
Instantaneous plasticity No No Yes
Linear viscoelasticity Yes No No
Anelasticity Yes Yes No
Tab. 3.1: Different types of mechanical behaviour.
anisotropic materials, the second-order tensors stress and strain are related by the
elastic stiffness constants (ci jkl), respectively the elastic compliance constants (si jkl),
which are fourth-order tensors. A detailed description is given in section 3.2.
The ideal elastic behaviour described by Eqs. (3.2) and (3.3) is defined by three con-
ditions
• the response is linear,
• a unique equilibrium value exists for each strain response corresponding to a
particular level of applied stress (or vice versa) which implies a complete recov-
erability of the response upon release of the applied stress or strain,
• this equilibrium response is achieved instantaneously.
Depending on which of (or combinations of) the conditions listed above are kept,
different mechanical behaviours emerge, arranged in Tab. 3.1. Thus, the difference
from ideal elasticity to anelasticity is that for anelasticity the equilibrium response is
achieved after the passage of sufficient time. This process of reaching a new equilib-
rium is termed anelastic relaxation and the time needed, relaxation time. Note, that
anelasticity indeed includes a partly instantaneous response. Only a fraction of the
response is nonelastic.
3.1.1 Quasi-Static Response Functions
An experiment in which either an applied stress or strain is held constant for any de-
sired period of time is termed quasi-static. Under such conditions, anelastic materials
exhibit phenomena of creep, the elastic aftereffect, and stress relaxation.
3.1.1.1 Creep and elastic aftereffect
In the creep experiment, a stress σ0 is applied abruptly to the sample and held con-
stant, while the strain ε is observed as a function of time (Fig. 3.1). From the re-
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Fig. 3.1: Creep and elastic afteref-
fect for (a) ideal elastic solid, (b)
anelastic solid, and (c) linear vis-
coelastic solid.
quirement of linearity, it is clear that ε(t)/σ0 is independent of σ0. Accordingly, the
response function is
J(t) = ε(t)/σ0, t ≥ 0. (3.4)
JU ≡ J(0) is called the unrelaxed compliance. The equilibrium value of J(t) is called
the relaxed compliance JR ≡ J(∞). The difference between the relaxed and the
unrelaxed compliance is the relaxation of the compliance δJ ≡ JR − JU . If the stress
σ0 is abruptly released after a creep experiment, the instantaneous (elastic) response
is in general followed by a time dependent decay of strain (Fig. 3.1). This effect is
called the ’elastic aftereffect’ or ’creep recovery’.
3.1.1.2 Stress relaxation
In a stress relaxation experiment, a constant strain ε0 is imposed on the solid, while
the stress σ is observed as a function of time. The stress relaxation function is given
by
M(t) = σ(t)/ε0, t ≥ 0. (3.5)
By analogy to the case of creep, MU ≡ M(0) is the unrelaxed modulus, MR ≡ M(∞)
is the relaxed modulus, and δM ≡ MU − MR is the relaxation of the modulus. From
the existence of a unique equilibrium relation between stress and strain, it follows
that the relaxed modulus is the reciprocal of the relaxed compliance
MR = 1/JR. (3.6)
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Fig. 3.2: Stress relaxation of an
anelastic solid.
The unrelaxed modulus and compliance are also reciprocals of each other as on
a short time scale, the material behaves as if it were ideally elastic and therefore
Eqs. (3.2) and (3.3) apply with constants MU and JU
MU = 1/JU . (3.7)
It should be noted that δM is not the reciprocal of δJ . In fact,
δM = δJ/(JU JR). (3.8)
The relaxation strength is a dimensionless quantity defined by
∆ ≡ δM/MR = δJ/JU . (3.9)
3.1.2 The primary dynamic response functions
Dynamic experiments are appropriate to gain information about the anelastic be-
haviour of the material at much shorter time scales. A stress (or strain) periodic
in time is applied to the system to determine the phase lag of the strain behind the
stress (or vice versa). In the complex notation, which is most convenient for describ-
ing periodic processes, the stress is given by
σ = σ0 exp(i 2π f t), (3.10)
where σ0 is the stress amplitude and f the vibration frequency. Due to the linearity of
the stress-strain relation, the strain with strain amplitude ε0 is periodic with the same
frequency, but lags behind the stress by the loss angle φ
ε= ε0 exp(i

2π f t −φ), (3.11)
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The ratio ε/σ is a complex quantity, called complex compliance
J⋆( f )≡ ε/σ = |J | ( f ) exp(−iφ( f )), (3.12)
with the absolute dynamic compliance
|J | ( f ) = ε0/σ0. (3.13)
An alternative description is to write the strain in the form
ε= (ε1− i ε2) exp(−i 2π f t), (3.14)
where ε1 is the amplitude of the component of ε in phase with the stress and ε2 the
amplitude of the component which is 90◦ out of phase. Dividing Eq. 3.14 through σ
results in
J⋆( f ) = J1( f )− i J2( f ), (3.15)
where J1 ≡ ε1/σ0 is the real part (the ’storage compliance’) and J2 ≡ ε2/σ0 the imag-
inary part (the ’loss compliance’). The response functions are linked by the following
relations
|J |2 = J21 + J22 (3.16)
tan(φ) = J2/J1 (3.17)
Relations for the complex modulus M ⋆( f ) are gained by substituting ’J’ by ’M’.
The energy stored Emax and the energy dissipated during a cycle of vibration ∆ E can
now be calculated by using the storage compliance, respectively modulus, and the
loss compliance, respectively modulus.
Emax =
∫ π/2
2π f t=0
σ dε=
1
2
J1σ
2
0 =
1
2
M1 ε
2
0 (3.18)
∆ E =
∮
σ dε= π J2σ
2
0 = πM2 ε
2
0 (3.19)
The ratio of dissipated to stored energy is related to the loss angle φ by
∆ E/Emax = 2π J2/J1 = 2πM2/M1 = 2π tan(φ) (3.20)
At this point, the ’superposition principle’ of Boltzmann should be noted: If a series of
stresses are applied to a material at different times, each contributes to the deforma-
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Fig. 3.3: Left: Maxwell
model; right: behaviour of
the Maxwell model on loading
and unloading.
tion as if it alone was acting. Thus, different loss effects merely sum up.
3.1.3 Maxwell model
The Maxwell model consists of a spring, represented by a modulus M , and a dashpot
with viscosity η = M τ connected in series (Fig. 3.3). The response to a sudden
applied stress is an instantaneous strain of the spring, followed by linear viscous creep
of the dashpot. The application of a constant strain gives rise to an instantaneous
stress in the spring since the dashpot does not react immediately. Continuously, the
stress decreases until zero as the dashpot proceeds to flow. Thus, the Maxwell model
is capable of describing complete stress relaxation.
In a series combination of two elements, 1 (spring) and 2 (dashpot), the stresses σ1
and σ2 are equal while the strains ε1 and ε2 are additive. The stress and the total
strain are thus given by
σ = σ1 = σ2, ε= ε1+ ε2. (3.21)
With σ1 = M ε1 and σ2 = M τ ε˙2 the appropriate stress-strain equation is
τσ˙+σ = τM ε˙. (3.22)
The Maxwell model is not suitable for the description of an anelastic material, since
it displays steady viscous creep, rather than the recoverable creep characteristic of
anelasticity. A model which possesses this property is the Kelvin-Voigt model.
3.1.4 Kelvin-Voigt model
The Kelvin-Voigt model describes the behaviour of spring and dashpot connected in
parallel (Fig. 3.4). Here, it is convenient to represent the spring by its compliance J
while the viscosity of the dashpot is η = τ/J . A stress applied has to be first entirely
sustained by the dashpot as it reacts only continuously with time. During its flow, the
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Fig. 3.4: Left: Kelvin-Voigt
model; right: behaviour of the
Kelvin-Voigt model on loading
and unloading.
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τσ
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(b) (c)
δJ δJη =
Fig. 3.5: Standard Anelastic Solid
containing a Kelvin-Voigt unit.
stress is transferred to the spring. If the stress is completely sustained by the spring,
the dashpot ceases to flow. Upon release of the stress, the spring remains extended
until the dashpot has crept back to its initial position.
In a parallel combination of two elements, 1 (spring) and 2 (dashpot), the strains ε1
and ε2 are equal, while the stresses σ1 and σ2 are additive. The strain and total stress
are thus given by
ε= ε1 = ε2, σ = σ1+σ2. (3.23)
Using ε1 = J σ1 for the spring and ε˙2 = J σ2/τ for the dashpot, the stress-strain
relationship is described by
J σ = ε+τ ε˙. (3.24)
Since the Kelvin-Voigt model does not allow for an instantaneous deformation, the
elastic part of anelasticity lacks. As this property was correctly given by the Maxwell
model, a combination of these two models could allow an appropriate description of
anelasticity.
3.1.5 Standard Anelastic Solid
Depending on which model is chosen as the basis for the description of anelasticity,
the Kelvin-Voigt or the Maxwell model, one of two equivalent models for the Standard
Anelastic Solid (SAS) is achieved (Figs. 3.5 and 3.6). Starting with a Kelvin-Voigt
unit (see subsection 3.1.4) a spring has to be attached in series to adjust the lack of
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Fig. 3.6: Standard Anelastic Solid
containing a Maxwell unit.
instantaneous elastic response. The qualitative features of this model (Fig. 3.5) are
as follows. Upon application of stress, the spring (a) deforms immediately while,
due to the dashpot, the Kelvin-Voigt unit remains undeformed. As time elapses, the
dashpot (c) yields until the stress upon the Kelvin-Voigt unit is transferred entirely
to the spring (b) and the stress on the dashpot vanishes. At this point there will be
no further change in the system with time. This creep behaviour shows all of the
characteristics of an anelastic material, in which the strain per unit stress goes from
an instantaneous value JU to a final value JR. Clearly, from the model, the compliance
of element (a) must be JU while the combined compliance of elements (a) and (b)
must be JR. Therefore, if the compliance of element (b) is called δJ , JR is given by
JU + δJ (as could be seen in 3.1.1.1). Finally, paralleling the procedure followed in
the case of the Kelvin-Voigt model, the viscosity of the dashpot is set equal to a time
constant divided by the compliance of the parallel spring. τσ is the relaxation time at
constant stress. At that time J(t) will have increased to all but 1/e of its total change
δJ .
This model also is capable of describing stress relaxation, since it is possible to hold a
strain. Initially, only element (a) will be extended, but the dashpot will then start to
flow until the stress σc upon it is zero.
The stress-strain equations of this model are gained by starting from the relations εa =
JU σa, εb = δJ σb, and ε˙c = δJ σc/τσ, for elements (a), (b), and (c), respectively. By
using Eqs. (3.21) and (3.23) it follows
ε = εa + εb, εb = εc (3.25)
σ = σa = J
−1
U
εa = σb +σc = δJ
−1(εb +τσ ε˙c). (3.26)
Eliminating εa, εb, εc, σa, σb, and σc, the differential stress-strain equation is derived
JRσ+τσ JU σ˙ = ε+τσ ε˙ where JR = JU +δJ . (3.27)
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model on loading and unloading.
The equation involves three independent parameters since the model contains three
elements. Therefore, the SAS model is also called ’three parameter model’.
Analogously, the differential stress-strain equation for the SAS model based on a
Maxwell unit is derived which is superior for the description of stress relaxation be-
haviour
σ+τε σ˙ = MR ε+MU τε ε˙, (3.28)
where the relaxation time at constant strain τε determines the time to 1/e of comple-
tion of the stress relaxation process.
Fig. 3.7 shows the behaviour of the SAS model on loading and unloading.
Dynamic response functions of the SAS analogue to section 3.1.2 are obtained by
substituting Eqs. (3.10) and (3.11) into the differential Eq. (3.27)
J1( f ) = JU +
δ J
1+ (2π f τσ)
2
(3.29)
J2( f ) = δ J
2π f τσ
1+ (2π f τσ)
2
. (3.30)
The relations are called Debye equations since they were first derived by Debye for
the case of dielectric relaxation phenomena [45]. Analogous equations are derived
for the modulus (see also Fig. 3.8)
M1( f ) = MU −
δM
1+ (2π f τε)
2
= MR+δM
(2π f τε)
2
1+ (2π f τε)
2
(3.31)
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M2( f ) = δM
2π f τε
1+ (2π f τε)
2
. (3.32)
According to Eq. 3.17 the tangent of the loss angle is given by
tan(φ) =
J2
J1
= δ J
2π f τσ
JR+ JU(2π f τσ)
2
(3.33)
This expression can be simplified by replacing τσ with τ, which is defined as the
geometric mean of τσ and τε,
τ≡ (τσ τε)1/2 = τσ(JU/JR)1/2 = τσ/(1+∆)1/2 = τε(1+∆)1/2. (3.34)
The result is
tan(φ) =
δ J
(JU JR)
1/2
2π f τ
1+ (2π f τ)2
=
∆
(1+∆)1/2
2π f τ
1+ (2π f τ)2
. (3.35)
This function is called a Debye peak (see also Fig. 3.8). Its maximum occurs when
2π f τ= 1
tan(φmax) = ∆/2(1+∆)
1/2. (3.36)
For gravitational wave detection only low-loss materials are considered. For low losses
(∆≪ 1, φ≪ 1, τσ = τε = τ) Eq. 3.35 can be simplified to
tan(φ) = ∆
2π f τ
1+ (2π f τ)2
(3.37)
Then, also the tangent of the mechanical loss angle can be approximated by the loss
angle itself
φ =∆
2π f τ
1+ (2π f τ)2
(3.38)
3 Mechanical losses 27
Dissipationper cycle in dependence on frequency
isothermal adiabatic
Elastic
work
done
σ
ε
Elastic
work
recovered
σ
ε
dissipated
energy
σ
ε
Frequency f
f1 f2 f3 f4 f5
E
n
e
rg
y
d
is
s
ip
a
te
d
p
e
r
c
y
c
le
σ
εεεε ε
Fig. 3.9: Dissipation per cycle in depen-
dence on frequency.
and
φmax =∆/2. (3.39)
Fig. 3.9 shows the dissipation per cycle caused by mechanical losses in dependence
on frequency.
3.2 Anisotropic elasticity and anelasticity
In the preceding sections stress and strain have been treated as though they were
scalar quantities. For (some modes of deformation of) an isotropic solid this is an ap-
propriate description. However, for anisotropic materials, like crystals, dependences
of the properties on the directions exist. In fact, stress and strain are symmetric
second-order tensors. They are related by the elastic stiffness constants ci jkl , respec-
tively the elastic compliance constants si jkl , which are fourth-order tensors, in the
generalised form of Hooke’s law
σi j = ci jklεkl , (3.40)
εi j = si jklσkl . (3.41)
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Note, that the elastic constants are called ’constants’ although they depend on fre-
quency, and temperature. Stresses and strains are symmetric. The 6 independent
components of stresses and strains, respectively, can be written as 6-dimensional vec-
tors in Voigt notation [46,47] with the components
σ11 = σ1, σ22 = σ2, σ33 = σ3,
σ23 = σ32 = σ4, σ31 = σ13 = σ5, σ12 = σ21 = σ6, (3.42)
and
ε11 = ε1, ε22 = ε2, ε33 = ε3,
ε23 = ε32 = 1/2 ε4, ε31 = ε13 = 1/2 ε5, ε12 = ε21 = 1/2 ε6. (3.43)
Pairs of indices are replaced by a single index according to
11→ 1 22→ 2 33→ 3 23,32→ 4 31,13→ 5 12,21→ 6 (3.44)
At the same time factors of 2 and 4 are introduced for the elastic compliance constants
si jkl = smn,when m and n are 1, 2, or 3, (3.45)
2si jkl = smn,when either m or n are 4, 5, or 6, (3.46)
4si jkl = smn,when both m and n are 4, 5, or 6. (3.47)
(3.48)
Thus, thanks to symmetry properties of stresses and strains the 81 elastic constants
are reduced to 36. Moreover, the existence of a unique strain energy potential reduces
them further to 21. In the simplified form Hooke’s law is given by
σi = ci jε j, (3.49)
εi = si jσ j. (3.50)
The matrices of the elastic coefficients (ci j) and (si j) change with the orientation of
the coordinate axes for stress and strain in respect to the axes of crystal symmetry. A
simple form is obtained when the standard orientation is chosen [47]. In the follow-
ing these characteristic constants are used. The number of elastic constants is for most
crystal systems further reduced due to symmetry reasons. In the cubic system there
are 3 independent constants while in the trigonal system 6 constants exist. Matrices
of the elastic stiffness and compliance constants as well as their relations are given for
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Crystal Symmetry Stress Compliance Strain
system designation
Cubic A σ1+σ2+σ3 → s11+ 2s12 → ε1+ ε2+ ε3
Trigonal A 1p
2
(σ1+σ2) → s11+ s12 → 1p2(ε1+ ε2)
ց րp
2s13
ր ց
σ3 → s33 → ε3
Tab. 3.2: Symmetrized stresses, strains and compliances of type I [44]. The arrows
indicate the relationships.
Crystal Symmetry Stress Compliance Strain
system designation
Cubic E 2σ1−σ2−σ3 → s11− s12 → 2ε1− ε2− ε3
σ2−σ3 → s11− s12 → ε2− ε3
T σ4 → s44 → ε4
(or F) σ5 → s44 → ε5
σ6 → s44 → ε6
Trigonal E σ4 → s44 → ε4
(higher ց ր
symmetry
p
2s14
classes) ր ց
1p
2
(σ1−σ2) → s11− s12 → 1p2(ε1− ε2)
σ5 → s44 → ε5
ց րp
2s14
ր ց
1p
2
σ6 → s11− s12 → 1p2ε6
Tab. 3.3: Symmetrized stresses, strains and compliances of type II [44]. The arrows
indicate the relationships.
the cubic and trigonal system in the Appendix (Eqs. (A.7), (A.8), (A.9), (A.12), and
(A.20)).
3.2.1 Symmetrized stresses and strains
A further simplification of Hooke’s law can be obtained by using symmetrized stresses
and strains. For each crystal system there are six independent linear combinations of
the usual components of stress respectively strain which possess certain fundamental
symmetry properties associated with that of the crystal, obtained by means of group
theory [48]. For the cubic and trigonal case they are listed in Tab. 3.2 and 3.3, as well
as the symmetrized compliances. The symmetrized stresses and strains are separated
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according to the different ways in which they transform under the symmetry opera-
tions of the crystal. The kinds of transformations are associated with the irreducible
representations (IRs) of the point group to which the crystal belongs, designated by
the Mulliken symbols ’A’, ’B’, ’E’, or ’T’ [49]. Since a symmetry operation produces a
linear transformation of coordinates, it will, in general, generate a linear combination
of all six components of stress (or strain) by applying one. However, the symmetrized
quantities show much simpler transformation behaviour. The symmetry designations
are treated separately for the study of anelasticity. ’A’ is referred to as ’totally sym-
metric’. The linear combinations associated with this IR are unchanged by carrying
out any of the symmetry operations of the crystal. They are classified to be of type
I while the remaining symmetrized components are referred to as type II. A strain of
type I applied to a crystal does not change its symmetry while a crystal subjected to a
type II strain is lowered in symmetry. The stresses and strains of type II are of a pure
shear type. The symmetrized stresses and strains listed under ’B’ simply transform
into plus or minus themselves (B1 or B2). The IRs named ’E’ are doubly degenerate.
The symmetrized quantities occur in pairs. In general, one of them is taken into a
linear combination of both under a symmetry operation. ’T’ appears only for cubic
crystals and refers to a triply degenerate symmetry designation.
If more than one symmetrized stress or pair of stresses occurs for a symmetry desig-
nation, the particular symmetry designation is said to be ’repeated’. Only in this case
coupling between the symmetrized stresses or strains occur. Otherwise, they are de-
coupled which implies a great simplification in the description of anelastic behaviour.
An example is given for the trigonal case. There are two symmetrized stresses and
strains of type I

(ε1+ ε2)/
p
2

= (s11+ s12)

(σ1+σ2)/
p
2

+
p
2s13σ3, (3.51)
ε3 =
p
2s13

(σ1+σ2)/
p
2

+ s33σ3. (3.52)
The relevance of using symmetrized stresses and strains for the simplification of
Hooke’s law is summarized:
1. A symmetrized stress and a symmetrized strain which belong to different sym-
metry designations cannot be coupled to each other, i.e., the compliance con-
stant relating such a stress and strain must be zero.
2. For a degenerate designation the corresponding stresses and strains of a given
set are related by the same compliance constant while those which do not cor-
respond are not coupled to each other.
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From a practical viewpoint, however, it is difficult to apply these theoretically simple
stress systems to an actual sample since it is hard to excite just one of the symmetrized
stresses. Therefore, practical moduli like Young’s modulus (E) and the torsional mod-
ulus (G) are used. For a crystal arbitrarily oriented in an experiment, these practical
moduli involve all or several of the symmetrized compliances. Indeed, some practical
moduli are related to just one symmetrized constant, or contain no more than one
symmetrized constant of type I and one of type II. Experiments associated with those
moduli are of special importance for studies of anelasticity.
Important practical moduli for the cubic and trigonal system are given in the follow-
ing [44].
Cubic crystals:
E−1
<100> = s11 = 1/3

(s11+ 2s12) + 2(s11− s12))

(3.53)
E−1
<111> = 1/3

(s11+ 2s12) + s44

(3.54)
G−1
<100> = s44 (3.55)
(v2
l
ρ)<100> = c11 = 1/3

(c11+ 2c12) + 2(c11− c12)

(3.56)
(v2
t
ρ)<100> = (v
2
t
ρ)
[001]
[110] = c44 (3.57)
(v2
t
ρ)
[110]
[110] = 1/2(c11− c12) (3.58)
(v2
l
ρ)<111> = 1/3

(c11+ 2c12) + 4c44

(3.59)
Trigonal crystals:
E−1
[001] = s33 (3.60)
E−1
[hk0] = s11 = 1/2

(s11+ s12) + (s11− s12)

(3.61)
G−1
[001] = s44 (3.62)
(v2
l
ρ)[001] = c33 (3.63)
(v2
t
ρ)[001] = c44 (3.64)
(v2
l
ρ)[100] = c11 = 1/2

(c11+ c12) + (c11− c12)

(3.65)
In the case of anelasticity, these moduli change. For instance, Young’s modulus for the
cubic system changes like
δE−1 = δs11− 2

δ(s11− s12)− 1/2δs44

Γ. (3.66)
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Γ is given by
Γ = γ21γ
2
2+ γ
2
2γ
2
3+ γ
2
3γ
2
1 (3.67)
where γ1, γ2, and γ3 are the direction cosines between the direction of deformation
and the three crystal axes. For the cubic case, Γ varies from zero for deformation in a
< 100> direction to a maximum value of 1/3 for a < 111> direction.
3.3 Internal losses in an ’ideal’ solid
Assuming an ’ideal’ solid without any defects present the bad news is that even this
perfect solid shows mechanical losses. The important point for gravitational wave
detection respectively thermal noise reduction is that it is not enough to improve the
quality of the material regarding defects. Also, a minimum of these losses associated
with the material itself has to be located.
In general, mechanical losses in an ’ideal’ solid are caused by the coupling of temper-
ature changes to mechanical motion, therefore named thermoelastic losses, and the
interaction of acoustic waves with thermal phonons and free (conduction) electrons
of the solid. The latter mechanism is not described in this thesis as only non-metallic
materials are considered as potential materials for cryogenic gravitational wave de-
tectors because of their lower losses.
The reason for the thermoelastic losses as well as the phonon induced losses is the
anharmonicity of the crystal lattice leading to interactions of phonons. A major dif-
ference in both processes is the magnitude of the relaxation time. Thermoelastic
relaxation times determined by thermal conduction are much longer than times for
the relaxation of the phonon distribution. This statement is equal to that a temper-
ature can be defined locally in a sample even if the whole piece is not in thermal
equilibrium.
3.3.1 Thermoelastic losses
Thermoelastic losses occur due to a non-evanescent thermal expansion coefficient.
The thermal expansion coefficient connects changes in temperature with changes in
length. If parts of the solids are deformed by an acoustic wave their temperature
changes. Compressed parts heat up, while expanded parts cool down. The arising
temperature gradient is equalised by a heat flow accompanied by a conversion of
oscillation energy into thermal energy. Note, that pure shear waves do not cause
thermoelastic damping as they leave the volume unchanged.
The thermoelastic loss for a bar adiabatically vibrating in a longitudinal mode is given
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by [50]
φte = κ T α
2ρ 2π f /

9C2

. (3.68)
Although this equation was derived for an isotropic medium it holds in order of mag-
nitude also for an anisotropic crystal.
An equivalent description is given by [51]
φte =
Eα2T
C
2π f τ
1+ (2π f τ)2
, (3.69)
with the relaxation time
τ=
L2
Dth(nπvs)
2
, (3.70)
where Dth = κ/C is the thermal diffusivity of the material, L is the length of the
cylindrical bar, vs is the speed of sound and n is the index of the mode. This relax-
ation time is the characteristic time needed for the diffusion of heat between regions
of maximum compression and extension which are separated by a half wavelength
λ/2= L/n.
For flexural vibration modes of a thin disc of thickness h the losses are approximated
by [52]
φte = An
1+ ν
1− ν
Eα2T
C
2π f τ
1+ (2π f τ)2
, (3.71)
where An ≤ 1 is a dimensionless numerical constant characteristic of the nth flexural
mode and An = 1 corresponds to plane bending. The relaxation time is independent
of the mode number n for small n [51]
τ=
h2
π2Dth
. (3.72)
For further details see [53, 54]. The relaxation time respectively the mechanical loss
of thermoelastic processes is dependent on the geometry of the sample. Thermoelastic
damping plays a major role in the loss processes of metals and, because of the small
dimensions, in the coatings of the mirrors of the IGWDs. Due to the latter reason it
also gets much attention in the work on Micro- and Nanoelectromechanical Systems
(MEMS and NEMS) [55–57].
3.3.2 Losses due to interactions of phonons
The dissipation due to phonon-phonon interactions also occurs even in a perfect crys-
tal. It is a result from the anharmonic properties of the crystal. With a purely har-
monic potential the effects of different phonons would merely superpose. The interac-
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tion mechanisms differ depending on whether the relaxation time τ respectively the
mean lifetime of the phonons between two scattering processes is smaller or greater
than the oscillation period (2π f τ < 1 or 2π f τ > 1). In the first case, the thermal
phonons of the crystal experience a slowly varying medium of elastic constants gener-
ated by the passing elastic wave. In the latter, the wave length of the acoustic wave as
well as the mean free path of thermal phonons is of the same magnitude. Both kinds
of phonons, acoustic and thermal, interact individually controlled by selection rules.
The process occurring at higher temperatures where the wave length of the acoustic
wave is far greater than the mean free path of the thermal phonons was suggested
by Akhieser [58]. The strains induced by the passing acoustic wave change the fre-
quencies of the various lattice vibrational modes. A useful assumption is that all ther-
mal phonons belonging to the same branch k of the dispersion curve have the same
Grüneisen number γ j
k
. The branch is defined by the polarization and propagation
direction. The changes in frequency are then given by
(∆ f / f )k = −γ jkε j. (3.73)
Thus, the equilibrium distribution of the thermal phonons is disturbed. In equilib-
rium, the number of thermal phonons N in a mode m of frequency fm is determined
by the temperature T as described by the Planck distribution law which is a special
case of the Bose-Einstein distribution law with zero chemical potential
Nm =

exp(hfm/(kBT ))− 1
−1
. (3.74)
The form of the distribution is not changed for the branches, assuming an accordingly
changed temperature, as all frequencies of one branch are changed by the same frac-
tional amount, but the number of phonons is perturbed from the equilibrium distribu-
tion. The assigned change in temperature can be positive or negative corresponding
to the sign of the Grüneisen number according to
(∆T/T )k = −γ jkε j. (3.75)
In a formal way, the relaxation of the phonon distribution towards a new equilibrium
may then be described as a heat flow between the branches. In fact, the redistribution
occurs by interactions among the thermal phonons. The time needed to establish a
new state of equilibrium is the relaxation time τ. An often used approximation for
the relaxation time is [44]
τth = 3κ/(v
2
s
C), (3.76)
3 Mechanical losses 35
where vs is the Debye-averaged sound velocity
3/v3
s
= 2/v3
t
+ 1/v3
l
, (3.77)
vt being the mean transverse phonon velocity (slow and fast transverse waves exist),
and vl the longitudinal phonon velocity. Actually, this equation holds for an isotropic
solid. For anisotropic crystals there are methods available for determining a suitable
average velocity [59].
Eq. (3.76) describes a time related to processes of thermal conductivity. Unlike in
relaxation processes thermal resistivity is determined only by Umklapp processes
(U-processes) [44]. The probability of U-processes decreases very rapidly with de-
creasing temperature (as exp
−constant/(kBT )). Therefore, at low temperatures
(T ≪ ΘD, with Debye temperature ΘD) Normal processes (N-processes) mainly occur
and Eq. (3.76) no longer holds. The relaxation strength of the Akhieser damping is
determined according to Eq. (3.35) by a change of the modulus. For a longitudinal
wave the change in elastic constant is approximated using a mean square average
Grüneisen number γ2 [60,61]
δc11 = CTγ
2. (3.78)
However, γ2 serves as a semi-empirical constant and should not be mixed up with
the square of the ordinary Grüneisen constant. Since the various branches of the
phonon spectrum are excited in different temperature ranges γ2 should be temper-
ature dependent. A more complete expression for the elastic constants cii therefore
summarized over the contributions of the different branches k
δcii = T
∑
k
Ck(γ
i
k
)2. (3.79)
where Ck is the specific heat capacity associated with the k
th branch. Assuming low
losses, the mechanical loss itself is given by loss itself, for low losses:
φ =
δcii
cii
2π f τ
1+ (2π f τ)2
=
δcii
ρv2
s
2π f τ
1+ (2π f τ)2
, (3.80)
where ρ is the density of the material. Still, the problem of the determination of
Grüneisen numbers γi
k
remains. Often the oversimplified but often useful approxima-
tion has been made that the phonon frequencies depend on dilatational type of strains
only and all branches have the same Grüneisen number which is given by
γ= 3αK/C , (3.81)
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where K is the isothermal bulk modulus. Another way of describing anharmonicity
equal to Grüneisen numbers is in terms of third-order elastic constants as both are
related.
Some groups have worked on the Akhieser theory. To my knowledge, the evaluation
of Woodruff and Ehrenreich [61] is the most detailed and accepted one. On the other
hand, their rigorous theory is too impracticable to allow direct comparison with ex-
periments. Thus, simplified approaches have been considered here. The process of
the Akhieser effect is in principle well understood, but a quantitative expression for
explaining experimental data is still lacking.
In the Akhieser regime the whole assembly of thermal phonons is modulated by the
impressed acoustic wave. At lower temperatures where the mean free path of the ther-
mal phonons is of similar magnitude or greater than the wave length of the acoustic
wave interactions between the individual phonons - acoustic and thermal - take place.
This effect was originally suggested by Landau and Rumer [62].
Three phonon processes which means that the incoming acoustic phonon collides
with a thermal phonon to generate a second thermal phonon. In these interactions
the laws of conservation - energy and momentum - have to be obeyed. The conserva-
tion of energy is related to
fac + ft p1 = ft p2, (3.82)
while the conservation of momentum is described by
~qac +~qt p1 = ~qt p2+ ~G. (3.83)
with the reciprocal lattice vector of the crystal ~G. As written before U-processes with
G 6= 0 become seldom at low temperatures. Also, U-processes are highly unlikely
when one phonon is in the low frequency (< 1010 Hz) range. This is the case for
our Q measurements with resonance frequencies in the kHz-range. Therefore, only
N-processes are considered.
Many efforts have been made to model the interactions of acoustic waves with thermal
phonons [61, 63–76]. Nevertheless, especially high-frequency acoustic waves have
been taken into account, in contrary to our measurements in the kHz range [77–88].
The losses due to thermal phonons can be decreased in the Akhieser regime by intro-
ducing point defects in the crystal, e. g., by radiation damage. The reduction has its
origin in the decrease of the lifetime of the thermal phonons by more frequent col-
lisions with point defects. On the other hand, this decrease in lifetime increases the
uncertainty of the phonon frequency. In the Landau-Rumer regime the probability of
interactions of acoustic phonons with thermal ones grows thus increasing the losses
in this region.
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3.4 Internal losses in a ’real’ solid
In a ’real’ solid containing defects additional losses to those described in the preceding
section 3.3 appear. Nevertheless, since we are dealing with certain low-loss materials,
some defects are largely not present. These materials are quite hard which means
that they withstand plastic deformations. Plastic deformations are correlated with
the creation and movement of dislocations [89]. Thus, e. g., dislocations play a minor
role. Losses due to free electrons were also of minor importance as no metals have
been studied. Thus, the mechanical losses in our experiments are mainly assigned
to be induced by thermal phonons, point defects and surface effects. Surface effects
can be strongly reduced by polishing. The remaining influence of point defects is
described in the following section.
3.4.1 Point defect related relaxations
Point defects possess properties that are of importance concerning anelasticity. They
distort the lattice and they are in general capable of migrating in the crystal. The
jump of a defect from one site in a crystal lattice to another can be described by a
jump from one potential minimum to another in a double-well potential. Thereby a
wall with a height equal to the activation energy Ea has to be overcome (Fig. 3.10).
Thermally activated jumps permanently occur at a sufficient temperature. The oc-
cupation numbers of the states with minimum potential energy, indeed, remain the
same, forming a dynamic equilibrium. However, an arriving acoustic wave may lift
one side of the potential while the other side is lowered, depending on the direction of
propagation and polarisation of the wave. The occupation numbers of the new equi-
librium state are different to that of the former equilibrium. Therefore, an effective
redistribution of the defects from the state of higher to that of lower potential energy
occurs. This process, called relaxation, takes some time, named relaxation time (cf.
3.1.5). Through the redistribution, energy is dissipated to the thermal bath. This
energy is in effect withdrawn from the oscillation. The result is a damped vibration.
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The relaxation time depends exponentially upon the reciprocal temperature [90]
τ= τ0 exp(
Ea
kB T
), (3.84)
similar to the Arrhenius law. The combination of Eqs. (3.38) and (3.84) results in
tan
 
φ

=∆
2π · f ·τ0 · e
Ea
kB T
1+

2π · f ·τ0 · e
Ea
kB T
2 . (3.85)
Especially at very low temperatures there exists another process than that of thermal
activation described above. A particle can overcome the potential barrier by quantum-
mechanical tunnelling [91].
An adequate way of describing point defect induced relaxation is based upon consid-
erations of symmetry [44,48,92,93]. The applied stress is taken to be homogeneous,
so that only the type of site on which a defect is situated (and not its exact location)
is important. This consideration reduces the possible symmetry operations to that of
rotational type which are collected in the 32 point groups.
Now the case of just one point defect is considered. The presence of the defect de-
stroys the translational symmetry of the crystal, and the resultant crystal may be
thought of as a large molecule. The point-group symmetry of this defective crystal is
named ’defect symmetry’. The defect symmetry can be lower than or equal to that
of the former crystal. In the first case there exist nd distinguishable configurations
or orientations of the defect. For an elementary defect like a single substitutional or
interstitial atom, or a vacancy the defect symmetry is equal to the site symmetry of
the defect, not considering a probable further lowering of symmetry through readjust-
ment of the surrounding lattice. The site symmetry, which is generally different for
different points in the unit cell of the crystal, depends on the space group of the crystal
and is conveniently given in the International Tables for X-ray Crystallography [94]
for all possible sites in all of the 230 space groups. The defect symmetry of a com-
posite defect can be lower or equal to the site symmetry. The following description of
anelastic behaviour due to point defects follows that of Nowick and Berry [44].
3.4.1.1 Elastic dipole
A point defect introduced into a crystal produces local distortions. These distortions
enable an interaction between the defect and an applied stress. Because of the anal-
ogy to the interaction of an electric dipole with an electric field the defect producing
local distortions has been called elastic dipole [95].
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The strain introduced by a defect is
εd
i j
− ε0
i j
=
dd∑
p=1
λ
(p)
i j Cp. (3.86)
εd
i j
and ε0
i j
are the strains of the crystal with and without defects and p is the index of
the relevant defect orientation going from 1 to nd .
Cp = V0Np (3.87)
is the mole fraction of defects in orientation p, with the molecular volume V0 and the
number of defects in orientation p per unit volume Np. λ
(p)
i j is the strain per mole
fraction of defects that have the same orientation p, characterising the elastic dipole.
This second-order tensor which completely determines the interaction of a defect with
a stress field is given by
λ
(p)
i j = ∂ εi j/∂ Cp. (3.88)
The λ tensor is symmetric since it represents a strain tensor and can be visualised by
a strain ellipsoid with three perpendicular axes (Fig. 3.11). In the coordinate system
of the principal axes, the λ tensor is of diagonal form, with the principal values λ1,
λ2, and λ3 and independent of the orientation p

λ1 0 0
0 λ2 0
0 0 λ3

 . (3.89)
λ
(p)
i j can be gained from the principal values by
λ
(p)
i j =
3∑
m=1
α
(p)
imα
(p)
jmλm, (3.90)
where α(p)im is the direction cosinus between the axis i and the m
th principal axis for
the dipole orientation p. In general, there is no simple relation between the crys-
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tal axes and the principal axes of the λ tensor. Indeed, when the defect possesses
symmetry, the principal axes lie along the symmetry axes of the defect and in some
cases the number of independent principal values is decreased from three to either
two or one (cf. Tab. A.1). Since the form of the λ tensor is determined solely by the
symmetry system of the defect, the same λ tensor may belong to different defect ori-
entations. Accordingly, two defects with different orientations but the same λ tensor
are indistinguishable by analysing their behaviour under stress. For the number of in-
dependent λ tensors nt holds nt ≤ nd . If nt = 1 all defects (with different orientation)
behave identically under an applied stress. If nt > 1 a redistribution of defects occur
with one defect orientation energetically favoured over the others, causing anelastic-
ity. This means that the criterion for anelasticity due to point defects is that nt > 1. In
other words, only a defect with a system of lower symmetry than that of the crystal
can cause anelastic relaxation. For the values of nt for various defect symmetries in
the cubic and trigonal crystal system see Tab. A.2.
There are equivalent descriptions of the elastic dipole. Kröner [96] characterised the
elastic dipole by the negative stresses needed to maintain constant strain per unit
concentration of defects introduced into orientation p
P
(p)
i j = −∂ σi j/∂ Np = −V0(∂ σi j/∂ Cp). (3.91)
P tensor and λ tensor are related by the elastic constants
P
(p)
i j = V0
∑
k,l
ci jklλ
(p)
kl
, (3.92)
λ
(p)
i j = V
−1
0
∑
k,l
si jklP
(p)
kl
. (3.93)
The sum of the mole fractions of defects in orientation p, Cp, over all crystallographic
equivalent orientations is constant
nt∑
p=1
Cp = C0 = constant. (3.94)
A defect may change its orientation, but does not vanish. Also, no new defects are
introduced. With no stress applied all crystallographic equivalent orientations are
equally occupied, Cp = C0/nt for all p. By applying an homogeneous uniaxial stress
the corresponding strain is given by
ε= JUσ+
nt∑
p=1
λ(p)

C p − C0/nt

. (3.95)
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The first term represents the elastic strain, while the second gives the anelastic strain.
λ(p) can be calculated by Eq. (3.90). For the calculation of the relaxation strength
the equilibrium values of the concentrations C p for a given stress are required. The
deviation from the concentration in the unstressed solid is proportional to the stress
and the total concentration
C p −
C0
nt
≈ C0V0σ
ntkBT

λ(p)− 1
nt
∑
q
λ(q)

 . (3.96)
The redistribution of the elastic dipoles under an applied stress to a new equilibrium
is called stress-induced ordering. The substitution of Eq. (3.96) into (3.95) gives the
relaxation of the compliance
δJ =
εan
σ
=
C0V0
ntkBT

∑
p
(λ(p))2− 1
nt
(
∑
p
λ(p))2

 . (3.97)
The particular λ(p) can be obtained by using Eq. (3.90). Values for nt for the cubic and
trigonal system are listed in Tab. A.2. Eq. (3.97) is valid for any simple stress system.
It can be simplified to
δJ = βn(C0V0/kBT )(δλ)
2, (3.98)
where βn is a numerical factor of the order of unity and δλ is the appropriate differ-
ence in principal values. An estimation of δλ is calculated for interstitial sodium ions
in crystalline quartz as studied in section 5.2 using Eq. 3.98 [39]. The sodium fraction
in our samples lies below by ICP-OES (Inductively Coupled Plasma Optical Emission
Spectrometry) detectable amounts of 3µg per g. Thus, the concentration of defects
is C0 < 3× 10−6MSiO2/MNa = 3× 10−6 · (60.09 g/mol)/(22.99 g/mol) ≈ 7.8× 10−6,
where MSiO2 respectively MNa are the molar masses. The molecular volume is V0 =
MSiO2/(ρSiO2NA) = (60.09 × 10−3 kg/mol)/(2648 kg/m3 · 6.0221353 × 1023mol−1)
≈ 3.77 × 10−29m3. δJ is estimated using the maximum measured loss of φmax ≈
2 × 10−5 at Tpeak = 35 K for a z-cut crystalline quartz sample (cf. Fig. 5.4(a)),
δJ = 2φmax J = 2 · 2× 10−5/(76.5 GPa)≈ 5.2× 10−16m2/N .
The result is δλ =
p
δJ kBTpeak/(βnC0V0) ≈ 0.03. Thus, differences in strains per
unit concentration of defects in two principal directions of about 3 % are yielded,
assuming 3µg sodium per g of crystalline quartz. In fact, δλ could be higher due to
a smaller defect concentration. Therefore, other methods than ICP-OES with higher
sensitivity like ICP-MS (Inductively Coupled Plasma Mass Spectrometry) [97] should
be applied to determine the defect concentration in the future.
For certain stresses there is a complete absence of any relaxation as a consequence
of the defect symmetry. Therefore, ’selection rules’ for the existence or absence of
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relaxation under a certain stress are given in the next section. Because of the rela-
tion of the relaxation to the defect symmetry they provide an important basis for the
identification of the symmetry of an unknown defect in a given crystal.
3.4.1.2 Selection rules
Selection rules offer evidence of the existence or absence of relaxation under a certain
stress but they do not say anything about relaxation strengths. If a certain symmetry
is assigned to a defect and the selection rules allow for a relaxation, this relaxation
nevertheless might not be observed. Then, the predicted symmetry need not be wrong
in any case. A reason might be that C0(δλ)
2 (cf. Eq. 3.98) is too small to detect.
In the following it is assumed that only a single species of defect is present, so that
the conservation condition Eq. (3.94) applies. Then, only compliances of type II con-
tribute to relaxation. Recall that a compliance of type I does not reduce the symmetry
of the crystal. Therefore, a symmetry operation of this kind taking p into q leaves
λ(p) = λ(q). In this case λ(p) is independent of p, resulting in δJ = 0 which can be
seen from Eq. (3.97). Thus, only stresses and compliances of type II have to be con-
sidered.
Eq. (3.86) is reexamined in terms of symmetrized stresses and strains as well as sym-
metrized linear combinations of the concentrations. The basic principle behind it
is that a given symmetrized coordinate of concentration can only generate a strain
which is of the same symmetry designation, i. e., which transforms in the same man-
ner under symmetry operations of the crystal. The original set of concentrations is
taken as the basis for an nd-dimensional representation of the crystal group which is
then reduced to IRs. If a symmetry coordinate of strain belongs to the same IR as
one of the symmetry coordinates of concentration, the corresponding compliance will
undergo relaxation. The resulting selection rules are arranged in Tabs. 3.4 and 3.5.
The numbers given in the table (1, 2, or 3) indicate the number of distinct relaxation
times. The magnitude of relaxation for symmetrized compliances of type II S′
γ
with
symmetry designation γ can then be calculated for any crystal and defect symmetry
δS′
γ
=
C0V0
ntkBT
λ
′2
γ
, (3.99)
where λ
′
γ
is the symmetrized component of the λ tensor for the designation γ. This
equation differs from Eq. (3.97) in that the last term of Eq. (3.97) is zero for the
considered compliances of type II which correspond to pure shear stresses. The sum∑
p
(λ(p))2 is replaced by the simpler term λ
′2
γ
. The expression of λ
′
γ
is carried out
in terms of the components λ(p)i j for one value of p (e.g., p=1) [48]. Results for the
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Crystal Compliance
Defect
Tetragonal Trigonal Orthorhombic
< 100> < 110>
Cubic s11− s12 1 0 2 1
(Oh, Td , O) s44 0 1 0 1
Trigonal s11− s12 
(D3h, C3v, D3) s44 - 0 -
s14
Tab. 3.4: Selection rules for anelasticity, part 1 [44, 48]. The numbers given (1, 2,
or 3) indicate the number of distinct relaxation times. ’0’ means that no relaxation
occurs. A dash indicates that the defect symmetry is not possible in the particular
crystal system.
Crystal Compliance
Defect
Monoclinic Triclinic
< 100> < 110>
Cubic s11− s12 2 1 2
(Oh, Td , O) s44 1 2 3
[001] [100]
Trigonal s11− s12 
(D3h, C3v, D3) s44 - 1 2
s14
Tab. 3.5: Selection rules for anelasticity, part 2 [44, 48]. The numbers given (1, 2,
or 3) indicate the number of distinct relaxation times. ’0’ means that no relaxation
occurs. A dash indicates that the defect symmetry is not possible in the particular
crystal system.
magnitude of relaxation of the type II shear compliances are arranged for the cubic
and trigonal crystal systems, omitting the superscript p for convenience.
Cubic:
δ(S11− S12) =
C0V0
6kBT

(λ11−λ22)2+ (λ11−λ33)2+ (λ22−λ33)2

, (3.100)
δS44 =
4C0V0
3kBT

λ223+λ
2
31+λ
2
12

. (3.101)
Trigonal:
δ(S11− S12) =
C0V0
4kBT

(λ11−λ22)2+ 4λ212

, (3.102)
δS44 =
2C0V0
kBT

λ223+λ
2
31

, (3.103)
δS14 =
C0V0
2kBT

λ23(λ11−λ22) + 2λ13λ12

. (3.104)
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Eqs. (3.100)-(3.104) are applicable for defects of any allowed symmetry in the cor-
responding crystal. For the substitution of λ(1)i j in terms of the principal values see
Tab. A.3. Using the above expressions for the relaxation of the symmetrized compli-
ances, δE−1 or δG−1 can be obtained for any orientation in the crystal by the aid of
the appropriate equations in section 3.2.1.
Thus, two alternatives can be used
• Eqs. (3.100)-(3.104) plus a complete set of components λ(1)i j for one defect ori-
entation or
• Eq. (3.97) plus the component λ(p)11 in the direction of uniaxial stress but for all
defect orientations.
A remaining problem is that not all independent components of the λ tensor are
accessible by anelastic measurements (cf. Tab. A.1). Missing components can be ob-
tained by measuring changes in the lattice parameters of a crystal due to the presence
of a collection of randomly oriented defects which give rise to strains of type I. For
cubic crystals, the type I strain is purely hydrostatic. The relative change in lattice
parameter ’a’ per unit concentration of defects is
a−1(da/dC0) = 1/3 (λ1+λ2+λ3), (3.105)
and in the case for a trigonal crystal
a−1(da/dC0) = 1/2(λ1+λ2), (3.106)
c−1(dc/dC0) = λ3. (3.107)
Note that dielectric relaxation is also subject to selection rules that may coincide with
the anelastic ones [48,98]. Thus, measurements of dielectric losses could be a useful
additional method to mechanical loss measurements.
As mentioned before, Tabs. 3.4 and 3.5 give the number of distinct relaxation times
for the specified defect and crystal symmetry. These relaxation times can be written
in terms of the probabilities per second for a dipole to change from orientation p
to q, νpq, for one orientation p (e. g., p=1). If there is more than one independent
ν1q, a numbering system for the dipoles is required. A compact form is given with
a stereographic-projection diagram. The diagram is drawn such that the major sym-
metry axis reaches out of the page and gives for each dipole orientation the position
where a given principal axis intersects the reference sphere.
For trigonal crystals, there are three compliances showing relaxation and having all
the same relaxation times since they belong to the same symmetry designation. The
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Fig. 3.12: The numbering convention for
defects in trigonal crystals [44].
projection diagram is shown in Fig. 3.12 and the relaxation rates are [44]
Monoclinic defect:
τ−1 = 3ν12. (3.108)
Triclinic defect:
τ−1 = (3ν12+ν14+ν15+ν16)±1/2

(ν14− 2ν15+ ν16)2+ 3(ν14− ν16)2
1/2
. (3.109)
In many cases, like for the triclinic effect in a trigonal crystal (Eq. 3.109), a defect can
give rise to two or more relaxation times which may differ considerably from each
other, and thus may be even decades apart in their magnitudes. For the concomitant
phenomenon of the ’frozen-free split’ see the appendix.
Note, that in this chapter assumptions have been made for a first practicable descrip-
tion of the mechanical losses induced by point defects. Thus, only defects of a single
species (crystallographically equivalent set) have been considered. For further effects,
’reactions’ of defects, the conversion of a defect of one species into another species,
may be taken into account, in particular for crystalline quartz [98]. ’Interactions’ of
defects are negligible since the crystals used are of such high quality that remaining
defects are strongly diluted.
3.5 Overview of external losses
The determination of internal mechanical losses, associated with processes in the ma-
terial, requires the external losses to be of lower order of magnitude. Main external
loss sources occurring in our experiments are briefly outlined in the following.
For the measurement of its internal mechanical losses the sample has to be suspended.
The points of contact to the suspension allow for a transfer of oscillation energy from
the vibrating substrate to the suspension where it might be dissipated. Thus, mea-
surements on modes with larger displacement in the area of contact to the suspension
show in general higher losses [99].
Residual gas damping may also cause additional losses. At the usually low pressures a
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momentum transfer between the vibrating sample and the surrounding gas molecules
that collide with it is the dominating source. The result is a damping effect. The mag-
nitude of residual gas damping is inversely proportional to the residual gas pressure
as well as the surface area, and proportional to the frequency of the motion. There-
fore, the measurement of mechanical losses should be performed under vacuum. For
details on residual gas damping see [8].
3.6 Estimation of losses far below the resonant fre-
quencies
A direct measurement of the mechanical losses at the frequencies of the detection
band of IGWDs is impracticable for big samples with a geometry similar to that of
the test masses of the IGWDs, possessing resonant frequencies above 10 kHz. In the
off-resonant region only diminutive oscillation amplitudes can be achieved. Using
samples of a smaller size with lower resonant frequencies like vibrating reeds [100],
on the other hand, has the disadvantage for the study of substrate materials of a
smaller volume to surface ratio and possible diffent effects of geometry dependent
parameters like the thermal conductivity. A more feasible approach is to determine
the mechanical losses at the resonances of the test masses and then extrapolate the
losses in the lower frequency region. At a resonant frequency, the reciprocal of the
mechanical loss factor is given by the quality factor, or Q factor, of the oscillation.
1
φ
 
f0
 =Q   f0 . (3.110)
The Q factor is proportional to the ratio of the stored energy Emax to the dissipated
energy ∆Emax during an oscillation cycle
Q = 2π · Emax
∆Emax
. (3.111)
In temperature and frequency regions with only minor variations of the mechanical
losses, the reciprocals of the Q factors provide a good approximation for the losses
at off-resonant frequencies. This is the case for fused silica at room temperature as
can be seen in section 5.1. However, this approximation may not hold for a wide
temperature range, e. g. down to cryogenic temperatures. Therefore, it is preferable
to extrapolate the mechanical losses at other frequencies than the resonant ones by
performing systematic Q measurements.
Combining Eqs. (3.38) and (3.110) a single relaxation effect causes a damping at the
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resonant frequency f0 of the sample
Q−1
rel
 
f0, T

=∆
 
f0, T
 2π · f0 ·τ
1+
 
2π · f0 ·τ
2 . (3.112)
The temperature dependence of the resonant frequency has been omitted as it changes
less than 2 % between 5 K and 300 K for the materials which we have investigated
(fused silica, crystalline quartz, silicon, and calcium fluoride) and as such has a minor
effect on damping.
The total damping at f0 is the sum over all relaxation losses plus background damping
Q−1
bg
due to, for example, losses in the suspension of the sample (cf. section 3.5)
Q−1
 
f0, T

=
∑
i
Q−1
rel,i
 
f0, T

+Q−1
bg
 
f0, T

. (3.113)
With Eq. (3.112) the total damping is determined by
Q−1
 
f0, T

=
∑
i
∆i
 
f0, T
 2π · f0 ·τi
1+
 
2π · f0 ·τi
2 +Q−1bg   f0, T . (3.114)
Therefore by measuring the damping, or rather the Q factor, it should be possible to
obtain the relaxation parameters, assuming that the background losses are sufficiently
small.
In order to extrapolate the losses at off-resonant frequencies by using Eqs. (3.114)
in this frequency range, the dependences of the relaxation strength on temperature,
frequency, and on the directions of the crystal, as well as the mode shape must be
known. Since the mechanical losses in anisotropic materials can vary significantly
for different directions in the solid, optimal crystal cuts can be chosen. In iron, for
instance, losses induced by hopping carbon impurities are observable when applying
stresses in the 〈100〉 directions whereas in the 〈111〉 directions the losses decrease to
zero [101]. Further, the temperature and frequency dependences of the relaxation
times that do not follow the Arrhenius-like law (Eq. (3.84)) must be known, as well
as those of the background losses. In summary, for each application, an optimal
operation temperature can be determined for the frequency band at which mechanical
losses should be minimal.
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4 Cryogenic Resonant Acoustic
spectroscopy of bulk materials
(CRA spectroscopy)
Systematic measurements of the mechanical quality factor Q on low-loss materials
require a high sensitivity method stable from room temperature to cryogenic temper-
atures. To fulfil these demands a new kind of mechanical spectroscopy, Cryogenic
Resonant Acoustic (CRA) spectroscopy of bulk materials, has been established in our
project. The following sections give a brief overview of the method. For a detailed
description and characterisation see [8].
4.1 Overview of experimental setup and measuring
principle
The experimental setup is placed inside a custom made cryostat to perform the Q
measurements within a temperature range from 5 K to 300 K (Fig. 4.1) [102]. The
1
2
3 4
5
6
Fig. 4.1: Schematic of the custom
made cryostat [103]. 1 - probe
chamber, 2 - experimental plat-
form, 3 - LHe tank, 4 - LN2 tank,
5 - isolation shields, 6 - optical
windows.
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experimental platform is located above the liquid helium tank. Fig. 4.2 gives a view
into the probe chamber. In combination of cooling with the boil-off gas from the liq-
uid helium tank and heating the desired temperature can be achieved by means of a
LakeShore temperature controller (LS340) and is kept during the Q measurements to
better than 0.3 K. A non-contact measurement of the temperature of the first sample
is done by determining the temperature of a ’twin substrate’ - identical in material and
shape - which is symmetrically placed to the first one and has a calibrated tempera-
ture sensor attached to it. Due to the symmetric setup the second sample will have
the same temperature as the first one. To reduce residual gas damping the probe
chamber is evacuated to at least 10−3 Pa. The sealing is done by metallic indium.
The analysed samples were cylindrical in shape with a diameter typically of 76.2 mm
and thicknesses varying between 6 mm and 75 mm. Thus, our samples were smaller
in size than the mirror substrates of the IGWDs. Using samples of original size would
have been to expensive and would have required even much more technical effort
as already was the case. Nevertheless, for the analysis of internal mechanical losses
in the materials it only had to be guaranteed that the influence of the surface losses
as well as the suspension losses are inferior to the effect of the intrinsic processes.
This could be assured by a careful sample preparation and a sophisticated suspension
system.
The samples were cut to the desired orientation with an accuracy of better than one
degree. This work as well as polishing of the samples (front side, back side, and
circumference) was done by the company Hellma-Optik [104], which is specialized
on polishing of optical components. As a result of this process the crystal exhibits a
roughness lower than 10 nm on all surfaces. After this geometrical manufacturing, the
sample passes through a standard optical cleaning process before each measurement.
In a clean room facility it is treated with acetone and isopropanol. The installation
of the substrate into the experimental setup under the usage of rubber gloves was
carried out as quickly as possible after the cleaning process to avoid contaminations
of dust. Prior to the sealing of the probe chamber the substrate has been carefully
cleaned with dry nitrogen gas.
The suspension should interact as less as possible with the sample since a transfer of
energy from the sample to the suspension would result in additional damping. Differ-
ent suspension systems have been proposed: the suspension of the substrate by means
of a wire or ribbon as a pendulum [105], by clamping it between nodal points [106]
or even balancing it on a hemisphere under certain conditions [107]. We focused
on the pendulum suspension. The material of choice for the suspension wire loop
is tungsten due to its appropriate mechanical properties like its high tension loading
capability of up to 3.55 GPa [8]. The tungsten wire is polished with diamond paste
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Fig. 4.2: Schematic of the probe
chamber [103]. 1 - probe cham-
ber, 2 - optical window, 3 - exper-
imental platform, 4 - Q substrate,
5 - thermometry substrate, 6 - sus-
pension system.
to smooth sharp-edged grooves introduced by the production process and afterwards
cleaned with acetone and isopropanol. The wire’s diameter is chosen to be preferably
thin, such that the stress under load of the substrate is higher than 50% of the rupture
stress. This choice originates in the relationship between stress and dissipated energy
in the suspension wire. The dilution factor expresses this behavior quantitatively. For
further information see, e.g, the work of Cagnoli et al. [108]. Close above the sub-
strate the wire is fixed with an aluminium clamp in a crossed position. To provide a
stable configuration which is essential for cryogenic measurements the crossing point
is located in the middle of the clamp. The length of the wire should be chosen in a
way that resonances of the suspension do not coincide with excited resonances of the
substrate. For further information see the work of Nawrodt et al. [99].
Experiments show, that the location of the wire on the circumference is crucial for
the measurement of high Q factors. Especially, a position that symmetrically divides
the crystal into halves seems advantageous. A further influence on the measured Q
factor exists in tilting of the substrate in the wire loop. A tilting of few arc minutes
may reduce the Q factor.
The sample is excited to resonant vibrations by means of an electrostatic actuator. This
non-contact method avoids additional losses due to mechanical contact. This actuator
consists of a comb-like structure on a printed circuit board. By applying a high voltage
(up to 1600 V) with an adequate frequency the test sample is excited to its resonant
modes. For several reasons it makes sense to determine the resonant frequencies and
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0-1 +1+0.5-0.5
Fig. 4.3: Front and side view
of two mode shapes. The
colours indicate the displace-
ment in direction of the cylin-
der axis. Red and blue
areas indicate maximum dis-
placement whereas green areas
are motionless. The coloured
chart represents the displace-
ment normalized to the highest
value of the particular mode.
Fig. 4.4: Resonant frequency of a crystalline quartz sample (74.8 mm in diameter and
24.2 mm thick) versus temperature (pictures of mode shape included).
mode shapes to be expected by calculations before starting the measurement. Modes
with high Q factors have a very narrow resonance width which makes them difficult
to locate the resonant frequencies experimental. For the readout of the oscillations as
well as a selection of characteristic modes the knowledge of the mode shape is essen-
tial. Therefore, the resonant frequencies and mode shapes have been determined by
using the Finite Element Analysis (FEA) based software ANSYS [36]. For background
reading on FEA the work of Bathe is recommended [109,110]. Fig. 4.3 shows exem-
plarily two calculated mode shapes. The displacement in direction of the cylinder axis
is illustrated by means of a contour plot. Since the resonant frequency changes in gen-
eral with temperature this dependence can also be used to determine the temperature
contactlessly. An example of the change of the resonant frequency with temperature
is shown in Fig. 4.4. The magnitude of the excited oscillation amplitude depends on
the dielectric properties of the substrate material. For crystalline quartz, silicon, CaF2
and fused silica amplitudes of 0.2 nm to 1000 nm are achieved. A window in the
cryostat permits the usage of a Michelson-like interferometer for the readout of the
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vibration amplitude. The used laser vibrometer was built by SIOS [111]. It has a
resolution of about 0.1 nm up to a frequency of 500 kHz. Thus, the readout is also
designed to be free of contact to the sample allowing for higher sensitivity.
An amplitude ring-down method is most suitable to determine Q factors of higher
than 3×104 for resonant frequencies of about 10 kHz. After removing the driving
electric field the subsequent amplitude ring-down is recorded. From the 1/e-ring-
down time τd of the amplitude it is possible to calculate the mechanical Q factor by
using the relation
Q = π · f0 ·τd , (4.1)
where f0 is the resonant frequency. Assuming a resonant frequency of 10 kHz and
a Q of 108 a ring-down time of 53 min is expected. This example demonstrates the
need of a high sensitivity setup in a long-term temperature-stable and undisturbed
environment.
For Q factors of up to 106 the determination of the Q by recording the resonance curve
is appropriate. The Q factor is then given by
Q = f0/∆ f0. (4.2)
∆ f0 is the width of the resonance peak, meaning the distance in frequency between
the points where the amplitude has decreased to 1/
p
2 of its maximum value. We
mainly deal with low mechanical losses where the width of the resonance peak is
very small. Therefore, the ring-down method is mostly applied.
The optimization of the suspension system follows with regard to the determined de-
cay time and Q factor as the last step. For isotropic materials this step can be skipped
as rotations of the substrate in the wire loop leave the Q factors unchanged. The
mode shape is self-aligned with respect to boundary conditions minimizing friction
loss. In contrast, in anisotropic materials the mode shape rotates with the structure
coordinate system (Fig. 4.5). Depending on the coupling of the displacements of the
substrate to the wire the Q factor varies with orientation of the substrate in the wire
loop [112]. To find the highest possible Q factor of the substrate in this suspension
system the substrate is rotated by small angles (Fig. 4.6a)). The position correspond-
ing to the highest Q factor is that where the least energy is transferred from the
substrate to the suspension. For results on the variation of the Q factor with angle
of rotation see Fig. 4.6b). The starting position was arbitrarily chosen. The readout
of all Q measurements belonging to the same rotation angle was done on the same
point on the surface. The substrate under investigation was made of CaF2 (100) with
a diameter of about 76.2 mm and a thickness of 75 mm (for further results see sec-
tion 5.3). Although the angle was roughly estimated with up to 10◦ error, a symmetry
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Fig. 4.5: Influence of a ro-
tation of the substrate on
the alignment of the excited
mode shape of a crystalline
quartz sample.
around 50◦ is clearly visible for all modes. This symmetry is reflected in the mode
shapes. Thus, about 30 runs of rotation are necessary to start the Q measurements
with the highest achievable Q factor in the suspension system.
The highest Q factor potentially measurable with our current setup for the modes with
the lowest frequencies of about 10 kHz is about Q ≈ 3.3× 109, if the total 1/e-ring-
down time is recorded during the liquid helium holding time of the cryostat of about
30 hours. For clear signals, recording the ring-down to 90 % of the initial amplitude
is sufficient. This increases the potentially measurable Q factor for a 10 kHz mode by
factor 10 to Q ≈ 3.3×1010. Due to the reproducibility of the measurement technique
the Q factor is determined with an accuracy of 10 % to 20 %.
a)
x
y
z z’=
x’y’
b)
0 20 40 60 80 100 120
0
2
4
6
8
10
12
14
16 30 kHz
41 kHz
57 kHz
70 kHz
Q
fa
ct
or
/10
6
Angle of rotation [°]
a)
c)
d)
a)
b)
d)
c)
b)
Fig. 4.6: a) Schematic view of the suspension system. Samples of anisotropic mate-
rials might have to be rotated in the wire loop to gain the highest Q factor possible
in the suspension system. b) Q factor versus angle of rotation of the substrate in the
wire loop. The dotted lines are drawn as guide line for the eye. The corresponding
mode shapes are plotted on the right.
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4.2 Parameters of the measuring system
Cryostat:
LN2 tank 59 l
LHe tank 49 l
Height of probe chamber 500 mm
Diameter of probe chamber 300 mm
Temperature of probe chamber 5 ... 325 K
Temperature stability better than 0.3 K
He residual gas pressure < 10−3 Pa
Tab. 4.1: Parameters of the custom made cryostat [113].
Laser vibrometer:
Frequency range 0.1 ... 500 kHz
Amplitude 0.1 nm ... 10 µm
Distance of probe to interferometer (500±25) mm
Tab. 4.2: Parameters of the laser vibrometer [111].
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5 Modelling of mechanical losses
Current IGWDs are operated at room temperature with test masses made from fused
silica. Since mechanical losses are in general dependent on temperature, the suitabil-
ity of fused silica as a test mass material also for future cryogenic IGWDs has to be
proven. In this chapter it will be shown that fused silica is not suited for this purposes
due to its amorphous structure. Further on, the mechanical losses of potential low-
loss crystalline materials are analysed, especially in the low temperature range. For
the modelling of the mechanical losses measured with CRA spectroscopy (see chapter
4) the methods acquired in chapter 3 are adopted. In particular, Eq. (3.114) has been
used to fit the reciprocal of the measured Q values versus temperature. In the process,
the loss curve has been decomposed into different loss contributions visible as clear
damping peaks. An Arrhenius-like law (Eq. (3.84)) has been assumed for all relax-
ation times since it yielded the best results for relaxation peaks caused by thermal
phonons. The relaxation strength ∆, the relaxation constant τ0 and the activation
energy Ea have to be determined for each peak. At first, the peak with dominating
contribution has been fit. The quality of all other fits depend on the accuracy of this
first fit. According to Eq. 3.39 the relaxation strength has been initially chosen to be
twice the maximum value of the measured loss. The variation of Ea and τ0 affects the
position of the peak on the temperature scale, and its shape. The values of τ0 are sim-
ilar for relaxation processes of the same kind (e. g., induced by thermal phonons or
point defects). The fit process is quite complex since all measured loss curves for one
sample respectively the same material have to be taken into account. The underlying
reason is that the symmetrized stresses and strains responsible for the occurrence of
relaxation, mentioned in section 3.2.1 contribute to many mode shapes and, there-
fore, the same relaxation processes should be visible to some extent in many loss
curves. It is advisable to start the fit process on the loss curve with the most clearly
visible damping peaks and go in iterations through all curves.
5.1 Fused silica
Fused silica offers manifold properties that make it suitable as a substrate material for
the test masses and therefore optical components of the current IGWDs operating at
room temperature. The application of high laser powers for the reduction of photon
shot noise requires a material with a low optical absorption at the used laser wave-
length. Fused silica meets the demand with an absorption of less than 0.25 ppm/cm
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for a very pure (OH reduced to less than 50 ppm) sample at the laser wavelength of
1064 nm [114]. As fused silica is a material of great relevance for the optics industry
such high purity grades can be achieved. Further, fused silica offers an attractive low
thermoelastic noise in IGWD detection band at room temperature caused by its small
thermal expansion coefficient of 4.9 × 10−7K−1 [115]. Also, the Brownian part of
the thermal noise is very low since fused silica shows low mechanical losses at room
temperature, i. e., high Q factors of up to 2× 108 [116].
Now, fused silica should be examined regarding its mechanical properties for cryo-
genic IGWDs. As mechanical losses are in general temperature dependent, the un-
desirable effect can occur that a test mass material with high Q factors at room
temperature changes to a low-Q material at low temperatures making it not appli-
cable in cryogenic detectors. It has been found that Q factors of fused silica sam-
ples significantly decrease with decreasing temperatures. Early measurements used
the so-called ‘resonant piezoelectric method’ and found a damping peak of fused sil-
ica at about 35 K [117] measured at a resonant frequency of 50 kHz. Other early
works were performed at rather high frequencies far above the gravitational wave
detection band (>500MHz) [118]. More recent investigations used Brillouin spec-
troscopy and concentrated on small samples (<1 cm3). Q factors of the order 103
were achieved [119,120]. We reexamined fused silica by CRA spectroscopy which is
described in chapter 4. On the one hand, this method permits high measurement ac-
curacies by realising excitation and readout without mechanical contact. On the other
hand, we used artificially produced samples with a high grade of purity allowing for
the resolution of narrow damping structures in the temperature spectrum. We also
used rather large samples having an increased relevance for test mass applications in
gravitational wave detectors.
In Fig. 5.1 the reciprocals of the measured Q factors are plotted versus temperature.
The data have been taken on a cylindrical substrate made of fused silica [121] with a
diameter of 76.2 mm and 12 mm thick. The excited mode shapes are also visualised
in Fig. 5.1. A large, broad damping peak occurs. No strong dependence of the peak
shape or height on the mode shape is visible. The mechanical losses increase about
4 orders of magnitude from room temperature to 30K finally resulting in a value of
10−3 at 30K. To rule out the potential influence of thermoelastic damping, thermoe-
lastic losses in fused silica have been estimated by using Eq. (3.68), shown in Fig. 5.2.
Since the thermoelastic losses are lower than 10−13 over the whole temperature spec-
trum, they are negligible.
Fused silica is a material with high structural variation. The structural unit, a sili-
con atom surrounded by 4 oxygen atoms in the form of a tetrahedron, equals that
of crystalline quartz. But the variation in bond lengths and bond angles generates
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Fig. 5.1: Reciprocal of the measured Q factors versus temperature for a fused silica
substrate 76.2 mm in diameter and 12 mm thick. The dashed line represents a the-
oretical model for a dominant loss mechanism at intermediate temperatures which
was fitted to the measured data for the mode with frequency 17193 Hz at 300 K.
Details of the fit parameters are given in the text. Insets show the calculated mode
shapes of the measured modes. The colours indicate the displacement in direction
of the cylinder axis. Red and blue areas indicate maximum displacement whereas
green areas are motionless. For the numerical simulations the FEA based software AN-
SYS [36] was used. The essential material parameters have been taken from SCHOTT
Lithotec [121].
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Fig. 5.2: Approximation of thermoelastic losses in fused silica.
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its amorphous character. This variation also seems to be the cause for the observed
large, broad damping peak [91, 118, 122, 123]. In general one can assume that a
vast number of different bonding configurations with different bonding energies ex-
ist. Considering the simplest case, the energy landscape of two configurations can
be described by two valleys of an asymmetric double-well potential. The wall height
between them is given by the stiffness of the directed bonding forces and can be over-
come by thermal energy.
Three possibilities of the microscopic origin of the mechanical losses have been pro-
posed:
(1) transverse movement of oxygen atoms between two potential minima resulting in
flipping of the bond [124]
(2) motion of oxygen atoms in the direction of the bond between two potential min-
ima [125]
(3) rotation of the SiO4 tetrahedrons by small angles [126].
Due to the amorphous character of fused silica a wide variation in the height of the
energy barrier occurs and therewith a distribution in activation energies. An activa-
tion energy Ea is needed to overcome the barrier between the two configurations.
A stress-induced transition between configurations with a following removal of en-
ergy from the acoustic wave can be treated by the model described in section 3.4.1.
For a particular activation energy the temperature dependent relaxation time of the
corresponding relaxation process is given by the Arrhenius-like relation (3.84). A
distribution in relaxation times requires integrating over all contributions at a fixed
temperature [127]. Assuming small losses (∆≪ 1) the contribution due to a single
anelastic process is given by Eq. (3.38). The mechanical loss due to a superposition
of loss processes with varying relaxation time can then be written as
φ ≈ ∆
∫ ∞
−∞
Ψ(lnτ)
2π · f ·τ
1+
 
2π · f ·τ2 d lnτ. (5.1)
with the following normalised distribution function
∫ ∞
−∞
Ψ(lnτ) d lnτ = 1. (5.2)
The distribution is linearly related to lnτ, as lnτ is linearly related to the activation
energy [127]. Assuming a Gaussian distribution of the barrier heights and therewith
also of the activation energies, the relaxation times are lognormal distributed,
Ψ
 
ln
 
τ/τm

=
1
β
p
π
exp

− ln τ/τm/β2 , (5.3)
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where τm is the most probable value of τ and β is the half-width of the Gaussian
distribution at the point where Ψ falls to 1/e of its maximum value. Since solely a
variation in activation energies and not in the relaxation constant is assumed, β is
chosen to be temperature dependent, β = βc/T [127], where βc is a constant.
The measured data recorded for the resonant frequency of 17193 Hz at 300 K in
Fig. 5.1 have been fit using Eqs. (5.1) and (5.3) with the following parameters: τ0 =
1× 10−13s, βc = 700 1/K and τm = τ0× exp
 
35.3 meV/kBT

. The parameters used
for τ0 and τm are those reported in the work of Hunklinger [118], and also success-
fully describe our measurement data between 50 K and 100 K, see the dashed line in
Fig. 5.1. Differences to the measured values at other temperatures are possibly due
to the following mechanisms. For temperatures above 225 K, phonon-phonon inter-
actions are plausible. Phonon-phonon interactions are expected to play a similarly
important role in both, fused silica and crystalline quartz (see section 5.2 respectively
Fig. 5.3), which is indeed found in (Fig. 5.1). The deviations between 100 K and
225 K and below 50 K are assumed to be due to other loss mechanisms. At 50 K
as well as at about 100 K, a small kink in the curve is visible indicating additional
damping peaks. Below 50 K a damping peak has been observed by Hunklinger [118]
at far higher resonant frequencies (507 MHz and 930 MHz). Due to the much higher
frequencies the damping peaks were clearly separated from each other and observed
as distinct peaks. Note that a loss peak caused by relaxation processes moves with de-
creasing frequency to lower temperatures. Peaks having different parameters entering
the relation for the relaxation time are not equally shifted. Thus, the peak observed
by Hunklinger is likely to appear in our measurements below 50 K partially covered
by the damping peak due to structural variations since the resonant frequencies are
lower. According to the work of Hunklinger [118] it is caused by relaxation processes
of the two-level-systems by resonant absorption or emission of thermal phonons. The
origin of the damping peak at about 150 K is not known to our knowledge. An analy-
sis of this problem would require a clearer separation of this damping peak from our
fitted damping peak at about 80 K. This could be achieved by measurements at lower
frequencies which are, however, experimentally rather challenging.
In summary, fused silica is well suited to realise low thermal noise floors in the signal
band of the current working IGWDs since it offers low mechanical losses. For a future
generation of cryogenic IGWDs, however, fused silica is not appropriate as the thermal
noise would be higher than that of the current IGWDs [128].
In general, amorphous materials show broad loss peaks, due to the variation of struc-
tural properties and thus the variety of relaxation parameters. A damping curve with
at most narrow peaks should be therefore generated by a material with mainly single
relaxation processes caused by weak deviations from a periodic crystal structure with
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Fig. 5.3: Reciprocal of the measured Q factors versus temperature for a z-cut crys-
talline quartz substrate (74.8 mm in diameter and 12.05 mm thick). The stated reso-
nant frequencies are the data at 300 K.
long range order. At first, fused silica’s crystalline counterpart, crystalline quartz, is
considered.
5.2 Crystalline quartz
Like fused silica, crystalline quartz shows a low optical absorption coefficient of
3.4 ppm/cm at 1064 nm [129]. This fact promises a similar low shot noise level. To
study the mechanical properties of crystalline quartz at low temperatures cryogenic
Q measurements have been performed on samples of different size and cut. A fur-
ther important aspect of the studies on crystalline quartz is that this material is fairly
well-known due to the broad research, particularly in the 1950s and 1960s (see, for
instance, [60,130–137]). Thus, a test of our new method of mechanical spectroscopy,
CRA spectroscopy (see chapter 4), is possible [138].
The first samples of crystalline quartz under investigation were z-cut, i. e., oriented
with the c- or z-axis in direction of the cylinder axis. Fig. 5.3 shows the reciprocal
of the Q factors of a substrate, 74.8 mm in diameter and 12.05 mm thick, measured
at different resonant frequencies in the temperature range from 6 K to 300 K. Sev-
eral damping peaks are visible. Especially for the largest loss peak the following
behaviour is clearly observable. The temperature of the peak maximum shifts with
increasing frequency to higher temperature values. This is an indication for the oc-
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RELAX. FREQUENCY Tpeak ∆ τ0 (s) Ea
PEAK @ 300 K (Hz) (K) (×10−8) (×10−14) (meV)
1. 11564 15 35 80×106 4
(olive) 17112 14 170 30×106 4
61708 14 44 15×106 3
124426 11 24 30×106 1.7
321148 12 38 9×106 2
2. 11564 34 4600 30 53
(blue) 17112 35 900 80 50
61708 39 2000 10 57
124426 41 2500 20 54
321148 45 2500 30 51
3. 11564 86 23 44 128
(light green) 17112 86 8 44 124.5
61708 95 12 44 128
124426 100 24 44 128
321148 106 < 1 44 128
4. 11564 112 14 4 190
(cyan) 17112 114 3 4 190
61708 122 13 4 190
124426 127 15 4 190
321148 138 20 4 195
5. 321148 118 30 1 180
(violet)
6. 124426 57 80 50 73
(orange) 321148 64 120 100 72
7. 124426 75 20 50 95
(magenta) 321148 85 10 70 99
Tab. 5.1: Parameters of the relaxation peaks in Figs. 5.4(a)-(e) gained by a fit proce-
dure using Eq. (3.114). The background loss Q−1
bg
is max. 2× 10−10.
currence of frequency-dependent relaxation processes in the material. The damping
curves have been separated into Figs. 5.4(a)-(e) for a more detailed examination.
The following consideration is important for the test of our measurement method.
If our measurements reflect the inner damping processes, modes with similar mode
shapes measured on different substrate geometries should exhibit similar relaxation
parameters. Therefore, the damping behaviour of the first mode (Fig. 5.4(a), often
called ’butterfly’ because of the resemblance of the wing movement) has also been
studied on a second sample, about twice as thick (24.2 mm) as the first one. Both
samples were cut out of the same crystal boule [141]. The results of the Q measure-
ment on the second sample are shown in Fig. 5.5 while the change of the resonant
frequency with temperature is plotted in Fig. 4.4 already. In fact, this measurement
has been performed earlier. Since then, the measurement method had been improved.
Thus, the data are more dense for the thinner sample than for the thicker one. Two
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Fig. 5.4: Reciprocal of the measured Q factors versus temperature for a z-cut crys-
talline quartz sample (74.8 mm in diameter and 12.05 mm thick) measured at the
resonant mode with the frequency of (a) 11564 Hz, (b) 17112 Hz, (c) 61708 Hz,
(d) 124426 Hz, and (e) 321148 Hz at 300 K. Insets show the calculated mode
shapes of the measured modes. The essential material parameters have been taken
from Smakula et al. [139] (density) and Bechmann [140] (elastic coefficients). For
321148 Hz the correlated mode shape is not clear as the accuracy of the calculations
decreases with increasing frequency as well as the mode density increases. Two most
likely mode shapes are shown. The damping peak fit curves are marked with different
colours. For their parameters see Tab. 5.1. The total damping curve is drawn in black.
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RELAX. FREQUENCY Tpeak ∆ τ0 (s) Ea
PEAK @ 293 K (Hz) (K) (×10−8) (×10−14) (meV)
1. 19754 15 25 60×106 3.3
(dark green)
2. 19754 36 460 300 46
(dark blue)
Tab. 5.2: Parameters of the relaxation peaks in Fig. 5.5 gained by a fit procedure using
Eq. (3.114). The background loss Q−1
bg
is max. 2.8× 10−8.
distinct peaks dominate the damping curves, the first with a maximum at about 15 K
and a second, higher peak at about 35 K. These peaks also occur for 4 other modes
measured at the first sample shown in Figs. 5.4(b)-(e), but shifted with frequency. As
written before, the shift of the temperature of the damping maximum with frequency
is an indication for relaxation processes occurring in the material.
There are different methods of calculating the relaxation parameters. One is to fit the
damping curves using Eq. (3.114). Another is to use an Arrhenius plot, if the relax-
ation times follow the Arrhenius-like law Eq. (3.84). The mechanical loss (Eq. (3.38))
is maximum when the angular frequency of the elastic wave is equal to the reciprocal
of the relaxation time:
2π · f ·τ = 2π · f ·τ0 · e
Ea
kB Tpeak = 1, (5.4)
which results in
ln
 
2π · f  = −ln τ0− Ea
kB
1
Tpeak
. (5.5)
The natural logarithm of the frequency of the elastic wave displays a linear corre-
lation to the reciprocal of the temperature where maximum damping occurs. This
can be shown graphically in the Arrhenius plot. The activation energy can be de-
termined from the slope of the linear function, and the relaxation constant from the
offset [142]. The Arrhenius plot is only applicable when the peak maxima are clearly
visible. Therefore, it was possible to create an Arrhenius plot for the second damp-
ing peak (dark blue line), which has fairly good visible peak maxima, measured at
the first sample (Fig. 5.7). The parameters gained from the Arrhenius plot are:
τ0,2 = 6 · 10−13 s, Ea,2 = 50meV . The parameters shown in Tab. 5.1 obtained by fit-
ting the damping curves in Figs. 5.4(a)-(e) using Eq. (3.114) are consistent with them.
All relaxation times have been assumed to follow an Arrhenius-like law Eq. (3.84). Ac-
cording to the superposition principle of mechanical losses, the total damping curve
has been decomposed into contributions (displayed by coloured lines) due to single
anelastic processes of different origin. An advantage of the Arrhenius plot compared
to the fitting method is the rapid calculation of the relaxation parameters. But mostly,
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Fig. 5.5: Reciprocal of the measured Q factors versus temperature for a z-cut crys-
talline quartz sample (74.8 mm in diameter and 24.2 mm thick) measured at the
resonant mode (picture of mode shape included) with the frequency of 19754 Hz at
293 K. Squares: measured data; black line: fit of measured data, i.e., sum of the fits
of relaxation peak 1 (green) and 2 (blue). For the fit parameters see Tab. 5.2.
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Fig. 5.6: Approximation of thermoelastic damping in crystalline quartz.
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Fig. 5.7: Arrhenius plot of the second damping peak (at about 40 K) of a z-cut crys-
talline quartz sample (74.8 mm in diameter and 12.05 mm thick).
the maxima of the relaxation peaks cannot be determined with sufficient accuracy.
The background losses Q−1
bg
(for details see section 3.5) are always upper limits and
could not be determined with greater accuracy due to the temperature limit of our
experimental setup. They are chosen according to the shape of the first damping peak
which underlies the damping curve over the whole temperature range. The error of
the Q measurements can be estimated to be about 10% (see chapter 4). The height
of the squares of the measuring points is equal to the height of the error bars. The
error in estimating the relaxation strength is of similar magnitude. The errors in de-
termining the activation energy and relaxation constant are smaller, about 2%. The
relaxation parameters obtained for the two damping peaks measured at the ’butter-
fly’ mode of the second substrate are given in Tab. 5.2. They match the parameters
received for the same mode shape of the first sample. This demonstrates that the
damping peaks are due to an internal process and not due to the circumstances of
measurement. A potential influence of the thermoelastic damping could be ruled out.
The approximation of the thermoelastic losses in crystalline quartz using Eq. (3.68)
is shown in Fig. 5.6. The estimated maximum loss occurring at about 20 K is of the
order of magnitude of the background losses and, thus, is negligible.
Two additional damping peaks are visible at the higher temperature range for the thin-
ner substrate, depending on frequency, at about 85 K to 110 K and 110 K to 140 K,
respectively (relaxation peaks 3-4 in Tab. 5.1). Higher modes measured (Fig. 5.4(d)-
(e)) reveal further damping peaks (relaxation peaks 5-7 in Tab. 5.1).
The first relaxation peak (dark green line) can be explained by interactions of the
acoustic vibrations with thermal phonons. The background of dissipation due to in-
teractions of the acoustic wave with thermal phonons is described in section 3.3.2.
Since the relaxation peak is clearly visible in our measurements of crystalline quartz,
5 Modelling of mechanical losses 67
Fig. 5.8: Structure of crystalline
quartz. View into the so-called ’c-
axis channel’. Yellow atoms: sili-
con, red atoms: oxygen.
both regimes, Landau-Rumer as well as Akhieser, have to be taken into account. The
relaxation strength was assumed to be constant and the relaxation times have been
model because the assumption agreed well with the measured data. The relaxation
time describing the phonon-phonon peak at room temperature of τ1 = 6 × 10−7s ·
exp(3.3meV/(kB ·300K)) = 6.8×10−7s matches well with the lifetime of the 3.4 THz
longitudinal phonons propagating in a y-cut quartz crystal of about 4× 10−7s [143].
Small differences in the relaxation constants and activation energies are due to, e. g.,
fit errors and errors in the Q measurements as mentioned above. Nevertheless, the
lack of a temperature-dependent relaxation strength may be responsible for the small
deviation of the fit curve from the measured data as seen in Fig. 5.4(b). Since the
phonon-phonon interactions contribute to the entire damping curve this might have
an influence on the parameters of other relaxation processes in the fit procedure.
The second relaxation peak (dark blue line) is caused by impurities introduced dur-
ing the crystal growth [136, 142]. Aluminium atoms present in the growth solution
substitute silicon atoms [142]. The resulting Al3+ ions require charge-compensating
ions which are realised by alkali ions in an alkali-rich growth environment or by
protons. The ions are located nearby the Al3+ site in the so-called ’c-axis channels’
(Fig. 5.8). Their defect symmetry is triclinic [98]. The potential energy landscape
can be described by double-well potentials (Fig. 5.9). A stress-induced motion of the
alkali ions from one equilibrium position to another removes energy from the acous-
tic wave. Maximum loss occurs when the angular frequency of the acoustic wave is
equal to the jump frequency of the alkali ions. These damping peaks can be adjusted
by sweeping (electrodiffusion) or irradiating the crystal [144–148]. The alkali ions
involved in the relaxation process causing the second peak are sodium ions [142].
The fit parameters are in agreement with previous works [131, 147, 149, 150]. The
sodium concentration of our samples is below the detection limit of ICP-OES of 3µg
per g. Therefore, other methods than ICP-OES with higher sensitivity like ICP-MS (In-
ductively Coupled Plasma Mass Spectrometry) [97] should be applied to determine
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Fig. 5.9: Double-well potentials along c-axis channel in crystalline quartz [66]. Yellow
atoms: silicon, red atoms: oxygen.
the defect concentration in the future. For an estimation of the differences in strains
per unit concentration of defects in two principal directions in the crystal see section
3.4.1.1.
The relaxation process underlying the third peak (light green line) in Figs. 5.4(a)-
(e) is likely due to sodium ions, too. The parameters are in remarkable agreement
with that reported by Martin [147, 150]. This peak disappears only in the highest-
frequency mode (321148 Hz at 300 K) as another peak covers it (violet line) here.
The origin of this additional peak is unknown. Its relaxation parameters are similar
to the fourth relaxation peak (light blue line). This damping peak may be caused
by potassium ions [136, 142]. The two highest modes measured reveal two other
damping peaks (orange and magenta lines). Their origin is unclear as they have, to
our knowledge, never been observed before. According to the magnitude of the re-
laxation times and activation energies, further hopping processes of defects can be
presumed. In combination with intensified Q measurements of resonant modes in
this frequency region, a chemical analysis of the impurity content of the crystalline
quartz and optical spectroscopy methods, e.g. via infrared spectroscopy, should pro-
vide further information. This information could support a theoretical interpretation
of the source of the damping process and, thus, provide further information about the
structure.
To study the mechanical losses in crystalline quartz dependent on the crystal cut,
three samples have been produced from the same crystal boule. An x cut, a y cut
and a z cut were shaped into cylindrical form, 45 mm in diameter and 50 mm thick.
Due to time constraints - one measurement takes about one month - only the x cut
was measured until the end of this work. The results of the Q measurements in the
temperature range from 6 K to 300 K are shown in reciprocal form in Figs. 5.10 (a)-
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(f). Similar damping peaks like for the z cut appear. Their relaxation parameters
have been gained by a fit procedure also using Eq. (3.114). The results are listed in
Tab. 5.3. All damping peaks except no. 5 in Tab. 5.3 measured at the x cut are existent
for the x-cut sample as well as the z-cut crystal. The variation of the relaxation pa-
rameters for the x cut compared to that of the z cut is much lower than the variation
of the parameters measured at one cut with mode shape, for both cuts. However, an
influence of the different geometry of the x-cut substrate on the relaxation strength
could not be excluded. The planned measurements on the z-cut crystal of identical
geometry will answer this question.
The influence of the mode shape on the relaxation strength of the particular relax-
ation process can be determined by comparing mode shape and fit parameters. The
first mode (Fig. 5.4(a)) and second mode (Fig. 5.4(b)) of the z-cut sample have been
selected for reasons of clarity. They exhibit distinct mode shapes. The first mode
resembles a butterfly, the second oscillates like a drum. The ’drum’ mode shows the
highest relaxation strength concerning the phonon interaction damping mechanism
of all modes measured at the z cut. However, the influence on the alkali ions located
in the c-axis channels is much weaker compared to the other modes measured. The
’butterfly’ mode in particular shows a more than fourfold higher relaxation strength
for the second relaxation peak (dark blue line) caused by stress-induced hopping of
sodium ions. A plausible reason is that modes of longitudinal character rather stretch
the crystal structure along the c-channels leaving the valleys in the double-well po-
tential of equal height, while modes of shear character rather deform the potential in
the channel. This description agrees with the selection rules given in section 3.4.1.2.
According to them, only shear stresses and strains (i. e., of type II) contribute to re-
laxation processes in crystalline quartz, if considering only one defect species.
Summarising, the highest Q factor observed by us in crystalline quartz is 1× 108 at
5 K. Above this temperature, higher Q values might be gained by sweeping or irradi-
ating the crystal. The observed mechanical loss peaks could be well described by the
models acquired in chapter 3. New relaxation peaks have been found. The variation
of the relaxation parameters for x- and z-cut quartz is much lower than the variation
of the parameters measured at one cut with mode shape, for both cuts. Experiments
to study the effect of geometry on the relaxation strength are planned.
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Fig. 5.10: Reciprocal of the measured Q factors versus temperature for an x-cut crys-
talline quartz sample (45 mm in diameter and 50 mm thick) measured at the reso-
nant mode (picture of mode shape included) with the frequency of (a) 38.4 kHz, (b)
54.0 kHz, (c) 58.9 kHz, (d) 62.4 kHz, (e) 70.8 kHz, and (f) 95.9 kHz at 300 K. The
damping peak fit curves are marked with different colours. For their parameters see
Tab. 5.3. The total damping curve is drawn in black.
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RELAX. FREQUENCY Tpeak ∆ τ0 (s) Ea
PEAK @ 300 K (kHz) (K) (×10−8) (×10−14) (meV)
1. 38.4 10 4 80×106 1.5
(olive) 54.0 10 9.7 33×106 2
58.9 13 10 50×106 2.1
62.4 10 8.2 23×106 2.2
70.8 12 14 16×106 2.8
95.9 11 36 10×106 2.7
2. 38.4 36 4000 8 55
(blue) 54.0 37 2000 30 51
58.9 36 2200 10 54
62.4 37 800 10 55
70.8 37 1200 30 51
95.9 38 1590 30 50.5
3. 38.4 52 12 20 75
(orange) 54.0 55 10 40 75
58.9 52 20 20 73
62.4 53 2 20 75
70.8 53 5 20 75
95.9 55 11 20 75
4. 38.4 68 2.2 15 101
(magenta) 54.0 70 6 15 101
62.4 75 2.5 15 101
70.8 75 4 15 103
95.9 73 5 15 101
5. 38.4 82 4 40 115
(yellow) 54.0 81 12 40 111
62.4 82 4 40 111
70.8 83 4.5 40 106
95.9 82 11 30 109
6. 38.4 92 18 40 128
(light green) 54.0 93 20 40 128
62.4 94 16 40 128
70.8 95 18 60 124.5
95.9 95 21 30 128
7. 38.4 109 5 2 180
(violet) 54.0 111 8 2 180
62.4 112 2.2 2 180
70.8 113 5 2 180
95.9 116 10 2 182
8. 38.4 119 17 4 190
(cyan) 54.0 122 15 4 190
62.4 123 3.2 4 190
70.8 125 11 4 193
95.9 125 26 4 190
Tab. 5.3: Parameters of the relaxation peaks in Figs. 5.10(a)-(f) gained by a fit proce-
dure using Eq. (3.114). The background loss Q−1
bg
is max. 2× 10−10.
5 Modelling of mechanical losses 73
5.3 Crystalline calcium fluoride
Crystalline calcium fluoride is a material with key qualifications for optical technol-
ogy - excellent transmittance, high laser damage threshold, low axial and radial stress
birefringence, and high refractive-index homogeneity [141]. For its application in
lithography technology single crystals grown from highly pure raw materials are avail-
able. Together with its good mechanical properties this qualifies calcium fluoride as
a potential material for cryogenic IGWDs [151]. Q factors of up to 4.5×107 at room
temperature are comparable with that of fused silica [152]. Indeed, systematic Q
measurements for calcium fluoride existed only at room temperature so far [152].
Measurements in the low temperature range had been only performed at few cryo-
genic temperatures [153].
We performed systematic Q measurements in the wide temperature range from 300 K
down to about 6 K [154]. The analysed sample was a single crystal, cylindrical
in shape (76.2 mm in diameter, 75 mm thick) and oriented with the cylinder axis
parallel to the [100] direction of the crystal. The material was produced by Schott
Lithotec [141]. The suspension was realised with a tungsten wire-loop of 75 µm
thickness. A thinner wire of 50 µm would have been sufficient regarding the ten-
sile loading, but due to the low hardness of calcium fluoride the wire cut into the
substrate. At room temperature we located 47 modes in the frequency range from
20 kHz to 100 kHz with amplitudes of 0.2 nm to 24 nm [99]. A selection of well
measurable modes resulted in Q factors reaching over two decades from 2.8×105
to 1.3×107. A further selection in respect of modes with a minor coupling of sub-
strate and suspension (for details see section 4.1) ended in temperature dependent Q
measurements on three modes whose results are shown in Fig. 5.11. Examining the
mechanical losses of the selected modes there is only a minor variation with mode
shape. Peaks with the same characteristic parameters appear in all damping curves
except very narrow loss peaks above 100 K attributed to coupling of the substrate
motion to the suspension [99]. Due to the temperature dependence of the resonant
frequencies of substrate and suspension both may coincide at certain temperatures.
In that case, oscillation energy is well transferred from the substrate to the suspension
where it dissipates. Therefore, the length of the suspension wire has to be carefully
chosen. The maximum Q value is reached at about 64 K with 1.43×108 for the mode
with a frequency of 41302 Hz at 300 K. In a second run even 3×108 could be reached
for the same mode [99]. Above 64 K the losses increase. Below 64 K several damping
peaks are visible. The most pronounced peak occurs at about 30 K. In general, the
mechanical losses increase below 30 K with decreasing temperature. To analyse the
contribution of different relaxation processes to the total losses in calcium fluoride
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Fig. 5.11: Reciprocal of the measured Q factors versus temperature for a calcium
fluoride sample (76.2 mm in diameter and 75 mm thick). Squares: measured data.
Lines: fit of total damping curves, for details see Figs. 5.12(a)-(c) and Tab. 5.4. Insets
show the calculated mode shapes of the measured modes. The essential material
parameters have been taken from Schott Lithotec AG [141] (density) and Huffman et
al. [155] (elastic constants).
the three damping curves have been separately fit using Eq. (3.114). The results are
plotted in Figs. 5.12(a)-(c)) with corresponding fit parameters in Tab. 5.4. In the low
temperature range the mechanical losses are dominated by thermoelastic damping
(black line in Fig. 5.12(a)-(c)). Although Eq. (3.68) is an approximation for the ther-
moelastic losses in anisotropic solids, giving correctly the order of magnitude and the
trend, it reflects even the shape of the damping curve quite well. Due to the dominant
contribution of the thermoelastic losses at low temperatures, the ’phonon-peak’ (cyan
line in Figs. 5.12(a)-(c)) is less visible. The damping at higher temperatures offers
an orientation for fitting. Accordingly, the relaxation strength has been modelled to
be proportional to T2. To keep the relaxation strength dimensionless, it is split into
a dimensionless coupling strength ∆0 and an also dimensionless function of reduced
temperature ϑ and frequency fr , d
 
ϑ, fr

∆=∆0 d
 
ϑ, fr

. (5.6)
Thus, in the case of calcium fluoride d
 
ϑ, fr

= ϑ2. An investigation of the losses
below 5 K where the thermoelastic damping decreases would be helpful for a better
determination of the shape of the maximum of the ’phonon-peak’. The relaxation
time was assumed to follow an Arrhenius-like law (Eq. (3.84)) just as well as in the
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Fig. 5.12: Reciprocal of the measured Q factors vs. temperature for a CaF2 sam-
ple (76.2 mm in diameter, 75 mm thick) measured at the resonant mode with the
frequency of (a) 40395 Hz, (b) 41302 Hz, and (c) 57585 Hz at 300 K. Symbols: mea-
sured data. The fit curves are marked with different colours. For their parameters see
Tab. 5.4. The total damping curves are drawn in the colours of the symbols.
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RELAXATION FREQUENCY Tpeak ∆0 τ0 (s) Ea d
 
ϑ, fr

PEAK @ 300 K (K) (×10−10) (×10−13) (meV)
(kHz)
1. 40.4 5 14 1×104 4.1 ϑ2
(cyan) 41.3 5 6 1.9×104 3.6 ϑ2
57.6 6 13 1×104 4.1 ϑ2
2. 40.4 9 260 30 11.6 1
(orange) 41.3 9 170 30 11.4 1
57.6 9 170 30 11.3 1
3. 40.4 15 30 1×102 17 1
(dark blue) 41.3 13 170 1×102 15 1
57.6 14 10 1×102 15 1
4. (dark green) 57.6 17 80 1×102 19 1
5. 40.4 23 80 8×103 17 1
(brown) 41.3 21 120 10×103 15.5 1
57.6 23 130 10×103 15.8 1
6. 40.4 32 20 20 40 1
(yellow) 41.3 29 130 20 37 1
57.6 28 30 20 35 1
7. 40.4 32 900 1 49 1
(dark yellow) 41.3 34 500 3 49 1
57.6 32 750 1 48 1
8. 40.4 39 120 1 59 1
(magenta) 41.3 41 80 1 62 1
57.6 39 100 1 58 1
9. 40.4 50 40 3 70 1
(violet) 41.3 49 20 3 70 1
57.6 50 60 3 70 1
Tab. 5.4: Parameters of the relaxation peaks in Figs. 5.12(a)-(c) gained by a fit proce-
dure using Eq. (3.114).
case for crystalline quartz (see section 5.2). At 5 K the relaxation time is
τ1 = 1× 10−9 s · exp(4.1 meV/(kB · 5 K)) ≈ 1.4× 10−5 s. Baumgartner et al. [156]
observed a frequency independent value of about 5×10−6 s for the lifetime of acous-
tic phonons of frequency 0.5 THz to 1.5 THz at 2 K. This value is of the same order of
magnitude as that determined by us.
For temperatures above 50 K no damping peaks with clear maxima are visible. The
damping curve seems to be dominated alone by interactions of the acoustic wave with
thermal phonons. Below 50 K several loss peaks in addition to the ’phonon-peak’ oc-
cur. The corresponding activation energies reach from about 10 meV to 70 meV. Up to
our knowledge they have not been observed before by mechanical spectroscopy. Only
studies at higher temperatures have been published. The measurements of Franklin et
al. [157] ceased at 77 K. In optical studies wave lengths of about 200 nm to 600 nm
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have been used [158] which are associated with much higher activation energies.
Nevertheless, Andeen et al. and Fontanella et al. [159–162] observed dielectric losses
introduced by complexes in rare-earth doped calcium fluoride below 77 K. Similar
loss sources might play a role in our measurements.
In summary, the highest Q factor measured in our experiments on calcium fluoride
is 3× 108 at 64 K. Below that temperature, the measured loss curves have been de-
composed into several relaxation peaks having similar parameters for three selected
modes. Also, an increasingly dominating contribution of thermoelastic losses could
be identified below 64 K.
5.4 Crystalline silicon
Crystalline silicon is a potential material for cryogenic IGWDs because of its ex-
cellent thermo-mechanical properties [163]. Indeed, the lacking transmissivity at
1064 nm laser wave length requires an alternative interferometer topology using all-
reflective optics. Such interferometer topologies, including nano-structured diffrac-
tion gratings offering ultra-low optical losses, are developed in other subprojects of
the SFB/TR7 [164–167]. A clear advantage of the all-reflective topology would be
the avoidance of thermal effects associated with laser power absorption in the mirrors
and beam-splitter. This point becomes even more important in the future as higher
laser powers are required to reduce photon shot noise. Thus, thermal noise as well as
thermorefractive noise due to a non-homogeneous refraction index could be further
reduced. Moreover, silicon is available as high-purity single crystals of sufficient size
owing to its outstanding importance as the material for semiconductor industries per
se.
The first silicon sample under investigation was of cylindrical shape, 76.2 mm in di-
ameter and 12 mm thick [154]. The cylinder axis was oriented in direction of [100].
The reciprocals of the measured Q factors for three resonant modes are plotted in
Fig. 5.13. Comparing our measured data on silicon with those on crystalline quartz
and calcium fluoride the influence of the mode shape on the mechanical losses in
the temperature range below about 150 K is striking. The ’profiles’ of the damping
curves, dominated by a varying number of distinct peaks, are quite different for the
three modes. Above 150 K their behaviour indeed is similar, showing an increase
of the losses with temperature. The damping curves have been separately analysed
regarding contributions of different relaxation processes in Figs. 5.14(a)-(c). The cor-
responding relaxation parameters are given in Tab. 5.5. Like for calcium fluoride,
the relaxation strength has been modelled as a product of a dimensionless coupling
strength ∆0 and a dimensionless function of reduced temperature and frequency,
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Fig. 5.13: Reciprocal of the measured Q factors versus temperature for a crystalline
silicon (100) sample (76.2 mm in diameter and 12 mm thick). Symbols: measured
data. Lines: fit of total damping curves, for details see Figs. 5.14(a)-(c) and Tab. 5.5.
Insets show the calculated mode shapes of the measured modes. The essential mate-
rial parameters have been taken from McSkimin et al. [168].
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(see Eq. (5.6)). The relaxation time was assumed to follow an Arrhenius-like
law (Eq. (3.84)) for each relaxation process. Like for crystalline quartz and calcium
fluoride, this assumption works well also for dissipation processes assigned to inter-
actions of the acoustic waves with thermal phonons which dominate the mechanical
losses over the whole temperature range (light green line in Figs. 5.14 (a)-(c)). The
relaxation strength for this processes was proportional to T, respectively ϑ. In compar-
ison, the results gained by applying the Landau-Rumer theory as well as the Akhieser
theory (cf. section 3.3.2) are indicated by dashed black lines in Figs. 5.14 (a)-(c).
Whereas the behaviour for very high and very low temperatures is well described by
their theories, they fail in the important range of the peak maximum in between. Our
model fits the measured data very well, although it is not clear why the description
by double-well potentials works in the case of thermal phonons, too.
Several parameters of the remaining loss peaks have been related to formerly ob-
served reorientation processes. Lam and Douglass [169, 170] reported an activa-
tion energy of Ea=0.14 eV and relaxation constants of τ0= 7.2× 10−12s respectively
τ0=4.7× 10−12s in loss measurements which could be assigned to vibrations of Si-
O-Si complexes by infrared spectroscopy on oxygen-doped silicon. The dark green
peaks in Figs. 5.14 (a) and (c) show similar parameters.
Lam and Douglass further related the parameters Ea=0.20 eV and τ0=8.64× 10−13s
5 Modelling of mechanical losses 79
(a)
0 50 100 150 200 250 300
10-9
10-8
 14815 Hz @ 300 K
M
ec
ha
ni
ca
l l
os
s 
Q
-1
Temperature [K]
(b)
0 50 100 150 200 250 300
10-9
10-8
 24124 Hz @ 300 K
M
ec
ha
ni
ca
l l
os
s 
Q
-1
Temperature [K]
(c)
0 50 100 150 200 250 300
10-9
10-8
 66190 Hz @ 300 K
M
ec
ha
ni
ca
l l
os
s 
Q
-1
Temperature [K]
Fig. 5.14: Reciprocal of the measured Q factors versus temperature for a crystalline
silicon (100) sample (76.2 mm in diameter and 12 mm thick) measured at the reso-
nant mode (picture of mode shape included) with the frequency of (a) 14815 Hz, (b)
24124 Hz, and (c) 66190 Hz at 300 K. The damping peak fit curves are marked with
different colours. For their parameters see Tab. 5.5. The total damping curve is drawn
in black. - - - Fit according to Landau-Rumer as well as Akhieser theory (see text).
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RELAXATION FREQUENCY Tpeak ∆0 τ0 (s) Ea d
 
ϑ, fr

PEAK @ 300 K (K) (×10−10) (×10−15) (meV)
(kHz)
1. (light green) 14.8 15 7.8 92×106 2.5 ϑ
24.1 9 45 90×106 3.3 ϑ
66.1 10 22 50×106 3.3 ϑ
2. (blue) 14.8 40 50 38×107 12 1
24.1 41 600 20×107 12.7 1
66.1 40 180 80×107 12 1
3. (yellow) 66.1 69 240 1 129 1
4. (light cyan) 24.1 72 250 9×103 84 1
66.1 79 180 9×103 85 1
5. (light magenta) 24.1 83 300 5×103 101 1
66.1 90 410 3×103 106 1
6. (cyan) 14.8 83 520 35 140 1
6. (dark green) 14.8 100 50 12×102 140 1
66.1 123 100 60×102 138 1
8. (light violet) 24.1 104 400 1 203 1
9. (dark blue) 14.8 131 50 12×102 185 1
66.1 139 140 6×102 183 1
10. (violet) 14.8 155 130 25×102 205 1
24.1 160 100 30×102 200 1
66.1 163 150 20×102 197 1
11. (magenta) 14.8 185 30 2×103 250 1
66.1 200 100 3×103 235 1
12. (orange) 14.8 230 170 20 402 1
66.1 259 100 100 380 1
13. (brown) 14.8 278 210 14×102 380 1
24.1 530 28×102 380 1
66.1 120 20×102 380 1
Tab. 5.5: Parameters of the relaxation peaks in Figs. 5.14(a)-(c) gained by a fit proce-
dure using Eq. (3.114). The background loss Q−1
bg
is max. 2× 10−9.
to the vacancy-oxygen (VO) complex. At that time Watkins and Corbett [171] had al-
ready observed by electron spin resonance (ESR) that different kinds of redistribution
can take place in an VO center. An electronic redistribution is related to the param-
eters mentioned above. A defect reorientation is characterised by Ea=0.38 eV and a
relaxation time of τ0=2× 10−13s which had been also observed by Berry [172]. We
assigned the violet and brown loss peaks observed in all damping curves of the three
modes measured (Figs. 5.14 (a)-(c)) to the processes of an electronic redistribution
and a defect reorientation of the VO complex, respectively.
Coutinho et al. [173] investigated a hydrogen atom jumping between two Si dan-
gling bonds in vacancy-oxygen-hydrogen complexes (VOH and VOH2 defects) with
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Fig. 5.15: Approximation of thermoelastic damping in crystalline silicon.
Ea=0.18 eV. The related relaxation constant reported by Johannesen et al. [174] is
τ0=1.1×10−12s. The dark blue relaxation peaks in Figs. 5.14 (a) and (c) are assigned
to this defect. The silicon samples investigated in our experiments were grown by a
Czochralski process. This method introduces a considerable amount of oxygen into
the material. The oxygen content of the crystals used in our measurements is about
7×1017cm−3. As the VO as well as the VOH complex anneals out at 573 K, such a
treatment might decrease the damping in the corresponding temperature regions. In
general, samples grown by a process which reduces the introduction of oxygen into
the crystalline material, like the float zone method, should be preferred in the future.
According to the attenuation measurements of Pomerantz [175] the sample is pre-
sumably doped with phosphor (blue peak in Figs. 5.14 (a)-(c)). The associated damp-
ing peak occurs in our measurements at about 40 K. Thus, for the application in
cryogenic IGWDs undoped silicon substrates should be preferred.
Regarding the relaxation strengths there is a strong dependence on mode shape for
many relaxation processes observed for the three measured modes. A deeper study
of these processes using in particular the method of symmetrized stresses and strains,
and the selection rules described in sections 3.2.1 and 3.4.1.2 is recommended.
An approximation of the thermoelastic losses in silicon using Eq. (3.68) is shown in
Fig. 5.15. The maximum loss occurring at about 30 K is estimated to 4×10−10 which is
negligible as a minimum loss value of 8×10−9 has been measured at this temperature.
To both higher and lower temperatures the thermoelastic noise decreases rapidly to
zero at about 18 K and 123 K as the thermal expansion coefficient goes to zero at that
temperatures (cf. Fig. A.14).
For a comparison of the mechanical losses of silicon substrates with different cuts, two
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Fig. 5.16: Reciprocal of the measured Q factors versus temperature for a crystalline
silicon (100) sample (76.2 mm in diameter and 75 mm thick) measured at 4 resonant
modes (pictures of mode shapes included).
cylindrical samples, one with the cylinder axis oriented in the [100] direction and the
other oriented in the [111] direction, have been measured. Both were 76.2 mm in di-
ameter and 75 mm thick. The material has been produced by Siltronic AG [176] in a
Czochralski process. Therefore, its oxygen content is quite high as written above. The
concentration of carbon is specified by the producer to be 4×1016 cm−3. The samples
have been p-doped with boron to a concentration of 4×1014 cm−3. The reciprocals
of the measured Q factors are plotted in Fig. 5.16 and Fig. 5.17, respectively. The
silicon (100) sample shows small damping peaks at about 75 K and around 180 K for
the measured modes. A similar damping curve for a longitudinal mode at 29.2 kHz
had been observed by Lam et al. [177]. For all modes, except the first one, the losses
increase above 200 K with increasing temperature. Below about 10 K the losses de-
crease rapidly. This behaviour is ascribed to the ’phonon peak’, presumably having
its maximum at this temperature. Also effects due to the boron impurities could
play a role in this temperature range, similar to that reported by Lam et al. [177].
Indeed, Lam et al. did not observe a decrease of the losses, probably due to the
lower frequency used. Regarding the boron impurities a Jahn-Teller effect is consid-
ered [178–180]. For the fourfold degenerate ground state of the acceptors a mixing
can occur by stresses and strains of symmetry designation E and T2 (cf. section 3.2.1),
changing the energy levels.
The silicon (111) sample shows a pronounced damping peak at about 170 K for the
measured modes. For the first and third mode a rapid increase of the losses above
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Fig. 5.17: Reciprocal of the measured Q factors versus temperature for a crystalline
silicon (111) sample (76.2 mm in diameter and 75 mm thick) measured at 4 resonant
modes (pictures of mode shapes included).
250 K is visible. At about 7 K a very sharp damping peak appears with a following
steep decrease of the losses to lower temperatures. Here also, a ’phonon peak’ is as-
sumed.
Comparing the mechanical losses below about 150 K for both cuts, the variation of
the losses is stronger between the modes of one cut than between the cuts. The damp-
ing curves showing the lowest losses for both cuts have been extracted to Fig. 5.18.
Silicon (111) shows lower losses below 150 K and higher losses above that tempera-
ture. Thus, this orientation is preferable for application in cryogenic IGWDs, at least
according to the selected modes measured. The damping curves discussed above have
not been decomposed into their different contributions yet, since the measurements
have been done quite recently.
In summary, Q factor values of about 3× 108 have been obtained at 6 K for boron-
doped silicon in the (100) orientation as well as the (111) orientation. At 18 K - which
is a reasonable temperature for cryogenic IGWDs - silicon (111) shows Q values of
at least 1.5× 108. Measurements on a sample presumably doped with phosphorus
yielded much lower Q factors. Relaxation processes involving oxygen complexes have
been identified for this sample. Further systematic Q measurements are required to
study the dependence of the losses on frequency and mode shape, respectively. In
addition, other methods like ESR, mass spectrometry, and Brillouin spectroscopy are
required to get broad information about the relaxation processes.
5 Modelling of mechanical losses 84
0 50 100 150 200 250 300
10-8
10-7
M
ec
ha
ni
ca
l l
os
s 
Q
-1
Temperature [K]
 46.0 kHz @ 300 K (100)
 57.0 kHz @ 300 K (111)
Fig. 5.18: Comparison of the reciprocal of the measured Q factors versus temperature
for two crystalline silicon samples (76.2 mm in diameter and 75 mm thick) of ori-
entation (100) and (111). The damping curves showing the lowest losses have been
extracted from Fig. 5.16 and Fig. 5.17, respectively.
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6 Impact of results on thermal noise
reduction
After analysing the results of the temperature dependent Q factor measurements on
fused silica, crystalline quartz, calcium fluoride and silicon the question arises, which
materials are most suited regarding thermal noise reduction in cryogenic IGWDs.
Note that the Q factors, respectively their reciprocals, do not give the mechanical
losses in the detection frequency band as mechanical losses are in general frequency
dependent. In transferring the mechanical losses from the kHz frequency range to
several 100 Hz the measured damping curves have to be shifted to lower temper-
atures. Also the relaxation strengths of the particular processes may vary with fre-
quency. Note that the damping peaks do not shift equally with frequency due to the
different values of activation energy and relaxation constant entering the relation for
the relaxation time which depends on temperature. If one damping curve shows a
minimum at a certain temperature this does not necessarily hold for damping curves
measured at other frequencies. To discover physical relations in the losses at the res-
onant frequencies by performing systematic Q measurements for an extrapolation to
lower frequencies will be the task of our successors. At the current status an esti-
mation of the Brownian part of the thermal noise by means of Levin’s method (see
section 2.4) can be given by using the highest Q factor value measured for a mate-
rial at the corresponding temperature. The maximum deformation energy stored in
the substrate during an oscillation cycle has been determined using the FEA software
ANSYS [36]. Substrates without coating have been considered for the calculation.
The original geometry of a GEO600 mirror (9 cm in diameter, 10 cm thick) has been
used. If required, even complex geometrical features can be simulated like the stand-
offs (’ears’) for the suspension of a GEO600 mirror (Fig. 6.1). An estimation of the
thermal noise limit to strain sensitivity of the GEO600 detector is given by
hGEO600( f ) = 2
p
3Sx( f )/1200, (6.1)
assuming that all optical components, mirrors and beam splitter, have the same power
spectral density of the thermal displacement, x, at frequency f, Sx( f ) [182]. A com-
parison of the Brownian part of thermal noise at room temperature and at cryogenic
conditions is shown in Fig. 6.2. At room temperature the Brownian thermal noise is
of the same order of magnitude for all considered materials with an hGEO600 value of
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Fig. 6.1: CAD model of a GEO600 mirror, designed with Pro/ENGINEER [181].
about 5×10−23 at 100 Hz since the Q factor values are also similar. By contrast, at low
temperatures the results of the thermal noise calculations reveal wide differences be-
tween the materials investigated. Test masses made of fused silica would lose a factor
of about 50 in sensitivity by operating them at about 20 K. Its crystalline counterpart
would bring a benefit of more than one order of magnitude by cooling to 5 K, at least
for a purity grade similar to the material investigated. A reduction of loss peaks by
using samples of higher purity or sweeping or irradiating them could possibly attain
higher Q factor values than 2× 107 even at about 70 K. Indeed, Q factors of more
than 1× 108 like in calcium fluoride and silicon will be hardly to achieve.
Calcium fluoride shows a maximum Q factor of 3 × 108 at 64 K for the measured
modes resulting in a hGEO600 of 1.4× 10−24 at 100 Hz. Far lower operating temper-
atures seem to be unrealistic for calcium fluoride since its thermoelastic losses rise
steeply with decreasing temperature.
Silicon shows similar low losses at 18 K which is a realistic operating temperature
for cryogenic IGWDs. Moreover, the thermoelastic losses in silicon decrease to zero
at this temperature thanks to the vanishing thermal expansion coefficient. Using sili-
con as a substrate material for a cryogenic version of GEO600 the substrate thermal
noise limit to strain sensitivity is estimated to 4× 10−25 corresponding to an increase
in sensitivity of more than two orders of magnitude compared to the current version
operating at room temperature.
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Fig. 6.2: Comparison of the calculation of the Brownian part of the thermal noise in
the IGWD GEO600 for several substrate materials. Presented is the estimated noise
in room temperature operation and its reduction in a cryogenic IGWD assuming the
highest Q factors measured in our experiments and the corresponding temperatures
for the particular material.
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7 Conclusions and further prospects
The aim of this work consisted in the study of the mechanical losses of potential sub-
strate materials for future cryogenic interferometric gravitational wave detectors to
reduce the thermal noise of their optical components.
Interferometric gravitational wave detectors (IGWDs) are among the instruments with
the highest sensitivity ever built. Their detection principle is based upon an effective
change of the interferometer arm lengths by an arriving gravitational wave. The
length change respectively the relative change, indeed, is tiny. 10−20 is the relative
change caused by a strong gravitational wave, corresponding to its amplitude [10].
The currently working IGWDs reach this sensitivity. Nevertheless, the probability of
an event producing a gravitational wave of this amplitude is low. To increase the
detection probability and also to gain a deeper look in the universe by establishing a
gravitational wave astronomy the enhancement of the sensitivity is inevitable. A main
noise source to be reduced is the thermal noise of the optical components like mirrors
and beam splitter.
A very promising approach for a reduction of thermal noise is to deprive thermal
energy by decreasing the operating temperature of the IGWDs from room tempera-
ture to cryogenic temperatures. Since thermal noise mainly depends on two physical
values - temperature and mechanical loss at that temperature and given frequency -
materials showing low mechanical losses at low temperatures are then required for
these future detectors. Fused silica, which is the common material of current IGWDs
operated at room temperature, and crystalline quartz, crystalline calcium fluoride,
and crystalline silicon, which are potential low-loss materials, have been studied in
this work. Therefore, a novel kind of mechanical spectroscopy, cryogenic resonant
acoustic (CRA) spectroscopy of bulk materials, has been evolved, based on estab-
lished methods. CRA spectroscopy is a highly sensitive method thanks to the facility
for performing mechanical Q measurements without any contact to the sample. Note
that the mechanical Q factors are the reciprocals of the mechanical losses at the res-
onances. Q factor values of up to 3× 1010 are in principle measurable in the current
configuration. Furthermore, a high temperature stability in the temperature range
from 5 K to 325 K as well as a quasi unperturbed measurement is guaranteed by per-
forming the measurements in a custom made cryostat located in a special laboratory.
Thanks to this excellent features, CRA spectroscopy has an outstanding role in the
international research field. Only few groups are or have been able to perform mea-
surements of similar sensitivity over such a large temperature range and study the
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mechanical losses systematically.
A precondition for the Q factor measurements was the determination of the resonant
frequencies and mode shapes of the samples. This was realised by the application of
the finite element analysis (FEA) based software ANSYS. Thus, characteristic mode
shapes could be selected and the experimental search for the resonances could be
extremely reduced.
A successful test of CRA spectroscopy has been accomplished by measuring samples
of the fairly well-known material crystalline quartz. The gained relaxation parame-
ters of some known loss processes agree well with that stated in literature. Moreover,
the capability of CRA spectroscopy of observing intrinsic loss processes respectively
relaxation processes has been shown by a variation of sample geometry.
A description of mechanical losses in solids has been acquired and applied to the
modelling of the quality factors measured on the potential substrate materials. An ef-
fective and controlled reduction of the mechanical losses requires the understanding
of the loss mechanisms. A combination of those models and the relaxation parameters
gained by performing systematic Q measurements should permit to draw conclusions
regarding the mechanical losses in the detection frequency band of the IGWDs which
lies beneath the resonances of the measured samples located in the kHz range.
Fused silica is the substrate material currently used in IGWDs. It possesses good op-
tical properties at the currently used laser wavelength of 1064 nm as well as high Q
factor values at room temperature. However, our measurements have shown that the
losses in fused silica increase with decreasing temperature, showing a high and broad
relaxation peak with a maximum loss of about 1× 10−3 at 20 K for a frequency of
17 kHz. Thus, fused silica is not suited as a substrate material for future cryogenic
IGWDs. The origin of the broad relaxation peak lies in the amorphous character of
fused silica. The loss peak could be reproduced by assuming relaxation processes in
asymmetric double-well potentials with varying wall heights. Even if fused silica has
dropped out of the potential material pool, this description may be suitable for mod-
elling the mechanical losses in the dielectric mirror coatings which are of amorphous
structure. During the last years the international interest in mechanical loss studies
for IGWDs mainly focused on the coating research [183–186]. We also extended our
research field to this topic [187,188].
The result from the measurements on fused silica is that a potential material for cryo-
genic IGWDs has to be searched within crystalline materials which show far less
structural variability. Crystalline quartz, the crystalline counterpart of fused silica,
possesses nearly as good optical properties as the amorphous material. Also the me-
chanical losses at room temperature are similar. However, at low temperatures only
small and narrow damping peaks have been measured. Over the whole temperature
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range the damping curves were dominated by loss processes caused by interactions
of the excited acoustic wave with thermal phonons of the crystal. This behaviour was
also observable in the Q measurements on calcium fluoride and silicon. Since these
phonon-phonon interactions also occur in an ’ideal’ defect-free material and such can-
not be influenced by the purity grade of the material, they are of special importance.
Modelling the thermal phonon-induced losses turned out to be difficult on the one
hand. In spite of extensive research on this topic in the past, the qualitative loss
processes are understood, but quantitative description is lacking. Also, previous ex-
periments had been carried out at far higher frequencies, starting at the MHz region
and the modelling had been adapted to this regime. On the other hand, we were quite
successful in applying a similar model to the thermal phonon-induced losses as for the
defect related. Dissipation, meaning the withdrawal of oscillation energy, related to
defects occurs at stress-induced redistribution of particles in double-well potentials.
Many of the peaks occurring in the damping curves for crystalline quartz could be im-
puted to relaxation processes involving alkali ions. New damping peaks, whose origin
is yet not clear, have been also observed. To reveal their nature other methods like
infrared spectroscopy and mass spectrometry should be called. Another promising
approach is considering group theory for the support of the description of point de-
fect induced losses since defect symmetry and the occurrence of losses are related. By
means of selection rules it should be possible to draw conclusions from the variation
of relaxation strength with mode shape regarding the defect symmetry.
Q factor values of up to 1×108 at 5 K have been obtained in crystalline quartz. More-
over, it may be possible to further reduce the losses in the minimum at about 70 K by
using a material of higher grade, by irradiating it, or by replacing the alkali-ions with
other charge carriers by sweeping the crystal. In comparison to the higher Q factors
measured on calcium fluoride and silicon at realisable temperatures for cryogenic IG-
WDs, however, crystalline quartz loses for now.
Crystalline calcium fluoride has excellent optical properties, often used in lithogra-
phy technology. For a sample in (100) orientation a maximum Q factor of 3×108 has
been observed at 64 K. Below this temperature several relaxation processes have been
located coincident for three selected modes. The relaxation parameters, in particular
the low activation energies, point to electronic reorientation processes. Further on,
below 64 K the mechanical losses are increasingly dominated by thermoelastic losses
with decreasing temperature. This fact reduces the importance of calcium fluoride as
a future substrate material.
On the contrary, crystalline silicon possesses two zero crossings of the thermal ex-
pansion coefficient at 18 K and 123 K causing vanishing thermoelastic losses at these
temperatures. Furthermore, silicon offers good thermal properties like high thermal
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conductivity. 18 K is a realistic temperature for operating a cryogenic IGWD, acces-
sible by pulse tube cryocoolers [189]. At this temperature Q factor values of about
1.5×108 have been obtained for boron-doped silicon in the (111) orientation. Silicon
(100) also offers high Q factor values in this temperature range. Measurements on
another sample yielded much lower Q factors. The interpretation of damping curves
recorded for three modes suggest doping with phosphorus. Furthermore, relaxation
processes involving oxygen complexes have been identified. The high oxygen con-
centration is caused by the crystal growth achieved by the Czochralski method. To
reduce these losses a method introducing less oxygen into the crystal, like the float
zone method, should be preferred. In general, silicon is suitable to study mechanical
loss processes dependent on doping and on the crystal orientation.
Thanks due its outstanding importance in semiconductor industries silicon combines
properties appropriate for cryogenic IGWDs like its availability as high-purity single
crystals of sufficient size as well as economic criteria as affordability of the material.
Since silicon is not transparent at 1064 nm the current transmissive interferometer
topology would not be applicable. This would be no problem as either a laser wave-
length of 1550 nm could be used or the interferometer could be designed to have
all-reflective optics [164–167]. We did not find any negative influence of a reflection
grating on the mechanical Q factor [187]. An additional benefit of a non-transmissive
interferometer topology would be less energy transferred from the laser into the ma-
terial, further reducing thermal noise. Alternative materials to silicon are sapphire,
silicon carbide, or diamond. The last two materials are not available as single crystals
of sufficient size. Sapphire, however, has higher thermoelastic losses over the whole
temperature spectrum [190]. Based on Levin’s method, the change in the Brownian
part of the substrate thermal noise has been calculated assuming the highest mea-
sured Q factor values. For silicon (111) as the favourite a gain in detection sensitivity
of about two orders of magnitude might be achieved by operating the IGWDs at 18 K.
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Zusammenfassung I
Zusammenfassung
Ziel dieser Arbeit war es, die mechanischen Verluste von potentiellen Substratmate-
rialien für die Spiegel zukünftiger kryogener interferometrischer Gravitationswellen-
detektoren (IGWD) zu untersuchen. Da mechanische Verluste mit thermischem Rau-
schen in diesen äußerst sensitiven Detektoren in Zusammenhang stehen, bietet eine
systematische Analyse derselben die Möglichkeit, gezielte Maßnahmen zur Rauschre-
duzierung zu ergreifen und damit die Detektionswahrscheinlichkeit von Gravitations-
wellen zu steigern, sowie die technischen Erfordernisse für eine Astronomie basierend
auf Gravitationswellen zu schaffen. Eine solche Gravitationswellenastronomie böte
Informationen über das Universum, die aktuell mittels der Detektion elektromag-
netischer Strahlung nicht zugänglich sind. Gravitationswellen wechselwirken äußerst
schwach mit Materie und tragen daher von der durchlaufenen Umgebung weitgehend
unbeeinflußte Informationen mit sich. Dieser Vorteil wirkt sich auf der anderen Seite
als Nachteil in ihrer Detektion aus. Der Effekt einer Gravitationswelle mit großer Am-
plitude ist eine relative Längenänderung von ungefähr 10−20 auf der Erde [10].
Ein vielversprechender Weg zur Reduzierung des thermischen Rauschens in den der-
zeit bei Raumtemperatur betriebenen IGWDs ist der Entzug von thermischer Energie
durch Kühlen der Spiegel und Strahlteiler. Da die mechanischen Verluste jedoch im
allgemeinen sowohl von der Frequenz als auch von der Temperatur abhängen, wer-
den Materialien für diese optischen Komponenten benötigt, die sehr geringe Verluste
bei kryogenen Temperaturen zeigen. Fused silica, als Material der bei Raumtem-
peratur betriebenen IGWDs, und kristalliner Quarz, kristallines Calciumfluorid und
kristallines Silizium, als potentielle verlustarme Materialien, wurden in dieser Ar-
beit untersucht. Dazu wurde eine neuartige mechanische Spektroskopie entwickelt
(’cryogenic resonant acoustic (CRA) spectroscopy of bulk materials’), basierend auf
etablierten Methoden. CRA Spektroskopie ist eine hoch sensitive Methode, da die
Messung der mechanischen Güten der Proben völlig kontaktfrei abläuft. Als Be-
merkung sei eingefügt, dass die mechanischen Güten das Reziproke der mechanischen
Verluste bei den Resonanzen der Probekörper sind. Die Standzeiten eines nach Maß
angefertigten Kryostaten erlauben die Messung von Gütewerten von bis zu 3× 1010
in der aktuellen Konfiguration. Dabei ist eine hohe Temperaturstabilität und quasi
störungsfreie Messung im Bereich von 5 K bis 325 K durch den in einem Spezialla-
bor aufgestellten Kryostaten gewährleistet. Insgesamt sticht CRA Spektroskopie mit
diesen Fähigkeiten im internationalen Feld hervor. Es gibt nur sehr wenige Gruppen,
die Messungen mit vergleichbarer Auflösung über einen so großen Temperaturbereich
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durchgeführt haben, und auch dies nicht systematisch [153,191].
Im Vorfeld der Messung wurden die Proben auf ihre Strukturdynamik mittels der auf
der Finite Elemente Methode basierenden Software ANSYS hin untersucht. Somit
konnten Moden aufgrund ihrer Modenform ausgewählt und gezielt angeregt werden.
Da einige Verlustprozesse in kristallinem Quarz bekannt sind, konnte unsere Meß-
methode anhand ihrer erfolgreich überprüft werden. Auch konnte mittels der Varia-
tion der Geometrie der Proben gezeigt werden, dass tatsächlich intrinsische Verlust-
prozesse bzw. Relaxationsprozesse beobachtet werden.
Zur Interpretation der gemessenen temperatur- und frequenzabhängigen Gütewerte
wurden im Rahmen dieser Arbeit Modelle zur Beschreibung der mechanischen Ver-
lustprozesse erarbeitet und auf die untersuchten Materialien zugeschnitten. Ferner
sollen es diese Modelle in Zukunft ermöglichen, mittels der durch systematische
Gütemessungen gewonnen Relaxationsparameter Rückschlüsse auf die mechanischen
Verluste im Detektionsfrequenzbereich der IGWDs, welcher niedriger als die Reso-
nanzfrequenzen der Probekörper liegt, zu ziehen.
Fused silica stellte sich bei unseren Messungen als für kryogene Systeme nicht ge-
eignet heraus. Seine amorphe Struktur beinhaltet eine Variabilität, die eine Vielzahl
von Relaxationsprozessen mit leicht abweichenden Parametern zur Folge hat, welche
sich als hohes und breites Verlustmaximum bei 20 K bemerkbar machen. Dieses
Verlustmaximum konnte gut durch Relaxationsprozesse in asymmetrischen Doppel-
muldenpotentialen beschrieben werden. Wenn auch Fused Silica nicht als Substrat-
material für die optischen Komponenten kryogener IGWDs in Frage kommt, so ist
das Modell der Verluste amorpher Festkörper durchaus weiterhin interessant. Die
Spiegel benötigen für ihre Funktionsfähigkeit neben dem Substrat eine optische (di-
elektrische) Beschichtung, welche von amorpher Struktur ist. Während der letzten
Jahre konzentrierten sich auf internationaler Ebene viele Gruppen darauf, die me-
chanischen Verluste dieser optischen Funktionsschichten zu untersuchen [183–186].
Auch wir erweiterten unseren Forschungsbereich in diese Richtung [187,188].
Das Fazit der Untersuchung der mechanischen Verluste von Fused Silica bei tiefen
Temperaturen ist, sich für kryogene Anwendungen kristallinen Materialien zuzuwen-
den, da dort die in amorphen Festkörpern vorhandene Strukturvariabilität nicht ge-
geben ist. So wies das kristalline Gegenstück zu Fused Silica bei Raumtemperatur
ähnliche Verluste auf, bei tiefen Temperaturen jedoch zeigten sich kleinere, weitaus
schmalere Verlustpeaks. Über den gesamten Temperaturbereich hinweg wurde die
Dämpfungskurve von Verlustprozessen, induziert vonWechselwirkungen der angereg-
ten akustischen Welle mit thermischen Phononen des Festkörpers, bestimmt. Dieses
Verhalten zeigte sich ebenfalls bei den Materialien Calciumfluorid und Silizium. Da
diese Phonon-Phonon-Wechselwirkung auch in defektfreien Materialien auftritt und
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somit nicht signifikant durch den Reinheitsgrad des Materiales gesteuert werden kann,
kommt ihr besondere Bedeutung zu. Die Modellierung der Phononinduzierten Ver-
luste gestaltete sich einerseits schwierig, da die Verlustprozesse zwar qualitativ bekannt
sind, es jedoch trotz intensiver Forschung in der Vergangenheit an quantitativen Be-
schreibungsmöglichkeiten mangelt. Auch wurden bisherige Experimente eher bei ho-
hen Frequenzen, ab dem MHz-Bereich, durchgeführt und dementsprechende Modelle
betrachtet. Andererseits gelang uns die Beschreibung der Phonon-Phonon Wechsel-
wirkung mittels ähnlicher Parameter wie denen von defektinduzierten Verlusten. Dis-
sipation, also Entzug von Schwingungsenergie, tritt im Zusammenhang mit Defekten
bei einer spannungsinduzierten Umverteilung in Doppelmuldenpotentialen auf.
In kristallinem Quarz konnten Verlustpeaks Relaxationsprozessen verursacht durch
Alkali-Ionen zugeschrieben werden. Ferner wurden Dämpfungspeaks entdeckt, deren
Ursache bisher unbekannt ist, deren Relaxationsparameter jedoch auf ebenfalls de-
fektinduzierte Verluste hindeuten. Daher sind in Zukunft weitere Untersuchungs-
methoden wie Infrarotspektroskopie und Massenspektrometrie hinzuzuziehen. Aber
auch der Ansatz des Zusammenhanges zwischen der Defektsymmetrie und dem Auf-
treten von Verlusten ist vielversprechend. Mittels Auswahlregeln ist es somit prin-
zipiell möglich, von der Variation der Relaxationsstärke mit der Modenform auf die
Defektsymmetrie zurück zu schließen. Insgesamt konnten die gemessenen Dämpfungs-
kurven sowohl für z-cut als auch für x-cut Quarz mit hoher Genauigkeit reproduziert
werden. Das zugrundeliegende Modell beinhaltet die Parameter Relaxationsstärke
und Relaxationszeit, unter Berücksichtigung auftretender Hintergrundverluste durch
z.B. die Halterung der Proben. Die Relaxationsstärke hängt sowohl von der Fre-
quenz als auch von der Temperatur ab. Die Relaxationszeit ändert sich ebenfalls
mit der Temperatur. In einem iterativen Vorgang, unter Einbeziehung aller gemesse-
nen Dämpfungskurven an dem jeweiligen Material, wurden die Relaxationsparameter
durch ein Anfitten der berechneten an die gemessene Kurve erhalten.
Die Verluste von kristallinem Quarz sind recht niedrig, es wurden Güten von bis zu
1 × 108 bei 5 K gemessen. Auch erscheint es möglich, die Verluste um 70 K durch
größere Reinheit, Bestrahlung des Materials oder Austauschen der Alkali-Ionen gegen
andere Ionen wie Protonen weiter zu senken. Jedoch sprechen die an Calciumfluorid
und Silizium gemessenen höheren Güten bei für kryogene IGWDs praktikabel zu
vertretenden Temperaturen zunächst für diese Materialien.
Für Calciumfluorid (100) wurde ein Höchstwert von 3 × 108 bei 64 K beobachtet.
Unterhalb dieser Temperatur wurden für drei ausgewählte Moden übereinstimmend
in den Dämpfungskurven zahlreiche Relaxationsprozesse lokalisiert. Die Relaxations-
parameter, insbesondere die niedrigen Aktivierungsenergien, deuten auf elektroni-
sche Umordnungsprozesse hin. Unter 64 K werden die mechanischen Verluste mit
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abnehmender Temperatur zunehmend durch thermoelastische Verlustprozesse do-
miniert. Diese schmälern die Bedeutung von Calciumfluorid als zukünftigem Sub-
stratmaterial.
Silizium hingegen weist sogar zwei Nulldurchgänge des thermischen Expansionsko-
effizienten bei 18 K und 123 K auf, wodurch auch die thermoelastischen Verluste bei
diesen Temperaturen verschwinden. Zudem weist Silizium gute thermische Eigen-
schaften wie eine sehr hohe Wärmeleitfähigkeit auf. 18 K wäre eine realistische Tem-
peratur für kryogene IGWDs, die auch durch Pulsationsröhrenkühler erreicht werden
könnte [189]. Bei dieser Temperatur wurden an einer Bor-dotierten Siliziumproben
in (111) Orientierung hohe Güten von 1,5 × 108 gemessen. Auch Silizium (100),
ebenfalls Bor-dotiert, zeigte sehr hohe Güten. Die Messung einer Probe unbekannter
Dotierung ergab niedrigere Gütewerte. Die Auswertung der Dämpfungskurven für
drei Moden legt eine Phosphor-Dotierung nahe. Ferner wurden Relaxationsprozesse
in Zusammenhang mit Sauerstoff-Komplexen identifiziert. Der hohe Sauerstoffge-
halt erklärt sich durch die Kristallzüchtung im Czochralski-Prozess. Um die Stärke
dieser Verlustprozesse zu verringern, ist daher eine Methode zu bevorzugen, die
weniger Sauerstoff in den Kristall einbringt, wie das Float-Zone-Verfahren. Insge-
samt bietet Silizium interessante Möglichkeiten, Verlustprozesse dotierungs- und ori-
entierungsabhängig zu untersuchen.
Auch durch seine herausragende Stellung in der Halbleiterindustrie vereint es für
kryogene IGWDs geeignete Eigenschaften von der Erhältlichkeit in hoher Reinheit
und ausreichender Größe als Einkristall bis hin zu wirtschaftlichen Faktoren wie der
Bezahlbarkeit des Materials. Allein die bisherige transmissive Interferometertopolo-
gie bei einer Laserwellenlänge von 1064 nm wäre nicht mehr realisierbar, was jedoch
kein Problem darstellt, da entweder der Betrieb bei 1550 nm stattfinden oder zu-
künftig eine nicht-transmissive Topologie verwendet werden könnte [164–167]. Ein
negativer Einfluß eines Beugungsgitters auf die mechanische Güte wurde in unseren
Messungen nicht festgestellt [187]. Eine nicht-transmissive Interferometertopologie
hätte zudem den Vorteil, weniger Energie des Lasers in das Material einzubringen
und somit das thermische Rauschen zusätzlich zu senken. Alternative Materialien zu
Silizium sind Saphir, Siliziumkarbid und Diamant. Die beiden zuletzt genannten Ma-
terialien sind allerdings nicht als Einkristalle ausreichender Größe erhältlich. Saphir
hingegen weist höhere thermoelastische Verluste über das gesamte Temperaturspek-
trum auf [190]. Die Berechnung des Brownschen Anteils des thermischen Rauschens
der Spiegelsubstrate mittels der Methode von Levin unter Berücksichtigung der höch-
sten gemessenen Gütewerte ergab für Silizium (111) als Favoriten eine Erhöhung der
Detektionsempfindlichkeit um zwei Größenordnungen bei einer Betriebstemperatur
des IGWDs von 18 K.
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The interrelations between J1 and J2 respectively M1 and M2 (Kramers-Kronig rela-
tions) are:
J1( f )− JU =
2
π
∫ ∞
0
J2(a)
a da
a2− (2π f )2, (A.1)
J2( f ) =
2(2π f )
π
∫ ∞
0

J1(a)− JU
 da
(2π f )2− a2 , (A.2)
M1( f )−MR =
2(2π f )2
π
∫ ∞
0
M2(a)
a
2π f da
(2π f )2− a2 , (A.3)
M2( f ) =
2
π
∫ ∞
0

M1(a)−MR
 2π f da
a2− (2π f )2 . (A.4)
The relationship between the mechanical loss φ and the attenuationA is given by:
φ =
2 vs
2π f
A (nepers/m), (A.5)
φ =
0.23 vs
2π f
A (dB/m). (A.6)
vs is the (averaged) velocity in the medium
Elastic stiffness constants for the cubic system:
ccubic =


c11 c12 c12 0 0 0
c12 c11 c12 0 0 0
c12 c12 c11 0 0 0
0 0 0 c44 0 0
0 0 0 0 c44 0
0 0 0 0 0 c44
.


(A.7)
The elastic compliance constants for the cubic system are of equal form.
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Elastic stiffness constants for the trigonal system (classes 3m, 32,3m):
ct r i gonal =


c11 c12 c13 c14 0 0
c12 c11 c13 −c14 0 0
c13 c13 c33 0 0 0
c14 −c14 0 c44 0 0
0 0 0 0 c44 c14
0 0 0 0 c14 1/2(c11− c12)
.


(A.8)
Elastic compliance constants for the trigonal system (classes 3m, 32,3m):
st r i gonal =


s11 s12 s13 s14 0 0
s12 s11 s13 −s14 0 0
s13 s13 s33 0 0 0
s14 −s14 0 s44 0 0
0 0 0 0 s44 2s14
0 0 0 0 2s14 2(s11− s12)
.


(A.9)
In the following, relations between the compliances and the stiffnesses are given [47].
Cubic system:
c11 =
s11+ s12
(s11− s12)(s11+ 2s12)
, (A.10)
c11 =
−s12
(s11− s12)(s11+ 2s12)
, (A.11)
c44 = 1/s44. (A.12)
Trigonal system (classes 3m, 32,3m):
c11+ c12 = s33/s, (A.13)
c11− c12 = s44/s′, (A.14)
c13 = −s13/s, (A.15)
c14 = −s14/s′, (A.16)
c33 = (s11+ s12)/s, (A.17)
c44 = (s11− s12)/s′, (A.18)
where s = s33(s11+ s12)− 2s213 (A.19)
and s′ = s44(s11− s12)− 2s214. (A.20)
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The relationships between the elastic constants and moduli (for cubic materials) are:
bulk modulus: B =
1
3
(c11+ 2c12), (A.21)
Young’s modulus: E =
(c11− c12)(c11+ 2c12)
c11+ c12
, (A.22)
Poisson’s ratio: ν =
c12
c11+ c12
, (A.23)
shear modulus: G = c44. (A.24)
The elastic constants of isotropic materials can be calculated by:
c11 =
E
1+ ν

1+
ν
1− 2ν

, (A.25)
c12 =
E
1+ ν
ν
1− 2ν , (A.26)
c12 =
E
1+ ν
= G. (A.27)
Tab. A.1: Effect of defect symmetry on principal values and principal axes of the λ
tensor.
Defect symmetry Principal values Principal axes
No. of
independent
components
of λ
Cubic λ1 = λ2 = λ3 arbitrary 1
Tetragonal, λ1 6= λ2 = λ3 axis 1 along major 2
hexagonal, symmetry axis
and trigonal or or
λ1 = λ2 6= λ3 axis 3 along major
symmetry axis
Orthorhombic λ1 6= λ2 6= λ3 along the three 3
symmetry axes
Monoclinic λ1 6= λ2 6= λ3 axis 1 or 3 along 4
the symmetry axis
Triclinic λ1 6= λ2 6= λ3 unrelated to 6
crystal axes
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Tab. A.2: nt for various defect symmetries.
Crystal
Defect
Tetragonal Trigonal
Ortho-
Monoclinic Triclinic
rhombic
Cubic (Oh, Td , O) 3 4 6 12 24
Cubic (Th, T) - 4 3 6 12
Trigonal (D3h, C3v, D3) - 1 - 3 6
Tab. A.3: Expression for λ(1)i j in terms of principal values.
Crystal Defect λ(1)11 λ
(1)
22 λ
(1)
33 λ
(1)
23 λ
(1)
31 λ
(1)
12
Cubic Tetragonal λ1 λ2 λ2 0 0 0
Trigonal λa λa λa λc/3 λc/3 λc/3
< 100> orthorhombic λ1 λ2 λ3 0 0 0
< 110> orthorhombic λb λb λ3 0 0 λc/2
Trigonal Monoclinic λ1 λ f λg λk 0 0
The abbreviations used in Tab. A.3 are
α = (cos(θ ))2, (A.28)
β = (sin(θ ))2, (A.29)
λa = (λ1+ 2λ2)/3, (A.30)
λb = (λ1+λ2)/2, (A.31)
λc = λ1−λ2, (A.32)
λ f = αλ2+ βλ3, (A.33)
λg = βλ2+αλ3, (A.34)
λk =
p
αβ(λ2−λ3). (A.35)
Relaxation rates for diffent defect symmetries in cubic crystals:
Tetragonal defect:
τ−1(s11− s12) = 3ν12 (A.36)
Trigonal defect:
τ−1(s44) = 4ν12 (A.37)
< 110> orthorhombic defect:
τ−1(s11− s12) = 6ν13 (A.38)
τ−1(s44) = 2ν12+ 4ν13 (A.39)
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< 100> orthorhombic defect:
τ−1(s11−s12) = (ν12+3ν13+ν14+ν16)±

ν212+ ν
2
14+ ν
2
16− ν12ν14− ν12ν16− ν14ν16
1/2
(A.40)
< 110> monoclinic defect:
τ−1(s11− s12) = 3(2ν15+ ν16+ ν17) (A.41)
τ−1(s44) = (ν12+ 3ν13+ 5ν15+ 3/2ν17)± (A.42)
±

(ν13− ν12− ν15+ 1/2ν16+ 1/2ν17)2+ 2(ν16− ν17
1/2
Frozen-free split:
In many cases, like for the triclinic effect in a trigonal crystal (Eq. 3.109), a defect can
give rise to two or more relaxation times which may differ considerably from each
other, and thus may be even decades apart in their magnitudes. Translated to temper-
atures this implies that the relaxation maxima appear at different temperatures, e. g.,
one at low temperatures and one at much higher temperatures. In the region between
the loss peaks, the rate which gives rise to the low-temperature relaxation is high com-
pared to the applied frequency. The corresponding reorientation occurs freely. On the
other hand, the high-temperature relaxation rates are much lower than the applied
frequency, resulting in frozen reorientations. Accordingly, the phenomenon of widely
separated relaxations is named ’frozen-free split’.
A frozen-free split appears, if the elastic dipole does not have access to all of its
nt equivalent orientations via the dominant reorientation frequency. This frequency
gives rise to a reorientation of the dipole only among a subset of all of its possible
orientations, causing the low-temperature relaxation. The motion between equiva-
lent subsets generates the high-temperature relaxation. Both relaxations have to be
considered for the determination of the defect symmetry by the selection rules.
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Fig. A.1: Linear thermal expansion coefficient of fused silica [1].
Fig. A.2: Thermal conductivity of fused silica [2].
Appendix XI
Fig. A.3: Specific heat capacity of fused silica [3].
Fig. A.4: Linear thermal expansion coefficient of crystalline quartz [4].
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Fig. A.5: Thermal conductivity of crystalline quartz [2].
Fig. A.6: Specific heat capacity of crystalline quartz [3].
Appendix XIII
Fig. A.7: Density of calcium fluoride [5].
Fig. A.8: Elastic constants of calcium fluoride [5].
Appendix XIV
Fig. A.9: Thermal conductivity of calcium fluoride [6].
Fig. A.10: Linear thermal expansion coefficient of calcium fluoride [7,8].
Appendix XV
Fig. A.11: Specific heat capacity of calcium fluoride [5,9].
Fig. A.12: Elastic constants of pure silicon [10].
Appendix XVI
Fig. A.13: Thermal conductivity of high purity silicon [11].
Fig. A.14: Linear thermal expansion coefficient of silicon [12].
Appendix XVII
Fig. A.15: Specific heat capacity of silicon [12].
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