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RESUME 
La coexistence de plusieurs reseaux de communication et technologies suscite 
l'interet de leur integration et interoperabilite afm de tirer profit des avantages 
de chacun d'eux. Parmi les differentes couches de la pile de protocole TCP/IP, 
la technologie IP (Internet Protocol) semble la plus appropriee pour realiser cette 
integration. En effet, elle est la plus basse couche commune aux differentes techno-
logies des reseaux d'acces. Cette integration sera le fondement de la conception des 
reseaux de communication dits de prochaine generation, en particulier les reseaux 
sans fi.1 et mobile. Ces reseaux seront tres heterogenes. Malheureusement, il n'y a 
pas a ce jour une solution efficace contre les problemes inherents a cette hetero-
geneite tels que l'interoperabilite, la gestion de mobilite, la securite et la garantie 
de la qualite de service (QdS). De plus, aucune architecture existante ne permet 
une transparence et une convergence complete entre les differentes technologies. II 
est done necessaire de concevoir d'autres architectures permettant d'atteindre ces 
objectifs. 
D'autre part, les usagers seront de plus en plus mobiles et exigeants en termes de 
QdS pour leurs applications (voix, donnees, multimedia, etc.) lis voudront beneficier 
d'une mobilite sans coupure et d'une continuite de leur session ou service lorsqu'ils 
effectuent une releve. Cette releve pourrait etre simplement due a un changement 
du canal de communication ou de l'adresse de routage (IP). Nous nous interessons 
aux releves verticales qui seront de plus en plus frequentes dans un environnement 
heterogene car les releves horizontales ont deja ete largement etudiees dans la l i -
terature. Differents protocoles ont ete proposes pour permettre a un nceud mobile 
(MN) de maintenir sa connectivite lors de ses deplacements a travers des reseaux 
distincts. Ces protocoles, en particulier ceux proposes par 1'IETF (dont l'un des 
plus connu est Mobile IPv6) ont plusieurs points faibles (latence, perte de paquets 
et signalisation elevees) et ne sont pas capables d'assurer une mobilite sans coupure 
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aux usagers, par exemple pour des applications temps-reel telle que la telephonie 
IP (voice over IP - VoIP). 
La prise en compte des problemes ci-dessus evoques est tres importante pour 
la conception et le deploiement des reseaux sans fil ou mobile de prochaine ou 
quatrieme generation (SFPG/4G). Nous nous focaliserons done aux problemes cles 
suivants : integration, interoperabilite et mobilite afin d'assurer une meilleure QdS 
aux usagers de meme que de meilleures performances reseau pour les operateurs. 
Afin de resoudre ces problemes, cette these est basee sur quatre articles. Le premier 
article porte sur l'analyse des performances des protocoles de gestion de mobilite 
existants tandis que les trois derniers contiennent nos differentes solutions aux 
problemes de mobilite et d'integration dans les reseaux SFPG/4G. 
Le premier article effectue une analyse des performances de plusieurs protocoles 
de gestion de mobilite au niveau de la couche IP. Une nouvelle approche analytique, 
plus approfondie, pour revaluation des performances des protocoles de gestion de 
mobilite y est proposee. Le cadre que nous proposons prend en compte plusieurs 
facteurs et leur interaction pour une modelisation plus rigoureuse. L'analyse effec-
tuee montre qu'aucun de ses protocoles surclasse tous les autres par rapport aux 
differentes metriques de QdS considerees. Un compromis est done necessaire en 
fonction des objectifs de deploiement et de la QdS qu'un operateur veut offrir a ses 
abonnes. 
Dans le second article, nous proposons une nouvelle architecture hybride d'inte-
gration appelee, Integrated InterSystem Architecture (USA) et un nouveau pro-
tocol de gestion de mobilite appele, Handoff Protocol for Integrated Networks 
(HPIN) pour des reseaux sans hi heterogenes. L'architecture proposee introduit 
une nouvelle entite appelee, Interworking Decision Engine (IDE) qui joue le role 
d'une tierce partie pour permettre l'integration et l'interoperabilite des differentes 
technologies d'acces. Chaque operateur desirant offrir une mobilite globale a ses 
abonnes n'etablit qu'une seule entente de services (service level agreement) avec 
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TIDE au lieu de le faire avec tous les autres operateurs. On voit bien la reduction 
de la complexity et les economies qui en decoulent. Le protocole HPIN introduit une 
anticipation de la releve au niveau IP en utilisant les informations de la couche liai-
son, dans le but de reduire les interruptions de service. Ce protocole effectue aussi 
la decouverte des reseaux d'acces, le transfert de contexte et la gestion locale de la 
mobilite. L'evaluation des performances montre que le protocole et 1'architecture 
proposes donnent des meilleurs resultats que ceux disponibles dans la litterature. 
Le troisieme article par contre propose un nouveau mecanisme de decision de 
releve qui prend en compte plusieurs facteurs tels que la puissance du signal, la 
bande passante, le cout monetaire ou prix, le profil des usagers et le delai de releve. 
Un tel mecanisme de decision de releve est plus approprie a cause de l'heteroge-
neite des reseaux SFPG/4G. Le protocole de gestion de releve propose defini des 
nouveaux messages qui permettent d'avoir un protocole unifie assurant aussi bien 
la decouverte des reseaux d'acces, la releve rapide et locale. La presentation de la 
solution est suivie par une batterie de tests afin d'en evaluer les performances. La 
fonction de decision de releve proposee permet d'assurer une meilleure repartition 
de charges dans les differents reseaux d'acces et done de garantir un meilleur debit 
aux usagers. Le delai de releve, la perte de paquets et le trafic de signalisation sont 
aussi minimises. 
Finalement, le quatrieme article est une amelioration du protocole presente dans 
le deuxieme article et est appele enhanced Handoff Protocol for Integrated Networks 
(eHPIN). Cette amelioration consiste a effectuer les operations critiques d'une re-
leve par exemple, l'etablissement de tunnels de communication et la mise a jour 
des caches d'association par anticipation avant ou pendant la releve au niveau de 
la couche liaison des donnees. L'etude comparative montre que eHPIN permet de 
reduire enormement le delai de releve et la perte des paquets. Une mobilite sans 
coupure et une continuite de services peuvent done etre garanties aux usagers. 
IX 
A B S T R A C T 
The coexistence of diverse but complementary architectures and wireless access 
technologies has raised much interest in integration and interworking in order to 
benefit of their respective potentials and advantages. Amongst different layers of 
T C P / I P stack, the Internet Protocol (IP) technology seems the most appropriate 
to enable this integration. In fact, it is the lowest common layer of various access 
technologies and it allows the support of applications in a cost-effective and scalable 
way. The IP technology is expected to become the core or backbone network of the 
fourth or next generation wireless networks (4G/NGWN). Evolution through this 
integration is one of the paths to 4G/NGWN design, rather than investing efforts 
into developing new radio interfaces and technologies. Heterogeneity of 4G/NGWN 
brings new challenges such as, architecture design, mobility management, quality 
of service (QoS) provisioning and security. Despite several architectures proposed 
in the literature to solve those issues, none of them allows complete convergence 
and transparency between different technologies. Thus, there is a crucial needs to 
develop new and efficient architectures to reach those goals. 
On the other hand, users or mobile nodes (MNs) will become more and more 
mobile and have increasing demands about quality of service for their applications 
(e.g., voice, data, multimedia). In other words, users should benefit of seamless 
roaming and services continuity when they roam across different access networks, 
known as handoff. The latter may be due to link layer switching or a change of 
the IP address. The focus of this thesis is on vertical handoff, which will be more 
frequent in 4G/NGWN due to the heterogeneity of access networks. Note that , the 
horizontal handoff was intensively studied in the literature. Several protocols have 
been proposed in the literature in order to allow MNs to maintain their connectivity 
with network during the handoff. These protocols, particularly those proposed by 
the IETF whose Mobile IPv6 is the most known, have several shortcomings (e.g., 
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handoff latency, packet loss, and signaling overhead) and cannot provide seamless 
roaming to MNs, for example, for real-time applications such as IP Telephony or 
voice over IP (VoIP). 
The issues aforementioned are crucial for the design and deployment of NGWN. 
Hence, we are interested in the following aspects : integration, interworking, and 
mobility management in order to guarantee appropriate QoS to users as well as bet-
ter network performances for operators. In order to solve those issues, this thesis is 
based on four peer-reviewed journal papers. The first paper carries out performance 
analysis of several IP-based mobility management protocols. A novel analytical fra-
mework is proposed for performances evaluation of these protocols. The proposed 
framework takes into account the effect of several factors such as subnet residence 
time, packet arrival rate and wireless link delay for an effective modeling. The 
analysis performed shows that none of those protocols is better for all scenarios 
according to the QoS metrics considered. According to deployment goals and QoS 
level an operator wishes to provide to its subscribers, there is a certain level of 
trade-off required. 
In the second paper, a novel integrated hybrid architecture called, Integrated 
InterSystem Architecture (USA), and a new IP-based mobility management pro-
tocol called, Handoff Protocol for Integrated Networks (HPIN), are proposed for 
NGWN/4G. The proposed USA architecture introduces a novel entity called, In-
terworking Decision Engine (IDE), which acts as a third-party between various 
access networks and technologies, and allows their integration and interworking. 
Each network operator or services provider which wants to allow global roaming 
to its subscribers establishes only one service level agreement (SLA) with the IDE 
manager rather than with all potential other operators. This allows significant cost 
and complexity reduction. The proposed HPIN scheme introduces IP-layer handoff 
anticipation by using link layer information in order to reduce services disruption. 
Moreover, HPIN performs also access networks discovery, local mobility manage-
XI 
ment and context transfer. Performance evaluation shows that USA and HPIN give 
better results compared to works available in the open literature. 
The third paper proposes a new handoff decision function which takes into ac-
count several parameters or factors such as monetary cost or price, bandwidth, 
signal strength, system performance, user preferences or profile, and handoff la-
tency. Such handoff decision scheme is more appropriate in NGWN/4G due to the 
heterogeneity of access networks. On the other hand, the proposed handoff proto-
col defines new messages which enable design of a one-suite protocol that performs 
network selection, fast handoff, localized mobility management, context transfer 
and access networks discovery. The presentation of our solution is followed by per-
formance evaluation which shows better results compared to others protocols. The 
handoff decision function allows a better load balancing amongst various access 
networks, thus, allows provisioning of higher data rate or throughput to users and 
lower packet loss rate. 
Finally, the fourth paper is an improvement of the protocol presented in the se-
cond paper and is called, enhanced Handoff Protocol for Integrated Networks (eH-
PIN) that enables seamless services continuity and QoS guarantees for real-time 
applications in heterogeneous wireless environments. In eHPIN, the handshake pro-
cedure of all time consuming operations such as access router discovery, handoff 
anticipation, cache association update, and bi-directional tunnels setup are perfor-
med before or during the link layer switching (L2 handoff). Performance evalua-
tion results shows that eHPIN allows better performance and significant reduction 
of handoff latency, signaling overhead cost, and packet loss compared to existing 
IPv6-based mobility management schemes. Thus, a seamless mobility and services 
continuity may be guaranteed to mobile users with eHPIN. 
xii 
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La mobilite dans les reseaux de communication a permis de s'affranchir du mode 
de communication filaire traditionnel en apportant, non seulement des nouveaux 
services, mais aussi d'enormes defis de conception et de deploiement. Elle a une 
grande influence sur la performance des reseaux de communication. La tendance 
actuelle dans les reseaux de communication est la migration a des techniques de 
routage basees sur la commutation de paquets. La technologie IP (Internet Proto-
col) sera alors utilisee de bout-en-bout pour le routage; on parle alors du concept 
du tout-IP. Les reseaux sans fil de prochaine ou quatrieme generation (SFPG/4G) 
seront entierement bases sur la technologie IP permettant ainsi des reels avan-
tages par rapport aux differents systemes de communication existants tels que, 
WLAN/IEEE802.11, UMTS/HSPA, CDMA2000 ou lxEV-DO/DV et WiMAX ou 
ceux en cours de definition : LTE/SAE et UMB qui sont respectivement les evolu-
tions des reseaux 3GPP et 3GPP2. 
En effet, contrairement aux systemes cellulaires de troisieme generation (3G) 
dont l'objectif est de supporter differentes classes de services et des applications 
multimedia, le but des reseaux SFPG/4G est d'integrer de facon transparente les 
systemes sans fil courants (Hui & Yeung, 2003). La coexistence de ces differentes 
technologies d'acces sera le fondement du deploiement des reseaux SFPG. De cette 
heterogeneite, il en resultera plusieurs problemes tels que l'integration, la gestion de 
mobilite et la securite. La gestion de mobilite au niveau IP a comme avantage l'in-
dependance vis-a-vis de la technologie radio utilisee et une certaine transparence, 
car elle est la plus basse couche de la pile TCP/IP commune aux differentes tech-
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nologies des reseaux d'acces. Dans le cadre de cette these, nous nous focaliserons 
aux deux premiers problemes c'est-a-dire, la gestion de mobilite et l'integration. 
1.1 Definit ions et concepts de base 
Les reseaux SFPG/4G permettront d'offrir et de transporter simultanement la 
voix, les donnees, la video et le trafic multimedia. En d'autres termes, ils supporte-
ront aussi bien les services et applications temps-reel et non temps-reel. Ils permet-
tront une totale extension des reseaux sans fil actuels en termes d'architectures, de 
services, d'applications, de capacite et d'heterogeneite. Avec l'introduction des ser-
vices multimedia dans un environnement sans fil et mobile, les usagers solliciteront 
l'acces a des technologies sans fil a large bande passante et auront des exigences 
elevees de qualite de service (QdS), semblables a celles des reseaux fixes. Les re-
seaux SFPG/4G seront bases sur des technologies d'acces diverses ce qui permettra 
de tirer profit de leur complementarite au lieu de definir une nouvelle technologie 
radio (Hui k, Yeung, 2003). Une illustration de l'heterogeneite d'un systeme de 
communication SFPG/4G est donnee a la Figure 1.1. 
Figure 1.1 Architecture typique des reseaux SFPG/4G. 
Au moment du deploiement des reseaux SFPG/4G, il est prevu que la version 6 
du protocole IP (IPv6) defmie dans Deering &z Hiiiden (1998) soit largement utili-
see. De plus, les deux groupes de standardisation des reseaux sans fil de troisieme 
generation, 3GPP et 3GPP2, ont adopte cette technologie pour le routage (Chen 
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& Zhang, 2004). Ainsi, dans cette these, IPv6 est considere comme technologie de 
base pour l'integration et la transparence entre les differents reseaux d'acces. Parmi 
les principales caracteristiques des reseaux SFPG/4G, on peut citer (Hui & Yeung, 
2003; Tafazolli et al. , 2005) : 
• utilisation des terminaux multi-modes avec plusieurs interfaces, qui sont ca-
pables de supporter differentes technologies d'acces (multihoming); 
• connectivity en tout temps et en tout lieu (any time and anywhere), faisant 
ainsi reference aux concepts de nomadisme et d'ubiquite; 
• reseaux d'acces integres avec une dorsale commune basee sur le protocole IP ; 
• un environnement securise dans lequel les entites reseaux sont deployees et 
interagissent; 
• support des services de voix, de donnees, multimedia et personnalises a un 
cout minimal. Ces services peuvent etre accessibles a partir des reseaux ap-
partenant a des fournisseurs ou operateurs differents. 
Le terme mobilite dans les reseaux de communication refere a la possibilite 
d'acceder a des services independamment de la localisation et du deplacement de 
l'usager. Trois types de mobilite sont a considerer dans les reseaux SFPG/4G : la 
mobilite terminale, la mobilite personnelle et la mobilite ou portabilite des services 
(Tafazolli et al. , 2005). La mobilite terminale refere a la capacite de localiser et 
d'identifier un terminal ou noeud mobile, en permettant a ce dernier d'acceder aux 
services offerts par le reseau a partir de n'importe quelle position lors de ses depla-
cements a travers differents acces radio. Un numero d'identification, par exemple 
une adresse IP, est associe a chaque terminal. 
Par contre, la mobilite personnelle implique Identification des usagers auxquels 
elle permet, non seulement de recevoir et d'initier des appels, mais aussi d'acceder 
aux services de reseau a partir de n'importe quel terminal et de n'importe quelle 
position de fa<jon transparente. L'usager dispose d'un numero d'identification per-
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sonnel ayant generalement pour support une carte a puce. Enfin, la mobilite des 
services refere a la capacite du reseau d'identifier les usagers en mouvement, de 
permettre a ces usagers d'initier et de recevoir des appels, et de fournir les services 
auxquels les usagers out souscrit en fonction de leur localisation. Dans le cadre de 
notre recherche, nous nous interessons plus particulierement a la mobilite terminale. 
La gestion de mobilite dans les systemes de communication sans fil en particulier 
la mobilite terminale est basee sur deux aspects cles a savoir la gestion de releve 
(handoff management) et la gestion de localisation (location management). Ces 
deux procedures engendrent un trahc de signalisation important dans le reseau, d'ou 
l'interet de trouver des mecanismes robustes et efficaces arm de minimiser ce trafic. 
La gestion de localisation permet au systeme de connaitre a tout moment la position 
courante du nceud mobile (MN). La releve (handover ou handoff) represente le 
transfert automatique du canal de communication d'un point d'acces a un autre 
lors d'un changement de reseau du MN ou quand la qualite du signal se degrade. 
Dans les reseaux SFPG, la releve peut aussi etre due aux preferences et au 
profil de l'usager. Ainsi, une releve peut etre d'une part obligatoire ou forcee et 
d'autre part volontaire (Nasser et al. , 2006). La gestion de releve doit assurer 
la continuity de la session en cours ou tout autre type de lien entre le MN et le 
reseau. La procedure de releve se divise en trois phases : la detection, la decision et 
l'execution. Au niveau IP, on distingue deux principaux types de releves : la releve 
intra-domaine (associee a la micro-mobilite) et la releve inter-domaine (associee 
a la macro-mobilite). Lorsque le MN en cours de releve demeure dans le meme 
domaine, on parle de releve intra-domaine. Par contre, la releve inter-domaine a 
lieu lorsque les deux points d'acces appartiennent a des domaines differents. 
II existe trois approches pour une decision de releve dependemment de la contri-
bution du reseau ou du nceud mobile. En effet, on peut avoir une releve controlee 
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par le reseau (network-controlled handoff), une releve controlee par le noeud ou 
terminal mobile (mobile-controlled handoff) et une releve assistee (mobile-assisted 
handoff). La releve controlee par le reseau est une solution centralisee dans laquelle 
le reseau decide d'une releve a partir des mesures effectuees sur la puissance du si-
gnal regu par les noeuds mobiles. Les inconvenients majeurs de cette approche sont 
d'une part les exigences en terme de puissance de calcul et le maintien de l'infor-
mation en une seule entite centrale et d'autre part l'absence d'une connaissance 
exacte des conditions courantes au niveau de chaque noeud mobile. Dans la version 
controlee par le noeud mobile, ce dernier a l'intelligence et l 'autorite de choisir le 
point d'attache au reseau a partir de ses propres mesures. 
Cette approche petit avoir un impact sur plusieurs facteurs tels que la stabilite 
du reseau, la securite et l'equite, car elle est distribute et aucune politique globale 
ne peut etre appliquee. Avec la releve assistee, le noeud mobile effectue plusieurs 
mesures sur certains facteurs, par contre la decision de releve est faite au niveau 
reseau. Dans ce cas, les conditions courantes au niveau du noeud mobile peuvent 
etre prises en compte, mais le reseau fait toujours face a une surcharge du trafic de 
signalisation et aux exigences de traitement des informations. Nonobstant l'exis-
tence de ces trois approches, sur le plan pratique, dans les reseaux sans fil et mobile 
courants, l'usager n'a pas le controle sur la procedure de releve; on parle alors de 
releve passive. Par ailleurs, dans les reseaux SFPG/4G, l'usager ou mieux le termi-
nal aura la possibilite de decider a quel moment une releve peut etre effectuee. On 
parle dans ce cas de releve proactive (Nasser et al. , 2006). 
D'autre part, avec la coexistence de plusieurs technologies d'acces dans les re-
seaux SFPG, la gestion de la mobilite radio demeure preoccupante. En effet, un 
noeud mobile pourrait changer de technologie d'acces durant ses deplacements ou 
en fonction de ses preferences. Ainsi, on peut distinguer deux types particuliers de 
releves a savoir, la releve horizontale (ou intra-systeme ou encore intra-technologie) 
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et la releve verticale (ou inter-systeme ou encore inter-technologie). La premiere a 
lieu quand la technologie utilisee dans les deux domaines ou reseaux est la meme 
tandis que la seconde se produit dans le cas contraire. Une releve verticale se pro-
duit frequemment dans un environnement sans fil avec chevauehement (partiel ou 
complet) des zones de couverture de differents reseaux (systemes). 
En outre, elle est souvent asymetrique et peut etre subdivisee en releve verticale 
montante et descendante (Stemm & Katz, 1998). La premiere se produit lors d'une 
releve d'un reseau ayant une petite couverture mais offrant une bande passante 
elevee vers un reseau de large couverture mais ayant une bande passante plus 
petite. C'est le cas d'une releve d'un reseau WLAN vers un reseau cellulaire 3G. 
Par contre, une releve verticale descendante se produit dans l'autre sens. Notons que 
la definition de cette asymetrie doit etre revue lorsqu'on considere la technologie 
WiMAX comme reseau d'acces. La conception d'un mecanisme pour gerer une 
releve verticale devrait done avoir comme objectif : 
• minimiser la latence de releve, le gaspillage de la puissance ou energie de 
la batterie, l'interference, le nombre de releves et le trafic additionnel utilise 
pour supporter ces releves; 
• maximiser la fiabilite et la performance, autrement dit, une session en cours 
doit maintenir une bonne qualite apres l'execution de la releve; 
• maintenir une mobilite sans coupure (e'est-a-dire, minimiser l'interruption de 
service causee par les releves) et une repartition adequate des charges afin de 
reduire la probabilite de blocage des nouvelles sessions ou celles en cours de 
releve. 
La Figure 1.2 illustre une releve horizontale entre les systemes WLAN1 et WLAN2, 
et line releve verticale entre les systemes WLAN3 et UMTS. 
La notion de qualite de service (QdS) semble parfois difficile a definir. Cependant, 
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Figure 1.2 Releves horizontale et verticale. 
on peut dire que la QdS pour un usager represente son degre de satisfaction pour un 
service auquel il a souscrit. Elle consiste a fournir un service conforme aux exigences 
des usagers. Dans un reseau de communication mobile et sans fil, la garantie de la 
QdS demeure un defi majeur, en particulier pour des applications multimedia qui 
ont des contraintes strictes de delai. La mobilite des usagers peut provoquer une 
interruption de service a cause de plusieurs facteurs. Par exemple, lors d'une releve, 
le delai de retablissement de la connexion peut etre assez eleve. Pour ce faire, il faut 
garantir une mobilite sans coupure (seamless roaming) et une continuity de service 
aux usagers. Dans les reseaux sans fil et mobile, la QdS peut etre definie a partir 
de plusieurs metriques telles que le delai ou latence de releve, le taux de perte de 
paquets, le trafic de signalisation, la probability de blocage, le debit et le delai de 
bout-en-bout. Ainsi, garantir une mobilite sans coupure reviendrait par exemple a 
minimiser le delai de releve, le taux de perte de paquets, le trafic de signalisation 
et la probability de blocage. 
L'intervalle de temps durant lequel un nceud mobile ne peut pas recevoir ou 
transmettre de paquets durant une releve est appele latence de releve (handoff la-
tency). Ce temps a une influence sur la performance de la releve en particulier 
pour des applications temps-reel. Dans un environnement IP mobile, deux types 
de signalisation sont lies aux mises a jour des associations (binding update) : celles 
faisant suite a l'acquisition d'une nouvelle adresse et celles necessaires au rafraichis-
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sement des caches d'associations (binding refresh). Ces detix procedures de mise a 
jour generent un trafic de signalisation. Les usagers mobile sont plus sensibles a 
l'interruption de leur session ou communication en cours qu'a son rejet lors de 
l'initialisation. La probability de blocage exprime done le taux qu'une session soit 
interrompue prematurement suite a un echec de releve. Le blocage d'une session 
peut etre cause par plusieurs facteurs parmi lesquels, la latence de releve, la dete-
rioration du rapport signal a bruit ou l'indisponibilite du canal de communication. 
Le taux d'echec de releve doit etre maintenu en dessous d'un certain seuil. Afin 
d'assurer une connectivite entre differentes entites dans les reseaux SFPG/4G, il 
est necessaire d'avoir une convergence ou interoperabilite de leurs fonctionalites. 
1.2 Elements de problemat ique 
Bien que les reseaux SFPG/4G soient encore a la phase de conception et que leur 
deploiement soit envisage vers 2010 (Roberts et al. , 2006), plusieurs travaux sont 
en cours pour faire face aux defis qu'ils presentent. Ces reseaux consisteront en une 
integration des differentes technologies existantes qui peuvent etre complementaires 
entre elles. Malgre, leur potentiel, aucun des reseaux sans fil et mobile existants n'est 
capable d'offrir simultanement une bande passante elevee, une couverture a grande 
echelle, des delais de livraison des paquets faibles, etc. La complementarite de ces 
reseaux suscite l'interet de leur integration et interoperabilite. De cette integration, 
il en resultera un systeme sans fil heterogene apportant de nouveaux defis dans 
la conception de l'architecture et des protocoles, le support de la mobilite et la 
garantie de la qualite de service. 
Une ebauche des defis des reseaux SFPG/4G est faite par Hui & Yeung (2003), 
de meme que quelques pistes de solutions proposees dans la litterature y sont pre-
sentees. Par ailleurs, malgre les travaux effectues, plusieurs questions demeurent 
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ouvertes. Avec la mobilite, les usagers feront face aux releves tant intra-technologie 
(horizontale) qu'inter-technologie (verticale) dans un environnement heterogene 
multi-acces. II est essentiel que les applications s'executant sur les terminaux ou 
nosuds mobile ne soient pas perturbees. En fait, qu'elles n :aient pas a se soucier 
du mouvement des usagers. Le systeme doit assurer une communication sans in-
terruption avec une degradation minimale de la qualite de service pour les usagers 
mobile. Cela peut etre obtenu par une reduction de la latence et de la probabilite 
d'echec de releve en dessous de certains seuils. Par exemple, pour la voix sur IP 
(VoIP), le taux de perte de paquets acceptable est de 3% (Vivaldi et al. , 2003). 
Plusieurs protocoles de gestion de mobilite ont ete proposes dans la litterature 
et sont souvent specifiques a chaque couche de la pile T C P / I P et operent inde-
pendamment. Au niveau IP, arm de gerer la mobilite, VInternet Engineering Task 
Force (IETF) a propose le protocole Mobile IPv6 (MIPv6) (Johnson et al. , 2004) 
et plusieurs de ses extensions arm de permettre aux nceuds mobile de maintenir 
leur connexion active lors de leurs deplacements. Toutefois, plusieurs problemes 
subsistent avec ces protocoles. La mise a jour des informations du noeud mobile 
chaque fois qu'il change de position ou obtient une nouvelle adresse temporaire 
induit un gaspillage des ressources. Une approche d'anticipation de la releve a ete 
introduite pour ameliorer la performance de MIPv6 en utilisant par exemple les 
informations de la couche liaison de donnees. 
Cependant, cette anticipation necessite une bonne precision pour detecter et 
predire les deplacements du nceud mobile sans qu'il ne soit trop complexe. Bien 
que cette approche permette de reduire la latence de releve, des problemes de syn-
chronisation apparaissent, de meme qu'une augmentation du trafic de signalisation. 
Une autre approche pour ameliorer les performances consiste en une subdivision de 
la mobilite (intra-domaine et inter-domaine) en introduisant une hierarchisation. 
Toutefois, aucune de ces extensions ne permet d'avoir simultanement un trafic de si-
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gnalisation faible, une perte minimale des paquets et une latence de releve moindre 
(Perez-Costa et al. , 2003; Gwon et al. , 2004). Ainsi, aucun d'entre eux ne permet 
d'assurer une mobilite sans coupure dans le contexte des reseaux SFPG/4G. 
Dans un environnement multi-acces, le choix du reseau qui desservira l'usager 
est un defi considerable, car chacune des technologies possede ses propres caracte-
ristiques. Traditionnellement, ce choix est base sur la puissance du signal recu et la 
disponibilite du canal de communication. Par contre, ces criteres ne peuvent s'appli-
quer efficacement que dans le cas d'une releve horizontale. Dans les reseaux SFPG, 
les releves verticales seront frequentes, alors il y a lieu de definir de nouveaux meca-
nismes de selection de reseaux (interfaces) qui devront prendre en compte plusieurs 
criteres tels que la puissance du signal, les conditions du reseau, les preferences des 
usagers et le cout monetaire ou prix. La selection du reseau ne devrait pas etre 
limitee en utilisant uniquement les informations disponibles au niveau du reseau 
d'acces telles que la puissance du signal, la charge ou la disponibilite de la bande 
passante. II faudra prendre en compte les informations et exigences aussi bien au 
sein du reseau d'acces, du reseau coeur ou nominal et du terminal mobile. 
II est difficile de decider du moment opportun ou se produit une releve dans 
un environnement heterogene en raison des particularites des mecanismes de releve 
dans chacun des systemes. D'autre part, pour un nceud mobile equipe de plusieurs 
interfaces, la maniere evidente pour decouvrir un reseau d'acces est de maintenir 
toutes les interfaces continuellement actives. Cependant, une telle approche engen-
drera aussi bien une consommation excessive de l'energie du terminal mobile que 
les ressources du reseau, meme si aucun paquet n'est envoye ou re§u par le termi-
nal. II est done necessaire de trouver une approche plus efflcace pour activer les 
interfaces afin de garantir un meilleur compromis entre la decourverte de reseau 
et la consommation d'energie. Des investigations pour des nouvelles strategies de 
releve dans un environnement heterogene sont done requises. 
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Le probleme d'integration et d'interoperabilite des reseaux de communication 
a ete largement etudie. Deux modeles d'architecture, loose et tight coupling, ont 
ete proposes pour l'integration des reseaux cellulaires 3G et WLAN (3GPP, 2004; 
3GPP2, 2004). De plus, six scenarios sont dermis dans 3GPP (2004) et 3GPP2 
(2006) ami de supporter l'interoperabilite. Cependant, tons ces scenarios ne sont 
pas encore totalement garantis et les deux architectures proposees presentent un 
certain nombre de faiblesses. En effet, avec le couplage tight, un reseau WLAN 
apparait comme un reseau d'acces pour le reseau cceur 3G. Ainsi, le trafic du reseau 
WLAN sera achemine vers le reseau 3G, ce qui pourrait causer des problemes de 
capacite, car ce dernier n'est pas adapte au trafic a haut debit. Par ailleurs, pour le 
couplage loose, les differents reseaux sont deployes independamment, permettant de 
reduire la complexite et les couts. Cependant, il est difficile de garantir la continuity 
de services lors d'une releve due a la latence et la perte des paquets qui sont assez 
elevees. Ces deux modeles d'integration sont strictement limites aux reseaux WLAN 
et cellulaires 3G. D'autre part, une architecture d'integration devrait respecter 
certaines exigences telles que, etre economique, evolutive, assurer une mobilite sans 
coupure et garantir un niveau adequat de securite (Akyildiz et al. , 2005). 
Une des solutions courantes pour permettre la mobilite des usagers est l'etablis-
sement des accords de services et d'itinerance (Service Level and Roaming Agree-
ments - SLA/RA) entre les operateurs et fournisseurs de services. Toutefois, cette 
approche presente des limites. En effet, les operateurs de telephonie ne sont pas 
disposes a donner acces a leur base de donnees aux autres operateurs meme en 
presence d'un SLA. Or l'acces aux bases de donnees est necessaire pour certaines 
operations par exemple, l'authentification et la facturation ou AAA (Authentica-
tion, Authorization and Accounting). D'autre part, le nombre d'operateurs etant 
tres eleve, de surcroit avec la liberalisation du marche des telecommunications, il 
devient presque impossible a un operateur d'avoir des accords SLA/RA directement 
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avec tous les autres operateurs. En effet, ca serait tres couteux et exigeant. 
De plus, si un usager effectue une releve entre deux reseaux n'ayant pas de 
SLA/RA, il ne peut pas beneficier du maintien de la connexion de sa session en 
cours, meme s'il est abonne independamment aux deux reseaux. II en decoule la 
necessite d'une architecture permettant 1'itinerance globale des usagers, qui ne soit 
pas basee sur des accords SLA/RA directs entre operateurs. Au sein de certains 
groupes, tel que le GSM Association1, des dispositions ont ete prises pour per-
mettre l'itinerance entre operateurs dont les reseaux sont bases sur la technologie 
GSM. Mais dans la pratique, il y a encore des conflits operationnels et le probleme 
d'itinerance demeure ouvert, en particulier entre deux technologies distinctes. 
1.3 Objectifs de recherche 
L'objectif principal de cette these est de proposer des mecanismes efficaces de 
gestion de mobilite dans les reseaux sans fil de prochaine generation (SFPG/4G) 
offrant des garanties de qualite de service (QdS) aux usagers ainsi que l'integration 
et l'interoperabilite des reseaux de communication tant filaire que sans fil et mobile 
existants. Plus specifiquement, cette these vise les objectifs suivants : 
• analyser les protocoles et mecanismes proposes dans la litterature pour la 
gestion de mobilite avec support de la QdS dans les reseaux sans fil et mobile 
bases sur la technologie IP afin d'en deceler les faiblesses et les problemes qui 
ne sont pas encore resolus adequatement; 
• proposer une architecture permettant l'integration et l'interoperabilite des 
differents reseaux existants dans un environnement heterogene multi-acces; 
• concevoir des nouveaux mecanismes pour la selection de reseau, la gestion de 
1GSM Association : htttp://www.gsmworld.com 
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releve, le support de la QdS et la localisation permettant une itinerance sans 
coupure des sessions ou services des usagers durant leurs deplacements; 
• evaluer l'efficacite de cette architecture et la performance des mecanismes pro-
poses en tenant compte des exigences et specifications des reseaux SFPG/4G. 
Cette evaluation sera basee sur une comparaison avec les travaux existants 
qui abordent les memes problemes. 
1.4 Esquisse methodologique 
Une demarche methodologique basee sur une approche analytique et par simula-
tion servira de guide pour la validation des differentes contributions de cette these. 
Nous commencerons par une analyse approfondie des caracteristiques des reseaux 
SFPG/4G. Cette phase sera effectuee a partir d'une revue de litterature pertinente 
qui nous permettra d'identifier les enjeux de la mobilite et les exigences sur la 
QdS dans les reseaux SFPG/4G. Ceci nous permettra de deceler les avantages et 
faiblesses des approches et solutions disponibles dans la litterature. Ensuite, une 
architecture integrant differents reseaux dans un environnement mobile et sans fil 
heterogene sera proposee. 
Pour atteindre cet objectif, nous analyserons les architectures d'integration dis-
ponibles dans la litterature afin d'en degager les principales caracteristiques et re-
quis pouvant nous permettre de concevoir une nouvelle architecture hybride. Cette 
derniere devra permettre une transparence de l'heterogeneite et une interoperabilite 
harmonieuse. De plus, nous nous baserons sur les recommandations et specifications 
des organismes tels que 1'IETF, le 3GPP/3GPP2 , 1'IEEE et l'ETSI pour la concep-
tion de cette architecture qui devra utiliser autant que possible les entites existantes 
et minimiser l'ajout des nouvelles. L'evolutivite et la fiabilite doivent etre prises en 
compte comme critere de performance d'une telle architecture pour faire face aux 
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problemes de survabilite, de fiabilite et de tolerance aux pannes. 
Une strategic intelligente et efficace pour la selection du meilleur reseau (inter-
face) disponible auquel un noeud mobile se connecte sera definie. Cette approche de 
selection permettra d'assurer une meilleure repartition de charge dans les reseaux 
d'acces et un meilleur controle d'admission. Nous allons concevoir de nouveaux me-
canismes de gestion de releve qui permettront de garantir une mobilite sans coupure 
et une continuity des services, par exemple en minimisant la perte de paquets, le 
trafic de signalisation, le delai de releve et la probability de blocage ou d'echec de 
releve. Une approche modulaire sera utilisee pour developper les differents meca-
nismes ci-dessus mentionnes, arm de permettre une flexibilite d'integration dans la 
solution globale. L'impact de chaque mecanisme propose sera etudie. 
L'evaluation des performances de l'architecture et des mecanismes proposes sera 
effectuee. Comme outils d'evaluation. les logiciels OPNET et MATLAB seront uti-
lises. Autrement dit, les differents mecanismes proposes seront implementes dans 
ces deux logiciels. Plusieurs tests seront effectues avec differents scenarios (par 
exemple type de trafic, modele de mobilite) afin de valider les solutions proposees. 
Une etude comparative sera aussi faite avec les autres propositions disponibles dans 
la litterature. Les metriques et criteres definis precedemment seront utilises pour 
revaluation des performances. 
1.5 Principales contributions et originalite 
Les principales contributions de cette these qui permettent de faire avancer la 
recherche sur les deux defis majeurs des reseaux SFPG/4G a savoir, la gestion de 
mobilite et l'integration des reseaux, sont au nombre de quatre : un modele ana-
lytique pour evaluer les performances des protocoles de mobilite, une architecture 
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hybride integrant les reseaux de communication, un mecanisme de decision de re-
leve et des protocoles de gestion de mobilite. Elles peuvent etre resumees comme 
suit : 
• Modele analytique d1 evaluation de performances : la proposition d'un nou-
veau protocole doit etre accompagnee d'une preuve de concepts. Pour y ar-
river, quatre approches peuvent etre utilisees : simulation, modelisation ana-
lytique, validation formelle et prototypage [testbed). Les deux premieres sont 
les plus courantes dans la litterature. En ce qui concerne la modelisation ana-
lytique des performances des protocoles de gestion de mobilite, les approches 
abordees dans la litterature sont tres simplifies et peu realistes. En effet, 
l'interaction entre les differentes metriques (par exemple, le delai, le trafic 
de signalisation et la perte de paquets) est souvent ignoree. De meme, 1'in-
fluence de plusieurs facteurs tels que la mobilite des usagers, les conditions 
reseau et le type de trafic n'est pas prise en compte conjointement. Pour 
ce faire, nous proposons un modele anafytique plus robuste qui permet de 
prendre en compte l'interaction entre les metriques ainsi que l'influence des 
facteurs sur ces metriques. Une telle approche globale n 'a pas ete proposee 
auparavant, ce qui fait de notre travail une contribution originale. 
• Architecture hybride d'integration : afin de permettre l'integration des re-
seaux de communication actuels, nous proposons une nouvelle architecture 
introduisant une tierce-partie qui permet d'assurer Pinteroperabilite dans un 
environnement heterogene. L'ajout de nouvelles entites reseau a ete minimise 
afin de garantir un deploiement economique. L'accent a ete mis sur une exten-
sion des fonctionnalites des entites existantes. L'architecture proposee permet 
une separation entre le trafic de signalisation et le trafic de donnees, ce qui 
allege la charge du tierce-partie. En outre, elle offre un meilleur compromis 
entre les deux modeles generiques disponibles dans la litterature. L'evaluation 
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de performances de cette architecture montre qu'elle verifie tous les requis tels 
que la minimisation du cout des infrastructures et l'evolutivite. 
• Mecanisme de decision de releve : la decision de releve basee sur la qualite 
de la puissance du signal ou la disponibilite de canal ou encore de bande 
passante n'est pas appropriee dans les reseaux SFPG. Pour faire face a ce 
probleme, nous avons propose une nouvelle approche basee sur une fonction 
de score qui prend en compte differents facteurs tels que la puissance du si-
gnal, la bande passante, le cout ou prix d'une session, la vitesse des usagers 
et le profil des usagers. En prenant en compte ces differents facteurs, l'usager 
beneficie d'une meilleure connectivite. En effet, l'usager ou le nceud mobile 
sera connecte au reseau qui permet de maximiser sa fonction de score. Ce 
mecanisme incorpore aussi une strategie de gestion des interfaces arm de ga-
rantir un meilleur compromis entre la decouverte de reseaux d'acces et la 
consommation de l'energie des terminaux mobile. Cette contribution est non 
seulement originale mais tres importante pour les reseaux SFPG du a l'hete-
rogeneite des reseaux d'acces. Une telle fonction de decision de releve permet 
d'avoir une idee sur l'impact de chaque faeteur de meme qu'une meilleure 
repartition de charges a travers les reseaux d'acces disponibles. 
• Protocoles de gestion de mobilite : plusieurs protocoles de gestion de mobi-
lite sont disponibles dans la litterature avec leurs avantages et incovenients. 
Ces protocoles sont developpes separemment et tentent de resoudre un pro-
bleme specifique de mobilite. Nous proposons differentes versions de protocole 
de gestion de mobilite; ce qui constituent une amelioration considerable des 
protocoles proposes par 1'IETF. Les protocoles proposes ne traitent pas seule-
ment la mobilite IP, mais utilisent l'information des autres couches pour offrir 
des meilleures performances et assurer une meilleure qualite de service aux 
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usagers. Le mecanisme de decision de releve ci-dessus mentionne est incorpore 
de meme que des mecanismes plus intelligents pour la decouverte des reseaux 
d'acces, l'anticipation de la releve et le transfert de contexte. Un nouveau 
mecanisme de mise a jour des caches d'association est propose afin de reduire 
le trafic de signalisation sur la portion sans fil du reseau. Ces protocoles per-
mettent d'assurer une mobilite sans coupure et la continuity de services dans 
les reseaux SFPG/4G. Ces deux exigences etant cruciales dans ces reseaux. 
1.6 P lan de la these 
Le reste de cette these est organisee comme suit. Le Chapitre 2 presente une 
revue critique et selective de la litterature sur deux problemes cles des reseaux 
SFPG/4G a savoir, l'integration des differents systemes de communication et la 
gestion de mobilite. Les deux principales architectures generiques d'integration dis-
ponibles dans la litterature sont abordees ainsi que les defis et problemes qui en 
decoulent. Par la suite, les protocoles de gestion de mobilite dans les environne-
ments sans fil et mobile heterogenes sont presented. Une analyse approfondie de ces 
protocoles est aussi effectuee, afin d'identifier les problemes qui subsistent encore. 
Ayant opte pour une these par articles, les Chapitres 3 a 7 contiennent respective-
ment les differents articles qui decrivent notre contribution. 
Plus precisement, le Chapitre 3 presente l'article intitule An Analytical Frame-
work for Performance Evaluation of IPv6-based Mobility Management Protocols 
qui a ete accepte pour publication dans la revue IEEE Transactions on Wireless 
Communications. Dans cet article, nous proposons une nouvelle approche analy-
tique, plus approfondie, pour evaluer les performances des protocoles de gestion de 
mobilite. Le cadre que nous proposons prend en compte plusieurs facteurs et leur 
interaction pour une modelisation plus rigoureuse. L'article intitule An Architec-
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ture for Seamless Mobility Support in IP-based Next-Generation Wireless Networks 
accepte pour publication dans la revue IEEE Transactions on Vehicular Technology 
est presente au Chapitre 4. Dans cet article, nous proposons une nouvelle architec-
ture hybride d'integration et un nouveau protocole de gestion de mobilite dans un 
environnement sans fil heterogene, qui etend les protocoles proposes par 1'IETF. 
Le Chapitre 5 intitule Adaptive Handoff Scheme for Heterogeneous IP Wireless 
Networks est un article soumis a la revue Computer Communications (Elsevier). Un 
nouveau mecanisme de decision de releve, plus approprie aux reseaux SFPG/4G, 
base sur une fonction de score y est propose. Cette fonction prend en compte plu-
sieurs facteurs tels que le cout ou prix d'une session, la bande passante disponible et 
la puissance du signal. De plus, un autre protocole de gestion de releve est propose. 
Une amelioration du protocole decrit dans le Chapitre 4 est traitee dans le Chapitre 
6 qui presente l'article intitule Enhanced Fast Handoff Scheme for Heterogeneous 
Wireless Networks soumis a la revue Computer Communications (Elsevier). Cette 
amelioration consiste a effectuer les operations critiques d'une releve par exemple, 
l'etablissement de tunnels de communication et la mise a jour des caches d'associa-
tion par anticipation. Dans le Chapitre 7, une discussion generale sur les differents 
resultats obtenus et une synthese de notre contribution sont faites. Enfin, cette 
these se termine par une conclusion qui permet d'effectuer un bilan en regard de 
nos objectifs de recherche, d'exposer les limites de notre contribution et evoquer 
les recommandations pour des travaux futurs. 
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C H A P I T R E 2 
I N T E G R A T I O N , I N T E R O P E R A B I L I T E E T M O B I L I T E 
La coexistence des reseaux de communication et technologies distincts constitue 
le fondement de la conception et du deploiement des reseaux sans fil de prochaine 
generation (SFPG/4G). Pour ce faire, l'integration et l'interoperabilite de ces re-
seaux sont necessaires pour tirer profit de leurs avantages respectifs. Toutefois, cette 
integration apporte plusieurs defis auxquels il faut faire face. Parmi ces defis, on 
peut citer la gestion de mobilite et des ressources, la conception d'architectures et 
de protocoles, la securite et la garantie d'une meilleure qualite de service (QdS). 
Plusieurs travaux ont ete entrepris dans la litterature arm de solutionner ces de-
fis. Nonobstant les efforts consentis et les resultats obtenus, plusieurs problemes 
subsistent. En effet, les activites de recherche sur les reseaux SFPG/4G restent 
d'actualite et plusieurs projets sont en cours. Dans ce chapitre, nous allons faire 
un survol critique et selectif des travaux disponibles dans la litterature sur les defis 
enumeres ci-avant en particulier sur la conception d'architectures d'integration, la 
gestion de mobilite et par consequent la garantie de QdS dans les reseaux SFPG. 
2.1 Mecanismes d' integration 
Les reseaux mobiles et sans fil courants peuvent etre vus comme complementaires 
les uns des autres bien qu'ils aient ete congus pour des besoins specifiques. Les 
reseaux cellulaires 3G, tels que UMTS et lxEV-DO, ont Tavantage d'offrir une large 
couverture (perimetre geographique plus etendu) tandis que leurs inconvenients se 
caracterisent par la capacite limitee de la bande passante et les couts operationnels 
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eleves. Par contre, la technologie WLAN, telle que IEEE 802.11, offre une large 
bande passante avec des coiits d'operations faibles, bien que sa couverture soit 
moins etendue et ne peut supporter que des usagers ayant un taux de mobilite 
faible. 
Le deploiement exponentiel des reseaux WLAN (Al-Gizawi et al. , 2002) justifie 
le fait qu'ils joueront un role cle dans la transmission des donnees dans le futur. 
Ce fait est bien connu des operateurs de telephonie mobile et ils essaient d'en ti-
rer profit. Six scenarios ont ete dermis par les deux organismes de standardisation 
des reseaux cellulaires 3G (3GPP, 2004; 3GPP2, 2006) ami de supporter l'inter-
operabilite de leurs technologies avec les reseaux WLAN/IEEE 802.11. Au sein de 
PIEEE plusieurs projets1 sont en cours pour l'extension du standard IEEE 802.11 
pour des besoins d'interoperabilite avec les autres technologies. Nonobstant, la ri-
chesse des contributions, plusieurs questions restent ouvertes et necessitent done 
que Ton s'y interesse. Le groupe de travail IEEE 802.llu s'interesse au developpe-
ment d'un standard qui permettra l'interoperabilite d'un reseau IEEE 802.11 avec 
des reseaux externes auquel il est connecte. D'autre part, le groupe de travail IEEE 
802.llr traite la specification des transitions rapides entre differents BSS (Basic 
Service Set) dans le but d'offrir une releve sans coupure (seamless handoff). 
Le standard IEEE 802.llr est une extension de IEEE 802.llf ou Inter-Access 
Point Protocol (IAPP) et le type d'application cible etant la voix sur IP (VoIP). 
Enfin, le standard IEEE 802.21 ou Media Independent Handover (MIH) fourni une 
intelligence a la couche liaison de donnees et d'autres informations appropriees du 
reseau aux couches superieures afin d'optimiser la releve entre differentes techno-
logies, e'est-a-dire basees sur IEEE 802.11 et n'importe quelle autre technologie 
par exemple, 3GPP et 3GPP2. Notons qu'au niveau radio, les deux techniques qui 
:WLAN Working Group : htttp://www.ieee802.org/11/ 
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ont ete ajoutees, dans les reseaux 3GPP LTE/SAE et 3GPP2 UMB, aux tech-
niques deja deployees, CDMA, TDM et OFDM dans les reseaux cellulaires 3G sont 
OFDMA (Orthogonal Frequency Division Multiple Access), MIMO (Multiple Input 
Multiple Output) et SDMA (Space Division Multiple Access). L'objectif vise etant 
d'augmenter la performance, offrir une meilleure capacite, une plus grande cou-
verture et une meilleure qualite pour les reseaux SFPG/4G. Ces techniques sont 
combinees afin d'avoir une seule interface radio en tirant profit des meilleurs aspects 
de chacune d'elles. 
Etant donne qu'aucun des systemes ne permet de satisfaire tous les scenarios 
en terme par exemple, de mobilite et de qualite de service, et avec les exigences 
des nouveaux services multimedia au niveau des usagers, il y a lieu de trouver de 
nouvelles approches pour la conception des reseaux SFPG/4G. Deux approches 
sont possibles pour cette conception (Akyildiz et al. , 2005). En effet, la premiere 
approche consisterait au developpement d'un nouveau systeme sans fil en termes 
dinterfaces radio et de technologies qui permettrait de satisfaire les exigences de 
QdS des usagers. Ceci permettrait par exemple d'atteindre le debit envisage su-
perieur a 100 Mbps pour les reseaux SFPG/4G. La seconde approche serait une 
integration intelligente des systemes sans fil existants afin de permettre aux usagers 
d'etre servis par le meilleur systeme disponible. La premiere approche semble moins 
pratique car elle necessite plus de temps de developpement et de deploiement et 
serait par consequent tres couteuse. La seconde approche semble plus realiste (Hui 
& Yeung, 2003) et c'est cette derniere que nous privilegions dans cette these. 
De cette integration, il resultera un systeme sans fil heterogene apportant de 
nouveaux defis dans la conception de l'architecture et des protocoles, le support 
de la mobilite et la QdS. Le systeme integre devrait assurer une communication 
sans coupure avec une degradation minimale de la QdS des usagers mobiles. Deux 
architectures generiques pour integrer les reseaux WLAN et 3GPP/3GPP2 ont ete 
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proposees dans la litterature denommees respectivement tight coupling (couplage 
rigide) et loose coupling (couplage souple) (3GPP, 2004; 3GPP2, 2004). Une pre-
sentation sommaire des solutions basees sur ces modeles d'integration est faite dans 
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Figure 2.1 Architectures generiques d'integration. 
2.1.1 Exigences et requis 
La conception d'une architecture integree permettant une itinerance a travers 
des reseaux heterogenes devrait respecter les exigences et requis suivants : 
• economique : arm d'assurer un deploiement rapide et economique, une archi-
tecture integree doit utiliser l'infrastructure existante autant que possible et 
minimiser l'usage de nouvelles entites; 
• evolutive et fiable : l'integration de n'importe quel nombre de systemes appar-
tenant a des operateurs existants et futurs devrait etre supportee; de plus elle 
devrait etre capable de garantir une tolerance aux pannes (fault tolerance); 
• signalisation et routage : le trafic de signalisation ou de controle doit etre 
maintenu en dessous d'un certain seuil; de plus, le routage des donnees entre 
deux entites devrait etre effectue a l'aide d'un chemin optimal; 
• mobilite sans coupure : afin d'eliminer les interruptions de connexion et la 
degradation de la QdS durant une releve, l'architecture devrait supporter 
une mobilite sans coupure (seamless mobility); 
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• securite : l'architecture devrait fonrnir un niveau de securite qui serait equi-
valent sinon meilleur que celui offert par les reseaux existants. 
Les exigences ci-dessus montrent qu'il est tres difficile d'avoir une seule architec-
ture qui serait appropriee pour tous les scenarios d'interoperabilite, et ainsi satis-
faire tous les operateurs et fournisseurs de services. II est done difficile de predire 
quelle type d'architecture dominera le marche, car la selection d'un modele d'inte-
gration n'est pas seulement basee sur des criteres de performance, mais aussi sur 
les couts et les profits. Ainsi, en attendant la conception et le deploiement d'une 
solution ideale, les usagers continueront d'exiger une solution pratique. Cela peut 
etre obtenu grace a un certain compromis sur les exigences et requis mentionnes 
precedemment. Plusieurs architectures de reseaux SFPG/4G ont ete proposees ou 
sont en cours de definition (Kibria k, Jamalipour, 2007). Cependant, beaucoup de 
questions demeurent ouvertes avant le deploiement des reseaux SFPG/4G. 
2.1.2 Couplage rigide ou fort 
Avec l'architecture tight coupling (couplage rigide), un reseau WLAN peut etre 
considere comme un reseau d'acces {Radio Access Network - RAN) complemen-
taire d'un reseau cellulaire 3G. En effet, dans cette approche le reseau WLAN 
est directement connecte au reseau cceur 3G de la meme maniere qu'un RAN de 
3GPP/3GPP2. Ainsi, le trafic provenant du WLAN est achemine avant tout a tra-
vers le reseau cceur du systeme cellulaire 3G avant d'atteindre un reseau de donnees 
externe tel que Internet. Dans cette approche, il est necessaire de deployer une en-
tite logique ou physique afin de permettre une transparence des caracteristiques 
du reseau WLAN et d'en rendre disponible certaines fonctionnalites du systeme 
3G. Plusieurs protocoles disponibles dans les systemes cellulaires 3G peuvent alors 
etre reutilises dans le reseau WLAN. La mobilite a travers les deux reseaux est 
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entierement basee sur les protocoles de gestion de mobilite de 3GPP/3GPP2 . 
Le deploiement des reseaux cellulaires 3G se fait selon certaines regies de plani-
fication et d'ingenierie. La capacite et la configuration des elements du reseau sont 
determinees a partir des mecanismes specifiques. Ainsi, une connexion directe du 
reseau WLAN au reseau 3G suscite des preoccupations aussi bien en terme de couts 
que de capacite. En effet, injecter un trafic haut debit du reseau WLAN vers un re-
seau cellulaire 3G pourrait causer des problemes a certains nceuds comme le SGSN 
(Serving GPRS Support Node) ou le GGSN {Gateway GPRS Support Node). Le fait 
que les interfaces du reseau coeur du systeme cellulaire 3G soient directement ex-
poses au reseau WLAN, il serait plus approprie que les deux reseaux appartiennent 
au meme operateur. De plus, la carte reseau WLAN du terminal mobile devrait 
implementer la pile de protocoles du reseau cellulaire 3G. 
2.1.3 Couplage leger ou faible 
Par contre, avec l'architecture loose coupling (couplage faible), le reseau WLAN 
est directement connecte au reseau de donnees externe sans passer par le reseau 
cceur du systeme cellulaire 3G tout en permettant aux usagers mobiles de beneficier 
de services sans coupure. II n'est done pas necessaire d'introduire des concepts du 
reseau 3G dans le reseau WLAN. L'approche loose coupling permet un deploiement 
et une ingenierie de trafic independants des reseaux WLAN et 3G sans un inves-
tissement majeur de capitaux. Aucun changement n'est necessaire a Parchitecture 
des reseaux et a la pile des protocoles utilisee. Cette approche utilise en grande 
partie les protocoles proposes par 1'IETF, par exemple pour l'authentification, la 
facturation et la gestion de mobilite. 
Toutefois, des exigences minimales sont requises au reseau WLAN et il peut etre 
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necessaire de deployer de nouveaux equipements pour la mise en correspondance 
de certaines specifications. Pour garantir la mobilite sans coupure, les protocoles 
utilises peuvent fonctionner independamment sur chaque reseau mais doivent etre 
interoperables. Des accords d'itinerance entre operateurs permettront aux usagers 
de beneficier d'une cou vert lire a plus grande echelle en faisant affaire avec un seul 
fournisseur de services ou operateur. Cependant en terme de performance, on peut 
avoir des latences de releve et une perte de paquets considerables. Car chaque 
decision de releve necessite de contacter le reseau nominal qui peut etre assez loin 
de la position courante de l'abonne. 
2.1.4 Couplage hybride 
L'interet suscite par l'integration et l'interoperabilite des reseaux WLAN et cel-
lulaires 3G a conduit aussi a la proposition des approches hybrides. En effet, avec 
un couplage hybride, le chemin emprunte par les donnees est differencie selon le 
type de trafic (Song et al. , 2003). Le trafic temps-reel est achemine en utilisant le 
couplage rigide tandis que le trafic non-temps reel utilise le couplage leger. On peut 
alors tirer profit des avantages de chacune des deux approches generiques. Toute-
fois, plusieurs inconvenients subsistent. Jaseemuddin (2003) propose une architec-
ture integrant les reseaux IEEE 802.11 et UMTS permettant a un nceud mobile de 
maintenir en parallele une connexion pour les donnees a travers le reseau WLAN 
et pour la voix au moyen du reseau UMTS. Deux architectures pour integrer les 
reseaux WLAN et cellulaire UMTS sont proposees par Salkintzis et al. (2002), ba-
sees sur les deux modeles generiques ci-dessus. Dans la premiere architecture [tight 
coupling), deux nouvelles entites appelees GPRS Interworking Function (GIF) et 
WAF ( WLAN Adaptation Function) permettant l'interoperabilite des fonctionna-
lites entre les deux systemes sont introduites. 
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Dans Buddhikot et al. (2003), une architecture integrant les reseaux IEEE 
802.11 et CDMA2000 basee sur l'approche loose coupling est proposee. Deux ele-
ments caracterisent la proposition : un logiciel d'acces au service sur les terminaux 
des usagers (client software) et une passerelle appelee IOTA (Integration Of Two 
Access technologies) deployee dans le reseau WLAN. La passerelle IOTA permet 
le support de la mobilite inter-technologie, la garantie de la QdS et l'etablisse-
ment des accords d'itinerance entre plusieurs fournisseurs de services et opera-
teurs. Dans Akyildiz et al. (2005), les auteurs proposent une architecture pour 
permettre 1'interoperabilite des reseaux dans un environnement heterogene. Deux 
nouvelles entites y sont introduites appelees NIA (Network Interoperating Agent) et 
IG (Interworking Gateway) pour permettre l'interaction des differentes technologies 
considerees et garantir une itinerance aux usagers. On peut a premiere vue prevoir 
la surcharge du NIA, meme si les auteurs preconisent le contraire. La localisation 
de l'entite NIA generera sans aucun doute des problemes de delai. En effet, si la 
releve inter-systeme a lieu dans un environnement ou les differentes technologies se 
chevauchent (partiellement ou totalement) le delai de communication avec le NIA 
aura un impact negatif par exemple sur le trafic temps-reel. Aussi, la position du 
NIA aura un impact sur le routage des donnees, qui pourra etre sous-optimal. 
Le choix d'une architecture optimale d'integration depend de plusieurs facteurs. 
En effet, si par exemple un systeme sans til heterogene est compose d'un grand 
nombre de reseaux WLAN et 3G, l'architecture loose coupling est un choix ap-
proprie. D'autre part, si un operateur est a la fois responsable des reseaux 3G et 
WLAN, l'architecture tight coupling est une option attractive. Dans le cas contraire, 
l'etablissement des accords multilateraux de mobilite entre les operateurs est ne-
cessaire. Toutefois, avec le nombre enorme d'operateurs WLAN et 3G, cette tache 
parait tres laborieuse. Bien qu'aucune conclusion ne soit totalement admise et ac-
cepted, l'approche loose coupling offre plusieurs avantages au niveau architecture 
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avec des points faibles moins evidents (Buddhikot et al. , 2003) par rapport au 
modele tight coupling. Ainsi, elle apparait comme l'architecture preferee pour l'in-
tegration des reseaux WLAN et 3G. Une architecture hybride permettant de tirer 
profit des avantages des deux approches devrait etre proposee. 
2.2 Mecanismes de mobilite 
La gestion de mobilite a une influence considerable sur les performances des 
reseaux mobile et sans fil en particulier en ce qui concerne la qualite de service. Une 
classification des differents types de releves dans les reseaux SFPG/4G est faite dans 
Nasser et al. (2006). Afin de gerer la mobilite dans les reseaux SFPG/4G, plusieurs 
protocoles ont ete proposes dans la litterature en lien avec les differentes couches 
de la pile TCP/IP. Au niveau de la couche application, le protocole SIP (Session 
Initiation Protocol) a ete propose initialement pour gerer la signalisation pour 
des applications multimedia (Rosenberg et al. , 2002). Cependant, une extension 
a ete apportee par la definition d'un nouveau message, appele re-INVITE, qui 
permet de gerer la mobilite des usagers (Schulzrinne & Wedlund, 2000). Comme 
SIP utilise des protocoles de la couche transport pour acheminer ses messages de 
signalisation, il heritera des lacunes de ces protocoles dans un environnement sans 
fil et mobile. En outre, la mise a jour du serveur SIP dans le reseau nominal ainsi que 
le noeud correspondant apres changement de localisation du nceud mobile, entraine 
une augmentation du trafic de signalisation et de la latence de releve. 
La gestion de mobilite au niveau de la couche transport a comme avantage 
d'eviter d'avoir une entite reseau servant de controleur et la transparence de la 
localisation du nceud mobile. Cependant, la couche transport est considerablement 
affectee par la mobilite des usagers. II est done necessaire qu'un protocole de gestion 
de mobilite au niveau de la couche transport soit capable d'adapter rapidement 
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le trafic et les parametres de congestion au nouveau reseau lors d'une releve. Le 
Stream Control Transmission Protocol (SCTP) est un nouveau protocole de la 
couche transport possedant les proprietes du multi-streaming et multi-homing (Ong 
& Yoakum, 2002). La propriete du multi-homing permet de maintenir plusieurs 
adresses IP lors d'une association, c'est-a-dire la connexion entre deux terminaux. 
Une extension de ce protocole, communement appelee Mobile SCTP (mSCTP) a 
ete proposee par Koh et al. (2004, 2005) et Riegel & Tuexen (2006) aim d'assurer 
une interruption minimale d'une session en cours lors d'une releve. Les problemes 
de signalisation, de latence et de perte de paquets subsistent avec mSCTP. De 
plus, un des problemes majeurs avec mSCTP ou tout autre protocole utilisant 
une association directe entre un nceud mobile et son correspondant est la mobilite 
simultanee. Cette derniere refere au contexte ou les deux entites ayant une session 
en cours se deplace au meme instant (Wong et al. , 2007). 
La couche reseau ou IP apparaissant de facto la plus appropriee pour assurer la 
convergence des differentes technologies d'acces, des protocoles de gestion de mobi-
lite y ont aussi ete proposes dans la litterature que Ton qualifie souvent de IP-based 
Mobile Protocols. En outre, avec la coexistence des diverses technologies d'acces 
dans les reseaux SFPG/4G, il est necessaire de definr de nouveaux mecanismes de 
gestion de mobilite pax exemple a travers la couche liaison. La gestion de mobilite 
abordee dans cette these portera sur ces deux dernieres couches. Dans les sections 
qui suivent, nous allons effectuer un survol des differentes approches disponibles 
dans la litterature en lien avec nos objectifs de recherche. 
2.2.1 Protoco le Mobi le I P v 6 
Le protocole Mobile IPv6 (MIPv6) defini par 1'IETF (Johnson et al. , 2004) est 
probablement le plus connu et sera le plus utilise pour gerer la mobilite IP dans l'ln-
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ternet sans fill de prochaine generation. Sa simplicity et sa flexibilite lui ont permis 
d'etre largement adopte au sein des organismes de standardisation et de la commu-
naute scientifique. La releve dans MIPv6 peut etre decrite comme une sequence des 
procedures suivantes : detection de mouvement, decouverte de routeurs, configura-
tion d'adresses, detection de la duplication d'adresses (Duplicate Address Detection 
- DAD), authentication et autorisation, enregistrement de l'adresse temporaire 
et mise a jour des associations. Le protocole MIPv6 permet aux noeuds mobile de 
maintenir une connexion au reseau lors de leurs deplacements et changements de 
point d'attache au reseau. Le nceud mobile (MN) dispose d'une adresse permanente 
(Home Address - HoA) associee a son reseau nominal (Home Network). Quand le 
MN se trouve dans un reseau visite (Foreign Network), il acquiert une adresse tem-
poraire (Care-of Address - CoA) qui servira a son identification et au routage de 
ses donnees. La phase de decouverte de reseau s'effectue a l'aide de l'ecliange des 
messages Router Solicitation (RS) et Router Advertisement (RA). Par contre, la 
procedure DAD est realisee a partir des messages Neighbor Solicitation (NS) et 
Neighbor Advertisement (NA). 
Chaque fois que le MN se deplace d'un reseau a un autre, il acquiert une nouvelle 
adresse CoA et envoie une requete de mise a jour (Binding Update - BU) de la 
cache d'association a son agent mere (Home Agent - HA) dans le reseau nominal 
afin d'effectuer la correspondance entre le CoA et le HoA. Le HA y repond par la 
transmission d'un message d'acquittement (Binding Acknowledgment - BAck). De 
la meme maniere, le MN effectue une mise a jour de la cache d'association aupres de 
tous ses correspondents (Correspondent Node - CN). L'acquisition d'adresses peut 
se faire de deux fagons a savoir, l'autoconfiguration stateful et stateless (Thomson 
& Narten, 1998) et a lieu seulement en cas de releve au niveau de la couche IP. 
L'adresse temporaire CoA est utilisee comme adresse de routage tandis que l'adresse 
permanente HoA sert pour le transport et l'identincation des applications. 
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Deux modes de routage entre le MN et son CN sont possibles : le routage trian-
gulaire et le routage optimise. Avec le routage optimise, les paquets emis par le CN 
sont directement achemines vers le MN sans passer par le HA. Par contre, avec le 
routage triangulaire, les paquets sont envoyes vers le HA, qui les interceptera avant 
de les transferer a l'adresse courante du MN. Pour supporter le routage optimise, 
le MN doit entretenir l'association de sa cache aupres du CN. Avant la mise a 
jour de l'association au CN, la procedure return mutability doit etre effectuee aim 
de garantir l'authenticite du message BU, c'est-a-dire qu'il ne provient pas d'un 
nceud malicieux. Cette procedure est basee sur le test effectue sur l'adresse nomi-
nale (home address test) et un autre sur l'adresse temporaire (care-of address test). 
Dans le premier test, le MN envoie le message Home Test Init (HoTI) au HA qui 
le transfere au CN. Ce dernier y repond en envoyant le message Home Test (HoT) 
destine a l'adresse nominale du MN en y incluant un jeton de securite (Home Key 
Token). Le HA transfere par la suite le message HoT vers l'adresse courante du 
MN. D'autre part, durant le test sur l'adresse temporaire, le MN envoie directe-
ment le message Care-of Test Init (CoTI) au CN, et ce dernier y repond a l'aide 
du message Care-of Test (CoT) contenant un jeton de securite (Care-of Keygen 
Token). La Figure 2.2 montre les operations de base du protocole MIPvG. 
Bien que le protocole MIPv6 ait ete propose pour supporter la mobilite au 
niveau de la couche IP, son analyse permet de deceler plusieurs faiblesses. Elles 
sont majeures en presence d'un taux eleve de mobilite des terminaux (releve rapide 
et frequente). Parmi ces faiblesses, on peut citer : un delai (une latence) de releve 
et un taux de perte de paquets eleves, une mise a jour frequente du HA et des CN 
- meme suite a un petit deplacement du MN -, surcharge du trafic de signalisation, 
absence du support de la qualite de service, de la securite et de la radio-recherche 
(paging). La degradation ou l'interruption d'une session en cours pourrait alors 
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Figure 2.2 Protocole MIPv6 : (a) architecture; (b) signalisation. 
micro-mobilite et la macro-mobilite. II reagit de la meme maniere dans les deux 
cas. Ce qui est inacceptable pour des applications temps-reel et celles sensibles au 
debit. En fait, MIPv6 ne serait adapte qu'au trafic best effort. Une analyse de ces 
problemes est faite dans Campbell et al. (2002), Chiussi et al. (2002), Reinbold 
& Bonaventure (2003) et Saha et al. (2004). 
Afm de remedier aux faiblesses de MIPv6, d'autres protocoles ont ete proposes 
servant ainsi de complement ou d'amelioration. Dans la plupart de ces protocoles, 
le support de la macro-mobilite est confie au protocole MIPv6, tandis que ces nou-
veaux mecanismes s'interessent principalement a la micro-mobilite. L'approche de 
conception de ces protocoles semble parfois differer, mais leurs principes operation-
nels sont largement similaires (Campbell et al. , 2002). En effet, ils introduisent 
soit une architecture hierarchique permettant de localiser le trafic de signalisation 
et d'accelerer la mise a jour ou encore utilise une anticipation de la releve grace 
aux informations de la couche liaison des donnees. 
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2.2.2 Hierarchical Mobile IPv6 
Le protocole Hierarchical Mobile IPv6 (HMIPvG) propose par Soliman et al. 
(2005) a pour objectif de gerer la mobilite d'un noeud localement de facon a mi-
nimiser le trafic de signalisation dans le reseau et d'optimiser la performance lors 
de la releve. II permet de reduire le delai de mise a jour de la localisation. Une 
nouvelle entite, appelee Mobile Anchor Point (MAP), est introduite pour assister 
les nceuds mobile lors d'une releve locale. Les mouvements des nceuds mobile a 
l'interieur d'un domaine gerer par un MAP sont transparents pour les correspon-
dants (CN) et l'agent nominal (HA). Avec HMIPv6, un MN est identifie a l'aide 
de deux adresses IP temporaires : une adresse RCoA (Regional CoA) pour le sous-
domaine MAP et une adresse LCoA (on-Link CoA) qui correspond a sa localisation 
courante. 
Si le noeud mobile (MN) change son adresse courante (LCoA) tout en demeurant 
a l'interieur d'un domaine MAP (mouvement intra-MAP), il a uniquement besoin 
d'enregistrer cette nouvelle adresse aupres du MAP. Par contre, si le MN se deplace 
dans un autre domaine MAP (mouvement inter-MAP), il est necessaire d'acquerir 
une nouvelle adresse RCoA et une nouvelle adresse LCoA, suivi de la mise a jour 
des associations au MAP et au HA/CN. Le MAP qui se comporte exactement 
comme un HA local interceptera tous les paquets destines a/u MN qu'il dessert, 
puis decapsulera ces paquets pour enfin les transferer a l'adresse courante du MN. 
L'echange des messages de signalisation pour gerer la releve d'un MN ayant une 
session en cours est illustre a la Figure 2.3. 
Avec HMIPv6, on observe encore une perte elevee des paquets (Vivaldi et al. , 
2003), l'absence de la radio-recherche, des mecanismes de QdS et du support du 
trafic temps-reel. Une interruption de service pourrait done se produire a cause du 
delai de releve et de la perte des paquets (Perez-Costa et al. , 2003; Gwon et al. , 
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Figure 2.3 Protoeole HMIPvG : (a) architecture; (b) signalisation. 
2004). En outre, le MAP pourrait devenir un goulot ou un point de pannes poten-
tiels, quoique une hierarchisation a plusieurs niveaux est preconisee. Cependant, en 
presence d'une hierarchie a plusieurs niveaux, le choix ou la selection d'un MAP 
approprie pour un MN peut etre delicat et aura un impact direct sur la QdS. 
2.2.3 Fast Handovers for Mobi le I P v 6 
Le protoeole Fast Handovers for Mobile IPv6 (FMIPv6) a ete propose par Koodli 
(2005) pour reduire le delai de releve du protoeole MIPv6 et ainsi minimiser la 
periode d'interruption de service durant la releve. Cette periode d'interruption se 
produit a cause du temps requis pour que le MN fasse la mise a jour de son adresse 
CoA au HA apres un mouvement entre deux routeurs d'acces (Access Router -
AR). Le principe de FMIPv6 consiste a etablir une nouvelle adresse temporaire 
avant que le MN ne rompe sa connexion avec l'ancien routeur d'acces. Avec les 
messages Router Solicitation for Proxy (RtSolPr) et Proxy Router Advertisement 
(PrRtAdv), FMIPv6 permet une anticipation du mouvement du MN. En effet, 
le MN peut detecter rapidement qu'il se deplace vers un nouveau reseau grace a 
1'information pertinente fournie par la couche liaison (L2 triggers). Le but etant 
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de pouvoir realiser la releve de la couche reseau (IP) avant que celle de la couclie 
liaison ne soit terminee. Par consequent, FMIPv6 permet de reduire le delai pour 
la detection de mouvement et celui de la configuration des adresses. 
Un tunnel bi-directionnel est etabli entre le precedent routeur d'acces (Previous 
Access Router - PAR) et le nouveau (New Access Router - NAR) suite a l'envoi 
d'un message Fast Binding Update (FBU) par le MN au PAR dont la reponse 
se fait a l'aide d'un message FBAck (Fast Binding Acknowledgment). Le message 
Handover Initiate (HI) envoye par le PAR au NAR, permet d'initier la releve. II 
contient le PCoA (Previous CoA), l'adresse de la couche liaison et le NCoA (New 
CoA) du MN. En reponse au message HI, le NAR envoie un HAck (Handover 
Acknowledgment) au PAR. Ann de s'annoncer aupres du NAR, le MN envoie un 
message Fast Neighbor Advertisement (FNA). Le PAR interceptera et acheminera 
les paquets arrivant a l'adresse PCoA vers l'adresse NCoA tant que l'association 
du MN au NAR n'a pas encore ete completee. Une illustration des operations du 
protocole FMIPv6 pour une releve initiee par le MN selon le mode predictif est 
donnee a la Figure 2.4. Notons que FMIPv6 possede aussi un mode reactif. Ce 
dernier a lieu quand le message FBU n'a pas ete envoye via le PAR mais plutot via 
le NAR. En effet, le message FBU est encapsule dans le message FNA. Le NAR 
extrait le message FBU et le transfere au PAR. Ce dernier y repond en envoyant 
le message FBAck avant de commencer le transfert des paquets dont l'adresse de 
destination est le PCoA. 
L'absence de synchronisation entre le temps que le MN se deplace vers le NAR 
et le debut du transfert des paquets par le PAR, peut engendrer une perte de 
ceux-ci. En effet, une perte de paquets se produira si le transfert s'effectue trop 
rapidement ou trop tard par rapport au temps ou le MN se detache du PAR et 
s'attache au NAR. Pour eviter ce probleme, une technique de fenetrage (buffering) 
peut etre utilisee aux deux routeurs d'acces (PAR et NAR) ou encore le bicasting. 
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Figure 2.4 Operations de base du protocole FMIPv6. 
Avec le concept du bicasting, l'usager peut recevoir les paquets a partir des deux 
routeurs d'acces, ce qui permet de reduire leur perte. Cependant, le bicasting im-
plique l'utilisation de deux liens de communication et l'assignation de deux adresses 
IP au MN, ce qui peut engendrer une duplication des paquets regu et une alloca-
tion excessive de la bande passante sur la liaison sans fil. II est done necesaire de 
bien definir l'intervalle de temps pour l'execution du bicasting afin de reduire le 
nombre de paquets dupliques et l'utilisation excessive de la bande passante. Une 
analyse de la perte de paquets avec FMIPv6 est faite par Kempf et al. (2003). 
Cette etude permet de se rendre compte que la perte des paquets est inevitable 
avec FMIPv6. En outre, la charge due a la signalisation avec FMIPv6 demeure 
importante. Alors, une degradation du service subsiste. L'echec d'enregistrement a 
temps de l'adresse NCoA conduit a une performance de FMIPv6 similaire a celle 
de MIPv6. Une extension du protocole FMIPv6 consiste a differer l'obtention et 
l'utilisation de l'adresse CoA lorsqu'une session de trafic temps-reel est en cours. 
2.2.4 Fast Handover for Hierarchical M I P v 6 
Les protocoles HMIPv6 et FMIPv6, developper chacun de leur cote ont pour 
objectif de reduire le trafic de signalisation et la latence de releve engendres par le 
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protocole MIPvG. Afin de tirer profit des avantages de ces deux protocoles, il y a 
lieu d'examiner leur integration. Toutefois, une simple integration de FMIPv6 et 
HMIPv6 peut induire une surcharge de traitement non necessaire (due a la redon-
dance) pour le tunneling a.u routeur d'acces precedent et une utilisation inefficace 
de la bande passante (Jung et al. , 2005b). Une proposition d'integration a ete 
faite par Jung et al. (2005a) appelee Fast Handover for Hierarchical Mobile IPv6 
(F-HMIPv6). Dans F-HMIPv6, mi tunnel, pour supporter une releve rapide, est 
etabli entre le MAP et le NAR au lieu que ce soit entre le PAR et le NAR. Le 
MN echange les messages de signalisation FMIPvG avec le MAP et non plus avec 
le PAR. Une illustration des operations generiques du protocole F-HMIPv6 pour 
une releve initiee par le MN est donnee a la Figure 2.5. 
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Figure 2.5 Operations de base du protocole F-HMIPv6. 
La perte de paquets dans F-HMIPv6 demeure et peut etre superieure a celle 
dans FMIPv6 et inferieure a celle dans HMIPv6 (Gwon et al. , 2004). En outre, 
puisque F-HMIPv6 resulte en une combinaison de HMIPvG et FMIPvG, la charge de 
son trafic de signalisation sera plus elevee que celle de ces deux derniers protocoles 
pour une releve intra-MAP. D'autre part, avec F-HMIPv6 si le MN effectue une 
releve juste apres avoir cnvoye le message FBU au MAP, tous les paquets qui 
ont ete transferes a l'ancienne adresse (Previous on-Link Co A - PLCoA), durant 
Pintervalle de temps necessaire a la reception du FBU au MAP, seront perdus. Une 
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perte se produira aussi pour les paquets qui sont rediriges vers le MN lorsque la 
releve est initiee de la meme maniere que precedemment, ce qui augmenterait la 
latence de releve et le taux de perte de paquets. line solution a ces problemes est 
proposee par Perez-Costa et al. (2003). Elle consiste a attendre aussi longtemps 
que possible (jusqu'a la perte de la connectivity) pour remission du message FBAck 
sur l'ancienne liaison pour commencer la releve. Une des faiblesses de F-HMIPv6, 
commune avec les autres protocoles de gestion de mobilite IP, est que le temps total 
d'interruption de service depend du delai de la releve dans la couclie liaison qui a 
son tour est fortement relie au nombre d'usagers dans le systeme. 
2.2.5 Decouverte de reseaux et transfert de contexte 
Les protocoles de mobilite IP necessitent a priori la connaissance du reseau cible 
avant de realiser une releve en effectuant par exemple la decouverte du prochain 
routeur d'acces. Cependant, cet aspect n'est pas souvent pris en compte de la des-
cription des protocoles ci-dessus. Ann d'avoir une mobilite sans coupure a travers 
differentes technologies d'acces et reseaux, un MN a besom d'avoir l'information 
sur le prochain reseau vers lequel il devra se connecter. De plus, il est necessaire 
de transferer les informations de sa session en cours (context transfer) du point 
d'attache actuel vers le prochain afm d'assurer la continuity de la connexion. Pour 
resoudre ces deux problemes, 1'IETF a propose les protocoles Candidate Access 
Router Discovery (CARD) (Leibsch et al. , 2005) et Context Transfer Protocol 
(CXTP) (Loughney et al. , 2005). Ces deux protocoles permettent d'eviter l'usage 
inefficace des ressources d'un reseau sans fil qui sont limitees et assurent un trans-
fert fiable du contexte. L'information transferee dans le contexte peut comprendre 
l'etat de la QdS, les parametres de securite et de faeturation (AAA), l'etat de la 
compression d'en-tete etabli et maintenu entre le MN et le routeur d'acces. 
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L'objectif principal de ces deux protocoles est la reduction de la latence de releve 
et la perte de paquets, et d'eviter la re-initiation de la signalisation entre le MN et 
le reseau a partir du debut. Cependant, le transfert de contexte n'est pas toujours 
possible, par exemple quand le MN se deplace entre les reseaux d'administrateurs 
ou operateurs differents. Le nouveau reseau peut requerir une re-authentification du 
MN et une initiation de la signalisation des le debut au lieu d'accepter l'information 
qui a ete transferee. De plus, les entites echangeant le contexte doivent s'authentifier 
mutuellement. Cela peut etre tres laborieux a realiser dans les reseaux SFPG/4G 
du a la coexistence de technologies differentes et en particulier lors d'une releve 
verticale. D'autre part, il peut etre necessaire que le contexte de securite transfere 
soit adapte au nouvel environnement. Par exemple, l'adresse IP dans l'association 
de securite avec IPSec (Kent & Atkinson, 1998) peut changer ou encore differents 
mecanismes cryptographiques ou de protection du trafic pourraient etre utilises. De 
plus, les protocoles CARD et CXTP sont par nature reactif, done ne peuvent pas 
permettre une collection dynamique des informations des routeurs d'acces voisins. 
2.2.6 Autres protocoles de mobilite IP 
Les protocoles FMIPv6 et HMIPv6 sont principalement orientes nceud mobile 
(MN-based protocols) similairement a MIPv6. Autrement dit, le MN a le controle 
de la gestion de mobilite. Cela necessiterait un changement de la pile de logiciels 
sur le terminal. Toutefois, des problemes de compatibilite peuvent apparaitre avec 
les protocoles de gestion de mobilite globale de meme qu'une complexite sur les 
procedures de securite. D'ou le besoin d'un protocole de gestion de mobilite locale 
qui serait oriente reseau et ne necessiterait pas une modification des logiciels au 
niveau du terminal (Kempf, 2007a,b). 
Pour supporter la mobilite d'un nceud IPv6, une extension de la signalisation 
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de MIPv6 est faite de meme qu'une reutilisation d'un HA via un agent de mobilite 
proxy (proxy mobility agent) dans le reseau. Le MN n'est plus implique dans la 
signalisation requise pour la gestion de mobilite. En effet, c'est l'agent de mobi-
lite proxy qui effectue la signalisation pour gerer la mobilite au nom du MN. Le 
protocole Proxy Mobile IPv6 (PMIPvG) (Gundavelli et al. , 2007), en cours de pro-
position a TIETF, a pour objectif de fournir une gestion de mobilite oriente reseau 
(network-based) aux MNs, sans necessiter la participation du MN dans l'echange 
des messages de signalisation lors de la mobilite. 
Deux nouvelles entites fonctionnelles sont introduites dans l'architecture MIPv6. 
Le Local Mobility Anchor (LMA) qui est un HA pour le MN dans le domaine Proxy 
Mobile IPv6. Le Mobile Access Gateway (MAG) gere la signalisation necessaire a 
la mobilite pour un MN qui s'attache a son lien d'acces. Par exemple, c'est lui 
qui s'occupe de l'enregistrement du MN aupres du LMA. Le MAG agit par defaut 
comme un AR et il dispose de l'mformation necessaire pour emuler la liaison du 
reseau nominal du MN. Done, il annonce le prefixe du reseau nominal du MN a 
ce dernier lui faisant ainsi croire qu'il est toujours sur le meme lien. L'informa-
tion contenu dans le message Proxy Binding Acknowledgment permet au MAG de 
connaitre le prefixe du reseau nominal du MN. Durant ses deplacements dans do-
maine Proxy Mobile IPv6, MN a Fimpression qu'il reside toujours sur le meme que 
celui sur lequel il a obtenu son adresse initiale. 
Dans Hsieh et al. (2003), les auteurs combinent les propositions faites dans 
Koodli (2005) et dans Soliman et al. (2005) pour concevoir une nouvelle architec-
ture permettant de gerer une releve sans coupure de facon locale, appelee S-MIP 
(Seamless Mobile IP). Une nouvelle entite, appelee Decision Engine (DE), est ajou-
tee a l'architecture de HMIPv6 de meme qu'une strategie de synchronisation SPS 
(Synchronized-Packet-Simulcast). L'information sur les mouvements des usagers 
est contenue dans le DE; il utilise la puissance du signal disponible a partir de la 
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couche liaison et Tidentite des routeurs d'acces (AR). S-MIP permet de reduire le 
delai pour la detection de mouvements. II fournit moins de pertes de paquets dues 
a la releve au niveau de la couche reseau au prix d'un accroissement minime du 
trafic de signalisation comparativement aux resultats obtenus par integration de 
HMIPv6 et FMIPvG decrits dans Soliman et al. (2005). S-MIP exploite l'hypo-
these que les zones de couverture des differents routeur d'acces ne se chevauchent 
que partiellement. Ainsi, le protocole ne peut etre etendu pour le support de la mo-
bilite entre differents domaines, car la zone de couverture de Fun d'eux peut etre 
completement couverte par un autre dans un environnement sans fil heterogene et 
hierarchique (Akyildiz et al. , 2004). 
Das et al. (2002) propose un protocole de gestion de mobilite intra-domaine 
appele IDMP (Intra-Domain Mobility Management Protocol). Le protocole IDMP 
est base sur une approche hierarchique a deux niveaux arm de reduire la charge 
globale du trafic de signalisation et le delai de mise a jour. Deux nouvelles entites 
y sont definies soient, un Mobility Agent (MA) et un Subnet Agent (SA). Le MA 
est responsable de la gestion de la mobilite a l'interieur d'un domaine tandis que 
le SA est charge de la mobilite des nceuds dans un sous-reseau. Un nceud mobile 
dispose de deux adresses temporaires CoA : une adresse GCoA (Global Co A) qui 
specifie le reseau auquel est attache le nceud mobile et l'adresse LCoA (Local CoA) 
qui fournit la localisation du nceud mobile dans un sous-reseau. L'information de 
la couche L2 (L2 triggers) est utilisee afin d'avoir un mecanisme de releve rapide 
et minimiser ainsi la perte des paquets en cours de transmission (in-flight packets). 
Une extension de IDMP dans les reseaux mobile 4G permettant d'assurer la releve 
rapide et la radio-recherche (paging) est proposee dans Misra et al. (2002). 
Bien que l'apport des differents protocoles de gestion de mobilite soit conside-
rable et interessant, on denote un certain nombre de faiblesses. Ainsi, la proposition 
de nouveaux protocoles devrait tenir compte des avantages et inconvenients deja 
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observes et aussi les exigences qui caracterisent les reseaux SFPG/4G. II est difficile 
de trouver une solution pour la gestion de mobilite qui soit optimale pour n'importe 
quel type de reseaux et d'applications. Cela pourrait faire que plusieurs protocoles 
de gestion de mobilite puissent coexister. 
2.2.7 Mecani smes de releve verticale 
Dans les reseaux SFPG/4G une releve pourrait entrainer un changement du 
point d'attache au reseau au niveau de la couche liaison, ainsi qu'au niveau routage. 
Avec la coexistence des technologies d'acces distinctes, cette releve pourrait etre 
verticale. En effet, avec l'integration des sytemes de communication distincts, un 
usager devra etre capable d'etre connecte au reseau lui offrant un meilleur service. 
Dans un environnement heterogene, une releve peut etre forcee ou volontaire. Dans 
un tel environnement, la selection du reseau auquel un usager sera connecte est tres 
important arm de lui garantir une meilleure QdS. Par exemple, 3GPP a approuve 
la selection basee sur l'identification du reseau d'acces {Network Access Identifier 
- NAI) (Ahmavaara et al. , 2003). Le NAI est identique a une adresse electronique 
contenant une portion pour identifier le nom de l'usager et une autre son reseau 
nominal (Aboba & Beadles, 1999) comme suit : username@domain.com. 
Le defi majeur dans la selection de reseau est de trouver le compromis le plus 
adequat entre les preferences de l'usager, le type d'application et les conditions du 
reseau. Le processus de selection de reseau peut etre subdivise en trois etapes. La 
premiere consiste en une collecte des informations necessaires telles que, le type 
d'application, les preferences de l'usager et les conditions du reseau qui auront un 
impact sur la decision finale. La deuxieme etape consiste a utiliser les informations 
collectees comme donnees d'un algorithme de gestion de releve qui a pour objectif 
d'assurer une meilleure connectivity {always best connected) a l'usager (Gustaf-
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sson & Jonsson, 2003). Autrement dit, l'usager ne beneficie pas seulement d'une 
connectivite mais aussi une meilleure QdS en tout temps et n'importe ou. La der-
niere phase correspond a la prise de decision par rapport aux resultats obtenus avec 
l'algorithme de gestion de releve. 
Afin de gerer une releve verticale, plusieurs approches ont ete proposees dans 
la litterature, chacune ayant des avantages et inconvenients. De fagon classique, la 
decision de releve est basee sur la qualite du signal regu (received signal strength -
RSS) et la disponibilite du canal de communication. Cependant, une comparaison 
directe de la puissance du signal recu a partir de deux technologies distinctes n'est 
pas possible ou peut entrainer une mauvaise interpretation. Ainsi, cette comparai-
son n'est pas suffisante pour gerer la releve dans un environnement heterogene. II 
est done necessaire de prendre en compte en plus de ces deux parametres d'autres 
facteurs tels que, le cout monetaire, les conditions du reseau, le taux de transmission 
des donnees, les preferences de l'usager et la securite (McNair & Zhu, 2004). 
Une decision de releve basee sur tous ces parametres est cruciale dans les reseaux 
SFPG/4G, mais demeure cependant une question ouverture. En effet, certains de 
ces facteurs sont difficiles a quantifier. Us peuvent etre decrits comme suit : 
• Cout monetaire : le cout ou prix est une consideration primordiale pour les 
usagers car differents operateurs peuvent avoir differentes strategies de factu-
ration. Cette difference de facturation peut affecter le choix des usagers lors 
d'une releve. 
• Energie de la batterie : pour certaines releves, l'energie de la batterie peut 
etre un facteur significatif. Par exemple, quand la batterie est faible, l'usager 
pourrait decider de se connecter vers un reseau n'ayant pas des exigences trop 
elevees en termes de puissance. 
• Conditions du reseau : les parametres reseau tels que le trafic, la bande pas-
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sante disponible, le delai, la congestion et la perte des paquets peuvent etre 
considered pour une utilisation efficace du reseau. La prise en compte de l'in-
formation du reseau pourrait etre utile pour assurer une meilleure repartition 
de charges parmi les differents reseaux, permettant ainsi de reduire la conges-
tion dans certains systemes. 
• Performance du systeme : pour garantir une performance adequate du sys-
teme, plusieurs parametres tels que les caracteristiques du canal radio, l'af-
faiblissement de parcours, l'interference inter-canal, le rapport signal a bruit 
(signal to noise ratio - SNR) et le taux d'erreurs sur les bits (bit error rate -
BER) peuvent etre utilises pour la decision de releve. 
• Types d'application : differents types d'application exigent des niveaux dis-
tincts de fiabilite, de delai et de debit. Les applications en cours sur un ter-
minal mobile peuvent aussi influencer la decision de releve. 
• Conditions du nosud mobile : les conditions du noeud mobile incluent les 
facteurs dynamiques tels que la vitesse, les informations de localisation et le 
modele de mobilite (moving pattern). 
• Preferences de I'usager : les preferences de l'usager peuvent etre utilisees pour 
des requetes speciales pour un systeme par rapport a un autre. 
Une architecture permettant d'integrer un reseau 3GPP2 au WLAN est pro-
posed dans Buddhikot et al. (2003) de meme qu'un mecanisme pour la selection 
d'interfaces radio. Cette selection est basee sur la puissance du signal et sur la 
priorite at tr ibute a chaque interface. Tel que mentionne precedemment, ces para-
metres ne sont pas suffisants pour une decision de releve dans les reseaux SFPG. En 
outre, dans le mecanisme propose par Buddhikot et al. (2003), le MN doit evaluer 
continuellement de maniere passive les conditions d'un besoin de releve meme si 
l'application ou la session en cours beneficie d'une meilleure qualite de service a 
travers le reseau qui dessert l'usager. Ceci engendre une consommation inutile des 
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resources du reseau et une utilisation excessive de la batterie du terminal. 
Arm de reduire la consommation de l'energie de la batterie d'un terminal mobile, 
sans degrader le niveau du debit, une approche appelee Wise Interface SElection 
(WISE) a ete proposee pour gerer les releves verticales entre les reseaux 3G et 
WLAN (Minji et al. , 2004). WISE introduit une nouvelle entite appelee Virtual 
Domain Controller (VDC) dans le reseau coeur 3G, agissant comme un point de 
controle centralise entre les deux technologies. La decision de releve avec WISE 
est effectuee en prenant en compte la charge du reseau et l'energie consommee sur 
chaque interface radio. Cependant, le VDC constitue un point potentiel de pannes 
pour une telle architecture. En outre, les regies de decision de releve sont etroite-
ment liees a la qualite du signal et a la bande passante disponible. Une approche 
utilisant le concept du IP-based mobile protocol est proposee par Du et al. (2002) 
pour gerer les releves aussi bien verticales qu'horizontales, denommee HOPOVER 
(HandOff Protocol for OVERlay networks). Bien que HOPOVER permette une re-
duction du trafic de signalisation, il requiert un maintien excessif des informations 
sur les nceuds mobile aupres des points d'acces. De plus, pour permettre l'echange 
des messages de signalisation entre differentes entites, la procedure de releve de 
HOPOVER necessite une standardisation complete entre les differents operateurs. 
Pour assurer un meilleur controle et une meilleure gestion des ressources reseau, 
afin de garantir une QdS appropriee, une architecture basee sur les politiques a 
ete proposee par PIETF (Yavatkar et al. , 2000). Cette architecture a motive le 
travail decrit dans Wang et al. (1999) ou une fonction de cout est proposee pour 
modeliser la decision de releve en prenant en compte plusieurs facteurs tels que la 
puissance, la bande passante et le prix des communications. Cependant, la fonction 
de cout proposee est tres primaire et ne peut pas etre utilisee pour des scenarios plus 
complexes. Afin de maximiser la QdS percne par les usagers, deux algorithmes de 
decision pour les releves verticales sont decrits dans McNair & Zhu (2004). Cepen-
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dant, le probleme d'une releve instable n'est pas examine, de meme que la gestion 
de mobilite au niveau IP, autrement dit l'impact que cette decision aura sur une 
releve au niveau IP. En outre, la fonction de decision proposee peut entrainer des 
problemes de singularites, si par exemple il n'y a aucun frais pour les connexions. 
Dans Song & Jamalipour (2005), un mecanisme de selection de reseau dans un 
environnement integre 3G/WLAN est propose afin de fournir une QdS adequate 
aux usagers en tout temps. Cependant, la complexity operatiormelle de l'algorithme 
de decision introduit certains problemes d'implementation et empeche son appli-
cation en temps-reel dans un environnement tres dynamique. Un survol d'autres 
mecanismes de decision de releve est disponible dans Zhu & McNair (2006). 
Un des points faibles communs aux mecanismes de gestion de releves verticales 
disponibles dans la litterature est lie a 1'inemcacite de la gestion des interfaces 
radio. En effet, une activation continuelle ou periodique des interfaces est souvent 
utilisee. Ces deux approches entrainent une consommation excessive de l'energie des 
batteries et des ressources reseau. II est done necessaire d'avoir des mecanismes plus 
efflcaces et intelligents de gestion d'interfaces. D'autre part, dans un environnement 
heterogene multi-acces, un MN doit etre capable de detecter de fagon aisee et 
efficace la presence et la disponibilite d'un nouveau reseau. La question sous-jacente 
est de savoir, quand et comment activer les interfaces radio qui sont en veille (idle 
interface) afin de detecter les autres technologies ou reseau d'acces sur la zone de 
couverture. Le compromis entre l'efficacite energetique et le delai de decouverte des 
reseaux d'acces depend beaucoup de la solution a cette question. 
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Abstract 
Mobility management with provision of seamless handover is crucial for an efficient 
support of global roaming of mobile nodes (MNs) in next-generation wireless net-
works (NGWN). Mobile IPv6 (MIPv6) and its extensions were proposed by the 
IETF for IP layer mobility management. However, performance of IPv6-based mo-
bility management schemes is highly dependent on traffic characteristics and user 
mobility models. Consequently, it is important to assess this performance in-depth 
through those two factors. The performance of IPv6-based mobility management 
schemes is usually evaluated through simulations. This paper proposes an analy-
tical framework to evaluate the performance of IPv6-based mobility management 
protocols. This proposal does not aim to advocate which is better but rather to 
study the effects of various network parameters on the performance of these proto-
cols to enlighten decision-making. The effect of system parameters, such as subnet 
residence time, packet arrival rate and wireless link delay, is investigated for per-
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formance evaluation with respect to various metrics like signaling overhead cost, 
handoff latency and packet loss. Numerical results show that there is a trade-off 
between performance metrics and network parameters. 
Keywords : Analytical modeling, IP mobility protocols, mobility management, 
performance evaluation, quality of service, wireless networks. 
3.1 Introduction 
Next-generation wireless networks (NGWN) or fourth generation wireless net-
works (4G) are expected to exhibit heterogeneity in terms of wireless access techno-
logies and services. With NGWN/4G, mobile nodes (MNs) or subscribers will have 
more demands for seamless roaming across different wireless networks, support of 
various services (e.g., multimedia applications) and quality of service (QoS) gua-
rantees. Conceptually, the NGWN architecture can be viewed as many overlapping 
wireless access domains (e.g., UMTS, CDMA2000, WLAN, WiMAX). However, 
this heterogeneity brings new challenges for architecture design, mobility manage-
ment, QoS provision and security. Moreover, heterogeneity in terms of radio access 
technologies and network protocols in NGWN requires common interconnection 
elements. Since the Internet Protocol (IP) technology enables the support of ap-
plications in a cost effective and scalable way, it is expected to become the core 
or backbone network of NGWN (Akyildiz et al. , 2005). Thus, current trends in 
communication networks evolution are directed towards all-IP principles in order 
to hide the heterogeneity and achieve convergence of these various networks. 
Mobility management with provision of seamless handoff is key topic in NGWN. 
Then, it is crucial to provide seamless mobility and service continuity in intelli-
gent and efficient ways. The Internet Engineering Task Force (IETF) has proposed 
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Mobile IPv6 or MIPv6 (Johnson et al. , 2004) as the main protocol for mobility 
management at the IP layer. However, MIPv6 has some well known drawbacks such 
as signaling traffic overhead, especially when the home agent (HA) or the corres-
pondent node (CN) is located geographically far away from the mobile node (MN). 
Message transmission time for binding update registration will become very high 
resulting in long delay (handofF latency) and high packet loss rate thereby causing 
user-perceptible deterioration of real-time traffic. 
Then, several extensions such as Fast Handovers for MIPv6 (FMIPv6) (Koodli, 
2005) and Hierarchical MIPv6 (HMIPv6) (Soliman et al. , 2005), have been propo-
sed to enhance the performances of MIPv6. In spite of these extensions, mobility 
management with QoS provision in NGWN remains a challenging and complex 
task. Usually, performance evaluation of IP-based mobility management schemes 
is based on simulation and testbed approaches and most available work focuses on 
these aspects (Perez-Costa et al. , 2003; Gwon et al. , 2004). However, scenarios 
used for simulations vary greatly, the comparison of IP-based handoff protocols is 
hardly possible. Few works are available in the literature which assess IPv6-based 
mobility management protocols through analytical models. On the other hand, they 
are often based on simple assumptions and have some drawbacks. 
In Xie & Akyildiz (2002), trade-off relationship between location update cost 
and packet tunneling cost is introduced in order to compute total signaling cost 
and evaluate the efficiency of IP-based mobility protocols. Work presented in Xie & 
Akyildiz (2002) is largely based on concepts introduced for location management in 
personal communication systems (PCS). Analytical models for handoff latency of 
IPv6-based mobility protocols are presented in Perez-Costa et al. (2002) in order to 
assess the most appropriate scheme for functional specification and implementation. 
Analysis of signaling bandwidth according to binding update emission frequency is 
presented in Castelluccia (2000). However, signaling overhead generated by packets 
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tunneling is not considered. An analytical model for performance evaluation of 
HMIPv6 in IP-based cellular networks was proposed in Pack & Choi (2003). This 
model ignores periodic binding refresh and binding lifetime period, which may 
significantly affect total signaling cost. Moreover, the packet delivery cost only 
takes bandwidth consumption into account for data and ignores the extra, signaling 
consumption due to control traffic. An analysis of the FMIPv6 signaling overhead 
is compared to that of MIPvG in Pack & Choi (2004). However, packet loss, handoff 
latency and the impact of user mobility models were not investigated. 
Contrary to previous works, in this paper, we perform a comprehensive analysis 
of various IPv6-based mobility protocols proposed by the IETF. We derive signaling 
traffic overhead, packet delivery, binding refresh and total signaling costs generated 
by an MN during its subnet residence time for each protocol. Moreover, the required 
buffer spa.ce. handoff latency and packet loss expressions are derived. The effect 
of mobility and traffic parameters on these criteria are analyzed from numerical 
results. The remainder of this paper is organized as follows : the next section 
offers a brief overview of IPv6-based mobility management schemes. After that, 
the proposed analytical framework is presented. Numerical results based on this 
analytical model is then investigated before concluding remarks drawn in the last 
section. 
3.2 IP-based Mobility Management Protocols 
Mobility management enables systems to locate roaming users in order to deliver 
data packets, i.e., location management and maintain connections with them when 
moving into a new subnet, i.e., handover management. Several protocols have been 
proposed for these purposes for IP mobility and are briefly presented in this section. 
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Definition : A handover or handoff is a movement of an MN between two at-
tachment points, i.e., the process of terminating existing connectivity and obtaining 
new connectivity. Handovers in IP-based NGWN may involve changes of the access 
point at the link layer and routing path changes at the IP layer. 
Definition : The handoff latency at an MN side is the time interval during which 
an MN cannot send or receive any packets during handoff and it is composed of 
L2 (link layer) and L3 (IP layer) handoff latencies. The L3 handoff latency is the 
sum of delay due to : movement detection, IP addresses configuration and binding 
update procedure. 
Definition : The signaling traffic overhead is defined as the total number of 
control packets exchanged between an MN and a mobility agent (e.g., home agent). 
Efficient mechanisms must ensure seamless handover, i.e., with minimal signaling 
overhead, handoff latency, packet loss, and handoff failure and services continuity. 
3.2.1 Mobile IPv6 (MIPv6) 
MIPv6 was proposed for mobility management at the IP layer and allows an MN 
to remain reachable despite its movement within the IP environment. Each MN is 
always identified by its home address (HoA). While away from its home network, 
an MN is also associated with a care-of address (CoA), which provides information 
about the MN's current location. Discovery of new access router (NAR) is per-
formed through Router Solicitation/Advertisement (RS/RA) messages exchange. 
Furthermore, to ensure that a configured CoA, through stateless or stateful mode 
(Thomson & Narten, 1998), is likely to be unique on the new link, the Duplicate 
Address Detection (DAD) procedure is performed by exchanging Neighbor Solici-
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tation/Advertisement (NS/NA) messages. After acquiring a CoA, an MN performs 
binding update to the home agent (HA) through binding update (BU) and bin-
ding acknowledgment (BAck) messages exchange. To enable route optimization, 
BU procedure is also performed to all active CNs. 
However, return routability (RR) procedure must be performed before executing 
a binding update process at CN in order to insure that BU message is authentic and 
does not originate from a malicious MN. The return routability procedure is based 
on home address test, i.e., Home Test Init (HoTI) and Home Test (HoT) messages 
exchange, and care-of address test, i.e., exchange of Care-of Test Init (CoTI) and 
Care-of Test (CoT) messages. Although RR procedure helps to avoid session hija-
cking, it increases delay of the BU procedure. Fig. 3.1(a) represents the sequence 
of message flow used in MIPv6 based on stateless address autoconfiguration. 
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Figure 3.1 Signaling messages sequence : (a) MLPv6; (b) FMIPv6. 
Analysis of MIPv6 shows that it has some well-known disadvantages such as 
overhead of signaling traffic, high packet loss rate and handoff latency, thereby 
causing user-perceptible deterioration of real-time traffic. Furthermore, the scala-
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bility problems arise with MIPv6 since it handles MN local mobility in the same 
way as global mobility. Simultaneous mobility is another problem MIPv6 faces due 
to route optimization, which can occur when two communicating MNs have ongoing 
session and they both move simultaneously (Wong et al. , 2007). These weaknesses 
have led to the investigation of other solutions to enhance MIPv6 performance. 
3.2.2 Fast Handovers for Mobile IPv6 (FMIPv6) 
FMIPvG was proposed to reduce handoff latency and minimize service disruption 
during handovers pertaining to MIPv6. The link layer information (L2 trigger) is 
used either to predict or rapidly respond to handover events. When an MN detects 
its movement toward NAR, by using L2 trigger, it exchanges Router Solicitation 
for Proxy (RtSolPr) and Proxy Router Advertisement (PrRtAdv) messages with 
the previous access router (PAR) in order to obtain information about NAR and to 
configure a new CoA (NCoA). Then, the MN sends a Fast Binding Update (FBU) 
to PAR in order to associate previous CoA (PCoA) with NCoA. A bi-directional 
tunnel between PAR and NAR is established to prevent routing failure with Han-
dover Initiate (HI) and Handover Acknowledgment (HAck) message exchanges. 
The Fast Binding Acknowledgment (FBAck) message is used to report status 
about validation of pre-configured NCoA and tunnel establishment to MN. Mo-
reover, the PAR establishes a binding between PCoA and NCoA and tunnels any 
packets addressed to PCoA towards NCoA through NAR's link. The NAR buffers 
these forwarded packets until the MN attaches to NAR's link. The MN announces 
its presence on the new link by sending Router Solicitation (RS) message with the 
Fast Neighbor Advertisement (FNA) option to NAR. Then, NAR delivers the buf-
fered packets to the MN. The sequence of messages used in FMIPv6 is illustrated 
in Fig. 3.1(b) for MN-initiated handoff of predictive mode. 
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A counterpart to predictive mode of FMIPv6 is reactive mode. This mode refers 
to the case where the MN does not receive the FBack on the previous link since 
either the MN did not send the FBU or the MN has left the link after sending the 
FBU (which itself may be lost), but before receiving a FBack. In the latter case, 
since an MN cannot ascertain whether PAR has successfully processed the FBU, it 
forwards a FBU, encapsulated in the FNA, as soon as it attaches to NAR. If NAR 
detects that NCoA is in use (address collision) when processing the FNA, it must 
discard the inner FBU packet and send a Router Advertisement (RA) message 
with the Neighbor Advertisement Acknowledge (NAACK) option in which NAR 
may include an alternate IP address for the MN to use. Otherwise, NAR forwards 
FBU to PAR which responds with FBack. At this time, PAR can start tunneling 
any packets addressed to PCoA towards NCoA through NAR's link. Then, NAR 
delivers these packets to the MN. 
3.2.3 Hierarchical Mobile IPv6 (HMIPv6) 
With MIPv6, an MN performs binding update to HA/CNs regardless of its mo-
vements to other subnets. This induces unnecessary signaling overhead and latency. 
To address this problem, HMIPv6 was proposed to handle handoff locally through 
a special node called Mobility Anchor Point (MAP). The MAP, acting as a local 
HA in the visited network, will limit the amount of MIPv6 signaling outside its 
domain and reduce the location update delay. An MN residing in a MAP's domain 
is configured with two temporary IP addresses : a regional care-of address (RCoA) 
on the MAP's subnet and an on-link care-of address (LCoA) that corresponds to 
the current location of the MN. 
As long as an MN moves within MAP's domain or access network (AN) it does 
not need to transmit BU messages to HA/CNs, but only to MAP when its LCoA 
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changes. Hence, the movement of an MN within MAP domain is hidden from 
HA/CNs. For inter-MAP domain roaming, MIPv6 is used rather than HMIPv6. 
When an MN crosses a new MAP's domain, moreover from registering with new 
MAP, BU messages need to be sent by the MN to its HA/CNs to notify them of 
its new virtual location. Fig. 3.2(a) presents the generic sequence of message flows 
used in HMIPvG with assumption that an MN has entered into new MAP domain 





























Figure 3.2 Signaling messages sequence : (a) HMIPv6; (b) F-HMIPv6. 
3.2.4 Fast Handover for HMIPv6 (F-HMIPv6) 
Combination of HMIPv6 and FMIPv6 motivates the design of Fast Handover for 
Hierarchical Mobile IPv6 (F-HMIPv6) protocol (Jung et al. , 2005a) in order to al-
low more efficient network bandwidth usage similarly to HMIPv6. Furthermore, like 
FMIPv6, it aims to reduce the handoff latency and packet loss. In F-HMIPv6, the 
bi-directional tunnel is established between MAP and NAR, rather than between 
PAR and NAR as it is in FMIPv6. After signaling message exchanges (between an 
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MN and the MAP) based on FMIPv6 messages, an MN follows the normal HMIPv6 
operations by sending local BU (LBU) to MAP. When MAP receives LBU with the 
new LCoA (NLCoA) from MN, it will stop packets forwarding to NAR and then 
clear the established tunnel. 
In response to LBU, the MAP sends local BAck (LBAck) to the MN and the 
remaining procedure follows the operations of HMIPv6. In the original F-HMIPv6 
proposal, when handover anticipation cannot be supported, regular operations of 
HMIPv6 are used (Jung et al. , 2005a). Hence, HMIPvG corresponds to reactive 
mode of F-HMIPv6. Fig. 3.2(b) illustrates a sequence of message used in F-HMIPv6 
when an MN moves from PAR to NAR within MAP's domain and the MAP already 
knows the adequate information on the link-layer address and network prefix of each 
AR. This illustration is based on the assumption that an MN has entered into a 
new MAP domain and that MIPv6/HMIPv6 registration procedures were already 
completed. 
3.3 Analytical Mode l s 
In IPv6-based wireless networks, QoS may be defined by packet loss, handoff 
latency and signaling traffic overhead. Analysis of these metrics is very useful to 
assess the performance of mobility management protocols in IP-based mobile en-
vironments. An analytical framework for evaluating performance of IP mobility 
protocols is proposed in this section. The notation used in this paper is given in 
Table 3.1. 
Let XT be the random variable for the time between L2 trigger generation and 
link down (i.e., pending L2 handover) and fr(u, o) the probability density function 
for successful completion of signaling, where a > 0 is a success rate parameter. The 
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Tableau 3.1 Notation. 
tc subnet (AR's coverage area) residence time random variable 
td AN/MAP domain residence time random variable 
/c(resp. fa) probability density function (PDF) of tc (respectively td) 
ts inter-session time between two consecutive sessions with PDF f3 
Nc number of subnets crossing during intra-AN/MAP handoffs 
Nd number of AN/MAP domain crossing during inter-AN/MAP handoffs 
C9 global binding update cost to HA/CNs 
Cl local binding update cost to MAP 
M number of subnets in AN/MAP domain 
NCN number of CNs having a binding cache entry for an MN 
dx,Y average number of hops between nodes X and Y 
Cx,Y transmission cost of control packets between nodes X and Y 
PCx processing cost of control packet at node X 
C^ binding update cost at HA and CNs 
Crr signaling cost for return routability procedure 
tx time period from the L2 trigger to the starting of link switching 
probability Ps of anticipated handover signaling success for a particular observed 
valued t? is expressed as follows : 
/*oo 
Ps = Pr(XT >tT)= fr(u, a)du. (3.1) 
Jtx 
Deriving an expression of Ps is difficult, as it depends on the exact form of fr(u, a), 
which is usually unknown. For the sake of simplicity, we assume that \T is expo-
nentially distributed. 
3.3.1 User Mobil i ty and Traffic Mode l s 
User mobility and traffic models are crucial for efficient system design and per-
formance evaluation. We consider a traffic model composed of two levels, a session 
and packet. Usually, MN mobility is modeled by the cell residence time and various 
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types of random variables are used for this purpose (Fang, 2003). In NGWN, al-
though the incoming calls or sessions follow the Poisson process (i.e., inter-arrival 
time are exponentially distributed), the inter-session arrival times may not be ex-
ponentially distributed (Fang, 2003). Other distribution models, like hyper-Erlang, 
Gamma and Pareto have been proposed to model various time variables in wireless 
networks. However, performance evaluations reported in the literature (Fang, 2003) 
show that exponential model can be appropriate for cost analysis. In fact, expo-
nential model provides an acceptable trade-off between complexity and accuracy. 
Let [ic and \i& be the border crossing rate of an MN out of a subnet (AR) and 
out of an access network (AN) or MAP domain, respectively. Furthermore, let /// 
be the border crossing rate for which the MN still stays in the same AN/MAP 
domain. When an MN crosses an AN/MAP domain border, it also crosses an AR 
border. Then, according to Baumann Sz Niemegeers (1994), if we assume that the 
AN/MAP coverage area is circular with M subnets each with size (IAR, the border 
crossing rates are given by : 
/ic , \fM - 1 . , 
= ~7M VI = Vc~ Vd = Vc—~nrf- K6-2) 
V 
where \xc = 2 . v is the average velocity of an MN, OLAR = KR
2 and R is the 
y/KaAR 
radius of access router coverage area or subnet. 
Modeling the probability distribution of the number of boundary crossing during 
a call plays a significant role in cost analysis for wireless cellular networks. This will 
be the case again for IP-based wireless networks. Fig. 3.3 shows the timing diagram 
for typical mobile user crossing access router % (ARi) boundary and moving to ARj 
during inter-session time. trs denotes a residual subnet residence time. In case of 
inter-AN/MAP movement, a similar figure for timing diagram for access network 
boundary crossing may be drawn by replacing AR by MAP, tc by td and trs by the 
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Figure 3.3 Timing diagram for subnet boundary crossing. 
According to the notation of Table 3.1 and the timing diagram illustration, the 
subnet crossing probability (Pc) and AN/MAP domain crossing probability (Pd) 
during inter-session time interval are expressed as follows : 
fOO 
Pc = Pr(ts >tc)= Pr{ts > u)fc{u)du 
Jo 
/•oo 




The probability that an MN experiences k subnets boundary crossings and m 
access network boundary crossings during its session lifetime corresponds to pro-
bability mass function of Nc and Nd, respectively and expressed as follows (Xiao 
et al. , 2004) : 
Pr(Nc = k) = Fc
fc(l - Pc) and Pr(Nd = m) = P,
m(l - Pd (3.4) 
Then, the average number of location binding updates during an inter-session time 
interval under subnet crossing (E(NC)) and AN/MAP domain crossing (E(Nd)) are 
given by : 
CO CO 
E{NC) = £ kPr(Nc = k) = J2 kPc





E(Nd) = £ mPr(Nd = m) = £ mP,
m(l - Pd). 
m=0 m=0 
For simplicity and easy derivation of signaling cost, exponential assumption is 
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made. In other words, we assume that residence time in a subnet and in AN/MAP 
domain follow exponential distribution with parameters \xc and /i(i, respectively 
while session arrival process follows a Poisson distribution with rate Xs. Hence, 
boundary crossing probabilities and average number of location updates during an 
inter-session time interval can be easily obtained as follows : 
P c = - ^ r - and Pd=
 N 
He + As fid + A5 /g g\ 
E(NC) = ^ and E(Nd) = ^ . 
Similarly, we can derive the expression of the average number of subnets, E(Nt), 
that an MN crosses but still stay within AN/MAP domain during an inter-session 
time interval. 
3.3.2 Total Signaling Cost 
Performance analysis of wireless networks should consider a total signaling cost 
induced by mobility management schemes. As for wireless cellular networks, si-
gnaling traffic overhead cost must be evaluated for NGWN or IP-based mobile 
environments. In NGWN, there are two kinds of location update signaling. One 
occurs from an MN's subnet crossing and the other occurs when the binding is 
about to expire. To differentiate them, the former refers to binding update (BU) 
message and the last one refers to binding refresh (BR) message. Moreover, delivery 
of da ta packets induces usage of network resources, then generates an additional 
cost. Thus, the total signaling cost, CT, could be considered as the sum of binding 
update signaling cost, CBU, binding refresh signaling cost, CBR, and packet delivery 
cost, CPD '• 
CT = CBU + CBR + CPD. 
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Since the signaling cost required for authentication and for L2 handoff are the same 
for all protocols; then, they are omitted in our analysis. 
3.3.3 Binding Update Signaling Cost 
Depending on the type of movement and the mobility management protocol, 
two kinds of binding updates can be performed : local and global. For MIPv6 and 
FMIPvG, global binding update is performed regardless of movement every time 
an MN acquires a new CoA and refers to registration of CoA to HA and CNs. 
However, for HMIPv6, global binding update occurs when an MN moves out of 
its MAP domain while local binding update is performed when an MN changes 
its current IP address within a MAP domain. Hence, the average binding update 
signaling cost for IPv6-based mobility management schemes during inter-session 
time interval depends heavily on the computation of the number of location binding 
updates and is given by : 
CBU = E(Nt)C
l + E{Nd)C*. (3.7) 
To perform signaling overhead analysis, a performance factor called session-to-
mobility ratio (SMR), which represents the relative ratio of session arrival rate to 
the user mobility rate, is introduced. The binding update signaling cost becomes : 
CBU = ±- (MC + »&) = SM
l
Rym [& + (y/M- 1)C
1} . (3.8) 
The packet transmission cost in IP networks is proportional to the distance in 
hops between source and destination nodes. Furthermore, the transmission cost in 
a wireless link is generally larger than the transmission cost in a wired link (Xie & 
Akyildiz, 2002). Thus, the transmission cost of a control packet between nodes X 
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and Y belonging to the wired part of a network can be expressed as Cxy — Tdxy 
while CMN,AR = TK, where r is the unit transmission cost over wired link and K the 
weighting factor for the wireless link. The global and local binding update signaling 
costs for MIPv6 and HMIPv6 are given by : 
CllIPv6 = CMIPv6 = *CMN,AR + 2PCAR + Chc 
CHMIPVG — 2(2CMN,AR + PCAR + CMN,MAP) + PCMAP 
where Chc is the binding update cost at the HA and at all active CNs while Crr is 
the signaling cost due to return mutability procedure. PCMAP is divided into the 
mapping table lookup cost and the routing cost (Xie & Akyildiz, 2002). 
Let consider one-way transmission cost of HoTI and CoTI messages during re-
turn routability procedure as illustrated in Fig. 3.1(a). An MN sends one HoTI 
message to its HA at a cost CMN,HA- The HA processes this message at a cost 
PC HA and forwards it to all CNs with NCNCHA,CN as cost. Each CN processes the 
received HoTI message before to respond with HoT message, inducing a proces-
sing cost equal to NQNPCCN- Then, the cost for home address test is : 2[CMNjHA + 
PCHA + NCNCHA,CN] + NCNPCCN- During the care-of address test, CoTI and CoT 
messages are exchanged directly between an MN and CNs. Then, the care-of ad-
dress test cost is : 2NCNCMN,CN + NCNPCCN- We can then deduce the expression 
of Crr which is given in Table 3.2. 
The link layer information (L2 trigger) is used either to predict or rapidly respond 
to handover events in FMIPv6. Hence, signaling cost of FMIPv6 depends on the 
probability that handover anticipation is correct. We assume that if an MN receives 
FBAck message from the PAR, then it will definitely start L3 handover to NAR 
without exceptions. Hence, if there is no real handover after L2 trigger, all messages 
exchanged from RtSolPr to FBU may be unnecessary. The local binding update 
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signaling cost for FMIPvG is expressed as follows : 
CFMIPV6
 = PsSs + (1 — Ps)(Sf + Sr) + Che (3.10) 
where Ss denotes the signaling cost for a successfully anticipated handoff, Sf the 
signaling cost for control messages if no real L3 handoff occurs and Sr the signaling 
cost for reactive mode of FMIPv6. Their expressions are given in Table 3.2. 
Tableau 3.2 Expression of partial signaling costs. 
Sf = 3CMN,PAR + 2CPAR,NAR + SPCAR 
5*s = £CMN,PAR + 3CPAR,NAR + "ZCMN,NAR + ^PCAR 
Sr — 2CMN,PAR + 1CPAR,NAR + 2CMN,NAR + 3PCAR 
Sf = 3CMN,MAP + 2(CMAP,NAR + PCMAP) + PCAR 
Ss = 4CMN,MAP + 3CMAP,NAR + 2CMN,NAR + 3PCMAP + %PCAR. 
•S/I
 = Ps [2(CMN,NAR + CNAR,MAP) + PCNAR + PCMAP] + (1 ~ Ps)CHMIPv6 
Che — 2{CMN,HA + NCNCMN,CN) + PCRA + NCNPCCN + Crr 
Crr = 2(CMN.HA + NCNCHA,CN + NCNCMN,CN + PCHA + NCNPCCN) 
Similar reasoning and assumption as for FMIPvG allow computation of signa-
ling cost for F-HMIPv6. The local binding update signaling cost of F-HMIPv6 is 
expressed as follows : 





Slg and Si have the same meaning as given above for FMIPvG while S
l
h is introdu-
ced for convenient short form. Their expressions are given in Table 3.2. FMIPvG 
and HMIPvG can enhance performance of MIPv6 for movement within AN/MAP 
domain. However, for inter-AN/MAP movement, performance of FMIPv6 and 
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HMIPvG becomes identical to that of MIPvG. If inter-MAP tunnel is not supported, 
the same remarks apply to F-HMIPv6. 
3.3.4 Binding Refresh Cost 
The binding refresh (BR) message is typically used when the cached binding 
is in active use but the binding's lifetime is close to expiration (Johnson et al. , 
2004). Usually, performance analysis available in the literature did not take into 
account the periodic binding refresh and the effect of a binding lifetime period. 
However, these parameters may have significant effect on the total signaling cost. 
We consider it in our performance analysis and we propose the binding refresh cost. 
Let TM, TH and Tc be the binding lifetime period for the MN at MAP, HA and 
CNs, respectively. The average rate of sending BR message to MAP under HMIPvG 
while an MN stays in a subnet is \1/(JJLCTM)\ where [X\ is the integer part of a 
real number X. By replacing {JLCTM with [i({Fc and \idXn; respectively, we obtain 
average rates of sending BR message to CN and to HA. Hence, the average binding 
refresh costs for HMIPvG and F-HMIPvG can be derived as follows : 
CHMIPvS = 2 ([j^\ CMN,MAP + [j^\ CMN,HA + 2 [j^\ NCNCMN,CN) • 
(3.12) 
By ignoring the binding refresh cost at MAP, we can obtain similar expression for 
MIPv6 and FMIPv6. 
3.3.5 Packet Delivery Cost 
Similarly to Koodli & Perkins (2001), we divide handoff latency into three com-
ponents : link switching or L2 handoff latency (t^), IP connectivity latency (tip) 
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and location update latency (tu)- IP connectivity latency reflects how quickly an 
MN can send IP packets after L2 handoff while location update latency is the la-
tency of forwarding IP packets to MN's new IP address. On the other hand, the 
time from the starting point of L2 handoff to when an MN first receives IP pa-
ckets for the first time after link switching refers to packet reception latency (tp) or 
handoff latency. Moreover, we define the following delay components : movement 
detection delay (t.MD)i addresses configuration and DAD procedure delay (tAc), 
binding update latency (tBu) and delay from completion of binding update and 
reception of first packet at the new IP address (tNB). 
Fig. 3.4 illustrates the timing diagram associated to MIPvG and shows that 
there is a delay before an MN begins to receive packets directly through the NAR. 
The packet delivery cost incurs during ongoing session and is composed of packet 
Packet reception latency (L ) 
Link switching IP connectivity ! 
delay (t,,) i latency (t„) , Location update latency (t^) ! 
o- e e e © <> — - r 
t t t t A , » , « T l m C 
. MP . AC . BU 1 NR . ; 
S S " o d > I ^""compleS?""" BU received by HA/CNs 
"'""New link information N S f c e
d i S C ° y e , y '""ffi1*8 Packets begin arriving 
MN transmission capable t h e n e w ] p a d d r e s s 
Sends binding update (BU) 
Figure 3.4 Handoff delay timeline of MIPv6. 
transmission and processing costs. The packet delivery cost could be defined as the 
linear combination of packet tunneling cost (Ctun) and packet loss cost (Cioss). Let 
a and f3 be weighting factors (where a + (3 = 1), which emphasize tunneling effect 
and dropping effect; then, the packet delivery cost is computed as follows : 
CpD — OiCtun + (3Cioss. (3.13) 
Let sc and sj, be the average size of control packets and data packets, respectively 
and X] = Sd/sc. The cost of transferring data packet is r/ greater than the cost of 
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transferring control packet. Let Xp be the packet arrival rate in unit of packet per 
time. There is no forwarding with MIPv6 during handover (i.e., C^Pv6 = 0); then, 
only packet loss cost occurs and is evaluated as follows : 
CfLT" = \C£{tL2 + tIP + tv) (3-14) 
where C[£ = ?)(CCN,PAR + CPAR,MN) 1S the cost of transferring data packets from 
CN to MN via PAR when the handoff fails, tu = tsv + tNR, tsu = IHA + tpR + tew, 
IHA is the delay for performing BU process to the HA, tRR is the delay for return 
routability procedure and tcN is the delay of BU procedure to all active CNs. 
In HMIPv6, all packets directed to MN will be received by MAP and after being 
tunneled to MN's current address (LCoA) by using mapping table. Then, the lookup 
time of mapping table has an effect on MAP's processing cost. Similarly to MIPv6, 
there is no forwarding with HMIPv6 during handover (i.e., C7i™
/P"6 = 0). Hence, 
packet delivery cost for intra-AN/MAP roaming can be computed through (3.13), 
where packet loss cost, C^fIPvG, is given by : 
CZX1™ = XpCf£(tL2 + tIP + t
L
v) (3.15) 
where t\j is the location update latency for intra-AN/MAP roaming : t\j = t^u^^R 
with t%v the local binding update latency at MAP while t%R is equivalent to tNR 
for local roaming and the transferring data packets cost between CN and MN when 
the handoff fails is Cf£ = T)(CCN,MAP + CMAP,PAR + CPAR,MN + PCMAP)-
To avoid packet loss, FMIPv6 enables PAR to forward packets to NAR by using 
a bi-directional tunnel established between them and by buffering all forwarded 
packets. The timing diagram of predictive mode of FMIPvG is shown in Fig. 3.5 
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and the packet tunneling cost is given by : 
C?™IPv6'p = \PC^(tL2 + tfP + tu) (3.16) 
where C%£ = T](CCN,PAR + CPAR,NAR + GNAR,MN) is the cost of transferring data 
packets from CN to MN by transiting to PAR and forwarding to NAR via the 
established tunnel, and tfP is the IP connectivity latency for predictive mode of 
fast handover scheme, tfP < tjp. 
Packet reception latency (t ) Receives buffered packets at NAR 
Obtain NCoA ; ' jj, c o n n e c l i v , 
i Link switching p 




L2 source L2 Handover! New link BU received by HA/CNs 
trigger epoch start epoch , information,.,, .. o v e r v c o n T O l e t e , 
S-*R.So.Pr ; N*SS^Z^^ST,. *???*" T% 
PAR-NAR tunnel Forwarding from PAR Sends binding update (BU)dlrec,1> ' a t , h e n e w I P a d d r e s s 
completed to NAR established 
Figure 3.5 Handoff delay timeline of FMIPv6. 
The packet loss due to L2 handoff delay is inevitable without an efficient buffe-
ring mechanism. Moreover, packet loss in FMIPv6 may be due to wrong temporal 
and spatial predictions. Let tpN, be the time required to establish a tunnel between 
PAR and NAR. Usually, tr is greater than tpN ; then, packets received during han-
dover procedure are forwarded by PAR to NAR by using the already established 
tunnel. But, if MN moves very fast, tT may be less than tpM- Then, packets arriving 
to PAR during the time period tPN — tr may be lost, because the tunnel is not yet 
established. In other words, for the anticipated signaling to succeed, the following 
time constraint must be observed : tp^ < tr- Hence, packet loss cost for predictive 
mode of FMIPv6 can be expressed as follows : 
CZ1™* = ApC& max(tW - tT, 0). (3.17) 
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Due to wrong spatial prediction of NAR or if FBAck message was not received 
on the previous link, the forwarded packets by PAR may be lost. In this case, the 
reactive mode of FMIPv6 is used. Let tfP, the IP connectivity latency of reactive 
mode. Since the packets forwarding process is not supported in the reactive mode; 
then, packet tunneling cost is equal to zero while packet loss cost for reactive mode 
of FMIPvG can be expressed as follows : 
C?0T
v6'r = \C{i{tm + tfP + tv). (3.18) 
Hence, the average packet delivery cost of FMIPvG in terms of prediction accuracy 
is given by : 
r,FMIPv6,a r> nFMIPvfi,p , r-i n \/iFMIPv6,r (o i n\ 
With similar reasoning to FMIPv6, evaluation of packet delivery cost for intra-
AN/MAP roaming for F-HMIPv6 is obtained by replacing tu, tpN, tfp, C^ and 
C££, respectively by tj}, tML, tIP, C
SJ^ and C££. Where C%£ is the cost of trans-
ferring data packets from CN to MN by transiting through the MAP and NAR 
given by C7?̂  = V(CCN,MAP + CMAP,NAR + CNAR,MN + PCMAP) and tML is the 
time required to establish a tunnel between MAP and NAR. For inter-AN/MAP 
roaming, the packet delivery cost of HMIPv6, FMIPvG and F-HMIPv6 becomes 
the same as for MIPvG. 
3.3.6 Required Buffer Space 
In FMIPvG, the NAR buffers packets tunneled from the PAR and forwards 
them to MN when the latter announces its presence on the new link. Hence, the 
required buffer space during MN's subnet movement increases in proportion of the 
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packet arrival rate and according to the number of MNs performing handover. The 
buffer space required for FMIPv6 during intra-AN/MAP handover is proportional 
to handoff latency and is computed as follows : 
BSlFMIPv6 = XP[Ps(tL2 + t
p
lP + tv) + (1 - Pa)tNR). (3.20) 
Similarly, buffer space required for F-HMIPv6 is obtained by replacing t\j and 
tNR by tjj and t^R in (3.20), respectively. Since MIPv6 and HMIPv6 do not use 
handover anticipation techniques; then, by setting Ps = 0 in (3.20), we obtain a 
required buffer space for MIPv6 and HMIPv6. 
3.3.7 Handoff Latency and Packet Loss 
We define the following parameters to compute handoff latency and packet loss : 
ti2 the L2 handoff latency, tRD the round-trip time for router discovery procedure, 
tDAD the time for DAD process execution, tRR the delay for an MN to perform 
return routability procedure and txy one-way transmission delay of a message of 
size s between nodes X and Y. Since the average delay needed for an MN authen-
tication is the same for all protocols; then, it is omitted. If one of the endpoints is 
an MN, txy 1S computed as follows : 
tx,y(s) = \^q ( ^ + Lwl) + (dXy -1)^±.+Lw + wq) (3.21) 
where q is the probability of wireless link failure, wq the average queueing delay at 
each router in the Internet (McNair et al. , 2001), Bwi (resp. Bw) the bandwidth 
of wireless (resp. wired) link and Lw\ (resp. Lw) wireless (resp. wired) link delay. 
The handoff latency associated to MIPv6 is given by : 
DMIPVG = tL2 + tRD + tBAD + tRR + 2(tMN,HA + thlN,CN)- (3.22) 
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The handoff latency for intra-AN/MAP or localized movement of HMIPv6 is 
obtained by replacing HA by MAP and by ignoring £«# and tMN,CN m (3.22). 
Let A n s be the time elapsed from the reception of FBAck on previous link to the 
beginning of L2 handoff when there is no good synchronization between L2 and L3 
handoff mechanisms. Moreover, let A(r be the time between last packet reception 
through previous link and L2 handoff beginning when FBAck is received on new 
link. Note that, Air and A n s may be equal to zero and we use this assumption 
in performance analysis. For fast handoff schemes, the handoff latency depends on 
information availability, and on which link fast handoff messages are exchanged. 
Hence, if information about NAR and impending handoff are available, and FBAck 
message is received through the previous link, handoff latency for localized or micro-
mobility without an efficient buffers management for FMIPv6 and F-HMIPv6 is 




 = ^ns + ^L2 + ^MN,NAR- (3.23) 
If FBAck message is not received through previous link, F-HMIPv6 turns to 
HMIPv6 while for FMIPvG its reactive mode is used. Then, handoff latency without 
efficient buffer management for FMIPv6 is expressed as follows : 
NFMIPV6 — &lr + tl2 + 2t]tfN,NAR + 3tffAR,PAR- (3.24) 
The average handoff latency for FMIPv6 is expressed as follows : 
^FMIPv6 = PSOFMIPVQ + (1 — PS)NFMIPVQ. [d.ZO) 
Similarly, we can obtain the average handoff latency for F-HMIPv6. The predictive 
mode of FMIPv6 cannot perform anticipated IP-handoff for inter-AN (Gwon et al. 
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, 2004); then handoff latency of FMIPv6 becomes same as for MIPv6. The same 
remark applies to HMIPv6 and F-HMIPv6. 
With MIPv6 and HMIPv6, packet loss occurs during handoff latency or service 
disruption latency. In fact, the number of packet loss is proportional to handoff 
latency. This is also the case for FMIPv6 and F-HMIPv6 if there is no efficient 
buffer management (BM). In fact, for fast handoff schemes there is no packet loss 
in theory, unless buffer overflow happens. Hence, the number of packet lost for each 
handoff management scheme is computed as follows : 
pscheme,i _ J max(B5icheme - B, 0) for efficient BM 
rioss ~ \ , [O.ZO) 
{ \Dscheme otherwise 
where B is the buffer size of an AR and BSlscheme is the buffer space required at an 
access router for a given scheme (i.e., MIPv6, HMIPv6, FMIPv6 or F-HMIPv6). 
3.4 Performance Evaluation 
Parameters and default values used in performance evaluation are given in Table 
3.3, except when wireless link delay and packet arrival rate are considered as va-
riable parameters. The network topology considered for analysis is illustrated in 
Fig. 3.6, where ER means edge router. For protocols which do not involve hierar-
chical mobility management, the MAPs act as a normal intermediate (edge) router. 
We assume that distance (i.e., the number of hops) between different domains are 
equals, i.e., c = d = e = / = 10 and we set a — 1, b — 2. The time-to-live (TTL) 
field in IP packet headers may be used by an MN to get the number of hops packets 
travel. Then, this distance varies within a certain range (Xie & Akyildiz, 2002). All 
links are supposed to be full-duplex in terms of capacity and delay. Other para-
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Tableau 3.3 System parameters. 
Parameters 
DAD delay 
Router discovery delay 
L2 handoff delay 
Prediction probability 
Wireless link failure probability 
Wired link bandwidth 
Wireless link bandwidth 
Wired link delay 
Wireless link delay 
Number of ARs by A N / M A P 
Control packet size 
Data packet size 
Packet arrival ra te 
































5.6 K m / h 
500 m 
meters used for cost computation are defined as follows : r = 1, K — 10, a = 0.2, 
(5 = 0.8, a = 2, PCAR = 8, PCHA = 24, PCCN = 4 and PCMAP = 12. Most 
parameters used in this analysis are set to typical values found in Xie & Akyildiz 
(2002); Pack & Choi (2003) and Lai & Chiu (2005). 
Fig. 3.7 illustrates the binding update signaling cost during handoff as a function 
of SMR for intra-AN/MAP roaming. When SMR is small, the mobility rate is larger 
than session arrival rate; then, an MN changes subnet frequently due to its mobility, 
inducing several handoffs and the signaling overhead increases. However, when 
the session arrival rate is larger than mobility rate (i.e., SMR is greater than 1), 
binding update is less often performed and signaling overhead decreases because the 
frequency of subnet changes decreases. FMIPv6 and F-HMIPv6 do not effectively 
reduce signaling overhead comparatively to MIPv6 and HMIPv6, respectively due 
to messages introduced for handoff anticipation. However, signaling overhead of 
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Figure 3.6 Network topology used for analysis. 
fast handoff schemes is traded off by lower liandoff latency and packet loss as we 
will see later. 
Session to Mobility Ratio {SMR] 
Figure 3.7 Impact of session-to-
mobility ratio on binding update. 
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Binding Lifetime Period (hour) 
Figure 3.8 Impact of binding lifetime 
period on binding refresh cost. 
Fig. 3.8 represents the effect of binding lifetime period on the binding refresh 
cost and shows that the binding refresh cost decreases as binding lifetime period 
increases. We assume that the binding lifetime periods TM, TH and Tc are equals. 
We can see that the binding lifetime period has significant impact on the average 
binding refresh cost. Small value of binding lifetime period leads to larger binding 
refresh cost; in other words, significant signaling load throughout the network. On 
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the other hand, larger value of the binding lifetime period leads to larger binding 
cache entry at mobility agents. This may result in higher memory consumption and 
higher binding cache lookup time. 
The result shows that the binding refresh cost remains constant when the binding 
lifetime period is between 0.4 and 0.7 hour and as well as when it is greater than 
0.8 hour. For the former case, the result indicates that during [0.4,0.7] time period 
there is the same number of binding refresh messages. This is due to the fact that 
an MN moves to an adjacent subnet before the new binding refresh message occurs. 
While for the latter case, the average subnet residence time of an MN is shorter 
than the binding lifetime period (i.e., TM > 0.8 hour). Hence, no binding refresh 
message occurs and the binding refresh cost is equal to zero. On the other hand, 
due to binding cache and lookup table maintained at the MAP, there is an extra 
cost for binding refresh process at the MAP for HMIPv6. Thus, binding refresh 
cost of HMIPv6 is slightly greater than for MIPv6. 
The packet delivery cost is depicted in Fig. 3.9 as a function of packet arrival 
rate (Ap). We observe that , packet delivery cost increases proportionally with Xp 
for all schemes. Fast handoff schemes (i.e., F-HMIPv6 and FMIPv6) outperform 
MIPv6 and HMIPvG, and they are more efficient when Ap increases. This means that 
FMIPv6 and F-HMIPv6 are better suited for real-time applications where periodic 
packets are sent at high rates. The packet delivery cost depends on handoff latency, 
while packet loss is proportional to handoff latency. Then, a similar analysis may 
be performed for packet loss when comparing to packet arrival rate as in Fig. 3.9. 
Hence, packet loss will be lesser for fast handoff schemes than for MIPv6/HMIPv6. 
For varying prediction probability, Pa, Fig. 3.10 shows the behavior of packet de-
livery cost. The packet delivery cost decreases when the accuracy of Ps increases for 
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Figure 3.9 Packet delivery cost as a Figure 3.10 Packet delivery cost as a 
function of packet arrival rate. function of prediction probability. 
fast handoff schemes. Due to additional packet processing at MAP for F-HMIPv6, 
there is an extra cost for packet delivery with inaccuracy prediction. In fact, in this 
case, F-HMIPv6 turns to HMIPv6, as we can see when Ps = 0. HMIPv6 and MIPv6 
are not affected by the prediction probability. For high values of Ps, F-HMIPv6 per-
forms better than FMIPvG. Since there is a relation between handoff latency and 
packet delivery cost, a similar behavior will be observed when comparing handoff 
latency with prediction probability. Hence, an effective prediction mechanism is 
required to allow better performance for F-HMIPv6. 
To alleviate packet losses, fast handover schemes should support packet buffering 
and forwarding during handoff execution. Since fast handover schemes start packet 
buffering and forwarding earlier; then, they require more buffer space than MIPv6 
and HMIPv6 as we can see in Fig. 3.11. On the other hand, buffering time may 
affect real-time applications, for example if some packets are stored in a buffer for 
a longer period of time than acceptable end-to-end delay, they may become useless. 
Hence, it is crucial to manage buffers efficiently in order to minimize overhead and 
to provide better QoS to delay sensitive applications. 
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Figure 3.11 Required buffer space as Figure 3.12 Impact of wireless link de-
a function of packet arrival rate. lay on handoff latency. 
In Fig. 3.12, we can see that the handover latency increases proportionally with 
the wireless link delay. We observe that MIPv6 and HMIPv6 have worst results 
among all protocols followed by FMIPv6 while F-HMIPv6 performs better than 
all other schemes. For MIPv6 and HMIPv6, the DAD process counts for a large 
portion of handoff delay. Therefore, it is important to decrease the DAD delay in 
order to decrease handoff latency. The optimistic DAD (oDAD) (Moore, 2006) has 
recently been proposed to allow minimization of address configuration delay by 
eliminating the DAD completion time. 
3.5 Conclusion 
Mobility management is a key issue in next-generation or 4G wireless networks 
(NGWN/4G). Several IPv6-based mobility schemes have been proposed in the li-
terature and by the IETF. However, they axe not able to guarantee seamless roa-
ming and services continuity for critical applications like real-time applications. 
Moreover, performance evaluation of these schemes is usually based on simulation 
approaches. 
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This paper proposes a comprehensive analytical model for IPv6-based mobility 
protocols (i.e., MIPv6, HMIPv6, FMIPv6 and F-HMIPv6) in order to provide depth 
analysis of the overall performance of these protocols. Several performance metrics 
such as signaling overhead cost, packet delivery cost, handoff latency and packet 
loss are analyzed according to user mobility and traffic models. Our goal was not to 
decide which scheme is always better, but to study the effect of various parameters 
related to mobility and traffic on the performance of these schemes in order to 
facilitate decision-making for wireless network design. 
The numerical results show the potential pros and cons of most promising IPv6-
based mobility schemes proposed by the IETF. They reveal that F-HMIPv6 enables 
improvement in terms of handoff latency and packet loss rather than other protocols 
(i.e., MIPvG, HMIPv6 and FMIPv6). However, this performance is off-set by its 
signaling traffic overhead and the buffer space required when compared to HMIPvG. 
Moreover, it is very difficult to forecast which IPv6-based mobility protocol will 
dominate in NGWN/4G. In fact, selection of a mobility management scheme is 
not based solely on performance criteria, but on cost and respective profits as well. 
Thus, until an ideal mobility management protocol is designed and deployed, mobile 
users still require a practical solution. This could be achieved by a certain tradeoff 
of the above requirements. 
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Abstract 
Recent technological innovations allow mobile devices to be equipped with multiple 
wireless interfaces. Moreover, the trend in the fourth generation or next-generation 
wireless networks (4G/NGWN) is the coexistence of diverse but complementary 
architectures and wireless access technologies. In this context, an appropriate mo-
bility management scheme as well as the integration and interworking of existing 
wireless systems are crucial. Several proposals are available in the literature to 
solve these issues. However, these proposals cannot guarantee seamless roaming 
and services continuity. This paper proposes a novel architecture, called Integra-
ted InterSystem Architecture (USA), based on a 3GPP/3GPP2 proposal, which 
enables the integration and interworking of current wireless systems and investi-
gates mobility management issues. An efficient handoff protocol based on localized 
mobility management, access networks discovery and fast handoff concepts, called 
Handoff Protocol for Integrated Networks (HPIN) is proposed. It alleviates services 
disruption during handoff in IPv6-based heterogeneous wireless environments. Per-
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formance evaluation based on numerical restilts shows that HPIN performs better 
in terms of signaling cost, handoff latency, handoff blocking probability and packet 
loss compared to existing schemes. 
Keywords : Mobility management, quality of service, IP-based wireless networks, 
vertical handoff, interworking architecture, seamless roaming, service continuity. 
4.1 Introduction 
Next-generation or 4G wireless networks (NGWN/4G) are expected to exhibit 
heterogeneity in terms of wireless access technologies, services, application requi-
rements, high usability and improved capacity. With NGWN/4G, users will inten-
sify demands for seamless roaming across different wireless networks, support of 
various services (e.g., multimedia applications) and quality of service (QoS) gua-
rantees. The strengths of 3G cellular networks, such as UMTS and CDMA2000, 
consist of their global coverage while their weaknesses lie in bandwidth capacity 
and operation costs. On the other hand, WLAN technology, such as IEEE 802.11, 
offers higher bandwidth with low operation costs, although it covers a relatively 
short range. Moreover, technological advances in evolution of portable devices have 
made possible the support of different radio access technologies (RATs). 
This has raised much interest in integration and interworking of 3G wireless net-
works with WLAN due to the potential benefits of their complementarity. Evolution 
through this integration is one of the paths to NGWN design, rather than investing 
efforts into developing new radio interfaces and technologies (Hui & Yeung, 2003). 
Integrated networks will provide benefits of both technologies to end-users as well 
as to services providers. The integration of wireless networks will not be limited 
only to WLAN and 3G cellular networks but will be extended to other networks 
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also such as satellite networks, WiMAX, mobile ad hoc networks, wireless sensor 
networks, etc 
Conceptually, a typical NGWN architecture can be viewed as many overlapping 
wireless access domains, as shown in Fig. 4.1 and is so-called wireless overlay net-
works (Stemm <fe Katz, 1998). The main goal of NGWN is to allow subscribers to 
profit services anytime and anywhere, known as always best connected (Gustafsson 
& Jonsson, 2003). The heterogeneity in terms of RATs and network protocols in 
NGWN asks for common interconnection element. Since the Internet Protocol (IP) 
technology enables the support of applications in a cost-effective and scalable way, 
it is expected to become the core backbone network of NGWN (Akyildiz et al. , 
2005). Hence, current trends in communication networks evolution are directed to-
wards the all-IP principle in order to hide heterogeneities and achieve convergence 
of various networks. 
Figure 4.1 Overview of 4G/NGWN architecture. 
Two major architectures (loose and tight coupling) for 3G/WLAN interwor-
king based on existing 3G network architecture components have been proposed in 
3GPP (2004). All scenarios presented in 3GPP (2004); 3GPP2 (2006) are not yet 
fulfilled and those interworking architectures have pros and cons. The integration 
and interworking of heterogeneous wireless networks are widely documented in the 
literature and various models have been proposed. Both 3G wireless networks ini-
tiatives, 3GPP and 3GPP2, have proposed a 3G/WLAN interworking architecture 
adapted to their respective systems. An evident way to achieve roaming among 
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various networks is by using bilateral Service Level Agreements (SLAs). However, 
due to several reasons this approach is not feasible. In fact, the increasing number 
of wireless networks and service providers make it impractical for network operators 
to have direct SLAs with all of the other operators. Moreover, network operators 
are reticent to make their databases available to other operators. 
Mobility management, with provision of seamless handoff and QoS guarantees, 
consist of one of the key issues in order to support global roaming of mobile nodes 
(MNs) between various wireless systems in an efficient way. In NGWN, mobility 
is also a logical concept rather than only a physical one. It is thus crucial to pro-
vide seamless roaming and QoS guarantee support based on intelligent and efficient 
mobility management schemes. To enable services continuity and QoS provision, 
seamless handoff (i.e., minimal services disruption during handoff) is of great im-
portance. Seamless handoff means lower packet loss, minimal handoff latency, lower 
signaling traffic overhead and limited handoff failure. The handoff latency refers to 
the time interval during which an MN cannot send or receive any data traffic du-
ring handoffs. It is composed of L2 (link layer) and L3 (IP layer) handoff latency. 
The overall handoff latency may be sufficiently long to cause packets loss, which is 
unacceptable for real-time applications. 
The QoS guarantee represents one of the major challenging issues due to the 
heterogeneity of network architectures, network capacities, different high layer pro-
tocols and various radio access technologies (RATs). An exact mapping between all 
3G wireless network QoS parameters and WLAN QoS parameters is highly difficult 
to perform and remains an open issue, since these networks are totally different. The 
handoff process in NGWN can be subdivided into three phases : network discovery, 
handoff decision and handoff execution. The simplest way for an MN with multiple 
air-interfaces to discover reachable wireless networks is to keep all air-interfaces 
on at all times. However, keeping an air-interface active continuously consumes 
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battery power even while the mobile device is not sending/receiving packets. It is 
thus critical to avoid keeping idle air-interfaces perpetually on. Moreover, an MN 
must observe if the new network is consistently better than the current one before 
performing handoff, to avoid the ping-pong effects. 
In homogeneous wireless networks, handoff decisions are typically driven by me-
trics strictly related to received signal strength (RSS) quality and resources avai-
lability. However, in NGWN, RSSs from different networks do not share the same 
meaning since each network is composed of its specific features; then, it cannot be 
compared directly. Hence, handoff decisions based on signal strength as the sole 
criterion may be inefficient or impractical in NGWN. More complex metrics com-
bining several parameters such as monetary costs, bandwidth, power consumption, 
network conditions and user preferences must be defined (McNair & Zhu, 2004). 
This paper proposes a novel architecture, called Integrated InterSystem Archi-
tecture (USA), based on 3GPP/3GPP2-WLAN interworking models, in order to 
integrate existing wireless systems such as 3GPP/3GPP2 , WLAN and WiMAX, 
and hide their heterogeneities. Furthermore, we propose a mobility management 
scheme, called Handoff Protocol for Integrated Networks (HPIN), that provides 
QoS guarantee for real-time applications in heterogeneous IPv6-based wireless en-
vironments. HPIN is a one-suite protocol that performs access networks discovery, 
and uses fast handoff and localized mobility management concepts. HPIN allows 
the selection of the best available network at any given time and it is designed for 
both heterogeneous and homogeneous wireless networks. In other words, the main 
contributions of this paper are as follows : 
1)- the design of an interworking architecture that permits integration of any 
type of wireless networks rather than only 3G cellular systems 'with WLAN 
or heterogeneous 3G cellular systems; 
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2)- the design of an efficient handoff management scheme which enables the 
support of seamless handoff and services continuity for mobile users moving 
across various networks; 
3)- the proposal of a new approach to speed up context transfers and binding 
updates for mobile users ; 
4)- the proposal of an analytical model to analyze the performance of the propo-
sed mechanisms and architecture. 
The remainder of this paper is organized as follows. The following section offers 
an overview of the basic concepts and related work pertaining to interworking 
and mobility management in heterogeneous wireless networks. Then, the proposed 
architecture (USA) and the handoff management scheme (HPIN) are described 
respectively in Sections 4.3 and 4.4. The analytical model is developed in order to 
assess their efficiency in Section 4.5. Results from the performance evaluation are 
analyzed in Section 4.6 before concluding remarks drawn in the last section. 
4.2 Background and Related Work 
Mobility management enables a system to locate roaming terminals in order to 
deliver data packets (i.e., location management) and maintain connections with 
them when moving into a new subnet (i.e., handoff management). Handoff mana-
gement is a major component of mobility management since an MN can trigger 
several handoffs during a session as it will be the case in NGWN. Handoffs in IP-
based NGWN involve changes of access points or base stations (AP/BSs) at the 
link layer and possibly routing changes at the IP layer. With the coexistence of 
various wireless access technologies, two kinds of handoffs are possible in NGWN : 
horizontal and vertical handoffs. Horizontal or intrasystem handoffs occur when an 
MN is moving between AP/BSs of the same network technology. When AP/BSs 
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belong to different networks (e.g., IEEE 802.11 and UMTS), such a movement is 
called a vertical handoff. 
Two types of vertical handoffs can occur depending on the type of overlapping. 
In fact, roaming may happen between fully overlapping networks from low-tier (e.g., 
WLAN) to high-tier (e.g., 3G wireless network) and vice versa, or between partially 
overlapping networks. In case of roaming under fully overlapping networks, vertical 
handoffs are usually asymmetric and can focus on improving either the transmission 
rate or session connectivity (Stemm & Katz, 1998). The characteristics of NGWN 
make the implementation of vertical handoffs more challenging than horizontal 
handoffs. In fact, maintaining uninterrupted sessions while the physical interface is 
changing constitutes a complex task. Several IPv6-based handoff protocols proposed 
in the literature in order to manage horizontal and vertical handoffs may appear 
appropriate. However, they have advantages and drawbacks and have been proposed 
separately. Much works still required for further improvements in NGWN/4G. 
4.2.1 IPv6-based Mobility Schemes 
Mobile IPv6 (MIPv6) was proposed by the Internet Engineering Task Force 
(IETF) for mobility management at the IP layer and allows MNs to remain rea-
chable in spite of their movements within wireless IP environments (Johnson et al. 
, 2004). MNs are always identified by their home address, regardless of their cur-
rent network point of attachment. While away from its home network, an MN is 
associated with a care-of address (CoA), which provides information about its cur-
rent location. After acquiring a CoA, an MN sends a binding update (BU) message 
to the home agent (HA), to indicate its new address and also to all active cor-
respondent nodes (CNs) to allow route optimization. However, MIPv6 has some 
well-known drawbacks such as signaling traffic overhead, high packet loss rate and 
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handoff latency, thereby causing user-perceptible deteriorations of real-time traffic 
(Perez-Costa et al. , 2003; Gwon et al , 2004). 
These weaknesses led to the investigation of other solutions to enhance MIPvC. 
Two main MIPv6 extensions proposed by the IETF are Fast Handovers for MIPv6 
(FMIPvG) (Koodli, 2005) and Hierarchical MIPv6 (HMIPv6) (Soliman et al. , 
2005). These protocols tackle micro-mobility while MIPv6 is used for macro-mobility. 
HMIPv6 handles handoff locally through a special node called Mobility Anchor 
Point (MAP). The MAP, acting as a local HA in the network visited by the MN, 
limits the amount of MIPv6 signaling outside its domain and reduces delays asso-
ciated with the location updates. However, HMIPv6 cannot meet the requirements 
for delay-sensitive traffic, such as voice over IP (VoIP), due to packets loss and 
handoff latency. FMIPv6 has been proposed in order to minimize services disrup-
tion during handoffs pertaining to MIPvG operations such as movement detection, 
binding update and addresses configuration. The link layer information (L2 trigger) 
is used either to predict or to respond rapidly to handoff events. 
Although FMIPv6 paves the way to improve MIPv6 performance in terms of 
handoff latency, it is still hindered by several problems such as QoS support and 
scalability. In fact, FMIPv6 does not effectively reduce signaling overhead nor pa-
cket loss, which leads to unacceptable services disruption. In FMIPv6, the new ac-
cess router (NAR) consumes storage space to buffer forwarded packets by previous 
access router (PAR) before delivering these packets to the MN. These forwarded 
packets lack QoS guarantee before the new QoS path is set up. Combining HMIPv6 
and FMIPvG motivates the design of Fast Handover for HMIPv6 (F-HMIPv6) (Jung 
et al. , 2005a) to increase network bandwidth usage efficiency. However, F-HMIPv6 
may inherit drawbacks of both FMIPv6 and HMIPv6, such as synchronization is-
sues and signaling overhead (Perez-Costa et al. , 2003; Gwon et al. , 2004). With 
those IPv6-based mobility protocols, seamless mobility cannot be guaranteed. 
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To achieve seamless mobility across various access technologies and networks. 
an MN needs information about the wireless network to which it could attach. 
Also, it is necessary to transfer information (context transfer) related to an MN 
from the current access router to the next one. To enable these procedures, the 
Candidate Access Router Discovery protocol (CARD) (Leibsch et al. , 2005) and 
the Context Transfer Protocol (CXTP) (Loughney et al. , 2005) have been pro-
posed. They avoid using limited wireless resources and provide fast mobility and 
secure transfers. Their key objectives consist of reducing latency, packet losses, and 
avoiding the re-initiation of signaling to/from an MN from the beginning during 
an handoff. However, context transfer is not always possible. For example, when 
an MN moves across different administrative domains, the new network may re-
quire the MN to re-authenticate and perform signaling from beginning rather than 
accepting the transferred context. With the CARD protocol, acquiring L3 informa-
tion of neighbor ARs is based on L2 ID detection, which is possible only when the 
associated air-interface is on. Also, MNs must periodically monitor the RSS from 
neighbor AP/ARs and construct neighbor network information table. Moreover, 
entities exchanging contexts must authenticate each other, which could turn into a 
tedious procedure in 4G/NGWN. 
4.2.2 3G/WLAN Interworking Models 
Six 3G/WLAN interworking scenarios and their requirements have been defined 
in 3GPP (2003) and 3GPP2 (2004) in order to provide a proper background for 
interworking architecture design. With the particular characteristics of WLAN and 
3G wireless networks, two scenarios present significant technical challenges : services 
continuity and seamless roaming provision. In order to handle these scenarios, two 
interworking architectures have been proposed by 3GPP, called loose and tight 
coupling (3GPP, 2004). With the tight coupling approach, WTLAN appears as one 
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of the 3G radio access networks (RANs) to the 3G wireless core network. Although, 
the tight coupling allows easy control of QoS for time-sensitive traffic, it includes 
several drawbacks such as high costs and complexity levels. Moreover, with tight 
coupling, traffic from WLAN flows into 3G wireless core network and it creates 
capacity problems. In fact, 3G wireless core network nodes cannot accommodate 
the bulk of the data traffic from WLAN. 
On the other hand, with the loose coupling, different networks are deployed 
independently and data paths are completely separated between WLAN and 3G 
wireless networks. Hence, loose coupling enables several advantages such as inde-
pendent traffic engineering, low costs and low complexity levels. However, loose 
coupling may not guarantee services continuity to other access networks during 
handoff as it suffers from long handoff latency and packet loss. The choice of an 
optimal interworking architecture is determined by a certain number of factors. For 
example, if the wireless network is composed of a large number of WLAN and 3G 
networks operators, the loosely coupled architecture would be the best choice. On 
the other hand, if the WLAN network is exclusively owTned by 3G wireless operator, 
the tightly coupled architecture might become a more relevant option. However, 
loose coupling is the most advocate interworking scheme (Buddhikot et al. , 2003). 
4.2.3 Handoff Management Schemes 
In Buddhikot et al. (2003), an integrated architecture and a radio interface se-
lection schemes are proposed based on signal strength and radio interface priorities. 
As aforementioned, these parameters are not appropriate for handoff decisions in 
NGWN. Moreover, an MN must passively evaluate handoff conditions, even when 
the application in the current network is running well. This introduces unnecessary 
power consumption and network resources usage. HOPOVER (HandOff Protocol 
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for OVERlay networks), a mobile IP-based approach was proposed in Du et al. 
(2002) and handles both vertical and horizontal handoffs. Although, HOPOVER 
enables low signaling overhead, it requires APs to maintain an excessive quantity of 
information about MNs. An architecture for next generation all-IP-based wireless 
systems was proposed in Akyildiz et al. (2005). Two new entities, the network 
interworking agent (NIA) and the interworking gateway (IG), are introduced in 
order to allow the integration of several wireless networks while supporting MN 
roaming. However, this proposed architecture provides no appropriate handoff de-
cision mechanism to take heterogeneity into account. The handoff decision is based 
on RSS criterion, which as mentioned above is not appropriate for NGWN. 
In Wang & Akyildiz (2001), a mobility management scheme and an architecture 
are proposed to support roaming across 3G heterogeneous wireless networks but not 
for IP-based wireless networks or authentic NGWN. This proposed architecture is 
based on a boundary location register (BLR) and a border interworking unit (BIU), 
which are placed at the border of two neighboring systems. This approach is not 
scalable in the sense that one BLR/BIU is needed for each pair of adjacent networks. 
Furthermore, connecting directly BIUs to Visitor Location Register (VLR) of each 
subsystem creates several drawbacks, such as the increase of cabling costs and 
signaling traffic due to paging procedure execution through the Home Location 
Register (HLR) of both involved networks. 
The BLR/BIU model cannot meet all of the main requirements (economics, 
scalability, transparency to heterogeneous access technologies, seamless mobility 
support and security) of any novel architecture. An architecture and mobility ma-
nagement scheme that improve performance of BLR/BIU model was proposed in 
Beaubrun et al. (2005). Although, an HLR and a VLR may be seen as home agent 
(HA) and foreign agent (FA) respectively in IP-based wireless networks, their func-
tionalities differ significantly. We focus on authentic NGWN, i.e., IP-based wireless 
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networks, and not only on mobility and interworking issues between 3G wireless 
networks. 
A policy-enabled handoff decision algorithm proposed in Wang et al. (1999) 
is based on a cost function that considers several factors (e.g., bandwidth, power 
consumption and monetary costs). The cost function presented in Wang et al. 
(1999) is very preliminary and cannot handle more sophisticated scenarios. Also, 
cost function evaluation could require high processing time and power. In order 
to maximize user QoS, McNair &z Zhu (2004) propose handoff decision algorithms 
for vertical handoff and identifies metrics that characterize NGWN. However, the 
proposed cost function could lead to singularity problems if connections become free 
of charge. Furthermore, handoff instability problem and mobility management at 
the IP layer are ignored. Many other vertical handoff schemes are presented in Zhu 
& McNair (2006). The factors considered in the above cited papers are insufficient. 
In fact, information about authentication types, access network types and roaming 
partners supported are not taken into account. Moreover, these studies do not 
provide a viable architecture framework for selection mechanisms, nor business 
models for prospective deployment. 
4.3 Proposed Architecture for N G W N 
A novel interworking architecture, called Integrated InterSystem Architecture 
(USA) based on 3GPP/3GPP2-WLAN interworking models, is proposed and shown 
in Fig. 4.2. Instead of developing new infrastructures, USA extends existing infra-
structures to tackle integration and interworking issues and provides mobile users 
with ubiquity or always best connected. The USA considers all of the above men-
tioned requirements (i.e., scalability, transparency, economics and security) for IP-
based NGWN. Rather than adding an interworking entity between adjacent net-
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works, as it is the case for some existing models presented in the literature such as 
BLR/BIU, USA only adds a single new node, called Interworking Decision Engine 
(IDE ) shown in Fig. 4.3, while other functionalities are implemented in the exis-
ting network components. Another main difference, between our approach and the 
BLR/BIU architecture, is the separation between the control plane (signaling traf-
fic) and the transport plane (data traffic) in the IISA/HPIN proposal. In fact, only 
signaling traffic goes through the IDE, not data packets. In the BLR/BIU archi-
tecture, data packets and signaling traffic transit through BLR/BIU, thus creating 
bottlenecks in the system. 
Figure 4.2 Integrated InterSystem Archi- Figure 4.3 Interworking Decision En-
tecture (USA). gine (IDE). 
To enable support of IPv6-based mobility management protocols, some func-
tional entities of 3G wireless networks are extended. The Serving GPRS (General 
Packet Radio Service) Support Node (SGSN) and Packet Control Function (PCF) 
are enhanced with the AR functionalities and are called Access Edge Node (AEN ). 
Similarly, Gateway GPRS Support Node (GGSN) and Packet Data Serving Node 
(PDSN) are extended with MAP or HA and interworking functionalities (to enable 
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message format conversion, QoS requirement mapping, etc.) and are called Bor-
der Edge Node (BEN). The WLAN Interworking Gateway (WIG) acts as a route 
policy element, ensuring message format conversion. Extended functionalities can 
be integrated into existing networks entities or implemented separately. We advo-
cate the first scenario as it is easily deployed and managed. The interworking of 
different access networks is required for an efficient integration. Mapping between 
HLR or home subscriber server (HSS) in 3G wireless networks and authentication, 
authorization and accounting (AAA) server/proxy in WLAN is required to execute 
authentication and billing when users roam across both technologies. 
The IDE is introduced to enable interworking and handoff between various net-
works. Operators or service providers are required to have only one SLA with a 
third-party or IDE manager rather than establishing individual SLA with all of the 
other operators. The IDE allows reduction of signaling traffic, services disruption 
during handoff while handling AAA procedure and mobility management. To re-
duce the IDE's load, the IDE is involved only in intersystem and/or inter-domain 
handoff and it manages only control signaling traffic : data packet traffic bypass the 
IDE. Furthermore, to enable the scalability of the USA architecture, if the number 
of mobile users that require intersystem and/or inter-domain handoff increases, or 
if the number of heterogeneous wireless systems increases, the IDE can be deployed 
within a hierarchical framework. For roaming users with sessions in progress, the 
IDE allows reduction of association and authentication delays. Usage of the IDE 
could be considered as a value-added service that network operators offer to their 
subscribers to allow roaming into other networks. 
The Authentication Module (AuM) is used to authenticate users moving across 
different wireless networks and it avoids the required direct security agreements or 
associations between foreign networks and home network. The AuM stores informa-
tion such as subscriber identity, user preferences, user profile and terminal mobility 
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patterns. The Accounting Module (AcM) enables billing between different wireless 
networks and stores charging information associated with the resources usage. It 
acts as common billing/charging system between various network operators. The 
AcM collects accounting information received from the AAA server/proxy of fo-
reign network per user based on its billing policy. If necessary, it converts detailed 
call records of the foreign network before forwarding such information to the AAA 
server of the home network for billing purposes. The CIBER (Cellular Intercar-
rier Billing Exchange Roamer Record) protocol may be used for the exchange of 
roaming billing information among wireless operators through the IDE. 
Usually different administrative domains have different QoS policies for resources 
allocation. Then, when an MN moves from one administrative domain to another, 
QoS re-negotiation may be required. Such re-negotiation will be based on SLAs bet-
ween both domains. The Resource Management Module (RmM) enables the map-
ping of QoS parameters and their re-negotiation between various types of wireless 
networks and with the core IP transport network in order to satisfy the overall end-
to-end QoS criteria. Furthermore, the RmM allows fast transfers of user profile and 
QoS requirements/parameters between two administrative domains during handoff. 
The QoS mapping and the mechanism by which the IDE allocates resources to an 
MN, and decides to admit a new request is outside the scope of this paper. However, 
we assume that the IDE is endowed with intelligence and can perform the following 
operations : translation of signaling message formats between different networks, 
conversion of higher transmission rate to lower rate, translation of QoS parameters 
and information, etc. The SLR A Module stores information about service providers 
or network operators that have SLAs and roaming agreements (RAs) with the IDE 
manager. The Handover Decision Module (HdM) is used when an intersystem or 
inter-domain handoff should be granted or not. In other words, it enables roaming 
and handoff support for MNs. 
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4.4 Proposed Handoff Protocol 
Since mobility in NGWN is either logical or physical, user profile and preferences 
seem to be important when performing vertical handoff. As aforementioned, handoff 
decisions based on the RSS level are not appropriate in NGWN/4G. In Makaya & 
Pierre (2006), a handoff decision function is proposed for handoff decisions which 
take into account several parameters such as monetary cost, bandwidth, session 
priority, power consumption and network conditions, to enable efficient decisions 
and systems discovery. In the following sections, we propose a handoff management 
protocol that supports both vertical and horizontal handoffs in IPv6-based hetero-
geneous mobile environments. Under USA, intra-MAP/BEN and inter-MAP/BEN 
roaming may result either into intrasystem or intersystem handoffs. Hence, HPIN 
is proposed for any of these types of handoff scenarios. 
4.4.1 Authentication of Mobile Nodes 
To avoid additional signaling overhead due to the execution of the AAA pro-
cedure each time an MN performs handoff and requests registration, we propose 
a token-based approach. While roaming within MAP/BEN domain of access net-
works having agreements with the IDE, an MN presents a token, that it obtains 
from the IDE (after its first successful registration in the visiting network) to the 
MAP/BEN or AR/AEN. The token includes security association parameters for 
secure tunnel setups between the MN and AR/AENs. This yields a lower regis-
tration latency than performing authentication and authorization check with AAA 
home server (AAAH). If the MAP/BEN or AR/AEN verifies the token success-
fully, it initiates an authorization process. The HA functionalities related to the 
MN authentication, distributing keying materials, session keys, security associa-
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tion context and mobility management are delegated to the IDE while the MN 
roams in foreign networks. Subsequent authentications are handled either by the 
MAP/BEN and the AAA local server/proxy (AAAL) or by the IDE for intrasystem 
or intersystem movements. 
4.4.2 Handoff Preparation with HPIN 
With assumption that mobile devices will become increasingly powerful, intel-
ligent and sensitive on changes of link layer, we adopt a network-assisted and 
mobile-controlled handoff strategy. The proposed handoff scheme combines mobile-
monitored and network-probed information to provide reliable handoff control. 
Prior to handoff, an MN can obtain the information of candidate wireless net-
works to which it is likely to handoff, and uses this information to optimize the 
handoff performance. On the other hand, if mobile device capabilities are limited, 
handoff decisions are taken by mobility agents on the network side (e.g., IDE). 
The MN decides whether to send the CARD Request message to the MAP/BEN 
according to generation of anticipated triggers (AT). For example, high bit error 
rate, link going down, weak signal strength, security risks, monetary cost and geo-
graphical location can be used as anticipated triggers. Upon generating anticipated 
triggers, the MN sends CARD Request message containing user preferences, ap-
plications required QoS capabilities to it serving MAP/BEN. With this message, 
the MN requests information of neighbor networks of its serving network to the 
IDE through the current MAP/BEN. With information exchanged between the 
MAP/BEN and candidate AR/AENs (CAR/AENs) by using the Router Informa-
tion eXchange (RIX Request/Reply) messages, the MAP/BEN maintains a global 
view (i.e., load status of AR/AENs, connection state of any MN in its domain as 
well as movement patterns of all its serving MNs) of its domain and can learn both 
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link layer (L2) and IP layer (L3) information in an access network. Note that, if 
the CARD Request message was not sent in time, for example after generating 
the anticipated trigger and before generating the L2 trigger, HPIN will turn into 
HMIPv6. However, if the CARD Request message was not sent after generating 
the L2 trigger, HPIN turns into either FMIPvG or F-HMIPv6. 
L2 information may include the specific wireless access technology and the sys-
tem parameters (e.g., channel frequency and number). On the other hand, L3 
information may include the AR/AEN global address, the prefix of address ad-
vertised in wireless networks, the current QoS status and parameters. The QoS 
status include bandwidth availability and signal strength while QoS parameters 
may include information such as supported data rate, video coding rate and maxi-
mal delays. L2 and L3 information are then forw7arded to the IDE and allows it to 
maintain a global view of all MAP/BEN domains having SLAs with the IDE ma-
nager. To allow seamless services continuity, requirements specified in the CARD 
Request message need to be setup consistently with the QoS negotiated in the pre-
vious subnet/subsystem. The QoS consistency is a highly challenging and crucial 
issue for real-time applications. This consistency is handled by the IDE, which al-
lows QoS mapping between various networks. With this information, pre-filtering 
is performed by the MAP/BEN, based on the MN's preferences, the application 
required capabilities, network availability and the CAR/AEN list is obtained. If the 
MAP/BEN lacks user profile information, it requests such information to the IDE 
rather than to the MN's HA, which is usually far away from the current MAP/BEN. 
The MAP/BEN responds to the MN through a CARD Reply message which 
contains the list of CAR/AEN. Upon receiving the CARD Reply message, the MN 
configures new on-link CoAs (NLCoAs) based on stateless IPv6 address autoconfi-
guration mode (Thomson & Narten, 1998). The MN can then start handoff at any 
time. CARD Request and Reply messages exchange do no longer delay the handoff 
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procedure, as it is performed while the MN uses the previous on-link CoA (PL-
CoA). Whenever the L2 trigger is generated, using the information provided by the 
CARD Reply message, the MN can select which air-interface to turn on for access 
networks discovery and handoff preparation. L2 scanning process will be perfor-
med based on the information provided in the CAR/AEN list rather than scanning 
all frequencies or channels. Then, system discovery and L2 scanning process can 
be accelerated. This selective interface activation enables better tradeoff between 
system discovery time and power consumption efficiency compared to always on 
approach as used in most IPv6-based mobility management protocols. The MN 
will then compute the handoff decision function (Makaya & Pierre, 2006) for each 
reachable network contained in the CAR/AEN list, in order to determine whether 
there is a network with better QoS and select it as a target network. 
4.4.3 Handoff Execution with HPIN 
After the previous step, the MN sends a fast binding update (FBU) message 
to the serving MAP/BEN to notify the MAP/BEN that it is moving into new 
subnet/subsystem. Upon receiving FBU, the MAP /BEN starts a fast handoff pro-
cedure by sending a handoff initiate (HI) message to NAR/AEN, which includes a 
request to verify the pre-configured NLCoA and to establish a bi-directional tunnel 
between the MAP/BEN and NAR/AEN in order to prevent routing failure du-
ring handoff. In response to the HI message, the NAR/AEN performs a Duplicate 
Address Detection (DAD) procedure before responding with a handoff acknowledg-
ment (HAck) message. After receiving the HAck message, the MAP/BEN sends the 
result to the MN by using a fast binding update acknowledgment (FBAck) message. 
Since the exact time when the MN will perform the link layer handoff is unpre-
dictable, FBAck message is sent to both links, previous and new. This ensures 
that the MN receives the FBAck message either via the PAR/AEN or NAR/AEN 
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confirming the successful binding. Moreover, the MAP/BEN binds the PLCoA and 
NLCoA and it tunnels any packets addressed to PLCoA towards the NLCoA in 
the NAR/AEN's subnet. The NAR/AEN buffers these forwarded packets until the 
MN becomes attached to the NAR/AEN link. 
The MN announces its presence on the new link by sending router solicitation 
(RS) with fast neighbor advertisement (FNA) option to the NAR/AEN. The FNA 
message is also used to confirm the usage of NLCoA when the MN has not received 
FBAck message through the previous link. Optionally, the NAR/AEN responds 
to the FNA message with a neighbor advertisement acknowledgment (NAAck) 
message to notify the MN to use another NLCoA, contained in FBAck rather than 
its prospective NLCoA, if there are addresses collision. Then, the NAR/AEN will 
start delivering buffered packets to the MN with FBAck most probably as the 
first packet on the new link. The bi-directional tunnel remains active until the MN 
completes the binding update procedure. 
Note that, if the FBU message was not sent before the L2 handoff, then an MN 
sends it piggybacked in FNA message (FNA[FBU]) over the new link. When the 
NAR/AEN receives the FNA[FBU] message, it processes the FNA message part, 
extracts the FBU message part and forwards it to the serving MAP/BEN. When 
the serving MAP/BEN receives the FBU, it responds by sending FBAck message 
to NAR/AEN. At this time, the MAP/BEN can start tunneling towards NLCoA 
the incoming and in-flight packets addressed to PLCoA. This procedure refers to 
reactive mode of HPIN while the predictive mode is explained above (i.e., the MN 
sends the FBU through the PAR/AEN's link and the FBAck is received before the 
L2 handoff). The reactive mode can be carried either intentionally or serve as a 
fall-back solution when a predictive mode could not be completed successfully, for 
example, if the L2 handoff was completed before the FBAck message was received 
by the MN. 
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In case of inter-MAP/BEN roaming, the bi-directional tunnel is established 
between the previous MAP /BEN (MAPI/BEN in Fig. 4.5) and the NAR/AEN 
through the candidate MAP/BEN (MAP2/BEN in Fig. 4.5). Hence, the HI mes-
sage is piggybacked in handoff request (HOReq) message and sent to the candidate 
MAP/BEN which processes the HOReq message part, extracts the HI message and 
forwards it to the target NAR/AEN. In response to the HI message, the NAR/AEN 
performs the DAD procedure before sending the HAck message. When the candi-
date MAP/BEN receives the HAck message, it includes this message in the handoff 
reply (HORep) message before forwarding it to the current MAP/BEN. After recei-
ving HAck, the current MAP/BEN sends the result to the MN by using FBAck on 
both links (previous and new) and establishes binding between the previous and the 
new regional CoA (PRCoA and NRCoA), and tunnels any packets (buffered and 
incoming) addressed to PRCoA towards NRCoA. Message flow diagrams for both 
intrasystem or intersystem handoff during intra-MAP/BEN or inter-MAP/BEN 
roaming are illustrated in Fig. 4.4 and 4.5, respectively. 
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Figure 4.4 Signaling messages sequence Figure 4.5 Signaling messages sequence 
in HPIN for intra-BEN roaming. with HPIN for inter-BEN roaming. 
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4.4.4 Context Transfer and Binding U p d a t e 
Note that HI message triggers the request of context transfer rather than using 
Context Transfer Activate Request (CTAR) message as it is the case in the CXTP 
protocol (Loughney et al. , 2005). When the MAP/BEN receives a FBU mes-
sage, it transmits a Context Transfer Data (CTD) message, piggybacked in HI, to 
the NAR/AEN containing feature contexts. Example of features contained in CTD 
message are QoS context information, header compression, security and AAA para-
meters. This paper mainly focuses on QoS context information. The routers extract 
this QoS context information, and according to context received, the intermediate 
router reserves corresponding resources and updates the path information. If the 
MAP/BEN has no context pertaining to the concerned MN, the new MAP/BEN 
sends a Context Transfer Request (CTReq) message to the IDE in order to obtain 
session management parameters for this MN and to establish traffic bearers on 
the new path. In response to a CTReq message, the IDE transmits a CTD mes-
sage that includes the MN's previous IP address (i.e., RCoA) and feature contexts. 
When the MAP/BEN receives a CTD message, it installs the contexts as received 
from the IDE. The MAP/BEN includes the CTD message within the HI message 
and forwards it to the NAR/AEN. 
When the NAR/AEN receives the CTD message, it may generate a CTD Reply 
(CTDR) message optionally to report the processing status of the received contexts 
and piggybacks this message in HAck. The NAR/AEN will send a HAck message 
to the MAP/BEN only after relocating traffic bearers and resources reservation 
(resource reservation procedure is out of the scope of this paper) towards the new 
path, in order to indicate that handoff may be conducted and packets forwarding 
may start. Hence, unlike to FMIPvO and F-HMIPvO where that forwarded packets 
have no QoS guarantee before the new QoS path is setup, HPIN solves this issue. 
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The binding update (BU) procedure is performed by the NAR/AEN on the behalf 
of MNs. In fact, an AR/AEN acts as a proxy : copies a BU list of an MN in its 
cache and manages this list (e.g., lifetime entries) in the same way as the original 
is managed by the MN. The AR/AEN cache copy must be updated periodically 
according to the original BU list of the MN. The BU list contains information about 
used home address and CoA (LCoA and RCoA), IPv6 address of CNs, sequence 
number, lifetimes, and state of retransmissions. When the BU list lifetimes cached 
in AR/AEN is about to expire, the AR/AEN may send a BU list renewal request 
to the MN. The BU list renewal is performed in the same way as a classical BU 
refresh (Johnson et al. , 2004). By piggybacking the BU list in a FNA message, 
separate out-of-band messages from MN to NAR/AEN are avoided, thus reducing 
signaling traffic overhead. 
4.5 Analytical Model for HPIN 
In IP-based wireless networks, QoS may be defined by packet loss, handoff la-
tency, handoff blocking probability and signaling overhead. Analyses of these me-
trics are very useful in order to evaluate the performance of mobility management 
protocols. The notation used in this paper is given in Table 4.1. Let %T be the 
random variable for the time between the L2 trigger generation and the link down 
(i.e., pending L2 handoff) and let fr{u,a) be the probability density function for 
successful completion of signaling, where a > 0 is a success rate parameter. The 
probability Ps of anticipated handoff signaling success for a particular observed 
valued tx is expressed by : 
roc 
Ps = Pr(XT > tT) = fT{u,a)du. (4.1) 
Jtx 
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Tableau 4.1 Notation. 
ts inter-session time between two consecutive sessions with PDF fs 
tc subnet (AR/AEN's coverage area) residence time with PDF fc 
td MAP/BEN domain residence time with PDF fd 
Nc number of subnet crossings during intra-MAP/BEN roaming 
N<i number of M A P / B E N domain crossings dur ing in te r -BEN roaming 
C9 global binding update cost to HA/CNs 
Cl local binding update cost to MAP/BEN 
M number of subnets in MAP/BEN domain 
NCN number of CNs with a binding cache entry for an MN 
dx,Y average number of hops between nodes X and Y 
K(resp. r ) unit transmission cost over wired (resp. wireless) link 
Cx,Y transmission cost of control packets between nodes X and Y 
PCx processing cost for binding update at node X 
tr time period between the L2 trigger and the start of the link switching 
Deriving an expression for Ps is difficult, since it depends on the exact form of 
fr(u, cr), which is usually unknown. For the sake of simplicity, we assume that %T 
is exponentially distributed. 
4.5.1 U s e r Mobi l i ty and Traffic Mode l s 
User mobility and traffic models are crucial for efficient system design and per-
formance evaluation. Usually, an MN mobility is modeled by the cell residence time 
and various random variables type are used for this purpose (Fang, 2003). Two com-
monly used mobility models in wireless networks are : random-walk and fluid-flow 
models (Wang & Akyildiz, 2000). Evaluating the time span that an MN will stay 
within the subnet is usually based on two distributions : exponential and Gamma. 
The Gamma distribution is very realistic for mobility models as it considers changes 
in the MN speed and direction. 
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On the other hand, although the incoming calls or sessions in NGWN follow 
a Poisson process (i.e., inter-arrival time are exponentially distributed), the inter-
service time is not necessarily exponentially distributed (Fang, 2003). Other dis-
tribution models, such as hyper-Erlang and Pareto, have been proposed. Further-
more, the self-similar nature of data traffic has been noticed. However, performance 
evaluations reported in the literature show that the exponential model can be ap-
propriate for cost analyses. In fact, the exponential model provides an acceptable 
tradeoff between complexity and accuracy. Hence, most cost analyses adopt ex-
ponential assumption (Fang, 2003). We consider a traffic model composed of two 
levels, session and packets. The session duration follows an exponential distribution 
with inter-session rate \ s while packet generation follows a Poisson process. 
Let fic and [id be the border crossing rate for an MN out of a subnet (i.e., 
AR/AEN domain) and a MAP/BEN domain, respectively. When an MN crosses 
a MAP/BEN domain border, it also crosses an AR/AEN border. Then, let \i\ be 
the border crossing rate for which an MN still stays in same MAP/BEN domain, 
P-i = He — A*d- Under the fluid-flow mobility model, let v represents the average 
velocity of an MN, p the user density and Lc express the perimeter of a subnet. 
The subnet crossing rate can be computed by : [ic = . If we assume that all 
subnets have a circular shape and form together a contiguous area and that each 
MAP/BEN domain is composed of M equally subnets, we obtain : ^ = /f_. 
Modeling the probability distribution of the number of boundary crossings du-
ring a session lifetime plays a significant role in cellular networks cost analyses. The 
same will apply to IP-based wireless networks. For the sake of simplicity and to 
derive analytical expressions easily, the exponential distribution will be used. The 
roaming probability depends on an MN's movement pattern in its original network 
but not in its destination network. Hence, the probability that there is at least one 
local (resp. global) binding update between two consecutive sessions of an MN, Pc 
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(resp. Pa) is expressed by : 
Pc = Pr{ts >tc)= / Pr(ts > u)fc(u)du = * 
Jo 
Pd = Pr(ta >td)= I Pr(ts > u)fd{u)du 
Jo  nd + Xs 
Probabilities that an MN experiences k subnets boundary crossings and m access 
network boundary crossings during the lifetime of its session correspond to proba-
bilities mass function (PMF) of random variables Nc and Nd, respectively and are 
expressed as follows (Xiao et al. , 2004) : 
Pr(Nc = k) = P
k
c{l - Pc) and Pr(Nd = m) = Pd
n{\ - Pd). (4.3) 
Then, the average number of location binding updates during an inter-session time 
interval under subnet crossings, E(NC), and MAP/BEN domain crossings, E(A
r
d), 
are given by : 
oo oo 
E(NC) = £ kPr(Nc = *) = £ kPc
k(l - Pc) = ^ 
k=0 fc=0 A s 
oo oo 
E(Nd) = £ mPr(Nd = m) = £ mP?{l - Pd) = ^ . 
m=0 m=0 A s 
(4.4) 
With the same assumption on time variables, we can obtain the expression of E(Ni), 
i.e., the average number of subnets that an MN crosses and still stay within a given 
MAP/BEN domain during an inter-session time interval, as follows : E(Ni) = Hi/Xs-
4.5.2 Total Signaling Cost 
Performance analyses of wireless networks must consider a total signaling cost 
induced by a mobility management scheme. As for wireless cellular networks, si-
gnaling traffic overhead cost must be computed for NGWN or IP-based mobile 
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environments. NGWN supports two kinds of location or binding updates. One oc-
curs from an MN's subnet boundary crossing and the other occurs when the binding 
lifetime is about to expire. Moreover, data packet delivery induces usage of network 
resources, thus generating an additional cost. Hence, the total signaling cost (CT) 
could be considered as the sum of binding update signaling cost (CBU) and packet 
delivery cost (CPD), and given by : CT — CBU + Cpr>. 
4.5.2.1 Binding Update Signaling Cost 
Depending on the movement type, two kinds of binding update can be perfor-
med : local and global. The global binding update occurs when an MN moves out of 
its MAP/BEN domain. In this case, the MN registers its new regional CoA (RCoA) 
to HA and to active CNs. On the other hand, if the MN changes its current address 
(LCoA) within a MAP/BEN domain, it only needs to register this new LCoA to the 
MAP/BEN. Hence, the average binding update signaling cost during inter-session 
time intervals heavily depends on computed number of binding updates : 
CBU = E(Nt)C
l + E(Nd)C*. (4.5) 
To perform signaling overhead analyses, a performance factor called session-to-
mobility ratio (SMR) is introduced. It is similar to the call-to-mobility ratio (CMR) 
defined in wireless cellular networks (Xie & Akyildiz, 2002). The SMR represents 
the relative ratio of session arrival rate over user mobility rate : SMR = As//izc. 
The binding update signaling cost, CBU, is then given by : 
CBU = l ( / * C + W C ) = ^ ^ [C° + (VM- 1)C<] . (4.6) 
Anticipated trigger and link layer information (L2 trigger) are used either to 
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Tableau 4.2 Expression of signaling costs. 
Cmu = 2CNAR,BEN + PCBEN 
Cru = 2(CBEN,HA + NCNCBEN,CN) + PCHA + NCNPCCN 
SJ = CMN.BEN + 3CBEN,NAR + 2PCBEN + PCNAR 
Ss = 2CMN,BEN + 3CBEN,NAR + CMN,NAR + 2PCBEN + ZPCNAR 
Sr — CMN,NAR + 1CNAR,BEN + PCBEN + IPCNAR 
Sf = CMN,PBEN + 3{CpBEN,nBEN + CnBEN,NAR.) + ^PCBEN + PC]SAR 
S'r = CMN,NAR + 2{CNAR,nBEN + CnBEN,pBEN) + 2PCBEN + PCpfAR 
5? = 2CMN,pBEN + 3(CpBEN,nBEN + C„.BEN,NAn) + CMN,NAR + &PCBEN + 2PCNAR 
predict or rapidly respond to handoff events. Hence, HPIN signaling cost depends 
on the probability that handoff anticipation is relevant or not. The critical phase of 
the HPIN starts when the L2 trigger is generated and indicates the imminence of the 
handoff. We assume that if an MN receives a FBAck message from the MAP/BEN, 
that it will definitely start the L3 handoff to NAR/AEN without exceptions. Hence, 
if there is no real handoff after L2 trigger, all messages exchanged for handoff 
anticipation may be unnecessary. Thus, global and local binding update signaling 
costs for HPIN are expressed as follows : 







r) + Cmu 
where Cru represents the binding update cost at the IDE or at HA/CNs ; Cmu 
depicts the binding update cost at M A P / B E N ; S% (resp. Sls) denotes the global 
(resp. local) signaling cost for successfully anticipated handoff; Sj (resp. Si) the 
global (resp. local) signaling cost for control messages bear if no real L3 handoff 
occurs and Sf (resp. Slr) indicates the global (resp. local) signaling cost for the 
HPIN reactive mode. Expression of those signaling costs are given in Table 4.2. 
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4.5.2.2 Packet Delivery Cost 
Similarly to investigation reported in Koodli & Perkins (2001), handoff latency is 
subdivided into three components : (1) link switching or L2 handoff latency, tui, (2) 
IP connectivity latency (tip) due to movement detection and address configuration 
and (3) location update latency (tu). The IP connectivity latency reflects how 
quickly an MN can send IP packets after L2 handoff, while location update latency 
is the delay required to forward IP packets to the MN's new IP address. On the 
other hand, the time period from the starting point of L2 handoff to when an MN 
receives IP packets for the first time after link switching refers to packet reception 
latency (tp) or data latency. Moreover, the following delay components are defined : 
binding update latency (tpu) and delay from completion of binding update and 
reception of the first packet by an MN through the new IP address (t^p). 
When two endpoints have an ongoing session, a packet delivery cost incurs. The 
packet delivery cost is composed of packet transmission and packet processing costs. 
By using the handoff timing diagram illustrated in Fig. 4.6, the packet delivery 
cost could be defined as the linear combination of packet tunneling cost (Ctun) and 
packet loss cost (Cioss). Let a and (3 be the weighting factors which emphasize 
the tunneling and dropping effect. The packet delivery cost, Cpp, is computed as 
follows : 
CpD = OlCtun + PCloss. (4.8) 
To avoid packet loss, HPIN enables the MAP/BEN to forward packets to NAR/AEN 
by using a tunnel established between them and the NAR/AEN buffers all forwar-
ded packets. The HPIN timing diagram for intra-MAP/BEN movement is shown 
in Fig. 4.6. 
In IP networks, the signaling cost is proportional to the distance in hops between 
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Figure 4.6 Timing diagram of HPIN for intra-BEN roaming. 
the source and destination nodes. Furthermore, the transmission cost in a wireless 
link is generally larger than the transmission cost in a wired link (Xie <fe Akyildiz, 
2002). Let sc and Sd be the average size of control packets and data packets, res-
pectively and r] = Sd/sc. The cost of transferring a data packet is r\ greater than 
the cost of transferring a control packet. Let Xp be the packet arrival rate in unit 
of packet per time. The packet tunneling cost for HPIN predictive mode can be 
expressed as follows : 
C^n = XPC
s
ci(tL2 + tfP + t^ (4.9) 
where C7?m = V(CCN,BEN + CBEN,NAR + CNAR,MN) is the cost of transferring data 
packets from the CN to an MN by transiting to MAP/BEN ; ty denotes the location 
update latency for intra-MAP/BEN movement {t\j — tgy+tj^pj a n d tfP depicts the 
IP connectivity latency excluding the IP address configuration, DAD procedure and 
movement detection. In fact, these operations are conducted before an MN leaves 
the PAR/AEN's link. 
In fast handoff schemes, packets loss are due either to L2 handoffs or when an 
MN moves to another subnet before a forwarding tunnel has been established. The 
latter case refers to wrong temporal and spatial predictions. Packet loss due to L2 
handoff delay is inevitable without efficient buffering mechanisms (Koodli <fe Per-
kins, 2001). Let tiTi the time required to establish a tunnel between the MAP/BEN 
and the NAR/AEN. Usually, tT is greater than tLT, thus, packets received during 
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handoff are forwarded to NAR/AEN by the MAP/BEN using the already establi-
shed tunnel. However, if the MN moves very fast, tT may be inferior to t^T- Then, 
packets arriving to MAP/BEN during the time period tjjr — tr may be lost, since 
the tunnel is not yet established. In other words, for the anticipated signaling to 
succeed, the following time constraint must be observed : tj_,T < ir- Hence, the cost 
associated with the packet loss can be expressed as follows : 
CfL = APC£ max(tLr - tT, 0) (4.10) 
where C££ = r)(CCN,BEN + CBEN^PAR + CPAR,MN) is the cost of transferring data 
packet from the CN to the MN by transiting to MAP/BEN when handoff fails or 
if the binding update is not yet performed at the MAP/BEN. 
Due to wrong spatial predictions of NAR/AEN, or if a FBAck message was not 
received through the previous link, packets forwarded to a mispredicted NAR/AEN 
by the MAP/BEN may be lost. The process of forwarding packets to the wrong 
NAR/AEN is stopped when the FBU message sent through NAR/AEN's link is 
received at the MAP/BEN. Moreover, if an MN's movement within subnet over-
lapping area is longer than the tunnel establishment delay, the HPIN turns into its 
reactive mode. Since the packet forwarding process is not supported in the reactive 
mode, the packet tunneling cost equals zero 
(Ctin = 0) while the HPIN packet loss 
cost can be expressed as follows : 
c;L = Kc^(tL2+tfP + th) (4.ii) 
where tfP is the IP connectivity latency of reactive mode for an intra-MAP/BEN 
movement. The average packet delivery cost of HPIN scheme is then given by : 
Ca/D = PsC£
l
D + (l-Ps)C\ (4.12) 
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where CpD and CpD are packet delivery costs for the HPIN predictive and reactive 
mode and are computed by (4.8). 
The timing diagram of HPIN for inter-MAP/BEN roaming is illustrated in Fig. 
4.7. With similar reasoning as for intra-MAP/BEN, packet tunneling cost (CtUn) 
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Figure 4.7 Timing diagram of HPIN for inter-BEN roaming. 
and packet loss cost (Cioss) for inter-MAP/BEN roaming with HPIN, are expressed 
as follows : 
Ctun — \CSc^(tL2 + tJp + tu) 
Cfol = \pC£j> max(tGT - tT, 0) (4.13) 
where for inter-MAP/BEN roaming, tu = tsu + tRR + t^R, trm is the delay to 
complete the return routability procedure, tfp is the IP connectivity latency for the 
reactive mode, tor is the time required to establish a tunnel between the previous 
MAP/BEN and the NAR/AEN, Cgg = rj(CCN,PBEN + CpBEN,PAR + CPAR,MN) &nd 
Clm = V(CcN,pBEN + CpBEN,nBEN + CnBEN^NAR + CNAR>MN)-
4.5.3 Handoff Latency and Packet Loss 
The following parameters are defined to compute handoff latency and packet 
loss : ti2 indicates the L2 handoff latency and tx,Y specifies one-way transmission 
delay between nodes X and Y for a message of size s. If one of the endpoints is an 
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MN, tx.Y is computed as follows : 
tx,y(s) = —— (-£- + Lwl) + (dx,Y -1)(4- + Lw + a; , ) (4.14) 
1 + 9 \rSwi / V-Diu ' 
where q is the wireless link failure probability, zuq is the average queueing delay 
at each router in the Internet (McNair et al. , 2001), Bw\ (resp. Bw) denotes the 
wireless (resp. wired) link bandwidth and Lu,i (resp. Lw) expresses wireless (resp. 
wired) link delay. 
Let A n s be the time elapsed between receiving the FBAck on the previous link 
and the beginning of the L2 handoff when L2 and L3 handoff operations are not well 
synchronized. Moreover, let A; r be the time between last packet reception through 
the previous link and L2 handoff beginning when FBAck is received on the new 
link. Note that A; r and Ans may be equal zero. For HPIN, the handoff latency 
depends on the information available, and on which link fast handoff messages 
are exchanged. If information about NAR/AEN and an impending handoff are 
available, and if FBAck message is received through the previous link, the handoff 
latency is expressed as follows : 
^H PIN == ^ns + tL2 + 2tMN,NAR-
(4.15) 
However, if a FBAck message is not received through the previous link, it will 
be received through the new link. In this case the handoff latency for HPIN is 
expressed as follows : 
NjlPIN = ^ir + tL2 + ^MN.NAR + ^NAR,BEN- (4.16) 





HPIN + (1 - Ps)N
l
HPIN. (4.17) 
For inter-MAP/BEN roaming case, when the FBAck message is received through 
the previous link, the handoff latency associated to HPIN is identical to intra-
MAP/BEN roaming : OgHPIN = O
l
HPIN. In fact, the handoff procedure depends 
only on intra-MAP/BEN communication delay, since the inter-MAP/BEN signa-
ling is completed before the L2 handoff. On the other hand, when the FBAck 
message is received through the new link for inter-MAP/BEN movement, we as-
sume that appropriates information about the NAR/AEN are already available 
and NLCoA is already configured. Hence, the handoff latency with HPIN for inter-
MAP/BEN roaming is given by : 
NHPIN — &lr + t-L2 + 2tMN,NAR 1AR,nBEN + tnBEN,pBEN\ • 
(4.18) 
The average HPIN handoff latency for inter-MAP/BEN roaming is computed simi-
larly as in (4.17). With HPIN, in theory, no packets are lost, unless buffers overflow 
at NAR/AEN or MAP/BEN. However, without efficient buffer management, for-
warded packets can be lost during handoff latency. In fact, the number of packets 
lost is proportional to handoff latency. 
4.5.4 Handoff Blocking Probability 
The handoff blocking probability is used to express the likelihood that a ses-
sion/call connection will be terminated prematurely due to unsuccessful handoff 
during a session lifetime. Subscribers are more sensitive to session blocking during 
handoff than at the moment the call is initiated. Hence, minimizing the handoff 
blocking probability is crucial for mobility management schemes. The handoff bio-
I l l 
eking can be caused by many factors, including handoff latency, signal-to-noise ratio 
(SNR) deterioration, unavailable channel, session rejection by the target network. 
However, this analysis considers only latency as a handoff blocking factor. 
When an MN moves from one subnet to another, if the subnet residence time is 
less than the total handoff time, packets are lost and service is forcefully terminated 
due to loss of link or channel. Let Ts be the random variable defining the signaling 
delay due to the handoff and Ts the mean value of the total handoff latency. If 
we assume that Tg is exponentially distributed with cumulative density function 
FT(t), the handoff blocking probability is given by : 
PB = Pr(Ts > tc) = f ° [ l - FT{u)]fc{u)du = - ^ V - (4-19) 
Jo 1 + iicTs 
4.5.5 Process ing Load of the I D E 
Wireless overlay networks are subdivided into low-tier (e.g., WLAN) and high-
tier (e.g., 3G wireless network) (Stemm & Katz, 1998). Roaming between low-tier 
and high-tier networks refers to vertical or intersystem handoff. To analyze the 
load incurred at the IDE, we assume that high-tier networks fully overlap low-
tier networks and users are uniformly distributed. Let Nh and JV; be the number 
of high-tier and low-tier networks in the service or coverage area (e.g., one city), 
respectively. User density is denoted by ph in high-tier and pi in low-tier networks. 
Recall tha t with MIPv6, each subnet crossing results in a binding update to the 
HA. Moreover, during refresh time period, each MN sends out a refresh request to 
the HA. Thus, the processing load at the HA with MIPv6 scheme is : 
[NipiViLi + NsphvhLs] [vipiAiNi + uhphAhNh] 
LHA = ^BU 1- "BR TF, (4.^U) 
7T J-HA 
where N8 is the total number of subnets in a high-tier network, Nh < Ns, v\ (resp. 
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Vh) stands for the proportion of subscribers in low-tier (resp. high-tier) network 
away from their home network, PBU is the processing time for an update registration 
message and PER depicts the processing time for binding refresh message. THA and 
TWE denote the binding lifetime period at the HA and the IDE, wThile Ai and Ah 
indicate the coverage area of low-tier and high-tier networks. On the other hand, 
vi and vh are the average speed of an MN in low-tier and high-tier networks, Li is 
the perimeter of low-tier network while Ls is for a subnet in high-tier network. 
In HPIN, binding refresh and binding update are performed locally at the 
MAP/BEN and not to the IDE as long as an MN moves within the MAP/BEN 
domain or performs intrasystem handoffs. However, during the refresh time per-
iod TIDE the MAP/BEN sends one RIX (Request or Reply) message to the IDE 
for a given number of MNs. We denote £/ the number of these MNs for low-tier 
networks and sh for high-tier networks. Therefore, when intersystem and/or inter-
domain handoff occurs, path updates are required. Thus, the IDE processing load 




[NipiViLi + NhPhvhLs] £l ^ £h (4.21) 
Li IDE = rp\j V rpn — 
7T ±WE 
where Ppu stands for the processing time for path updates and PPR is the pro-
cessing time for path refresh message. Comparing (4.20) and (4.21) clearly shows 
that LIDE < LHA- On the other hand, assume that there are O operators in the 
service area. The number of bilateral SLAs required to realize a roaming among 
all networks deployed with traditional interworking architecture is . The 
number of SLAs required with the USA architecture is O. When O is very high, 
USA allows a significant reduction on the number of SLAs. 
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Tableau 4.3 Performance analysis parameters. 
Parameters 
L2 handoff t ime 
Time period between L2 trigger and L2 handoff 
Prediction probability 
Wireless link failure probability 
Wired link bandwidth 
Wireless link bandwidth 
Wired link delay 
Wireless link delay 
Control packet size 
Da ta packet size 
Packet arrival ra te 
MN average speed 
Low-tier subnet radius 
High-tier subnet radius 

































4.6 Performance Evaluation 
An analytical framework to evaluate the performance of IPv6-based handoff 
schemes proposed by the IETF (i.e., MIPv6, HMIPvb, FMIPvG and F-HMIPv6) 
is presented in Makaya & Pierre (2007a). Such evaluation methods will be used to 
compare the performance of the IETF's protocols and with HPIN. The parameter 
values used in the performance evaluation are given in Table 4.3, except when 
wireless link delay (Lwi), packet arrival rate (Ap), prediction probability (Ps) and 
user density in low-tier networks (pi) are considered variable parameters. 
The network topology considered for analysis is illustrated in Fig. 4.8. We assume 
the distance between different domains to be equal, i.e., c = d = e = f =10 and 
set a = 1, b = 2, and g = 4. All links are supposed t o b e full-duplex in t e r m s of 
capacity and delay. Parameter values used to compute signaling cost are defined as 
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Movement Visited Network 
i H 3 Visited Network 
Figure 4.8 Network topology used for analysis. 
follows : r = 1, K = 10, a = 0.2, 0 = 0.8, PCAEN = 8, PCHA = 24, PCCN = 4, 
PCIDE — 15 and PCBEN = 12- The values of other parameters are : £\ = e^ = 10, 
ty = 40, JVh = 5, Ns = 15, v{ = vh = 0.1, T ^ = T / D B = 20 min, PBU = 0.008 
msec, PBR = 0.001 msec, Ppu = 0.002 msec, and PPR = 0.005 msec. 
Fig. 4.9 illustrates the binding update signaling cost as a, function of the SMR. 
When the SMR is small, the mobility rate is superior to the session arrival rate, 
the MN frequently changes its point of attachment, resulting in several handoffs. 
Then, the signaling traffic overhead increases. The signaling overhead is conside-
rably reduced from FMIPv6 to HPIN. However, when the session arrival rate is 
greater than the mobility rate (i.e., SMR > 1), the binding update is performed 
less often. In other words, signaling overhead decreases as the subnet change fre-
quency decreases. The HPIN enables significant cost saving in terms of signaling 
overhead. Additional messages introduced in HPIN to allow handoff anticipation 
cause the signaling overhead to increase slightly compared to HMIPv6. However, 
this signaling overhead increment is compensated by lower handoff latency and 
packet loss as shown below. The packet delivery cost is depicted in Fig. 4.10 as a 
function of packet arrival rate (Ap). HPIN outperforms all other IPv6-based handoff 
management schemes and HPIN is more efficient when Xp increases. This means 
that HPIN is highly suitable for real-time applications wdiere periodic packets are 
sent at high rate. 
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Figure 4.9 Binding update signaling cost. Figure 4.10 Packet delivery cost vs. 
packet arrival rate. 
Fig. 4.11 shows the packet delivery cost for varying prediction probability (Ps)-
The packet delivery cost decreases as the accuracy of Ps increases in fast handoff 
schemes. Higher Ps value means that the FBAck message is received through the 
previous link. Then, packets are delivered to an MN just after being attached to the 
NAR/AEN. Results show that HPIN performs better than all other schemes as it 
provides a lower packet delivery cost. The prediction probability has a huge effect 
on F-HMIPv6 and if Ps = 0, F-HMIPv6 turns into HMIPv6, its reactive mode. 
Fig. 4.12, shows that the handoff latency increases linearly with the wireless link 
delay. MIPv6 has a worst performance compared to other schemes, followed by 
HMIPv6. Furthermore, FMIPv6 and F-HMIPv6 allow handoff latency reduction 
for MIPv6 and HMIPv6. Also, HPIN allows a significant handoff latency reduction 
compared to other mobility management protocols. It is well known that the maxi-
mal tolerable delay for interactive conversation is approximately 200 msec. Hence, 
HPIN meets this requirement when the wireless link delay is set below 60 msec. 
The effect of prediction probability (Pa) on handoff latency is shown in Fig. 4.13. 
Regardless of the Ps value, HPIN performs better than all the other protocols. 
116 
Figure 4.11 Packet delivery cost vs. Figure 4.12 Handoff latency vs. wireless 
prediction probability. link delay. 
Fig. 4.14 shows the total packet loss in terms of packet arrival rate. Packet 
loss values are much lower for HPIN than other IPv6-based handoff protocols. 
The effect of handoff in IPv6-based wireless environments is dominated by packet 
loss, wThich is due to L2 handoff and the IP layer operations. In fact, due to the 
lack of buffering and anticipated handoff mechanisms in MIPv6 and HMIPv6, all 
in-flight packets are lost during handoff. However, in fast handoff schemes (i.e., 
FMIPv6, F-HMIPv6 and HPIN) packet loss begins when L2 handoff is detected 
until the buffering mechanism is initiated or if buffers overflow. Fig. 4.15 shows 
that HPIN has much lower handoff blocking probability than other IPv6-based 
handoff schemes. This result is due to the ability of HPIN to reduce signal message 
exchanges and handoff latency. Thus, HPIN can safely provide seamless handoff 
with services continuity. 
Fig. 4.16 shows the impact of the number of lowT-tier networks on the processing 
load for different values of the MN's average speed. Results show that the IDE 
processing load is lower than at the HA required for MIPv6. Thus, the IDE load 
due to intersystem and/or inter-domain handoffs is limited. On the other hand, one 
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Figure 4.13 Handoff latency vs. pre-
diction probability. 
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Figure 4.15 Comparison of handoff 
blocking probability. 
Figure 4.16 Processing load ratio vs. 
number of low-tier networks. 
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by network operators. We can thus conclude that a single IDE will be sufficient to 
handle intersystem and/or inter-domain handoffs for a coverage area of one city. 
Fig. 4.17 illustrates that, as user density increases, the processing load for inter-
system and/or inter-domain handoffs at the IDE remains insignificant compared to 
the processing load at the HA for MIPv6. Fig. 4.18 shows that the IDE processing 
load increases as the number of cities increases. This means that the IDE load 
increases proportionally to the size of the service coverage area. Therefore, an MN 
with a higher average velocity is associated with a greater domain crossing rate, 
which results into a higher number of handoff requests. Such results encourage the 
deployment of the IDE through hierarchical architecture to allow the integration 
and the interworking of various networks. 
Figure 4.17 Ratio of processing load Figure 4.18 Processing load at the IDE 
vs. user density. vs. number of cities. 
4.7 Conclusion 
Mobility management and systems interworking are crucial in NGWN/4G. Se-
veral IPv6-based protocols have been proposed for mobility management at the IP 
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layer. However, they cannot guarantee seamless roaming and services continuity for 
real-time applications. On the other hand, interworking architectures available in 
the literature fail to fulfill all requirements for delay- and loss-sensitive applications. 
In order to enable a better network performance in heterogeneous IP-based wi-
reless and mobile environments, this paper proposes a novel interworking archi-
tecture, called Integrated InterSystem Architecture (USA), and a handoff mana-
gement protocol, called Handoff Protocol for Integrated Networks (HPIN). The 
proposed interworking architecture, USA, is based on an adaptive loose coupling 
approach and introduces a third-party entity, called the Interworking Decision En-
gine (IDE), in order to guarantee the seamless roaming and services continuity 
required in NGWN/4G. Moreover, USA has several advantages such as scalability, 
easy deployment and it supports roaming between various heterogeneous wireless 
networks. 
The HPIN is a one-suite protocol that carries out access networks discovery, 
fast handoff and localized mobility management. HPIN reduces service disruption 
during a handoff by anticipating the handoff and allowing the selection of the best 
available network. The performance analysis demonstrates significant gains for qua-
lity of service (QoS) defined in terms of signaling overhead, handoff latency, packet 
loss and handoff blocking probability than current mobility management proto-
cols. USA and HPIN can guarantee seamless handoff, services continuity and QoS 
for an MN roaming across heterogeneous IP-based wireless environments. Further-
more, HPIN and USA are simple enough, thus, their deployment will not require 
strong effort and extensive costs. Future work is to validate numerical results by 
using intensive simulations and prototype. 
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Abstract 
Recent technological advances allow mobile devices to be equipped with multiple 
wireless interfaces. Moreover, the coexistence of diverse but complementary archi-
tectures and wireless access technologies consist of a major trend in 4G or next 
generation wireless networks (NGWN/4G). In this context, the selection of an ap-
propriate interface to ensure that a mobile node (MN) remains connected to the 
network is a challenging issue for seamless roaming. Furthermore, mobility mana-
gement as well as the integration and interworking of existing wireless systems are 
a complex task due to their specific characteristics. This paper proposes an effi-
cient handoff protocol, called Handoff Protocol for Integrated Networks (HPIN), 
which alleviates services disruption during handoff in NGWN/4G. HPIN is based 
on a novel handoff decision function and carries out localized mobility, fast handoff 
and access networks discovery. Performance evaluation based on numerical results 
shows that the proposed scheme performs better than existing schemes. 
Keywords : Mobility management, quality of service (QoS), next generation wi-
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reless networks, vertical handoff, interworking architecture, seamless roaming. 
5.1 Introduction 
Next generation or 4G wireless networks (NGWN/4G) are expected to exhi-
bit heterogeneity in terms of wireless access technologies, personalized and user-
oriented services, application requirements, high usability and increased capacity. 
With NGWN/4G, users will have greater demands for seamless roaming across dif-
ferent wireless networks, support of various services (e.g., multimedia applications) 
and quality of service (QoS) guarantees. The advantages of 3G cellular networks, 
such as UMTS and CDMA2000, reside in of their global coverage while their weak-
nesses lie in their bandwidth capacity and operation costs. On the other hand, 
WLAN technology, such as IEEE 802.11, offers higher bandwidth coupled with low 
operation costs, although it covers a relatively short range. These existing wireless 
networks have been subject of extensive individual investigations. Moreover, tech-
nological advances in the evolution of portable devices made possible the support of 
different radio access technologies (RATs) under multi-homing concepts. This has 
raised much interest for the integration and interworking of 3G wireless networks 
and WLAN capable of providing integrated authentication, billing and global roa-
ming. Users will have exactly one service subscription with one service provider in 
order to benefit connection anytime and anywhere, known as always best connected 
(Gustafsson & Jonsson, 2003). 
The integration of these existing systems seems unavoidable due to the potential 
benefits of their complementarity and will be the basis of NGWN design rather than 
invest efforts into developing new radio interfaces and technologies Hui & Yeung 
(2003). An integrated and interworking architecture for NGWN should handle spe-
cific requirements and satisfies the following main features (Akyildiz et at. , 2005) : 
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economical, scalable, provision of seamless mobility and security. Conceptually, a 
typical NGWN framework can be viewed as many overlapping wireless access do-
mains, as shown in Fig. 5.1. Heterogeneity in terms of RATs and network protocols 
in NGWN requires a common interconnection element. Since the Internet Protocol 
(IP) technology enables the support of applications in a cost-effective and scalable 
way, it is expected to become the core backbone network of NGWN (Akyildiz et al. 
, 2005). Thus, current trends in communication networks evolution are directed to-
wards an all-IP principles in order to hide heterogeneity and to achieve convergence 
of various networks. For example, third generation wireless initiatives, 3GPP and 
3GPP2, adopted IPv6 as the sole IP version for the IP-based Multimedia Subsystem 
(IMS) (Chen & Zhang, 2004). 
Satellite Network 
Figure 5.1 Overview of 4G/NGWN architecture. 
Mobility management, with provision of seamless handoff and QoS guarantees 
to mobile nodes (MNs), is one of the key topics in NGWN/4G. It is crucial to 
provide seamless mobility and services continuity (i.e., minimal service disruption 
during roaming) support based on intelligent and efficient techniques. This means 
that seamless handoff schemes should have following features : minimum handoff 
latency, lower packet loss, limited handoff failure or blocking and lower signaling 
overhead. The handoff latency refers to the time interval during which an MN 
cannot send or receive any data traffic during handoffs. It is composed of L2 (link 
switching) and L3 (IP layer) handoff latencies. The overall handoff latency may 
be sufficiently long and leads to packet loss, which is inappropriate for real-time 
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applications such as voice over IP (VoIP). The signaling traffic overhead is defined 
as the total number of control packets (for registration, binding update and binding 
refresh procedures) exchanged between an MN and a mobility agent (e.g., home 
agent). 
The handoff process in NGWN is composed of three phases : network discovery, 
handoff decision and handoff execution. The most simple way for a multiple inter-
faces MN to discover reachable wireless networks is to keep all air-interfaces on at 
all times. However, keeping an air-interface active all the time consumes battery 
power and bandwidth even when the device unit is not sending or receiving any pa-
ckets. The handoff decision refers to the process of selecting the right moment when 
to perform the handoff. It is thus critical to avoid keeping idle air-interfaces perpe-
tually on. Moreover, in order to avoid the ping-pong effect, an MN must observe 
if the new network is consistently better than the current one before performing a 
handoff. 
In homogeneous networks, the handoff decision is typically driven by metrics 
which are strictly related to the received signal strength (RSS) level and resources 
availability. However, in NGWN, the RSS from different networks do not have 
the same meaning since each network is composed of its specific characteristics 
and there is no common pilot. Then, RSS comparisons are insufficient for handoff 
decision and may be inefficient or impractical. A more complex decision criterion 
that combines a large number of parameters or factors such as monetary cost, 
bandwidth, power consumption and user profile is necessary. 
This paper proposes a novel mobility management scheme, called Handoff Pro-
tocol for Integrated Networks (HPIN), that enables QoS guarantee for real-time 
applications in heterogeneous IPv6-based wireless environments. HPIN is a one-
suite protocol that performs network selection based on our proposed handoff score 
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function approach. Moreover, HPIN performs fast handoff, localized mobility ma-
nagement, context transfer and access network discovery. The aim of HPIN is to 
allow seamless roaming and services continuity across various access networks. The 
remainder of this paper is organized as follows. The following section offers an over-
view of basic concepts and work related to interworking and mobility management 
in heterogeneous IP wireless networks. After that, an interworking architecture, 
called Integrated InterSystem Architecture (USA) is presented along with HPIN. 
Subsequently, an analytical framework to derive a signaling traffic cost, handoff 
latency and total packet loss is described. The performance analysis based on this 
analytical framework is carried out before concluding remarks. 
5.2 Background and Related Work 
Mobility management enables systems to locate roaming terminals in order to 
deliver data packets (i.e., location management) and maintain connections with 
them when moving into new subnet (i.e., handoff management). With the coexis-
tence of various wireless access technologies, two kinds of handoffs are possible in 
NGWN : horizontal and vertical handoffs. Horizontal or intrasystem handoff oc-
curs when an MN moves between the access points (APs) or base stations (BSs) 
of a same network technology. When AP/BSs belong to different networks (e.g., 
IEEE 802.11 and UMTS), such movement refers to vertical or intersystem handoff. 
NGWN characteristics make the implementation of vertical handoff more challen-
ging than horizontal handoff. In fact, maintaining an uninterrupted session while 
the physical interface changes is very complex. 
An evident way to achieve roaming among networks of different service providers 
or network operators consists of using Service Level Agreements (SLAs). However, 
due to several reasons, this approach is not always feasible. In fact, the increasing 
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number of wireless networks make it impractical for network operators to have di-
rect SLAs with every single operator. Moreover, the SLAs can only provide static 
information. Furthermore, the network operators are reticent to the idea of opening 
their databases to others. With characteristics of mobility in NGWN/4G the user 
profile seems to be important when performing handoff decision. More complex me-
trics combining a large number of parameters such as monetary cost, bandwidth, 
power consumption, service types, network conditions and user preferences should 
be defined for handoff decision in NGWN (McNair & Zhu, 2004). Designing han-
doff decision function to evaluate these various metrics simultaneously is crucial in 
NGWN and remains a challenging research issue. 
Various schemes for horizontal handoff have been proposed in the literature 
(Akyildiz et al. , 1999). Recently, research on vertical handoff in NGWN/4G at-
tracted more attention and some works have been presented in the literature with 
their strength and weaknesses (Zhu & McNair, 2006). Several of these related pa-
pers use a handoff decision based on RSS and bandwidth. On the other hand, other 
proposals focus on the design of an architecture for heterogeneous networks such as 
the IPv6-based mobility schemes proposed by the Internet Engineering Task Force 
(IETF). Mobile IPv6 (MIPv6) (Johnson et al. , 2004) is proposed for mobility ma-
nagement at the IP layer and allows MNs to remain reachable in spite of their 
movements within IP-based mobile environments. Each MN is always identified 
by its home address, regardless of its current point of attachment to the network. 
While away from its home network, an MN is also associated with a care-of address 
(CoA), which provides information about its current location. However, MIPv6 has 
some well-known drawbacks such as signaling traffic overhead, high packet loss and 
handoff latency, thereby causing a user-perceptible deterioration of real-time traffic 
(Perez-Costa et al. , 2003; Gwon et al. , 2004). 
These weaknesses led to the investigation of other solutions to enhance MIPv6. 
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Two main MIPv6 extensions proposed by the IETF are the Hierarchical MIPv6 
(HMIPv6) (Soliman et al. , 2005) and the Fast Handovers for MIPv6 (FMIPv6) 
(Koodli, 2005). These protocols tackle intra-domain or micro-mobility while MIPvG 
is used for inter-domain or macro-mobility. HMIPv6 handles handoff locally through 
a special node called Mobility Anchor Point (MAP). The MAP acts as a local home 
agent (HA) in the network visited by an MN, limits the amount of MIPv6 signaling 
outside its domain and reduces the location update delay. However, HMIPv6 cannot 
meet the requirements of delay-sensitive traffic such as voice over IP (VoIP), due 
to packet loss and handoff latency (Perez-Costa et al. , 2003; Gwon et al. , 2004). 
FMIPv6 was proposed to reduce handoff latency and minimize services disruption 
during handoff pertaining to MIPv6 operations such as movement detection, bin-
ding update and addresses configuration. In other words, FMIPv6 allows an MN to 
receive data before the binding is done at the HA and correspondent nodes (CNs). 
The link layer information (L2 trigger) is used either to predict or respond rapidly 
to handoff events. 
Although FMIPv6 paves the way for improving MIPv6 performance in terms of 
handoff latency, it does not efficiently reduce signaling overhead (due to new mes-
sages introduced and exchanged for handoff anticipation) nor does it prevent packet 
loss (due to buffer space requirement). This may lead to unacceptable service dis-
ruption for real-time applications. Combining HMIPv6 and FMIPv6 motivates the 
design of Fast Handover for HMIPv6 (F-HMIPv6) (Jung et al. , 2005a) to increase 
network bandwidth usage efficiency. However, F-HMIPv6 may inherit drawbacks 
from both FMIPv6 and HMIPv6, for example synchronization and signaling ove-
rhead issues. In fact, in F-HMIPv6, when an MN performs a handoff immediately 
after sending a fast binding update (FBU) message to the MAP, all packets trans-
ferred to the previous on-link care-of address (PLCoA) during the period that the 
FBU needs to reach to the MAP, are lost (Perez-Costa et al. , 2003). Moreover, 
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F-HMIPv6 provides fast handoff and localized mobility management although, it 
does not provide context transfer, access router and network discovery in the same 
way as for FMIPv6 and HMIPvG. 
An architecture for next generation all-IP-based wireless systems is proposed 
in (Akyildiz et al. , 2005), called Architecture for Ubiquitous Mobile Communica-
tions (AMC). Two new entities, the Network Interworking Agent (NIA) and the 
Interworking Gateway (IG), are introduced in order to allow the integration of se-
veral wireless networks while supporting MN roaming. Moreover, an intersystem 
handoff protocol at the IP layer is designed for mobility management in this new 
architecture. However, the AMC architecture provides no appropriate handoff de-
cision mechanism to take heterogeneity into account. The deployment of IG entity 
in all networks may require excessive economical costs and require changes in indi-
vidual networks. Furthermore, the AMC architecture is based only on SLAs which 
can provide only static information. On the other hand, AMC may inherit certain 
drawbacks of loose coupling. The handoff decision is based on RSS criterion, which 
is inappropriate for NGWN as stated above. Also, air-interfaces always on approach 
is used in AMC architecture. The QoS provision and guarantees are not taken into 
account in AMC. 
Other works have been presented in Akyildiz et al. (2004); Shenoy (2005) and 
Assouma et al. (2006) for intersystem mobility management and interworking of 
heterogeneous 3G cellular wireless networks, yet not for IP-based heterogeneous 
wireless networks. Often, proposed integration schemes are based on the deploy-
ment of a gateway, which solves interworking issues between each pair of networks. 
Adding a gateway at the boundaries of both systems would increase deployment 
costs. Moreover, these studies seem to integrate only cellular networks. To reduce 
energy consumption of MNs without degrading throughput, an approach called 
WISE (Wise Interface SElection) (Minji et al. , 2004) for 3G/WLAN vertical han-
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doff lias been proposed. With WISE, the handoff decision is performed according to 
the network load and the energy consumption of the air-interfaces. However, requi-
rements such as services and applications security are not considered. In Buddhikot 
et al. (2003), an integrated architecture and interface selection schemes are pro-
posed based on signal strength and radio interfaces priorities. As aforementioned, 
these parameters are not appropriate for handoff decision in NGWN. Moreover, an 
MN must passively evaluate handoff conditions, even when the application is run-
ning well in the current network. This introduces unnecessary power consumption 
and usage of network resources. 
The IETF proposed a policy-based architecture in order to implement a set 
of rules to manage and control access to network resources which is particularly 
useful for QoS management (Yavatkar et al. , 2000). Two main logical entities 
for policy control-based architecture are the Policy Decision Point (PDP) and the 
Policy Enforcement Point (PEP). To enable judicious choice for vertical handoff, 
several papers have proposed a cost function to measure the network quality. A 
policy-enabled handoff decision algorithm proposed in W7ang et al. (1999) is based 
on a cost function approach that considers several factors (e.g., bandwidth, power 
consumption and monetary cost). This cost function is very simple and cannot 
handle more sophisticated scenarios. 
Moreover, the cost function evaluation could require high processing time and 
power. A vertical handoff decision algorithm has been proposed in McNair & Zhu 
(2004) and metrics that characterize NGWN have been identified. However, the 
proposed cost function could lead to singularity problems if connections are free 
of charge. Furthermore, handoff instability problem and mobility management at 
the IP layer are ignored. The factors considered in the above cited papers are 
insufficient. In fact, information about authentication types, access network types 
and the support of roaming partners are not taken into account. Moreover, these 
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studies do not provide a viable architecture framework for selection mechanisms, 
nor business models for prospective deployment. 
5.3 Interworking Architecture for N G W N 
As stated in 3GPP (2003), no use cases have been identified for the access to 
3G wireless system circuit-switched based services scenario. Thus, for further deve-
lopment, it is not considered worthwhile. Hence, we focus on two main scenarios : 
service continuity and seamless services provision. Based on 3GPP/3GPP2-WLAN 
interworking models, an interworking architecture, called Integrated InterSystem 
Architecture (USA) is proposed in Makaya h Pierre (2007b) and is shown in Fig. 
5.2. For the sake of simplicity, only UMTS, CDMA2000 and WLAN networks are 
illustrated. Although USA is designed to integrate any number of radio access tech-
nologies (RATs) and mobile devices may be equipped with any number of interfaces. 
Instead of developing new infrastructures, USA extends existing infrastructures to 
tackle integration and interworking issues and provide mobile users with ubiquity 
or always best connected (Gustafsson & Jonsson, 2003). 
The serving GPRS (general packet radio service) support node (SGSN) and 
packet control function (PCF) are enhanced with the AR functionalities and called 
Access Edge Node (AEN). Similarly, the gateway GPRS support node (GGSN) and 
packet data serving node (PDSN) are extended with MAP or HA functionalities (to 
enable message format conversion, QoS requirement mapping, etc.) and is called 
Border Edge Node (BEN). The WLAN Interworking Gateway (WIG) acts as a route 
policy element, ensuring message format conversion. Extended functionalities can 
be integrated into the existing networks entities or implemented separately. We 
advocate the first choice as it is more easily managed and implemented. Mapping 
between the home location register or the home subscriber server (HLR/HSS) in 3G 
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wireless networks and AAA server in WLAN is required to execute authentication 
and billing when user roams across both technologies. 
WIAV Senice Area < 7 ITRAN 3GPP2RAK 
Figure 5.2 Integrated InterSystem Archi- Figure 5.3 Interworking Decision En-
tecture (USA). gine (IDE). 
A novel entity, Interworking Decision Engine (IDE) shown in Fig. 5.3, is intro-
duced to enable the interworking and handoff between various networks by reducing 
signaling traffic, services disruption during handoff and it also handles authentica-
tion, authorization and accounting (AAA) as well as mobility management. The 
usage of the IDE could be seen as a value-added service that network operators 
offer to their subscribers to allow roaming to other networks. To avoid additio-
nal signaling overhead due to the execution of AAA procedure every time an MN 
performs a handoff and requests registration, a token-based approach is proposed. 
This token is obtained from the IDE after the MN first successful registration in 
the foreign network. The token includes security association parameters to setup a 
secure tunnel between an MN and AR/AENs. USA allows the separation of control 
and transport plane. In fact, data packet traffic bypasses the IDE. In other words, 
the IDE is in a control plane while the MAP/BEN handles the actual data traffic, 
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thus it is in the transport plane. 
5.4 Proposed Handoff Protocol 
With the coexistence of various access networks, the selection of subsystem that 
allows better service provision to subscriber is crucial and depends on several fac-
tors, for example defined in user's profile and preferences. Then, a more complex 
handoff decision criterion combining a large number of parameters or factors such 
as monetary cost, bandwidth, priority, power consumption, service types, system 
performance, user preferences, MN moving speed, security, resource availability, 
network accessibility and MN conditions, must be defined in NGWN (McNair & 
Zhu, 2004). The design of handoff decision function which evaluates these various 
factors simultaneously is crucial in NGWN and remains a research challenge. A 
hybrid vertical handoff decision function in heterogeneous wireless networks is pro-
posed in this paper to provide satisfactory overall performance, based on the afo-
rementioned criterion. 
5.4.1 Handoff Score Function 
In NGWN, the selection of the best access network is important during connec-
tion or handoff request. Handoff triggering is performed either in the access network 
by an MN, AP/AR, while the whole handoff process may require several entities 
located either in the home and foreign network, particularly for vertical handoffs. 
In fact, handoff triggered by an MN and/or A P / A R could be conducted only with 
locally available information such as link quality, signal strength, AR's capabilities 
and subnet load and can lead to inefficient system performance. Other information 
recorded in the home and foreign networks such as operator policies, access net-
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work's load and user preferences, can be relevant for network selection and handoff 
decision. This paper proposes a novel handoff decision function for this purpose. 
The usage of network n at a certain time is associated to a score which is a func-
tion of several of the aforementioned parameters. Those parameters can co-relate, 
interact and may have conflicting objectives. The presence of such conflicts makes 
it difficult to find an effective solution that optimizes all criteria simultaneously. In 
this case, network selection issue can be formulated as a multicriteria optimization 
problem. Several approaches are available in the literature in order to solve mul-
ticriteria optimization problem. Amongst them, we use a weighted sum approach 
introduced in Yager (1988). 
For a given user u, the score function (/") is evaluated for each network n that 
can provide user services. In other words, the score function quantifies the QoS 
provided by a wireless network to handle running application on an MN device. 
The target network that results in the least highest computed score function value 
among all candidates is the network that would provide significant benefits (i.e., 
QoS level) to the user. More specifically, let nc be the current serving network, N 
denotes the set of neighbor networks of nc and J-u represents a set defined by : 
•̂ M — {/" : fu > / « c ' ^ n ^ N}. The optimal target network, n*, for a mobile user 
u is obtained as follows : 
./?* = inf(.Fu) (5.1) 
where / " is expressed by : 
f: = EPnuJls V n , u. (5.2) 
s 
The score function of unreachable network always equals zero, p " s is the priority 
of service/session s for network n based on user u profile, i.e., the probability that 
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an MN prefers network n for a connection of service s and /™s is the per-service 
score function for network n. In other words, it represents a QoS factor and is 
computed as follows : 
fls = E<f:? V*, n, u (5.3) 
i 
where fs
lf is the normalized QoS function/factor provided by network n for para-
meter i to carry out service 5 and w™ti stands for a weight indicating the impact 
of the QoS parameters on either user or network and sum to one, i.e., ^w^i = 1 
i 
and w^i € (0,1]. The assignment of weights w"t plays a key role in the network 
selection. Hence, it is assumed that the assignment of these weights is based on the 
subscribers' home network policy or users profile. The target network is the network 
which provides just enough consistently higher QoS level than current network. Due 
to dynamic network conditions of wireless environments, the score function of tar-
get and current wireless networks may vary considerably. Then, a dwell timer or 
stability period should be adjusted according to the current measurements of the 
handoff score function. 
In order to reflect the inability of candidate networks to guarantee the desired 
QoS requirements and to speed up score function evaluation, several constraints 
are considered depending on each factor such as the MN speed, bandwidth thre-
shold, ARs load and delay. Hence, it is necessary to define maximal and minimal 
requirements for each parameter to enable the application provision. Then, if an 
available network cannot guarantee a minimum requested QoS (e.g., delay for real-
time applications or bandwidth), it should be immediately discarded as a candidate 
network when there are several networks available. Otherwise, the network which 
allows best effort as QoS level is selected. The processing time and power are then 
reduced during the computation of the score function. The normalized QoS function 
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faj is given by : 
J s.i 
s.?. i f L « i < Q ^ < E 7 » i (5.4) TTTl Til I 8,1 ^S,t S,l 
US,i ~ hS,i ) 
1 \iQn^>Vl, 
where Qs\ is the real value of parameter i in wireless network n associated to 
application s, measured by the MN or announced by a mobility agent. 
Lnsi and U"i respectively express the minimal and maximal requirement of pa-
rameter i associated with wireless networks n for application 5. These boundaries 
make it possible to check if the serving network satisfies the application's require-
ments, ai is a constant that can take different values in order to specify different 
normalized QoS functions for each parameter i. The values of a, greater than 1 
result in a slow increase from the unacceptable required boundaries and fast near 
the maximal required boundary. If a, equals 1, the normalized QoS function is 
strictly proportional between the required boundaries. Values of a, lower than 1 
result in a fast increase from the unacceptable required boundaries and slow near 
the maximal required boundary. Normalization is needed to ensure that the sum 
of the values, measured with different, units is meaningful. 
5.4.2 Handoff Decis ion Algor i thm 
The proposed score function for handoff decision may be computed at MN side 
or at the IDE. In fact, assuming that mobile devices will become increasingly po-
werful, intelligent and sensitive to link layer changes, we adopt a network-assisted 
and mobile-controlled handoff strategy. The proposed handoff scheme combines 
mobile-monitored and network-probed information to provide reliable handoff ma-
nagement. Prior to handoff, an MN can obtain information from wireless network 
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candidates to which it is likely to handoff, and use such information to optimize 
handoff performance. On the other hand, if mobile device capabilities are limited, 
the handoff score function is computed at the IDE. In this case, handoff strategy 
turns to mobile-assisted and network-controlled. 
The sequential execution of the system discovery and handoff decision steps for 
vertical handoff may be inappropriate. In fact, if the ongoing session of an MN runs 
with satisfactory QoS level with the current network, there is no need to discover 
another better network. Performing unnecessary handoff operations will waste net-
work resources and energy of MN battery. We propose a handoff scheme based on 
a cross system discovery and handoff decision steps. In this proposed scheme, the 
current network conditions are checked first after an impending handoff event is 
generated if they can satisfy the ongoing session requirements. If they do, there is 
no need to perform the system discovery process, which will be launched only if 
the network conditions cannot satisfy an MN session requirements. Otherwise, if 
possible an MN tries to perform horizontal handoff. However, if no other AR/AEN 
of current network or technology exists, a vertical handoff is needed for this MN 
and it tries to find another more suitable network. 
To avoid all air-interfaces always on approach for system discovery, we propose 
an adaptive scheme. An MN requests neighbors networks information from its ser-
ving network to the IDE. Through information reported periodically to the IDE, 
it maintains a global view of the connection state of roaming MNs and access 
networks conditions in its coverage area. The IDE replies by sending information 
about neighbor networks, if any, to the MN through its point of attachment. Then, 
the MN will compute the handoff score function for each reachable network using 
the information received in order to determine candidate networks. If candidate 
networks are available, the MN sets up a waiting timer to assess the stability of 
these candidate networks. If the QoS level remains better until the waiting timer 
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expires, the MN selects the candidate network which offers a QoS level that is 
slightly better than the current serving network and can start the handoff execu-
tion step. Otherwise, it will remain in the current network as the target network is 
unstable and cannot maintain better QoS level during the waiting time. 
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Figure 5.4 Flow chart of handoff decision algorithm. 
The choice of candidate network that offers a slightly improved QoS level over-
comes inefficient usage of network resources. The handoff decision algorithm flow 
chart is illustrated in Fig. 5.4, where RSST is a predefined or adaptive received si-
gnal strength threshold value. Although it is possible to select two different networks 
to access two ongoing services (in case of multiservice/session) simultaneously, in 
practice such a choice can create several problems. For example, authentication with 
two networks simultaneously, turning on two radio-interfaces at the same time and 
routing of service data appropriately within the device and the network represent 
some of these challenges. It is thus recommended to avoid such network selection 
approach. 
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5.4.3 Operat ion M o d e of H P I N 
Usually, handoff schemes assume that an MN monitors periodically neighbor 
AR/AENs signal strength by keeping all of its interfaces always on. However, kee-
ping on all interfaces continuously drains the MN battery energy. This problem be-
comes worst when the number of RATs supported by the mobile devices increases 
and are available in an MN's moving area. To achieve seamless mobility across 
various access technologies and networks, an MN needs the information about the 
wireless network to which it could attach. It is also necessary to transfer informa-
tion (context transfer) related to the MN from the current AR/AEN to the next 
one. The proposed Handoff Protocol for Integrated Networks (HPIN) implements 
access router and network discovery based on message exchanged between the IDE 
and mobility agents, minimizes the usage of limited wireless resources, provides 
fast mobility and secure transfer. The key objective of HPIN is to reduce services 
disruption and to avoid the re-initiation of signaling to/from an MN during handoff 
from the beginning. 
5.4.3.1 Overview of H P I N 
The Router Information eXchange (RIX Request/Reply) messages are used to 
allow the MAP/BEN and the IDE to maintain a global view of their coverage area. 
The RIX messages exchange is quite similar to the routing information protocol 
(RIP) (Hedrick, 1988) which allow neighboring routers to exchange their routing 
tables with one another. The information about the global view may be defined in 
terms of system parameters, subnet load, QoS status and information (e.g., sup-
ported data rate, video coding rate, maximum delay), bandwidth availability, and 
MN's signal strength. Four main messages are introduced for handoff management: 
• Handoff Preparation Request (HPReq) message sent from an MN to the 
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MAP/BEN for a handoff request. It contains information about user pre-
ferences/profiles, applications required QoS capabilities, L2 information of 
AR/AENs, IP address of MNs, signal strength of the MN, AR/AEN's ID for 
an MN location tracking. 
• Handoff Preparation Reply (HPRep) message sent by the MAP/BEN to an 
MN. It contains network prefixes, the list of candidates AEN (CAR/AEN), 
their capabilities and the QoS status. 
• Handoff Preparation Notification (HPN) message sent by an MN to the 
MAP/BEN to notify the possibility of an impending handoff. It contains 
the information about the selected new AR/AEN where an MN will han-
doff. The HPN includes the request to verify the pre-conflgured new on-link 
care-of address (NLCoA) and establish a, bi-directional tunnel between the 
MAP/BEN and the NAR/AEN in order to prevent routing failures during 
handoff. 
• New Link Attachment (NLA) message sent by an MN to the NAR/AEN to 
announce its presence on the new link and confirm usage of the NLCoA. 
Moreover, there are also two optional messages : 
• Handoff Preparation Acknowledgment (HPAck) message which contains in-
formation about the current capabilities that an AR/AEN can support; 
• New Link Attachment Acknowledgment (NLAck) message to notify an MN 
to use another NLCoA rather than its prospective NLCoA, in case of address 
collision. This message is also sent to the current MAP/BEN to allow it to 
bind previous on-link care-of address (PLCoA) and to validate the NLCoA. 
The MN decides whether to send a request message (HPReq) for handoff prepa-
ration depends on the generation of anticipated triggers (AT). The high bit error 
rate, link going down, weak signal strength, security risks, monetary cost and geo-
graphical location can be used as anticipated triggers. To allow seamless service 
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continuity, requirements specified in the request message need to be set consis-
tently with the QoS negotiated in the previous subnet. QoS consistency remains 
a very challenging issue and is crucial for real-time applications. This consistency 
is handled by the IDE, which allow QoS mapping between various networks. Map-
ping is needed to translate the QoS guarantees and specifications provided for a 
session across heterogeneous networks. The QoS mapping performed by the IDE 
is for example the requirements about resource reservation and delay threshold 
according to SLAs. 
5.4.3.2 Roaming Scenarios 
Upon receipt of HPReq message, the MAP/BEN checks its local CAR/AEN 
table to retrieve information about their capabilities. The MAP/BEN performs 
a pre-filtering process, based on the requirements specified in the HPReq and the 
available network conditions to obtain the CAR/AEN list. Note that, if the context 
information of this MN is not available at the candidate MAP/BEN, the latter sends 
Context Transfer Request (CTReq) message (Loughney et al. , 2005) to the IDE in 
order to get session management parameters of the MN for establishment of traffic 
bearers on the new path. In response to a CTReq message, the IDE transmits a 
Context Transfer Data (CTD) message that includes the MN's feature contexts. 
When the new MAP/BEN receives a CTD message, it installs the contexts as 
received from the IDE. The MAP/BEN responds to an MN by sending a HPRep 
message. If the MAP/BEN lacks information about the user profile, it requests this 
information to the IDE rather than to the MN's home network, which may be away 
of the current MAP/BEN domain. When the MN receives a HPRep message, it 
performs stateless address configuration (Johnson et al. , 2004) to get new on-link 
CoAs (NLCoAs) and knows L2 technologies provided by CAR/AENs to which it is 
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likely to handoff. A primary NLCoA will be associated to the selected network. The 
MN will activate only the air-interface associated to the CAR/AEN list, rather than 
setting all air-interfaces always on. This selective air-interface activation enables a 
better trade-off between system discovery time, power consumption efficiency and 
allows shorter scanning delay. 
Whenever an MN receives a L2 trigger, it initiates a target AR/AEN selec-
tion among CAR/AENs. This selection is based on the handoff score function, /" , 
proposed above. After the target AR/AEN selection process, an MN notifies the 
MAP/BEN that it is moving into a new subnet by sending a HPN message to allow 
the MAP/BEN to establish a binding between PLCoA and NLCoA and to buffer all 
incoming and in-flight packets (this avoid synchronization issue identified in basic 
IP mobility schemes) having PLCoA as destination address. The MAP/BEN for-
wards a HPN message to the new access router (NAR/AEN) and includes the CTD 
message. Upon reception of acknowledgment from the NAR/AEN, the MAP/BEN 
starts tunneling any packets (buffered and incoming) addressed to PLCoA towards 
NLCoA. When the NAR/AEN receives the HPN, it performs the duplicate address 
detection (DAD) procedure on the NLCoA and application requirements valida-
tion. Then, the NAR/AEN responds to the HPN with a HPAck message. When 
the CAR/AEN processes the CTD message, it can optionally generate a CTD Re-
ply (CTDR) message to report on the status of processing the received contexts 
and piggybacks this message in HPAck message. 
After transmitting a HPN message, the MN performs a link layer switching 
and announces its presence on the new link by sending the NLA message to the 
NAR/AEN. Then, the NAR/AEN will start delivering the buffered packets to the 
MN. The packets forwarding procedure remains active until the binding update 
(BU) procedure is completed. Note that, if the HPN is not sent before the L2 
handoff, the MN sends a HPN piggybacked in the NLA message (NLA[HPN]) over 
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the new link. This situation corresponds to the reactive mode of HPIN in contrary 
to its predictive mode, i.e., the HPN is sent through the previous link. When the 
NAR/AEN receives the NLA[HPN] message, it processes the NLA message part, 
extracts the HPN message part and forwards it to the serving MAP/BEN. At this 
time, the serving MAP/BEN starts buffering all incoming and in-flight packets 
having PLCoA as destination address and forwards them toward the NLCoA. If an 
address collision occurs when the NAR/AEN processes the NLA message, it changes 
the prospective NLCoA to a valid NLCoA and includes it in a HPN message before 
forwarding it to the MAP/BEN and simultaneously the NAR/AEN sends a NLAck 
to the MN. Fig. 5.5 illustrates the messages sequence during intra-BEN roaming 
while Fig. 5.6 represents the messages sequence flow during inter-BEN roaming. 
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Figure 5.5 Signaling messages sequence Figure 5.6 Signaling messages sequence 
for intra-BEN roaming. for inter-BEN roaming. 
The binding update (BU) procedure is performed by the NAR/AEN on the 
behalf of MNs. In fact, the AR/AEN acts as a proxy and copies a BU list of an 
MN in its cache and manages this list (e.g., lifetime entries) in the same way as the 
original is managed by the MN. The copy in the AR/AEN cache must be updated 
periodically according to the original BU list of the MN. As soon as an MN attached 
to the NAR/AEN, the copy of the BU list is used by the NAR/AEN to inform the 
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MAP/BEN about the NLCoA. When the lifetime of the BU list cached in the 
AR/AEN is about to expire, the AR/AEN can send a request for a BU list renewal 
to an MN. The BU list renewal is performed in the same way as basic BU refresh 
(Johnson et al. , 2004). The MN sends the BU list to NAR/AEN at the same time 
it attaches to the NAR/AEN. By piggybacking the BU list in a signaling message, 
separate out-of-band messages from MN to NAR/AEN are avoided, thus, reducing 
signaling traffic overhead. 
5.5 Analytical Mode l for H P I N 
In IP-based wireless networks, the QoS may be defined by packet loss, handoff 
latency and signaling overhead. Hence, analyzing of these metrics are most useful 
to evaluate the performance of mobility management protocols. The notation used 
in this paper is given in Table 5.1. 
Tableau 5.1 Notation. 
ts inter-session time between two consecutive sessions 
tc subnet (AR/AEN's coverage area) residence time 
td MAP/BEN domain residence time 
C9 global binding update cost to HA/CNs 
Cl local binding update cost to MAP/BEN 
NCN number of CNs with a binding cache entry for an MN 
dx,Y average number of hops between nodes X and Y 
Cx,Y transmission cost of control packets between nodes X and Y 
PCx processing cost for binding update at node X 
Ps probability of anticipated handoff signaling success 
Ss signaling cost for a successfully anticipated handover 
Sf signaling cost if no real L3 handoff occurs 
Sr signaling cost for reactive mode 
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5.5.1 User Mobility and Traffic Models 
User mobility and traffic models are crucial for efficient system design and per-
formance evaluation. Usually, an MN mobility is modeled by the cell residence time 
and various types of random variable are used for this purpose (Fang, 2003). Two 
commonly used mobility models in wireless networks are random-walk and fluid-
flow models (Wang & Akyildiz, 2000). We consider the random walk, i.e., an MN 
moves at constant speed v with uniformly distributed angular directions belonging 
to [0,2n] as mobility model. Let dijU be the distance between AP/BS i and mobile 
user u. We assume that the path loss or link gain is given by hijU = 10
 10 di u, where 
v is the path loss exponent, si<u is the log-normal shadowing with zero mean and 
standard deviation as. 
The exponential distribution provides an acceptable tradeoff between complexity 
and accuracy. Thus, most cost analyses adopt exponential assumption (Fang, 2003). 
We consider a traffic model with two levels, session and packets. The session du-
ration follows an exponential distribution with inter-session rate Xs while packet 
generation follows a Poisson process. Let \ic and \i& be the border crossing rate 
for an MN out of a subnet (i.e., AR/AEN domain) and a MAP/BEN domain, 
respectively. When an MN crosses a MAP/BEN domain border, it also crosses an 
AR/AEN border. Then, let \i\ be the border crossing rate for wmich an MN still 
stays in the same MAP/BEN domain, \x\ = [ic — JX^. 
If we assume that all subnets have circular shape and form together a contiguous 
area and that each MAP/BEN domain is composed of M equally subnets, we 
obtain : fj,d = -^=. The roaming probability depends on an MN's movement pattern 
in its original network but not in its destination network. Hence, the probabilities 
that there are at least one local binding update (Pc) and one global binding update 
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(P(/) between two consecutive sessions of an MN are : 
Pc = Pr{ts > tc) = — ^ - and Pd = Pr(ts > td) = — ^ - . (5.5) 
The average number of location binding updates during an inter-session time cor-
responding to subnet crossings, E(NC), and MAP/BEN domain crossings, E(Nd), 
are given by : 
00 11 °° ii 
E(NC) = £kP
k
c { \ -P C ) =
 IY a n d * W = E ™ W - ^ ) = r • (5-6) 
A;=0 A s m=0 A * 
With the same time variables assumption, we can obtain the expression of E(Ni), 
i.e., the average number of subnets that an MN crosses and still stay within a given 
MAP/BEN domain during an inter-session time interval, as follows : E(Ni) — [ii/\s. 
5.5.2 Binding Update Signaling Cost 
Performance analysis of wireless networks must consider the total signaling cost 
induced by a mobility management scheme. In NGWN, there are two kinds of 
location or binding update signaling. One occurs during an MN's subnet crossing 
while the other occurs when the binding is about to expire. Depending on the type 
of movement, two kinds of binding update can be performed : global and local. 
Global binding update occurs when an MN moves out of its MAP/BEN domain. 
In this case, the MN registers its new regional CoA (RCoA) to the HA and the 
CNs. On the other hand, if the MN changes its current address (LCoA) within a 
MAP/BEN domain, it only needs to register this new LCoA to the MAP/BEN. 
Hence, the average binding update signaling cost during inter-session time heavily 
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depends on the computation of numbers of binding updates and is given by : 
CBU = E(Ni)C
l + E{Nd)C° = ~SM
l
R^ [C
9 + (VM- l)Cl] (5.7) 
where SMR is the session-to-mobility ratio and represents the relative ratio of 
session arrival rate over user mobility rate : SMR = \s/pic. 
Anticipated trigger and link layer information (L2 trigger) are used either to 
predict or rapidly respond to handoff events. Hence, HPIN signaling cost depends 
on the probability that the handoff anticipation is accurate. If there is no real 
handoff after the L2 trigger, all messages exchanged for handoff anticipation can 
be unnecessary. Thus, global and local binding update signaling cost for HPIN are 
expressed as follows : 
C* = PSS° + (1 - Ps)(S
9








r) + Cmu 
where Cru and Cmu represent the binding update cost at HA/CNs and MAP/BEN, 
respectively. Their expressions are given in Table 5.2. 
Tableau 5.2 Expression of partial signaling costs. 
Cmu = 2CAEN,BEN + PCBEN 
Cru = 2{CBEN,HA + NCNCBEN,CN) + PCHA + NCNPCCN 
SJ = CMN,BEN + PCBEN + PCAEN 
Sls = CMN,BEN + %CBEN,AEN + CMN,AEN + PCBEN + PCAEN 
Sr = CMN,AEN + CAEN,BEN + PCBEN + PCAEN 
SJ = CMN,PBEN + CpBEN,nBEN + ^PCBEN + PCAEN 
S? = CMN,AEN + (CAEN,nBEN + CnBEN,pBEN) + %PCBEN + PC AEN 
S% = CMN,PBEN + 2(CpBEN,nSEN + CnBEN,AEN) + CMN,AEN + "2POBEN + PC AEN 
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5.5.3 Handoff Latency and Packet Loss 
Since the number of packets lost is proportional to handoff latency, only the 
expression for handoff latency is derived in this section. The following parameters 
are defined to compute handoff latency and packet loss : tui the L2 handoff latency 
and tx,y one-way transmission delay between nodes X and Y for a message of size 
s. If one of the endpoints is an MN, txy is computed as follows : 
txy(s) = — — (-£- + Lwl) + {dXy -l)(~ + Lw + zuq) (5.9) 
where q is the probability of wireless link failure and voq the average queueing delay 
for each router on the Internet (McNair et al. . 2001), Bwi (resp. Bw) represents 
the wireless (resp. wired) link bandwidth and Lwi (resp. Lw) denotes the wireless 
(resp. wired) link delay 
The HPIN handoff latency depends on the information available as well as the 
link where fast handoff messages are exchanged. The average handoff latency of 
HPIN for intra-MAP/BEN roaming is then given as follows : 
DlHPIN = PsO
l
HPIN + (1 - Pa)N
l
HPIN (5.10) 
where OlHPIN = ti2 + 2tMN,AEN is the handoff latency if the information about the 
NAR/AEN and impending handoff are available before the L2 handoff. Otherwise, 
this handoff latency is given by NlHPIN = tL2 + ^MN,AEN + ^AEN,BEN associated 
to the HPIN reactive mode. For inter-MAP/BEN, NlHPIN becomes N
3
HPIN = tL2 + 
2tMN,AEN + 2[tAEN,nBEN + tnBEN,PBEN] while OHPIN = 0HPIN. In fact, handoff 
procedure only depends on intra-BEN communication delay, since the inter-BEN 
signaling is completed before the L2 handoff. The average handoff latency of HPIN 
for inter-BEN roaming is computed similarly as in (5.10). 
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5.6 Performance Evaluation 
The performance analysis is conducted by examining several metrics such as 
throughput, handoff latency, packet loss and signaling traffic overhead. The para-
meter and default values used in the performance evaluation are listed in Table 5.3. 
An analytical framework to evaluate performance of IPv6-based handoff schemes 
proposed by the IETF (i.e., MIPv6, HMIPv6, FMIPv6 and F-HMIPv6) is presented 
in Makaya & Pierre (2007a). Such evaluation method is used to compare the perfor-
mance of the IETF's protocols with HPIN. Traditional handoff protocols based on 
received signal strength (RSS) are compared with a handoff score function-based 
approach (SFA) used in HPIN. For the sake of simplicity, four parameters are used 
for network selection : power consumption (p), bandwidth (6), latency (/) and usage 
cost (c). Values used for those parameters and application requirements are given 
in Table 5.4. 
Tableau 5.3 System parameters for performance evaluation. 
Parameters 
Wired link bandwidth 
WLAN bandwidth 
UMTS bandwidth 
Wired link delay 
Wireless link delay 
Prediction probability 
Wireless link failure probability 
Control packet size 
Data packet size 
MN's average speed 
Time slot length 
Path loss exponent 
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The network topology considered for the analysis is illustrated in Fig. 5.7. It 
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is assume that the distance between different domains is equal, i.e., c = d = e = 
/ = 10 and set a = 1, b = 2, and g = 4. All links are supposed to be full-
duplex in terms of capacity and delay. Parameter values used to compute signaling 
cost are defined as follows : M = 2, r — 1, « = 10, PCAEN = 8, PC HA — 24, 
PCCN = 4, PCWE = 15 and PCBEN = 12. We assume that 3G/UMTS wireless 
MN's Home Network 
HA 
Figure 5.7 Network topology used for analysis. 
networks overlap w7ith WLAN (i.e., IEEE 802.11) networks and MNs give more 
weight to bandwidth and latency requirements, w™b w s,l = 0.35, followed by 
power consumption, w™ = 0.20 and less weight for usage cost w™c = 0.10 for all n 
and a* = 0.3 for all i. The performance analysis is conducted through MATLAB 
and OPNET softwares. 
149 
5.6.1 Throughput and Signaling Overhead 
Fig. 5.8 shows the throughput (in packets/time slot) for both handoff decision 
schemes (RSS and SFA) when the average arrival rate of packets is 5 packets per 
second per user. A significant gain in throughput can be achieved with SFA/HPIN 
comparatively to the RSS scheme. The target MN is initially connected to UMTS, 
then, it moves towards the first WLAN, after it enters in overlapping area of all 
networks and moves into the second WLAN before returning to UMTS. When the 
target MN is located in the overlapping area, we can see how SFA/HPIN allows 
an increasing throughput compared to RSS scheme. In fact, with the RSS scheme, 
UMTS is chosen more often as a target network, since it provides highest signal 
strength and wide coverage area. This leads to negative side effects such as lower 
achievable data rate and imbalanced load. However, with the SFA/HPIN scheme, 
the subnet load can be efficiently distributed amongst all networks, leading to 
higher throughput guarantees. After the session switching from UMTS to WLAN, 
the throughput increases since the WLAN provides better network conditions and 
a higher packet rate. With varying packet arrival rate, Fig. 5.9 shows throughput 
ratio which refers to the ratio of the actual data rate over the requested rate. 
The SFA/HPIN scheme provides a better performance than the RSS, except when 
networks usage is low or congested. 
To alleviate packet loss, fast handoff schemes should support packet buffering 
and forwarding during handoff execution. Fast handoff schemes (FMIPv6 and F-
HMIPv6) require more buffer space than MIPv6 and HMIPv6 since they start 
packets buffering and forwarding early. HPIN requires less buffer space than F-
HMIPv6 as illustrated in Fig. 5.10. In this analysis, the required buffer space for 
one MN during the liandoff procedure is considered. The required buffer space 
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Figure 5.8 Target user through-
put. 
Figure 5.9 Throughput ratio compa-
rison. 
with the packet arrival rate. On the other hand, the buffering time may affect real-
time applications. For example, if certain packets are stored in a buffer for a longer 
period of time than acceptable end-to-end delay, they may become useless. Hence, 
it is crucial to manage buffer efficiently in order to minimize overhead and provide 
better QoS to delay-sensitive applications. 
Fig. 5.11 illustrates the signaling overhead cost during handoff as a function of 
the SMR. When the SMR is small, the mobility rate is larger than the session arrival 
rate. Then, an MN changes its point of attachment frequently due to its mobility, 
which results into several handoffs and increased signaling overhead. However, when 
the session arrival rate is superior to the mobility rate (i.e., SMR > 1), the binding 
update is less often performed and results into lower signaling overhead. FMIPv6 
uses the wireless bandwidth more often than MIPv6 due to the additional messages 
it introduces for the handoff anticipation. For lower subnet residence time, the si-
gnaling overhead reduces considerably from FMIPv6 to HPIN. Furthermore, since 
the reactive mode of F-HMIPv6 correspond to HMIPv6, when an acknowledgment 
is not received by an MN through the previous link, the messages exchanged during 
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router discovery step becomes unnecessary. However, such messages exchange re-
sults in an increased in signaling overhead with F-HMIPv6 compared to HPIN. In 
fact, for F-HMIPv6, more messages are exchanged after the L2 trigger generation, 
which is not the case with HPIN. The RIX messages exchange introduces additio-
nal signaling similarly as with the routing information protocol (RIP). However, 
this signaling increment occurs only in the wired part of networks. Compared to 
the wireless part, the wired one has far much bandwidth and resources. 
Packet Arrival Rate (packers) Session to Mobility Ralio (SMH) 
Figure 5.10 Impact of packet ar- Figure 5.11 Binding update signaling 
rival rate on the required buffer traffic cost. 
space. 
5.6.2 Handoff Latency and Packet Loss 
According to Fig. 5.12, the handoff latency increases proportionally with the 
wireless link delay. We can observe that MIPv6 and HMIPv6 have the worst results 
among all protocols, followed by FMIPv6 and F-HMIPv6, while HPIN provides the 
lowest delay. In F-HMIPv6, the synchronization problem mentioned above is not 
solved and causes packet loss as well as increased data delay. This issue is solved 
in the HPIN, which allows a lower delay compared to F-HMIPv6. It is well known 
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that the maximal tolerable delay for interactive conversation is approximately 200 
ms. Hence, HPIN can meet this requirement when the wireless link delay is set 
below to 50 ms. Since packet loss is proportional to handoff latency, similar results 
and behaviors are observed. 
Fig. 5.13 shows the average packet loss versus the packet arrival rate. Packet loss 
is far lower for fast handoff schemes than for MIPv6 and HMIPv6. HPIN allows 
lower packet loss compared to other protocols. Due to the lack of any buffering and 
anticipated handoff mechanisms, all in-flight packets will be lost when the handoff 
is executed in MIPv6 and HMIPv6. However, in fast handoff schemes (FMIPv6, F-
HMIPv6 and HPIN) packet loss begins from the moment the L2 handoff is detected 
until the buffering mechanism is initiated or if buffers overflow. This time interval is 
shorter for HPIN than for F-HMIPv6 due to its ability to solve the synchronization 
issue. Moreover, in HPIN, when the MN attaches to the new link, the re-directed 
packets are already waiting in the NAR/AEN. 
1.5, i — • r- -; 9[" 
Wireless Link Delay (msec) PacKel Arrival Rate (packet's) 
Figure 5.12 Impact of wireless Figure 5.13 Impact of packet arrival 
link delay on handoff latency. rate on packet loss. 
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5.7 Conclusion 
Mobility management and systems interworking are crucial in NGWN/4G. Seve-
ral IPv6-based mobility management schemes have been proposed in the literature. 
However, they cannot guarantee seamless roaming and service continuity for real-
time applications. On the other hand, interworking architectures described in the 
literature cannot fulfill all requirements for sensitive (e.g., delay and packet loss) 
applications. This paper proposes an efficient handoff management protocol, cal-
led Handoff Protocol for Integrated Networks (HPIN) to enable a better network 
performance in heterogeneous IPv6-based wireless environments. 
HPIN is a one-suite protocol that performs access network discovery, context 
transfer, fast handoff and localized mobility mechanisms. An adaptive handoff de-
cision scheme based on the score function derived by combining various criteria 
such as bandwidth, power consumption, latency and monetary cost is proposed. 
The HPIN provides guarantees for seamless roaming, services continuity and alle-
viates services disruption during handoff as required for NGWN/4G. Analyses of 
results from the performance evaluation indicate that HPIN improves performance 
in terms of throughput, handoff latency, packet loss and signaling overhead compa-
red to other existing protocols, such as MIPv6, HMIPv6, FMIPv6 and F-HMIPv6. 
Plans for future work consist of validating numerical results using intensive simu-
lation and testbed. 
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Abstract 
Mobility management, integration and interworking of existing wireless systems 
are important factors to obtain seamless roaming and services continuity in next 
generation or 4G wireless networks (NGWN/4G). Although, several IPv6-based 
mobility protocols as wTell as interworking architectures have been proposed, they 
cannot guarantee seamless roaming, especially for real-time applications. Moreover, 
mobility management protocols are designed for specific needs, for example, the 
purpose of IPv6-based mobility schemes consists of managing users roaming while 
ignoring access network discovery. This paper proposes an efficient handoff protocol, 
called enhanced Handoff Protocol for Integrated Networks (eHPIN), which carries 
out localized mobility management, fast handoff, and access network discovery. It 
alleviates services disruption during roaming in heterogeneous IP-based wireless 
environments. Performance evaluation shows that eHPIN provides better results 
in terms of signaling traffic overhead cost, handoff latency, packet delivery cost, 
handoff failure and packet loss compared to existing IPv6-based mobility schemes. 
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wireless networks, handoff, seamless roaming, service continuity. 
6.1 Introduction 
Next generation wireless networks (NGWN) or fourth generation wireless net-
works (4G) are expected to exhibit heterogeneity in terms of wireless access tech-
nologies, user-oriented services and greater capacities. Users will have increasing 
demands for seamless roaming across different wireless networks, support of va-
rious services (e.g., voice, video, data) and quality of service (QoS) guarantees. 
Hence, with this heterogeneity, users will be able to choose radio access techno-
logy (RAT) that offers higher quality, data speed and mobility which is best suited 
to the required multimedia applications. Moreover, technological advances in the 
evolution of portable devices make it possible to support different RATs. Hetero-
geneity in terms of RATs and network protocols in NGWN/4G requires common 
interconnection element. Since the Internet Protocol (IP) technology enables the 
support of applications in a cost-effective and scalable way, it is expected to become 
the core backbone of NGWN/4G (Akyildiz et al. , 2005). Thus, current trends in 
communication networks evolution are directed towards an all-IP principles in or-
der to hide heterogeneities of lower-layers technologies from higher-layers and to 
achieve convergence of different networks. 
Mobility management, with provision of seamless handoff and QoS guarantees, 
is one of the key topics in order to support global roaming of mobile nodes (MNs) 
in NGWN. Providing seamless mobility and service continuity (i.e., minimal service 
disruption during roaming) support based on intelligent and efficient techniques is 
crucial. This means that seamless handoff schemes should have following features : 
minimum handoff latency, low packet loss, low signaling overhead and limited han-
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doff failure or blocking. Handoff latency represents the time interval during which 
an MN cannot send or receive any data traffic during handoffs. It is composed 
of L2 (link switching) and L3 (IP layer) handoff latencies. The overall handoff la-
tency may be sufficiently long to cause packet loss, which is intolerable for real-time 
applications such as voice over IP (VoIP). Furthermore, subscribers are more sensi-
tive to session/call blocking during handoff than to session blocking during session 
initiation. The handoff blocking probability refers to the likelihood that a session 
connection is prematurely terminated due to an unsuccessful handoff over a session 
lifetime. Hence, minimization of handoff blocking probability is crucial for mobility 
management schemes. The signaling traffic overhead is defined as the total number 
of control packets (for registration, binding update and binding refresh procedures) 
exchanged between an MN and a mobility agent (e.g., home agent). 
Several IPv6-based mobility schemes such as Mobile IPv6 (MIPv6) (Johnson 
et al. , 2004), Hierarchical Mobile IPv6 (HMIPv6)(Soliman et al. , 2005) and Fast 
Handovers for Mobile IPv6 (FMIPv6) Koodli (2005), have been proposed by the 
Internet Engineering Task Force (IETF) to enable an MN to remain reachable when 
moving out of its home network. However, these protocols are hindered by several 
drawbacks such as signaling overhead, handoff latency and packet loss. To achieve 
seamless mobility across various access technologies and networks, an MN needs to 
have information regarding the wireless network to which it can attach. To enable 
this, Candidate Access Router Discovery (CARD) protocol (Leibsch et al. , 2005) 
was proposed by the IETF. When coupled with CARD protocol, traditional fast 
handoffs schemes may work inefficiently. Enhancing those protocols for efficient 
mobility management in heterogeneous NGWN networks is highly necessary. 
This paper proposes a mobility management scheme, called enhanced Handoff 
Protocol for Integrated Networks (eHPIN), that enables seamless service continuity 
and QoS guarantees for real-time applications in heterogeneous IPv6-based wireless 
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environments. eHPIN performs access network discovery, localized mobility and 
fast handoff management. In other words, eHPIN aims to provide efficient access 
network discovery and roaming support in order to alleviate services disruption 
during handoff in NGWN/4G. The remainder of this paper is organized as follows. 
In Section 6.2, an overview of basic concepts and related work are depicted. An 
interworking architecture for NGWN/4G is presented in Section 6.3. The proposed 
mobility management protocol (eHPIN) is described in Section 6.4. Performance 
analysis and numerical results are shown in Section 6.5 and 6.6, respectively. Finally, 
Section 6.7 concludes the paper. 
6.2 Background and Related Work 
Mobility management enables a system to locate roaming terminals in order to 
deliver data packets (i.e., location management) and to maintain connections with 
them as they move into a new subnet (i.e., handoff management). Handoff mana-
gement is a major component of mobility management since an MN can trigger 
several handoffs over a session lifetime as it will be the case in NGWN/4G. It is 
crucial to provide seamless mobility and service continuity support based on intelli-
gent and efficient techniques. Various schemes have been proposed in the literature 
and by the IETF for mobility management in IP-based wireless networks. 
Mobile IPv6 (MIPv6) (Johnson et al. , 2004) was proposed for mobility manage-
ment at the IP layer and allows MNs to remain reachable in spite of their movements 
within IP wireless environments. Each MN is always identified by its home address, 
regardless of its current point of attachment to the network. While away from its 
home network, an MN is also associated with a care-of address (CoA), which pro-
vides information about the MN's current location. After acquisition of CoA, an 
MN sends a binding update (BU) message to the home agent (HA), informing it of 
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the new address and also to all active correspondent nodes (CNs) to enable route 
optimization. However, MIPv6 has some well-known drawbacks such as signaling 
traffic overhead, high packet loss rate and handoff latency, thereby causing user-
perceptible deterioration of real-time traffic (Perez-Costa et al. , 2003; Gwon et al. 
, 2004). Such weaknesses led to the investigation of other solutions designed to 
enhance MIPv6 and support micro-mobility of MNs. 
Two main MIPv6 extensions proposed by the IETF are Hierarchical MIPv6 
(HMIPv6) (Soliman et al. , 2005) and Fast Handovers for MIPv6 (FMIPv6) (Koo-
dli, 2005). HMIPv6 handles local handoffs through a special node called Mobility 
Anchor Point (MAP). The MAP, acting as a local HA in the network visited by 
the MN, limits the amount of MIPv6 signaling outside its domain and reduces 
delays associated to location update procedure. However, HMIPvG cannot meet 
the requirements for delay sensitive traffic, such as voice over IP (VoIP), due to 
packets loss and handoff latency. FMIPv6 was proposed to reduce handoff latency 
and to minimize services disruption due to MIPv6 operations during handoffs such 
as movement detection, binding update and addresses configuration. The link layer 
information (L2 trigger) is used either to predict or respond rapidly to handoff 
events. 
Although FMIPv6 paves the way on improving MIPv6 performance in terms 
of handoff latency, it remains hindered by several problems such as QoS support 
and scalability. In fact, FMIPv6 does not effectively reduce global signaling and 
packet loss, which cause unacceptable service disruption. In FMIPv6, a new access 
router (NAR) consumes storage space to buffer the forwarded packets by previous 
access router (PAR) before delivering packets to the MN. Moreover, these trans-
ferred packets lack QoS guarantee before the new QoS path is setup. Combining 
HMIPvG and FMIPv6 motivates the design of Fast Handover for HMIPv6 (F-
HMIPv6) (Jung et al. , 2005a) to allow more network bandwidth usage efficiency. 
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However, F-HMIPv6 may inherit drawbacks from both FMIPv6 and HMIPvG, such 
as synchronization issues and signaling traffic overhead that result in combining 
both schemes (Perez-Costa et al. , 2003; Gwon et al. , 2004). 
To achieve seamless mobility across various access technologies and networks, an 
MN needs information about the wireless network to which it could attach. Also, 
it is necessary to transfer information (context transfer) related to the MN from 
the current access router to the next one. The Candidate Access Router Discovery 
(CARD) protocol (Leibsch et al. , 2005) and the Context Transfer Protocol (CXTP) 
(Loughney et al. , 2005) have been proposed to enable this procedure. They prevent 
the use of limited wireless resources, provide fast mobility and secure transfers. 
Their key objectives consist of reducing latency and packet loss, and avoiding the 
re-initiation of signaling to and from an MN from the beginning. However, context 
transfer is not always possible, for example, when an MN moves across different 
administrative domains. The new network may require the MN to re-authenticate 
and perform signaling from the beginning rather than to accept the transferred 
context. Moreover, the entities which exchange context or router identities must 
authenticate each other. This could become a tedious process in NGWN. All of the 
aforementioned remarks show that seamless mobility and service continuity are not 
guaranteed in the current IPv6-based mobility management protocols. 
6.3 Interworking Architecture for N G W N 
Heterogeneity, in terms of radio access networks in NGWN, requires the integra-
tion and interworking of various existing wireless systems. Two majors architectures 
(loose and tight coupling) for 3G/WLAN interworking have been proposed by both 
3G wireless network initiatives, 3GPP and 3GPP2, for their respective systems 
(3GPP, 2004; 3GPP2, 2004). However, this integration brings new challenges such 
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as architecture and protocols design, mobility management, QoS guarantees, inter-
working and security. All scenarios listed in 3GPP (2004) and 3GPP2 (2006) are 
not yet fulfilled. Moreover, both interworking models have as well as pros and cons. 
An interworking architecture, called Integrated InterSystem Architecture (USA) 
based on 3GPP/3GPP2-WLAN interworking models, was proposed in Makaya & 
Pierre (2007b) and shown in Fig. 6.1. For the sake of simplicity, only UMTS, 
CDMA2000 and WLAN networks are illustrated. However, USA may integrate 
any number of radio access technologies (RATs) and mobile devices may be equip-
ped with any number of interfaces. Instead of developing new infrastructures, USA 
extends existing infrastructures to tackle integration and interworking issues and 
provide mobile users with ubiquity or always best connected. The serving GPRS (ge-
neral packet radio service) support node (SGSN) and packet control function (PCF) 
are enhanced with the AR functionalities and called Access Edge Node (AEN). Si-
milarly, the gateway GPRS support node (GGSN) and packet data serving node 
(PDSN) are extended with the MAP or HA functionalities (to enable message for-
mat conversion, QoS requirements mapping, etc.) and called Border Edge Node 
(BEN). The WLAN Interworking Gateway (WIG) acts as a route policy element 
and ensures message format conversion. 
A novel entity, Interworking Decision Engine (IDE), is introduced to enable the 
interworking and handoffs between various networks by reducing signaling traffic, 
services disruption during handoff and handles authentication, authorization and 
accounting (AAA) and mobility management. The usage of the IDE could be consi-
dered as a value-added service that network operators offer to their subscribers to 
allow roaming in other networks. To avoid additional signaling overhead due to 
the execution of the AAA procedure every time an MN performs handoff and re-
quests registration, we propose a token-based approach. The token includes security 
association parameters to setup secure tunnel between an MN and AR/AENs. 
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Figure 6.1 Integrated InterSystem Archi- Figure 6.2 Interworking Decision En-
tecture (USA). gine (IDE). 
The logical components of the IDE are illustrated in Fig. 6.2. The Authentica-
tion Module (AuM) is used to authenticate users moving across different wireless 
networks and avoids the required direct security agreements or association between 
foreign networks and home network. The AuM stores information such as the sub-
scribers' identities, users' preferences/profiles and terminal mobility patterns. The 
Accounting Module (AcM) enables billing between different wireless networks and 
stores billing information associated with the resource usage. It acts as common 
billing/charging system between various network operators. 
Usually, different administrative domains have different QoS policies for re-
sources allocation. Thus, when an MN moves from one administrative domain to 
another, QoS re-negotiation may be required. Such re-negotiation will be based on 
service level agreements (SLAs) between both domains. The Resource Management 
Module (RmM) enables QoS mapping and re-negotiation. Furthermore, the RmM 
allows fast transfer of user profiles and QoS parameters between two administrative 
domains during handoff. The SLRA Module stores information about service pro-
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viders or network operators which have SLAs and roaming agreements (RAs) with 
the IDE manager. The Handover Decision Module (HdM) is used when intersys-
tem or inter-domain haiidoff should be granted or not. In other words, it provides 
support for roaming and handoffs. For further details about the USA architecture, 
please refer to Malaya & Pierre (2007b). 
6.4 Proposed eHPIN Protocol 
Assuming that mobile devices are becoming increasingly powerful, intelligent and 
sensitive to link layer changes, a network-assisted and mobile-controlled handoff 
strategy is adopted. eHPIN combines both mobile-monitored and network-probed 
information to provide reliable handoff control. Prior to handoff, an MN can obtain 
information regarding candidate wireless networks to which it is likely to handoff 
and uses such information to optimize handoff performance. On the other hand, if 
mobile device capabilities are limited, handoff decision is taken by mobility agents 
in the network side. 
L2 trigger generation may be imprecise because it is a link layer event and 
depends on L2 technology and channel conditions. Thus, two modes (predictive 
and reactive) have been proposed for FMIPv6. When coupled with CARD protocol, 
FMIPvG can be inefficient. Hence, it is necessary to find an effective way to perform 
access router discovery procedure and handoff anticipation in a one-suite protocol. 
eHPIN is proposed to reach this goal. In eHPIN, the handshake procedure for access 
router discovery and fast handoff as well as all time consuming operations such as 
bi-directional tunnels setup between the MAP/BEN and candidate access routers 
(CARs) or AENs, duplicate address detection (DAD) procedure and CAR/AEN 
pre-selection are performed before the L2 trigger generation. 
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6.4.1 Handoff Initiation with eHPIN 
With the information exchanged between the MAP/BEN and AR/AENs by 
using Router Information eXchange (RIX Request/Reply) messages, the BEN 
maintains a global view (i.e., load status of AENs, connection state of any MN 
in its domain as well as movement patterns) of its domain and can learn both L2 
and L3 information of an access network. L2 information may include the specific 
link layer wireless access technology, system parameters (e.g., channel frequency 
and number) and QoS status such as bandwidth availability and signal strength. 
L3 information can include the global address of AR/AEN, the address of the pre-
fix advertised in the wireless network, the current QoS status and parameters. The 
QoS parameters may include information such as the supported data rate, the video 
coding rate, and maximal delay. L2 and L3 information are then forwarded to the 
IDE and allows it to maintain a global view of all MAP/BEN domains having SLAs 
with the IDE manager. The exchange of RIX messages is quite similar as that of 
the routing information protocol (RIP) (Hedrick, 1988) works to allow neighboring 
routers to exchange their routing table with one another. The update interval time 
(e.g., 30 seconds) for each information depends on its property : static or dynamic. 
Thus, the backbone signaling increment does not require high additional costs for 
system deployment. 
The MN decides whether to send the CARD Request message to MAP/BEN 
according to the generation of the anticipated triggers (AT). For example, high 
bit error rate, link going down and weak signal strength, security risks, monetary 
cost and geographical location can be used as anticipated triggers. The CARD 
Request message contains user preferences as well as information regarding the 
applications required QoS capabilities. To allow seamless service continuity, the re-
quirements specified in the CARD Request message need to be set consistently with 
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the QoS negotiated in the previous subnet. Crucial for real-time applications, QoS 
consistency is handled by the IDE, which allows QoS mapping between different 
networks. Upon receipt of the CARD Request message, the MAP/BEN checks its 
local CAR/AEN table to retrieve information about CAR/AENs' capabilities. Mo-
reover, the MAP/BEN performs pre-filtering of available AR/AENs in order to 
have potential CAR/AENs, address auto-configuration (AA) process on the behalf 
of an MN in order to form one or more new on-link CoAs (NLCoAs). For address 
auto-configuration, we assume that the new CoAs pool is located at the MAP/BEN 
and which is updated by an out-of-band signaling based on RIX message exchanged 
between the MAP/BEN and AR/AENs. The MAP/BEN relieves the MN of the 
burden of LCoAs and RCoAs computation. 
Note that if the MAP/BEN lacks information regarding this user profile, it re-
quests such data to the IDE rather than to the MN's HA, which is likely to be 
far away from the current location. After receiving the CARD Request message, 
the MAP/BEN sends a handoff initiate (HI) message containing the corresponding 
NLCoAs to the potential CAR/AENs. When all potential CAR/AEN receive the 
HI message containing NLCoA, they perform a duplicate address detection (DAD) 
procedure and acts as a proxy for the MN to defend this temporary address in its 
network. The HI is also used to trigger the request of context transfer. In other 
words, the MAP/BEN transmits a Context Transfer Data (CTD) message, piggy-
backed in HI, to CAR/AENs. Example of features contained in CTD message are 
QoS context information, header compression, security details, authentication, au-
thorization and accounting (AAA) information. This paper focuses mainly on QoS 
context information. Performing a DAD procedure for all possible NLCoAs with 
eHPIN requires some extra overhead compared to basic F-HMIPv6 and FMIPv6. 
However, the DAD procedure is performed prior to the L2 trigger generation, then 
it reduces L3 handoff latency and the impacts of imprecise L2 trigger timing. 
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When the CAR/AEN receives a CTD message, it may generate a CTD Reply 
(CTDR) message optionally to report the status of processing the received contexts 
and this message is piggybacked in the handoff acknowledgment (HAck) message. 
The CAR/AEN installs the contexts once it is received from the MAP/BEN. This 
context will be activate upon receiving a fast binding update acknowledgment 
(FBAck) message. The CAR/AEN will send a HAck message to the MAP/BEN 
only after relocation of traffic bearers and resources are reserved for the new path in 
order to indicate that handoff may be done and packets forwarding may be initia-
ted. The MAP /BEN binds previous on-link CoAs (PLCoAs) and the NLCoA, but 
marks its state idle and sends a CARD Reply message to the MN which contains 
the NLCoAs set, CAR/AENs list and capabilities. The idle state means that, the 
MAP/BEN does not start buffering and forwarding packets at this stage, nor does 
it uses reserved resources for this handoff preparation request. Contrary to FMIPv6 
and F-HMIPv6, where forwarded packets lack QoS guarantees before the new QoS 
path is set up, eHPIN solves this issue. 
With the CARD Request/Reply messages exchange, an MN knows the candidate 
AENs to which it is likely to handoff. Then, the MN will activate only the interface 
associated to the CAR/AEN list, rather than setting all air-interfaces always on 
as is the case with traditional IPv6-based mobility management schemes. This 
selective interface activation enables better trade-off between system discovery time 
and power consumption efficiency. After receiving the CARD Reply, an MN can 
start a handoff any time. The CARD Request/Reply messages exchange no longer 
delays the handoff procedure, as it is carried out while the MN uses the previous 
on-link CoA (PLCoA). Whenever an MN receives the L2 trigger, it initiates a 
target AR/AEN selection among the CAR/AENs set. This selection is based on 
the handoff decision function proposed in Makaya & Pierre (2006). 
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6.4.2 Handoff Execution with eHPIN 
Once the handoff decision step is completed the MN sends a fast binding up-
date (FBU) message containing the selected target AR/AEN information to the 
MAP/BEN. Unlike the basic fast handoff schemes, the FBU message is not used 
to trigger bi-directional tunnel establishment or handoff initiate/acknowledgment 
(HI/HAck) messages exchanges, but rather triggers the packet forwarding proce-
dure. Upon receipt of the FBU message, the MAP/BEN activates the idle binding, 
sends the fast binding update acknowledgment (FBAck) message to the MN on 
both links (previous and new) and establishes a binding between PLCoA and NL-
CoA. The MAP/BEN can start packets forwarding to the target NAR/AEN. 
6.4.2.1 Intra-BEN Roaming Scenario 
When the selected NAR/AEN among CAR/AENs receives the FBAck message, 
it activates the transferred context. The MN performs a L2 handoff and sends fast 
neighbor advertisement (FNA) message to announce its presence on the new link. 
Upon receiving the FNA, the NAR/AEN starts to deliver the buffered packets, if 
any, to the MN. The disordering packets problem can be reduced significantly with 
buffering at the NAR/AEN or MN. In fact, a routing header extension is added 
to the forwarding packets before they are forwarded to NAR/AEN. The routing 
header extension contains the previous LCoA while the source address in the IPv6 
header has the HA/CN address. Hence, the MN can differentiate forwarded packets 
from regular packets from HA/CNs. The MN does not deliver packets from HA/CN 
to its upper layer before all forwarded packets are delivered. 
The binding update (BU) procedure is performed by NAR/AEN on the behalf 
of the MN. In fact, the AR/AEN acts as a proxy and copies a BU list of the MN in 
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its cache and manages this list (e.g., lifetime entries) in the same way as the original 
is managed by the MN. The AR/AEN cache copy must be periodically updated 
in accordance with the original BU list of the MN. As soon as an MN becomes 
attached to NAR/AEN, the copy of the BU list is used by the NAR/AEN to 
inform the MAP/BEN about the NLCoA. When the lifetime of the BU list cached 
in the AR/AEN is about to expire, the AR/AEN can send a BU list renewal request 
to the MN. The BU list renewal is conducted in the same way as a basic BU refresh 
Johnson et al. (2004). The MN sends the BU list to NAR/AEN and simultaneously 
it attaches to the NAR/AEN. Piggybacking the BU list in a signaling message 
prevents separate out-of-band messages from MN to NAR/AEN, thus, reducing 
the signaling traffic overhead. 
Note that , if the FBU message was not sent before the L2 handoff, then an 
MN sends it piggybacked in a FNA message (FNA[FBU]) over the new link. When 
the NAR/AEN receives a FNA[FBU] message, it processes the FNA message part, 
extracts the FBU message and forwards it to the serving MAP/BEN. When the 
MAP/BEN receives the FBU message, it responds by sending FBAck message to 
NAR/AEN. At this time, the MAP/BEN can start tunneling incoming and in-
flight packets addressed to PLCoA towards NLCoA. This procedure refers to the 
reactive mode of eHPIN while the predictive mode is explained above (i.e., the MN 
sends FBU message through PAR/AEN's link and FBAck is received before the 
L2 handoff). The reactive mode is carried out either intentionally or serve as a fall-
back mechanism when the predictive mode cannot be completed successfully, for 
example, if the L2 handoff is completed before the FBAck message is received at the 
MN. Signaling messages exchange of eHPIN is shown in Fig. 6.3 for intrasystem or 
intersystem handoff for intra-MAP/BEN roaming. Contrary to basic fast handoff 
schemes (i.e., FMIPvO, F-HMIPv6), only one round trip message exchange for 
FBU/FBAck and FNA are required for handoff after L2 trigger with eHPIN. 
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Figure 6.3 Signaling messages with eH- Figure 6.4 Signaling messages with eH-
PIN for intra-BEN roaming. PIN for inter-BEN roaming. 
6.4.2.2 Inter-BEN Roaming Scenario 
If the CAR/AENs are located within another MAP/BEN domain, the serving 
MAP/BEN (MAPI/BEN in Fig. 6.4) sends a handoff request (HOReq) message 
to the candidate MAP/BEN (MAP2/BEN in Fig. 6.4) and encapsulates a HI mes-
sage within HOReq. The candidate MAP/BEN forwards HI message virtually in 
parallel to all CAR/AENs belonging to its domain by including the CTD message. 
Note that, if the context information of this MN are not available at the candidate 
MAP/BEN, the latter sends Context Transfer Request (CTReq) message to the 
IDE in order to obtain the session management parameters of the MN for esta-
blishment of traffic bearers on the new path. In response to a CTReq message, the 
IDE transmits a CTD message that includes the MN's feature contexts. When the 
new MAP/BEN receives a CTD message from the IDE, it installs the contexts. 
Once the application requirements are validated, the CAR/AENs send a HAck 
message to the candidate MAP/BEN, which then encapsulates a HAck message 
with the handoff reply (HORep) message and sends it to the current MAP/BEN. 
HORep[HAck] contains NLCoAs, CAR/AENs capabilities and other adequate in-
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formation. Upon receipt of HORep[HAck] message, the serving MAP/BEN sends 
a CARD Reply message including the CAR/AENs list and capabilities, associa-
ted NLCoAs and other information. Similar operations as those in the case of 
intra-MAP/BEN roaming ensue when a L2 trigger is generated. Fig. 6.4 shows the 
message sequence exchange for eHPIN for intrasystem and/or intersystem handoff 
between two MAP/BEN domains (inter-MAP/BEN handoff). 
In fast handoff schemes, forwarded packets experience additional delays due to 
the buffering at the NAR/AEN and the sub-optimal route they took. To reduce 
this forwarding delay, eHPIN allows an MN to inform active CNs about its new 
RCoA immediately after its validation. In fact, during inter-MAP/BEN roaming, 
when the previous MAP/BEN receives a FBU message, it can immediately send an 
anticipated BU (ABU) message on the behalf of an MN to the HA in order to notify 
it to perform anticipated binding update. Moreover, the MAP/BEN performs the 
return mutability procedure (RR) (Johnson et al. , 2004) and anticipated BU to 
all active CNs with the help of the cached BU list on the behalf of the MN. Hence, 
the data routing will be conducted early through optimal path between CNs and 
MN. Thus, the number of packets forwarded (between the previous MAP/BEN 
and NAR/AEN) and their delay is minimized. This alleviates one of the major 
drawbacks of basic fast handoff schemes, i.e., the packet delay introduced by the 
tunneling procedure. 
6.5 Performance Evaluation 
In IP-based wireless networks, QoS may be defined in terms of packets loss, 
handoff latency and signaling traffic overhead cost. Analysis of these metrics are 
very useful to evaluate the performance of mobility management protocols. The 
notation used in this paper is outlined in Table 6.1. User mobility and traffic models 
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Tableau 6.1 Notation. 
C9 global binding update cost to HA/CNs 
Cl local binding update cost to MAP/BEN 
M number of subnets in the MAP/BEN domain 
NCN number of CNs with a binding cache entry for an MN 
dx,Y average number of hops between nodes X and Y 
Cx,Y transmission cost of control packets between nodes X and Y 
PCx processing cost of control packet at node X 
tr time period between the L2 trigger and the start of the L2 switch 
tp time period between the transmission of a FBU and the start of the L2 switch 
Ps success probability of the anticipated handoff 
are crucial for efficient system design and performance evaluation. Usually, MN 
mobility is modeled by the cell residence time and numerous random variable types 
are used for this purpose Fang (2003). We consider a traffic model composed of two 
levels, session and packets. The session duration follows exponential distribution 
with the inter-session rate Xs while the packet generation and arrival rate follow 
a Poisson process. The evaluation of time that an MN stays within the subnet is 
usually based on two distributions : Gamma and Exponential. 
The Gamma distribution is very realistic for mobility model by considering 
changes in the speed and direction of the MN while the Exponential distribution is 
a particular case of Gamma distribution. We consider that subnet and MAP/BEN 
domain residence time follow Gamma distribution with a mean of l / / / c and l//J>d, 
respectively. Note that , /zc is the border crossing rate for an MN moving out of an 
AR/AEN coverage area and \xd for an MN moving out of the MAP/BEN domain. 
When an MN crosses the MAP/BEN domain border, it also crosses an AR/AEN 
border. Hence, the rate for AR/AEN crossing for which the MN remains in the 
MAP/BEN domain is Hi = /J,C — [id- If we assume that all subnets are made up 
of circular shapes forming together a contiguous area and that each MAP/BEN 
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domain is composed of M equally subnets, we obtain \id = —/==• 
6.5.1 Total Signaling Cost 
The performance analysis of wireless networks must consider the total signaling 
cost induced by mobility management schemes. As for wireless cellular networks, 
signaling traffic overhead cost must be performed for NGWN or IP-based mobile 
environments. In NGWN, there are two kinds of location or binding update si-
gnaling. One takes place from an MN's subnet crossing and another occurs when 
the binding is about to expire. Moreover, delivery of data packets induces usage of 
network resources, thus generating additional costs. Hence, the total signaling cost, 
CT, could be divided into the binding update signaling cost, CBU, and the packet 
delivery cost, Cpn : CT = CBu + CPD-
6.5.1.1 Binding U p d a t e Signaling Cost 
The binding update cost heavily depends on the average number of location 
updates during the inter-session arrival time. Depending on the type of movement, 
two kinds of location or binding updates could be performed : local and global 
binding update. The global binding update procedure refers to the registration 
of RCoA to HA/CNs. On the other hand, if an MN changes its current address 
(LCoA) within a MAP/BEN domain, it only needs to register this new LCoA to 
the MAP/BEN. Hence, the average location binding update cost for IPv6-based 





where E(Ni) is the average number of subnets (AR/AENs) that an MN crosses 
while remaining within a given MAP/BEN domain during an ongoing session and 
E(Nd) denotes the average number of MAP/BEN domains crossing. 
To perform a signaling overhead analysis, a performance factor called session-
to-mobility ratio (SMR) is introduced. It is similar to the call-to-mobility ratio 
(CMR) defined in cellular networks (Xie & Akyildiz, 2002). The SMR represents 
the relative ratio of session arrival rate over the user mobility rate : SMR = A«//ic. 
The binding update signaling cost, CBU> is then given by : 
CBU = 1 (,dC° + »<*) = - 1 {C° + (VM- l)C] . (6.2) 
SMRVM 
In IP-based mobile environments, not all L2 handoffs result in L3 handoffs. 
Hence, handoff procedure anticipated by using L2 trigger may lead to unnecessary 
signaling traffic. The critical phase of the fast handoff approach starts when a L2 
trigger is generated to indicate the impending handoff. We assume that if an MN 
receives a FBAck message from the MAP/BEN, that it will inevitably start L3 
handoff to the NAR/AEN without exceptions. Hence, if there is no real handoff 
after a L2 trigger generation, all messages exchanged from FBU to FBAck may 
be unnecessary. The global and local binding update signaling cost for eHPIN are 
expressed as follows : 
& = PsSi + (1 - Pt)(Sf + S?) + Cru 




r) + Cmu 
where Cru represents the binding update cost at the HA/CNs, Cmu the binding 
update cost at the MAP/BEN, S$ (resp. Sla) the global (resp. local) signaling cost 
for a successfully anticipated handoff, 5? (resp. Si) the global (resp. local) signaling 
cost for control messages if no real L3 handoff occurs and S~! (resp. Slr) the global 
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(resp. local) signaling cost for the reactive mode. Table 6.2 shows their expressions. 
Tableau 6.2 Expression of partial signaling costs. 
Cmu = 2CAEN,BEN + PCBEN 
Cru — 2(CBEN,HA + NCNCBEN,CN) + PCHA + NCNPCCN 
Sf = CMN,BEN + CBEN,AEN + PCBEN 
Sls = 2CMN,BEN + CBEN,AEN + CMN,AEN + PCBEN + PCAEN 
Slr ~ CMN,AEN + 2CAEN,BEN + PCBEN + ZPCAEN 
SJ = CMN,PBEN + (CpBEN,nBEN + CnBEN,AEN) + PC BEN 
Sj? = CMN,AEN + 2(CAEN,UBEN + CHBEN,PBEN) + ZPCBEN + PCAEN 
SCJ = 2CMN,PBEN + {CPBEN,nBEN + CHBEN,AEN) + CMN,AEN + 2PCBEN + PCAEN 
The packet transmission cost in IP-based networks is proportional to the distance 
in hops between the source and the destination nodes. Furthermore, the transmis-
sion cost in a wireless link is generally superior than that in a wired link (Xie & 
Akyildiz, 2002). Thus, the transmission cost of a control packet between nodes X 
and Y belonging to the wired part of a network can be expressed as CX,Y = r^A",r 
while CMN,AEN = TK, where r is the unit transmission cost over wired link and K 
the weighting factor for the wireless link. 
6.5.1.2 Packet Del ivery Cost 
Similarly to Koodli & Perkins (2001), we divide handoff latency into three com-
ponents : link switching or L2 handoff latency (^2)1 IP connectivity latency (tip) 
due to movement detection and address configuration and location update latency 
(tu). The IP connectivity latency reflects how quickly an MN can send IP packets 
after the L2 handoff, while the location update latency represents the delay requi-
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red for forwarding IP packets to MN's new IP address. On the other hand, the time 
period between the starting point of L2 handoff and the moment an MN receives 
IP packets for the first time through new link refers to packet reception latency 
(tp) or data latency. Moreover, the following delay components are introduced : 
movement detection delay (£MD)J address configuration and DAD procedure delay 
(ivic)i binding update latency (tsu) a n d delay from completion of binding update 
and reception of the first packet by an MN through the new IP address (tNp). 
The timing diagram of eHPIN for intra-MAP/BEN roaming is illustrated in Fig. 
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Figure 6.5 Handoff delay timeline of eHPIN for intra-BEN roaming. 
The packet delivery cost consists of the packet transmission cost and the packet 
processing cost. By using the handoff timing diagram illustrated in Fig. 6.5, the 
packet delivery cost could be defined as the linear combination of the packet tun-
neling/forwarding cost (Ctun) and the packet loss cost (C/oss). Let a and j3 be the 
weighting factors (where a + /? = 1), which emphasize the tunneling and dropping 
effects. The packet delivery cost, CPD, is computed as follows : 
CPD = aCtun + f3Closs. (6.4) 
Let sc and s^ be the average size of control and data packets, respectively and 
V = sd/sc- The cost of transferring data packets is ry greater than the cost of 
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transmitting control packets. Let Xp be the packet arrival rate in unit of packet per 
time. The packet loss in fast handoff schemes may be due either to L2 handoff or in 
case of wrong spatial prediction of NAR/AEN. The packet loss due to L2 handoff 
delay is inevitable without efficient buffering mechanisms (Koodli & Perkins, 2001). 
Since a bi-directional tunnel is established before L2 trigger, there is no packet 
loss cost for the predictive mode of eHPIN (i.e., Cf„ss — 0). Moreover, as the 
packets forwarding process is not supported in the reactive mode, packet tunneling 
cost equal zero (Ct
r„n = 0). Due to wrong spatial prediction of NAR/AEN or if 
FBAck message was not received through the previous link, the packets forwarded 
by the MAP/BEN to an erroneously predicted NAR/AEN can be lost. Packets 
forwarding to the wrong NAR/AEN stops when the FBU message sent through 
the NAR/AEN's link is received at the MAP /BEN. In this case, the reactive mode 
of eHPIN is used. 
The packet tunneling cost for predictive mode (Cf^n) and the packet loss cost 
(CJoss) °f eHPIN are expressed as follows : 
Cfun = \Csc^(tL2 + tIP + tv) and C^ss = XpC^(tL2 + tIP + tv) (6.5) 
where t\j = tgU+tjiiR is the location update latency for intra-MAP/BEN movement, 
tfP is the IP connectivity latency of reactive mode, tfP is the IP connectivity latency 
excluding IP addresses configuration, DAD procedure and movement detection. 
In fact, these operations are performed in anticipation prior an MN leaves the 
PAR/AEN's link. The cost of transferring data packets from an active CN to MN 
through to the MAP/BEN is Csci = T](CCN,BEN + CBEN,AEN + CAEN,MN) and 
CrJn = f]{CcN,BEN + CBEN,AEN + CAEN,MN)- The average packet delivery cost of 







where CpD and CpD indicate packet delivery costs for the predictive and reactive 
modes of eHPIN, respectively, and are computed using (6.4). 
On the other hand, for inter-MAP/BEN roaming case with eHPIN, the timing 
diagram is illustrated in Fig. 6.6, where tjjA is the delay to perform anticipated BU 
or to register a new RCoA to the HA, tpR is the delay for the return routability 
procedure and tcN represents the delay for performing anticipated BU or registering 





" s t a t epodT Receives buffered packets at NAR 
Packet reception latency ( t ) I BU completed BU completed 
. . . . . . IP connectivity! : 
L ^ T e i-cy.fr; R«zja% 
- e — o — -e e----e o-—s----o---e---o--» 
, ^ i . t ' , r . . Time • ' 1—L™—:—J !&J 'CN ! W 
Anticipated ' ' | | j * * \ * *" 
trigger epoch New link information 
, L 2 ™ e . Neighbor discovery completes P a c k e t s b i n a r r i v i 
trigger epoch MN transmission capable directly at t k n e v . IP address 
Sends FBU Forwarding from previous Sends local binding update (LBU) 
MAP to NAR established 
Figure 6.6 Handoff delay timeline of eHPIN for inter-BEN roaming, 
cost (Ctun) are expressed as follows : 
Cl<fss = V ^ c m ( ^ £ 2 + tip + tV) 
(6.7) 
Ctun = ApC^[max(tz,2 + tip, tHA — £F) + tpp + tcN + tNrt] 
where tu = tsu + tun + t^R, tfp is the IP connectivity latency of reactive mode 
for inter-MAP/BEN roaming, the cost of transferring data packets from an ac-
tive CN to MN by transiting to the previous and the new MAP/BEN is C%£ = 
f]{CcN,pBEN + CpBEN,nBEN + CnBEN,AEN + CAEN,MN)
 a n d C^jJ = f}{CcN,pBEN + 
CPBEN,PAR + CAEN,MN)- The average packet delivery cost for eHPIN associated 
to inter-MAP/BEN roaming is computed similarly as in (6.6) and by using (6.4). 
e H P I N el iminates all sources of packet loss except for t h e unavoidab le loss due t o 
the link layer switching handoff. However, with efficient buffering mechanism at 
AR/AENs packet loss during L2 handoff may be avoided. 
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6.5.2 Handoff Latency and Packet Loss 
Handoff latency and packet loss are computed according to the following para-
meters : i/,2 represents the L2 handoff latency and tx,y one-way transmission delay 
of a message of size s between nodes X and Y. If one of the endpoints is an MN, 
tx,Y is computed as follows : 
tx,v{s) = - ^ (4~ + L™i) + (dx,Y -1)(4- + LW + ™g) (
6-8) 
1 + q \ rswl J \BW J 
where q is the probability of wireless link failure, vuq the average queueing delay at 
each router on the Internet (McNair et al. , 2001), Bwi (resp. Bw) the bandwidth of 
the wireless (resp. wired) link and Lwi (resp. Lw) wireless (resp. wired) link delay. 
Let Ans be the time elapsed between the reception of FBAck on the previous 
link and the beginning of the L2 handoff when there is no good synchronization 
between L2 and L3 handoff operations. Moreover, let A;r be the time between the 
last packet received through the previous link and the L2 handoff beginning when 
the FBAck arrives on the new link. Note that, A;r and Ans can equal zero. For 
eHPIN, handoff latency depends on the information available, and on which link 
fast handoff messages are exchanged. If information regarding the NAR/AEN and 
impending handoff are available and, if the FBAck message is received through the 
previous link, the handoff latency is expressed as follows : 
O eHPIN = ^ns + ^L2 + ^MN,AEN- (6-9) 
However, if a FBAck message is not received on the previous link, it will be received 
through the new link. Hence, in this case, the handoff latency for eHPIN is expressed 
as follows : 
NCHPIN — &lr + thl + 2tMN,AEN + 3tAEN,BEN-
(6.10) 
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The average handoff latency of eHPIN for intra-MAP/BEN roaming is given by : 
DleHPIN = P,O
l
eHPIN + (1 - P.)N'eHPIN. (6.11) 
For inter-MAP/BEN movement, when FBAck message is received through the 
previous link, the handoff latency of eHPIN is identical as for intra-MAP/BEN 
roaming : 09eHPIN = O
l
eHPIN. In fact, the handoff procedure depends only on intra-
MAP/BEN communication delay, since the inter-MAP/BEN signaling is comple-
ted before the L2 handoff. On the other hand, when a FBAck message is received 
through the new link for inter-MAP/BEN movement, it is assumed that appro-
priate information about NAR/AEN is already available and NLCoA is already 
configured. Hence, the handoff latency of eHPIN for inter-MAP/BEN roaming is 
given by : 
^eHPIN = A-lr + ^L2 + ^MN,AEN + ^\pAEN,nBEN + tnBEN,pBEA'} • 
(6.12) 
The average handoff latency of eHPIN for inter-MAP/BEN roaming is computed 
similarly as in (6.11). 
In theory with eHPIN, there are no packets loss, unless buffers overflow at 
NAR/AEN or MAP/BEN. However, without efficient buffer management, packets 
forwarded can be lost during handoff latency. In fact, the number of packets lost is 
proportional to handoff latency : 
eHPIN i ma,x(BSleHPIN — B,0) for efficient buffer management 
pioes ' = \ . (6-13) 
I XpDeHPIN otherwise 
where B is the buffer size of an AR/AEN and BSleHPIN is the required buffer space 
at NAR/AEN for intra-MAP/BEN roaming with eHPIN during packets forwarding 
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Tableau 6.3 Performance analysis parameters. 
Parameters 
L2 handoff time 
Time period between L2 trigger and L2 handoff 
Prediction probability 
Wireless link failure probability 
Wired link bandwidth 
Wireless link bandwidth 
Wired link delay 
Wireless link delay 
Number of ARs by domain 
Control packet size 
Data packet size 



























and is computed as follows : 
BS[HPIN = Xp[Ps(tL2 + tfP + t
L
v) + (1 - Ps)t
L
NR). (6.14) 
Similarly we can compute the number of packets lost {P?oss
 ,s) and the required 
buffer space at NAR/AEN {BS9eHPIN) for inter-MAP/BEN roaming. 
6.6 Numerical Results 
The parameter and default values used in performance evaluation are given 
in Table 6.3, except when the wireless link delay (Lwi), packet arrival rate (Ap) 
and prediction probability (Ps) are considered variable parameters. An analytical 
framework for the performance evaluation of IPv6-based handoff schemes proposed 
by the IETF, i.e., MIPv6, HMIPv6, FMIPv6 and F-HMIPv6 is presented in Makaya 
h Pierre (2007a). These evaluation methods are used to compare the performance 
of the IETF's protocols and that of the eHPIN. The network topology considered 
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for this analysis is illustrated in Fig. 6.7. We assume that distance between different 
domains are equal, i.e., c = d — e — f= 10 and a = 1, b — 2, and g = 4. All links 
are considered to be full-duplex in terms of capacity and delay. Other parameters 
used to compute signaling costs are defined as follows : r = 1, n = 10, a = 0.2, 
(3 = 0.8, PCAEN = 8, PCHA = 24, PCCN = 4, PCIDE = 15 and PCBEN = 12. 
Performance analysis is conducted using MATLAB and OPNET softwares. 
! ^ Visited Network 
Figure 6.7 Network topology used for analysis. 
Fig. 6.8 illustrates the binding update signaling cost during handoff as a function 
of the SMR. When the SMR is small, the mobility rate is larger than the session 
arrival rate, the MN changes frequently its point of attachment resulting in seve-
ral handoffs. These handoffs will cause the exchange of several messages between 
different entities and will increase signaling overhead. However, when the session 
arrival rate is larger than the mobility rate (i.e., SMR is larger than 1), the binding 
update is less often performed. In other words, the signaling overhead decreases as 
the frequency of the subnet change decreases. eHPIN allows significant signaling 
overhead cost saving compared to other protocols. The RIX messages exchange in-
troduces additional signaling similarly as with routing information protocol (RIP). 
However, this signaling increment only occurs in the wired part of network. Compa-
red to the wireless part, the wired one has much superior bandwidth and resources. 
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Fig. 6.9 illustrates the binding update signaling cost during handoff as a function 
of the prediction probability (Pa) when SMR = 0.1. HMIPvG and MIPv6 are 
not affected by the prediction probability contrary to fast handoff-based schemes 
since they do not use L2 trigger to anticipate the handoff. The signaling overhead 
decreases when the prediction probability accuracy increases for fast handoff-based 
schemes (i.e., FMIPv6, F-HMIPv6 and eHPIN). For small values of Pa, HMIPv6 
performs better than eHPIN. However, when Ps increases, eHPIN outperforms all 
other schemes. 
Figure 6.8 Impact of SMR on bin- Figure 6.9 Impact of probability Ps 
ding update signaling cost. on binding update signaling. 
The packet delivery cost is shown in Fig. 6.10 as a function of the packet arrival 
rate (As). Combined hierarchical and fast handoff based schemes (i.e., F-HMIPv6 
and eHPIN) perform better than FMIPv6, MIPv6 and HMIPv6. Moreover, they are 
more efficient when As increases. This means that eHPIN and F-HMIPv6 are more 
adequate for real-time applications where periodic packets are sent at high rates. We 
observe that eHPIN enables lower packet delivery cost compared to F-HMIPv6. For 
varying prediction probability (Pa), Fig. 6.11 shows the packet delivery cost which 
decreases when the accuracy of Ps increases for fast handoff schemes. The high 
value of Ps means that the FBAck message is received through the previous link 
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(i.e., via PAR/AEN). Then, buffered packets are delivered to an MN just after it 
attaches to the new link. Hence, service disruption delay is reduced. We observe 
that, regardless of the prediction probability value, eHPIN outperforms all other 
schemes by providing a lower packet delivery cost. The prediction probability has 
a greater effect on F-HMIPv6. In fact, when Ps = 0, F-HMIPv6 turns to HMIPv6, 
which is its reactive mode. 
Fig. 6.12 shows that the handoff latency increases proportionally with the wi-
reless link delay. The handoff latency is very high for MIPv6 followed by HMIPvG 
while FMIPv6 and F-HMIPv6 enable its reduction. eHPIN allows significant han-
doff latency reduction compared to other mobility management protocols. It is well 
known that the maximum tolerable delay for interactive conversation is approxi-
mately 200 ms. Hence, eHPIN can meet this requirement when the wireless link 
delay is set up below 50 ms. Fig. 6.13 shows the total packet loss in terms of packet 
arrival rate. Note that packet loss is much less prominent for eHPIN than for other 
IPv6-based handoff protocols. The effect of handoff in IPv6-based wireless envi-
ronments is dominated by packet loss, which is due to the L2 handoff and the IP 
layer operations. In fact, due to the lack of any buffering and anticipated handoff 
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mechanisms in MIPv6 and HMIPv6, all in-flight packets are lost during handoff. 
However, in fast handoff schemes (i.e., FMIPv6, F-HMIPv6 and eHPIN) packet loss 
begins when L2 handoff is detected and until the buffering mechanism is initiated 
or if buffers overflow. Fig. 6.14 provides comparison of forwarded packets delay in-
3 | — • • • - ——• : i : 1 . 12 r 
0 10 20 30 40 50 60 70 80 1 2 3 4 5 6 7 8 9 10 
Wireless Link Delay (mseci Packet Arrival Rale (packel/s) 
Figure 6.12 Handoff latency vs. Figure 6.13 Packet loss vs. packet ar-
wireless link delay. rival rate. 
duced by fast handoff schemes (i.e, FMIPv6, F-HMIPv6 and eHPIN). eHPIN allows 
the lowest delay for these packets, thus guaranteeing QoS for sessions with many 
forwarded packets. Fig. 6.15 shows that eHPIN has much lower handoff blocking 
probability than other IPv6-based handoff schemes. This result is due to the ability 
of eHPIN to reduce signal message exchanges and handoff latency. Thus, eHPIN 
can safely provide seamless handoff with service continuity. 
6.7 Conclusion 
The interworking of networks and mobility management are key issues in NGWN 
or 4G. Several proposals are available in the literature for these two issues. However, 
they fail to satisfy basic requirements such as seamless roaming and service conti-
nuity for real-time applications. This paper proposes an efficient handoff manage-
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Figure 6.14 Forwarded packets 
delay vs. wireless link delay. 
- + - MIPv6 
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Figure 6.15 Comparison of handoff 
blocking probability. 
ment protocol, called enhanced Handoff Protocol for Integrated Networks (eHPIN), 
to enable a better performance in IPv6-based heterogeneous wireless networks. eH-
PIN is a one-suite protocol to cope with access network discovery, fast handoff, 
context transfer and local mobility. 
Performance analyses demonstrate a significant improvement for quality of ser-
vice (QoS), which is defined in terms of signaling traffic overhead, packet delivery 
cost, handoff latency, packet loss and handoff blocking probability, compared with 
existing IPv6-based mobility management protocols. In other words, eHPIN al-
leviates services disruption and guarantees seamless roaming during handoff by 




Dans ce chapitre, nous commengons par une synthese de nos objectifs de re-
cherche et notre contribution au regard des differents defis evoques dans la proble-
matique. Par la suite, nous exposerons l'approche methodologique considered suivi 
de l'analyse des resultats obtenus dans leur ensemble. Enfin, nous terminerons par 
la portee de ces resultats. 
7.1 Synthese des travaux 
La recherche menee dans cette these a donne lieu a quatre articles principaux 
de revues, un chapitre de livre et plusieurs articles de conferences internationales 
avec comite de lecture. Chacun de ces articles de revues traite un ou plusieurs 
points evoques dans nos objectifs de recherche que nous allons recapituler dans 
les paragraphes ci-dessous. Deux des articles de revues ont deja ete acceptes pour 
publication tandis que les deux autres sont actuellement en cours d'evaluation. 
Notre premier objectif de recherche portait sur l'analyse des mecanismes et pro-
tocoles de gestion de mobilite disponibles dans la litterature. Cet objectif a ete 
realise grace a une revue de litterature exhaustive sur les architectures d'integra-
tion et les protocoles de gestion de mobilite pour les reseaux SFPG/4G. De plus, 
nous avons propose un cadre ou modele analytique robuste permettant d'evaluer 
les performances de ces mecanismes et protocoles. 
Partant de l'analyse precedente, nos objectifs subsequents etaient de proposer 
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line architecture permettant une integration transparente des reseaux d'acces dis-
tincts d'une part et de concevoir des mecanismes de gestion de mobilite efficaces 
et robustes d'autre part. La proposition d'une nouvelle architecture doit respecter 
certaines contraintes et exigences. Nous nous sommes done bases sur cette logique 
afin de proposer une nouvelle architecture hybride assurant l'integration des re-
seaux d'acces differents utilisants eventuellement des technologies distinctes et qui 
garantit leur interoperabilite. L'architecture proposee minimise autant que possible 
l'ajout de nouvelles entites, mais etend plutot les fonctionnalites des entites exis-
tantes. En outre, elle permet de separer le plan de controle (trafic de signalisation) 
du plan de transport (trafic des donnees). Ainsi, on a une architecture evolutive, 
fiable et economique. 
Les protocoles et mecanismes de gestion de mobilite disponibles dans la litte-
rature ne garantissent pas une itinerance sans coupure aux usagers. Nous avons 
done traite cette question en proposant de nouveaux mecanismes et protocoles de 
gestion de mobilite. Dans les reseaux SFPG/4G, la decision de releve ne peut pas 
etre basee uniquement sur la qualite de la puissance du signal ou la disponibilite 
de la bande passante comme e'est le cas dans les reseaux homogenes. Ainsi, nous 
avons propose une nouvelle strategic de decision de releve qui permet de prendre en 
compte plusieurs facteurs tels que le cout monetaire, la localisation geographique, 
le profil de l'usager en plus des deux facteurs precedemment cites. 
Dans la litterature, le probleme de gestion de mobilite est souvent traite sous 
differents aspects et independamment. En effet, on a par exemple un protocole pour 
chacun des problemes suivants : decouverte de reseau, transfert de contexte, antici-
pation de la releve et la mobilite locale. Notre approche consiste plutot a proposer 
un protocole unifie qui permet de traiter conjointement toutes ces questions de ma-
niere intelligente et efficace. Les differentes versions des protocoles que nous avons 
proposees et validees permettent d'atteindre cet objectif en particulier dans le souci 
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d'offrir une meilleure QdS aux usagers et des meilleures performances reseau aux 
operateurs. D'autre part, le protocole SIP est largement adopte pour supporter des 
services a valeur ajoutee. La combinaison de SIP et l'architecture USA proposee 
permet de supporter et offrir encore plus de services et applications eventuelles. 
Enfin, mentionnons que le draft portant sur le protocole Proxy Mobile IPv6 ou 
PMIPv6 (Gundavelli et al. , 2007) a ete publie presque a la fin de notre these. 
Plusieurs concepts que nous avons propose dans les protocoles HPIN et eHPIN 
par exemple, la gestion des caches d'association par les routeurs d'acces ou Ac-
cess Edge Node (AEN) sont aussi utilises. De meme, TIDE (Interworking Decision 
Engine) permet d'effectuer une emulation du reseau nominal d'un MN qui est en 
deplacement dans un reseau visite ou etranger. Les mecanismes de gestion de releve 
actuellement deployer dans les reseaux 3GPP et 3GPP2 sont en general oriente re-
seau. Pour ce faire, les operateurs des reseau 3GPP/3GPP2 et WiMAX manifestent 
un interet particulier pour une approche de gestion de mobilite oriente reseau au ni-
veau de la couche IP. Les protocoles HPIN et eHPIN fournissent done une solution 
pour un deploiement dans un contexte pratique. 
7.2 Methodologie 
La proposition de nouveaux mecanismes doit etre validee a l'aide d'une preuve 
de concepts. Nous avons choisi deux approches pour evaluer les performances des 
mecanismes et l'architecture que nous avons propose. En effet, nous avons utilise 
une modelisation analytique et une validation par simulation. Deux outils ont ete 
utilises pour y arriver a savoir, les logiciels MATLAB et OPNET. Tout d'abord, 
nous avons developpe un modele analytique comme fondement pour la premiere 
phase de validation. Ce modele nous a permis d'etudier de maniere approfondie les 
performances des protocoles existants dans la litterature ainsi que ceux que nous 
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avons propose. 
Le modele est generique, il u'est done pas limite a un protocole en particulier. 
Plusieurs batteries de tests out ete effectues pour la validation. L'absence de plu-
sieurs modules dans le logiciel OPNET nous a contraint d'en ajouter de nouveaux 
et de les implementer afin de pouvoir valider nos propositions. Cette tache a ete 
Tune des plus laborieuses durant notre recherche, car il a fallu ajouter plusieurs mo-
dules au prealable avant de commencer l'implementation proprement dite de notre 
contribution. Toutefois, nous y sommes arrives dans la mesure de notre possible. 
7.3 A n a l y s e des r e s u l t a t s 
La validation numerique et par simulation des mecanismes, protocoles et archi-
tecture proposes montre qu'on obtient des resultats tres satisfaisants. En effet, on 
a une architecture qui en plus de permettre l'integration des reseaux, petit etre 
deployee a des couts moindres, ce qui est tres avantageux pour les operateurs dont 
le souci majeur est le retour sur l'investissement et la performance de leur reseau. 
L'architecture proposee permet de prendre en compte les operateurs et fournisseurs 
deja presents sur le marche ainsi que des nouveaux. 
En effet, 1'architecture proposee est evolutive, robuste et fiable. De plus, elle 
permet aux operateurs et fournisseurs de services d'etablir qu'une seule entente 
d'itinerance ou de service avec une tierce-partie (IDE) au lieu d'avoir des ententes 
directes avec plusieurs operateurs. Le protocole eHPIN permet d'avoir une amerio-
lation de performances comparativement a HPIN. En effet, on a une reduction du 
cout du traflc de signalisation d'environ 27%. Cette reduction est de 3% pour le 
delai de transfert des paquets tandis qu'elle est de 1% pour le cout de la livraison 
des paquets. Par contre, le delai de releve est presque similaire pour les deux pro-
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tocoles. Les protocoles proposes permettent une reduction de la surcharge due a la 
tunnelisation sur la liaison sans fil. 
Le mecanisme de decision de releve propose permet d'obtenir une meilleure re-
partition de charge a travers les reseaux d'acces, ce qui induit des meilleurs debits 
pour les usagers. D'autre part, revaluation des performances montre qu'avec les 
protocoles et mecanismes proposes, le delai de releve, la perte des paquets, la pro-
babilite de blocage des sessions et le trafic de signalisation sont reduits de fagon 
considerable. On a ainsi une mobilite sans coupure et une continuite de services, en 
particulier pour des applications temps-reel. La comparaison avec les autres proto-
coles disponibles dans la litterature montre que notre proposition offre d'excellents 
resultats. Toutefois, pour certaines metriques, il y a des compromis a faire. 
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CHAPITRE 8 
CONCLUSION ET RECOMMANDATIONS 
Les reseaux de communication ne cessent d'evoluer et on s'oriente de plus en plus 
vers une convergence des reseaux fixe-mobile. Cette convergence entraine le besoin 
d'integration et d'interoperabilite entre les reseaux existants pour la definition et 
la conception des reseaux dits de prochaine ou quatrieme generation. En outre, 
on constate un engouement vers des applications multimedia et des usagers qui 
deviennent tres mobiles avec des exigences elevees sur la QdS auxquels ils ont 
souscrits. II est done crucial de resoudre toutes ces questions pour assurer le succes 
des reseaux SFPG/4G lors de leur deploiement. Cette these avait pour objectif 
d'apporter des solutions a ces differents problemes en proposant une architecture 
integree et des mecanismes de gestion de mobilite dans un environnement sans fil et 
mobile heterogene tout en offrant une QdS aux usagers. Dans ce chapitre qui nous 
permet de conclure nos travaux, nous allons mettre en evidence les contributions 
de cette these. Par la suite, nous exposerons les limites de notre travail avant de 
terminer par une ebauche de recommandations pour des travaux futurs. 
8.1 Sommaire des contributions 
Le but de cette these etait de proposer des mecanismes efficaces de gestion de 
mobilite dans les reseaux SFPG/4G offrant des garanties de qualite de service 
(QdS) aux usagers ainsi que l'integration et Finteroperabilite des systemes de com-
munication sans fil et mobile existants. Cet objectif a ete atteint grace a plusieurs 
contributions, lesquelles, a notre avis, serviront a la conception et au deploiement 
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des reseaux SFPG/4G. Les contributions essentielles de cette these peuvent etre 
decrites comme suit : 
• Proposition d'un cadre analytique pour evaluer les performances des proto-
coles de gestion de mobilite au niveau de la couclie IP. Cette proposition est 
precedee d'une analyse rigoureuse des requis de performance qu'un protocole 
de gestion de mobilite devrait avoir et quels types de metriques il faut utili-
ser pour caracteriser la QdS. L'interaction et l'infiuence de plusieurs facteurs 
sont prises en compte dans le cadre propose afin de le rendre plus efficace et 
robuste comparativement aux etudes disponibles dans la litterature. 
• Apres l'analyse des architectures d'integration disponibles et la caracterisa-
tion des exigences qu'une architecture devrait avoir, nous avons propose une 
nouvelle architecture integree offrant une interoperabilite entre differents re-
seaux. Cette architecture satisfait les requis qui ont ete identifies. De plus, 
l'entite IDE introduite peut etre integree comme fonctionnalite aupres d'un 
courtier [Broker) deja exist ant. 
• Proposition d'une fonction de decision de releve qui permet de prendre en 
compte plusieurs facteurs au niveau reseau et le profil des usagers pour la 
selection du meilleur reseau d'acces. Cette fonction permet en outre une 
meilleure repartition de charges entre les reseaux d'acces. 
• Conception d'une strategic de gestion des interfaces radio afin de garantir un 
meilleur compromis entre la decouverte de reseaux d'acces et la consomma-
tion d'energie des terminaux mobile. Pour l'authentification des usagers en 
itinerance, un mecanisme base sur l'utilisation d'un jeton (token) est propose 
pour accelerer cette procedure. 
• Proposition de trois versions de protocoles de gestion de mobilite au niveau 
IP. Ces protocoles utilisent les informations disponibles au niveau de la couche 
liaison pour assurer une anticipation de la releve afin de minimiser la latence et 
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la perte des paquets. L'evaluation d'autres metriques telles que le volume du 
trafic de signalisation et la probability d'echec de releve montre qu'on obtient 
des meilleurs resultats. Ces protocoles permettent d'assurer une mobilite sans 
coupure et une continuity de services dans les reseaux SFPG/4G. 
• Conception d'un nouveau mecanisme pour la mise a jour des caches d i s s o -
ciation et le transfert de contexte ami de reduire le trafic de signalisation sur 
la portion sans fil du reseau. Les routeurs d'acces et les routeurs passerelles 
sont utilises comme agent proxy pour effectuer la mise a jour au nom des 
terminaux mobile. 
• Toutes ces solutions ont ete validees par simulation et analytiquement. Cette 
validation a permis d'avoir des resultats qui montrent une amelioration des 
performances par rapport aux protocoles et mecanismes disponibles dans la 
litterature. Les performances obtenues respectent les exigences et specifica-
tions des applications tel que deflni par les organismes de standardisation. 
Enfin, comme nous l'avons deja mentionne, cette these a donnee lieu a deux 
articles acceptes dans des revues/journaux, un chapitre de livre et cinq articles de 
conferences internationales avec comite de lecture. Quatre articles sont actuellement 
en cours devaluation, dont trois dans des revues et un pour une conference. La liste 
de ces articles est donnee a la suite de ce chapitre. 
8.2 Limitat ions des travaux 
Les reseaux SFPG/4G etant encore dans une phase de conception, notre contri-
bution ne peut pretendre avoir resolu tous les problemes. Notre travail presente 
done certaines limitations. Une premiere limitation pourrait venir de la reticence 
des operateurs ou fournisseurs de services a collaborer avec une tierce-partie (IDE). 
Cependant, cette limitation peut etre surmontee, car la plupart des grands opera-
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teurs (majors ou seniors) font partie des organismes de standardisation ou consor-
tiums auxquels on pourrait attribuer la gestion de TIDE. 
La deuxieme limitation qui ne depend pas directement de notre travail est as-
sociee aux contraintes des logiciels de simulation offrant tres peu de flexibilite. En 
effet, plusieurs modules ou protocoles ne sont pas disponibles. II a fallu implementer 
au prealable ces protocoles et mecanismes avant nos contributions pour effectuer 
les comparaisons. Cependant, avec des contraintes de temps, on ne pouvait pas im-
plementer de fagon globale tous ces mecanismes, ce qui pourrait limiter revaluation 
des performances a grande echelle. 
Une autre limitation serait associee a l'absence explicite d'un mecanisme pour 
la mise en correspondance des parametres de QdS. En effet, nos solutions font 
cette hypothese sans en donner la description. Cette correspondance est essentielle 
au vu de l'heterogeneite des reseaux SFPG/4G. Enfin, une validation des diffe-
rents mecanismes et protocoles dans un environnement reel aurait eventuellement 
permis d'avoir une idee par rapport aux resultats sur la fiabililte, l'evolutivite et 
les compromis de conception et d'implementation. Notons toutefois qu'il n'est pas 
facile dans un environnement academique d'effectuer une experimentation reelle 
sur des infrastructures reseaux. Les operateurs ne sont pas prets a divulguer cer-
taines informations jugees confidentielles. D'ou l'utilisation des simulations ou le 
prototypage. 
8.3 Indication des travaux futurs 
II reste encore beaucoup de choses a faire pour la conception des reseaux SFPG 
ou 4G. Nous presentons ci-apres quelques pistes de travaux futurs qui pourraient 
s'inscrire dans la continuite logique de cette these. 
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Une possibility serait d'incorporer un mecanisme de reservation de ressources 
au niveau du reseau d'acces et une strategie de differentiation de services dans le 
reseau coeur dans le souci d'offrir une QdS adequate de bout-en-bout. Les protocoles 
proposes assumaient une interaction des parametres de QdS entre les differents 
reseaux d'acces. II serait interessant de definir un mecanisme permettant la mise 
en correspondance des parametres de QdS entre les differentes technologies des 
reseaux d'acces. D'autre part, le nouvel element introduit, Interworking Decision 
Engine (IDE), peut etre une entite logique ou physique. Dans le dernier cas, une 
etude de son emplacement a travers le reseau pourrait s'averer interessante. 
Le controle d'admission devrait aussi etre examine comme politique de gestion 
des ressources pour une etude plus approfondie de la probability de blocage des 
sessions ou de leur interruption forcee. Notre etude portait essentiellement sur l'in-
teraction entre les couches liaison de donnees et IP pour la gestion de mobilite. 
Cependant, cette interaction pourrait s'etendre aux couches de niveaux superieurs 
tels que transport et application pour decider du meilleur instant de releve afin 
d'assurer une gestion de mobilite plus liable et stable. 
La fonction de decision de releve proposee requiert l'information sur l'impor-
tance relative de chaque facteur. Cette importance est donnee par des ponderations 
(poids). Nous avons considere un ensemble de poids statiques. Ces poids ayant un 
impact sur la performance de la decision de releve, il serait interessant de proposer 
des techniques permettant de determiner ou selectionner des valeurs optimales pour 
lesdits poids. Enfin, sur un plan plus pratique ou operationnel, il serait souhaitable 
d'effectuer des tests plus approfondis sur des environnements reels, par exemple via 
un emulateur de reseaux ou par prototypage. 
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