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PARSUMMABLE CATEGORIES AS A STRICTIFICATION OF
SYMMETRIC MONOIDAL CATEGORIES
TOBIAS LENZ
Abstract. We prove that the homotopy theory of parsummable categories (as
defined by Schwede) with respect to the underlying equivalences of categories
is equivalent to the usual homotopy theory of symmetric monoidal categories.
In particular, this yields a model of symmetric monoidal categories in terms of
categories equipped with a strictly commutative, associative, and unital (but
only partially defined) operation.
Introduction
The study of monoidal categories and symmetric monoidal categories was pio-
neered by Be´nabou [Be´n63] and Mac Lane [Mac63]. While it is necessary in order
to cover examples arising in nature that unitality, associativity (and commutativ-
ity where applicable) are only required up to specified and coherent isomorphism,
keeping track of all these isomorphisms in calculations can be quite a hassle, and
in practice one often suppresses the associativity and unitality isomorphisms. This
is (at least partially) justified by Mac Lane’s Coherence Theorems [Mac63, Theo-
rem 3.1 and Theorem 4.2], roughly saying that any ‘formal’ diagram in any (sym-
metric) monoidal category only involving associativity, unitality (and symmetry)
isomorphisms commutes.
A different interpretation of the Coherence Theorem for monoidal categories is
Mac Lane’s result [Mac98, Theorem XI.3.1] that any monoidal category is strongly
monoidally equivalent to a strict monoidal category, i.e. one in which the asso-
ciativity and unitality isomorphisms are the respective identity transformations—
needless to say, working with a strict monoidal category is often significantly easier
than working with a general monoidal one.
It is however not true that any symmetric monoidal category C can be replaced
by one that has all associativity, unitality, and symmetry isomorphisms given by
the respective identities. Instead, the appropriate strict notion turns out to be that
of a permutative category, i.e. one in which associativity and unitality are strict,
but the symmetry isomorphism is allowed to be non-trivial.
The goal of the present article is to prove that there is in fact still a model
for symmetric monoidal categories in terms of categories with a strictly unital,
associative and commutative operation +. However, as the na¨ıve strictification
result for symmetric monoidal categories is not true, we of course have to pay a
price for this: the toll of the present approach is that not all pairs of objects can
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be summed any more, i.e. that + is only defined on a certain (full and essentially
wide) subcategory of C × C .
More precisely, we will consider parsummable categories as defined by Schwede
[Sch] as input for his construction of global algebraic K-theory. There is an ex-
plicit functor Φ: PermCat → ParSumCat from permutative categories to par-
summable categories, that is used to define the global algebraic K-theory of per-
mutative and more generally symmetric monoidal categories. Our main result can
then be stated as follows:
Theorem. The functor Φ is a homotopy equivalence with respect to the underlying
equivalences of categories on both sides.
While this result is in line with previous work on strict models for symmetric
monoidal categories (that we will recall below), our motivation mostly comes from
global algebraic K-theory. Namely, while the underlying equivalences of categories
are usually not preserved by the global algebraic K-theory functor Kgl, it does
indeed send underlying equivalences between so-called saturated parsummable cat-
egories to weak equivalences of global spectra. Using this, the above theorem will
then be one step (of many) in the proof that Kgl expresses connective global sta-
ble homotopy theory as ∞-categorical localization of PermCat, that will appear
in forthcoming work [Len], generalizing a classical non-equivariant result due to
Thomason [Tho95].
Related work. Ours is by far not the first strict model for ‘coherently commu-
tative’ monoids, and while the proof of the above theorem will be almost entirely
self-contained, the underlying construction is closely related to previous work.
In the topological setting (or, more precisely, in the context of the category SSet
of simplicial sets), Sagave and Schlichtkrull [SS12] have shown that commutative
monoids in I-SSet := Fun(I,SSet) with respect to the box product ⊠ model E∞-
algebras in SSet. Here I is the category of finite sets and injections.
On the other hand, if we write M for the monoid of injective self-maps of ω =
{1, 2, . . .}, then there is a natural functor evω : I-SSet →M-SSet to simplicial
sets with anM-action, given by ‘evaluating at infinity.’ Sagave and Schwede show
in [SS] that this is a homotopy equivalence (with respect to suitable notions of weak
equivalence) when one restricts the target to the full subcategory M-SSetτ ⊂
M-SSet spanned by those M-simplicial sets that satisfy an additional condition
called tameness. On M-SSetτ they again construct a symmetric monoidal box
product ⊠, and evω is in fact strong symmetric monoidal with respect to this.
The proof of [SS, Theorem 5.13] then shows that evω also induces an equivalence
of the corresponding homotopy theories of commutative monoids. Parsummable
categories, finally, can be viewed as a categorical version of the commutative ⊠-
monoids inM-SSetτ .
In the categorical context, the work of Kodjabachev and Sagave [KS15] shows
that for any E∞-operad O in the Joyal model structure on SSet (modelling quasi-
categories), the inclusion of the strictly commutative monoids in I-SSet into the
O-algebras is a homotopy equivalence (with respect to the weak equivalences of the
Joyal model structure). This ought to give the corresponding result for ordinary
categories via appropriate (Bousfield) localization on both sides.
Moreover, Solberg constructed an explicit functor
(∗) Φ: PermCat→ I-Cat.
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If we take the above 1-categorical version of the Kodjabachev-Sagave result for
granted, [SS16, discussion before Theorem 7.1] shows that (∗) is a homotopy equiv-
alence. On the other hand, the composition
PermCat
Φ
−→ CMon(I-Cat)
evω−−→ CMon(M-Catτ )
is closely related to our functor Φ, see [Sch, Remark 11.3].
Finally, [Sch, Remark 4.20] sketches how parsummable categories can be identi-
fied with ‘tame’ algebras over a specific E∞-operad I in Cat. On the other hand,
permutative categories can be identified with algebras over the ‘categorical Barratt-
Eccles operad’ EΣ∗, and the general theory then implies that the homotopy theory
of not necessarily tame I-algebras is equivalent to the one of permutative categories.
However, this equivalence is very much inexplicit, and it is moreover not clear how
we can deduce the corresponding statement for tame I-algebras from this.
Outline. So while all of the above results give strong evidence for our main the-
orem, they either work in a different context or there would still be a significant
amount of work left to do in order to prove the theorem along the suggested route.
In the present article, we will therefore proceed by different and very much
elementary means. Namely, we will give an explicit functor Σ: ParSumCat →
PermCat and then exhibit explicit homotopies between the two composites and
the respective identities. This is organized as follows:
In Section 1 we recall basic facts about parsummable categories, permutative
categories, as well as the construction of the functor Φ.
Section 2 is devoted to the construction of Σ and the proof that it is left homotopy
inverse to Φ. In Section 3 we will then complete the proof of the main theorem by
showing that Σ is also right homotopy inverse to Φ.
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ing PhD thesis at the University of Bonn. I would like to thank my advisor Stefan
Schwede for suggesting this project and for several helpful remarks on a previous
version of this article.
I am grateful to the Max Planck Institute for Mathematics in Bonn for their
hospitality and support.
The author is an associate member of the Hausdorff Center for Mathematics,
funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Founda-
tion) under Germany’s Excellence Strategy (GZ 2047/1, project ID390685813).
1. Background
In this section we recall the basics about parsummable categories on the one
hand and about permutative categories on the other hand.
1.1. Parsummable categories. For the reader’s convenience, we briefly recall
the notion of a parsummable category; a detailed treatment can be found in [Sch,
Sections 2 and 4], which we follow rather closely.
We write ω := {1, 2, . . .} and we denote the monoid of injective self maps of
ω by M. We moreover recall the functor E : Set → Cat that is right adjoint to
Ob: Cat → Set. Explicitly, EX is the ‘chaotic category’ with set of objects X ,
i.e. there is a unique morphism x→ y for any x, y → X ; we denote this morphism
by (y, x).
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In particular, we can apply this to M, yielding a category EM. There is a
unique way to extend the multiplication M×M→M to EM and this way EM
becomes a monoid in the 1-category Cat, i.e. a strict monoidal category.
Warning 1.1. In [Sch], Schwede uses the notation M for the discrete monoid and
M for what we call EM. The notation M for the discrete monoid appears for
example in [Sch08].
An EM-category is simply a category with an EM-action. If C is any EM-
category, then we write u∗ : C → C for the action of u ∈ M, and if v ∈ U is any
other injection, then we write [v, u] : u∗ ⇒ v∗ for the natural isomorphism given by
the action of the morphism (v, u) of EM. Thus, we in particular get an M-action
on Ob(C ) and for any X ∈ C and u ∈ M an isomorphism
ux◦ := [u, 1]x : x→ u∗x.
Functoriality together with the action property then implies the relation
(1.1) (uv)x◦ = u
v∗x
◦ v
x
◦ : x→ u∗v∗x = (uv)∗x
as morphisms in C . The following convenient lemma tells us conversely, that this
data is enough to specify an EM-action:
Lemma 1.2. Let C be a category together with an M-action on ObC and for any
x ∈ C and u ∈ M an isomorphism ux◦ : x→ u∗(x) such that the relation (1.1) holds
for any further injection v ∈ M.
Then there exists a unique EM-action on C such that the underlying M-action
on Ob(C ) is the given one and such that [u, 1]x = u
x
◦ for all u ∈M, x ∈ C .
Proof. This is [Sch, Proposition 2.6]. For later reference we briefly recall how one
can recover the remaining structure: if u ∈ M is any injection and f : x → y is a
morphism in C , then u∗(f) = u
y
◦ ◦ f ◦ (u
x
◦)
−1. Moreover,
[v, u]x = v
x
◦ ◦ (u
x
◦)
−1 : u∗(x)→ v∗(x)
for any further injection v ∈ M. 
A morphism of EM-categories is simply an EM-equivariant functor, i.e. a func-
tor F : C → D such that the diagram
EM× C EM×D
C D
act
EM×F
act
F
commutes strictly. We denote the category of small EM-categories by EM-Cat.
The following criterion will be used frequently to check that a given functor is
EM-equivariant:
Corollary 1.3. Let C ,D be EM-categories. Then a functor F : C → D of their
underlying categories is EM-equivariant if and only if Ob(F ) : Ob(C ) → Ob(D)
is M-equivariant and the relation
F (ux◦) = u
F (x)
◦ : F (x)→ u∗(F (x)) = F (u∗x)
holds for all x ∈ C and u ∈M.
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Proof. This is immediate from the description of the functors u∗ and the natural
isomorphisms [v, u] given in the proof of the previous lemma. 
Remark 1.4. It is a non-trivial fact (crucially depending on the structure of the
monoid M) that a functor is EM-equivariant if and only if it is M-equivariant.
However, since we will construct all our EM-actions via Lemma 1.2, it will be more
natural to check the condition from the corollary than to unravel the definition of
u∗ on morphisms. Accordingly, we will have no use for this alternative criterion
and we leave its proof to the curious reader.
Now we can introduce the notion of the support of an object x in an EM-
category:
Definition 1.5. Let C be an EM-category, let x ∈ C , and let A ⊂ ω be any finite
set. Then we say that x is supported on A if u∗(x) = x for all u ∈ M fixing A
pointwise (i.e. such that u(a) = a for all a ∈ A).
The object x is said to be finitely supported if it is supported on some finite set
A. In this case, its support supp(x) is defined to be the intersection of all finite sets
on which it is supported.
An EM-category C is called tame if all x ∈ C are finitely supported. We write
EM-Catτ ⊂ EM-Cat for the full subcategory spanned by the tame (small)
EM-categories.
Example 1.6. An object x ∈ C is supported on the empty set if and only if it is an
M-fixed point.
We now recall some basic properties of the support that we will use without
further reference:
Lemma 1.7. Let C be a tame EM-category and let x ∈ C .
(1) x is supported on supp(x).
(2) If u ∈ M is any injection, then supp(u∗x) = u(supp(x)).
(3) If F : C → D is a map of tame EM-categories, then supp(F (x)) ⊂ supp(x).
(4) Let u, v, u′, v′ ∈ M such that u agrees with u′ on supp(x) and v agrees with
v′ on supp(x). Then [v′, u′]x = [v, u]x. In particular, u
x
◦ = id whenever u
fixes supp(x) pointwise.
Proof. These are part of [Sch, Proposition 2.13]. 
If C ,D are tame EM-categories, then we define
C ⊠D ⊂ C ×D
to be the full subcategory spanned by those (x, y) such that supp(x)∩supp(y) = ∅.
It is not hard to show that this defines a subfunctor of – × – and that this is
the monoidal product of a preferred symmetric monoidal structure on EM-Catτ ,
see [Sch, Proposition 2.34].
Definition 1.8. A parsummable category is a commutative monoid in the symmet-
ric monoidal category (EM-Catτ ,⊠). We write ParSumCat for the resulting
category.
Explicitly, this means that we are given a small EM-category C together with
a distinguished object 0 having empty support and the following data: we are
given for all x, y ∈ C with supp(x) ∩ supp(y) = ∅ a ‘sum’ x + y and for all
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f : x → x′, g : y → y′ such that additionally supp(x′) ∩ supp(y′) = ∅ a ‘sum’
f + g. The sum is required to be strictly unital, associative, and commutative in
the evident sense. Moreover, it is functorial—i.e. (f + g) ◦ (f ′ + g′) = (ff ′) + (gg′)
whenever this makes sense—and EM-equivariant in the sense that ux+y◦ = u
x
◦+u
y
◦,
and hence in particular u∗(x + y) = u∗(x) + u∗(y).
Remark 1.9. As explained in [Sch, discussion after Definition 4.1] the name ‘par-
summable’ is short for ‘partially summable,’ alluding to the fact that the sum +
is not defined on all of C × C . However, [Sch, Theorem 2.32] in particular tells us
that the inclusion C ⊠ C →֒ C × C is an equivalence of categories, so while two
given objects x, y ∈ C might not be summable, we can always replace them by
isomorphic x′, y′ ∈ C whose sum is defined.
On parsummable categories, there exists an interesting natural extension of the
EM-action:
Construction 1.10. Let A be a finite set, and let ϕ : A × ω ֌ ω be any injection.
Then we define
ϕ∗ : C
A → C
via ϕ∗
(
(Xa)a∈A) =
∑
a∈A ϕ(a, –)∗(Xa) and analogously on morphisms. Here we
have used that the ϕ(a, –)∗(Xa) have pairwise disjoint support by Lemma 1.7-(2)
and that the sum is strictly associative and commutative (so that we can sum over
arbitrary finite index sets).
Moreover, if ψ : A× ω֌ ω is any other such injection, then we define
[ψ, ϕ]X• =
∑
a∈A
[ψ(a, –), ϕ(a, –)]Xa .
This appears as [Sch, Construction 5.1] in the special case that A = n :=
{1, . . . , n}, which is not a real restriction because of commutativity.
The following two lemmas follow easily from the definitions and we omit their
proofs:
Lemma 1.11. Let C be a parsummable category, let A be a finite set, let ϕ : A ×
ω֌ ω be any injection, and let (Xa)a∈A be a family of objects of C .
(1) If u ∈ M is any injection, then u∗(ϕ∗(X•)) = (uϕ)∗(X•).
(2) If u ∈ M is any injection, then ϕ∗((u∗Xa)a∈A) = (ϕ ◦ (id× u))∗(X•).
(3) If A = A1 ⊔ A2 is any partition of A, then ϕ∗(X•) = (ϕ|A1 )∗((Xa)a∈A1) +
(ϕ|A2)∗((Xa)a∈A2).
(4) If σ : A′ → A is bijective, then ϕ∗
(
(Xσ−1(a))a∈A
)
=
(
ϕ ◦ (σ × id)
)
(X ′•) for
any family (X ′a′)a′∈A′ of objects of C . 
Lemma 1.12. Let C be a parsummable category, let A be a finite set, let ϕ, ψ : A×
ω֌ ω be injections, and let (Xa)a∈A be a family of objects of C .
(1) If u ∈ M is any injection, then u∗([ψ, ϕ]X•) = [uψ, uϕ]X• .
(2) If u ∈ M is any injection, then [ψ, ϕ]((u∗Xa)a∈A) = [ψ ◦ (id × u), ϕ ◦ (id ×
u)]X• .
(3) If A = A1⊔A2 is any partition of A, then [ψ, ϕ]X• = [ψ|A1 , ϕ|A1 ](Xa)a∈A1 +
[ψ|A2 , ϕ|A2 ](Xa)a∈A2 .
(4) If σ : A′ → A is bijective, then [ψ, ϕ](Xσ−1(a))a∈A = [ψ◦(σ×id), ϕ◦(σ×id)]X′•
for any family (X ′a′)a′∈A′ of objects of C .
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(5) [ϕ, ϕ] = idϕ∗
(6) If υ : A× ω֌ ω is yet another injection, then [υ, ψ] ◦ [ψ, ϕ] = [υ, ϕ]. 
Remark 1.13. It is evident from the construction that the above functors and trans-
formations are preserved by any morphism of parsummable categories, i.e. the above
natural transformations for varying C assemble into a universally natural transfor-
mation in the sense of [Sch, Definition 5.4]. One can in fact show that there is for
any pair ϕ, ψ of injections A × ω ֌ ω precisely one universally natural transfor-
mation from ϕ∗ to ψ∗, see [Sch, Proposition 5.5]. This provides an alternative way
to prove the second lemma above.
1.2. Permutative categories. We recall that a permutative category is a sym-
metric monoidal category in which the associativity and unitality isomorphisms are
the respective identities. Explicitly this means, cf. [May74, Definition 4.1]:
Definition 1.14. A permutative category is a triple of a category C together with
a functor –⊗–: C×C → C and a natural transformation τ : (–⊗–)◦twist⇒ (–⊗–),
where twist is the automorphism of C × C exchanging the two factors, such that
there exists a (necessarily unique) 1 ∈ C satisfying – ⊗ 1 = id = 1 ⊗ –, and such
that the following conditions are satisfied:
(1) (τ is unital) For all x ∈ C , τ1,X = idX = τX,1.
(2) (τ is self-inverse) For all X,Y ∈ C , τY,XτX,Y = idX⊗Y .
(3) (τ is associative) For all X,Y, Z ∈ C the following diagram commutes:
X ⊗ Y ⊗ Z Z ⊗X ⊗ Y.
X ⊗ Z ⊗ Y
τX⊗Y,Z
X⊗τY,Z τX,Z⊗Y
In the statement of the third condition, we have already used that strict as-
sociativity means that we do not have to care about in which way an expression
like X ⊗ Y ⊗ Z is bracketed. In the same way, we can therefore make sense of⊗
i∈I Xi for any finite totally ordered set I and any family (Xi)i∈I of objects of C .
More generally, if I is any (not necessarily finite) totally ordered set and (Xi)i∈I
is a family of objects in C , almost all of which are equal to 1, then we can define⊗
i∈I Xi :=
⊗
i∈J Xi where J ⊂ I is any finite set containing all i ∈ I with Xi 6= 1;
by strict unitality, this is independent of the choice of J and in particular it agrees
with the previous definition whenever I itself is already finite.
We also recall from [May74, discussion after Proposition 4.2] the categorical
Barratt-Eccles operad EΣ∗ with (EΣ∗)n = EΣn and structure maps induced from
Σk × Σn1 × · · · × Σnk → Σn1+···+nk
(σ; τ1, . . . , τk) 7→ (τ1 × · · · × τk) ◦ σˆ
where σˆ ∈ Σn1+···+nk is the permutation shuffling the blocks {1, . . . , n1}, {n1 +
1, . . . , n1 + n2}, . . . according to σ.
Theorem 1.15 (May). If C is any permutative category, then there is a unique
way to equip C with the structure of an algebra over EΣ∗ such that the following
holds:
(1) For any n ≥ 0, the restriction of the action map EΣn × C
n → C to
id ∈ Σn is given by the functor (X1, . . . , Xn) 7→ X1⊗· · ·⊗Xn (and likewise
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on morphisms). In particular, ∗ ∼= EΣ0×C
0 → C is given by the inclusion
of 1.
(2) For any 1 ≤ k < n and any X1, . . . , Xn ∈ C , the image of (1, (k k +
1)), (X1, . . . , Xn) under the action map is the morphism
n⊗
i=1
Xi =
k−1⊗
i=1
Xi ⊗Xk ⊗Xk+1 ⊗
n
i=k+2 Xi
⊗k−1
i=1 Xi⊗τXk,Xk+1⊗
⊗n
i=k+2Xi
−−−−−−−−−−−−−−−−−−−−−−→
k−1⊗
i=1
Xi ⊗Xk+1 ⊗Xk ⊗
n
i=k+2 .
Proof. There is indeed such an algebra structure by [May74, Lemmas 4.3 and 4.4].
For uniqueness we observe that the restriction Σn × C
n → C of the n-th action
map is determined by the first condition together with right Σn-equivariance. Like-
wise, the second condition together with Σn-equivariance determines the image of
(σ, τσ), (X1, . . . , Xn) for any σ ∈ Σn, X1, . . . , Xn ∈ C and any transposition τ of
the form (k k + 1). By functoriality, the action map is then more generally de-
termined on (σ, τr · · · τ1σ), (X1, . . . , Xn) whenever τ1, . . . , τr are transpositions as
above. Finally, if υ ∈ Σn is arbitrary, then we can write υσ
−1 = τr · · · τ1 with τi as
above (as these transpositions generate Σn), finishing the proof. 
Remark 1.16. In the above we have only used equivariance and functoriality of the
individual action maps EΣn × C
n. In fact, using the compatibility of these with
the structure maps of the operad EΣ∗, it would have been enough to assume the
above conditions for k ≤ 2.
In particular, we get for each σ ∈ Σn and any X1, . . . , Xn a specific isomor-
phism
⊗n
i=1Xi →
⊗n
i=1Xσ−1(i), usually referred to as the coherence isomorphism
associated to σ.
Remark 1.17. While May does not prove this, it is in fact easy to show (once
the above Theorem has been established) that the above construction provides
an isomorphism of categories between the category PermCat of small permutative
categories and strict symmetric monoidal functors and the category of EΣ∗-algebras
in Cat. While this is an important result, we will only need the above version of
the theorem, and we will only use it as a convenient way to prove that several
coherence isomorphisms agree.
While general symmetric monoidal categories will play no role below, we still
recall for motivational purposes:
Theorem 1.18. The inclusion PermCat → SymMonCat of small permutative
categories (and strict symmetric monoidal functors!) into the category of small
symmetric monoidal categories and strong symmetric monoidal functors is a ho-
motopy equivalence with respect to the underlying equivalences of categories on both
sides.
Sketch of proof. This result is well-known, but I do not know of an explicit refer-
ence, so let me briefly explain how we can prove this using several results from the
literature.
We first recall from [Mac98, Theorem XI.3.1] Mac Lane’s construction that as-
sociates to any monoidal category C a strict monoidal category JC together with
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strong monoidal functors µ : JC → C and ν : C → JC that are underlying equiva-
lences of categories.
The category JC has objects the finite sequences (X1, . . . , Xm); here m = 0 is
allowed, in which case we also denote the resulting object by ǫ. We moreover define
HomJC ((X1, . . . , Xm), (Y1, . . . , Yn)) := HomC (µ(X1, . . . , Xm), µ(Y1, . . . , Yn))
with
µ(Z1, . . . , Zo) := (· · · (Z1 ⊗ Z2)⊗ · · · )⊗ Zo
where we have bracketed ‘from left to right.’ We make JC into a strict monoidal
category as follows: the unit is given by ǫ and the tensor product is given on the
level of objects by concatenation; for the definition on morphisms see loc.cit.
The functor µ is defined on objects as above and it is given on hom sets by
the respective identities. The strong monoidal structure on µ is as follows: the
unitality isomorphism is the identity, and for all (X1, . . . , Xm), (Y1, . . . , Yn) ∈ JC
the structure isomorphism
µ(X1, . . . , Xm)⊗ µ(Y1, . . . , Yn)→ µ((X1, . . . , Xm)⊗ (Y1, . . . , Yn))
= µ(X1, . . . , Xm, Y1, . . . , Yn)
is given by the evident composition of the associativity isomorphisms.
On the other hand, we define ν : C → JC on objects by ν(X) = (X); again, ν
is the identity on hom-sets. We make ν into a strong symmetric monoidal functor
by choosing both the unitality isomorphism ǫ → (1) as well as the isomorphisms
(X,Y )→ (X⊗Y ) to be the corresponding identity morphisms in C (but note that
these are not identity morphisms in JC as source and target do not agree!).
As sketched in [May74, proof of Proposition 4.2], JC actually becomes a per-
mutative category whenever C is symmetric monoidal, by taking the symmetry
isomorphism (X1, . . . , Xm)⊗ (Y1, . . . , Yn)→ (Y1, . . . , Yn)⊗ (X1, . . . , Xm) to be the
composition
µ(X1, . . . , Xm, Y1, . . . , Yn) ∼= µ(X1, . . . , Xm)⊗ µ(Y1, . . . , Yn)
τµ(X1,...,Xm),µ(Y1 ,...,Yn)−−−−−−−−−−−−−−−−→ µ(Y1, . . . , Yn)⊗ µ(X1, . . . , Xm)
∼= µ(X1, . . . , Xm, Y1, . . . , Yn)
where the outer isomorphisms are defined as before. With respect to this structure,
µ and ν are actually strong symmetric monoidal.
It is not hard to check that J becomes a functor SymMonCat→ PermCat if
we define JF : JC → JD for any strong symmetric monoidal functor F : C →
D via (JF )(X1, . . . , Xn) = (FX1, . . . , FXn) and on morphisms as follows: if
f : (X1, . . . , Xm)→ (Y1, . . . , Yn) is any morphism (i.e. f is a morphism
⊗m
i=1Xi →⊗n
i=1 Yi in C ), then (JF )(f) : (FX1, . . . , FXm)→ (FY1, . . . , FYn) is given by the
composition
m⊗
i=1
FXi
∼=
−→ F
(
m⊗
i=1
Xi
)
Ff
−−→ F
(
n⊗
i=1
Yi
)
∼=
−→
n⊗
i=1
F (Yi)
10 TOBIAS LENZ
where the unlabeled isomorphism on the left is given by the composition
m⊗
i=1
FXi
ψX1,X2⊗
⊗m
i=3 F (Xi)
−−−−−−−−−−−−−−→ F (X1 ⊗X2)⊗
n⊗
i=3
F (Xi)→ · · ·
→ F
(
m−1⊗
i=1
Xi
)
⊗ F (Xm)
ψ⊗m−1
i=1
Xi,Xm
−−−−−−−−−→ F
(
m⊗
i=1
Xi
)
of the structure isomorphisms ψ of the strong symmetric monoidal functor F , and
the remaining isomorphism is defined analogously; here all the tensor products are
bracketed from left to right again. It is moreover not hard to check that with
respect to this the strong symmetric monoidal functor ν is natural, yielding a
natural levelwise underlying equivalence id⇒ incl ◦ J .
However, as ν is not a strict symmetric monoidal functor, it does not define a
transformation id⇒ J ◦ incl. On the other hand, if the associativity isomorphisms
in C are strict (for example, if C is permutative), then µ is actually strict sym-
metric monoidal, and while it is in general only pseudonatural in strong symmetric
monoidal functors, it is strictly natural in strict monoidal functors. Thus, µ pro-
vides a natural underlying equivalence J ◦ incl ⇒ id, which completes the proof of
the theorem. 
Warning 1.19. The above theorem should not be mistaken for a statement about
the corresponding 2-categories. In particular, it is not true that any strong sym-
metric monoidal functor between permutative categories is isomorphic to a strict
symmetric monoidal functor.
Remark 1.20. Strictly speaking, one usually requires the hom sets in a category to
be pairwise disjoint, which is not the case for the above construction. However, we
can of course always arrange for this artificially, and we will tacitly do so whenever
such a situation occurs below.
1.3. From permutative categories to parsummable categories. Finally, we
recall the functor Φ: PermCat→ ParSumCat arising in Schwede’s construction
of the global algebraic K-theory of symmetric monoidal categories. We will be as
brief as possible, and in particular we will omit almost all proofs; the curious reader
can find the relevant details in [Sch, Section 11].
Construction 1.21. Let C be a small permutative category. We define a par-
summable category Φ(C ) as follows: an object of Φ(C ) is a countably infinite
sequence X• := (X1, X2, . . . ) of objects of C such that Xi = 1 for almost all i ∈ ω.
If Y• := (Y1, Y2, . . . ) is another such object, then we define
Hom(X•, Y•) := Hom
(⊗
i∈ω
Xi,
⊗
i∈ω
Yi
)
with composition given by the composition in C .
If now u ∈M is any injection, then u∗(X•) is defined via
u∗(X•)i =
{
Xj if i = u(j)
1 if i /∈ im(u).
The structure isomorphism uX•◦ is given as follows: we pick K ≫ 0 such that
Xi = 1 = u∗(X•)i for all i > K, and a permutation σ ∈ ΣK such that σ(i) = u(i)
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for all i ≤ K with Xi 6= 1. Then u
X•
◦ is the coherence isomorphism⊗
i∈ω
Xi =
K⊗
i=1
Xi →
K⊗
i=1
Xσ−1(i) =
K⊗
i=1
u∗(X•)i =
⊗
i∈ω
u∗(X•)i
associated to σ.
One easily checks that supp(X•) = {i ∈ ω : Xi 6= 1}. Thus, we can define the
sum X• + Y• of two disjointly supported objects by
(X• + Y•)i =
{
Xi if i ∈ supp(X•)
Yi otherwise.
If X ′•, Y
′
• are two further disjointly supported objects, and f : X• → X
′
•, g : Y• → Y
′
•
are morphisms, then we define f + g as the composition⊗
i∈ω
(X• + Y•)i ∼=
⊗
i∈ω
Xi ⊗
⊗
i∈ω
Yi
f⊗g
−−−→
⊗
i∈ω
X ′i ⊗
⊗
i∈ω
Y ′i
∼=
⊗
i∈ω
(X ′• + Y
′
•)i.
Here the unlabeled isomorphism on the left is given by the coherence isomorphism⊗
i∈ω
(X• + Y•)i =
⊗
i∈supp(X•)∪supp(Y•)
(X• + Y•)i
∼=
−→
⊗
i∈supp(X•)
Xi ⊗
⊗
i∈supp(Y•)
Yi =
⊗
i∈ω
Xi ⊗
⊗
i∈ω
Yi
corresponding to the evident permutation, and the remaining isomorphism is de-
fined analogously.
Finally, if F : C → D is a strict symmetric monoidal morphism of permutative
categories, then we define Φ(F ) : Φ(C ) → Φ(D) as follows: Φ(F )(X1, X2, . . . ) =
(F (X1), F (X2), . . . ), and if f : X• → Y• is any morphism, then
Φ(F )(f) =
⊗
i∈ω
F (Xi) = F
(⊗
i∈ω
Xi
)
Ff
−−→ F
(⊗
i∈ω
Yi
)
=
⊗
i∈ω
F (Yi).
We omit the verification that this defines a functor Φ: PermCat→ ParSumCat.
Warning 1.22. Again, the hom-sets in ΦC are not in general disjoint, so we make
them artificially so by our tacit agreement.
However, we have to remember that writing down a morphism in C is not enough
to pin down a morphism in ΦC as this does not record the source and target of
the map. This means that we will at several points below first need to verify
that two given morphisms, which we want to prove to be equal, actually share the
same source as well as the same target. The same caveat applies to many of the
constructions below.
Remark 1.23. We can define Φ(F ) more generally for strong symmetric monoidal
functors F that are strictly unital in the sense that the structure isomorphism
1 → F (1) is the identity. However, in this generality the definition of Φ(F ) on
morphisms becomes more complicated, see [Sch, Construction 11.6].
Lemma 1.24. Φ preserves and reflects underlying equivalences.
Proof. If C is any permutative category, then the underlying category of Φ(C ) is
naturally equivalent to the underlying category of C by [Sch, Remark 11.4]. Thus,
the claim follows from 2-out-of-3. 
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2. From parsummable categories to permutative categories
We begin by constructing the functor Σ that we will later prove to be the desired
homotopy inverse of Φ.
Construction 2.1. Let C be a parsummable category, let m,n ≥ 0 be integers, and
let X1, . . . , Xm, Y1, . . . , Yn ∈ C . We define
ΣC (X•, Y•) := {(ψ, f, ϕ) : ϕ : m× ω֌ ω, ψ : n× ω֌ ω,
f : ϕ∗(X1, . . . , Xm)→ ψ∗(Y1, . . . , Ym)}/ ∼
where (ψ, f, ϕ) ∼ (ψ′, f ′, ϕ′) if and only if f ′ = [ψ′, ψ] ◦ f ◦ [ϕ, ϕ′]. We omit the
easy verification that ∼ is an equivalence relation (which uses Lemma 1.12).
Lemma 2.2. In the situation above let ϕ : m × ω ֌ ω and ψ : n × ω ֌ ω be
arbitrary injections. Then
HomC (ϕ∗(X1, . . . , Xm), ψ∗(Y1, . . . , Yn))→ ΣC (X•, Y•)
f 7→ [ψ, f, ϕ]
is bijective.
Proof. It is immediate from the definition of the equivalence relation that this is
injective. To see that it is also surjective, we observe that a general element on the
right hand side is of the form [ψ′, f ′, ϕ′] with ϕ′ : m× ω֌ ω, ψ′ : n× ω֌ ω and
f ′ : ϕ′∗(X1, . . . , Xm)→ ψ
′
∗(Y1, . . . , Yn). Then
[ψ′, f ′, ϕ′] = [ψ, [ψ, ψ′] ◦ f ′ ◦ [ϕ′, ϕ], ϕ],
so [ψ′, f ′, ϕ′] is in particular contained in the image of the above map. 
Construction 2.3. Let C be a parsummable category. We define Σ(C ) to be the
following (small) category: an object of Σ(C ) is a finite sequence (X1, . . . , Xm) of
objects of C ; here m = 0 is allowed, in which case we also denote the resulting
object by ǫ. If (Y1, . . . , Yn) is another object, then
Hom((X1, . . . , Xm), (Y1, . . . , Yn)) = ΣC (X•, Y•).
If (Z1, . . . , Zo) is yet another object, then the composition of [ψ, f, ϕ] : X• → Y•
and [τ, g, σ] : Y• → Z• is defined to be
[τ, g, σ] ◦ [ψ, f, ϕ] := [τ, g ◦ [σ, ψ] ◦ f, ϕ].
If F : C → D is a morphism of parsummable categories, then we define the functor
Σ(F ) : Σ(C )→ Σ(D) on objects via Σ(F )(X1, . . . , Xn) = (FX1, . . . , FXn) and on
morphisms via Σ(F )[ψ, f, ϕ] = [ψ, Ff, ϕ].
Proposition 2.4. Σ is a well-defined functor ParSumCat→ Cat.
Proof. Let us first show that Σ(C ) is a well-defined category for any parsummable
category C , i.e. the above composition is independent of the choice of representa-
tives, and moreover associative and unital.
To this end, we let (ψ, f, ϕ) and (ψ′, f ′, ϕ′) represent the same morphism X• →
Y•, and we let (τ, g, σ) and (τ
′, g′, σ′) represent the same morphism Y• → Z•. We
have to show that
(τ, g ◦ [σ, ψ] ◦ f, ϕ) ∼ (τ ′, g′ ◦ [σ′, ψ′] ◦ f ′, ϕ′),
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i.e. g′ ◦ [σ′, ψ′] ◦ f ′ = [τ ′, τ ] ◦ g ◦ [σ, ψ] ◦ f ◦ [ϕ, ϕ′]. But indeed,
f ◦ [ϕ, ϕ′] = [ψ, ψ′] ◦ [ψ′, ψ] ◦ f ◦ [ϕ, ϕ′] = [ψ, ψ′] ◦ f ′
(where we have used Lemma 1.12 and that (ψ, f, ϕ) ∼ (ψ′, f ′, ϕ′), respectively),
and similarly
[τ ′, τ ] ◦ g = g′ ◦ [σ′, σ].
Plugging this in yields
[τ ′, τ ] ◦ g ◦ [σ, ψ] ◦ f ◦ [ϕ, ϕ′] = g′ ◦ [σ′, σ] ◦ [σ, ψ] ◦ [ψ, ψ′] ◦ f ′ = g′ ◦ [σ′, ψ′] ◦ f ′
as desired, where the final equation uses Lemma 1.12 again. This completes the
proof that the composition is independent of the choice of representatives.
Next, we claim that for any X1, . . . , Xm the element [ϕ, id, ϕ] is a unit of X• in
Σ(C ), where ϕ : m×ω֌ ω is any injection. But indeed, if (Y1, . . . , Yn) is any other
object, then Lemma 2.2 implies that any element of HomΣ(C )(X•, Y•) can be written
as [ψ, f, ϕ] for some ψ : n × ω ֌ ω and f : ϕ∗(X1, . . . , Xm) → ψ∗(Y1, . . . , Yn).
But then obviously, [ψ, f, ϕ][ϕ, id, ϕ] = [ψ, f ◦ [ϕ, ϕ] ◦ id, ϕ] = [ψ, f, ϕ] as desired,
i.e. [ϕ, id, ϕ] is a right unit. Analogously one proves that it is also a left unit.
Moreover, a similar argument shows that the composition is associative, finishing
the proof that Σ(C ) is a well-defined category.
Now let F : C → D be any map of parsummable categories. We claim that Σ(F )
is a well-defined functor, i.e. its action on morphisms is independent of the choice of
representatives and compatible with compositions and the unit. But indeed, if we
again let (ψ, f, ϕ), (ψ′, f ′, ϕ′) be representatives of the same morphism X• → Y•,
then f ′ = [ψ′, ψ] ◦ f ◦ [ϕ, ϕ′] and hence
F (f ′) = F ([ψ′, ψ] ◦ f ◦ [ϕ, ϕ′]) = [ψ′, ψ] ◦ (Ff) ◦ [ϕ, ϕ′]
by universality of the natural transformations [ψ′, ψ] and [ϕ, ϕ′]. Plugging this in,
we immediately see that [ψ, Ff, ϕ] = [ψ′, Ff ′, ϕ′] as desired, i.e. Σ(F ) is indepen-
dent of the choices of representatives. With this established, we consider any further
morphism [τ, g, σ] : Y• → Z•; by Lemma 2.2 we may again assume that σ = ψ, in
which case
(Σ(F )[τ, g, ψ])(Σ(F )[ψ, f, ϕ]) = [τ, Fg, ψ][ψ, Ff, ϕ] = [τ, (Fg)(Ff), ϕ]
= [τ, F (gf), ϕ] = Σ(F )[τ, gf, ϕ]
= Σ(F )([τ, g, ψ][ψ, f, ϕ])
as desired. Finally, Σ(F )[ϕ, id, ϕ] = [ϕ, F (id), ϕ] = [ϕ, id, ϕ] by definition, complet-
ing the argument that Σ(F ) is a functor.
It only remains to show that Σ itself is a functor, which is immediate from the
definitions. 
Construction 2.5. Let C be a parsummable category. We define – ⊗ –: Σ(C ) ×
Σ(C ) → Σ(C ) as follows: if (X1, . . . , Xm), (Y1, . . . , Yn) are objects of Σ(C ), then
(X1, . . . , Xm)⊗ (Y1, . . . , Yn) = (X1, . . . , Xm, Y1, . . . , Yn). If
α : (X1, . . . , Xm)→ (Y1, . . . , Yn) and β : (X
′
1, . . . , X
′
m′)→ (Y
′
1 , . . . , Y
′
n′)
are morphisms in Σ(C ), then we define α ⊗ β as follows: we pick representatives
[ψ, f, ϕ] of α and [τ, g, σ] of β such that im(ϕ)∩ im(σ) = ∅ and im(ψ)∩ im(τ) = ∅,
and we set
[ψ, f, ϕ]⊗ [τ, g, σ] := [ψ + τ, f + g, ϕ+ σ].
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Here f + g is the sum in the parsummable category, ϕ + σ is the injection (m+
m′)× ω → ω with
(ϕ+ σ)(i, x) =
{
ϕ(i, x) if i ≤ m
σ(i −m,x) otherwise,
and ψ + τ is defined analogously.
Finally, if (X1, . . . , Xm), (Y1, . . . , Yn) ∈ Σ(C ), then we define τX•,Y• : X•⊗ Y• →
Y•⊗X• as [ϕ¯, id, ϕ], where ϕ is any injection (m+n)×ω֌ ω and ϕ¯ : (n+m)×ω֌
ω is defined via
ϕ¯(i, x) =
{
ϕ(i+m,x) if i ≤ n
ϕ(i− n, x) otherwise.
Proposition 2.6. The above is well-defined and makes Σ(C ) into a permutative
category. If F : C → D is a morphism of parsummable categories, then Σ(F ) is
strict symmetric monoidal with respect to the above permutative structures. This
way, Σ lifts to a functor ParSumCat→ PermCat.
Proof. Let us first show that ⊗ is well-defined on morphisms. To this end we first
observe that [ψ+τ, f+g, ϕ+σ] indeed defines a map (X1, . . . , Xm, X
′
1, . . . , X
′
m′)→
(Y1, . . . , Yn, Y
′
1 , . . . , Y
′
n′), i.e. f + g is a map (ϕ+ σ)∗(X1, . . . , Xm, X
′
1, . . . , X
′
m′)→
(ψ + τ)∗(Y1, . . . , Yn, Y
′
1 , . . . , Y
′
n′): namely, by Lemma 1.11
(ϕ+ σ)∗(X1, . . . , Xm, X
′
1, . . . , X
′
m′) = ϕ∗(X1, . . . , Xm) + σ∗(X
′
1, . . . , X
′
m′)
and
(ψ + τ)∗(Y1, . . . , Yn, Y
′
1 , . . . , Y
′
n′) = ψ∗(Y1, . . . , Yn) + τ∗(Y
′
1 , . . . , Y
′
n′).
Now let us prove that it is independent of the choices of representatives: to this
end, we let (ψ′, f ′, ϕ′) be another representative of [ψ, f, ϕ] and we let (τ ′, g′, σ′)
be another representative of [τ, g, σ] such that im(ϕ′) ∩ im(σ′) = ∅ and im(ψ′) ∩
im(τ ′) = ∅. We have to show that (ψ+ τ, f + g, ϕ+ σ) ∼ (ψ′+ τ ′, f ′+ g′, ϕ′ + σ′),
i.e. f ′+ g′ = [ψ′+ τ ′, ψ+ τ ] ◦ (f + g) ◦ [ϕ+ σ, ϕ′+ σ′]. To this end, we observe that
by Lemma 1.12
[ϕ+ σ, ϕ′ + σ′](X1,...,Xn,X′1,...,X′n′) = [ϕ, ϕ
′](X1,...,Xm) + [σ, σ
′](X′1,...,X′m′)
and [ψ′ + τ ′, ψ + τ ] = [ψ′, ψ] + [τ ′, τ ]. Thus,
[ψ′+τ ′, ψ+τ ]◦(f+g)◦[ϕ+σ, ϕ′+σ′] = ([ψ′, ψ]◦f◦[ϕ, ϕ′])+([τ ′, τ ]◦g◦[σ, σ′]) = f ′+g′,
where we have used that + is a functor and that (ψ, f, ϕ) ∼ (ψ′, f ′, ϕ′) and
(τ, g, σ) ∼ (τ ′, g′, σ′). This completes the proof that ⊗ is well-defined. With this
established, functoriality is once again obvious.
Next, let us show that ⊗ is strictly unital with unit the empty sequence ǫ. This
is obvious on objects. On morphisms, we will only show that it is a left unit, the
other case being analogous. To this end, we let [ψ, f, ϕ] represent any morphism
(X1, . . . , Xm) → (Y1, . . . , Yn). Then the identity of ǫ is represented by [i, id0, i],
where i : 0 × ω = ∅ ֌ ω is the unique map. Obviously im(i) ∩ im(ϕ) = ∅ =
im(i) ∩ im(ψ), and hence [i, id0, i] ⊗ [ψ, f, ϕ] = [i + ψ, id0 + f, i + ϕ]. But by
definition i + ψ = ψ, i + ϕ = ϕ, and moreover id0 + f = f since 0 is a strict unit
for the addition in C , so that [i, id0, i]⊗ [ψ, f, ϕ] = [ψ, f, ϕ] as desired.
The associativity of ⊗ is again obvious on objects. To see that
(2.1) [ψ, f, ϕ]⊗ ([τ, g, σ]⊗ [ζ, h, υ]) = ([ψ, f, ϕ]⊗ [τ, g, σ])⊗ [ζ, h, υ]
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we may assume without loss of generality that im(ϕ),im(σ), and im(υ) are pairwise
disjoint, and that im(ψ), im(τ), and im(ζ) are pairwise disjoint. In this case one
immediately checks from the definition that the left hand side of (2.1) is given
by [ψ + (τ + ζ), f + (g + h), ϕ + (σ + υ)] while the right hand side is given by
[(ψ + τ) + ζ, (f + g) + h, (ϕ + σ) + υ]. But ϕ + (σ + υ) = (ϕ + σ) + υ and
ψ+(τ+ζ) = (ψ+τ)+ζ by direct inspection, and moreover f+(g+h) = (f+g)+h by
strict associativity of the sum in C . This completes the proof that ⊗ is associative.
Now we will show that τ is well-defined. To this end, we first observe that
[ϕ¯, id, ϕ] indeed defines a map (X1, . . . , Xm, Y1, . . . , Yn)→ (Y1, . . . , Yn, X1, . . . , Xm)
as
ϕ∗(X1, . . . , Xm, Y1, . . . , Yn)
= ϕ(1, –)∗(X1) + · · ·+ ϕ(m, –)∗(Xm) + ϕ(m+ 1, –)∗(Y1) + · · ·+ ϕ(m+ n, –)∗(Yn)
= ϕ¯(n+ 1, –)∗(X1) + · · ·+ ϕ¯(n+m, –)∗(Xm) + ϕ¯(1, –)∗(Y1) + · · ·+ ϕ¯(n, –)∗(Yn)
= ϕ¯(1, –)∗(Y1) + · · ·+ ϕ¯(n, –)∗(Yn) + ϕ¯(n+ 1, –)∗(X1) + · · ·+ ϕ¯(n+m, –)∗(Xm)
= ϕ¯∗(Y1, . . . , Yn, X1, . . . , Xm).
To see that τX•,Y• is independent of the choice of ϕ, we let ϕ
′ : (m+ n)× ω֌ ω
be another injection. An analogous calculation to the above then shows that
[ϕ′, ϕ](X1,...,Xm,Y1,...,Yn) = [ϕ¯
′, ϕ¯](Y1,...,Yn,X1,...,Xm)
and hence [ϕ¯′, id, ϕ′] = [ϕ¯, [ϕ¯, ϕ¯′] ◦ [ϕ′, ϕ], ϕ] = [ϕ¯, id, ϕ] as desired.
Next, let us check that τ is natural. To this end, we let [ψ, f, ϕ] and [τ, g, σ] rep-
resent morphisms (X1, . . . , Xm)→ (Y1, . . . , Yn) and (X
′
1, . . . , X
′
m′)→ (Y
′
1 , . . . , Y
′
n′),
respectively, where im(ϕ)∩im(σ) = ∅ and im(ψ)∩im(τ) = ∅. We may then choose
the injection (m+m′) × ω ֌ ω from the definition of τX•,X′• to be ϕ + σ, and
thus one immediately checks that τX•,X′• = [σ + ϕ, id, ϕ + σ]; analogously, we get
τY•,Y ′• = [τ + ψ, id, ψ + τ ]. The commutativity of the naturality square
X• ⊗X
′
• X
′
• ⊗X•
X ′• ⊗X• X• ⊗X
′
•
τ
[ψ,f,ϕ]⊗[τ,g,σ] [τ,g,σ]⊗[ψ,f,ϕ]
τ
is therefore equivalent to the assertion [τ + ψ, g + f, σ + ϕ][σ + ϕ, id, ϕ + σ] =
[τ + ψ, id, ψ + τ ][ψ + τ, f + g, ϕ+ σ], which itself is immediate from the definition
of the composition together with the strict commutativity of the sum in C . This
completes the argument that τ is a natural transformation.
To finish the proof that this makes Σ(C ) into a permutative category, it remains
to check the usual coherence conditions on τ :
τ is self-inverse: let (X1, . . . , Xm), (Y1, . . . , Yn) be objects of Σ(C ) and let
ϕ : (m + n) × ω → ω be any injection, so that τX•,Y• = [ϕ¯, id, ϕ]. But ϕ¯ is an
injection (n+m)×ω→ ω and ϕ¯ = ϕ, so that τY•,X• = [ϕ, id, ϕ¯] and hence indeed
τY•,X•τX•,Y• = [ϕ, id, ϕ] which is the identity of X• ⊗ Y•.
τ is unital: let (X1, . . . , Xm) ∈ Σ(C ). We have to show that τǫ,X• = id. But
indeed, if ϕ : (0 + n) × ω → ω is any injection, then ϕ¯ = ϕ and hence τǫ,X• =
[ϕ, id, ϕ] is the identity. Analogously, one shows that also τX•,ǫ = id.
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τ is associative: let (X1, . . . , Xm), (Y1, . . . , Yn), (Z1, . . . , Zo) ∈ Σ(C ). We have
to show that the diagram
(2.2)
X• ⊗ Y• ⊗ Z• Z• ⊗X• ⊗ Y•
X• ⊗ Z• ⊗ Y•
X•⊗τY•,Z•
τX•⊗Y•,Z•
τX•,Z•⊗Y•
commutes. To this end, we pick an injection ϕ : (m+ n+ o)× ω֌ ω. Then
τX•⊗Y•,Z• = [ϕ|{m+n+1,...,m+n+o} + ϕ|{1,...,m+n}, id, ϕ]
τY•,Z• = [ϕ|{m+n+1,...,m+n+o} + ϕ|{m+1,...,m+n}, id, ϕ|{m+1,...,m+n+o}]
τX•,Z• = [ϕ|{m+n+1,...,m+n+o} + ϕ|{1,...,m}, id, ϕ|{1,...,m} + ϕ|{m+n+1,...,m+n+o}]
idX• = [ϕ|{1,...,m}, id, ϕ|{1,...,m}]
idY• = [ϕ|{m+1,...,m+n}, id, ϕ|{m+1,...,m+n}].
Plugging this in, the commutativity of (2.2) is equivalent to the assertion
[ϕ|{m+n+1,...,m+n+o} + ϕ|{1,...,m+n}, id, ϕ]
= [ϕ{m+n+1,...,m+n+o} + ϕ{1,...,m} + ϕ{m+1,...,m+n}, (id + id)(id + id),
ϕ{1,...,m} + ϕ{m+1,...,m+n+o}]
which in turn follows immediately from the fact that the sum in C is functorial to-
gether with the evident identities ϕ{m+n+1,...,m+n+o}+ϕ{1,...,m}+ϕ{m+1,...,m+n} =
ϕ{m+n+1,...,m+n+o}+ϕ{1,...,m+n} and ϕ{1,...,m}+ϕ{m+1,...,m+n+o} = ϕ. Altogether,
we have shown that Σ(C ) is indeed a well-defined permutative category.
Finally, we have to show that Σ(F ) is a strict symmetric monoidal functor,
i.e. it strictly commutes with ⊗ and with τ , and it strictly preserves the tensor
unit. It is obvious from the definition that Σ(F ) commutes with ⊗ on objects and
that Σ(F )(ǫ) = ǫ. If now [ψ, f, ϕ] : X• → Y• and [τ, g, ψ] : X
′
• → Y
′
• are any two
morphisms, then we have to prove that
Σ(F )([ψ, f, ϕ] ⊗ [τ, g, σ]) = (Σ(F )[ψ, f, ϕ]) ⊗ (Σ(F )[τ, g, σ]).
For this we may assume without loss of generality that im(ϕ) ∩ im(σ) = ∅ and
im(ψ) ∩ im(τ) = ∅. In this case, the left hand side evaluates to Σ(F )[ψ + τ, f +
g, ϕ+ σ] = [ψ + τ, F (f + g), ϕ + σ] whereas the right hand side evaluates to [ψ +
τ, Ff +Fg, ϕ+ σ]. These are in fact equal as F strictly preserves the sum in C by
assumption.
In order to check the compatibility of Σ(F ) with τ we have to show that for any
(X1, . . . , Xm), (Y1, . . . , Yn) ∈ Σ(C ) the equality Σ(F )(τX• ,Y•) = τΣ(F )(X•),Σ(F )(Y•)
holds in Σ(D). But if ϕ : (m + n) × ω → ω is any injection, then the left hand
side is given by Σ(F )[ϕ¯, id, ϕ] = [ϕ¯, F (id), ϕ] while the right hand side is given by
[ϕ¯, id, ϕ]. Thus, this is simply an instance of functoriality of F . This completes
the argument that Σ(F ) is strict symmetric monoidal. Since the forgetful functor
from permutative categories and strict symmetric monoidal functors to ordinary
categories is faithful, Σ remains a functor when viewed as mapping into PermCat.
This completes the proof of the proposition. 
Remark 2.7. In [Sch, Proposition 5.7], Schwede demonstrates how any injection
ϕ : 2 × ω ֌ ω gives rise to a functor ϕ∗ : ParSumCat → SymMonCat, and he
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sketches in [Sch, Remark 11.4] that ϕ∗ ◦ Φ is naturally equivalent to the inclusion
PermCat →֒ SymMonCat.
Taking this for granted and using Theorem 1.18, it will then follow abstractly
that J ◦ ϕ∗ ≃ Σ once we know that Σ is homotopy inverse to Φ. In fact, in our
situation one can check by direct inspection (and without using any of these results)
that Σ is actually isomorphic to J ◦ ϕ∗. Namely, J(ϕ∗C ) has the same objects as
ΣC and
HomJ(ϕ∗C )((X1, . . . , Xm), (Y1, . . . , Yn)) = HomC (ϕm∗(X1, . . . , Xm), ϕn∗(Y1, . . . , Yn))
where ϕm, ϕn are specific injections constructed from ϕ.
However, the above direct construction of the functor Σ that does not depend
on the choice of ϕ has several advantages: firstly, the additional freedom in the
injections ψ, ϕ when specifying a morphism (X1, . . . , Xm)→ (Y1, . . . , Yn) will con-
siderably simplify many calculations. Secondly, Σ has a natural ‘coordinate-free’
analogue that will be the basis for all of the constructions in the next section.
For later use we record a description of certain coherence isomorphisms in the
permutative category ΣC :
Lemma 2.8. Let C be a parsummable category, let X1, . . . , Xn ∈ C and let σ ∈ Σn.
Then the coherence isomorphism
(X1, . . . , Xm) =
m⊗
i=1
(Xi)→
m⊗
i=1
(Xσ−1(i)) = (Xσ−1(1), . . . , Xσ−1(m))
associated to σ is given by [ϕ, id, ϕ◦ (σ× id)] where ϕ : m×ω֌ ω is any injection.
Proof. We first observe that by Lemma 1.11(
ϕ ◦ (σ × id)
)
∗
(X1, . . . , Xn) = ϕ∗(Xσ−1(1), . . . , Xσ−1(n)).
So [ϕ, id, ϕ◦(σ× id)] indeed defines a map (X1, . . . , Xm)→ (Xσ−1(1), . . . , Xσ−1(m)).
Next, we will prove the claim in the special case that σ = (r r + 1) for some
1 ≤ r < m. Then the coherence isomorphism associated to σ is by definition
(2.3)
⊗
i<r
Xi ⊗ τ(Xr),(Xr+1) ⊗
⊗
i>r+1
Xi.
Now ϕ|{r,r+1} is an injection (1 + 1)× ω֌ ω, thus
τ(Xr),(Xr+1) = [ϕ|{r,r+1}, id, ϕ|{r,r+1}] = [ϕ|{r,r+1} ◦
(
(1 2)× id
)
, id, ϕ|{r,r+1}].
On the other hand
id(X1,...,Xr−1) = [ϕ|{1,...,r−1}, id, ϕ|{1,...,r−1}]
id(Xr+1,...,Xm) = [ϕ|{r+1,...,m}, id, ϕ|{r+1,...,m}],
and hence (2.3) agrees with
[ϕ|{1,...,r−1} +
(
ϕ|{r,r+1} ◦
(
(1 2)× id
))
+ ϕ|{r+1,...,m}, id,
ϕ|{1,...,r−1} + ϕ|{r,r+1} + ϕ|{r+1,...,m}]
= [ϕ ◦
(
(r r + 1)× id
)
, id, ϕ]
by definition of the monoidal structure, where we have used that the images of the
restrictions of ϕ are suitably disjoint. The claim now follows by replacing ϕ with
ϕ ◦
(
(r r + 1)× id
)
.
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If σ is now a general injection, then we write σ = τk · · · τ1 such that each τi is a
transposition exchanging two adjacent elements of m, and we define σi = τi · · · τ1.
Then the coherence isomorphism
⊗m
i=1Xi →
⊗m
i=1Xσ−1(i) associated to σ is (by
construction) the composition
m⊗
i=1
Xi →
m⊗
i=1
Xσ−11 (i)
→
m⊗
i=1
Xσ−12 (i)
→ · · · →
m⊗
i=1
Xσ−1
k
(i) =
m⊗
i=1
Xσ−1(i)
where the i-th arrow is the coherence isomorphism associated to the permutation τi.
Applying the above special case for the injection ϕ◦
(
(τr · · · τi+1)× id
)
we therefore
see that the i-th arrow is given by [ϕ ◦
(
(τr · · · τi+1)× id
)
, id, ϕ ◦
(
(τr · · · τi)× id
)
].
The composition of these is just [ϕ, id, ϕ ◦
(
(τr · · · τ1) × id
)
] = [ϕ, id, ϕ ◦ (σ × id)],
which completes the proof of the lemma. 
In order to construct the natural levelwise underlying equivalence ΣΦ⇒ id, we
need the following notion:
Definition 2.9. Let C be a symmetric monoidal category and let X(1), . . . , X(n) ∈
ΦC . Then an injection ϕ : n×ω֌ ω is called X•-monotone, if ϕ(i1, j1) < ϕ(i2, j2)
for all i1, i2 ∈ n, j1, j2 ∈ ω such that (i1, j1) is lexicographically smaller than (i2, j2)
and such that X
(i1)
j1
, X
(i2)
j2
6= 1.
Proposition 2.10. Let X(1), . . . , X(n) be as above.
(1) There exists an X•-monotone injection ϕ : n× ω֌ ω.
(2) If ϕ, ϕ′ : n× ω֌ ω are two X•-monotone injections, then [ϕ′, ϕ]X• is the
identity of ⊗
i∈ω
(ϕ∗X)i =
⊗
i∈ω
(ϕ′∗X)i
in C .
The proof of the proposition relies on the following coherence result:
Lemma 2.11. Let C be a permutative category, let X1, . . . , Xk ∈ C , and let σ ∈
Σk. Assume we are given 1 ≤ i1 < · · · < im ≤ k such that Xi = 1 for all
i /∈ {i1, . . . , im}. Then there exists a unique permutation σ˜ ∈ Σm such that
σ(iσ˜−1(1)) < · · · < σ(iσ˜−1(m)).
Moreover, the coherence isomorphism
(2.4)
k⊗
i=1
Xi →
k⊗
i=1
Xσ−1(i)
associated to σ agrees with the coherence isomorphism
m⊗
j=1
Xij →
m⊗
j=1
Xi
σ˜−1(j)
associated to σ˜.
Proof. It is obvious that there is at most one such σ˜.
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We now set kj = ij − ij−1 − 1 for j = 1, . . . ,m + 1 with the convention that
i0 = 0 and im+1 = k + 1. Thus,
(X1, . . . , Xk) = (1, . . . ,1︸ ︷︷ ︸
k1
, Xi1 ,1, . . . ,1︸ ︷︷ ︸
k2
, . . . , Xim ,1, . . . ,1︸ ︷︷ ︸
km+1
).
We now consider the commutative diagram
EΣk ×
∏m
i=1
(
(EΣ0)
ki × EΣ1
)
× EΣ
km+1
0 × C
m EΣm × C
m
C
EΣk ×
∏m
i=1
(
(EΣ0)
ki × EΣ1 × C
)
× EΣ
km+1
0 EΣk × C
k
shuffle
compose×id
act
EΣk×
∏
act
act
coming from the usual EΣ∗-algebra structure on C . If we chase the morphism(
(σ, 1); id1, . . . , id1; idXi1 , . . . , idXim ) through the lower composition, we get (2.4).
On the other hand, the top arrow sends this to
(
(σˆ, 1);Xi1 , . . . , Xim) for some
permutation σˆ, so the top composition is the coherence isomorphism
(2.5)
m⊗
j=1
Xij →
m⊗
j=1
Xi
σˆ−1(j)
associated to σˆ; it therefore suffices that σˆ satisfies the defining inequality of σ˜.
For this we observe that σˆ is by definition independent of C and the objects
Xi1 , . . . , Xim . But if we take C = Σ(D) for any parsummable category D with
at least m pairwise distinct objects x1, . . . , xm and set Xij = (xj), Xi = ǫ other-
wise, then the target of (2.5) is
(xi
σˆ−1(1)
, . . . , xi
σˆ−1(m)
) = (xσ−1σ(i
σˆ−1(1))
, . . . , xσ−1σ(i
σˆ−1(m))
).
For this to agree with the target of (2.4) we then indeed need to have σ(iσˆ−1(1)) <
· · · < σ(iσˆ−1(m)). This completes the proof of the lemma. 
Corollary 2.12. Let C be a permutative category, let X ∈ ΦC , let u ∈ M, and
write suppX = {i1 < · · · < im}. Then there exists a unique σ˜ ∈ Σm such that
u(iσ˜−1(1)) < · · · < u(iσ˜−1(m)). Moreover, as a map in C , [u, 1]X is the coherence
isomorphism associated to σ˜.
Proof. We recall the construction of [u, 1]X : this was given by taking K ≫ 0 such
that Xi = 1 = (u∗X)i for all i > K together with a permutation σ ∈ ΣK such
that σ(i) = u(i) for all i with Xi 6= 1. With respect to these choices [u, 1]X is the
coherence isomorphism
K⊗
i=1
Xi →
K⊗
i=1
Xσ−1(i) =
K⊗
i=1
(u∗X)(i)
associated to σ. Therefore, the claim is an instance of the previous lemma. 
The special case σ˜ = id is worth making explicit:
Corollary 2.13. Let C be a permutative category, let X ∈ ΦC , and let u ∈ M.
Assume u is monotone when restricted to suppX. Then [u, 1]X is the identity as
a morphism
⊗
i∈ωXi →
⊗
i∈ω(u∗X)i in C . 
With this established we are now ready to tackle the proposition:
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Proof of Proposition 2.10. For the first statement, we let (i1, j1), (i2, j2), . . . , (iℓ, jℓ)
be the sequence of those indices (i, j) such that X
(i)
j 6= 1, ordered lexicographically.
Then there exists an injection ϕ0 : (n×ω)r {(i1, j1), . . . , (iℓ, jℓ)}֌ ωr {1, . . . , ℓ}
as both sides are countably infinite. We can then simply define
ϕ(i, j) =
{
k if (i, j) = (ik, jk)
ϕ0(i, j) otherwise.
For the second statement we choose any u ∈ M with u(ϕ(ik, jk)) = ϕ
′(ik, jk).
Then uϕ and ϕ′ agree on supp(X(1)) ∪ · · · supp(X(n)) = {(i1, j1), . . . , (ik, jk)},
hence [ϕ′, ϕ]X• = [uϕ, ϕ]X• = [u, 1]ϕ∗(X(1),...,X(n)). We observe that ϕ∗(X1, . . . , Xn)
is supported on {ϕ(i1, j1), . . . , ϕ(iℓ, jℓ)} and that ϕ(i1, j1) < · · · < ϕ(iℓ, jℓ) by
monotonicity of ϕ. Moreover, ϕ′(i1, j1) < · · · < ϕ
′(iℓ, jℓ) by monotonicity of ϕ
′,
i.e. u is monotone when restricted to supp(ϕ∗(X1, . . . , Xn)). Thus, the claim follows
from the previous corollary. 
Construction 2.14. Let C be a permutative category. We define TC : ΣΦ(C )→ C
as follows: an object (X(1), . . . , X(m)) ∈ ΣΦ(C ), i.e. a tuple of sequences X
(i)
• of
objects of C almost all of which are 1, is sent to⊗
j∈ω
X
(1)
j ⊗ · · · ⊗
⊗
j∈ω
X
(m)
j .
If α : (X(1), . . . , X(m)) → (Y (1), . . . , Y (n)) is any morphism, then we choose a rep-
resentative (ψ, f, ϕ) of α such that ψ is Y •-monotone and ϕ is X•-monotone, and
set TC (α) = f .
Proposition 2.15. Let C be any permutative category. Then TC is a well-defined
strict symmetric monoidal functor ΣΦ(C ) → C . For varying C , the T ’s assemble
into a natural levelwise underlying equivalence ΣΦ⇒ idPermCat.
Proof. We begin by proving that TC is well-defined. For this we first observe
that any morphism (X(1), . . . , X(m)) → (Y (1), . . . , Y (n)) in ΣΦC indeed admits
a representative (ψ, f, ϕ) such that ϕ is X•-monotone and ψ is Y •-monotone by
Proposition 2.10-(1).
We will now show that f is indeed a morphism
TC (X
(1), . . . , X(m)) =
m⊗
i=1
⊗
j∈ω
X
(i)
j →
n⊗
i=1
⊗
j∈ω
Y
(i)
j = TC (Y
(1), . . . , Y (n));
namely, if (i1, j1), . . . , (ik, jk) is the sequence of those (i, j) such that X
(i)
j 6= 1,
ordered lexicographically, and (i′1, j
′
1), . . . , (i
′
ℓ, j
′
ℓ) is the sequence of those (i, j) such
that Y
(i)
j 6= 1, again ordered lexicographically, then
TC (X
•) = X
(i1)
j1
⊗ · · · ⊗X
(ik)
jk
and TC (Y
•) = Y
(i′1)
j′1
⊗ · · · ⊗X
(i′ℓ)
j′
ℓ
by strict unitality of ⊗. On the other hand, f is by definition a morphism ϕ∗(X
•)→
ψ∗(Y •) in Φ(C ), i.e. a morphism⊗
i∈ω
ϕ∗(X
•)i →
⊗
i∈ω
ψ∗(Y
•)i
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in C . But ⊗
i∈ω
ϕ∗(X
•)i =
⊗
i∈ω
i=ϕ(ir,jr)
X
(ir)
jr
=
k⊗
r=1
X
(ir)
jr
,
where we have used the strict unitality of ⊗ and the assumption that ϕ be X•-
monotone. Analogously, ⊗
i∈ω
ψ∗(Y
•)i =
ℓ⊗
r=1
Y
(i′r)
j′r
,
so f indeed has the specified source and target.
Next, let us check that TC is independent of the choice of representative. Indeed,
if [ψ, f, ϕ] = [ψ′, f ′, ϕ′] such that ϕ, ϕ′ areX•-monotone and ψ, ψ′ are Y •-monotone,
then
f ′ = [ψ′, ψ](Y (1),...,Y (n)) ◦ f ◦ [ϕ, ϕ
′](X(1),...,X(m)).
But by Proposition 2.10-(2) both [ϕ, ϕ′](X(1),...,X(m)) and [ψ
′, ψ](Y (1),...,Y (n)) are the
respective identities in C , i.e. f = f ′ as morphisms in C .
Now we can prove that TC preserves compositions and identities. For this we let
α : (X(1), . . . , X(m))→ (Y (1), . . . , Y (n)) and β : (Y (1), . . . , Y (n)))→ (Z(1), . . . , Z(o))
be any two composable morphisms. We then choose an X•-monotone injection
ϕ : m × ω ֌ ω, a Y •-monotone injection ψ : n × ω ֌ ω, and a Z•-monotone
injection τ : o × ω ֌ ω, yielding representatives (ψ, f, ϕ) of α and (τ, g, ψ) of β.
Then βα = [τ, gf, ϕ] by definition of the composition, and hence
TC (βα) = gf = TC (β)TC (α)
as desired. Similarly, if (X(1), . . . , X(m)) is any object in ΣΦC , and ϕ : m×ω֌ ω
is X•-monotone, then the identity of X• is given by [ϕ, idϕ∗(X•), ϕ], so
TC (idX•) = idϕ∗(X•) = id⊗m
i=1
⊗
j∈ω X
(i)
j
.
This completes the proof that TC is a well-defined functor.
Now we will show that TC is strict symmetric monoidal. It is again obvious
that TC commutes with ⊗ on the level of objects and that it strictly preserves the
tensor unit. To see that TC also commutes with ⊗ on the level of morphisms, we let
α : (A(1), . . . , A(m)) → (B(1), . . . , B(n)) and β : (C(1), . . . , C(o)) → (D(1), . . . , D(p))
be any two morphisms in ΣΦC . We then pick an (A• ⊗ C•)-monotone ϕ : (m+
o) × ω ֌ ω and a (B• ⊗ D•)-monotone ψ : (n + p) × ω ֌ ω. Then ϕ|{1,...,m}
is A•-monotone, ϕ{m+1,...,m+n} is C
•-monotone, ψ|{1,...,o} is B
•-monotone, and
ψ|{o+1,...,o+p} is D
•-monotone. We can therefore write α = [ψ{1,...,o}, f, ϕ|{1,...,m}]
and β = [ψ{o+1,...,o+p}, g, ϕ|{m+1,...,m+n}] for suitable
(ϕ|{1,...,m})∗(A
•)
f
−→ (ψ|{1,...,n})∗(B
•)
(ϕ|{m+1,...,m+o})∗(C
•)
g
−→ (ψ|{n+1,...,n+p})∗(D
•),
and by definition TC (α) = f and TC (β) = g. On the other hand,
α⊗ β = [ψ{1,...,o} + ψ{o+1,...,o+p}, f + g, ϕ|{1,...,m} + ϕ|{m+1,...,m+n}] = [ψ, f + g, ϕ]
and hence TC (α⊗β) = f+g. The claim therefore amounts to showing that f+g =
f ⊗ g. To this end we recall that the sum in ΦC of two morphisms a : X → Y and
b : X ′ → Y ′ such that supp(X) ∩ supp(X ′) = ∅ and supp(Y ) ∩ supp(Y ′) is defined
by conjugating a⊗b with the coherence isomorphisms associated to the tautological
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bijections supp(X)∐ supp(X ′)→ supp(X)∪ supp(X ′) and supp(Y )∐ supp(Y ′)→
supp(Y )∪supp(Y ′), where in each case the ordering on the left hand side is extended
from those on the individual factors by demanding that any element of the first
summand be smaller than any of the second summand, while the ordering on the
right hand side is the natural ordering in ω. It therefore suffices to show that in
each of these cases the map in question is already monotone.
We will prove this for the first one, the argument for the second one being anal-
ogous. Namely, we observe that ϕ|{1,...,m}(i, j) < ϕ|{m+1,...,m+o}(i
′, j′) whenever
A
(i)
j 6= 1, C
(i′)
j′ 6= 1 because ϕ is (A
• ⊗ C•)-monotone. It follows immediately
as desired that k < k′ for all k, k′ ∈ ω such that (ϕ|{1,...,m})∗(A
•)k 6= 1 and
(ϕ|{m+1,...,m+o})∗(C
•)k′ 6= 1, which then completes the argument that F is strict
monoidal.
To see that TC commutes with τ , we let (X
(1), . . . , X(m)), (Y (1), . . . , Y (n)) ∈
ΣΦC be arbitrary. We pick an (X•⊗Y •)-monotone injection ϕ : (m+n)×ω֌ ω
as in the proof of Proposition 2.10-(1), i.e. ϕ(supp(X•⊗Y •)) = {1, . . . , k} for some
k ∈ ω; then (X•⊗Y •)-monotonicity already implies that ϕ(supp(X•)) = {1, . . . , ℓ}
for some ℓ ≤ k.
As ϕ is in particular an injection, τX•,Y • : X
• ⊗ Y • → Y • ⊗ X• is given by
[ϕ¯, id, ϕ]. However, ϕ¯ is usually not (Y • ⊗X•)-monotone. We now define χ ∈ M
via
χ(i) =


i+ k − ℓ if i ≤ ℓ
i− ℓ if ℓ < i ≤ k
i otherwise.
Then one easily checks that χϕ¯ is indeed (Y •⊗X•)-monotone. On the other hand
[ϕ¯, idϕ∗(X•⊗Y •), ϕ] = [χϕ¯, [χϕ¯, ϕ¯]Y •⊗X• , ϕ] = [χϕ¯, [χ, 1]ϕ¯∗(Y •⊗X•), ϕ],
hence TC (τX•,Y •) = [χ, 1]ϕ¯∗(Y •⊗X•).
We now plug in the definition of [χ, 1]Z : this was given by choosing a K ≫ 0
such that Zi = 1 = (χ∗Z)i for i > K and a permutation σ ∈ ΣK such that
χ(i) = σ(i) for all i ≤ K with Zi 6= 1; then as a morphism in C , [χ, 1]Z is
the coherence isomorphism associated to σ. In the case that Z = ϕ¯∗(Y
• ⊗ X•)
we may take K = k and σ(i) = χ(i) for all i ≤ k, so we altogether see that
TC (τX•,Y •) = [χ, 1]ϕ¯∗(Y •⊗X•) is the coherence isomorphism
k⊗
i=1
(
ϕ¯∗(Y
• ⊗X•)
)
i
=
ℓ⊗
i=1
(
(ϕ|{1,...,m})∗X)i ⊗
k⊗
i=ℓ+1
(
(ϕ|{m+1,...,m+n})∗Y )i
→
k⊗
i=ℓ+1
(
(ϕ|{m+1,...,m+n})∗Y )i ⊗
ℓ⊗
i=1
(
(ϕ|{1,...,m})∗X)i =
k⊗
i=1
(
(χϕ¯)∗(Y
• ⊗X•)
)
i
associated to the permutation χ that moves the first ℓ entries to the end. On the
other hand
τTC (X•),TC (Y •) = τ
⊗
ℓ
i=1(ϕ|{1,...,m})∗(X
•)i,
⊗
k
i=ℓ+1(ϕ|{m+1,...,m+n})∗(Y
•)i
(where we have again used the construction of ϕ and strict unitality of ⊗), so it
suffices that these two agree. But more generally, if Z1, . . . , Zk are any objects in
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C , then the shuffle
(2.6)
ℓ⊗
i=1
Zi ⊗
k⊗
i=ℓ+1
Zi →
k⊗
i=ℓ+1
Zi ⊗
ℓ⊗
i=1
Zi
associated to χ agrees with
(2.7) τ⊗ℓ
i=1 Zi,
⊗
k
i=ℓ+1 Zi
.
For this we can again use that C is an algebra over the Barratt-Eccles operad
with (2.6) being the action of (χ, 1) ∈ EΣk on (Z1, . . . , Zk), and (2.7) being the
action of (τ, 1) ∈ EΣ2 on (
⊗ℓ
i=1 Zi,
⊗k
i=ℓ+1 Zi), where τ ∈ Σ2 is the unique
non-trivial element. In this setup, the required identity simply follows by chas-
ing
(
(τ, 1), id1, id1, idZ•
)
through the commutative diagram
EΣ2 × EΣℓ × EΣk−ℓ × C
k EΣk × C
k
C .
EΣ2 × EΣℓ × C
ℓ × EΣk−ℓ × C
k−ℓ EΣ2 × C × C
shuffle
composition×Ck
action
EΣ2×action×action
action
Altogether, we have now shown that TC is a strict symmetric monoidal functor.
Let us now show that it is an underlying equivalence of categories. Indeed, if
x ∈ C is arbitrary, then the object (X) ∈ ΣΦC with X ∈ ΦC being the sequence
with X1 = x and Xi = 1 otherwise, is a preimage, i.e. TC is even surjective on
objects. On the other hand, if (X(1), . . . , X(m)), (Y (1), . . . , Y (n)) ∈ ΣΦC , then we
can pick an X•-monotone injection ϕ : m × ω ֌ ω and a Y •-monotone injection
ψ : n× ω֌ ω. Then
HomC
( m⊗
i=1
⊗
j∈ω
X
(i)
j ,
n⊗
i=1
⊗
j∈ω
Y
(i)
j
)
= HomΦC (ϕ∗X
•, ψ∗Y
•)→ HomΣΦC (X
•, Y •)
f 7→ [ψ, f, ϕ]
is by construction right inverse to
(2.8)
HomΣΦC (X
•, Y •)
TC−−→ HomC (TC (X
•), TC (Y
•))
= HomC
( m⊗
i=1
⊗
j∈ω
X
(i)
j ,
n⊗
i=1
⊗
j∈ω
Y
(i)
j
)
,
but it is also bijective by Lemma 2.2. Thus also (2.8) is bijective, i.e. TC is fully
faithful and thus an equivalence of categories.
Finally, we have to show that TC is natural in strict symmetric monoidal functors,
i.e. for any strict symmetric monoidal functor F : C → D of permutative categories
TD ◦ (ΣΦF ) = F ◦ TC . This is obvious on the level of objects; to prove the claim
on the level of morphisms, we let (X(1), . . . , X(m)), (Y (1), . . . , Y (n)) ∈ ΣΦC , and
we pick an X•-monotone injection ϕ : m × ω ֌ ω and a Y •-monotone injection
ψ : n × ω ֌ ω. Then any morphism X• → Y • is of the form [ψ, f, ϕ] for some
f :
⊗m
i=1
⊗
j∈ωX
(i)
j = ϕ∗(X
•) → ψ∗(Y
•) =
⊗m
i=1
⊗
j∈ω Y
(i)
j , and by definition
(ΣΦF )[ψ, f, ϕ] = [ψ, (ΦF )f, ϕ] = [ψ, Ff, ϕ] : (ΣΦF )(X•) → (ΣΦF )(Y •). We now
claim that ϕ is (ΣΦF )(X•)-monotone and that ψ is (ΣΦF )(Y •)-monotone. In-
deed, it suffices to prove this for the first statement, for which we observe that
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(ΣΦF )(X•)
(i)
j = F (X
(i)
j ). As F is strict symmetric monoidal, this means that
(ΣΦF )(X•)
(i)
j = 1 whenever X
(i)
j = 1; thus, the claim follows immediately from
the definition of (ΣΦF )(X•)-monotonicity. But then
TD
(
(ΣΦF )[ψ, f, ϕ]
)
= TD [ψ, Ff, ϕ] = Ff = F (TC [ψ, f, ϕ]).
This completes the proof of the proposition. 
Remark 2.16. The above proposition is not strictly necessary for the proof of our
main theorem. Namely, we will prove in the next section that Σ is right homotopy
inverse to Φ; on the other hand, as mentioned before, Schwede sketched that ϕ∗ ◦Φ
(for any injection ϕ : 2 × ω ֌ ω) is equivalent to the inclusion PermCat →֒
SymMonCat and hence in particular a homotopy equivalence by Theorem 1.18.
As homotopy equivalences satisfy 2-out-of-6, this is then already enough to prove
that Φ is a homotopy equivalence, and it then follows formally that Σ is not only
right but also left homotopy inverse to it.
However, we have decided to give the above proof for two reasons: firstly, it keeps
the proof of the main theorem self-contained, and secondly (and more importantly)
it avoids appealing to [Sch, Remark 11.4] and Theorem 1.18, both of whose proofs
have only been sketched.
In fact, thanks to this approach one could now conversely use the main theorem
together with Theorem 1.18 and the rather direct isomorphism J ◦ ϕ∗ ∼= Σ to get
a complete proof of Schwede’s remark.
3. Proof of the main theorem
In this section we will prove that Σ is homotopical and right homotopy inverse
to Φ. However, as opposed to the previous proposition, we will not exhibit a direct
natural transformation between ΦΣ and the identity, but only a zigzag, and most
of the work in this section is devoted to establishing the intermediate steps in this.
Construction 3.1. Let C be a parsummable category. We write ΘC for the following
category: an object of ΘC is a pair (A,X•) consisting of a finite subset A ⊂ ω
together with a family (Xa)a∈A of objects of C . If (B, Y•) is another such object,
then we define
HomΘC
(
(A,X•), (B, Y•)
)
= {(ψ, f, ϕ) : ϕ : A× ω֌ ω, ψ : B × ω֌ ω,
f : ϕ∗(X•)→ ψ∗(Y•)}/ ∼
where (ψ, f, ϕ) ∼ (ψ′, f ′, ϕ′) if and only if f ′ = [ψ′, ψ] ◦ f ◦ [ϕ, ϕ′].
If (C,Z•) is another object, then we define the composition via
[τ, g, σ] ◦ [ψ, f, ϕ] := [τ, g ◦ [σ, ψ] ◦ f, ϕ].
If F : C → D is a morphism of parsummable categories, then we define ΘF : ΘC →
ΘD via (ΘF )(A,X•) = (A,F (Xa)a∈A) and (ΘF )[ψ, f, ϕ] = [ψ, Ff, ϕ].
The above is simply a coordinate-free version of the underlying category of ΣC .
The same arguments as in the proofs of Lemma 2.2 and Proposition 2.4, respectively,
then show:
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Corollary 3.2. Let (A,X•), (B, Y•) ∈ Θ(C ) and let ϕ : A×ω֌ ω, ψ : B×ω֌ ω
be any two injections. Then
HomC
(
ϕ∗(X•), ψ∗(Y•)
)
→ HomΘ(C )
(
(A,X•), (B, Y•)
)
f 7→ [ψ, f, ϕ]
is bijective. 
Corollary 3.3. For any parsummable category C , Θ(C ) is a well-defined category.
For any object (A,X•), the corresponding identity is given by [ϕ, id, ϕ] for any
injection ϕ : A× ω֌ ω.
Moreover, Θ(F ) is a well-defined functor for any functor F : C → D of par-
summable categories. This way, Θ defines a functor ParSumCat→ Cat. 
Construction 3.4. We make ΘC into an EM-category as follows: if u ∈ M is any
injection, then we set u∗(A,X•) = (u(A), Xu−1(•)), and u
(A,X•)
◦ is defined to be
[ϕ, id, ϕ ◦ (u× id)] for any ϕ : u(A)× ω֌ ω.
Proposition 3.5. The above defines an EM-action on Θ(C ). If F : C → D is
any morphism of parsummable categories, then ΘF is EM-equivariant. This way,
Θ lifts to a functor ParSumCat→ EM-Cat.
Proof. It is trivial to check that the above defines anM-action on Ob(ΘC ). Next,
we observe that u
(A,X•)
◦ is independent of the choice of the injection ϕ : u(A)×ω֌
ω: namely, if ϕ′ is another such injection, then
[ϕ′, id, ϕ′ ◦ (u× id)] = [ϕ, [ϕ, ϕ′]X
u−1(•)
[ϕ′ ◦ (u× id), ϕ ◦ (u× id)]X• , ϕ ◦ (u × id)]
= [ϕ, [ϕ, ϕ′]X
u−1(•)
[ϕ′, ϕ]X
u−1(•)
, ϕ ◦ (u × id)]
= [ϕ, id, ϕ ◦ (u× id)],
where we have used Lemma 1.12 again.
To see that the above defines an EM-action on Θ(C ), it remains to show that
v
(u(A),X
u−1(•))
◦ u
(X,A•)
◦ = (vu)
(A,X•)
◦ .
By the above, we already know that these are maps between the same two objects,
so it is enough that they can be represented by the same triple. For this we pick
an injection ϕ : (vu)(A)× ω֌ ω. Then ϕ ◦ (v × id) is an injection u(A)× ω֌ ω,
and hence
v
(u(A),X
u−1(•))
◦ u
(X,A•)
◦ = [ϕ, id, ϕ ◦ (v × id)][ϕ ◦ (v × id), id, ϕ ◦ (v × id) ◦ (u× id)︸ ︷︷ ︸
=ϕ◦(vu×id)
]
= [ϕ, id, ϕ ◦ (vu× id)] = (vu)
(A,X•)
◦
as desired. This finishes the proof that Θ(C ) is a well-defined EM-category.
If now F : C → D is any morphism of parsummable categories, then Θ(F ) is
easily seen to be M-equivariant on the level of objects. Thus, if (A,X•) ∈ ΘC
is any object, and u ∈ M is any injection, we already know that Θ(F )(u
(A,X•)
◦ )
and u
(A,F (Xa)a∈A)
◦ are maps between the same two objects. To show that they are
equal, it is then enough to again check equality of representatives, for which we let
ϕ : A× ω֌ ω be any injection. Then
Θ(F )(u
(A,X•)
◦ ) = Θ(F )[ϕ, id, ϕ ◦ (u× id)] = [ϕ, F (id), ϕ ◦ (u× id)]
= [ϕ, id, ϕ ◦ (u× id)] = u
(A,F (Xa)a∈A)
◦
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as desired, i.e. Θ(F ) is EM-equivariant. 
Lemma 3.6. Let C be any parsummable category. Then supp(A,X•) = A for all
(A,X•) ∈ ΘC . In particular, Θ(C ) is tame.
Proof. It is obvious that (A,X•) is supported on A. Now assume it is supported
on some finite set B and let a ∈ A be arbitrary. We claim that a ∈ B, which will
then complete the argument.
But indeed, if it weren’t, then we could find u ∈ M fixing B pointwise and
such that a /∈ imu. But then obviously u(A) 6= A, and hence u∗(A,X•) =
(u(A), Xu−1(•)) 6= (A,X•) contradicting that (A,X•) was assumed to be supported
on B. 
Construction 3.7. Let C be a parsummable category. We define a sum operation
on ΘC as follows: if (A,X•), (B, Y•) ∈ ΘC have disjoint support, then (A,X•) +
(B, Y•) = (A ∪B, (X + Y )•) with
(X + Y )i =
{
Xi if i ∈ A
Yi if i ∈ B.
On the other hand, if (A,X•) has support disjoint from (A
′, X ′•), if (B, Y•) has
support disjoint from (B′, Y ′•), and if α : (A,X•)→ (B, Y•), α
′ : (A′, X ′•)→ (B
′, Y ′•)
are morphisms, then we pick injections ϕ : (A∪A′)×ω֌ ω, ψ : (A′ ∪B′)×ω֌ ω
and representatives α = [ψ|B, f, ϕ|A], α
′ = [ψ|B′ , f
′, ψA′ ], and set
α+ α′ := [ψ, f + f ′, ϕ].
Proposition 3.8. The above is well-defined and makes Θ(C ) into a parsummable
category. If F : C → D is any morphism of parsummable categories, then so is
Θ(F ). This way, Θ lifts to an endofunctor of ParSumCat.
Proof. We already know from Lemma 3.6 that Θ(C ) is tame. If (A,X•) and (B, Y•)
have disjoint support, then A ∩B = ∅ by the same lemma; it immediately follows
that (A,X•) + (B, Y•) is well-defined.
Now let us check that the sum α + α′ is independent of the choice of the in-
jections ϕ, ψ. Indeed, if ϕ˜, ψ˜ are any other such choices, then the corresponding
representatives of α and α′ are [ψ˜|B, f˜ , ϕ˜|A] and [ψ˜B′ , f˜
′, ϕ˜|A′ ], respectively, with
f˜ = [ψ˜B, ψB] ◦ f ◦ [ϕA, ϕ˜A] and f˜
′ = [ψ˜B′ , ψB′ ] ◦ f
′ ◦ [ϕA′ , ϕ˜A′ ]. But
[ϕ|A, ϕ˜|A]X• + [ϕ|A′ , ϕ˜|A′ ]X′• = [ϕ, ϕ˜](X+X′)•
[ψ˜|B, ψ|B]Y• + [ψ˜|B′ , ψ|B′ ]Y ′• = [ψ˜, ψ](Y+Y ′)•
by disjointness of A and A′ and disjointness of B and B′, respectively. Thus f˜+f˜ ′ =
[ψ˜, ψ] ◦ (f + f ′) ◦ [ϕ, ϕ˜], which then immediately implies the claim.
Next, we will check that the sum is functorial. For this we let (C,Z•), (C
′, Z•)
be another pair of objects with disjoint support, we let σ : (C ∪C′)×ω֌ ω be an
injection, and we let β : (B, Y•) → (C,Z•), β
′ : (B′, Y ′•) → (C
′, Z ′•) be morphisms.
Then β = [σ|C , g, ψ|B] and β
′ = [σ|C′ , g
′, ψB′ ] for suitable g, g
′, and hence
(β + β′) ◦ (α+ α′) = [σ, g + g′, ψ][ψ, f + f ′, ϕ] = [σ, (g + g′) ◦ (f + f ′), ϕ]
= [σ, (gf) + (g′f ′), ϕ] = [σ|C , gf, ϕ|A] + [σ|C′ , g
′f ′, ϕ|A′ ]
= (βα) + (β′α′)
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as desired.
Now let us check that the sum is EM-equivariant. Again, it is easy to see
that it is M-equivariant on the level of objects. If now (A,X•), (B, Y•) are two
disjointly supported objects, and u ∈ M is arbitrary, then we choose an injection
ϕ : u(A ∪ B) × ω ֌ ω. By definition, u
(A,X•)+(B,Y•)
◦ = [ϕ, id, ϕ ◦ (u × id)]. But
ϕ|u(A) is an injection u(A)× ω֌ ω, hence
u
(A,X•)
◦ = [ϕ|u(A), id, ϕ|u(A) ◦ (u× id)] = [ϕ|u(A), id, ϕ ◦ (u× id)|A]
and analogously u
(B,Y•)
◦ = [ϕ|u(B), id, ϕ ◦ (u× id)|B ]. As ϕ ◦ (u× id) is an injection
(A ∪B)× ω֌ ω, we therefore have by definition
u
(A,X•)
◦ + u
(B,Y•)
◦ = [ϕ|u(A), id, ϕ ◦ (u × id)|A] + [ϕ|u(B), id, ϕ ◦ (u× id)|B]
= [ϕ, id + id, ϕ ◦ (u× id)] = [ϕ, id, ϕ ◦ (u × id)] = u
(A,X•)+(B,Y•)
◦ ,
i.e. the sum is EM-equivariant.
We now claim that the empty family (∅,∅) is a zero object for the above sum.
Indeed, it is supported on ∅ by Lemma 3.6, and it is obviously a neutral element
for the sum on Ob(ΘC ). If now α = [ψ, f, ϕ] is any morphism (A,X•) → (B, Y•),
then by definition
id(∅,∅) + α = [ψ|∅, id0, ϕ|∅] + [ψ|A, f, ϕ|A] = [ψ, id0 + f, ϕ] = [ψ, f, ϕ] = α.
Commutativity is again obvious on objects. To prove commutativity for mor-
phisms, we let α : (A,X•)→ (B, Y•) and α
′ : (A′, X ′•) → (B
′, Y ′•) be any two mor-
phisms such that A∩A′ = ∅ = B∩B′. We pick injections ϕ : (A∪A′)×ω֌ ω and
ψ : (B ∪ B′) × ω ֌ ω; then α = [ψ|B , f, ϕ|A] and α
′ = [ψ|B′ , f
′, ϕA′ ] for suitable
f, f ′. Thus indeed
α+ α′ = [ψ|B, f, ϕ|A] + [ψ|B′ , f
′, ϕ|A′ ] = [ψ, f + f
′, ϕ] = [ψ, f ′ + f, ϕ]
= [ψ|A′ , f
′, ϕ|B′ ] + [ψ|B, f, ϕ|A] = α
′ + α.
Also associativity is obvious on objects. To prove that it also holds for mor-
phisms, we let α : (A,X•)→ (B, Y•), α
′ : (A′, X ′•)→ (B
′, Y ′•), and α
′′ : (A′′, X ′′• )→
(B′′, Y ′′• ) be morphisms such thatA,A
′, A′′ are pairwise disjoint and so areB,B′, B′′.
We choose injections ϕ : (A ∪ A′ ∪ A′′) × ω ֌ ω and ψ : (B ∪ B′ ∪ B′′) × ω ֌ ω.
Then α = [ψ|B, f, ϕ|A], α
′ = [ψ|B′ , f
′, ϕ|A′ ], and α
′′ = [ψ|B′′ , f
′′, ϕ|A′′ ] for suitable
f, f ′, f ′′. On the other hand, ϕ|A∪A′ , ψB∪B′ , ϕ|A′∪A′′ and ψB′∪B′′ are injective, so
that
α+ α′ = [ψ|B∪B′ , f + f
′, ϕ|A∪A′ ] and α
′ + α′′ = [ψB′∪B′′ , f
′ + f ′′, ϕ|A′∪A′′ ],
and hence
(α+ α′) + α′′ = [ψ|B∪B′ , f + f
′, ϕ|A∪A′ ] + [ψ|B′′ , f
′′, ϕ|A′′ ] = [ψ, (f + f
′) + f ′′, ϕ]
= [ψ, f + (f ′ + f ′′), ϕ] = [ψ|B , f, ϕ|A] + [ψ|B′∪B′′ , f
′ + f ′′, ϕ|A′∪A′′ ]
= α+ (α′ + α′′).
This completes the proof that Θ(C ) is a parsummable category.
If now F : C → D is a morphism of parsummable categories, then it is obvious
that Θ(F ) preserves the empty family and that it commutes with the sum on
the level of objects. If now α : (A,X•) → (Y,B•) and α
′ : (A′, X ′•) → (Y
′, B′•) are
morphisms in Θ(C ) with A∩A′ = ∅ = B∩B′, then we pick injections ϕ : (A∪A′)×
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ω֌ ω and ψ : (B ∪B′)× ω֌ ω. Then α = [ψ|B, f, ϕ|A] and α
′ = [ψ|B′ , f
′, ϕ|A′ ]
for suitable f, f ′, and hence
Θ(F )(α+ α′) = Θ(F )[ψ, f + f ′, ϕ] = [ψ, F (f + f ′), ϕ] = [ψ, (Ff) + (Ff ′), ϕ]
= [ψ|B, Ff, ϕ|A] + [ψ|B′ , Ff
′, ϕ|B ] = Θ(F )(α) + Θ(F )(α
′).
This completes the proof of the proposition. 
We now want to compare Θ to ΦΣ:
Construction 3.9. Let C be a parsummable category. We define IC : Θ(C ) →
ΦΣ(C ) as follows: if (A,X•) ∈ Θ(C ), then
I(A,X•)i =
{
(Xi) if i ∈ A
ǫ otherwise.
If [ψ, f, ϕ] : (A,X•)→ (B, Y•) is any morphism in Θ(C ), then we write A = {a1 <
· · · < am} and B = {b1 < · · · < bn} and with this we define
IC [ψ, f, ϕ] = [ψ ◦ (b• × id), f, ϕ ◦ (a• × id)] : (Xa1 , . . . , Xam)→ (Yb1 , . . . , Ybn).
Proposition 3.10. If C is any parsummable category, then IC is a well-defined
and EM-equivariant functor. It is strictly natural in morphisms of parsummable
categories.
Proof. We first observe that if A = {a1 < · · · < am}, then
⊗
i∈ω IC (A,X•)i =
(Xa1 , . . . , Xam). Thus, if [ψ, f, ϕ] : (A,X•)→ (B, Y•) is any morphism in ΘC , then
IC [ψ, f, ϕ] is a morphism
⊗
i∈ω IC (A,X•)i →
⊗
i∈ω IC (B, Y•)i in ΣC , and hence
a morphism IC (A,X•)→ IC (B, Y•) in ΦΣC .
Let us now check that this is independent of the choice of representative. Indeed,
if [ψ, f, ϕ] = [ψ′, f ′, ϕ′], then
f ′ = [ψ′, ψ]Y• ◦ f ◦ [ϕ, ϕ
′]X•
= [ψ′ ◦ (b• × id), ψ ◦ (b• × id)]Yb• ◦ f ◦ [ϕ ◦ (a• × id), ϕ
′ ◦ (a• × id)]Xa•
which immediately implies the claim.
With this established, one argues as before that IC is a functor. It is moreover
obvious, that it is M-equivariant on the level of objects. To finish the proof it is
therefore enough to show that u
IC (A,X•)
◦ = IC (u
(A,X•)
◦ ) as morphisms in ΣC for all
(A,X•) ∈ ΘC and u ∈ M.
For this we write u(A) = {α1 < · · · < αm} and we let σ ∈ Σn be the unique
permutation such that αi = u(aσ−1(i)). Then u(ασ−1(1)) < · · · < u(ασ−1(m)), hence
u
IC (A,X•)
◦ = [ϕ, id, ϕ ◦ (σ × id)] : (Xa1 , . . . , Xam)→ (Xα1 , . . . , Xαm)
for any injection ϕ : m× ω֌ ω by Lemma 2.8 together with Corollary 2.12.
If we now let ϕ˜ : u(A) × ω ֌ ω be any injection, then ϕ := ϕ˜ ◦ (α• × id) is an
injection m× ω֌ ω and we conclude that
u
IC (A,X•)
◦ = [ϕ˜ ◦ (α• × id), id, ϕ˜ ◦ (α• × id) ◦ (σ × id)]
= [ϕ˜ ◦ (α• × id), id, ϕ˜ ◦ (ασ(•) × id)]
= [ϕ˜ ◦ (α• × id), id, ϕ˜ ◦ (ua• × id)]
= [ϕ˜ ◦ (α• × id), id, ϕ˜ ◦ (u × id) ◦ (a• × id)],
where we have used that ασ(i) = u(aσ−1σ(i)) = u(ai).
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But on the other hand u
(A,X•)
◦ = [ϕ˜, id, ϕ˜ ◦ (u× id)] : (A,X•)→ (u(A), Xu−1(•))
by definition, and hence also
IC (u
(A,X•)
◦ ) = IC [ϕ˜, id, ϕ˜ ◦ (u × id)] = [ϕ˜ ◦ (α• × id), id, ϕ˜ ◦ (u× id) ◦ (a• × id)].
This completes the proof that IC is EM-equivariant.
Finally, let F : C → D be a morphism of parsummable categories. We have
to show that ID ◦ (ΘF ) = (ΦΣF ) ◦ IC . This is straightforward on the level of
objects. If now [ψ, f, ϕ] : (A,X•)→ (B, Y•) is any morphism in Θ(C ), it is therefore
enough that ID(ΘF )[ψ, f, ϕ] and (ΦΣF )IC [ψ, f, ϕ] are represented by the same
triple as morphisms in ΣC . But indeed, if we write A = {a1 < · · · < am} and
B = {b1 < · · · < bn}, then
IDΘ(F )[ψ, f, ϕ] = ID [ψ, Ff, ϕ] = [ψ(b• × id), Ff, ϕ(a• × id)]
and
(ΦΣF )IC [ψ, f, ϕ] = (ΦΣF )[ψ(b• × id), f, ϕ(a• × id)]
= (ΣF )[ψ(b• × id), f, ϕ(a• × id)]
= [ψ(b• × id), Ff, ϕ(a• × id)]
as desired. This completes the proof of the proposition. 
Lemma 3.11. If C is any parsummable category, then IC is an equivalence of
underlying categories.
Proof. We first observe that any object (A,X•) of Θ(C ) is isomorphic to an object
of the form ({1}, Y•): namely we can pick an injection ϕ : A × ω ֌ ω and define
Y1 = ϕ∗(X•); then [ϕ, id, 1] : ({1}, Y1)→ (A,X•) and [1, id, ϕ] : (A,X•)→ ({1}, Y1)
are mutually inverse isomorphisms.
Similarly, every object (X1, . . . ) ∈ ΦΣC is isomorphic to an object of the form
((x), ǫ, ǫ, . . . ): namely X• ∼= (
⊗
i∈ω Xi, ǫ, ǫ, . . . ) in ΦΣC , and⊗
i∈ω
Xi = (X
(1)
1 , . . . , X
(m1)
1 , . . . , X
(mk)
k )
∼=
(
ϕ∗((X
(1)
1 , . . . , X
(m1)
1 , . . . , X
(mk)
k )
)
in ΣC for any injection ϕ : (m1 + · · ·+mk)× ω֌ ω.
We immediately see that IC is essentially surjective. To prove that it is also fully
faithful, it is then moreover enough that for all X,Y ∈ C the map
HomΘC
(
({1}, X), ({1}, Y )
) IC−−→ HomΣC ((X), (Y )) = HomΦΣC (IC (X), IC (Y ))
[id, f, id] 7−→ [id, f, id]
is an isomorphism. But precomposing with the isomorphism from Corollary 3.2,
this is precisely an instance of Lemma 2.2, which completes the proof. 
If we want to prove by hand that IC is actually a morphism of parsummable
categories, this becomes quite cumbersome. We will therefore first prove a general
lemma, that will considerably simplify the verification of this.
Lemma 3.12. Let C ,D be parsummable categories and let F : C → D be a functor
of their underlying EM-categories. Assume that F (X + Y ) = F (X) + F (Y ) for
all X,Y ∈ C with supp(X) ∩ supp(Y ) = ∅, that F (0) = 0, and that F (f + g) =
F (f) + F (g) for all f : X → X ′, g : Y → Y ′ such that supp(X) < supp(Y ) and
supp(X ′) < supp(Y ′). Then F is already a morphism of parsummable categories.
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Here we write A < B for subsets A,B ⊂ ω if a < b for all a ∈ A and b ∈ B.
Proof. Let f : X → X ′, g : Y → Y ′ be any two morphisms in C such that supp(X)∩
supp(Y ) = ∅ and supp(X ′) ∩ supp(Y ′) = ∅; we have to show that F (f + g) =
F (f) + F (g).
By disjoint of the supports, we can find u, u′ ∈ M such that u(supp(X)) <
u(supp(Y )) and u′(supp(X ′)) < u′(supp(Y ′)). Then
(3.1) [u′, 1]X′+Y ′ ◦(f+g)◦[1, u]X+Y = ([u
′, 1]X′ ◦f ◦[1, u]X)+([u
′, 1]Y ′ ◦g◦[1, u]Y )
by EM-equivariance of the sum operation in C , and analogously
[u′, 1]F (X′)+F (Y ′) ◦
(
F (f) + F (g)
)
◦ [1, u]F (X)+F (Y )
= ([u′, 1]F (X′) ◦ F (f) ◦ [1, u]F (X)) + ([u
′, 1]F (Y ′) ◦ F (g) ◦ [1, u]F (Y )).
By EM-equivariance of F the right hand side of this equals
(3.2) F ([u′, 1]X′ ◦ f ◦ [1, u]X) + F ([u
′, 1]Y ′ ◦ g ◦ [1, u]Y ).
On the other hand, [u′, 1]X′ ◦ f ◦ [1, u]X is a map u∗(X) → u
′
∗(X
′) and [u′, 1]Y ′ ◦
g ◦ [1, u]Y is a map u∗(Y )→ u
′
∗(Y
′). By choice of u,
supp(u∗(X)) = u(supp(X)) < u(supp(Y )) = supp(u∗(Y ))
and analogously supp(u′∗(X
′)) < supp(u′∗(Y
′)). Thus, (3.2) further equals
F
(
([u′, 1]X′ ◦ f ◦ [1, u]X) + ([u
′, 1]Y ′ ◦ g ◦ [1, u]Y )
)
by assumption on F . Plugging in (3.1) this agrees with
F ([u′, 1]X′+Y ′ ◦ (f + g) ◦ [1, u]X+Y ).
By yet another application of EM-equivariance and using that F preserves the
sum on the level of objects, this is the same as
[u′, 1]F (X′+Y ′) ◦ F (f + g) ◦ [1, u]F (X+Y )) =
[u′, 1]F (X′)+F (Y ′) ◦ F (f + g) ◦ [1, u]F (X)+F (Y ).
Altogether we have therefore shown
[u′, 1]F (X′)+F (Y ′) ◦ F (f + g) ◦ [1, u]F (X)+F (Y )
= [u′, 1]F (X′)+F (Y ′) ◦
(
F (f) + F (g)
)
◦ [1, u]F (X)+F (Y ).
The claim follows as [u′, 1]F (X′)+F (Y ′) and [1, u]F (X)+F (Y ) are isomorphisms. 
Proposition 3.13. The functors I• assemble into a natural levelwise underlying
equivalence Θ⇒ ΦΣ of endofunctors of PermCat.
Proof. It only remains to show that IC preserves the parsummable structure for
any parsummable category C , for which it is enough to verify the assumptions of
the previous lemma. It is obvious that IC preserves the sum on the level of objects,
and that it sends the zero object of Θ(C ) (given by the empty family) to the zero
object of ΦΣ(C ) (given by the sequence consisting only of empty sequences).
To finish the proof we then have to show that IC (α + α
′) = IC (α) + IC (α
′) for
all α : (A,X•) → (B, Y•), α
′ : (A′, X ′•) → (B
′, Y ′•) such that A < A
′ and B < B′.
As we already know that these have the correct source and target, it suffices to
prove this as morphisms in ΣC .
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We remark that supp
(
IC (A,X•)
)
< supp
(
IC (A
′, X ′•)
)
and supp
(
IC (B, Y•)
)
<
supp
(
IC (B
′, Y ′•)
)
because IC is EM-equivariant (or, alternatively, by direct in-
spection). We further recall that the sum γ + δ of γ : IC (A,X•) → IC (B, Y•) and
δ : IC (A
′, X ′•)→ IC (B
′, Y ′•) is defined as the composition⊗
i∈supp(IC (A,X•))∪supp(IC (A′,X′•))
(
IC (A,X•) + IC (A
′, X ′•)
)
i
∼=
⊗
i∈supp(IC (A,X•))
IC (A,X•)i ⊗
⊗
i∈supp(IC (A′,X′•))
IC (A
′, X ′•)i
γ⊗δ
−−−→
⊗
i∈supp(IC (B,Y•))
IC (B, Y•)i ⊗
⊗
i∈supp(IC (B′,Y ′•))
IC (B
′, Y ′•)i
∼=
⊗
i∈supp(IC (B,Y•))∪supp(IC (B′,Y ′•))
(
IC (B, Y•) + IC (B
′, Y ′•)
)
i
where the unlabeled arrows are the coherence isomorphisms associated to the ev-
ident permutations. Our assumption on the support precisely ensures that these
permutations (and hence also the respective coherence isomorphisms) are the iden-
tities, so that in particular IC (f) + IC (f
′) = IC (f)⊗ IC (f
′) as morphisms in ΣC .
We now write A = {a1 < · · · < am}, A
′ = {a′1 < · · · < a
′
m′}, B = {b1 < · · · <
bn} and B
′ = {b′1 < · · · < b
′
n′} again, and we choose injections ϕ : (A∪A
′)×ω֌ ω
and ψ : (B ∪ B′) × ω ֌ ω. Then α = [ψ|B, f, ϕ|A] and α
′ = [ψ|B′ , f
′, ϕ|A′ ] for
suitable f, f ′ and α+ α′ = [ψ, f + f ′, ϕ].
We now calculate
IC (α) = IC [ψ|B, f, ϕ|A] = [ψ|B(b•× id), f, ϕ|A(a•× id)] = [ψ(b•× id), f, ϕ(a•× id)]
and analogously IC (α
′) = [ψ(b′• × id), f, ϕ(a
′
• × id)], hence altogether
IC (α) + IC (α
′) = [(ψ(b• × id)) + (ψ(b
′
• × id)), f + f
′, (ϕ(a• × id)) + (ϕ(a
′
• × id))]
= [ψ(bˆ• × id), f + f
′, ϕ(aˆ• × id)]
where we defined aˆ1, . . . , aˆm+m′ via
aˆi =
{
ai if i ≤ m
a′i−m otherwise
and analogously for bˆ1, . . . , bˆn+n′ . But A∪A
′ = {aˆ1 < · · · < aˆm+m′} and B ∪B
′ =
{bˆ1 < · · · < bˆn+n′} by the assumption that A < A
′ and B < B′, hence also
IC (α+ α
′) = IC [ψ, f + f
′, ϕ] = [ψ ◦ (bˆ• × id), f + f
′, ϕ ◦ (aˆ• × id)].
This completes the proof of the proposition. 
Construction 3.14. Let C be a pasummable category. We define a category Θ∞(C )
as follows: an object of Θ∞(C ) is a pair (A,X•) where A ⊂ ω+ = ω ∪ {∞} is a
finite set with ∞ ∈ A, and X• is an A-indexed family of objects of C . If (B, Y•) is
another object, then
Hom
(
(A,X•), (B, Y•)
)
= {(ψ, f, ϕ) : ϕ : A× ω֌ ω, ψ : B × ω֌ ω,
f : ϕ∗(X•)→ ψ∗(Y•)}/ ∼
32 TOBIAS LENZ
where (ψ, f, ϕ) ∼ (ψ′, f ′, ϕ′) if and only if f ′ = [ψ′, ψ] ◦ f ◦ [ϕ, ϕ′]. The composition
is given by
[τ, g, σ][ψ, f, ϕ] = [τ, g ◦ [σ, ψ] ◦ f, ϕ].
If now F : C → D is a morphism of parsummable categories, then we define Θ∞(F )
on objects via Θ∞(F )(A,X•) = (A,F (X)•) and on morphisms via Θ∞(F )[ψ, f, ϕ] =
[ψ, Ff, ϕ].
Proposition 3.15. (1) The above defines a functor Θ∞ : ParSumCat→ Cat.
(2) For any (A,X•) ∈ Θ∞(C ) the identity of (A,X•) is given by [ϕ, id, ϕ] for
any injection ϕ : A× ω֌ ω.
(3) If (A,X•), (B, Y•) are any two objects and ϕ : A× ω֌ ω, ψ : B × ω֌ ω
are any two injections, then
HomC
(
ϕ∗(X•), ψ∗(Y•)
)
→ HomΘ∞(C )
(
(A,X•), (B, Y•)
)
f 7→ [ψ, f, ϕ]
is bijective.
Proof. One checks just as for Θ that Θ∞(C ) is a well-defined category for any par-
summable category C and that Θ∞(F ) is a well-defined functor for any F : C → D ;
it is then obvious that Θ∞ is a functor (indeed, up to the non-canonical identifica-
tion ω ∼= ω+, Θ∞ becomes a subfunctor of Θ)
The remaining statements are again proven as before. 
While picking a bijection ω ∼= ω+ identifies Θ∞(C ) with a subcategory of Θ(C ),
the EM-action will be very different—in fact, the equivariant inclusion we will
construct later points in the other direction.
In order to define the action, we introduce some notation:
Construction 3.16. Let C be a parsummable category, let A ⊂ ω be a finite set,
let X• be an A-indexed family of objects of C , and let x ∈ C be arbitrary. Then
we write 〈A,X•, x〉 ∈ Θ∞(C ) for the object (A ∪ {∞}, X
′
•) where X
′
∞ = x and
(X ′)a = Xa for a ∈ A. Obviously, this defines a bijection between Ob(ΘC )×Ob(C )
and Ob(Θ∞C ). We will also confuse 〈A,X•, x〉 with the family X
′
•.
Moreover, if Φ: A × ω → ω and ϕ : ω → ω are any two maps, then we define
〈Φ, ϕ〉 : (A∪{∞})×ω→ ω via 〈Φ, ϕ〉(a, x) = Φ(a, x) for a ∈ A and 〈Φ, ϕ〉(∞, x) =
ϕ(x). Obviously, 〈Φ, ϕ〉 is injective if and only if Φ and ϕ are injective with disjoint
image, and moreover 〈–, –〉 defines a bijection between the set of such pairs and the
set of injections (A ∪ {∞})× ω֌ ω.
By definition, 〈Φ, ϕ〉∗〈A,X•, x〉 = Φ∗(X•)+ϕ∗(x) for any Φ, ϕ, A,X•, x as above.
Moreover, if Ψ: A×ω֌, ψ : ω֌ ω is another pair of injections with disjoint image,
then
[〈Ψ, ψ〉, 〈Φ, ϕ〉]〈A,X•,x〉 = [Ψ,Φ]X• + [ψ, ϕ]x.
If in addition f : 〈Φ, ϕ〉∗〈A,X•, x〉 → 〈Ψ, ψ〉∗〈B, Y•, y〉, then we define
〈Ψ, ψ; f ; Φ, ϕ〉 := [〈Ψ, ψ〉, f, 〈Φ, ϕ〉].
It is then clear from the above that 〈Ψ, ψ; f ; Φ;ϕ〉 = 〈Ψ′, ψ′; f ′; Φ′, ϕ′〉 if and only if
f ′ =
(
[Ψ′,Ψ]Y•+[ψ
′, ψ]y
)
◦f◦
(
[Φ,Φ′]X•+[ϕ, ϕ
′]x
)
, and that 〈Ψ, ψ; –; Φ, ϕ〉 is a bijec-
tion HomC
(
Φ∗(X•) + ϕ∗(x),Ψ∗(Y•) +ψ∗(y)
)
→ HomΘ∞(C )
(
〈A,X•, x〉, 〈B, Y•, y〉
)
.
Moreover, 〈Σ, σ; g; Ψ, ψ〉〈Ψ, ψ; f ; Φ, ϕ〉 = 〈Σ, σ; gf ; Φ, ϕ〉 whenever this makes sense.
Finally, if F : C → D is a morphism of parsummable categories, then we observe
Θ∞(F )〈A,X•, x〉 = 〈A,F (X)•, Fx〉 and Θ∞(F )〈Ψ, ψ; f ; Φ, ϕ〉 = 〈Ψ, ψ;Ff ; Φ, ϕ〉.
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Construction 3.17. Let C be a parsummable category, let 〈A,X•, x〉 ∈ Θ∞(C ), and
let u ∈ M be arbitrary. Then we define u∗〈A,X•, x〉 = 〈u(A), Xu−1(•), u∗x〉 and
u
〈A,X•,x〉
◦ = 〈Φ, ϕ; id; Φ ◦ (u × id), ϕ ◦ u〉
for any pair of injections Φ: u(A)× ω֌ ω, ϕ : ω֌ ω with disjoint image.
Proposition 3.18. The above is well-defined and makes Θ∞(C ) into an EM-
category. If F : C → D is any morphism of parsummable categories, then Θ∞(F )
is EM-equivariant.
Proof. It is obvious, that the above defines anM-action on Ob(Θ∞C ). To see that
it is a well-defined EM-action, it only remains to show that u◦ is well-defined and
that u
v∗〈A,X•,x〉
◦ v
〈A,X•,x〉
◦ = (uv)
〈A,X•,x〉
◦ .
To see that u
〈A,X•,x〉
◦ is indeed a morphism 〈A,X•, x〉 → 〈u(A), Xu−1(•), u∗x〉,
we observe that ϕ∗(u∗x) = (ϕu)∗x as C is an EM-category, and that (Φ ◦ (u ×
id))∗(X•) = Φ∗(Xu−1(•)) by Lemma 1.11. For independence of choices, we let
Φ′ : u(A)×ω֌ ω, ϕ′ : ω → ω be another pair of injections with disjoint image. To
see that 〈Φ′, ϕ; id; Φ′ ◦ (u× id), ϕ′ ◦ u〉 = 〈Φ, ϕ; id; Φ ◦ (u × id), ϕ ◦ u〉 we then have
to show that
id =
(
[Φ,Φ′]X
u−1(•)
+ [ϕ, ϕ′]u∗x
)
◦
(
[Φ′ ◦ (u× id),Φ ◦ (u× id)]X• + [ϕ
′ ◦ u, ϕ ◦ u]x
)
.
But [ϕ′ ◦ u, ϕ ◦ u]x = [ϕ
′, ϕ]u∗x since C is a EM-category, and [Φ
′ ◦ (u × id),Φ ◦
(u× id)]X• = [Φ,Φ
′]X
u−1(•)
as before. Thus, the claim follows from functoriality of
+ and the transitivity of the structure isomorphisms of C .
If we now fix injections Φ: uv(A) × ω ֌ ω and ϕ : ω ֌ ω with disjoint image,
then
(uv)
〈A,X•,x〉
◦ = 〈Φ, ϕ; id; Φ ◦ (uv × id), ϕ ◦ (uv)〉
and
u
v∗〈A,X•,x〉
◦ = u
〈v(A),X
v−1(•),v∗x〉
◦ = 〈Φ, ϕ; id; Φ ◦ (u× id), ϕ ◦ u〉
by definition. On the other hand, Φ ◦ (u × id) : v(A) × ω ֌ ω and ϕ ◦ u : ω ֌ ω
are injections with disjoint image, thus
v
〈A,X•,x〉
◦ = 〈Φ ◦ (u × id), ϕ ◦ u; id; Φ ◦ (u× id) ◦ (v × id), ϕ ◦ u ◦ v〉
= 〈Φ ◦ (u × id), ϕ ◦ u; id; Φ ◦ (uv × id), ϕ ◦ (uv)〉,
and hence (uv)
〈A,X•,x〉
◦ = u
v∗〈A,X•,x〉
◦ v
〈A,X•,x〉
◦ . Thus, Θ∞C is a well-defined EM-
category.
It is obvious that Θ∞F commutes with the M-action on objects. Moreover, if
〈A,X•, x〉 ∈ Θ∞(C ), u ∈ M, and if Φ: u(A) × ω ֌ ω, ϕ : ω ֌ ω are injections
with disjoint image, then
u
(Θ∞F )〈A,X•,x〉
◦ = u
〈A,F (X)•,Fx〉
◦ = 〈Φ, ϕ; id; Φ ◦ (u× id), ϕ ◦u〉 = (Θ∞F )(u
〈A,X•,x〉
◦ ).
This completes the proof that Θ∞F is EM-equivariant. 
Corollary 3.19. If A,X•, x are as above, then suppΘ∞C 〈A,X•, x〉 = A∪suppC (x).
In particular, Θ∞C is tame.
Proof. It is obvious from the definition that 〈A,X•, x〉 is fixed by u ∈ M if and
only if u fixes (A,X•) ∈ ΘC and x ∈ C separately. Thus,
suppΘ∞C 〈A,X•, x〉 = suppΘC (A,X•) ∪ suppC (x)
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and the claim follows from Lemma 3.6. 
Construction 3.20. Let C be a parsummable category, and let 〈A,X•, x〉, 〈B, Y•, y〉 ∈
Θ∞(C ) have disjoint support. Then we define
〈A,X•, x〉+ 〈B, Y•, y〉 = 〈A ∪B,X• + Y•, x+ y〉
where X• + Y• is defined as before and x+ y is the sum in C .
Moreover, if α : 〈A,X•, x〉 → 〈A
′, X ′•, x
′〉 and β : 〈B, Y•, y〉 → 〈B
′, Y ′• , y
′〉 are
morphisms such that also supp〈A′, X ′•, x
′〉 ∩ supp〈B′, Y ′• , y
′〉 = ∅, then we pick a
pair of injections Φ: (A ∪ A′) × ω ֌ ω and ϕ : ω ֌ ω with disjoint image and
another pair Ψ: (B ∪ B′) × ω ֌ ω and ψ : ω ֌ ω with disjoint image. Then
α = 〈Ψ|B, ψ; f ; Φ|A, ϕ〉 and β = 〈Ψ|B′ , ψ; g; Φ|A′, ϕ〉 for suitable morphisms f, g in
C , and we define α+ β = 〈Ψ, ψ; f + g; Φ, ϕ〉.
Proposition 3.21. The above makes Θ∞C into a well-defined parsummable cate-
gory. If F : C → D is any morphism of parsummable categories, then so is Θ∞F .
Thus, the construction provides a lift of Θ∞ to an endofunctor of ParSumCat.
Proof. If the objects 〈A,X•, x〉, 〈B, Y•, y〉 ∈ Θ∞(C ) are disjointly supported, then
so are (A,X•), (B, Y•) ∈ ΘC and x, y ∈ C by Corollary 3.19. We immediately
conclude that the sum operation on the level of objects is well-defined, associa-
tive, unital with unit 〈∅,∅, 0〉 (which has empty support by another application of
Corollary 3.19), and commutative.
Next, we observe that if Φ, ϕ,Ψ, ψ are as above, then
〈Φ, ϕ〉∗(〈A,X•, x〉+ 〈A
′, X ′•, x
′〉) = 〈Φ, ϕ〉∗〈A ∪A
′, (X +X ′)•, x+ x
′〉
= Φ∗
(
(X +X ′)•) + ϕ∗(x+ x
′)
= (Φ|A)∗(X•) + (Φ|A′)∗(X
′
•) + ϕ∗(x) + ϕ∗(x
′)
= 〈Φ|A, ϕ〉∗〈A,X•, x〉+ 〈Φ|A′ , ϕ〉∗〈A
′, X ′•, x
′〉
and likewise
〈Ψ, ψ〉∗(〈B, Y•, y〉+ 〈B
′, Y ′• , y
′〉) = 〈Ψ|B, ψ〉∗〈B, Y•, y〉+ 〈Ψ|B′ , ψ〉∗〈B
′, Y ′• , y
′〉.
It is then immediate that α + β = 〈Ψ, ψ; f + g; Φ, ϕ〉 indeed defines a morphism
〈A,X•, x〉+ 〈A
′, X ′•, x
′〉 → 〈B, Y•, y〉+ 〈B
′, Y ′• , y
′〉.
Now let Φ′ : (A∪A′)×ω֌ ω, ϕ′ : ω֌ ω and Ψ′ : (B∪B′)×ω֌ ω, ψ′ : ω֌ ω be
two further pairs of injections with disjoint image, and let f ′, g′ be the unique mor-
phisms in C such that α = 〈Ψ′|B , ψ
′; f ′; Φ′|A, ϕ
′〉 and β = 〈Ψ′|B′ , ψ
′; g′; Φ′|A′ ;ϕ
′〉.
Analogously to the above one checks that
[〈Φ, ϕ〉, 〈Φ′, ϕ′〉]〈A,X•,x〉+〈A′,X′•,x′〉
= [〈Φ|A, ϕ〉, 〈Φ
′
A, ϕ
′〉]〈A,X•,x〉 + [〈Φ|A′ , ϕ〉, 〈Φ
′
A′ , ϕ
′〉]〈A′,X′•,x′〉
and similarly for [〈Ψ′, ψ′〉, 〈Ψ, ψ〉]. Together with functoriality of the sum in C this
shows that
〈Ψ, ψ; f + g; Φ, ϕ〉 = 〈Ψ′, ψ′;
f ′︷ ︸︸ ︷
([〈Ψ′B , ψ
′〉, 〈Ψ|B, ψ〉] ◦ f ◦ [〈Φ|A, ϕ〉, 〈Φ
′
A, ϕ
′〉])+
([〈Ψ′B′ , ψ
′〉, 〈Ψ|B′ , ψ〉] ◦ g ◦ [〈Φ|A′ , ϕ〉, 〈Φ
′
A′ , ϕ
′〉])︸ ︷︷ ︸
g′
; Φ′, ϕ′〉,
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i.e. the sum is independent of the choice of the injections Φ, ϕ,Ψ, ψ. With this
established, one proves as before that the sum in Θ∞C is functorial.
Next, let us show that the sum is EM-equivariant. Again, it is obvious that
the sum preserves the M-action on objects. On the other hand, if 〈A,X•, x〉 and
〈A′, X ′•, x
′〉 have disjoint support, then we pick injections Φ: u(A ∪ A′) × ω ֌ ω
and ϕ : ω֌ ω with disjoint image. Then
u
〈A,X•,x〉+〈A
′,X′•,x
′〉
◦ = u
〈A∪A′,(X+X′)•,x+x
′〉
◦ = 〈Φ, ϕ; id; Φ ◦ (u× id), ϕ ◦ u〉
for any u ∈M by definition.
On the other hand, the injection Φ|u(A) : u(A)× ω֌ ω has disjoint image from
ϕ, so that
u
〈A,X•,x〉
◦ = 〈Φ|u(A), ϕ; id; Φ|u(A)◦(u× id), ϕ◦u〉 = 〈Φ|u(A), ϕ; id; Φ◦(u× id)|A, ϕ◦u〉
and analogously u
〈A′,X′•,x
′〉
◦ = 〈Φ|u(A′), ϕ; id; Φ ◦ (u× id)|A′ , ϕ ◦ u〉. By definition of
the sum we therefore have
u
〈A,X•,x〉
◦ + u
〈A′,X′•,x
′〉
◦
= 〈Φ|u(A), ϕ; id; Φ ◦ (u × id)|A, ϕ ◦ u〉+ 〈Φ|u(A′), ϕ; id; Φ ◦ (u× id)|A′ , ϕ ◦ u〉
= 〈Φ, ϕ; id + id; Φ ◦ (u× id), ϕ ◦ u〉 = 〈Φ, ϕ; id; Φ ◦ (u × id), ϕ ◦ u〉.
As we already know that this has the same source and target as u
〈A,X•,x〉+〈A
′,X′•,x
′〉
◦ ,
we conclude from this that it in fact agrees with it, finishing the proof of EM-
equivariance.
Finally, we have to show that the sum is also unital, commutative, and associa-
tive on morphisms. We will only prove associativity, the arguments for the other
statements being similar.
For this we let γ : 〈A′′, X ′′• , x
′′〉 → 〈B′′, Y ′′• , y
′′〉 be any morphism whose source
and target have support disjoint from the support of the sources and targets, re-
spectively, of both α and β. We then pick injections Φ: (A∪A′ ∪A′′)×ω֌ ω and
ϕ : ω֌ ω with disjoint image, and Ψ: (B ∪B′ ∪B′′)×ω֌ ω and ψ : ω֌ ω with
disjoint image. We moreover let f, g, h be the unique morphisms in C such that
α = 〈Ψ|B, ψ; f ; Φ|A;ϕ〉
β = 〈Ψ|B′ , ψ; g; Φ|A′ ;ϕ〉
γ = 〈Ψ|B′′ , ψ;h; Φ|A′′ ;ϕ〉.
Chasing through the definitions, we then have
(α+ β) + γ = 〈Ψ, ψ; (f + g) + h; Φ, ϕ〉 = 〈Ψ, ψ; f + g + h; Φ, ϕ〉
and likewise α + (β + γ) = 〈Ψ, ψ; f + g + h; Φ, ϕ〉. Since we already know that
these have the same source and target, respectively, we therefore conclude that
(α + β) + γ = α + (β + γ) as desired. This completes the proof that Θ∞(C )
becomes a parsummable category in the specified way.
To prove that Θ∞(F ) is a morphism of parsummable categories, it only remains
to verify compatibility with sums. This is again obvious on the level of objects.
If now α : 〈A,X•, x〉 → 〈B, Y•, y〉 and β : 〈A
′, X ′•, x
′〉 → 〈B′, Y ′• , y
′〉 are morphisms
whose sources and targets are summable, then we pick injections Φ, ϕ,Ψ, ψ as above,
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and we let f, g be the unique morphisms in C with α = 〈Ψ|B, ψ; f ; Φ|A, ϕ〉 and
β = 〈ΨB′ , ψ; g; Φ|A′ , ϕ〉. Then
Θ∞(F )(α + β) = Θ∞(F )〈Ψ, ψ; f + g; Φ, ϕ〉 = 〈Ψ, ψ;F (f + g); Φ, ϕ〉
and on the other hand
Θ∞(F )(α) + Θ∞(F )(β) = 〈Ψ|B, ψ;Ff ; ΦA, ϕ〉+ 〈Ψ|B′ , ψ;Fg; ΦA′, ϕ〉
= 〈Ψ, ψ;Ff + Fg; Φ, ϕ〉
= 〈Ψ, ψ;F (f + g); Φ, ϕ〉.
Since we already know that the sources and targets agree, this completes the proof.

Construction 3.22. Let C be a parsummable category. We defineKC : C → Θ∞(C )
on objects via x 7→ 〈∅,∅, x〉 (where ∅ denotes both the empty set and the empty
family). Moreover, a morphism f : x→ y in C is sent to 〈∅, id; f ;∅; id〉 : 〈∅,∅, x〉 →
〈∅,∅, y〉 (where now ∅ additionally denotes the unique map ∅× ω → ω).
Proposition 3.23. The above construction defines a morphism of parsummable
categories. For varying C , the KC ’s assemble into a natural levelwise underlying
equivalence K : id⇒ Θ∞ of endofunctors of ParSumCat.
Proof. It is obvious that KC is a functor and that it is strictly natural in maps
of parsummable categories. Let us now show that it is an underlying equivalence
of categories: indeed, if 〈A,X•, x〉 is any object of Θ∞(C ), then we pick injec-
tions Φ: A × ω ֌ ω and ϕ : ω ֌ ω with disjoint image. One easily checks that
〈∅, id; id; Φ, ϕ〉 : 〈A,X•, x〉 → 〈∅,∅,Φ∗(X•) + ϕ∗(x)〉 = KC (Φ∗(X•) + ϕ∗(x)) is an
isomorphism, so that KC is essentially surjective. On the other hand, full faithful-
ness amounts to demanding that
HomC (x, y)→ HomΘ∞(C )(〈∅,∅, x〉, 〈∅,∅, y〉)
f 7→ 〈∅, id; f ;∅; id〉
be bijective for all x, y ∈ C . But since 〈∅, id〉∗〈∅,∅, z〉 = z for all z ∈ C , this is a
special case of the observation from Construction 3.16.
Next, we will show that KC is EM-equivariant. Here it is once again obvious
that it preserves the M-action on objects. On the other hand
KC (u
x
◦) = 〈∅, id;u
x
◦ ;∅, id〉 = 〈∅, id; [〈∅, u〉, 〈∅, id〉];∅, id〉 = 〈∅, id; id;∅, u〉
and the right hand side is in turn the definition of u
KC (x)
◦ = u
〈∅,∅,x〉. As before,
we conclude that KC is EM-equivariant.
Finally, it is obvious that KC preserves 0 and the sum on objects. It only
remains to prove that it preserves the sum of morphisms. But indeed, if f : x→ y
and g : x′ → y′ are summable morphisms in C , then KC (f+g) = 〈∅, id; f+g;∅, id〉
and
KC (f) +KC (g) = 〈∅, id; f ;∅, id〉+ 〈∅, id; g;∅, id〉 = 〈∅, id; f + g;∅, id〉
where the final step uses that the unique map ∅ × ω → ω has disjoint image from
itself. Since we already know that KC (f + g) and KC (f) +KC (g) have the same
source and target, respectively, we conclude that they in fact agree, finishing the
proof. 
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Construction 3.24. Let C be a parsummable category. We define JC : Θ(C ) →
Θ∞(C ) on objects by (A,X•) 7→ 〈A,X•, 0〉 and on morphisms as follows: if (Ψ, f,Φ)
represents a morphism (A,X•)→ (B, Y•), and if both imΨ and imΦ have infinite
complement in ω, then we pick injections ψ, ϕ : ω ֌ ω with imΦ ∩ imϕ = ∅ and
imψ ∩ imΨ = ∅, and we set JC [Ψ, f,Φ] = 〈Ψ, ψ; f ; Φ;ϕ〉 : 〈A,X•, 0〉 → 〈B, Y•, 0〉.
Proposition 3.25. JC is a well-defined morphism of parsummable categories.
Moreover, for varying C the JC ’s assemble into a natural levelwise underlying
equivalence J : Θ⇒ Θ∞.
Proof. Let us first show that JC is well-defined. For this we begin by observing
that if [Ψ, f,Φ] represents a morphism (A,X•) → (B, Y•), i.e. f is a morphism
Φ∗(X•)→ Ψ∗(Y•), and ϕ, ψ are chosen as above, then
〈Φ, ϕ〉∗〈A,X•, 0〉 = Φ∗(X•) + ϕ∗(0) = Φ∗(X•) + 0 = Φ∗(X•)
and likewise 〈Ψ, ψ〉∗〈B, Y•, 0〉 = Ψ∗(Y•), so that 〈Ψ, ψ; f ; Φ;ϕ〉 indeed defines a mor-
phism 〈A,X•, 0〉 → 〈B, Y•, 0〉. Next, assume [Ψ, f,Φ] = [Ψ
′, f ′,Φ′] and ϕ′, ψ′ : ω֌
ω are injections with imΦ′ ∩ imϕ′ = ∅ = imΨ′ ∩ imψ′. Then a similar calculation
to the above shows that
[〈Ψ′, ψ′〉, 〈Ψ, ψ〉]〈B,Y•,0〉 = [Ψ
′,Ψ]Y• and [〈Φ, ϕ〉, 〈Φ
′, ϕ′〉]〈A,X•,0〉 = [Φ,Φ
′]X• .
From this one immediately deduces that 〈Ψ, ψ; f ; Φ, ϕ〉 = 〈Ψ′, ψ′; f ′; Φ′, ϕ′〉, i.e. JC
is independent of the choice of representative and the choice of the injections ϕ, ψ.
With this established, it is once again straightforward to show that JC is a functor
and that it is strictly natural in morphisms of parsummable categories.
Let us now show that it is an underlying equivalence of categories: indeed, if
〈A,X•, x〉 is any object in Θ∞(C ), then we can pick injections Φ: A × ω ֌ ω
and ϕ : ω → ω with disjoint image and injections Ψ: {1} × ω ֌ ω, ψ : ω ֌ ω
with disjoint image; it is then easy to check that 〈Ψ, ψ; id; Ψ(1, –)Φ,Ψ(1, –)ϕ〉 de-
fines an isomorphism between 〈A,X•, x〉 and the object 〈{1},Φ∗(X•)+ϕ∗(x), 0〉 =
JC ({1},Φ∗(X•) + ϕ∗(x)). This shows that JC is essentially surjective.
To see that it is also fully faithful, we let (A,X•), (B, Y•) be any two objects of
Θ(C ) and we fix pairs of injections Φ: A× ω֌ ω, ϕ : ω֌ ω and Ψ: B × ω֌ ω,
ψ : ω֌ ω with disjoint image. Then we know that
(3.3)
HomC (Φ∗(X•),Ψ∗(Y•))→ HomΘ(C )((A,X•), (B, Y•))
f 7→ [Ψ, f,Φ]
and
(3.4)
HomC (Φ∗(X•),Ψ∗(Y•))→ HomΘ∞(C )(〈A,X•, 0〉, 〈B, Y•, 0〉)
f 7→ 〈Ψ, ψ; f ; Φ, ϕ〉
are both bijective. On the other hand, the composition of (3.3) with JC equals
(3.4) by definition, so the claim follows.
Next, we will show that JC is EM-equivariant. As 0 has empty support, it
is obvious that JC preserves the M-action on objects. If now (A,X•) ∈ Θ(C )
and u ∈ M are arbitrary, then we pick injections Φ: u(A) × ω ֌ ω and ϕ : ω ֌
ω with disjoint image. Then by definition u
(A,X•)
◦ = [Φ, id,Φ ◦ (u × id)], hence
JC (u
(A,X•)
◦ ) = 〈Φ, ϕ; Φ ◦ (u× id), ϕ ◦ u〉, where we have used that im(ϕ ◦ u) ⊂ imϕ
is disjoint from im(Φ ◦ (u × id)) = imΦ. But on the other hand also u
JC (A,X•)
◦ =
u
〈A,X•,0〉
◦ = 〈Φ, ϕ; id; Φ ◦ (u × id), ϕ ◦ u〉 by definition, and since this has the same
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source and target as u
(A,X•)
◦ , we conclude they are indeed equal. This completes
the proof of EM-equivariance.
Finally, to show that JC is a morphism of parsummable categories it only remains
to show that it preserves the sum and the zero objects. The latter statement is
obvious and the former one is clear on objects. To see that JC preserves the sum
on morphisms, we let α : (A,X•)→ (B, Y•) and β : (A
′, X ′•)→ (B
′, Y ′•) be any two
morphisms in Θ(C ) such that the sources and targets each are disjointly supported.
We pick injections Φ: (A∪A′)×ω֌ ω, ϕ : ω֌ ω with disjoint image and injections
(B ∪ B′) × ω ֌ ω, ψ : ω ֌ ω with disjoint image. Moreover, we let f, g be the
unique morphisms in C such that α = [Ψ|B, f,Φ|A] and β = [Ψ|B′ , g,Φ|A′ ]. Then
α+β = [Ψ, f + g,Φ] by definition, so JC (α+β) = 〈Ψ, ψ; f + g; Φ, ϕ〉. On the other
hand also
JC (α) + JC (β) = 〈Ψ|B, ψ; f ; Φ|A, ϕ〉+ 〈Ψ|B′ , ψ; g; Φ|A′ , ϕ〉 = 〈Ψ, ψ; f + g; Φ, ϕ〉
and the claim follows as before. This completes the proof of the proposition. 
Now we can finally prove:
Theorem 3.26. The functors Φ and Σ define mutually inverse homotopy equiv-
alences PermCat ⇄ ParSumCat (with respect to the underlying equivalences of
categories on both sides).
Proof. We have a zigzag of natural levelwise underlying equivalences
(3.5) ΦΣ
I
⇐= Θ
J
=⇒ Θ∞
K
⇐= id
of endofunctors of ParSumCat by Propositions 3.13, 3.25, and 3.23, respectively.
In particular, 2-out-of-3 implies that ΦΣ is homotopical. Since Φ reflects underlying
equivalences by Lemma 1.24, we conclude that also Σ is homotopical, and with this
established (3.5) precisely witnesses that it is right homotopy inverse to Φ (which
is homotopical by the aforementioned lemma). On the other hand, it is also left
homotopy inverse by Proposition 2.15, finishing the proof of the theorem. 
Remark 3.27. There is another notion of weak equivalence of parsummable cate-
gories that is interesting from the point of view of global homotopy theory and in
particular in the context of global algebraic K-theory:
Let us call a finite subgroupG ⊂M universal if the restriction of the tautological
M-action on ω to G makes ω into a complete G-set universe, i.e. a (countable) G-
set into which any finite G-set embeds equivariantly. It is not hard to check that
any finite group G is isomorphic to a universal subgroup of M and that any two
such isomorphisms differ only by conjugation with an invertible element of M.
A morphism F : C → D is then called a global equivalence if the induced func-
tors FG : CG → DG for all universal G ⊂ M are weak homotopy equivalences,
i.e. induce homotopy equivalences on classifying spaces, cf. [Sch, Definition 2.26].
In general the global equivalences and the underlying equivalences are incom-
parable. However, in practice one is usually interested in so-called saturated par-
summable categories C in the sense of [Sch, Definition 7.3], i.e. parsummable cate-
gories such that the canonical inclusion CG →֒ C hG of the honest fixed points into
the homotopy fixed points is an equivalence of categories for all G ⊂M universal.
Obviously, any underlying equivalence of saturated parsummable categories is a
global equivalence.
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Our saturation construction appearing as [Sch, Construction 7.23] provides a
homotopy inverse (with respect to the underlying equivalences) to the inclusion
of the full subcategory ParSumCatsat spanned by the saturated parsummable
categories, see [Sch, Theorem 7.25].
If C is a permutative category, then Φ(C ) is usually not saturated, and to
construct the global algebraic K-theory of C one first applies the saturation con-
struction. Our main theorem above then implies that the resulting composition
(3.6) PermCat
Φ
−→ ParSumCat
(–)sat
−−−→ ParSumCatsat
is a homotopy equivalence with respect to the underlying equivalences. It follows
formally that when we equip the right hand side with the global equivalences in-
stead, then there is still a notion of weak equivalence of permutative categories
such that (3.6) is a homotopy equivalence—namely, those maps that are inverted
by the above composition. It is not hard to check that these are precisely those
strict symmetric monoidal functors whose underlying functors are global equiva-
lences of categories in the sense of [Sch19, Definition 3.2], i.e. functors that induce
weak homotopy equivalences on the categories of G-objects for all finite G.
This naturally leads to the question whether also the composition
(3.7) PermCat
Φ
−→ ParSumCat
(–)sat
−−−→ ParSumCatsat →֒ ParSumCat
is a homotopy equivalence with respect to the global equivalences, or equivalently,
whether the inclusion ParSumCatsat →֒ ParSumCat is also a homotopy equiv-
alence with respect to the global equivalences. This is indeed true, but the proof
of this requires very different and much more homotopy theoretical means and will
appear in [Len].
Finally, Φ also sends underlying equivalences of permutative categories to global
equivalences by [Sch, Proposition 11.7], so one could once again ask if there is a
coarser notion of weak equivalence on PermCat such that Φ becomes an equiva-
lence of homotopy theories with respect to the global equivalences on ParSumCat.
This is not the case, however, and we briefly sketch why:
Applying [Sch, Construction 10.1] to the ring C of complex numbers yields a par-
summable category C whose global algebraic K-theory is (by definition) the global
algebraic K-theory of C. By [Sch, proof of Theorem 10.3-(iii)], this parsummable
category in particular satisfies π0(C ) ∼= N and π0(C
Z/3) ∼= N3, where the left hand
sides carry the natural commutative monoid structures induced from the sum oper-
ation and where we have moreover tacitly identified Z/3 with a universal subgroup
ofM isomorphic to it. From the point of view of K-theory, the standard generators
correspond to the vector space C and the three isomorphism classes of irreducible
complex representations of Z/3, respectively.
We now claim that there is no permutative category D such that π0(ΦD) ∼= N
and π0(Φ(D)
Z/3) ∼= N3. This will then imply that Φ is not essentially surjective
after passing to the (say, 1-categorical) localization of ParSumCat at the global
equivalences as both π0 and π0((–)
Z/3) invert global equivalences, so that they
pass to functors Ho(ParSumCat) → CMon. In particular, there is no notion of
weak equivalence of permutative categories so that Φ becomes an equivalence of
homotopy theories.
It only remains to prove the claim, which is basically an elaboration on [Sch,
Proposition 11.9]. We let D be any permutative category, and we will now define
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for any universal G ⊂M a homomorphism
(3.8)
∏
isom. classes of transitive G-sets
π0(D)→ π0(Φ(D)
G)
of commutative monoids, which we will then show to be surjective; here the monoid
structure on π0(D) is the one induced by the tensor product. This leads to the
desired contradiction as a D with π0(ΦD) ∼= N and π0(Φ(D)
Z/3) ∼= N3 would then
yield a surjective homomorphism
N
2 ∼= π0(ΦD)
×2 ∼= π0(D)
×2 → π0(Φ(D)
Z/3) ∼= N3,
which is impossible.
The homomorphism (3.8) is defined as follows: given an isomorphism class of
transitive G-sets, we pick a subset S ⊂ ω representing it; this is possible because
ω is a universal G-set by assumption on G. We then send an element of π0(D)
represented by an object x ∈ D to the element represented by the G-fixed object
X ∈ ΦD with
(3.9) Xi =
{
x if i ∈ S
1 otherwise.
We omit the easy verification that this gives rise to a well-defined homomorphism.
To prove that (3.8) is surjective, we observe that any G-fixed object X ∈ ΦD is
constant on G-orbits of ω. Its support is then a finite G-set, and decomposing it
into orbits shows that any element on the right hand side is the sum of elements of
the form (3.9). Moreover, the class of (3.9) only depends on the class of x and the
isomorphism class of S. Thus, any element on the right hand side of (3.8) can be
written as a sum of elements in the image, and hence is already contained in the
image itself. This completes the proof of the claim.
We remark that passing to group completions shows that there is no permu-
tative category D such that the global algebraic K-theory of the parsummable
category ΦD is equivalent to the global algebraic K-theory Kgl(C) of the com-
plex numbers. On the other hand, there is indeed a permutative category D such
that the saturation (ΦD)sat is (both categorially and globally) equivalent to C ,
and in particular the global algebraic K-theory of (ΦD)sat (which by definition is
the global algebraic K-theory of the permutative category D) is equivalent to the
global algebraic K-theory of C (thus, the above example does not contradict the
global version of Thomason’s theorem announced in the introduction). In fact, it
is not hard to show that D can be taken to be any permutative category equivalent
to the symmetric monoidal category of finite dimensional C-vector spaces under
⊕. We remark that the mere existence of such D also follows from (3.7) being a
homotopy equivalence (which we did not prove here) or, once one observes that C
is saturated [Sch, Theorem 10.3-(i)], from (3.6) being a homotopy equivalence.
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