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ABSTRACT 
Research in many fields of life and biomedical sciences depends on the 
microscopic image analysis of biological images. Quantitative analysis of these images is 
often time-consuming, tedious, and may be prone to subjective bias from the observer 
and inter /intra observer variations. Systems for automatic analysis developed in the past 
decade determine various parameters associated with biological tissue, such as the 
number of cells, object volume and length of fibers to avoid problems with manual 
collection of microscopic data. Specifically, automatic analysis of biological 
microstructures using unbiased stereology, a set of approaches designed to avoid all 
known sources of systematic error, plays a large and growing role in bioscience research.  
Our aim is to develop an algorithm that automates and increases the throughput of 
a commercially available, computerized stereology device (Stereologer, Stereology 
Resource Center, Chester, MD). The current method for estimation of first and second 
order parameters of biological microstructures requires a trained user to manually select 
biological objects of interest (cells, fibers etc.) while systematically stepping through the 
three dimensional volume of a stained tissue section. The present research proposes a 
three-part method to automate the above process: detect the objects, connect the objects 
through a z-stack of images (images at varying focal planes) to form a 3D object and 
finally count the 3D objects. The first step involves detection of objects through learned 
thresholding or automatic thresholding. Learned thresholding identifies the objects of 
interest by training on images to obtain the threshold range for objects of interest. 
 vi 
 
Automatic thresholding is performed on gray level images converted from RGB (red-
green-blue) microscopic images to detect the objects of interest. Both learned and 
automatic thresholding are followed by iterative thresholding to separate objects that are 
close to each other. The second step, linking objects through a z-stack of images involves 
labeling the objects of interest using connected component analysis and then connecting 
these labeled objects across the stack of images to produce a 3D object. Finally, the 
number of linked objects in a 3D volume is counted using the counting rules of 
stereology. This automatic approach achieves an overall object detection rate of 74%. 
Thus, these results support the view that automatic image analysis combined with 
unbiased sampling as well as assumption and model-free geometric probes, provides 
accurate and efficient quantification of biological objects. 
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CHAPTER 1 INTRODUCTION 
1.1 Stereology 
The microscopic study of biological objects and quantitative analysis of their 
morphometric parameters plays a vital role in biomedical research, particularly in the 
areas of human disease and experimental research. Stereology is a field of applied 
mathematics that consists of methods to estimate first- and second-order geometrical 
quantities, including volume (V), surface area (S), length (L), and number (N) of objects 
in an anatomically defined object (reference space) on tissues. Results obtained using 
stereological procedures are accurate, efficient and more reliable than other ad hoc 
quantitative analyses [1, 2]. 
“Stereology originated as the problem of studying a three-dimensional physical 
object from random two-dimensional plane sections or projections, and in particular of 
estimating geometrical parameters such as volume, surface area, length and total 
curvature[3]”. Estimating an unknown quantity can be either biased or unbiased. Bias 
involves favoring one output in a systematic manner, which causes the estimated value to 
deviate from the expected or true value.  Thus bias introduces non-random error. Bias in 
stereology can be introduced through either stereological sources (faulty correction 
factors, incorrect models, non verifiable assumptions etc) or non-stereological 
(incomplete staining, improper calibration etc) factors [1]. The goal of design-based 
(unbiased stereology) is to avoid all known sources of stereological or non-stereological 
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bias when estimating a first-order (V, S, L, N) or second order (variation, spatial 
distribution) parameter of interest. 
 A typical computerized stereology project involves the application of 
assumption- and model-free (unbiased) geometric probes to stained tissue sections in 
combination with sampling in an unbiased systematic-random manner. Geometric 
probes for stereology include object and local geometric probes such as  points (0D), 
planes (2D) and disectors (3D) placed at random with respect to the biological objects 
of interest within an anatomically defined reference space [1, 4]. The biological objects 
of interest typically consist of cells, fibers, blood vessels, etc. 
Stereology is widely applied to biological disciplines like neurobiology, cell 
biology and histology. The applications of stereology in these fields are the unbiased 
estimation of the regional volume of tissue, the surface area and length of cells and 
curvilinear fibers, and the total number of cells in a defined reference space (object of 
interest). Volumetric parameters can be estimated from the images of the tissue that are 
stained and accurately cut. In Neurobiology the most common use of stereological 
principles is to estimate the number of object populations (neurons) in defined brain 
structures. 
1.2 Motivation 
Manual applications of unbiased stereology to quantify changes in tissue sections 
are accurate, though like expert-based qualitative methods suffer from being time- and 
labor-intensive compared to computer-assisted approaches. The computer-assisted 
approaches combine microscopy, hardware, software and stereological methods for the 
quantitative estimation of the first- and the second order parameters of biological 
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microstructures. Although computerized stereology has improved efficiency in recent 
years, the current state-of-the art requires considerable interaction from a trained user to 
select objects of interest in tissue section. 
The Stereologer, a commercially available computerized stereology system (SRC- 
Chester, MD, www.disector.com), assists biomedical researchers in estimating unknown 
parameters using high-resolution microscopy equipped with hardware (motorized x-y-z 
stage, camera) and software compatible with Macintosh or PC computer platforms. The 
current Stereologer procedure involves outlining a region of interest (ROI)(which are 
objects in our case) on about 8-12 tissue sections viewed under microscopic 
magnification of 25x, as shown in Figure 1-1. To select X-Y sampling locations in an 
unbiased manner, geometric probes are overlaid at random on the ROI and the software 
indicates the point’s internal (green) and external (red) to the ROI as shown in Figure 1-2. 
A stack of images is automatically acquired with fixed increments through the Z-axis at 
the selected grid points (green). The current process for obtaining the thickness of a tissue 
section requires a trained user to move through the z-axis of each tissue and manually set 
the top and bottom planes of the section at which objects in the image come into and go 
out of focus respectively. Next a counting frame is overlaid on the tissue. A counting 
frame is a two-dimensional stereological probe used to count the number of objects 
present in an image following counting rules. It is a rectangle with extensions of two 
infinite rays and is displayed using the colors red and green as shown in Figure 1-3. A 
trained user is required to focus through a stack of images and count the number of 
objects in the counting frame. The user does this by manually clicking on the objects 
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when they are at maximum focus. Thus continuous user interaction limits the throughput 
of the system. 
Automation of the system will reduce time, human effort and increase the 
throughput of the system. The automation process consists of determining the top and 
bottom of the slice, followed by detection of biological objects of interest. The latter 
aspect of automation - counting the objects of interest is achieved by identifying the 
objects, linking them through the stack of images, and finally determining the number of 
objects within the reference space indicated by the user on a single tissue section. 
 
  
Figure 1-1 Image with object of interest 
highlighted in green 
Figure 1-2 Image with disector probe laid 
on the tissue 
 
Figure 1-3 Image at high magnification(100x) showing the counting frame 
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1.3 Objective 
The objective is to automate determining the object count in a stack of images 
following the principles of unbiased stereology. This is one of the steps in the 
automation of the Stereologer system that currently requires significant user interaction. 
Applications using stereology to estimate total number of objects must avoid 
bias from shape, size and orientation; the so called Corpuscle problem [1]. That is, all 
objects in tissue sections must share the same probability of being counted without 
regard to their shape (circular, elliptical etc), size differences that could favor larger 
over smaller objects, or the orientation of objects within the tissue. 
Counting frame exclusion (red) lines border the rejection and inclusion lines pass 
through the acceptance object. The border between exclusion and inclusion objects 
extends to infinity [1, 2]. The trained user should decide on a unique point that can be 
identified for every object to be either the object top or nucleus top or object bottom. 
After the unbiased counting frame is overlaid, the user follows the counting rules of 
Gundersen to count the objects (Figure 1-4): 
 An object that touches or crosses the rejection line (red), or is outside the 
counting frame, is not counted. 
 An object is a valid candidate to be counted if it touches or crosses the 
inclusion (acceptance) line, or is inside the counting frame. 
 An object that is touching or crossing the rejection and acceptance line is 
not counted following the first rule. 
 A valid candidate is counted if its unique point comes into focus within 
the counting space. 
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Figure 1-4 Counting frame - Objects within the frame are counted and indicated with the 
green tick mark, objects touching both the rejection and acceptance line are not counted 
shown with a red cross mark 
 
The disector is a virtual 3D probe that uses the counting rules stated above  to 
count objects or objects in two adjacent images, taking the three dimensional nature of 
the object into account. The two adjacent images are separated from each other in some 
depth (height in the z axis). The first image is referred to as the lookup section and the 
next image is referred as the reference section. An Object that appears in the reference 
section but not in the lookup section is counted. An example of dissector is shown below 
in Figure 1-5. 
An optical disector is a stereological probe for counting the objects using a stack 
of disector-pairs in a thick tissue section. A disector-pair consists of a disector frame 
within a reference section adjacent to a look-up section. Objects are counted when they 
fall within the reference frame but not the look-up frame. No objects are counted with the 
guard volume, between the first and last disector-pairs in the stack which avoids cutting 
artifacts that may be caused by the sectioning knife passing through the tissue. An 
example of optical disector is shown in Figure 1-6. 
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The objective of the current research is to automatically enumerate objects within 
the volume of the optical disector according to the counting rules and other requirements 
of modern stereology. 
 
(a) 
 
(b) 
Figure 1-5 An example of a disector-pair consisting of (a) look-up plane and adjacent (b) 
reference plane in an optical disector. Two adjacent images with the blue arrow 
indicating the object that is out of focus in the look-up section, but come into focus in the 
reference section 
 
 
 
   
   
   
Figure 1-6 An example of the optical disector 
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1.4 Proposed Method 
A two-step approach to obtain an automatic object count is being proposed. First, 
the objects of interest are detected by segmenting the image, a critical step that 
establishes the basis for subsequent analysis. Second, objects are connected to the 
corresponding objects through the stack of images, i.e. successive optical planes, at 
different depths in the z-direction, to form a 3D object. Connecting the objects through 
the stack ensures that each object is counted once. Objects are counted at a single, 
identifiable plane, which for the present study is the plane of maximum focus. 
1.5 Thesis Organization 
Chapter 2 describes the work so far on the object detection, the automated object 
counters and the focus algorithms. Chapter 3 describes the proposed algorithm, and the 
actual implementation. The datasets we have used and how the data was acquired are 
described in Chapter 4. The results of our approach are discussed in Chapter 5. And 
finally what was accomplished and future work is discussed in Chapter 6. 
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CHAPTER 2 PREVIOUS WORK 
The study of objects and their properties plays an important role in biomedical 
research. The object count gives valuable information about patient’s health and plays a 
pivotal role in the diagnosis of different diseases. For example, functionality of the brain 
is determined by the number of neurons [5] - a small decrease in the number of these 
objects has a strong effect on behavior, because neurons cannot multiply like other object 
types [5]. There are several commercially available automated object counters like 
Countess™ Automated Cell Counter [7], Beckman Coulter Z1™ Series Coulter 
Counter® Cell [8] etc.., but these cannot be used in a stereology system as they don’t 
count the objects using Gundersen’s counting rules [6]. The fundamental step for object 
counting, with or without using the counting rules, is the detection of object. 
Previous work on automatic object counting is geared towards a specific disease 
or object type or a particular staining method.  A literature search was conducted in the 
fields of automated object detection and focus algorithms. The rationale behind automatic 
analysis is that manual analysis is tedious, time-consuming, error prone and has 
inter/intra observer variations [9-11]. Automatic object analysis is approached through 
the use of segmentation techniques to detect the objects [12]. Segmentation is a classic 
problem in image processing and computer vision. [13-17]. Segmentation of objects in 
particular is difficult and challenging because of the differences in the size and shape of 
the objects and illumination inconsistencies in the microscopic images [10, 18, 19]. 
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Segmentation is based on threshold selection, edge detection, object growing and 
sometimes the combination of these approaches. Segmentation using thresholds doesn’t 
use spatial information, so it is frequently combined with morphological operations to 
produce better results [9, 19]. Locating objects using information about their boundaries 
is not effective as not all objects have defined boundaries, thus edge detection doesn’t 
perform that well [20].  Prior knowledge about the object shape and size and the staining 
for different objects in the image is either readily available [21] or is obtained using a 
training process [18, 22].  
When using color information for segmentation, the choice of color space is 
very important. In [18] a three phase process is discussed  the first phase trains on the 
images to get the approximate position, the second phase segments the images and the 
third phase erodes and dilates to smoothen the segmented objects. In [21] an iterative 
thresholding technique was implemented, followed by an eight-chain code tracking to 
extract features of the objects of interest (e.g., cancerous cells).  
A common segmentation technique for microscopy object images is Otsu’s 
thresholding. Otsu’s thresholding identifies the complete area of the object, but often 
can’t separate overlapping objects. So this technique should be followed by another 
process that can separate merged/overlapped objects like watershed segmentation etc 
[23-26]. 
The general practice of applying image processing techniques to images with 
objects and tissue is to start with an image that is precisely focused. Finding the depth 
or the correct optical plane at which the object is in focus is of interest in our research. 
The standard approach to find the image that is precisely focused is to compute an 
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image based focus measure. Several different focus measures and comparisons between 
them have been published [27- 29]. The focus measures are based on the assumption 
that an image gets more and more blurred as we go out of focus. These algorithms can 
be classified into four groups (a) Derivative based algorithms [30] (b) Statistical 
algorithms [30] (c) Histogram based algorithms [30] (d) Intuitive Algorithms [30]. 
Selecting an appropriate focus measure depends on the microscopy images. It has been 
shown by [27] that autocorrelation based algorithms work well for fluorescence 
microscopy applications, but this approach is not good for brightfield, phase contrast or 
differential interference contrast microscopy. Published work suggests that the Variance 
or the Normalized Variance algorithm provides the best overall performance for all non 
fluorescence microscopy applications [30, 31].  
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CHAPTER 3 ALGORITHM AND IMPLEMENTATION 
3.1 Overview 
The proposed approach for automatic object counting consists of detecting 
objects of interest, connecting objects - determining the objects 3D connectivity 
through the stack of images and finally enumerating the objects. Objects of interest 
were detected using two thresholding methods – learned thresholding and automatic 
thresholding. Learned thresholding segments the ROI’s from the background by 
training on the images to obtain a threshold range for a specific object. Automatic 
thresholding utilizes Otsu’s thresholding to differentiate ROI’s from the background. 
Segmented images are then processed with Iterative thresholding to separate objects 
close to each other. 
 To determine 3D connectivity, objects must be labeled; hence connected component 
analysis is performed on segmented images to assign a unique identification number to 
each object. Identified objects are then filtered based on their location with respect to the 
counting frame. Using focus algorithms, a focus measure for each identified object is 
determined. Objects are connected in consecutive images based on their geometric 
parameters and this information is used in determining 3D connectivity. The focal plane 
at which a 3D connected object has a maximum focus value is determined and is used in 
conjunction with counting rules to enumerate the objects.  
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 The proposed approach was implemented in three different ways: 
 Approach I – Learned thresholding, connecting objects in 3D and enumerating the 
3D objects. Figure 3-1 shows an overview of approach I. 
 Approach II – Automatic thresholding (gray level images are obtained using 
weighted conversion (red green and blue channels are given different weights), 
connecting objects in 3D and enumerating the 3D objects. Figure 3-2 shows an 
overview of approach II. 
 Approach III – Automatic thresholding (gray level images are obtained using 
color information), connecting objects in 3D and enumerating the 3D objects. 
Figure 3-3 shows an overview of approach III. 
Training on the 
images to obtain 
threshold
Color space 
conversion and color 
thresholding
Stack of 
images
Refining the 
segmented image
Conversion to 
grayscale
Identify 
objects
Filter objects
Determine object 
connectivity in 
consecutive images
Produce object count
Determine object 3D 
connectivity
Iterative 
thresholding
Determine focus 
value
DETECTING OBJECTS 
(LEARNED THRESHOLDING)
CONNECTING AND 
ENUMERATING OBJECTS
 
Figure 3-1 Approach I 
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RGB to gray level 
weighted conversion
Stack of images
Otsu’s 
Thresholding
Identify objectsFilter objects
Determine object 
connectivity in 
consecutive images
Produce object count
Determine object 3D 
connectivity
Iterative 
thresholding
Determine focus 
value
DETECTING OBJECTS 
(AUTOMATIC THRESHOLDING - 1)
CONNECTING AND 
ENUMERATING OBJECTS
 
Figure 3-2 Approach II 
 
RGB to gray level 
conversion using 
color information
Stack of images
Otsu’s 
Thresholding
Identify objectsFilter objects
Determine object 
connectivity in 
consecutive images
Produce object count
Determine object 3D 
connectivity
Iterative 
thresholding
Determine focus 
value
DETECTING OBJECTS 
(AUTOMATIC THRESHOLDING - 2)
CONNECTING AND 
ENUMERATING OBJECTS
 
Figure 3-3 Approach III 
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3.2 Detecting Objects 
3.2.1 Learned Thresholding 
Staining is used in microscopic images to highlight the biological structures to 
provide for better viewing. Microscopic images are RGB images. Visual perception of 
objects in color images is easier than in grayscale images. The stack of images contains 
several types of objects; our goal is to count a specific type of object (neurons). Different 
stains are used for different objects, thus color information is used to target the required 
type of object.  
In the proposed approach, a training process was used to obtain the staining 
information, which helps the process adapt to any kind of staining method. After 
obtaining the color information, thresholding techniques are applied to detect objects [22, 
18]. We utilized HSI color space and a three phase process - training, thresholding and 
morphological operations in learned thresholding [18].  
3.2.1.1 Color Thresholding 
Thresholding divides the image into foreground and background. Color 
thresholding was performed to segment the image into foreground pixels containing the 
color information as the objects of interest and background pixels containing everything 
else. The HSI color space decouples the intensity components from the color carrying 
information (Hue and Saturation). Hence, color space conversion from RGB to HSI is 
performed. As we only need the color information, the cylindrical HSI coordinate system 
reduces to a polar system. Hue and Saturation correspond to the angular and radial 
coordinates respectively and are depicted as shown Figure 3-4(a).  
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The threshold required to determine if the objects in the image are in the color 
range of our objects of interest is obtained using training images. The training process 
involves manually highlighting the objects of interest in each image in the stack as shown 
in Figure 3-4(b) (c). The average value and standard deviation for each channel (red, 
green and blue) are obtained by processing the highlighted objects in the training images. 
The average color of the objects obtained from training is converted to HSI space using 
the following formulas [32, 33, 34]: 
 
         
 
 
             
                  
  (1) 
 
    
 
     
             (2) 
 
  
     
 
 (3) 
 If                (4) 
Where H-Hue, S – Saturation, I – Intensity, R – Red, G – Green, B – Blue, min(x, y, z) – 
finds the minimum of x, y, z and arccos (x) – evaluates cos-1 of x. 
The average color of the objects of interest, in hue and saturation, corresponds to 
a point in the polar coordinate system and is called an initial point. The corresponding 
Cartesian coordinates for an initial point are obtained using: 
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              (5) 
              (6) 
Where S – Saturation, H - Hue 
During the process of thresholding, each pixel in the image is converted to HSI 
using the formulas (1), (2), (3) and (4) and then to Cartesian coordinates using (5) and 
(6). The Euclidian distance between the initial point and the present pixel must be within 
a distance, determined from average value and standard deviation obtained from training. 
Figure 3-4(d) shows output image after color thresholding. 
                                             (7) 
Where K - Constant 
3.2.1.2 Refining the Segmented Image 
Color thresholding produces an output image with objects of interest and noise as 
shown in Figure 3-4(d). As can be observed from the image, the detected objects aren’t 
complete as they have holes. To retain the shape of the objects i.e. solid objects without 
holes, a fill-hole algorithm [13] was used. Also an opening operation (erosion followed 
by dilation) was used, to remove the extra objects. An example image following these 
operations is shown in Figure 3-4(e).  
Later, a connected component analysis [13, 15]
 
was done to identify and count 
connected objects. The result of this processing is shown in Figure 3-4(f). The last 
operation in the color processing consists of converting the color threshold image to 
grayscale.  
 18 
 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
 
(f) 
Figure 3-4 Color processing - (a) HSI color space. (b) Original image in the stack. (c) 
Trained image (objects of interest painted in black). (d) Color thresholded image. (e) 
Image processed with fill hole algorithm. (f) Image after connected component analysis. 
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3.2.2 Automatic Thresholding 
Automatic thresholding is performed on gray level images in approach II and 
approach III; hence need to convert microscopic RGB images to gray level images. Two 
different methods are employed to convert RGB images to gray level images – weighted 
conversion and conversion using color information. 
 The Human visual system (HVS) is not as sensitive to chrominance data as the 
luminance [35]. In the YUV color space Y is the luminance component and U, V are used 
for color. The Y component represents the grayscale value and was used for the weighted 
conversion, given by equation (8) [35]. Figure 3-5(a) and Figure 3-5(b) shows the 
original RGB image and the gray level image output from weighted conversion 
respectively. 
                                       (8) 
Where I(i, j) is the intensity of the pixel, R- Red, G – Green, B – Blue 
Conversion using color information utilizes the color information of the object of 
interest obtained from training on the images, discussed in color thresholding section. 
The training process determines the maximum distance a pixel can be from a desired 
(ROI) color; this distance is scaled into the range of 0 to 255 to obtain our gray level 
image. The original image and the result of this conversion are shown Figure 3-6(a) and 
Figure 3-6(b) respectively. 
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3.2.2.1 Otsu’s Thresholding 
The lighting conditions for images in a stack are not constant; hence the threshold 
we choose should adapt to the changes. Otsu’s method [23 – 26] uses this principle of a 
changing threshold for changes in illumination. Otsu’s method assumes that the image 
consists of foreground and background. The method iterates through all the possible 
threshold values in the image. It operates directly on the gray level histogram. The aim is 
to find the threshold value that minimizes the within-class variance is selected. Otsu's  
method  is  also  equivalent  to  minimizing  the  mean square error  between  the  gray-
level image and its corresponding bi-level image [36 - 38]. 
    
       
        
  (8) 
    
                        
                      
 (9) 
    
                        
                      
 (10) 
Where    
  is within class variance,    
  variance of the pixels in the background,    
  
variance of the pixels in the foreground, Wb is the weight for the background of the 
image, Wf is the variance of the foreground of the image. 
Otsu’s thresholding is performed on a gray level image obtained using either 
weighted conversion or using color information for conversion. The result of thresholding 
is a binary image, but for further processing we need a gray level image so we retain the 
original intensity (gray level) values of the pixels present in the binary image. Figure 
3-5(c) and Figure 3-5(d) shows the Otsu’s output (binary image and the image with gray 
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level value retained) on the image obtained using weighted conversion. Figure 3-6(c) and 
Figure 3-6(d) shows the Otsu’s output (binary image and the image with gray level values 
retained) on the image obtained using color information for conversion. 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 3-5 First method of RGB to gray level conversion- (a) Original RGB image (b) 
Gray level image  (c) Otsu thresholded image (d) Result of retain the gray level values of 
pixels in the binarized image. 
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(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 3-6 Second method of RGB to gray level conversion- (a) Original RGB image (b) 
Gray level image  (c) Otsu threshold image (d) Result of retaining the gray level values of 
pixels in the thresholded image. 
 
3.2.2.2 Iterative Thresholding 
Learned threshold and automatic threshold couldn’t separate the objects that are 
close together. In an attempt to separate those objects, the output images are further 
segmented using iterative thresholding. It can be observed from the output image of the 
learned and automatic thresholding as shown in Figure 3-7(a) and Figure 3-7(c) 
respectively, that the program has identified only two objects. Out of the two objects, one 
object represents three objects combined together and identified as a single entity, as the 
average amount of color is same in all three objects. Iterative thresholding helps in 
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separating the objects that are close to each other as shown in Figure 3-7(b) and Figure 
3-7(d). A global threshold is not suitable in this case as illumination varies within the 
image and we would require several thresholds because each stack of images will need a 
different threshold. Iterative Thresholding algorithm [15]: 
1. Select an initial estimate for threshold, T. A good initial value is the average 
intensity of the image. 
2. Partition the image into two groups, R1 and R2, using T. R1 consisting of all pixels 
with gray level values > T and R2 consisting of pixels with values < T. 
3. Calculate the mean gray values µ1 and µ2 of the partitions R1 and R2. 
4. Select a new threshold: 
    
        
 
 (11) 
5. Repeat steps 2 through 4 until the mean values µ1 and µ2 in successive iteration 
do not change. 
 
3.3 Connecting and Enumerating Objects 
 The next step in our approach is to determine the 3D connectivity of the detected 
objects through the stack of images. The objects must be labeled to establish 
connectivity; hence connected component analysis [15, 39] is performed to label and 
extract features of objects [21]. Objects are then filtered based on their location with 
respect to the counting frame. The normalized variance focus function [30] is utilized to 
determine the focus value for each identified object. Objects are connected in consecutive 
images based on their geometric parameters and then this information is used in 
determining object connectivity in 3D. The focal plane at which a 3D connected object 
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has maximum focus value is determined and is used in conjunction with counting rules to 
enumerate the objects. 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 3-7 Iterative thresholding - (a) Output image after learned thresholding with two 
detected objects highlighted. (b) Output image after iterative thresholding with four 
objects highlighted (c) Output image after automatic thresholding with two objects 
highlighted. (d) Output image after iterative thresholding with three objects highlighted. 
 
3.3.1 Identify Objects 
Connected component analysis is performed on the segmented image to identify 
the objects. The analysis starts with the first black pixel it encountered in the binary 
image and builds an object using eight-connectivity. An identified object is validated 
when the number of object pixels meets the minimum and maximum area thresholds. As 
 25 
 
we identify each object we sequentially assign a unique identification number (object id) 
to it. In addition to assigning an id, additional parameters for each identified object such 
as the number of pixels, mean intensity and median intensity are determined. Also, 
geometric parameters such as the bounding rectangle (top, right, bottom and left most 
pixels position of the object) and centroid are determined to track the location of the 
object. A unique identification number assigned to each object is used to enumerate the 
objects in each image. A bounding box with its identification number is drawn for each 
object for visual representation [39]. Figure 3-8(b) shows the output of connected 
component analysis with a bounding box drawn for each object.  
3.3.2 Filter Objects 
Stereologer overlays the probe for counting i.e. counting frame on the tissue 
section as described in the objectives section. In this step of the approach the counting 
frame is overlaid on the images to validate the identified objects using the counting rules. 
The width and height of the counting frame should be large enough to include one to 
three objects on an average [1]. The images obtained from the microscope are 600 pixels 
in width and 800 pixels in height. In the Stereologer user can set the height and width of 
the counting frame and for this work we used a counting frame of 300 pixels in width and 
400 pixels in height. The counting frame doesn’t span the complete section thickness, in 
order to avoid the artifacts like objects being ripped off due to cutting and improper 
staining. The trained user has an option to select the height of the counting frame in the 
Stereologer. Hence, we used a counting frame of height ten microns, which translates to 
10 images in the middle of the stack. Objects in each image are filtered based on their 
location with respect to the counting frame. An object is valid if it is either inside the 
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counting frame or touches the inclusion lines. Figure 3-8(c) shows the output from 
filtering. 
 
                           (a) 
 
(b) 
 
(c) 
Figure 3-8 Connecting and enumerating objects - (a) Original image (b) Output image 
after connected component analysis showing all the identified objects highlighted with a 
bounding box. (e) Output Image after filtering the objects based on counting frame 
 
3.3.3 Determining the Focus Value 
Currently a trained user visually looks at the object in the disector box and 
decides whether to count the object or not based on sharpness (focus) of the object. Our 
work determines the sharpness of the object by calculating a focus value. Several focus 
algorithms have been proposed to calculate the focus value of an image. The main 
principle behind these proposed focus algorithms is that focused images contain more 
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information than unfocused images. Thus the output of an ideal focus algorithm is 
defined as having a maximum value at the best-focused image/position and decreases as 
the image goes out of focus [31]. 
Variance, Normalized Variance, Auto-Correlation and Standard Deviation based 
correlation focus algorithms fall into statistics-based focus algorithms [31]. The 
algorithms of this category differentiate focused images from unfocused using contrast, 
variance and correlation. We are using the Normalized Variance algorithm, as it has 
highest ranking and is shown to have best performance for brightfield microscopy images 
[30, 31]. A bright filed microscope was used for collecting the data in our research. The 
Normalized Variance algorithm compensates for the differences in image intensity 
among different images by normalizing the variance algorithm output with the mean 
intensity. Variance measures the variations in the gray levels of the pixels present in the 
image. 
Normalized Variance: 
        
 
          
               
  
 (13) 
Where H – height of the image, W – width of the image, I (i, j) – pixel intensity and     – 
mean of pixel intensities. 
3.3.4 Connecting Objects in Consecutive Images 
The disector compares consecutive images (first image - reference section and 
next image - look up section) to count the objects. We adapted this idea of comparing 
consecutive images, which are separated at some depth, to connect the objects. Every 
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detected object has the following additional attributes defined and set while connecting 
the objects: 
1. Next ID – indicates the object in the next image to which the current object is 
linked. 
2. Previous ID – indicates the object in the previous image to which the current 
object is linked. 
3. Merge ID – indicates the objects in the previous image that merge to form the 
current object. 
4. Split ID – indicates the objects in the next image to which the current object 
splits. 
5. Parent ID – indicates the object in the previous image from which the current 
object splits. 
6. Child ID – indicates the object in the next image to which the current object 
merges. 
While determining connectivity between objects, the centroids of detected objects are 
matched in the consecutive images. The centroid for an object is determined using the 
object parameters - top, bottom, right and left coordinates of the bounding rectangle. 
Based on the closeness of the centroid of the objects, the objects are said to be matched 
when the difference is less than the centroid variation threshold. 
              
            
 
 (11) 
              
            
 
 (12) 
 29 
 
When the difference between the centroid of the objects is not within the 
threshold, we then check to see if either object centroid lies within the other object (the 
bounding box around the object) or if the object bounding rectangles overlap. When any 
of the above three conditions are met, we compare the percentage of the object pixels 
overlapped to confirm that both the objects correspond to the same object. Finally, the 
objects are linked when the percentage of overlapped pixels for both the objects is above 
maximum pixel overlap percentage. 
Segmentation results are not always precise, as we might be detecting just a small 
part of the object or in some cases we might see that two objects may be merged together 
and detected as a single object or it might split a single object after few images or in the 
next image and detect them as two objects. This merging and splitting of the objects due 
to segmentation has to be considered while linking the objects. Object attributes merge 
ID list, split ID list, parent ID and child ID are used to maintain this information. 
We also utilize the percentage of object pixel overlap to handle the splitting and 
merging of the objects. When the percentage falls in the range of minimum and 
maximum pixel overlap percentage, it indicates that both the objects have some area in 
common. In the case of two or more objects in the current image merging into a single 
object in the next image, we store the merging information in child ID (current image) 
and merge ID list (next image). In the case of a single object in the current image splitting 
into two or more objects in the next image, we store the information in the split ID list 
(current image) and parent ID (next image). The result of linking objects can be 
visualized as shown in Figure 3-9. 
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Figure 3-9 Connecting objects in consecutive images 
 
3.3.5 Connecting Objects in 3D 
An optical disector counts objects present in a stack of images. It is the disector 
applied to a series of images, which can also be visualized as a stack of disectors. Now 
that we have connected the objects in consecutive images we need to connect them 
through the stack of images similar to the idea behind the optical dissector. Considering 
the artifacts caused by cutting and improper staining, guard zones are adopted in the 
beginning and the end of the stack. The Stereologer allows the user to select the height 
for the optical dissector box. Hence we limited our connecting objects to ten images in 
the middle of the stack. Connecting objects is performed using the objects attributes 
determined in the connecting objects in consecutive images.  
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3.3.6 Produce Object Count 
An important criterion while counting objects is that, the object must persist in 
more than one image. False positives (extra object identification) may occur when an 
object is counted after appearing in a single image. To ensure that these extra objects are 
not counted, a threshold for the minimum number of images is used in which the object 
appears.  
A threshold for the minimum number of images in which an object should appear 
is obtained as follows:  
1. Determine the number of valid objects (inside the counting frame or touching 
or crossing the inclusion line) in each individual image.  
2. Identify the number of objects that appeared most times continuously across 
the images and set it as threshold. 
For example, if the number of objects detected in a stack of seven images are 3, 3, 
3, 3, 4, 5, 5. Intuitively, we can observe that there should be at least three objects in the 
stack of images and it has appeared in four consecutive images; hence the threshold 
would be set to four. 
After an object is linked in 3D and the focus value of the object is obtained at 
each depth, we select the depth at which the object has a maximum focus value. If the 3D 
object at maximum focus is inside the counting frame or touching the counting frame 
inclusion line, it is counted. 
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CHAPTER 4 DATASET 
The data used was acquired via the Stereologer system. This system comprises of 
a motorized X-Y-Z stage (ASI, Eugene, Oregon) which can be controlled either manually 
or automatically by the software, a brightfield microscope (Zeiss Axioskop 20) with 
objectives for low magnification (Zeiss Plan Neofluar 2.5x, numerical aperture 0.075) 
and high magnification (Zeiss Plan-Apochromat 100x oil immersion, numerical aperture 
1.4), and a camera (Optronics Microfire) which captures 800 x 600 pixel images in 8 bit 
by three channel (RGB) color. The Stereologer system software is compatible with both 
Mac and Windows machines. In our research, we used an iMac G4 platform (32 bit 
1.25GHz PowerPC) and a Dell Optiplex GX280 (32 bit 3.20 GHz Intel Pentium4). 
A brightfield microscope has an incandescent light source from which light is 
aimed toward a lens beneath the stage which holds the specimen. We can see objects 
(objects, fibers etc.) in the light path. The output image of a brightfield microscope is a 
dark sample on a bright background. It is well suited for viewing stained or naturally 
pigmented materials, for example stained slides of tissue sections. It is not suited for 
viewing living unstained object suspensions or tissue sections. An oil immersion 
objective helps us achieve higher resolution at high magnification. The principle behind 
placing immersion oil between the glass slip and objective lens is to avoid two refractive 
surfaces. Immersion oil has the same refractive index as glass. The camera uses a Bayer 
color filter array to capture color information. Data was acquired by placing the tissue 
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sample under the microscope and selecting the object of interest (hippocampus, 
substantia niagra) at 2.5X magnification. Then as mentioned in Section 1.2, stereological 
probes are placed on the ROI and stacks of images are collected at 100X high 
magnification. 
The cryostat dataset consists of 30 stacks of images captured on a study of rat 
brain tissue. Dr. Peter R. Mouton from the Laboratory of Aging and Neurodegeneration, 
Department of Pathology and Cell Biology at the University Of South Florida School of 
Medicine, Tampa, Florida provided the tissue sections for this study. For this study the 
rat brain tissue, was cut along the coronal axis in 40µm (preprocessing thickness) 
sections using a cryostat microtome and was stained. The substantia nigra was located 
and outlined as the object of interest using the 25X objective. Images were captured at 
100X magnification. Images were taken from a single rat case with sections as close in 
proximity as possible. The objects of interest were neurons. While ground truthing these 
stacks it was realized that one of the stacks was too dark and detection of objects was 
very difficult at that illumination, so that stack was removed from the dataset.  Thus, the 
dataset we used has 29 stacks. 
 The cryostat dataset was divided into a training set and test set. Fifteen stacks, 
with five stacks from each section were used for training, as discussed in the color 
processing section. The test set was comprised of the remaining fourteen stacks. The 
training stack contained 285 images with 34 objects (neurons) and the test set 260 images 
with 23 objects to be detected. 
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Table 4-1 Training and test sets 
     Section 07 Section 08 Section 09 
Volume 1 Volume 1 Volume 1 
Volume2 Volume2 Volume2 
Volume3 Volume3 Volume3 
Volume 4 Volume 4 Volume 4 
  Volume 5 Volume 5 Volume 5 
  Volume6 Volume6 Volume6 
Volume7 Volume7 Volume7 
- Volume8 Volume8 
- Volume9 Volume9 
Volume10 Volume10 Volume10 
- Volume11 - 
- Volume12 - 
 
Training Set   Test Set 
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CHAPTER 5 EXPERIMENTAL RESULTS 
The proposed approach performance was tested on the cryostat dataset. Typical 
output images after each step in Approach I (learned thresholding followed by connecting 
and enumerating objects) are shown in Figure 5-1.  
 
(a) 
 
(b) 
 
(c) 
 
(f) 
 
(e) 
 
(d) 
Figure 5-1 Results of approach I - (a) Original Image (b) Training images with objects of 
interest in black (c) Output from learned thresholding (d) Output from Iterative 
thresholding (e) Result from identify objects step (f) Result from filtered objects step 
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To obtain an objective measure of the performance of the proposed approach, we 
compared the results of our algorithm with the results generated from manual 
segmentation (ground truth). The matching of objects was evaluated between all pairs of 
detections and ground truth. 
At different stages of approach I results were verified to check the performance. 
The first verification in our approach was to check the object detection rate in each 
image. The 2D object count, which corresponds to number of objects in an image, was 
compared against ground truth object count.  The training set had a total of 143 objects of 
interest (neurons) and the test set consisted of 154 neurons. Table 5-1 shows the results of 
the 2D object count.  
Table 5-1 Results of 2D object count 
 
  
Training set 
(%) Test set (%) 
True positive (or) Overall object detection 83 82.3 
False negative (or) Overall missed cell 17 17.7 
False positive 33.5 38.4 
Overall detection of two objects merged as one 7.1 7.6 
Overall detection of three Objects merged as one 1.3 0.9 
 
 
Table 5-2 True and false positive definitions 
 
 Object No Object 
Object True Positives 
False negative 
(missed object) 
No Object 
False Positive 
(extra object) 
True negative 
 
Ground Truth (visual detection)     Program Detection 
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The values in the Table 5-1 we obtained using the equations (13) through (17). 
Figure 5-2 is the original image with two different objects highlighted and Figure 5-3 is 
the output of our algorithm identifying those two objects as a single object.  
For example assume four objects were identified in the ground truth of an image 
and our algorithm has detected seven objects. Out of the seven detected objects if three 
objects are actual objects, then the overall detection percentage as (3 / 4)*100. If one out 
of the three detected objects is a merged object, then the percentage of two objects 
merged as one is (1 / 7)*100. The overall percentage of missed objects is (1 / 4)*100 and 
the overall percentage of extra objects is (4 / 7)*100. 
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Figure 5-2 Original image with two objects 
highlighted in white 
Figure 5-3 Thresholded output image with 
two objects merged or merged as two 
objects 
 
Next verification was performed to check object linkage in images. The 3D object 
count represents the number of objects present in the stack. The counting frame is 
ignored while performing this check i.e. the whole image is considered for linking and 
counting the objects. Both the 3D and 2D object counts don’t take the counting rules into 
account as discussed in [9]. The final stage was to generate an object count considering 
the counting rules and the counting frame. The training set consisted of 34 objects within 
the counting frame and the test set had 23 objects. The results for the object count from 
Approach I with the counting frame are tabulated in Table 5-3 and the percentage 
detections in Table 5-4. 
Table 5-3 Counting results of approach I using the counting frame. 
 
Training Set Test Set 
Number of objects present (Ground truth) (GT) 34 23 
True positives (TP) 27 14 
False negatives (FN) 7 9 
Number of objects detected by the program (PD) 48 50 
False positives (FP) 21 36 
Number of two objects that are merged as one (TM) 5 3 
Number of three objects that are merged as one(THM) 1 1 
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Table 5-4 Detection % from approach I 
 
 
Training 
set (%) 
Test set 
(%) 
Overall object detection = (TP/GT)*100 73.53 60.86 
Overall missed cell = (FN/GT)*100 20.58 39.13 
False positive = (FP/PD)*100 73.53 72 
Overall detection of two objects merged as one = 
(TM/GT)*100 
10.41 13.04 
Overall detection of three Objects merged as one 
=(THM/GT)*100 
2.08 4.34 
   
Figure 5-4, Table 5-5 and Table 5-6 illustrate results obtained from Approach II 
(Automatic thresholding on gray level images obtained using weighted conversion 
followed by connecting and enumerating). Figure 5-4 shows output images after each 
stage of our second approach. Table 5-5 shows the counting results of the approach. 
Table 5-6 shows detection percentages. Table 5-5 indicates that only 17 of the 34 cells 
were detected in the training set because some stacks in training set had objects very 
close to each other and were detected as single objects. 
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(a) 
 
(b) 
 
(c) 
 
(f) 
 
(e) 
 
(d) 
Figure 5-4 Results from approach II - (a) Original Image (b) Output gray level image 
obtained from RGB image using weighted conversion (c) Output from Otsu thresholding 
(d) Output from Iterative thresholding (e) Result from identify objects step (f) Result 
from filtered objects step 
 
 
Table 5-5 Counting results for approach II with the counting frame. 
 
Training Set Test Set 
Number of objects present (Ground truth) (GT) 34 23 
True positives (TP) 17 17 
False negatives (FN) 17 6 
Number of objects detected by the program (PD) 63 47 
False positives (FP) 46 29 
Number of two objects that are merged as one (TM) 1 2 
Number of three objects that are merged as one(THM) 2 2 
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Table 5-6 Detection % from approach II 
 
 
Training set 
(%) 
Test set 
(%) 
Overall object detection = (TP/GT)*100 50 73.91 
Overall missed cell = (FN/GT)*100 50 26.08 
False positive = (FP/PD)*100 74.6 63.04 
Overall detection of two objects merged as one = 
(TM/GT)*100 
1.58 4.34 
Overall detection of three Objects merged as one 
=(THM/GT)*100 
3.17 8.69 
   
A better detection rate was achieved on the test set than the training set because 
the density of objects in test set is less than in training set. An example of a stack in the 
training set where the objects are closely (densely) packed is shown in Figure 5-5. 
 
(a) 
 
(b) 
 
(c) 
Figure 5-5 Training set images - (a) Original image with objects in the counting frame 
highlighted in green (b) Output from Otsu thresholding (c) Output from iterative 
thresholding with four objects detected merged  
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Figure 5-6, Table 5-7 and Table 5-8 illustrate results obtained from Approach III 
(Automatic thresholding on gray level image obtained using color information followed 
by connecting and enumerating objects). Figure 5-6 shows output images after each stage 
of our second approach. Table 5-7  shows the counting results from approach III. Table 
5-8 shows detection percentages. 
 
(a) 
 
(b) 
 
(c) 
 
(f) 
 
(e) 
 
(d) 
Figure 5-6 Results of approach III - (a) Original Image (b) Output gray level image 
obtained from RGB image using color information (c) Output from Otsu thresholding (d) 
Output from iterative thresholding (e) Result from identify objects step (f) Result from 
filtered objects step 
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Table 5-7 Counting results from approach III with the counting frame 
 
Training 
Set Test Set 
Number of objects present (Ground truth) (GT) 34 23 
True positives (TP) 15 10 
False negatives (FN) 19 13 
Number of objects detected by the program (PD) 52 52 
False positives (FP) 37 42 
Number of two objects that are merged as one (TM) 4 3 
Number of three objects that are merged as one(THM) 0 1 
 
 
Table 5-8 Detection % from approach III 
 
 
Training set (%) Test set (%) 
Overall object detection = (TP/GT)*100 44.1 43.4 
Overall missed cell = (FN/GT)*100 55.8 56.5 
False positive = (FP/PD)*100 71.1 80.76 
Overall detection of two objects merged as one = 
(TM/GT)*100 11.7 13 
Overall detection of three Objects merged as one 
=(THM/GT)*100 0 4.34 
   
The performance of the three approaches for automatic object count was 
evaluated by comparing the results of our approaches with the results generated from 
manual segmentation (ground truth) on the test set. The three approaches were compared 
to determine which approach performed better. This evaluation was done on the basis of 
the true positive (%) and false positive (%). The true and false positive rates for the three 
approaches are tabulated in Table 5-9 and Figure 5-7 shows the comparison of 
approaches. 
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Table 5-9 True and false positive rates for three approaches 
 
Approach 
Number of objects 
( neurons) 
% True positive % False positive 
Approach I 23 60.89 72 
Approach II 23 73.91 63 
Approach III 23 43.47 80.76 
 
 
Figure 5-7 Comparison of the three approaches 
 
 Approach II has the higher true positive rate with the lowest corresponding false 
positive rate on the test set than Approach I and Approach III because it detected all the 
cells present in the images, where as in Approach I the color threshold learned from 
training set was not able to detect all objects in the test set. The number of stacks where 
all the objects ground truthed were detected by the approaches: Approach I- In the 
training set 9 out of 15 stacks and in the test set 9 stacks out of 14 stacks. Approach II- in 
the training set 9 out of 15 stacks and in the test set 9 stacks out of 14 stacks. Approach 
0
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20
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70
80
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Approach 1 Approach 2 Approach 3
% True positive
% False positive
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III – In the training set 7 stacks of 15 and 6 stacks of 14 in the test set. The counting 
results per stack for training and test sets using Approach II are provided in Table 5-10 
and Table 5-11 respectively the stacks with 100% detection are highlighted. 
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Table 5-10 Training set per stack results from approach II. The highlighted columns indicate the stacks for which all the objects in the 
counting frame are detected. 
Sections 07 
    
08 
    
09 
    
Stacks 1 2 3 4 5 1 2 3 5 6 1 2 3 4 6 
Number of ground truth objects(GT) 4 0 5 0 5 0 0 0 2 1 1 4 6 4 2 
Number of objects detected by the program(NPD) 4 1 2 2 1 5 11 4 5 8 3 5 1 8 3 
True positives(TP) 3 0 1 0 1 0 0 0 1 1 1 3 0 4 2 
False positives(FP) 2 1 1 2 0 5 11 4 4 7 2 2 1 3 1 
False negatives(FN) 1 0 4 0 4 0 0 0 1 0 0 1 6 0 0 
Number of two objects that are merged as 
one(NTM) 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
Number of three objects that are merged as one 
(NTHM) 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 
Detection% per stack = (TP/GT)*100 75 100 20 100 20 100 100 100 50 100 100 75 0 100 100 
Missed object % per stack = (FN/GT)*100 25 0 80 0 80 0 0 0 50 0 0 25 100 0 0 
Extra object % per stack = (FP/GT)*100 50 100 50 100 0 100 100 100 80 87.5 66.7 40 100 37.5 33.3 
%Two objects merged as one per stack= 
(NTM/GT)*100 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
%Three objects merged as one per stack= 
(NTHM/GT)*100 25 0 20 0 0 0 0 0 0 0 0 0 0 0 0 
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Table 5-11 Test set per stack results from approach II. The highlighted columns indicate the stacks for which all the objects in the 
counting frame are detected. 
Sections 07 
  
08 
     
09 
    
Stacks 6 7 10 7 8 9 10 11 12 5 7 8 9 10 
Number of ground truth objects(GT) 2 2 1 2 2 1 0 0 4 2 3 1 2 1 
Number of objects detected by the program(NPD) 2 3 2 4 6 10 3 3 4 2 4 1 0 2 
True positives(TP) 2 1 1 1 2 1 0 0 3 1 3 1 0 1 
False positives(FP) 0 2 1 3 4 9 3 3 1 1 1 0 0 1 
False negatives(FN) 0 1 0 1 0 0 0 0 1 1 0 0 2 0 
Number of two objects that are merged as one(NTM) 0 0 0 1 0 0 0 0 1 0 0 0 0 0 
Number of three objects that are merged as one 
(NTHM) 0 0 1 0 0 1 0 0 0 0 0 0 0 0 
Detection% per stack = (TP/GT)*100 100 50 100 50 100 100 100 100 75 50 100 100 0 100 
Missed object % per stack = (FN/GT)*100 0 50 0 50 0 0 0 0 25 50 0 0 100 0 
Extra object % per stack = (FP/GT)*100 0 66.6 50 75 66.6 90 100 100 25 50 25 0 0 50 
%Two objects merged as one per stack= 
(NTM/GT)*100 0 0 0 25 0 0 0 0 25 0 0 0 0 0 
%Three objects merged as one per stack= 
(NTHM/GT)*100 0 0 100 0 0 100 0 0 0 0 0 0 0 0 
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There were several parameters used in our approach that are tabulated in Table 
5-12. The values displayed for the corresponding parameters in Table 5-12 were used in 
the results discussed above. 
Table 5-12 List of parameters used in the process 
 
Step of the approach Parameter Value 
Learned thresholding Constant K 1.6 
Identify objects 
Minimum Area Threshold and 
Maximum Area Threshold 
800 and 33000 
Connecting objects in 
consecutive images 
Centroid Variation 10 pixels 
Connecting objects in 
consecutive images 
Percentage of the object pixels 
overlap 
10% and 70% 
Focus value determination Object Extension 20 pixels 
  
The maximum distance a pixel (color) can be from the color of the required object 
was calculated in the color processing step using a constant K = 1.6 was obtained by trial 
and error method. While identifying objects, a threshold range was used in order to 
eliminate unwanted objects. The maximum area threshold = 33000 and minimum area 
threshold = 800 were obtained by manual inspection of objects in segmented images. 
While connecting objects in consecutive images, centroid variation was employed to 
determine whether the objects needed to be linked. Centroid variation = 10 was 
empirically chosen. The percentage of object pixels overlapped represents the number of 
matching object pixels (common to both the ROI’s) to the total number of object pixels. 
Minimum object pixels overlap % = 10 and maximum object pixels overlap % = 70, were 
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obtained by manual inspection. The focus value was calculated using the contrast among 
pixels; the detected objects don’t have enough area for the contrast to be visible. 
Therefore, the objects were extended with 20 pixels in all directions to determine the 
focus value of the object. This value was obtained by a trial and error method. 
Of all the parameters above, the minimum and maximum area thresholds have a 
major affect on the final object count. To validate the choice of area thresholds a 
Receiver Operating Characteristic (ROC curve) from varying the thresholds was used. 
The threshold selection process was fully automated. Varying thresholds were applied on 
the training set and test sets to obtain an object count for those thresholds. The ROC 
curve for the applied minimum and maximum area threshold values and the resulting true 
and false detections on the training and test set are shown in Figure 5-8, Figure 5-9 and 
the values are tabulated in Table 5-13, Table 5-14. 
Table 5-13 True and false positive rates for training set 
 
Minimum and maximum area thresholds TP (%) FP (%) 
200 & 33000 82.35 77.66 
300 & 33000 82.35 64.61 
400 & 33000 82.35 59.64 
500 & 33000 82.35 56.6 
600 & 33000 79.41 46.66 
700 & 33000 79.41 46 
800 & 33000 79.41 45.83 
900 & 33000 78.32 30.3 
1000 & 33000 74 23.33 
2000 & 33000 67.64 18.18 
3000 & 33000 61.76 10.52 
4000 & 33000 41.17 7.69 
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Figure 5-8 ROC curve for training set 
 
Table 5-14 True and false positive rates for test set 
 
Minimum and maximum area thresholds TP (%) FP (%) 
200 & 33000 60.86 89.14 
300 & 33000 60.86 86.53 
400 & 33000 60.86 84.09 
500 & 33000 60.86 77.41 
600 & 33000 60.86 75.57 
700 & 33000 60.86 74.13 
800 & 33000 60.86 73.58 
900 & 33000 60.86 67.32 
1000 & 33000 56.52 65 
2000 & 33000 34.78 58.82 
3000 & 33000 30.43 53.84 
4000 & 33000 21.73 50 
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Figure 5-9 ROC curve for test set 
 The maximum area threshold was varied in the range of 33000 – 45000 but the 
number of false and true positives remained constant. When the value of 33000 was 
decreased the true positive percentage decreased validating our choice of 33000 as the 
maximum threshold. The ROC curve indicates that the minimum area threshold of 900 
results in low false positive rates.  
 When varying the parameters, centroid variation and object extension, the object 
count remained constant. The percentage of the object pixels overlap was tested by 
varying the maximum and minimum percentage of pixel overlap required for linking the 
objects. The true and false positive rates for the training and test sets for different overlap 
percentages are shown in Table 5-15(a) and (b). A minimum overlap percentage of 30 
and maximum overlap percentage of 50 had relatively low false positive rate. Figure 5-10 
and Figure 5-11show the ROC curves. 
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Table 5-15 True and false positive rates for varying pixel overlap percentage (a) Training 
set (b) Test set 
(a) 
Minimum  and 
maximum pixel 
overlap 
percentage TP (%) FP (%) 
0 & 50 55.88 85.29 
0 & 70 50.00 82.35 
10 & 50 79.41 64.71 
10 & 70 73.53 73.53 
20 & 50 73.53 58.82 
20 & 70 72.53 61.76 
30 & 50 73.53 61.76 
30 & 70 76.47 61.76 
40 & 50 73.53 61.76 
40 & 70 78.41 58.82 
50 & 50 78.41 70.59 
50 & 70 78.41 70.59 
(b) 
Minimum  and 
maximum pixel 
overlap 
percentage 
TP 
(%) FP (%) 
0 & 50 43.48 77.78 
0 & 70 43.48 79.17 
10 & 50 60.87 72.00 
10 & 70 60.87 73.58 
20 & 50 60.87 73.83 
20 & 70 60.87 72.43 
30 & 50 59.27 69.57 
30 & 70 59.27 69.57 
40 & 50 56.52 70.45 
40 & 70 56.52 70.45 
50 & 50 56.52 71.74 
50 & 70 56.52 71.74 
 
 
Figure 5-10 ROC curve training set 
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Figure 5-11 ROC curve test set 
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CHAPTER 6 CONCULSIONS AND FUTURE WORK 
6.1 Conclusions 
Quantitative analysis of biological microstructures using unbiased stereology for 
estimation of first- and second order parameters (volume, object count etc.) plays a large 
and growing role in experimental research involving biological microstructures. A novel 
method for generating automatic object count using stereology has been presented.  
This method determines the object count in a stack of images by detecting the 
objects using two levels of segmentation and linking them. We have used two levels of 
segmentation, first segmentation to separate the objects from background and second to 
separate the as many objects as possible among the overlapped and the ones that are close 
together. Automating the object count will increase the throughput of the computerized 
stereology systems. Testing using this approach applied to twenty nine stacks of data 
from biological tissue stained with routine methods achieved an object detection rate, of 
74% using the counting rules of stereology. 
There are commercially available object counters, but they don’t use the counting 
rules to generate the object count. Previous work in automatic object counting is 
concerned with producing an object count either in a single image or using a set of 
images, but neither of them uses a focus value to decide on the final object count. Thus 
we have demonstrated the feasibility of automated object counting using the counting 
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rules and focus value which makes this approach more suitable to stereological 
applications.  
6.2 Future Work 
 The performance of the present method can be improved if overlapped objects can 
be segmented better. The current approach deals with the overlapped objects by 
segmenting the images further but did not separate all objects. All three approaches needs 
to be tested on more stacks and should be followed by a separation technique for the 
merged cell to increase the object detection rate. Using texture, 3D moments and 
attributes like elongation and shape can improve the separation of the objects. 
The proposed approach detected false positives that consist of objects due to over 
segmentation, or parts of the neuron like dendrites being detected as objects. The 
approach misses objects (true negatives) if either the object is always detected outside the 
counting frame, or if the object is not linked in enough images. The false positive rate can 
be reduced by segmenting the images using shape and additional features, missed objects 
can be reduced by following the Otsu thresholding with a method to separate the objects 
that are close together. 
 The current approach dealt with the detection of the object; the next step is to detect 
the nuclei inside the object. The dataset we worked on was from brain tissue and we 
counted neurons. Future work would include testing across a range of biological object 
types and staining protocols. Adding a classification module to classify different types of 
objects present in the specimen is an important next step. 
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