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GLOBAL REGULARITY AND FAST SMALL SCALE FORMATION
FOR EULER PATCH EQUATION IN A SMOOTH DOMAIN
ALEXANDER KISELEV∗ AND CHAO LI∗∗
Abstract. It is well known that the Euler vortex patch in R2 will remain regular if it is
regular enough initially. In bounded domains, the regularity theory for patch solutions
is less complete. In this paper, we study Euler vortex patches in a general smooth
bounded domain. We prove global in time regularity by providing an upper bound on
the growth of curvature of the patch boundary. For a special symmetric scenario, we
construct an example of double exponential curvature growth, showing that our upper
bound is qualitatively sharp.
1. Introduction
The incompressible Euler equation in a compact domain D ⊂ Rd with natural no-
penetration boundary conditions is given by
∂tu+ (u · ∇)u = ∇p, ∇ · u = 0, u · n|∂D = 0.
We will only deal with the case d = 2, and it will be conveninient for us to work with the
equation in vorticity form. Thus, setting ω = curlu, we have
(1.1) ∂tω + (u · ∇)ω = 0,
(1.2) u = ∇⊥(−∆D)−1ω.
Here ∇⊥ and x⊥ denote (∂2,−∂1) and (x2,−x1) respectively, and ∆D is the Dirichlet
Laplacian (see e.g [13, 14]). Equation (1.2) is called the Biot-Savart law.
Global regularity for the 2D Euler equation with smooth initial data has been known
since 1930s [17]. In this paper, we are interested in a class of rough solutions called vortex
patches. These solutions need to be understood in an appropriate weak sense.
Assuming for a moment that u is sufficiently regular, define particle trajectories asso-
ciated to the vector field u by
(1.3)
d
dt
Φt(x) = u(Φt(x), t), Φ0(x) = x.
Since the active scalar ω is transported by the velocity u from (1.1), it is straightforward
to check that
(1.4) ω(x, t) = ω0(Φ
−1
t (x)).
The solution satisfying (1.2), (1.3) and (1.4) is called a solution to the Euler equation
in Yudovich sense (see [19, 13]).
An Euler vortex patch is a solution to the Euler equation in Yudovich sense of the form
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(1.5) ω(x, t) =
N∑
k=1
θkχΩk(t)(x).
Here θk are some constants, and Ωk(t) are (evolving in time) bounded open sets in D
with smooth (in some sense) boundaries, whose closures Ωk(t) are mutually disjoint.
It is well known that Yudovich solutions to the 2D Euler equation with initial data in
L∞ ∩ L1 exist and are unique (see [19] or [13, 14] for a modern proof). The main reason
behind this result is the log-Lipschitz control on the velocity u, which allows to define the
trajectories uniquely and derive appropriate estimates on the flow map Φt. In this paper,
we study a stronger notion of patch regularity which refers to sufficient smoothness of
the patch boundaries ∂Ωk, as well as to the lack of both self-intersections of each patch
boundary and touching of different patches.
To be precise, we have the following definitions.
Definition 1.1. Let Ω ⊆ D be an open set whose boundary ∂Ω is a simple closed C1
curve with arc-length |∂Ω|. A constant speed parametrization of ∂Ω is any counter-
clockwise parametrization z : T→ R2 of ∂Ω with |z′| = 1
2pi
|∂Ω| on the circle T := [−pi, pi]
(with ±pi identified), and we define ‖Ω‖Cm,γ := ‖z‖Cm,γ .
Definition 1.2. Let θ1, ..., θN ∈ R \ {0}, and for each t ∈ [0, T ), let Ω1(t), ...,ΩN(t) ⊆ D
be open sets with pairwise disjoint closures whose boundaries ∂Ωk(t) are simple closed
curves. Let
ω(x, t) :=
N∑
k=1
θkχΩk(t)(x).
Suppose ω also satisfies
ω(x, t) = ω0(Φ
−1
t (x))
where
d
dt
Φt(x) = u(Φt(x), t), Φ0(x) = x, and u is given by (1.2). Then ω is called a patch
solution to (1.1) and (1.2) with initial data ω0 on the interval [0, T ). In addition, if we
also have
sup
t∈[0,T ′]
‖Ωk(t)‖Cm,γ <∞
for each k and T ′ ∈ (0, T ), then ω is a Cm,γ patch solution to (1.1) and (1.2) on [0, T ).
Remark. In the above definition, the domains Ωk(t) are allowed to touch ∂D as long
as ∂Ωk(t) remain C
m,γ.
Possible singularity formation for two dimensional Euler vortex patches has been con-
jectured based on the numerical simulations in [2] (see [12] for a discussion). In 1993,
Chemin [3] proved that the boundary of a two dimensional Euler patch will remain reg-
ular for all time if it is regular enough (C1,γ) initially (see also the work by Bertozzi and
Constantin in [1] for a different proof). For vortex patches in domains with boundaries,
Depauw [5] has proved global regularity of a single C1,γ patch in the half plane when the
patch does not touch the boundary initially. If the initial patch touches the boundary,
then [5] proved that the regularity C1,γ will be retained for a finite time. Dutrifoy [6]
proved that for the initial patch touching the boundary, there is a global solution but in a
strictly weaker space C1,s for some s ∈ (0, γ). Recently, Kiselev, Ryzhik, Yao and Zlatosˇ
[10] have proved global regularity for two dimensional C1,γ Euler vortex patch solutions
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(which may involve multiple patches) in half plane without loss of regularity.
Our goal here is to explore Euler patch dynamics in a general smooth bounded domain.
We derive global upper bounds on growth of curvature as well as construct an example
showing sharpness of the upper bound in some special scenarios with symmetry.
Here are our main results.
Theorem 1.3. Let D be a C4 bounded domain, γ ∈ (0, 1), then for each C1,γ single patch
initial data ω0, there exists a unique global C
1,γ patch solution ω to (1.1) and (1.2) with
ω(·, 0) = ω0. The curvature of the patch boundary grows at most double exponentially.
Theorem 1.4. Let D be a C4 bounded domain, γ ∈ (0, 1), then for each C1,γ patch initial
data ω0, there exists a unique global regular C
1,γ patch solution ω to (1.1) and (1.2) with
ω(·, 0) = ω0. The curvature of boundary grows at most triple exponentially.
In a special case where the domain D is a unit disk and the initial patch is odd with
resepct to x2 axis and consists of two symmetric single patches, we have a sharp upper
bound estimate on the curvature growth.
Theorem 1.5. Let D := B1(0) be a unit disk centered at the origin, and let γ ∈ (0, 1).
Suppose that the initial data has the form ω0(x) = χΩ1(x)−χΩ2(x), where Ω1 ⊂ {(x1, x2) :
x1 ≥ 0} is connected and Ω2 ⊂ {(x1, x2) : x1 ≤ 0} is its reflection with respect to the x2
axis. Then for each C1,γ initial data ω0 of this form, there exists a unique global C
1,γ
patch solution ω to (1.1) and (1.2) with ω(·, 0) = ω0. The curvature of the patch boundary
grows at most double exponentially.
Theorem 1.6. In the same setting as in Theorem 1.5, there exist an ω0 in C
1,γ such that
the curvature of the boundary of the corresponding patch solution does grow at a double
exponential speed.
Remarks. 1. To avoid excessive technicalities, we did not make an effort to optimize
the C4 regularity assumption on the domain D in Theorems 1.3, 1.4.
2. It is not clear whether the triple exponential upper bound of Theorem 1.4 is sharp. We
have no concrete scenario for it, but at the same time improving this estimate requires
non-trivial new ideas.
The rest of the paper is organized as follows. In section 2, we give the proof of Theorem
1.3. In section 3, we deal with the multiple patch case, and provide the proof of Theorem
1.4. In section 4, we look into the special symmetric case, and prove Theorem 1.5. In
the last section, we extend the example of [11] to show that the upper bound obtained in
section 4 is actually sharp, thus proving Theorem 1.6. Throughout the paper, we denote
by C(γ), C(D), C(r), C(D, γ) etc. various constants that depend only on the arguments
in the bracket. We denote by C universal constants. All these constants may change
from line to line.
2. Single patch case
We consider a single patch Ω(t) ⊂ D, with
ω(x, t) = θ0χΩ(t)(x).
Without loss of generality, we set θ0 = 1 throughout this section.
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Following the ideas of [1], we reformulate vortex patch evolution in terms of the evo-
lution of a function ϕ(x, t), which defines the patch via
(2.1) Ω(t) = {x : ϕ(x, t) > 0}.
If ∂Ω(0) is a simple closed C1,γ curve, there exists a function ϕ0 ∈ C1,γ(Ω(0)), such
that ϕ0 > 0 on Ω(0), ϕ0 = 0 on ∂Ω(0) and inf
∂Ω(0)
|∇ϕ0| > 0. Such ϕ0 can be obtained, for
instance, by solving the Dirichlet problem
−∆ϕ0 = f on Ω(0),
ϕ0 = 0 on ∂Ω(0),
with an arbitrary 0 ≤ f ∈ C∞0 (Ω(0)) (see discussion in [10], or [9] for a complete proof).
In what follows, we retrace some computations done in [1, 10]; more details can be
found there. For x ∈ Ω(t), we set ϕ(x, t) = ϕ0(Φ−1t (x)), with Φ−1t being the inverse map
of Φt. Then ϕ solves
∂tϕ+ (u · ∇)ϕ = 0
on {(t, x) : t > 0 and x ∈ Ω(t)}. Therefore for each t ≥ 0, ϕ(·, t) > 0 on Ω(t), and
vanishes on ∂Ω(t) (note that ϕ is not defined on R2 \ Ω(t)). Let
(2.2) w = (w1, w2) = ∇⊥ϕ = (∂2ϕ,−∂1ϕ),
and define
Aγ(t) := ‖w(·, t)‖C˙γ(Ω(t)) = sup
x,y∈Ω(t)
|w(x, t)− w(y, t)|
|x− y|γ ,
A∞(t) := ‖w(·, t)‖L∞(Ω(t)) ,
Ainf(t) := inf
x∈∂Ω(t)
|w(x, t)|.
(2.3)
By our choice of ϕ0, we have
Aγ(0), A∞(0), A−1inf (0) <∞.
Since w = ∇⊥ϕ, we know w is divergence free and one can check that it solves
(2.4) wt + (u · ∇)w = (∇u)w.
Using (2.4), one can derive the following bounds (we refer to [1, 10] for the details).
(2.5) A′∞(t) ≤ C(γ)A∞(t) ‖∇u(·, t)‖L∞(R2) ,
(2.6) A′inf(t) ≥ −C(γ)Ainf(t) ‖∇u(·, t)‖L∞(R2) ,
(2.7) A′γ(t) ≤ C(γ) ‖∇u(·, t)‖L∞(R2)Aγ(t) + ‖∇u(·, t)w(·, t)‖C˙γ(Ω(t)) .
Thus it suffices to derive appropriate bounds on ‖∇u(·, t)‖L∞(R2) and ‖∇u(·, t)w(·, t)‖C˙γ(Ω(t)) .
This involves some estimates on the Dirichlet Green’s function GD(x, y).
Recall that GD(x, y) can be written as
(2.8) GD(x, y) =
1
2pi
log |x− y|+ h(x, y),
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where
(2.9) ∆xh = 0, h|x∈∂D = − 1
2pi
log |x− y|.
The following proposition summarizes some of the standard estimates on GD(x, y) we
will need (see [14, 8]).
Proposition 2.1. Let D ⊂ R2 be a C4 bounded domain. Then the Dirichlet Green’s
function GD(x, y) satisfies the following properties:
(2.10) |GD(x, y)| ≤ C(D)(log |x− y|+ 1),
(2.11) |∇kGD(x, y)| ≤ C(D)|x− y|−k, k = 1, 2, 3.
Recall that C(D) is a constant only depending on D, changing from line to line.
We will need a more detailed representation of the Green’s function in the case where
x and y are close to the boundary ∂D.
First we define the symmetric reflection y˜ with respect to ∂D for some qualified y.
Definition 2.2. Suppose y ∈ D, and there exists a unique nearest point to y on ∂D,
denoted by e(y). We define y˜ = 2e(y)− y to be the symmetric point of y with respect to
∂D, and define the mapping S : y → y˜.
The first half of the following proposition is standard; see e.g. Proposition 14 in [16]
for more details. The second half it is not difficult to verify and has been proved in [18].
Proposition 2.3. Let D be a Ck bounded domain, k ≥ 2. Define a tubular neighborhood
T (r) of ∂D by T (r) = {y ∈ R2 : d(y, ∂D) ≤ r}. There exists r(D) > 0 such that if
r ≤ r(D), then ∂T (r) is Ck−1, and for any y ∈ T (r) there exists a unique nearest point
e(y) ∈ ∂D.
If y ∈ T (r), the reflection S(y) ≡ y˜ = 2e(y)− y is well defined and Ck−1 regular in all
T (r).
Now we state the estimate on GD(x, y), with x, y close to ∂D. This representation is a
minor variation of the result derived by Xu [18]; we will provide a sketch of the argument
in the appendix.
Proposition 2.4. Suppose D ⊂ R2 is a C4 bounded domain. There exists r = r(D) > 0
such that for any x, y ∈ T (r), we have
(2.12) GD(x, y) =
1
2pi
(log |x− y| − log |x− y˜|) +B(x, y).
For any ω ∈ L∞(D), and 0 < α < 1, B(x, y) satisfiesˆ
T (r)∩D
B(x, y)ω(y)dy ∈ C2,α(T (r)).
More precisely, we have
(2.13)
∥∥∥∥ˆ
T (r)∩D
B(x, y)ω(y)dy
∥∥∥∥
C2,α(T (r)∩D)
≤ C(D) ‖ω‖L∞ .
It is not hard to observe that, for each  > 0, there exists r() > 0, such that for any
p ∈ ∂D, we have
(2.14) |t1 − t2| ≤ ,
where t1, t2 are two arbitrary unit tangent vectors to ∂D ∩Br(p).
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Indeed, since ∂D is C4, we denote by rD the inverse of the maximal curvature of ∂D.
Then we can choose r() to be any positive number less than
rD · 
2
.
For convenience, throughout this section, we set 0 < r ≤ r( 1
100
) (we pick  in (2.14) to
be 1
100
) to be small enough such that both Proposition 2.3 and 2.4 apply.
With the above propositions, we begin by estimating ‖∇u(·, t)‖L∞(R2).
Proposition 2.5. Assume u is given by the Biot-Savart law formula (1.2) and Aγ(t),
A∞(t), Ainf(t) are defined by (2.3). Then we have
(2.15) ‖∇u(·, t)‖L∞(R2) ≤ C(D, γ)
(
1 + log+
Aγ(t)
Ainf(t)
)
,
where log+(x) = max{log x, 0}.
Proof of Proposition 2.5. By the Biot-Savart law, we know that
u(x, t) = ∇⊥
ˆ
D
GD(x, y)ω(y, t)dy.
From Propositions 2.1 and 2.4, it is natural to consider three cases: the inner part
D \ T (r/2), the outer part R2 \ (T (r/2) ∪D) and the tubular neighborhood T (r).
Now we analyze u(x, t) in these three cases as follows. The constants in the estimates
below may change from line to line. Recall that without loss of generality ‖ω‖L∞ = 1.
Case 1: x ∈ D \ T (r/2). By Proposition 2.1, GD(x, y) = 12pi log |x− y|+ h(x, y), thus
u(x, t) = ∇⊥
ˆ
Ω(t)
GD(x, y)dy
= ∇⊥
ˆ
Ω(t)
1
2pi
log |x− y|dy +∇⊥
ˆ
Ω(t)
h(x, y)dy
:= J1(x, t) + J2(x, t).
(2.16)
The estimate (2.15) for ‖∇J1(·, t)‖L∞(D\T (r/2)) has been done in Proposition 1 in [1].
To estimate ‖∇J2(·, t)‖L∞(D\T (r/2)), recall that h(x, y) is a harmonic function solving
(2.17) ∆xh = 0, h|x∈∂D = − 1
2pi
log |x− y|.
By interior estimate of the derivatives of harmonic function (see e.g. [7]), we have for
any x ∈ D \ T (r/2), y ∈ D \ T (r/4),
|∇2h(x, y)| ≤ sup
x∈D\T (r/2)
|∇2h(x, y)| (fixed y)
≤ Cr−2 sup
x∈∂D
|h(x, y)|
≤ Cr−2| log(r/4)| ≤ C(D),
(2.18)
the last inequality follows because r depends only on D. For any x ∈ D \ T (r/2) and
y ∈ D∩T (r/4) we have, using estimates on derivatives of harmonic functions and Propo-
sition 2.1,
|∇2h(x, y)| ≤ sup
x∈D\T (r/2)
|∇2h(x, y)| (fixed y)
≤ Cr−2 sup
x∈∂(D\T (3r/8))
|h(x, y)|
≤ 1
2pi
Cr−2| log(r/8)| ≤ C(D).
(2.19)
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By (2.18) and (2.19), we have
sup
x∈D\T (r/2),y∈D
|∇2h(x, y)| ≤ C(D)
for any y ∈ D. Therefore
‖∇J2(·, t)‖L∞(D\T (r/2)) ≤ C(D).
Case 2: x ∈ R2 \ (T (r/2) ∪D). By Proposition 2.1, we have
|∇2GD(x, y)| ≤ C(D)|x− y|−2.
Thus
|∇u(x, t)| ≤ |
ˆ
Ω(t)
∇2GD(x, y)dy| ≤ C(D)r−2 ≤ C(D)
since |x− y| ≥ r/2.
Case 3: x ∈ T (r/2). We have
u(x, t) = ∇⊥
ˆ
Ω(t)
GD(x, y)dy
= ∇⊥
ˆ
Ω(t)∩T (r)
GD(x, y)dy +∇⊥
ˆ
Ω(t)∩T (r)c
GD(x, y)dy
:= J3(x, t) + J4(x, t).
(2.20)
For J4(x, t), note that for y ∈ Ω(t) ∩ T (r)c and x ∈ T (r/2), we have |x − y| ≥ r/2.
Similar to the estimate of Case 2, we have ‖∇J4(·, t)‖L∞(T (r/2)) ≤ C(D). Now we turn to
J3(x, t). By Proposition 2.4, we can rewrite J3(x, t) as
J3(x, t) =
1
2pi
ˆ
Ω(t)∩T (r)
(x− y)⊥
|x− y|2 dy −
1
2pi
ˆ
Ω(t)∩T (r)
(x− y˜)⊥
|x− y˜|2 dy
+
ˆ
Ω(t)∩T (r)
∇⊥xB(x, y)dy
:= J31(x, t)− J32(x, t) + J33(x, t).
(2.21)
By estimate (2.13) on B(x, y), we have that ‖∇J33(·, t)‖L∞(T (r/2)) ≤ C(D).
For J31, we claim that
(2.22) ‖∇J31(·, t)‖L∞(T (r/2)) ≤ C(D, γ)
(
1 + log+
Aγ(t)
Ainf(t)
)
.
Indeed, we claim that the argument of Proposition 1 in [1] can be used to control J31.
The only issue one has to address is that the region of integration in J31 may have a
corner created by intersection of T (r) and Ω(t). But this difficulty is completely artificial
since x ∈ T (r/2) is at a distance r/2 away from the possible location of the corner on
∂T (r). We can simply smooth out the integration region, and the error we would create
by doing so is bounded from above by a constant.
For the estimate of J32, note that by Proposition 2.3, S(y) is a bijective C
3 mapping
on T (r). Let F (y) =
∣∣∂y
∂y˜
∣∣ be the Jacobian of S−1, and let Ω˜r(t) be the image of Ω(t) ∩
T (r) under the mapping S(y) (recall y˜ = S(y); we maintain this notation redundancy
for notational convenience). It is not hard to check that Ω˜r(t) ⊂ T (r), simply by the
definition of S. Then we have
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(2.23) J32(x, t) =
1
2pi
ˆ
Ω˜r(t)
(x− y)⊥
|x− y|2 F (y)dy,
where F (y) is non-zero and C2 in T (r).
Since S is C3, Ω(t) and Ω˜r(t) have the same regularity, so J32 and J31 are quite similar.
The only difference is that J32 has a C
2 weight function F (y).
We rewrite J32 as follows:
(2.24) J32(x, t) =
1
2pi
ˆ
Ω˜r(t)
(x− y)⊥
|x− y|2 (F (y)− F (x))dy +
1
2pi
ˆ
Ω˜r(t)
(x− y)⊥
|x− y|2 F (x)dy.
The estimate of the second term in (2.24) is identical to that of J31 term. On the other
hand, the derivatives of the first term are bounded by constant since the expression under
the integral is going to be L1.

Given the inequality (2.7), we still need to derive a bound for ‖(∇u)w‖C˙γ(Ω(t)).
Proposition 2.6. Let u, w, Aγ, Ainf and A∞ be defined via (1.2), (2.2) and (2.3). Then
we have
(2.25) ‖(∇u)w‖C˙γ(Ω(t)) ≤ C(D, γ)Aγ(t)
(
1 + log+
Aγ(t)
Ainf(t)
)
+ C(D, γ)A∞(t).
Proof of Proposition 2.6. Since GD(x, y) behaves differently depending on whether x, y
are close to the boundary or not, we consider two cases.
Case 1: x ∈ Ω(t) ∩ (D \ T (r/4)). We have
u(x, t) = ∇⊥
ˆ
Ω(t)
GD(x, y)dy
= ∇⊥
ˆ
Ω(t)
1
2pi
log |x− y|dy +∇⊥
ˆ
Ω(t)
h(x, y)dy
:= J1(x, t) + J2(x, t).
(2.26)
J1 can be regarded as the velocity generated by patch ω = χΩ(t) in R2. Note that by
definition (2.2), w is the vector field that is tangent to Ω(t). Thus by Corollary 1 in [1],
we have
‖(∇J1)w‖C˙γ(Ω(t)∩(D\T (r/4))) ≤ ‖(∇J1)w‖C˙γ(Ω(t)) ≤ C(D, γ)Aγ
(
1 + log+
Aγ(t)
Ainf(t)
)
.
To estimate J2, note that by the argument identical to that used to derive (2.18) and
(2.19), we have
sup
x∈D\T (r/4),y∈D
|∇nh(x, y)| ≤ C(n,D).
Then we calculate,
(2.27)
‖(∇J2)w‖C˙γ(Ω(t)∩(D\T (r/4))) ≤ ‖∇J2(·, t)‖L∞((D\T (r/4))) ‖w(·, t)‖C˙γ(Ω(t))
+ ‖w(·, t)‖L∞(Ω(t)) ‖∇J2(·, t)‖C˙γ((D\T (r/4)))
≤ C(D, γ)(Aγ(t) + A∞(t)).
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Case 2: x ∈ Ω(t) ∩ T (r/2). We write u(x, t) as
u(x, t) = ∇⊥
ˆ
Ω(t)
GD(x, y)dy
= ∇⊥
ˆ
Ω(t)∩T (r)
GD(x, y)dy +∇⊥
ˆ
Ω(t)∩T (r)c
GD(x, y)dy
:= I1(x, t) + I2(x, t).
(2.28)
For the estimate of I2(x, t), recall again that GD(x, y) =
1
2pi
log |x − y| + h(x, y), where
h(x, y) is harmonic in x. Note that when y ∈ Ω(t) ∩ T (r)c and x ∈ T (r/2), we have
|x − y| ≥ r/2. So by Proposition 2.1 we have |∇3GD(x, y)| ≤ C(D)|x − y|−3, and
therefore
∥∥∇kI2(·, t)∥∥L∞(T (r/2)) ≤ C(D), for k = 1, 2. Then we obtain
‖(∇I2)w‖C˙γ(Ω(t)∩T (r/2) ≤ C(D, γ)(Aγ(t) + A∞(t)).
Now we turn to I1(x, t). By Proposition 2.4, we can rewrite I1(x, t) as
I1(x, t) =
1
2pi
ˆ
Ω(t)∩T (r)
(x− y)⊥
|x− y|2 dy −
1
2pi
ˆ
Ω(t)∩T (r)
(x− y˜)⊥
|x− y˜|2 dy
+
ˆ
Ω(t)∩T (r)
∇⊥xB(x, y)dy
:= I11(x, t) + I12(x, t) + I13(x, t).
(2.29)
First by the estimate (2.13) on B(x, y), similarly to (2.27), we have
‖(∇I13)w‖C˙γ(Ω(t)∩T (r/2)) ≤ C(D, γ)(Aγ(t) + A∞(t)).
The estimate of ‖(∇I11)w‖C˙γ(Ω(t)∩T (r/2) is the same as that of J1, as this term can be
regarded as generated by a patch in R2. Note that we still have the issue coming from
the corner created by the intersection of T (r) and Ω(t) in the region of integration in I11.
This difficulty is artificial since x ∈ T (r/2) is at a distance r/2 away from the possible
location of the corner on ∂T (r). We can simply smooth out the integration region, and
the error created by doing so is bounded from above by a constant.
For the remaining I12 term, similarly to (2.23), we have
(2.30) I12(x, t) =
1
2pi
ˆ
Ω˜(t)∩T (r)
(x− y)⊥
|x− y|2 F (y)dy,
with F ∈ C2. In the remainder of this section, we will demonstrate that
(2.31) ‖(∇I12)w‖C˙γ(Ω∩T (r/2)) ≤ C(D, γ)Aγ(t)
(
1 + log+
Aγ(t)
Ainf(t)
)
.
This would complete the proof. Indeed, note that the regions we consider in Cases 1 and
2 overlap, and therefore the Ho¨lder estimate in all Ω(t) follows by a simple argument
using a bound on ‖∇u‖L∞ we proved earlier. 
All estimates we will show hold uniformly in time. For this reason we will drop t in
the arguments of all functions for notational convenience.
Proposition 2.7. Let I12, ϕ, w, Aγ, Ainf and A∞ be defined via (2.30), (2.1), (2.2) and
(2.3) respectively. We have
‖(∇I12)w‖C˙γ(Ω∩T (r/2)) ≤ C(D, γ)Aγ
(
1 + log+
Aγ
Ainf
)
.
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Before we give the proof, we need to introduce more notation. Recall that ϕ and w
have not been defined outside Ω. We use Whitney-type extension theorem (see page 170
in [15]) to extend ϕ to be defined on R2 so that its C1,γ norm increases at most by a
universal factor C(γ) depending only on γ. It is not hard to make sure that the extension
is negative outside of Ω. We extend the definition w(x) = (∇⊥ϕ)(x) for x /∈ Ω. Now we
define ϕ˜ to be ϕ ◦ S and w˜ to be ∇⊥ϕ˜. Since the reflection S is only defined on T (r), so
are ϕ˜ and w˜. Recall the notation Ω˜r for S(Ω); in what follows we will omit the subscript
r for notational convenience and write simply Ω˜. Note that ϕ˜(x) vanishes on ∂Ω˜ ∩ T (r),
being positive on Ω˜ ∩ T (r) and non-positive elsewhere inside T (r). We also have that w˜
is tangent to ∂Ω˜ inside T (r). Direct calculation shows that
(2.32) w˜(x) = Cofactor(∇S(x))∇⊥ϕ(S(x))
where Cofactor(M) denotes the cofactor matrix of M . Since S is a C3 mapping with
nonzero and finite Jacobian, it is easy to check that
(2.33) |w(x˜)| ≤ C(D)|w˜(x)|, ∀x ∈ T (r),
(2.34) ‖w˜‖C˙γ(T (r)) ≤ C(D, γ) ‖w‖C˙γ(T (r)) .
We let d(x) := dist(x, Ω˜), for any x ∈ T (r) \ Ω˜, and let Px ∈ ∂Ω˜ be the point such that
d(x) = dist(x, Px) (if there are multiple such points, we pick any one of them). We denote
as usual P˜x = S(Px) the symmetric image of Px over the boundary of D (see Figure 1).
Figure 1
Consider any two points x, x′ ∈ Ω ∩ T (r/2). Assume, without loss of generality, that
d(x) ≤ d(x′). With g := (∇I12)w, we have
|g(x)− g(x′)|
|x− x′|γ ≤ |∇I12(x
′)| ‖w‖C˙γ(Ω∩T (r/2))
+
|∇I12(x)−∇I12(x′)|
|x− x′|γ |w(x)|.
(2.35)
By the argument identical to the one in Proposition 2.5, we have that
‖∇I12‖L∞ ≤ C(D, γ)
(
1 + log+
Aγ
Ainf
)
.
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Therefore the first term on the right hand side of (2.35) is bounded by C(D, γ)Aγ
(
1 +
log+
Aγ
Ainf
)
. Hence it suffices to bound the second term.
Note that
|w(x)| ≤ |w(P˜x)|+ |w(P˜x)− w(x)|
≤ |w(P˜x)|+ C(γ)Aγd(x)γ.
(2.36)
The last inequality holds because we have |x − P˜x| ≤ 3d(x). Indeed by definition (see
Figure 1), we have d(x) ≥ dist(Px, D), note that dist(Px, D) = dist(P˜x, D). So we have
|Px − P˜x| ≤ 2d(x), therefore |x− P˜x| ≤ 3d(x).
Now it remains to estimate
|∇I12(x)−∇I12(x′)|
|x− x′|γ in (2.35). The following proposition
provides us an appropriate estimate.
Proposition 2.8. Let I12, Aγ, Ainf and A∞ be defined via (2.30) and (2.3), and let w˜,
ϕ˜ and Px be defined as in the paragraph below Proposition 2.7. For x, x
′ ∈ Ω ∩ T (r/2),
with d(x) ≤ d(x′), we have
|∇I12(x)−∇I12(x′)|
|x− x′|γ ≤ C(D, γ)
(
1 + log+
Aγ
Ainf
)
min
{ Aγ
|w˜(Px)| , d(x)
−γ
}
.
Let us first prove Proposition 2.7 by assuming Proposition 2.8.
Proof of Proposition 2.7. By (2.36), we know |w(x)| ≤ |w(P˜x)|+C(γ)Aγd(x)γ. By (2.33),
we have that for x ∈ Ω ∩ T (r), |w(P˜x)| ≤ C(D)|w˜(Px)|. Together with Proposition 2.8,
we have
|∇I12(x)−∇I12(y)
|x− y|γ |w(x)| ≤ C(D, γ)Aγd(x)
γ
(
1 + log+
Aγ
Ainf
)
min
{ Aγ
|w˜(Px)| , d(x)
−γ
}
+ C(D, γ)|w˜(Px)|
(
1 + log+
Aγ
Ainf
)
min
{ Aγ
|w˜(Px)| , d(x)
−γ
}
≤ C(D, γ)Aγ
(
1 + log+
Aγ
Ainf
)
.

In its turn, Proposition 2.8 is a direct corollary of the following two lemmas that will
be proved below.
Lemma 2.9. In the same setting as in Proposition 2.8, for x, x′ ∈ Ω ∩ T (r/2), with
d(x) ≤ d(x′), we have
|∇I12(x)−∇I12(x′)|
|x− x′|γ ≤ C(D, γ)d(x)
−γ.
Lemma 2.10. In the same setting as in Proposition 2.8, let rx :=
( |w˜(Px)|
2A˜γ
) 1
γ
, where
A˜γ := ‖w˜‖C˙γ(T (r)). For x, x′ ∈ Ω ∩ T (r/2), with d(x) ≤ min{d(x′), 2−4−1/γrx}, we have
|∇I12(x)−∇I12(x′)|
|x− x′|γ ≤ C(D, γ)
(
1 + log+
Aγ
Ainf
) Aγ
|w˜(Px)| .
Indeed, here is the proof of Proposition 2.8 by using Lemma 2.9 and Lemma 2.10.
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Proof of Proposition 2.8. Recall that (2.34) implies
(2.37) A˜γ ≤ C(D, γ)Aγ.
Due to Lemma 2.9, we only need to consider the case where
d(x) ≤ C˜−1
( |w˜(Px)|
Aγ
) 1
γ
.
We pick the constant C˜ = 16(4C(D, γ))1/γ, where C(D, γ) is the same as that in (2.37).
Note that by the choice of C˜, we have d(x) ≤ 2−4−1/γrx. Then Lemma 2.10 completes
the proof. 
Now it is left to prove Lemma 2.9 and Lemma 2.10. Let us remark that, without loss
of generality, we can always assume that |x− x′| and d(x) are sufficiently small. Indeed,
the estimates we are working on are of Ho¨lder type, and if |x − x′| exceeds some small
constant that may only depend on D or γ then these estimates follow easily from the
bounds similar to the one on ‖∇u‖L∞ we already established. On the other hand, if
d(x) ≥ C > 0, then in (2.30) we have |x− y| ≥ C for all y. Then I12 will be smooth, and
the estimates on ∇I12 can be obtained without any effort.
We begin with an auxiliary claim that will be used in the proofs of Lemma 2.9 and
Lemma 2.10. Consider any x, x′ ∈ Ω ∩ T (r), with |x − x′| ≤ r, d(x) ≤ d(x′). Given any
point z, denote Qz the point on ∂D closest to z. Let x
′′ be such that x, x′, x′′ form an
equilateral triangle. Obviously, there are two possible choices of x′′ and we choose the
point which is further away from a line tangent to ∂D passing through Qx.
Lemma 2.11. Consider the points x, x′ and x′′ as above. We parametrize the segments
[xx′′] and [x′x′′] by
z1(s) = x+ s(x
′′ − x),
z2(s) = x
′ + s(x′′ − x′),
0 ≤ s ≤ 1. Then there exists a universal constant C > 0, such that
(2.38) d(z1(s)) ≥ 1
3
max{d(x), s|x− x′|},
(2.39) d(z2(s)) ≥ 1
3
max{d(x), s|x− x′|}.
Proof of Lemma 2.11. Let us consider (2.38). Observe that for any z ∈ Ω∩T (r), we have
(2.40) dz ≤ d(z) ≤ 2dz.
The second inequality is due to z˜ ∈ Ω˜ and dist(z, z˜) = 2dz.
Choose local coordinates (p1, p2) with center at Qx and p1 directed along the tangent
at Qx and towards Qx′ (if Qx′ = Qx then the estimate is immediate). Denote β the angle
between p2 axis and xx
′′ directed interval. Due to our choice of  in (2.14), definition of
r() and the choice of r ≤ r(, elementary geometric considerations show that cos β ≥ 1
2
.
Therefore, the second coordinate of z1(s) satisfies (z1(s))2 ≥ dx + 12s|x− x′|. Using again
the control over ∂D over scale r afforded by our choice of  and (2.40), it is not hard to
pass from the last estimate to (2.38).
The case of (2.39) is similar. We leave details to the interested reader.

Now we prove Lemma 2.9.
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Proof of Lemma 2.9. We consider two cases.
Case 1: |x− x′| ≤ d(x). By mean value theorem, for any z, z′ such that the segment
[zz′] is at a positive distance from Ω˜, we have
|∇I12(z)−∇I12(z′)|
|z − z′|γ ≤ |∇
2I12(Zxx′)||z − z′|1−γ,
for some point Zzz′ on the segment [zz
′].
Note that for any point Z 6∈ Ω˜, we have
(2.41) |∇2I12(Z)| ≤
ˆ
R2\Bd(Z)(Z)
C(D)
|Z − x|3dx ≤ C(D)d(Z)
−1.
Recall that if we pick x′′ as we did in Lemma 2.11, then we have d(Zxx′), d(Zx′x′′) ≥
1
2
d(x).
Then we have
|∇ I12(x)−∇I12(x′′)|
|x− x′′|γ ≤ C(D)d(Zxx′′)
−1|x−x′′|1−γ ≤ C(D)d(x)−1|x−x′′|1−γ ≤ C(D)d(x)−γ,
|∇ I12(x′)−∇I12(x′′)|
|x′ − x′′|γ ≤ C(D)d(Zx′x′′)
−1|x′−x′′|1−γ ≤ C(D)d(x)−1|x′−x′′|1−γ ≤ C(D)d(x)−γ,
The last inequalities hold true because we have |x− x′| ≤ d(x).
Putting them together, we have
|∇ I12(x)−∇I12(x′)|
|x− x′|γ ≤ C(D)d(x)
−γ.
Case 2: |x−x′| ≥ d(x). Recall that if we define x′′, z1(s) and z2(s) as in Lemma 2.11,
then we have
d(z1(s)) ≥ 1
2
max{d(x), s|x− x′|},
d(z2(s)) ≥ 1
2
max{d(x), s|x− x′|}.
Integrating along the path x→ x′′ → x′ yields
|∇I12(x)−∇I12(x′)| ≤
ˆ 1
0
|∇2I12(x+ s(x′′ − x))||x− x′|ds
+
ˆ 1
0
|∇2I12(x′ + s(x′′ − x′))||x− x′|ds
≤ C(D)|x− x′|
(ˆ d(x)
|x−x′|
0
d(x)−1ds+
ˆ 1
d(x)
|x−x′|
(s|x− x′|)−1ds
)
≤ C(D)
(
1 + log
|x− x′|
d(x)
)
.
Now we have
|∇I12(x)−∇I12(x′)|
|x− x′|γ ≤ C(D, γ)
(
1 + log
|x− x′|
d
)
|x− x′|−γ ≤ C(D, γ)d−γ.
The last inequality follows that 1 + log a ≤ 1
γ
aγ, for a ≥ 1.

Now we prove Lemma 2.10 by using Lemma 2.12 below, which we will prove later.
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Lemma 2.12. Let rx :=
( |w˜(Px)|
2A˜γ
) 1
γ
, where A˜γ := ‖w˜‖C˙γ(T (r)). For any x ∈ T (r/2) \ Ω˜,
such that d(x) ≤ 1
4
rx and Px ∈ T (r/4), we have
|∇2I12(x)| ≤ C(D, γ)d(x)−1+γr−γx .
Proof of Lemma 2.10. We consider two cases.
Case 1: |x − x′| ≥ 2−4−1/γrx. In this case, we have |x − x′|−γ ≤ C(γ) A˜γ|w˜(Px)| . Note
that by (2.34), we have that A˜γ ≤ C(D, γ)Aγ. The proof follows directly from
|∇I12(x)−∇I12(x′)| ≤ 2C(D, γ)
(
1 + log+
Aγ
Ainf
)
,
This bound can be derived by the same way as in Proposition 2.5.
Case 2: |x− x′| < 2−4−1/γrx. We define x′′, z1(s) and z2(s) as we did in Lemma 2.11,
then we have
(2.42) d(zi(s)) ≥ 1
2
s|x− x′|,
for i = 1, 2 and s ∈ [0, 1].
Notice that
(2.43) |zi(s)− Px| ≤ |zi(s)− x|+ d(x) ≤ 2|x− x′|+ d(x).
So (2.43) and the facts that |x− x′| ≤ 2−4−1/γrx, d(x) ≤ 2−4−1/γrx give us
(2.44) d(zi(s)) ≤ 2−2−1/γrx.
These inequalities imply
Pzi(s) ∈ Bx := Brx(Px).
Note that we have
|w˜(Pzi(s))− w˜(Px)| ≤ A˜γ|Pzi(s) − Px|γ ≤
|w˜(Px)|
2
.
Then it implies that
|w˜(Pzi(s))| ≥
|w˜(Px)|
2
,
yielding
rzi(s) ≥ 2−
1
γ rx.
From (2.44) it follows that
d(zi(s)) ≤ 1
4
rzi(s).
To apply Lemma 2.12, we also need to verify Pzi(s) ∈ T (r/4). Without loss of generality,
we can assume |x− x′| ≤ r/32 and d(x) ≤ r/8. So we have
d(zi(s)) ≤ |zi(s)− Px| ≤ |zi(s)− x|+ |x− Px| ≤ r/4.
Now we can apply Lemma 2.12 to zi(s) and get
|∇2I12(zi(s))| ≤ C(D, γ)d(zi(s))−1+γr−γzi(s) ≤ C(D, γ)(s|x− x′|)−1+γr−γx .
Integrating along the path x→ x′′ → x′ gives us
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|∇I12(x)−∇I12(x′)|
|x− x′|γ ≤
ˆ 1
0
|∇2I12(x+ s(x′′ − x))||x− x′|1−γds
+
ˆ 1
0
|∇2I12(x′ + s(x′′ − x′))||x− x′|1−γds
≤ C(D, γ)|x− x′|1−γ
ˆ 1
0
(s|x− x′|)−1+γr−γx ds
≤ C(D, γ)r−γx
≤ C(D, γ) Aγ|w˜(Px)| .

Figure 2
It remains to prove Lemma 2.12. First we need a result from [10], which is in its turn
similar to the Geometric Lemma of [1].
Lemma 2.13. For any x ∈ T (r)∩D, with Px ∈ T (r/4), let nx := ∇ϕ˜(Px)/|∇ϕ˜(Px)| and
rx :=
( |w˜(Px)|
2A˜γ
) 1
γ
. Define
(2.45) Sx := {Px + ρν : ρ ∈ [0, rx), |ν| = 1,
(
ρ
rx
)γ
≥ 2|ν · nx|, Px + ρν ∈ T (r)}.
If ν is a unit vector and ρ ∈ [0, rx), then the following statements hold.
1. If ν · nx ≥ 0 and Px + ρν 6∈ Sx, then Px + ρν ∈ Ω˜ ∩ T (r);
2. If ν · nx ≤ 0 and Px + ρν 6∈ Sx, then Px + ρν ∈ T (r) \ Ω˜ (see Figure 2).
Lemma 2.13 is slightly different from Lemma 3.7 in [10] in that D is a general smooth
bounded domain. However the proofs are virtually identical. For the sake of completeness
we present the original proof here.
Proof of Lemma 2.13. We only need to prove the first statement, as the proof of the
second statement is analogous. Let us assume ν · nx ≥ 0 and Px + ρν /∈ Ω˜ ∩ T (r), with
|ν| = 1 and ρ ≥ 0. Then we have,
∇ϕ˜(Px) · ν ≥ 0 and ϕ˜(Px + ρν) ≤ 0.
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So we must have ∇ϕ˜(Px) · ν ≤ A˜γργ due to Cγ estimate on ∇ϕ˜ and because ϕ˜(Px) = 0.
Thus
2ν · nx ≤ 2A˜γρ
γ
|∇ϕ˜(Px)| =
( ρ
rx
)γ
,
so either ρ ≥ rx or Px + ρν ∈ Sx. 
Now, let us prove Lemma 2.12.
Figure 3
Proof of Lemma 2.12. Let nx, Sx, ν be the same as in Lemma 2.13 and let Bx := Brx(Px)
and B˜x := Brx(Ox), where Ox := Px + rxnx (see Figure 2). Then Px ∈ ∂B˜x and the unit
inner normal vector to ∂B˜x at Px is nx.
First we claim that,
∂B˜x ∩Bx ∩ T (r) ⊆ Sx.
Indeed, let tx be the vector tangent to ∂B˜x at Px and let θ ∈ [0, pi
2
] denote the angle
between tx and ν (see Figure 3). Note that Px+ρν ∈ ∂B˜x∩Bx∩T (r) implies that θ ≤ pi
6
.
By the law of sines, we have
ρ
sin 2θ
=
rx
cos θ
.
Since ν ·nx = sin θ,
( ρ
rx
)γ
≥ 2|ν ·nx| follows immediately from the fact that when θ ≤ pi
6
,
(2 sin θ)γ ≥ 2 sin θ.
Together with Lemma 2.13, we have
(Ω˜∆B˜x) ∩Bx ∩ T (r) ⊆ Sx.
Define
uB˜x(z) :=
1
2pi
ˆ
B˜x
(z − y)⊥
|z − y|2 F (y)dy,
recall that F (y) is the Jacobian of the reflection map S(y).
We claim that
(2.46) |∇2uB˜x(x)| ≤
C(D)
rx
.
We will prove (2.46) in Lemma 2.14 later.
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By (2.30) and definition of uB˜x , we have
|∇2I12(x)−∇2uB˜x(x)| ≤
ˆ
T (r)\Bx
C(D)
|x− y|3dy
+
ˆ
(Ω˜∆B˜x)∩Bx∩T (r)
C(D)
|x− y|3dy
+
ˆ
B˜x∩T (r)c
C(D)
|x− y|3dy.
(2.47)
To bound the first term, note that if y ∈ Bcx, we have |x−y| ≥
3
4
rx, due to d(x) ≤ 1
4
rx.
Therefore the first term in the right hand side can be bounded by C(D)r−1x .
For the second term, we claim that,
(2.48) dist(x, Sx) ≥ d(x)
2
.
Indeed, if Px + ρν ∈ Bd(x)/2(x) ∩ T (r), we have |ν · nx| > 1
2
and ρ ≤ 3
2
d(x) < rx, hence
Px + ρν 6∈ Sx by definition in Lemma 2.13.
Also we note that, if |Px − y| ≥ 2d(x), we have
(2.49) |Px − y| ≤ |x− y|+ d(x) ≤ 2|x− y|.
Denoting by II the second term in (2.47), we have that
II ≤
ˆ
Sx
C(D)
|x− y|3dy
≤
ˆ
Sx\B2d(x)(Px)
C(D)
|x− y|3dy + C
(
d(x)
2
)−3
|Sx ∩B2d(x)(Px)|
≤
ˆ
Sx\B2d(x)(Px)
C(D)
|Px − y|3dy +
C(D)
d(x)3
|Sx ∩B2d(x)(Px)|
≤
ˆ rx
2d(x)
C(D)
ρ3
( ρ
rx
)γ
ρdρ+
C(D)
d(x)3
ˆ 2d(x)
0
( ρ
rx
)γ
ρdρ
≤ C(D, γ)d(x)−1+γr−γx .
Here we used (2.48) in the first step, (2.49) in the second step, and (2.45) in the third
step.
Now we consider the third term in (2.47). Suppose rx ≤ r/4, so that B˜x ⊂ T (r). Then
the region of the integration is empty and the third term vanishes. Othervise, if rx ≥ r/4,
we can redefine Sx, Bx, B˜x by replacing rx with r/4 and all the arguments remain true.
The reason behind this is that Lemma 2.13 tells us that ∂Ω˜∩Bx ⊂ Sx. If we shrink both
Bx and Sx to by the same factor, the inclusion still holds.
Combining with (2.46) and (2.47), we obtain
|∇2I12(x)| ≤ C(D, γ)d(x)−1+γr−γx + C(D)r−1x .
The result follows from d(x) ≤ 1
4
rx.

Next, we are going to prove (2.46). To make the argument simpler, we let Br = {z ∈
R2 : |z − (0,−r)| < r}, f be a function such that |f |, |∇f | and |∇2f | are bounded by a
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universal constant C in Br. Define
(2.50) u(x) =
1
2pi
ˆ
Br
(x− y)⊥
|x− y|2 f(y)dy.
By setting Br to be B˜x and f(y) to be F (y), (2.46) can be derived from the following
Lemma.
Lemma 2.14. Let x = (0, h), where h ≤ 1 is any positive real number. For h ≤ r ≤ 1,
the vector field u defined by (2.50) satisfies
|∇2u(x)| ≤ C
r
.
Proof of Lemma 2.14. First, by assumption, for any y in Br, we have
|f(y)− f(0)−∇f(0) · y| ≤ C|y|2.
By (2.50), we write u(x) as
u(x) =
1
2pi
ˆ
Br
(x− y)⊥
|x− y|2 f(y)dy =
1
2pi
(K1 +K2 +K3) ,
where
K1 :=
ˆ
Br
(x− y)⊥
|x− y|2 f(0)dy,
K2 :=
ˆ
Br
(x− y)⊥
|x− y|2 ∇f(0) · ~ydy,
K3 :=
ˆ
Br
(x− y)⊥
|x− y|2 (f(y)− f(0)−∇f(0) · ~y)dy.
It suffices to prove |∇2Ki(x)| ≤ C
r
, for i = 1, 2, 3.
For i = 1, we use the argument from [10]. Observe that
K1(x) = f(0)(∇⊥∆−1χBr)(x).
Since |x− (0,−r)| > r, we have by the rotational invariance of K1(x) (and with n being
the outer unit normal vector to ∂B|x−(0,−r)|
(
(0,−r)))
K1(x) =
(
x− (0,−r))⊥
|x− (0,−r)| |K1(x)|
=
(
x− (0,−r))⊥
|x− (0,−r)|
 
∂B|x−(0,−r)|
(
(0,−r)
) n · f(0)∇∆−1χBrdσ
=
(
x− (0,−r))⊥
|x− (0,−r)|2
1
2pi
ˆ
B|x−(0,−r)|
(
(0,−r)
) f(0)χBr(y)dy
=
1
2
f(0)r2
(x− (0,−r))⊥
|x− (0,−r)|2 .
(2.51)
Differentiate this, then we have
|∇2K1(x)| ≤ C
r
.
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For i = 3, since |x− y| ≥ |y|, we have
|∇2K3(x)| .
ˆ
Br
|y|2
|x− y|3dy ≤
ˆ
Br
1
|y|dy . r.
For i = 2, first note that it suffices to control |∇2(k · K2(x))|, for any constant unit
vector k = (k1, k2). Denoting a = ∇f(0), we have
2k ·K2(x) = −2
ˆ
Br
(x− y) · k⊥
|x− y|2 (a · y)dy
=
ˆ
Br
∇y ·
(
(ln |x− y|2)k⊥)(a · y)dy
=
ˆ
∂Br
(n · k⊥) ln |x− y|2(a · y)dS(y) − (k⊥ · a)
ˆ
Br
ln |x− y|2dy
:= K21(x)−K22(x).
Here n is the outer normal vector for ∂Br.
Controlling ∇2K22(x) is straightforward. Indeed, ∇K22(x) is the velocity field gener-
ated by the vorticity patch 2(k⊥ · a)χBr(x). By estimate (2.51), we have
∇K22(x) = 2(k⊥ · a)pir2 (x− (0,−r))
⊥
|x− (0,−r)|2 .
So |∇2K22(x)| ≤ C, where C is a universal constant.
ForK21(x), note that ∂22K21(x) = −∂11K21(x) and ∂12K21(x) = ∂21K21(x), so it suffices
to consider two cases.
(2.52) ∂11K21(x) = 2
ˆ
∂Br
(n · k⊥)(h− y2)
2 − y21
|x− y|4 (a1y1 + a2y2)dS(y),
(2.53) ∂12K21(x) = 4
ˆ
∂Br
(n · k⊥)y1(h− y2)|x− y|4 (a1y1 + a2y2)dS(y).
First note that when |y| ≤ r/4, we have y2 ≤ C
r
y21 and that |n · k − k2| ≤
C
r
|y1|.
For (2.52), we have, with a constant C <∞ that depends on a and k:
∂11K21(x) = 2
ˆ
∂Br∩{|y|≥r/4}
(n · k⊥)(h− y2)
2 − y21
|x− y|4 (a1y1 + a2y2)dS(y)
+ 2
ˆ
∂Br∩{|y|<r/4}
(n · k⊥)(h− y2)
2 − y21
|x− y|4 a1y1dS(y)
+ 2
ˆ
∂Br∩{|y|<r/4}
(n · k⊥)(h− y2)
2 − y21
|x− y|4 a2y2dS(y)
≤ C + 2
ˆ
∂Br∩{|y|<r/4}
(n · k⊥ − k2)(h− y2)
2 − y21
|x− y|4 a1y1dS(y)
+ 2
ˆ
∂Br∩{|y|<r/4}
k2
(h− y2)2 − y21
|x− y|4 a1y1dS(y)
+
C
r
ˆ
∂Br∩{|y|<r/4}
((h− y2)2 − y21)y21
((h− y2)2 + y21)2
dS(y)
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≤ C + 0 + C
r
ˆ
∂Br∩{|y|<r/4}
dS(y) ≤ C.
Note that
ˆ
∂Br∩{|y|<r/4}
k2
(h− y2)2 − y21
|x− y|4 a1y1dS(y) = 0, because the integrand is odd in y1.
Similarly, we can derive that ∂12K21(x) ≤ C. We leave details to interested readers.

Now we are ready to prove Theorem 1.3.
Proof of Theorem 1.3. Let A(t) :=
Aγ(t) + A∞(t)
Ainf(t)
. From inequalities (2.5), (2.6), (2.7),
(2.15), and (2.25), we have
A′(t) ≤ C(D, γ)A(t)(1 + log+A(t)).
We thus obtain that A(t) grows at most double-exponentially in time, and therefore, the
same estimate applied to
Aγ(t)
Ainf(t)
. Given that, double exponential upper bound on growth
can be obtained for A∞(t), Ainf(t)−1 and Aγ(t) from (2.5), (2.6) and (2.7) respectively.
The proof is completed. 
3. General case
In this section, we consider the general case, where the initial data is
ω0(x) =
N∑
k=1
θkχΩk(0)(x).
By Yudovich theory (see [19], [13] or [14]), there exists a unique solution in the form of
(3.1) ω(x, t) :=
N∑
k=1
θkχΩk(t)(x),
with Ωk(t) = Φt(Ωk(0)) for each k. Also note that Φt(x) is uniquely defined for any
x ∈ R2, due to time independent log-Lipschitz bound
(3.2) |u(x, t)− u(y, t)| ≤ C(D) ‖ω0‖L∞ |x− y| log(1 + |x− y|−1).
By Definition 1.2, to show that ω in (3.1) is a C1,γ patch solution, we need to prove
that {∂Ωk(t)}Nk=1 is a family of disjoint simple closed curves for each t ≥ 0, and
sup
t∈[0,T ]
max
k
‖∂Ωk(t)‖C1,γ <∞
for each T <∞.
First note that (3.2) yields
min
i 6=k
dist(Ωi(t),Ωk(t)) ≥ δ(t) > 0
for all t ≥ 0, where δ(t) decreases at most double exponentially in time. This is going to
ensure that the effects of the patches on each other will be controlled. Now, it remains
to prove that each ∂Ωk(t) is a simple closed curve with ‖ ∂Ωk(t) ‖C1,γ uniformly bounded
on bounded time interval.
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Next, we add sup
k
in the definitions of A∞, Aγ and add inf
k
in the definition of Ainf . Let
us decompose
u =
N∑
i=1
ui,
with each ui coming from the contribution of the patch Ωi to u. If i 6= k, then we have
‖∇nui(·, t)‖L∞(Ωk(t)) ≤ C(ω0, n,D)δ(t)−n−1
for all n ≥ 0. This yields
‖∇ui(·, t)‖C˙γ(Ωk(t)) ≤ C(ω0, D)δ(t)−3.
Analogously to Proposition 2.5, we also have the estimate by simple scaling,
(3.3) ‖∇ui(·, t)‖L∞(R2) ≤ C(D, γ)|θi|
(
1 + log+
Aγ(t)
Ainf(t)
)
.
With all these in hand, let us prove Theorem 1.4.
Proof of Theorem 1.4. We now consider ϕk and wk := ∇⊥ϕk for each Ωk. With Θ :=
max
1≤k≤N
|θk|, for each k and t > 0, we have
‖(∇u)wk‖C˙γ(Ωk) ≤ C(D, γ)ΘAγ
(
1 + log+
Aγ
Ainf
)
+ A∞
+
∑
i 6=k
‖∇ui‖L∞(Ωk) ‖wk‖C˙γ(Ωk)
+
∑
i 6=k
‖∇ui‖C˙γ(Ωk) ‖wk‖L∞(Ωk)
≤ C(D, γ)NΘAγ
(
1 + log+
Aγ
Ainf
)
+ C(D,ω0)Nδ(t)
−3A∞.
Then we have estimates,
A′γ(t) ≤ C(D, γ)NΘAγ(t)
(
1 + log+
Aγ(t)
Ainf(t)
)
+ C(ω0, D)Nδ(t)
−3A∞(t).
Let A˜(t) := Aγ(t)Ainf(t)
−1 + A∞(t), then a simple computation yields that
A˜′(t) ≤ C(D, γ, ω0)A˜(t)
(
δ(t)−3 + log+ A˜(t)
)
.
Since δ(t)−3 increases at most double exponentially in time, it follows that A˜(t) in-
creases at most triple exponentially. So ‖∂Ωk(t)‖C1,γ is uniformly bounded on bounded
time intervals, thus completing the proof.

4. One special case with double exponential upper bound
We consider a special case in a unit disc D := B1(0) with initial data in the following
form:
ω0(x) = ω1(x, 0)− ω2(x, 0) = χΩ1(0)(x)− χΩ2(0)(x).
Here Ω1(0) and Ω2(0) are two single disjoint patches that are symmetric with respect to
the line x1 = 0. The Euler evolution preserves the odd symmetry, so the solution is of
the form
ω(x, t) = ω1(x, t)− ω2(x, t) = χΩ1(t)(x)− χΩ2(t)(x)
for all times, where Ω1(t) and Ω2(t) are two symmetric single disjoint patches.
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Note that when D is a disk, we have an explicit formula for GD(x, y). The velocity u
generated by single patch Ω is given by
(4.1) u = v + v˜ = − 1
2pi
ˆ
Ω
(x− y)⊥
|x− y|2 dy +
1
2pi
ˆ
Ω˜
(x− y)⊥
|x− y|2
1
|y|4dy.
Note that the reflection map is defined via y˜ = S(y) =
y
|y|2 and the Jacobian F (y) =
1
|y|4 .
Here S(y) is defined on all D, not only restricted to T (r). Also notice that T (r) is the
same as the annulus A(0; 1 − r, 1 + r) := {x : 1 − r ≤ |x| ≤ 1 + r}. We will keep using
T (r) instead of the annulus A for convenience and consistency. In the argument below,
r will a sufficiently small universal constant.
Let us prove Theorem 1.5.
Proof of Theorem 1.5. From now on, we will drop t from Ωk(t), since the estimate is time
independent. We adopt ϕk and wk notation for k = 1, 2 from Section 3 and we also add
sup
k
in the definitions of A∞, Aγ and add inf
k
in the definition of Ainf as we did in Section
3. Note that u = u1 + u2, and for i = 1, 2,
ui = vi + v˜i = − 1
2pi
ˆ
Ωi
(x− y)⊥
|x− y|2 dy +
1
2pi
ˆ
Ω˜i
(x− y)⊥
|x− y|2
1
|y|4dy.
From the proof in Section 3, our goal is to estimate ‖(∇u)wk‖C˙γ(Ωk∩T (r/2)) for k = 1, 2.
Without loss of generality, it suffices to only estimate ‖(∇u)w1‖C˙γ(Ω1∩T (r/2)). We decom-
pose it to be sum of ‖(∇u1)w1‖C˙γ(Ω1∩T (r/2)) and ‖(∇u2)w1‖C˙γ(Ω1∩T (r/2)), and estimate
them one by one.
For the first term ‖(∇u1)w1‖C˙γ(Ω1∩T (r/2)), u1 and w1 are both generated by the patch
Ω1, and the argument is identical to the single patch case in Section 2. Thus we have,
‖(∇u1)w1‖C˙γ(Ω1∩T (r/2)) ≤ C(γ)(Aγ + A∞)
(
1 + log+
Aγ
Ainf
)
.
For the second term ‖(∇u2)w1‖C˙γ(Ω1∩T (r/2)), we decompose (∇u2)w1 as
(∇u2)w1 = (∇v2)w1 + (∇v˜2)w1.
First we claim that ‖(∇v2)w1‖C˙γ(Ω1∩T (r/2)) can be bounded by C(γ)Aγ
(
1 + log+
Aγ
Ainf
)
.
Indeed, v2 can be regarded as the velocity field generated by the patch Ω2 in R2. w1 is a
divergence free vector field that is tangent to the boundary of Ω1, which is symmetric to
Ω2 over x1 = 0. This case has been treated in [10] from page 15 to the end of the Section
3. Note that the symmetry here is with respect to x1 = 0, while in [10] the symmetry is
with respect to x2 = 0.
For the second term, denote g(x) := (∇v˜2)w1(x). Then for arbitrary x, x′ ∈ Ω1∩T (r/2),
we have
|g(x)− g(x′)|
|x− x′|γ ≤ |∇v˜2(x
′)| ‖w1‖C˙γ(Ω1)
+
|∇v˜2(x)−∇v˜2(x′)|
|x− x′|γ |w1(x)|.
(4.2)
The first term in (4.2) can be easily bounded by C(γ)Aγ
(
1+log+
Aγ
Ainf
)
, by Proposition
2.5 and definition of Aγ and w1.
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For the second term, remember that v˜2 =
1
2pi
ˆ
Ω˜2
(x− y)⊥
|x− y|2
1
|y|4dy, where ϕ˜2 defines Ω˜2
and w˜2 = ∇⊥ϕ˜2. Then by Proposition 2.8, we have
(4.3)
|∇v˜2(x)−∇v˜2(x′)|
|x− x′|γ ≤ C(γ)
(
1 + log+
Aγ
Ainf
)
min
{ Aγ
|w˜2(Px)| , d(x)
−γ
}
.
Here d(x) = dist(x, Ω˜2) and Px ∈ ∂Ω˜2 denotes the closest point. Note that v˜2 plays
the same role as I12 in Proposition 2.8. There is a minor difference that the region of
integral for v˜2 is not restricted to T (r), since we have a more explict expression for Green’s
function in unit disk. However, the same arguments work here.
Figure 4
The symmetry of Ω1 and Ω2 implies that we can choose φ1,2 so that
ϕ1(x, t) = ϕ2(x¯, t),
for all t, where x¯ = (−x1, x2). This is the key observation that allows to reduce the upper
bound from triple to double exponential growth. Therefore, by definition wi = ∇⊥ϕi, we
have
w2(x) = −w1(x¯).
For any x ∈ Ω1 (see Figure 4)
|w1(x)| ≤ |w1(x)− w1(P˜x)|+ |w1(P˜x)|.
From above, we know |w1(P˜x)| = |w2(P˜x)|. Without loss of generality, we can choose r
small enough so that if x ∈ T (r/2), then we have |x− P˜x| ≤ Cd(x). Thus we obtain,
|w1(x)| ≤ CAγdγ + C|w˜2(Px)|.
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Therefore,
‖(∇v˜2)w1‖C˙γ(Ω1∩T (r/2)) ≤ C(γ)(Aγ + A∞)
(
1 + log+
Aγ
Ainf
)
.
Thus, we get
‖(∇u)w‖C˙γ(Ω1∩T (r/2)) ≤ C(γ)(Aγ + A∞)
(
1 + log+
Aγ
Ainf
)
.
We conclude that Aγ, A
−1
inf and A∞ grow at most double exponentially in time.

5. Example with double exponential growth
In this section, we are going to use an analog of the example constructed in [11] to show
that the upper bound obtained by the previous section is actually qualitatively sharp.
First we introduce some notation that will be adopted throughout this section. With
φ to be the usual angular variable, we have
D := B1(e2), with e2 = (0, 1),
D+ := {(x1, x2) ∈ D : x1 ≥ 0},
Dγ1 := {(x1, xx) ∈ D+|
pi
2
− γ ≥ φ ≥ 0},
Dγ2 := {(x1, x2) ∈ D+|
pi
2
≥ φ ≥ γ},
Q(x1, x2) := {(y1, y2) ∈ D+|y1 ≥ x1, y2 ≥ x2},
Ω(x1, x2, t) :=
4
pi
ˆ
Q(x1,x2)
y1y2
|y|4 ω(y, t)dy.
Consider two-dimensional Euler equation on D, let ω be vorticity. We will take smooth
patch initial data ω0 ao that ω0(x) ≥ 0 for x1 > 0 and ω0 is odd in x1. Let us state the
Key Lemma (see [11] for Lemma 3.1).
Lemma 5.1. Take any γ, pi/2 > γ > 0. Then there exists δ > 0 such that
(5.1) u1(x) = −x1Ω(x1, x2) + x1B1(x), |B1| ≤ C(γ) ‖ω0‖L∞ , ∀x ∈ Dγ1 , |x| ≤ δ
(5.2) u2(x) = x2Ω(x1, x2) + x2B2(x), |B2| ≤ C(γ) ‖ω0‖L∞ , ∀x ∈ Dγ2 , |x| ≤ δ
Note that, in [11] Lemma 5.1 applies only to smooth ω, but at the same time the
argument can extend to patches without any effort. Following the proof in [11], expo-
nential growth of curvature can be achieved easily. Indeed, take initial data ω0(x) which
is equal to 1 everywhere in D+ except on a thin strip of width equal to δ/2 (δ is cho-
sen from Lemma 5.1, for some small γ < pi/10) near the vertical axis x1 = 0, where
ω0(x) = 0. Then we round the corner of this single patch to make the boundary so that
ω0 remains equal to one everywhere in D
+ except on a thin strip of width equal to at
most δ near the vertical axis x1 = 0. Denote the patch in D
+ at the initial time by
P (0), so ω0(x) = χP (0)(x) − χP¯ (x)(x), where P¯ :=
{
(x1, x2) : (−x1, x2) ∈ P
}
. By odd
symmetry, two single patches P and P¯ will stay in the two half disks respectively for all
time t. Due to incompressibility, the measure of the set in D+ where ω(x, t) = 0 does
not exceed 2δ. In this case, for every x ∈ D+ with |x| < δ, we can derive the following
estimate for Ω(x1, x2),
Ω(x1, x2, t) ≥
ˆ 2
2δ
ˆ pi/3
pi/6
ω(r, φ)
sin 2φ
2r
dφdr ≥
√
3
4
ˆ 2
2δ
ˆ pi/3
pi/6
ω(r, φ)
r
.
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The value of the integral on the right hand side is minimal when the area where ω(r, φ) = 0
is situated around small values of the radial variable. Since this area does not exceed 2δ,
we have
(5.3)
4
pi
Ω(x1, x2, t) ≥ c1
ˆ 1
c2
√
δ
ˆ pi/3
pi/6
1
r
dφdr ≥ C1 log δ−1,
where c1, c2 and C1 are positive universal constants.
Let x0 ∈ ∂D, 0 < x0,1 < δ be the point with minimal value of x0,1 such that ω0(x0) = 1.
Consider the trajectory Φt(x0); due to the boundary conditions Φt(x) ∈ ∂D for all times.
If δ is sufficiently small (note that we can always make it smaller if needed), the estimates
(5.1) and (5.3) imply that the first component of Φt(x0), Φ
1
t (x0), converges to zero at an
exponential rate. Observe that for a curve, one can use the distance over which it changes
direction by pi/2 to estimate the curvature. In our case, Φt(x0) is being pushed towards
the origin from the along the boundary ∂D, and by odd symmetry, the axis x1 = 0 is a
barrier that patch P can not pass. So the tangent vector to ∂P has to turn close to pi/2
angle over a distance that is exponentially decaying in time.
To achieve double exponential growth on curvature, by discussion above, we need an
example where we can track a point on the patch boundary that approaches the origin
at double exponential speed.
Let us prove Theorem 1.6 by using the example constructed in [11]; the proof is similar
to [11].
Proof of Theorem 1.6. We first fix some small γ > 0 (take pi/10 for example). We choose
δ > 0 small enough such that Lemma 5.1 applies and that C1 log δ
−1 > 100C(γ) with C1
from (5.3) and C(γ) from Lemma 5.1. We take the smooth patch initial data ω0 as the
one constructed in the previous exponential growth example, with ω0 = 1 everywhere in
D+ except on a thin strip near x1 = 0 line, except now with width equal to δ
10.
For 0 < x′1, x
′′
1 < 1, we denote
O(x′1, x′′1) =
{
(x1, x2) ∈ D+|x′1 ≤ x ≤ x′′1, x2 < x1
}
.
For 0 < x1 < 1, we let
u(x1, t) = max
(x1,x2)∈D+x2<x1
u1(x1, x2, t),
u(x1, t) = min
(x1,x2)∈D+x2<x1
u1(x1, x2, t),
(5.4)
and define a(t), b(t) by
a′(t) = u(a(t), t), a(0) = δ10,
b′(t) = u(b(t), t), b(0) = δ.
This set up is a little simpler than in [11], where an additional scale  was introduced.
However, the rest of the argument remains the same. The estimates (5.1), (5.2) can be
used to control the region Oa(t),b(t), to show that it does not collapse, and to trace its
approach to the origin. The result is an improvement of the bound (5.3) bound yielding
exponential growth of Ω(a(t), 0). This leads to double exponential decay of a(t). Since
the argument is largely parallel to [11], we refer to it for the details.

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6. Appendix
Here we give a sketch of proof for Proposition 2.4.
Proof of Proposition 2.4. Recall the representation
GD(x, y) =
1
2pi
(log |x− y| − log |x− y˜|) +B(x, y)
for y ∈ T (r). Note that B(x, y) satisfies
∆xB(x, y) = 0, B(x, y)|x∈∂D =
1
2pi
log
|x− y˜|
|x− y| .
In [18], the following estimate is proved. Let D ∈ C3, and fix any z ∈ ∂D. Then there
exists r = r(D) such that for any ω ∈ L∞(D¯)∥∥∥∥ˆ
Br(z)∩D
B(x, y)ω(y) dy
∥∥∥∥
C2,α(∂D∩Br/2(z))
=∥∥∥∥ 12pi
ˆ
Br(z)∩D
log
|x− y˜|
|x− y|ω(y) dy
∥∥∥∥
C2,α(∂D∩Br/2(z))
≤ C‖ω‖L∞(D¯).(6.1)
This estimate is a consequence of a calculation in the proof of Proposition 1 and Lemma 4
in [18]. The argument is fairly direct and uses estimates on y˜(y) and local representation
of ∂D as a graph of a function f ∈ C3; the idea is that when x ∈ ∂D ∩ Br/2(z) and
y ∈ D ∩ Br(z) then |x − y| and |x − y˜| are very close. Note that even though the
statement of Proposition 1 in [18] makes an assumption that D has a symmetry axis
and z belongs to it, this assumption is never used in the proof (it is needed for later
applications in [18]).
Now it is straightforward to extend the estimate (6.1) to the function
(6.2) ϕ(x) :=
1
2pi
ˆ
T (r)∩D
log
|x− y˜|
|x− y|ω(y) dy,
yielding
(6.3) ‖ϕ‖C2,α(∂D∩Br/2(z)) ≤ C‖ω‖L∞ .
Indeed, in (6.2) compared with (6.1) we are adding integration over a region where y
satisfies |y − x| ≥ r/2, and if we choose r = r(D) sufficiently small, also |y˜ − x| ≥ r/4.
Then log |x−y˜||x−y| is a smooth function of x with uniform bounds on derivatives for all such
y ∈ T (r), leading to (6.3). In fact, since z was arbitrary, we get that
‖ϕ‖C2,α(∂D) ≤ C‖ω‖L∞(D¯).
By well known results (e.g. Lemma 6.38 of [8], there exists an extension ϕe of ϕ to D¯
such that
‖ϕe‖C2,α(D¯) ≤ ‖ϕ‖C2,α(∂D).
Now observe that
g(x) :=
ˆ
T (r)∩D
B(x, y)ω(y) dy
defined for all x ∈ D¯ satisfies
∆g = 0, g|∂D = ϕe.
By Theorems 6.8 and 6.6 of [8] we obtain
‖g‖C2,α(D¯) ≤ C‖ϕ‖C2,α(∂D) ≤ C‖ω‖L∞(D¯),
completing the proof. 
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