Semicontinuous data are common in biological studies, occurring when a variable is continuous over a region but has a point mass at one or more points. In the motivating Genetic and Inflammatory Markers of Sepsis (GenIMS) study, it was of interest to determine how several biomarkers subject to detection limits were related to survival for patients entering the hospital with community acquired pneumonia. While survival times were recorded for all individuals in the study, the primary endpoint of interest was the binary event of 90-day survival, and no patients were lost to follow-up prior to 90 days. In order to use all of the available survival information, we propose a two-part regression model where the probability of surviving to 90 days is modeled using logistic regression and the survival distribution for those experiencing the event prior to this time is modeled with a truncated accelerated failure time model. We assume a series of mixture of normal regression models to model the joint distribution of the censored biomarkers. To estimate the parameters in this model, we suggest a Monte Carlo EM algorithm where multiple imputations are generated for the censored covariates in order to estimate the expectation in the E-step and then weighted maximization is applied to the observed and imputed data in the M-step. We conduct simulations to assess the proposed model and maximization method, and we analyze the GenIMS data set.
Introduction
Semicontinuous data are common in medical and biological studies and typically occur when there is a point mass at zero and a continuous, right-skewed distribution over a positive range. Researchers have analyzed this type of data in a variety of applications, including annual medical expenses [1, 2] , daily alcohol intake [3] , driving scores [4] , and health assessment scores [5] . Manning et al. [6] , Duan et al. [7] , Moulton et al. [8] and Olsen and Schafer [9] , among many others, have suggested two-part mixture models for handling both cross-sectional and longitudinal semicontinuous data. In the presence of covariates, the two-part model usually employs logistic regression to model the probability of observing a zero outcome and a continuous regression model to describe the distribution of outcomes above zero.
In the motivating Genetic and Inflammatory Markers of Sepsis (GenIMS) Study, biological measurements were collected on patients admitted to the hospital with community acquired pneumonia (CAP). One of the main purposes of the study was to determine how three cytokine biomarkers are related to survival for patients with CAP. Unlike typical analyses of time-to-event data, the original study investigators were primarily interested in modeling the binary event of surviving at least 90 days [10] , based on recommendations by two international expert panels, which suggested that most if not all deaths due to pneumonia and resulting sepsis would have occurred by this time [11, 12] . Alternatively, some recent analyses of the data have directly modeled the available survival times [e.g., [13] [14] [15] .
Rather than choosing between a binary and continuous survival outcome, we suggest simultaneously modeling the event of surviving 90 days and the actual survival times for those not surviving to 90 days. In order to frame this problem in a familiar way, we note that for the purposes of the GenIMS study, we may conceptually consider the patients who survived to 90 days as cured from CAP. Though cure rate models have been developed to model long-term survival data [16, 17] , a typical cure rate model does not apply for the GenIMS data set since the cure status is known for all individuals and the survival part of the model is truncated. Thus, we instead suggest framing the problem in the context of a semicontinuous regression model, which in this survival modeling context we term a semicontinuous survival model. Unlike in a typical semicontinuous data model, the continuous part of the distribution occurs between zero and 90, while the point mass occurs at 90.
An additional complication with the GenIMS data set is that the biomarker covariates of interest are subject to lower detection limits (DLs). Traditionally, a few common approaches have been taken to handle censoring due to DLs. One approach has been to replace the censored observations using either a function of the DL, such as DL/ √ 2 [see [18] , or the conditional mean of the censored covariate [19, 20] . These naive substitution methods have been shown to lead to biased parameter estimates in generalized linear models [21] [22] [23] [24] [25] [26] [27] and survival models [13] [14] [15] . An alternative approach only uses complete cases. While this strategy still leads to unbiased parameter estimates as long as censoring is only caused by the DL, efficiency is lost due to the discarding of data.
Several authors have considered more sophisticated approaches to handling DLs in the context of survival data. Langohr et al. [28] and Sattar et al. [15] proposed fully-parametric survival models with an intervalcensored predictor while Bernhardt et al. [13] used multiple imputation techniques for accelerated failure time models with left-censored covariates. In the context of semiparametric Cox proportional hazards models with covariates subject to DLs, Lee et al. [29] suggested a partial likelihood approach based on an empirical estimate of the relative risk function using uncensored covariate observations, D' Angelo and Weissfeld [14] developed an indexing approach where censored covariate values are directly replaced by their conditional expectation given a linear combination of the fully observed covariates, and Chen et al. [30] considered a Bayesian strategy where the censored covariates are modeled parametrically. Recently, [31] suggested using a nonparametric density estimator for a single censored covariate in the context of frailty models.
All of the methods mentioned above for handling covariates subject to DLs in survival models are either statistically naive -such as the DL/ √ 2 and complete case methods -or do not consider a model set-up where individuals are no longer considered to experience the event of interest after a fixed time point. In the context of semicontinuous models, which we propose to model this special type of data, the issue of covariates subject to DLs has not been previously considered. Additionally, to our knowledge, prior statistical analyses using semicontinuous regression models have not included a case where the continuous portion of the distribution is bounded above.
In this paper, we propose a straightforward and flexible method for analyzing a semicontinuous survival outcome with covariates subject to DLs, where the interest lies in estimating both the associations of covariates with the survival time for those experiencing the event of interest and the associations of covariates with the probability of surviving to the known "cure time." We suggest using a truncated accelerated failure time model to model the survival times for those experiencing the event of interest and a logistic regression to model the probability of being cured (surviving to the "cure time"). We propose using a series of mixture of normal regression models to flexibly model the multivariate distribution of the censored covariates, though our modeling strategy allows for a more standard parametric model or even a semiparametric approach. To obtain estimates in this semicontinuous survival model, we develop a Monte Carlo EM algorithm where to estimate the expectation in the E-step, multiple imputations are generated for the censored covariates according to a mixture of normals distribution, and weighted maximum likelihood is applied to the observed and imputed data.
The remainder of the paper is organized as follows. In Section 2, we develop our proposed semicontinuous survival model, including our proposal for the distribution of the covariates. In Section 3, we present a Monte Carlo EM algorithm for obtaining parameter estimates. In Section 4, we summarize the main goals of inference as well as some notes on model checking. In Section 5, we conduct a simulation study comparing our proposed method to naive or less flexible methods. In Section 6, we apply our method to the GenIMS data set. Finally, in Section 7, we briefly review our method and discuss its advantages and shortcomings.
Semicontinuous survival model

Notation
Suppose for each individual, = 1, ⋯ , , we observe { , * , , }, where is a time-to-event variable that is continuous over the range [0,c) and has a probability mass at c, * = ( * 1 , * 2 , ⋯ , * ) = (max{ 1 , 1 }, max{ 2 , 2 }, ⋯ , max{ , }) , where is a q × 1 vector of covariates subject to the lower DLs = ( 1 , 2 , ⋯ , ) , is a ( − ) × 1 vector of fully observed covariates, and = ( 1 , 2 , ⋯ , ) is a vector of censoring indicators such that
For the ith individual, we additionally define as the subset of for which = 1 and and as the subsets of and , respectively, for which = 0. We allow the vector of DLs to be individual specific for generality purposes and also because one of the biomarkers of interest in the motivating GenIMS study is measured with two different values for the DL. Also, while we focus on covariates subject to lower DLs, as motivated by the GenIMS study, the method we suggest can be easily generalized to handle covariates censored due to upper DLs, or a combination of both types. Finally, while in this paper we consider the point mass to exist at c since in the GenIMS analysis patients are effectively considered cured at time c, the model we present in the next section could be used to describe a variable with a point mass at any point ≥ c. For example, in cure modeling literature, it is typical to consider the point mass as philosophically occurring at infinity since the survival time for cured individuals can never be observed.
Model
The main inferential goals for a semicontinuous survival outcome are three-fold: (a) to determine the relationship between the covariates and the probability of surviving to time c; (b) to determine the relationship between the covariates and the survival time for those individuals not surviving to time c; (c) to determine if there is a statistically significant relationship between the covariates and the semicontinuous survival outcome. In order to address these goals, we first define the semicontinuous survival density ( | , ) with mass at c as follows:
where ( | , ; ) is modeled via logistic regression so that ( < ) = ( | , ; ) = [1 + exp{−(1, , ) )] −1 , ( | , ; , ) is a truncated distribution with support [0,c), and and are the ( +1)×1 parameter vectors of primary interest. While the survival time is not subject to censoring in the GenIMS study, to keep within the context of standard survival methods, it may be convenient to model using an accelerated failure time (AFT) model approach, so that
where is distributed so that | , ∼ ( | , ; , ), and is a parameter vector including both σ and any other parameters in the distribution of . Unlike a standard AFT model, ( | , ) in eq. (1) has a truncated support. However, we still suggest adopting a typical flexible AFT model distribution such as the Weibull or generalized gamma. We note that the sets of covariates included in the logistic and AFT parts of the model do not necessarily need to be the same, though any covariate for which the overall survival relationship is of interest should be included in both models. Since having separate sets of covariates for the logistic and AFT models is a fairly trivial modeling adjustment and mainly complicates notation, we do not address this scenario henceforth.
The observed data likelihood for the proposed semicontinuous model can be written succinctly as
where ( | ; ) is the conditional distribution of the covariates subject to censoring with parameter vector , and = ( , , , ) is the vector of all of the parameters in the model. The dimension of the integral in eq. (2) is individual specific and corresponds to the number of covariates in observed to be censored below the DLs (the length of the vector). For those individuals where all q of the covariates subject to DLs are censored below , the dimension of the integral is q. On the other hand, for those individuals without any censored covariates, the contribution to the likelihood eq. (2) simplifies to ( | , ; , , ) ( | ; ). We briefly note that it is not necessary to include a missingness model in the likelihood eq. (2) since, given the observed vector of censoring indicators , we know with certainty whether or not a value is missing.
For a univariate that is not known to follow a standard distribution, we suggest modeling ( | ) using a mixture of normal regressions,
is a vector of mixture probabilities, { ; ( , ), } is a normal distribution with mean = (1, ) and variance , = 1, ⋯ , , and = ( 1 1 1 , 2 2 2 , ⋯ , ) is an { ⋅ ( − + 1)} × 1 vector of coefficients for the regression of on . Mixtures of normal regression models were introduced by Quandt and Ramsey [32] and have been shown to be suitably flexible to represent a wide variety of densities [33] . If desired, to increase flexibility of the mixture distribution (3), 1 , ⋯ , can be modeled using a multinomial logistic regression on , though we do not take this approach here. In practice, due to the censoring of the left tail of the distribution for , we suggest letting s be relatively small, especially if the censoring percentage is high. Even with s = 2, mixtures of normals can well represent a wide variety of densities. However, as with any parametric distributional assumption, care must be taken. When the covariate censoring rate is high or a mixture of normals is inappropriate for describing the data, identifiability issues may potentially arise, and a simpler model for ( | ) may be preferable. We note, however, that identifiability is less of a concern for the submodels of the semicontinuous response. The Monte Carlo EM algorithm that we propose in the next section relies on obtaining imputations for the censored covariates in order to approximate integration in the the E-step, but once imputations are obtained, the binary and continuous components of the semicontinuous regression model can be maximized on the basis of complete data. Of course, perfect separation is always a possibility with binary regression models.
For a multivariate , rather than modeling the multivariate distribution of directly, we suggest using the strategy of Ibrahim [34] to model a series of univariate distributions, each using a mixture of normal regressions as in eq. (3), by noting that
Unless q is small, eq. (2) may be extremely challenging to maximize directly using algorithms like the NewtonRaphson method, since a potentially high-dimensional integral would need to be evaluated for each individual at each iteration in the maximization procedure. Thus, in order to maximize the likelihood eq. (2), we suggest using an expectation-maximization (EM) algorithm, originally described by [35] . The main advantages of using the EM algorithm for maximization over competing methods are that it is very numerically stable [36] and is convenient in the presence of missing data. Maximization is achieved by iterating between two steps, the Estep and M-step. In the E-step, the expected value of the log-likelihood of the complete data is calculated with respect to the missing data conditional on all of the observed data at a set of current parameter estimates. In the M-step, this expected log-likelihood is maximized to obtain new parameter estimates. In this section, we extend the EM algorithm to handle covariates subject to DLs in the context of a semicontinuous survival model. Suppose that, without loss of generality, we observe = 1 1 1 for the first r individuals and = 0 for at least one covariate for the remaining − individuals. In the E-step of the EM algorithm, the conditional expected value of the log-likelihood with respect to the missing data can be represented by (5) is usually not attainable, so we propose a Monte Carlo approach for estimating this integral, originally suggested by Wei and Tanner [37] , in the same spirit as Ibrahim [34] for missing data in parametric regression models and May et al. [38] for generalized linear models with covariates subject to censoring. Specifically, we estimate * ( | ( ) ) as
where , = 1, ⋯ , , are randomly sampled from ( | , , ; ( ) ), the distribution of | , , truncated above at . Standard Monte Carlo sampling techniques can be used to obtain samples from this distribution by noting that
In practice, we use a random walk Metropolis method [39] with truncated Gaussian proposals.
For the M-step of the EM algorithm, we then maximize eq. (5) with the Monte Carlo estimate eq. (6) replacing * , = + 1, ⋯ , . This maximization can be done in three separate parts: a maximization for the part involving the parameters in the logistic regression,
a maximization for the part involving the parameters in the distribution of the time-to-event variable for those experiencing an event,
and a maximization for the part involving the parameters in the distribution of the covariates subject to DLs,
The eqs. (7) and (8) can be maximized using standard optimization routines for logistic regression and AFT models, respectively, for a set of + ( − ) complete observations, where each of the ( − ) parts involving the imputed values is given weight 1/ . If a series of mixture of normal regressions is used to model the distribution ( | ), we can similarly conduct a series of weighted maximizations for eq. (9) using an EM algorithm for mixture distributions (e.g., [40] ). The E and M steps are then iterated until the parameter estimates converge.
We summarize the steps for the proposed Monte Carlo EM algorithm, with additional details and computational tips based on the statistical software R.
Step 1: Obtain initial values for estimating the parameters { , , }, {̂( 1) ,̂( 1) ,̂( 1) }, by maximizing eq. (2) for the complete cases. The "optim' function can be used to obtain estimates for and in the truncated AFT model while the function "glm" can be used to obtain estimates for in the logistic regression model. Obtain initial estimates for the parameters { , , }, {̂( 1) ,̂( 1) ,̂( 1) }, by maximizing eq. (3) with censored values replaced by random draws from a normal distribution truncated above at . The function "flexmix" in the flexmix package [41] can be used to obtain these estimates.
Step 2: At the ( + 1)th step of the EM algorithm, given the current set of parameter estimateŝ( ) , generate m imputed vectors for each . The function "metrop" in the mcmc package [42] can be used to efficiently obtain samples.
Step 3: Updatê( ) aŝ( +1) by maximizing eqs. (7), (8), and (9). The functions flexsurvreg, glm, and flexmix can all handle weighted observations for obtaining maximum likelihood estimates.
Step 4: Repeat steps 2-3 until
where s is the number of elements in and ε is a predefined distance. Define the maximum likelihood parameter estimate aŝ=̂( +1) .
In practice, we recommend letting m, the number of Monte Carlo imputations for , depend on the iteration t by starting with a relatively small m, say 5-15, and increasing m gradually. To obtain variance estimates for, the method of Louis [43] can be used to estimate the observed information matrix. Alternatively, if it is computationally feasible, standard software can be used to calculate the Hessian matrix for the observed data likelihood eq. (2) at the final set of parameter estimates or bootstrapping can be conducted on the original data set. Finally, we note that the imputations for could be obtained in semiparametric or nonparametric manner rather than using a mixture of normal regressions. However, we feel that a parametric approach often takes the most advantage of the data information above the DL in order to extrapolate imputations below the DL.
Inference and model checking
Recall that the main analysis goals in the semicontinuous survival regression model are to estimate and , the parameters relating the covariates to the continuous and discrete components of the response, and to determine significance of the associations between the covariates and the semicontinuous survival variable.
While estimating and as described in Section 3 is relatively complicated, interpretinĝand̂is straightforward. Since the binary and continuous parts of the survival model do not share parameters, they can be considered separately (simultaneous maximization is only required due to the censoring on the covariates). Then, in the logistic regression submodel, exp{ }, = 1, ⋯ , + 1, represent the multiplicative changes in odds of surviving to time c, while in the AFT submodel, exp{ }, = 1, ⋯ , + 1, represent the multiplicative changes in survival times for those experiencing the event of interest before time c.
To assess whether the jth covariate is associated with the survival outcome, the hypothesis test of interest is 0 ∶ = = 0 versus ∶ ≠ 0 or ≠ 0. Since the proposed model is entirely parametric, it is reasonable to calculate the likelihood ratio statistic −2 log{ 0 ()/ ()} and compare it to the (1 − )th quantile of a chi-squared distribution with 2 degrees of freedom.
With the proposed parametric modeling scheme, it is important to choose a good model prior to conducting inference. In practice, we suggest fitting several competing models and comparing them using standard tools for assessing fit such as AIC or BIC. For modeling the binary event of surviving to time c, two popular choices are probit and logistic regression, while for modeling the observed survival times less than c, lognormal, exponential, Weibull, gamma, and generalized gamma models, among others, could be considered. Even if these response models are reasonable, a poor imputation model for the censored covariates could bias inference. While we suggested a flexible mixture of normal regressions approach, alternative distributions could be considered. However, we show in Section 5 that the mixture of normals performs well in a variety of scenarios.
After choosing the best model among those considered, residual analyses or goodness-of-fit tests may be of interest to further confirm that the best model is in fact a reasonable model. However, diagnostics are complicated by the censoring on . One obvious choice for constructing residuals or fitted responses in this scenario is to simply replace the censored values of a covariate by the average of the m values generated at the last iteration of the Monte Carlo EM algorithm. Alternatively, as suggested by [44] and [45] , these m imputations could be used to form m multiply imputed data sets after which usual model validation techniques can be conducted repeatedly and summarized appropriately.
Simulation study
We conducted simulations to study the performance of our proposed semicontinuous survival model. We set up the simulations to represent a situation similar to that in the GenIMS application described in Section 6, and we compared the proposed method to other practical approaches.
Single censored covariate: response model known
We generated N = 500 data sets of size n = 200 with a survival response , a single covariate subject to a DL, and a vector of fully observed covariates . Specifically, we generated the covariates 1 ∼ beta(3, 2) ⋅ 84 + 18, to represent an "age" variable, and 2 ∼ Bernoulli(0.49), to represent a gender variable with P(male) = 0.49.
We also generated a continuous covariate 3 | 1 , 
where ∼ Bernoulli(0.3) and = ( 1 , 2 ) = (5, −0.03, 1, 0.05, 2, 0.08, 1, −0.1) . Values for the DL d, which we did not vary across individuals, were chosen so as to produce either 20% or 40% censoring on the covariate .
The values for were chosen so that the distribution of | is clearly non-normal for many values of but the marginal distribution of appears plausibly normal. Figure 1 shows a histogram, estimated density, and normal probability plot for 10,000 random samples from the distribution of when there is no censoring as well as a histogram for 10,000 random samples from the distribution | for a randomly generated . While the marginal distribution of appears reasonably normal, assuming normality for the conditional distribution of would not be reasonable. We chose this set-up to demonstrate that it may be wise to choose a flexible distribution for | even if the covariate appears to be marginally distributed according to a normal or another well-known density. We generated the log of the survival response as log( )| , .
∼ TN + log(90) ( = (1, , ) , 2 = 4), where = (2, 1, −0.01, −1, −0.05) and TN + log(90) represents a normal distribution truncated above at log(90) since 90 days is the threshold in the GenIMS study. Finally, we let = 90 with probability [1 + exp{(1, , ) }] −1 , where = (−1, 0.7, −0.05, −1, 0.03) so that about 35% of individuals were cured (i.e. = 90). For the simulations in this section, we assumed that the distributional forms of the semicontinuous survival response were known in order to focus on assessing the proposed Monte Carlo EM estimation approach and the use of a mixture of normals to model the covariate subject to censoring. Specifically, we assumed it was known that a truncated normal AFT model describes the distribution of the log event times for those experiencing an event and a logistic regression describes the probability of never experiencing an event (surviving to 90 days). In Section 5.2, we study simulations for alternative time-to-event and binary regression scenarios.
We considered six data analysis approaches: our proposed semicontinuous survival method using a mixture of two normals for the distribution of | (SS-MN), our proposed semicontinuous survival method using a normal to model the distribution of | (SS-N), a multiple imputation method where 100 imputed data sets were generated assuming the semicontinuous survival model and a normal distribution to model | (MI), an AFT and logistic regression model based on complete data where censored values are replaced with DL/ √ 2 (DL), an AFT and logistic regression model using only complete cases (CC), and an AFT and logistic regression model based on the omniscient knowledge of the uncensored covariate values (Omni).
For the MI approach, we used an improper imputation strategy based on fixed parameter estimates to generate imputations from ( | , ; ) ∝ ( | , ; , , ) ( | , ; ). Specifically, we used the complete case estimates for , η, and and maximum likelihood estimates for based on a censored normal model. Since these fixed estimates are consistent, the multiple imputation estimates will be asymptotically unbiased [46] . We included the multiple imputation estimator in the simulations for the purpose of comparison, though we do not believe it is an advantageous alternative to our proposed maximum likelihood approach for two reasons. First, obtaining imputations in a truncated region is not standard with current software and usual imputation strategies often do not work well with restricted ranges; thus, it is not computationally simpler. Second, it can be shown that this improper multiple imputation strategy is equivalent to a single iteration in an EM algorithm strategy for maximum likelihood [46, 47] , which is the proposed approach. Table 1 : Single censored covariate: comparison of relative bias and standard deviations (in parenthesis below bias) of estimates for (a) the proposed semicontinuous survival model strategy assuming a mixture of normals distribution for the censored covariate (SS-MN) or a normal distribution for the censored covariate (SS-N); (b) the semicontinuous survival model using multiple imputations based on a normal distribution for the censored covariate (MI); (c) an AFT and logistic regression model replacing censored values with DL/ √ 2 (DL); (d) an AFT and logistic regression model using only complete cases (CC); (e) an AFT and logistic regression model based on omniscient knowledge of the uncensored covariate data (Omni). Three underlying distributions for | are considered: a mixture of normals (Mixture), a normal distribution, and log-gamma. Estimates that are biased at the 0.05 level (without multiplicity corrections) are in bold.
Cens.
| Method Table 1 displays the relative bias and standard deviation (in parentheses) of the parameter estimates for each of the six analysis methods. The relative bias for a parameter θ is estimated aŝ − 0 0 , wherê= ∑ =1̂/ ,̂is the parameter estimate for the jth simulated data set, and 0 is the true parameter value. The standard deviations of the parameter estimator is estimated as
Relative biases that are statistically significant at the 0.05 level, without multiplicity corrections, are shown in bold. The first two sections in Table 1 give simulation results for two different censoring levels on when the distribution of | is actually a mixture of normals as described previously in the simulation set-up. The last two sections display results when the actual distribution of the censored covariate is normal or log-gamma and centered at (1, 1 , 2 , 3 ) 1 , with an appropriate shift to preserve the 35% cure rate.
Due to the relatively small sample size for the simulations, there are minimal but statistically significant biases for several of the parameter estimates even when using the true data via the Omni analysis. The proposed SS-MN model performs comparably to the Omni analysis, with only slight losses in efficiency due to the covariate censoring, and significantly better than the other competing methods in terms of relative bias. Estimation using the SS-N method is reasonable only when the true distribution of the censored covariate is normal or the censoring percentage is low. While the relative biases for the MI method are similar to those for the SS-N method, the standard deviations of the 1 and 4 estimates are 10-20% higher while the standard deviations for the 1 estimate are 3-6% higher. The DL strategy has substantially higher relative biases than the other methods, while the CC method leads to parameter estimates with standard deviations between 20% and 235% higher than the SS-MN method.
Single censored covariate: response model unknown or misspecified
In practice, the underlying distributions of the variables are usually unknown. In this section, we consider several scenarios with a single censored covariate where the parametric models in eq. (1) are unknown. In Section 5.2.1, we explore cases when the true distribution of event times for those experiencing the event is not lognormal. In Section 5.2.2, we consider a case where all of the parametric models are unknown -the AFT model, the binary response model, and the model for the covariates. Various flexible parametric models are assumed and are shown to perform well.
Misspecified AFT model
In the following simulations, we consider cases where the distribution of | is a mixture of normals as defined in eq. (3), but the AFT model error term is incorrectly specified. Specifically, we generated the time-to-event data with the same location (1, , ) as defined in the Section 5.1, but with three different truncated event time distributions: a generalized gamma with scale 0.5 and shape 2, a generalized extreme value distribution with scale 3 and shape 0.05, and a mixture of a generalized gamma with scale 0.5 and shape 1 and a lognormal with scale 1.5. These three cases were considered because they represent a right-skewed log-survival response, a left-skewed log-survival response, and an unusually-shaped log-survival response.
We considered seven data analysis approaches, including the six previously described in Section 5.1. The additional approach we considered here assumes a truncated generalized gamma distribution for the time-toevent and a mixture of normal regressions for the distribution of | (SS-MN-G). The generalized gamma distribution is a very flexible distribution that can take a variety of shapes, and it includes the exponential, Weibull, gamma, and lognormal distributions as special cases [48] . Table 2 : Single censored covariate, misspecified AFT response model: comparison of relative bias and standard deviations (in parenthesis below bias) of estimates for (a) the proposed semicontinuous survival model strategy assuming a mixture of normals distribution for the censored covariate and a generalized gamma AFT (SS-MN-G); (b) the proposed semicontinuous survival model strategy assuming a mixture of normals distribution for the censored covariate (SS-MN-N) or a normal distribution for the censored covariate (SS-N) and a lognormal AFT; (c) the semicontinuous survival model using multiple imputations based on a normal distribution for the censored covariate and a lognormal AFT (MI); (c) a lognormal AFT and logistic regression model replacing censored values with DL/ √ 2 (DL); (d) a lognormal AFT and logistic regression model using only complete cases (CC); (e) a lognormal AFT and logistic regression model based on omniscient knowledge of the uncensored covariate data (Omni). Estimates that are biased at the 0.05 level (without multiplicity corrections) are in bold. Table 2 displays the relative bias and standard deviation (in parentheses) of the parameter estimates for each of the analysis methods, with relative bias estimates in bold if the absolute bias is different from 0 at the 0.05 level. Overall, the SS-MN-G and SS-MN-N methods perform better than the SS-N and DL methods in terms of bias and better than the CC and MI methods in terms of efficiency. The SS-MN-G method additionally shows a potential improvement in bias reduction compared to the Omni and CC methods since they incorrectly assume a lognormal event time distribution. In all cases, the proposed SS-MN-G method performs well. For this reason, we suggest generally approaching modeling eq. (2) using a flexible AFT distribution such as the generalized gamma.
All parametric models unknown or misspecified
We now consider a scenario where all of the parametric models are unknown. Specifically, we let the conditional covariate distribution be log-gamma as defined in Section 5.1, the AFT error model be a mixture of generalized gamma and lognormal distributions as defined in Section 5.2.2, and the binary regression model be probit rather than logistic. The same seven methods are considered as in Section 5.2.2, but AIC was used to determine whether the binary submodel should be logistic or probit. Table 3 displays the relative bias and standard deviation (in parentheses) of the parameter estimates for each of the analysis methods, with relative bias estimates in bold if the absolute bias is different from 0 at the 0.05 level. As with the simulations in the previous section, the SS-MN-G and SS-MN-N methods perform well, will lower bias than the SS-N and DL methods and better efficiency than the CC method. Interestingly, the MI method is fairly comparable in terms of bias and efficiency to the SS-MN-G and SS-MN-N methods in this particular scenario, though it was shown in other cases to be inferior. Table 3 : Single censored covariate, all parametric models unknown: comparison of relative bias and standard deviations (in parenthesis below bias) of estimates for (a) the proposed semicontinuous survival model strategy assuming a mixture of normals distribution for the censored covariate and a generalized gamma AFT (SS-MN-G); (b) the proposed semicontinuous survival model strategy assuming a mixture of normals distribution for the censored covariate (SS-MN-N) or a normal distribution for the censored covariate (SS-N) and a lognormal AFT; (c) the semicontinuous survival model using multiple imputations based on a normal distribution for the censored covariate and a lognormal AFT (MI); (c) a lognormal AFT and logistic regression model replacing censored values with DL/ √ 2 (DL); (d) a lognormal AFT and logistic regression model using only complete cases (CC); (e) a lognormal AFT and logistic regression model based on omniscient knowledge of the uncensored covariate data (Omni). Estimates that are biased at the 0.05 level (without multiplicity corrections) are in bold. 
Method
Multiple censored covariates
We conducted simulations similar to those in Section 5.1, but with three covariates subject to censoring below DLs so as to mimic the GenIMS application more closely. Specifically, for N = 300 data sets of size n = 200, we generated three fully observed covariates 1 , 2 , and 3 in the same way as in Section 5.1. We then considered two strategies for simulating These parameter values were chosen so that the conditional distribution of was somewhat skewed and all of the covariates were reasonably correlated. Second, we generated ( 1 , 2 , 3 )| using a Gaussian copula with mean (1, 1 , 2 , 3 ) 1 , covariance Σ, and marginal distributions gamma (3, 1) , N(0,1), and t(df = 5). This distribution was chosen in order to check the performance of the multivariate mixture of normals approach for a somewhat unusual joint distribution for the censored covariates. Values for the vector of DLs , which we did not vary across individuals, were chosen so that 20%, 50%, and 40% of the observations for 1 , 2 , and 3 , respectively, were censored.
The log-survival response was generated as in Section 5. = 90). Again, we used a normal AFT model to describe the distribution of event times for those experiencing an event and a logistic regression to model the probability of never experiencing an event (surviving to 90 days). Table 4 displays the relative bias and standard deviation of parameter estimates for the same six data analysis approaches as in Section 5.1: our proposed semicontinuous survival method using a mixture of two normals for modeling each of the univariate distributions in eq. (4) (SS-MN), our proposed semicontinuous survival method using a normal distribution to model each of the univariate distributions in eq. (4) (SS-N), a multiple imputation method where 100 imputed data sets were generated based on the semicontinuous survival model and a normal distribution to model each of the univariate distributions in eq. (4), an AFT and logistic regression model based on complete data where censored values are replaced with DL/ √ 2 (DL), an AFT and logistic regression model using only complete cases (CC), and an AFT and logistic regression model based on the omniscient knowledge of the uncensored covariate values (Omni). Additionally, due to the high censoring percentages for 2 and 3 , we considered a hybrid method, which, based on eq. (4), assumed a mixture of normal distributions for modeling the conditional distribution of 1 | 2 , 3 , and normal distributions for modeling the conditional distributions of 2 | 3 , and 3 | . However, the results for this method are not included because they were very similar to those for the SS-MN method.
The SS-MN, SS-N, and MI methods all perform similarly in terms of bias, with the CC method perhaps performing slightly better. However, the SS-MN and SS-N methods yield substantially more efficient estimates than the CC and MI methods, with standard deviations of the parameter estimates for the CC and MI methods as much as 280% and 31% higher, respectively. The mean squared errors (not shown) for the CC and MI method are significantly higher than the SS-MN and SS-N methods for all parameter estimates. The DL method estimates are poor on all accounts, with statistically significant biases for 23 of the 28 parameter estimates and magnitudes of relative bias as high as 288%. The results are similar for both the case when the distribution of the censored covariates is truly a mixture of normals and when it is generated using the copula, though there are slightly higher biases in the latter case.
We conducted an additional simulation for another unusual multivariate distribution of the censored covariates, with results included in the online Supplementary Material. The relative performance of all of methods remained the same.
Application
We illustrate the semicontinuous survival analysis method developed in Sections 2 and 3 by applying it to the Genetic and Inflammatory Markers of Sepsis (GenIMS) data set. One of the main purposes of the GenIMS study was to determine the relationship between cytokine levels and 90-day survival (event of surviving at least 90 days) for patients with community acquired pneumonia (CAP) [10] . It is additionally relevant to model the relationship between these cytokines and survival for those not surviving to 90 days. Thus, we would like to model survival times where a point mass occurs at 90 days.
Cytokines are cell-signaling protein molecules that are sent out by cells in the immune system. Three cytokines were measured in this study: tumor necrosis factor (TNF), interleukin-6 (IL-6), and interleukin-10 (IL-10). The TNF and IL-6 cytokines serve as biomarkers of pro-inflammatory responses to CAP while IL-10 serves as a biomarker of anti-inflammatory responses to CAP. It has been thought that pro-and anti-inflammatory responses in the body help explain the development of severe sepsis and resulting deaths, and that understanding these relationships could be important for developing medical treatments.
The data for the GenIMS study were obtained by first enrolling individuals with CAP immediately after admission to a hospital and then collecting biological measurements and demographic information for each individual. In our analysis, we considered the 1418 patients who actually acquired CAP, necessitated a hospital stay, and had TNF, IL-6, and IL-10 measurements taken on the first day of hospitalization.
We fit a semicontinuous survival model for the event times based on six covariates: sex (1 representing males, 0 representing females), race (1 representing Caucasians, 0 representing all other races), age, and TNF, IL-6, and IL-10 measurements on the first day of hospitalization. While sex, race, and age were fully observed, the cytokine biomarker measurements were censored below the detection thresholds 4, 2 or 5, and 5 pg/ml, respectively, with censoring proportions of 35.54%, 13.40%, and 46.83%, respectively. We also considered using Apache III scores (a measure of severity of the CAP) as a covariate, but found they were very collinear with the cytokine levels and decided to leave them out of the analysis.
We used a generalized gamma AFT model to explain the relationship between the event time and the covariates of interest and a logistic regression model to describe the relationship between 90-day survival and the covariates of interest. While a few previous works assumed a lognormal distribution for the covariates [10, 13] , we assumed that conditional on the sex, race, and age covariates, TNF, IL-6, and IL-10 are distributed according to series of mixture of normal distributions as in eq. (4). We obtained parameter estimates for each of the models using the EM algorithm described in Section 3. Table 5 displays the analysis results for the AFT and logistic submodels. For the AFT submodel, we observe that for those individuals who do not survive 90 days after admittance to the hospital, higher levels of the cytokine IL-6 are associated with shorter survival times, conditional on TNF and IL-10 levels, sex, race, and age (p-value = 0.002). All of the other variables of interest are not statistically significant, possibly due to the relatively low percentage of individuals dying before 90 days (11.7%). For the logistic submodel, we observe that the probability of surviving to day 90 is only significantly associated with sex and age, conditional on race and the three cytokines, with younger females being the most like to survive to the 90-day mark. For each of the three cytokines of interest, we conducted two degree of freedom 2 tests for 0 ∶ = = 0. This type of test, based on both the AFT and logistic parts of the model, is often of main interest in semicontinuous models, and for the GenIMS study represents a test that each individual cytokine affects survival in any way, whether it be surviving longer/shorter or having a higher/lower chance of being cured of CAP. Only IL-6 was found to be important for predicting survival (p-value = 0.004); there is little evidence for the importance of TNF (p-value = 0.585) and only moderate evidence for IL-10 (p-value = 0.117). A six degree of freedom 2 test for all of the cytokine parameters is only moderately significant (p-value = 0.093). Due to a relatively high level of pairwise correlations among the three cytokines for the observations above the DLs (0.25-0.35), we also considered modeling each cytokine separately. In each of these models, we included sex, race, age, and one of the cytokines in both the AFT and logistic parts of the model. Table 6 displays the results of the three single cytokine models. Unsurprisingly, the estimated coefficients for sex, race, and age are similar across all three single cytokine models and the multivariate model in Table  3 . Surprisingly, perhaps, the estimated coefficients for the three different cytokines are also similar across the three separate models -in contrast to the multivariate model with results in Table 3 -indicating similar marginal associations of the cytokines with survival time. Standard errors for the estimates for the cytokine coefficients varied significantly across the three models, primarily due to different levels of censoring. There is strong evidence that, conditional on sex, race, and age, higher IL-6 levels are associated with a lower probability of surviving to 90 days and a shorter survival time. There is also strong evidence that IL-10 is conditionally related to surviving 90 days, but only moderate evidence that it is associated with survival time for those not surviving 90 days. The TNF cytokine is only moderately statistically significant in the logistic model. In all three models, there is a strong relationship between sex and age and survival to 90 days, with younger females being the most like to survive to the 90-day mark. We conducted two degree of freedom 2 tests for 0 ∶ = = 0 for all three models. In the IL-6 model and IL-10 models, the p-value for this test is < 0.001 and 0.001, respectively, while in the TNF model the p-value is 0.092. Thus, there is strong evidence that IL-6 and IL-10, conditional on sex, race, and age, are associated with decreased survival time and 90-day survival chances, but only moderate evidence of this relationship for TNF.
Discussion
We have proposed a semicontinuous survival model to handle time-to-event data with a point mass at a known cure threshold and one or more covariates subject to DLs. We additionally proposed a Monte Carlo EM algorithm for obtaining estimates in this model. Through simulations, we have shown that our proposed method flexibly models the distribution of the censored covariates and leads to approximately unbiased estimates for the parameters of interest in a variety of scenarios.
We note that while the methodology developed in this paper was motivated by a special case of long-term survival data where a cure time is known and no event times were censored prior to this time, the proposed model and estimation method could be applied to any semicontinuous regression model with a covariate censored due to DLs. It may also be noted that censoring due to DLs is just a special case of coarsened data and that a similar methodology could be applied to handle more general types of missing data in semicontinuous models, as has been done by authors in other regression contexts with missing covariates.
The methods proposed in this paper do have a few shortcomings. Perhaps foremost, it may be noted that the proposed methods seem specialized to a particular data set with a known cure threshold and no censoring before the threshold. However, in practice it has been relatively common to analyze survival data as a binary outcome [49] . For example, with various cancers and diseases, 2-and 5-year survival rates are important medical summary statistics. The proposed method has the advantage that it allows for simultaneously modeling survival probabilities at these times and the survival time for those not making it to the threshold of interest. If censoring occurs before the threshold of interest for some individuals, then the true survival time and cure status would be unknown. Bernhardt [50] considers this special case of cure models with a cure threshold in the context of fully observed covariates. To handle covariates subject to DLs, a similar Monte Carlo EM algorithm as that proposed in this paper could be developed in a cure model context. As another case where a semicontinuous survival model could apply, consider a timed sporting competition that includes a binary outcome. For example, in marathon qualifying events, we may be interested in a single model for the distribution of finishing times for qualifiers as well as the probability of qualifying.
A second disadvantage of our method is that it is somewhat computationally intensive. We proposed a Monte Carlo EM algorithm where each step requires obtaining many imputations and conducting three or more independent optimization routines. With relatively few parameters in the model and a single covariate subject to DLs, it may be faster to directly maximize the observed data likelihood using numerical integration techniques to approximate the integral, though numerical issues would be more likely to arise. However, we note that for the simulation and application data sets, computational effort was a relatively minor issue as the parameter estimates were obtained in a few minutes or less in the case of one covariate subject to a detection limit and less than 30 minutes with three covariates. If time was an issue, a simpler model than a mixture of normals for | would decrease computational time. Additionally, we emphasize that one main advantage of the proposed method is that it is straightforward and easily implemented in statistical programs. Alternatively, as shown in the simulations in Section 5, a multiple imputation approach that does not require iterative maximizations only sacrifices a small amount of efficiency in parameter estimation.
