ABSTRACT
INTRODUCTION
Digital watermarking techniques have been developed to protect the copyright of media signals. Different watermarking schemes have been suggested for multimedia content (images, video and audio signal) . This chapter aims to provide an extensive literature review of the multimedia copyright protection. It presents a universal review and background about the watermarking definition, concept and the main contributions in this field. The chapter consists of four main sections.
Moreover, the future development of networked multimedia systems, in particular on open networks like the Internet, is conditioned by the development of efficient methods to protect data owners against unauthorized copying and redistribution of the material put on the network. This will guarantee that their rights are protected and their assets properly managed. Copyright protection of multimedia data has been accomplished by means of cryptography algorithms to provide control over data access and to make data unreadable to non-authorized users. However, encryption systems do not completely solve the problem, because once encryption is removed there is no more control on the dissemination of data.
The concept of digital watermarking arose while trying to solve problems related to the copyright of intellectual property in digital media. It is used as a means to identify the owner or distributor of digital data. Watermarking is the process of encoding hidden copyright information since it is possible today to hide information messages within digital audio, video, images and texts, by taking into account the limitations of the human audio and visual systems.
Digital Watermarking: What, Why, When and How?
It seems that digital watermarking is a good way to protect intellectual property from illegal copying. It provides a means of embedding a message in a piece of digital data without destroying its value. Digital watermarking embeds a known message in a piece of digital data as a means of identifying the rightful owner of the data. These techniques can be used on many types of digital data including still imagery, movies, and music. This chapter focuses on digital watermarking for images and in particular invisible watermarking.
What is Digital Watermarking?
A digital watermark is a signal permanently embedded into digital data (audio, images, video, and text) that can be detected or extracted later by means of computing operations in order to make assertions about the data. The watermark is hidden in the host data in such a way that it is inseparable from the data and so that it is resistant to many operations not degrading the host document. Thus by means of watermarking, the work is still accessible but permanently marked.
Digital watermarking techniques derive from steganography, which means covered writing (from the Greek words stegano or "covered" and graphos or "to write"). Steganography is the science of communicating information while hiding the existence of the communication. The goal of steganography is to hide an information message inside harmless messages in such a way that it is not possible even to detect that there is a secret message present. Both steganography and watermarking belong to a category of information hiding, but the objectives and conditions for the two techniques are just the opposite. In watermarking, for example, the important information is the "external" data (e.g., images, voices, etc.). The "internal" data (e.g., watermark) are additional data for protecting the external data and to prove ownership. In steganography, however, the external data (referred to as a vessel, container, or dummy data) are not very important. They are just a carrier of the important information. The internal data are the most important.
On the other hand, watermarking is not like encryption. Watermarking does not restrict access to the data while encryption has the aim of making messages unintelligible to any unauthorized persons who might intercept them. Once encrypted data is decrypted, the media is no longer protected. A watermark is designed to permanently reside in the host data. If the ownership of a digital work is in question, the information can be extracted to completely characterize the owner.
Why Digital Watermarking?
Digital watermarking is an enabling technology for e-commerce strategies: conditional and user-specific access to services and resources. Digital watermarking offers several advantages. The details of a good digital watermarking algorithm can be made public knowledge. Digital watermarking provides the owner of a piece of digital data the means to mark the data invisibly. The mark could be used to serialize a piece of data as it is sold or used as a method to mark a valuable image. For example, this marking allows an owner to safely post an image for viewing but legally provides an embedded copyright to prohibit others from posting the same image. Watermarks and attacks on watermarks are two sides of the same coin. The goal of both is to preserve the value of the digital data. However, the goal of a watermark is to be robust enough to resist attack but not at the expense of altering the value of the data being protected. On the other hand, the goal of the attack is to remove the watermark without destroying the value of the protected data. The contents of the image can be marked without visible loss of value or dependence on specific formats. For example a bitmap (BMP) image can be compressed to a JPEG image. The result is an image that requires less storage space but cannot be distinguished from the original. Generally, a JPEG compression level of 70% can be applied without humanly visible degradation. This property of digital images allows insertion of additional data in the image without altering the value of the image. The message is hidden in unused "visual space" in the image and stays below the human visible threshold for the image.
When Did the Technique Originate?
The idea of hiding data in another media is very old, as described in the case of steganography. Nevertheless, the term digital watermarking first appeared in 1993, when Tirkel et al. (1993) presented two techniques to hide data in images. These methods were based on modifications to the least significant bit (LSB) of the pixel values.
How Can We Build an Effective Watermarking Algorithm?
The following sections will discuss further answering this question. However, it is desired that watermarks survive image-processing manipulations such as rotation, scaling, image compression and image enhancement, for example. Taking advantage of the discrete wavelet transform properties and robust features extraction techniques are the new trends that are used in the recent digital image watermarking methods. Robustness against geometrical transformation is essential since image-publishing applications often apply some kind of geometrical transformations to the image, and thus, an intellectual property ownership protection system should not be affected by these changes.
DIGITAL WATERMARKING CONCEPT
This section aims to provide the theoretical background about the watermarking field but concentrating mainly on digital images and the principles by which watermarks are implemented. It discusses the requirements that are needed for an effective watermarking system. It shows that the requirements are application-dependent, but some of them are common to most practical applications. It explains also the challenges facing the researchers in this field from the digital watermarking requirement viewpoint. Swanson, Kobayashi and Tewfik (1998) , Busch and Wolthusen (1999) , Mintzer, Braudaway and Yeung (1997) , Servetto, Podilchuk and Ramchandran (1998) , Shamoon (1997), Bender, Gruhl, Morimoto and Lu (1996) , Zaho, and Silvestre and Dowling (1997) include discussions of watermarking concepts and principles and review developments in transparent data embedding for audio, image, and video media.
Visible vs. Invisible Watermarks
Digital watermarking is divided into two main categories: visible and invisible. The idea behind the visible watermark is very simple. It is equivalent to stamping a watermark on paper, and for this reason is sometimes said to be digitally stamped. An example of visible watermarking is provided by television channels, like BBC, whose logo is visibly superimposed on the corner of the TV picture. Invisible watermarking, on the other hand, is a far more complex concept. It is most often used to identify copyright data, like author, distributor, and so forth.
Though a lot of research has been done in the area of invisible watermarks, much less has been done for visible watermarks. Visible and invisible watermarks both serve to deter theft but they do so in very different ways. Visible watermarks are especially useful for conveying an immediate claim of ownership (Mintzer, Braudaway & Yeung, 1997) . Their main advantage, in principle at least, is the virtual elimination of the commercial value of a document to a would-be thief, without lessening the document's utility for legitimate, authorized purposes. Invisible watermarks, on the other hand, are more of an aid in catching a thief than for discouraging theft in the first place (Mintzer et al., 1997; Swanson et al., 1998) . This chapter focuses on the latter category, and the phrase "watermark" is taken to mean the invisible watermark, unless otherwise stated.
Watermarking Classification
There are different classifications of invisible watermarking algorithms. The reason behind this is the enormous diversity of watermarking schemes. Watermarking approaches can be distinguished in terms of watermarking host signal (still images, video signal, audio signal, integrated circuit design), and the availability of original signal during extraction (non-blind, semi-blind, blind). Also, they can be categorized based on the domain used for watermarking embedding process, as shown in Figure 1 . The watermarking application is considered one of the criteria for watermarking classification. Figure 2 shows the subcategories based on watermarking applications. Swanson et al., 1998) . The carrier modifier adds the generated noise signals to the selected carrier. To balance the competing requirements for low perceptibility and robustness of the added watermark, the noise must be scaled and modulated according to the strength of the carrier.
Embedding and detecting operations proceeds as follows. Let I orig denote the original multimedia signal (an image, an audio clip, or a video sequence) before watermarking, let W denote the watermark that the copyright owner wishes to embed, and let I water denote the signal with the embedded watermark. A block diagram representing a general watermarking scheme is shown in Figure 3 . The watermark W is encoded into I orig using an embedding function E:
The embedding function makes small modifications to I orig related to W. For example, if W = (w1, w2, ...), the embedding operation may involve adding or subtracting a small quantity a from each pixel or sample of I orig . During the second stage of the watermarking system, the detecting function D uses knowledge of W, and possibly I orig , to extract a sequence W' from the signal R undergoing testing:
The signal R may be the watermarked signal I water , it may be a distorted version of I water resulting from attempts to remove the watermark, or it may be an unrelated signal. The extracted sequence W' is compared with the watermark W to determine whether R is watermarked. The comparison is usually based on a correlation measure ρ, and a threshold λ o used to make the binary decision (Z) on whether the signal is watermarked or not. To check the similarity between W, the embedded watermark and W', the extracted one, the correlation measure between them can be found using:
where W, W' is the scalar product between these two vectors. However, the decision function is:
where ρ is the value of the correlation and λ 0 is a threshold. A 1 indicates a watermark was detected, while a 0 indicates that a watermark was not detected. In other words, if W and W' are sufficiently correlated (greater than some threshold λ 0 ), the signal R has been verified to contain the watermark that confirms the author's ownership rights to the signal. Otherwise, the owner of the watermark W has no rights over the signal R. It is possible to derive the detection threshold λ 0 analytically or empirically by examining the correlation of random sequences. Figure 4 shows the detection threshold of 600 random watermark sequences studied, and only one watermark, which was originally inserted, has a significantly higher correlation output than the others. As an example of an analytically defined threshold, τ can be defined as:
where α is a weighting factor and N c is the number of coefficients that have been marked. The formula is applicable to square and non-square images (Hernadez & Gonzalez, 1999) . One can even just select certain coefficients (based on a pseudo-random sequence or a human visual system (HVS) model). The choice of the threshold influences the false-positive and false-negative probability. Hernandez and Gonzalez (1999) propose some methods to compute predictable correlation thresholds and efficient watermark detection systems.
A Watermarking Example
A simple example of the basic watermarking process is described here. The example is very basic just to illustrate how the watermarking process works. The discrete cosine transform (DCT) is applied on the host image, which is represented by the first block (8x8 pixel) of the "trees" image shown in Figure  5 . The block is given by: Notice that most of the energy of the DCT of B 1 is compact at the DC value (DC coefficient =5.7656).
The watermark, which is a pseudo-random real number generated using random number generator and a seed value (key), is given by: Figure 6 according to:
where f is a DCT coefficient of the host signal (B 1 ), w is a DCT coefficient of the watermark signal (W) and α is the watermarking energy, which is taken to be 0.1 (α=0.1). The DC value of the host signal is not modified. This is to minimize the distortion of the watermarked image. Therefore, the DC value will be kept un-watermarked. The above equation can be rewritten in matrix format as follows:
where B 1w is the watermarked signal of B 1 . The result after applying the above equation can be calculated as: Notice that the DC value of DCT (B 1w )is the same as the DC value of DCT(B 1 ). To construct the watermarked image, the inverse DCT of the above two-dimensional array is computed to give: 
Robust Watermarking Scheme Requirements
In this section, the requirements needed for an effective watermarking system are introduced. The requirements are application-dependent, but some of them are common to most practical applications. One of the challenges for researchers in this field is that these requirements compete with each other. Such general requirements are listed below. Detailed discussions of them can be found in Petitcolas (n.d.), Voyatzis, Nikolaidis and Pitas (1998) , , Ruanaidh and Pun (1997) , Hsu and Wu (1996) , , Hernandez, Amado and Perez-Gonzalez (2000) , Swanson, Zhu and Tewfik (1996) , Delp (1996), Craver, Memon, Yeo and , Zeng and Liu (1997) , and Cox and Miller (1997) .
Security
Effectiveness of a watermark algorithm cannot be based on the assumption that possible attackers do not know the embedding process that the watermark went through (Swanson et al., 1998) . The robustness of some commercial products is based on such an assumption. The point is that by making the technique very robust and making the embedding algorithm public, this actually reduces the computational complexity for the attacker to remove the watermark. Some of the techniques use the original non-marked image in the extraction process. They use a secret key to generate the watermark for security purpose.
Invisibility
Perceptual Invisibility. Researchers have tried to hide the watermark in such a way that the watermark is impossible to notice. However, this requirement conflicts with other requirements such as robustness, which is an important requirement when facing watermarking attacks. For this purpose, the characteristics of the human visual system (HVS) for images and the human auditory system (HAS) for audio signal are exploited in the watermark embedding process.
Statistical
Invisibility. An unauthorized person should not detect the watermark by means of statistical methods. For example, the availability of a great number of digital works watermarked with the same code should not allow the extraction of the embedded mark by applying statistically based attacks. A possible solution is to use a content dependent watermark (Voyatzis et al., 1998) .
Robustness
Digital images commonly are subject to many types of distortions, such as lossy compression, filtering, resizing, contrast enhancement, cropping, rotation and so on. The mark should be detectable even after such distortions have occurred. Robustness against signal distortion is better achieved if the watermark is placed in perceptually significant parts of the image signal . For example, a watermark hidden among perceptually insignificant data is likely not to survive lossy compression. Moreover, resistance to geometric manipulations, such as translation, resizing, rotation and cropping is still an open issue. These geometric manipulations are still very common.
Watermarking Extraction: False Negative/Positive Error Probability
Even in the absence of attacks or signal distortions, false negative error probability (the probability of failing to detect the embedded watermark) and of detecting a watermark when, in fact, one does not exist (false positive error probability), must be very small. Usually, statistically based algorithms have no problem in satisfying this requirement.
Capacity Issue (Bit Rate)
The watermarking algorithm should embed a predefined number of bits to be hidden in the host signal. This number will depend on the application at hand.
There is no general rule for this. However, in the image case, the possibility of embedding into the image at least 300-400 bits should be guaranteed. In general, the number of bits that can be hidden in data is limited. Capacity issues were discussed by Servetto et al. (1998) .
Comments
One can understand the challenge to researchers in this field since the above requirements compete with each other. The important test of a watermarking method would be that it is accepted and used on a large, commercial scale, and that it stands up in a court of law. None of the digital techniques have yet to meet all of these requirements. In fact the first three requirements (security, robustness and invisibility) can form sort of a triangle (Figure 7 ), which means that if one is improved, the other two might be affected.
DIGITAL WATERMARKING ALGORITHMS
Current watermarking techniques described in the literature can be grouped into three main classes. The first includes the transform domain methods, which embed the data by modulating the transform domain signal coefficients. The second class includes the spatial domain techniques. These embed the watermark by directly modifying the pixel values of the original image. The transform domain techniques have been found to have the greater robustness, when the watermarked signals are tested after having been subjected to common signal distortions. The third class is the feature domain technique. This technique takes into account region, boundary and object characteristics. Such watermarking methods may present additional advantages in terms of detection and recovery from geometric attacks, compared to previous approaches.
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Figure 7. Digital watermarking requirements triangle
In this chapter, the algorithms in this survey are organized according to their embedding domain, as indicated in Figure 1 . These are grouped into:
1. spatial domain techniques 2. transform domain techniques 3. feature domain techniques However, due to the amount of published work in the field of watermarking technology, the main focus will be on wavelet-based watermarking technique papers. The wavelet domain is the most efficient domain for watermarking embedding so far. However, the review considers some other techniques, which serve the purpose of giving a broader picture of the existing watermarking algorithms. Some examples of spatial domain and fractal-based techniques will be reviewed.
Spatial Domain Techniques
This section gives a brief introduction to the spatial domain technique to give the reader some background information about watermarking in this domain. Many spatial techniques are based on adding fixed amplitude pseudo noise (PN) sequences to an image. In this case, E and D (as introduced in previous section) are simply the addition and subtraction operators, respectively. PN sequences are also used as the "spreading key" when considering the host media as the noise in a spread spectrum system, where the watermark is the transmitted message. In this case, the PN sequence is used to spread the data bits over the spectrum to hide the data.
When applied in the spatial or temporal domains, these approaches modify the least significant bits (LSB) of the host data. The invisibility of the watermark is achieved on the assumption that the LSB data are visually insignificant. The watermark is generally recovered using knowledge of the PN sequence (and perhaps other secret keys, like watermark location) and the statistical properties of the embedding process. Two LSB techniques are described in Schyndel, Tirkel and Osborne (1994) . The first replaces the LSB of the image with a PN sequence, while the second adds a PN sequence to the LSB of the data. In Bender et al. (1996) , a direct sequence spread spectrum technique is proposed to embed a watermark in host signals. One of these, LSB-based, is a statistical technique that randomly chooses n pairs of points (a i , b i ) in an image and increases the brightness of a i by one unit while simultaneously decreasing the brightness of b i . Another PN sequence spread spectrum approach is proposed in Wolfgang and Delp (1996) , where the authors hide data by adding a fixed amplitude PN sequence to the image. Wolfgang and Delp add fixed amplitude 2D PN sequence obtained from a long 1D PN sequence to the image. In Schyndel et al. (1994) and Pitas and Kaskalis (1995) , an image is randomly split into two subsets of equal size. The mean value of one of the subsets is increased by a constant factor k. In effect, the scheme adds high frequency noise to the image.
In Tanaka, Nakamura and Matsui (1990) , the watermarking algorithms use a predictive coding scheme to embed the watermark into the image. Also, the watermark is embedded into the image by dithering the image based on the statistical properties of the image. In Bruyndonckx, Quisquater and Macq (1995) , a watermark for an image is generated by modifying the luminance values inside 8x8 blocks of pixels, adding one extra bit of information to each block. The encoder secretly makes the choice of the modified block. The Xerox Data Glyph technology (Swanson et al., 1998 ) adds a bar code to its images according to a predetermined set of geometric modifications. Hirotsugu (1996) constructs a watermark by concealing graph data in the LSBs of the image.
In general, approaches that modify the LSB of the data using a fixed magnitude PN sequence are highly sensitive to signal processing operations and are easily corrupted. A contributing factor to this weakness is the fact that the watermark must be invisible. As a result, the magnitude of the embedded noise is limited by the portions of the image or audio for example, smooth regions, that most easily exhibit the embedded noise.
Transform Domain Techniques
Many transform-based watermarking techniques have been proposed. To embed a watermark, a transformation is first applied to the host data, and then modifications are made to the transform coefficients.
The work presented in , , Bors and Pitas (1996) , Nikolaidis and Pitas (1996) , Pitas (1996) , Boland, Ruanaidh and Dautzenberg (1995) , Cox et al. (1995 Cox et al. ( , 1996 , Tilki and Beex (1996) and Hartung and Girod (1996) can be considered to be the pioneering work that utilizes the transform domain for the watermarking process. These papers were published at early stages of development of watermarking algorithms, so they represent a basic framework for this research. Therefore, the details of these papers will not be described since most of them discuss the basic algorithms that are not robust enough for watermarking copyright protection. They are mentioned here for those readers who are interested in the historical background of the watermarking research field. In this section, the state of the art of the current watermarking algorithms using the transform domain is presented. The section has three main parts, including discussions of waveletbased watermarking, DCT-based watermarking and fractal domain watermarking.
Digital Watermarking Using Wavelet Decomposition
Many papers propose to use the wavelet transform domain for watermarking because of a number of advantages that can be gained by using this approach. The work described in many of the works referenced in this chapter implement watermarking in the wavelet domain. The wavelet-based watermarking algorithms that are most relevant to the proposed method are discussed here.
A perceptually based technique for watermarking images is proposed in Wei, Quin and Fu (1998) . The watermark is inserted in the wavelet coefficients and its amplitudes are controlled by the wavelet coefficients so that watermark noise does not exceed the just-noticeable difference of each wavelet coefficient. Meanwhile, the order of inserting watermark noise in the wavelet coefficients is the same as the order of the visual significance of the wavelet coefficients (Wei et al., 1998) . The invisibility and the robustness of the digital watermark may be guaranteed; however, security is not, which is a major drawback of these algorithms. Zhu et al. (1998) proposed to implement a four-level wavelet decomposition using a watermark of a Gaussian sequence of pseudo-random real numbers. The detail sub-band coefficients are watermarked. The watermark sequence at different resolution levels is nested:
where W j denotes the watermark sequence w i at resolution level j. The length of W j used for an image size of MxM is given by 
This algorithm can easily be built into video watermarking applications based on a 3-D wavelet transform due to its simple structure. The hierarchical nature of the wavelet representation allows multi-resolutional detection of the digital watermark, which is a Gaussian distributed random vector added to all the high pass bands in the wavelet domain. It is shown that when subjected to distortion from compression, the corresponding watermark can still be correctly identified at each resolution in the DWT domain. Robustness against rotation and other geometric attacks are not investigated in this chapter. Also, the watermarking is not secure because one can extract the watermark statistically once the algorithm is known by the attackers.
The approach used in Wolfgang, Podlchuk and Delp (1998, 1999 ) is fourlevel wavelet decomposition using 7/9-bi-orthogonal filters. To embed the watermarking, the following model is used:
Only transform coefficients f (m, n) with values above their corresponding JND threshold j (m, n) are selected. The JND used here is based on the work of Watson et al. (1997) . The original image is needed for watermarking extraction. Also, Wolfgang et al. (1998) compare the robustness of watermarks embedded in the DCT vs. the DWT domain when subjected to lossy compression attack. They found that it is better to match the compression and watermarking domains. However, the selection of coefficients does not include the perceptual significant parts of the image, which may lead to loss of the watermarking coefficient inserted in the insignificant parts of the host image. Also, low-pass filtering of the image will affect the watermark inserted in the high-level coefficients of the host signal. Dugad et al. (1998) used a Gaussian sequence of pseudo-random real numbers as a watermark. The watermark is inserted in a few selected significant coefficients. The wavelet transform is a three-level decomposition with Daubechies-8 filters. The algorithm selects coefficients in all detail sub-bands whose magnitude is above a given threshold T 1 and modifies these coefficients according to:
During the extraction process, only coefficients above the detection threshold T 1 > T 2 are taken into consideration. The visual masking in Dugad et al. (1998) is done implicitly due to the time-frequency localization property of the DWT. Since the detail sub-bands where the watermark is added contain typically edge information, the signature's energy is concentrated in the edge areas of the image. This makes the watermark invisible because the human eye is less sensitive to modifications of texture and edge information. However, these locations are considered to be the easiest locations to modify by compression or other common signal processing attacks, which reduces the robustness of the algorithm. Inoue et al. (1998 Inoue et al. ( , 2000 suggested the use of a three-level decomposition using 5/3 symmetric short kernel filters (SSKF) or Daubechies-16 filters. They classify wavelet coefficients as insignificant or significant by using zero-tree, which is defined in the embedded zero-tree wavelet (EZW) algorithm. Therefore, wavelet coefficients are segregated as significant or insignificant using the notion of zero-trees (Lewis & Knwles, 1992; Pitas & Kaskalis, 1995; Schyndel et al., 1994; Shapiro, 1993) . If the threshold is T, then a DWT coefficient f (m, n) is said to be insignificant:
If a coefficient and all of its descendants 1 are insignificant with respect to T, then the set of these insignificant wavelet coefficients is called a zero-tree for the threshold T.
This watermarking approach considers two main groups. One handles significant coefficients where all zero-trees Z for the threshold T are chosen. This group does not consider the approximation sub-band (LL). All coefficients of zero-tree Z i are set as follows:
The second group manipulates significant coefficients from the coarsest scale detail sub-bands (LH 3 , HL 3 , HH 3 ) . The coefficient selection is based on:
The watermark here replaces a selected coefficient via quantization according to: To extract the watermark in the first group, the average coefficient value M for the coefficients belonging to zero-tree Z i is first computed as follows:
However, for the second group, the watermark w i is detected from a significant coefficient f*(m, n) according to:
This approach makes use of the positions of zero-tree roots to guide the extraction algorithms. Experimental results showed that the proposed method gives the watermarked image of better quality compared to other existing systems at that time and is robust against JPEG compression. On the other hand, the proposed approach may lose synchronization because it depends on insignificant coefficients, which of course harms the robustness of the watermarking embedding process.
The watermark is added to significant coefficients in significant sub-bands in Kuo (1998a, 1998b) . First, the multi-threshold wavelet code (MTWC) is used to achieve the image compression purpose. Unlike other embedded wavelet coders, which use a single initial threshold in their successive approximate quantization (SAQ), MTWC adopts different initial thresholds in different sub-bands. The additive embedding formula can be represented as:
where α s is the scaling factors for the sub-band s, and β s is used to weight the sub-bands. T s,i is the current sub-band threshold. The initial threshold of a subband s is defined by:
This approach picks out coefficients whose magnitude is larger than the current sub-band threshold, T s,i . The sub-band's threshold is divided by two after watermarking a sub-band. Figure 8 shows the watermarking scheme by Wang.
Xie et al. developed a watermarking approach that decomposes the host image to get a low-frequency approximation representation (Xie & Arce, 1998) . The watermark, which is a binary sequence, is embedded in the approximation image (LL sub-band) of the host image. The coefficients of a non-overlapping 3x1 sliding window are selected each time. First, the elements b 1 , b 2 , b 3 of the local sliding window are sorted in ascending order. They can be seen in Figure 9 . Then the range between min b j  and max b j , j = 1... 3 is divided into intervals of length:
Next, the median of the coefficient of these elements is quantized to a multiple of D. The median coefficient is altered to represent the watermark information bit. This coefficient is updated in the host image's sub-band. The extraction by this algorithm is done blindly without referring to the original image.
This algorithm is designed for both image authentication applications and copyright protection. The number of decomposition steps of this algorithm determines its robustness. Very good robustness can be achieved by employing five-level wavelet decomposition, which is costly from a computation point of view. Xia et al. (1997) proposed an algorithm using a two-level decomposition with Haar wavelet filters. Pseudo-random codes are added to the large coefficients at the high and middle frequency bands of the DWT of an image. The watermark coefficients are embedded using:
The LL sub-band does not carry any watermark information. α is the weighting or watermarking energy factor as explained before, and β indicates the amplification of large coefficients. Therefore, this algorithm merges most of the watermarking energy in edges and texture, which represents most of the coefficients in the detail sub-bands. This will enhance invisibility of the watermarking process because the human eye is less sensitive to changes in edge and texture information, compared to changes in low-frequency components that are concentrated in the LL sub-band. Also, it is shown that this method is robust to some common image distortions. However, low pass and median filters will affect the robustness of the algorithm since most of the watermarking coefficients are in the high frequency coefficients of the host signal.
Kundur and Hatzinakos proposed to apply the Daubechies family of orthogonal wavelet filters to decompose the original image to a three-level multiresolution representation (1998). Figure 10 shows the scheme representation of this algorithm.
The algorithm pseudo-randomly selects locations in the detail sub-bands. The selected coefficients are sorted in ascending coefficient magnitude order. Then the median coefficient is quantized to designate the information of a single watermark bit. The median coefficient is set to the nearest reconstruction point that represents the current watermark information. The quantization step size is controlled by the bin width parameter ∆. The robustness of this algorithm is not good enough; therefore, the authors suggest an improvement to the algorithm in Kundur and Hatzinakos (1999) . Coarser quantization in this algorithm enhances robustness. However, this also increases distortion in the watermarked signal. Also, Kundur and Hatzinakos (1998) proposed a fragile watermark. They call such a technique a telltale tamper-proofing method. Their design embeds a fragile watermark in the discrete wavelet domain of the signal by quantizing the corresponding coefficients with user-specified keys. The watermark is a binary signature, which is embedded into key-selected detail sub-band coefficients. This algorithm is built on the quantization method (Kundur & Hatzinakos, 1998 ). An integer wavelet transform is introduced to avoid round-off errors during the inverse transform, because round-off may be considered as a tampering attempt. This algorithm is just an extension of Kundur and Hatzinakos (1998) ; however, it is not used for copyright protection, just for tamper proofing.
Kundur and Hatzinakos also developed an algorithm for still image watermarking in which the watermark embedding process employs multiresolution fusion techniques and incorporates a model of the human visual system (Kundur & Hatzinakos, 1997) . The watermark in Kundur and Hatzinakos (1997) is a logo image, which is decomposed using the DWT. The watermark is chosen to be a factor of 2 M smaller than the host image. Both the original image and the watermark are transformed into the DWT domain. The host image is decomposed in L steps (L is an integer, L ≤ M). The watermark is embedded in all detail sub-bands. Kundur presented rules to select all parameters of the HVS model and the scaling parameters. Simulation results demonstrated robustness of the algorithm to common image distortions. The algorithm is not robust to rotation.
Podilchukand Zeng (1998) proposed two watermarking techniques for digital images that are based on utilizing visual models, which have been developed in the context of image compression. Specifically, they proposed watermarking schemes where visual models are used to determine imagedependent upper bounds on watermark insertion. They propose perceptually based watermarking schemes in two frameworks: the block-based discrete cosine transform and multi-resolution wavelet framework, and discuss the merits of each one. Their schemes are shown to provide very good results both in terms of image transparency and robustness. Chae et al. (1998a Chae et al. ( , 1998b proposed a grayscale image, with as much as 25% of the host image size to be used as a watermark. They suggested using a one-level decomposition on both the host and the logo image. Each coefficient of the original signal is modified to insert the logo image. The block diagram of this scheme can be seen in Figure 11 . The coefficients have to be expanded due to the size of the logo image, which is 25% of the host image. For the logo image, A, B, C stand for the most significant byte (MSB), the middle byte, and the least significant byte (LSBe) respectively. A, B, C represent a 24-bits per coefficient. Three 24-bit numbers A', B', C' are produced by considering A, B and C as their most significant byte, respectively. Also, the middle and least significant bytes are set to zero. Then a block of 2x2 is built. The logo image is added to the original image by:
where f(m,n) is the DWT coefficient of the original image and the DWT coefficients of the logo image are given by w(m, n). This algorithm is limited to logo images that are 25% of the size of the host image. Also, there is another constraint. It is difficult to use higher wavelet decomposition steps since the watermark is a logo image. Also, their experimental results show that the watermarked image is transparent to embedding and the quality of the extracted signature is high even when the watermarked image is subjected to wavelet compression and JPEG lossy compression. On the other hand, geometric attacks were not studied in this work. The capacity issue with this scheme can be considered as trade-off between the quantity of hidden data and the quality of the watermarked image. Murkherjee et al. (1998) and also introduced a watermark sequence w i of p-ary symbols. Similar to the work of 
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Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written permission of Idea Group Inc. is prohibited. , a one-level DWT decomposition of both the original and watermark image is calculated and the coefficients are quantized into p-levels. Four transform coefficients are arranged together to form an n-vector. The coefficients of the approximation sub-band of the logo image are inserted in the corresponding approximation sub-band of the host image. The same method is applied for the detail sub-bands of the watermark and the host signals. The embedding process of the DWT host vector coefficients (v) is given by:
C(w i ) is the codeword of the watermark coefficients of w i . To detect the watermark, the original image is required. The error vector:
is used in a nearest-neighbor search against the codebook to reconstruct the embedded information according to:
Examine Figure 12 for an illustration of the vector quantization process. The vector quantization approach is more flexible than that of . It is possible to control robustness using the embedding strength (α) and adjust quality of the embedded logo image via the quantization level (p). However, this quantization algorithm has to find the closest vector in the codebook; this is computationally expensive if the codebook is large.
A method for multi-index decision (maximizing deviation method) based watermarking is proposed in Zhihui and Liang (2000) . This watermarking technique is designed and implemented in the DCT domain as well as the wavelet domain utilizing HVS (Human Visual System) models. Their experimental results show that the watermark based on the wavelet transform more closely approaches the maximum data hiding capacity in the local image compared to other frequency transform domains. Tsekeridou and Pitas presented watermarks that are structured in such a way as to attain spatial self-similarity with respect to a Cartesian grid. Their scheme is implemented in the wavelet domain. They use self-similar watermarks (quasi scale-invariant), which are expected to be robust against scaling but not other geometric transformation (Tsekeridou & Pitas, 2000) . On the other hand, hardware architecture is presented for the embedded zero-tree wavelet (EZW) algorithm in Hsai et al. (2000) . This hardware architecture alleviates the communication overhead without sacrificing PSNR (signal-to-noise ratio).
Loo and Kingsbury proposed a watermarking algorithm in the complex wavelet domain (2000). They model watermarking as a communication process.
It is shown in Loo and Kingsbury (2000) that the complex wavelet domain has relatively high capacity for embedding information in the host signal. They concluded that the complex wavelet domain is a good domain for watermarking. However, it is computationally very expensive.
The watermark and the host image are decomposed into a multi-resolution representation in the work of Hsu and Wu (1996 . The watermark is a logo binary image. The size of the watermark image is 50% of the size of the original image. Daubechies six-filter is used to decompose the original image; however, the binary logo image is decomposed with the resolution-reduction (RR) function of the joint binary image experts group (JBIG) compression standard. It is more appropriate for bi-level images such as text or line drawings than normal images; that is, it is not practical for normal images. A differential layer is obtained from subtraction of an up-scaled version of the residual from the original watermark pattern. The differential layer and the residual of the watermark are inserted into the detail sub-bands of the host image at the same resolution. The even columns of the watermark components are hidden into the HL i sub-bands. On the other hand, the odd columns are embedded into the LH i sub-bands. There are no watermarking components inserted in the approximation image to avoid visible image distortion. Also, the HH i sub-bands are not modified due to the low robustness in this sub-band. The residual mask shown in Figure 13 is used to alter the neighboring relationship of host image coefficients. During extraction, the original image is required. Using any compression filters that pack most of the image's energy in the approximation image will seriously damage the robustness of this algorithm. This is because the watermark information is embedded in the detail sub-band. Ejima and Miyazki suggested using a wavelet packet of image and video watermarking (2000) . Figure 14 depicts the wavelet packet representation used by Ejima. The energy for each sub-band B i,j is calculated. Then, certain subbands are pseudo-randomly selected according to their energy. The mean absolute coefficient value of each selected sub-band is quantized and used to encode one bit of watermark information. Finally, pseudo-randomly selected coefficients of that sub-band are manipulated to reflect the quantized coefficient mean value. This type of algorithm generates redundant information since the wavelet packet generates details and approximation sub-band for each resolution, which adds to the computation overhead. proposed to insert a watermark into the large coefficients in each DWT band of L=3, except the first level sub-bands. The number of watermark elements w i in each of the detail sub-bands is proportional to the energy of that sub-band. They defined this energy by:
where M, N denotes the size of the sub-band. The watermark (w i ) is also a Gaussian sequence of pseudo-random real numbers. In the detail sub-bands, 4,500 coefficients are modified but only 500 are modified in the approximation sub-band. Before inserting the watermark coefficients, the host image DWT Figure 13 . Scheme for binary watermarking embedding algorithm proposed by Hsu's coefficients are sorted according to their magnitude. Experiments described in show that the proposed three-level wavelet based watermarking method is robust against attacks like JPEG compression, smoothing, and cropping. These references do not mention robustness against geometric distortions such as resizing and rotation. Perceptually significant coefficients are selected applying the level-adaptive thresholding scheme in by Kim and Moon (1999) . The proposed approach in Kim and Moon (1999) decomposes the original image into three levels (L=3), applying bi-orthogonal filters. The watermark is a Gaussian sequence of pseudorandom real numbers with a length of 1,000. A level-adaptive thresholding scheme is used by selecting perceptually significant coefficients for each subband. The watermark is detected taking into account the level-adaptive scaling factor, which is used during the insertion process. The experimental results presented in Kim and Moon (1999) show that the proposed watermark is invisible to human eyes and robust to various attacks but not geometric transformations. The paper does not address the possibilities of repetitive watermark embedding or watermark weighting to increase robustness.
Discrete Cosine Transform-Based Digital Watermarking
Several watermarking algorithms have been proposed to utilize the DCT. However, the Cox et al. (1995 and the Koch and Zhao (1995) algorithms are the most well-known DCT-based algorithms. Cox et al. (1995) proposed the most well-known spread spectrum watermarking schemes. Figure 15 shows the block diagram of the Cox algorithm. The image is first subjected to a global DCT. Then, the 1,000 largest coefficients in the DCT domain are selected for watermarking. They used a Gaussian sequence of pseudo-random real numbers of length 1,000 as a watermark. This approach achieves good robustness against compression and other common signal processing attacks. This is a result of the selection of perceptually significant transform domain coefficients. However, the algorithm is in a weak position against the invariability attack proposed by Craver (1997) . Also, the global DCT employed on the image is computationally expensive. Koch and Zhao (1995) proposed to use a sequence of binary values, w∈{0, 1}, as a watermark. This approach modifies the difference between randomly selected mid-frequency components in random image blocks. They chose pseudo-randomly 8x8 DCT coefficient blocks. From each block b i , two coefficients from the mid-frequency range are pseudo-randomly selected. Figure 16 shows the block diagram of this scheme. Each block is quantized using the JPEG quantization matrix and a quantization factor Q. Then, if f b (m 1 ,n 1 ), f b (m 2 ,n 2 ) are the selected coefficients from an 8x8 DCT coefficient block, the absolute difference between them can be represented by: 
where q is a parameter controlling the embedding strength. This is not a robust algorithm because two coefficients are watermarked from each block. The algorithm is not robust against scaling or rotation because the image dimension is used to generate an appropriate pseudo-random sequence. Also, visible artifacts may be produced because the watermark is inserted in 8x8 DCT domain coefficient blocks. These artifacts may be seen more in smooth regions than in edge regions. The DCT has been applied also in many other watermarking algorithms. The reader can refer for examples of these different DCT techniques to Bors and Pitas (1996) , Piva et al. (1997) , Tao and Dickinson (1997) , Kankanhalli and Ramakrishnan (1999) , Huang and Shi (1998) , Kang and Aoki (1999) , Goutte and Baskurt (1998) , Tang and Aoki (1997) , Barni et al. (1997) , Duan et al. (1998) and .
Fractal Transform-Based Digital Watermarking
Though a lot of work has been done in the area of invisible watermarks using the DCT and the wavelet-based methods, relatively few references exist for invisible watermarks based on the fractal transform. The reason for this might be the computational expense of the fractal transform. Discussions of fractal watermarking methods are presented in Puate and Jordan (1996) , Roche and Dugelay (1998) and Bas et al. (1998) . Puate and Jordan (1996) used fractal compression analysis to embed a signature in an image. In fractal analysis, similar patterns are identified in an image and only a limited amount of binary code can be embedded using this method. Since fractal analysis is computationally expensive and some images do not have many large self-similar patterns, the techniques may not be suitable for general use.
Feature Domain Techniques (Second Generation Watermarking)
First generation watermarking (1GW) methods have been mainly focused on applying the watermarking on the entire image/video domain. However, this approach is not compatible with novel approaches for still image and video compression. JPEG2000 and MPEG4/7 standards are the new techniques for image and video compression. They are region-or object-based, as can be seen in the compression process. Also, the 1GW algorithms proposed so far do not satisfy the watermarking requirements.
Second generation watermarking (2GW) was developed in order to increase the robustness and invisibility and to overcome the weaknesses of 1GW. The 2GW methods take into account region, boundary and object characteristics and give additional advantages in terms of detection and recovery from geometric attacks compared to first generation methods. This is achieved by exploiting salient region or object features and characteristics of the image. Also, 2GW methods may be designed so that selective robustness to different classes of attacks is obtained. As a result, watermark flexibility will be improved considerably (http://www.tsi.enst.fr/~maitre/tatouage//icip2000.html). Kutter et al. (1999) published the first second-generation paper in ICIP1999. Kutter et al. used feature point extraction and the Voronoi diagram as an example to define region of interest (ROI) to be watermarked (1995) . The feature extraction process is based on a decomposition of the image using Mexican-Hat wavelet mother, as shown in Figure 17 . In two dimensions the Mexican-Hat wavelet can be represented as:
where ϖ is the two-dimensional coordinate of a pixel (refer to Figure 18 ). Then the wavelet in the spatial-frequency domain can be written as
where k H is the 2D spatial-frequency variable. The Mexican Hat is always centered at the origin in the frequency domain, which means that the response of a Mexican Hat wavelet is invariant to rotation. However, the stability of the method proposed in Kutter's work depends on the features points. These extracted features have the drawback that their location may change by some pixels because of attack or during the watermarking process. Changing the location of the extracted feature points will cause problems during the detecting process.
Later in 2000, ICIP organized a special session on second-generation digital watermarking algorithms (Baudry et al., 2000; Eggers et al., 2000; Furon & Duhamel, 2000; Loo & Kingsbury, 2000; Miller et al., 2000; Piva et al., 2000; Solachidis et al., 2000) . Eight papers were presented in this session. This special session was intended to provide researchers with the opportunity of presenting the latest research results on second-generation digital watermarking Kutter et al. (1999) show that rather than looking at the image from a signal (waveform) point of view, one can try to exploit the objects, or the semantic content, of the image to insert and retrieve the watermark. In Solachidis (2000) , the properties of the Fourier descriptors are utilized in order to devise a blind watermarking scheme for vector graphics images. With this approach, the watermarking method will be robust to a multitude of geometric manipulations and smoothing. But, it is still not robust to polygonal line cropping and insertion/deletion of vertices. The method should be improved more in this direction.
A new modulation (embedding) scheme was proposed by Lu, Liao and Sze (2000) and . Half of the watermark is positively embedded and the other half is negatively embedded. The locations for the two watermarks are interleaved by inserting complementary watermarks into the host signal. J represents the just noticeable difference value of the selected wavelet coefficient based on the visual model (Wolfgang et al., 1999) . α is the weighting factor, which controls the maximum possible modification. It is determined differently for approximation and detail sub-bands. Extraction is achieved by reordering the transform coefficients and applying the inverse formula,
This proposed complementary modulation approach can be applied to all spread spectrum watermarking algorithms in other domains. It performs better than random insertion because modulation of one of the two marks will be significantly stronger after attack by simultaneously embedding two complimentary watermarks. Security issues and geometric attacks were not considered in the design of this algorithm. Also, used the same approach to propose a semi-blind watermark extraction. The original image is not required at the detection side; only a set of image-dependent parameters is needed. These parameters describe the wavelet coefficient probability distribution that originally has been embedded. The host image coefficient selection is limited to detail sub-bands because only the high frequency bands can be accurately modeled using this approach. More research should focus on the analysis of accuracy of independent component analysis (ICA). This is because ICA is used to represent the host image in this work. Also, the accuracy of automatic segmentation is one of the drawbacks of this method.
Piva et al. proposed a method for a DWT-based object watermarking system for MPEG-4 video streams. Their method relies on an image-watermarking algorithm, which embeds the code in the discrete wavelet transform of each frame. They insert the watermark before compression, that is, frame by frame, for this to be robust against format conversions. However, analysis of the proposed system against a larger set of attacks is not considered in Piva et al. (2000) .
The host image is decomposed using the dual tree complex-wavelet transform (DT-CWT) to obtain a three-level multi-resolution representation in Loo and Kingsbury (2000) . The mark is a bipolar, w i ∈{-1, 1} pseudo-random bitmap. The 1,000 largest coefficients in the DCT domain are selected in a similar manner to the Cox et al. algorithm (1997) . However, the embedding is done in the wavelet transform domain. The watermark coefficient is inserted according to:
where α and β are level-dependent weights. ζ(m,n) is the average magnitude in a 3x3 neighborhood around the coefficient location. The DT-CWT has a 4:1 redundancy for 2D signals. The proposed transform overcomes two drawbacks of the DWT. These are directional selectivity of diagonal features and lack of shift invariance. Real DWT filters do not capture the direction of diagonal features. As a result of that, the local image activity is not optimally represented, also limiting the energy of the signal that can be embedded imperceptibly. Shift invariance means that small shifts in the input signal do not cause major variations in the distribution of energy between wavelet coefficients at different scales. On the other hand, due to the redundancy in the transform domain, some embedded information might be lost in the inverse transform process or during image compression, which affects the robustness of the algorithm.
Comments on the Existing Algorithms
From the literature review in this section, it is apparent that digital watermarking can be achieved by using either transform techniques and embedding the watermark data into the frequency domain representation of the host image or by directly embedding the watermark into the spatial domain data of the image. The review also shows there are several requirements that the embedding method has yet to satisfy. Creating robust watermarking methods is still a challenging research problem. These algorithms are robust against some attacks but not against most of them. As an example, they cannot withstand geometric attacks such as rotation or cropping. Also, some of the current methods are designed to suit only specific application, which limits their widespread use.
Moreover, there are drawbacks in the existing algorithms associated with the watermark-embedding domain. These drawbacks vary from system to system. Watermarking schemes that modify the LSB of the data using a fixed magnitude PN sequence are highly sensitive to signal processing operations and are easily corrupted. Some transform domain watermarking algorithms cannot survive most image processing operations and geometric manipulations. This will limit their use in large numbers of applications. Using fractal transforms, only a limited amount of binary code can be embedded. Since fractal analysis is computationally expensive, and some images do not have many large, self-similar patterns, fractal-based algorithms may not be suitable or practical for general use. Feature domain algorithms suffer from problems of stability of feature points if they are exposed to an attack. For example, the method proposed in Kutter's work depends on the stability of extracted features whose locations may change by several pixels because of attack or because of the watermarking process. This will cause problems during the decoding process. Security is an issue facing most of the algorithms reviewed.
FUTURE OF DIGITAL WATERMARKING
Watermarking technology is still in the evolutionary stages. The watermarking future is promising. While the challenges to realization of this dream are many, a great deal of research effort has already been expended to overcome these challenges. Therefore, the objective of this section is to shed light on important aspects of the future of watermarking technology.
Development Challenges
Watermarking technology will become increasingly important as more vendors wish to sell their digital works on the Internet. This includes all manners of digital data including books, images, music and movies. Progress has been made and lots of developments and improvements have happened in the last seven years. However, despite this development and improvement in the digital image watermarking field, current technologies are far from what the end user is expecting. Lack of standardization and lack of a set of precise and realistic requirements for watermarking systems are two aspects that hinder further developments of digital watermarking techniques and copy protection mechanisms. Also, the lack of agreement on the definition of a common benchmark for method comparison and on the definition of the performance related concept is the third aspect for this hindering.
Digital Watermarking and Image Processing Attacks
Digital watermarking was claimed to be the ultimate solution for copyright protection over the Internet when the concept of digital watermarking was first presented. However, some problems related to robustness and security of watermarking algorithms to intentional or unintentional attacks still remain unsolved. These problems must be solved before digital watermarking can be claimed to be the ultimate solution for copyright ownership protection in digital media. One of these problems is the effect of geometrical transformations such as rotation, translation and scaling on the recovery of the watermark. Another is the security of the watermarking algorithm when intentional attackers make use of knowledge of the watermarking algorithm to destroy or remove the watermark.
Watermarking Standardization Issue
The most important question about watermarking technology is whether watermarking will be standardized and used in the near future. There are several movements to standardize watermarking technology, but no one standard has prevailed at this moment in time. Some researchers have been working to develop a standardized framework for protecting digital images and other multimedia content through technology built into media files and corresponding application software. However, they have lacked a clear vision of what the framework should be or how it would be used.
In addition, there was a discussion about how and whether watermarking should form part of the standard during the standardization process of JPEG2000. The requirements regarding security have been identified in the framework of JPEG2000. However, there has been neither in-depth clarification nor a harmonized effort to address watermarking issues. It is important to deduce what really needs to be standardized for including the watermarking concept in JPEG2000 and to what extent. The initial drafts of the JPEG2000 standard did not mention the issue of watermarking. However, there is a plan to examine how watermarking might be best applied within JPEG2000. The features of a given watermarking scheme are likely to offer designers an opportunity to integrate watermarking technology into JPEG2000 for different application such as distributing images on the Internet. Also, standardization of digital watermarking will influence the progress in imaging standards of JPEG2000 where the data security will be part of this standard. Therefore, the likelihood is that watermarking technology will be used in conjunction with JPEG2000 (Clark, 2000) .
Future Highlights
Nevertheless, the future seems bright for digital watermarking. Many companies have already been active in digital watermarking research. For example, Microsoft has developed a prototype system that limits unauthorized playback of music by embedding a watermark that remains permanently attached to audio files. Such technology could be included as a default playback mechanism in future versions of the Windows operating system. If the music industry begins to include watermarks in its song files, Windows would refuse to play copyrighted music released after a certain date that was obtained illegally. Also, Microsoft Research has also invented a separate watermarking system that relies on graph theory to hide watermarks in software.
Normally the security technology is hackable. However, if the technology is combined with proper legal enforcement, industry standards and respects of the privacy of individuals seeking to legitimately use intellectual property, digital watermarking will encourage content creators to trust the Internet more. There is a tremendous amount of money at stake for many firms. The value of illegal copies of multimedia content distributed over the Internet could reach billions of dollars a year. It will be interesting to see how the development and adoption of digital watermarking plays out. With such high stakes involved for entertainment and other multimedia companies, they are likely to keep pushing for (and be willing to pay for) a secure technology that they can use to track and reduce copyright violation and capture some of their foregone revenues. Finally, it is expected that a great deal of effort must still be put into research before digital image watermarking can be widely accepted as legal evidence of ownership.
CHAPTER SUMMARY
This chapter started with a general view of digital data, the Internet and the products of these two, namely, multimedia and e-commerce. It provided the reader with some initial background and history of digital watermarking. The chapter gave an extensive and deep literature review of the field of digital watermarking in the second section. The concept of digital watermarking and the requirements of digital watermarking were discussed. In the third section, digital watermarking algorithms were reviewed. They were grouped into three main collections based on the embedding domain, that is, spatial domain techniques, transform domain techniques or feature domain techniques. The algorithms of the frequency domain were further subdivided into wavelet, DCT and fractal transform techniques. The fourth section highlighted the future prospective of the digital watermarking.
