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ABSTRACT
The vehicle routing problem with backhauls is a variation of the more general vehicle
routing problem where a set of customers with known pickup or "backhaul" demand and
a set of customers with known delivery demand are serviced by a homogeneous fleet of
fixed-capacity vehicles from a single distribution center or depot. The objective is to
provide each vehicle with a sequence of deliveries so that all demands are serviced and
the total distance traveled is minimized without violating any ofthe constraints. In this
paper, an attempt is made to evaluate the merits ofusing Tabu Search to solve a vehicle
routing problem with backhauls encountered at a industrial gas delivery terminal. The
results of the Tabu Search procedure are compared to actual schedules, the results
obtained via the Clark-Wright Savings heuristic, and the results obtained from a
randomized, iterated version ofthe Clark-Wright Savings heuristic. Using a one-day
scheduling horizon, the Tabu Search procedure creates schedules that require 19.2%,
3.3% and 0.3% less miles respectively. Likewise, using a five-day scheduling horizon,
the Tabu Search procedure creates schedules that require 36.5%, 3.1% and 0.1% less
miles respectively.
1.0 Problem Definition
The vehicle routing and scheduling problem with backhauls (VRPB), is a variant of
the general pickup and delivery problem ( GPDP ) for which Savelsbergh and Sol [20],
provide a rather thorough overview. In the GPDP, according to Savelsbergh et aI, a set of
routes is constructed to satisfy transportation requests. Each transportation request
specifies the size ofthe load to be transported, the locations where it is to be picked up
and the locations where it is to be delivered. A fleet ofvehicles, with given capacities
and start and end locations, is available to operate the routes. Each transportation request
has to be transported by one vehicle from its set oforigins to its set ofdestinations,
without any transshipments at other intermediate locations. The pickup and delivery
problem (PDP) is a special case of the GPDP where each transportation request specifies
a single origin and a single destination and all vehicles depart from and return to a central
depot. The vehicle routing problem (VRP) is a PDP where all of the transportation
request origins or all of the transportation request destinations are located at the depot.
The VRPB is a variation ofthe VRP, where there is a set of transportation requests whose
origin location is the depot and whose destination location may be any non-depot
location. Likewise, there is a set ofrequests whose origin location is a non-depot location
and whose destination location is the depot. The latter request type is known in the
literature as a backhaul request. The size ofall transportation requests are known and are
serviced by a homogeneous fleet of fixed-capacity vehicles from a single distribution
center or depot. The objective is to provide each vehicle with a sequence of deliveries so
that all requests are serviced anq the total distance traveled is minimized without
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violating any side constraints. The GPDP and its variants are known as complex
combinatorial problems since the number ofpossible solutions increases exponentially as
the number ofdelivery requests increases.
In the classical VRP, transportation requests are represented by a set ofdelivery
customers with known demands, which are serviced by a homogeneous fleet of fixed-
capacity vehicles and whose origins are at the single distribution center or depot. The
objective is to provide each vehicle with a sequence ofcustomer deliveries such that all
customer demand is serviced and the total distance traveled is minimized without
violating side constraints. Bodin [6], provides a thorough overview ofthe VRP.
In the classical VRPB, according to Casco, Golden and Wasil [7], customers are
either backhaul customers or delivery customers. In addition, backhaul customers are not
allowed to be serviced until all delivery customer's have been serviced, in an attempt to
circumvent the problems associated with rearranging items on vehicles. In the VRP,
vehicles typically leave the depot with a full load and return empty, however, in the
VRPB, vehicles leave with a full load and return with a full load. There are a wide
variety ofVRPB problems faced in practice, which according the to Casco et aI, may
explain why such little research has been published. As a starting point to VRPB
classification, Casco et aI, suggests answering the following questions: What percentage
ofthe requests are backhauls? Must backhauls be serviced after all deliveries and are
there any other restrictions on when backhauls are allowed to be serviced? What is
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backhaul demand relative to vehicle capacity? Is the number oftrucks fixed in advance?
Can vehicles run multiple trips per day? Must backhaul demand be completely satisfied?
Can backhauls be split across routes? Will a vehicle service backhauls only?
2.0 Traditional Solution Approaches
The VRPB has not been extensively researched and most solution techniques are
modifications ofthe techniques used to solve the more general VRP or PDP. However,
many ofthe optimal solution techniques that have been developed for these problems are
not practical for maJ;ly real-world size problems. For this reason, most VRP and PDP
solution techniques involve heuristics that are designed to evaluate a relatively small
percentage ofthe possible solutions while attempting to find an optimal or a near-optimal
solution. Most heuristic techniques involve some sort of "greedy" method which moves
to a solution as quickly as possible without considering alternative directions iha.t may be
less attractive in the short-term but which may provide greater long-term savings. These
methods are fast and have been found to provide decent solutions. Some techniques use
the results of a greedy procedure as an initial solution which is subsequently improved
via an improvement strategy. The improvement strategy usually involves the application
ofwhat is known as neighborhood search.
4
2.1 Clark-Wright Savings Heuristic
The Clark-Wright Savings Heuristic ( CWSH ), developed by G. Clarke, and lW.
Wright [8], is widely used in practice as a basis to solve the single-depot VRP. The
CWSH determines the number of trucks to use and the optimal assignment ofcustomers
to trucks, with respect to distance or time. It is assumed that each customer has a known
location and deterministic delivery requirements which are less than a truck-load. In
addition, it is assumed that the trucks are homogeneous with respect to a limited loading
capacity.
The CWSH begins with a solution, that is clearly inefficient, which services each
customer individually from the depot using a separate truck. The initial solution is
improved by combining routes according to a savings function in order to eliminate
unnecessary return trips. Routes are combined by eliminating one of customer (i )'s
return iegs and one ofcustomer (j )'s return legs and replacing them with a leg
connecting the two customers. Ifthe resulting solution is better than the existing
solution, it is worthwhile to combine the routes. At the beginning of the procedure, the
savings .for all customer pairs is calculated and at each iteration, an attempt is made to
reduce the number ofroutes by connecting the customer pair that provides the largest
feasible savings. Since each customer has two legs that begin ?r end at the depot, a
customer can be directly involved in no more than two route merges, after which all
savings, involving the customer, is removed from further consideration. The savings
represents the difference in cost of the solution before and after combining the routes. It
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is assumed that the distance from any two locations is equal in both directions. In the
scenario where the objective is to minimize the distance, the potential savings expected
from combining any two routes via customers ( i ) and (j ), is calculated as follows:
CWSH Savings Function
BeforeCost ( i, i) = 2*Distance ( depot, i) + 2 *Distance ( depot, i)
AfterCost( i, j ) = Distance ( depot, i) +Distance ( i, j ) +Distance (j, depot )
Savings( i, i) = BeforeCost ( i, i) - AfterCost( i, i)
= Distance ( depot, i) + Distance ( depot, i) - Distance ( i, i)
The CWHS procedure executes according to the following code:
( CWSH Pseudo Code
Stepl: Create initial solution.
Step2: Compute the savings for allpairs ofcustomers.
Step3: Ifthere are no unevaluatedpairs with positive savings, STOP.
Step4: Choose t~e unevaluated customer pair with the largest savings.
Step5: Ifthe combined route isfeasible, combine the routes into one route.
Step6: Go to Step3.
Deif and Bodin [7] developed a procedure, based on the CWSH, for the classical
VRPB where backhauls must be serviced after all deliveries have been serviced for a set
ofproblems where roughly 10 to 50 percent of the delivery points are backhaul points. In
order to avoid returning a large number of short routes, the authors sought to delay route
merges, that involved backhauls and deliveries. A penalty term, of some function ofthe
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maximum savings, is subtracted from the calculated savings for all mergers directly
involving backhauls and deliveries. The original savings function is adjusted as follows:
Adjusted_Savings( i, j) = Savings - 1lS
where: Savings is the original CWHS savings value.
S is an estimate ofthe maximum savings.
ff is a penalty multiplier, and
The procedure was executed using various penalty multipliers. The results indicate that
solution quality is dependent on the penalty multiplier and a penalty multiplier that is
greater than zero performs better than a penalty multiplier that is equal to zero.
2.2 Cheapest Insertion Heuristics
The cheapest insertion heuristic ( ern ) attempts to insert customers that have not
been assigned to a route one by one, until the route is full with respect to the capacity or
time constraints or is otherwise deemed non-feasible. Subsequently, the procedure
initializes a new route and the process continues until all customers have been routed or
no more customers can be feasibly inserted into a route. Typically, calculations are
performed to determine: the order in which customers are evaluated for route insertion,
the route in which the next customer to be evaluated is inserted, and the route position to
which the customer is inserted.
Golden, Baker, et al [7] developed aVRPB heuristic procedure for a problem where
backhauls are allowed to precede deliveries and represent 10 percent ofthe demand
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points and where vehicles have capacity and route duration constraints. In the first phase
of the procedure, deliveries are routed using the CWSH and in the second phase,
backhauls are inserted into the existing routes using a crn. In an attempt to reduce the
extent to which deliveries are repositioned on the truck, the insertion ofbackhauls is
delayed until the end of the route, by increasing the insertion cost by a function of the
number of deliveries that follows the potential insertion point. The cost of inserting a
given backhaul( k ) between delivery points ( i ) and (j ) is calculated as follows:
C(k) = C( i, k) + C( k, j) - C( i, j) +pd
where: P is a penalty multiplier, and
d is the number ofdeliveries following ( k)
The cost of inserting each backhaul into each possible insertion point is calculated and the
backhaul with the least cost is inserted into the associated route position. The direction of
a given route is fixed and is specified by the first inserted backhaul. This continues until
all backhauls have been inserted. The performance ofthe procedure was evaluated using
three problems each consisting of 50 deliveries and 5 backhauls. They found that as the
penalty multiplier increased from 0.50 to 15.50 the number ofdeliveries after backhauls
decreased to zero while the total route length increased. Using small penalty multipliers,
the procedure generally produced shorter routes, as one would expect, since backhauls are
allowed to be inserted as soon as vehicle capacity allowed.
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Casco, et al [7], developed a load-based backhaul insertion procedure for the VRPB
similar to stop-based procedure developed by Golden, Baker, et al [7], for a problem
where roughly 20% of the points are backhauls and deliveries after pickups are allowed.
An initial solution is created using CWSH for the deliveries usingsmaller than actual
truck capacities in order to increase the flexibility of assigning backhauls to route
positions other than at the end. Backhauls are initially assigned to common-carrier
routes, where each requirement is assigned to a different fictitious route. The decision to
insert a backhaul into a particular route position is based on the delivery load amount
remaining after the backhaul is serviced. This differs from the stop-based insertion
procedure which treats all delivery stops equally without regard to the size or quantity of
the deliveries remaining. The load-based procedure allows for backhauls to be serviced
before deliveries given there is enough space on the truck such that the amount ofproduct
shufflingis minimal. The cost of inserting a backhaul (k), between stops (i) and CD is
calculated as follows:
C( k) = C( i, k) + C( k, i) - C( i, i) - ( 1+R) *C( 1, k) + PD
Where: C(x,y )
R
P
D
is the distance between stops x andy.
is the common carrier costper distance.
is apenalty multiplier
is the number ofunits delivered after servicing ( k).
The penalty multiplier is varied in order to obtain a list of candidate solutions. The
candidate solutions are subsequently filtered through a set of conditions inorder to
identify high quality solutions. Since deliveries have a higher priority than backhauls,
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solutions where at least 60 percent of the deliveries are made before the first backhaul are
considered high quality solutions. In an attempt to reduce product shuffling, solutions
for which the amount of truck loading capacity available is greater than 20%, after the
first backhaul, is considered a high quality solution. Solutions where no deliveries are
serviced after backhauls are considered high quality as long as the solution is feasible.
The authors show that the performance of the procedure is sensitive to the initial vehicle
capacity and the backhaul penalty selected.
2.3 Nearest Neighbor Heuristics
The nearest-neighbor heuristic ( NNH ) is a greedy heuristic that begins with a seed
customer, often chosen randomly and is typically assigned to the first position ofthe first
route in the solution. The customer selected to be added to the next position in the route
is the unassigned customer that is "nearest" to the last customer selected to the route.
Often times an assigned customer has more than one "nearest" neighbor and ties must be
broken according to some predefined rule. If it is feasible, the selected customer is added
to the next position in the route, otherwise, the customer is assigned to the first position in
the next route. The process continues until all customers have been feasibly routed. The
NNH is a rather simple heuristic, however it has been proven to be highly effective.
Gillet and Miller's [12] Sweep Algorithm is a heuristic procedure which uses the
NNH as a basis to solve the single-depot VRP. In this procedure, routes are created using
the polar angle of each customer location with respect to the depot location. Customer
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locations are first sorted by increasing polar angle and then by increasing radial distance
from the depot, to break ties. The depot is assigned location index #1 and the customer
locations are assigned according to their sorted order. In ~e first phase ofthe Sweep
Algorithm, the two-dimensional plane is traversed in a clock-wise manner, starting from
the depot location which is located at point [0,0] and locations are assigned to routes
according to the NNH. After customers are assigned to routes, the customer sequence
that minimizes the cost function is determined and customers are ordered according to
that sequence. An attempt is made to improve this solution by removing one location
from it's current route with one or more locations from the following indexed route. The
second phase of the Sweep Algorithm is identical to the first phase except the two-
dimensional plane is traversed in a counter clock-wise manner.)
Experiments were performed using 12 sets ofdata with 20,30,50, 75, 100 and 250
customer locations and with various truck 10adinKarea and maximum Joute distance
constraints. The results of the Sweep Algorithm were compared to the published results
. ,
of two heuristic algorithms used to solve the VRP. The Sweep Algorithm produced
better solutions for the larger problems (50, 75 and 100 locations) with respect to time
and accuracy and produced solutions that were worse but comparable to the best found by
the two base procedures with respect to time and accuracy for the smaller problems. The
authors conclude that the computer time required to solve the VRP using the Sweep
Algorithm increases linearly with the total number of locations, provided the number of
locations for each route remains relatively constant. In addition, they conclude that the
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computer time increases quadratically with the average number of locations per route,
provided the total number of locations remains relatively constant.
2.4 Space-Filling Curve Heuristics
According to Barthodi and Platzman [4], a space-filling curve (SFC) is a continuous
function which transfonns points on a line in the interval [ 0,1 ] to points within the unit
square according to the following transfonnation:
p = phi(x)
where: x is a point on the line.
phi is the space-jilling curve function.
p is a point within the unit square.
This transformation has proven useful in routing settings where locations are clustered
with respect to distance. The inverse ofthe SFC function is used to transform points
within the unit square to points that lie on the unit interval, thereby transfonning the
problem from two dimensions to one. The sorted values represent a sequence ofpoints
where points that were close to each other in the unit square are close to each other on the
interval. The coordinates of locations in a VRP, typically do not fall within the unit
square, therefore, the coordinates must be translated, scaled and rotated, in order to insure
that the points are within the unit square. SFC transformations are typically used in a
multi-phased procedure which first attempts to cluster locations and subsequently
attempts to route the locations using another procedure, however, since the points that are
close to each one the line were close to each other in the square, visiting the locations in
the order that-.:.they appear on the line is often used to route the customers, using the NNH,
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when the quality of a route is primarily a function of distance traveled. It is important to
note that there are a number of SFC transformation functions and that they all are
approximations and do not represent a one-to-one mapping of the spaces.
Goetschalckx and Horsley [18], developed a procedure to solve the VRPB using the
SFC idea first proposed by Barthodi and Platzman [4] where backhauls are not allowed to
be serviced before deliveries. The procedure was tested using data where 20, 33 and 50
percent of all points are backhauls. The delivery and backhaul points are transformed
from the plane to a line using a SFC transformation and are sorted in increasing order of
their positions on the line. Subsequently, the points are clustered independently to form a
set of routes containing only delivery points and a set of routes containing only backhaul
points. The points are clustered using either a nearest neighbor method or a method
based on the k-median problem. Using the NNH, a new route is formed starting with the
point that has not been assigned to a route having the smallest assigned number and
points are added to a given route until the capacity constraints are violated. A new route
is started and the process continues until all points have been assigned to a route. Using
the k-median method, the number ofroutes (k) is specified and the line is divided into k
identical intervals and the medians are selected to be the points closest to the midpoints of
the intervals. The procedure starts by selecting the point not yet on a route having the
smallest assigned number. If truck capacity remains, the point is assigned to the route R,
where R is the closest median point. If there is no capacity, the point is assigned to route
R + 1. The method is continued until all points have been placed on a route. Ifall points
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can not be placed on a route, K is increased by one and the clustering is repeated. The
line is continued to be divided into more clustered until enough clusters are formed so
that all points can be placed on a route. After creating the all-delivery and all-backhaul
routes, each delivery route is merged with a nearby backhaul route to form one route in
which backhauls take place after all deliveries have been performed.
In order to examine the performance ofthe two SFC heuristics, 15 random test
problems where created ranging in size from 25 to 200 points, with 20% to 50% specified
as backhauls. An attempt was made to improve the results ofboth procedures using 2-opt
and 3-opt neighborhood search procedures ( See Section 2.6.1 ), while keeping the initial
clusters and interface points fixed. It was found that both procedures produced routes
with comparable lengths, however the nearest neighbor greedy method generally used
fewer trucks and utilized their capacities more effectively.
2.5 Optimal Procedures
Yano et al [25], developed a procedure to determine the optimal solution to a
practical GPDP where all pickups are required to follow deliveries. According to the
authors, an optimal solution approach seems viable since, due to capacity constraints,
routes consisting ofmore than four customers is highly unlikely, therefore the issues
related to combinatorial explosion are reduced. The problem is faced by acentralized
distribution center which services 40 stores using 11 vehicles with an average of 15 stores
to deliver to per day. There is a common-carrier component, where outside delivery
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companies can be hired to perform deliveries. Pickups are not always delivered to the
depot, some have a destination location other than the depot. Shipments are made
without transshipments, therefore the truck that picked-up the delivery at the source
location must perform the delivery at the destination location. The trucks are allowed to
make more than one trip per day. Pickups and deliveries must be made between closing
and opening times at each location.
The procedure is initialized with a feasible solution and a set covering routine, using
branch and bound is used to find the optimal solution. A set (j ) ofroutes is created via
an initialization procedure and a linear program is then used to select the best set ofroutes
from the set (j ) such that the selected routes "cover" the set of customer demands. The
resulting model of the linear program is as follows:
Min
S.t.
where
Lex.
'J ri.
1;aijxj :c
Xj =
cj =
xj =
aij =
1, for all requirements( i)
oor 1, for all routes(j )
cost or distance ofroute(j )
1, ifroute(j ) is selected, otherwise 0
1, ifrequirement( i) is on route (j )
The first initialization procedure begins by creating all feasible single and multiple
destination routes, each beginning and ending at the depot for the private fleet. The order
in which requirements assigned to the same truck are satisfied is determined by total
enumeration. The routes are then sorted by increasing order based on the number of
requirements and starting at the bottom ofthe list, a route is selected ifevery requirement
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on the route is not on a route already selected. The process continues with the next route
until all requirements have been selected. The first initialization procedure tended to
select routes consisting o:f.t:nore than one requirement for requirements that have many
alternatives, however it tended to select routes servicing few requirements for
requirements that did not have many alternatives. This resulted in the major differences
~between the optimal solution and the first initial solution. The second initialization
procedure begins by finding the requirement that has the least number of feasible
alternative routes. The corresponding route is selected if every requirement on the route
has not yet been selected. The process continues until all requirements have been
selected. The second initialization procedure reduced the difference in cost between the
initial and optimal solutions from anywhere between 1/3 to 1/2, however it did not
significantly reduce the computation time. The procedure solved problems consisting of
20 to 40 observations within 10 to 30 minutes on a personal computer. It has been
determined that a good initial feasible solution reduces computational time.
2.6 Neighborhood Search Procedures
According to Glover [13], neighborhood search is built upon the premise that all
solutions have a set ofneighboring solutions that can be reached via a transformation of
the existing solution. In the literature, the transformation is typically referred to as a
move. For example, in scheduling settings, the neighborhood of an existing solution can
be defined as the set ofsolutions that result from moving eachjob from it's current
position to a another position, one job at a time. A neighborhood search procedure is
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initialized with a solution, which becomes the current solution and is marked as the best
solution found. The current solution's neighborhood is s.earched for a solution that
satisfies a specified selection criteria. Ifthere is a solution that satisfies the selection
criteria, it becomes the new current solution, otherwise, the procedure ends and the best
solution found so far is returned. If the new current solution is better than the best
solution found, it is marked as the best solution found and the process continues,
otherwise, the best solution found is returned as the solution to the problem. The steps of
the General Neighborhood Search procedure, according to Glover [13] are as follows:
General Neighborhood Search Procedure
Stepl:
Step2:
Step3:
Step4:
Step5:
Step6:
Step7:
Create an initial solution
Mark current solution as the best solution found.
Ifmax allowed time or number ofiterations has been reached, go to Step7.
Find a solution in the neighl1brhood ofthe current solution that satisfies the
selection criteria. Ifnonefound, go to Step7.
Make the solution found in Step 4 the new current solution.
Ifcurrent solution is better than the best solution found so far, go to Step2.
Return the best solution found so far.
The general neighborhood search method is often modified to achieve certain goals. For
instance, ifthe goal is to find a solution that is better than or equal to all solutions in it's
neighborhood, the selection criteria used in Step4 ofthe procedure, could be modified to
require that the neighboring solution must be less than the current solution. In the
neighborhood search literature, this method is known as the Steepest Descent method and
it results in a local optimal solution, with respect to the initial solution. The steps ofthe
Steepest Descent procedure are as follows:
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Steepest Descent Neighborhood Search Procedure
Step1: Create an initial solution
Step2: Mark current solution as the best solution found.
Step3: Ifmaximum allowed time or iterations has passed, go to Step 7.
Step4: Find a solution in the neighborhood ofthe current solution that is better
than or equal to the current solution. Ifnone found, go to Step7.
Step5: Make the solution found in Step 4 the new current solution.
Step6: If current solution is better than the best solution found so far, go to Step2.
Step7: Return the best solution found so far.
There is a high probability that the local optimal solution generated, by the Steepest
Descent procedure, will not be the global optimal solution to the problem. In order to
circumvent this problem, the Steepest Descent method is often restarted from randomly
selected initial solutions. This procedure is known as the Iterated Steepest Descent
method and is perfonned as follows:
Iterated Steepest Descent Neighborhood Search Procedure
Step1: Create a different initial solution.
Step2: Ifit qualifies, mark the current solution as the best solution found.
Step3: Ifthe maximum allowed time or iterations has been reached, go to Step6.
Step4: Find a solution in the neighborhoodofthe current solution that is better
than or equal to the current solution. Ifnonefound, go to Step1.
Step5: Make the solutionfound in Step 4 the new current solution and go to Step2
Step6: Return the best solution found so far.
In addition, local optima can be avoided by modifying the procedure to randomly select a
solution from the neighborhood. Ifthe selected solution is inferior to the current solution,
accept it as the new current solution with a probability that decreases as the extent to
which it is inferior increases and if it is not inferior accept it without condition. The
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probability of accepting inferior moves is a parameter ofthe procedure and is typically
assigned a high number which is periodically reduced as the number of iterations
increases. This method is known as the Monte-Carlo Steepest Descent and is performed
as follows:
Monte-Carlo Steepest Descent Neighborhood Search Procedure
Step]: Create an initial solution
Step2: Mark current solution as the best solution found.
Step3: If the maximum allowed time or iterations has been reached, go to Step7.
Step4: Randomly select a solution from the neighborhood ofthe current solution.
Ifthe selected solution is better than the current solution, go to Step5. Ifthe
selected solution is not better than the current solution, go to Step5 with the
assignedprobability. Ifthe inferior solution is not selected according to the
assigned probability, go to Step3.
Step5: Make the solution found in Step 4 the new current solution.
. Step6: Ifcurrent solution is better than the best solution found so far, go to Step2.
Step 7: Return the best solution found so far.
2.6.1 n-Opt Exchange
According to Thangiah, Potvin and Tong [23], the n-opt exchange procedure
transforms one solution into other solutions by bisecting ( n ) routes at specified locations
and reassembling the components. The neighborhood is defined by the number ofways
that ( n ) routes can be disconnected and reassembled. For example, in the 2-opt
exchange, the first set of customers on the first route is connected with the last set of
customers on the second route and the first set ofcustomers on the second route is
connected with the last set ofcustomers on the first route.
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2.6.2 A-interchange
According to Thangiah, Potvin and Tong [23], the A-interchange transforms one
solution into another solution according to the following neighborhood definition. Given
a set ofroutes S = { R1, R2, R3 .... RIc } consisting of a set of customers, a A-interchange
between a pair ofroutes Rp and Rq is a swap of a set ofcustomers S1 from Rp with a set
ofcustomers S2 from Rq, where the size of the customer sets are less than or equal to a
specified A. The two new routes Rp' = (Rp - Sl ) U S2 and Rq' = (Rq - S2) U Sl. The
neighborhood of S is the set of all neighbors generated in this way for a given value of A.
2.6.3 Implementations
Thangiah, Potvin and Tong [23] constructed a procedure to solve the classical
VRPB, via a combination of the A-interchange, 2-opt exchange and a cheapest insertion
heuristic. Each customer has a time window constraint specified as the earliest and latest
feasible delivery times and backhauls must be serviced after all deliveries have been
performed. The objective is to service all customers while minimizing the number of
vehicles and distance traveled while not violating the capacity and route duration
constraints of the vehicles and the time window constraints of each customer.
In the first phase, of the procedure, an insertion procedure is used to obtain a feasible
initial solution. The procedure begins by selecting a seed customer to initialize the first
route. Non-routed customers are inserted one by one into the route until the route is full
with respect to capacity or route duration constraints. The insertion cost ofpotentially
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inserting a non-routed customer between two customers on a route is equal to a function
of the potential route duration and travel time. The insertion cost is computed for each
non-routed customer for all feasible insertion positions and the non-routed customer that
minimizes the insertion cost is inserted into the route at the corresponding location.
When no more customers can feasibly be added to the route, the procedure initializes a
new route by selecting a seed customer. The customer selected to be the next seed
customer is based on a weighted score which favors those that are far from the depot,
have an early deadline, and are close to the last customer ofthe previously constructed
route. The score is calculated using predetermined and fixed weights. At this point, the
non-routed customers are inserted into the new route and the process continues until all
customers are routed.
In the second phase of the procedure, an attempt is made to improve the initial
solution using the 2-opt exchange and A-interchange neighborhood search procedures.
The 2-opt exchange procedure is executed on the initial solution where the routes are
disconnected after the last delivery and before the first backhaul customer in each route,
in order to adhere to the restriction which specifies that deliveries must precede
backhauls. The procedure is performed on each route pair and the best solution is
selected. 'fhe resulting solution may not be feasible, therefore, the A-interchange
procedure is executed to find a feasible solution, if the current solution is not feasible,
otherwise it is used to find a better feasible solution.
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The A-interchange procedure is performed using a Avalue of 2, resulting in the swap
operators listed in ( Figure-I) below. The neighborhood is the set of solutions that can
be generated by executing the swap using the operator on the route pair ( Rp, Rq). At
each iteration, the route pairs ( Rp, Rq ) and the swap operators are evaluated in a
predetermined order and the first feasible neighboring solution that has a better cost than
the current solution is selected as the next current solution.
Operator Description
(0,1 ) Move one customer from Rq to Rp.
( 1,0) Move one customer from Rp to Rq.
( 1,1 ) Move one customer from Rq to Rp and one customer from Rp to Rq
r
(0,2 ) Move two adjacent customers from Rq to Rp.
(2,0 ) Move two adjacent customers from Rp to Rq.
(2,1 ) Move two adjacent customers from Rp to Rq and one customer from Rq to Rp.
( 1,2) Move one customer from Rp to Rq and two customers from Rq to Rp
(2,2 ) Move two customers from Rp to Rq and two customers from Rq to Rp
(Figure-I)
In addition to the above neighboring solution selection strategy, an additional strategy
was implemented where the best of all possible neighbors was selected as the new current
solution. The cost of a neighboring solution is equal to the weighted sum ofthe distance
traveled, route duration, and the extent to which the capacity and customer time-windows
constraints have been violated. The A-interchange procedure ends whenever there is no
feasible neighboring solution that is better than the existing current solution. The process
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of executing the 2-opt procedure followed by the A-interchange procedure is perfonned
for a specified number of iterations, at which point the procedure stops and returns the
existing current solution.
The procedure was tested using a set of45 test problems obtained from the literature,
for which the optimal solutions are known in most cases. The problems consisted of25,
50 and 100 customers, where 10 %, 30% and 50% of the customers are backhaul
customers. The hybrid A-interchange / 2-opt procedure produced solutions that were
within 2.5% of the optimal solution on average. Solutions to the 1OO-customer problems
were solved in less than 1 minute of CPU time on·a NeXT machine, while optimally
solving these problems reportedly took anywhere from 2 to 30 minutes on a SUN Spare
station which is approximately 3 to 4 times faster than the NeXT system. In addition, an
analysis was perfonned to detennine whether there is any benefit of combining the 2-opt
and A-interchange neighborhood search procedures and whether the neighborhood search
procedure perfonned any better than the initial solution procedure. The hybrid 2-opt / A-
interchange procedure returned the best solution for 33 problems, while the A-interchange
procedure alone, only returned the best solution for the remaining 12 problems and the
initialization procedure did not return any best solutions. From a solution quality
standpoint, the results indicate that it is desirable to use the 2-opt procedure. This point is
further emphasized, since the results indicate that the increase in CPU times are not
significant. In addition, the CPU times increase with number of customers, but are not
affected by the percentage ofbackhaul customers. While the CPU times were larger,
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there was no significant difference in the solution quality between the results obtained
using a candidate selection strategy which selected the first best neighbor or the best from
the entire neighborhood.
3.0 Tabu Search
According to Glover [13], TS is a general, high-level heuristic procedure that uses
adaptive memory structures to guide a lower-level, simple neighborhood local search
heuristic through a problem's solution space, in an attempt to explore regions beyond
local optimality. TS can generally be used to guide any process that transfonns one
solution into another and uses a function to evaluate the transfonnation. TS is a
systematic learning procedure that utilizes infonnation collected during previous periods
to make infonned decisions during the current period. Multiple adaptive memory
structures are used to capture historical search infonnation. These memory structures are
maintained across different time periods and are exploited by mechanisms designed to:
avoid the reversal and repetition ofmoves, direct the search to regions of the solution
space where good solutions have been found and to direct the search to regions ofthe
solution space that have not been thoroughly evaluated. The effectiveness ofusing
neighborhood search heuristics, like those described in Section 2, typically depend upon
the initial solution and are therefore are not often robust. TS is used to improve the
robustness ofneighborhood search procedures by increasing the probability that the
search will explore a region in which the global optimal solution exists. The basic TS
template in (Figure-2 ) was borrowed from Barnes, Glover and Luguna [3].
24
Return Best_Soln
No
Yes
Tabu SearchTemplate
Initialize Long-Term Memory Function
Generate an initial starting solution ( Init_Soln ),
Best_Soln =Init_Soln and CurT_SOIn =Init_Soln
Initialize Short-Term Memory Function
Curr Soln =
Best_Move_Soln No
Initialize Best Move Cost
( cost of the b;st solution in the
neighborhood ofthe current
solution) with a large number
No
Yes
Update Short-Term and
Long-Term Memory
(Figure-2 )
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No
Yes
Calculate the cost of the
potential move, Move_Cost[
Move_Soln I = Curr_Soln.Cost
- Move_Soln.Cost
Yes
BestMove_Cost =
Move_Cost( Move_Soln],
.BestMove_Soln =
Move_Soln
3.1 Aggressive Exploration
The objective of the aggressive exploration phase or short-term memory component,
as described by Glover [13], is to aggressively guide the neighborhood search to regions
beyond local optimality by making the best possible moves in the presence ofrestrictions
designed to prevent the reversal and repetition ofmoves. The restrictions are maintained
in what is known as short-term memory which is cleared at the end of each aggressive
exploration phase. The search moves to the best solution in the neighborhood ofthe
current solution, since there is reason to believe that these best moves have a higher
probability ofleading to the optimal solution. In a general sense, the neighborhood of
any current solution is defined as the set of solutions that can be created via a
transformation ofthe current solution using a specified move definition with associated
move attributes. In problems where there are a large number ofneighboring solutions or
where a large effort is required to evaluate neighboring solutions, it makes sense to
evaluate a subset of the neighborhood. TS typically avoids the expense ofevaluating the
entire neighborhood through what is known as a candidate list strategy. In an attempt to
reduce the time required to obtain the best solution, to prevent the search from evaluating
solutions that do not make practical sense, and to reduce the number of redundant
solutions evaluated, several neighborhood solutions are not evaluated. Proper selection
of a candidate list strategy has been shown to significantly reduce the time to find the best
solution without degradation ofsolution quality.
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Preventing move reversals and repetitions reduces the probability ofvisiting
previously visited solutions and thus, enhances the quality of the search. Previously
visited solutions are not explicitly retained in memory, however attributes ofmoves that
were used to arrive at previously visited solutions are retained in memory.·-An attribute of
a move from the current solution to a neighboring solution can be any component of the
current solution that changes as a result of the move. At each iteration, the move attribute
used to transform the current solution into the best neighboring solution is labeled "tabu"
and is not allowed to exist in any subsequent transformation for a specified number of
iterations. Each move that is currently tabu, resides in a memory structure which is
typically represented by a list of a specified length. The tabu status of an attribute can be
overridden in the event that the move satisfies one or more specified aspiration criteria.
The aspiration criteria is used to counter-balance the restrictions and permits the search to
continue to make moves towards optimality. Aspiration is used to override the tabu
status of a move attribute providing the move satisfies certain conditions and is
implemented in a manner that avoids cycling through previously visited solutions.
Aspiration allows the search to make improving moves in the presence of the tabu
restrictions. There are many ways in which an aspiration strategy can be implemented.
Implementing aspiration by default is used, when all available moves are labeled tabu and
none can be rendered admissible by some other defined aspiration criteria. In addition, it
is popular to implement aspiration with respect to the objective function, the direction of
the search, or the extent to which a move changes the composition ofthe current solution.
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3.2 Diversification Component
TS has a diversification component which typically uses frequency-based attributes
to direct the search into regions ofthe solution space that have not been thoroughly
investigated. At each iteration ofthe short-term aggressive exploration phase, attributes
ofthe best neighboring solution are retained in memory structures that are maintained.
maintained throughout the duration of the search. When activated, a diversification of the
search is performed by favoring neighboring solutions that do not contain attributes that
are similar to those in memory. In some cases, long term memory is used as a basis to
create a new starting solution.
3.3 Intensification Component
TS has a intensification component which typically uses frequency based attributes
to direct the search towards regions where good solutions have been found. At each
iteration of the short-term aggressive exploration phase, attributes of good solutions are
retained in long-term memory structures. When activated, an intensification of the search
is performed by favoring neighboring solutions that contain attributes that are similar to
those in memory. In a manner similar to the diversification, intensification ofthe search
is often accomplished by creating a new current solution using the long-term memory
collected when good solutions are found.
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3.4 Strategic Oscillation
According to Glover[14], strategic oscillation is used in the aggressive exploration
phase to manage the fluctuation between favoring an intensification or diversification of
the search in a structured manner. Strategic oscillation has been shown to be useful in
applications where the constraints confine the feasible solutions to a narrow region.
Allowing movement outside ofthe narrow region and returning from different directions
may uncover opportunities for improvement that are not readily attainable when the
search is narrowly confined. Allowing moves to solutions that are not feasible, for
instance, increases the probability of finding the best solution in the event that the best
solution can only be reached from a solution that is not feasible. Strategic oscillation
operates in the presence of a boundary and the process of crossing the boundary from
different sides creates an oscillatory behavior. Control over this behavior is established
by generating modified evaluations and rules ofmovement to permit the boundary to be
crossed. The boundary is typically represented by feasibility constraints, regions of the
solution space or function values around which the search seems to hover. The approach
proceeds for a specified number of iterations beyond the boundary, then turns around.
The boundary is repeatedly approached and crossed from opposite directions. Short-term
memory TS mechanisms that prevent the reversal and repetition ofmoves are used to
prevent the search from crossing the boundary at precisely the same point. In many TS
implementations, strategic oscillation is accomplished by adding penalties to the cost
function used to determine the best neighboring solutions.
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3.5 Implementations
The literature search did not identify any VRPB TS implementations, however, the
following four VRP TS implementations should provide a basis for which an effective
~ VRPB TS can be constructed.
Hooker and Natraj [19], developed a TS procedure to solve the GPDP where in
addition to the general characteristics of the GPDP, the transportation requests have
delivery time windows. In fact the authors claim that the search is designed to handle any
complex or unstructured side constraint for which it is possible to determine whether any
given schedule satisfies it. Furthermore, they permit any objective function that can be
evaluated for any given solution which is typical ofmost TS procedures. The search uses
a chain decomposition strategy to find solutions in the neighborhood of an existing
solution. Nodes of a directed graph represent pickups and deliveries, and directed paths
in the graph, otherwise known as chains, represent sequences of stops made by a vehicle.
A decomposition ofthe graph into chains represents a possible solution to the routing
problem.
According to the authors, a graph G is created where each requirement r is associated
with a pickup node +r and a delivery node -r. Graph G contains arc ( i, j ) whenever it is
physically possible to travel from the location associated with node i to the location
associated with node j, without violating either node's time window. A chain in G is an
ordered sequence, ofmore than one node that is connected with one another by feasible
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arcs in G. An origin-destination ( aD ) chain is a chain where every node r is followed
by node -r, somewhere later in the chain, and every node -r is preceded by node r
somewhere earlier in the chain. An OD decomposition of G is a collection of OD chains
that partition the nodes ofG. A generalized aD chain is created to permit solutions in
which the nodes ofG are covered, as opposed to being partitioned, allowing for a
requirement to appear in more than one aD chain. Within each generalized OD chain,
pickups and deliveries are only allowed to be performed at pickup and deliveries nodes
respectively, satisfying a feasible demand quantity. In addition, there is an origin and
destination node for exactly one vehicle and these are the first and last nodes in the chain.
At anJl-point along the chain, the amount ofthe requirement picked up so far does not
exceed the amount deliv~red, and everything picked up is delivered.
The initialization procedure begins by inserting each requirement into a separate
generalized aD chain, where each chain is serviced by a separate dummy vehicle, which
has infinite capacity and zero times between all points. At any point in the procedure the
amount ofproduct serviced by a requirement's dummy vehicle represents the amount of
the requirement that is not being serviced by a real vehicle. In addition, for each real
vehicle, there is a aD chain created that transports the vehicle only. At each iteration of
the initialization heuristic, an attempt is made to feasibly insert a requirement transported
by one ofthe dummy vehicles into a generalized OD chain corresponding to a real
vehicle. The requirement selected, the chain in which it is inserted, and the associated
insert position is selected in a manner that minimizes the specified objective function,
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where travel time is used to break ties. The chain is updated and the amount ofthe
requirement that can be serviced by the associated vehicle is calculated and is subtracted
from the requirement's dummy vehicle. The initialization procedure ends after all
requirements have been inserted into a chain serviced by a real vehicle or no more can
feasibly be inserted into a chain serviced by a real vehicle.
At each iteration of the search, an evaluation ofthe various ways in which to join one
part ofa chain to one part of another chain is evaluated such that a new, possibly larger
chain and leftover fragments are created. This procedure is similar to the 2-opt procedure
described in Section 2.6.1. The neighborhood is defined as the set of solutions that can
.be created from a given solution via the join procedure. According to the candidate list
strategy, a given join is evaluated only if the a vehicle can feasibly move from the
location of the last delivery requirement of Ci to the first pick1,1p requirement of Cj or if
the time the vehicle arrives at the first pickup requirement stop of Cj is greater than the
difference between the beginning of it's associated time window and a specified fraction
of the delivery time window duration. In addition to reducing the number ofneighbors
evaluated, this reduces the number of requirements that are serviced too early with
respect to its time window. The chain joins associated with each candidate requirement
pair ( ri, rj ) that belong to different chains and are serviced by real vehicles are evaluated
according the following process:
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Step 1: Ifthe stop ri and the stop ri+1 which immediately follows ri, in Ci, belong
to the tabu list or ifthe stop rj-l which immediately precedes rj in Cj belong
to the tabu list, evaluate next requirement pair.
Step 2: Form new chain Ci', where Ci' equals the stops in Ci that precede
the stop associated with requirement ri, the stop associated with
requirement ri and the stops in Cj thatfollow the stop associated with
requirement lj in Cj. Form new chain Cj', where Cj' equals the stops in Cj
that precede the stop associated with requirement rj in Cj.
Step3: For every pickup requirement in Ci' whose associated delivery requirement
is not assigned to Ci', insert the delivery requirement in a position in Ci'
after the pickup, but not between ri and lj that results in the least travel
time increase. Ifthe delivery can not befeasibly inserted into Ci without
removing a pair that is currently assigned to the tabu list, move the pickup
and delivery to the associated dummy vehicle chain. Ifthe pickup and
delivery can not be inserted into the dummy chain without removing a pair
that is currently assigned to the tabu list, evaluate the next requirement
pair.
Step4: For every delivery requirement in Ci' whose associatedpickup requirement
is not assigned to Ci', insert the pickup requirement in the position in Ci'
before the pickup, but not between ri and rj that results in the least travel
time increase. Ifthe pickup can not befeasibly inserted into Ci without
removing a pair that is currently assigned to the tabu list, move the pickup
to its originalposition in Cj' and insert the delivery to a position in Cj',
after the pickup, that results in the least travel time increase. Ifthe pickup
can not befeasibly inserted into Cj' without removing a pair that is
currently assigned to the tabu list, evaluate the next requirement pair.
Step5: After the join, an attempt is made to feasibly insert all requirements that
are currently assigned to its associated dummy, to a chain that is currently
being serviced by a real vehicle, without disconnecting any tabu
requirement pairs, in a manner similar to the initialization procedure.
The current solution is updated with the neighbor that decreases the objective function the
most and the associated requirement pair ( ri, Ij ) are added to the tabu list. In addition,
any requirement pair ( rk, rl ) is added to the tabu list, where rl is the origin stop of the
service requirement that was removed from it's corresponding dummy chain and rk is the
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requirement that immediately precedes it in the chain. Likewise, the pair ( rm, -rl ) is
added to the tabu list where -rl is the destination stop of the service requirement that was
removed from it's corresponding dummy chain and rm is the requirement that
immediately precedes it in the chain. Finally all tabu pairs that have been tabu for a
specified number of iterations are removed from the tabu list. The authors did not use
aspiration criteria, since the number ofnon-tabu neighbors is relatively large. In order to
avoid duplicating calculations performed from one iteration to the next, for every pair of
chains, the best join positions and the resulting objective function value are stored. Only
the chain pairs that involve a chain that was modified in the previous iteration must be
calculated. The procedure continues, as described above, until a specified number of
iterations have passed since a best feasible solution has been found. In step 3 above, a
measure of diversification was introduced into the search by reassigning to a dummy
vehicle any portion ofany requirement that could not feasibly be serviced. This moves
the search into a different region of the solution space. The authors evaluated breaking
up chains containing less than a specified number of requirement segments, to introduce a
measure of diversification into the search and found that it did not perform any better
than the existing methodology.
The authors contend that the computation times will increase linearly as the problem
sizes increase, because when to chains are joined, only those two chains are joined and in
the next iteration, only joins involving chains that were modified in the previous iteration
must be evaluated. If the maximum size of the chains remain roughly constant as the size
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of the problem increase, the number ofjoins to be examined therefore grows more or less
linearly. The procedure was tested using randomly generated data and the number of
requirements inserted into real routes and the number of vehicle used was evaluated. The
cost of a solution is the sum ofthe number ofvehicles used and the product of 10 and the
number ofrequirements not assigned to real vehicles. The search performed roughly
20% better than the insertion heuristic used to create initial solutions, with respect to the
number of requirements inserted. When there was a shortage ofvehicles, the search
inserted more requirements than the insertion heuristic and when there were more than
enough trucks, the search used less vehicles. The search was evaluated using actual data
and the search inserted about the same number of requirements but used less vehicles.
Semet and Taillard [21], developed a TS algorithm to solve a real-world VRP where,
in addition to vehicle capacity and customer time windows constraints, trucks are not
necessarily homogenous with respect to capacity, cost per mile or customer accessibility.
The problem involves 45 customer locations and on any given day a total of70 to 90
customer orders are placed which are not allowed to be split across multiple routes. Each
customer can be accessed by a subset oftrucks and in an attempt to reduce computation
times, customer orders were aggregated into a single order whenever the total volume is
lower than the capacity of the smallest truck that can access the customer. The authors
note that the aggregation eliminates many solution alternatives and may effect solution
quality. Each order specifies the ordering location, the order volume, the order weight,
unloading time and the time window during which it must be satisfied. The depot has a
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maximum of21 trucks and 7 trailers to perform deliveries. The trucks are heterogeneous
with respect to weight capacity, volume capacity, cost per mile and by the subset of
trailers that it can draw. Trailers are heterogenous with respect to weight capacity,
volume capacity, cost per mile and the subset of trucks that can draw it. The weight
capacity is restricted by law to be 28 tons and the weight capacity used is the minimum of
the sum of the truck's weight capacity and the weight capacity of the trailer that it draws..
Each truck is allowed to cover at most one route. Routes serviced by truck-trailers have a
special characteristic where the entire trailer may disconnected from the truck to be
unloaded by the customer and the truck may continue to make deliveries using product
loaded on the truck and subsequently returns to pickup the trailer at a later point in time.
Customers that can accept deliveries by a tnick alone or by a truck drawing atrailer are
referred to as trailer-stores, ofwhich there are 9, and locations that can receive deliveries
by a truck only are referred to as truck-stores.
The TS algorithm is initialized with a procedure that is based on the two-phase VRP
heuristic developed by Fisher and Jaikumar[9]. This procedure is currently being used in
practice and produces better schedules than those created by hand. In the Fisher an_d
Jaikumar VRP procedure, customer orders are assigned to vehicles using a generalized
assignment procedure (GAP), where the coefficients of the objective function represent
the cost ofdelivering order I using truck k. The cost is equal to the distance from the
customer placing the order and the depot plus the distance from some reference customer
currently assigned to the truck minus, the distance from the depot and the reference
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customer. The reference customer on each truck is heuristically assigned based on order
volume and weight or distance. A subset of the VRP is then solved assigning trailer stores
to trailers and to trucks, if there are not enough trailers to feasible satisfy trailer store
demand. For each trailer store, a cluster is created, containing the nearest truck stores
considering the volume of the customer orders in the cluster. An exchange of some truck
stores between clusters is performed using a measure of inter-cluster proximity. Lastly, a
subset ofthe VRP is solved using the Fisher and Jaikumar VRP procedure where the
remaining truck stores are assigned to the remaining trucks.
At each iteration, in an attempt to reduce the computation time, a route change is
considered for a set of orders equal to ~ the total number oforders and at each iteration, a
different set is considered. The authors mentioned that better solutions were often found
using this strategy due to the introduction of diversification. The best position in which
to insert a customer order is based on the weighted sum ofthe increased distance and the
lateness ofthe order preceding the move node in the proposed route. Two tabu lists are
evaluated, one that restricts orders assigned to particular routes from returning to a
previous route and another which restricts every order placed by a customer from moving
to a route from which any order placed by the same customer has just been moved. A
simple aspiration criteria is used which allows tabu moves provided the resulting solution
is better than the best solution found so far. In an attempt to reduce computation times,
the length ofthe route from which an order has been removed and the length ofthe route
to which a customer has been added and are retained in memory. During each subsequent
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iteration, the procedure avoids evaluating all possible moves by only considering moving
a given order to the route that provides the minimal expected route length. The resulting
route is improved using a 2-opt neighborhood search routine and vehicles are then
reassigned to the routes using a solution to the linear assignment problem. In order to
reduce the computation time, the procedure was modified to perform the vehicle-route
assignment whenever the best neighboring solution is better than the current solution, not
after every evaluation. The optimal vehicle to route assignment is performed for each
evaluated move within an independent TS procedure for a given number of iterations,
using a fixed tabu length in order to find a true local optimum. In addition to reducing
computation time, performing the optimal vehicle-route assignment in this manner
introduces a measure of intensification into the search.
The TS procedure produced feasible solutions that were better than the best solutions
found in practice by 10 to 15 percent. Initially 100 iterations ofthe search took several
days to complete. After implementing steps to reduce computation time, as described
above, it took only a few minutes to execute 100 iterations of the search. They note that
they were able to deal with a practical problem having many constraints in a relatively
easy manner and were able to obtain good solutions in moderate CPU time. In addition,
their work is indicative of the flexible nature ofTS. The T8 could be adapted to consider
applications involving pickups and deliveries, intermediate breaks, duration ofroutes,
time windows for trucks, and multiple depots, each ofwhich could be accommodated by
performing an additional computation ofthe objective function and/or by reducing the set
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of feasible moves. Additional considerations such as differentiating driver territories and
allowing multiple routes per vehicle can be handled respectively by including a routine to
assign drivers to routes and by duplicating trucks to operate within specified time
windows.
Gendreu, Hertz and Laporte [11], developed a TS algorithm for the VRP with vehicle
capacity and route duration constraints. The cost function includes a penalty term for
each constraint and the extent to which each constraint is violated is included in the cost.
This TS implementation differs from traditional TS procedures in that dynamic penalties
factors are used and non-feasible solutions are allowed.
The procedure begins by initializing the penalty terms and setting the best feasible
solution cost to infinity. In the first step of the procedure, a specified number of initial
solutions are created using a generalized insertion procedure developed by the authors.
This procedure returns a solution to the constrained traveling salesman problem ( TSP ).
A solution to the VRP is created by assigning the customers to routes, according to the
nearest neighbor heuristic, described in Section 2.2, where customers are considered for
insertion according to their order in the solution to the TSP. The authors found that a
number of initial solutions equal to sqrt( n ) / 2 was required to increase the robustness of
the procedure and anything larger did not provide any significant benefit. In addition, the
authors found that the final solutions that were initialized using the generalized insertion
procedure were 1% better than those initialized with solutions created randomly.
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The TS is executed starting with each initial solution using the same set of input
parameters (PI ). The best feasible and non-feasible solutions are updated accordingly
with the best solution found across all TS executions. In the next step, the TS procedure
is executed starting with the best feasible solution found or the best non-feasible solution
found in the first step, using a set of input parameters ( P2). The best feasible and non-
feasible solutions are updated, accordingly, with the best solution found. The last step is
identical to the second step except a different set of input parameters ( P3 ) is used. The
second step typically brought the most improvement in the initial solution. The last step
was executed in a manner to introduce a measure of intensification into the search by
favoring customers that were frequently moved, theorizing that they were involved in
good solutions.
Within each TS execution, a subset of the set ofnearest neighbors for each customer
is collected. At each iteration, a fixed subset of customers are randomly selected to be
considered for movement to another route. Customers are only allowed to be moved to
trucks that contain no customers or to trucks that contain at least one member of the
subset ofnearest neighbors previously collected. A neighboring solution is created by
removing a customer from its current route and inserting it into a different route using a
generalized insertion procedure developed by the authors. A tabu move is disregarded
unless, the resulting solution is better than the best feasible or non-feasible solution. An
attempt is made to introduce a measure of diversification into the TS by adding a term to
the solution value that reflects the extent to which the moved customer has moved. The
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best neighboring solution is identified, however it is not necessarily implemented. A
post-optimal solution technique based on the generalized insertion procedure is used to
update the current solution provided several criteria are satisfied, otherwise the best
neighboring solution is implemented. The post-optimization is performed if the best
neighboring solution is inferior to the current solution, the current solution is feasible and
the post-optimal solution technique was not used on the previous iteration. In the post-
optimal solution technique, an attempt is made to individually improve each route by
removing each customer from the route and reinserting them into the best positions. The
best feasible and non-feasible solutions are updated, accordingly, with the new current
solution. If the best neighboring solution was used to update the current solution, the
tabu list is updated. A tabu list is maintained which prevents a customer from being
moved to a route that it has been moved from, within a specified number of iterations. If
the current iteration is a multiple ofa specified nUmber and if the number ofconsecutive
non-feasible solutions is greater than a specified number, the penalty parameter is
increased by a factor of two. Likewise, if the number ofconsecutive feasible solutions is
greater than a specified number, the penalty parameter is decreased by a factor of two.
The TS operates under these conditions until a specified number of iterations have passed
since there has been any improvement in the best feasible or non-feasible solution.
The TS input parameters used a described in (Figure-3 ) and are based primarily on
suggestions obtained from the TS literature and sensitivity analyses were performed in
order to fine-tune the selections. The entire set of customers are assigned to parameter 1
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in the first and second TS executions and in the third execution, one-half of the customers
who have been moved the highest number of times are assigned. In the third execution,
parameter 2 is set to the number of customers in parameterl and in the first and second
executions, it is set to five times the number ofvehicles, a number which ensures a high
probability of selecting at least one customer from each route. Parameter 3 equals the
number of customers in the route from which the customer is potentially moved. This
ensures that at least one move is evaluated that reassigns the customer to another route.
Parameter 5 and 6 represent the lower and upper bounds on the tabu list length and are
assigned the values 5 and 10, respectively. The use of the dynamic tabu list length was
inspired from the work of Taillard (1991) who concluded that the probability of finding a
global optimum solution increases when a dynamic tabu list length is used. The interval
5,10 was suggested by Glover and Laguna as a good simple rule. Parameter 8 was set to
10 and if the current iteration is a multiple of 10, the penalty terms are decreased by a
factor of two if the last 10 solutions were non-feasible, and are decreased by a factor of
two if the last 10 solutions were feasible. The authors found that a value of 10 provided a
good mix of feasible and non-feasible solutions and that the final solution values were not
significantly dependent on the value ofparameter 8 selected. Parameter 9 is set to the
number ofcustomers in the first and third executions and in the second execution it is set
to 50 times the number ofcustomers. The authors indicate that execution time is linearly
related to this value. However, if it is too low, good solutions will be missed, and if too
high, it will spend a lot of time without making improvements. The values selected were
obtained by a performing sensitivity analysis using all test problems. The authors
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theorized that a large number should be selected for the second execution since most of
the improvements are found during this stage.
Parameter Description
1 Set ofcustomers allowed to be moved from it's current route.
2 The number ofcustomers evaluated from those allowed to be moved.
3 The destination route must contain at least one of this many nearest neighbors.
4 The neighborhood size used in the insertion procedure. ( same for all executions ).
5 Dynamic tabu list length lower bound. ( same for all executions ).
6 Dynamic tabu list length upper bound. ( same for all executions ).
7 Scaling factor used to introduce diversification. ( same for all executions )
8 Rim count that triggers a penalty adiustment. ( same for all executions )
9 Number of iterations since last improvement which triggers the end of the search.
(Figure-3 )
The TS was compared against the published results of 10 tabu and non-tabu VRP
implementations using 14 benchmark problem data sets containing 50 to 200 customers.
The TS outperformed the 10 implementations for 11 ofthe 14 data sets. In addition, the
tabu searches always produced the best results. The author mentioned that the success
was attributed in large part to the general insertion procedure which periodically
perturbed the solution avoiding local optima, and the dynamic penalty terms. The authors
mention that using dynamic penalties uses knowledge obtained during the search to set
appropriate values and avoids· the pitfalls encountered using inappropriate values selected
up front. This method produced a good mix of feasible and non-feasible solutions and
like Glover mentioned, helps to move the TS out oflocal optima. The authors note that
the search is efficient, robust and produces good solutions within reasonable computing
times. In addition the search is flexible in that it can handle a wide variety ofvariations.
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The search can be modified to handle fixed, bounded or non-homogeneous vehicles, and
can be started from any initial solution, feasible or not. In addition, it can assign specific
customers to specific vehicles and handle more than one depot location.
Barnes and Carlton [2] developed a reactive TS procedure( RTS ), to solve the VRP
with customer time windows ( VRPTW). There are a specified number ofhomogeneous
trucks and customers are visited once, therefore, demand is not allowed to be split across
routes or within routes. All data is considered deterministic and the objective is to
minimize the total travel time in the presence ofvehicle capacity and customer time-
windows constraints. The extent to which each .solution violates the customer time-
windows and vehicle capacity constraints is added to the total travel time using fixed
penalty factors. The procedure is based primarily on the RTS work performed by Batti
and Tecchiolli [5] and prior research performed by the authors involving solution
techniques to the TSPTW.
The authors theorize that good solutions to the VRP can be obtained from modifying
existing TSP implementations that have proven to provide good results since, the TSP
differs from the VRP only in that there is no customer demand to satisfy. The objective
ofprocedures used to solve the TSP is to construct the route that minimizes the distance
traveled, such that each customer, city, node, etc.., is visited exactly once. To this end,
the authors describe a method to transform the multiple vehicle TSP ( mTSP ) to the
single vehicle TSP, which allows for any mTSP to be represented by a single vector
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containing both customer and depot nodes. The solution representation specifies the
order in which customers are serviced and the truck to which it is assigned. This
transformation allows for the mTSP to be solved using a TSP procedure previously
developed by the authors. In this representation, there are (n+m-l)! permutations of
nodes representing an equal number of solutions. The authors note that many of these
solutions are not unique since a solution to the mTSP can be represented by more than
one permutation ofthe nodes. In general for non-homogeneous trucks, the number of
unique solutions is equal to (n+m-l)! / (m-l )! and therefore the number ofredundant
solutions is equal to (n+m-l)! - (n+m-l)! / (m-l)1. In the case ofhomogeneous trucks,
the number of redundant solutions is even greater.
According to Barnes and Carlton [2], RTS differs from traditional TS in that the
search parameters are considered for adjustment at each iteration based on the state and
quality of the search, avoiding the use of constant parameter values or selecting randomly
from a set ofpossible values. The quality ofthe search is defined as the number of
iterations since the last time a particular solution was visited and high quality searches do
not frequently cycle through the same solution. In addition to the typical TS memory
structures that record move attributes, RTS uses a memory structure that records data that
is shared by redundant solutions. A hashing function is used to assign an unique number
to each unique solution based on the sum ofthe products ofunique numbers assigned to
customers and trucks. The solution's unique number, the total traveling time and the
extent to which the customer time-window constraint has been violated are stored in
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memory and are used to detenmne whether a solution has been revisited. In an attempt to
reduce the likelihood that the search moves to the revisited solution again, if a solution
has been revisited within a specified cycle length, the length ofthe tabu list is increased,
by a specified adjustment factor. If the length ofthe tabu list has not been increased after
a specified number of iterations, it is decreased, by a specified adjustment factor. A
moving average of the cycle lengths that were less than the maximum is maintained and
the length of the tabu list is decreased, if the number of iterations since the last increased
is greater than a specified threshold. If all moves are tabu and none are better than the
best solution found, the neighbor resulting in the smallest move value is selected and the
tabu list is decreased.
The procedure is initialized by building tours sequentially according to a insertion
procedure similar to the one described in Section 2.2. For each new route, the non-routed
customer most distant from the depot becomes the first customer assigned to the route.
Each non-routed customer is assigned a value representing the minimum cost of inserting
it into the new route. The customer having the least insertion cost is inserted in the
associated position in the new route, provided it is feasible to do so, otherwise a new
route is created. This procedure continues until all customers are routed. Neighboring
solutions are created by moving each node from its current position to another position in
the schedule, within a specified distance from it's current position. At each iteration,
only non-tabu moves are considered, and the current solution is updated using the feasible
solution with the smallest travel time or the non-feasible solution with the smallest score.
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Customers assigned to a truck are assigned to positions before the truck's position in the
schedule and after the immediately preceding truck. The neighborhood is restricted to
prevent the evaluation and selection of tours known to be redundant by restricting node
moves. In the case ofhomogeneous trucks, an attempt is made to avoid redundant
solutions by not allowing truck nodes to cross one another by restricting a truck node to
move to positions that are less than or equal to the position ofthe immediately preceding
truck or to positions that are greater than or equal to the immediately succeeding truck. In
addition, customers are not allowed to move to more than one unused truck. The
representation insures that the first truck whose node index equals it's truck index is the
first unused truck and customers are not allowed to move to locations greater than or
equal to this position.
The RTS procedure was tested using a set of 56 experimental VRPTW problems for
which 50 have been solved optimally. The remaining problems were not solved by the
optimal procedure due to computational limitations. The results are then compared to a
genetic VRPTW algorithm created by Thangiah ( 1993). Results were obtained by
executing 2000 iterations ofthe RTS procedure, starting from the initial solution. The
RTS procedure found the optimal solution for 26 of the 29, 25-customer problems and on
average for all 29 problems, the procedure returned solutions within 0.12% of the optimal
value. The procedure found the optimal solution for 8 of the 14, 50-customer problems
and on average, for all 14 problems, the procedure returned solutions within 0.40% ofthe
optimal value. The procedure found the optimal solution for 5 of the 7 100-customer
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problems and on average for all 7 problems the procedure returned solutions within
0.55% ofthe optimal value. The RTS executed in a fraction ofthe time required by the
optimal solution procedure and was able to find feasible solutions for all problems. In
addition, the RTS perfonned better than Thangiah's genetic algorithm in much less
computation time. An analysis was perfonned to detennine the effectiveness ofusing the
RTS memory structure to specify tabu restrictions instead ofrestricting movement to
previously occupied positions within a specified number of iterations. The authors found
that the solutions generated using the RTS memory structure to specify tabu restrictions
did not perform well.
4.0 Scheduling Environment
The following sections describe the dimensions and major characteristics ofthe
scheduling problem that is analyzed in this paper. In addition, the manner in which
schedules are currently being constructed will be addressed.
4.1 Problem Characteristics
Full cylinders are delivered directly to customers to satisfy customer delivery
demand and empty cylinders are obtained from customers to satisfy backhaul demand. In
addition, empty cylinders are delivered to service locations and picked-up after service
has been completed. The VRPB we consider differs from the classical VRPB in that
customers may have delivery demand, pickup demand or both and there are no
restrictions which specify when backhaul demand is allowed to be serviced relative to
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delivery demand. Customers typically have flexible delivery time-windows and are able
to accept deliveries anytime during nonnal business hours, however there are a few
exceptions. Delivery demands are based on actual open orders which must be completely
satisfied and are not allowed to be serviced by more than one route. Backhaul demands
are not typically known until the driver arrives at the customer. For this reason, the driver
typically loads an equivalent number of empty cylinders, in tenns of area, that were
delivered. Backhaul demand is not required to be completely satisfied and is not
typically serviced by multiple routes. All customer demands are typically significantly
less than a truck load. Deliveries are perfonned during normal business hours without
any layover trips, using a fixed number of semi-homogeneous trucks with weight and
area capacity constraints. The area constraint is usually violated before the weight
capacity constraint. Trucks are typically loaded the night before delivery and therefore
can execute only one route per day. Backhaul and delivery demand are allowed to be
serviced by the same route which is constrained by a maximum route duration and whose
cost is essentially a function of the distance traveled. In order to adhere to federal
hazardous material transportation guidelines, certain products are not allowed to be
delivered on same truck or are required to be a certain distance from one another on the
truck.
4.2 Existing Methodology
Each customer is assigned to the nearest terminal and the assignments are fixed and
known prior to scheduling. Customers that are assigned to the same tenninal are grouped
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into zones and the zone is assigned a particular delivery day or multiple days ifdemand is
large enough. The zoning process attempts to assign customers that are close to one
another to the same zone. In addition, the creation of zones may be determined by
demand and customer delivery day preferences. Zones are fixed and known prior to
scheduling.
Schedules constructed at one terminal are independent of the schedules constructed
at another terminal, potentially using different methodologies. Schedulers rely on
experience to manually determine the number of trucks to use and the assignment of
customer orders to trucks. There is often a common-carrier component and the
assignment ofcustomer orders to common-carriers is performed by the scheduler, again
using rules of thumb and is fixed and known prior to scheduling. The schedulers assign
customer orders to truck and the sequence in which customer demands are satisfied is
determined by the drivers.
A one day scheduling horizon is used and the next day's delivery schedule is
constructed on the previous working day and the schedule is periodically adjusted during
the day as new orders are received. Drivers typically perform the delivery and pickup
during the same customer stop. Since pickup demand at a customer is not typically
known beforehand, drivers strive to ensure that the area of the empty cylinders actually
picked-up, approximately equals the area ofthe cylinders delivered. Therefore, the
historical ratio ofpickups to deliveries approximately equals one. Given the above
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discussion, there appears to be opportunities to reduce transportation costs and the time
and effort required to create schedules in addition to opportunities to reduce and improve
delivery/pickup efficiency.
5.0 Proposed Solution Techniques
The objective is to assign customer pickups and deliveries to a fixed number of
homogeneous trucks with respect to loading capacity and maximum route duration, and
to determine the order in which customers assigned to the same truck are visited without
violating any truck's maximum loading capacity or route duration constraint, in a manner
that minimizes an objective function. An average cylinder diameter will be used since
cylinder diameters are not readily available. Customer demand and the time required to
load and unload cylinders and to perform any administration tasks are handled as model
inputs. In addition, it is assumed that there are no customer service hour restrictions. The
following sections describe the development of the CWS and TS procedures used to solve
the VRBP. In addition, the manner in which solutions are evaluated, the manner in which
demands are specified, and the manner in which a representation ofthe problem is
constructed are addressed.
5.1 Solution Evaluation
Solutions are evaluated using a weighted sum ofthe total distance traveled and a
I
measure of the extent to which pickups are efficiently performed. It is assumed that there
is zero fixed truck cost. In order to eliminate the need to rearrange items on trucks after
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they have been loaded, it is common in practice to satisfy pickup demand only after all
delivery demand has been satisfied. Schedules of this type are considered to be optimal,
with respect to the extent to which items are rearranged. Any schedule that satisfies
pickup demand before all delivery demand has been satisfied, increases the probability
that items previously picked up will be in the way of items that are to be delivered later in
the schedule. The cheapest insertion heuristics developed by Casco, et al [7] and Golden,
Baker, et al [7] attempted to address this issue by increasing the cost of inserting a
backhaul customer into an existing route by a function of the number ofdeliveries that
follow the potential insertion point. However, they do not account for the size ofthe
backhauls, the size ofthe deliveries, or the amount of truck capacity currently available.
In this paper, pickup inefficiency is defined as the portion ofthe expected unused loading
area capacity, at a given stop, that is currently being occupied by pickups. The pickup
inefficiency is weighted according to the area ofthe items delivered at the associated stop
and is calculated according to the formula below:
PickUplneff= DlvryArea *(PickUpArea / ( TruckCap - UnDeliveredDlvryArea) )
The pickup inefficiency increases as the area currently occupied by pickups increases and
as the amount of truck capacity not occupied by deliveries decreases. In addition, the
pickup inefficiency increases as the size ofthe delivery increases. This approach appears
to provide a more precise measure ofpickup inefficiency than the approaches of Casco, et
al [7] and Golden, Baker, et al [7], where no consideration was given to the size of the
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deliveries, the size of the pickups, or to the available truck capacity. Solutions are
evaluated according to the following model.
Min ( a *IiMiles( i) + P*Ii PickIneff( i», i=l, ....NumTrucks
S.T. DrivingHrs( i) + AdminHrs( i) + HandlingHrs( i)
CurrLoadArea( i, j ) ~MaxLoadCapacity, for all j
~MaxRouteDuration
~NumroutePositions
Where: a
P
Miles( i)
PickIneff( i )
DrivingHrs( i )
AdminHrs( i )
HandlingHrs( i )
CurrLoadArea( i, j )
MaxRouteDuration
MaxLoadCapacity
= Mileage weight [ 0,1 ]
= Pickup inefficiency weight [ 0,1 ]
= Truck( i )'s miles traveled
= Truck( i )'s pickup inefficiency
= Truck( i)'s driving hours
= Truck( i )'s customer administration hours
= Truck( i )'s cylinder handling hours
= Truck( i )'s area used up to and including positionj.
= Maximum route duration ( hrs. )
= Maximum truck loading capacity ( if )
5.2 Demand Aggregation
In an attempt to reduce the problem's complexity, a customer has an aggregated
pickup and an aggregated delivery demand requirement. Aggregating in this manner,
ensures that a customer's delivery and pickup requirements are not split across routes and
are satisfied during the same stop. In the absence of any constraints, this aggregation
minimizes the distance traveled.
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5.3 Solution Representation
Solutions are represented in a manner that has been prescribed by Barnes and Carlton
[1]. This representation consists of a single one-dimension vector which contains nodes
that correspond to customers and trucks. Each customer is assigned a unique sequential
node index. In the initialization procedure, the maximum number oftrucks required is
determined and a unique sequential truck node is created for each required truck. In
addition, each truck is assigned a unique node index, which equals the truck's truck index
plus the value of the last node index used assigned to a customer. This representation is
depicted in ( Figure-4 ) where each customer node is represented by a circle and each
truck is represented by a square. The requirements that are assigned to a particular truck
occupy a position in the schedule that precedes the position of the truck node and occupy
a position in the schedule that follows the immediately preceding truck, if one exists. The
requirements are satisfied in the order they appear in the schedule. Any truck that
occupies the first position or a position that immediately precedes another truck, have no
assigned customer requirements and therefore is not used. The highest indexed truck is
required to occupy the last position in the schedule to prevent customer requirements
from being unassigned.
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Solution Representation
C( i) =Customer( i ) Node
T( i ) =Truck( i ) Node
[j ] =Node Index
Representation #1
Representation #2
T(2)
IB)
. T(3)
[9]
(Figure-4 )
T(2) T(3)
[B) [9)
In the fIrst representation there are six customers, a maximum of three trucks are
required, and each truck is used. Customer 1 and 2's demand are serviced by truck (1),
customer 3 and 4's demand is serviced by truck (2) and customer 3 and 4's demand is
serviced by truck(3). The second representation is a scenario where only one ofthe
trucks is being used. Representing the solution in this manner, in addition to the manner
in which neighboring solutions are created during the search, facilitates an exhaustive
search of the solution space, where the number ofroutes, the assignment of customer
requirements to routes and the order in which customer requirements are satisfIed, can be
effIciently investigated.
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Many of the possible solution representations are redundant with respect to the
assignment ofcustomer requirements to trucks and the order in which requirements are
satisfied. Evaluating redundant solutions decreases the effectiveness of the search. For
this reason, restrictions are placed on the movement of truck nodes in an attempt to
reduce the extent to which redundant solutions are evaluated. The two solutions in
scenario #1 of ( Figure-5 ) are redundant since the assignment ofcustomer requirements
to trucks and the order in which requirements are satisfied on each truck is exactly the
same. The only difference in the two representations is that the truck routes appear in a
different order. In scenario #2, customer (1)'s delivery and pickup requirements swapped
trucks with customer (2)'s delivery and pickup requirements. Since, it is assumed that
trucks are homogeneous, with respect to capacity and route duration, the two
representations result in redundant solutions.
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Redundant Solutions
Scenario #1
Scenario #2
(Figure-5 )
5.4 CWS Procedure
The TS procedure is initialized using a modified version of the popular CWS
heuristic which is widely used in practice as a basis to solve the single-depot vehicle
T(3)
[9]
T(3)
[9]
routing problem, as described in Section 2.2. In the CWS, the order in which customers
are satisfied is determined and in addition to miles traveled, pickup inefficiency is used to
cost a potential route merger. The CWS procedure proceeds as follows: .
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CWSH Pseudo Code
Stepl: Create an initial solution where each customer is assigned to a separate truck.
Update the truck's delivery attributes based on the assigned customer, where
the route duration includes the hours to travelfrom the customer to the depot,
plus any required handling and administration time.
Step2: Compute the savings for each customerpair and store in an array o/structures
which records the savings and the associated customers pair.
Step3: A customer can be involved in a merger, a maximum oftwo times, since each
merger removes one ofthe return legs from the customer to the depot. Ifeither
ofthe customers have been involved in a merger twice, the merge is not valid.
Likewise, the merge is not valid ifthe customers are assigned to the same truck,
or the sum ofthe two truck's delivery or pickup area attributes are greater than
the maximum loading area or the sum ofthe duration ofthe two routes, minus
the calculated savings is greater than the maximum hours allowed. For each
potential valid merge, there are two potential customer sequences, that
correspond to the calculated savings. These two sequences insure that the
customers which comprise the customer pair in question are adjacent to one
another in the new schedule. Execute the merge which corresponds to the
customerpair andassociated best customer sequence that results in the lowest
objective function value and update the new truck's delivery attributes.
Step4: Ifthe number o/valid customer pairs is greater than zero, GOTO Step 3,
otherwise GOTO Step 5.
Step5: The solution returned by the modified CWSH is mapped to an instance ofthe
solution representation.
5.5 Tabu Search
An attempt is made to improve the initial solution created by the CWS heuristic
using a TS procedure. The TS enters an aggressive exploration phase which aggressively
evaluates the solution space in the presence oftabu restrictions designed to prevent the
reversal and repetition ofmoves. The tabu restrictions are maintained in short-term
memory structures that are updated throughout the aggressive exploration phase as new
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solutions are evaluated. At the beginning of each new aggressive exploration phase, the
short-term memory structures are cleared. The aggressive explor~tion phase continues
until a local optimal state has been identified. A local optimal state is the point at which
the number of iterations since a new best solution has been identified reaches a specified
threshold and the corresponding solution is the local optimum solution.
After the aggressive exploration phase has completed, a diversification phase is
initiated which attempts to interject a measure of diversification into the search by
directing it to regions ofthe solution space that have not been thoroughly evaluated using
the long-term memory structures updated during the aggressive exploration. After the
diversification phase has identified a new solution, the aggressive exploration phase is
reactivated starting from the resulting solution. The search moves from the aggressive
exploration phase to the diversification phase, for a specified number ofcycles, at which
time an intensification phase is initiated.
The intensification phase attempts to interject a measure of intensification into the
search by directing it to regions where good solutions have been found using memory
structures updated during the aggressive exploration phase. During the aggressive
exploration phase, these memory structures are updated whenever "good" solutions are
found. After a new intensified solution has been created, the short-term memory
structures are reinitialized and the aggressive exploration phase is reactivated starting
from this solution. At the end ofthis aggressive exploration phase, the TS procedure
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ends. The following sections describe the manner in which aggressive exploration,
diversification and intensification are implemented. In addition, this TS procedure differs
from many search procedures in that randomization is not emphasized. A major side-
effect of introducing random components is that the procedure is not guaranteed to
produce the same output given the same inputs across different executions. The ability to
get the same output with the same inputs is typically important in practical settings.
5.5.1 Neighborhood Definition
A neighboring solution is created by moving a node from it's current position in the
schedule to another position in the schedule. N~ighboring solutions created by moving a
customer requirement from it's current position, to a position which currently contains
another customer requirement in which both are serviced by the same truck changes the
order in which the requirements are serviced by the truck. Ifthe requirements are not
serviced by the same truck, the assignment ofcustomer requirements to trucks has
changed, as well as the order which they are serviced. Neighboring solutions created by
moving a customer requirement node from it's current position, to a position later in the
schedule which contains a truck node, essentially assigns the requirement to the first route
position of the following truck. Moving a customer requirement node to a position in the
schedule that precedes it's current position and which contains a truck node, essentially
assigns the requirement to the last position of the truck. In either case, the assignment of
customer requirements to trucks and the order in which requirements are serviced is
changed. Neighboring solutions created by moving a truck node from it's current
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position to a position later in the schedule which contains a customer requirement node
assigns the customer requirement, and all preceding requirements on the truck that
immediately follows the truck that is moving, to the end ofthe moving truck's route. The
maximum number of truck routes required is heuristically determined by the initialization
scheme, however, in the above scenario, there is a reduction in the number oftrucks
actually required, if a truck is moved to a position which is the last requirement for the
truck that immediately follows the truck that is moving. Likewise, neighboring solutions
created by moving a truck node from it's current position in the schedule to a position
earlier in the schedule which contains a customer requirement reassigns the requirement
and all following requirements currently assigned to the truck that is moving to the
beginning ofthe immediately following truck's route. There is a reduction in the number
of trucks actually required in the above scenario if a truck is moved to a position
containing it's first customer requirement. In either case, the assignment ofcustomer
requirements to trucks and the order in which requirements are serviced, has been
changed. At each iteration ofthe aggressive exploration phase the evaluated neighboring
solution that has the lowest cost becomes the new current solution. The neighborhood
definition described above allows for an exhaustive search of the solution space where
different combinations ofthe number of trucks routes required, the assignment of
customer requirements to truck routes and the order in which customer requirements are
satisfied are evaluate during the same iteration.
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In order to avoid solutions that do not make sense from a practical standpoint, the
highest indexed truck node is not allowed to move in order to avoid unassigned
requirements. In order to reduce the number of evaluated redundant solutions,
restrictions on node type and/or the direction in which nodes are moved is enforced and
any candidate solution that violates any ofthese restrictions is removed from the list.
Since trucks are homogeneous with respect to area capacity and route duration, an
attempt is made to avoid assigning requirements to more than one unused truck at the end
of the schedule. Creating a neighboring solution by moving a customer requirement node
\
forward in the schedule to a position currently occupied by a truck node is allowed only if
the truck is the first truck in the group ofunused trucks at the very end of the schedule.
The manner in which node indices are assigned, insures that the node index of the first
truck in a group ofunused trucks at the very end ofthe schedule will equal it's position in
the schedule. In addition, the relative order of truck nodes is not allowed to change.
Truck(l) should always occupy a position that is less than the position ofTruck(2), etc.
The relative order is preserved by not allowing any truck node to be moved from it's
current position to one that currently contains another truck node. This restriction
reduces the number oftimes that different representations which map to the same solution
are evaluated.
The TS procedure uses a candidate list strategy that is based on the nearest neighbor
concept and is motivated by the results obtained by Gendreu, Hertz and LaPorte [10]. At
the beginning of each aggressive exploration phase, or after a best solution has been
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found, a given node is allowed to move to a new position that is adjacent to at least one of
a specified number of it's nearest neighbors. As the aggressive exploration phase
approaches the end, a larger set of it's nearest neighbors is considered. This strategy
introduces a measure of intensification in that it capitalizes on the assumption that
customers and trucks are assigned to it's nearest neighbors in good solutions, and moves
which involve the most nearest neighbors are more likely to be selected as the best move.
It therefore makes sense to evaluate more nearest neighbors in the beginning, and to
evaluate fewer nearest neighbors as the search progresses, and the frequency of finding
best solutions decreases. In addition, a measure of diversification is introduced since the
same moves are not necessarily evaluated at each iteration. The number ofnearest
neighbors considered at a given iteration is calculated using, an input parameter which
specifies the end of the aggressive exploration phase, the current number of iterations
since the last best solution has been found, and an input parameter that specifies the size
ofnearest neighbor subgroups. An analysis will be performed comparing this candidate
list strategy against a strategy that allows all positions to be evaluated at each iteration.
Currently, a neighboring solution must first be created before it can be evaluated
because it is not possible to evaluate whether a solution is feasible with respect to loading
area without traversing through each position of the routes involved in a move. In an
attempt to reduce computation times, redundant solution evaluations are avoided. At
each iteration, information concerning each evaluated move is retained in memory. At
each subsequent iteration the stored information is used to evaluate the cost of the
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neighboring solution, provided the origin and destination trucks involved in the move in
question have not been involved in a transformation of a best neighboring solution since
the move in question was last evaluated. This idea is similar, in concept to the
aforementioned approach proposed by Semet and Taillard [21].
5.5.2 Move Attributes
There is reason to believe that the goals of the aggressive exploration phase can be
realized by monitoring the attributes of a move that correspond to from-to node pairs. In
any transformation of the current solution to a neighboring solution, there are three from-
to node pairs that exist in the current solution but do not exist in the neighboring solution.
These from-to node pairs are referred to as "FROM" move attributes and a subset of these
pairs are used to specify and update the short-term memory tabu restrictions designed to
implicitly prevent the repetition and reversal ofmoves. In addition, these move attributes
are used to specify aspiration criteria which are used to override the tabu restrictions
under certain conditions. Likewise, in any transformation of the current solution to a
neighboring solution, there are three from-to node pairs that exist in the neighboring
solution that do not exist in the current solution. These node pairs are referred to as "TO"
move attributes and are used to specify aspiration criteria and to determine whether a
given move is tabu. Move attributes are identified as follows where:
OrigNode =
OrigPos =
DestPos - =
Node( I) =
/
The node that moves to another position in the schedule.
OrigNode's position in the current solution.
OrigNode's position in the neighboring position.
The node that is currently in position ( I ).
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From Move Attributes
Moving OrigNode to a Position Later in the Schedule
NodePairl = Node( OrigPos - 1 ),OrigNode
NodePair2 = OrigNode ,Node( OrigNode + 1 )
NodePair3 = Node(DestPos), Node( DestPos + 1 )
Moving OrigNode to a Position Earlier in the Schedule
NodePair1 = Node( OrigPos - 1 ), OrigNode
NodePair2 = OrigNode, Node( OrigNode + 1 )
NodePair3 = Node( DestPos-l ), Node( DestPos)
To Move Attributes
Moving OrigNode to a Position Later in the Schedule
NodePairl = Node( OrigPos - 1 ), Node( OrigPos + 1 )
NodePair2 = Node( DestPos), OrigNode
NodePair3 = OrigNode, Node( DestPos + 1 )
Moving OrigNode to a Position Earlier in the Schedule
NodePairl = Node( OrigPos - 1 ), Node( OrigPos + 1 )
NodePair2 = Node( OrigPos - 1 ), OrigNode
NodePair3 = OrigNode, Node( DestPos )
In an attempt to provide the search with an appropriate amount of latitude and at the same
time reduce indirect cycling, only the first two node pairs are used. The effectiveness of
using the move attributes defined above will be compared to the effectiveness ofusing
the popular move attribute based on the positions in the schedule in which a node has
been moved from in previous iterations.
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5.5.3 Tabu List
In the aggressive exploration phase, short-term memory is represented by a two-
dimensional array whose first and second dimensions represent a from-node and a
to-node, respectively. In any given transformation, the memory location reserved for
each move attribute, involved in the transformation is assigned the value of the current
iteration. The from-to node pairs that make up each move attribute are considered tabu
and are not allowed to be involved in any subsequent transformation until the current
iteration is greater than it's stored iteration plus the current size of the tabu list.
Glover[13], states that solution quality is highly dependent upon the size ofthe tabu list
and that list sizes that are too short often lead to cycling while sizes that are too long
overly restrict the search. In addition, variable list sizes in general and particularly those
that vary in response to information collected during the search, tend to provide better
solutions. For many implementations and problem instances, a fixed list size of some
function of the number ofnodes has proven to be sufficient Glover [13] . The tabu length
effects will be evaluated experimentally, where the length size is assigned a values equal
to a function ofthe square root of the number ofcustomers. In addition, an evaluation of
the merits ofusing a dynamic tabu list size will be performed.
5.5.4 Aspiration Criteria
Within the short-term memory structure, there is a two-dimensional array, whose
first and second dimensions represent a from-node and a to-node, respectively, is used to
record the aspiration value for all possible node pairs. Each memory is initialized with
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infinity and after each best neighboring solution has been identified, the location reserved
for each "FROM" move attribute, involved in the transformation, is assigned the
minimum of it's current value and the cost of the current solution, in a manner similar to
the strategy used by Barnes and Glover[3]. In essence, the memory location stores the
value ofthe best current solution in which the associated "FROM" move attribute was
ever resident. Likewise, the memory location reserved for each "TO" move attribute,
involved in the transformation, is assigned the minimum of it's current value and the cost
of the best neighboring solution. In essence, the memory location stores the value of the
best neighboring that possessed the associated "TO" move attribute. The tabu status of
all future "FROM" move attributes, will be overridden, if the associated neighboring
solution's cost is less than the attribute's current aspiration value. In addition, the tabu
status of all moves will be overridden if the neighboring solution's cost is better than the
best solution found or better than the best solution in the current region. These aspiration
strategies allow the search to make improving moves, without increasing the extent to
which the search cycles through previously visited solutions.
5.5.5 Strategic Oscillation
During the aggressive exploration phase, the search is allowed to move to solutions
that violate the constraints, however, penalty costs are added to the objective function to
reflect the extent to which the constraints are violated. Allowing moves to solutions that
are not feasible, increases'the probability of finding the best solution, in the event that the
best solution can only be reached from a solution that is not feasible. The extent to which
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the maximum route duration and the maximum loading area constraints are violated is
determined at each route position. The sum of the violations are multiplied by the current
value of the associated penalty and the products are added to the solution cost. Likewise,
the extent to which the number ofroutes specified by a solution exceeds the maximum
number ofavailable trucks is determined. This value is multiplied by the current value of
the truck penalty and the product is added to the objective function. The penalties are
independently adjusted, throughout the search, in an attempt to ensure that an adequate
number of solutions that are feasible and an adequate number that are not feasible are
evaluated. Each penalty is initialized with a specified value and are independently
increased by a specified factor, if a specified consecutive number ofbest neighboring
solutions violates the associated constraint. Likewise, the penalties are independently
decreased by a specified factor, if a specified consecutive number ofbest neighboring
solutions do not violate the associated constraint. This penalized solution cost is used to
determine the best neighboring solution. The objective function described in Section 5.1,
is modified to include the penalty terms as follows:
Min a *IiMiles( i ) + ~ * Ii PickIneff( i) + 11 *Ii AreaViolation( i ) +
A*~ AreaViolation( i) +Y*NumRouteViolation
Where: a = Mileage weight [0,1 ]
~ = Pickup inefficiency weight [ 0,1 ]
11 = Truck loading area penalty
A = Route duration penalty
y = Route penalty
Miles( i) = Truck( i)'s miles traveled
PickIneff( i ) = Truck( i )'s pickup inefficiency
AreaViolation( i) = Truck( i)'s maximum loading area violation
DurationViolation( i)= Truck( i )'s maximum route duration violation
NumRouteViolation = Maximum number ofroutes violation
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5.5.6 Diversification
In addition to the diversification that is introduced via the tabu restrictions and the
candidate list strategy implemented during the aggressive exploration phase, a measure of
diversification is introduced over the long-term, between aggressive exploration phases.
This diversification, is facilitated through the use ofa long-term memory structure that is
represented by a two dimensional array. This long-term memory structure is updated
during the aggressive exploration phase after a best neighboring solution has been found.
In addition, this memory structure is updated after the initial solution has been created
and after each new solution created to introduce a measure ofdiversification or
intensification into the search. The array contains the number of times that the associated
pair ofcustomers, have been assigned to the same truck, as a result ofone ofthe
customers being directly involved in a move which corresponds to the best neighboring
solution. At each iteration of the aggressive exploration phase, long-term memory
location ( i, j ) is incremented, by one, where customer( i ) is the customer that has been
moved and customers (j ) are the set of customers that are currently assigned to the truck
to which customer( i ) is being moved. Memory is incremented regardless ofwhether the
customer moved is assigned to a different truck.
During the diversification phase, the search is moved into a region ofthe solution
space that has not been thoroughly investigated, via the CWS heuristic used to initialize
the search. When the search is initialized (See Section 5.2), routes are combined giving
precedence to the savings expected from adding a leg between two customers and
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dropping the customer to depot legs for each customer involved in the combination.
During the diversification phase, the expected savings are evaluated in increasing order of
the long-term memory value ( i, j ) and ties are broken based on the expected savings. In
addition, the best solution found will be updated with the resulting solution, if it qualifies.
Long-term diversification could be alternatively introduced within the aggressive
exploration phase, in a manner similar to that prescribed by Gendreu, Hertz and
LaPorte[lO], See Section 2.2, by adding a value, based on long-term memory, to the
objective function. Likewise, the candidate list strategy could be modified to give
precedence to destination positions that correspond to long-term memory locations that
have relatively small values. In addition, during the existing long-term diversification
phase, the CWHS savings values could be adjusted with respect to long-term memory, in
order to introduce diversification.
5.5.7 Intensification
In addition to the intensification that is introduced via, the candidate list strategy,
implemented during the aggressive exploration phase, a measure of intensification is
introduced over the long-term, after the last aggressive exploration phase. Intensification
is facilitated in this manner, through the use of a long-term memory structure that is
represented by a two dimensional array. This long-term memory structure is updated
during the aggressive exploration phase, whenever a good solution has been identified.
Good solutions are solutions that have a lower objective function value than the best
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solution found so far. Good solutions are feasible solutions, or infeasible solutions that
are infeasible by no more than 5% with respect to route duration and loading area. In
addition, the initial solution, solutions created to introduce diversification, and solutions
created to introduce diversification into search are evaluated to determine whether they
are good solutions.
The long-term memory structure is similar to the diversification long-term memory,
however, each memory location contains the number of times that each pair ofcustomers
have been assigned to the same truck, as a result ofone of the customers being involved
in a move to a good solution. A good solution is any feasible best neighboring solution
that is better than the best solution found or any almost feasible best neighboring solution
that is better than the best solution found. During the intensification phase, the search is
moved into a region of the solution space where good solutions have been found, in a
manner similar to the diversification phase. However, during the intensification phase, the
expected savings are evaluated in decreasing order ofthe long-term memory value ( i, j ).
Intensification could be introduced in the alternative manners described above for
introducing a measure of diversification. In addition, the best solution found will be
updated with the resulting solution, if it qualifies.
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6.0 Computational Results
The analysis consists of comparing the actual daily schedules to the schedules
created by a basic CWS procedure. In addition, separate attempts are made to improve
the schedules created by a basic CWS procedure. Initially, improvement is sought using
the aforementioned TS procedure and subsequently an iterated CWS procedure is used.
Likewise, weekly schedules using a five-day scheduling horizon are created and the
results are compared. The CWS heuristic has been shown to perform well in many real-
world instances and in addition to providing an initial solution to the TS procedure, it acts
as a benchmark on which to evaluate the effectiveness ofthe TS and iterated CWS
procedures. In addition, the effectiveness ofeach TS component will be evaluated.
6.1 Actual Schedules
Five days of actual delivery data representing one delivery week was collected. A
summary of the trips by day is contained in (Table-I) and the route details can be found
in ( Appendix-1). Area is equal to the number ofcylinders times the average cylinder
footprint area. Since it is theoretically possible to deliver a full load and subsequently
pickup a full load, a truck's utilization is equal to the sum of the delivery and pickup
cylinder area divided by two times the truck's loading capacity. Trucks are currently
underutilized which suggests that, provided the average cylinder diameter used is
appropriate. In addition, this may indicate that the route duration constraint is the'
limiting constraint. At each delivery, on average, approximately 10.3% of the expected
unused loading area was occupied with pickups. This suggest that deliveries were
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performed with a minimal amount ofreshuffling. The percentage of the expected unused
loading area occupied with pickups is obtained by dividing the pickup inefficiency by the
total area ofthe cylinders delivered.
Day Routes Stops DIvrd DIvrd PickUp PickUp Truck PickUp Miles Hours
Qty Area Qty Area %Util InEff
1 5 22 464 204.2 365 160.6 18.2 17.0 585.0 33.5
2 5 34 402 176.9 535 235.4 20.6 13.5 605.0 39.9
3 5 29 477 209.9 533 234.5 22.2 23.5 974.0 46.1
4 5 29 477 209.9 543 238.9 22.4 23.7 835.0 44.5
5 5 33 408 179.5 475 209.0 19.4 23.6 543.0 34.7
Totals 25 147 2228 980.4 2451 1078.4 20.6 101.3 3542 198.7
(Table-I)
6.2 Transportation Data
In order to perform a fair comparison, hours and miles are obtained using a third-
party package and this data is used to evaluate all schedules. The package calculates road
miles and hours between any two customers using zipcodes and assumes that both are
zero for customers within the same zipcode. In order to indicate that there is a non-zero
time and distance between different customers, the zero hours and miles are assigned to
small numbers. This assumption should not adversely effect results since it is uniform
and is used by all procedures. The package uses input miles per hour values to calculate
the number ofhours based on the type ofroad used. The default miles per hour values
have been found to be somewhat optimistic. In order to increase the likelihood that the
package generates data that is representative, the default miles per hour values were
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adjusted until the calculated miles and hours was close to the actual miles and hours
reported on the trip reports. The miles per hour values used are listed in ( Table-2 ).
Road Type MPH Ad.iusted MPH
Multiple Lane Toll Free 55 48
Toll Roads 55 48
Divided Highwav 50 43
Non-Divided Roads 40 33
Local Roads 30 23
Ferries 15 15
Urban Highwavs 45 33
Urban Access Roads 20 18
(Table-2 )
The extent to which the package approximates reality can be determined from examining
the results in (Table-3). The associated trip comparison details can be found in
( Appendix-2). The miles and hours calculated by the package, across all five days, are
within 3.6 and 4.6 percent of the actual miles and hours indicated on the trip reports,
respectively. This error appears to be satisfactory given that there is an expected measure
of error inherent to the package. The effectiveness ofthe package is highly dependent
upon the miles per hour values selected, the specific route selected by the package, and
the error associated with calculating data using zipcodes. In addition, the error increases
if the trip reports include miles and hours not directly associated with servicing
customers.
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Day Routes Calc Calc Actual Actual %Mile %Hour
Miles Hours Miles Hours Error Error
10/27/97 5 608.8 32.5 585.0 33.5 +4.1 -2.7
10/28/97 5 592.9 38.3 605.0 39.9 -2.0 -3.8
10/29/97 5 935.1 45.8 974.0 46.1 -4.0 -0.4
10/30/97 5 . 749.1 39.4 835.0 44.5 -10.3 -11.7
10/31/97 5 530.0 33.4 543.0 34.7 -2.4 -2.4
Totals 25 3415.9 189.6 3542.0 198.7 -3.6 -4.6
(Table-3 )
6.3 Daily Analysis
The CWS, the iterated CWS and the TS procedures are used to create schedules
using a one-day scheduling horizon. Comparing these schedules against actual schedules
should help to identify potential savings that may be realized by focusing on the manner
in which customers are assigned to routes and the sequence in which customers assigned
to the same route are serviced. In order to perform a fair comparison, a maximum route
duration of 10 hours is used. The actual maximum route duration, for a given day, is
used in the event it is greater than 10 hours. Using this logic, a maximum route duration
of 11.7 and 11.2 hours is used for day #3 and day #4 respectively and a maximum route
duration of 10 hours is used for the other three days. In addition, the actual delay times
spent at each customer stop, on a given day, is used. Ifthere were multiple customer
stops, the total delay time was used. It is important to note that the total delay time used
may overestimate the expected delay time since there may some fixed delay time per stop
that will be accounted for multiple times. The schedules are created using a distance
weight of 1.0 and a pickup efficiency weight of 0.0, since the objective of this analysis is
to minimize the total distance traveled. Ties are broken using the pickup inefficiency. A
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target maximum execution time of 10 minutes was selected. TS procedure parameters
were selected considering the target maximum execution time.
6.3.1 CWS Heuristic
The CWS heuristic is a greedy heuristic in that it moves towards optimality as
quickly as possible without evaluating alternative paths. The CWS procedure executes
within a fraction of a second of CPU time. The details ofthe routes created by the CWS
procedure using a one-day scheduling horizon are contained in (Appendix-3 ) and a
summary of the details is contained in (Table-4). Again, trucks are severely
underutilized with respect to loading capacity and deliveries were performed with a
minimal amount of reshuffling. The routes generated by the CWS procedure using a
one-day scheduling horizon are compared to the actual routes. An analysis of the
comparison shows that the CWS procedure generated solutions requiring 6 less routes,
traveling 559.1 less miles and 14.6 less hours over the five days. As the number ofroutes
decreases, the average delivery area per route increases. One would expect a resulting
increase in the extent to which shuffling is required, however, the pickup inefficiency
only increased to 109.0 from 101.3. In conclusion, the CWS procedure generated
schedules that satisfied customer demand using significantly less miles, hours and trucks,
without significantly increasing the extent to which reshuffling is required.
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6.3.2
Day CWS-l CWS-l CWS-l Truck PickUp
Routes Miles Hours O/OUtii lnEff
1 4 565.3 31.7 22.8 14.2
2 4 431.0 34.3 25.8 20.3
3 4 842.7 43.6 27.8 26.7
4 4 699.4 38.1 28.1 15.1
5 3 318.4 27.3 32.4 32.7
Totals 19 2856.8 175.0 27.1 109.0
(Table-4 )
Tabu Search
It is theorized that the TS will perfonn a more thorough search ofthe solution space
and will find better solutions than the CWS procedure, if one exists. To evaluate the
effectiveness ofthe procedure, the TS factors that are expected to have the greatest
impact on solution quality have been identified and are described in (Figure-6 ).
Factor Description
TabuStrat ( 1 ) - Use from-to node pairs to specify tabu restrictions.
. ( 2 ) - Use node's previous solution positions to specify tabu restrictions.
TabuLenSpec ( 0 ) - No Tabu List
( 1 ) - Tabu List Size = 1 * sqrt (num_customers).
(2) - Tabu List Size = 2 * sqrt (num_customers).
( 3 ) - Tabu List Size = 3 * sqrt ( num_customers ).
( 5 ) - Tabu List Size = Uniform Random Number in Interval ( 5. 10 ).
NumCycles ( X=O ) - One aggressive exploration phase only.
( X>O ) - X aggressive exploration / diversification cycles, followed by
one intensification phase.
CandStrat ( 0 ) - No strategy, the entire neighborhood is evaluated at each iteration.
( 1 ) - Candidate list stratev;y described in section X is used.
NumInts Used to specify the number ofnearest nei,ghbor intervals. See Section X.
NumNoImp Specifies the termination of an aggressive exploration phase. An
aggressive exploration phase ends when the number of iterations since a
best solution has been found is equal to this number.
InitialPenalty The value initiallv assigned to each penalty factor.
OscRuns Consecutive iterations that a oscillation component is allowed to exist on
a side of the boundary before the associated penalty factor is adiusted.
OsclFactor Penalty adiustment when OscillationRuns has been exceeded.
(Figure-6 )
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An attempt was made to empirically determine appropriate factor values. The best
solution found during this investigation period was selected as the base configuration. At
each subsequent trial, one parameter is allowed to change in order to identify the
parameter effect. The resulting experimental design is listed in ( Figure-7 ).
Trial Tabu Tabu Num Cand Num Num Initial Osc Osc
Strat LenSpec Cycles Strat Ints NoImp Penaltv Runs Factor
I I 2 3 I 3 500 I 10 2
2 2 2 3 I 3 500 1 10 2
3 1 0 3 1 3 500 1 10 2
4 1 1 3 1 3 500 1 10 2
5 1 3 3 1 3 500 1 10 2
6 1 5 3 1 3 500 1 10 2
7 1 2 0 1 3 500 1 10 2
8 1 2 3 0 3 500 1 10 2
9 1 2 3 1 5 500 1 10 2
10 1 2 3 1 10 500 1 10 2
11 1 2 3 1 3 250 1 10 2
12 1 2 3 1 3 1000 1 10 2
13 1 2 3 1 3 500 1 10 2
14 1 2 3 1 3 500 256 10 2
15 1 2 3 1 3 500 512 10 2
16 1 2 3 1 3 500 1024 10 2
17 1 2 3 1 3 500 1 5 2
18 1 2 3 1 3 500 1 20 2
19 1 2 3 1 3 500 1 10 0
20 1 2 3 1 3 500 1 10 5
(Figure-7 )
The effectiveness of each TS parameter can be evaluated using the experiment results
listed in (Appendix-4,5,6,7,8). The best phase is defined as the phase in which the best
solution was found. For instance the first aggressive exploration phase is always phase
#1. The first aggressive exploration phase will be the only phase ifNumCycles is equal
to zero. IfNumCyc1es is equal to three, the first diversification phase is assigned phase
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#2, the second is assigned phase #3, and the third is assigned phase #4. Lastly, the
intensification step is assigned phase#5. The effects ofthe TabuStrat selected can be
detennined from comparing the results of trials #1 and #2. Specifying tabu restrictions
with respect to from-to node pairs resulted in the best solution for all 5 days and
specifying tabu restrictions with respect to the route position res"!1lted in the best solution
for only 2 ofthe days. The effects of the TabuLenSpec selected can be detennined from
comparing the results of trials #1, #3, #4, #5 and #6. Avalue of 2 resulted in the best
solution for all 5 days, a value of 3 resulted in the best solution for 4 days, a value of 5
resulted in the best solution for 3 days, a value of 1 resulted in the best solution for 2 days
and a value ofaresulted in the best solution for 2 days. The effects of the NumPhases
selected can be determined from comparing the results of trials #1 and #7. A value of 3
resulted in the best solution for all 5 days, a value ofaresulted in the best solution for
only 2 days. The effects of the CandStrat selected can be determined from comparing the
results of trials #1 and #8. A value of 1 resulted in the best solution for all 5 days, a
value ofaresulted in the best solution for only 2 days. The effects of the NumInts
selected can be detennined from comparing the results of trials #1, #9 and #10. A value
of 3 resulted in the best solution for all 5 days, a value of 5 resulted in the best solution
for 4 days, a value of 10 resulted in the best solution for 3 days. The effects of the
NumNoImp selected can be determined from comparing the results oftrials #1, #11 and
#12. A value of 500 resulted in the best solution for all 5 days, a value of250 resulted in
the best solution for 5 days, a value of 1000 resulted in the best solution for 3 days. The
effects of the InitialPenalty selected can be determined from comparing the results of
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trials #1, #14, #15 and #16. A value of 1resulted in the best solution for a115 days, a
value of256 resulted in the best solution for 3 days, a value of 1024 resulted in the best
solution for 3 days and a value of512 resulted in the best solution for 2 days. The effects
of the OscRuns selected can be determined from comparing the results of trials #1, #17
and #18. A value of 10 resulted in the best solution for a115 days, a value of5 resulted
in the best solution for 3 days, a value of20 resulted in the best solution for 3 days. The
effects ofthe OscFactor selected can be determined from comparing the results of trials
#1, #19 and #20. A value of2 resulted in the best solution for a115 days, a value of5
resulted in the best solution for 3 days, a value of 0 resulted in the best solution for none
ofthe days.
A summary of the best daily solutions created by the TS procedure is listed in
(Table-5 ) and the route details are listed in (Appendix-9). Again, trucks are severely
underutilized with respect to loading capacity and deliveries were performed with a
minimal amount of reshuffling. Of the 100 trials, 61 resulted in the best solution and the
total average runtime was 8.20 minutes. Among the trials that returned the best solution,
27, 28 and 8 were found during the first aggressive exploration, after a diversification
phase and after an intensification phase, respectively.
A comparison ofthe routes created by the TS procedure to the routes created by the
CWS procedure is performed. The TS procedure did not reduce the number oftrucks
required, however, a total of95.7less miles and 2.8 less hours were traveled over the five
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days. The best solution obtained by the TS procedure, for a given day, was always better
than the best solution created by the CWS procedure.
Day TS-l TS-l TS-l Truck PickUp
Routes Miles Hours O/OUtil InEff
1 4 532.5 30.8 22.8 13.9
2 4 429.8 34.2 25.8 19.0
3 4 807.7 42.9 ,27.8 24.6
4 4 678.2 37.6 28.1 20.1
5 3 312.9 26.8 32.4 35.4
Totals 19 2761.1 172.2 27.1 113.0
(Table-5 )
6.3.3 Iterated CWS Heuristic
The iterated CWS algorithm attempts to improve the effectiveness of the CWS
heuristic by allowing for it to evaluate alternative paths. At each iteration of the
procedure, the CWS heuristic, as described in Section 2.2, is executed. However, at each
iteration, the savings values are slightly perturbed in a random manner in the interval
uniform ( -~, ~). This approach is similar to the approaches ofDeifand Bodin [7],
Golden, Baker, et al [7] and Casco [7] et al in that the savings are perturbed. However,
the iterated CWS more resembles a component ofwhat is known as Problem Space
Search ( PSS). According to Storer [22], PSS procedures are local search procedures that
use a constructive heuristic to create solutions using perturbed problem data. The entire
problem space can be constructed using the heuristic given all possible perturbations of
the data. The set ofperturbed data is created by a random adjustment of the original data.
The perturbed data is used create the new solution while the original data is used to cost
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the resulting solution. For example in scheduling problems, the perturbed data is used to
determine the task that is next considered for insertion into the schedule but the original
data is used when the task is scheduled and when the resulting schedule is evaluated.
According to Storer [22], generating the problem space is easy. However, the
challenging part is determining an effective manner in which to search the problem space.
To this end, PSS defines a neighborhood structure to facilitate an effective search.
The iterated CWS procedure is executed with a given ~ value for a specified number
ofminutes. The execution times vary by day and are equal to the daily average execution
times of all TS experimental trials that returned the best solution with respect to miles.
The execution times used were 3.6, 10.5, 7.2,8.6 and 11.9 minutes, respectively. The
values listed in ( Figure-8 ) were selected in order to determine appropriate ~ values. The
results of the experiment are listed in (Appnedix-IO,II,12,13,14 ).
Trial Theta
1 0.2
2 0.4
3 0.8
4 1.0
5 2.0
6 4.0
7 8.0
8 16.0
9 32.0
10 64.0
(Figure-8 )
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The best daily solution results are listed in ( Table-6 ) and the route details are listed in
(Appendix-IS). Of the 50 trials, 12 resulted in the best solution with respect to miles.
The results indicate that good solutions are consistently found for ~ values of2 and 4.
Day ICWS-l ICWS-l ICWS-l Truck PickUp
Routes Miles Hours %Util IoEff
1 4 532.5 30.8 22.8 13.8
2 4 429.9 34.2 25.8 18.9
3 4 807.7 42.9 27.8 22.1
4 4 686.4 37.8 28.1 15.8
5 3 312.9 26.8 32.4 35.3
Totals 19 2769.4 172.5 136.9 105.9
(Table-6 )
The routes created by the iterated CWS procedure are compared to the routes created
by the CWS procedure. An analysis shows that the iterated CWS procedure did not
reduce the number ofroutes required, however, a total of87.4.7 less miles and 2.5 less
hours were traveled. The best solution obtained by the iterated CWS, for a given day,
was always better than the best solution created by the CWS procedure. In addition, the
routes created by the iterated CWS procedure are compared to the routes created by the
TS procedure. The results show that TS procedure marginally outperformed the CWS
procedure for day #4 where a total of 8.3 less miles and 0.3 less hours were traveled.
6.4 Weekly Analysis
The CWS, the iterated CWS and the TS procedures are used to create schedules
using a 5-day scheduling horizon where customer zones are ignored and customers are
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allowed to be serviced on any day. This analysis should help to identify potential savings
that may be realized by focusing on the manner in which customers are assigned to
delivery days, in addition to the savings that may be realized by focusing on the manner
in which customers are assigned to routes and the sequence in which customers assigned
to the same route are serviced. The TS procedure does not appear to offer any additional
benefit over the iterated CWS procedure for the one-day scheduling horizon where there
are a relatively small number ofcustomer locations. The five-day scheduling horizon
involves more customers and therefore may provide a scenario where the TS will offer
some benefit. Using a five-day scheduling horizon may be practical provided it is
possible to obtain relatively accurate customer backhaul demand forecasts. The resulting
routes could subsequently be assigned to actual delivery days in a manner that minimizes
some objective function. A maximum of25 routes are allowed and each route is
constrained to a maximum duration of 10 hours. A target maximum execution time of 30
minutes was selected for the five-day scheduling horizon and the TS parameters were
selected with this target in mind.
6.4.1 CWS Heuristic
The details of the routes created by the CWS procedure are listed in (Appendix-16)
and a summary ofthe route details is listed in (Table-7). Again, trucks are severely
underutilized with respect to loading capacity and deliveries were performed with a
minimal amount of reshuffling. The routes created using the CWS are compared to the
actual routes. An analysis of the results shows that the solution generated using the CWS
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procedure required 7 less routes and traveled 1176.1 less miles and 31.6 less hours over
the five days. In addition, the routes generated by the CWS procedure using a five-day
scheduling horizon were compared to the routes generated by the CWS procedure using a
one-day scheduling horizon. The analysis of the results shows that the five-day horizon
resulted in solutions requiring 1 less route and traveled 617 less miles and 17 less hours
over the five days.
Week CWS-5 CWS-5 CWS-5 Truck PickUp
Routes Miles Hours %Util InEff
1 18 2239.8 158.0 28.6 144.4
(Table-7 )
6.4.2 Tabu Search
A number of experimental trials were performed in order to determine the parameter
values which result in good solutions. With respect to the one-day scheduling horizon, a
larger NumInts, a larger InitialPenalty and a smaller OscFactor is required. The TS
procedure was executed using the design listed in ( Figure-9). The results ofthe
experiment are listed in (Appendix-17). Trial #20 resulted in the best solution and a
summary of the solution details are listed in ( Table-8 ) and the details are listed in
(Appendix-18 ).
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Trial Tabu Tabu Num Cand Num Num Initial Osc Osc
Strat LenSpec Cycles Strat Ints Nolmp Penalty Runs Factor
1 1 2 1 1 50 250 2048 5 2
2 2 2 1 1 50 250 2048 5 2
3 1 1 1 1 50 250 2048 5 2
4 1 3 1 1 50 250 2048 5 2
5 1 4 1 1 50 250 2048 5 2
6 1 5 1 1 50 250 2048 5 2
7 1 2 2 1 50 250 2048 5 2
8 1 2 1 0 50 250 2048 5 2
9 1 2 1 1 25 250 2048 5 2
10 1 2 1 1 125 250 2048 5 2
11 1 2 1 1 50 500 2048 5 2
12 1 2 1 1 50 150 2048 5 2
13 1 2 1 1 50 250 1 5 2
14 1 2 1 1 50 250 512 5 2
15 1 2 1 1 50 250 1024 5 2
16 1 2 1 1 50 250 4096 5 2
17 1 2 1 1 50 250 2048 10 2
18 1 2 1 1 50 250 2048 20 2
19 1 2 1 1 50 250 2048 5 5
20 1 2 1 1 50 250 2048 5 10
(Figure-9 )
Again, trucks are severely underutilized with respect to loading capacity and
deliveries were performed with a minimal amount ofreshuffling. The TS procedure
generated routes using a five-day scheduling horizon are compared to the CWH generated
routes using a five-day scheduling horizon. An analysis of the comparison shows that the
TS procedure generated solutions requiring 1 less route, traveling 69.4 less miles and 2.0
less hours over the five days. In addition, the routes generated by the TS procedure using
a five-day scheduling horizon were compared to the routes generated by the TS procedure
using a one-day scheduling horizon. An analysis of the comparison shows that the five-
day scheduling horizon resulted in solutions requiring 2 less routes, traveling 590.7 less
miles and 16.2 less hours over the five days.
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Week Tabu-5 Tabu-5 Tabu-5 Truck PickUp
Routes Miles Hours %Util IoEff
1 17 2170.4 156.0 30.3 134.1
(Table-8 )
6.4.3 Iterated CWS Heuristic
The Iterated CWS procedure using a five-day scheduling horizon was executed using
the same experimental design that was used for the one-day scheduling horizon. In order
to facilitate a fair comparison of the Iterated CWS and TS procedures, the maximum time
the CWS procedure was allowed to execute was set equal to the runtime of the best TS
solution (36.6 minutes). The experimental result are listed in (Appendix-19). As in the
one-day scheduling horizon, the results indicate that solution quality increases as ~
approaches 2. A summary of the best solution is listed in ( Table-9 ) and the details are
listed in (Appendix-20).
The iterated CWS procedure generated routes using a five-day scheduling horizon
are compared to the CWH generated routes using a five-day scheduling horizon. An
analysis of the comparison shows that the iterated CWS procedure generated solutions
requiring 2 less routes, traveling 67.0 less miles and 1.8 less hours over the five days.
The routes generated by the iterated CWS procedure using a five-day scheduling horizon
were compared to the routes generated by the iterated CWS procedure using a one-day
scheduling horizon. An analysis of this comparison shows that the five-day scheduling
horizon resulted in solutions requiring 3 less routes, traveling 596.6 less miles and 16.3
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less hours over the five days. The routes generated by the iterated CWS procedure using
a five-day scheduling horizon were compared to the routes generated by the TS procedure
using a one-day scheduling horizon. An analysis of this comparison shows that the
iterated CWS resulted in solutions requiring 1 less route, however, 2.4 more miles and
0.2 more hours were traveled over the five days.
Week ICWS-5 ICWS-5 ICWS-5 ICWS-5 ICWS-5
Routes Miles Hours %Util PickEff
1 16 2172.8 156.2 32.2 134.1
(Table-9 )
7.0 Conclusions
In conclusion, using a one-day scheduling horizon, the Tabu Search procedure
creates schedules that require 19.2%, 3.3% and 0.3% less miles than the actual schedules,
the schedules created by the Clark-Wright Savings heuristic, and the schedules created by
the iterated Clark-Wright Savings heuristic respectively. Likewise, using a five-day
scheduling horizon, the Tabu Search procedure creates schedules that require 36.5%,
3.1% and 0.1% less miles respectively. The TS procedure did not provide any significant
benefit beyond those obtained using the iterated CWS procedure. According to the
literature, there is reason to believe that the TS procedure will outperform the iterated
CWS procedure as the complexity ofthe objective function increases. The maximum
route duration of 10 hours is a relatively conservative number considering several actual
routes exceeded this duration. A greater potential savings over the existing scheduling
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methodology is expected in the event that a larger maximum route duration can be
appropriately used. In addition to the delivery cost savings reported in this paper, the TS
procedure would .reduce the effort and time required to create schedules. In addition, the
TS procedure could assist management with the allocation of resources. For instance,
unassigned drivers could be assigned to other terminal activities and trucks no longer
needed could be relocated to other terminals or sold. The TS procedure is an easily
adaptable, compact module consisting ofless than 3000 lines of code. In comparison, the
iterated CWS was written in less than 1000 lines of code. The procedures are written in
"C" and the executables are run on a UNIX machine.
8.0 Extensions
It appears that the terminal is using more routes than are necessary. If this is
desirable, for whatever reason, the procedure can easily be forced to use a specified,
or bounded number oftrucks. The cost function could be modified, in order to account
for fixed truck costs. In addition, an evaluation ofmore complex objective functions that
include route duration, route load balancing and/or other route characteristics may be
warranted. Likewise, the procedure could be modified to properly account for the small
percentage of customers that have delivery time-windows. Delivery time-windows could
be treated in the manner in which the current side constraints are handled. As a side
benefit, due to strategic oscillation effects, this should facilitate a more diverse search.
The assignment of customers to common-carriers is currently fixed. The TS procedure
could be modified to evaluate whether it is beneficial to reassign common-carrier
89
customers to internal routes. This could be accomplished by creating an unconstrained
dummy vehicle and modifying the objective function to include common-carrier costs. In
practical settings it is often desirable to block or fix certain portions ofthe schedule. This
could be facilitated by treating each fixed component as a separate customer.
Improvement in the solutions generated by the TS procedure may be realized by
evaluating alternative neighborhood definitions. Procedure like 2-opt exchange and A,-
interchange may provide some benefit. The quality of the search may also be improved
by evaluating alternative diversification and intensification schemes. In addition, a post-
optimal procedure like the generalized insertion heuristic developed by Gendreu, Hertz
and Laporte, and alternative solution techniques designed to solve the TSP could be used
to improve the individual routes generated by the TS procedure. An evaluation of the
merits ofusing solution techniques traditionally used to solve the VRP, other than the
CWS, may prove to be beneficial. In addition, these alternative techniques could be used
to determine whether the TS procedure is robust with respect to the initial solution. As an
extreme, the N-route solution which is used to initialize the CWS procedure could also be
used to determine robustness. An evaluation of the merits ofusing alternative search
methods like Problem Space Search and greedy randomized adaptive search procedures
(GRASP) to solve the VRPB may also prove worthwhile. Lastly, a more extensive
analysis involving more data is required to properly configure the TS procedure. This
extensive analysis would provide the necessary information on which to draw strong
statistical conclusions on the effectiveness of the TS.
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Actual Daily Route Details
Day Route Stops Dlvrd Dlvrd Pickup Pickup Truck Pickup Miles Hours
Qty Area Qty Area %Util IoEff
1 1 5 124 54.6 94 41.4 24.0 5.1 232.0 9.2
1 2 3 99 43.6 66 29.0 18.2 3.2 87.0 8.0
1 3 8 130 57.2 129 56.8 28.5 7.3 142.0 8.5
1 4 2 62 27.3 57 25.1 13.1 1.0 122.0 5.9
1 5 4 49 21.6 19 8.4 7.5 0.4 2.0 1.8
2 1 11 57 25.1 58 25.5 12.7 1.6 122.0 8.8
2 2 5 136 59.8 258 113.5 43.3 6.3 192.0 9.2
2 3 6 42 18.5 70 30.8 12.3 1.3 147.0 9.7
2 4 4 70 30.8 53 23.3 13.5 1.4 112.0 6.6
2 5 8 97 42.7 96 42.2 21.2 2.9 32.0 5.7
3 1 6 197 86.7 204 89.8 44.1 15.6 194.0 9.8
3 2 5 114 50.2 126 55.4 26.4 6.6 304.0 11.5
3 3 4 31 13.6 121 53.2 16.7 0.2 171.0 8.8
3 4 7 49 21.6 63 27.7 12.3 0.7 158.0 8.3
3 5 7 86 37.8 19 8.4 11.6 0.4 147.0 7.7
4 1 3 155 68.2 133 58.5 31.7 3.9 260.0 11.5
4 2 7 124 54.6 160 70.4 31.3 8.7 168.0 8.7
4 3 8 80 35.2 97 42.7 19.5 3.4 129.0 10.4
4 4 10 113 49.7 140 61.6 27.8 7.6 170.0 10.5
4 5 1 5 2.2 13 5.7 2.0 0.1 108.0 3.5
5 1 7 102 44.9 94 41.4 21.6 5.1 152.0 6.3
5 2 5 16 7.0 23 10.1 4.3 0.2 114.0 8.6
5 3 11 59 26.0 62 27.3 13.3 1.5 66.0 5.9
5 4 5 75 33.0 83 36.5 17.4 3.1 173.0 8.4
5 5 5 156 68.6 213 93.7 40.6 13.7 38.0 5.6
(Appendix-I)
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Estimated Mile / Hour Deviation
Day Route Calc Calc Actual Actual Mile Hour
Miles Hours Miles Hours Error Error
1 1 236.0 9.0 232.0 9.2 4.0 -0.2
1 2 86.2 7.4 87.0 8.0 -0.8 -0.6
1 3 160.8 8.4 142.0 8.5 18.8 -0.1
1 4 106.6 5.8 122.0 5.9 -15.4 -0.1
1 5 19.2 1.9 2.0 1.8 17.2 0.1
2 1 175.2 9.3 122.0 8.8 53.2 0.5
2 2 180.3 8.2 192.0 9.2 -11.7 -1.0
2 3 131.7 9.5 147.0 9.7 -15.3 -0.2
2 4 82.1 6.1 112.0 6.6 -29.9 -0.5
2 5 23.6 5.2 32.0 5.7 -8.4 -0.5
3 1 186.4 9.8 194.0 9.8 -7.6 0.0
3 2 295.0 11.7 304.0 11.5 -9.0 0.2
3 3 146.1 7.9 171.0 8.8 -24.9 -0.9
3 4 156.2 8.2 158.0 8.3 -1.8 -0.1
3 5 151.4 8.2 147.0 7.7 4.4 0.5
4 1 250.8 11.2 260.0 11.5 -9.2 -0.3
4 2 169.1 8.9 168.0 8.7 1.1 0.2
4 3 117.0 8.7 129.0 10.4 -12.0 -1.7
4 4 131.2 7.6 170.0 10.5 -38.8 -2.9
4 5 81.0 3.0 108.0 3.5 -27.0 -0.5
5 1 118.7 8.3 152.0 6.3 -33.3 2.0
5 2 135.3 5.5 114.0 8.6 21.3 -3.1
5 3 67.8 6.7 66.0 5.9 1.8 0.8
5 4 179.2 7.7 173.0 8.4 6.2 -0.7
5 5 29.0 5.2 38.0 5.6 -9.0 -0.4
( Appendix-2 )
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Daily CWS Solution Details
Day Route Stops Dlvrd Dlvrd PickUp PickUp Truck PickUp Miles Hours
Qty Area Qty Area %Util lnEff
1 1 9 131 57.6 129 56.8 158.4 6.8 158.4 8.8
1 2 5 124 54.6 94 41.4 235.6 3.6 235.6 8.9
1 3 4 88 38.7 74 32.6 127.5 1.9 127.5 7.8
1 4 4 121 53.2 68 29.9 43.8 1.9 43.8 6.1
2 1 5 36 15.8 129 56.8 139.1 0.8 139.1 9.8
2 2 14 183 80.5 165 72.6 19.8 14.3 19.8 9.7
2 3 7 44 19.4 36 15.8 75.7 0.5 75.7 5.8
2 4 8 139 61.2 205 90.2 196.4 4.7 196.4 9.0
3 1 5 114 50.2 126 55.4 295.0 4.7 295.0 11.7
3 2 6 74 32.6 177 77.9 180.8 4.1 180.8 11.2
3 3 12 92 40.5 26 11.4 189.6 1.1 189.6 11.1
3 4 6 197 86.7 204 89.8 177.3 16.7 177.3 9.5
4 1 11 123 54.1 164 72.2 171.5 7.3 171.5 10.3
4 2 3 141 62.0 130 57.2 167.8 2.9 167.8 9.0
4 3 9 83 36.5 92 40.5 108.0 3.0 108.0 8.4
4 4 5 130 57.2 157 69.1 252.1 1.8 252.1 10.4
5 1 8 86 37.8 91 40.0 148.8 2.6 148.8 8.9
5 2 16 219 96.4 289 127.2 51.3 26.7 51.3 9.5
5 3 8 103 45.3 95 41.8 118.3 3.3 118.3 8.9
( Appendix-3 )
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Daily Tabu Search Experiment- payt
Trial Iterations Best Best Routes Miles Hours PickUp RunTime
Iteration Phase InEff (mins. )
1 3022 1860 4 4 532.5 30.8 14.6 3.4
2 2792 633 2 4 532.5 30.8 15.8 2.8
3 2809 2309 5 4 532.5 30.8 14.4 2.3
4 3287 679 2 4 532.5 30.8 14.0 3.5
5 4176 1278 2 4 532.5 30.8 14.0 4.1
6 4431 3931 5 4 532.5 30.8 13.9 4.6
7 618 118 1 4 537.6 31.0 14.1 0.7
8 3217 741 2 4 532.5 30.8 14.8 5.1
9 3830 1242 2 4 532.5 30.8 14.5 3.3
10 4014 2005 3 4 532.5 30.8 13.9 2.8
11 1876 428 2 4 532.5 30.8 15.7 2.0
12 5762 3619 4 4 532.5 30.8 14.0 6.4
13 3022 1860 4 4 532.5 30.8 14.6 3.4
14 3398 2024 4 4 532.5 30.8 14.5 3.6
15 2945 2445 5 4 532.5 30.8 14.3 3.2
16 3176 2676 5 4 532.5 30.8 14.6 3.4
17 2889 614 2 4 532.5 30.8 14.4 3.3
18 3831 778 2 4 532.5 30.8 15.2 4.1
19 2500 0 1 4 565.3 31.7 14.4 3.4
20 3527 737 2 4 532.5 30.8 15.7 3.6
( Appendix-4 )
97
Daily Tabu Search Experiment- Day2
Trial Iterations Best Best Routes Miles Hours PickUp RunTime
Iteration Phase InEff (mins. )
1 5082 360 1 4 429.8 34.0 19.7 11.2
2 3032 73 1 4 429.8 34.0 19.6 6.1
3 2912 73 1 4 429.8 34.0 19.6 6.0
4 2931 99 1 4 429.8 34.0 19.8 6.4
5 5699 1173 1 4 429.8 34.0 19.5 13.9
6 4244 3744 5 4 429.8 34.1 19.4 9.5
7 860 360 1 4 429.8 34.0 19.7 2.1
8 3876 204 1 4 429.8 34.0 19.5 14.5
9 5060 418 1 4 429.8 34.0 19.7 9.5
10 6905 39 1 4 429.8 34.2 19.6 12.3
11 2590 360 1 4 429.8 34.0 19.7 5.9
12 8654 867 1 4 429.8 34.0 19.7 19.6
13 5082 360 1 4 429.8 34.0 19.7 11.2
14 3938 17 1 4 429.8 34.2 19.6 10.2
15 4830 17 1 4 429.8 34.2 19.6 11.6
16 3561 3023 5 4 429.8 34.2 19.0 9.3
17 3958 131 1 4 429.8 34.1 19.6 9.2
18 6395 665 1 4 429.8 34.1 19.5 16.3
19 2501 0 1 4 431 34.4 19.7 9.1
20 5415 457 1 4 429.8 34.0 19.7 13.2
( Appendix-5 )
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Daily Tabu Search Experiment- Day3
Trial Iterations Best Best Routes Miles Hours PickUp RunTime
Iteration Phase IoEff (mins. )
1 4607 1630 3 4 807.7 42.9 25.1 7.3
2 3808 1463 3 4 811.9 43.0 28.6 5.8
3 3778 1463 3 4 811.9 43.0 28.6 5.8
4 3737 1510 3 4 811.9 43.0 28.6 6.2
5 4991 64 1 4 813.2 43.0 26.8 7.4
6 4217 1829 3 4 807.7 42.9 24.6 5.9
7 574 74 1 4 813.2 43.0 26.3 1.0
8 3803 1714 3 4 811.9 43.0 20.2 9.9
9 5401 74 1 4 813.2 43.0 26.3 7.0
10 6295 3164 3 4 810.2 42.9 25.1 6.7
11 3270 1102 3 4 807.7 42.9 24.6 5.0
12 6297 ·2630 3 4 807.7 42.9 25.1 10.8
13 4607 1630 3 4 807.7 42.9 25.1 7.2
14 4762 4 1 4 813.2 43.0 26.3 7.6
15 4330 3665 5 4 811.3 42.8 27.6 6.7
16 4745 4 1 4 813.2 43.0 26.3 7.3
17 3441 274 1 4 813.2 43.0 26.7 5.6
18 5213 1139 2 4 810.2 42.9 25.1 8.7
19 2503 0 1 4 842.7 43.6 26.7 5.8
20 4789 962 2 4 810.2 42.9 25.1 7.7
( Appendix-6 )
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Daily Tabu Search Experiment- Day4
Trial Iterations Best Best Routes Miles Hours PickUp RunTime
Iteration Phase InEff (mins. )
1 5214 1244 2 4 678.2 37.7 20.6 7.2
2 3740 95 I 4 693.1 37.8 21.3 6.4
3 3740 95 1 4 693.1 37.8 21.3 6.2
4 5186 '1971 2 4 688.2 38.0 18.5 7.3
5 7045 2509 2 4 678.2 37.7 18.2 9.6
6 9636 5838 4 4 684.5 37.8 16.0 13.1
7 909 409 1 4 697.4 37.9 18.5 1.2
8 3811 2297 4 4 683.1 37.6 18.1 9.2
9 9904 7621 4 4 678.2 37.7 23.4 11.7
10 6645 2057 1 4 689.4 37.6 19.6 7.2
11 4990 4740 5 4 678.2 37.7 20.4 7.0
12 14419 2133 1 4 681.5 37.4 27.9 18.4
13 5214 1244 2 4 678.2 37.7 20.6 7.2
14 6044 3427 3 4 678.2 37.6 20.1 8.9
15 6960 2830 3 4 684.5 37.8 20.1 9.8
16 6343 3476 3 4 678.2 37.7 20.0 9.2
17 6982 2589 3 4 684.5 37.7 22.1 9.5
18 6334 2650 2 4 681.9 37.4 27.8 9.2
19 2500 0 1 4 699.4 38.1 15.1 6.7
20 4580 3989 5 4 683.1 37.5 19.8 6.5
( Appendix-7 )
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Daily Tabu Search Experiment- Day5
Trial Iterations Best Best Routes Miles Hours PickUp RunTime
Iteration Phase lnEff (mins. )
1 7386 74 1 3 312.9 26.8 35.4 18.0
2 5178 145 1 3 315.0 27.1 32.7 11.2
3 4592 145 1 3 315.0 27.1 32.7 10.7
4 4616 197 1 3 315.1 27.2 32.3 11.3
5 6205 5705 5 3 312.9 26.8 35.4 15.2
6 4430 138 1 3 313.6 27.0 32.8 10.9
7 574 74 1 3 312.9 26.8 35.4 1.5
8 3453 1766 3 3 312.9 26.8 35.3 13.3
9 5687 74 1 3 312.9 26.8 35.4 10.8
10 5589 187 1 3 312.9 26.8 35.4 9.3
11 2422 74 1 3 312.9 26.8 35.4 5.9
12 7539 74 1 3 312.9 26.8 35.4 19.3
13 7386 74 1 3 312.9 26.8 35.4 18.2
14 6339 5839 5 3 313.6 27.0 33.5 13.8
15 5124 2346 3 3 313.6 27.0 29.1 12.2
16 3847 109 1 3 313.6 27.0 30.5 9.6
17 4695 44 1 3 312.9 26.8 35.3 11.8
18 5224 182 1 3 312.9 26.8 35.2 11.9
19 2528 0 1 3 318.4 27.3 32.6 10.5
20 3737 29 1 3 312.9 26.8 35.3 9.2
( Appendix-8 )
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Daily TS Best Solution Details
Day Route Stops Dlvrd Dlvrd PickUp PickUp Truck PickUp Miles Hours
Otv Area Otv Area O/OUtil IoEff
1 1 5 124 54.6 94 41.4 24.0 3.5 230.5 8.7
1 2 9 131 57.6 129 56.8 28.6 6.7 130.7 8.1
1 3 4 88 38.7 74 32.6 17.8 1.9 127.5 7.8
1 4 4 121 53.2 68 29.9 20.8 1.8 43.8 6.1
2 1 5 36 15.8 129 56.8 18.2 0.9 139.1 9.8
2 2 13 172 75.7 159 70.0 36.4 11.4 19.8 9.3
2 3 7 44 19.4 36 15.8 8.8 0.6 75.0 5.7
2 4 9 150 66.0 211 92.8 39.7 6.2 195.9 9.4
3 1 11 91 40.0 24 10.6 12.7 0.5 160.7 10.1
3 2 7 75 33.0 179 78.8 28.0 4.3 180.2 11.6
3 3 6 170 74.8 204 89.8 41.2 15 174.8 9.5
3 4 5 141 62.0 126 55.4 29.4 4.8 292.0 11.7
4 1 7 124 54.6 160 70.4 31.3 3.4 169.1 8.9
4 2 11 123 54.1 164 72.2 31.6 9.1 161.5 10.0
4 3 7 75 33.0 86 37.8 17.7 2.6 96.8 7.5
4 4 3 155 68.2 133 58.5 31.7 5.1 250.8 11.2
5 1 8 144 63.4 135 59.4 30.7 8.2 109.7 9.9
5 2 8 45 19.8 51 22.4 10.6 0.8 151.9 7.4
5 3 16 219 96.4 289 127.2 55.9 26.4 51.3 9.5
( Appendix-9 )
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Daily Iterated CWS Experiment - Dayl
Trial Iterations Best Routes Miles Hours PickUp RunTime
Iteration IDEff (mins. )
0 1 1 4 565.3 31.7 14.4 0.0
1 7500 3241 4 537.6 31.0 14.0 3.4
2 7500 2428 4 532.5 30.8 13.8 3.4
3 7500 1133 4 532.5 30.8 13.9 3.4
4 7500 3726 4 532.5 30.8 14.0 3.4
5 7500 3001 4 532.5 30.8 13.9 3.4
6 7500 4306 4 532.5 30.8 13.8 3.4
7 7500 4605 4 532.5 30.8 13.9 3.4
8 7500 4943 4 532.5 30.8 14.0 3.4
9 7500 4244 4 538.0 31.1 15.8 3.3
10 7500 5144 4 546.8 31.2 14.2 3.3
( Appendix-IO )
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Daily Iterated CWS Experiment - Day2
Trial Iterations Best Routes Miles Hours PickUp RunTime
Iteration IoEff (mins. )
0 1 1 4 431.0 34.4 19.7 0.0
1 10599 2930 4 431.0 34.2 18.4 10.5
2 10622 2578 4 431.0 34.2 18.4 10.5
3 10461 57 4 430.3 34.2 18.7 10.5
4 10568 4009 4 430.3 34.1 18.5 10.5
5 10592 8760 4 429.8 34.2 18.9 10.5
6 10631 2511 4 429.8 34.0 19.4 10.5
7 10666 3374 4 430.4 34.1 20.3 10.5
8 10674 4308 4 433.2 34.3 20.4 10.5
9 10732 3596 4 443.3 34.0 18.5 10.5
10 10404 5705 4 472.0 35.8 16.1 10.5
( Appendix-ll )
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Daily Iterated CWS Experiment - Day3
Trial Iterations Best Routes Miles Hours PickUp RunTime
Iteration IDEff (mins. )
0 1 1 4 842.7 43.6 26.7 0.0
1 9542 235 4 836.9 43.7 23.5 7.2
2 9548 88 4 836.9 43.7 23.5 7.2
3 9541 4971 4 836.9 43.7 23.5 7.2
4 9577 593 4 836.9 43.7 23.5 7.2
5 8685 7359 4 808.2 42.9 22.2 7.2
6 8194 3062 4 807.7 42.9 22.1 7.2
7 8149 3797 4 809.2 42.9 22.3 7.2
8 9778 856 4 815.0 42.8 21.1 7.2
9 9861 5243 4 830.6 43.5 38.3 7.2
10 9948 4683 4 860.2 43.8 21.6 7.2
( Appendix-12 )
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Daily Iterated CWS Experiment - Day4
Trial Iterations Best Routes Miles Hours PickUp RunTime
Iteration IoEff (mins. )
0 1 1 4 699.4 38.1 15.1 0.0
1 12249 1127 4 694.5 38.1 15.5 8.6
2 12249 7543 4 694.5 38.2 15.5 8.6
3 12238 10731 4 694.5 38.1 15.6 8.6
4 12234 4932 4 694.5 38.3 16.0 8.6
5 12211 2128 4 694.5 38.1 15.6 8.6
6 12172 5309 4 686.4 37.8 15.8 8.6
7 12154 9567 4 687.8 37.9 16.2 8.6
8 12195 3717 4 689.8 37.8 19.1 8.6
9 12281 1394 4 699.5 37.9 19.0 8.6
10 12274 11666 4 718.4 38.3 19.2 8.6
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Daily Iterated CWS Experiment - Day5
Trial Iterations Best Routes Miles Hours PickUp RunTime
Iteration lnEff (mins. )
0 1 1 3 318.4 27.3 32.6 0.0
1 12812 11502 3 315.1 27.2 28.5 11.9
2 12774 12424 3 313.7 27.0 29.4 11.9
3 12733 5996 3 313.7 27.0 29.4 11.9
4 12703 5449 3 313.6 27.0 29.0 11.9
5 11403 7426 3 312.9 26.8 35.3 11.9
6 11691 11317 3 313.6 26.9 32.8 11.9
7 12750 5395 3 317.9 27.0 29.0 11.9
8 12996 5451 3 328.6 27.7 28.1 11.9
9 13245 349 3 337.3 27.9 30.4 11.9
10 13413 8049 4 386.7 29.9 18.9 11.9
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Daily Iterated CWS Best Solution Stats
Day Route Stops Dlvrd Dlvrd PickUp PickUp Truck PickUp Miles Hours
Qty Area Qty Area %Util IoErr
1 1 3 106 46.6 63 27.7 18.6 1.2 43.8 5.5
1 2 9 131 57.6 129 56.8 28.6 6.7 130.7 8.1
1 3 5 124 54.6 94 41.4 24.0 3.5 230.5 8.7
1 4 5 103 45.3 79 34.8 20.0 2.4 127.5 8.5
2 1 13 181 79.6 161 70.8 37.6 12.5 19.8 9.4
2 2 6 43 18.9 36 15.8 8.7 0.5 74.7 5.5
2 3 6 37 16.3 129 56.8 18.3 0.9 139.4 9.9
2 4 9 141 62.0 209 92.0 38.5 5.1 195.9 9.3
3 1 11 91 40.0 24 10.6 12.7 0.5 160.7 10.1
3 2 7 75 33.0 179 78.8 28.0 4.3 180.2 11.6
3 3 5 141 62.0 126 55.4 29.4 4.8 292.0 11.7
3 4 6 170 74.8 204 89.8 41.2 12.5 174.8 9.4
4 1 11 123 54.1 164 72.2 31.6 7.5 161.9 10.0
4 2 6 141 62.0 129 56.8 29.7 3.0 174.1 10.1
4 3 7 75 33.0 86 37.8 17.7 2.4 96.8 7.5
4 4 4 138 60.7 164 72.2 33.2 2.9 253.6 10.1
5 1 8 45 19.8 51 22.4 10.6 0.7 151.9 7.4
5 2 8 144 63.4 135 59.4 30.7 8.0 109.7 9.9
5 3 16 219 96.4 289 127.2 55.9 26.6 51.3 9.5
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Weekly CWS Solution Details
Route Stops Dlvrd Dlvrd PickUp PickUp Truck PickUp Miles Hours
Qty Area Qty Area O/OUtiI IDEff
1 6 215 94.6 227 99.9 48.6 20.6 205.5 9.6
2 5 72 31.7 48 21.1 13.2 0.8 146.1 8.8
3 1 42 18.5 41 18.0 9.1 0.0 6.0 2.1
4 9 93 40.9 87 38.3 19.8 1.7 146.7 9.9
5 3 154 67.8 139 61.2 32.3 3.6 255.1 10.0
6 12 284 125 308 135.5 65.1 41.3 59.6 9.9
7 6 200 88 274 120.6 52.2 18.9 134.3 9.9
8 6 40 17.6 70 30.8 12.1 0.9 129.8 9.2
9 3 92 40.5 99 43.6 21.0 1.9 270.8 9.8
10 15 179 78.8 200 88.0 41.7 16.3 75.5 9.6
11 6 221 97.2 246 108.2 51.4 13.0 165.7 9.8
12 3 113 49.7 107 47.1 24.2 2.8 93.6 9.9
13 12 110 48.4 91 40.0 22.1 3.6 108.0 9.8
14 9 28 12.3 113 49.7 15.5 0.9 199.1 9.9
15 6 110 48.4 85 37.4 21.5 2.6 68.7 9.7
16 12 118 51.9 139 61.2 28.3 6.5 151.9 9.9
17 1 20 8.8 19 8.4 4.3 0.0 5.2 1.0
18 11 137 60.3 158 69.5 32.5 8.9 18.2 9.2
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Weekly Tabu Search Experiment
Trial Iterations Best Best Routes Miles Hours PickUp RunTime
Iteration Phase InEff (mins. )
1 2620 1679 2 17 2186.7 156.3 137.7 35.3
2 1727 3 1 18 2238.2 158.0 143.3 25.6
3 2547 2297 3 17 2237.3 157.7 144.6 36.4
4 3124 217 1 17 2236.6 157.8 144.0 44.1
5 3748 808 1 17 2176.6 156.1 146.7 51.0
6 1605 21 1 18 2238.2 157.9 143.0 21.6
7 5026 1679 2 17 2186.7 156.3 137.7 65.6
8 1559 1309 3 18 2176.2 156.4 139.5 50.1
9 2567 2111 3 17 2233.2 157.3 150.7 38.4
10 2554 2304 3 18 2224.8 157.3 114.2 34.7
11 5241 18 1 18 2238.2 157.9 142.1 81.2
12 1367 23 1 18 2238.2 157.9 142.1 17.6
13 2843 0 1 18 2239.8 158.0 144.4 38.4
14 1133 19 1 18 2238.2 157.9 . 142.1 18.2
15 2266 19 1 18 2238.2 157.9 142.1 31.5
16 1277 29 1 18 2238.2 157.9 141.9 21.1
17 2823 2534 3 17 2197.8 157.1 144.7 38.5
18 2132 255 1 17 2236.6 157.8 142.3 32.6
19 2177 661 1 17 2183.9 156.7 139.5 32.4
20 2704 2454 3 17 2170.4 156.0 135.1 36.6
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Weekly Tabu Search Best Solution Details
Route Stops D1vrd D1vrd PickUp PickUp Truck PickUp Miles Hours
Qtv Area Qty Area O/OUtH InEff
1 13 115 50.6 114 50.2 25.2 5.9 76.9 9.2
2 5 116 51.0 84 37.0 22.0 3.0 86.0 9.7
3 3 154 67.8 139 61.2 32.3 5.0 255.1 10.0
4 6 208 91.5 278 122.3 53.5 20.5 137.2 9.9
5 11 260 114.4 284 125.0 59.9 30.4 22.5 8.5
6 7 42 18.5 71 31.2 12.4 0.9 129.8 9.7
7 5 139 61.2 112 49.3 27.6 5.4 156.8 9.8
8 4 50 22.0 32 14.1 9.0 0.3 13.6 2.4
9 4 90 39.6 103 45.3 21.2 2.5 90.1 9.8
10 8 103 45.3 98 43.1 22.1 2.9 131.5 9.5
11 12 153 67.3 156 68.6 34.0 9.0 18.2 9.7
12 8 69 30.4 151 66.4 24.2 1.9 186.1 9.8
13 10 89 39.2 101 44.4 20.9 3.7 108.0 9.6
14 3 119 52.4 99 43.6 24.0 2.3 267.8 9.8
15 8 103 45.3 156 68.6 28.5 6.5 190.1 9.1
16 13 197 86.7 227 99.9 46.7 21.9 135.0 9.6
17 6 221 97.2 246 108.2 51.4 13.0 165.7 9.8
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Weekly Iterated CWS Experiment
Trial Iterations Best Routes . Miles Hours PickUp RunTime
Iteration InEff (mins. )
0 1 1 18 2239.8 158.0 144.4 0.0
1 2803 2103 17 2205.1 156.7 151.0 36.6
2 2980 2425 17 2205.3 157.1 152.6 36.6
3 2979 963 17 2205.4 156.9 157.0 36.6
4 2981 2185 16 2202.2 156.6 150.6 36.6
5 2983 1143 16 2172.8 156.2 134.1 36.6
6 2983 2325 17 2187.9 157.0 131.6 36.6
7 2982 2850 17 2236.8 158.3 124.5 36.6
8 2966 650 17 2335.7 161.0 137.4 36.6
9 2993 765 18 2519.5 166.0 114.3 36.6
10 2998 420 19 2791.3 172.6 89.1 36.6
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Weekly Iterated CWS Best Solution Details
Week Route Stops Dlvrd Dlvrd PickUp PickUp Truck PickUp Miles Hrs
Qty Area Qty Area O/OUtil IDEff
1 1 21 132 58.1 126 55.4 28.4 6.1 60.6 9.7
1 2 9 177 77.9 159 70.0 37.0 11.7 24.0 9.6
1 3 3 154 67.8 139 61.2 32.3 3;6 255.1 10.0
1 4 11 195 85.8 218 95.9 45.4 20.2 111.5 10.0
1 5 7 41 18.0 70 30.8 12.2 0.9 129.8 9.4
1 6 9 180 79.2 230 101.2 45.1 18.7 221.1 9.9
1 7 6 200 88.0 274 120.6 52.2 15.1 136.7 10.0
1 8 6 221 97.2 246 108.2 51.4 13.0 165.7 9.8
1 9 3 119 52.4 99 43.6 24.0 2.3 267.8 9.8
1 10 7 34 15.0 107 47.1 15.5 1.2 199.5 9.8
1 11 10 89 39.2 101 44.4 20.9 3.4 108.0 9.6
1 12 5 111 48.8 118 51.9 25.2 3.2 93.2 9.7
1 13 8 92 40.5 87 38.3 19.7 1.5 148.0 9.8
1 14 6 103 45.3 76 33.4 19.7 1.5 74.7 9.8
1 15 5 139 61.2 112 49.3 27.6 5.4 156.8 9.8
1 16 10 241 106.0 289 127.2 58.3 26.2 20.3 9.7
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