Abstract Relevance feedback techniques are expected to play an important role in 3D search engines, as they help to bridge the semantic gap between the user and the system. Indeed, similarity is a cognitive process that depends on the observer. We propose a novel relevance feedback technique, which relies on the assumption that similarity may emerge from the inhibition of differences, i.e., from the lack of diversity with respect to the shape properties taken into account. To this end, a user is provided with a variety of shape descriptors, each analyzing different shape properties. Then the user expresses his/her multilevel relevance judgements, which correspond to his/her concept of similarity among the retrieved objects. Finally, the system inhibits the role of the shape properties that do not reflect the user's idea of similarity. The feedback technique is based on a simple scaling procedure, which does not require neither a priori learning nor parameter optimization. We show examples and experiments on a benchmark dataset of 3D models.
through general purpose repositories and through domainspecific sources [47] . Users exploit 3D content in consolidated domains-CAD, medicine, entertainment-as well as in emerging domains-bioinformatics, cultural heritage, serious gaming [16] . Therein lies the need to develop new search and retrieval engines able to provide users with 3D data in a fast and accurate way. Indeed, content retrieval is crucial for the reuse of existing resources and of the knowledge they carry.
The emergent paradigm is content-based retrieval, as it allows us to overcome the typical problems of textual search-ambiguity, dependence on age, gender, cultural background. In general, the 3D models that can be found on the Web are quite roughly annotated, though some recent works point to (semi)automatic annotation of 3D models [9] . Some studies [27] and the MPEG-7 guidelines [38] show that content-based retrieval is appreciated by the users. The core of a content-based 3D retrieval system is given by 3D shape descriptors and comparison measures [47] . The classical schema is made up of three steps: query formulation, 3D description, and comparison, and (possibly) refinement of results.
We remark that 3D shape retrieval is a complex interaction process between the user and the 3D content, along with its semantics. Smeulders et al. [46] brought the semantic gap into focus, that is, the gap between the visual data information and the meaning of the data for the user. A possible solution to this issue is given by Knowledge Technologies, which provide an explicit connection between semantics and content (see the AIM@SHAPE approach [7, 24, 25] ).
In the context of 3D retrieval, an alternative is to devise strategies to understand the semantics of shape and similarity for a user. As remarked by Koenderink [35] , things possess a shape for the observer: it is in the observer's mind that the perception of a phenomenon joins existing concepts, thus allowing recognition and similarity assessment. Similarity is a cognitive process, and as such it is dependent upon the observer. Furthermore, even a single user can have different viewpoints from which to observe shapes, according to the properties he/she wants to focus on.
To sum up, shape is related to similarity and similarity is related to observers and their viewpoints. When it comes to 3D retrieval, these remarks suggest that the tools we develop should support different viewpoints, as well as their combination to make a decision, much in the way we all do in our daily life when recognizing objects: for example, when we focus on the fur and claws of a cat, or on its tail or its profile, and decide it is a cat.
In other words, to fill the semantic gap a variety of high level shape descriptors and comparison methodologies are needed, which are able to synthesize a variety of high-level perceptual shape properties, so as to approximate the perceptual variety of humans. Then we have to develop smart techniques for adapting, selecting, and combining the descriptors and the similarity they induce, so that they fit the subjective ideas of the observer. This requires "including a human in the loop," that is, to make the user an active player in the search process [19] .
The fundamental technique that allows the user to take part in the retrieval pipeline is relevance feedback [42] . By means of relevance feedback, the user can feed the retrieval system with his/her thoughts via the repetition of three processes: he/she submits a query, which is answered by a list of items; then he/she gives feedback about the relevance of some of the items, according to his/her needs; the system refines its set of answers, so that they better fit the user's similarity concept.
Relevance feedback techniques help understanding the semantics of similarity for an observer, in the context of a specific query. Hence, they attempt to solve the semantic gap between description and meaning, between system and user.
Contribution
Relevance Feedback dates back to 1971, when it was introduced by Rocchio for text document retrieval [42] . Then, in the 1990s Rui et al. brought relevance feedback to the Computer Vision Community [44] . Relevance feedback became a widely adopted methodology for query refinement in image retrieval, with many different proposals; see [53] for a survey paper. It was only in the last few years that relevance feedback started drawing the attention of the 3D retrieval community [41] . Many techniques were somehow imported from the previous research in Vision. However, it has to be observed that most of the proposals dealing with images rely on the assumption that a feature space is given, i.e., objects can be manipulated as (usually low-level) feature vectors in a space R k with a given dimensionality k. Fig. 1 The scale of similarity nuances: from strongly relevant to definitely not relevant Also, 3D models are different from 2D images, for they portrait the complexity of the 3D world, whereas they do not suffer from the sensory gap. Hence, 3D shapes can be analyzed not only according to low level features, but also according to high-level geometric and topological properties. This implies there are many different types of 3D descriptors, such as graphs, skeletons, weighted points sets, and suchlike. This suggests going beyond the state of art, and developing new techniques which take into account the specific needs-and opportunities as well-of the 3D scenario.
In this paper, we devise a new relevance feedback technique to support 3D retrieval. The method takes advantage of state-of-the-art shape descriptors which capture complementary shape properties, and helps the user to specify intuitively the shape idea he/she has in mind. Because of the intrinsic complexity and variability of 3D shapes, we believe it fundamental going beyond a traditional, binary classification, which categorizes objects as either "relevant" or "nonrelevant." We assume indeed that the observer uses a numerical gauge of similarity values, which spans the many nuances of similarity between what is felt relevant and what is definitely not (Fig. 1) . In other words, the assumption is the user employs a pseudodistance (i.e., a distance without the property assuring that two objects having zero distance are the same object) to compare shapes. The goal of a retrieval technique supported by relevance feedback should be the approximation of this unknown and subjective pseudodistance on a given dataset, according to a partial knowledge we have on some examples.
Therefore, we define a technique based on multilevel relevance judgements expressed by the user through a friendly interface. To approximate the unknown user's pseudodistance, we begin with a set of known pseudodistances corresponding to a set of shape descriptors, possibly analyzing complementary shape properties. Then we let the user express his/her idea of similarity in a numerical scale, quantifying the similarity relationship through an intuitive interface. The user's judgements are used progressively to inhibit those pseudodistances that are not compatible with the user judgement; we want to penalize the pseudodistances coming from descriptors that do not reflect the user perception, i.e., the descriptors that perceive to be different the objects the user perceives to be similar. This is done by a simple scaling procedure which produces a new set of pseudodistances compatible with the user's ideas. These new pseudodistances are merged by considering the max operator. The assumption is that similarity may emerge from the inhibition of differences, i.e., from the lack of diversity with respect to the shape properties taken into account for the comparison (hence the user) at hand. The procedure is based on elementary yet important mathematical properties of pseudodistances, as we will detail in Sect. 4.
Our feedback technique proposes a continuous, numerical scale for relevance judgements, instead of a small, usually binary (relevant/nonrelevant) number of predefined relevance levels (see also [40] ). In addition, our method combines multiple descriptors by working in the space of dissimilarities, thus being independent of the nature of the descriptors themselves, which can be feature vectors, graphs and so on. Finally, our technique does not require neither parameter optimization steps nor statistical learning procedures.
Related work
The first proposal of relevance feedback for 3D retrieval is by Elad et al. [22] . The authors use the sequences of geometric moments as feature vectors to describe 3D objects, and a weighted Euclidean distance to compare them. The algorithm is made interactive by asking the user to mark some of the objects as relevant or irrelevant. Support Vector Machines are used to determine the weights of the Euclidean distance which bring the relevant objects closer to the query and push the irrelevant ones farther.
Bang and Chen [10] use feature vectors to describe 3D objects, including moments and Fourier coefficients. The feedback technique is based on a "morphing" strategy in the space of features. Rather than adaptively weighting the distances between the objects, the method directly operates on the feature vectors: the vectors of unlabeled objects are modified, so that they move away or toward the query, according to their position with respect to labeled examples.
Atmosukarto et al. [8] represent the 3D objects in a database by storing their rankings, i.e., their mutual positions in ordered lists corresponding to different similarity measures. The query is defined as a set of one or more relevant objects, possibly complemented with irrelevant objects. The similarity between the query and an object in the database is computed as a weighted function of rankings, with weights defined so as to push relevant and irrelevant objects to the top or the bottom of the list, respectively.
Leifman et al. [36] build upon state-of-the-art algorithms in Information Retrieval and propose a two-stage strategy, consisting of an off-line preprocessing step followed by the proper interactive phase. In the preprocessing stage, 3D signatures capturing geometric and topological properties are extracted, and unsupervised feature selection is performed by means of Kernel Principal Component Analysis. In the interactive stage, Linear Discriminant Analysis and Biased Discriminant Analysis are used to maximize class separability between relevant and irrelevant objects.
Leng and Qin [37] propose a relevance feedback technique for 3D objects described by feature vectors, which are weighted according to the user's feedback. The authors address two main problems, namely the small sample and asymmetry problem. The small sample issue arises from the usually small number of labeled models, whereas the asymmetry consists of the disparity in the numbers of relevant and irrelevant objects in current databases. These issues are dealt with by treating relevant, irrelevant or without opinion objects differently, by giving more prominence in the weighting procedure to positive (i.e., relevant) examples.
Recently, Onasoglou and Daras proposed two relevance feedback methods [40] , which apply semantic forces of attraction or repulsion between 3D objects in a feature space. Each 3D object is seen as a charged particle, with the value of the charge given by the relevance scores expressed by the users. The scores of different users are accumulated. Semantic forces of attraction and repulsion are applied between particles according to the users' judgements, so as to reshape the feature space of objects. In a first algorithm, semantic forces are combined with geometric forces determined by shape descriptors, while they stay purely semantic in a second algorithm.
In a forthcoming paper, Akgül et al. [6] propose a score fusion approach. The authors convert the distances between various density-based 3D descriptors into posterior probability scores, whose values range in the interval [0, 1]. The score fusion algorithm uses the ranking risk minimization, as opposed to classical classification error, as a criterion to optimize the score weights. The algorithm can be also generalized to non-feedback situations with off-line learning, and there are no requirements on the type of 3D descriptors to be used.
Finally, a recent paper by Hu et al. [32] addresses partial relevance feedback. A silhouette-based descriptor is proposed, which builds on the popular lightfield descriptors [18] to address partial similarity. A Support Vector Machine classifier is trained using feedback examples to determine the optimal weights for both global and partial similarity scores.
A survey of relevance feedback methods for 3D retrieval can be found in [41] , which also proposes a comparative experimental study on a database of generic and CAD models. Novotni et al. [39] revise four state-of-the-art techniques based on Support Vector Machines and Discriminant Analysis and compare their results on the Princeton Shape Benchmark.
Multilevel relevance feedback technique: the main ideas
This paper proposes a new method for the interactive approximation of a pseudodistance δ on a dataset
based on the user's feedback. The pseudodistance δ represents the dissimilarities between the objects of Σ with respect to the subjective judgement of the user. A pseudodistance δ is a metric without the property assuring that δ(x i , x j ) = 0 implies x i = x j (in other words, two objects can have vanishing pseudodistance without coinciding).
We start with a family of 3D shape descriptors, producing a family
of pseudodistances between the objects in the database Σ . The way humans perceive and recognize things suggests that the recognition of any object requires a plurality of different recognitions, according to different object properties. As discussed above, in the context of 3D shape searching the same concept turns into the need of describing and comparing 3D objects according to different shape properties, i.e., according to different descriptors and comparison methodologies.
We define the initial pseudodistance between the objects in the database as the maximum among the pseudodistances encoding the variety of shape properties:
Once a query is submitted, D is used to sort the objects in the database in order of decreasing similarity to the query. Then the system returns a first list of answers. We use the max operator, instead of a traditional weighted linear combination of pseudodistances, because the sum operation is related to the "OR" operator, while the maximum is related to the "AND" operator, more suitable for the subjective comparison of complex shapes. In other words, we consider two objects similar if they are similar according to all the properties taken into account. The selection of the set of properties that are relevant for the user is the goal of the feedback technique. We point the reader to the Appendix for a further discussion about the use of the max operator.
We proceed by asking the user to give a feedback about the relevance of some answers. Due to the complexity of 3D objects, and the variability of shape properties, we go beyond the traditional binary classification (relevant/not relevant) and let the user express the complexity of her judgement through a numerical scale [19, 51] . We provide the user with an interface endowed with a slider, so that he/she can move the cursor along the slider to express the similarity between two objects. The position of the cursor is turned into a numerical value, expressing the value of the pseudodistance δ on the pair of objects; δ is the (unknown) pseudodistance the user refers to for comparing the objects in the dataset Σ , and is the target of our approximation.
Given a query q, let us assume that the feedback given by the user implies the knowledge of the pseudodistance δ between q and the objects in a subset S of Σ , representing the user's opinion about the dissimilarities between the query and the objects in S. This knowledge is used to inhibit the role of the pseudodistances in the family G that are not compatible with the user's judgement, meaning that they perceive as different those objects that the user considers as similar. The mathematical idea is to rescale each pseudodistance d i to a pseudodistancẽ
choosing λ equal to the larger value for which the equality
holds when x j ∈ S. In other words, we rescale d i until it becomes compatible with the information given by the user, in the sense that the new pseudodistance associates each pair in {q} × S with a dissimilarity value not larger than the one expressed by the user, seen as the ground truth. This process produces a new family of pseudodistances
After our rescaling procedure, we can use the new pseudodistancẽ D = max d∈ Gd for our retrieval purposes, as an approximation of δ. It is straightforward to verify that the resulting pseudodistancẽ D does not depend on the order in which the normalizations are performed.
The scaling procedure can be implemented as follows. Given a query object q, suppose that the user gives his/her numerical judgement δ(q, x) about the dissimilarity between the query and a returned object x. This implies the substitution of each pseudodistance d i with a new pseudodistanced i obtained by multiplying everywhere d i by
This normalization procedure forces each d i to respect the user judgement about the pair (q, x).
, then the pseudodistance d i stays the same, while, if
, then d i is lowered by multiplying everywhere its values, for each pair (q, x k ), x k ∈ Σ , by the constant
This procedure corresponds to the cancellation of the pseudodistances that are not compatible with the user judgement. Indeed, if the value of a pseudodistance d i is much larger than a small dissimilarity perceived by the user, then the value λ i becomes very small. Therefore, d i is substituted with a pseudodistance that has very low values everywhere. This means that d i plays a minimal role in the computation of the new pseudodistanceD, beingD defined asD = maxd ∈ Gd .
The approach is based on three elementary yet important properties of pseudodistances. Indeed, given the family F of all pseudodistance functions on a finite dataset Σ, the following statements hold:
is a pseudodistance on the dataset Σ . 2. For every nonnegative λ ∈ R and every d ∈ F the function λd is a pseudodistance on Σ . 3. For every d ∈ F and every x i , x j ∈ Σ the equality
holds (in other words, each pseudodistance on Σ is the maximum of the pseudodistances that are everywhere smaller than d).
These statements are worth to be analyzed more carefully. They suggest the idea of approximating a pseudodistance δ by computing the maximum of a set of pseudodistances lower than δ. Indeed, the following result can be easily proved, referring to the previously defined sets F and Σ .
Assume that two subsets G ⊆ F , T ⊆ Σ × Σ and an > 0 are given, such that:
This simple statement assures that in the presence of a rich enough family of pseudodistances, our method produces a good approximation of the pseudodistance δ representing our ground truth. In this framework, the normalization process can be seen as an easy way to enrich a finite family of pseudodistances.
In our approach, the pseudodistances are seen as the judges of dissimilarity, and similarity is interpreted as the absence of pseudodistances claiming the existence of dissimilarities. The learning procedure is based on the fact that each time we retrieve a false negative o F N while looking for something similar to a queried object q, the relevance of the pseudodistances that erroneously see o F N as quite different from q is reduced by the rescaling process. In other words, we can get rid of the pseudodistances that express wrong judgements through the rescaling process.
Our approach has many advantages. First of all, it is quite simple, and the rescaling process trivially converges to a pseudodistance D. On the other hand, no optimization process is required, and the complexity of the algorithm (after computing the pseudodistances d i depending on the chosen descriptors) is linear in the number of descriptors. In the Appendix, we show how the use of the max operator to guide the scaling and combination of pseudodistances guarantees the existence of a uniquely determined and stable solution, conversely to other operators such as linear combinations. Finally, the possibility of working in the space of dissimilarities between descriptors, rather than in the space of features, allows us to take advantage of heterogeneous shape descriptors, e.g., feature vectors and graphs.
A final remark is due about the use of a metrical approach to shape comparison. Indeed, this approach can be criticized by maintaining that often shape comparison does not obey the axioms of a metric. A classical example claims that a centaur can be similar both to a man and a horse, without the horse, and the man being similar to each other. As a consequence, the triangular inequality could be considered inadequate for shape discrimination. This position follows from mixing two different pseudodistances d H (expressing the dissimilarity with respect to the properties characterizing a horse) and d M (expressing the dissimilarity with respect to the properties characterizing a man) by the min operator. Accepting this example corresponds to examining shape properties that depend not only on the user, but also on the pairs of objects that he/she is comparing. Indeed, it is based on the change of the shape properties the user evaluates, depending on what he/she is looking at. However, in this paper, we are just interested in shape properties that, for a given query, are chosen by the user once and for all. For these kind of properties, the previously given example does not prove that a metrical approach to the problem is unfit, but just that a suitable selection and mixing procedure should be applied to our pseudodistances, similarly to what we do in this paper by the rescaling process and the max operator. In our setting, while d M should be emphasized when the user is interested in the shape properties characterizing a man, d H should be focused when the user is interested in the shape properties describing a horse. Mathematically speaking, d H and d M should not be mixed by considering the function min{d H , d M } since the min operator does not preserve the property of being a pseudodistance, while this property is preserved by the max operator. 
The 3D shape descriptors
The set of 3D shape descriptors includes geometric, topological, structural and view-based descriptors, so as to capture a variety of different (preferably independent) 3D shape properties. 10. The lightfield descriptors computed on the bending-invariant embeddings introduced in [21] (embedding implementation taken from [4] ).
With respect to our first system implementation [31] , two descriptors have been replaced by 9 and 10. The difference between the descriptors in 7 and 8 and the newly defined 9 and 10 is the input they are computed on. In the original formulation, they are computed on the 3D objects directly. In our new formulation, they are computed on isometric embeddings of the objects in the Euclidean space R 3 obtained via Multidimensional Scaling (MDS) [15, 43] . MDS takes as input a matrix of geodesic distances between point samples on the input surface, and computes new coordinates in R 3 so that the Euclidean distances between the new points are optimal approximations of the geodesic distances. This guarantees a bending-invariant signature, even if the descriptor computed on the embedding is not bendinginvariant [14, 21] , as it happens with Spherical Harmonics and Lightfield descriptors. Two objects and their bendinginvariant embeddings are shown in Fig. 3 .
The reason for adding these new descriptors is that Spherical Harmonics and Lightfield descriptors are powerful tools, which capture information on the spatial embedding of objects in the three-dimensional space. The original version is useful when the user wants to focus on pose in space. On the other hand, the new version gives a descriptor suitable in case the user requires invariance to isometry [29] .
The performance of these descriptors on two classes of the SHREC 2007 Watertight dataset is shown in Fig. 4 , in terms of Precision-Recall graphs [45] . Notice how the performance of the descriptors may significantly vary on the different classes, as a confirmation of the fact that no single descriptor is able to capture all possible shape properties.
The choice of descriptors deserves some attention. Our method is able to produce good results as long as the properties sought by the user are represented by the descriptors involved. In other words, we start with a set of descriptors and attempt to select, in a query-dependent yet automatic manner, the subset of descriptors which capture the properties the user is interested in. We can only do that if the system includes some descriptors perceiving these properties. In practice, the number of descriptors must respect a tradeoff between efficiency and efficacy of description. Hence, we believe the community should welcome a deep study of the relationship between shape properties and shape descriptors: current studies mainly focus on a quantitative assessment of descriptors [20] , in terms of their performance on existing benchmarks [49] , whereas the literature confirms that the performance is query dependent. New and extensive studies focusing on a qualitative evaluation of the descriptors are needed [11, 12] . Note that the comparison technique between the augmented multiresolution Reeb graphs does not induce a pseudometric (as required by our method) but a semimetric, i.e., the triangle inequality does not hold. In any case, we observe that in the SHREC 2007 Watertight Models Track database the inequality is violated only in a very small number of cases (about 10 −3 % of the triplets of objects). Hence, we include this descriptor as well.
The
The classical normalization based on the Gaussian model [44] yields normalized distances with a N(0, 1) distribution (Gaussian distribution with zero mean and unit variance):
with μ i and σ i the mean and standard deviation of d i , respectively. To guarantee that each distance value is in the range [0, 1] with a probability of 99%, [37] uses the 3σ rule to refine the normalization:
In practice, the (estimated) 1% of out-of-range values are mapped to either 0 or 1. The drawback of this kind of normalization is that the d norm i are no longer pseudodistances, as the identity property does not hold: there is no guarantee indeed that value 0 is mapped into 0. Hence, identical objects are not guaranteed to have null distance. This fails to satisfy our requisite of using pseudodistances.
Hence, we use a simpler normalization, which only divides the pseudodistances by the maximum value they assume on the dataset:
These normalized pseudodistances satisfy the identity property. The normalization procedure has an impact on the distribution of values which should not be neglected, as we are concerned with the approximation of the values of the user's pseudodistance using the values of known pseudodistances. It should be noted that the choice of the normalization has also an impact on the performance of the combination of pseudodistances.
We are further investigating the normalization issue. Indeed, though the normalization we use has given good results, as detailed in Sect. 6, it might be non-robust with respect to the presence of outliers, e.g., noisy pseudodistance values. A possibility could be the exploration of ways of normalization based on relative orderings of objects.
The interface
The interface allows the user to select a query in the database, then returns a first list of items. The latter are put in order of increasing dissimilarity to the query, and shown in a HTML file. Next, the user can select one or more objects amongst those returned by the system, and judge their similarity to the query. The multilevel judgement, corresponding to the user's subjective pseudodistance δ, is expressed through a slider: the position of the cursor indicates a value ranging in [0, 1]. To help the user to select the value, qualitative judgements (e.g., "very similar", "somewhat similar", "completely different", and so on) are associated with intervals of values and printed next to the slider, as the cursor moves.
The slider is used to provide the user with an intuitive and friendly tool to express a multilevel relevance judgement, ranging in a (quantized) continuous interval. This is a remarkable difference with respect to other relevance feedback methods for 3D retrieval, which only allow the user to select amongst a small number of relevance levels, usually two (relevant/not relevant). With our technique, the user is left free to express his/her feelings through a continuous scale, which reflects his/her internal idea of distances between objects.
At the same time, the method is robust with respect to small changes in the value of the user judgement, as a small 
δ(q, x) d i (q, x) .
Consequently, a drastic change in the scaling procedure only results from big changes in the user judgements, that are not expected to happen neither by chance nor by mistake. Our interface is shown in Fig. 5 . A window allows the user to choose a query in the database, and select and judge through the slider the items returned by the system. The prototype is implemented using the C++ language under the Microsoft Visual Studio 2005 environment.
Experiments and discussions
This section includes some examples showing how our feedback technique is able to improve on the 3D retrieval process (Sect. 6.1); an extensive evaluation of the approximation error of our technique on the whole SHREC 2007 Watertight Models database with ten simulated experiments (Sect. 6.2); a test of the robustness of our technique with respect to the way we measure the user's relevance judgements (Sect. 6.3); a test on the Precision-Recall improvement on the whole database (Sect. 6.4); a comparison with the results of regression techniques (Sect. 6.5).
Examples
In Fig. 6 , we query the system using a spring. The results list contains some springs but also some false positives (Fig. 6 (top) ). We label the spring enclosed in the blue circle with a value of δ equal to 0.15, to suggest that we are looking for a differently curved type of springs. Figure 6 (bottom) shows the list updated after the feedback iteration, populated by many other springs. This happens because the system automatically inhibits the pseudodistances which consider only metric properties of springs.
A similar example is shown in Fig. 7 . In this case, receiving feedback about a horse allows the system to retrieve all the horses in the database within the first rankings, and to get rid of most of the false positives.
As seen, good results can be obtained by judging a single item. This is very important, because a relevance feedback technique is useful as long as it is not boring for the user, i.e., it does not require too many iterations and relevance judgements. An analysis of the results after feedback about more than one object is presented in Sect. 6.2.
We also remark that, if we slightly changed the values of the user's subjective judgement, namely the values of δ, then the system answers would stay almost the same, as discussed in Sect. 5.4 and experimentally validated in Sect. 6.3.
Approximation error
Since the goal of our feedback technique is the approximation of a pseudodistance, it makes sense to evaluate Retrieval session for a horse. The user judges the horse in the blue circle to be at a distance of 0.10 from the query. Then, the system updates its answer. The horse in the database which was missing is retrieved (ranked 5th), and other four-limbed animals appear the approach by measuring the approximation error without feedback and after feedback iterations. Given the target pseudodistance δ and a pseudodistance γ , both defined on a set T ⊆ Σ × Σ of pairs of objects, we define the approximation error of γ with respect to δ as
i.e., the maximum difference between the target and the approximation on the set of objects. Given the set of pseudodistances {d 1 , . . . , d 10 } introduced in Sect. 5.3, we adopt a leave-one-out strategy: we define in turn each pseudodistance d i as the target pseudodistance δ, and use the remaining pseudodistances to approximate it. In other words, we simulate the behavior of ten users U i , as if each user U i had the same similarity concept as the descriptor producing d i . The remaining pseudodistances are used to approximate d i . Therefore, we perform ten simulated experiments
in which
is the simulated user's pseudodistance and
is the set of pseudodistances used to approximate δ i .
Each experiment Exp i is carried out as follows. For the sake of simplicity, from now on we shall drop the indices and use the notation δ, G used in the previous sections. Before the proper interactive phase starts, the approximating pseudodistance is D = max d∈G . For each class of the database, let C be the set of pairs of objects belonging to that class. Following (3), we measure the approximation error of D on the set C as
We take each element of the class in turn as a query. LetD j be the new approximating pseudodistance after the (simulated) user has given her feedback about j objects {o 1 , . . . , o j }. In our experiments, we take j = 1, . . . , 6, that is, given a query q, we ask the (simulated) user to judge up to 6 objects {o k }: the (simulated) feedback is given by the values of δ on the pairs (q, o k ).
We evaluate three different choices of the objects {o k }, because the set of objects the user is shown, that is the set out of which he/she can select the objects to label, plays a big role in the process. First, we suppose that the (simulated) user can tell the system his/her ideas using the objects he/she believes to be more similar to the query; in other words, the objects {o 1 , . . . , o j } are the j objects closer to q according to δ. In a second test, we suppose the user can only judge the first j objects returned by the mean among the original pseudodistances. Finally, in a third test we suppose the user can only judge the first j objects returned by D, namely the maximum among the original pseudodistances in G.
After receiving the user feedback about j objects, we measure the approximation error ofD j :
To make a comprehensive comparison, we also compute the maximum of the approximation errors when using the single pseudodistances in the original set G, rather than their combination:
Finally, we average out the errors in (4), (5), and (6) over all the database classes, to get the average errors
e(D), e(D j ), e(G)
on the whole database; e(G) and e(D) are the errors before feedback, whereas e(D j ) are the errors after receiving feedback about j objects.
The results are shown in Fig. 8 .
The first two histogram bars refer to e(G) and e(D).
The six bars in the second group correspond to e(D 1 ), . . . , e(D 6 ). Pictures (a), (b), (c) correspond to the different choices of the objects {o k } to be labeled, as described above.
It can be seen that there is an improvement after feedback is given about just a single object. The explanation is that this first communication between the user and the system allows the system to get rid of the clearly mistaken pseudodistances in G. This is important, as the success of a feedback technique strongly depends on the amount of time and labor the user is required. Receiving feedback on other objects improves the approximation, at a decreasing rate.
Note that the approximation error is defined on a set of objects as the maximum difference between the values of the target and the values of the approximation, i.e., the maximum error which is committed on the set of objects. Therefore, it is a very strict measure of performance.
Although we can observe an improvement in the approximation of the user's pseudodistances in all the three cases (a), (b), (c) of Fig. 8 , the choice of the objects {o k } the (simulated) user gives feedback about has an impact on the improvement degree. Indeed, the improvement is more significant if the user can give his/her feedback about the objects he/she believes to be more relevant, as detailed in Fig. 9 . The latter compares the approximation errors according to the three cases above: for each plot, the first bar corresponds to feedback given about the objects closest to the query-as Fig. 8 The approximation error before (bars on the left) and after feedback about up to 6 objects (bars on the right). (a) feedback given about the objects closest to the query; (b) feedback about the first objects returned by the mean of the distances in G; (c) feedback about the first objects returned by the max D of the distances in G it was simulated in Fig. 8(a) ; the second bar corresponds to feedback about the first objects returned by the mean of the distances in G)-as in Fig. 8(b) ; the third bar corresponds to feedback about the first objects returned by the max D of the distances in G)-as in Fig. 8(c) . As usual, we examine feedback about up to six objects ( Fig. 9(a) to (f) ).
If the number of models displayed on the screen is sufficient and their arrangement is clear enough to allow the user to navigate and select objects which strongly resemble his/her internal idea of query (as supposed in the first case), then the improvement in the approximation is better. If there are more restrictions on the objects which can be chosen (as in the second and third cases, where the user has a very limited number of objects to judge), then the error is higher. This was expected, as our technique relies on positive feedback (i.e., feedback about relevant objects) rather than negative feedback (i.e., feedback about irrelevant objects). Hence, it is important that the user can visualize and choose objects which are close to his/her ideas and thus help getting the desired result. This experiment remarks the fundamental role of visualization and navigation techniques to support relevance feedback-a further issue which has room for improvement.
Besides maximizing the number of positive (i.e. relevant) examples the user is shown, an alternative could be the treatment of negative (i.e., irrelevant) examples as well. Some proposals have been presented in the literature [34] , whereas there is a debate about negative examples having destructive effects [19] . With our assumptions, negative examples are not useful, because our method works by inhibiting those pseudodistances that perceive as different the objects that the user considers as similar: objects judged to be not similar give little information to the system, as they do not communicate what the user is looking for, but only what she is not looking for. We are currently investigating the possibility of extending the method to take advantage of negative examples.
Robustness with respect to relevance measurements
Although many research works investigated appropriate ways to measure the degree of users' relevance judgments, there is still no consensus regarding how to design such a measurement scale [50] . This topic deserves further research: it is possible that a relevance scale with a suitable number of similarity values, rather than a continuous scale, could ease the duty of users. In this section, we show that changing the feedback modality would not deflate the strength of the technique.
In our interface implementation, and hence in the examples of Figs. 6 and 7, the user's judgements were given through a slider, then converted into real values with up to two decimal digits. In the experiments reported in Sect. 6.2, the values of the simulated user's pseudodistance were real values with up to six decimal digits. In Fig. 10 , we compare the approximation error shown in Fig. 8 with the approximation error we would get if we allowed the user to specify his/her relevance judgements using only a single decimal digit (this is equivalent to use 10 discretized values, namely 1, 2, . . . , 10).
It can be seen that the quality of the approximation remains stable, as the approximation error still decreases with Fig. 9 The approximation error after feedback about (a) one, (b) two, (c) three, (d) four, (e) five, and (f) six objects. The error in the first bar refers to feedback given about the objects closest to the query; the second bar to feedback about the objects returned by the mean of the distances in G; the third bar to feedback about the objects returned by the max D of the distances in G Fig. 10 Comparison between the approximation error using up to six decimal values and the approximation error using just 1 decimal values (i.e., the same as using discretized values) feedback, at a similar rate. This is a confirm of the robustness of the method with respect to precision in the value of the user's judgements. The robustness property stems from the continuous dependence of the scaling parameters λ i on the value of δ (see Sect. 4 and Sect. 5.4).
Precision-recall evaluation
Since the implicit goal of a 3D feedback technique is to support 3D retrieval, we have shown some examples of how our relevance feedback technique improves the retrieval performance (Sect. 6.1). Besides, as the goal of our method is the approximation of an (unknown) pseudodistance, we have also evaluated the approximation power of our technique (Sect. 6.2 and Sect. 6.3).
A complete evaluation of the retrieval performance would require Precision-Recall graphs [45] . Precision and Recall are based on dichotomy relevance judgements (relevant/irrelevant), which are not the focus of this paper. In any case, precision-recall graphs are a primary source of information and a good means of evaluating results. Therefore, we propose a way to get information out of Precision-Recall graphs for our method as well. Precision-Recall graphs measure the ability of a descriptor (i.e., of a dissimilarity measure) to reflect a ground-truth consisting of a classification of objects. We argue we could use precision-recall graphs to evaluate our technique if the user's pseudodistance, namely the target of our approximation technique, were the pseudodistance which originated that ground-truth on the dataset. To simulate this pseudodistance, what we can do is to use the distance measure which has the best performance on the dataset-the distance between augmented Multiresolution Reeb Graphs (MRG) [48, 49] . We could assume this is the pseudodistance which is more likely to generate a classification close to the ground-truth. Therefore, we choose δ as the distance measure induced by the multiresolution Reeb graph, and use the remaining nine distances for the approximation. Figure 11 shows the Precision-Recall graph of D, without feedback, and ofD after we got the feedback about 1 to 6 objects. The curves with feedback are pushed towards the upper-right corner, showing superior performance.
Moreover, Table 1 shows statistics related to the approximated pseudometric we got after 6 feedback iteration, compared with the statistics of the MRG, which we recall to Fig. 11 The Precision-Recall graph of D, without feedback, and ofD after we got the feedback about 1 to 6 objects be the most performing descriptor on the Watertight Models dataset. The evaluation parameters NN (Nearest Neighbor), and 5T, 10T, and FT (First Tier) count the number of correct matches in the first k retrieved items, with k = 1 (besides the query), and k = 5, k = 10, and k = 20 (size of the classes), respectively. The evaluation parameters P 0.1, . . . , P 1.0 measure the Precision values (fraction of relevant items among the retrieved ones) corresponding to values 0.1, . . . , 1.0 of Recall (fraction of relevant items retrieved out of the total number of relevant items). The results are very close to those of the pseudometric we wanted to approximate, as a confirm of the goodness of our approximation technique and its suitability for subjective, user driven 3D retrieval. Indeed, we remind the reader that our goal is to mimic the user's intent.
Comparison with regression techniques
Up to our knowledge, there is no relevance feedback method which can operate under our setting, which deals with relevance values on a continuous scale, and does not assume that a feature space is given. This makes it difficult to give an experimental comparison between our proposal and other techniques.
Statistical learning techniques [23, 28] could be used for comparison. The problem we address can be stated like this: given a database Σ = {x 1 , . . . , x N }, reconstruct the dissimilarity matrix U which describes the user's pseudometric on Σ, given the knowledge of U on some pairs (x i , x j ) of objects; let us call U the partially filled matrix containing the known values of U . Regression techniques have to be employed, as we have to deal with judgement data expressed on a continuous scale. However, the application of regression techniques to reconstruct U is not straightforward, as regression requires some continuity of the values in U with respect to the variables. The latter assumption is not met by arbitrary dissimilarity matrices on databases of 3D objects. Indeed, we do not have any relation between topological proximity and numerical values in the entries of the matrix U (which is an assumption behind regression): we cannot assume that moving from entry (i, j ) to a neighboring entry, say (i + 1, j), the values of U change continuously, as the two different locations may correspond to objects in different classes of the database (say, objects x i and x j are humans, whereas x i+1 is a mug), thus showing completely unrelated distances.
In other words, the lack of continuity in the data affects the results of regression techniques in a problem like this. The results we show in Fig. 12 confirm this hypothesis. We applied non-linear regression to reconstruct U . In particular, we used Support Vector Regression (SVR) with nonlinear Gaussian kernels, as linear kernels performed bad. Cross validation was employed for the selection of optimal parameters. Figure 12 compares the approximation using regression with our results. As in the previous section, we used the distance between augmented Multiresolution Reeb Graphs as the target pseudometric to be approximated; the dissimilarity matrix U induced by MRG on the Watertight dataset is shown in Fig. 12(a) . We suppose the user has given six relevance judgements per class, which constitute the entries of U . Figure 12(b) shows the matrix reconstructed using our relevance feedback technique: the color coding shows the target and approximated matrix to have the same structure and similar values. Figure 12 (c) shows the matrix reconstructed using non-linear SVR. It can be seen that, far away from the pairs of objects on which the entries of U were specified, the values are completely arbitrary. This implies that this matrix cannot be used for retrieval purposes.
Moreover, it has to be noted that the results using regression have been obtained by approximating a structured matrix, that is to say, a matrix having blocks corresponding to classes of objects. This corresponds to the assumption that the underlying 3D database has already been classified, which is usually not the case. If we removed this assumption (by applying a permutation on the values of U , then applying SVR, and finally applying the inverse permutation to the reconstructed matrix), we would get a even worse approximation, as shown in Fig. 12(d) . We underline that our method, on the contrary, is completely independent of any pre-classification of the database.
To sum up, the lack of relation between topological proximity of objects in the database (hence their index in the matrix) and the values of their distances, which is the common situation when dealing with 3D repositories, prevents the use of regression techniques, with even worse results in the case of unstructured repositories. This lack of continuity in the data is the reason why we preferred building our approach on geometric rather than statistical bases.
Conclusions
We have presented a relevance feedback algorithm for 3D shape retrieval, whose aim is to approximate the pseudodistance that the user employs when comparing 3D objects, according to the shape properties he/she is interested in. The algorithm is based on a simple scaling procedure, and motivated by elementary yet important mathematical properties of pseudodistances. Our interface enables the user to express his/her relevance judgements through a scale of values.
Although we have shown good results, there are many issues which deserve further research. A deep investigation into the properties captured by shape descriptors and their similarity measures is needed to design truly dynamic, usercentric search engines. The evaluation of our proposal has been performed on a benchmark database, by simulating users' judgements using computable 3D shape descriptors. This was done to avoid hiring human users and asking them to perform massive experiments, which would have required a huge effort in terms of time and resources. In any case, a truly fair evaluation should not leave humans aside. A possibility could be finding affordable workers via the Amazon Mechanical Turk [2] . We also plan to perform a more in-depth analysis of the retrieval performance, for example, studying the dependence of results on different classes of objects.
Further directions of future research include the study of all complementary steps that decide the success of a relevance feedback method: facilities for query selection and database navigation, aimed to solve the "page zero problem"; a display space that better presents the outcome to the user; personalized mechanisms based on the user's profile [46] .
The goal of the method in this paper is to approximate a user's pseudodistance which is known on a small number of examples, by using a set of known pseudodistances corresponding to a set of shape descriptors. We use the knowledge given by the examples to inhibit those pseudodistances that are not compatible with the user judgement; this is done in two steps, namely scaling and combining: first, the pseudodistances are scaled so that they become compatible with the user opinion; then, they are combined via the max operator.
In this Appendix, we reformulate these ideas in a more general setting, to discuss whether different methods for scaling (different choices of the λ i s) and combining (e.g., using linear combinations of distances instead of the max operator) could be applied.
Referring to the notation in Sect. 4, let F be the family of all pseudodistance functions on a finite dataset Σ , and let {(f 1 , . . . , f n ), f i ∈ F } be an n-tuple of pseudodistances in F . Let G : R + n → R + be a functional, G : (f 1 , . . . , f n ) → G(f 1 , . . . , f n ), which serves to combine the distances; e.g., G(f 1 , . . . , f n ) = max(f 1 , . . . , f n ), as in this paper, or G(f 1 , . . . , f n ) = i f i . Obviously, the functional G is required to produce a pseudodistance.
Let T = {(x r , y r )} r , T ⊂ Σ × Σ, be the set of pairs of objects on which the user has specified the value of his/her pseudometric δ.
We can reformulate our objective (approximating δ) as the search for a n-tuple of scaling factors (λ 1 , . . . , λ n ) so that we have compatibility with the user's judgement, namely 
∀(x r , y r ) ∈ T , and the approximation ((λ 1 , . . . , λ n )) ≥ 0 .
To be useful in practice, we would like the sought n-tuple minimizing e to exist and be unique, and possibly be easy to find.
If no hypothesis are made about the functional G and the domain S, minimizing the error function would be a NPhard problem.
Let us examine two particular cases, namely (a) G is given by the L ∞ norm and hence corresponds to the max operator, and (b) G is given by the L 1 norm and hence corresponds to a linear combination of pseudodistances. Both cases make sense, as G yields a pseudodistance.
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