Introduction
The amplitude of the seasonal cycle of atmospheric CO2 increased approximately 20% at the Mauna Loa observatory from 1958 to 1994 and approximately 40% at Point Barrow, Alaska, from 1961 to 1994 . Arctic and subarctic CO 2 observation stations in the National Oceanic and Atmospheric Administration Climate Monitoring and Diagnostic Laboratory (NOAA/CMDL) flask network, including Alert, Cold Bay, Ocean Station M, and Mould Bay, show a similar trend during the 1980s [Manning, 1993;  aAmplitude trends (Tami•) were calculated according to the procedure described in section 2.1. Amplitude trends are linear over the span indicated.
bF s is the F distribution fiumber [Sokal and Rohlf, 1980] . The asterisks denote the significance of the F test described in section 2.1: * = 0.05 > p > 0.01, ** = 0.01 > p > 0.001, and ß ** = p <0.001. The degrees of freedom for the F test are given in a separate column, denoted by df.
stations for which 10 years of continuous data were available. A total of 19 stations met this criterion (Table 1) .
The secular increase in CO2 (driven by fossil fuel combustion, deforestation, and terrestrial and oceanic sources and sinks) was removed from the time series at each station through the use of a seasonal trend decomposition procedure based on locally weighted regressions (STL) [Cleveland et al., 1990] . The STL procedure split each time series into three components consisting of a low-frequency trend, a seasonal cycle, and a residual. Following Manning [1993] , we used a smoothing window of 5 years with the STL procedure to remove the secular (low-frequency) trend. Trends in the amplitude of the seasonal cycle were calculated by using the sum of the seasonal cycle and residual components of the time series (hereafter referred to as the detrended time series) following the procedure described below. First, a mean seasonal cycle of the detrended time series was constructed for each station by separately averaging all available data for each month (i.e., the mean seasonal cycle consisted of the average of all January points, the average of all February points, and so on. with asterisks in Table 1 . The filtering and detrending processes used here requires that some caution be taken in interpreting these statistical tests.
The pattern of seasonal variation in CO2 interannual growth rates and Tam p was also calculated for groups of stations with the idea that by pooling data from geographically related sites it would be possible to improve the confidence level of trend estimates [Manning, 1993] . The same procedure as described above was followed. Our estimate for the slope b and its standard deviation accounted for the multiple CO 2 measurements (one from each station in the pool) that comprised each month of the combined time series (section 14.8 of Sokal and Rohlf [1980] ). This procedure for calculating the trends in the seasonal cycle builds on previous studies [Conway et al., 1994; Manning, 1993; Chan and Wong, 1990; Cleveland et al., 1983; Pearman and Hyson, 1981] . The procedure does not assume that shape of the seasonal cycle remains constant through time: the CO2 interannual growth rate for each month is calculated independently of other months. Thus it is possible to evaluate changes in the shape of the seasonal cycle, not just its amplitude. For example, it is possible to compare the contribution of different potential forcing functions (e.g., CO 2 fertilization, fossil fuel combustion, and biomass burning) to the observed seasonal pattern of CO2 growth rates. This approach does, however, limit the interpretation to linear trends over the entire time series; yearto-year variation in the amplitude cannot be determined from this method. At some monitoring stations such as Point Barrow, year-to-year variation in amplitude growth appears to be substantial and is correlated with temperature variability . Thus techniques that allow the calculation of year-to-year changes in the amplitude may provide unique insight into controls on interannual variability in the carbon cycle that complements the approach taken here.
Keeling et al. [1996] demonstrate advances in the time of the downward 0 ppm crossing of the detrended seasonal cycle global sum:
132.60 54.9 x 1015 13.6 x 1015 aLand cover classification from Defries and Townshend [1994] .
See text for definition of terms. [Field et al., 1995] . The flow of carbon through plant, litter, and soil organic matter pools is incremented at a monthly time step. The turnover of times of living biomass (leaves, fine roots, and woody biomass) are separately prescribed for each vegetation type . The seasonal flow of organic matter from plants to heterotrophs (e.g., litterfall, root mortality, and coarse woody debris) depends on the seasonal course of satellite-derived leaf area index (LAI) . Maximum first-order rate constants for the turnover of litter and soil pools at 30øC were taken from Parton et al. [1993] . The response of heterotrophic respiration to surface air temperature is described by using a Q10 function of 1.5 [Raich and Potter, 1995; Knorr and Heimann, 1995] . The response of heterotrophic respiration to soil moisture is a function of stored soil water, estimated evapotranspiration and potential evapotranspiration (for specific details on rates of litter decomposition and on soil moisture controls, see Randerson et al. [1996] ).
Inputs to CASA included a 1990 monthly normalized difference vegetation index (NDVI) product derived from the NOAA/NASA Pathfinder data set (described below), surface solar insolation [Bishop and Rossow, 1991] , mean temperature and precipitation from the period 1950 to 1980 [Shea, 1986] , soil texture [Zobler, 1986] To estimate the monthly fraction of photosynthetically active radiation intercepted by plant canopies (FPAR), we used the mean of the three Pathfinder 10-day maximum composite NDVI images available for each month in 1990. We did not use one of the NDVI products with a monthly maximum composite (e.g., the Fourier adjusted, solar zenith angle corrected, interpolated and reconstructed (FASIR) product described by Sellers et al. [1994] or the Pathfinder monthly data set) because of the distortion of the seasonal cycle that results from the maximum compositing procedure. Specifically, maximum compositing artificially increases the width of the growing season by overestimating NDVI during the early phases of canopy development and also during periods of leaf senescence . The distortion is greatest in ecosystems at high latitudes where the growing season is short (Figure 1 ). While the 10-day maximum 2.00 Figure 1 . Monthly APAR as calculated using the average of the three Pathfinder 10 day maximum composite NDVI images used here (solid line) and the Pathfinder monthly maximum composite NDVI images (dotted line). For purposes of comparison, the Pathfinder monthly maximum composite product was adjusted by a constant factor so that during the month of peak absorption it yielded the same APAR value as the product derived from the 10 day composites. The maximum compositing technique overestimates APAR in the spring and to a lesser extent during the fall. Over the course of one year, APAR estimated from the monthly composites is 10.2% greater than APAR estimated from the average of the three 10 day composites for the sum of boreal forests and tundra (8.84 x 1015 MJ PAR vs. 8.02 x 1015 MJ PAR). composites used here also share this bias, there is less distortion than there is in the monthly product because the sampling period is smaller. The smaller sampling period may mean, however, that our NDVI product suffers from more cloud contamination than the monthly maximum composited NDVI products.
2.2.2.
GISS atmospheric tracer transport model. In the model experiments presented here, we used the three-dimensional GISS coarse resolution atmospheric tracer transport model [Fung et al., 1983 [Fung et al., ,1991 In the analysis of the contribution of individual biomes, DeFries and Townshend [ 1994] vegetation classes were used to group CASA NEP fluxes into 10 tracers from tundra at high latitudes in the northern hemisphere (tracer 1.1 in Table 3 and Figure 2a ) to forests, shrubs, and deserts in the southern hemisphere (tracer 1.10 in Table 3 and Figure 2a ). In the analysis of the contribution of various latitudinal bands we partitioned NEP fluxes into the following five regions: (1) north of 60øN, (2) 50øN to 60øN, (3) 40øN to 50øN, (4) 30øN to 40øN, and (5) south of 30øN (Figure 2b ). An agricultural tracer was constructed from the product of a map of fractional agriculture cover [Matthews, 1983] To calculate the overall contribution of biogenic surface fluxes (NEP) to the seasonal cycle of CO2, a separate footprint analysis was performed that included four tracers: steady state NEP fluxes from CASA (section 2.2.1), 1990 fossil fuel emissions (section 2.3.2), 1990 biomass burning (section 2.3.1), and ocean exchange [Tans et al., 1990] . The ocean fluxes were constructed as described in the text (equations (1) and (2)) and footnotes of Tans et al. [1990] . Seasonal and geographic variation in the ocean carbon fluxes used here are summarized by Table 2 
./=lk.t=l where Ck(i,t) is the detrended concentration of CO2 obtained To answer these questions, we executed a set of basic "building-block" CASA model runs which determined the fractional extent to which global NPP would have to increase in order to match multiples of a well-known estimate of the historical terrestrial carbon sink An iterative process was required to find a solution to these two constraints. NPP and carbon pool sizes obtained from the 5000 year steady state run described in section 2.2.1 were used to initialize a 300 year model run in which NPP remained constant, but heterotrophic respiration was allowed to vary in response to random temperature and precipitation anomalies taken from the data sets developed by Hansen and Lebedeff [1987, 1988] annual NPP was required from one year to the next to satisfy the sink, then each monthly NPP value at each grid cell was increased by 0.2%. For the 1 ø x 1 ø grid cell resolution of CASA this assumption should be consistent with several proposed causes of the sink. While the relative impacts of CO 2 or N fertilization may be greatest at the beginning or at the end of the growing season, during periods of water and temperature stress, these are times when absolute rates of net photosynthesis are low because APAR is low. In the middle of the growing season, high LAIs, favorable temperatures, and available soil water provide the capacity for high photosynthetic rates and high absolute returns on CO 2 or N fertilization.
In the case of CO2 and nitrogen fertilization interacting with forest regrowth a probable long-term effect would be an show a similar pattern of month-to-month variation in interannual CO 2 growth rates ( Figure 6 ). The highest growth rates occur during winter and early spring (December, January, February, and March) while the lowest rates occur during summer and early fall (June, July, August, and September). At Alert, Mould Bay, and Point Barrow the amplitude has significantly increased (Table 1) . Of these three stations, Alert and Mould Bay exhibit the strongest seasonal variation in growth rates (Figure 6 ) and the greatest increases in amplitude ( Table 1) A sharp transition exists in the contribution of the terrestrial steady state NEP to the seasonal cycle for stations north and south of the equator (Table 4) . North of the equator, the contribution of NEP ranges from 71% at Christmas Island (2ø00'N) to 92% at Mould Bay (76ø14'N). South of the equator the contribution ranges from 34% at Cape Grim, Tasmania (40ø41'S) to 59% at Ascension Island (7ø55'S). Fluxes from oceans, biomass burning, and fossil fuel emissions contribute substantially more to the seasonal cycle in the southern hemisphere than in the northern hemisphere (Table 4) .
Results from the biome tracer experiment (Figure 2a ) indicate that boreal forests (tracer 1.2) have the greatest impact on the seasonal cycle of CO2 concentrations at observation stations in the northern hemisphere (Table 5) For stations north of 55øN the adjacent tundra biome (tracer 1.1) exerts the most influence on the seasonal cycle per unit of GSNF (tundra has a GSNF of 0.42 Pg C yr -1 whereas boreal forest has a GSNF of 2.08 Pg C yr-1). In comparison with boreal forests (tracer 1.2) and deciduous forests (tracer 1.3), the contribution of the tundra biome to the seasonal cycle falls off more quickly for stations closer to the equator (Table 5) (34.7%). Approximately 20% of the terrestrial biosphere signal at midlatitude stations in the northern hemisphere has an agricultural origin (Table 5) .
Ecosystems and regions that contribute the most to the seasonal cycle of CO2 concentrations at stations in the northern hemisphere, such as tundra, boreal forests, mixed deciduous forests, and agriculture regions north of 40øN, are also in phase with the observed seasonal cycle from the NOAA/CMDL time series (Table 6 ). Thus an increase in the seasonality of NEP fluxes from one or more of these regions will increase the amplitude of the seasonal cycle at many of the observation stations in the northern hemisphere. The terrestrial biosphere in the southern hemisphere contributes only modestly to the seasonal cycle at northern hemisphere stations.
In contrast, northern hemisphere terrestrial ecosystems contribute substantially to the seasonal cycle at many stations in the southern hemisphere. Because of lags in transport and nonoverlapping growing seasons, some components from the northern and southern hemisphere are out of phase with one bat each station the contribution from each of the four tracers sums to 100%.
another. Thus an increase in seasonal cycle of NEP fluxes from terrestrial ecosystems in the northern hemisphere could drive a decrease in the amplitude of the seasonal cycle of atmospheric CO2 at stations in the southern hemisphere.
Impacts of Anthropogenic Forcing on Trends
in the Seasonal Cycle 3.3.1. Biomass burning. At stations in the northern hemisphere the contribution of biomass burning to the seasonal cycle ranges from 1% to 4% (Table 4) . For midlatitude and high-latitude stations in the northern hemisphere the biomass burning tracer is weakly and negatively correlated with the mean seasonal cycle from the NOAA/CMDL observations ( Table 4 ). The effect of biomass burning on amplitude trends appears minimal for most stations in the northern hemisphere outside the tropics (Table  7) . Amplitude trends estimated by using a seasonal cycle derived from both modeled fluxes and NOAA/CMDL In the southern hemisphere the contribution of biomass burning to the seasonal cycle is significantly greater than that in the north. Consequently, in the southern hemisphere, with the imposed changes in burning from 1971 to 1990, the amplitude trends are greater and vary more widely (Table 7) Some uncertainty, however, appears to exist in the magnitude of seasonal variation predicted by Rotty [1987] .
Atmospheric measurements of 14CO2 suggest that the seasonal cycle of fossil fuel emissions is more than 3 times greater than the Rotty [1987] estimates for northern Europe [Levin et al., 1995] . Levin et al. [1995] propose that this discrepancy may arise from differences in the times fossil fuels are purchased (i.e., the basis for the Rotty [1987] There is some evidence for a gradient in amplitude increase for stations in the northern hemisphere. Within the Arctic, amplitude trends fall off quickly for stations closer to the equator (Table 1) The amplitude trend (equation (2)) is one index of change in the seasonal cycle. This index uses interannual CO2 growth rates only during months of maximum and minimum CO2 concentrations. Growth rates during other months are not considered, even though they provide continuity between the extremes. Patterns of seasonal variation in growth rates extend across groups of stations that experience similar mr masses (Figure 6 ).
The seasonal pattern of interannual growth rates could provide additional constraints on the distribution of terrestrial sources and sinks. Each terrestrial source and sink may have its own distinctive spatio-temporal signature. Linear combinations of sink and source growth rate end-members that match observations may allow partitioning among different source/sink components. For example, the fossil fuel source produces an end-member that is easily distinguishable in magnitude and shape from the one produced by the NPP increases (Figure 13 ). In the case of uptake by the terrestrial biosphere this approach may provide clues to the seasonal timing of NPP increases. For the Arctic and subarctic stations analyzed here, our model estimates of aletrended CO 2 concentrations are almost perfectly in phase with the observations (Figure 8, Table 4 ). Yet the interannual CO2 growth rates that we predict from NPP stimulation lag behind the observations by 2 months (Figure 13) By using the same set of winds each year, from 1958 to 1990, we were able to identify the contribution of changes in terrestrial surface sources and sinks to trends in the seasonal cycle. Year-to-year variation in transport, however, is substantial and is clearly a source of the variability in CO2 observations. A systematic change in transport over the last several decades could induce a trend in the seasonal cycle. At regional scales, human transformation of the land surface during this period has been substantial. Human-induced changes in surface roughness, albedo, and leaf area have the potential to change humidity, wind speed, PBL height and the general circulation of the atmosphere [Chase et al., 1996; Copeland et al., 1996] . While such effects may be minimal at observation stations that sample primarily marine air, they cannot be dismissed as contributing factors to the observed trends in the seasonal cycle.
From the footprint analysis ( Table 5 ) it appears that all stations are influenced to some degree by agriculture. In addition to their potential impacts on atmospheric transport as described above, agricultural regions have undergone profound changes in carbon and nutrient cycling. Many areas are depleted in soil carbon [Tiessen et al., 1994] , making heterotrophic respiration sensitive to changes in the size of labile litter fractions . The total impact of agriculture on trends in the seasonal cycle is difficult to estimate, however, because of our limited understanding of how surface fluxes have changed in these regions over the last few decades.
At high latitudes in the northern hemisphere, temperatures during the spring and winter increased from 1961 to 1990 [Chapman and Walsh, 1993] . These observations provide the basis for Keeling et al. 's [1996] hypothesis that temperature increases have driven an increase in growing season length over this same period. The possibility, however, of a more direct connection between temperature increases and the amplitude trends cannot be dismissed. For example, it is possible that long term changes in atmospheric transport in the Arctic are directly causing the increasing temperatures. The changes in atmospheric transport could also change the footprint of observation stations, thus inducing a trend in the seasonal cycle, independent of any changes in NPP or any other aspect of ecosystem function.
In general, the observed pattern of high winter growth rates and low summer growth rates at Arctic stations are not as persistent further south, as we would predict if NPP increases associated with a northern hemisphere terrestrial sink were driving the trends at stations north of 55øN. In particular, the high summer growth rates observed for Shemya, Cape Meares, and Niwot Ridge are not captured by our model simulations, suggesting that there may be other processes at work in shaping trends in the seasonal cycle that are not represented here.
Conclusions
Direct anthropogenic forcing of the seasonal cycle in the southern hemisphere from fossil fuel combustion and biomass burning makes it unlikely that trends in the seasonal cycle of CO2 from stations in the southern hemisphere can be used to 
