Abstract. In this paper we systematically study various properties of the distance graph in F d q , the d-dimensional vector space over the finite field Fq with q elements. In the process we compute the diameter of distance graphs and show that sufficiently large subsets of d-dimensional vector spaces over finite fields contain every possible finite configurations.
Introduction
The distance graph in F The main goal of this paper is a systematic study of the distance graph, including its diameter and pseudo-randomness properties. In the course of this investigation we prove sharp estimates for intersections of algebraic and non-algebraic varieties in F d q and the existence of arbitrary k point configurations in sufficiently large subsets thereof. • (1.1) |G j | → ∞ as j → ∞.
•
• G j is asymptotically complete in the sense that
= 0.
• If 1 ≤ k − 1 ≤ n and L ′ ⊂ L, with |L ′ | ≤ |L| − k 2 + n, then any sub-graph H of G j of size
contains every possible sub-graph with k vertices and n edges with an arbitrary edge color distribution from L ′ .
See, for example, a survey by Krivelevich and Sudakov ( [5] ) for related notions of pseudorandom graphs, examples and applications. The first result of this paper is the following. Theorem 1.1. The above defined family of graphs {G ∆ q } is kaleidoscopically pseudo-random. The proof shows that the constant C ′ in the definition of kaleidoscopic pseudo-randomness may be taken to be (1 + o(1)) in this context if the dimension d is not two or the zero distance is excluded. The constant C that the proof yields is exponential in the number of vertices.
We actually prove a little more as the arguments below indicate. We shall see that under the set of hypotheses corresponding to kaleidoscopic pseudo-randomness, every finite geometric configuration in F d q is realized. See [7] and [8] where related questions are studied using graph theoretic methods.
The first item in the definition of weak pseudo-randomness above (1.1) is automatic as the size of G j is q d , by construction. The second and third items, (1.2) and (1.3), respectively, are easy special cases of the following calculation. While it is implicit in ( [4] ), we give the proof at the end of the paper for the sake of reader's convenience.
where o(1) means that the quantity goes to 0 as q → ∞.
We now ready to address the meat of our definition of weak pseudo-randomness, which is the fourth item (1.4).
with a sufficiently large constant C > 0. Then for any
with |J| = n, we have |T
Our proof uses geometric and character sum machinery similar to the one used in [4] and [2] . In the former paper, Theorem 1.4 is proved in the case k = 2 and n = 1, and in the latter article Theorem 1.4 is demonstrated in the case of general k and n = k 2 . Thus Theorem 1.4 and, consequently, Theorem 1.1 may be viewed as filling the gap between these results.
1.2. Diameter of the distance graph and related objects. Let the distance graph G ∆ q , equipped with the coloring set L be as above. Given a fixed color c in L, we define the diameter of G ∆ q as follows. Given vertices x, y in G ∆ q , define a path of length k from x to y to be a sequences {x 1 , . . . , x k+1 }, where x j s are distinct,
i+1 by a c-colored edge for every 1 ≤ i ≤ k. We say that a path from x to y is optimal if it is a path and its length is as small as possible. Define the diameter of G ∆ q , with respect to the color c, to be the largest length of the optimal path between any two vertices in G ∆ q . Our first result in this direction is actually about a more general families of graphs. Let U ⊂ F d q . We say that U is Salem if there exists a uniform constant C > 0 such that
where the Fourier transform with respect to a non-trivial additive character χ is defined and briefly reviewed in (3.3) and the lines that follow. We shall also see below (Lemma 3.1) that the sphere
Define G connected by an edge if x − y ∈ U . We do not attach a coloring scheme in this context. with a sufficiently large constant C > 0. Then the diameter of G U q is ≤ 3.
The fact that the sphere is Salem, mentioned above, is proved in Lemma 3.1 below as is the fact that |S| ≈ q d−1 . It follows that the diameter of G ∆ q is ≤ 3 provided that |S| ≥ Cq 
Pseudo-arithmetic progressions
Consider a sequence of k points
We call such an ordered sequence of vectors pseudo-arithmetic. The following is a simple consequence of Theorem 1.4.
. Then E contains a pseudo-arithmetic progression of length k.
arithmetic-like progressions. It would be wonderful if these were actual arithmetic progressions. In fact, suppose it were true that every arithmetic-like progression is an actual arithmetic progression in at least one coordinate. We could then take E = A × A × · · ·× A and conclude that if |A| ≥ Cq
2d , then A contains an arithmetic progression of length k, thus giving us a rather attractive version of Szemeredi's theorem in finite fields. The reality is very different, however. It is easy enough to construct examples of sequences which are arithmetic-like but not actually arithmetic.
, so the sequence is arithmetic-like, but it is certainly not in general an arithmetic progression.
What is somewhat more difficult is to construct examples of arithmetic-like sequences that are not arithmetic progressions in any coordinate. One way is to take one of the arithmetic-like progressions described in the previous paragraph and rotate it. For example, we may start out with the sequence (0, 0, 0) (1, 1, i) (2, 0, 0), where i = √ −1 and rotate it by an orthogonal matrix 
In order to have the determinant of this matrix equal to 1 we must have t 2 = 1/2. This equation has a solution in some fields and not others. Recall that we are also using i = √ −1, an object which exists in some fields and not others. The simplest field where both objects exist is Z 17 . In this field we may take t = 3 and i = 4. We thus obtain the sequence (0, 0, 0) (0, 6, 4) (6, 6, 0).
Observe that this sequence is not arithmetic in any coordinate. 
The initialization step is the following. Observe that
and this needs to hold if
3.1. The induction step: We have, without loss of generality,
for some 1 ≤ l ≤ k − 1, depending on the degree of the vertex corresponding to x k , where
for an arbitrary set of a j s, but this does not change the proof any and only complicates the notation.
Recall that given a function f : F m q → F q , the Fourier transform with respect to a non-trivial additive character χ on F q is given by the relation
Also recall that
We shall also need the following estimates based on classical Gauss and Kloosterman sum bounds. See, for example, Lemma 2.2 and its proof in [4] for the first and the third estimates below.
Lemma 3.1. With the notation above, for any t = 0, ξ = (0, . . . , 0) and q sufficiently large,
Moreover, for any a = 0,
Using (3.4) and the definition of the Fourier transform, we see from (3.2) that
where Main is the term corresponding to taking ξ s = (0, . . . , 0) for every 1 ≤ s ≤ k − 1. It follows by Lemma 3.1 that
The Remainder is the sum of terms of the form R U,V , where
and
We first analyze the term where compliments of U and V are empty sets. We get
Applying Lemma 3.1 to the Fourier transforms of spheres and applying Cauchy-Schwartz, in the variables ξ 1 , . . . , ξ k−1 , followed by (3.5) to the first two terms in the sum, we see that
where X = O(Y ) means that there exists C > 0, independent of q, such that X ≤ CY . Applying the inductive hypothesis (3.1) and noting that l may be as large as k − 1, we see that
To estimate the general R U,V , we need the following simple observation that is proved by a direct calculation. Let |U | + |V | = m and define
where
smaller than the error term we already estimated. This completes the proof.
Technically speaking we must still show that if |T J1 k | satisfies the conjectured estimate for every J 1 with |J 1 | = n 1 , then so does T J2 k with |J 2 | = n 2 > n 1 . However, this is apparent from the proof above.
Results based on Classical Gauss sums
In this section, we collect the well-known facts which follow by estimates of Gauss sums. Such facts shall be used in the next sections. Let χ be a non-trivial additive character of F q and ψ a multiplicative character of F q of order two, that is,
The magnitude of the Gauss sum is given by the relation
Remark 4.1. Here, and throughout this paper, we denote by χ and ψ the canonical additive character and the quadratic character of F * q respectively. Recall that if ψ is the quadratic character of F * q then ψ(s) = 1 if s is a square number in F * q and ψ(s) = −1 otherwise. The following theorem provided us of the explicit formula of the Gauss sum G 1 (ψ, χ). For the nice proof, see [6] . Theorem 4.2. Let F q be a finite field with q = p l , where p is an odd prime and l ∈ N. Then we have
In particular, we have
because the quadratic character ψ is the multiplicative character of F * q of order two. For the nice proof for this equality and the magnitude of Gauss sums, see [6] or [3] . As the direct application of the equality in (4.1), we have the following estimate.
where, here and throughout the paper, β = β · β.
Proof. It follows that
Completing the square in α j -variables, changing of variables, α j + βj 2t → α j , and using the inequality in (4.1), the proof immediately follows.
Due to the explicit formula for the Gauss sum G(ψ, χ), we can count the number of the elements in spheres S t ⊂ F d q defined as before. The following theorem enables us to see the exact number of the elements of spheres S t which depends on the radius t, dimensions, and the size of the underlining finite field F q .
q be the sphere defined as in (1.6). For each t = 0, we have
Proof. For each t = 0, we have
Using Lemma 4.3, we see that
Case 1: d is even. Then ψ d ≡ 1, because the quadratic character ψ is a multiplicative character of F * q of order two. Thus we see that
Case 2: d is odd. Then ψ d = ψ, because the order of ψ is also two. It follows that
Together with (4.2) and (4.3), it suffices to show that
However this follows by Theorem 4.2 and the well-known fact that ψ(−1) = 1 if q ≡ 1 (mod 4) and ψ(−1) = −1 if q ≡ 3 (mod 4). Thus the proof is complete.
Proof of the uniformity of color distribution (Lemma 1.2)
We have
If t = 0, Theorem 4.4 yields that
On the other hand, we have
Thus the proof immediately follows by this, because the magnitude of the Gauss sum G 1 (ψ, χ) is exactly q 1 2 .
Proof of the Fourier decay estimates (Lemma 3.1)
We use a part of the argument above. For each m = (0, . . . , 0), we have
and the estimate (3.6) follows from the following classical estimate due to Andre Weyl ( [9] ).
where φ is a multiplicative character on F * q . Then for any a ∈ F q , |K(a)| ≤ 2 √ q.
We now turn our attention to (3.7). We may assume that a = 1 without loss of generality. With (6.1) as the starting point, we sum this expression in t = 1 and obtain
We see that this expression is ≤ 2q
2 , because the magnitude of the Gauss sum G 1 (ψ, χ) is q 1 2 and the sum in s = 0 is just the generalized Kloosterman sum in Theorem 6.1.The proof of (3.8) follows easily from the proof of Lemma 1.2. This completes the proof of Lemma 3.1.
Proof of Theorem 1.5
We shall deduce Theorem 1.5 from the following estimate. 
Taking Theorem 7.1 for granted, for a moment, Theorem 1.5 follows instantly. Indeed, take x, y with x = y in F We conclude from Theorem 7.1 that if |U | ≥ Cq 2d 3 with a sufficiently large constant C > 0, then there exists x ′ ∈ U + x and y ′ ∈ U + y such that x ′ − y ′ ∈ U . This implies that the diameter of G U q is at most three as desired.
To prove Theorem 7.1, observe that
by (3.5). Comparing I and II we complete the proof of Theorem 7.1.
Proof of Theorem 1.7
In this section, we provide the proof of Theorem 1.7. The proof of the first part in Theorem 1.7 is given in the following subsection 8.1. For the proof of the second and third part in Theorem 1.7, we first show in Subsection 8.3 that the diameter of G ∆ q in two dimension is never two if q = 3 and then we complete in Subsection 8.4 the proof of the second and third part of Theorem 1.7.
8.1. The Proof of the first part of Theorem 1.7. We first prove that in dimensions four and higher, the diameter is two though we will actually prove a much stronger statement. It suffices to show that if the dimensions d ≥ 4, then two different spheres in F 
if d is odd. On the other hand, if d is even then we have
By assuming Lemma 8.1 for a moment, we shall prove that the diameter in dimensions four and higher is two. It suffices to show that if x = (0, . . . , 0) then |S t ∩(S t + x)| > 0 for all t = 0 and d ≥ 4. 
On the other hand, it is clear that
Using the first part of Lemma 8.1 together with (8.1), (8.2) , and the magnitude of the Gauss sum G 1 (ψ, χ), we see that
which is greater than zero if d ≥ 5 as wanted.
Case 2: Suppose that d ≥ 4 is even. Then theorem 4.4 yields that
From Theorem 4.2, note that (G 1 (ψ, χ)) d is a real number if d is even. Therefore the following two values take the different signs:
Moreover,
because the polynomials of degree two have at most two roots. Together with this , (8.3), and (8.4), the second part of Theorem 8.1 gives
which is greater than zero if d ≥ 4, q ≥ 3. Thus in order to conclude that in dimensions four and higher the diameter of G ∆ q is two , it remains to prove Lemma 8.1, which shall be done by the following subsection.
Proof of Lemma 8.1.
For each x = (0, . . . , 0) and t = 0, we have
Now, by (6.1) above, we have
where ψ is the quadratic character of F * q with ψ = ψ, ψ(ab) = ψ(a)ψ(b). Plugging this into the second term in (8.5) above we get
The second term above is given by
This follows from the Gauss sum estimates and the facts that ψ d = ψ for d odd, ψ d ≡ 1 for d even, and s =0 χ(ts) = −1 for t = 0. On the other hand, using the changing of variables, u → u −1 , v → v −1 , the first term above is written by
where we also used the fact that if u = v then the sum in m ∈ F 
Note that ψ(−4 −1 ) = ψ(−1), because 4 is the square number in F q . Letting u = s, vu −1 = r, we see that
Case 1: Suppose that d is even. Then ψ d ≡ 1. Thus we have
Note that the sum in s = 0 is q − 1 if t(1 − r) 2 + r x = 0, and −1 otherwise. Thus we obtain that
From this estimate , (8.5), and (8.6), the second part of Lemma 8.1 immediately follows.
ψ(s) = 0, we see that the sum in s = 0 is zero if t(1 − r) 2 + r x = 0. Thus we may assume that t(1 − r) 2 + r x = 0. Using the changing of variables, s −1 r −1 (1 − r) −1 (t(1 − r) 2 + r x ) → s and the facts that ψ(r 2 ) = 1, ψ(r) = ψ(r −1 ), we see that
Using this estimate together with (8.5) and (8.6), the first part of Lemma 8.1 is proved and so the proof is complete.
The diameter of G
∆ q in two dimension is never two. As we claim in the statement of the theorem, we can show that for any field F q with q = 3, the diameter of G ∆ q in dimension two is indeed three and never two . To prove this it suffices to show that for each t = 0 there exists x ∈ F 2 q such that the circle S t and its translate by x do not intersect. Case 1. Suppose that q is any power of odd prime p ≡ 1 (mod 4), or q is even power of odd prime p ≡ 3 (mod 4). Then q ≡ 1 (mod 4) which says that −1 is a square number in F q so that ψ(−1) = 1. By this and Theorem 4.4, if d = 2 then |S t | = q − 1. Moreover we see from Theorem 4.2 that (G 1 (ψ, χ) ) 2 = q. Using the second part of Lemma 8.1, we therefore obtain that for each x = (0, 0), t = 0,
If we choose x = (1, i) ∈ F 2 q with i 2 = −1 then x = 0 and the sum in (8.7) vanishes. Thus two circles S t and (S t + x) are disjoint.
Case 2: Suppose that q is an odd power of odd prime p ≡ 3 (mod 4). Then q ≡ 3 (mod 4) and so ψ(−1) = −1, because −1 is not a square number in F q . Together with this, Theorem 4.4 implies that |S t | = q + 1 if d = 2. In addition, we see from Theorem 4.2 that (G 1 (ψ, χ)) 2 = −q. Thus the second part of Lemma 8.1 yields that for each x = (0, 0), t = 0,
It therefore suffices to show that for each t = 0, there exists x = (0, 0) such that
Observe that x = 0 if x = (0, 0), because we have assumed that −1 is not a square number. Thus if x = (0, 0), then t(1 − r) 2 + r x = 0 for r = 0, 1, because t = 0. From this observation, we see that for each x = (0, 0),
where the last equality can be obtained by the completing square methods in Lemma 4.3. Using the changing of variables, s/(−4t) → s, we have
because ψ is the quadratic multiplicative character of F * q and so ψ(4s 2 ) = 1. Here, recall that we have assumed that −1 is not a square number and so ψ(−1) = −1, x = 0 for x = (0, 0). In addition, we assume that x = 4t. Then ( x − 2t) 2 − 4t 2 can not be zero. Thus we apply the changing of variables, s ( x − 2t) 2 − 4t 2 → s and we obtain that
where we used the fact that ψ(s) = ψ(s −1 ) for s = 0. By Theorem 4.2 and our assumption in Case 2, observe that (G 1 (ψ, χ)) 2 = −q. Thus if x = 0, 4t, then D t (x) above takes the following form.
In order to prove (8.8) , it therefore suffices to show that for each t = 0, there exists x ∈ F 2 q with x = 0, 4t such that ψ x 2 − 4t x = 1.
By contradiction, we assume that for all x ∈ F 2 q with x = 0, 4t, (8.9) ψ x 2 − 4t x = 1.
q with x = 0, 4t, and ψ is the quadratic character of F * q , we see that ψ(s) for s = 0 takes +1 or −1. Moreover, observe from Theorem 4.4 that for each s = 0, there exists x ∈ F 2 q such that x = s. Thus (8.9) implies that
By defining ψ(0) = 0 we extend the quadratic character ψ of F * q to the quadratic character of F q . Then we have (8.10)
However, this is impossible if q ≥ 5 due to the following theorem ( See [6] , P.225 ).
Theorem 8.2. Let ψ be a multiplicative character of F q of order k > 1 and let g ∈ F q [x] be a monic polynomial of positive degree that is not an k−th power of a polynomial. Let e be the number of distinct roots of g in its splitting field over F q . Then for every s ∈ F q we have t∈Fq ψ(sg(t)) ≤ (e − 1)q 1/2 .
To see that (8.10) is false if q ≥ 5, note from Theorem 8.2 that
Thus the proof is complete.
8.4. The two-dimensional case and the three-dimensional case. In this subsection, we prove that the diameter of G ∆ q in two dimension is three unless q = 3, 5, 9, 13, and the diameter of G ∆ q in three dimension is less than equal to three. For each a, b ∈ F d q with a = b, it suffices to show that
We shall estimate the second term above. By (6.1), recall that S r (m) is given by
Plugging this into the second part in (8.11), we have
The second term II above is given by
This easily follows from properties of the quadratic character ψ, definition of the Gauss sum G 1 (ψ, χ), and s =0 χ(rs) = −1 for r = 0. Let us estimate the first term I above. Using the changing of variables, u −1 → u, v −1 → v, w −1 → w, the first term I above is given by
Since a = b, the sum in m ∈ F d q vanishes if u − v + w = 0. Thus we may assume that u − v + w = 0. Therefore using Lemma 4.3, the first term I above takes the form (8.13)
where we used ψ(4 −1 ) = 1 , because 4 is the square number and ψ is the quadratic character of F * q . Now we estimate the term I above in the cases when d = 3 and d = 2.
Case A: The dimension d is three. Then the term I is dominated by
where we used the fact that the magnitude of the Gauss sum G 1 (ψ, χ) is exactly q 1 2 . We claim that (8.14)
The claim follows from the following observation: if we fix u = 0 which has d − 1 choices, then we may choose v = 0 such that either u = v or u = v. In case u = v, v has only one choice which depends on the choice of u and then we can choose w = 0 which has q − 1 choices with u − v + w = 0. One the other hand, if we choose v = 0 with u = v, which has q − 2 choices, then we have q − 2 choices for w = 0 so that u − v + w = 0. Thus the claim holds. From (8.11), (8.12), and (8.14) above, we obtain that if d = 3 then
which is greater than zero if q ≥ 3. This proves that the diameter of G ∆ q in three dimension is less than equal to three. Remark 8.3. In three dimension , the diameter of G ∆ q depends on both the finite field F q and the choice of the radius r = 0 of S r . In fact, by estimating the sum in the first part of Lemma 8.1, we can show that the diameter of G ∆ q in three dimension is two if ψ(−r) = 1, and three otherwise. This can be done by the similar arguments as in Subsection 8.3 and this subsection.
Case B: The dimension d is two. Then the term I in (8.13) above takes the form
Fix u = 0. Putting u −1 v = s, u −1 w = t, we see that
.
Using the changing of variables, u −1 → u, we have 1.
We now claim that s =0 t =0:s−t =1 1 = (q − 2) 2 + (q − 1).
To see this, we write the term above into two parts as follows. 1.
Then it is clear that t =0:1−t =1 1 = q − 1.
On the other hand, we see that s =0,1 t =0:s−t =1 1 = (q − 1) 2 , because whenever we fix s = 0, 1 which has q − 2 choices, we have q − 2 choices of t = 0 with s − t = 1. By this, the claim is complete. Thus the term I is given by By the orthogonality relations for non-trivial additive character χ, the second term above is given by q 
