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Connecting the different length scales of characterization is an important, but often very tedious
task for soft matter systems. Here we carry out such a procedure for the theoretical description of
anisotropic uniaxial magnetic gels. The so-far undetermined material parameters in a symmetry-
based macroscopic hydrodynamic-like description are determined starting from a simplified meso-
scopic particle-resolved model. This mesoscopic approach considers chain-like aggregates of magnetic
particles embedded in an elastic matrix. Our procedure provides an illustrative background to the
formal symmetry-based macroscopic description. There are presently other activities to connect
such mesoscopic models as ours with more microscopic polymer-resolved approaches; together with
these activities, our study complements a first attempt of scale-bridging from the microscopic to the
macroscopic level in the characterization of magnetic gels.
PACS numbers: 82.70.Gg,82.70.Dd,75.80.+q,82.35.Np
I. INTRODUCTION
Ferrogels and magnetic elastomers, both of which we
simply refer to as magnetic gels in the following, consist
of colloidal magnetic particles embedded in a crosslinked
polymer matrix [1]. They are therefore composite materi-
als that combine the features of two different prominent
components: on the one hand, the properties of mag-
netic colloidal fluids [2–14], which for instance allow a
reversible adjustment of their viscosity by external mag-
netic fields [4, 7, 15–20]; and, on the other hand, the
elastic behavior of conventional rubbers [21, 22].
The combination of these different material properties
and their coupling in one substance opens the way to new
applications. For example, by an external magnetic field
the elastic moduli of magnetic gels can be reversibly ad-
justed from outside [1, 23–27]. Consequently, the possi-
bility of constructing externally tunable damping devices
[28] or vibration absorbers [23] has been outlined. Also,
the deformations of the materials in external magnetic
fields have been investigated [29–34] and their use as soft
actuators [1, 35] and as magnetic sensors [36–38] has been
pointed out.
There have been recent attempts to increase the
magneto-mechanical coupling in these materials [39–41].
For this purpose, the polymer chains of the embedding
elastic matrix were directly chemically anchored on the
surfaces of the magnetic particles. In this way, rotational
torques on the magnetic particles are directly transmit-
∗Electronic address: menzel@thphy.uni-duesseldorf.de
ted to the surrounding polymer network [42]. Thus the
particles cannot be reoriented independently of their en-
vironment, which can be interpreted in terms of an ori-
entational memory [43].
A complete theoretical characterization of magnetic
gels is difficult to achieve, even for simulation approaches.
The reason are the different length scales that are simul-
taneously addressed. An example is given by considering
the elastic deformation of a block of material. The over-
all deformation occurs on a macroscopic length scale and
is characterized, for instance, by the magnitude of the
elastic moduli. However, the nature of the mechanical
response and other characteristic material properties can
strongly depend on the spatial distribution of the mag-
netic particles within the sample [1, 31, 44–51]. Typical
particle diameters range from nano- to micrometers and
thus involve an intermediate, i.e. mesoscopic length scale.
Finally, for rubbery substances, the fact that the materi-
als are elastic mainly results from the entropic properties
of the single crosslinked polymer chains and is therefore
of molecular microscopic origin [22].
Here, we confine ourselves to the theoretical charac-
terization of anisotropic uniaxial magnetic gels. Such
materials can be prepared by applying a strong external
magnetic field during synthesis. Under such a situation,
the magnetic particles tend to form chain-like aggregates
[1, 52–56] that can span the whole sample [54]. After
the polymer matrix has been crosslinked, the positions
of the particles remain relatively fixed within the embed-
ding polymer network. Thus the structural arrangement
into chain-like aggregates persists even when the exter-
nal magnetic field applied during synthesis is switched
off. We can say that a positional memory of the particle
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2locations is imprinted into the materials.
Based on symmetry considerations, a macroscopic
hydrodynamic-like theoretical characterization of these
materials was derived already a decade ago [57]. Per con-
struction, this theory contains several material parame-
ters, often referred to as phenomenological coefficients,
that remain undetermined in the symmetry-based ap-
proach. These parameters must either be measured in
an experiment, or they must be derived from a more mi-
croscopic approach. So far, to the best of our knowledge,
neither of these tasks has yet been completed up to the
present for uniaxial magnetic gels.
In this paper, we address the second of these two tasks.
We start from a simple mesoscopic model. Our goal is
to determine expressions for the material parameters of
the static part of the macroscopic theory in terms of the
mesoscopic magnetic particle parameters. The under-
lying model is mesoscopic in the sense that it resolves
the colloidal magnetic particle level. However, it does
not resolve the individual polymer chains, which here we
refer to as the microscopic level. Instead, the embed-
ding polymer matrix is treated as an elastic continuum.
In this way, we achieve a scale bridging from the meso-
scopic to the macroscopic level in a (quasi-)static theo-
retical approach. Apart from the explicit expressions for
the material parameters, this procedure provides us with
an illustrative background to the formal macroscopic de-
scription.
The structure of the paper is as follows. In the next
section, we repeat the material-specific static part of the
macroscopic theory, i.e. of the generalized energy density.
The background of the different terms and variables is ex-
plained. After that, in section III, we introduce our sim-
ple mesoscopic model of chain-like magnetic aggregates
embedded in an elastic matrix. In the scale-bridging
part, namely in section IV, we calculate the macroscopic
material parameters in terms of the parameters of the
mesoscopic model. Magnetostrictive contributions in the
context of nonlinear strain deformations are addressed in
section V. We briefly discuss our results in section VI.
Finally, in the last section, we provide a short summary
and include several remarks about future tasks.
II. MACROSCOPIC THEORY
Here we briefly review the part of the macroscopic the-
ory on uniaxial magnetic gels [57] that we will concen-
trate on in the following. We restrict our approach to the
static part of the theory, which is controlled by the gen-
eralized energy density F . Minimizing the corresponding
generalized energy F = ∫
V
F d3r of the system, with V
the volume of the material, leads to the actual static state
of the system. For slowly varying external fields this pro-
cedure can also reproduce quasistatic material behavior.
“Slow” in this case is defined relatively to all relevant
time scales of the material.
For simplicity, we consider spatially homogeneous sit-
uations. Moreover, only the effect of macroscopic vari-
ables that are not already present in the hydrodynamic
description of normal fluids will be investigated. Our
first step is to identify the symmetry properties. As we
mentioned above, we will concentrate on uniaxial materi-
als that feature aligned chain-like aggregates of magnetic
particles embedded in the polymer matrix [1, 52–56].
Naturally, the orientation of the macroscopic anisotropy
axis coincides with the orientation of the chain axes. In
the absence of an oblique or perpendicular external mag-
netic field and not considering interactions between dif-
ferent chains, the magnetization direction of each mag-
netic chain will be along its axis. Under these conditions,
the ground-state orientation of the anisotropy axis is thus
also parallel to the directions of the chain magnetizations.
We refer to this average orientation of the magnetic mo-
ments as m˜, where the tilde will distinguish it from the
particle magnetic moment. Two situations are possible
and will be specified further in the next section: either m˜
is a genuinely polar vector, which identifies and distin-
guishes between a “head” and a “tail” of the system; or
m˜ only identifies the orientation of the anisotropy axis,
while the system is symmetric under the transformation
m˜↔ −m˜. In both cases, m˜ serves to describe the orien-
tational state of the magnetic component.
In addition to that, the elastic component is character-
ized by its elastic deformations. We denote the positions
of the material elements of the sample in the undistorted
state by r and in the distorted state by r′. Following lin-
ear elasticity theory [58], we define the displacement field
u = r′ − r. The transformation of infinitesimal distance
vectors dr under elastic distortions is given by
dr′ =
∂r′
∂r
· dr = (I +  + Ω) · dr. (1)
In this expression, I is the unity matrix,  denotes
the linearized strain tensor obtained as the symmetrized
part of the gradient tensor ∇u with components ij =
[∇jui + ∇iuj ]/2, while Ω describes rigid rotations and
is the antisymmetric part of ∇u with components Ωij =
[∇jui − ∇iuj ]/2. Rigid rotations of the material as a
whole do not increase its internal energy. Therefore, only
strain deformations  can directly contribute to that part
of the generalized energy density F which describes the
energetic increase due to elastic deformations.
Naturally, combining the magnetic component struc-
tured in the chain-like aggregates with the elastic com-
ponent leads to coupling effects. This implies a further
macroscopic variable characterizing the energetic state of
the system. As we noted above, due to the particle distri-
bution in the chain-like aggregates, there is an energetic
ground state orientation m˜. Along m˜ both the orien-
tation of the structural anisotropy marked by the chain
axes and the orientations of the chain magnetizations co-
incide in the ground state. This is because the magnetic
moments of the particles within the same chain on aver-
age preferentially orient along the chain axis to minimize
3m˜′
m˜
δm˜
m˜ m˜
Ω⊥
FIG. 1: Schematic illustration of the macroscopic variable of
relative rotations. Such relative rotations can occur between
the magnetic component, characterized by the anisotropy
variable m˜, and the elastic component, represented by the
polymer network indicated in gray. On the one hand, if the
polymer network remains fixed but the anisotropy axis is re-
oriented by δm˜ from m˜ to m˜′ (center to left), then m˜ is
rotated relatively with respect to the elastic component. On
the other hand, the polymer matrix can be rotated relatively
with respect to a fixed m˜ (center to right); the gray arrow in-
dicates how m˜ would have been reoriented, if it were rigidly
anchored within the polymer matrix; this allows to quantify
the relative rotation of the polymer network relatively to m˜
by the vector Ω⊥. In general, both processes occur simulta-
neously. The linear variable of relative rotations Ω˜ follows as
the difference between both reorientations, Ω˜ = δm˜− Ω˜⊥, as
given by Eq. (2).
the magnetic interaction energy. After completing the
crosslinking process during synthesis, the particle posi-
tions are fixed with respect to the surrounding polymer
matrix. In this indirect way, i.e. via the memorized par-
ticle positions, the chains keep the memory of the ground
state orientations of their magnetizations along the chain
axes. Thus it costs energy to rotate the magnetization di-
rections relatively to the structural anisotropy axis mem-
orized by the elastic component. Such relative rotations
are included by a vector variable
Ω˜ = δm˜−Ω⊥. (2)
The first part, δm˜ = m˜′−m˜, directly measures rotations
from an initial state m˜ to a reoriented state m˜′. If this
rotation δm˜ occurs together with a rigid rotation of the
whole material, the energy of the system does not change.
Thus this reorientation has to be seen relatively to ro-
tations of the embedding polymer matrix, which are de-
scribed by the second term Ω⊥ = Ω·m˜ in Eq. (2). Only if
the two contributions differ from each other has one com-
ponent been rotated relatively with respect to the other
one. See Fig. 1 for further illustration. The variables
of relative rotations and their consequences were initially
introduced and afterwards intensively studied in the con-
text of nematic elastomers, where likewise nematic direc-
tor rotations can occur relatively to a crosslinked poly-
mer matrix [59–67]. Later relative rotations were also
included in a macroscopic characterization of active me-
dia for the case in which a dynamic preferred direction
can rotate relatively to a surrounding gel matrix [68].
We now have all the variables at hand to reproduce the
expression of the generalized energy density F [57]. This
expression corresponds to a systematic expansion around
the ground state of the material. It thus only describes
small deviations from that ground state. We here confine
ourselves to the lowest order of this description, i.e. we
only consider quadratic terms in the macroscopic vari-
ables. As mentioned above, only spatially homogeneous
situations are considered for simplicity:
F = F0 +
1
2
BiBi +
α
2
MiMi −MiBi
+
1
2
cijklijkl
+
1
2
D1Ω˜iΩ˜i +D2(m˜jδ
⊥
ik + m˜kδ
⊥
ij)Ω˜ijk. (3)
Here, B denotes an externally applied magnetic field, and
M is the macroscopic magnetization of the sample. Sum-
mation over repeated indices is implied throughout the
paper.
In the first line, as mentioned before, F0 contains all
variables that are already present in the characterization
of normal fluids and will not be investigated further in the
following. Apart from that, the remaining terms of the
first line include energetic contributions due to magnetic
interactions. Likewise, they will not be in the focus of
the present study as will further be commented on in the
next section.
The second line of Eq. (3) contains the elastic deforma-
tion energy and is quadratic in the strain tensor . Here,
the tensor of elastic coefficients cijkl reflects the macro-
scopic symmetry of the elastic material. In our case, the
systems are uniaxial with the axis of anisotropy given by
m˜. Therefore, we expand [60]
cijkl = c1(δ
⊥
ijδ
⊥
kl) + c2(δ
⊥
ikδ
⊥
jl + δ
⊥
il δ
⊥
jk)
+ c3m˜im˜jm˜km˜l + c4(m˜im˜jδ
⊥
kl + m˜km˜lδ
⊥
ij)
+ c5(m˜im˜kδ
⊥
jl + m˜im˜lδ
⊥
jk
+ m˜jm˜kδ
⊥
il + m˜jm˜lδ
⊥
ik). (4)
Here, I⊥ = I− m˜m˜, or in components δ⊥ij = δij − m˜im˜j ,
describes projections into the plane perpendicular to the
anisotropy variable m˜. Expression (4) for the tensor of
elastic coefficients is identical to the one given in Ref. [57],
with the relations to the coefficients in Ref. [57] given by
c1 = µ1 − µ2 and ci = µi for i ∈ {2, 3, 4, 5}.
Finally, the last line of Eq. (3) includes the effect of
relative rotations. The D1 term states that relative ro-
tations always cost energy. Apart from that, there is a
coupling between relative rotations and elastic strain de-
formations represented by the strain tensor  in the D2
term. This implies that, although relative rotations cost
energy, strain deformations can nevertheless excite them
under certain conditions.
We repeat that our description in Eq. (3) represents
a lowest order expansion in the macroscopic variables.
Only quadratic terms in these variables are included. On
the one hand, it is therefore sufficient to insert the lin-
earized versions of the strain tensor  and of the vec-
tor of relative rotations Ω˜. This maintains the overall
4quadratic order of the approach. On the other hand, we
remark that the restriction to this lowest-order quadratic
expression is also necessary to keep the present descrip-
tion self-consistent. For example, for the expansion in
Eq. (4), we have set the axis of anisotropy m˜ by the
ground state orientation of the chain magnetizations. In
reality, however, when the system is not in the ground
state any more, the direction of magnetization may de-
viate from the purely configurational anisotropy axis set
by the chain axes. Such deviations are small close to
the ground state and lead to higher-order contributions
because the generalized energy density in Eq. (3) is al-
ready of quadratic order in the strain tensor  and in the
vector of relative rotations Ω˜. However, if higher-order
effects are considered, these deviations would need to be
included to obtain a completely consistent description.
In principle, one then would need to derive a theory con-
taining both anisotropy orientations, i.e. the directions
of chain magnetizations and chain axes, separately.
III. MESOSCOPIC MODEL
In the following we introduce our simplified mesoscopic
magnetic particle model, from which we will calculate
the macroscopic coefficients in the next section. As men-
tioned before, the model does not consider microscopic
details. For example, single polymer chains of the sur-
rounding elastic matrix are not resolved. The polymer
network is rather taken into account in the form of an
embedding elastic continuum.
As a minimum approach, we consider identical mag-
netic particles. All of them carry the same magnetic
dipolar moment of magnitude m. Thermal fluctuations
are neglected. In a sample of N magnetic particles, this
results in a contribution to the system energy per sample
volume V of the form
Edip =
1
V
µ0
4pi
N∑
i<j
(mi ·mj)r2ij − 3(mi · rij)(mj · rij)
r5ij
.
(5)
Here the sum runs over all particle pairs. mi denotes
the magnetic moment of the ith particle (i = 1, . . . , N)
with ‖mi‖ = m; rij = rj − ri is the distance vec-
tor between two particles located at positions ri and rj
(i, j = 1, . . . , N) with ‖rij‖ = rij .
We consider regular chain-like aggregates. All chains
are assumed to be aligned parallel to the same direction,
which can be approximately achieved during synthesis by
applying a strong external magnetic field. The center-to-
center distance between neighboring particles within one
chain is denoted as l0 and assumed to be the same for all
such particle pairs, see Fig. 2.
Both to make progress in the next section and to keep
the characterization general and illustrative, we now in-
troduce a row of approximations. First, we neglect mag-
netic interactions between magnetic particles not belong-
ing to the same chain. In other words, we consider a sys-
l0
m
zˆ
FIG. 2: Simplified mesoscopic particle-resolved model. Iden-
tical magnetic particles of identical dipolar magnetic moment
m are embedded in a surrounding elastic polymer matrix (not
shown). The particles form chain-like aggregates, with the
chain axes oriented along the zˆ direction. Within one chain,
we assume the same center-to-center distance l0 between all
pairs of neighboring particles.
tem of sufficiently well-separated magnetic chains within
the elastic polymer matrix. This approximation of non-
interacting chains is often necessary to make analytical
progress [69]. It appears justified in several cases of real
experimental samples featuring magnetic chains of ap-
preciable length [54, 55]. For such samples, it can be
estimated that the magnetic interactions between close
particles of neighboring chains should be several hun-
dred times weaker than between nearest-neighbor par-
ticles within the same chain. Moreover, in finite-element
simulations, inter-chain interactions were found to be
negligible concerning the investigated mechanical prop-
erties [48]. Second, within the same chain, only nearest-
neighbor magnetic interactions are considered. For an
infinitely extended chain consisting of an infinite num-
ber of particles, this leads to a deviation in the resulting
energy by a factor of ζR(3) ≈ 1.2, with ζR the Riemann
zeta function. In our minimum model this constitutes
a tolerable error. It is then also consistent to neglect
interactions between the chains, if the individual chains
are separated by a distance large compared to l0. As
a consequence of these approximations, our description
remains more general and does not contain specific con-
figurational properties of the aggregates, which vary from
each material to the other due to details of the manufac-
turing process.
We only consider static (or quasistatic) situations.
Thus the orientations of the magnetic moments have re-
laxed to their energetic ground state. In the absence of
any misaligning external magnetic field, this is always
along the chain axis, even if the chains are distorted by
homogeneously being stretched in an oblique direction.
For this to be possible, we assume that the magnetic mo-
ments can freely reorient to find the energetic minimum,
at least in the (quasi)static limit. In other words, we do
not consider an explicit permanent orientational mem-
ory for the magnetic moments [43]. In reality, this can
be achieved for example by using small enough particles
below a size of about 10–15 nm; in this case the mag-
netic moments can reorient with respect to the particle
5axes, which is called Ne´el mechanism. Or, for instance,
larger spherical particles may be able to rotate as a whole
within the pockets of the matrix, at least in the long-time
limit.
Apart from that, we assume spatial homogeneity
throughout the system. This implies two major approx-
imations. On the one hand, we assume that the axes of
all chains show the same orientation. Within one chain,
all dipolar magnetic moments are assumed to point into
the same direction.
In reality, two such situations are conceivable. First,
one could imagine that the macroscopic magnetization
M of the sample vanishes, M = 0. In the presence of
inter-chain interactions, this situation may follow when
magnetic moments of different chains point into oppo-
site directions to minimize the overall magnetic energy.
On average, there is an equal amount of magnetic mo-
ments pointing into the one and into the opposite direc-
tion. Then, there is no preferred direction (i.e. sense)
connected to the macroscopic axis of anisotropy m˜. Sim-
ilarly to the case of nematic liquid crystals [70], the axis
of anisotropy cannot distinguish between head or tail,
i.e. the system from a macroscopic point of view is sym-
metric under the transformation m˜ ↔ −m˜. Second,
the system may feature a net macroscopic magnetization
M 6= 0. In our picture, this for example can be real-
ized by applying a strong external magnetic field B of
constant magnitude parallel to the chain axes. Then all
magnetic moments would point into the same direction,
mi = m (i = 1, . . . , N). The total macroscopic magneti-
zation in the sample results as M = Nm/V , with N the
total number of particles and V the sample volume. The
macroscopic variable m˜ can in this situation be defined
as a genuinely polar vector via the macroscopic magne-
tization, m˜ = M/M , M = ‖M‖ = (MiMi) 12 . Thus the
system in this situation macroscopically shows a head
and a tail.
The first case of M = 0 may occur in the absence of
an externally applied magnetic field, B = 0. Then the
terms after F0 in the first line of Eq. (3) vanish. In the
second case of applying a strong external magnetic field
B 6= 0 of constant magnitude, all magnetic moments
will be homogeneously aligned along the field direction.
Then the terms after F0 in the first line of Eq. (3) are
constant and can be absorbed into F0. As a consequence,
we will not explicitly take these terms into account in the
remaining part of this paper.
Remarkably, Eq. (3) was originally derived for a po-
lar variable m˜ [57]. However, in the last two lines of
this (quasi)static part of the macroscopic characteriza-
tion, m˜ only enters to even order [see further Eqs. (2)
and (4)]. Therefore, the characterization is equally valid
for a non-polar nematic-like variable m˜. In other words,
both of the above cases are covered by the last two lines
of Eq. (3).
On the other hand, our homogeneity assumption im-
plies affine deformations of the polymer matrix. As a
consequence, spatially homogeneous strain deformations
throughout the sample are assumed, despite the presence
of the embedded particles. Naturally, and especially on
the length scales of the embedded particles, this is an
approximation. Particularly in the close vicinity of the
inclusions, the matrix in reality is distorted in an inhomo-
geneous way. In general, high-resolution finite-element
simulation methods are necessary to capture this effect
[48, 71]. Strictly speaking, the homogeneity assumption
in our analytical treatment is only valid for point-like
inclusions. The closest situation to match these homo-
geneity assumptions may be the bulk behavior in a ma-
terial consisting of chains that on the one hand span the
whole sample [54] and on the other hand are composed
of small-sized magnetic particles of sufficiently high mag-
netic moment.
As a result of these approximations, only the volume
concentration cnn of nearest-neighboring particle pairs
will enter our expressions below. If we denote the num-
ber of magnetic particles in a chain by n and the vol-
ume concentration of chains that consist of n particles
by p(n), then the concentration of nearest-neighbors fol-
lows as cnn =
∑∞
n=2(n− 1)p(n).
Finally, we assume that the polymer forming the elas-
tic matrix does not interact with magnetic fields. Its
magnetic susceptibility is set to zero. Nevertheless, for
m = 0, thus without magnetic interactions between the
embedded particles, the elastic behavior of the composite
material will still be anisotropic. This is because of the
chain-like particle arrangements in the composite mate-
rial. Within linear elasticity theory, we can thus denote
the elastic energy density on the mesoscopic level as
Eel =
1
2
c
(0)
ijklijkl, (6)
where the tensor of elastic coefficients has the same form
as in Eq. (4). The elastic coefficients in this state of
m = 0 are denoted as c
(0)
i for i ∈ {1, 2, 3, 4, 5}. These co-
efficients are used as an input to our mesoscopic model.
For illustration and easier traceability of the following ar-
guments, we explicitly expand c
(0)
ijkl as in Eq. (4) and list
the resulting expression of Eel for the geometry depicted
in Fig. 2, i.e. for the chain axes parallel to zˆ:
Eel() =
1
2
c
(0)
1 (
2
xx + 2xxyy + 
2
yy)
+ c
(0)
2 (
2
xx + 2
2
xy + 
2
yy) +
1
2
c
(0)
3 
2
zz
+ c
(0)
4 (xxzz + yyzz) + 2c
(0)
5 (
2
xz + 
2
yz).
(7)
IV. SCALE BRIDGING
In the following, we will derive expressions for the
macroscopic coefficients ci with i ∈ {1, 2, 3, 4, 5} in
Eq. (4) as well as for D1 and D2 in Eq. (3). These ex-
pressions will be determined as a function of the meso-
scopic model parameters m, l0, cnn, and c
(0)
i with i ∈
6{1, 2, 3, 4, 5}. We consider the equilibrated state of the
uniaxial magnetic gel of m 6= 0 as the ground state of
the system. The generalized energy density in Eq. (3) is
considered as an expansion around that ground state.
A. Stretching deformations and expressions for the
elastic coefficients c1, c2, c3, and c4
As mentioned before, in practice the chain-like aggre-
gates are generated by applying an external magnetic
field during the final production process of the materials
[1, 52–56]. In previous studies, it was mentioned that
still there can remain finite gaps filled with matrix mate-
rial between the magnetic particles, and the influence of
such gaps was discussed [72, 73]. Especially when using
surface functionalized magnetic particles with polymer
chains covalently attached to the particle surfaces [39–
41], a separation by a finite layer of polymer material
between neighboring particles is conceivable. For this
purpose, in the ideal case, polymer chains should be an-
chored on the particle surfaces sufficiently early in the
process of sample preparation. Particularly, this means
before the particles are forced to form the chain-like ag-
gregates. Here, we study the influence on the macro-
scopic elastic moduli arising from such a finite gap be-
tween next-nearest neighboring particles in a chain.
For any non-vanishing magnetic moments m 6= 0, the
particles within a chain attract each other. To maintain
a finite separation between the particles, a counteract-
ing repulsive force must balance this attraction. This
counteracting force arises from elastic deformations of
the matrix material between and around the chain par-
ticles. Compared to a (possibly hypothetic) situation of
vanishing magnetic moments m = 0 and relaxed matrix
material, the system is compressed along the chain axes
when the magnetic moments are non-zero m 6= 0. See
the illustration in Fig. 3 (a) and (b). Therefore, we call
our equilibrated ground state of m 6= 0 a precompressed
state. Then, to derive the correct expressions for the elas-
tic coefficients ci for m 6= 0 in our expansion, we must
take the precompression into account.
We start our considerations from the state of m = 0 in
Fig. 3 (a). In this state, the deformational behavior is de-
scribed by the elastic coefficients c
(0)
i . The centers of the
magnetic particles are separated by a distance lˇ0 > l0.
With the chain axes along zˆ, an axis-symmetric defor-
mation takes place when the magnetic moment switches
to non-zero values m 6= 0:
r′ =
 x′y′
z′
 =
 λˇ⊥xλˇ⊥y
λˇ z
 , (8)
with λˇ and λˇ⊥ the stretch ratios parallel and perpendic-
m=0
m 6=0
ǫˇ
lˇ0
m 6=0
ǫˇ + ǫ
l0= λˇlˇ0
λl0
(a) (b) (c)
FIG. 3: Schematic illustration of the precompressed ground-
state in uniaxial magnetic gels. (a) When the particles embed-
ded in the polymer matrix are not magnetized, m = 0, they
do not attract each other. The polymer matrix between the
particles is in a relaxed state and the particles have a center-
to-center distance of lˇ0. (b) Switching on the magnetic mo-
ments of the embedded particles, m 6= 0, the particles attract
each other due to the attractive dipolar interactions along
the chain axis. The elastic matrix between the particles gets
compressed, which leads to a balancing counteracting force.
In our assumption of affine deformations, the center-to-center
distance between the particles changes from lˇ0 for m = 0 to
now l0 = λˇlˇ0. The corresponding macroscopic deformation
is denoted by the strain ˇ. This precompressed state is con-
sidered as the ground state of the material in our approach.
(c) Additional macroscopic strains  can be imposed onto the
material, taking it out of its precompressed ground state and
changing the particle center-to-center distance from l0 to λl0.
The overall macroscopic strain deformation with respect to
the state of m = 0 is ˇ+; with respect to our precompressed
ground state of m 6= 0 it is only .
ular to m˜, respectively. The strain tensor reads
ˇ =
 λˇ⊥ − 1 0 00 λˇ⊥ − 1 0
0 0 λˇ− 1
 . (9)
From Eq. (7), the resulting elastic deformational en-
ergy density can be calculated as
Eel(ˇ) = 2
(
c
(0)
1 + c
(0)
2
)
(λˇ⊥ − 1)2 + 1
2
c
(0)
3 (λˇ− 1)2
+ 2c
(0)
4 (λˇ⊥ − 1)(λˇ− 1). (10)
In addition to that, the energy density of magnetic dipo-
lar interactions results from Eq. (5) as
Edip(λˇ) ≈ −cnn µ0
2pi
m2
lˇ30
1
λˇ3
. (11)
Here the approximations discussed in the previous section
were applied. The new equilibrium for m 6= 0 is obtained
by balancing the resulting forces,
∂(Eel + Edip)
∂λˇ
= 0,
∂Eel
∂λˇ⊥
= 0. (12)
7From Eqs. (10) and (11), this leads to
ˇxx = ˇyy = −1
2
ˇzz
c
(0)
4
c
(0)
1 + c
(0)
2
, (13)
ˇzz ≈ −cnn 3µ0
2pi
m2
l30
c
(0)
1 + c
(0)
2(
c
(0)
1 + c
(0)
2
)
c
(0)
3 −
(
c
(0)
4
)2 (14)
for small enough |ˇzz| to apply the linear elasticity theory
and l0 = λˇlˇ0.
We now are in the precompressed state ˇ corresponding
to Fig. 3 (b). This is our new ground state. The gener-
alized energy density in Eq. (3) is an expansion around
this ground state. To find the corresponding elastic coef-
ficients ci, we consider an additional elastic deformation
 as in Eq. (3). Within the framework of linear elasticity
theory, the total deformation is obtained as tot = ˇ + .
In the following, we again consider compressional and
dilational deformations in the form of a diagonal strain
tensor . The system is deformed along zˆ by a stretch
ratio λ = 1 + zz as depicted in Fig. 3 (c). This implies
changes in both the elastic and the dipolar magnetic en-
ergy. We exclude shear deformations, so the strain tensor
 is diagonal. The transversal deformations are charac-
terized by the components xx and yy which only lead to
changes in the elastic energy, not in the magnetic interac-
tions. Moreover, not taking into account shear deforma-
tions, we find that the tensor of rigid rotations vanishes,
Ω = 0. Furthermore, we exclude reorientations of the
magnetization, δm˜ = 0. Consequently, there are no rel-
ative rotations, i.e. Ω˜ = 0.
On the mesoscopic level, we obtain the changes in the
energy density for the magnetic component upon the de-
formation  from Eq. (5) as
∆Edip ≈ cnn 3µ0
2pi
m2
l30
(zz − 22zz) (15)
and for the elastic component from Eq. (7) as
∆Eel = Eel(ˇ + )− Eel(ˇ). (16)
The resulting change in the total energy density, ∆E =
∆Edip + ∆Eel, contains several terms linear in the com-
ponents of . These terms must vanish when the en-
ergy shall represent an expansion around the new pre-
compressed ground state. Indeed, this is the case after
inserting Eqs. (13) and (14).
We end up with an expression for the change in the
total energy density upon the imposed deformation  that
reads
∆E =
1
2
[
c
(0)
1 (δ
⊥
ijδ
⊥
kl) + c
(0)
2 (δ
⊥
ikδ
⊥
jl + δ
⊥
il δ
⊥
jk)
+
(
c
(0)
3 + ∆c3
)
m˜im˜jm˜km˜l
+ c
(0)
4 (m˜im˜jδ
⊥
kl + m˜km˜lδ
⊥
ij)
]
ijkl. (17)
When comparing to the expression for the macroscopic
generalized energy density in Eq. (3) together with the
expansion in Eq. (4), we find the same structure. Only
the third elastic coefficient gets modified. It is the one
that directly relates to compressions and dilations along
the anisotropy axis m˜. In our mesoscopic model, this im-
plies compressions and dilations of the magnetic chains,
which changes the dipolar magnetic interactions. Com-
pressions and dilations perpendicular to the chain axes
leave the structure unchanged. Therefore the corre-
sponding elastic coefficients c
(0)
i for i ∈ {1, 2, 4} remain
unaltered.
As a result, the coefficients in the macroscopic general-
ized energy density as a function of the mesoscopic model
parameters read
ci = c
(0)
i , i ∈ {1, 2, 4}, (18)
and
c3 = c
(0)
3 + ∆c3. (19)
The change in the latter coefficient directly results from
changes in the dipolar interaction energy and follows
from Eq. (15) as
∆c3 ≈ −cnn 6µ0
pi
m2
l30
. (20)
We can see that with increasing magnetic moment m the
elastic coefficient c3 decreases. This trend has also been
observed in finite element simulations in Ref. [48]. There,
it has further been shown that a zig-zag arrangement
along the chain, which is not considered here, can lead
to the opposite effect.
We recall that shear deformations have not been con-
sidered above. The energetic influence of shear defor-
mations within the plane perpendicular to m˜, i.e. here
within the x-y plane, is determined by the coefficient
c
(0)
2 . See also the coefficient of the term 
2
xy = 
2
yx in
Eq. (7). Above, we have already found that the corre-
sponding elastic coefficient c
(0)
2 remains unchanged when
m = 0 is switched to m 6= 0. This is consistent with the
fact that the chain-like structures remain unaltered by
shear deformations within the plane perpendicular to m˜.
Furthermore, the precompression does not interfere with
these shear deformations because the component xy in
Eq. (7) does not couple to the diagonal components of .
None of the above deformations involve a rotation of
the magnetic particles different from around the chain
axes. Thus our assumption that the magnetic moments
can reorient rather freely with respect to the matrix en-
vironment does not enter these results. This is different
from the next subsection, where shear deformations in a
plane containing m˜ are considered. Those are given by
the components xz = zx and yz = zy associated with
the elastic coefficient c5.
8γ
l0 l0(1+γ
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(b)
FIG. 4: Illustration of the two kinds of shear deformation of
amplitudes γ and η introduced in Eq. (21) and their impact
on the mesoscopic structures. (a) Applying an affine shear
of amplitude γ as indicated on the left-hand side results in
a reorientation of the chain-like aggregates by affinely hor-
izontally displacing the embedded particles. In addition to
that, the center-to-center distances between the particles in-
crease from l0 to l0(1 + γ
2)
1
2 . Here, gray spheres show the
non-sheared state for γ = 0, whereas black spheres mark the
distorted state for γ 6= 0. (b) In contrast to that, the affine
shear of amplitude η as indicated on the right-hand side does
not change the internal structure.
B. Shear deformations and expressions for the
coefficients c5, D1, and D2
We now consider shear deformations in a plane con-
taining the anisotropy axis m˜. Without loss of generality,
we can assume that the shear is applied in the x-z plane.
In our mesoscopic set-up, there are two qualitatively dif-
ferent directions in which the shear can be applied. They
will be distinguished by the shear amplitudes γ and η and
are indicated in Fig. 4. The corresponding distortion of
the material is described by the transformation
r′ =
 x′y′
z′
 =
 λ⊥x+ γzλ⊥y
λz + ηx
 . (21)
Here, in order not to run into a pitfall resulting from
linearized elasticity theory, we introduced again stretch
ratios λ and λ⊥ along and perpendicular to the orien-
tation m˜ ‖ zˆ, respectively. The reason is illustrated in
Fig. 4 (a) and explained in the following.
Simple geometric considerations as indicated in
Fig. 4 (a) show that the shear deformation of amplitude
γ would result in an increase in the distance between the
embedded magnetic particles, from l0 to l = l0(1 + γ
2)
1
2 .
Consequently, the energy density of magnetic interac-
tion Edip between the dipolar magnetic particles would
change. This is a nonlinear effect. The relative length
change (l − l0)/l0 ≈ 12γ2 is already of quadratic order in
the shear amplitude γ. Therefore, linear elasticity theory
including only linearized expressions for the strain defor-
mations does not cover this effect. We will come back
to this issue in the next section, where we demonstrate
how this point can be resolved and which consequences
this implies. Within our present picture, we circumvent
the problem by choosing a deformation that preserves the
distances along the chain between the magnetic particles.
The value of λ from this condition follows as
λ =
√
1− γ2 ≈ 1− 1
2
γ2. (22)
When we calculate the corresponding strain tensor fol-
lowing the expressions for the components ij = [∇jui +
∇iuj ]/2 within linear elasticity theory and minimize the
elastic energy with respect to the deformations in the
perpendicular directions λ⊥, we obtain
 =

(
c4
4(c1+c2)
γ2
)
0 γ2 +
η
2
0
(
c4
4(c1+c2)
γ2
)
0
γ
2 +
η
2 0
(− 12γ2)
 . (23)
Obviously, the diagonal components describe nonlinear
effects ∼ γ2 and do not enter the expression of our gen-
eralized energy density at overall quadratic order.
Apart from that, together with m˜ ‖ zˆ we consider
δm˜ =
 δm˜x0
0
 , m˜′ =
 δm˜x0
1− 12 (δm˜x)2
 , (24)
where we, again without loss of generality, only consider
deviations δm˜x in the xˆ direction. Both m˜ and m˜
′ are
unit vectors, which leads to the last entry in m˜′ trun-
cated after quadratic order in δm˜x. Taking into account
Eq. (2), our set of macroscopic variables is completed by
Ω =
 0 0 γ2 − η20 0 0
η
2 − γ2 0 0
 , Ω˜ =
 δm˜x − γ2 + η20
0
 .
(25)
The only elastic coefficient that enters the macroscopic
generalized energy density at quadratic order is c5. Due
to the underlying mesoscopic effects, it may be altered
from c
(0)
5 by an amount ∆c5.
On the mesoscopic level and in analogy to Eq. (24),
we need to include deviations δmx of the magnetic mo-
ments from their ground-state directions. For symmetry
reasons, it is in the present framework necessary to ad-
here to the two limiting situations outlined in section III.
First, this was the case of vanishing external magnetic
field B = 0 and vanishing macroscopic magnetization
M = 0, which on the mesoscopic level may be realized
by oppositely directed magnetic moments on different
chains. Imposing a shear deformation as in Fig. 4 (a),
the magnetic moments will be reoriented to point along
the rotated chain axes by energy minimization. This de-
termines δmx. Thus the reorientations δmx are dictated
by structural reorganization. In general, an imposed ex-
ternal magnetic field in this case would imply inhomo-
geneous situations of the magnetic moment orientations.
An illustrative example is depicted in Fig. 5. The sec-
ond limiting case was the one of strong external magnetic
9γ
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FIG. 5: Inhomogeneous situations induced by an external
magnetic field applied perpendicular to the initial chain ori-
entations. Two initially oppositely magnetized parallel chains
are indicated by light color on the left- and right-hand sides.
Superimposing the magnetic field B to an affine shear defor-
mation of amplitude γ [see also Fig. 4 (a)] leads to the two
different states indicated in the center.
fields B 6= 0 keeping all magnetic moments directed along
itself. In this situation, δmx is imposed by variations of
the magnetic field direction.
It turns out that in the end both limiting cases can be
treated by setting δmx = mδm˜x. On the one hand, for
the deformation implied by Eqs. (21) and (22), we find
the change in the dipolar magnetic energy density from
Eq. (5) as
∆Edip ≈ cnn 3µ0
4pi
m2
l30
[
(δm˜x)
2 − 2γδm˜x + γ2
]
. (26)
On the other hand, for the change in the macroscopic
generalized energy density, we obtain from Eq. (3)
∆F − 1
2
c
(0)
5 (γ
2 + 2γη + η2)
=
1
2
D1 (δm˜x)
2
+
(
−1
2
D1 +D2
)
γ δm˜x
+
(
1
2
D1 +D2
)
η δm˜x
+
(
1
8
D1 − 1
2
D2 +
1
2
∆c5
)
γ2
+
(
1
8
D1 +
1
2
D2 +
1
2
∆c5
)
η2
+
(
−1
4
D1 + ∆c5
)
γη. (27)
The term headed by the elastic coefficient c
(0)
5 and shifted
to the left-hand side is the bare contribution already
present when deforming the anisotropic elastic solid for
m = 0. All contributions on the right-hand side reflect
the presence of the magnetic component and its interplay
with the elastic matrix.
We find the values of the macroscopic coefficients D1,
D2, and ∆c5 as a function of the parameters of the meso-
scopic structure by comparing the right-hand sides of
Eqs. (26) and (27). Following this procedure term by
term, we consistently obtain:
D1 ≈ cnn 3µ0
2pi
m2
l30
, (28)
D2 ≈ −cnn 3µ0
4pi
m2
l30
, (29)
∆c5 ≈ cnn 3µ0
8pi
m2
l30
. (30)
These equations are the central result of this paper. They
represent a bridge from the properties of the mesoscopic
structure to expressions for the material parameters in
the macroscopic symmetry-based theory. Within the
present linearized analysis, they are independent of the
precompression addressed in the previous subsection.
C. Conditions of thermodynamic stability
To guarantee that the generalized energy density in
Eq. (3) provides a well-defined description of real ma-
terials, it must be convex in the macroscopic variables.
This leads to several conditions for the values of the ma-
terial parameters. We obtain two sets of variables that
decouple from each other, corresponding to our previous
sectioning into the subsections IV A and IV B.
First, as in subsection IV A, we consider strain defor-
mations that are described by the components of the
strain tensor xx, yy, xy = yx, and zz. We have to
calculate the Hessian for the corresponding part of the
energy density in Eq. (3) and guarantee that it is posi-
tive definite. This imposes restrictions on the values of
the material parameters. From this procedure, we obtain
c1 > −c2, (31)
c2 > 0, (32)
c3 > 0, (33)
c24 < c3(c1 + c2). (34)
Since thermodynamic stability must also be guaranteed
for the polymer matrix itself for vanishing dipolar in-
teractions, i.e. when m = 0, the same conditions must
hold for the coefficients c
(0)
i for i ∈ {1, 2, 3, 4}. Together
with Ineq. (34) this guarantees that the precompression
in Eq. (14) is well-defined. Combining Eqs. (20) and (33),
we further find the condition
c
(0)
3 ' cnn
6µ0
pi
m2
l30
. (35)
Second, taking into account the components of the
strain tensor xz = zx and yz = zy, as well as rela-
tive rotations Ω˜, leads us to conditions for the material
parameters discussed in subsection IV B. More precisely,
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we obtain
c5 > 0, (36)
D1 > 0, (37)
D22 < c5D1. (38)
As above, we likewise must demand c
(0)
5 > 0. Since
∆c5 > 0 in Eq. (30), there is no further restriction for
the coefficient c
(0)
5 . Moreover, our results in Eqs. (28)–
(30) do not imply any further restriction for c
(0)
5 from
Ineq. (38).
V. MAGNETOSTRICTIVE EFFECTS
We now turn back to the problem indicated in
Fig. 4 (a) and discussed by Eqs. (22) and (23). The shear
deformation of amplitude γ introduced in Fig. 4 (a) leads
to a change in distance between the magnetic particles
within each chain. As explained in Eqs. (22) and (23),
this is a nonlinear effect of magnitude ∼ γ2 and thus not
covered by the linear elasticity theory.
In fact, this change in distance is correctly cap-
tured by the expression for the nonlinear strain ten-
sor nl. The components of this strain tensor measure
the complete change in distance during the deforma-
tion, (dr′)2 − (dr)2 = 2nlij dridrj . They are given by
nlij = [∇jui + ∇iuj + (∇iuk)(∇juk)]/2 in the Lagrange
picture [58], to which we adhere for simplicity.
We now turn back to the deformation given by
Eq. (21). Including the nonlinear contributions, the
strain tensor becomes
nl =
 (λ⊥ − 1) +
1
2 (λ⊥ − 1)2 + 12η2 0 γ2 + η2 + (λ⊥−1)γ+(λ−1)η2
0 (λ⊥ − 1) + 12 (λ⊥ − 1)2 0
γ
2 +
η
2 +
(λ⊥−1)γ+(λ−1)η
2 0 (λ− 1) + 12 (λ− 1)2 + 12γ2
 . (39)
In the last component this tensor correctly captures the
nonlinear effect of shear-induced stretching of magni-
tude 12γ
2 along the magnetic chains. This is exactly the
amount of compression that we had to introduce in the
previous section to circumvent this problem and to keep
the intra-chain distances constant.
It is obvious that the nonlinear parts of the strain ten-
sor get lost in the generalized energy density Eq. (3) to
quadratic order. To include them to overall quadratic or-
der, we would need energetic contributions that are linear
in the strain tensor. Those are given by the magnetostric-
tive terms. In the present context, we may denote them
as
− 1
2
ζijklm
2m˜im˜jkl (40)
Here, the tensor of magnetostrictive coefficients is called
ζ instead of γ [57] to avoid confusion with the shear
amplitude γ introduced in Eq. (21). Due to the symmetry
of the system, the tensor ζ can be expanded as
ζijkl = ζ1(δ
⊥
ijδ
⊥
kl) + ζ2(δ
⊥
ikδ
⊥
jl + δ
⊥
il δ
⊥
jk)
+ ζ3m˜im˜jm˜km˜l + ζ4m˜im˜jδ
⊥
kl + ζ5m˜km˜lδ
⊥
ij
+ ζ6(m˜im˜kδ
⊥
jl + m˜im˜lδ
⊥
jk
+ m˜jm˜kδ
⊥
il + m˜jm˜lδ
⊥
ik). (41)
We find that the contributions with the coefficients ζ1,
ζ2, and ζ5 are of cubic order. Therefore, they must be ne-
glected in our quadratic expansion. Next, the terms with
the coefficients ζ3 and ζ4 lead to the anticipated contri-
butions linear in . In detail, we obtain − 12ζ3m2zz and
− 12ζ4m2(xx + yy), respectively. Finally, the ζ6 term
contains an energetic contribution of quadratic order,
namely −2ζ6m2m˜ ·  · δm˜.
Now including nl in the ζ3 and ζ4 terms, we performed
the same procedure as in section IV B. As a result, we ob-
tain the same expressions for D1, D2, and ∆c5 as before
in Eqs. (28)–(30). They are supplemented by
ζ3 ≈ −cnn 3µ0
pi
1
l30
, (42)
ζ4 ≈ 0, (43)
ζ6 ≈ 0. (44)
The shift ∆c3 becomes larger than calculated in Eq. (20),
∆c3 ≈ −cnn 15µ0
2pi
m2
l30
. (45)
However, there is a major conceptual difference when
compared to the previous section. The linear separa-
tion of the total strain tot into a precompression ˇ and
a superimposed strain  via tot = ˇ +  is not possi-
ble any more when nonlinear contributions to the strain
tensor are included. Furthermore, the magnetostric-
tive terms refer to the state of m = 0 as an energetic
ground state. Therefore, the generalized energy density
in Eq. (3) supplemented by the magnetostrictive terms
here has to be interpreted as an expansion around the
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non-precompressed ground state of m = 0 instead of the
precompressed state considered in section IV A.
Finally, we again ask the question of thermodynamic
stability. It turns out that via the transformations
¯xx = xx +
ζ3m
2c4
4[c3(c1 + c2)− c24]
, (46)
¯yy = yy +
ζ3m
2c4
4[c3(c1 + c2)− c24]
, (47)
¯zz = zz − ζ3m
2(c1 + c2)
2[c3(c1 + c2)− c24]
(48)
the expression for the generalized energy density again
adopts the functional form of Eq. (3). An additional
term emerges that, however, is constant for constant m.
Consequently we obtain the same conditions of thermo-
dynamic stability as in section IV C. The only difference
arises from the modified shift ∆c3 in Eq. (45), which leads
to
c
(0)
3 ' cnn
15µ0
2pi
m2
l30
. (49)
VI. DISCUSSION
We now briefly discuss some aspects of our results,
in particular concerning the model-specific material pa-
rameters D1 and D2. The first parameter D1 directly
measures how difficult it is to perform a relative rota-
tion. Or, in other words, how energetically costly it is to
rotate the magnetization directions relatively to the em-
bedding matrix network. This is most easily seen from
Eqs. (2) and (3) when deformations are suppressed, i.e.
when  = 0. Then the structural anisotropy orientation
defined by the orientation of the chain-like aggregates re-
mains unaltered. Solely the orientation of the magneti-
zation directions may be changed, for example by apply-
ing an additional external magnetic field perpendicular
to the chain axes. Since here  = 0 is prescribed, both
considered cases, i.e. oppositely oriented chain magneti-
zations on the one hand and aligned magnetic moments
throughout the sample on the other hand, can be treated
in the same way. In Eq. (27) the resulting energetic effect
follows only from the first term on the right-hand side.
As expected, since D1 > 0 in Eq. (28), such relative ro-
tations cost energy.
Next, let us focus on the term with the coefficient D2
and try to understand more about the role that it plays
in the macroscopic characterization. In some sense, this
term is necessary to heal the shortcoming of the remain-
ing part of the macroscopic theory in describing the ma-
terials under investigation. We can understand this point
by considering the two shear deformations introduced in
Eq. (21) and Fig. 4 with the two amplitudes γ and η. Lin-
ear elasticity theory does not distinguish between these
two kinds of deformation. Both enter the linearized strain
γ
η
ǫzˆ
FIG. 6: Illustration of the formalism of linear elasticity theory
for uniaxial solids in the context of shear deformations. Gray
boxes indicate the initial undeformed state, whereas black
prisms display the deformed state in each case. In our geom-
etry, the anisotropy axis is initially oriented parallel to the
zˆ direction. We introduced in Eq. (21) two kinds of shear
deformation in the plane containing the anisotropy axis: one
of amplitude γ with displacements perpendicular to zˆ; and
one of amplitude η with displacements parallel to zˆ. Linear
elasticity theory maps both kinds of shear deformation onto
the same components of the strain tensor  [in Eq. (23) these
are the entries xz = zx]. In effect, these components corre-
spond to compressions and dilations along principal axes that
are tilted by 45 degrees with respect to the initial anisotropy
axis, as indicated on the right-hand side.
tensor  in the same way at the same positions xz = zx
as can be seen from Eq. (23). This leads to an identical
energetic contribution via the c5 term as given by Eqs. (3)
and (4). Diagonalizing the linearized strain tensor  from
Eq. (23), we find the orientations of the principal axes of
strain for the shear deformations. Within the x-z plane,
linear elasticity theory maps both kinds of shear deforma-
tion onto the same compressive and dilative deformation
tilted by 45 degrees with respect to the anisotropy axis
m˜ ‖ zˆ as depicted in Fig. 6. Moreover, both shear de-
formations via Eq. (25) imply a non-vanishing network
rotation, Ω 6= 0, at least as long as γ 6= η. For simplicity,
we consider the case of vanishing reorientations of the
magnetization directions, δm˜ = 0. This can be achieved
in the situation of a strong external magnetic field align-
ing the magnetic moments along itself. From Eq. (25),
we then always obtain nonzero relative rotations, Ω˜ 6= 0,
as long as γ 6= η.
On the mesoscopic level, a very different picture
emerges. Our two kinds of shear deformation of ampli-
tudes γ and η have qualitatively different effects on the
mesoscopic structures, see Fig. 7. The shear of amplitude
γ displaces the embedded particles and thus, to linear or-
der, tilts the chain axes by an angle of −γ as indicated
in Fig. 7 (a). However, in the macroscopic description,
only a reorientation by an angle −γ2 is obtained from the
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−γ2
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FIG. 7: Schematic illustration of the discrepancies aris-
ing when the macroscopic level of linear elasticity theory is
mapped to the mesoscopic particle-resolved level. Gray color
indicates the initial state of the structure in the undeformed
state, black color marks the actual reorientation of the chains
under affine shear deformations. The broken spheres indicate
the reorientations of the structure as they follow from the
macroscopic tensor of rigid rotations Ω given by Eq. (25). For
visualization the reorientation angles are strongly exaggerated
and generally need to be much smaller in reality to conform to
the regime of linear elasticity; distances along the chains are
kept constant for illustration, see also the discussion around
Eq. (22). (a) Under the indicated shear of amplitude γ, the
chain axes during affine transformations are reoriented by an
angle −γ to linear order. However, the macroscopic theory by
the rotation tensor Ω only detects reorientations by an angle
of half the magnitude, i.e. of − γ
2
. (b) Imposing the displayed
shear of amplitude η, the chain axes of the mesoscopic struc-
tures are not reoriented at all under affine deformations. The
chains as indicated in black remain in their initial orienta-
tions. Nevertheless, the macroscopic theory by the rotation
tensor Ω predicts a rotation of an angle η
2
in this case. In
both cases, the term with the coefficient D2 in the macro-
scopic generalized energy density can heal these discrepancies
and render the approach consistent.
rotation matrix Ω in Eq. (25). Fixing the magnetization
directions in their initial state, δm˜ = 0, the macroscopic
description thus only predicts half the relative rotation
that actually occurs due to structural changes in the sam-
ple. In contrast to that, on the mesoscopic level, the ori-
entation of the chain axes remains unaltered under the
shear deformation of amplitude η, see Fig. 7 (b). Thus
vanishing relative rotations follow on the mesoscopic level
when the magnetization directions remain fixed, i.e. when
δm˜ = 0. However, the macroscopic picture again pre-
dicts a non-vanishing relative rotation, now of an angle
η
2 , resulting from non-vanishing network rotations Ω 6= 0
in Eq. (25). As becomes obvious from this discussion,
the discrepancies follow from the use of the symmetrized
strain tensor  and the antisymmetric rotation matrix Ω
in the macroscopic theory, which mixes the effects of the
two different kinds of shear deformation. The D2 term
removes the resulting discrepancies and restores the com-
patibility between the macroscopic and mesoscopic ap-
proaches. We have demonstrated this fact by showing
that the macroscopic expression for changes in the gen-
eralized energy density in Eq. (27) can be consistently
mapped onto the energetic changes obtained on the meso-
scopic level in Eq. (26) by choosing an appropriate value
of the coefficient D2 in Eq. (29). Therefore, the term with
the coefficient D2 does not only include additional effects
into the macroscopic theory. It rather can be viewed as
a central ingredient to render the theory consistent.
We end this discussion by some more remarks about
the D2 term, stressing the very interesting observation
in Eq. (29) that D2 < 0. It is at this point instructive
to compare to the situation of nematic liquid crystalline
elastomers [74]. The macroscopic symmetry-based gener-
alized energy density describing these materials contains
a part that is formally identical to the one described here.
It is the same part that we put into the focus of this
manuscript, i.e. the last two lines of the expression in
Eq. (3). For nematic liquid crystalline elastomers, it was
found that a negative coefficient D2 leads to a reorienta-
tion of the anisotropy axis when the material is stretched
perpendicularly to its initial orientation. In other words,
the anisotropy axis reorients towards the stretching di-
rection. This is connected to a pronounced nonlinearity
in the corresponding stress-strain curves. To detect these
properties, one has to extend the investigation to the non-
linear regime [66, 67, 75]. Based on our scale-bridging
result, a similar behavior may also be observed for the
described uniaxial magnetic gels. This issue should be
further tested also by future experimental investigations.
VII. CONCLUSIONS
In this work, we established a bridge from a simple
mesoscopic model to the macroscopic symmetry-based
continuum description of uniaxial magnetic gels. On the
mesoscopic level, we considered chain-like structures of
dipolar magnetic particles embedded in an elastic poly-
mer matrix. Several approximations were introduced to
allow for the scale-bridging procedure and keep the de-
scription general. Among them, we assumed affine defor-
mations of the polymer matrix and spatial homogeneity,
we neglected all magnetic interactions except for nearest-
neighbor ones, and we neglected all inter-chain interac-
tions. In this way, we could explicitly determine expres-
sions for the macroscopic material parameters as a func-
tion of the mesoscopic model parameters. On the one
hand, we could demonstrate that the macroscopic theory
provides a concise description of the materials within the
framework of our simplified mesoscopic model. On the
other hand, the mesoscopic model can serve to provide
an illustrative background for the processes occurring in
the materials. In particular, the meaning of the different
terms in the macroscopic theory becomes more concrete
and can be connected to a descriptive picture.
Understanding how the structural processes and prop-
erties on the particle level can influence the overall ma-
terial behavior is an important ingredient to design com-
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posite materials of optimal and desired features. More-
over, knowing the values of the macroscopic material pa-
rameters, qualitative predictions for the macroscopic be-
havior and properties can be made. We hope that such
predictions will also stimulate further experimental in-
vestigations.
Naturally, in the future the presented approach can be
refined by more realistic input on the mesoscopic level.
Such attempts should best be geared to real samples and
materials analyzed by experimental techniques. For in-
stance, three-dimensional particle distributions could be
determined by x-ray microtomography and extracted by
image analysis [50, 51, 54–56]. Of course, the results then
become specific to one particular material or sample.
Finally, our bridge between different length scales
started on the mesoscopic level that resolved the indi-
vidual magnetic particles. We still treated the elastic
polymer matrix as an elastic continuum. Our bridge
could be extended further down to more microscopic lev-
els, where also individual polymer chains are resolved.
In this way, the coefficients on the mesoscopic level could
be determined from the microscopic model parameters.
A corresponding initial attempt along these lines is cur-
rently in progress [76], drawing a first simplified real-
ization of scale-bridging from the microscopic up to the
macroscopic description within reach.
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