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ABSTRACT 
 
Contemporary, both goods and service providing firms are face with two incommensurable challenges. The 
need to be constantly innovative and the expectation to create an enduring and recognizable identity that 
attracts attention in a world saturated with communication are important to organizational growth and 
development. Brand image and identity play an essential role in the success of any organization, where 
competition fierce and survival depends on the preferences of customers. This study has evaluated brand 
identity communication, public awareness and purchase intentions of private universities in Ghana. It is 
revealed that branding positively affects awareness creation and this has a direct influence on prospective 
students purchase intentions of private universities in Ghana. In that regard, private universities must adopt a 
proper and effective marketing tool such as branding which has become the pivot around which private 
universities in Ghana depends on to lure their prospective students.  
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INTRODUCTION 
 
Contemporary, both goods and service providing 
firms are face with two incommensurable challenges. 
The need to be constantly innovative and the 
expectation to create an enduring and recognizable 
identity that attracts attention in a world saturated 
with communication are important to organizational 
growth and development. Brand image and identity 
play an essential role in the success of any 
organization, where competition fierce and survival 
depends on the preferences of customers (Kotler, 
2000). With the intense competition and increasing 
integration of Technology, awareness creation and 
influencing customers purchase intentions have 
become interest aspect that need critical strategy for 
most service providers. Time has come for private 
universities to develop strong relationships with their 
customers through branding in order to compete 
successfully in current higher educational 
environment (McQuiston, 2004). The number of  
 
 
 
private tertiary institutions in Ghana has more than 
doubled since the government allowed private 
participation in the provision of tertiary education in 
the country. The National Accreditations Board 
(NAB) (charged with overseeing accreditation 
processes and procedures) in a report states that, 
Ghana could now boast of thirty-one (31) Private 
University Colleges, seven (7) Private Theological 
Seminaries, ten (10) Tutorial Colleges, and two (2) 
Distance Learning Institutions in addition to the 
seven (7) Publicly Owned Universities (National 
Accreditation Board, 2012). Haven similar purpose, 
both public and private tertiary institutions target 
same category of customers using different 
marketing strategies based on their unique 
organizational structure and corporate strategies.  
As such, critical marketing strategies and 
approaches are carefully planned to communicate 
with targeted groups by painting positive image to 
the outside world on services delivered. Given this 
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perspective, institutions have resorted to the use of 
technology in communicating information to their 
targeted market. (Cooren, 2000) affirms by 
establishing that, the use of technology in 
organizations and customer communication is on 
high interest in contemporary times.  Nonetheless, 
with the numerous communication technologies 
adopted in communicating higher education brands 
and images to the general populate, there exist the 
notion that, brand communication and for that matter 
brand image of private higher education in Ghana 
have not well notice hence brand awareness of 
private higher education is less given recognition.  
As referenced in (Kapferer, 2012) information 
provision about the experience and credence in 
advance of consumer purchase is the cause of brand 
proliferation. Likewise, Brand images ascribed to 
educational institutions are sufficiently important in 
purchase intentions (Nguyen & LeBlanc, 2001). It is 
less doubt that, modern institutions carefully plans 
and adopt strategic approaches to communicate with 
their targeted groups by painting brand images to the 
outside world on organizational operations and 
delivery (Saraniemi & Ahonen, 2008). 
In the course of identifying and satisfying 
customers’ requirements hence increasing market 
share, corporate branding is a salient predictor to be 
given thoughtful consideration (Keller, 1993). In the 
view of (Rechinhheld & Sasser, 1990) positive 
branding and the use of productive communication 
medium attracts new customers and market share. 
Firms providing services including the higher 
education sector are well acquainted with the 
significance of corporate branding and have received 
tremendous rewards/benefits for their diligence in 
providing positive image through brands to their 
customers. Hence, the provision of quality branding 
and the adoption of sufficient media through which 
brands are communicated to the public concerning 
higher education is paramount to the stakeholders 
involved (Khanna, Jacob, & Yadav, 2014). 
Corporate branding has emerged as a 
management discipline and practice that aims at 
meeting and embracing the challenges of 
organizational position and competitiveness. The 
ultimate objective of corporate branding is to secure 
an enduring and consistent identity internally and 
image externally in an innovative and flexible way 
(Paul Jaworski & Fosher, 2003). Consequently, the 
use of technology has been a considerable approach 
to effectively communicate organizational brands to 
the general populates. Technology diffusion and 
integration in higher education brand communication, 
because of the speed of technological growth, has 
increased substantially after its foreseen importance 
in altering the nature of competition in educational 
context. Perpetual innovation and for that matter 
brand communication has been recognized as higher 
educations’ critical resource and increasingly 
valuable source of competitive advantage in 
marketing strategies of higher educations. The above 
have been realized as facilitating factors for 
innovation diffusion and technology 
acceptance(Rogers, 2010). 
 Means-end theory asserts that people make 
choices in specific situations in a manner that taps 
into four dimensions: attributes (tangible products, 
features), benefits (immediate and tangible benefits 
achieved from experience with the product), 
emotions (emotional benefits achieved from 
experience with the product) and values (state of 
mind consumer is trying to achieve). One of the 
toughest, yet most important aspects of marketing 
understands why consumers make decisions. 
Marketers need to know what moves consumers at an 
emotional level in order to create a persuasive 
message. Theories of communication regarding how 
information is dispersed within a social system are 
given great concerns to the adoption of technology. 
All-encompassing theoretical knowledge discusses 
the perceived characteristics of using the innovation 
in context and relevance derived for both 
organizations and customers. Communication 
technology in addition to traditional communication 
medium offer great opportunities to their customers 
to be able to obtain or access relevant information 
about organization, product or services. On the social 
media (Facebook and twitter), newspapers, 
Television and radio programs, printed ads like 
magazines, handouts, flyers, higher education’s 
institutions communicate to their targeted customers 
the brand image and services. The present study 
seeks to examine the way branding of private 
universities are done and communicated to the 
general public and the extent of the public purchase 
intentions in Ghana and some recommendations. 
 
MATERIALS AND METHODS 
Data Source 
 
In this study, quantitative and qualitative data include 
both primary and secondary sources.  Primary data 
involves the data originated by the researcher to 
address the research questions and hypothesis 
(Malhotra & Birks, 2007). It comprised of what the 
researcher originally gathered from the respondents 
during field survey. Regarding the secondary data, 
(Malhotra & Birks, 2007) asserts that, the data are 
collected from other sources other than the sample or 
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population. Specifically, referred journals, published 
articles, and reports (ibid).  In this study, the primary 
data are the response of customers and staffs, 
accessed and contacted via questionnaires and 
interviews. The study made use of closed ended 
questionnaires and structured interviews that were 
arranged in properly order without ambiguity, 
complete but non-offensive and relevant items with 
logical ability to elicit exact and appropriate 
responses required for classic analysis. The purpose 
of the questionnaires and interviews was to have 
insight into branding, brand identify, brand 
awareness and purchase intentions of private 
universities in Ghana.The target population will 
comprise both the students and administrative 
workers of the case study in relation to the research 
objectives. All cases will be drawn from Accra and 
Koforidua in the Greater Accra Region and Eastern 
Region because of proximity and convenience in 
terms of data accessibility to the researcher. Both 
Accra and Koforidua remain topmost in commercial 
activities and education in Ghana. Consequent to that, 
the two cities contain exogenous inhabitant from 
different background both working adults and 
students of all educational categories. This salient 
features gives a true representation of different 
Higher Education Institutions which provides 
services to different category of students from 
different background. The research population 
therefore comprises all the university students of the 
selected high education institutions. 
 
Sampling and Research Instruments 
 
The selection of an appropriate sample and sampling 
method depends upon the aim of the study (Marshall, 
1996). The current research employs the use of 
purposive sampling technique which is defined as 
selecting units (e.g. individuals, groups, institutions), 
based on a specific purpose associated with 
answering a research question (Teddlie & Yu, 2007). 
This method allows the researcher to actively select 
the most productive sample to answer the research 
questions (Marshall, 1996). Therefore, the purposive 
sampling technique was used to consciously select 
four hundred and fifty (450) participants made up of 
one hundred and fifty (150) respondents from each 
institution.    
The survey questionnaires are finally administered 
through personal contact by the researcher. An 
informed consent of information that explains the 
purpose of the questionnaires and the assurance of 
respondents’ anonymity and confidentiality is 
attached to the questionnaires for the respondents.   
 
Statistical Method Employed and Data 
Analysis 
 
Gathered data in this study is presented and analyzed 
using descriptive statistic (such as frequencies and 
simple percentages), Cronbach’s Alpha Test of 
Reliability, Principal Component Analysis with 
Factor Analysis as an extraction method, multiple 
regression and Pearson Product Moment Correlation 
Co-efficient.  A test of validity and reliability of the 
items on each constructs were conducted to measure 
the strength of the test items. Validity refers to the 
extent at which statistical instrument measure it 
intended purpose (Saunders et al., 2000). Simple 
linear regression analysis describes the linear 
relationship between two variables by fitting a 
straight line through the set of data that best 
represents them; hence such a line is usually called 
the line of best fit.  
   
   xy 10  
 
Where y is the value of the response variable 
(or dependent variable); x is the value of the 
predictor variable (or independent variable); and 0  
(intercept) and 
1 (slope) are the regression 
coefficients; and   the random error terms. The 
random error terms, , are assumed to be normally 
distributed with mean 0 and variance 1. This means 
that the average or expected value of   for a given 
value of x is 0. Thus,   
      xyE 10                              
It is common practice to write equation (3) as
xy 10   , where y is understood to mean
 yE . Since 0  and 1  are unknown parameters, 
they are estimated from sample data. In estimating 
regression coefficients, two main methods that are 
used, the method of least squares or the maximum 
likelihood estimation.  In regression analysis, we 
often go beyond the fitting of an equation to data and 
make inference about the population from which the 
data were drawn. There are some underlying 
conditions that must be satisfied, at least 
approximately, before any statistical inference can be 
considered reasonable. These conditions according to 
(Gordor & Howard, 2006) are: 
1. In the underlying population, the relationship 
between the response variable, Y, and the 
predictor variable, X , is linear, i.e.
xbby 10  . 
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2. For each value of X , there is a group of Y  
values, and these Y  values are normally 
distributed. 
3. The Y values are statistically independent. That 
is, the Y  values chosen for a particular value of
X  do not depend on theY  values for any other 
value of X . 
4. For each value of X , the variance, σ2, of Y  
about the regression line (i.e. the amount of 
variation in the population of Y  values) is the 
same. We can use these distributional results to 
test hypotheses on the regression parameters. In 
simple linear regression, one wishes to test the 
significance of the predictor variable. The null 
hypothesis states that the slope coefficient,
1 , is 
equal to 0. Since 
1  has normal distribution 
with variance depending on the unknown 
quantity
2 , we can apply standard results for 
normal random variables with unknown 
variances. Thus, in order to test
1  equal to 
some value, that is, to test hypotheses of the 
form  
010 :H  against 0: 11 H  
 we can use the t -test statistic, given by  
 1
01
1 bSe
b
tb

  
where 
1b is the estimated value and  1bSe , the 
estimated standard error of the estimator 
1b . That is  
   
 
 

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It can be shown that both the test statistic and bt have 
t -distributions with 2n degrees of freedom (d.f.). 
 
RESULTS 
 
 In this study,450 students, 150 each from the Valley 
View, All Nations and Central University were 
sampled to provide information on the brand identity, 
their awareness and purchase intentions of their 
current institutions. Approximately, 86.40% 
indicating 389 cases were obtained with 129, 124, 
and 136 students from Valley View, All Nations and 
Central University respectively. The information 
obtained from the students was screened for missing 
data and unengaged responses utilizing the microsoft 
excel 2007 version and 7 cases were discarded from 
the 389 with above 20% missing data and SD less 
than .50 which indicate potential problems of missing 
data and unengaged responses. 382 cases (84.80%) 
were accepted for coding and further screening in the 
IMB SPSS version 21, premised upon the above 
experiement. Table 1 below shows the private 
universities employed in the study, with the students 
contacted and the ratio of cases received.  
 
Table 1: Number of Private Universities 
 
 
 
Bio-Data of Respondents 
 
In response to the survey questionnaires, 
descriptively, 49.48% representing 189 cases were 
males and 50.52% denoting 193 respondents 
constituted females. On the academic levels of the 
research respondents; 102 (26.70%) recorded the first 
year cohorts, 105 (27.50%), were the second year 
cohorts, 93 (24.30%) constituted third year cohorts 
and 82 (21.50%) formed the final year cohorts. On 
the score of age, 112 (29.30%) had 20 years & below, 
103 (26.90%) had 21 to 25 years, 87 (22.80%) had 
26 to 30 years while respondents of ages above 30 
constituted 80 (21.0%). Table 2 below presents detail 
information on respondents’ bio-features. 
 
Table 2: Respondents Bio-features 
 
 
 
 
Volume 5 | Issue 2 | June-August-2017 [(5)2: 249-257] | http://onlinejournal.org.uk/index.php/ajmur  
Test of Multivariate Assumptions (Normaity 
Test with Skewness & Kurtosis) 
 
In accordance with the research methods specified, 
the need to examine the psychometric assumptions 
for the variability and distribution of the data set was 
purposeful. kurtosis and skewness were employed to 
study the distribution and location of the data set for 
normality test. Having adhered to a threshold of ± 2 
for kurtosis and skewness, the potential deviations 
from normality in the cases retreived were examined. 
It was indicated that in the experiment that the data 
set is approximately normaly distributed as the 
kurtosis values obtained in all cases were within the 
threshold. Vis a vis, the data is approximately 
normaly skewed for gender, the private universities 
and student cohorts as all the ratios fell within the 
threshold of ± 2.  
 
Exploratory factor analysis (Principal 
Component Analysis with Varimax Rotation) 
factor extraction 
 
In experiment of the current study, an 
exploratory factor analysis with principal component 
analysis, varimax rotation was employed, premised 
upon the research type as a quantitative and 
exploratory which seeks to examine the issues of 
private university branding on students awareness 
and their purchase intentions. The research data 
received was investigated for correlations among the 
items specified for the research constructs and was 
found that the data was not an identity matrix. This 
stemmed from the fact that a sufficient correlation 
coefficients among the items for study were identifed.  
From the correlations among the research items, an 
exploratory factor analysis with principal component 
analysis as an extraction method and a varimax 
rotation was utilized to obtain initial factor extraction, 
having adhered to the Kaiser’s criterion of eaigen 
value 1 or greater (Kaiser 1996). Taking together, the 
observed KMO value of 0.870, an X
2 
of 6981.188 at 
435 degrees of freedom was statistically significant 
with p-value 0.000 suggesting that, the inter item 
correction in the research data is sufficient.  
 
Rotated component, Communalities and MSAs 
Further, the rotated factor matrix was examined and 
found that the factor pattern is clearly defined 
addition with a sufficient Bartlett’s test for sampling 
adequacy and high communalities for all the items 
(all above 0.5 and most above 0.600). The MSA 
values obtained also corroborate with the above 
deductions as all the values were highly above 0.500.  
With the reproduced correlation matrix which defines 
the depature of the correlations from the data set, a 
ratio of 48 representing 11.0% was found for items 
with non redundant residuals greater than 0.05.  
 
Comfirmatory factor analysis (CFA in a CBM) 
From a factor pattern obtained, a 
measurement model was developed utilising the 
pattern matrix model builder of the AMOS to 
validate the research items. A variance-covariance 
approach was employed to specify the extent at 
which the measurement items adequately define their 
latent constructs. The modification indices were 
examined for possible chances to improve the 
measurement model while minimizing threat and 
discrepancies in the goodness of fit. The error terms; 
e1,, e2, e3, e4 & e5 were covaried for the Brand 
Color variable, e7, e8, e9 & e10 for the Service 
Brand construct, e11, e12, e13 & e14 for the Brand 
Logo variable, e16, e17, e18 & e19 for the Brand 
Awareness variable, e21, e23, e24 & e25 for the 
Brand Name construct and e27, e28, e29 & e30 for 
the Purchase Intention construct.  Premised upon the 
above actions, the observed goodness of fit indices 
were CMIN/DF=1.633 (between 1 to 3), 
RMR=0.039< (0.05), GFI=0.960> (0.950), 
CFI=0.977>(0.950) and NFI=0.942>(0.90), 
RMSEA=0.041<(0.05) and PCLOSE=0.996>(0.50), 
having obtained a X
2
 of 615.629 with 377 degree of 
freedom, and p-value=0.00. Therefore, the 
deductions from above indicate an adequate and 
strong predictive abilities of the measurement items 
as the goodness of fit indices satisfied the critical 
thresholds. 
Again, the standardized weights for research 
indicators on their latent constructs were  
concurrently examined and were obvious that the 
explanatory power of the measurement items to their 
latent indicators are statistically different from zero 
with p<0.001 and 0.05. The estimated covariances 
for the latent constructs showed no indication for 
potential issue of validity problems having observed 
the estimates  ranging from 0.06 to 0.59. the figure 
below presents the standardized regression estimates 
for the  research indicators and the latent construct 
and the covariance estimates for the latents 
constructs. 
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Figure 3: Validity and reliability of Measurement 
Model 
With validity issues, the predictive strength 
and the extent of consistency within the measurement 
items were examined in the data set and the 
measurement model. Convergent validity, 
discriminate validity and composite reliability were 
computed and cross examined on their thresholds. 
The Average Variance Explained (AVEs), the Square 
roots of AVEs were calculated, examined and 
compared to all inter-factor correlations.  Again, 
MSVs (maximum shared variance) and ASVs 
(average variance explained) were computed and 
compared to the AVE values obtained. In the 
experiment, a potentially problematic validity 
concerns were not traceable as the AVE values 
obtained were above .50 and the diagonals estimates 
for variable correlations were greater than the 
correlation coefficients among factors. Comparably, 
all the estimates computed for MSV and ASV were 
less than the values for AVE which indicate that the 
measurement model possess distinct factors. With the 
internal consistency in the measurement model, the 
composite reliability (CR) estimates examined 
indicate the strength of reliability of the items used 
for the study as all the values observed were greater 
than the minimum threshold of 0.70. 
Table 3: Validity and reliability of Measurement 
Model 
 
 
 
Relationship & Hypotheses Test ( in Structural 
Equation Modeling, SEM) 
 
Utilizing the structural equation modeling 
technique, the proposed associations in the research 
were examined. The modification indices were 
generated and examined to chances any opportunity 
to improve the construct model. The predictor and 
the control variables were co-varied based on the 
covariance adduced from the modification indices. 
From the experiment, the construct model was found 
to be sufficient in its predictive abilities having 
examined the goodness of fit indices.  
 
Relationship Testing 
The figure below shows the construct model 
mounted in a covariance based technique with 
standardized regression estimates and covariances for 
the predictor variables. The experiement uncovered 
that, Brand Name, Brand Logo, Service Brand and 
Brand Color  are positively related to Brand 
awareness and purchase intention.  The relationships 
adduced indicate that, private unversities with higher 
brand names and service brand highly influence the 
brand awareness of students and thus inform their 
purchasing intentions of the universtiy. Brand 
awareness and purchase intention were found to be 
positively related. Contrary, among the students 
sampled, it was noted that, university brand logo and 
color do not determine their brand awareness and 
purchase intentions. Again, the research control 
variable: academic cohorts, gender and age also 
displayed the research novelty having shown the 
direction of relationships between the controlled and 
the independent variable. 
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Figure 4: Relationship Testing 
Among others, the contributions of the 
predictor variables on the outcome variable were 
examined and the findings indicated that Brand 
Name and Service Brand highly contribute to brand 
awareness and purchases intentions of private 
universites. This position is premised upon the 
effects estimates and their probability values 
observed. 
 
 
 
In the table  above, it clearly shows the summary of 
the regression analysis for the impact of the predictor 
variables in this research; Brand Name, Brand Color, 
Brand Logo, Service Brand and the dependent 
variable; Brand Awareness and Purchase Intentions. 
The model empirically arrived at an estimated 
regression coefficient suggesting the effects from 
areas of private higher education branding on the 
brand awareness and purchase intentions of 
university students in Ghana. It is evident that, the 
highest variance in brand awareness is attributable to 
brand Name with a positive and significant 
regression estimate of 0.391. The Service Brand 
construct was the second highest variable that 
explains significant effect on Brand awareness, with 
a beta of 0.309, followed by Brand Logo, 0.128 and 
Brand Color, 0.084.  With the impact of branding on 
students purchase intentions, Service Brand was 
found with the highest effect estimate (beta= 0.438), 
followed by Brand Name (beta=0.180), and Brand 
Color (beta=0.106). Although Brand Logo was 
positively related to purchase intentions, its impact 
was highly insignificant (beta=.092). Taken together, 
the research hypotheses and outcome of the 
experiment, supports the acceptance of the 
alternative for H1a, H1b, H1c, H1d, H2a, H2b, H2d 
and H3 while rejecting the alternatives for H2c in 
favor of the null hypotheses. 
 
FINDINGS AND CONCLUSIONS 
 
This analysis brings out the bearing between 
other research findings and this study, and also 
provides conclusion base on this study and other 
reflective literature of the study. 
The following findings were uncovered after 
the research. The study revealed that private 
universities in Ghana with higher brand names and 
service brand highly influence the brand awareness 
of students and thus inform their purchasing 
intentions of the university. With reference to the 
standard regression test that was conducted under the 
research, it was evident that the highest variance in 
brand awareness is attributable to brand name with a 
positive and regression estimate of 0.391. The name 
of an institution is unique to describe the aspiration 
of the school therefore a school’s name is carefully 
chosen to sell the image of the school. In higher 
education context, brand name reflects the identity of 
the university (Davies & Chun, 2002). Accordingly, 
(Frynas, 2006), the symbolic values associated with 
brand names is the basis for product differentiation 
and the leading strategies to emulate key factors 
affecting behaviors associated with consumer 
purchasing patterns. A strategically chosen brand 
name creates an awareness and rings a bell in 
consumers’ mind when the name of the product is 
mentioned. There is the likelihood that a brand name 
will come to mind whenever products or services are 
needed by a consumer’s (Mohd Yasin et al., 2007). 
The study also revealed service brand as one 
of the predictor variables that influence the brand 
awareness of students and thus inform their 
purchasing intentions of private universities in Ghana. 
The service brand construct was the second highest 
variable that explains significant effect on brand 
awareness. With the impact of branding on students 
purchase intentions, service brand was found with the 
highest effect estimate with a beta of 0.438. This is 
the reason why Higher Education institutions invest 
several resources to enhance brand image in fiercely 
competitive markets arena (Chapleo, 2005). In Ghana, 
most private universities have collaborated with Non-
Governmental Organizations (NGOs) and they 
provide services to some of the communities in 
which they are located such as the provision of 
scholarship packages and social amenities like pipe 
borne water, hospitals, churches and a host of others. 
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The services that these institutions render to the 
populates in one way or the other creates an image in 
consumers’ mindset and influence their willingness 
to choose a particular institution in Ghana. After 
thorough examination, the findings indicated that 
Brand Name and Service Brand highly contribute to 
brand awareness and purchase intentions of private 
universities. 
Furthermore, the study revealed a positive 
relationship between brand awareness and purchase 
intentions. Awareness of a brand helps consumers to 
make inform decisions before they purchase a 
product. When consumers become aware of a brand, 
it makes sense to buy this brand instead of any other 
brand even if they are the same. (Percy & Rossiter, 
1992) findings go to reinforce the outcome of this 
study that, brand awareness facilitates the intentions 
of consumers to recognize a brand from a product 
category and make purchase decision. Besides, 
(Aaker & Keller, 1990) mentioned that, a brand with 
high awareness and good image promotes brand 
loyalty to consumers and higher brand awareness 
translate higher brand trust and purchase intention. 
On the other hand, among the students 
sampled, it was noted that, university brand logo and 
color do not determine their brand awareness and 
purchase intentions. It became evident from the 
research that, the significant effects of brand logo 
and brand color on brand awareness were very less as 
compared to brand name and service brand.  On the 
basis of brand logo and brand color on brand 
awareness variance the study recorded a regression 
estimate of 0.128 and 0.084 respectively indicating 
that their impact is very little in creating awareness in 
the Ghanaian set up. Again, with the impact of 
branding on students purchase intentions, the study 
revealed that Ghanaian students do not choose their 
preferred universities based on the logo or the color(s) 
of the said universities. Although brand logo and 
color are positively related to purchase intentions, 
their impact are insignificant compared to brand 
name and service brand. 
The study uncovered that, there is a positive 
relationship between the predictor variables that is; 
brand name, service brand, brand logo, brand color 
and the dependent variables which is brand 
awareness and purchase intentions. The research 
hypotheses and outcome of the experiment, supports 
the acceptance of the alternative for H1a, H1b, H1c, 
H1d, H2a, H2b, H2d, and H3 while rejecting the 
alternatives for H2c in favor of the null hypotheses. 
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