In this paper, we consider an analytical curve ϕ : I = [a, b] → M(n × n, R) with invertible derivative, and will prove that unless {(ϕ(s) − ϕ(s 0 )) −1 : s ∈ I} is contained in some proper affine subspace of M(n×n, R) for all s 0 ∈ I and s in some neighborhood of s 0 , for almost all points on the curve, the Dirichlet's theorem can not be improved. We prove this result by embedding the curve into the homogeneous space SL(2n, R)/SL(2n, Z) and investigate the limit distribution of the curve under some expanding diagonal element. The proof depends on properties of representation of SL(2, R).
Introduction
In R n , we choose the norm x for x = (x 1 , x 2 , . . . , x n ) ∈ R n to be max 1≤i≤n |x i |, in R 2n , we also choose maximum norm. Then for Φ = [φ i j ] n×n ∈ M(n × n, R), and for some large integer N, we may consider the following approximation:
where p, q ∈ Z n \ {0}. This approximation can be fulfilled for any Φ ∈ M(n × n, R) and any N > 0 easily from pigeonhole principle, and the result is usually called Dirichlet's theorem. We say Dirichlet's theorem can not be improved for Φ ∈ M(n × n, R) if for any 0 < µ < 1, the following holds: for infinitely many integers N > 0, the following inequalities are insoluble in p, q ∈ Z n \ {0}
The main result of this article is the following: 
We say that the Dirichlet's Theorem (I) can not be improved for ξ = (ξ 1 , ξ 2 , . . . , ξ k ) if for any 0 < µ < 1, there are infinitely many positive integers N such that the inequalities in (I) are insoluble in integers q 1 , . . . , q k and p. And also, we say that the Dirichlet's Theorem (II) can not be improved if there are infinitely many positive integers N such that the inequalities in (II) are insoluble in integers q and p 1 , . . . , p k . In [1] , Davenport and Schmidt proved that for almost all ξ ∈ R k , the Dirichlet's Theorem (I) and (II) can not be improved.
Recently people tried to study this type of problems from the study of flows on homogeneous spaces (See [7] , [3] and [8] for example). In [8] , by studying the limit distribution of expanding curves on some homogeneous space, Shah proved that: given any analytic curve ϕ : I = [a, b] → R k not contained in a proper affine subspace of R k , then for almost all points on ϕ(I), the Dirichlet's Theorem (I) and (II) can not be improved.
To prove this theorem, we first embed the curve into the homogeneous space SL(2n, R)/SL(2n, Z)
via sending Φ ∈ M(n × n, R) to 
where µ G denotes the G-invariant finite measure on G/Γ.
Proof of Theorem 1.1 from Theorem 1.2. Since the homogeneous space Ω := G/Γ can be realized as the space of unimodular lattices in R 2n by identify x ∈ G/Γ with xZ 2n . From now let's fix µ ∈ (0, 1).
Then for Φ ∈ M(n × n, R), if p, q ∈ Z n satisfy Inequalities (2) for N > 0, we let t = log N, then
we have the right hand side is in Then it suffices to prove Theorem 1.2. In fact, the following stronger result can be proved:
Suppose for some s 0 ∈ I, {(ϕ(s) − ϕ(s 0 )) −1 : s ∈ I} not contained in some proper affine subspace of
This type of problems was studied by Shah in [9] and [8] . In [9] , we consider an analytic curve ϕ : I = [a, b] → SO(n, 1) → SO(n, 1)/Γ where Γ is a lattice of SO(n, 1), and study the limit distribution of a t ϕ(I) in the homogeneous space as t → +∞, where {a t } t∈R denotes a particular R-split one parameter diagonal subgroup. In that paper, we get a condition under which a t ϕ(I) will tend to be equidistributed. 2 Non-divergence of the limit of normalized measures on expand-
ing curves
Let A denote the diagonal subgroup {a t } t∈R , and Z(A) ⊂ G denote the subgroup of centralizers of
It is easy to check that for
Then it is easily seen that for any Φ ∈ GL(n, R), there exists some z ∈ Z(A) such that zΦ = I n . We may define a curve z :
is analytic, so is z(s). Besides the normalized length measure supported on a t u(ϕ(I))x, we are also concerned with the measure supported on a t z(·)u(ϕ(·))(I)x, we will see that the limit of the latter measures as t → +∞ is invariant under some unipotent subgroup of SL(2n, R), and if the latter measures tend to the Haar measure µ L , so do the formal ones. The aim of this section is to prove the following proposition:
Proposition 2.1. Let J ⊂ I be a subinterval and {a i = a t i } be a sequence in {a t : t ∈ R} such that t i → +∞ and let x = π(g). And let λ i (J) (µ i (J) respectively) be the normalized measure on the
and for µ i (J), the same statement holds.
Once we prove this statement, we may say that any weak limit measure of λ i (J) (and µ i (J)) passing to a subsequence is also a probability measure of L/Λ.
Let H denote the collection of analytic subgroups H of L such that H ∩ Λ is a lattice of H, one can prove that H is a countable set (see [6] ).
Let l denote the Lie algebra of L and let I There exist γ ∈ Λ and j ∈ {1, . . . , r} such that
The same argument is true if we replace u(ϕ(s)) to z(s)u(ϕ(s)).
Remark: the proposition above is essentially proved in [7] and recalled in [8] , and this is a generalization of the result in [2] . To prove the above proposition, Kleinbock and Margulis introduced a good property of functions named (C, α)-good property, a function ξ defined on I is called (C, α)-good for C > 0 and α > 0 if for every subinterval J ⊂ I and any r > 0, we have
And it is proved in [7] that for some function ̺ : I → G, if there exist some C > 0 and α > 0 such that for any p ∈ V, and any linear functional f of V, the function f (̺(·)p) is (C, α)-good, then the conclusion as in Proposition 2.3 can be established. And this is the case when every coordinate function of ϕ(s) is analytic, therefore Proposition 2.3 holds.
In V, let's define:
and denote the projection onto V + , V 0 and V − by q + , q 0 and q − respectively.
Proof of Proposition 2.1:
Suppose it is not true for some subinterval J ⊂ I, then for some ǫ > 0, the statement doesn't hold. Then we may choose R i > 0 such that R i → 0 as i → ∞, and let K i ⊂ L/Λ be a compact such that Proposition 2.3 holds for ǫ and R i , let's take l 1 = a i and l 2 = e, then according to our assumption, the second situation doesn't hold for infinitely many i's, therefore for the corresponding i, there exists some γ i ∈ Λ and some j(i) ∈ {1, . . 
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any s 0 ∈ J, then since ϕ ′ (s) ∈ GL(n, R) for all s ∈ J, in particular ϕ ′ (s 0 ) is invertible, then in some
Next we note the following fact:
can be embedded into an SL(2, R) copy of SL(2n, R). The embedding is given as follows:
Using the same argument with Proposition 2.3 for z(s)u(ϕ(s)), we may prove the same statement for µ i . This completes the proof.
Linearisation and Ratner's theorem
To prove that the limit distribution of a t u(ϕ(J))x is the Haar measure µ L , it suffices to prove that for any a i = a t i such that t i → +∞ as i → ∞, if we denote by λ i the normalized length measure on
We define µ i as in Proposition 2.1, and first prove that in
Proof. We use the notation η 1
Let f ∈ C c (L/Λ) and ǫ > 0 be given. Then there exists δ > 0 such that if J ′ is any subinterval of I of length less than δ, then f (z(s 0 )
Fix any s 0 ∈ J ′ , and let
Then for any subinterval by dividing J, by dividing J into finitely many subintervals J ′ of length less
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So for any ǫ > 0, we have
given i large enough. Therefore,
So it suffices to prove that µ i (J) → µ L weakly, for any subinterval J ⊂ I. Suppose by passing to some subsequence, µ i (J) → µ weakly, from Proposition 2.1 we have µ is a probability measure on L/Λ.
Moreover, we note the following fact: The idea of the proof is from [9] .
where O(e −2t ) ≤ Ce −2t for C > 0 only depending on ϕ
Let's fix any ǫ > 0. 
Summing up, for all large t i , we have:
The last approximation is from
f (y)dµ(y). Since at beginning, r ∈ R is chosen arbitrarily, the limit measure µ is invariant under the whole W-action. This completes the proof.
Now, we are ready to apply Ratner's theorem. For H ∈ H , define N(H, W) = {g ∈ G : g −1 Wg ⊂ H} and the associated singular set is defined as follows:
where
. We invoke Ratner's theorem as follows:
Theorem 3.1. (See [6]) Given the W-invariant probability measure µ on L/Λ, there exists H ∈ H such that λ(π(N(H, W))) > 0 and λ(π(S (H, W))) = 0 (15)

Moreover, almost every W-ergodic component of µ on π(N(H, W)) is a measure of the form gµ H where g ∈ N(H, W)\S (H, W), µ H is a finite H-invariant measure on π(H), and gµ H
(E) = µ H (g −1 E) for all
Borel sets E ⊂ L/Λ. In particular, if H ⊳ L, then µ is H-invariant.
From Proposition 3.2, if H = L, then there is nothing to prove, so we assume H L.
Define η : L → V by η(g) = gp H , and let A denote the Zariski closure of η (N(H, W) ). In [4] , the following equality is proved (see [4, Proposition 3.2]):
For any compact subset D ⊂ A, the singular set of D is defined as follows:
We define F to be the R-span of coordinate functions of
the collection of all functions: φ : I = [a, b] → L such that for any p ∈ V and any linear functional f on V, if we define ζ(s) = f (φ(s)p) for s ∈ I, then ζ ∈ F . In [9] , the following propositions were proved: holds. Then we can find a symmetric neighborhood Ψ of C in V such that the conclusion of Proposition 3.4 holds.
Define
:
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Then π(C) ⊂ Ω, so we can choose some large i 0 such that
We choose g ∈ L/Λ such that π(g) = x. Then if we fix some i ≥ i 0 , we have
For v ∈ Σ, I, Ψ and Φ, we may define E v and F v as in Proposition 3.5, then for any interval F 1 of
Combining this with the choice of K, the conditions of Proposition 3.5 satisfy, so we have:
This is a contradiction to (21) since 2ǫ < λ. Therefore, for any i ≥ i 0 , there exists some γ i ∈ Λ, such that
Because Λp H is a discrete set, we have 
This completes the proof.
Proof of Theorem 1.2
In [11] , the following lemma concerning representations of SL(2, R) is proved:
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and we define: 
The proof of Theorem 1.2 will depend on this result.
From our previous discussion, to prove Theorem 1.2, it suffices to prove that any limit measure µ
i ad, then it is just the derivative of the action of L on V. We define dρ : M(n × n, R) → sl(2n, R) (where sl(2n, R) denotes the Lie algebra of SL(2n, R)) as follows:
It is easy to check that exp(dρ(Φ)) = u(Φ) for all Φ ∈ M(n × n, R), and for any z ∈ Z(A) and any
Suppose, for a contradiction, some limit measure µ of {µ i } is not µ L . Then from Proposition 3.6, there exists some v ∈ V \ {0} such that u(ϕ(s))v ∈ V − + V 0 for all s ∈ I. By taking the derivative of
Similar to in the proof of Proposition 2.1, we embed u(I n ) into an SL(2, R) copy in SL(2n, R) in the following way: Now, since ϕ ′ (s) ∈ GL(n, R) for all s ∈ I, in particular, ϕ ′ (s 0 ) ∈ GL(n, R), then there exists some neighborhood U(s 0 ) of s 0 , such that for s ∈ U(s 0 ), ϕ(s) − ϕ(s 0 ) ∈ GL(n, R). We put Φ(s) = z(s 0 )(ϕ(s) − ϕ(s 0 )), then for any s ∈ U(s 0 ), we can embed u(Φ(s)) into some SL(2, R) copy with {a t } t∈R as the diagonal subgroup.
Using the same argument as above, we can see that for any
is invariant under the action of the SL(2, R) copy associated with u(ϕ ′ (s)).
For s ∈ U(s 0 ) we have:
Since Z(A) preserves the weight spaces of A-action,
then we can apply Lemma 4.1 with the SL(2, R) copy associated with u(Φ(s)) to claim that 
It is easily seen that I(w) is a subspace of M(n × n, R).
If I(w) = M(n × n, R), then in particular, u(Φ)q 0 (w) = q 0 (w) for all Φ ∈ GL(n, R). By embedding u(Φ) into an SL(2, R) copy of SL(2n, R) with A as the diagonal subgroup, we may get that u
it is a subspace of M(n × n, R) containing GL(n, R), this implies that I − (w) = M(n × n, R). We denote M = M(n × n, R), then it is easily seen that the groupG generated by u(M) and u − (M) is a normal subgroup of SL(2n, R). Since SL(2n, R) is simple, we haveG = SL(2n, R). Thus q 0 (w) is fixed by 
