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Naslov: Vizualizacija algoritmov za iskanje najkraǰsih poti na grafih
Avtor: Sanja Kličković
V diplomski nalogi predstavljamo interaktivno aplikacijo, ki vizualizira de-
lovanje nekaterih algoritmov za iskanje najkraǰsih poti na grafih. Iz precej
širokega nabora algoritmov smo izbrali Dijkstrov, Bellman-Fordov, Floyd-
Warshallov, D’Esopo-Papeov in Fredman-Tarjanov algoritem. V besedilu te-
oretično predstavljamo njihovo delovanje in uporabo na različnih področjih,
navajamo pa tudi njihovo psevdokodo. Predstavljamo tudi delovanje aplika-
cije in primere delovanja za posamezne algoritme. Aplikacijo smo izdelali kot
didaktički pripomoček, namenjen tako učiteljem kot študentom.
Ključne besede: vizualizacija, algoritem, graf, najkraǰsa pot, iskanje poti




Title: Visualization of algorithms for finding shortest paths in graphs
Author: Sanja Kličković
In this diploma thesis, we present an interactive application for visualizing
algorithms for finding shortest paths in graphs. From a fairly large set of al-
gorithms, we selected the Dijkstra, Bellman-Ford, Floyd-Warshall, D’Esopo-
Pape, and Fredman-Tarjan algorithm. We describe them informally and in
pseudocode. In addition, we give examples of their use in solving real-world
problems. The application was designed as a didactic tool, both for teachers
and for students.
Keywords: visualization, algorithm, graph, shortest path, finding path in





V letu 2020 smo se soočili z novimi, nepredvidljivimi, zapletenimi in psihično
napornimi izzivi, ki so posledica pandemije koronavirusne bolezni COVID-19.
Zaradi novega virusa je svet obstal. Zaprle so se trgovine, vrtci, šole, ugasnil
je javni promet, nasmehe so prekrile maske. Prilagoditi smo se morali ukre-
pom in odlokom za zajezitev virusa in spremeniti naše navade. Pandemija je
vplivala tudi na šolstvo. Pouk se je iz učilnic in predavalnic preselil v digi-
talno sfero. Tako predavatelji kot študenti so se soočili in spopadli z novimi
načini poučevanja in učenja učne snovi. Pouk na daljavo je predstavljal prav
poseben izziv. Verjamemo, da je tako študentom kot predavateljem treba
omogočiti kakovostna gradiva, ki učno snov predstavijo na najbolj razumljiv
način. Zato smo izdelali interaktivno aplikacijo, ki bo pomagala predavate-
ljem pri razlagi snovi in študentom pri učenju.
Aplikacija, ki jo predstavljamo v diplomski nalogi, vizualizira delovanje
izbranih algoritmov za iskanje najkraǰsih poti na grafih. Ti algoritmi so
zanimivi tako s teoretičnega kot s praktičnega vidika, saj so uporabni na
številnih področjih, tudi takih, ki na prvi pogled nimajo dosti skupnega s
teorijo grafov. Ker so algoritmi za iskanje najkraǰsih poti tudi neobhodni
sestavni del učnih načrtov računalnǐskih fakultet in srednjih šol, bo opisana
aplikacija prǐsla prav številnih učiteljem, študentom, učencem in tudi drugim,





V teoriji grafov se s problemom najkraǰsih poti označuje problem, kako po-
iskati pot med dvema točkama oziroma vozlǐsčema v grafu, tako da je vsota
uteži povezav med njimi najmanǰsa. Vsakdanji primer je problem iskanja
najkraǰse poti med dvema križǐsčema na cestnem zemljevidu. Vozlǐsča grafa
ustrezajo križǐsčem, povezave med vozlǐsči ustrezajo cestam/ulicam, uteži
povezav pa lahko ustrezajo dolžini ceste/ulice, času, ki je potreben za pre-
hod ceste/ulice, ali pa ceni prehoda ceste/ulice. Problem najkraǰsih poti je
mogoče opredeliti za usmerjene, neusmerjene ali kombinirane grafe [11].
Obstaja več različic problema najkraǰsih poti [6]:
• Najkraǰse poti iz enega vozlǐsča.
• Najkraǰse poti do določenega vozlǐsča.
• Najkraǰsa pot med parom vozlǐsč.
• Najkraǰsa pot med vsemi možnimi pari vozlǐsč.
Problem najkraǰsih poti je eden od osnovnih problemov v optimizaciji




Teorija grafov je matematična in računalnǐska disciplina, ki raziskuje značil-
nosti grafov [12].
Graf je množica vozlǐsč (ali točk) in povezav med njimi. Vsaki povezavi
lahko priredimo število, ki mu pravimo utež. Strukture, ki jih lahko pred-
stavimo z grafi, je mogoče najti povsod. S pomočjo grafov je mogoče rešiti
številne praktične probleme [12].
Graf lahko opǐsemo z naslednjimi oznakami (uporabljali jih bomo tudi v
nadaljevanju besedila):
• G = (V,E) - graf z množico vozlǐsč V in množico povezav E.
• V - množica vseh vozlǐsč v grafu.
• E - množica vseh povezav med vozlǐsči v grafu.
• (u, v) - povezava med vozlǐsčema u in v (vozlǐsči sta neposredno pove-
zani in pripadata množici vozlǐsč V ).
• w(u, v) - vrednost uteži povezave med vozlǐsčema u in v v grafu (to je,
na primer, razdalja med vozlǐsčema u in v).
• s - posebno vozlǐsče, ki mu pravimo začetno vozlǐsče.
Pot med vozlǐsčema u in v je zaporedje vozlǐsč u1, u2, . . . , uk, kjer je
u1 = u in uk = v, zaporedna vozlǐsča pa so med seboj povezana: velja
(ui, ui+1) ∈ E za vsak i ∈ {1, . . . , k − 1}. Če uteži povezav predstavljajo
razdalje med vozlǐsči, potem je dolžina poti enaka vsoti uteži povezav na
poti [7].
Poglavje 3
Algoritmi za iskanje najkraǰsih
poti na grafih
Problem iskanja najkraǰsih poti lahko nastopa v različnih oblikah, zato za
njegovo reševanje potrebujemo različne algoritme [10].
Algoritmi za iskanje najkraǰsih poti imajo široko področje uporabe. V
aplikacijah, kot sta Google Maps ali Apple Maps, se uporabljajo za iskanje
poti med podanima fizičnima lokacijama. Pomembni so tudi pri načrtovanju
prometnih omrežij v logističnih raziskavah. Algoritmi za iskanje najkraǰsih
poti so ključnega pomena tudi pri računalnǐskih omrežjih, kot je internet.
V abstraktnih strojih, pri katerih vozlǐsča grafov predstavljajo stanja, po-
vezave med vozlǐsči pa opisujejo možne prehode med stanji, se algoritmi za
iskanje najkraǰsih poti uporabljajo za iskanje optimalnega zaporedja izbir za
dosego določenega stanja. Na primer, če graf predstavlja stanje uganke, kot
je Rubikova kocka, in če vsaka usmerjena povezava ustreza eni potezi, lahko
algoritme za iskanje najkraǰsih poti uporabimo za iskanje rešitve z najmanj
potezami [10] [11].
V omrežjih in telekomunikacijskih domenah se problem najkraǰsih poti
včasih imenuje problem poti z najmanǰso zakasnitvijo in je običajno pove-




Algoritmi za reševanje problema najkraǰsih poti se preučujejo že dolgo
časa, vendar se še vedno izbolǰsujejo [19].
Najpomembneǰsi algoritmi za reševanje problema najkraǰsih poti so [11]:
• Dijkstrov algoritem rešuje problem najkraǰsih poti iz enega vozlǐsča,
vendar predpostavlja, da so vse uteži na povezavah nenegativne.
• Bellman-Fordov algoritem rešuje problem najkraǰsih poti iz enega voz-
lǐsča. Uteži na povezavah so lahko tudi negativne.
• Algoritem A* rešuje problem najkraǰsih poti s pomočjo hevristike, ki
pospeši iskanje.
• Floyd-Warshallov algoritem rešuje problem najkraǰsih poti med vsemi
možnimi pari vozlǐsč.
• Johnsonov algoritem rešuje problem najkraǰsih poti med vsemi možnimi
pari vozlǐsč in je na redkih grafih lahko hitreǰsi od Floyd-Warshallovega
algoritma.
• Viterbijev algoritem rešuje problem najkraǰsih stohastičnih poti z do-
datno verjetnostno utežjo na vsakem vozlǐsču.
Obstajajo še številni drugi algoritmi, denimo Pape-Levitov, Pallottinov,
Goldberg-Radzikov, D’Esopo-Papeov, Fredman-Tarjanov, Thorupov, Gabo-
wov, Dialov, Seidelov, Pettie-Ramachandranov, Williamsov, Hagerupov in
drugi [11] [19].
Odgovor na vprašanje, kateri algoritem uporabiti, je pogosto odvisen od
tega, s kakšnim grafom rokujemo in kateri problem najkraǰsih poti rešujemo.
Za problem iskanja najkraǰsih poti iz enega vozlǐsča na grafu, ki lahko vse-
buje negativno utežene povezave, lahko uporabimo, denimo, Bellman-Fordov
algoritem, ne pa Dijkstrovega. Za goste grafe in problem iskanja najkraǰsih
poti med vsemi možnimi pari vozlǐsč je najbolje uporabiti Floyd-Warshallov
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algoritem. Optimalni pristop ni vedno samoumeven. Za redke grafe in prob-
lem iskanja najkraǰsih poti med vsemi možnimi pari vozlǐsč je morda očitno,
da je treba uporabiti Johnsonov algoritem. Če pa graf ne vsebuje negativno
uteženih povezav, potem je dejansko bolje, da uporabimo Dijkstrov algoritem
z binarno kopico. Zagon Dijsktrovega algoritma iz vsakega vozlǐsča posebej
bo morda učinkoviteǰsi [10].
Z vidika prostorske zahtevnosti je veliko od teh algoritmov enakovrednih.
Na primer, Bellman-Fordov in Dijkstrov algoritem sta v svoji najbolj temeljni
obliki popolnoma enakovredna, ker uporabljata enako predstavitev grafa. Če
pa algoritme pospešimo z uporabo naprednih podatkovnih struktur, kot sta
Fibonaccijeva ali binarna kopica, se prostor, potreben za izvajanje algoritma,
poveča. Kot je običajno pri algoritmih, lahko prihranek časa dosežemo z večjo
porabo prostora in obratno [10].
Med omenjenimi algoritmi smo v aplikaciji, ki jo opisujemo v diplom-
ski nalogi, izbrali Dijkstrov, Bellman-Fordov, Floyd-Warshallov, D’Esopo-
Papeov in Fredman-Tarjanov algoritem. V nadaljevanju so ti algoritmi po-
drobneje opisani.
3.1 Dijkstrov algoritem
Dijkstrov algoritem je eden izmed algoritmov za iskanje najkraǰsih poti na
grafih z nenegativnimi utežmi na povezavah. Algoritem je poimenovan po
znamenitem nizozemskem računalnikarju Edsgerju W. Dijkstri. Dijkstra je
algoritem razvil leta 1956 in ga objavil tri leta kasneje [4] [20].
Obstaja več različic algoritma. Dijkstrov prvotni algoritem poǐsče naj-
kraǰso pot med dvema izbranima vozlǐsčema, vendar pa danes pogosteje upo-
rabljamo različico, v kateri eno od vozlǐsč označimo kot začetno vozlǐsče, nato
pa algoritem poǐsče najkraǰse poti od začetnega vozlǐsča do vseh drugih voz-
lǐsč v grafu, kar ustvari drevo najkraǰsih poti [4].
Dijkstrov algoritem uporablja podatkovno strukturo za shranjevanje in
pridobivanje delnih rešitev, razvrščenih po razdalji od začetnega vozlǐsča.
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podatkovna struktura časovna zahtevnost algoritem
povezan seznam, tabela Θ(|E|+ |V |2) = Θ(|V |2) Dijkstra, 1959
seznam sosednosti Θ((|V |2) log |V |) Dantzig, 1960
binarna kopica Θ((|E|+ |V |) log |V |) Johnson, 1977
angl. pairing heap Θ(|E|+ |V |+ 22
√
log log |V |)
Fibonaccijeva kopica Θ(|E|+ |V | log |V |) Fredman-Tarjan, 1987
vrsta z L vedri Θ(|E|+ L|V |) Dial, 1969
drevo Van Emde Boas Θ(|E| log logL) Ahuja et al. 1990
kombinacija korenske in Θ(|E|+ |V |
√
logL) Ahuja et al. 1990
Fibonaccijeve kopice
hierarhična vedrska Θ(|E| log log |V |) Thorup, 2000
struktura
Tabela 3.1: Tabela časovnih zahtevnosti algoritma Dijkstra pri uporabi
različnih podatkovnih struktur za shranjevanje in pridobivanje delnih rešitev
[18] [4].
Medtem ko prvotni algoritem uporablja čakalno vrsto z minimalno prioriteto
in ima časovno zahtevnost Θ((|V |+ |E|) log |V |), kjer je |V | število vozlǐsč in
|E| število povezav v grafu, se lahko uporabi tudi tabela, s čimer se časovna
zahtevnost spremeni v Θ(|V |2) [25]. Fredman in Tarjan sta leta 1984 pred-
lagala uporabo Fibonaccijeve kopice; časovna zahtevnost se tako izbolǰsa na
Θ(|E| + |V | log |V |) [24]. To je asimptotično najhitreǰsi znani algoritem za
iskanje najkraǰsih poti iz enega vozlǐsča za usmerjene grafe z neomejenimi
nenegativnimi utežmi [4].
Časovne zahtevnosti Dijkstrovega algoritma pri uporabi različnih podat-
kovnih struktur za shranjevanje in pridobivanje delnih rešitev so prikazane v
tabeli 3.1. V zadnjem stolpcu tabele se nahajajo imena algoritmov, ki upo-
rabljajo Dijkstrov algoritem v kombinaciji s podanimi podatkovnimi struk-
turami.
Postopek, na katerem temelji Dijkstrov algoritem, je podoben požrešnemu
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postopku, ki se uporablja v Primovem algoritmu za iskanje minimalnega
vpetega drevesa. Primov algoritem v vsakem koraku poǐsče povezavo z naj-
manǰso utežjo med že obiskanimi vozlǐsči in preostalimi vozlǐsči ter jo doda
v vpeto drevo, ki ga gradi. [4].
Dijkstrov algoritem je požrešen algoritem, ki temelji na pomnjenju vred-
nosti d[v], ki predstavlja trenutno najkraǰso pot od začetnega vozlǐsča s do
vsakega posameznega vozlǐsča v iz množice vozlǐsč V . Na začetku dodelimo
vrednosti d[s] = 0 za začetno vozlǐsče in d[v] =∞ za ostala vozlǐsča iz grafa.
Po izvedbi algoritma je za vsako vozlǐsče v vrednost d[v] enaka dolžini naj-
kraǰse poti od začetnega vozlǐsča s do vozlǐsča v. Vrednost lahko ostane
enaka ∞, kar pomeni, da pot med vozlǐsčema ne obstaja [4].
Osnovna operacija algoritma Dijkstra je sproščanje povezav [4]:
• Če obstaja povezava od u do v, lahko vrednost d[v] dobi vrednost vsote
d[u] in uteži povezave w(u, v), če je ta vsota manǰsa od trenutne vred-
nosti d[v].
• Postopek sproščanja povezav nadaljujemo, dokler ne določimo vred-
nosti najkraǰsih poti d[v] za vsako vozlǐsče v iz množice vozlǐsč V .
Med izvajanjem algoritma vzdržujemo dve množici vozlǐsč, množico S in
množico Q. V množico S shranjujemo že obiskana vozlǐsča oziroma vozlǐsča,
katerih vrednost d[v] je že znana. V množici Q so shranjena vsa ostala (ne-
obiskana) vozlǐsča. Na začetku izvajanja algoritma je množica S prazna. V
vsaki iteraciji izvajanja algoritma se eno od vozlǐsč iz množice Q premakne
v množico S [4].
Psevdokoda Dijkstrovega algoritma je sledeča [4]:
1 function Dijkstra(G, V, E, w, s)
//Inicializacija
2 for each vertex v in V
3 d[v] := infinity
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4 predecessor[v] := undefined
5 d[s] := 0
6 S := empty set
7 Q := V
8 while Q is not an empty set
9 u := EXTRACT_MIN(Q)
10 Q := Q \ u
11 S := S union u
12 for each edge (u, v) outgoing from u
// Sproščanje povezav
13 if d[u] + w(u, v) < d[v]
14 d[v] := d[u] + w(u, v)
15 predecessor[v] := u
Dijkstrov algoritem lahko, na primer, uporabimo za iskanje najkraǰsih
poti med izbranim mestom in vsemi ostalimi mesti na zemljevidu. Algo-
ritem se pogosto uporablja v omrežnih usmerjevalnih protokolih, denimo
v protokolih IS-IS (angl. Intermediate System to Intermediate System) in
OSPF (angl. Open Shortest Path First). Uporablja se tudi kot podprogram
v drugih algoritmih, kot je recimo Johnsonov algoritem [4].
Na nekaterih področjih, zlasti na področju umetne inteligence, se upo-
rablja različica Dijkstrovega algoritma, znana kot iskanje z enotnimi stroški
(angl. uniform-cost search), ki je formulirana kot primer splošneǰse ideje is-
kanja po načelu ”najprej najbolǰsi”(angl. best-first search). Tudi iskanje v
širino (angl. breadth-first search) je mogoče obravnavati kot poseben primer
Dijkstrovega algoritma na neuteženih grafih, le da se prioritetna vrsta izrodi
v vrsto FIFO (angl. First In First Out) [4].
3.2 Bellman-Fordov algoritem
Bellman-Fordov algoritem je algoritem, ki v uteženem grafu izračuna naj-
kraǰse poti od enega (začetnega) vozlǐsča do vseh ostalih vozlǐsč v grafu.
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V splošnem je počasneǰsi kot Dijkstrov algoritem, vendar bolj vsestranski,
saj je sposoben obdelovati grafe, v katerih so nekatere uteži na povezavah
negativne. Algoritem je iznašel Alfonso Shimbel leta 1955, vendar pa je po-
imenovan po Richardu Bellmanu in Lesterju Fordu Jr., ki sta ga objavila v
letih 1956 in 1958 [28] [16] [22]. Edward F. Moore je isti algoritem objavil
leta 1959, zato ga včasih imenujemo tudi Bellman-Ford-Moorov algoritem
[26] [1].
Bellman-Fordov algoritem lahko uporabimo, če graf ne vsebuje negativ-
nih ciklov, dosegljivih iz začetnega vozlǐsča s. Prisotnost negativnih ciklov
pomeni, da najkraǰsa pot v grafu ne obstaja, saj se vrednost d[v] z vsakim
ciklom zmanǰsuje in lahko gre do -∞. V takem primeru Bellman-Fordov
algoritem zazna negativne cikle in o njih poroča [4] [1] [10].
Tako kot Dijkstrov algoritem tudi Bellman-Fordov temelji na operaciji
sproščanja povezav, v kateri se približki pravilne razdalje nadomeščajo z
bolǰsimi, dokler na koncu ne pridemo do rešitve. Pri obeh algoritmih je
približna razdalja od začetnega vozlǐsča do vseh ostalih vozlǐsč vedno prece-
njena resnična razdalja in se v vsakem koraku sproščanja lahko nadomesti z
vsoto minimalne stare vrednosti in dolžine (uteži) na novoodkriti poti. V nas-
protju z Dijkstrovim algoritmom Bellman-Fordov v vsaki iteraciji preprosto
sprosti vse povezave in to stori (|V |−1)-krat. V vsaki od teh ponovitev nara-
ste število vozlǐsč s pravilno izračunanimi razdaljami, iz česar sledi, da bodo
izračunane razdalje sčasoma za vsa vozlǐsča pravilne. Ta pristop omogoča, da
se Bellman-Fordov algoritem uporablja za širši razred vhodov kot Dijkstrov
algoritem [1].
Časovna zahtevnost Bellman-Fordovega algoritma je O(|V | · |E|). Algo-
ritem lahko v praksi izbolǰsamo z ugotovitvijo, da se lahko, če se iteracija
glavne zanke algoritma konča brez kakršnihkoli sprememb, algoritem takoj
prekine, saj se tudi v naslednjih iteracijah ne bo zgodila nobena sprememba.
S predčasno prekinitvijo lahko glavna zanka v nekaterih primerih uporabi
veliko manj kot |V | − 1 ponovitev, čeprav časovna zahtevnost v najslabšem
primeru ostaja O(|V | · |E|) [1].
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Psevdokoda Bellman-Fordovega algoritma je sledeča [1]:
1 function BellmanFord(G, V, E, w, s)
// Inicializacija
2 for each vertex v in V
3 d[v] := infinity
4 predecessor[v] := undefined
5 d[s] := 0
// Sproščanje povezav
6 for i from 1 to |V| − 1
7 for each edge (u, v) in E
8 if d[u] + w(u, v) < d[v]
9 d[v] := d[u] + w(u, v)
10 predecessor[v] := u
// Preverjanje obstoja negativnih ciklov v grafu
11 for each edge (u, v) in E
12 if d[u] + w(u, v) < d[v]
13 error "Graph contains a negative-weight cycle"
14 return d[], predecessor[]
Negativno utežene povezave najdemo v različnih aplikacijah grafov, zato
je Bellman-Fordov algoritem marsikje uporaben. Ker lahko zaznava nega-
tivne cikle, ga lahko uporabimo v primerih, ko je to cilj — na primer v teh-
niki preprečevanja ciklov (angl. cycle-cancelling technique) pri analizi toka v
omrežju (angl. network flow analysis) [1].
Porazdeljena različica Bellman–Fordovega algoritma se uporablja v usmer-
jevalnih protokolih na osnovi vektorja razdalje (angl. distance-vector routing
protocols), kot je na primer RIP (angl. Routing Information Protocol). Al-
goritem je porazdeljen, ker vključuje več vozlǐsč (usmerjevalnikov) v avto-
nomnem sistemu oziroma zbirki omrežij, ki so običajno v lasti ponudnika
internetnih storitev. Algoritem je sestavljen iz naslednjih korakov [1]:
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• Vsako vozlǐsče izračuna razdalje med seboj in vsemi drugimi vozlǐsči v
avtonomnem sistemu in te podatke shrani v tabelo.
• Vsako vozlǐsče pošlje svojo tabelo vsem sosednjim vozlǐsčem.
• Ko vozlǐsče od sosedov prejme tabele razdalj, s pridobljenimi podatki
izračuna najkraǰse poti do vseh drugih vozlǐsč in posodobi lastno tabelo.
Različica Bellman-Fordovega algoritma, znana kot hitreǰsi algoritem naj-
kraǰsih poti, ki jo je prvič opisal Moore leta 1959, zmanǰsuje število sprostit-
venih korakov, ki jih je treba izvesti znotraj vsake iteracije algoritma [26].
Če ima vozlǐsče v oceno razdalje, ki se ni spremenila od zadnje sprostitve
povezav, ki gredo iz vozlǐsča v, potem postopka sprostitve povezav ni treba
ponoviti. Na ta način se prihrani nekaj časa, še posebej za goste grafe [1].
Yen je leta 1970 opisal še eno izbolǰsavo Bellman-Fordovega algoritma
[31]. Njegova izbolǰsava najprej uredi vozlǐsča v poljubnem vrstnem redu,
nato pa množico povezav razdeli v dve podmnožici. Prva podmnožica (Ef )
vsebuje vse povezave (vi, vj), tako da velja i < j. Druga podmnožica (Eb)
vsebuje vse povezave (vi, vj), tako da velja i > j. Vozlǐsča obǐsčemo v vr-
stnem redu v1, v2, ..., v|V | in sprostimo vse izhodne povezave, ki pripadajo
podmnožici Ef . Nato obǐsčemo vsa vozlǐsča v vrstnem redu v|V |, v|V |−1, ..., v1
in sprostimo vse izhodne povezave, ki so v podmnožici Eb. V vsaki ponovitvi
glavne zanke algoritma se v končno množico povezav dodata vsaj dve pove-
zavi, katerih sproščene razdalje se ujemata s pravilnimi razdaljami najkraǰse
poti: ena iz Ef in ena iz Eb. Ta sprememba zmanǰsa število ponovitev glavne
zanke algoritma z |V | − 1 na |V |/2 [1].
Drugo izbolǰsanje algoritma, ki sta ga iznašla Bannister in Eppstein leta
2012, uredi vozlǐsča z naključno permutacijo [15]. Zaradi te spremembe se
bomo najverjetneje izognili najslabšemu primeru za Yenovo izbolǰsavo (pri
katerem se povezave najkraǰse poti strogo izmenjujejo med podmnožicama
Ef in Eb). Pri naključno permutiranem razvrščanju vozlǐsč je pričakovano
število ponovitev glavne zanke največ |V |/3 [1].
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3.3 Floyd-Warshallov algoritem
Floyd-Warshallov algoritem (znan tudi kot Floydov algoritem ali Roy-Floydov
algoritem ali Roy-Warshallov algoritem ali WFI) je algoritem za iskanje naj-
kraǰsih poti v uteženem grafu s pozitivnimi ali negativnimi utežmi na po-
vezavah (vendar brez negativnih ciklov v grafu). Algoritem najde dolžine
najkraǰsih poti med vsemi pari vozlǐsč. Čeprav ne vrača podrobnosti o sa-
mih poteh, je te mogoče rekonstruirati s preprosto prilagoditvijo algoritma.
Lahko bi shranjevali celotne poti med vsemi pari vozlǐsč, vendar to ni po-
trebno in je tudi drago z vidika porabe pomnilnika. Namesto tega lahko
shranjujemo zgolj predhodnike vozlǐsč. To zahteva Θ(|E|) časa in Θ(|V |)
prostora in nam tako omogoča zelo učinkovito rekonstukcijo poti med kate-
rimakoli vozlǐsčema v grafu [5].
Floyd-Warshallov algoritem deluje po načelu dinamičnega programiranja,
v trenutno priznani obliki pa ga je objavil Robert Floyd leta 1962 [21]. De-
jansko pa je enak kot algoritmi, ki jih je Bernard Roy objavil leta 1959 in tudi
kot algoritem za iskanje tranzitivnega zaprtja grafa, ki ga je Stephen War-
shall objavil leta 1962 [27] [30]. Algoritem je tudi tesno povezan s Kleenovim
algoritmom za pretvorbo determinističnega končnega avtomata v regularni
izraz, ki je bil objavljen leta 1956 [23]. Sodobno formulacijo algoritma s tremi
vgnezdenimi zankami je prvi opisal Peter Ingerman, in sicer prav tako leta
1962 [5].
Časovna zahtevnost Floyd-Warshallovega algoritma je O(|V |3). Algori-
tem je dobra izbira za računanje najkraǰsih poti med vsemi pari vozlǐsč na
gostih grafih, v katerih je večina parov vozlǐsč med seboj povezanih. Za
redke grafe z nenegativnimi utežmi na povezavah pa je bolǰsa izbira izvedba
Dijkstrovega algoritma iz vsakega vozlǐsča posebej, saj je čas ponavljanja
Dijkstrovega algoritma, kjer se kot podatkovna struktura uporablja Fibona-
ccijeva kopica, enak O(|E||V |+ |V |2 log |V |), kar je bolje kot O(|V |3), kadar
je |E| bistveno manǰsi od |V |2. Za redke grafe z negativnimi utežmi na pove-
zavah, vendar brez negativnih ciklov, je bolje uporabiti Johnsonov algoritem
z enakim asimptotičnim časom delovanja kot pri pristopu ponavljanja Dijk-
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strovega algoritma [5].
Psevdokoda Floyd-Warshallovega algoritma je sledeča [5]:
1 function FloydWarshall(G, V, E, w, s)
// Inicializacija
2 for i from 1 to |V|
3 for j from 1 to |V|
4 d[i][j] := infinity
5 for each vertex v in V
6 d[v][v] := 0
7 for each edge (u, v) in E
8 d[u][v] := w(u, v)
// Sproščanje povezav
9 for k from 1 to |V|
10 for i from 1 to |V|
11 for j from 1 to |V|
12 if d[i][j] > d[i][k] + d[k][j]
13 d[i][j] := d[i][k] + d[k][j]
Floyd-Warshallov algoritem lahko med drugim rešuje naslednje probleme
[5]:
• Najkraǰse poti v usmerjenih grafih (Floydov algoritem).
• Tranzitivno zaprtje usmerjenih grafov (Warshallov algoritem). V War-
shallovi izvirni formulaciji algoritma je graf neutežen in je predstavljen z
logično matriko sosednosti. Nato je operacija seštevanja nadomeščena
z logičnim IN (angl. AND), operacija minimuma pa z logičnim ALI
(angl. OR).
• Iskanje regularnega izraza za regularni jezik, ki ga sprejme končni avto-
mat (Kleeneov algoritem, posplošitev Floyd-Warshallovega algoritma).
• Inverzija realnih matrik (Gauss-Jordanov algoritem).
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• Naǰsirše poti oziroma poti z največjo pasovno širino.
• Računanje podobnosti med grafi.
• Iskanje tranzitivnega zaprtja relacije R.
3.4 D’Esopo-Papeov algoritem
D’Esopo-Papeov algoritem se uporablja za iskanje najkraǰsih poti od začetne-
ga vozlǐsča do vseh ostalih vozlǐsč v uteženem neusmerjenem grafu. Uteži na
povezavah so lahko tudi negativne, vendar pa graf ne sme vsebovati negativ-
nih ciklov. D’Esopo-Papeov algoritem v večini primerov deluje precej dobro
in hitreje kot Dijkstrov ali Bellman-Fordov algoritem, vendar obstajajo pri-
meri, ko čas trajanja raste eksponentno (kot O(2|V |)) [3] [2].
D’Esopo-Papeov algoritem uporablja dvosmerno čakalno vrsto (angl. Bi-
Directional queue) za shranjevanje vozlǐsč. Zaradi lažje rekonstrukcije naj-
kraǰsih poti se poleg minimalnih razdalj shranjujejo tudi predhodniki vozlǐsč
[3] [2].
Med izvajanjem algoritma so vozlǐsča v vsaki iteraciji razdeljena v tri
množice [2]:
• M0 - množica vozlǐsč, za katere je minimalna razdalja že izračunana
(vendar se lahko med izvajanjem še spremeni).
• M1 - množica vozlǐsč, katerih minimalna razdalja se trenutno izračunava.
Vozlǐsča iz množice M1 so shranjena v dvosmerni čakalni vrsti.
• M2 - množica vozlǐsč, za katere minimalna razdalja še ni izračunana.
D’Esopo-Papeov algoritem deluje takole [3]:
• Na začetku se izvede inicializacija razdalj za vsa vozlǐsča v grafu. Za
začetno vozlǐsče je razdalja enaka 0, za vsa ostala pa znaša∞. Razdalje
so shranjene v tabeli.
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• Sledi priprava dvosmerne čakalne vrste za shranjevanje vozlǐsč in pri-
prava tabele z indikatorji, ki povedo, ali je dano vozlǐsče prisotno v
dvosmerni čakalni vrsti ali ne.
• Sledi dodajanje začetnega vozlǐsča v dvosmerno čakalno vrsto.
• Naslednji korak je odstranjevanje vozlǐsča, ki se nahaja na začetku
čakalne vrste. Ta postopek se izvaja, dokler se čakalna vrsta ne iz-
prazni. Z vsakim odstranjevanjem vozlǐsča se izvedejo naslednji koraki
(naj bo u vozlǐsče, odstranjeno iz čakalne vrste):
– Vozlǐsče u odstranimo iz čakalne vrste. Vozlǐsče dodamo v množico
M0.
– Za vsako vozlǐsče v, ki je povezano z vozlǐsčem u, po naslednjih
kriterijih izračunamo minimalno razdaljo:
∗ Če se vozlǐsče v nahaja v množici M2, ga dodamo na konec
čakalne vrste, minimalno razdaljo pa nastavimo na vrednost
d[u] + w(u, v).
∗ Če se vozlǐsče v že nahaja v množici M1 oziroma čakalni vr-
sti, preverimo, ali je trenutna minimalna razdalja do voz-
lǐsča v večja od razdalje po poti, ki vsebuje vozlǐsče u. Če
je, posodobimo vrednost minimalne razdalje za vozlǐsče v:
d[v] = min(d[v], d[u] + w(u, v)).
∗ Če se vozlǐsče v nahaja v množici M0 in je trenutna minimalna
razdalja do vozlǐsča v večja od razdalje po poti, ki vsebuje voz-
lǐsče u, posodobimo vrednost minimalne razdalje za vozlǐsče v:
d[v] = d[u]+w(u, v). Če se je vrednost minimalne razdalje do
vozlǐsča v spremenila, vozlǐsče v ponovno dodamo v čakalno
vrsto, in sicer na njen začetek.
• Na koncu vrnemo seznam razdalj, ki vsebuje najkraǰse razdalje od
začetnega vozlǐsča do vseh ostalih vozlǐsč v grafu.
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Psevdokoda D’Esopo-Papeovega algoritma je sledeča [2]:
1 function DEsopoPape(G, V, E, w, s)
// Inicializacija
2 for each vertex v in V
3 d[v] := infinity
4 predecessor[v] := undefined
5 d[s] := 0
6 M0 := empty set
7 M1 := s
8 M2 := V \ s
9 while M1 is not an empty set
10 u := POP_FRONT(M1)
11 M0 := M0 union u
12 for each edge (u, v) outgoing from u
// Sproščanje povezav
13 if d[u] + w(u, v) < d[v]
14 d[v] := d[u] + w(u, v);
15 predecessor[v] := u
16 if v in M2
17 M1 := PUSH_BACK(v)
18 M2 := M2 \ v
19 else if v in M0
20 M1 := PUSH_FRONT(v)
3.5 Fredman-Tarjanov algoritem
Michael L. Fredman in Robert Endre Tarjan sta razvila novo podatkovno
strukturo za implementacijo kopice in jo poimenovala Fibonaccijeva kopica.
Fibonaccijevo kopico in njeno uporabo v določenih algoritmih sta opisala v
članku Fibonacci Heaps and Their Uses in Improved Network Optimization
Algorithms, ki je bil objavljen v reviji Journal of the Association for Com-
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puting Machinery [24].
Fibonaccijeva kopica razširja binomsko čakalno vrsto (angl. binomial
queue), ki jo je iznašel Vuillemin in podrobneje raziskal Brown [29] [17].
Brown je teoretično in eksperimentalno dokazal, da imajo vse operacije nad
kopico časovno zahtevnost O(log n). V Fibonaccijevi kopici ima brisanje po-
ljubnega elementa časovno zahtevnost O(log n), medtem ko imajo vse druge
operacije časovno zahtevnost O(1). V primerih, ko je število brisanj elemen-
tov majhno v primerjavi s skupnim številom operacij, so Fibonaccijeve kopice
asimptotično hitreǰse kot binomske čakalne vrste [24].
Fredmanova in Tarjanova prvotna motivacija za razvoj Fibonccijevih ko-
pic je bila pospešitev Dijkstrovega algoritma. Vendar sta pokazala, da se z
uporabo Fibonaccijeve kopice časovna zahtevnost izbolǰsa tudi pri nekaterih
drugih algoritmih za optimizacijo omrežij [24].
3.5.1 Fibonaccijeva kopica
Kopica je abstraktna podatkovna struktura, sestavljena iz nabora elementov,
od katerih ima vsak svoj ključ. Nad kopico se lahko uporabljajo naslednje
operacije [24]:
• make heap - Vrne novo, prazno kopico.
• insert(i, h) - V kopico h vstavi nov element i z določeno vrednostjo
ključa.
• find min(h) - Vrne element, ki ima v kopici h najmanǰso vrednost ključa.
Ta operacija ne spremeni kopice h.
• delete min(h) - Vrne in izbrǐse element, ki ima v kopici h najmanǰso
vrednost ključa. Ta operacija spremeni kopico h.
• meld(h1, h2) - Vrne novo kopico, sestavljeno iz kopic h1 in h2. Ta
operacija uniči kopici h1 in h2.
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• decrease key(∆, i, h) - Spremeni vrednost ključa elementu i v kopici
h, tako da od nje odšteje nenegativno realno število ∆. Ta operacija
predpostavlja, da je položaj elementa i v kopici h znan.
• delete(i, h) - Izbrǐse element i iz kopice h. Ta operacija predpostavlja,
da je položaj elementa i v kopici h znan.
Za implementacijo kopic se uporabljajo drevesa, pri katerih za vsako (ra-
zen za korensko) vozlǐsče x velja, da njegov ključ ni večji od ključa njegovega
starša p(x) [24].
Fibonaccijeva kopica je zbirka dreves, ki so urejena na opisani način.
Poleg vrednosti ključa poljubnega elementa je v vozlǐsčih dreves treba hraniti
še dve vrednosti, in sicer [24]:
• Stopnjo vozlǐsča x, ki jo označimo z r(x). Ta predstavlja število otrok
vozlǐsča x.
• Oznako vozlǐsča x, ki jo označimo z marked oziroma unmarked. Ta
se uporablja predvsem zaradi operacije cascading cut, ki je opisana v
nadaljevanju besedila.
Slika 3.1: Predstavitev Fibonccijeve kopice s kazalci (vir:
http://staff.ustc.edu.cn/ csli/graduate/algorithms/book6/chap21.htm).
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Poleg tega poljubno vozlǐsče x v Fibonaccijevi kopici vsebuje še štiri ka-
zalce na vozlǐsča (slika 3.1) [24]:
• Kazalec na starša oziroma kazalec na posebno vozlǐsče null, če gre za
korensko vozlǐsče.
• Kazalec na enega od otrok.
• Kazalec na levega brata.
• Kazalec na desnega brata.
Do Fibonaccijeve kopice dostopamo prek kazalca, ki kaže na korensko
vozlǐsče, ki vsebuje element z najmanǰso vrednostjo ključa. Temu vozlǐsču
rečemo minimalno vozlǐsče. Če kazalec kaže na vozlǐsče null, potem rečemo,
da je Fibonaccijeva kopica prazna. Zaradi kazalcev, ki kažejo na levega in
desnega brata vozlǐsča, je brisanje vozlǐsč iz Fibonaccijeve kopice izvedljivo
v času O(1). Tudi povezovanje kopic (operacija meld(h1, h2)) je zaradi tega
izvedljivo v času O(1) [24].
V nadaljevanju so opisane operacije, ki jih lahko izvajamo nad Fibona-
ccijevo kopico [24]:
• make heap - Vrne kazalec na vozlǐsče null.
• insert(i, h) - Ustvari novo kopico, sestavljeno samo iz vozlǐsča i, in
požene operacijo meld(i, h).
• find min(h) - Vrne element iz minimalnega vozlǐsča v Fibonaccijevi
kopici h.
• delete min(h) - Izbrǐse minimalno vozlǐsče x iz Fibonaccijeve kopice h.
Izvede združevanje množice otrok vozlǐsča x z množico korenskih voz-
lǐsč v Fibonaccijevi kopici h in požene operacijo združevanja korenskih
vozlǐsč (angl. Linking step).
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• meld(h1, h2) - Združi korenski vozlǐsči kopic h1 in h2 v eno korensko
vozlǐsče, tako da je novo korensko vozlǐsče tisto, ki ima manǰso vrednost
ključa.
• linking step - Poǐsče dve drevesi, katerih korenski vozlǐsči imata enako
stopnjo, in ju poveže (operacija meld(h1, h2)). Stopnja novega koren-
skega vozlǐsča se tako poveča za ena. Operacija se izvaja tako dolgo,
dokler v Fibonaccijevi kopici obstajata dve drevesi, katerih korenski
vozlǐsči imata enako stopnjo. Na koncu se pripravi nova množica ko-
renskih vozlǐsč in poǐsče minimalno vozlǐsče v spremenjeni Fibonaccijevi
kopici h.
• decrease key(∆, i, h) - Spremeni vrednost ključa elementu i iz Fibo-
naccijeve kopice h, tako da od njega odšteje nenegativno realno število
∆. Potem poǐsče vozlǐsče x, ki vsebuje element i, in odstrani povezavo
med vozlǐsčem x in njegovim staršem p(x). Vozlǐsče x se tako izbrǐse
iz množice otrok vozlǐsča p(x) in se poveže s posebnim vozlǐsčem null,
tako da je vozlǐsče null sedaj starš vozlǐsča x. Tako vozlǐsče x skupaj s
svojimi nasledniki preide v množico korenskih vozlǐsč Fibonaccijeve ko-
pice, vozlǐsču p(x) pa se zmanǰsa stopnja. Če je potem vrednost ključa
elementa i manǰsa od vrednosti ključa doslej minimalnega vozlǐsča, po-
tem vozlǐsče, ki vsebuje element i, postane novo minimalno vozlǐsče v
Fibonaccijevi kopici.
• delete(i, h) - Poǐsče vozlǐsče x, ki vsebuje element i, in odstrani po-
vezavo med vozlǐsčem x in njegovim staršem p(x). Odstranijo se tudi
povezave med vozlǐsčem x in njegovimi nasledniki, tako da vsak otrok
vozlǐsča x postane korensko vozlǐsče v Fibonaccijevi kopici in preide
v množico korenskih vozlǐsč. Po tem postopku noben kazalec več ne
kaže na vozlǐsče x ali iz njega in se ga lahko popolnoma izbrǐse. Če je
vozlǐsče x minimalno vozlǐsče, se uporabi operacija delete min(h).
• cascading cut - Potem ko vozlǐsče x postane otrok drugega vozlǐsča
pri operaciji združevanja korenskih vozlǐsč (operacija linking step) in
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takoj, ko vozlǐsče x izgubi dva od svojih otrok pri odstranjevanju po-
vezav med njimi, se izvede odstranjevanje povezave med vozlǐsčem x
in njegovim staršem p(x), tako da vozlǐsče x preide v množico koren-
skih vozlǐsč v Fibonaccijevi kopici. Temu rečemo kaskadni rez (angl.
cascading cut). Izvajanje samo ene operacije decrease key(∆, i, h) ali
delete(i, h) lahko privede do velikega števila kaskadnih rezov. Zaradi
tega se uporablja označevanje vozlǐsč. Ko vozlǐsče x postane otrok dru-
gega vozlǐsča pri operaciji združevanja korenskih vozlǐsč, ga odznačimo
(oznaka = unmarked). Ko se odstrani povezava med vozlǐsčem x in
njegovim staršem p(x), preverimo, ali je vozlǐsče p(x) korensko vozlǐsče
v Fibonaccijevi kopici. Če vozlǐsče p(x) ni korensko vozlǐsče in še ni
označeno, ga označimo (oznaka = marked). Če je vozlǐsče p(x) že
označeno (oznaka = marked), izvedemo kaskadni rez še med vozlǐsčem
p(x) in njegovim staršem.
Vse navedene operacije razen delete min(h) imajo časovno zahtevnost
O(1). Ker se znotraj operacije delete min(h) kliče operacija združevanja
korenskih vozlǐsč (operacija linking step), znotraj te pa operacija meld(h1,
h2), je njena časovna zahtevnost enaka O(log n).
Pri izvajanju operacije združevanja korenskih vozlǐsč (operacija linking
step) se za iskanje korenskih vozlǐsč z enako stopnjo uporablja tabela, pri ka-
teri indeksi predstavljajo stopnje korenskih vozlǐsč. Najmanǰsa možna stop-
nja znaša 0, največja pa n−1, kjer je n število vozlǐsč v Fibonaccijevi kopici.
V tabelo se med izvajanjem operacije shranjujejo kazalci na korenska vozlǐsča.
Operacija poteka tako, da poskušamo v tabelo na določeno pozicijo shraniti
nov kazalec. Če je tabela na določeni poziciji že zasedena, se izvede operacija
meld(h1, h2) med korenskim vozlǐsčem, kazalec na katerega je shranjen na
tisti poziciji v tabeli, in korenskim vozlǐsčem, kazalec na katerega poskušamo
shraniti v tabelo. Potem poskusimo novo korensko vozlǐsče shraniti na za
ena večjo pozicijo v tabeli. Po uspešnem shranjevanju vseh korenskih vozlǐsč
se tabela preǰsnjih korenskih vozlǐsč prepǐse s tabelo novih korenskih vozlǐsč.
Skupni čas izvajanja operacije združevanja korenskih vozlǐsč je enak vsoti
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največje mogoče stopnje in časa izvajanja operacije meld(h1, h2) [24].
V naslednjem podpoglavju je navedena tudi psevdokoda omenjenih ope-
racij nad Fibonaccijevo kopico oziroma njihova implementacija pri Dijkstro-
vem algoritmu, ki uporablja Fibonaccijevo kopico kot podatkovno strukturo
(Fredman-Tarjanov algoritem).
3.5.2 Implementacija Dijsktrovega algoritma z uporabo
Fibonaccijeve kopice
Naj bo G usmerjen graf z nenegativnimi utežmi na povezavah. Naj bo n
število vozlǐsč v grafu G in naj bo m število povezav. Dijkstrov algoritem
uporablja okvirno funkcijo razdalje d[v], ki ima na koncu izvajanja algoritma
vrednost razdalje med začetnim vozlǐsčem s in vozlǐsčem v. Na začetku
nastavimo d[s] = 0 in d[v] = ∞ za vsako vozlǐsče v 6= s. Med izvajanjem
algoritma je vsako vozlǐsče v grafu G v enem od treh stanj: neoznačeno
(angl. unlabeled), označeno (angl. labeled) ali skenirano (angl. scanned). Na
začetku izvajanja algoritma je vozlǐsče s označeno, vsa ostala vozlǐsča pa so
neoznačena. Na koncu izvajanja algoritma morajo biti vsa vozlǐsča skenirana
[24].
Skeniranje vozlǐsča pomeni naslednje: Izberemo označeno vozlǐsče v, ki
ima najmanǰso vrednost d[v]. Vozlǐsče v označimo kot skenirano. Za vsako
povezavo (u, v), za katero velja, da je d[u]+w(u, v) manǰse od d[v], zamenjamo
trenutno vrednost d[v] z vrednostjo d[u]+w(u, v) in vozlǐsče u označimo. Za-
radi nenegativnih uteži na povezavah vozlǐsče ne more več postati označeno,
ko ga enkrat označimo kot skenirano [24].
Fredman-Tarjanov algoritem uporablja Fibonaccijevo kopico za shranje-
vanje označenih vozlǐsč. Okvirna funkcija razdalje je sedaj vrednost ključa
elementa v vozlǐsču Fibonaccijeve kopice. Začetna inicializacija zahteva eno
operacijo make heap in eno operacijo insert(i, h). Vsak korak skeniranja zah-
teva eno operacijo delete min(h). Poleg tega je za vsako povezavo (u, v), za
katero velja, da je d[u] +w(u, v) manǰse od d[v], potrebna operacija insert(i,
h), če je d[v] =∞, oziroma operacija decrease key(∆, i, h), če je d[v] manǰse
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od ∞. V skupnem seštevku algoritem potrebuje eno operacijo make heap, n
operacij insert(i, h), n operacij delete min(h) in kvečjemu m operacij decre-
ase key(∆, i, h). Maksimalna velikost kopice (oziroma njena vǐsina) znaša
n− 1 [24].
Časovna zahtevnost operacij, ki se izvajajo nad kopico, je O(n log n+m).
Časovna zahtevnost drugih operacij je O(n+m). Časovna zahtevnost celot-
nega algoritma tako znaša O(n log n + m) [24].
Psevdokoda Fredman-Tarjanovega algoritma je sledeča:
1 function FredmanTarjan(G, V, E, w, s)
// Inicializacija
2 for each vertex v in V
3 d[v] := infinity
4 predecessor[v] := undefined
5 d[s] := 0
6 h := MAKE_NEW_HEAP()
7 for each v in V
8 INSERT_INTO_HEAP(h, v)
9 //n(h) -> število vozlišč v Fibonaccijevi kopici
10 while n(h) 6= 0
11 u := EXTRACT_MIN(h)
12 for each edge (u, v) outgoing from u
// Sproščanje povezav
13 if d[u] + w(u, v) < d[v]
14 DECREASE_KEY(h, v, d[u] + w(u, v))
15 d[v] := d[u] + w(u, v)







22 n(h) := 0




27 function INSERT_INTO_HEAP(h, v)
28 degree(v) := 0
29 parent(v) := NULL
30 child(v) := NULL
31 right_sibling(v) := v
32 left_sibling(v) := v
33 mark(v) := unmarked
34 MELD(v, h)
//združevanje vozlišča v z množico korenskih vozlišč
//v Fibonaccijevi kopici
35 if min(H) = NULL or key(v) < key(min(H))
36 min(H) := v




41 z := min(H)
42 if z 6= NULL
43 for each child of z (label x)
44 add x to the root list of h
45 parent(x) := NULL
46 remove z from the root list of h
47 if z = right_sibling(z)
48 min(h) := NULL
49 else
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50 min(h) := right_sibling(z)
51 LINKING_STEP(h)





57 for i from 0 to n(h) - 1
58 degree_table[i] := NULL
59 for each w from root list of h
60 x := w
61 d := degree(x)
62 while degree_table[d] 6= NULL
63 y := degree_table[d]
64 if key(x) > key(y)
65 temp := x
66 x := y
67 y := temp
68 HEAP_LINK(h, y, x)
69 degree_table[d] := NULL
70 d := d + 1
71 degree_table[d] := x
72 min(h) := NULL
73 root_list(h) := NULL
74 for i from n(h) - 1 to 0
75 if degree_table[i] 6= NULL
76 add degree_table[i] to the root list of h
77 if min(h) = NULL or key(degree_table[i]) < key(min(h))




81 function HEAP_LINK(h, y, x)
82 remove y from the root list of h
83 child(x) := y
84 degree(x) := degree(x) + 1
85 mark(y) := unmarked
86
87
88 function DECREASE_KEY(h, x, k)
89 key(x) := k
90 y := parent(x)
91 if y 6= NULL and key(x) < key(y)
92 CUT(h, x, y)
93 CASCADING_CUT(h, y)
94 if key(x) < key(min(h))
95 min(h) := x
96
97 function CUT(h, x, y)
98 remove x from the child list of y
99 degree(y) := degree(y) - 1
100 add x to the root list of h
101 parent(x) := NULL
102 mark(x) := unmarked
103
104 function CASCADING_CUT(h, y)
105 z := parent(y)
106 if z 6= NULL
107 if mark(y) := unmarked
108 mark(y) := marked
109 else
110 CUT(h, y, z)
111 CASCADING_CUT(h, z)
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Fredman in Tarjan sta v članku navedla še naslednje primere optimiza-
cijskih algoritmov na osnovi Dijkstrovega algoritma, pri katerih je z uporabo
Fibonaccijeve kopice mogoče doseči izbolǰsavo časovne zahtevnosti [24]:
• Problem iskanja najkraǰsih poti med vsemi možnimi pari vozlǐsč (z ne-
gativno uteženimi povezavami ali brez njih) lahko rešimo v času, ki je
enak vsoti O(|V ||E|) in časa za izvajanje |V | iteracij Dijkstrovega algo-
ritma. Z uvedbo Fibonaccijeve kopice se časovna zahtevnost spremeni
iz O(|V ||E| log(|E|/|V |+2) |V |) v O(|V |2 log |V |+ |V ||E|).
• Za problem dodeljevanja (angl. assignment problem) velja enako.
• Knuthova posplošitev Dijkstrovega algoritma za izračun minimalnih
stroškov v kontekstno neodvisnem jeziku lahko z uporabo Fibonaccijeve
kopice deluje v času O(n log n + t), brez nje pa v času O(m log n + t),
kjer je n število nekončnih simbolov, m število produkcij, t pa skupna
dolžina produkcij (obstaja vsaj ena produkcija na nekončni simbol).
Fibonaccijeve kopice se lahko uporabijo tudi pri drugih algoritmih, kot je
Edmonds-Karpov algoritem za iskanje najceneǰsih poti v omrežju ali Gabow-





Aplikacijo za vizualizacijo algoritmov za iskanje najkraǰsih poti na grafih smo
razvili v jeziku python s pomočjo knjižnice TkInter. Gre za tanko objektno-
usmerjeno plast nad ogrodjem Tcl/Tk. TkInter ni edina knjižnica za ustvar-
janje grafičnih uporabnǐskih vmesnikov v programskem jeziku python, se pa
najpogosteje uporablja. Cameron Laird vsakoletno odločitev, da bo TkInter
ohranil, imenuje ”ena od manǰsih tradicij v svetu pythona”[13] [8].
TkInter je odprtokodna knjižnica in je znana po svoji preprostosti in pri-
lagodljivosti. Zaradi teh lastnosti je nadvse primerna za začetnike, kljub
temu pa jo je mogoče uporabiti tudi za večje projekte. TkInter ima precej
alternativ, kot je na primer ogrodje PyQt5, ki je znano po svojih bolj napre-
dnih pripomočkih in sodobnem videzu [8].
TkInter ponuja gradnike, ki se nanašajo na posamezne elemente grafičnega
uporabnǐskega vmesnika, kot so na primer vnosno polje, gumb in potrditveno
polje. Vsak gradnik je možno uporabiti na veliko različnih načinov [8].
Pri izdelavi aplikacije smo uporabili naslednje TkInterjeve gradnike [8]:




• menu - Gradnik, ki se uporablja za ustvarjanje različnih vrst menijev.
V naši aplikaciji smo ta gradnik uporabili za izdelavo menija možnosti
(angl. options menu).
• radio button - Gradnik, ki uporabnikom omogoča izbiro samo ene izmed
vnaprej določenih medsebojno izključujočih se možnosti.
• entry - Gradnik, ki se uporablja za pridobitev podatkov, ki jih uporab-
nik vnese v enostavno vnosno polje.
• button - Gradnik, ki uporabniku omogoča neposredno interakcijo z upo-
rabnǐskim vmesnikom. Ko uporabnik klikne na gumb, se sproži prog-
ramsko določena akcija.
• canvas - Eden od napredneǰsih gradnikov, ki služi kot podlaga za risanje
ali dodajanje slik. V naši aplikaciji smo ga uporabili za risanje grafov,
na katerih izvajamo algoritme, in prikazovanje tabel najkraǰsih razdalj.
• window - Gradnik, ki predstavlja okno z gumbi za zapiranje, maksimi-
ziranje in minimiziranje. V oknu je prikazana celotna aplikacija.
Sliki 4.1 in 4.2 prikazujeta vloge posameznih gradnikov v naši aplikaciji.
Knjižnica Tkinter poleg navedenih gradnikov ponuja še veliko drugega.
Določene gradnike je možno neposredno povezati s spremenljivkami, ki med
delovanjem hranijo uporabnikove podatke (izbire, vnose itd.).
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Slika 4.1: Gradniki ogrodja TkInter: label, radio button, entry, button in
canvas
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Slika 4.2: Gradniki ogrodja TkInter: menu
Sledijo nekatere funkcije in pripomočki, ki smo jih uporabili pri izdelavi
aplikacije [8] [9] [14]:
• .IntVar() - Spremenljivka, ki se uporablja za shranjevanje celih števil.
Privzeta vrednost je 0.
• .StringVar() - Spremenljivka, ki se uporablja za shranjevanje besedila.
Privzeta vrednost je prazen niz.
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• .get() - Metoda, ki se kliče za pridobitev trenutnih vrednosti spremen-
ljivk.
• .set() - Metoda, ki se kliče za nastavitev vrednosti spremenljivk.
• .config() / .configure() - Metoda, ki se uporablja za spreminjanje določe-
nih parametrov gradnikov. Na primer: pri gradniku radio button se
lahko spremeni stanje (normal/disabled), pri gradniku label se lahko
spremeni barva ozadja ali besedila ipd.
• .find withtag(tagOrId) - Metoda, ki vrne seznam ID-jev objektov, določe-
nih z vrednostjo tagOrId. V aplikaciji jo uporabljamo za pridobitev
ID-jev objektov na gradniku canvas.
• .itemconfigure(tagOrId, options) - Če ne podamo nobenih opcij, potem
metoda vrne slovar, v katerem so ključi opcije objekta, določenega z
vrednostjo tagOrId. Sicer se metoda uporablja za spreminjanje določe-
nih parametrov, ki se metodi posredujejo kot opcije.
• .place(x0, y0, x1, y1, ..., xn, yn, options) - Metoda, ki določeni gradnik
postavi na podano pozicijo v oknu.
• .place forget() - Metoda, ki iz okna odstrani določeni gradnik ali pa
ponastavi njegove koordinate.
• .coords(tagOrId, x0, y0, x1, y1, ..., xn, yn) - Če metodi posredu-
jemo samo vrednost tagOrId, potem vrne tabelo koordinat objekta,
določenega z vrednostjo tagOrId. Število koordinat je odvisno od vrste
objekta. V večini primerov gre za štiri koordinate (x1, y1, x2, y2). S
pomočjo te metode lahko objekte tudi premikamo.
• .delete(tags) - Metoda, ki se uporablja za brisanje gradnikov. Če metodi
posredujemo opcijo ”all”, lahko na primer iz gradnika canvas izbrǐsemo
vse objekte.
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• .create oval(x0, y0, x1, y1, options) - Metoda, ki se uporablja za risanje
objektov ovalne oblike.
• .create text(x, y, options) - Metoda, ki se uporablja za ”risanje”besedila.
• .create line(x0, y0, x1, y1, options) - Metoda, ki se uporablja za risanje
črt.
• .create rectangle(x0, y0, x1, y1, options) - Metoda, ki se uporablja za
risanje objektov pravokotne oblike.
• .tag bind(tagOrId, sequence=None, function=None, add=None) - Me-
toda, ki akcije (dogodke, ki se morajo sprožiti) poveže z objekti. Na
primer, gumb lahko povežemo z akcijo premikanja.
• .tag lower(tagOrId, belowThis) - Metoda, ki se uporablja za spreminja-
nje vrstnega reda objektov na navidezni osi z. Z njeno pomočjo lahko
nek okjekt postavimo pred ali za nek drug objekt.
• .insert(tagOrId, specifier, text) - Metoda, ki vstavi dano besedilo (po-
dano s parametrom text) v objekt, določen z vrednostjo tagOrId, in
sicer na položaj, podan s parametrom specifier.
• .trace(event, function) - Metoda, ki ob spremembi vrednosti določene
spremenljivke pokliče metodo function.
• window.mainloop() - Metoda, ki se uporablja za zagon programa.
Poleg navedenih gradnikov in metod iz knjižnice TkInter smo pri izdelavi
aplikacije uporabili tudi številne elemente jezika python, kot so tabele in
metode nad njimi (append, remove, sort, len), nizi, matematične operacije
iz knjižnice math (sign, abs, frac, zip) in metode iz knjižnice re, ki omogoča
delo z regularnimi izrazi (compile, match, count, group, findall).
Poglavje 5
Delovanje aplikacije
Slika 5.1 prikazuje okno aplikacije po zagonu.
Slika 5.1: Izgled aplikacije po zagonu programa.
Uporabnik aplikacije na začetku določi graf, na katerem se bo izvedel
izbrani algoritem. Graf se bo narisal na risalni plošči, ki se na sliki 5.1 nahaja
v spodnjem levem kotu. Uporabnik lahko po korakih nastavlja naslednje
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parametre in tako določi graf:
• Uporabnik na začetku iz menija izbere število vozlǐsč, ki bodo sestav-
ljala graf. Kot je prikazano na sliki 4.2, lahko izbere število med 0 in 15.
Če izbere število 0, se bo risalna plošča počistila. Slika 5.2 prikazuje
risalno ploščo, ko uporabnik iz menija izbere število 15.
• Uporabnik nato izbere tip grafa — usmerjen ali neusmerjen. Izbere
lahko samo eno možnost.
• Potem sledi dodajanje povezav v graf. V ta namen smo uporabili grad-
nika entry in button. Na sliki 5.1 so ti gradniki prikazani na levi strani
pod korakom 3. Za dodajanje povezave v graf so na voljo tri vnosna
polja, in sicer polje za vnos oznake začetnega vozlǐsča, polje za vnos
oznake končnega vozlǐsča in polje za vnos cene povezave med začetnim
in končnim vozlǐsčem. Oznake vozlǐsč so števila med 1 in 15. Za cene
na povezavah je dovoljen vnos celih števil med -1 in -99 in med 1 in
999. Povezava med začetnim in končnim vozlǐsčem se narǐse po kliku
na gumb z oznako Dodaj povezavo. Če želi uporabnik naknadno spre-
meniti ceno povezave med vozlǐsčema, lahko to stori na enak način kot
takrat, ko je dodal povezavo v graf. Če želi izbrisati vse povezave, klik-
ne na gumb z oznako Ponastavi povezave. Slika 5.3 prikazuje primer
dvosmerne povezave, ki jo je uporabnik dodal v graf. Na prem mestu je
vedno zapisana cena povezave, pri kateri ima začetno vozlǐsče manǰso
oznako kot končno vozlǐsče. V primeru na sliki tako velja w(1, 2) = 3
in w(2, 1) = 8.
• Uporabnik ima na voljo tudi možnost vizualnega urejanja grafa, ki
se narǐse na risalni plošči. Njegova vozlǐsča lahko razporedi po želji.
Primer grafa, narisanega na risalni plošči, je prikazan na sliki 5.4.
• Na koncu uporabnik izbere algoritem, čigar delovanje želi vizualizi-
rati. Izbira lahko med petimi algoritmi: Dijkstrov, Floyd-Warshallov,
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Bellman-Fordov, D’Esopo-Papeov in Fredman-Tarjanov algoritem. Iz-
bere lahko samo en algoritem.
• Po izbiri algoritma lahko uporabnik klikne na gumb z oznako Začetek.
Po kliku na ta gumb se bo v ozadju izvedel izbrani algoritem. Uporab-
niku sta sedaj na voljo dva gumba, prikazana na spodnjem delu slike
5.1, in sicer gumb z oznako Naprej in gumb z oznako Nazaj. S pritiski
nanju lahko uporabnik spremlja izvajanje izbranega algoritma po ko-
rakih. Na voljo ima tudi gumb z oznako Konec, ki ponastavi vse, kar
je bilo spremenjeno od začetka izvajanja izbranega algoritma.
Slika 5.2: Risalna plošča, na kateri je narisano največje možno število vozlǐsč,
ki jih uporabnik lahko določi.
Slika 5.3: Primer dvosmerne povezave v grafu.
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Slika 5.4: Primer grafa, narisanega na risalni plošči.
Rezultati algoritmov oziroma vrednosti najkraǰsih poti so za vsak algori-
tem prikazani s pomočjo tabele, ki se nahaja v desnem delu okna aplikacije.
V tabeli je z zeleno barvo označenih toliko vrstic, kolikor vozlǐsč vsebuje graf.
Lahko rečemo, da so te vrstice aktivne. Na sliki 5.5 je, recimo, aktivnih prvih
šest vrstic v tabeli, torej se algoritem izvaja nad grafom, ki je sestavljen iz
šest vozlǐsč. Tabela prikazuje tudi predhodnike vozlǐsč na najkraǰsi poti, kar
omogoča enostavno rekonstrukcijo najkraǰsih poti. Pod tabelo se prikazujejo
tudi vrednosti elementov, pomembnih za razumevanje delovanja algoritmov.
V nadaljevanju so podane slike, ki prikazujejo desno stran okna aplikacije za
posamezen algoritem.
Slika 5.5 prikazuje desno stran okna aplikacije za Dijkstrov algoritem.
Med pomembnimi elementi, ki so osnova za razumevanje delovanja tega al-
goritma, sta množici obiskanih in še neobiskanih vozlǐsč ter vrednosti u in
v, ki nastopata v formuli za posodabljanje razdalj. Seveda je pomembno
tudi trenutno stanje izvajanja algoritma, ki nam pove, kaj se v določenem
koraku izvajanja algoritma dogaja, ǐsče oziroma računa. Kot smo razložili v
poglavju o algoritmih, Dijkstrov algoritem v vsaki iteraciji izbere vozlǐsče z
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najmanǰso oceno razdalje od začetnega vozlǐsča (to je že dejanska najmanǰsa
razdalja) in posodobi trenutne ocene najmanǰsih razdalj do vseh njegovih
še neobiskanih sosedov. Ta postopek je razviden v vrstici izračun, kjer se
prikazuje uporaba formule za posodabljanje ocen najmanǰsih razdalj.
Slika 5.5: Desna stran okna aplikacije za Dijkstrov algoritem.
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Slika 5.6 prikazuje desno stran okna aplikacije za Floyd-Warshallov algo-
ritem. Med pomembnimi elementi, ki so osnova za razumevanje delovanja
Floyd-Warshallovega algoritma, so vrednosti k, i in j, ki nastopajo v psevdo-
kodi, podani v razdelku 3.3.
Slika 5.6: Desna stran okna aplikacije za Floyd-Warshallov algoritem.
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Slika 5.7 prikazuje desno stran okna aplikacije za Bellman-Fordov algo-
ritem. Med pomembnimi elementi, ki so osnova za razumevanje njegovega
delovanja, sta vrednosti u in v, ki nastopata v psevdokodi, podani v razdelku
3.2.
Slika 5.7: Desna stran okna aplikacije za Bellman-Fordov algoritem.
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Slika 5.8 prikazuje desno stran okna aplikacije za D’Esopo-Papeov algo-
ritem. Pri tem algoritmu prikazujemo čakalno vrsto ter vrednosti u in v v
psevdokodi, podani v razdelku 3.4. Da bi algoritmu lažje sledili, prikazujemo
novo in staro stanje čakalne vrste.
Slika 5.8: Desna stran okna aplikacije za D’Esopo-Papeov algoritem.
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Slika 5.9 prikazuje desno stran okna aplikacije za Fredman-Tarjanov algo-
ritem. Pri tem algoritmu lahko uporabnik spremlja operacijo, ki se v danem
trenutku izvaja, in vrednosti u in v v psevdokodi, podani v razdelku 3.5.
Slika 5.9: Desna stran okna aplikacije za Fredman-Tarjanov algoritem.
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5.1 Vizualizacija Dijkstrovega algoritma
Slika 5.4 prikazuje graf, s pomočjo katerega bomo opisali vizualizacijo Dijkst-
rovega algoritma. Začetno stanje na desni strani okna aplikacije je prikazano
na sliki 5.5. V nadaljevanju so predstavljeni samo pomembni deli izvajanja
Dijkstrovega algoritma nad omenjenim grafom in ne delovanje po korakih.
V vsaki iteraciji algoritma se izvajajata naslednja koraka (ležeča pisava
predstavlja besedilo, ki se v aplikaciji prikazuje kot trenutno stanje algo-
ritma):
• Iskanje neobiskanega vozlǐsča z najkraǰso potjo od vozlǐsča 1 (minimalna
vrednost v drugem stolpcu tabele). Iskano vozlǐsče preide iz množice neo-
biskanih vozlǐsč v množico obiskanih vozlǐsč, obenem pa se pripadajoča
vrstica v tabeli označi z rdečo barvo, kar vizualno prikazuje delitev
vozlǐsč na obiskana in neobiskana (omenjene spremembe so v aplikaciji
vidne v naslednjem koraku izvajanja algoritma oziroma po kliku na
gumb z oznako Naprej ). Na sliki 5.5 lahko vidimo, da algoritem naj-
prej obǐsče vozlǐsče 1, saj je trenutna vrednost d[1] = 0, za vsa ostala
(aktivna) vozlǐsča pa velja d[v] = ∞. Slika 5.10 prikazuje desno stran
okna aplikacije za opisani korak (na grafu na levi strani ni sprememb).
• Iskanje najkraǰsih poti od vozlǐsča z najdeno najkraǰso potjo (novo ozna-
čeno vozlǐsče v tabeli). Potem ko smo v preǰsnjem koraku pridobili voz-
lǐsče, do katerega vodi najkraǰsa pot (recimo, da to vozlǐsče označimo z
v), algoritem za vse sosede vozlǐsča v preveri, ali obstajajo kraǰse poti
do teh vozlǐsč prek vozlǐsča v. Preverjanje je vidno tako v vrstici izračun
kot na grafu. Slika 5.11 prikazuje preverjanje poti med vozlǐsčema
1 in 2. V vrstici izračun lahko vidimo, da se bo trenutna vrednost
v drugem stolpcu tabele (d[2] = ∞) spremenila v d[2] = 2. Poleg
tega se bo tudi vrednost v tretjem stolpcu tabele spremenila na 1, kar
pomeni, da je vozlǐsče 1 predhodnik vozlǐsča 2 na najkraǰsi poti do
njega. Omenjene spremembe so v aplikaciji vidne v naslednjem koraku
izvajanja algoritma oziroma po kliku na gumb z oznako Naprej.
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Na koncu izvajanja algoritma morajo biti vse aktivne vrstice obarvane
z rdečo, saj to pomeni, da je algoritem preveril vsa vozlǐsča v grafu in jih
prestavil v množico obiskanih vozlǐsč. Med izvajanjem algoritma se lahko
uporablja tudi gumb z oznako Nazaj, ki uporabniku prikaže preǰsnje stanje
algoritma.
Slika 5.10: Desna stran okna aplikacije za prvi korak izvajanja Dijkstrovega
algoritma.
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Slika 5.11: Okna aplikacije za drugi korak izvajanja Dijkstrovega algoritma.
5.2 Vizualizacija Floyd-Warshallovega algoritma
Slika 5.12 prikazuje graf, s pomočjo katerega bomo opisali vizualizacijo Floyd-
Warshallovega algoritma. Začetno stanje na desni strani okna aplikacije je
prikazano na sliki 5.6. Predstavili bomo samo bistvene dele izvajanja algo-
ritma nad omenjenim grafom in ne delovanje po korakih.
Ob zagonu algoritma se v tabelo vnesejo razdalje med sosednjimi vozlǐsči.
Slika 5.13 prikazuje stanje ob začetku izvajanja algoritma.
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Slika 5.12: Graf, ki je uporabljen za opis vizualizacije Floyd-Warshallovega
algoritma.
Slika 5.13: Izgled desne strani okna aplikacije na začetku izvajanja Floyd-
Warshallovega algoritma.
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V nadaljevanju izvajanja algoritma se v vsaki iteraciji v osnovno formulo
vstavijo nove vrednosti parametrov k, i in j in skladno s tem se spremi-
njajo vrednosti v tabeli na desni strani okna aplikacije. Resničnost izraza
v osnovni formuli se preverja za vse vrednosti parametrov k, i in j, ki pri-
padajo množici [1, |V |]. Pri vizualizaciji Floyd-Warshallovega algoritma ne
prikazujemo preverjanja osnovne formule za vse vrednosti parametrov k, i
in j, ampak samo za tiste vrednosti, pri katerih se vrednost najkraǰse poti v
tabeli spremeni. Slika 5.14 prikazuje situacijo, kjer algoritem najde vrednosti
parametrov k, i in j, pri katerih se vrednost trenutne najkraǰse poti v tabeli
spremeni (omenjena sprememba je v aplikaciji vidna v naslednjem koraku
izvajanja algoritma oziroma po kliku na gumb z oznako Naprej ). Slika 5.15
prikazuje spremembo vrednosti v tabeli na desni strani okna aplikacije (po
kliku na gumb z oznako Naprej ).
Slika 5.14: Izgled desne strani okna aplikacije, ko algoritem najde vrednosti
parametrov k, i in j, pri katerih se vrednost v tabeli spremeni.
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Slika 5.15: Izgled desne strani okna aplikacije ob spremembi vrednosti v
tabeli.
Floyd-Warshallov algoritem je sposoben zaznati negativne cikle v grafu.
To se zgodi takrat, ko se na diagonali tabele najkraǰsih poti pojavi nega-
tivna vrednost. Takrat se lahko izvajanje algoritma ustavi. Slika 5.16 prika-
zuje graf, ki vsebuje negativen cikel. Slika 5.17 prikazuje desno stran okna
aplikacije, ko se algoritem ustavi ob zaznavi negativnega cikla.
52 Sanja Kličković
Slika 5.16: Primer grafa, ki vsebuje negativen cikel.
Slika 5.17: Desna stran okna aplikacije ob zaznavi negativnega cikla v grafu.
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Ob koncu algoritma se uporabniku v vrstici Stanje algoritma prikaže ”Ko-
nec izvajanja algoritma. Za ponastavitev pritisnite gumb Konec”. Med izva-
janjem algoritma se lahko uporablja tudi gumb z oznako Nazaj, ki uporabniku
prikaže preǰsnje stanje izvajanja.
5.3 Vizualizacija Bellman-Fordovega algoritma
Slika 5.18 prikazuje graf, s pomočjo katerega bomo opisali vizualizacijo Bellman-
Fordovega algoritma. Začetno stanje na desni strani okna aplikacije je pri-
kazano na sliki 5.7. Predstavili bomo samo bistvene dele izvajanja algoritma
nad omenjenim grafom in ne delovanje po korakih.
Slika 5.18: Graf, ki ga uporabljamo za opis vizualizacije Bellman-Fordovega
algoritma.
Kot smo razložili v razdelku 3.2, Bellman-Fordov algoritem v vsaki itera-
ciji preveri izhodne povezave vseh vozlǐsč v grafu. Če najde kraǰso razdaljo
za katero od sosednjih vozlǐsč, skladno s tem spremeni vrednost trenutne naj-
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kraǰse poti do sosednjega vozlǐsča. Primer izvajanja algoritma je prikazan na
sliki 5.19. Na grafu na levi strani okna aplikacije se z rdečo barvo obarvajo
vozlǐsče, katerega izhodne povezave se preverjajo, vozlǐsča na koncu izhodnih
povezav in tudi same povezave. Vrstica izračun prikazuje uporabo osnovne
formule. Nove vrednosti najkraǰsih poti so vidne tudi na desni strani tabele.
Te vrednosti se bodo v naslednjem koraku oziroma ob pritisku na gumb z
oznako Naprej vpisale v drugi stolpec tabele. Poleg tega se bodo v tretji
stolpec tabele vpisali tudi predhodniki vozlǐsč na najkraǰsi poti.
Bellman-Fordov algoritem je sposoben tudi zaznati negativne cikle. Al-
goritem se lahko izvaja največ |V | − 1 iteracij. Če se tudi v zadnji iteraciji
zgodi sprememba vrednosti v tabeli najkraǰsih poti, to pomeni, da graf vse-
buje negativen cikel. Slika 5.16 prikazuje graf, ki vsebuje negativen cikel,
slika 5.20 pa prikazuje desno stran okna aplikacije, ko se algoritem ustavi ob
zaznavi negativnega cikla.
Vrstica stanje algoritma prikazuje trenutno iteracijo izvajanja algoritma.
Če se v neki iteraciji v drugem stolpcu tabele ne zgodi nobena sprememba, se
izvajanje algoritma zaključi, v vrstici stanje algoritma pa se izpǐse obvestilo
o koncu izvajanja algoritma. Med izvajanjem algoritma se lahko uporablja
tudi gumb z oznako Nazaj, ki uporabniku prikaže preǰsnje stanje izvajanja.
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Slika 5.19: Vizualizacija izvajanja Bellman-Fordovega algoritma.
Slika 5.20: Desna stran okna aplikacije ob zaznavi negativnega cikla v grafu.
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5.4 Vizualizacija D’Esopo-Papeovega algoritma
Slika 5.21 prikazuje graf, s pomočjo katerega bomo opisali vizualizacijo D’Esopo-
Papeovega algoritma. Začetno stanje na desni strani okna aplikacije je pri-
kazano na sliki 5.8. Omejili se bomo na bistvene dele izvajanja algoritma.
Slika 5.21: Graf, s pomočjo katerega opisujemo vizualizacijo D’Esopo-
Papeovega algoritma.
V vsaki iteraciji algoritma se izvajata naslednja koraka (ležeča pisava
predstavlja besedilo, ki se v aplikaciji med izvajanjem prikazuje kot stanje
algoritma):
• Odstranitev vozlǐsča, ki se nahaja na začetku čakalne vrste. Sprememba
čakalne vrste je vidna v vrsticah, ki prikazujeta njeno staro in novo sta-
nje. Množici M0 in M1 se tudi spremenita. Kot smo razložili v poglavju
o algoritmih, se vozlǐsče po odstranitvi iz čakalne vrste (množice M1)
doda v množico M0. Na sliki 5.21 so v spodnjem desnem kotu prika-
zane množice M0, M1 in M2 na začetku izvajanja algoritma (pomen
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omenjenih množicah smo pojasnili v poglavju o algoritmih). Množice
M0, M1 in M2 se v vsakem koraku izvajanja algoritma ustrezno spre-
menijo. Spremembe se sproti prikazujejo v aplikaciji. Na sliki 5.24 je
vidna sprememba čakalne vrste in množic M0 in M1.
• Iskanje najkraǰsih poti med vozlǐsči. Potem ko smo v preǰsnjem koraku
pridobili vozlǐsče (recimo, da ga označimo z v), algoritem za vsa voz-
lǐsča, ki so z njim povezana, preveri, ali obstajajo kraǰse poti do teh
vozlǐsč preko vozlǐsča v. To preverjanje je vidno tako na grafu kot v vrs-
tici izračun, ki prikazuje uporabo osnovne formule. Ta korak se izvede
tolikokrat, kolikor je vozlǐsč, povezanih z vozlǐsčem v, vendar se upo-
rabniku prikažejo samo tiste izvedbe, pri katerih pride do sprememb v
drugem stolpcu tabele. Sliki 5.22 in 5.23 prikazujeta primer preverjanja
poti med vozlǐsčema 1 in 2 (sliki prikazujeta levo in desno stran okna
aplikacije). V vrstici izračun na sliki 5.23 je vidno, da se bo trenutna
vrednost v drugem stolpcu tabele (d[2] = ∞) spremenila v d[2] = 4.
Poleg tega se bo vrednost spremenila tudi v tretjem stolpcu tabele (ta
bo po novem 1), kar pomeni, da je vozlǐsče 1 predhodnik vozlǐsča 2 na
najkraǰsi poti do vozlǐsča 2. Vrednost, ki se bo vpisala v drugi stolpec
tabele, je vidna tudi kot nova razdalja na desni strani tabele. V tem
koraku se spremenijo tudi množice M0, M1 in M2. Ko algoritem najde
kraǰso pot do določenega vozlǐsča, se zanj preveri, v kateri množici se
trenutno nahaja. Če se vozlǐsče nahaja v množici M2, ga dodamo na
konec čakalne vrste (množice M1). Če se vozlǐsče nahaja v množici
M0, ga dodamo na začetek čakalne vrste (množice M1). Če se vozlǐsče
že nahaja v čakalni vrsti (množici M1), se množice ne spremenijo. V
vrstici stanje algoritma se prikaže eno izmed naslednjih besedil:
– Dodajanje vozlǐsča na konec čakalne vrste.
– Ni dodajanja, ker se vozlǐsče že nahaja v čakalni vrsti.
– Dodajanje vozlǐsča na začetek čakalne vrste.
Na sliki 5.23 je vidno, da se vozlǐsče 2, za katerega je algoritem našel
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kraǰso pot preko vozlǐsča 1, doda na konec čakalne vrste, ker se je pred
tem nahajalo v množici M2. Na sliki 5.22 je vidna ustrezna sprememba
množic M1 in M2.
Besedilo, ki se prikazuje v vrstici stanje algoritma, na koncu ponazori, da
se je algoritem zaključil. Med izvajanjem lahko uporabnik s pomočjo gumba
z oznako Nazaj prikliče preǰsnje stanje izvajanja.
Kot smo opisali v poglavju o algoritmih, lahko graf, nad katerim se iz-
vaja D’Esopo-Papeov algoritem, vsebuje negativno utežene povezave, ne pa
tudi negativnih ciklov. Ob zaznavi negativnega cikla se prepreči zagon al-
goritma D’Esopo-Pape. Uporabniku se v takem primeru prikaže naslednje
besedilo: Prekinitev izvajanja algoritma zaradi negativnega cikla v grafu. Za
ponastavitev pritisnite gumb Konec.
Slika 5.22: Vizualizacija drugega koraka izvajanja D’Esopo-Papeovega algo-
ritma (leva stran okna aplikacije).
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Slika 5.23: Vizualizacija drugega koraka izvajanja D’Esopo-Papeovega algo-
ritma (desna stran okna aplikacije).
Slika 5.24: Vizualizacija prvega koraka izvajanja D’Esopo-Papeovega algo-
ritma.
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5.5 Vizualizacija Fredman-Tarjanovega algo-
ritma
Vizualizacijo algoritma Fredman-Tarjan bomo prikazali na grafu s slike 5.21.
Slika 5.9 prikazuje desno stran okna aplikacije ob začetku izvajanja algoritma.
V nadaljevanju se bomo omejili samo na bistvene korake izvajanja algoritma.
V vsaki iteraciji algoritma se izvede eden izmed naslednjih korakov (ležeča
pisava predstavlja besedilo, ki se v aplikaciji med izvajanjem algoritma pri-
kazuje kot stanje algoritma):
• Izdelava nove (prazne) Fibonaccijeve kopice. Ta operacija se izvrši na
začetku izvajanja algoritma. Za prikaz Fibonaccijeve kopice in operacij,
ki se izvajajo na njej, uporabljamo posebno risalno ploščo, ki se v tem
koraku prvič prikaže na levi strani okna aplikacije. Na novi risalni
plošči se prikazujejo tudi vrednosti ključa, stopnje in oznake posamez-
nih vozlǐsč. Sliki 5.26 in 5.25 prikazujeta levo in desno stran okna
aplikacije za opisani korak. Na sliki 5.25 so prikazane spremembe, ki
se zgodijo v tem koraku.
Slika 5.25: Desna stran okna aplikacije za prvi opisani korak Fredman-
Tarjanovega algoritma.
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Slika 5.26: Leva stran okna aplikacije za prvi opisani korak Fredman-
Tarjanovega algoritma.
• Dodajanje vozlǐsč v Fibonaccijevo kopico. Potem ko izdelamo novo
prazno Fibonaccijevo kopico, jo napolnimo z vozlǐsči iz grafa. Nasled-
nji korak je tako izvedba operacije INSERT INTO HEAP. Sliki 5.28 in
5.27 prikazujeta levo in desno stran okna aplikacije za opisani korak
izvajanja algoritma.
Slika 5.27: Desna stran okna aplikacije za drugi opisani korak Fredman-
Tarjanovega algoritma.
62 Sanja Kličković
Slika 5.28: Leva stran okna aplikacije za drugi opisani korak Fredman-
Tarjanovega algoritma.
• Brisanje minimalnega vozlǐsča iz množice korenskih vozlǐsč (vozlǐsče
x). Naslednja operacija, ki se izvede, je EXTRACT MIN. Operacija se
izvaja tako dolgo, dokler se Fibonaccijeva kopica ne izprazni. V tem
koraku se iz Fibonaccijeve kopice odstrani minimalno vozlǐsče oziroma
vozlǐsče, pri katerem je vrednost ključa najmanǰsa. Sliki 5.29 in 5.30
prikazujeta levo in desno stran okna aplikacije za ta korak. Na sliki 5.28
je vidno, da je minimalno vozlǐsče v Fibonaccijevi kopici vozlǐsče 1, pri
katerem je vrednost ključa key[1] = 0. V opisanem koraku se torej
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iz Fibonaccijeve kopice odstrani vozlǐsče 1. Vozlǐsče 2 tako postane
novo minimalno vozlǐsče v Fibonaccijevi kopici. Na risalni plošči je
minimalno vozlǐsče označeno z rdečo barvo.
Slika 5.29: Leva stran okna aplikacije za tretji opisani korak Fredman-
Tarjanovega algoritma.
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Slika 5.30: Desna stran okna aplikacije za tretji opisani korak Fredman-
Tarjanovega algoritma.
• Preureditev vozlǐsč po pravilih za operacijo linking step. Po brisanju mi-
nimalnega vozlǐsča iz Fibonaccijeve kopice moramo ostala vozlǐsča pre-
urediti po pravilih za operacijo linking step (operacija HEAP LINK),
vendar se ta korak izvaja samo takrat, kadar v Fibonaccijevi kopici ob-
stajajo vozlǐsča z enako stopnjo. Sliki 5.32 in 5.31 prikazujeta levo in
desno stran okna aplikacije za ta korak. Primer se nanaša na izvajanje
operacije HEAP LINK po brisanju vozlǐsča 1. Na sliki 5.30 je vidno,
da najprej vozlǐsče 2 postane otrok vozlǐsča 3. Ob tem se tudi v tabeli
zgodi sprememba, in sicer sprememba stopnje za vozlǐsče 3. Potem se
združita vozlǐsči 4 in 5, nato pa še vozlǐsči 3 in 5. Končno stanje Fi-
bonaccijeve kopice po izvedbi operacije HEAP LINK je prikazano na
sliki 5.33.
Slika 5.31: Desna stran okna aplikacije za četrti opisani korak Fredman-
Tarjanovega algoritma.
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Slika 5.32: Leva stran okna aplikacije za četrti opisani korak Fredman-
Tarjanovega algoritma.
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Slika 5.33: Leva stran okna aplikacije za četrti opisani korak Fredman-
Tarjanovega algoritma.
• Odkritje kraǰse poti do vozlǐsča x. Ko po izvedbi operacije EXTRACT MIN
pridobimo minimalno vozlǐsče (recimo, da ga označimo z v), algoritem
za vsa vozlǐsča, ki so z njim povezana, preveri, ali obstajajo kraǰse poti
do teh vozlǐsč preko vozlǐsča v. To preverjanje je vidno tako na grafu
kot v vrstici izračun, ki prikazuje uporabo osnovne formule. Ta korak
se izvede tolikokrat, kolikor je vozlǐsč, povezanih z vozlǐsčem v, vendar
se uporabniku prikažejo samo tiste izvedbe, pri katerih pride do spre-
memb v drugem stolpcu tabele. Sliki 5.35 in 5.34 prikazujeta primer
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preverjanja poti med vozlǐsčema 1 in 2 (sliki prikazujeta levo in desno
stran okna aplikacije). V vrstici izračun na sliki 5.34 je vidno, da se
je trenutna vrednost v drugem stolpcu tabele (d[2] =∞) spremenila v
d[2] = 4. Vrednost se je spremenila tudi v tretjem stolpcu tabele (po
novem znaša 1), kar pomeni, da je vozlǐsče 1 predhodnik vozlǐsča 2.
Slika 5.34: Desna stran okna aplikacije za peti opisani korak Fredman-
Tarjanovega algoritma.
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Slika 5.35: Leva stran okna aplikacije za peti opisani korak Fredman-
Tarjanovega algoritma.
• Povečevanje vrednosti ključa za vozlǐsče x. Če je algoritem v preǰsnjem
koraku našel kraǰso pot do določenega vozlǐsča, je za to vozlǐsče treba
spremeniti tudi vrednost ključa. Sliki 5.37 in 5.36 prikazujeta levo in
desno stran okna aplikacije za ta korak izvajanja algoritma. Na sliki
5.37 je vidna sprememba ključa za vozlǐsče 2.
Slika 5.36: Desna stran okna aplikacije za šesti opisani korak Fredman-
Tarjanovega algoritma.
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Slika 5.37: Leva stran okna aplikacije za šesti opisani korak Fredman-
Tarjanovega algoritma.
• Preureditev vozlǐsč po pravilih za rez. Če vozlǐsče, pri katerem se je
v preǰsnjem koraku spremenila vrednost ključa, ni korensko vozlǐsče,
se izvedeta operaciji CUT in CASCADING CUT. To pomeni, da se
vozlǐsča, kot smo opisali v poglavju o algoritmih, preuredijo po pravilih
za rez. Poleg Fibonaccijeve kopice se spremenijo tudi vrednosti v tabeli,
in sicer stopnje in oznake. Sliki 5.38 in 5.39 prikazujeta levo in desno
stran okna aplikacije za ta korak izvajanja algoritma. Na sliki 5.37
lahko vidimo, da je vozlǐsče 2 otrok vozlǐsča 3, kar pomeni, da se bo
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zanj izvedel opisani korak, zato vozlǐsče 2 preide v množico korenskih
vozlǐsč, obenem pa postane tudi minimalno vozlǐsče.
Slika 5.38: Leva stran okna aplikacije za sedmi opisani korak Fredman-
Tarjanovega algoritma.
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Slika 5.39: Desna stran okna aplikacije za sedmi opisani korak Fredman-
Tarjanovega algoritma.
Besedilo, ki se prikazuje v vrstici stanje algoritma, na koncu ponazori,
da se je algoritem zaključil. Med izvajanjem algoritma lahko uporabnik s




Razvili smo aplikacijo za vizualizacijo nekaterih algoritmov za iskanje naj-
kraǰsih poti v grafih. Izbrali smo Dijkstrov, Bellman-Fordov, Floyd-Warsha-
llov, D’Esopo-Papeov in Fredman-Tarjanov algoritem. Prvi trije veljajo za
najpogosteje uporabljene algoritme, druga dva pa sta manj znana, vendar
pa sta lahko v nekaterih primerih učinkoviteǰsa. Uporabnik aplikacije lahko
na enostaven način izdela graf, nato pa na njem interaktivno in po korakih
spremlja izvajanje posameznih algoritmov. Aplikacija bo lahko koristila tako
učiteljem in predavateljem kot učencem in študentom, pa tudi vsem tistim,
ki bi omenjene algoritme zgolj radi pobliže spoznali.
V prihodnosti bi lahko aplikacijo nadgradili z dodatnimi funkcionalnostmi,
kot je na primer interaktivno spreminjanje cen na že obstoječih povezavah,
brisanje posameznih povezav, drugačen prikaz dvosmernih povezav, izris naj-
kraǰsih poti na koncu izvajanja algoritmov (vseh ali po izbiri), izbira poljub-
nega začetnega vozlǐsča namesto trenutno privzetega vozlǐsča 1 ali pa morda
možnost premikanja vozlǐsč na risalni plošči, ki prikazuje Fibonaccijevo ko-
pico. Aplikacijo lahko nadgradimo tudi z vizualizacijo še kakšnega dodatnega
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