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1. Introduction 
Fusion imaging is one of the most modern, accurate and useful diagnostic techniques in 
medical imaging today. The new technology has made a clear difference in patient care by 
compressing the time between diagnosis and treatment. Although image fusion can have 
different purposes, the main aim of fusion is spatial resolution enhancement or image 
sharpening. Also known as integrated imaging, it provides a computer link that allows for 
the combination of multimodal medical images into a single image with more complete and 
accurate description of the same object. The benefits are even more profound in combining 
anatomical imaging modalities with functional ones. For example, PET-CT in lung cancer, 
MRI-PET in brain tumors, SPECT-CT in abdominal studies and ultrasound images-MRI for 
vascular blood flow (Patias, 2002). Outcome of MRI-CT image fusion has been shown to be 
able to assist in planning surgical procedure. Mainly, medical image fusion try to solve the 
issue of where there is no single modality provides both anatomical and functional 
information. Further more information provided by different modalities may be in 
agreement or in complementary nature. 
An important research issue in medical image processing, specifically in information 
computation, is fusion of multimodal information (Daneshvar and Ghassemian, 2007; Hong 
et al., 2007; Zhongfei et al., 2003). Existing algorithms generally use discrete wavelet 
transform (DWT) (Anna et al., 2007; Pajares and Manuel de la Cruz, 2004; Singh et al., 2009) 
for multimodal medical image fusion because DWT preserves different frequency 
information in stable form and allows good localization both in time and spatial frequency 
domain. However, one of the major drawbacks of DWT is that the transformation does not 
provide shift invariance.  
This causes a major change in the wavelet coefficients of the image even for minor shifts in 
the input image. In medical imaging, it is important to know and preserve the exact location 
of this information, but shift variance may lead to inaccuracies. As an alternative 
(Kingsbury, 1999), proposed dual-tree complex wavelet transform (DT-CWT) which 
provides approximate shift invariance. DT-CWT has the drawback of limited directional 
information. Hence, contourlet transform was proposed to capture the most important 
salient information in images by incorporating the DT-CWT and DFB (Chen and Li, 2005).  
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Extensive researches have been conducted on image fusion techniques, and various fusion 
algorithms for medical image have been developed depending on the merging stage 
(Aguilar and New, 2002; Yong et al., 2008). The most well-known algorithms are image 
fusion with additive wavelet decomposition (Gonzalez and Woods, 2002; Nunez et al., 1999; 
Pajares and Manuel de la Cruz, 2004) and image fusion with DT-CWT (Hill et al., 2002). 
(Yang et al., 2008) proposed a medical image fusion method that is based on multiscale 
geometric analysis of contourlet transform. Multiscale geometric analysis was introduced by 
(Toet et al., 1989) as contrast decomposition scheme that used to relate the luminance 
processing in the early stages of the human visual system. In this method the local energy 
was adopted for coefficient selection in the lowpass and region based contourlet contrast 
was adopted for highpass subband, which can preserve more details in source images and 
further improve the quality of fused image. The actual fusion process can take place at 
different levels of information representation. A common categorization is to distinguish 
between pixel, feature and decision level (Pohl and Van Genderen, 1998). Medical image 
fusion usually employs the pixel level fusion techniques. The advantage of pixel fusion is 
that the images use to contain the original information. Furthermore, the algorithms are 
rather easy to implement and time efficient.  
Medical image fusion has been used to derive useful information from multimodality 
medical image data. This chapter presents a dual-tree complex contourlet transform (DT-
CCT) based approach for the fusion of magnetic resonance image (MRI) and computed 
tomography (CT) images. The objective of the fusion of an MRI image and a CT image of the 
same organ is to obtain a single image containing as much information as possible about 
that organ for diagnosis. The limitation of directional information of dual-tree complex 
wavelet (DT-CWT) is rectified in DT-CCT by incorporating directional filter banks (DFB) 
into the DT-CWT. To improve the fused image quality, new methods for fusion rules which 
depend on frequency component of DT-CCT coefficients (contourlet domain) have been 
presented in this chapter.  
For low frequency coefficients PCA and local energy weighted selection are incorporated as 
the fusion rules in a contourlet domain and for high frequency coefficients, the salient 
features are picked up based on local energy. The final fusion image is obtained by directly 
applying inverse dual tree complex contourlet transform (IDT-CCT) to the fused low and 
high frequency coefficients. 
As the clinical is used of different medical imaging systems extends, the multimodality 
imaging acting an increasingly important part in a medical imaging field. Different medical 
imaging techniques may provide scans with complementary and occasionally unnecessary 
information. The combination of medical images can often lead to additional clinical 
information not noticeable in the separate images. MRI-CT image fusion presents an 
accurate tool for planning the correct surgical procedure and is a benefit for the operational 
results in computer assisted navigated neurosurgery of temporal bone tumors (Nemec et al., 
2007). 
2. Overview of image fusion 
The goal of image fusion is to integrate complementary information from multimodality 
images so that the new images are more suitable for the purpose of human visual perception 
and computer processing. Therefore, the task of image fusion is to make many salient 
features in the new image such as regions and their boundaries.  
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Image fusion consists of putting together information coming from different modality of 
medical images, whereas registration consists of computing the geometrical 
transformation between two data sets. This geometrical transformation is used to 
resample one image data set to match other. An excellent registration is set for an 
excellent fusion. The process of information fusion can be seen as an information transfer 
problem in which two or more information sets are combined into a new one that should 
contain all the information from the original sets. During the process of fusion, input 
images A and B are combined into a new fused image F by transferring, ideally all of their 
information into F. This is illustrated graphically using a simple Venn diagram (Carroll et 
al., 2007) in Figure 1.  
 
 
Fig. 1. Graphical representation of the image information fusion process. 
The combination of images from different modalities leads to additional clinical information 
which is not apparent in the separate imaging modality. For this reason radiologists prefer 
multiple imaging modalities to obtain more details. Image fusion is performed to extract all 
the useful information from the individual modality and integrate them into one image. In 
general, a successful fusion should extract complete information from source images into 
the result, without introducing any artifacts or inconsistencies.  
Medical image fusion usually employs the pixel level fusion techniques. The purpose of 
pixel-level image fusion is to represent the visual information present in input images, in a 
single fused image without the introduction of distortion or loss of information. The 
advantage of pixel level fusion is that the images used the contained the original 
information. Furthermore, the algorithms are rather easy to implement and time efficient. 
The classification of pixel-to-pixel based image fusion methods is illustrated in Figure 2. The 
aim of this classification was to identify, with different degrees of detail, complexity and 
accuracy. The main component is the domain of implemented the image fusion which 
however are not always strictly separable (Chen and Li, 2005). Many algorithms developed 
so far can be classified into four primary categories:  
1. Substitution methods such as principal component analysis (PCA) (Ghassemian, 2001), 
averaging weighted, color mixed RGB (Baum et al., 2008) and intensity hue saturation 
(IHS) (Ghassemian, 2001).  
2. Mathematical combination which normalizes multispectral bands used for an RGB 
display such as Brovey Transform (Pohl and Van Genderen, 1998). 
3. Optimization approach such as Bayesian and neural network (Lai and Fang, 2000). 
4. Transform domain such as multiresolution decomposition which introduces spatial 
features from the high-resolution images into the multispectral images. For example, 
Laplacian pyramid (Burt, 1984), wavelets (Zhang and Hong, 2005), curvelet (Ali et al., 
2008), contourlet transform (Zheng et al., 2007) and Nonsubsampled contourlet 
transform (Cunha et al., 2006; Zhang and Guo, 2009). 
A B A BF 
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Primitive fusion schemes based on substitution methods, such as averaging, weighted 
averaging and PCA, are performed solely in the substitution domain. In spite of easy 
implementation, these methods pay the expenses of reducing the contrast and distorting the 
spectral characteristics (Piella, 2003). Image fusion based on multiresolution decomposition 
(MRD) can handle the contrast and overall intensity. It decomposes images at a different 
scale to several components, which account for important salient features of images (Piella, 
2003). Therefore, it enables a better performance than those performed in the substitution 
methods. The transform domain or multiresolution fusion have been discussed widely in 
recent studies because of their advantages over the other fusion techniques (Ali et al., 2008; 
Mandal et al., 2009; Nemec et al., 2007; Piella, 2003; Zheng et al., 2007). On the other hand, 
methods utilized Bayesian optimization, neural network or Brovey transform to find the 
fused image are suffered from a significant increase of computational complexity (Pohl and 
Van Genderen, 1998; Byeungwoo and Landgrebe, 1999). Bayesian fusion method has been 
proposed, allowing to adaptively estimating the relationships between the multiple image 
sensors in order to generate a single enhanced display (Lai and Fang, 2000). 
 
Fig. 2. The classification of pixel-to-pixel based image fusion methods. 
The first multiresolution image fusion approach proposed in the literature is due to (Burt, 
1984). His implementation used the Laplacian pyramid and the sample-based maximum 
selection rule. In (Toet, 1989) presented a similar algorithm but using the ratio of low pass 
pyramid. His approach is motivated by the fact that the human visual system is based on 
contrast, and therefore, a fusion technique which selects the highest local luminance contrast 
is likely to provide better details to a human observer. Several transforms have been 
proposed for image signals, which have incorporated directionality and multiresolution and 
hence, could capture edges in natural images more efficiently (Ali et al., 2008; Mandal et al., 
2009; Nemec et al., 2007; Zheng et al., 2007). 
3. Dual tree complex contourlet transform 
A complex contourlet transform (CCT) method is proposed by (Chen and Li, 2005), which 
incorporates the DT-CWT (Hill et al., 2002) and DFB to provide a flexible and robust scale-
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direction representation for source images. The DT-CWT decomposition details space JW  at 
the J-th scale, gives six subbands at each scale capturing distinct directions. Traditionally, we 
obtain the three highpass bands corresponding to the LH, HL, and HH subbands, indexed 
by i  {1, 2, 3}. Each of them has two wavelets as real and complex part. By averaging the 
outputs of dual tree, we get an approximate of shift invariant (Kingsbury, 1999). In second 
stage for each subband applied ( )Jl  levels DFB (Bamberger and Smith, 1992) as shown in 
Figure 3.  JW  of DT-CWT is nearly shift invariant and this property can be still established 
in the subspace 
( )
,
Jl
J kW , even after applying directional filter banks on a detail subspace JW . 
The mathematical form is defined as: 
 
( )
2
,( )
,, , [ ] 1, 3 2,  
JJ J li l l i
J mJ k n k k
m
g m S n ih y
Î
= - =å

 (1) 
where ( )lkg  is the impulse response of the synthesis filter, 
( )l
kS is overall downsampling 
matrices of DFB and y  is a wavelet functions. The family { } 2,( ) ,( ) ,( ), , , , , ,, ,J J JHL l LH l HH lJ k n J k n J k n nh h h Î  is a 
basis for the subspace 
( )
,
Jl
J kW  and each consists of a complex dual tree. The location shift is 
denoted as m. 
 
 
Fig. 3. The proposed of DT-CCT based on Fusion Rules. 
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3.1 Requirements and challenges of image fusion 
The reason of image fusion is to integrate complementary and redundant information from 
multiple images to produce a combined that contains a superior description of the scene 
than any of the individual source images. Considering the objectives of image fusion and its 
potential advantages, some generic requirements can be imposed on the fusion algorithm 
(Rockinger, 1996): 
 It should not discard any salient information contained in any of the input images.  
 It should not introduce any artifacts which can distract or mislead a human observer or 
any subsequent image processing steps.  
 It must be reliable, robust and, as much as possible, tolerant of imperfections such as 
noise or misregistrations. 
However, a fusion approach which is independent of the modalities of the inputs and 
produces a combined image which appears accepted to a human interpreter is highly wanted.  
3.2 Image fusion approach (DT-CCT-PCA and DT-CCT-PCA/LE) 
The proposed image fusion approach consists of the following steps:  
Step 1. Perform a DT-CCT on source images A and B, respectively, and obtain the 
corresponding coefficients ( ) ( ),, ,{Coff ,Co }ff
H AL A
J l  and 
( ) ( ),,
,{Coff ,Co }ff
H BL B
J l , where ( ),Coff L A  and ( ),Coff L B  represent low frequency coefficients of image A and B 
respectively at the coarsest scale. ( ),,Coff
H A
J l  and 
( ),
,Coff
H B
J l denotes the high 
frequency coefficients of image A and B respectively at the J-th scale and the l-th 
direction of DFP.  
Step 2. Employ some fusion rules to reconstruct the DT-CCT coefficients of the fused image 
F as shown ( ) ( ),, ,{Coff ,Co }ff
H FL F
J l . 
Step 3. By successively performing inverse dual tree complex contourlet transform to the 
modified coefficients at all decomposition, the final fused image F can be 
reconstructed. 
3.2.1 Fusion rules for low frequency coefficients 
The following are the methods proposed for fusion rules: 
Method 1: Complex contourlet transform based on maximum selection (CCT-Max) 
As the coefficients in the coarsest scale subband { ( ),   0Coff
L A or B
J } represents the approximation 
component of the source image, the simplest way is to use the conventional maximum 
selection method to produce the composite coefficients. The maximum selection method is a 
popular choice to pick out the salient features of an image, e.g. edges and boundaries.  
The normalized weight { }( , ) 0,1L AD Î is defined as: 
 
( ) ( ), ,
0 0( , ) 1        Coff Coff
0 otherwise
L A L B
J JL AD
ìï ³ïï=íïïïî
 (2) 
where ( , )L AD  and ( , ) ( , )1L B L AD D= -  are used in equation (7) to obtain the coefficients of low 
frequency coefficients for fused image. This method were used in CCT-Max proposed by 
(Chen and Li, 2005). However, it cannot obtain fused approximation of high quality for 
medical image.  
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Method 2: Dual tree complex contourlet transform based on PCA (DT-CCT-PCA) 
The principal component analysis PCA can be used as a weighted precision measure to 
determine which pixel or region is important for fused. Dual tree complex contourlet 
transform based on PCA is implemented as described in (Al-Azzawi et al., 2009; Al-Azzawi 
and Abdullah, 2010). PCA is also called the Karhunen-Loève transform or the Hotelling 
transform. It involves a mathematical procedure that transforms a number of correlated 
variables into a number of uncorrelated variables called principal components. It is also 
used to reduce dimensionality in a dataset while retaining those characteristics of the 
dataset that contribute most to its variance. It computes a compact and optimal description 
of the data set. PCA has been employed in previous researches (Huaixin, 2007; Zheng et al., 
2005) as fusion rules. The fusion rule for low frequency component in contourlet domain is 
implemented as: 
 ( , ) ( , )    and    L A L B
ji
D D
i j i j
= =+ +  (3) 
where i and j are the elements of the principal eigenvector, which are computed by 
analyzing the original input image A and B for corresponding image coefficients. ( , )L AD  and 
( , )L BD  are the normalized weights. Thus the fused image has the same energy distribution as 
the original input images. 
Method 3: Dual tree complex contourlet transform based on PCA and Local energy (DT-
CCT-PCA/LE). 
In this method, PCA and local energy weighted selection are incorporated as the fusion 
rules in contourlet domain. First, calculate the local energy ( )(   ) ,A or B LowE x y  of low 
frequency component in contourlet domain centering at the current coefficient ( ),   0Coff
L A or B
J  
(Nunez et al., 1999; Pudney et al., 1995), which is defined as: 
          2,     00, Coff , . ,L A or BA or B Low JJ
m n
E x y x m y n W m n    (4) 
where W  is a template of size 3 × 3 and satisfy the normalization rule. 
 ( )
1 1 1
1
1 1 1   and   , 1
9
1 1 1 m n
W W m n
é ùê úê ú= =ê úê úë û
åå  (5) 
The normalized weight  { }( ,   ) 0,1L A or BD Î is defined as: 
 
( ) ( ) ( ) ( )
( ) ( )
( , ) 0 0
  
0
( , ) ( , )
( , )
( , )
                                      
1 , ,
  for   ,0 otherwise
1
/( )
     
         
          
/( )
A B
Low LowL A J J
A or B
Low J
L B L B
L A
L B
E x y E x y
D
E x y
D D
D i i j
D j i j
üì ïï ï³ïï ï= ïí ïï ³¶ýïïî ïïïï= - ïþ
üï= + ïýï= + ïïþ
( ) ( )  
0
                                 for   ,
A or B
Low J
E x y
ìïïïïïïïïïïíïïïïïï <¶ïïïïî
 (6) 
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where i  and j  are the elements of the principal eigenvector, which are computed by 
analyzing the original input image A  and B  for corresponding image coefficients. ¶  is 
threshold defined by user.  ( , )L AD and 
( , )L BD  are the normalized weights. The coefficients of 
low frequency components for fused image F is shown below: 
 ( ) ( ) ( ), , ,( , ) ( , )0 0 0Coff Coff . Coff . 
L F L A L BL A L B
J J JD D= +  (7) 
3.2.2 Fusion rules for high frequency coefficients 
High frequency coefficients generally correspond to sharper brightness in the image. The 
most commonly used selection principle is the local energy scheme to pick out the salient 
features of an image, e.g. edges and boundaries. The local energy (Yang et al., 2008; Morrone 
and Owens, 1987) ( ) ( )( ) ( ),  and  ,A BHigh HighE x y E x y is defined as:  
 ( ) ( ) ( )( ) ( )2,     ,,, Coff , . ,H A or BA or B High J lJ l
m n
E x y x m y n W m n= + +åå  (8) 
where W  is a template defined in equation (5). Larger value of local energy 
( )(   ) ,A or B HighE x y  means there is more high frequency information. Weights ( , )H AD  and 
( , )H BD  needs to be calculated as: 
 
   
   
( ) ( )
( , )
( ) ( )
1   for  , ,
0   for  , ,
A B
High HighH A
A B
High High
E x y E x y
D
E x y E x y
      
  and ( , ) ( , )1H B H AD D= -  (9) 
 
The coefficients of high frequency coefficients for fused image F is defined as: 
 
 ( ) ( ) ( ), , ,( , ) ( , ), , ,Coff Coff . Coff . 
H F H A H BH A H B
J l J l J lD D= +  (10) 
 
The multiresolution coefficients with large local energy values are considered as sharp 
brightness changes or salient features in the corresponding source image, such as the edges, 
lines, contours and object boundaries. So, the fused high frequency components in 
contourlet domain preserve all the salient features in source images and introduce as less 
artifacts or inconsistency as possible. Therefore, the fusion result will contain all high 
resolution form original image. 
4. Objective evaluation of image fusion 
Objective evaluations of fused images are important in comparing the performance of 
different image fusion algorithms (Petrovic and Xydeas, 2005a; Petrovic and Xydeas, 2005b; 
Ruiz et al., 2002; Yinghua et al., 2007; Youzhi and Zheng, 2009). Objective evaluation 
methods are needed to compare “good” or “bad” fused images. So far, only a limited 
number of relatively application dependent objective image fusion performance metrics has 
been published in the literature (Petrovic and Xydeas, 2005b; Piella, 2003; Wang and Bovik, 
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2002; Yang et al., 2008; Rockinger and Fechner, 1998). Many image quality evaluations in the 
literature use an ideal fused image as a reference for comparison with the image fusion 
results (Yinghua et al., 2007; Li et al., 1995). Rockinger and Fechner, (1998) proposed metrics 
based on mutual information for image sequence and still image fusion performance.  
The root mean squared error and peak signal to noise ratio-based metrics were widely used 
for these comparisons. The gradient representation metric of (Petrovic and Xydeas, 2005b) is 
based on the idea of measuring localized preservation of input gradient information in the 
fused image. An image quality index based on the structural metric proposed by (Wang and 
Bovik, 2002) was improved for image fusion assessment by (Piella and Heijmans, 2003) into 
a pixel by pixel or region by region method, giving weighted averages of the similarities 
between the fused image and each of the source images.  
A reliable method for choosing an optimal fusion algorithm for each particular application 
however, largely remains an open issue. A number of objective comparison metrics have 
been investigated: 
Image Quality Index (IQI), is easy to calculate and applicable to various image processing 
application (Wang and Bovik, 2002; Piella and Heijmans, 2003). The dynamic range of IQI is 
[-1, 1]. The best value 1 is achieved if and only if F = R, where F is fused image and R is 
reference image. IQI  is defined as: 
 ( ) ( )2 2 2 2
2 2
IQI . .FR F R
F R F R
FR
F R
s s s
s s s s= ++
 (11) 
where : 
1
1 Z
i
i
g
Z
g
=
= å , 
1
1
( )( )
1
Z
FR i i
i
F F R R
Z
s
=
= - -- å   and  2 21
1
( )
1
Z
g i
i
g g
Z
s
=
= -- å ,  
 or   and g F R Z N M= = ´   (size of the image). 
 
Coefficient Correlation (CC), can show similarity in the small structures between  
the original and reconstructed images (Roche et al., 1998). Higher value of correlation  
means that more information is preserved. Coefficient correlation in the space domain is 
defined by:  
image   or  image .d A B=   
 ( ) ( )( ) ( )( )
( )( ) ( )( )
1 1
0 0
2 21 1 1 1
0 0 0 0
, ,
CC ,
, ,
M N
i j
M N M N
i j i j
F i j F d i j d
F d
F i j F d i j d
- -
= =
- - - -
= = = =
- -
=
- -
å å
å å å å
 (12) 
where F  and d  are the mean value of the corresponding data set. 
Overall Cross Entropy (OCE), is used to measure the difference between the two source 
images and the fused image. Small value corresponds to good fusion result obtained (Yang 
et al., 2008). The OCE calculation is as follows: 
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 ( ) ( ) ( ), ,OCE , ;
2
CE A F CE B F
A B F
+=  (13) 
where ( ), and ( , )CE A F CE B F  are the cross entropy of the source image and fused image 
respectively , given by following: 
 ( ) ( ) ( )( )
1
2
0
,
L
d
d
fi
p i
CE d F p i log
p i
-
=
=å  (14) 
where d = A or B is the input multimodality medical images, F is the fused image result, pf, 
pd are the normalized histogram of the fused image and source image respectively, and L is 
the maximum gray level for a pixel in the image, usually L is set to 255. 
Root Mean Square Error (RMSE), is found between the reference image R and the fused 
image F, (Zheng et al., 2005), defined as: 
 
( ) ( )( )2
1 1
, ,1
RMSE
N M
k kx y
k
R x y F x y
c M N
= = -æ ö÷ç= ÷ç ÷çè ø ´
å åå  (15) 
where c=3 and k=R,G,B for color image and c=1 for gray image. The smaller the value of the 
RMSE means a better performance of the fusion algorithm.  
5. Experimental results for image fusion 
In this section, we present some experimental results obtained with presented fusion 
methods.  
5.1 Robust image fusion using Dual Tree Complex Contourlet Transform (DT-CCT-
PCA and DT-CCT-PCA/LE) 
To test proposed method, thirty five groups of human brain images were selected, 
includes a CT and a MRI images. The corresponding pixels of two input images have been 
perfectly co-aligned. All images have the same size of 512×512 pixels, with 256-level 
grayscale. The proposed medical fusion algorithm, traditional complex contourlet and 
DT-CWT are applied to these image sets. In our experiment an image is decomposed into 
2-levels using biorthogonal Daubechies 9-7 wavelet, (Lina and Gagnon, 1995; Mallat, 
1999).  
Each subband at each level is fed to the DFB stage with 8-directions at the finest level. In the 
DFB stage, the 23-45 biorthogonal quincunx filters were used designed by (See-May et al., 
1995) and modulate them to obtain the biorthogonal fan filters. DT-CWT is available in 
Matlab wavelet software (Selesnick et al., 2003). 
In addition, image quality index (IQI), root mean square error (RMSE), correlation 
coefficient (CC) and overall cross entropy (OCE) are used to evaluate the fusion 
performance (objective evaluation). Experiment results were conducted to compare the 
proposed methods DT-CCT-PCA and DT-CCT-PCA/LE with complex contourlet transform 
based on maximum amplitudes (CCT-max) (Chen and Li, 2005) and dual tree complex 
www.intechopen.com
 Medical Image Fusion Schemes Using Contourlet Transform and PCA Based   
 
103 
wavelet transform (DT-DWT) (Hill et al., 2002). Figure 4, it shows the original multimodality 
image dataset 1 and 2. 
 
 
  
 
MRI CT 
Fig. 4. Original multimodality image dataset 1 and 2. 
The evaluation results in Table 1 and the complete data sets show that: 
1. From indicators, the IQI and CC are the best with the proposed methods, higher value 
of correlation or IQI, means that more information is preserved. The OCE and RMSE of 
the new methods are least in the two sets. It is shown that, the proposed method gives 
the best fusion results in the two fused images.  
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2. For the two image sets, the corresponding fused image results are given in Figure 5. DT-
CCT-PCA performs better than previous method. However, the best image fusion result 
is obtained by applying the proposed DT-CCT-PCA/LE fusion algorithm.  
3. It is evident to see from the Table 1 and the complete data sets that the resulting image 
from DT-CCT-PCA/LE based fusion has better spectral quality than the other methods, 
in terms of the higher values of correlation coefficient and root mean square error. The 
highest value of correlation coefficient 0.9929 in this case indicates that most geometric 
details are enhanced in the image fused by DT-CCT-PCA/LE transform. As it could be 
seen from the preceding experimental results, DT-CCT-PCA/LE based fusion approach 
is the optimum and most well-suited fusion MRI-CT application, in terms of the 
spectral and spatial quality.  
4. Fusion scheme based the novel weighted PCA/LE rule can get better fusion image. As 
shown in Table 1 and the complete data sets, for DT-CCT-PCA/LE the RMSE and OCE 
are both lower than that of traditional based methods, lowest values of RMSE and OCE 
are 0.1017, 0.4527 respectively. The lowest values of RMSE and OCE are 0.1683, 0.8726 
respectively for CCT-max.  
5. Experimental results demonstrate that the proposed method DT-CCT-PCA/LE 
outperforms the DT-CCT-PCA-based fusion approach and the traditional CCT-max-
based approaches and including the DT-CWT-based in terms of both visual quality and 
objective evaluation. 
 
Data Evaluation DT-CWT CCT-max DT-CCT-PCA
DT-CCT-
PCA/LE 
Data set 1 
IQI 0.2581 0.2513 0.3236 0.4250 
RMSE 0.1683 0.1683 0.1442 0.1017 
CC 0.9482 0.9482 0.9523 0.9641 
OCE 0.8726 0.8726 0.8683 0.8531 
Data set 2 
IQI 0.3340 0.3523 0.4171 0.3843 
RMSE 0.2179 0.2180 0.1480 0.2281 
CC 0.9750 0,9750 0,9853 0.9929 
OCE 1.0865 1.0863 0.9911 0.4527 
Table 1. Results of Quality Measures for Various Fusion Schemes. 
6. Conclusion 
A new approach for multimodal image fusion using dual-tree complex contourlet transform 
(DT-CCT) based on PCA and combined (PCA and local energy) are proposed. The method 
is based on PCA, local energy and dual tree complex contourlet transform. We can see from 
Figure 5 that the feature and detailed information presented in section 3.2.1 method 3 is 
much richer than other fused images. The image contents like tissues are clearly enhanced. 
Other useful information like brain boundaries and shape are almost perfectly. The dual tree 
complex contourlet transform produces images with improved contours and textures, while 
the property of shift invariance is retained. It enhances the reliability of conventional 
approaches considerably and thereby their acceptability by practitioners in a clinical 
environment.  
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Fig. 5. Fusion results on test original multimodality image dataset 1 and 2 using DT-CWT, 
traditional CCT-max and proposed methods. 
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The methods present a new development in the fusion of MRI and CT images, which is 
based on the DT-CCT. Visual and objective evaluation comparisons demonstrated that the 
fusion results (Figure 5) of the new method contain more detail information, while 
information distortion is very small. It enhances the reliability of conventional approaches 
considerably and thereby their acceptability by practitioners in a clinical environment.  
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