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BRIDGE GRAPHS AND DEODHAR PARAMETRIZATIONS FOR POSITROID
VARIETIES
RACHEL KARPMAN
Abstract. A parametrization of a positroid variety Π of dimension d is a regular map (C×)d → Π
which is birational onto a dense subset of Π. There are several remarkable combinatorial construc-
tions which yield parametrizations of positroid varieties. We investigate the relationship between
two families of such parametrizations, and prove they are essentially the same. Our first family is
defined in terms of Postnikov’s boundary measurement map, and the domain of each parametriza-
tion is the space of edge weights of a planar network. We focus on a special class of planar networks
called bridge graphs, which have applications to particle physics. Our second family arises from
Marsh and Rietsch’s parametrizations of Deodhar components of the flag variety, which are in-
dexed by certain subexpressions of reduced words. Projecting to the Grassmannian gives a family
of parametrizations for each positroid variety. We show that each Deodhar parametrization for a
positroid variety corresponds to a bridge graph, while each parametrization from a bridge graph
agrees with some projected Deodhar parametrization.
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2 RACHEL KARPMAN
1. Introduction
Lusztig defined the totally nonnegative part of an abstract flag manifold G/P and conjectured
that it was made up of topological cells, a conjecture proved by Rietsch in the late 1990’s (Lusztig,
1994, 1998; Rietsch, 1999). More than a decade later, Postnikov introduced the positroid stratifica-
tion of the totally nonnegative Grassmannian Gr≥0(k, n), and showed that this stratification was
a special case of Lusztig’s (Postnikov, 2006). While Lusztig’s approach relied on the machinery of
canonical bases, Postnikov’s was more elementary. Each positroid cell in Postnikov’s stratification
was defined as the locus in Gr≥0(k, n) where certain Plu¨cker coordinates vanish.
The positroid stratification of Gr≥0(k, n) extends to a stratification of the complex Grassmannian
Gr(k, n) of k-planes in n-space. That is, we can decompose Gr(k, n) into positroid varieties Π
which are the Zariski closures of Postnikov’s totally nonnegative cells. Remarkably, these positroid
varieties are the images of Richardson varieties in Fℓ(n) under the natural projection
πk : Fℓ(n)→ Gr(k, n).
Moreover, for each positroid variety Π, there is a family of Richardson varieties which project
birationally to Π.
The stratification of Gr(k, n) by projected Richardson varieties was first studied by Lusztig
(Lusztig, 1998). Brown, Goodearl and Yakimov investigated the same stratification from the
viewpoint of Poisson geometry (Brown et al., 2006). Finally, Knutson, Lam and Speyer showed
that Lusztig’s strata were in fact the Zariski closures of Postnikov’s totally nonnegative cells
(Knutson et al., 2013).
Postnikov defined a family of maps onto each positroid cell in Gr≥0(k, n). The domain of each
map is the space of positive real edge weights of some weighted planar network, and there is a class of
such networks for each positroid cell (Postnikov, 2006). Let G be a planar network corresponding to
a positroid cell Π˚≥0 of dimension d in Gr≥0(k, n). Specializing all but an appropriately chosen set of
d edge weights to 1 yields a homeomorphism (R+)d → Π˚≥0 which we call a parametrization of Π˚≥0.
If we let the edge weights range over C× instead of R+ we obtain a well-defined homeomorphism
onto a dense subset of the positroid variety Π in Gr(k, n) corresponding to the totally nonnegative
cell Π˚≥0 (Muller and Speyer, 2014). We call these maps parametrizations also.
In this paper, we investigate a particular class of network parametrizations, which arise from
bridge graphs. Bridge graphs are constructed by an inductive process, and the definition of the
corresponding parametrization is particularly straightforward. In addition, bridge graphs have
proven to be useful tool in particle physics (Arkani-Hamed et al., 2014).
Another method for parametrizing positroid varieties arises from the Deodhar decompositions
of the flag variety Fℓ(n), defined by Deodhar in (Deodhar, 1985). Each Deodhar decomposition
of Fℓ(n) refines the Richardson decomposition. Richardson varieties are indexed by pairs of per-
mutations u,w, where u ≤ w in the Bruhat order on the symmetric group Sn, or equivalently by
intervals [u,w] in Bruhat order. To define a Deodhar decomposition of Fℓ(n), we first choose a
reduced word w for each element w of Sn. For each of our chosen reduced words w, and each
u ∈ Sn with u ≤ w in Bruhat order, we can express the (open) Richardson variety X˚
w
u indexed
by [u,w] as a disjoint union of subsets called Deodhar components. The Deodhar components of
X˚wu are indexed by distinguished subexpressions for u in w; that is, by subwords for u in w which
satisfy a technical condition.
Let Π ⊂ Gr(k, n) be a positroid variety, and fix a Deodhar decomposition of Fℓ(n). We have a
family of Deodhar components D ⊂ Fℓ(n) such that the natural projection from Fℓ(n) to Gr(k, n)
maps each D isomorphically to a dense subset of Π. These are precisely the top-dimensional
Deodhar components of the Richardson varieties X˚wu which project birationally to Π. For each X˚
w
u ,
the desired component is indexed by a special choice of subexpression for u in w called a positive
distinguished subexpression, or PDS. Marsh and Rietsch defined explicit matrix parametrizations for
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each Deodhar component of Fℓ(n) (Marsh and Rietsch, 2004). Composing these parametrizations
with the projection to Gr(k, n), we have a family of explicit parametrizations for the positroid
variety Π, which we call projected Deodhar parametrizations or simply Deodhar parametrizations
(Talaska and Williams, 2013).
We will show that these two ways of parametrizing positroid varieties–via bridge graphs, and via
projected Deodhar parametrizations–are essentially the same. This relationship was first conjec-
tured by Thomas Lam (Lam, 2013a). Our main result is the following.
Theorem 1.1. Let Π be a positroid variety in Gr(k, n). For each Deodhar parametrization of
Π, there is a bridge graph which yields the same parametrization. Conversely, any bridge graph
parametrization of Π agrees with some Deodhar parametrization.
t1
t2
t3
t4
4
3
2
1
Figure 1. A bridge network. All unlabeled edges have weight 1.
To convey the flavor of this result, we briefly sketch an example; the details will appear later.
Take k = 2 and n = 4. Let u = 2134 and w = 4321. The Richardson variety X˚wu projects
birationally to the positroid Π〈u,w〉2 . The bridge graph in figure 1 yields a parametrization for this
positroid variety, given by
(1.1) (t1, t2, t3, t4) 7→
[
1 t4 0 −t1
0 1 t3 t2
]
We claim that we can obtain the same map from some Deodhar parametrization. Indeed, fix
the reduced word w = s1s2s3s2s1s2 for w. The positive distinguished subexpression u for u in w
comprises the s3 in position 3 from the left, and the s1 in position 5, so we have the projected
Deodhar parametrization
(1.2) (t1, t2, t3, t4) 7→
[
1 0 0 0
0 1 0 0
]
x2(t1)s˙1
−1x2(t2)s˙3
−1x2(t3)x1(t4) =
[
0 1 t3 t2
−1 −t4 0 t1
]
Note that
(1.3)
[
0 1 t3 t4
−1 −t4 0 t1
]
=
[
0 1
−1 0
] [
1 t4 0 −t1
0 1 t3 t2
]
Hence, the two parametrizations send the point (t1, t2, t3, t4) to matrices which have the same
row space, and hence represent the same point in the Gr(2, 4)
This work builds on a number of earlier results. Postnikov’s Le-diagrams, which index positroid
varieties, provided one of the earliest links between planar networks and PDS’s. A Le diagram is
a Young diagram filled with 0’s and +’s according to certain rules. There is an beautiful bijection
between Le-diagrams and PDS’s of Grassmannian permutations, permutations with a single descent
at position k. Moreover, Postnikov constructed a planar network from each Le-diagram, which
yields a parametrization of the corresponding positroid variety (Postnikov, 2006).
Talaska andWilliams explored the link between distinguished subexpressions and network parametriza-
tions further in (Talaska and Williams, 2013). They considered Deodhar components of Fℓ(n) in-
dexed by all distinguished subexpressions of Grassmannian permutations, not just PDS’s. These
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Deodhar components project isomorphically to subsets of Gr(k, n), and the projections give a de-
composition of Gr(k, n). Marsh and Rietsch’s work gave a unique parametrization for each compo-
nent (Marsh and Rietsch, 2004). Talaska and Williams proved that each of these parametrizations
arises from a network, which they constructed explicitly. For components indexed by PDS’s, they
recovered the planar networks corresponding to Postnikov’s Le diagrams; for the remaining com-
ponents, their networks were not all planar.
In this paper, we relax the requirement that our Deodhar components be indexed by subexpres-
sions of Grassmannian permutations. Instead, we restrict our attention to Deodhar components
which correspond to PDS’s, and which project isomorphically to a subset of Gr(k, n). These are
exactly the Deodhar components which map to dense subsets of positroid varieties. We have a fam-
ily of such components for each positroid variety, which in turn gives a family of parametrizations.
We show that each of these parametrizations arises from a planar network, which we construct
explicitly. The Le-diagrams defined by Postnikov, and recovered by Talaska and Williams, are a
special case of this result.
The organization of the paper is as follows. In Section 2, we provide the necessary background on
combinatorial objects that index positroid varieties, the positroid decomposition of the Grassman-
nian, bridge graphs, distinguished subexpressions, and parametrizations of Deodhar components.
Subsection 2.8 introduces bridge diagrams, which are distinct from bridge graphs, and which play
an extensive role in the proof of Theorem 1.1. In Section 3, we prove that every projected De-
odhar parametrization agrees with some bridge graph parametrization, and in Section 4 we prove
the converse. The correspondence between Deodhar parametrizations and bridge graphs is not a
bijection; rather, we have a family of Deodhar parametrizations for each bridge graph. In Section
5 we define an equivalence relation among Deodhar parametrizations, such that each equivalence
class corresponds to a unique bridge graph.
Acknowledgements. I would like to thank Thomas Lam for introducing me to his conjecture
about the relationship between bridge graphs and Deodhar parametrizations, and for many helpful
conversations. My thanks also to Greg Muller and David E Speyer, for sharing their manuscript
(Muller and Speyer, 2014). Finally, I am grateful to Greg Muller, David E Speyer and Timothy
M. Olson for productive discussions, and to Jake Levinson for useful suggestions in preparing this
manuscript.
2. Background
2.1. Notation for partitions and permutations. Let Sn denote the symmetric group in n
letters, with simple generators s1, . . . , sn−1, and let ℓ denote the standard length function on Sn.
Write [a] for the set {1, 2, . . . , a} ⊆ N, and let [a, b] denote the set {a, a + 1, . . . , b} for a ≤ b. For
a > b, we set [a, b] = ∅. For k ≤ n, write Sk × Sn−k for the Young subgroup of Sn which fixes
the sets [k] and [k + 1, n]. A permutation is Grassmannian of type (k, n) if it is of minimal length
in its left coset of Sk × Sn−k, and anti-Grassmannian if it is of maximal length. Alternatively, a
permutation is Grassmannian if it is increasing on the sets [k] and [k+1, n], and anti-Grassmannian
if it is decreasing on [k] and [k + 1, n].
For u,w ∈ Sn, we write u ≤ w to denote a relation in the (strong) Bruhat order. A factorization
u = vw ∈ Sn is length additive if
(2.1) ℓ(u) = ℓ(v) + ℓ(w).
We use u ≤(r) w to denote a relation in the right weak order, so u ≤(r) w if there exists v ∈ Sn such
that uv = w and the factorization is length additive. Similarly, we write u ≤(l) w and to denote
left weak order, and say u ≤(l) w if there is a length-additive factorization vu = w. All functions
and permutations act on the left, so σρ means “first apply ρ, then apply σ to the result.”
For w ∈ Sn, w([a]) denotes the unordered set {w(1), w(2), . . . , w(a)}. Let I, J ⊆ N with
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I = {i1 < i2 < . . . < im}(2.2)
J = {j1 < j2 < . . . < jm}(2.3)
We say I ≤ J if ir ≤ jr for all 1 ≤ r ≤ m. We denote the set of all k-element subsets of [n] by([n]
k
)
.
2.2. Bruhat intervals and bounded affine permutations. Fix k ≤ n. The k-Bruhat order
on Sn, introduced by Bergeron and Sottile in (Bergeron and Sottile, 1998), is defined as follows.
For u,w ∈ Sn, we say that w is a k-cover of u, written w ⋗k u, if w ⋗ u in Bruhat order and
w([k]) 6= u([k]). To obtain the k-Bruhat order on Sn, we take the transitive closure of these cover
relations, which remain cover relations. We use the symbol ≤k to denote k-Bruhat order. If u ≤k w,
we write [u,w]k for the k-Bruhat interval {v | u ≤k v ≤k w}.We make extensive use of the following
criterion for comparison in k-Bruhat order.
Theorem 2.1. ((Bergeron and Sottile, 1998), Theorem A) Let u,w ∈ Sn. Then u ≤k w if and
only if
(1) 1 ≤ a ≤ k < b ≤ n implies u(a) ≤ w(a) and u(b) ≥ w(b).
(2) If a < b, u(a) < u(b) and w(a) > w(b), then a ≤ k < b.
Following (Knutson et al., 2013, Section 2.3), we define an equivalence relation on k-Bruhat
intervals, generated by setting [u,w]k ∼ [x, y]k if there is some z ∈ Sk × Sn−k such that x = uz
and y = wz, with both factorizations length additive. We write 〈u,w〉k for the equivalence class
of [u,w]k, and denote the set of all such classes by Q(k, n). There is a partial order on Q(k, n),
defined by setting 〈u,w〉k ≤ 〈x, y〉k if there exist representatives [u
′, w′]k of 〈u,w〉k and [x
′, y′]k of
〈x, y〉k with [x
′, y′]k ⊆ [u
′, w′]k.
The poset Q(k, n) was first studied by Rietsch, in the context of closure relations for totally
nonnegative cells in general flag manifolds (Rietsch, 2006). Williams proved a number of combi-
natorial results about this poset, also in a more general setting (Williams, 2007). Our notation
and conventions for the Grassmannian case are from (Knutson et al., 2013, Section 2), where the
authors discuss the combinatorics of Q(k, n) in some depth.
We now recall some facts from (Knutson et al., 2013, Section 3) about bounded affine permuta-
tions. The poset of bounded affine permutations is isomorphic to Q(k, n), and anti-isomorphic to
the poset of Postnikov’s decorated permutations (Postnikov, 2006; Knutson et al., 2013).
Definition 2.2. An affine permutation of order n is a bijection f : Z → Z which satisfies the
condition
(2.4) f(i+ n) = f(i) + n
for all i ∈ Z. The affine permutations of order n form a group, which we denote S˜n.
We may embed Sn in S˜n by extending each permutation periodically, in accordance with (2.4).
Definition 2.3. An affine permutation of order n has type (k, n) if
(2.5)
1
n
n∑
i=1
(f(i)− i) = k.
We denote the set of affine permutations of type (k, n) by S˜kn.
Affine permutations of type (0, n) form an infinite Coxeter group, the affine symmetric group,
often denoted A˜n−1. This group has simple generators s1, . . . , sn, where si is the affine permutation
which interchanges i + rn and i + 1 + rn, for each r ∈ Z. The reflections in S˜0n are given by t(i,j)
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for i 6≡ j (mod n), where t(i,j) is the affine permutation which interchanges i + rn and j + rn for
all r ∈ Z.
The Bruhat order on S˜0n is defined by taking the transitive closure of the relations u→ w, where
we set u → w if there exists i < j ∈ Z with i 6≡ j (mod n), such that u(i) < u(j) and v = ut(i,j).
For further discussion, see (Bjorner and Brenti, 2005, Section 2.1) and (Bjorner and Brenti, 2005,
Section 8.3)
There is a natural bijection S˜kn → S˜
0
n, which takes f ∈ S˜
k
n to the function i 7→ f(i−k). Hence the
Bruhat order on S˜0n induces a partial order ≤ on S˜
k
n. Abusing terminology, we call this the Bruhat
order on S˜kn. We denote the Bruhat order on S˜
0
n by ≤.
Definition 2.4. An affine permutation in S˜n is bounded if it satisfies the condition
(2.6) i ≤ f(i) ≤ f(i+ n) for all i ∈ Z.
We write Bound(k, n) for the set of all bounded affine permutations of type (k, n).
The set Bound(k, n) inherits the Bruhat order from S˜kn. In fact, Bound(k, n) is a lower order
ideal in S˜kn (Knutson et al., 2013, Lemma 3.6) Similarly, the length function ℓ on S˜
0
n induces a
grading on Bound(k, n), which we again denote ℓ. To find the rank of f ∈ Bound(k, n), we count
equivalence classes of inversions of f , defined below. An inversion of a bounded affine permutation
f is a pair i < j such that f(i) > f(j). Two inversions (i, j) and (i′, j′) are equivalent if i′ = i+ rn
and j′ = j + rn for some r ∈ Z. The length of f is the number of equivalence classes of inversions
(Knutson et al., 2013, Theorem 5.9).
For J ∈
(
n
k
)
, we define the translation element tJ ∈ S˜n by setting
(2.7) tJ(i) =
{
i+ n i ∈ J
i i 6∈ J
for 1 ≤ i ≤ n, and extending periodically. Every f ∈ Bound(k, n) may be written in the form
(2.8) f = σtµ = tνσ
where σ ∈ Sn, with µ, ν ∈
(
n
k
)
, and tµ, tν translation elements. Both factorizations are unique.
We now give an isomorphism between Q(k, n) and Bound(k, n). Fix 〈u,w〉k ∈ Q(k, n). Let ωk
be the element of Zn whose first k entires are 1’s, and whose remaining entries are 0’s. The function
(2.9) fu,w = utωkw
−1
is a bounded affine permutation of type (k, n). If [u′, w′]k is any other representative of 〈u,w〉k ,
then fu′,w′ = fu,w. Hence this process gives a well-defined map Q(k, n) → Bound(k, n), which is
in fact an isomorphism of posets (Knutson et al., 2013, Section 3.4). Note that for the translation
elements tw([k]) and tu([k]), we have
(2.10) fu,w = uw
−1tw([k]) = tu([k])uw
−1
This follows easily from (2.9).
2.3. Grassmannians, flag varieties, and Richardson varieties. Let Gr(k, n) denote the Grass-
mannian of k-dimensional linear subspaces of the vector space Cn. We may realize Gr(k, n) as the
space of full-rank k×n matrices modulo the left action of GL(k), the group of invertible k× k ma-
trices; a matrix M represents the space spanned by its rows. We number the rows of our matrices
from top to bottom, and the columns from left to right.
The Plu¨cker embedding, which we denote p, maps Gr(k, n) into the projective space P(
n
k)−1 with
homogeneous coordinates xJ indexed by the elements of
([n]
k
)
. For J ∈
([n]
k
)
let ∆J denote the minor
with columns indexed by J . Let V be an n-dimensional subspace of Cn with representative matrix
M . Then p(V ) is the point defined by xJ = ∆J(M). This map embeds Gr(k, n) as a smooth
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projective variety in P(
n
k)−1. The homogeneous coordinates ∆J are known as Plu¨cker coordinates
on Gr(k, n). The totally nonnegative Grassmannian, denoted Gr≥0(k, n), is the subset of Gr(k, n)
whose Plu¨cker coordinates are all nonnegative real numbers, up to multiplication by a common
scalar.
The flag variety Fℓ(n) is an algebraic variety whose points correspond to flags
(2.11) V• = {0 ⊂ V1 ⊂ V2 ⊂ · · · ⊂ Vn = C
n}
where Vi is a subspace of C
n of dimension i. We view Fℓ(n) as the quotient of GL(n) by the left
action of B, the group of n × n lower triangular matrices. Hence an n × n matrix M represents
the flag whose ith subspace is the span of the first i rows of M . Note that these conventions differ
from those used in (Marsh and Rietsch, 2004), so we will use slightly different conventions for our
matrix parametrizations.
There is a natural projection πk : Fℓ(n) → Gr(k, n), which carries a flag V• to the k-plane Vk.
If V is a representative matrix for V•, the first k rows of V give a representative matrix M for Vk.
Let Ik be the k × n matrix whose first k columns form a copy of the identity matrix, and whose
remaining entries are 0. Then we have M = IkV .
We now recall the definitions of Schubert and Richardson varieties, following the conventions of
(Knutson et al., 2013, Section 4). For a subset J of [n], let ProjectJ : C
n → CJ be projection onto
the coordinates indexed by J . For a permutation w ∈ Sn, we define the Schubert cell corresponding
to w by
(2.12) X˚w = {V• ∈ Fℓ(n) | dim(Project[j](Vi)) = |w([i]) ∩ [j]| for all i}
The closure of X˚w is the the Schubert variety
(2.13) Xw = {V• ∈ Fℓ(n) | dim(Project[j](Vi)) ≤ |w([i]) ∩ [j]| for all i}
Similarly, we define the opposite Schubert cell and opposite Schubert variety respectively by
(2.14) X˚w = {V• ∈ Fℓ(n) | dim(Project[n−j+1,n](Vi)) = |w([i]) ∩ [n− j + 1, n]| for all i}
(2.15) Xw = {V• ∈ Fℓ(n) | dim(Project[n−j+1,n](Vi)) ≤ |w([i]) ∩ [n− j + 1, n]| for all i}
The Schubert cells (respectively, opposite Schubert cells) form a stratification of Fℓ(n), which
has been studied extensively. We define the open Richardson variety X˚wu to be the intersection
X˚u∩ X˚
w. The closure of X˚wu is the Richardson variety X
w
u . The variety X
w
u is empty unless u ≤ w,
in which case it has dimension ℓ(w)−ℓ(u). Open Richardson varieties form a stratification of Fℓ(n),
which refines the Schubert stratification.
2.4. Positroid varieties. Let V ∈ Gr≥0(k, n). The indices of the non-vanishing Plu¨cker coordi-
nates of V give a set J ⊆
([n]
k
)
called the matroid of V . We define the matroid cell MJ as the
locus of points V ∈ Gr≥0(k, n) with matroid J . The nonempty matroid cells in Gr≥0(k, n) are the
positroid cells defined by Postnikov. Positroid cells form a stratification of Gr≥0(k, n), and each
cell is homeomorphic to (R+)d for some d (Postnikov, 2006, Theorem 3.5).
The positroid stratification of Gr≥0(k, n) extends to the complex Grassmannian Gr(k, n). Taking
the Zariski closure of a positroid cell of Gr≥0(k, n) in Gr(k, n) gives a positroid variety. For a
positroid variety Π ⊆ Gr(k, n), we define the open positroid variety Π˚ ⊂ Π by taking the complement
in Π of all lower-dimensional positroid varieties. The open positroid varieties give a stratification
of Gr(k, n) (Knutson et al., 2013).
Positroid varieties in Gr(k, n) may be defined in numerous other ways. There is a beautiful
description of positroid varieties as intersections of cyclically permuted Schubert varieties. In
particular, the positroid decomposition refines the well-known Schubert decomposition of Gr(k, n),
and shares many of its nice geometric properties (Knutson et al., 2013).
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Remarkably, positroid varieties in Gr(k, n) coincide with projected Richard varieties (Knutson et al.,
2013, Section 5.4). Indeed, let u ≤k w. The projection πk maps X˚
w
u homeomorphically onto its
image, which is an open positroid variety Π˚u,w. The closure of Π˚u,w is a (closed) positroid variety
Πu,w and we have
(2.16) πk(X
w
u ) = Πu,w.
Moreover, if [u′, w′]k is any representative of 〈u,w〉k ∈ Q(k, n), then Π˚u,w = Π˚u′,w′ which implies
Πu,w = Πu′,w′. Hence each class 〈u,w〉k ∈ Q(k, n) corresponds to a unique open positroid variety
Π˚〈u,w〉k = πk(X˚
w
u ) with closure Π〈u,w〉k . This correspondence gives an isomorphism between Q(k, n)
and the poset of positroid varieties, ordered by reverse inclusion (Knutson et al., 2013, Section 5.4).
Since Q(k, n) is isomorphic to the poset of positroid varieties, so is Bound(k, n). We write Πf
for the positroid variety corresponding to a bounded affine permutation f . The length of f gives
the codimension of the corresponding positroid variety (Knutson et al., 2013). There are numerous
other combinatorial objects that index positroid varieties, including Le diagrams and Grassmann
necklaces. For details, see (Postnikov, 2006; Knutson et al., 2013; Muller and Speyer, 2014).
2.5. Plabic graphs and bridge graphs. A plabic graph is a planar graph embedded in a disk,
with each vertex colored black or white. (Plabic is short for planar bicolor.) The boundary vertices
are numbered 1, 2, . . . , n in clockwise order, and all boundary vertices have degree one. We call the
edges adjacent to boundary vertices legs of the graph, and a leaf adjacent to a boundary vertex a
lollipop.
Postnikov introduced plabic graphs in (Postnikov, 2006, Section 11.5), where he used them to
construct parametrizations of positroid cells in the totally nonnegative Grassmannian. In this
paper, we follow the conventions of (Lam, 2013b), which are more restrictive than Postnikov’s. In
particular, we require our plabic graphs to be bipartite, with the black and white vertices forming
the partite sets. An almost perfect matching on a plabic graph is a subset of its edges which uses
each interior vertex exactly once; boundary vertices may or may not be used. We consider only
plabic graphs which admit an almost perfect matching.
We can write any plabic graph as a union of paths and cycles, as follows. Start with any edge
e = {u, v}. Begin traversing this edge in either direction, say u → v. Turn (maximally) left at
every white vertex, and (maximally) right at every black vertex. Repeating this process gives a
description of G as a union of directed paths and cycles, called trips. Each edge is used twice in
this decomposition, once in each direction. Given a plabic graph G with n boundary vertices, we
define the trip permutation σG ∈ Sn of G by setting σG(a) = b if the trip that start at boundary
vertex a ends at boundary vertex b.
A plabic graph G is reduced if it satisfies the following criteria
(1) G has no trips which are cycles.
(2) G has no leaves, except perhaps some which are adjacent to boundary vertices.
(3) No trip uses the same edge twice, once in each direction, unless that trip starts (and ends)
at a boundary vertex connected to a leaf.
(4) No trips T1 and T2 share two edges e1, e2 such that e1 comes before e2 in both trips.
If G is a reduced graph, each fixed point of σG corresponds to a boundary leaf (Lam, 2013b).
Suppose G has n boundary vertices, and suppose we have
(2.17) k = |{a ∈ [n] | σG(a) < a or σG(a) = a and G has a white boundary leaf at a}|
Then we can construct a bounded affine permutation fG ∈ Bound(k, n) corresponding to G by
setting
(2.18) fG(a) =
{
σG(a) σG(a) > a or G has a black boundary leaf at a
σG(a) + n σG(a) < a or G has a white boundary leaf at a
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Thus we have have a correspondence between plabic graphs and positroid varieties; to a reduced
plabic graph G, we associate the positroid ΠG corresponding to fG. This correspondence is not
a bijection. Rather, we have a family of reduced plabic graphs for each positroid variety (Lam,
2013b).
We now describe a way to build plabic graphs inductively by adding new edges, called bridges,
to existing graphs. The resulting graphs are called bridge graphs. This construction appears in
(Arkani-Hamed et al., 2014), and also (in slightly less general form) in (Lam, 2013b).
We begin with a plabic graph G. To add a bridge, we choose a pair of boundary vertices a < b,
such every c ∈ [a + 1, b − 1] is a lollipop. Our new edge will have one vertex on the leg at a, and
one on the leg at b. If a (respectively b) is a lollipop, then the leaf at a must be white (respectively
black), and we use that boundary leaf as one endpoint of the bridge. If a (respectively b) is not
a lollipop, we instead insert a white (black) vertex in the middle of the leg at a (respectively, b).
We call the new edge an (a, b)-bridge. After adding the new edge, our graph may no longer be
bipartite. In this case, we insert additional vertices of degree two or change the color of boundary
vertices as needed to obtain a bipartite graph G′. (See Figure 2.) If G admits an almost perfect
matching, then G′ does as well, so this process yields a plabic graph.
The following proposition has been part of the plabic graph folklore for some time (Arkani-Hamed et al.,
2014; Lam, 2013b). For completeness, we include a careful proof.
Proposition 2.5. Suppose G is reduced. Choose 1 ≤ a < b ≤ n such that fG(a) > fG(b), and each
c ∈ [a+ 1, b − 1] is a lollipop. Let G′ be the graph obtained by adding an (a, b)-bridge to G. Then
G′ is reduced, and
f ′G = f ◦ (a, b) ∈ Bound(k, n).
Moreover, f ′G⋖fG in the Bruhat order on Bound(k, n), and so ΠG is a codimension-one subvariety
of ΠG′ .
Proof. For i ∈ [n], let Ti be the trip in G which starts at vertex i, and let T
′
i be the corresponding
trip in G′. Then T ′i coincides with Ti for i 6= a, b. The trip T
′
a traverses first the a leg, then the
(a, b)-bridge, and then follows the path in G′ corresponding to the tail of Tb after the leg at b.
Similarly, T ′b traverses the b leg and the (a, b)-bridge, then follows the tail corresponding to Ta.
Note that the trips T ′i cover each edge of G
′ exactly twice; there are no additional paths or cycles
in the trip decomposition. Hence, to show that G′ is reduced, it is enough to show that T ′a and T
′
b
do not share two edges e1 and e2 that appear in the same order in both trips, and that neither T
′
a
nor T ′b use the same edge twice. In particular, it suffices to show that the trips Ta and Tb in G have
no common edges.
Two trips in a plabic graph may touch at a common vertex without crossing; they cross if and
only if they share a common edge. Similarly, a trip crosses itself if and only if it traverses the same
edge twice (Postnikov, 2006, Section 13). Hence condition (3) in the definition of a reduced graph
says that no trip crosses itself, except the trip at a boundary leaf, while condition (4) says that no
two trips cross each other twice, with the two crossings occurring in the same order in both trips.
Since f(a) > f(b), one of three things must hold
(2.19)

f(a), f(b) ≤ n σG(a) > σG(b)
f(a), f(b) > n σG(a) > σG(b)
f(a) > n, f(b) ≤ n σG(a) ≤ a < b ≤ σG(b)
In Postnikov’s language, we say a and b are aligned (Postnikov, 2006, Section 17). It follows from
simple topological arguments that Ta and Tb cannot cross without violating condition (3) or (4).
Thus they have no common edges, as desired.
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It follows from the definitions that σG′ = σG ◦ (a, b). Since fG(a) > fG(b), and fG is a bounded
affine permutation, we must have
(2.20) a < fG(b) < a+ n
(2.21) b < fG(a) < b+ n.
Hence fG ◦ (a, b) is the unique bounded affine permutation of type (k, n) corresponding to σG′ , and
fG′ = fG. The fact that f
′
G → fG in Bruhat order follows from the definition of Bruhat order on
Bound(k, n). Since each c ∈ [a+ 1, b− 1] is a fixed point of σG, while
(2.22) b ≤ fG(b) < fG(a) ≤ a+ n,
it follows that either
(2.23) fG(c) < fG(a), fG(b)
or
(2.24) fG(c) > fG(a), fG(b)
for each c ∈ [a+ 1, b− 1]. Hence
(2.25) ℓ(fG′) = ℓ(fG)− 1
and so fG′ ⋖ fG as desired. 
(a) Adding a bridge between boundary leaves.
(b) Adding a bridge between legs which are not boundary leaves. Note that after adding the bridge, we add
additional vertices of degree 2 to create a bipartite graph.
Figure 2. Adding bridges to a plabic graph.
The zero-dimensional positroid varieties correspond to the points in Gr(k, n) which have a single
non-zero Plu¨cker coordinate µ. There is a unique reduced plabic graph for each µ ∈
([n]
k
)
, which
has n lollipops. The k lollipops corresponding to elements of µ are white; the rest are black. We
call a plabic graph consisting only of lollipops a lollipop graph.
A bridge graph is a plabic graph which is constructed from a lollipop graph by successively adding
bridges
(2.26) (a1, b1), . . . , (ad, bd),
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where at each step, ai, bi is an inversion of the bounded affine permutation corresponding to the
graph obtained by adding the first i − 1 bridges. By the preceding proposition, a bridge graph is
always reduced. Let u ≤k w. Then by (2.10) we have
(2.27) fu,w = tu([k])uw
−1
where tu([k]) is the translation element corresponding to u([k]). To construct a bridge graph for
Π〈u,w〉k we begin with the lollipop graph corresponding to u([k]), and successively add bridges to
obtain a graph with bounded affine permutation fu,w. It is perhaps not obvious that every positroid
variety has a bridge graph. However, this follows both from our results, and from earlier work on
the subject. In particular, Postnikov’s Le-diagrams correspond to a particular choice of bridge
graph for each bounded affine permutation.
2.6. Parametrizations from plabic graphs. Let G be a reduced plabic network with e edges,
and assign weights t1, . . . , te to the edges of G. Postnikov defined a surjective map from the space
of positive real edge weights of G to the positroid cell
(
Π˚G
)
≥0
in Gr≥0(k, n), called the boundary
measurement map (Postnikov, 2006, Section 11.5). Postnikov, Speyer and Williams re-cast this
construction in terms of almost perfect matchings (Postnikov et al., 2009, Section 4-5), an approach
Lam developed further in (Lam, 2013b). Muller and Speyer showed that we can apply the same
map to the space of nonzero complex edge weights, and obtain a map to the positroid variety Π˚G
in Gr(k, n) (Muller and Speyer, 2014). We use the definition of the boundary measurement map
found in (Lam, 2013b).
For P an almost perfect matching on a plabic graph G with e edges, let
(2.28) ∂(P ) = {black boundary vertices used in P} ∪ {white boundary vertices not used in P}
We define the boundary measurement map
(2.29) DG : C
e → P(
n
k)−1
to be the map which sends (t1, . . . , te) to the point with homogeneous coordinates
(2.30) ∆J =
∑
∂(P )=J
tP
where the sum is over all matchings P of G, and tP is the product of the weights of all edges used
in P .
For positive real edge weights, the boundary measurement map is surjective onto
(
Π˚G
)
≥0
but
not necessarily injective. Specializing all but a suitably chosen set of d edge weights to 1, and
letting the remaining edge weights range over R+, we obtain a homeomorphism from (R+)d to
the positroid cell
(
Π˚G
)
≥0
in the totally nonnegative Grassmannian. If instead we let the edge
weights range over C×, we obtain a map to the open positive variety Π˚G in Gr(k, n). This map is
well-defined on all of (C×)d, and the image is an open dense subset of ΠG. Specializing all but an
appropriate set of edges to 1 gives not a homeomorphism, but a birational map (Muller and Speyer,
2014).
If G is a bridge graph, there is a natural specialization of edge weights, and we have a simple
procedure for constructing the desired parametrization. Let ΠG = Π〈u,w〉k , and let d = dim(ΠG).
Assign a weight t1, . . . , td to each bridge, in the order the bridges were added, and set all other
edge weights to 1. Begin with the k×n matrix in which the columns indexed by u([k]) form a copy
of the identity, while the remaining columns consist of all 0’s. Say the rth bridge is from ar to br,
with ar < br. When we add the r
th bridge to the graph, we multiply our matrix on the right by
x(ar ,br)(±tr), the elementary matrix with nonzero entry ±tr in row ar and column br. The sign is
negative if |u([k]) ∩ [ar + 1, br − 1]| is odd, and positive if |u([k]) ∩ [ar + 1, br − 1]| is even.
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2.6.1. Example. Let n = 4, k = 2. Let w = 4321 and u = 2143. Then u ≤2 w, and 〈u,w〉2
corresponds to the big cell in Gr(2, 4). We have u([2]) = {1, 2}. The bounded affine permutation
corresponding to 〈u,w〉2 is given by fu,w = 3456. Starting with the plabic graph corresponding to
tu([2]) = 5634 we successively add bridges
(2.31) (1, 4)→ (2, 4) → (2, 3)→ (1, 2)
and obtain a sequence of bounded affine permutations
(2.32) 5634→ 4635→ 4536 → 4356→ 3456.
The corresponding bridge graph is shown in Figure 3.
t1
t2
t3
t4
4
3
2
1
Figure 3. This weighted bridge graph corresponds to the sequence of bridges
(1, 4)→ (2, 4)→ (2, 3)→ (1, 2).
We next construct the corresponding matrix parametrization. Since u([2]) = {1, 2}, we start
with the matrix which has a copy of the identity in its first two columns, and multiply on the right
by a factor x(ai,bi)(±ti) for each bridge (ai, bi). So we have
(2.33)[
1 0 0 0
0 1 0 0
]
1 0 0 −t1
0 1 0 0
0 0 1 0
0 0 0 1


1 0 0 0
0 1 0 t2
0 0 1 0
0 0 0 1


1 0 0 0
0 1 t3 0
0 0 1 0
0 0 0 1


1 t4 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 = [1 t4 0 −t10 1 c3 t2
]
2.7. Distinguished subexpressions. Distinguished subexpressions were first introduced by De-
odhar, who used them to define a class of cell decompositions of the flag variety (Deodhar, 1985).
Let w = si1 · · · sim be a reduced word for a permutation w ∈ Sn. We gather some facts about dis-
tinguished subexpressions, borrowing most of our conventions from (Talaska and Williams, 2013,
Section 3.6). A subexpression u of w is obtained by replacing some of the factors sij of w with the
identity permutation, which we denote by 1.
We write u  w to indicate that u is a subexpression of w. We denote the tth factor of u, which
may be either 1 or a simple transposition, by ut, and write u(t) for the product u1u2 . . . ut. For
notational convenience, we set u0 = u(0) = 1. We denote the the t
th simple transposition in u by
ut.
Definition 2.6. A subexpression u of w is called distinguished if we have
(2.34) u(j) ≤ u(j−1)sij
for all 1 ≤ j ≤ m.
Definition 2.7. A distinguished subexpression u of w is called positive distinguished if
(2.35) u(j−1) < u(j−1)sij
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for all 1 ≤ j ≤ m We will sometimes abbreviate the phrase “positive distinguished subexpression”
to PDS.
Given a subexpression u  w, we say u is a subexpression for u = u1u2 · · · ur. By abuse
of notation, we identify the subexpression u with the word u1u2 · · · ur, also denoted u. If the
subexpression u is positive distinguished, then the corresponding word of u is reduced.
The following lemma is an easy consequence of the above definitions (Marsh and Rietsch, 2004,
Lemma 3.5).
Lemma 2.8. Let u ≤ w ∈ Sn, and let w be a reduced word for w. Then the following are equivalent
(1) u is a positive distinguished subexpression of w,
(2) u is the lexicographically first subexpression for u in w, working from the right.
In particular, there is a unique PDS for u in w.
Condition 2 means precisely that the factors ut are chosen greedily, as follows. Suppose ℓ(u) = r.
Working from the right, we set ur = sij , where j is the largest index such that sij ≤(l) u. We then
take ur−1 to be the next rightmost factor of w such that ur−1ur ≤(l) u and so on, until we have
u1u2 · · · ur = u.
2.8. Wiring diagrams, PDS’s, and bridge diagrams. Wiring diagrams provide a way to
represent words in Sn visually. For convenience, we implicitly view all wiring diagrams as embedded
in a coordinate system, with the x-coordinate increasing from left to right and the y-coordinate
increasing from top to bottom.
Let w in Sn, and fix a word w of w. The wiring diagram for w has n wires which run from left to
right, with some number of crossings between them. No two crossings have the same x-coordinate,
and no more than two wires are involved in each crossing. We number the right and left endpoints
of the wires respectively from top to bottom.
Each crossing between two wires represents a simple transposition si of w, where i − 1 is the
number of wires in the diagram which pass directly above the crossing. However, the crossings in
the diagram for w appear in the opposite order as the simple generators in the word w; the leftmost
generator in w corresponds to the rightmost crossing in the diagram. With these conventions, if
w(s) = t, the wire with left endpoint s has right endpoint t. A wiring diagram is reduced if no two
wires cross more than once; this occurs if and only if the word w is reduced. For an example of a
reduced wiring diagram, see Figure 4b.
We now define bridge diagrams, which will be an essential tool in our proof of Theorem 1.1. Let
y be a word in Sn, not necessarily reduced, and let x be a subword of y. (We reserve the term
subexpression and the symbol  for subwords of reduced words.) Then we may obtain a wiring
diagram for y by starting with a wiring diagram for x, and inserting new crossings corresponding
to the remaining letters of y. To draw the bridge diagram corresponding to the subword x of y,
we take a wiring diagram for x, and draw dashed crosses between adjacent wires to represent the
additional crossings from y. We call these dashed crosses bridges, by analogy with bridge graphs.
For an example, see Figure 4a. In the case where y is a reduced word, and x a subexpression of y,
we will sometimes write x  y to denote the bridge diagram corresponding to this subexpression.
Note that bridge diagrams are distinct from bridge graphs. However, the proof of our main result
shows that the two are intimately related.
We now translate the notion of a positive distinguished subexpression into the language of bridge
diagrams. Suppose w is reduced, and let u be the PDS for u in w. We may construct the bridge
diagram u  w from the (reduced) wiring diagram u by successively inserting bridges, working
from left to right.
Remark 2.9. Let w be a reduced word, let u  w, and suppose u is itself reduced. Consider the
bridge corresponding to u  w. The statement that u is a PDS means precisely that each bridge is
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4 4
3 3
2 2
1 1
(a) The solid lines give the wiring diagram
for u. The dashed crosses represent bridges.
4 4
3 3
2 2
1 1
(b) Replacing each bridge at left with a
crossing gives the wiring diagram for w.
4 4
3 3
2 2
1 1
(c) To construct the bridge graph corre-
sponding to u  w, we first replace each
bridge with a dimer, as shown above.
4
3
2
1
(d) Next, we delete the tail of each wire up
the first dimer on that wire. Adding degree-
2 vertices as needed yields the desired plabic
graph.
Figure 4. Constructing a bridge graph from a bridge diagram. In this example,
w = s1s2s3s2s1s2, and u = s3s1. In Section 3, we will show that this process yields
a planar graph whenever u ≤k w and u  w is a PDS.
inserted between two wires in the diagram for u which never cross again to the right of the bridge.
See Figure 4a for an example.
Indeed, suppose a bridge corresponds to the jth simple transposition sij in w. Then the fact
that the bridge is inserted between wires that do not cross again is equivalent to the fact that
u(j) < u(j−1)sij .
Proposition 2.10. Let u  w and consider the corresponding bridge diagram. Suppose we insert
only the leftmost r bridges in the diagram for u. (Here “leftmost” is defined in terms of the diagram,
not the word.) Then replacing these bridges with crossings gives a reduced wiring diagram v for
some v ∈ Sn, and the underlying diagram u represents the PDS for u in v.
Proof. The fact that v is reduced follows from Remark 2.9, together with the fact that w is reduced.
Since v is reduced, applying Remark 2.9 again gives the rest of the proposition. 
We introduce some conventions for discussing bridge diagrams. A bridge diagram is reduced if
it represents a reduced subword u of a reduced word w. We say that one crossing occurs before
another if the first crossing has a smaller x-coordinate than the second. Wires in the underlying
diagram for u are labeled by their right endpoints, so “wire a” means the wire with right endpoint
a. Suppose wires a and b cross in the diagram for u, and suppose wire a lies above b to the left of
the crossing, and below b to the right. We say wire a crosses wire b “from above,” and write (a ↓ b).
Similarly, we say b crosses wire a “from below,” and write (b ↑ a). We say wire a is isolated if there
are no bridges touching wire a. We refer to a bridge between wires a and b as an (a, b)-bridge. If
a < b, we call a the upper wire of the (a, b)-bridge, and call b the lower wire. Note that we may
also refer to bridges (a, b) where a > b, and a is the lower wire of the bridge.
We use the symbol → to indicate that one bridge or crossing occurs before (that is, to the left
of) another. So for example, (a, b) → (c, d) means there is a (c, d) bridge after the (a, b) bridge.
Similarly, (a, b)→ (c ↓ b) means that wire c crosses wire b from above after the (a, b)-bridge.
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2.9. Deodhar parametrizations of positroid varieties. We now review Deodhar’s decompo-
sitions of the flag variety, as well as Marsh and Rietsch’s parametrizations of Deodhar components,
and their projections to the Grassmannian (Deodhar, 1985; Marsh and Rietsch, 2004). While these
constructions are defined for general flag varieties, we focus on the case of Fℓ(n). Our discus-
sion follows (Talaska and Williams, 2013, Section 4), which in turn draws on (Marsh and Rietsch,
2004, Sections 1 and 3). However, we use a slightly different set of conventions for our matrix
representatives.
To construct a Deodhar decomposition of Fℓ(n), we first fix a reduced word w for each w ∈
Sn. These choices determine the decomposition (Marsh and Rietsch, 2004, Section 4). There is a
Deodhar component Ru,w for each distinguished subexpression u  w. For a reduced word w of
w, we have
(2.36) X˚wu =
⊔
uw distinguished
Ru,w.
If u ≤k w, the projection πk : Fℓ(n)→ Gr(k, n) is an isomorphism on the open Richardson variety
X˚wu whose image is the open positroid variety Π˚〈u,w〉k (Knutson et al., 2013). To define a Deodhar
decomposition of the Grassmannian, choose a representative 〈u,w〉k for each 〈u,w〉k ∈ Q(k, n),
and a reduced word w for each chosen w. For each of the selected u ≤k w, and each distinguished
subexpression u  w, the Deodhar component of Gr(k, n) corresponding to u  w is given by
(2.37) Du,w := πk(Ru,w).
Composing the parametrization of Ru,w from (Marsh and Rietsch, 2004) with the projection πk
gives a parametrization of Du,w. For u  w a PDS, the component Du,w is a dense open subset of
Π˚〈u,w〉k , so we obtain a parametrization of this positroid variety.
We denote the elementary matrix with non-zero entry t at position (i, j) by x(i,j)(t) if i < j, and
by y(i,j)(t) if i > j. For 1 ≤ i ≤ n− 1, we write s˙i for the matrix obtained from the n× n identity
by replacing the 2× 2 block whose upper left corner is at position (i, i) with the block matrix
(2.38)
[
0 −1
1 0
]
Let u  w, where w = si1 · · · sim . We define gj for 1 ≤ j ≤ m as follows, where the tj and pj are
parameters.
(2.39) gj =

xij(tj) if sij is not in u
˙sij
−1 if sij is in u and ℓ(u(j)) > ℓ(u(j−1))
˙sijyij(pj) if sij is in u and ℓ(u(j)) < ℓ(u(j−1))

Note that if u is a PDS of w, the third case never occurs. Next, we define the set
(2.40) Gu,w := {gmgm−1 . . . g1 ∈ GL(n) | tj ∈ C
×, pj ∈ C}
For u = w = 1, we set Gu,w = 1. The projection from Gu,w to Fℓ(n) gives a homeomorphism onto
the Deodhar component corresponding to u  w. Let
(2.41) s = |{j | sij is in u and ℓ(u(j)) < ℓ(u(j−1))}|
(2.42) r = |{j | sij is not in u}|
Then the obvious map Cs × (C×)r → Gu,w gives a parametrization of the Deodhar component
Ru,w (Marsh and Rietsch, 2004).
As mentioned previously, our conventions differ from those of (Marsh and Rietsch, 2004) and
(Talaska and Williams, 2013). In particular, Talaska and Williams view Fℓ(n) as GL(n) modulo
the right action of the group of upper-triangular matrices, while we quotient by the left action of
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the lower-triangular matrices. Hence our matrix parametrizations are transposed with respect to
theirs. In addition, we let s˙i represent the matrix with a nonzero entry at position (i, i+1), rather
than at position (n−i, n−i+1). This corresponds to interchanging the roles of k and n−k. Despite
these superficial differences, our set-up is essentially equivalent to the one in (Talaska and Williams,
2013).
The matrices s˙i and x(a,b) satisfy the following relation, which may be checked directly.
Lemma 2.11. Suppose si(a) < si(b). Then
(2.43) s˙ix(a,b)(t)s˙i
−1 =
{
x(si(a),si(b))(−t) i ∈ {a− 1, b− 1}
x(si(a),si(b))(t) otherwise
Let u  w be a PDS, where ℓ(w) = m. For 1 ≤ j ≤ m, let
(2.44) u˙j =
{
˙sij sij ∈ u
1 otherwise
Let d = ℓ(w)−ℓ(u), and let j1, . . . , jd be the indices corresponding to simple transpositions which
are not in u. For 1 ≤ r ≤ d, define
(2.45) r¯ = d+ 1− r
and set
(2.46) βr¯ = (u˙1 · · · u˙jr−1)(xijr (tjr))(u˙
−1
jr−1
· · · u˙1
−1).
Then we can rewrite each G ∈ Gu,w in the form
(2.47) G = (u˙−1m u˙
−1
2 · · · u˙
−1
1 )(β1β2 · · · βd)
Lemma 2.12. For βr as above, define:
a = u(jr−1)(ijr)(2.48)
b = u(jr−1)(ijr + 1)(2.49)
θ = |u([k]) ∩ [a+ 1, b− 1])|(2.50)
Then we have
(2.51) βr¯ = x(a,b)((−1)
θtjr).
Proof. Since u is a PDS of w, we have
(2.52) ℓ(u(jr−1)sijr ) > ℓ(u(jr−1)).
From standard Coxeter arguments, it follows that for each 1 ≤ q ≤ m, we have
(2.53) uq(uq+1 · · · ujr−1(ijr)) < uq(uq+1 · · · ujr−1(ijr + 1))
Hence we can apply (2.43) repeatedly, to obtain βr¯ = x(a,b)(±tjr).
Next, we compute the sign of the parameter ±tjr . In the language of bridge diagrams, (2.43)
implies that we multiply the parameter tjr by a factor of −1 for each wire c in the diagram for u
such that (c ↓ a) after the (a, b) bridge; and one for each wire such c′ such that (c′ ↓ b) after the
(a, b) bridge. After canceling, this yields a factor of −1 for each wire which crosses wire a from
above after the (a, b) bridge, and whose right endpoint is between a and b. By Lemma 3.7 below,
these are precisely the wires c with c ∈ {u([k]) ∩ [a+ 1, b− 1]}. The claim follows. 
For notational convenience, we renumber our parameters tij and define ar, br such that
(2.54) βr = x(ar ,br)(±tr)
where the sign is determined as above. It follows from the proposition that if the simple transpo-
sition sijr corresponds to an (a, b) bridge in the diagram for u  w, then βr¯ = x(a,b)(±tr¯). Note
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that the βr appear in (2.47) in the same order as the corresponding bridges (ar, br) in the diagram
for u  w (and hence in the opposite order as the factors sijr in the word for w).
2.9.1. Example continued. As before, let n = 4, k = 2. Let w = s1s2s3s2s1s2 ∈ S4, and let
u = 2143. The positive distinguished subexpression u for u in w comprises the s3 in position 3
from the left, and the s1 in position 5, so we have a parametrization of Ru,w by
(2.55) Gu,w = x2(t1)s˙1
−1x2(t2)s˙3
−1x2(t3)x1(t4).
Rewriting this in the form (2.47) and projecting to Gr(2, 4), we obtain
(2.56)
[
1 0 0 0
0 1 0 0
]
s˙1
−1s˙3
−1x(1,4)(−t1)x(2,4)(t2)x2(t3)x1(t4) =
[
0 1 t3 t2
−1 −t4 0 t1
]
Re-ordering the rows and multiplying the first row by −1, gives
(2.57)
[
1 t4 0 −t1
0 1 t3 t2
]
which is precisely the matrix we obtained from a bridge decomposition corresponding to u  w. So
these two parametrizations yield the same point in the Grassmannian, for each choice of parameters
(t1, t2, t3, t4).
3. From PDS’s to bridge graphs
We next outline a method which produces a bridge graph corresponding to a projected Deodhar
parametrization. While the method is straightforward, proving that it yields a bridge graph requires
considerable work.
Let w = si1si2 · · · sim be a reduced word for w, let u ≤k w, and let u  w be the PDS for u
in w. Let j1, . . . , jd be the indices of the simple transpositions of w which are not in u, and for
1 ≤ r ≤ d, let r¯ = d+ 1− r. For 1 ≤ r ≤ d, let
(3.1) (ar¯, br¯) = ujr−1(sijr )u
−1
jr−1
.
Then we have
(3.2) (a1¯, b1¯)(a2¯, b2¯) · · · (ad¯, bd¯) = wu
−1.
Reversing the order of the transpositions gives
(3.3) (a1, b1)(a2, b2) · · · (ad, bd) = uw
−1
and so we have
(3.4) tu([k])(a1, b1)(a2, b2) · · · (ad, bd) = fu,w
To construct the desired bridge graph, we successively add bridges
(a1, b1), · · · , (ad, bd)
to the lollipop graph corresponding to u([k]). This is possible, so long as the hypotheses of Propo-
sition 2.5 are satisfied at each step. For the moment, let us assume this is the case; that is, the
sequence of transpositions in (3.3) corresponds to a bridge graph G. It follows from (3.4) that
(3.5) ΠG = Π〈u,w〉k .
We claim that the parametrization arising fromG is precisely the projected Deodhar parametriza-
tion corresponding to u  w. For this, recall that the matrices βr from the previous section are
given by
βr = x(ar ,br)(±tr)
for all 1 ≤ r ≤ d. Hence, we may construct both parametrizations by taking the matrix which has
a single non-zero Plu¨cker coordinate u([k]), and multiplying on the right by a sequence of factors
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x(ar ,br)(±tr). In each case, the sign of the parameter is negative if |u([k]) ∩ [ar + 1, br − 1]| is odd,
and positive otherwise, so the parametrizations are the same.
Remark 3.1. Our task is to prove that the sequence of transpositions in (3.3) will always correspond
to a bridge graph. There are a number of things to check. In particular, suppose that adding the
bridges
(3.6) (a1, b1), . . . , (ar−1, br−1),
yields a reduced bridge graph corresponding to some bounded affine permutation fr−1. To prove
that we can add the bridge (ar, br), we must show the following:
(1) fr−1(ar) < fr−1(br)
(2) If ar (respectively br) is a fixed point of fr−1, then the boundary leaf at ar is white (respec-
tively, black).
(3) Each c with ar < c < br is a lollipop.
In the remainder of this section, we show that these criteria are always satisfied, so that we can
build a bridge graph corresponding to each projected Deodhar parametrization.
3.1. Anti-Grassmannian permutations, k-order, and wiring diagrams. We now reduce to
the case where u is anti-Grassmannian. This, in turn, allows us to prove the main result by
induction on ℓ(w) − ℓ(u).
Lemma 3.2. Let u ≤k w. Then there exists z ∈ Sk × Sn−k such that uz ≤k wz, where uz is
anti-Grassmannian and both factorizations are length additive.
Proof. We prove this by descending induction on the length of u. If u is of maximal length in its left
coset of Sk ×Sn−k, then z is the identity. Otherwise, there is some i 6= k such that u(i) < u(i+1).
By Theorem 2.1, w(i) < w(i + 1), and usi ≤k wsi. By induction, this means that there exists
z′ ∈ Sk × Sn−k such that (usi)z
′ ≤k (wsi)z
′, with both factorizations length additive. Hence, we
can take z = siz
′, and the proof is complete. 
Let u,w and z be as above. Choose a reduced word w for w and a reduced word z for z, and let
u be the unique PDS for u in w. Then concatenating u and z gives the unique PDS uz for uz in
the reduced word wz. It is clear, however, that the pairs u  w and uz  wz project to the same
Deodhar parametrization of Π〈u,w〉k . Hence, we can always assume that u is an anti-Grassmannian
permutation.
Definition 3.3. A bridge diagram is valid if it corresponds to a pair u  w with u anti-Grassmannian,
and u a PDS of w.
We will prove the main result by induction on the number of bridges. By Proposition 2.10,
adding the first r bridges in the diagram corresponding to a PDS u  w gives a bridge diagram for
some u  v, where v is a reduced word for some v ∈ Sn and u is a PDS of v. However, our result
does not hold for all PDS’s, only those corresponding to pairs u,w ∈ Sn with u ≤k v. Hence, we
must show that we always have u ≤k v. Since u is anti-Grassmannian, this is an easy lemma.
Lemma 3.4. If u is anti-Grassmannian, then w ≥ u implies w ≥k u.
Proof. Since u is anti-Grassmannian, the second condition of Theorem 2.1 is vacuously true. Hence,
it suffices to show that the first condition holds. That is, we must show that u(a) ≤ w(a) for a ≤ k,
and u(a) ≥ w(a) for a > k.
We recall the usual criterion for comparison in Bruhat order. That is, u ≤ w if and only if for
all a ∈ [n], we have u([a]) ≤ w([a]). For u anti-Grassmannian, it follows that u(a) ≤ w(a) for all
a ≤ k. Indeed, for a ≤ k, we have u(a) = min(u[a]). If w(a) < u(a), then min(w[a]) < min(u[a]), a
contradiction.
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Next, we must show that w(a) ≤ u(a) for all a > k. For a > k, u(a) is the largest element of
[n]\u([a − 1]). In particular, each b with u(a) < b ≤ n is in u([a− 1]). Since we have w([a − 1]) ≥
u([a − 1]), each u(a) < b ≤ n is in w([a − 1]) is well. It follows that w(a) ≤ u(a), and the proof is
complete. 
3.2. Planarity of the graph. Consider a valid bridge diagram u  w, as defined in Definition
3.3. We describe a way to construct the corresponding bridge graph. For an example, see Figure
4. We think of the right endpoints of the wires as boundary vertices of a bicolor graph embedded
in a disk; the wires themselves as paths with one endpoint on the boundary; and the new crossings
as white-black bridges between these paths. Ignore the tail of each wire from the left endpoint up
to the first bridge on that wire. Add a white boundary leaf at the right endpoint of each isolated
wire with left endpoint ≤ k, and a black boundary leaf at the right endpoint of each isolated wire
with left endpoint > k.
We say that a bridge diagram is planar if the above process yields a planar embedding of a
bridge graph. If this occurs, the graph must necessarily be the bridge graph for Π〈u,w〉k described
previously, with its sequence of bridges given by (3.3). Hence, our goal is to prove that a valid
bridge diagram will always be planar.
Lemma 3.5. Let a be a non-isolated wire in a valid bridge diagram u ≺ w, and let t be the left
endpoint of wire a. If the first bridge on wire a is a bridge (a, b), with b > a, then t ≤ k. If instead
b < a, then t > k.
Proof. We argue the first case; the proof of the second case is analogous. Note that wire b must lie
below wire a to the right of the (a, b) bridge. Suppose the first bridge on wire a is (ar, br). Let w
′
be the permutation corresponding to the wiring diagram obtained by adding bridges
(ad, bd), . . . , (ar, br)
to the diagram for u and replacing each bridge with a crossing. Then
(3.7) w′(t) = b > a = u(t)
Since w′ ≥k u, Theorem 2.1 implies that t ≤ k. 
Remark 3.6. As a corollary, note that the second condition in Remark 3.1 will always be satisfied,
as long as the sequence of bridges
(3.8) (a1, b1), . . . , (ad, bd)
is planar. This follows from the lemma, since white lollipops correspond to isolated wires whose
left endpoint is ≤ k, and black lollipops correspond to isolated wires whose right endpoint is > k.
Lemma 3.7. Let a, b and c be wires in a valid bridge diagram, with b < c. Let t be the left endpoint
of wire a. If we have (b, c) → (a ↓ b) or (b, c) → (a ↓ c), then t ≤ k. If (b, c) → (a ↑ b) or
(b, c)→ (a ↑ c), then t > k.
Proof. We prove the case where (a ↓ b) or (a ↓ c). The other case is analogous. If (b, c) → (a ↓ c),
then we must have
(b, c)→ (a ↓ b)→ (a ↓ c)
so it suffices to consider the case (a ↓ b). See Figure 5.
There are two cases to consider. If wire b satisfies the conditions of Lemma 3.5, then the left
endpoint of b is ≤ k. Since (a ↓ b), the same is true of a. Otherwise, we must have (e, b) → (b, c)
for some e < b. Hence (e, b) → (a ↓ b), and so (e, b) → (a ↓ e). Hence, we can apply the previous
argument to e, and so on. Eventually, we must encounter a wire e′ such that (a ↓ e′), and e′ satisfies
the conditions of Lemma 3.5. This completes the proof.

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c
b
a
Figure 5. If the left endpoint of wire b is ≤ k, the same must be true for wire a.
Let u  w be a valid bridge diagram, and suppose inserting the bridges
(a1, b1), . . . , (ar−1, br−1)
from the diagram for u  w into the diagram for w gives a planar bridge diagram. We will show
that adding the bridge (ar, br) with ar < br preserves planarity. The proof consists of repeatedly
apply lemmas 3.5 and 3.7. There are three cases to consider, depending on whether wires ar and
br are isolated.
Lemma 3.8. If ar and br are both non-isolated wires, then adding the bridge (ar, br) preserves
planarity.
Proof. Note that we add the (ar, br) bridge to the right of all previous ones, and that wire br lies
immediately below wire ar at the location of the (ar, br) bridge. By inductive assumption, the
portions of wires ar and br respectively to the right of all the bridges
(a1, b1), . . . , (ar−1, br−1)
correspond to legs of a plabic graph, as described above. Hence, adding the (ar, br) bridge corre-
sponds to adding a new edge between two adjacent boundary legs of a plabic graph, and the result
is planar. See Figure 6. 
ar
br
(a) A portion of a bridge diagram which
contains the rightmost bridge (ar, br).
ar
br
(b) The portion of a plabic network corre-
sponding to the bridge diagram at left.
Figure 6. Adding a rightmost bridge (ar, br) between two non-isolated wires cor-
responds to adding a bridge between two adjacent legs of a planar network.
Lemma 3.9. Suppose exactly one of the wires (ar, br) is isolated. Then adding the (ar, br) bridge
gives a planar diagram.
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Proof. We argue the case where br is the isolated wire. The other case is analogous. By Lemma
3.5, the left endpoint of wire br must be > k.
Suppose there is a non-isolated wire c with ar < c < br, and let (c, c
′) be a bridge on wire c.
Since ar and c are both non-isolated, the inductive assumption implies that wire c lies below ar to
the right of the bridges
(a1, b1), . . . , (ar−1, br−1)
already inserted. In particular, wire c lies below wire ar at the horizontal position where we insert
the (ar, br) bridge, and hence below wire br as well. Hence, we must have
(c, c′)→ (ar, br)→ (br ↓ c).
Since the left endpoint of wire br is > k, this contradicts lemma 3.7.
We have shown there is no non-isolated wire c with ar < c < br. This, together with the
inductive assumption and that fact that ar is non-isolated, ensures that adding that the (ar, br)-
bridge preserves the planarity condition. See Figure 7.

ar
c
br
c′
e
(a) The case e > br
ar
e
br
c
c′
(b) The case e < ar and c
′ > ar
ar
e
br
c
(c) The case e < ar and c
′ = e
ar
e
br
c
c′
(d) The case e < ar and c
′ < ar
Figure 7. Adding a bridge (ar, br), where br is an isolated wire, and there is a
bridge (ar, e) for some e. In each case, the existence of a wire c with ar < c < br
and a bridge (c, c′) forces br to cross some non-isolated wire from above, to the right
of all bridges on that wire. This yields a contradiction.
Lemma 3.10. If wires ar and br are both isolated, then adding the bridge (ar, br) gives a planar
diagram.
Proof. By Lemma 3.5, the left endpoint of ar is ≤ k, while the left endpoint of br is > k. Let c be a
non-isolated wire, so that we have a bridge (c, c′) to the left of the (ar, br) bridge. Suppose toward
a contradiction that ar < c < br. Then either we have
(c, c′)→ (ar, br)→ (ar ↑ c)
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or we have
(c, c′)→ (ar, br)→ (br ↓ c).
In the first case, Lemma 3.7 implies that the left endpoint of ar is > k, and in the second, Lemma
3.7 implies that the left endpoint of br is ≤ k. In either case, we have a contradiction, so each wire
c with
ar < c < br
is isolated. See Figure 8.
Next, suppose c > br. To prove planarity, we must show that wire br lies above wire c to the
right of the (ar, br) bridge. It is enough to show that the (ar, br) bridge lies above wire c. Suppose
the (ar, br) bridge lies below wire c. Then we have
(c, c′)→ (ar, br)→ (ar ↑ c),
which gives a contradiction as before.
Next, let c′ be a wire which is not isolated, and suppose we have c′ < ar. By an analogous
argument, the (ar, br) bridge must be inserted below wire c
′. Hence, adding a bridge (ar, br)
preserves the planarity condition, and the proof is complete. 
br
c′
c
ar
br
c′
c
ar
(a) The case ar < c, c
′ < br.
br
c
ar
c′
(b) The case ar < c < br < c
′.
br
c′
c
ar
(c) The case c′ < ar < c < br.
Figure 8. Adding a bridge (ar, br) between two isolated wires. The existence of
a wire c with ar < c < br and a bridge (c, c
′) forces either (c, c′) → (ar ↑ c) or
(c, c′)→ (br ↓ c) which gives a contradiction.
Combining lemmas 3.10, 3.8, and 3.9, we see that adding bridge (ar, br) always yields a planar
bridge diagram. By induction, we have the following result.
Proposition 3.11. If u  w is a PDS, with u anti-Grassmannian, than the bridge diagram for
u  w is planar.
3.3. Proving the graph is reduced. Given a PDS u  w with u anti-Grassmannian, we have
shown that we can build a plabic graph by taking the lollipop graph u([k]), adding bridges
(a1, b1), . . . , (ad, bd)
as specified by (3.3), and then inserting degree-two vertices as needed to make the graph bipartite.
To show that this process yields a bridge graph, it remains to check the third condition of Remark
3.1. Suppose that adding bridges
(a1, b1), . . . , (ar−1, br−1)
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gives a reduced graph, with bounded affine permutation fr−1. We claim that fr−1(ar) > fr−1(br).
Let v be the reduced wiring diagram for some v ∈ Sn obtained from u by replacing the bridges
up to (ar−1, br−1) with crossings. Inserting the bridge (ar, br) at the appropriate place in the wiring
diagram for v gives a reduced wiring diagram for some v′ ⋗ v, so we must have v−1(ar) < v
−1(br).
By construction, we have
(3.9) fr−1(c) =
{
uv−1(c) + n v−1(c) ≤ k
uv−1(c) otherwise
If v−1(ar) ≤ k and v
−1(br) > k, the inequality fr−1(ar) > fr−1(br) follows easily from (3.9).
Otherwise, either we have
(3.10) v−1(ar), v
−1(br) ∈ {1, . . . , k}
or we have
(3.11) v−1(ar), v
−1(br) ∈ {k + 1, . . . , n}.
The claim then follows since u is anti-Grassmannian, and is hence order-reversing on the sets
{1, . . . , k} and {k + 1, . . . , n}.
Hence, starting with the lollipop graph for u([k]) and adding bridges as in (3.3) gives a reduced
bridge graph for Π〈u,w〉k . This proves the first direction of Theorem 1.1.
Proposition 3.12. Every projected Deodhar parametrization for a positroid arises from a bridge
graph.
4. From bridge graphs to PDS’s
We have shown that each projected Deodhar parametrization corresponds to a bridge graph.
Next, we show the converse: every parametrization arising from a bridge graph coincides with
some projected Deodhar parametrization.
We introduce a bit more terminology for discussing bridge diagrams. We call the portion of a
bridge diagram to the right of the leftmost bridge, including the bridge itself, the restricted part of
the diagram; we call the remainder of the diagram the free part. An (a, b)-junction refers to either
an (a, b)-bridge or a crossing between wires a and b.
Suppose we have a bridge graph G for some positroid variety in Gr(k, n). Adding a white lollipop
to G anywhere along the boundary yields a bridge graph for a positroid variety in Gr(k+1, n+1)
while adding a black lollipop yields a bridge graph for a positroid variety in Gr(k, n + 1).
Lemma 4.1. Let G be a bridge graph, and let G′ be a graph obtained from G by adding a lollipop.
Suppose we have a bridge diagram corresponding to G. Then we can construct a bridge diagram
for G′.
Proof. We argue the case of adding a black lollipop; the case of a white lollipop is analogous. By
assumption, we have a valid bridge diagram u  w corresponding to G, where u,w ∈ Sn. Adding
a black lollipop to G and renumbering boundary vertices gives a reduced bridge graph G′ for some
Π〈u′,w′〉k with u
′ anti-Grassmannian. Note that u′ and w′ are uniquely determined by the position
of the new lollipop.
The restricted part of the diagram u  w is a reduced bridge diagram B corresponding to some
x  y. We claim that we can add a new wire to B to produce a bridge diagram B′ for some x′  y′,
which we can then extend to a bridge diagram u′  w′ corresponding to G′.
First, suppose the black lollipop is inserted just counterclockwise of position 1, and the remaining
lollipops are re-numbered 2 through n. Then we simply add a new 1-wire which runs straight across
the top of the diagram for x, and renumber the endpoints of the existing wires appropriately.
Otherwise, the black lollipop is inserted just clockwise of position q, for some q ≥ 2. We add a new
right endpoint q directly below q− 1 in the bridge diagram for x  y, and renumber the remaining
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right endpoints accordingly. We then construct the diagram x′  y′ in sections, working from right
to left.
First, we divide the diagram B into sections, as show in Figure 10. Let c0 = q. Find the
rightmost point where either c0 crosses another wire e0, or there is a bridge (c0, e0) with e0 > c0.
Let B0 denote the portion of B which begins just to the left of the (c0, e0)-junction, and extends
to the rightmost boundary of B. Let c1 denote either c0 or e0, whichever wire lies below the other
immediately to the left of the (c0, e0)-junction.
Now, suppose we have already defined sections B0, . . . , Bi−1, and fixed wire ci. If there is no
point to the left of Bi−1 in B where either ci crosses another wire ei, or there is a bridge (ci, ei)
with ei > ci, then let Bi be the portion of B to the left of Bi−1. Otherwise, let Bi be the portion of
B whose left edge is just to the left of the (ci, ei)-junction, and whose right edge is the boundary of
Bi−1. Let ci+1 be either ci or ei, whichever is lower to the left of the (ci, ei)-junction. Continuing
in this fashion, we divide all of B into sections, as in Figure 10.
Next, we modify each Bi by adding a segment qi of wire q. The path of qi depends on the nature
of the (ci, ei) junction, as shown in Figure 9. If (ei ↑ ci), we let qi lie immediately below ei to the
left of the crossing, and immediately below ci to the right of the crossing. If (ei ↓ ci), then we let qi
lie below ci to the left of the crossing; let (qi ↑ ei) immediately to the right of the crossing; and let
qi run immediately below ci to the boundary of Bi. Finally, if the (ei, ci) junction is a bridge with
ei > ci, we let qi start below wire ei; let (qi ↑ ei) immediately to the right of the bridge; and let qi
run directly below ci to the boundary of Bi. In each case, we shift the wires below qi downward,
to obtain a wiring diagram which satisfies our conventions. See Figure 9 and Figure 10.
ci
ei
qi
(a) The case (ei ↓ ci).
ei
ci
qi
(b) The case (ei ↑ ci).
ci
qi
ei
(c) A (ei, ci) bridge, ei > ci.
Figure 9. Adding a segment qi of wire q to the bridge diagram Bi. Here q corre-
sponds to a black lollipop.
Adding the segment qi to each section Bi of B yields a bridge diagram B
′ with underlying wiring
diagram x′; by construction, the qi form a unbroken wire q. We claim that B
′ is reduced. Let y′
be the wiring diagram we obtain from x′ by adding the bridges inherited from the diagram B, and
replacing each bridge with a crossing. Since B is reduced, it suffices to show that wire q does not
cross any wire more than once, in either x′ or y′. This follows, since every crossing involving wire
q has the form (q ↑ c) for some c.
Hence, we have a reduced bridge diagram B′ corresponding to a subexpression x′  y′, which
we obtained from B by adding an isolated wire q. By construction, the sequence of bridges
(a1, b1), . . . , (ad, bd)
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in B′ is precisely the sequence of bridges in the graph G′. It suffices to show that we can add
additional crossings on the left side of B′ to create a valid bridge diagram u′  w′, whose restricted
part is B′.
The free part of the diagram u  w is a reduced wiring diagram v for some v ∈ Sn. By
construction, we have
(4.1) x−1u = y−1w = v.
Now, u′ and w′ are uniquely determined by u and w; the fact that u′ is anti-Grassmannian; and
the fact that
(4.2) u′−1(q) = w′−1(q) > k.
It follows that
(4.3) x′−1u′ = y′−1w′ = v′
for some v′ ∈ Sn+1. Consider the concatenation of a reduced diagram v
′ for v′ and the diagram
B′. We claim that this is the desired bridge diagram u′  w′. It suffices to check that the resulting
diagram is reduced, and represents a PDS; the other needed properties follow from the previous
discussion.
First, we show that the wiring diagram u¯′ obtained by concatenating v′ and x′ is reduced. For
this, it is enough to show that the factorization u′ = x′v′ is length-additive, or equivalently, that
x′ ≤(r) u
′.
By an inversion of a permutation σ, we mean a pair of values a < b with σ−1(a) > σ−1(b). By
the usual criterion for comparison in the right weak order, we must show that every inversion of
x′ is an inversion of u′. This follows by construction for any inversion which does not involve the
value q. The remaining inversions correspond to wires b which cross wire q. Since (q ↑ b) for each
such b, we have only pairs b > q with x′−1(b) < x′−1(q). We claim u′−1(b) < u′−1(q). If b ∈ u′([k]),
this is obvious, since u′−1(q) > k; otherwise, u′−1(b), u′−1(q) ∈ [k + 1, n], and the result follows
from the fact that u′ is anti-Grassmannian.
Next, let w¯′ be the diagram obtained by adding the bridges inherited from the diagram u  w
to the diagram u¯′. We must show that w′ is reduced. We argue by induction on the number of
bridges. Suppose inserting crossings corresponding to the bridges
(a1, b1), . . . , (ar−1, br−1)
gives a reduced diagram w∗, where the endpoints of the bridges have been renumbered to reflect
the addition of wire q. Consider what happens when we add the bridge (ar, br). It follows from
Remark 2.9, and the fact that u is a PDS for u in w, that wires ar and br do not cross again after
the bridge (ar, br). Hence, it suffices to show they do not cross before the bridge in the diagram for
w∗. Since ar, br 6= q, it follows from our construction that the two wires cross before the bridge in
the diagram for w∗ if and only if the corresponding wires cross before the corresponding bridge in
the diagram for w. Since w is reduced, these wires do not cross, and w′ is reduced by induction.
Hence, setting u′ = u¯′ and w′ = w¯′ gives a reduced bridge diagram u′  w′. From the previous
paragraph, and Remark 2.9, we see that u′ is a PDS of w′, and hence the diagram is valid. This
completes the proof. 
Lemma 4.2. Let G be a bridge graph which has no lollipops, corresponding to a positroid variety
ΠG in Gr(k, n). Then we can construct a valid bridge diagram for some u  w which corresponds
to the bridge graph G.
Proof. We first establish the following claim.
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5
4
3
2
1
(a) Bridge graph G for
f = [5, 6, 7, 4, 8] ∈ Bound(3, 5).
5
4
3
2
1
5
4
3
2
1
(b) f corresponds to 〈u,w〉3 where u = 32154, w = 53214. We
have a bridge diagram for G,
w = s2s1s2s4s3s2s1.
Letters in the PDS for u in w are bolded.
6
5
4
3
2
1
(c) Adding a black lollipop
gives a bridge graph G′ for
f ′ = [6, 2, 7, 9, 5, 10] ∈ Bound(3, 6)
6
5
4
3
2
1
6
5
4
3
2
1
(d) f ′ corresponds to 〈u′, w′〉3, where u′ = 431652,
w′ = 643152. We build a bridge diagram for G′ by adding a
wire (dashed) with right endpoint at position 2. The result cor-
responds to w′ = s3s2s1s3s2s5s4s3s5s2s1.
Figure 10. Adding a lollipop to the bridge graph G gives a bridge graph G′. We
construct a bridge diagram for G′ by adding a new wire (dashed) to a bridge diagram
for G. The portion of each bridge diagram to the right of the thick vertical line is
the restricted part. The thin vertical lines divide the restricted part of each diagram
into segments, as in the proof of Lemma 4.1.
Claim 4.3. Let u′  w′ be a valid bridge diagram corresponding to a bridge graph G′, where
(4.4) ΠG′ = Π〈u′,w′〉k .
Suppose that adding an (a, a+1) bridge to G′ yields a reduced graph G. Then w′−1(a) < w′−1(a+1),
so adding an (a, a+ 1) bridge adjacent to the right boundary of the bridge diagram u′  w′ yields
a valid bridge diagram for G.
Proof. To prove the claim, let f ′ be the bounded affine permutation corresponding to G′. Then
(4.5) f ′ = tu′([k])u
′w′−1.
Since G is a reduced bridge graph, we have f ′(a) > f ′(a+ 1). So one of the following holds:
(1) w′−1(a) ∈ [k] and w′−1(a+ 1) ∈ [k + 1, n].
(2) w′−1(a), w−1(a+ 1) ∈ [k] and u′w′−1(a) > u′w′−1(a+ 1).
(3) w′−1(a), w′−1(a+ 1) ∈ [k + 1, n] and u′w′−1(a) > u′w′−1(a+ 1).
In the first case, the fact that w′−1(a) < w′−1(a+ 1) is obvious. In the others, it follows from the
fact that u′ is anti-Grassmannian. So w′−1(a) < w′−1(a+ 1), and wires a and a+ 1 never cross in
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the the diagram for w′. Hence adding the desired bridge gives a reduced diagram, and the claim
follows. 
Let G be as above, and let d = dim(ΠG). We proceed by induction on d. There is only one
lollipop-free bridge graph with d = 1, corresponding to the big cell in P2. The PDS 1  s1 is a
bridge diagram for G, and the base case is complete.
Say the result holds for every lollipop-free bridge graph with d′ < d. (Note that there are finitely
many such bridge graphs.) Let G′ be the graph obtained from G by removing the last bridge. Note
that since G contains no lollipops, the last bridge must be of the form (a, a + 1) for some a. By
Claim 4.3, it suffices to show that we can construct a valid bridge diagram for G′. If neither a
nor a + 1 is a lollipop in G′, then G′ does not have any lollipops, and this follows by inductive
assumption.
Next, suppose a or a + 1 is a lollipop in G′, and let G¯ be the bridge graph obtained from G′
by deleting all lollipops. By inductive assumption, we can construct a bridge diagram u¯  w¯
corresponding to G¯. By lemma 4.1, we may successively add wires to the diagram as needed, to
produce a valid bridge diagram u′  w′ for G′.
In each case, Claim 4.3 shows that we can insert an (a, a+ 1) bridge on the far right side of the
diagram u′  w′, and obtain the desired diagram for u  w. This completes the proof.

We can now prove the reverse direction of Theorem 1.1, which establishes the result.
Proposition 4.4. Every parametrization arising from a bridge graph agrees with some projected
Deodhar parametrization.
Proof. Let G be a bridge graph. It is enough to show that we can build a valid bridge diagram
corresponding to G. Let G′ be the graph obtained by removing all lollipops from G. Then we can
build a valid bridge diagram for G′, by Lemma 4.2. We then use Lemma 4.1 to add lollipops as
needed, and obtain a valid bridge diagram for G. 
5. Local moves for bridge diagrams
Let u ≤ w ∈ Sn, let w be a reduced word for w, and let u  w be the PDS for u in w.
Performing a Coxeter move on w yields a new word w′ for w. Let u′ be the unique PDS for u in
w′. In this section, we show how to construct the bridge diagram u′  w′ by performing a local
transformation on the diagram u  w. We call these local transformations PDS moves. Rietsch
exhibits complete sets of PDS moves for all finite Weyl groups in (Rietsch, 2008), without using
the language of bridge diagrams.
Since any reduced word for w can be transformed into any other by applying Coxeter moves,
any bridge diagram for a PDS of u ≤ w can be transformed into any other using PDS moves. To
perform a PDS move on the diagram u  w, we first perform the desired Coxeter move on the
diagram for w. We then choose some of the affected crossings to be bridges in our new diagram,
as described below.
In the case of a commutation move sisj = sjsi, the generator si (respectively, sj) corresponds to
a bridge in u′  w′ if and only if the same is true in u  w. For braid moves, the situation depends
on the configuration of bridges in w. We summarize the situation in Table 1 below, illustrated in
Figure 11. (The terms “legal” and “illegal” will be explained in the next section.) In each case,
the generators contained in the PDS are bolded, while bridges are in ordinary type.
Proposition 5.1. Let u  w, where u is a PDS for w. Let w′ be obtained from w by performing
a braid move, and let u′  w′ be the PDS for u in w′. Then performing the corresponding local
move from Table 1 on the bridge diagram for u  w yields the bridge diagram for u′  w′.
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Table 1. Braid moves for PDS’s. Factors in the PDS are bolded, bridges are
non-bolded.
Legal Moves Illegal Moves
si+1sisi+1 ↔ sisi+1si si+1sisi+1 ↔ sisi+1si
si+1sisi+1 ↔ sisi+1si si+1sisi+1 ↔ sisi+1si
si+1sisi+1 ↔ sisi+1si si+1sisi+1 ↔ sisi+1si
Proof. We sketch a proof using bridge diagrams. First, note that the table covers all possible cases.
We cannot, for example, have the configuration sisi+1si since a PDS must be reduced.
We now verify that each move yields the desired bridge diagram. In each case, the bolded
generators give the same permutation before and after the move. So the bolded generators, together
with the generators from u in the rest of the diagram, give a subexpression for u in w′. We must
show that this new subexpression is a PDS. In the language of bridge diagrams, this is equivalent
to saying that each bridge is inserted between two wires in the underlying diagram for u which
never cross again.
This is clear by inspection, except perhaps for the two moves
(5.1) si+1sisi+1 = sisi+1si
(5.2) si+1sisi+1 = sisi+1si,
illustrated in Figure 11d and Figure 11e. We will show that the claim holds for the former case;
the argument in the later case is similar.
Consider the pair of diagrams in Figure 11d. Suppose the diagram at left represents a piece of a
bridge diagram u  w. Since the subexpression u  w is a PDS, wires a1 and a2 never cross after
the location of the braid move, and similarly for a2 and a3. But then a1 and a3 cannot cross after
the location of the braid move. Hence if we replace the portion of u  w corresponding to the
diagram on the left side of Figure 11d with the diagram on the right, then each bridge is inserted
between pairs of wires which never cross again, and we have a PDS. The proof in the other direction
is clear. 
5.1. Isotopy classes of bridge diagrams. Let w and w′ be reduced words for w, and let u  w
and u′  w′ be the PDS’s for u in w and w′ respectively. We say the bridge diagrams u  w and
u′  w′ are isotopic if they have the same sequence of bridges
(a1, b1), . . . , (ad, bd).
If u is anti-Grassmannian, the valid bridge diagrams u  w and u′  w′ correspond to isotopic
bridge graphs.
We call a PDS move legal if it preserves isotopy class, and illegal otherwise. Any commutation
move is legal. From Figure 11, we see that a braid move is legal if and only if it involves at most one
bridge; or equivalently, if and only if it involves as least two factors of the PDS. We say two bridge
diagrams for PDS’s are move-equivalent if we can transform one into the other by a sequence of
legal moves. We will show that any two valid isotopic bridge diagrams are move equivalent. Thus
the legal moves define equivalence classes of valid bridge diagrams, and these equivalence classes
are in bijection with bridge graphs.
For x, y ∈ Sn, and y a reduced word for y, let x  y be a bridge diagram representing the PDS
for x in y. Let (a, b) be a bridge in B, and let a < c < b. Then we have either (a, b) → (c ↓ a) or
(a, b)→ (c ↑ b). We say B is k-divided if, for all such a, b and c, we have
(5.3)
{
(c ↓ a) if x−1(c) ≤ k
(c ↑ b) if x−1(c) > k
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a3
a2
a1
a3
a2
a1
(a) si+1sisi+1 ↔ sisi+1si
a3
a2
a1
a3
a2
a1
(b) si+1sisi+1 ↔ sisi+1si
a3
a2
a1
a3
a2
a1
(c) si+1sisi+1 ↔ sisi+1si
(1) Legal braid moves for bridge diagrams. These moves preserve isotopy class.
a3
a2
a1
a3
a2
a1
(d) si+1sisi+1 ↔ sisi+1si
a3
a2
a1
a3
a2
a1
(e) si+1sisi+1 ↔ sisi+1si
a3
a2
a3
a3
a2
a3
(f) si+1sisi+1 ↔ sisi+1si
(2) Illegal braid moves for bridge diagrams. These moves change isotopy class.
Figure 11. Braid moves for PDS’s
Remark 5.2. By Lemma 3.7, any valid bridge diagram is k-divided.
Proposition 5.3. Let u ≤ w. Let B1 = u  w and B2 = u
′  w′ denote isotopic, k-divided bridge
diagrams corresponding to PDS’s for u in reduced words of w. Then B1 and B2 are move-equivalent.
Proof. We induce on the number of bridges in the diagrams. For the base case, note that any move
involving at most one bridge is legal. Hence, any two isotopic bridge diagrams with at most one
bridge are move equivalent. Assume the claim holds for diagrams with at most d− 1 bridges, and
suppose B1 and B2 each have d bridges.
Suppose the rightmost bridge of each Bi is a bridge (a, b), where a < b. For i = 1, 2, let B
0
i be
the portion of Bi which extends from the rightmost bridge to the right edge of the diagram. Then
we have
(5.4) B01 = u¯  w¯
(5.5) B02 = u¯
′  w¯′
for some u¯, u¯′, w¯, w¯′ ∈ Sn, and each B
0
i is a bridge diagram for a PDS. Next, we construct a reduced
bridge diagram B0 with a single bridge (a, b) adjacent to its left edge, which satisfies all of the
following for each c ∈ [n]:
(1) If c < a or c > b, then wire c runs straight from the left endpoint labeled c to the right,
and does not cross any other wires.
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(2) If a < c < b, we have
(5.6)
{
(a, b)→ (c ↓ a) u−1(c) ≤ k
(a, b)→ (c ↑ b) u−1(c) > k
(3) If a < c, c′ < b and either we have
u−1(c), u−1(c′) ≤ k
or we have
u−1(c), u−1(c′) > k
then wires c and c′ do not cross.
The fact that such a diagram exists follows easily from the proof of Lemma 4.1, and we have
(5.7) B0 = u∗  w∗
for some u∗, w∗ ∈ Sn. See Figure 12.
Note that every inversion of u∗ is also an inversion of u¯ and u¯
′, since B1 and B2 are k-divided.
By the usual criterion, it follows that u∗ ≤(r) u¯, u¯
′. Hence we can add additional crossings to the
diagram u∗ on the left to build a reduced diagram u¯∗ for u¯, and to build a reduced diagram u¯
′
∗ for
u¯′.
Since the reduced diagrams B01 and B
0
2 each have only one bridge (a, b), it follows that wires a
and b do not cross in the wiring diagrams u¯ and u¯′, and thus do not cross in the diagrams u¯∗ and
u¯′∗. Hence we can add an (a, b) bridge to each of u¯∗ and u¯
′
∗, with the bridge just to the left left
of the copy of u∗ in each diagram. The result is a pair of reduced diagrams C
0
1 and C
0
2 for PDS’s,
which are isotopic to B01 and B
0
2 respectively, and whose rightmost entries form a copy of B
0.
By the base case, C0i is move-equivalent to B
0
i for i = 1, 2. So we can transform B1, B2 into
bridge diagrams B′1, B
′
2, whose rightmost entries form a copy B
0. Let B∗i be the part of B
′
i to the
left of the copy of B0, for i = 1, 2. Then B∗1 and B
∗
2 are isotopic, k-divided bridge diagrams with
d− 1 bridges, and are hence move-equivalent by induction. Thus B′1 and B
′
2 are move equivalent,
and hence so are B1 and B2. 
Corollary 5.4. Any two isotopic valid bridge diagrams are move equivalent.
1
2
3
4
5
1
2
3
4
5
(a) B1 = s3s2s1s2s4s3s4
1
2
3
4
5
1
2
3
4
5
(b) B2 = s3s4s1s2s3s1s4
1
2
3
4
5
1
2
3
4
5
(c) B0 = s3s4
Figure 12. B1 and B2 are isotopic valid bridge diagrams with u = 42153 and
w = 42531. For i = 1, 2, the portion of Bi to the right of the dashed line is B
0
i .
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