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The paper shows that theorems almost identical to those in statistical 
decision theory hold for control systems with unknown parameters in 
obtaining complete classes of control policies, such that control policies 
not in the complete set need not be considered in optimizing control 
systems. The paper also shows that some of the basic assumptions needed 
for these theorems are satisfied in most control situations. 
This has many implications in control problems. For example, in 
discussing adaptive control problems Bellman and Kalaba [I] used the 
assumption that they consider only control policies with Bayes property 
in deriving the functional equations of dynamic programming. It can now 
be shown, however, that the set of Bayes control policies form a complete 
class of control policies under certain conditions, and if sufficient statistics 
exist, then the set of control policies utilizing sufficient statistics forms a 
complete class. Thus, some assumptions which have been made arbitra- 
rily in the past can be removed and/or justified in dealing with control 
systems with unknown parameters. 
1. INTRODUCTION 
There have appeared many papers which consider the problem of designing 
stochastic systems which are optimal in some specified sense. Some classes 
of adaptive systems have been treated similarly. Rather than considering the 
characteristics of the particular control policies which are optimal for specific 
systems, this paper will deal with a fairly general system configuration and 
will develop some results on the structure of optimal control policies for such 
systems. 
* During the period this work was performed Aoki was supported in part by the 
Contract Nonr 233(52). Sworder was supported under Grant AFOSR 62-68. Repro- 
duction in part or in whole is permitted for any purpose of the United States Govern- 
ment. 
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The system to be considered is the time discrete control system described 
by the set of equations 
x(i + 1) =hW), 4i>, 5(j)) 
where 
x(0) = x0 (1.1) 
.r( j) = the n-dimensional state vector at time t = jd, where A is the 
unit increment of time 
n(j) = the K-dimension control vector at time t = j0 
t(j) = the r-dimensional disturbance vector at time t = jd. 
The random variable E(j) will account for the random or unknown elements 
of the system and/or the environment in which the control system operates. 
If f(j) is random it will be assumed to have a probability distribution function 
of the form F(E(j) 1 19) where 0 is in general a vector. The parameter 8 is 
constrained to be an element of a known parameter set 0. For example, if 0 
is the set with only one element, Eq. (1.1) re p resents a system subject to a 
random disturbance with known statistical properties. 
If 0 contains more than one element, and if there exists a set of functions, 
gj , such that 
t(j) = gi(e) 
then Eq. (1.1) describes a control system subject to an unknown deterministic 
stochastic process. In this case F([(j) ) 0) is e enerate. If 0 contains more d g 
than one point and ifF([(j) 1 0) is not simply degenerate at a point, Equation 
(1.1) represents a general parameter adaptive control system with random 
disturbances. 
The sequence of control vectors n(j) should be chosen to minimize some 
criterion of performance. The particular criterion which will be discussed here 
is a functional g(x(N), x(N - l), ..., x(O), v(N), ..., u(0)). The functional 
g( ...) is the cost of an N + l-stage process beginning with x(0) = x,, and 
using the given sequence of control vectors. From Eq. (1.1) it is clear that 
the criterion functional is a function of f(j), j = 0, ..., N and implicitly of 0. 
This will be denoted by 
where 
w, 0, 5) = g(m), 4~ - 11, -, x(o), W(N), -, 40)) 
v = (w(O), V(l), . . . . v(N)). 
(1.2) 
h(C-, 0, 5) will be assumed to be nonnegative for all values of its arguments. 
It will be assumed to be convex in 6, and continuous in its arguments. The 
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expected values with respect to any of the arguments will be assumed to 
exist. 
The control chosen to minimize the functional h, if such a control exists, 
must of course be chosen from the set of allowable controls for the system. 
In this paper it will be assumed that v(j) E V,j = 0, ..., N where V, is a 
convex set in Euclidean k dimensional space. Since the optimal control policy 
will in general depend upon the observed values of the system operating 
characteristics, the control u(j) may depend upon a vector y(j) which has a 
probability distribution depending parametrically on 8. For example, in the 
case of an adaptive system, the input and output records of the element to be 
controlled might be monitored and this information could then be used to 
select an appropriate control *quence. 
For the problem as stated above one might hope to choose a sequence of 
vectors vi(j)j = 0, ..., N in such a way that 
where minimization is over all allowable control sequences fi. Since the expect- 
ed value of the criterion functional with respect to the random disturbance 
is, in general, a function of the unknown parameter 0, 
it is not always possible to obtain a G which is optimal for all 0 E 0. For this 
reason, one must be concerned with sets of “optimal” controls in this type 
of problem. 
2. BASIC DEFINITIONS 
To make the previous section more precise one must consider the appro- 
priate space of control policies. For this purpose one makes the following 
definitions. 
DEFINITION 2.1. Let the N + l-fold Cartesian product of bWj sets 
(VII x VI x ... x I’,) be denoted by y. Any element of y will be called a 
pure control policy and will be denoted by 5. 
DEFINITION 2.2. Denote the set of all probability distribution functions 
over elements of y by y*. Elements of y will be represented in y* by degene- 
rate distributions. Elements of y* are randomized control policies and will 
be denoted by v*. 
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DEFINITION 2.3. If Z is a random variable with the distribution function 
v* and with values in y, A is defined as 
E,H(Z, e) = Eqv*, 8). 
DEFINITION 2.4. If vi* and va* are elements of y* we say that vi* is as 
good as va* if 
I+**, e) < R(vz*, L9) 
for all 0 E 0. If in addition there exists at least one 0 E 0 such that 
R(v,*, 0) < E~(v,*, e), 
then we say that vi* is better than va*. 
DEFINITION 2.5. vi* E y* is admissible if there exists no v* E y* which 
is better than vi*. 
Admissibility of control policies as defined here is more restrictive than is 
commonly the case in some control papers. Admissible controls in the latter 
sense are called allowable controls in this paper. 
DEFINITION 2.6. A subset SC y* is complete if for every q* E y* - S 
there exists vO* E S such that vs* is better than vi*. S C y* is essentially 
complete if for every vi* E y* - S there exists vO* E S such that a,* is as 
good as vi*. S C y* is minimal (essentially) complete if S is (essentially) 
complete and no proper subset of S is (essentially) complete. 
From the above definitions it is clear that y* is trivially complete for every 
problem of this type. This represents, however, a rather large number of 
control policies. It is, therefore, important to investigate conditions under 
which some appropriately chosen proper subset of y* is (essentially) com- 
plete, since this means that only control policies in some proper subset of y* 
need be considered in finding optimal control policies. This is discussed in 
Section 3. 
3. SOME GENERAL RESULTS 
From the definitions of Section 2 it appears that one should generally 
seek to restrict attention to admissible control policies. The relation of 
admissible policies to complete classes of control policies is given by the 
following theorem. 
THEOREM 3.1. If a minimal complete class of control policies exists, it 
consists of exactly the admissible policies. 
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PROOF. Let CC y* be a minimal complete class and let A C y* be the 
set of admissible policies. Let B, m= A - C. If vi* E B, then there exists 
va* E C such that 0% * is better than wi*. But then (ui* is not admissible. This 
is a contradiction since vi* E A. Therefore, B, = + and A C C. 
Let B,=C-Aand let v,*EB,. v1 * is not admissible. Thus, there 
exists v2* my* such that va* is better than vi*. Since C is complete either 
(1) v2* E C or (2) there exists va* E C such that va* is better than va*. Let 
C, = C - {vl*}. Then C, is complete since C, C C and, therefore, for everv 
ruleiny* - C there exists a better rule in C, This is a contradiction to the 
assertion that C is minimal complete. Thus B, = 4, and A = C. 
From the results of Theorem 3.1, it suffices to determine a minimal com- 
plete class for the problem under consideration if such a set exists. Unfor- 
tunately, such a set may be difficult to find. As the following theorem indi- 
cates, however, a very important reduction in the size of the space of control 
policies can often be made quite easily. 
LEMMA 3.1 (Jensen’s Inequality). Letf(x) b e a convex real valued function 
de$ned on a nonempty convex subset S of E, and let Z be a k-dimensional random 
vector with jinite expectation, EZ, for which P(Z E S) = 1. Then 
EZES and f(EZ) < Ef(Z) 
PROOF. See [2]. 
THEOREM 3.2. The set y considered as a subset of y* is essentially complete. 
PROOF. Let w,,* E y*. Let Z be a random variable with values in y and 
probability distribution function v,, *. H(Z, 0) is a convex real valued function 
of Z. Thus, by Lemma 3.1 
f-W=‘, ‘4 d -WV, 4 
But by definition 
E,H(Z, e) = fqv,*, e). 
Define an element G,, E y by 
Then, 
i?,, = EZ. 
Wc, , e) d 17@.+)*, e). 
Since this is true for all 0 E 0, G,, viewed as an element of y* is as good as vO*. 
But for every v* E y* we can find a E as good. Thus, y viewed as a subset of y* 
is essentially complete. 
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The result of the preceding theorem is quite important because it shows 
that only pure control policies need be considered for this type of control 
problem. That is, given any policy in y*, there exists a pure control policy 
which is at least as good. It should be noted that this result has usually been 
simply assumed in the literature on adaptive control. Also note that Theo- 
rem 3.1 may not even be true if some of the restrictions of Section 1 are 
removed. 
While the convexity of the criterion was necessary for the above proof, the 
class of pure control policies can be shown to be essentially complete for 
certain systems without this restriction [3]. 
4. BAYES CONTROL POLICIES 
In Section 3 some of the general structural properties of control policies 
were discussed. It is clear that, in general, the concept of admissibility as a 
weak sort of optimality leads to sets of control policies rather than a single 
“optimal” control policy. This is, of course, not totally satisfactory and in fact 
this investigation of the characteristics of the control policies can be extended 
still further. Let T be a random variable with range in 0 and known distribu- 
tion function 7,, . Define 
@o*, T,,) = ET&o*, T) (4.1) 
where v,,* E y*. The quantity defined in Eq. (4.1) is called the expected 
Bayes cost with respect to T,, . 
DEFINITION 4.1. If there exists an element vO* E y* such that 
I&)*, To) = J*$f* @v*, T”) (4.2) 
then vO* is called a Bayes control policy with respect to T,, . 
Thus, if one knows that 0 is a particular realization of a random variable T 
with distribution function T,, , the Bayes control policy of Equation (4.2) 
appears to provide what one might intuitively seek in an “optimal” policy 
for this problem. Before attaching such an adjective to v,,*, one should 
investigate the admissibility of such a rule. 
DEFINITION 4.2. Let T be a random variable with range in 8 and pro- 
bability distribution function 7O . Then the point 0, E 0 is in the support 
Set s of 7” if for every E > 0 
&~(eO-E,eo+o > 0. 
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I ,a,bj is the characteristic function of the set (a, b), and (0, - E, 0, Y e) is the 
c-ball about f?,, in the appropriate space. 
THEOREM 4.1. Ifv,,* E y* is Bayes with respect to 7O and the support of *O 
is 0, then q,* is admissible. 
PROOF. Suppose vO* is not admissible. Choose zli* E y* such that 
n((v,*, 0) < @(~a*, 19) for all 0 E 0 and such that there exists a 0, E 0 such 
that @(or*, 0,) < g(v,*, 0,). Since R(v, *, 0) is continuous in 0, there exists 
E > 0 such that if 
then 
7 = I+,*, e,) - 17+~*, e,) > 0 
I+,*, e) G I+~*, 8) - 1/2 
for all e E (0, - E, 0, + 6). Thus, if T is a random variable over 0 with 
distribution 70 
Since the support of 7,, contains {e,,}, the right side of the inequality is greater 
than zero. Thus Q* is not Bayes with respect to 7,, . But this is a contra- 
diction, and o,,* is admissible. 
The fact that Bayes control policies are admissible under the above 
restriction clearly makes the class of Bayes rules important. The Bayes 
policies, as defined, are elements of y*. One might hope that search for opti- 
mal control policies could be restricted to pure Bayes control policies. From 
Theorem 3.2 it is clear that there does exist a pure control policy with at 
least equally small cost for every 0 E 0. In fact there exists a pure control 
policy with an expected cost equal to the expected Bayes cost. This is the 
result of the next theorem. 
THEOREM 4.2. If v,,* E y* is Bayes with respect to T,, , then there exists 
Cjl E y such that 
ETH(Gl , T) = &(q,*, q,) 
PROOF. By definition 
h(v,*, TV) = E&J,*, T). 
Let 5, be a realization of a random variable T over y with probability distri- 
bution function wO*. H(G% , T) is nonnegative and expectations with respect 
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to both arguments are assumed to exist. Therefore, 
.%T-wwT , T) = .wtJw 7 T) 
= E,qo,*, T) 
= /quo*, 70). 
By Lemma 3.1 
If one defines 
then, 
But by definition, 
Therefore, 
.&E,H(iY, , T) > E,H(EC7, 7’). 
E,H(% , T) < &,*, 70). 
&(w,,*, T,,) < Inf E, H(5, T). 
VW 
E,H(q , T) = t;(a,*, TV). 
Thus fil has an expected cost equal to the Bayes cost. 
From the results of this theorem, one need only study nonrandom Bayes 
policies in Eq. (4.2). This particular result was also obtained in [3] with a 
slightly different criterion functional. The question of the completeness of 
the pure Bayes policies must now be studied. Unfortunately, for the problem 
described in Section 1, the Bayes control rules do not in general form a 
complete class. For the case where 0 has only a finite number of elements, 
the additional assumption of closedness of Vi, j = 0, ..., N, implies the desired 
completeness property, A result valid for systems in which $ is not finite 
is considered at the end of this section. 
THEOREM 4.3. If the set 0 contains only a finite number of elements and if 
Vi is closed for all j, then the class of all Bayes control policies is complete and 
the admissible Bayes policies form a minimal complete class. 
PROOF. To prove this theorem one can first prove another interesting 
result, namely, “If v,,* is admissible, then it is a Bayes control policy with 
respect to some distribution 70 over 0”. To prove it, assume that 0 is a set 
with m elements, 0 = (0, , ..‘, ~9,,#). Define the set S by the relation 
S = ((aI , *.., a,) 1 ai = G(o*, OJ i = 1, ... m; w* E r*}. 
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Note that S is bounded from below and closed [2]. Then define the set Q,, in 
E,, by the relation 
Q. = {b E Em I bi d aa, i = 1,2 ..* m) 
From its definition, S is clearly related to the expected cost of the process 
for various control policies in y*. Each b E Q,, is, therefore, related to control 
policies which are as good or are better than the policy related to a. With this 
correspondence in mind, if u,,* is admissible and if 
then, 
S and QaO - {ua} can be shown to be convex sets [2]. Thus, by the separating 
hyperplane theorem, there exists a vector P E: Em such that for every 
b~Q,o -{aa}andaES 
P’b < P’a 
where “I” indicates the transposed m-dimensional vector. All components of P 
are nonnegative since if there exists p E {PI , ..., Pm} such that Pi < 0 for 
some i then P’b is unbounded above for proper choice of b E QaO - {a”}. 
Thus, we may normalize P such that CL, Pi = 1. The normalized P can 
be considered a probability distribution over 0. Choose a sequence of 
bn E QaO - {a”> such that 
li,m 2 (bin - a,“)” = 0. 
i=l 
Then for every E > 0 and every n, 
P’bn < P’a + E. 
Thus, 
Pa0 < P’a 
for every a E S. From our definition of a0 
for all v* E y*. Thus v,* is a Bayes control policy with respect to P. 
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By Theorem 3.1 if a minimal complete class of control policies exists it 
consists of exactly the Bayes policies. That such a minimal complete class 
exists, is shown in [2]. Thus, the class of admissible Bayes policies forms a 
minimal complete class. 
Although Theorem 4.3 has wide applicability in stochastic and adaptive 
problems, it clearly does not apply to the case where 0 contains infinite 
elements such as 0 = (0 1 1 19 / < l}. The class of Bayes policies will not in 
general be complete for such problems, but by placing a rather mild restric- 
tion on Vj one can obtain a similar result. Since this result fits most naturally 
within the domain of minimax control policies, the explicit proof of this 
property will be deferred. This important theorem can be stated as follows. 
DEFINITION 4.3. If for every E > 0 there exists a distribution 7, over 0 
such that 
then vO* is called an extended Bayes control policy. 
THEOREM 4.4. If Vi is closed and bounded, then the class of extended Bayes 
rules is essentially complete. 
5. POLICIES BASED ON SUFFICIENT STATISTICS 
As described in Section 1, v* may be a function of an observed vector, y, 
which has a probability distribution function depending on 8. In such a 
problem, one would naturally seek to minimize the memory storage and the 
data manipulations necessary to determine the optimal control policy. To 
perform this minimization one is naturally led to investigate the relation of 
sufficient statistics to the problem [ 1, 4, 51. 
DEFINITION 5.1. Let y be a random vector with a distribution function 
P(y 1 19) which depends parametrically on 0. A real valued vector function T 
is sufficient for 0 if the conditional distribution of y given T = t is inde- 
pendent of 0 [6]. 
Note that since z1* E y* is a function of a random variable, ‘u* is itself a 
random quantity. To indicate this explicitly, the following notation will be 
used 
I+*, e) = ELI+*, 8). (1) 
By its definition T carries all of the information on 0 which can be gained 
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from the given quantity of data. The following theorem makes this heuristic 
idea more precise. 
THEOREM 5.1. Let v* E y* be a function of y whose distribution function 
depends parametrically on 0. If T is suficient for 8, then the set D* C y* which 
contains the rules based upon T is essentially complete. 
PROOF. Let n*(y) E y*. To prove that D* is essentially complete one 
must find a q,*(T) E D* such that v,,*(T) is at least as good as ‘o*(y). Define 
q,*(T) in the following way. If yO is the observed value of y, then choose y’ 
out of a population with distribution function P(y 1 T = T(y,)). Since T 
is sufficient for 0, P(y / T = T(y,)) is independent of 8. Then define 
q,*(T) = v*(y’). Note 
l?(v,*(T), 0) = E,@(v*(y’), 0) 1 T). 
Since T is sufficient for 8, the probability distribution function of y given 
T = T(y) is the same as the probability distribution function of y’ given 
T = T(y). Thus 
&w(V*(Y’), 0) I T) = 4(wv*(Yh 4 I T). 
Since T is simply a function of y 
-w,(ii(~*(Y)> 0) I T) = 4P%(~@*(Y)~ 4 I T) 
= EJ+*(Y), 4 
= IT+*, 8). 
Therefore, 
E,z+,*(T), e) = K&*, e). 
Therefore, one need only retain information on the sufficient statistics in 
order to control the process. The elements of the set D* are, however, 
randomized control policies and the question of whether a class of pure 
control policies based upon a sufficient statistic is essentially complete must 
again be studied. 
THEOREM 5.2. The set of pure control policies D depending only on the 
su.cient statistic T is essentially complete. 
PROOF. By Theorem 5.1 the set D* C y* is essentially complete. Let 
vO* E D*. Let 2 be a random variable with values in y and probability 
distribution v,,*. Since the probability distribution of Z depends on y only 
through T, it must be the case that EZ is a function of y only through T. 
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Using the same reasoning which was used in Theorem 3.2, it is clear that 
5 = EZ is as good as ~a*. But 5 E D. Therefore, the set of pure control 
policies depending only on the sufficient statistic is essentially complete. 
Thus, for the problem of Section 1, only pure control policies based upon 
a sufficient statistic need be considered. In practice it may be quite difficult 
to find a set of admissible controls for a particular problem. In such a case 
one may have to content himself with a set of control policies which approx- 
imate the desired set in some appropriate sense. These approximate control 
policies may not be functions of the sufficient statistic. In such a case one 
may be able to improve the control rule by using the following analog of the 
Rao-Blackwell Theorem [6]. 
THEOREM 5.3. Let T be a sz@cient statistic for 8. If i?,, E p then the control 
policy 
4,(T) = &(6(r) I T = t> 
is as good as CO if the above expectation exists. 
PROOF. By definition 
m%l , 0) = -4,@%;,(y), 4 
= ~-W%,(Y), 4 I 0 
But R(v, 0) is convex in v. Therefore from Lemma 3.1 
%,, , ‘4 2 ~-~(E,(%(Y) I T), 4 =z rl(;, , 6 
where the notational convention similar to Eq. (5.1) is used. Since 
this is true for all 0 E 0, 8, is as good or better than CO 
6. AN EXAMPLE 
To illustrate the results which have been obtained to this point clearly 
it would perhaps be well to consider an example in some detail. The example 
is chosen from [I]. Let the process to be controlled be given by the scalar 
equation 
X n+l = ax, + 5, + v, 
x0 = constant. (6.1) 
Let 5, be a sequence of independent random variables such that 
1 with probability t9 
‘, = 10 with probability 1 --- 0 
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0 will be assumed to be unknown, and 0 = (0 1 0 < 0 < l}. One would like 
to choose the sequence nu,, in such a way that the criterion functional 
g(-Tn * “‘, x0) is minimized. In this problem let 
g(x, 1 “’ , sb) = ) xN / + b -$’ xi2. 
5=1 
The V, are to be chosen subject to the constraint 
/%I <r i = 0, ... N. 
To fit this example within the structure of the problem defined in Section 1, 
one can define 
Consider now the properties of h(5, 0, 5). The solution to Eq. (6.1) is given by 
Therefore, 
A(& 0, 6) is clearly continuous in all of its arguments. To prove that it is 
convex in 5 we need only note that if 0 < OL < 1 
qa3 + (1 - a) 3, 8, .g 
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+ (1 - a) (uk,, + g *=1 ~“-%-l + 2 v;-1))2 i-1 
< h(&, 8, 5) + h((1 - LX) C-II, 8, t). 
Thus, the problem as defined is contained within the class of systems defined 
in Section 1. 
From this result and Theorem 3.2 it follows that for a problem of this 
type, there is no loss in generality by restricting attention to control policies 
contained in y. The use of a Bayes type of learning procedure used in [l] is 
quite reasonable since Theorem 4.4 indicates that the class of extended Bayes 
rules forms an essentially complete class for this problem. 
Theorem 5.2 indicates that the set of pure control policies which are a 
function of the sufficient statistic is essentially complete. A sufficient statistic 
for ~9 can be shown to be simply the number of times fj = 1 in a given observa- 
tion period. The control policy developed in [I] with regard to this system 
was shown to depend upon 6 only through this sufficient statistic. 
7. CONCLUSION 
This paper has attempted to consider some of the basic structural proper- 
ties of an adaptive control process. The system to be controlled is assumed 
to be a discrete time system with a fixed time of operation. The characteristic 
of adaptive control theory which distinguishes it from classical control 
theory is that there may be no control which is optimal in the sense that it 
minimizes the criterion functional for all values of 0 E 0. Instead one must 
work with sets of admissible control, each of- which could be intuitively 
pictured as “optimal” with respect to a particular value of 8. 
The search for this desired set of controls is made easier by the result that 
for a large class of systems pure control rules are essentially complete. A 
similar reduction in the complexity of the memory of the adaptive system 
was made possible by the proof that pure control policies which are functions 
only of a sufficient statistic are essentially complete. 
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For an actual control system one has need of a particular control policy 
rather than a set of them. If one has a priori knowledge of the system charac- 
teristics, a Bayes control rule seems reasonable. Such rules were shown to be 
admissible and under certain restrictions the set of all such rules forms an 
essentailly complete class. 
If one has no a priori knowledge of the system, a minimax control policy 
may seem more appropriate. The properties of such policies will be con- 
sidered in a future paper. 
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