This work investigates the behaviour of the hydrodynamic transfer function of Rotating Disk Electrode (RDE) obtained with the hydrodynamic and mass transfer equations coupled through the dependency of the viscosity on the concentration of a chemical species in the electrolyte, which originates from the dissolution of iron electrodes in the 1M H 2 SO 4 electrolyte solution. The results are compared with those obtained for constant viscosity and for the case where a viscosity profile depending on the distance to the electrode surface is imposed, decoupling the hydrodynamic and mass transfer equations. The results show that the existence of a viscosity gradient in the neighborhood of the RDE affects the hydrodynamic transfer function and changes increase with the increase of the perturbation frequency imposed to the angular velocity of the electrode. The coupling between the concentration and the hydrodynamic fields introduces a dependency of the transfer function on the Schmidt number. And higher viscosity gradients, or Schmidt numbers reduce the phase angle delay of the transfer function for a given perturbation frequency p, in comparison with systems with constant viscosity.
INTRODUCTION
Rotating disk electrodes (RDE) have been widely used in kinectic studies related electrodeposition and electrodissolution of metals [1, 4] , due to the simplicity of the experimental setup and of the simplifications made in the hydrodynamic and mass transport equations, taking into account the experimental conditions [1] . In this sense, for suitable values of the angular velocity imposed to the RDE the thickness of the diffusion boundary layer is sufficiently small when compared to the electrode radius, leading to a mass flux independent to the radial coordinate along the disk. Additionally, the ions transfer rate in the neigbouhood of the electrode is conveniently controlled by the imposed angular velocity. As far as the electrochemical kinetics is controlled by the mass transfer, the rate of mass transfer settles the maximum steady current attained in an experiment.
In 1983 Tribollet & Newman [5] developed a new electrochemical technique, denoted as electrochemical impedance (Z E H D ), which consists in modulating the angular velocity
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of the RDE with a second frequency. The sinusoidal current or potential response leads to the sought Z E H D (defined as the product of the hydrodynamic and the mass transfer functions). Following the procedure previously adopted for steady systems [1] , Tribollet & Newman [5] solved the electro-hydrodynamic impedance problem in two steps. In the first step, the authors used Newman's method [4, 6] to solve the unsteady hydrodynamic problem, by numerically integrating the timedependent continuity and Navier-Stokes equations. Having solved the steady and unsteady hydrodynamic equations, Tribollet & Newman [5] addressed, in a second step the unsteady mass transfer problem obtained a solution in form of a power series containing the Schmidt number (Sc) raised to the power -1/3. Finally, the authors obtained the Z E H D , from the solution of the hydrodynamic and mass transfer problems [5] .
By using the concept of electro-hydrodynamic impedance Barcia et al. addressed the problem of the anodic dissolution of the iron in the region where the electrodissolution is fully controlled by the mass transfer [7] . Since the current control by the mass transfer assumes saturation of the Fe 2+ concentration at the electrode surface, many authors assume that an iron sulfide film covers the electrode [8, 9] . However, by using the Z E H D Barcia et al. that the electrode surface is uniformly accessible in the region where the anodic dissolution kinetics is controled by the mass transfer process [7] . In addition, the experimental results obtained by these authors show the phase limit of the Z E H D attained 180 • at a frequency value different from the one proposed by Tribollet & Newman for an uniformly accessible surface [5] . In an effort to explain the phenomenon Barcia et al. assumed the existence of a viscosity gradient at the electrode interface [7] and proposed an empirical expression describing the viscosity profile along the axial coordinate and followed the procedure adopted by Tribollet & Newman [5] , solving first the hydrodynamic problem with the assumed viscosity profile given by Eq. 19, and proceeded with the numerical integration of the unsteady mass transport equation [7] .
The hypothesis about the existence of viscosity profile close to the electrode surface, in a potential regime where the kinetics is fully controlled by the mass transfer sounds consistent. By considering that a concentration gradient occurs at this level of applied potential it seems likely that a viscosity profile exists, having in mind that the viscosity depends on the concentration of this solution [10, 11] . However, as a corolary, the hydrodynamic equations depend on the concentration no longer can be solved independently of the convectiondiffusion equation. Actually, these equations must be solved simultaneously and an additional equation, relating the viscosity to the concentration.
An empirical law coupling both fields was first proposed by Calabrese Barton & West [12] to simultaneously solve the hydrodynamic and mass transfer problems in order to cope with the experimental, the steady limit current and electro-hydrodynamic impedance of the Z n − K O H system. In this work, the authors introduced the following equation [12] :
where ν(z) is the electrolyte viscosity dependent on the axial distance z to the electrode surface, ν(∞) is the bulk viscosity, θ is the nondimensional concentration, and α is an empirical parameter. We can see that, for non uniform viscosity ν(0)/ν(∞) = 1. α ranged from 1 to 3, and the viscosity ratio, (ν(0)/ν(∞)), from 5.5 to 2.1, respectively. According to the authors, though the non uniform viscosity model was supported by strong experimental evidence adherence to the experimental data was not satisfactory, leading the authors to guess that additional features should be added to the model, like assuming the Stokes-Einstein law, or a simple power law relating viscosity to the concentration. We emphasize that Eq. 1 contains two unknown parameters, ν(0) and α. Recently, Barcia et al. [13] solved the steady problem of the RDE assuming the Stokes-Einstein equation, as Calabrese Barton & West [12] did, but following a different approach to relate viscosity to the concentration. Barcia et al. [13] as well as Pontes et al. [14] , assumed a simplified version of an exponential law relating both variables, derived by Esteves [11] . This simplified version is given by Eq. 26.
This work investigates the behaviour of the RDE hydrodynamic transfer function with the hydrodynamic and mass transfer equations coupled through Eqs. 11-13 and 24. The results are compared with those obtained for constant viscosity and for the case where a viscosity profile depending on the distance to the electrode surface is imposed, decoupling the hydrodynamic and mass transfer equations. Of course, the analysis of the coupled fields can be extended for the non steady situation in future. A complete model coupling the hydrodynamic and mass transfer equations for both steady and non steady conditions is currently under development in our group.
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MATHEMATICAL MODEL
The continuity and Navier-Stokes equations, applicable to flow close to a RDE of an electrolyte with viscosity depending on the axial coordinate read [14] :
where z, r, v r , v θ and v z stand for their classical meaning. The above equations can be written in nondimensional form as follows: according to Tribollet & Newman [5] , the instantaneous angular velocity is defined by:
where the overbar designates the steady state. For low modulation amplitudes ( ¯ ) and generalizing the classical von Kármán transformation [15] , we can write:
where ξ is a nondimensional distance defined by:
and F, G, H ,f ,g andh are nondimensional profiles, withf , g andh being complex functions. Upon substituting Eqs. 6-9, in Eqs. 2-4 and defining the nondimensional viscosity ν * (ξ ) as:
with ν(z) being the local viscosity and ν(∞), the bulk viscosity, we obtain two systems of equations, the first one applicable to the steady state:
and the second one for the nonsteady flow:
In both systems, prime stands for derivatives with respect to ξ , and p = ω/¯ is the nondimensional modulating frequency in Eqs. 15 and 16. Boundary conditions are:
for the system represented by Eqs. 11-13, and
for the system represented by Eqs. 14-16. Taking into account the existence of a viscosisty gradient pointing from the RDE surface, namely, ν * = 1 and (ν * ) = 0, two possible approaches may be envisaged to solve the above equations. In the first one a viscosity profile depending on the distance form the electrode surface ξ is assumed. Barcia et al. [7] assumed the following profile, based on which the resulting solution of the hydrodynamic and transport equations lead to results consistent with the experimental data:
where is the gamma function [19] .
A second approach consists in assuming that the variable viscosity results from the concentration profile at the electrodeelectrolyte interface. Accordingly, the anodic dissolution process gives raise to a concentration gradient in compliance with Eqs. 11-13. The concentration profile leads to the viscosity gradient, which affects the hydodynamic field in the neighborhood of the RDE, further changing the concentration profile and again, the viscosity profile. The process repeats towards a new steady state profiles are attained. By following this approach, Barcia et al. [13] , simultaneously solved Eqs. 11-13 coupled to the mass transfer equation given by:
where c(z) are D(z) represent the concentration and the diffusion coeficient at distance z from the electrode surface. We define the nondimensional concentration by:
where c(0) and c(∞) are the interface and bulk concentrations, respectively. Assuming the Stokes-Einstein equation, ν D = constant, we can write:
where D(∞) is the bulk diffusion coefficient. Similarly, we define a nondimensional diffusion coefficient by:
By following the same nondimensionalization procedure adopted for the hydrodynamic equations 11-13 and taking into account Eqs. 21-23, we obtain the nondimensional form of Eq. 20
where Sc is the Schmidt number, given by Sc = ν(∞)/D(∞), and prime represents differentiation with respect to ξ . Boundary conditions for this equation are given by:
Solving the coupled equations 11-13 and 24, with boundary conditions given by Eqs. 17 and 25 requires that the relation between viscosity and concentration be known. As already mentioned here we assume a simplified version of a constitutive equation previously derived by Esteves [11] . This simplified equation reads:
Here, m = ln[ν(0)/ν(∞)] is a parameter depending on the interfacial concentration only. Equation 26 may be written in nondimensional form as follows:
where ν * (ξ ) and θ(ξ ) are given by Eqs. 10 and 21, respectively.
Equation 27 introduces a dependency between viscosity and concentration, requiring thus, that the continuity, Navier-Stokes mass transfer equations be solved simultaneously. When m = 1, no viscosity gradient exists at the RDE interface, so Eqs. 11-13 and 24 can be solved independently.
In both cases, after solving the steady state hydrodynamic equations we solve the non steady equations 14-16 in order to obtain the RDE hydrodynamic transfer function defined and presented in [20] .
Both in the steady and in the non steady cases the equations are numerically solved in a staggered grid of uniformly spaced points, using second-order finite-difference approximations for the derivatives.
RESULTS
Stationary Results
Solving Eqs. 11-13 and 24, with boundary conditions given by Eqs. 17 and 25, requires that the bulk Schmidt number Sc and parameter m are known. Having in mind that the Schmidt is given by Sc = ν(∞)/D(∞) and that m = ln[ν(0)/ν(∞)], according to Eq. 26 we conclude that the governing equations cannot be solved in general form. The particular experimental setup must be prescribed. The particular electrolyte solution considered defines the associated values of ν(∞) and D(∞) and consequently, the Schmidt number. The experimental setup does not defines the particular value of m. Evaluation of m requires additional experimental data for each particular run.
Having in mind that evaluation of the hydrodynamic transfer function, does not require solving Eq. 24, prescription of the Schmidt number is not required in two cases, when m = 1 and the viscosity gradient vanishes, or when an expression for the gradient is known a priori. However, even in this last case, though Eq. 26 can be dropped a value for the ratio ν(0)/ν(∞) must be assumed. 
Sc=1500
Sc=2000 Sc=2200 In the present paper we evaluate the hydrodynamic transfer function in both conditions and also, by assuming the coupling between the steady concentration and hydrodynamic fields and values must be assined to the Schmidt number Sc and m. The particular experimental setup and the operating conditions must be given.
As above said, we assume a system where anodic dissolution of iron in a 1M H 2 S O 4 solution occurs, in a regime where dissolution kinetics is fully controlled by the mass transfer [7] . The interfacial and bulk Schmidt number for this particular system are approximately Sc(0) = 8000 and Sc(∞) = 2000, respectively, for an interfacial concentration of Fe +2 (the electroactive species) c(0) = 1.8M [7] . In addition, the current density is given by:
in conditions where the electrodissolution process is controlled by mass transfer [7] . In order to investigate the effect of the bulk Schmidt number and of the interfacial concentration three Schmidt number, Sc(∞) = 1500, 2000 and 2200, and concentration values given in Table 1 are assumed. For example, assuming interfacial and bulk Schmidt numbers Sc(0) = 8000 and Sc(∞) = 2000, and c(0) = 1,8M we have:
According to the Stokes-Einstein equation ν D = constant, we have:
Thus:
By substituting this result in Eq. 29,
We have thus an approximate value for m, associated to Sc(∞) = 2000. Based on these figures, Eqs. 11-13 and 24 are solved, with boundary conditions given by Eqs. 17 and 25, leading to the sought profiles F, G, H and θ. θ'(0) is then evaluated for Sc = 2000, m = 2 and c(0) = 1,8M, using the experimental corrent value in Eq. 28 to obtain a new value for m. With this value we solve again Eqs. 11-13 and 24 to evaluate m once more. The process is repeated until convergence is atained for the value of m. Schematically, we adopted the following procedure to solve the steady state equations:
Based on the experimential setup configuration and on previous experimental results we assume values for the RDE angular velocity ( ), the Schmidt number (Sc), the bulk viscosity ν(∞), the interfacial concentration (c(0)) and m, which defines the ν(0)/ν(∞) ratio.
2. The nondimensional profiles F, G, H and θ are obtained by numerically solving Eqs. 11-13, leading to a value for θ (0).
3. The experimental value of the current i obtained by Barcia et al. [7] , the angular velocity ( ), the Schmidt number (Sc), the bulk viscosity (ν(∞)), the interfacial concentration (c(0)) and the result from item 2 (θ (0)) are inserted in Eq. 28. A new estimation of m is obtained and compared with the figure assumed to solve Eqs. 11-13.
4. Steps 1-3 are repeated with the new value of m, with the remaining parameters unchanged untill convergence for the value of m. An equivalent statement consists in saying that steps 1-3 are repeated until convergence is attained for the value of the current density. Acceleration of the process is obtained by using the Newton-Raphson method. Upon solving the uncoupled hydrodynamic and mass transfer equations and assuming Sc(∞) = 2000 and c(0) = 1.8M, we obtain ν(0)/ν(∞) = 4.0 [7] . Comparison with the results presented in Table 1 , obtaind by soving the coupled equations show a difference, with ν(0)/ν(∞) = 1.6 in the last case. From Table 1 we can see that the ratio ν(0)/ν(∞) decreases with the increase of the Schmidt number (Sc(∞)) and increases with the interfacial concentration (c(0) ). However, in all cases shown in Table 1 values below 4.0 are attained by the ratio [ν(0)/ν(∞)].
As discussed in Ref. [14] and in the results presented in Table 1 , the coupling of the steady hydrodynamic and mass transfer equations lead to values of the ratio [ν(0)/ν(∞)] smaller than those previously assumed in the literature [6, 17, 18] . However the axial component of the steady state velocity (v z or H ) is strongly affected by the viscosity gradient [13] . In the next section we discuss how the non steady results change. [16] . Evaluation of this functions requires that Eqs. 14-16 with boundary conditions given by Eqs. 18 be solved. To accomplish the task we write each complex functions as a sum of two real functions:f
Non Steady Results
RDE hydrodynamic transfer function is defined asf
Inserting the above decomposition in Eqs. 14-16, we split the original system of three equations in a system with six ODEs:
Boundary conditions applicable to the perturbation and given by Eq. 18 are rewritten to take into account the splitting of the perturbation in real and imaginary parts requires boundary conditions applicable to the real and imaginary parts:
Solving the equations of the unsteady problem requires the previous knowledge of the steady profiles F, G and H , namely the steady behaviour of the system. We assume first that no viscosity gradient exists and we have ν * = 1 and (ν * ) = 0. In this situation profiles F, G and H , used to solve the unsteady equations (Eqs. 36-41) are the steady ones obtained by solving the hydrodynamic equations decoupled from the mass transfer equation (Eqs. 11-13). The resultingf ,g andh profiles are those obtained by Tribollet & Newman [5] up to the third digit. Differences appear in the fourth digit and are probably due to different truncation errors.
Next, we address the case where a previously specified viscosity gradient exists, given by Eq. 19, and depending on the axial coordinate ξ only. As in the previous case, both the steady problem, obeying Eqs. 11-13, and unsteady one, obeying Eqs. 36-41 are solved using the hydrodynamic equations only. However, now we have ν(0) = ν(∞), so the results depend on the interfacial value of the viscosity gradient. Comparison with the results obtained for the case where the concentration and the hydrodynamic fields are coupled through the viscosity we use ν(0)/ν(∞) values given in Table 1 . The viscosity profile given by Eq. 19 independs of the Schimidt number, so does the whole methodology adopted for this case. However, the values obtained forf (0, p)/f (0, 0) as functions of the nondimensional modulating frequency p = ω/ refer to Sc(∞) = 1500, 2000 and 2200 respectively, through the values of the ratio ν(0)/ν(∞) given in Table 1 , used in the calculations.
As the modulation frequency vanishes Eq. 6 shows that, as the modulating frequency vanishes r f 1 (ξ ) tends to the direction of the derivative of v r with respect to and Eq. 39 shows that f 2 goes to zero. In consequence we have thatf 1 (0, 0) = Finaly, we consider the case where the steady state functions F, G and H used in the evaluation of the unsteady hydrodymamic field were obtained with the hydrodynamic and the mass transfer equations coupled through the viscosity. Now, the governing equations of the steady velocity field (Eqs. 11-13 and 24) depend on the Schmidt number. Values assigned to Sc(∞) and ν(0)/ν(∞) are the ones given in Table 1 . Results for 0) as functions of the non dimensional modulating frequency p = ω/ are shown in Tables 3, 5 and 7, for Sc(∞) = 1500, 2000 and 2200, respectively. Evaluation of the normalized amplitudef presented in these tables assume the same valuef (0, 0) previously used in Tables 2, 4 and 6, namely, 0,76523565.
By using the results obtained with constant viscosity (same results obtained by Tribollet & Newman [5] ) and data from Tables 4 and 5 we present graphically the values of the hydrodynamic transfer function versus nondimensional frequency p in Figure 1 for cases with constant viscosity, variable viscosity but concentration and hydrodynamic fields uncoupled and coupled fields. Results associated to Tables 2 and 3, as well as those  associated to Tables 6 and 7 are similar to those presented in Figure 1 and not showed graphically. Figure 1 shows that, independently of the existence or not of a viscosity gradient and of the existence or not of coupling between concentration an the hydrodynamic fields, the phase tends to a limit value of 45 • . However, when a viscosity gradient exits, the phase limit value is attained at nondimensional frequency value p higher than in cases of constant viscosity. And the results show that the phase delay increases as the viscosity gradient increases, both for the uncoupled and coupled cases.
Comparison between coupled and uncoupled cases for same ν(0)/ν(∞) ratio shows larger values phase for the coupled up to a contain limit value of p and approximately the same phase values for both the uncoupled and coupled cases beyond that threshold value of p. In both cases considered, namely by increasing either the ratio ν(0)/ν(∞) at constant Schmidt number, or the Schmidt number at constant values of ν(0)/ν(∞), an increase in the electrolyte viscosity close to the RDE occurs. In this sense, we can consider an increase in the perturbation frequency as equivalent to placing a perturbation source closer to the RDE surface. A viscosity increase leads thus to an equivalent result to the one obtained by imposing a higher perturbation frequency to the angular velocity of the RDE. Inconsequence, a prescribed phase delay of the system response is attained at frequencies that decrease with the system viscosity. 
