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Abstract
Background: Spike trains of multiple neurons can be analyzed following the summed population (SP) or the labeled line (LL)
hypothesis. Responses to external stimuli are generated by a neuronal population as a whole or the individual neurons have
encoding capacities of their own. The SPIKE-distance estimated either for a single, pooled spike train over a population or for each
neuron separately can serve to quantify these responses.
New Method: For the SP case we compare three algorithms that search for the most discriminative subpopulation over all stimulus
pairs. For the LL case we introduce a new algorithm that combines neurons that individually separate different pairs of stimuli best.
Results: The best approach for SP is a brute force search over all possible subpopulations. However, it is only feasible for small
populations. For more realistic settings, simulated annealing clearly outperforms gradient algorithms with only a limited increase
in computational load. Our novel LL approach can handle very involved coding scenarios despite its computational ease.
Comparison with Existing Methods: Spike train distances have been extended to the analysis of neural populations interpolating
between SP and LL coding. This includes parametrizing the importance of distinguishing spikes being fired in different neurons.
Yet, these approaches only consider the population as a whole. The explicit focus on subpopulations render our algorithms compli-
mentary.
Conclusions: The spectrum of encoding possibilities in neural populations is broad. The SP and LL cases are two extremes for
which our algorithms provide correct identification results.
Keywords: Neuronal population coding, Summed population, Labeled line, Spike train distances, Simulated annealing
1. Introduction
The nervous system is believed to employ large popula-
tions of neurons to code and broadcast information. Popula-
tion coding can be considered less vulnerable and, hence, a
more reliable and robust manner than coding via single neurons
(Berkowitz, 2009). In neuronal recordings population coding
can appear in two ways. First, all the neurons in the recorded
population contribute equally (Rolls et al., 1997). Patterns of
activity within the population are irrelevant for coding as all that
matters is whether or not any of the neurons fires. There, the in-
formation being conveyed is that of a single spike train gener-
ated by the population as a whole. In contrast to this so-called
summed population (SP) hypothesis, each neuron may have a
unique and distinguishable role (Huber et al., 2008; Quiroga
and Panzeri, 2009). In this case, the population is best decoded
neuron-by-neuron, which is referred to as the labeled line (LL)
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hypothesis (Houghton and Victor, 2011). Examples for the rele-
vance of each coding scheme in experimental data can be found,
e.g., in Panzeri et al., 2003 (SP) and Reich et al., 2001 (LL).
When recording a neuronal population after stimulus presen-
tation, usually only some of the neurons encode the stimulus
while others might be involved in different tasks or may ex-
hibit a seemingly erratic activity independent of the stimulus.
The responses of these non-coding neurons do not contribute to
stimulus discrimination but rather act as a noisy disturbance if
included in the analysis. We evaluated different methods to dis-
tinguish coding from non-coding neurons under either the SP-
or the LL-hypothesis. As will be shown below, the two pre-
sumptions require different ways for evaluating stimulus dis-
crimination.
Spike train distances are a useful means to assess neuronal
coding by clustering responses to repeated presentations of a
given set of stimuli. If the distance is chosen to be sensitive
to the distinguishing features in the spike trains, a small dis-
tance between responses to the same stimulus and a large dis-
tance between responses to different stimuli can be obtained.
While this kind of analysis has been mainly carried out for in-
dividual neurons (see e.g. Chichilnisky and Rieke, 2005; Wang
et al., 2007; Tang et al., 2014), current technical advances (e.g.,
Spira and Hai, 2013; Lewis et al., 2015) allow for studying neu-
ronal coding in simultaneously recorded populations of neurons
(Bere´nyi et al., 2013; Packer et al., 2015). It has been shown
that sensory information is typically not localized in individual
neurons (Safaai et al., 2013) but appears to be distributed over
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larger neuronal populations (Graf et al., 2011; Arandia-Romero
et al., 2017). However, the coding via individual neurons and
the summation of an entire population are the extreme case in a
broad spectrum of possibilities (Aronov et al., 2003; Houghton
and Sen, 2008). In fact, recent evidence points at some inter-
mediate scenario in which a comparably small number encodes
information not only in a robust but also very efficient way
(Olshausen and Field, 2004; Kwan and Dan, 2012). Ince and
colleagues (2013) reported that sensory cortical circuits may
process information using small but highly informative ensem-
bles consisting of a few privileged neurons. In the context of
brain computer interfaces (BCIs), it was found that a reduced
set of carefully selected important neurons exceeded BCI per-
formance levels of the full ensemble (Sanchez et al., 2004).
The search for an optimal coding population requires fine-
tuned analyses under both the SP- and the LL-hypothesis. For
these two cases we show how to separate relevant from irrel-
evant subpopulations by identifying the subpopulation of neu-
rons amongst all possible ones that discriminates best a given
set of stimuli.
2. Spike train distances for neuronal decoding
Spike train distances can measure the extent to which in a
coding population repeated presentations of the same stimulus
yield similar spike train responses, while different stimuli result
in dissimilar responses. To simulate this, we considered the
following setup. N neurons are simultaneously recorded upon
repeated presentations of different stimuli – in a real experiment
this is typically done with a multi-electrode array. The number
of stimuli S and the number of repetitions R yield an overall
number of trials by means of T = S ·R. Different spike trains
are here denoted as tn,s,r with n = 1, . . . ,N, s = 1, . . . , S and r =
1, . . . ,R indexing neurons, stimuli, and repetitions, respectively.
Across simulations we selected a subset of neurons to be the
coding subpopulation. The goal was, hence, to identify that
subset, i.e. the neuronal subpopulation that collectively could
distinguish between stimuli.
Spike train distances quantify the similarity of neuronal ac-
tivity based on rate and timing within spike trains (see e.g.
Houghton and Victor, 2011; Kreuz, 2011; Victor, 2015). Over
the years, many different distances have been proposed, includ-
ing time-scale dependent measures such as the Victor-Purpura
distance (Victor and Purpura, 1996) or the van Rossum dis-
tance (van Rossum, 2001) but also time-scale independent ap-
proaches like the ISI-distance (Kreuz et al., 2007, 2009) and
the SPIKE-distance (Kreuz et al., 2011, 2013). Here, we em-
ployed the SPIKE-distance D (Kreuz et al., 2013) as it offers the
possibility of time-scale and parameter-free assessments via the
relative spike timing between spike trains normalized to the lo-
cal firing rates (Satuvuori and Kreuz, 2018). The smaller its
value, the more similar the spike trains are, with D = 0 indicat-
ing identical spike trains. A detailed description of the SPIKE-
distance can be found in the Appendix.
Neuronal coding can be assessed by determining the ma-
trix of pairwise spike train distances over all trials (see e.g.
Chichilnisky and Rieke, 2005; Wang et al., 2007; Tang et al.,
2014). How do these distances cluster in response to differ-
ent stimuli? Identifying clusters depends on the presumed type
of encoding. As said, we distinguish between the SP- and the
LL-hypotheses, i.e. we either combine all neurons into a single
population or treat each neuron separately. In both cases, we
determined distance matrices and estimated their stimulus dis-
crimination performance to quantify how a subpopulation suc-
ceeds in discerning different stimuli.
For the summed population case, we compared three funda-
mentally different algorithms for finding the population that is
able to most efficiently discriminate between a set of stimuli.
(i) For comparably small neuronal populations one can perform
a brute force search in which pairwise distance matrices and
their stimulus discrimination performance are calculated for all
possible subpopulations. (ii) A gradient algorithm used by Ince
et al. (2013) relies on a restricted number of subpopulations:
from a given starting subpopulation one searches for the opti-
mum performance by simply following a maximum local as-
cent. There are two alternatives. Ince et al. (2013) followed
a bottom-up variant that starts with the best individual neuron
and gradually adds neurons. In addition, we also considered
a top-down variant that iteratively subtracts neurons starting
from the full population. (iii) A conventional albeit heuristic
approach taken from statistical physics is simulated annealing.
It is known for being less prone to getting stuck in subopti-
mal solutions as the aforementioned gradient ascent optimiza-
tion methods.
For the labeled line case, we introduce a novel algorithm for
identifying the most discriminative LL population. It performs
a selection process that evaluates each individual neuron sepa-
rately and forms the optimized subpopulation by combining the
best neurons from every pair of stimuli.
3. Data
For both the SP and the LL case we used a Poisson neu-
ron model with an absolute refractory period of 2 ms. We al-
ways considered pure time coding. All coding and non-coding
neurons had the same baseline rate M. For our first examples
we also assumed the coding of the optimal subpopulation to
be noiseless and perfect, though later on this assumption was
weakened by adding noise.
3.1. Summed Population (SP)
We simulated spike train responses for a group of neurons
that code in unison but not individually. These coding neurons
were complemented by non-coding ones, which were simulated
separately as neurons without responses beyond baseline activ-
ity. We show the generation of the SP data using an example
with S = 4 stimuli and R= 5 repetitions each, so overall T = 20
trials. The population comprised of N = 7 neurons, the first
c = 3 of which were coding perfectly for the different stimuli
and the last four were non-coding. Fig. 1 depicts four exem-
plary spike train raster plots: responses to the first two repeated
presentations of the first two stimuli. The same data also serve
to illustrate the further procedures in Figs. 2 and 3.
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Figure 1: Summed population coding: Simulated spike train responses ob-
tained from the first two of R = 5 repetitions for the first two of S = 4 stimuli
(i.e. overall four out of T = 20 trials). There are N = 7 neurons of which
c= 3 form the coding subpopulation (in red) whereas the remaining 4 neurons
are just noisy (in blue). Below the spikes of the individual neurons we depict
the pooled spike train of the coding subpopulation (”C”, red), the noisy (non-
coding) subpopulation (”NC”, blue) and the whole population (”All”, black).
By construction, the pooled spike train of the coding subpopulation was iden-
tical for different repetitions of the same stimulus (i.e., for the first two and for
the last two rasterplots), while the pooled response of the non-coding subpopu-
lation was random.
The pooled spike train of the first c coding spike trains was
generated randomly but different for each of the S stimuli. Sub-
sequently, for each of the R trials of every stimulus the spikes of
the pooled spike train were evenly distributed among the c cod-
ing neurons. For the N − c noisy, non-coding neurons, a trial
was independent of every other trial irrespective of the stim-
ulus. Throughout procedures, we ensured that for each trial
the expectation value for the rate was the same for all indi-
vidual neurons. Hence, the SP activity of the coding neurons
for a given stimulus agreed exactly across trials but the activ-
ity of both coding and non-coding individual neurons remained
largely random. As a result, the coding subpopulation discrim-
inated the different stimuli perfectly, while all its ’superpopula-
tions’ (populations which contain it as subpopulation) as well
as all its subpopulations did not perform likewise well.
3.2. Labeled Line (LL)
To study the LL case, we combined a set of stimuli with
a population of neurons by varying the responsiveness of the
neurons to these stimuli with the following setting in mind:
Usually, every stimulus consists of a combination of different
features and the individual neurons are either sensitive to these
features or not. This implies that a stimulus may be coded by
more than one neuron but also that for a diverse set of stimuli
a combination of neurons is required to discriminate between
all of them. Similarly, every individual neuron may be sensitive
to more than one stimulus, to only one or even to none of the
stimuli.
When simulating the spike trains, we assumed that for a neu-
ron not sensitive to any of the features present in a stimulus, ev-
ery stimulus repetition yielded random firing. On the contrary,
a neuron sensitive to a certain stimulus responded very reliably
(consistently) to repeated presentations of that very stimulus.
In essence, we created a single spike train and copied it. In or-
der to make the resulting spike trains more realistic, we used
different realizations of jitter noise (up to ±5 ms) for every rep-
etition. We note that changing the amplitude of the jitter altered
the reliability (consistency) of the responses and we were able
to control the responsiveness of the neurons to certain stimuli.
As in the SP case, we always used a (statistically) constant rate
for all spike trains, while controlling for reliability.
4. Methods
Our approach to assess population coding is to search for the
subpopulation with maximum discriminative power across the
responses to repeated presentations of a set of stimuli. Since the
summed population and the labeled line hypotheses make dif-
ferent assumptions about neuronal coding, this task is addressed
using fundamentally different algorithms. However, both anal-
yses rely on similar pairwise distance matrices of the SPIKE-
distance D, which in the case of SP are calculated for neuronal
subpopulations, in the case of LL for individual neurons. The
two algorithms also share the same basic discrimination perfor-
mance Ps,s¯ which quantifies for all repetitions R of each pair
of stimuli s, s¯ the degree to which identical stimuli give rise to
similar responses and different stimuli result in dissimilar re-
sponses:
Ps,s¯ =
1
R2
∑
r,r¯
Ds,r;s¯,r¯ − 1
2R(R−1)
∑
s,r,r¯,r
Ds,r;s,r¯
= 〈Ds,r;s¯,r¯〉r,r¯ − 〈Ds,r;s,r¯〉s,r,r¯,r.
(1)
Hence, the larger the mean inter-stimuli distance and the
smaller the mean intra-stimulus distance, the better the two
stimuli can be distinguished.
In the SP case for the pooled spike trains of every subpopu-
lation under evaluation the discrimination performance is com-
puted for all stimulus pairs at the same time. The most dis-
criminative SP subpopulation is the one that yields the highest
average performance. In contrast, for LL every individual neu-
ron is evaluated separately. Since often different stimulus pairs
will be distinguished best by different neurons, the discrimina-
tion performance is optimized for one stimulus pair at a time.
For every stimulus pair the algorithm identifies the discrimina-
tive neurons and selects the best one. Together, the selected
neurons form the most discriminative LL subpopulation.
3
4.1. Summed population (SP)
4.1.1. Discrimination Performance
The first step of the summed population analysis for any
given subpopulation K , stimulus s and repetition r, is to pool
the spike trains from all the neurons of this subpopulation ac-
cording to
tK ,s,r =
⋃
k∈K
tk,s,r. (2)
The matrix of all pairwise spike train distances between all T =
S ·R pooled responses can be readily determined. We denote
them as
Ds,r;s¯,r¯K = D
(
tK ,s,r, tK ,s¯,r¯
)
. (3)
If a neuron population is able to discriminate a pair of stimuli,
one can expect low values of the spike train distances between
different repetitions of the same stimulus (intra-stimulus), but
high values for different stimuli (inter-stimulus). In the SP case
all stimulus pairs are evaluated at the same time. Accordingly,
one can introduce the discrimination performance of a subpop-
ulation K as
PK =
1
S(S −1)
∑
s,s¯,s
Ps,s¯K
=
1
S(S −1)R2
∑
s,s¯,s,r,r¯
Ds,r;s¯,r¯K −
1
SR(R−1)
∑
s,r,r¯,r
Ds,r;s,r¯K
= 〈Ds,r;s¯,r¯K 〉s,s¯,s,r,r¯ − 〈Ds,r;s,r¯K 〉s,r,r¯,r,
(4)
with Ps,s¯K given in Eq. 1 and here specified via subscript to the
subpopulation K . The better subpopulation K is able to distin-
guish the different stimuli, the higher the value of PK . Note that
in Eq. 1 we could reduce the computational cost by making use
of the fact that the initial loop 〈inter-stimuli〉 − 〈intra-stimulus〉
over stimulus pairs can be transformed into the mean inter-
stimulus distance minus the mean intra-stimulus distance for
the entire discrimination matrix.
Fig. 2 shows the pairwise distance matrices and their discrim-
ination performance values for three subpopulations of the data
set exemplarily shown in Fig. 1. In this noise-free example, the
coding subpopulation (the first three neurons in Fig. 2A) was
able to discriminate perfectly and, accordingly, we obtained a
very high value of P. The non-coding subpopulation (last four
neurons in Fig. 2A) could not distinguish between the different
stimuli. Its discrimination performance P was very close to the
expected zero value (Fig. 2B). Finally, for the pairwise distance
matrix of the full population (Fig. 2C), which contained both
the coding and the noisy non-coding subpopulation, we found
an intermediate discrimination performance P.
4.1.2. Algorithms
Since the measure PK in Eq. 4 quantifies the discrimina-
tion performance for every given subpopulation, it can serve
to search the space of all possible subpopulations for the best
SP-coding subpopulation Kopt, defined as
Kopt : PSPKopt = maxK {PK } . (5)
S4-R5
S4-R4
S4-R3
S4-R2
S4-R1
S3-R5
S3-R4
S3-R3
S3-R2
S3-R1
S2-R5
S2-R4
S2-R3
S1-R5
S1-R4
S1-R3
S2-R2
S2-R1
S1-R2
S1-R1
R
ec
or
di
ng
A Coding subpopulation (C):   P = 0.27
0
0.05
0.1
0.15
0.2
0.25
0.3
S4-R5
S4-R4
S4-R3
S4-R2
S4-R1
S3-R5
S3-R4
S3-R3
S3-R2
S3-R1
S2-R5
S2-R4
S2-R3
S1-R5
S1-R4
S1-R3
S2-R2
S2-R1
S1-R2
S1-R1
R
ec
or
di
ng
B Non-coding subpopulation (NC):   P = 0.0026
0
0.05
0.1
0.15
0.2
0.25
0.3
                    
Recording
S1
-R
1
S1
-R
2
S1
-R
3
S1
-R
4
S1
-R
5
S2
-R
1
S2
-R
2
S2
-R
3
S2
-R
4
S2
-R
5
S3
-R
1
S3
-R
2
S3
-R
3
S3
-R
4
S3
-R
5
S4
-R
1
S4
-R
2
S4
-R
3
S4
-R
4
S4
-R
5
S4-R5
S4-R4
S4-R3
S4-R2
S4-R1
S3-R5
S3-R4
S3-R3
S3-R2
S3-R1
S2-R5
S2-R4
S2-R3
S1-R5
S1-R4
S1-R3
S2-R2
S2-R1
S1-R2
S1-R1
R
ec
or
di
ng
C Full population (All):   P = 0.11
0
0.05
0.1
0.15
0.2
0.25
0.3
Figure 2: Summed population coding: Stimulus-dependent clustering for the
seven neurons (three coding, four non-coding) of Fig. 1: Pairwise spike train
distance matrices of all T = 20 trials consisting of S = 4 stimuli with R= 5 rep-
etitions each for three different subpopulations: A. The coding subpopulation
consisting of first three neurons (C, red) distinguish the stimulus perfectly. The
different stimuli can be distinguished easily because in this noise-free case high
distances are obtained for inter-stimuli realizations and zero values for intra-
stimuli realizations. Accordingly a very large discrimination performance is
obtained. B. Evaluating the summed activity of the last four neurons, the non-
coding subpopulation (NC, blue) leads to seemingly random distances and stim-
ulus discrimination fails. Such a distance matrix results in a very low discrim-
ination performance. C. For the full population (All, black) the intra-stimulus
sub-matrices can still be distinguished but are much less pronounced. Accord-
ingly, the discrimination performance P attains some intermediate value. The
sub-matrices resulting from the four examples (first two repetitions of the first
two stimuli) given in Fig. 1 are marked by white boxes.
As mentioned in Section 2, there are three different approaches
to this task.
(i) Brute force. One determine the stimulus discrimination per-
formance PK for the summed activity of every possible subpop-
ulation K , and identifies the subpopulation that provides the
maximum performance. Since all possible subpopulations are
evaluated, the brute force approach is guaranteed to find the
best subpopulation. Its result can thus serve as a ground truth
for other less exhaustive algorithms. Evaluating all possible
4
subpopulations, however, is not feasible for very large datasets
because the number of possible subpopulations increases expo-
nentially with the number of neurons N:
Kbf =
N∑
k=1
(
N
k
)
= 2N − 1. (6)
For example, for N = 125 the individual terms from different
subpopulation sizes add up to Kbf =4.25 · 1037, which is far be-
yond the limits of current soft- and hardware implementations.
More restrictive algorithms are needed that explore only a (rel-
evant) subspace of the numerous subpopulations.
(ii) Gradient algorithms. The idea behind gradient algorithms
is to evaluate the discrimination performance for a restricted
number of neuronal subpopulations. There are two variants:
The bottom-up variant used by Ince et al. (2013) starts with the
best individual neuron and builds up the population by adding
in each iteration the best remaining neuron. The alternative
top-down variant starts from the complete population and it-
eratively subtracts one neuron at a time. Both variants are il-
lustrated in Fig. 3 using the example from Figs. 1 and 2. In
this example, both gradient variants correctly identified the first
3 neurons as the coding subpopulation. Importantly, for either
algorithm the number of combinations for which the stimulus
discrimination performance had to be calculated amounts only
to
Kgrad =
N∑
k=1
k = 12N(N + 1), (7)
which is much smaller than Kbf and, thus, feasible even for very
large N. For N = 125, the individual terms from different sub-
population sizes add up to only Kgrad = 7875.
(iii) Simulated annealing. Simulated annealing (Dowsland and
Thompson, 2012) is a heuristic approach, which – in principle
– allows to find the global maximum without having to explore
the whole search space, though there is no guarantee that the
optimum solution will at all be found and, if so, that this will be
in fewer steps than the brute force search. However, simulated
annealing, in contrast to the two gradient algorithms, has the
ability to recover from local maxima. Suboptimal solutions are
hence much less likely to occur.
One uses a random permutation of neurons as an initial sub-
population K0. The n-th step in the search is to add or remove
a randomly chosen neuron to or from the current subpopulation
Kn−1 resulting in a new population Kn. Addition or removal is
applied with equal probability, except for the boundary popula-
tions of one neuron and all neurons, for which the only possible
steps are to add or to remove a neuron, respectively. Whether
or not the addition/removal is accepted depends on the new dis-
crimination performance Pn relative to the current one Pn−1.
The corresponding acceptance probability is set by
qn = exp
{
−|Pn − Pn−1|Tn−1
}
, (8)
where Tn−1 is a pseudo-temperature that allows moving ’down-
hill’ in order to not get stuck in a local and thus suboptimal
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Figure 3: Summed population coding: Color-coded discrimination perfor-
mance for different neuronal subpopulations within the example from Figs. 1
and 2, in which a subpopulation consisting of the first 3 out of N = 7 neu-
rons code for the different stimuli while the remaining non-coding neurons fire
just randomly. Every matrix element depicts the performance of one specific
subpopulation. The right panels show the maximum performance for a given
subpopulation size. A. The bottom-up algorithm starts with the discrimination
performances of the individual neurons. In every subsequent iteration one adds
the neuron that complements the current subpopulation best (indicated by small
black ticks) and this is repeated until the full population size is reached. B. The
top-down algorithm begins with the discrimination performance of the com-
plete population (depicted in the first column of the top row). In every iteration,
one discards the neuron that contributes the least to the discrimination (marked
by short black horizontal lines) until just one neuron remains. — The red and
the black dots in both matrices mark the coding and the full subpopulations
whose pairwise distance matrices are shown in Fig. 2A and 2C, respectively
(the non-coding subpopulation in Fig. 2B is never visited). For both algorithms,
the maximum overall population sizes (red circle in A, magenta circle in B) is
correctly obtained for the coding subpopulation (marked by crosses in red resp.
magenta and confirmed by the green rectangles indicating the ground truth re-
sults of the brute force approach).
maximum. Steps with Pn > Pn−1 are always accepted. The
likelihood of accepting steps with Pn ≤ Pn−1 is also finite but
decreases according to a gradual and stepwise cooling scheme
in which Tn is held constant for a certain number of iterations
chosen depending on the number of neurons.
By means of a path of N0 random test steps from the starting
population one can set the initial temperature to
T0 = − 1ln(0.95) 〈|Pn − Pn−1|〉n=1,...,N0 , (9)
which guarantees a fair mobility in the beginning because even
downhill steps are accepted with a likelihood of 95% (Ben-
Ameur, 2004). The stopping criterion for the algorithm is that
between two successive temperature changes the population re-
mains unchanged, i.e. Kn = Kn−1. During the whole itera-
tion one tracks the highest discrimination performance value
reached thus far and in case the final value is worse than this
best value along the path, it can not be the global maximum
5
and thus the algorithm resets the temperature to T0 and contin-
ues with increased mobility.
4.2. Labeled Line (LL) – Discrimination Performance & Algo-
rithm
The assumption underlying LL coding is that neurons indi-
vidually encode different properties or features of a stimulus.
Hence, in this case every neuron must be evaluated separately.
This actually makes things much easier since instead of having
to deal with distance matrices in the space of all possible sub-
populations as in the SP case, it is now sufficient to calculate
only N distance matrices, one for each neuron. A single neuron
typically codes for one specific stimulus feature only. There-
fore, in order to discriminate a large and broad set of S stim-
uli, the complementary information provided by many neurons
needs to be combined. Identifying the most discriminative LL
population is thus equivalent to finding discriminative neurons
for as many stimulus pairs as possible. For two stimuli to be
distinguishable there must be at least one individual neuron sen-
sitive to their difference. In case more than one neuron is found
for a stimulus pair, the most discriminative one is selected.
Fig. 4 illustrates this procedure using a very schematic and
simplified example. For clarity we use two very distinct fea-
tures (color and vehicle type), but in a typical recording these
often would be two different features of the same sensory mode.
Our starting point is a set of S different stimuli (Fig. 4A) whose
repeated presentations elicit T = S × R spike train responses
(Fig. 4B). From these responses a pairwise distance matrix D
is computed for every individual neuron n = 1, ...,N (Fig. 4C).
Looping over stimulus pairs transforms each of these T ×T dis-
tance matrices into a S × S discrimination matrix that indicates
the stimulus pairs this particular neuron is able to discriminate.
For two different stimuli s and s¯ to be distinguishable, their
intra-stimulus distances Ds,s and Ds¯,s¯ and their inter-stimuli dis-
tances Ds,s¯ (both pooled over all repetitions of the respective
stimuli) should stem from different distributions. If they were
to stem from the same distribution, the two stimuli could not be
discriminated.
We seek to verify the hypothesis that responses to two differ-
ent stimuli can be discriminated. To this end, we employ three
Wilcoxon rank-sum tests t s¯,s¯s,s = t
(
Ds,s,Ds¯,s¯
)
, ts,s¯s,s = t
(
Ds,s,Ds,s¯
)
,
and ts,s¯s¯,s¯ = t
(
Ds¯,s¯,Ds,s¯
)
at a significance level of α = 0.001.
From these three tests one can form a logical discrimination
matrix such that for neuron n the discrimination between stim-
uli s and s¯ reads
Ms,s¯n =
1 if t s¯,s¯s,s ∨ ts,s¯s,s ∨ ts,s¯s¯,s¯ = true0 otherwise. (10)
The two stimuli can be discriminated by this neuron (i.e. Mns,s¯ =
1) whenever at least one of the three tests yields significant dif-
ferences. In the example of Fig. 4, all neurons respond to just
one single feature of the stimuli, the first two to color (white
and red) and the last two to vehicle type (car and ship). Thus,
all of the neurons are able to discriminate among some of the
stimuli but not among others (Fig. 4D).
Next, in order to identify the best LL subpopulation for dis-
crimination, we define the discrimination performance for each
stimulus pair (s, s¯) and every neuron n as
Pˆs,s¯n = M
s,s¯
n P
s,s¯
n (11)
with Ps,s¯n given in Eq. 1, supplemented by the subscript n to
index individual neurons. High values of Pˆs,s¯n are obtained for
large inter-stimuli and small intra-stimulus distances, while for
the stimuli pairs a neuron cannot discriminate the value van-
ishes (cf. Fig. 4E). From these individual discrimination per-
formance matrices the population performance matrix can be
obtained as
Pˆs,s¯max = maxn
{
Pˆs,s¯n
}
, (12)
which takes for every stimulus pair the best discrimination per-
formance of all the individual neurons (see Fig. 4F). The popu-
lation discrimination matrix
Ms,s¯max =
arg Pˆs,s¯max if Pˆs,s¯max > 00 otherwise (13)
indicates for every stimulus pair the best neuron (cf. Fig. 4G)
and from this matrix the optimized LL population is obtained
by uniting all neurons that contribute to the discrimination, i.e.
KLLopt =
⋃
s,s¯,Ms,s¯max>0
Ms,s¯max. (14)
Finally, the LL discrimination performance of the full popula-
tion for the whole stimulus set is the mean of the discrimination
performances over all stimulus pairs, that is,
PLL =
〈
Pˆs,s¯max
〉
s,s¯
. (15)
In our example, from Fig. 4G we can extract the best selection
from the two color neurons (both neuron 1 and neuron 2) and
from the two ’vehicle type’ neurons (just the ship neuron, neu-
ron 4) yielding neurons 1, 2, and 4 as the optimized LL popula-
tion which obtains an labeled line discrimination performance
of PLL = 0.148.
5. Results
5.1. Summed Population (SP)
(i) Brute force. This is the preferred algorithm because it guar-
antees that the best discrimination performance is found. How-
ever, the number of subpopulations that have to be evaluated
increases exponentially with the number of neurons, see Eq. 6,
rendering this algorithm applicable only for comparably small
numbers of neurons. In this study whenever possible we used it
as benchmark to verify the correctness of the solutions found by
the other algorithms and to evaluate their decrease in computa-
tional cost. Being able to obtain the ground truth this way was
most important for the examples with noisy spike trains where
the actual result was not known beforehand.
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Figure 4: Labeled line coding: Schematic example in which each of the N = 4 neurons is sensitive only to one specific feature of the different stimuli. Neuron 1
responds to white and neuron 2 to red objects, neuron 3 to cars and neuron 4 to ships. A. The S = 4 stimuli were chosen such that they combine these features. B.
Spike trains responses of each neuron to R = 5 repetitions of every stimulus. C. Pairwise distance matrices Dn (using the SPIKE-distance D) over all T = 20 trials.
D. Corresponding discrimination matrices Mn. Black is always 0, whereas each neuron has its own color representing 1 for the stimulus pairs it can distinguish. E.
Performance matrices Pn. The value is zero for stimulus pairs that can not be discriminated and otherwise the higher the better the discrimination. F. The population
performance matrix P collects for each stimulus pair the highest values obtained for any of the four individual neurons. G. The corresponding neurons are indicated
in the population discrimination matrix M which is colored according to which neuron achieves the best discrimination performance (Ps,s¯n ) for that stimulus pair.
The overall performance is PLL = 0.148 and is obtained for the optimized LL population KLLopt = [1 2 4] (written on top, the corresponding performance matrices
are marked in E by black rectangles). Note that the color coding in both subplots D and G is discrete and used to label the individual neurons.
(ii) Gradient algorithms. We illustrate the appropriateness of
using gradient algorithms, i.e a proof-of-principle, using a
noise-free case. In Fig. 5 we used a similar example as in Fig. 3,
again with S = 4 different stimuli which were repeated R = 5
times each. This time, however, the population consisted of
N = 125 neurons, a number in the range of real life experi-
ments. This corresponds to more than Kbf = 4 ·1037 possible
subpopulations and thus renders the brute force approach abso-
lutely unfeasible. For the gradient algorithm (top-down variant)
the discrimination performance had to be determined for only
7875 subpopulations. The first c = 47 coded perfectly and this
coding subpopulation was correctly identified as the one with
the maximum discrimination performance PSPKopt .
Next, we ran two simulations that are constructed such that
each time one of the two variants of the gradient algorithm did
not find the best subpopulation since it got trapped in a lo-
cal maximum. The two cases employed essentially the same
setup, but the first case was noiseless whereas in the second
case we applied noise that disrupted the timing information of
each spike with 50% chance. For the first simulation we gener-
ated a population of N = 10 neurons made up of three different
subpopulations. The first four individual neurons are each able
to discriminate between all the stimuli on their own. Next, a
subpopulation of three neurons could discriminate only collec-
tively, i.e. as a population, but with a slightly lower discrimina-
tion than the individual neurons. Finally, the last three neurons
were non-coding. For a population of this size the brute force
approach is still feasible and its result served as ground truth.
In the simulation without noise shown in Fig. 6, the best
discrimination performance should have been obtained by the
very best individual neuron. This was indeed the result of
the bottom-up variant (Fig. 6A). However, the top-down vari-
ant failed and erroneously indicated the neuronal subpopulation
consisting of the middle four neurons as the winner (Fig. 6B).
This is because it had to follow the iterative procedure of sin-
gling out one neuron at a time for elimination and, hence,
could not treat the middle population as a single entity. There-
fore, at each step breaking up the population was being con-
sidered a very bad option and falsely avoided to the very end.
The individually coding neurons were eliminated first and thus
never evaluated on their own, which left the performance of the
collectively coding subpopulation as the best one encountered
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Figure 5: Summed population coding: Same setup and format as Fig. 3B but
this time the top-down gradient algorithm was applied to a neuronal population
of size N = 125 which corresponded to a total number of more than 1037
possible subpopulations. In this simulation the subpopulation consisting of the
first 47 neurons (marked in green) coded for the different stimuli while the
remaining non-coding neurons fired randomly. Even though it evaluated just
less than 8.000 subpopulations, the algorithm correctly identified the coding
subpopulation as indicated by the maximum over all population sizes (magenta
circle in curve on the right).
along the path.
Fig. 6C depicts the SP discrimination performances given in
Eq. 4 calculated for each of the individual neurons. Each of
the first three neurons had a very large discriminative power
far superior to the individual neurons of the collectively cod-
ing subpopulation which were still better than the non-coding
neurons. In Fig. 6D we show the winners chosen by each of
the different algorithms. The top-down gradient variant was the
only algorithm that did not succeed in identifying the very first
individual neuron as the most discriminative subpopulation (as
verified by the brute force approach).
In the second simulation summarized in Fig. 7, we used ex-
actly the same setup but added so much noise to the first three
individually coding neurons that they did no longer outperform
the four collectively coding neurons which thus together should
have been identified as the most discriminative subpopulation.
In this case the bottom-up gradient algorithm failed (Fig. 7A),
whereas the top-down variant managed to find the correct solu-
tion (Fig. 7B). The reasoning is exactly inverse to the first case.
The iterative ’one-neuron at a time’ scheme did not allow to in-
clude the collectively coding population consisting of four neu-
rons in one step and since each of them on their own was worse
than the three individually coding neurons (see Fig. 7C), these
latter neurons were added first. Again, Fig. 7D summarizes the
results of the different algorithms. There, the bottom-up gradi-
ent algorithm incorrectly identified the best individual neuron
as most discriminative.
The respective failures of the top-down and the bottom-up
variants in these two simulations were both due to the fact that
the gradient algorithms follow a steepest ascent approach where
at each step they take the locally optimal choice. The well-
known problem with this greedy approach is that it does not
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Figure 6: Summed population coding: Example where the top-down gradient
algorithm failed. The population consists of three neurons that code the differ-
ent stimuli individually (Indi), four neurons that code them as a collective (Coll)
and three non-coding neurons (NC). The top panels A and B follow the setup of
the bottom-up and the top-down algorithms in Fig. 3A and B, respectively. For
the sake of legibility now the curves of the maximum performance per popula-
tion size are superimposed in white (axis on top). The optimal solution is the
single best individually coding neuron (neuron #1 on the left) and this neuron
was indeed correctly identified by all algorithms apart from one. The top-down
algorithm always discarded the neuron contributing the least and since it could
not discard the whole collective unit it got stuck in a local maximum. C. Perfor-
mance of individual neurons. D. Neuronal subpopulations identified as winners
by the different algorithms. The horizontal green line indicates the optimal
discrimination performance as verified by the brute force algorithm.
necessarily lead to the global optimum. In this specific context
it meant that once an incorrect neuron was added (bottom-up)
/ a correct neuron was excluded (top-down), the gradient al-
gorithms had no way to correct this ’mistake’ and these bad
choices remained. We would like to add that we also found
cases in which neither variant was able to find the correct so-
lution. So running both algorithms and picking the overall best
performance can also not provide a guarantee that the optimal
solution is found.
(iii) Simulated annealing. Since gradient algorithms are much
faster than the brute force approach and successful under ideal-
ized conditions, they can be used for first testing. However, our
examples illustrate that they can generally not be relied upon
in more realistic settings. Fortunately, simulated annealing pro-
vides a recovery mechanism that considerably reduces the like-
lihood of getting stuck in a local maximum.
Both Fig. 6D and Fig. 7D include the successful simulated
annealing algorithm. In these two cases as well as in all other
cases that we looked at, simulated annealing was indeed able to
identify the most discriminative neuronal subpopulation. How-
ever, this increased reliability of the simulated annealing algo-
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Figure 7: Summed population coding: Similar to Fig. 6 but in this example
we added some noise which made the bottom-up gradient algorithm fail. The
discriminative performance of the individual neurons was degraded to such an
extent that here the four summed population neurons performed better (to stay
with our convention that the winning subpopulation comes always first, we re-
versed the order of these two groups of neurons). The bottom-up algorithm
could never add the SP-population as a whole and thus always had to pick the
best individual neuron remaining. This took it to a local maximum right at the
beginning, and from then on the discrimination performance of the very first
individual neuron apparently remained the optimal solution along the whole
path.
rithm compared to the two gradient variants comes with a prize,
an increased computational cost.
10 15 20 25 30
# Neurons
101
102
103
104
105
106
107
# 
Su
bp
op
ul
at
io
ns
Brute Force
Iterative Bottom-Up
Iterative Top-Down
Annealing
Annealing (Unique)
Figure 8: Comparison of the computational cost for the different algorithms
for summed population coding: Subpopulations evaluated versus number of
neurons. Note that the values for simulated annealing are averages over ten
trials.
The runtime of an algorithm consists mostly of two parts,
the number of subpopulations that have to be evaluated and the
time it takes to evaluate each of these subpopulations. As sum-
marized in Fig. 8, we compared the different algorithms regard-
ing the numbers of subpopulations visited. As expected, for
the brute force algorithm that number increased exponentially
with the number of neurons. For the two variants of the gra-
dient algorithm the numbers were identical in line with Eq. 7,
and much smaller than for the brute force algorithm. In the case
of simulated annealing, our selected examples revealed values
in between these two extremes for large enough numbers of
neurons. Here we had to divide the number of subpopulations
evaluated into two distinct categories. The first one is the ac-
tual number visited by the random walk, the second one is the
number of uniquely evaluated subpopulations. We added the
latter because some of the subpopulations might have been re-
visited many times. We note that in our implementation the dis-
crimination performance for every subpopulation is determined
only at the first visit and stored so that at all repeated visits this
value can be readily retrieved via an unambiguous mapping to
the subpopulation space. This makes revisiting a subpopula-
tion considerably cheaper than calculating a new one. While
for small population sizes the actual number of subpopulations
evaluated might be even higher than for brute force, it starts to
gain more speed compared to the brute force approach as soon
as the algorithm no longer has to visit all solutions. This also
implies that for a small number of neurons it is always prefer-
able to use the brute force approach, because it not only gains
speed, but, unlike the simulated annealing, also guarantees the
ground truth solution.
5.2. Labeled line (LL)
For the LL case, we investigated a more complex example
than Fig. 4. However, we used a schematic design to sketch a
general idea of some of the complications that may occur. In
this example R = 5 repetitions of S = 8 stimuli were presented
to N = 10 neurons (Fig. 9).
The coding and discrimination capabilities of every individ-
ual neuron can be seen best in the subplots of Figs. 9A and 9B.
Neurons 1 and 2 both coded for the first four of the eight stim-
uli, but neuron 1 seemed to respond to one feature common in
all of these stimuli whereas neuron 2 responded to each of these
stimuli in a different way (Fig. 9A). This implies a sensitivity
to four different features that were present in just one of these
stimuli each. Because of this, only neuron 2 was able to dis-
tinguish between these four stimuli themselves, whereas both
neurons were able to discriminate between any of the first four
stimuli and any of the last four (compare M1 and M2 in Fig. 9B).
Neurons 3 and 4 were each sensible to two of these four features
(neuron 3 equally and neuron 4 differently) and neurons 5 and
6 to just one. So among the fist six neurons there was a hier-
archy of specificity with neurons 1 and 2 the least and neurons
5 and 6 the most specific. All these neurons also showed dif-
ferent levels of reliability, which caused that only three of them
(neurons 1, 2 and 4) obtained maximum discrimination values
for some stimulus pairs (Fig. 9, C and D) and thus contributed
to the optimal LL population (Fig. 9E). An even higher level of
redundancy could be observed for neurons 7 and 8, which both
coded exactly for the same two stimuli, but here only neuron 8
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Figure 9: Labeled Line Coding: A reasonably complex example based on R = 5 repetitions, S = 8 stimuli and N = 10 neurons. A. Pairwise spike train distance
matrices Dn over all T = 40 trials. Both neurons 1 and 2 responded to the first four stimuli, but whereas the first reacted with just one common response, the
second did so with a different response for each of these stimuli. Neuron 3 was only sensitive to the first two (equally) and neuron 4 only to the third and fourth
stimulus (separately) who were also covered by neuron 5 and 6 but only one at a time. The two neurons 7 and 8 coded for the fifth and sixth stimulus but with
varying degrees of reliability, while neuron 9 did not respond to any of the stimuli. Neuron 10 was sensitive to the last two stimuli reacting to both of them with
the same response. B. Discrimination matrices Mn, colored such that the stimuli pairs that could be discriminated are marked with a unique color for each neuron.
C. Corresponding performance matrices Pn that were used to identify the best performance for each stimulus pair. D. Maximization of the Pn-matrices results in
the population performance matrix P. The black off-diagonal element indicates stimuli 7 and 8 which could not be discriminated by any of the neurons of this
population. E. The population discrimination matrix M gathers the neurons that contributed to the optimized LL subpopulation KLLopt = [1 2 4 8] (again marked in
C by black rectangles). Their overall performance in this example was PLL = 0.139.
was reliable enough to enter the optimal LL population. Neu-
ron 9 did not respond to any of the stimuli, i.e. this neuron was
either just noisy or sensitive only to one (or more) feature(s)
that were not present in any of the stimuli.
In the simpler example of Fig. 4, all off-diagonal elements
of the population performance matrix P were positive which
means that all pairs of stimuli could successfully be discrimi-
nated. The optimized LL population consisted of three neurons,
one vehicle type neuron and two color neurons, which came
about because both color neurons happened to be most discrim-
inative for some of the stimulus pairs. Here it would take only
two neurons to perfectly discriminate, as long as a color neuron
was combined with a vehicle type neuron. This nicely illus-
trates the subtle distinction between coding and discrimination:
with only the ’white’ neuron 1 and the ’car’ neuron 3 all stimuli
could be discriminated even though none of these two neurons
actually coded for stimulus 4, the ’red ship’. While this con-
tained a case of discrimination without coding, exactly the op-
posite case occurred in Fig. 9. There, for stimulus pair 7 and 8
we obtained a zero outside of the diagonal indicating that these
two stimuli could not be discriminated by this set of neurons,
although neuron 10 was responding to both of these stimuli.
Therefore, this is a case of coding without discrimination. In
general, two stimuli cannot be discriminated whenever the pop-
ulation contains only neurons that are not sensitive to any of
the features that distinguish them. Some of the neurons might
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still code the stimuli but just not the distinction. In Fig. 4, a
red car and a red ship could not be discriminated if only ’color’
neurons were evaluated.
6. Discussion
6.1. Summary
We evaluated methods for identifying the most discrimina-
tive subpopulation when looking at neuronal responses to re-
peated presentations of a set of stimuli. Central to our studies
were two different assumptions about neuronal population cod-
ing. According to the summed population (SP) hypothesis all
neurons in a population potentially contribute to the coding of
an external stimulus, whereas under the labeled line (LL) hy-
pothesis stimulus encoding is realized through individual neu-
rons. In both cases our analysis relied on the computation of
pairwise distance matrices and a basic discrimination perfor-
mance that quantifies the degree to which identical (different)
stimuli yield similar (dissimilar) spike train responses. How-
ever, since the two hypotheses include different assumptions
about neuronal coding they required complementary algorith-
mic approaches.
For SP we compared three approaches that search the space
of all possible subpopulations for the maximum discriminative
performance over all stimulus pairs: (i) A brute force search
evaluating all possible subpopulations; (ii) two variants of a
steepest ascent or gradient algorithm; and (iii) simulated an-
nealing. By definition, approach (i) provides the best results as
evaluating all possible combinations guarantees that the global
maximum is found. However, the number of possible subpop-
ulations increases exponentially with the number of neurons
(Eq. 6), rendering a brute force approach feasible only for rather
small populations. Gradient algorithms (ii), like the one used
in Ince et al. (2013), overcome this limitations, as the num-
ber of subpopulations that has to be evaluated increases only
quadratically with the number of neurons (Eq. 7). Unfortu-
nately, while useful under very idealized conditions, in general
these approaches have problems in finding the correct solution.
In contrast, our simulated annealing approach (iii) proved much
more reliable in finding the maximal discriminative power than
both variants of the gradient approach, and this despite only a
moderate increase in computational cost in the majority of cases
studied here (see Fig. 8 for an example).
For LL we introduced an optimization algorithm which finds
the most discriminative subpopulation by evaluating every neu-
ron separately. First, for every individual stimulus pair the algo-
rithm identifies the discriminative neurons and selects the best
one. These best neurons are then combined to form the optimal
LL-population. As shown in Fig. 9, the algorithm can handle
quite involved coding scenarios, even though its computational
complexity is much lower than in the SP case (because we only
have to deal with one distance matrix per neuron). Moreover,
we are guaranteed to find the best subpopulation since this time
no search in a very high-dimensional subpopulation space is
needed.
6.2. Comparisons
To provide a more intuitive understanding of the relationship
between the SP and the LL hypothesis, consider a single neuron
that in itself is able to discriminate the whole set of stimuli per-
fectly. Such a neuron is where both hypothesis meet. It could
be considered either as a perfect SP population of size one or
as an LL neuron that yields a perfect discrimination matrix on
its own. While for a few stimuli one neuron alone might indeed
be able to do the job, the distinction of a large and complex set
of stimuli typically works along several feature dimensions and
a population of neurons is needed to work in unison and com-
plement each other. Conversely, in order to obtain a robust and
universal subpopulation in an experimental setting, it is essen-
tial to test the population on a stimulus set that is as diverse as
possible. In general, for both the SP and the LL case one should
always keep in mind that the results obtained are a function of
both the stimulus set presented and the neuronal subpopulation
recorded.
For such a complex stimulus set, SP and LL hypotheses can
be seen as two distinct ways neurons as a population may col-
laborate to carry out the task of the perfect neuron. In the SP
case they divide the spikes of each individual response among
themselves, while in the LL case the responses to different stim-
uli are distributed among the neurons. It would also be possible
to construct all kind of SP and LL mixtures by combining sub-
division of spikes among neurons (SP coding blocks) with sep-
aration of stimulus sensitivity between different neurons (LL
subpopulations) at any level. However, since this can get ar-
bitrarily complex, a modification of the algorithms to address
these mixed cases seems to be computationally out of reach.
There are other potential modifications. The current LL al-
gorithm identifies for each stimulus pair all the neurons that are
sensitive to discrimination and selects only the very best one.
Overall this will result in a rather minimal LL-subpopulation.
However, in real-life applications additional criteria such as re-
dundancy and reliability might be very important. To create
more stability it could be preferable to include more rather than
less neurons (Sanchez et al., 2004). This could be particularly
useful whenever two neurons distinguish the same stimulus pair
but use different features to do so. The inclusion of both of these
neuron would guarantee access to complementary information
that might be essential to discriminate more diverse stimulus
sets. Then, both algorithms are designed to identify the most
discriminative subpopulation which is why we always look at
pairs of two stimuli. If instead one were interested in finding
the coding subpopulation, the algorithms could be modified to
evaluate responsiveness to individual stimuli.
For the sake of simplicity we restricted our simulations to
cases with uniform rates. However, recent studies on the ob-
served variability in firing rates have emphasized the preva-
lence of log-normal distributions (Buzsa´ki and Mizuseki, 2014)
and the roles of ’soloists and choristers’ (Okun et al., 2015).
This raises the question of the relative importance of coding
by sparse-firing vs. higher-frequency neurons. In the SP case
varying firing rates may imply that the population spike train
is divided among the population with a non-uniform probabil-
ity distribution. However, this will only change the gradient
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towards the optimal solution and not the solution itself. Thus,
our algorithm will not be affected. Likewise, in the LL case,
the stimulus pairs are assessed individually and therefore the
rate is less important. The neurons that display the most con-
sistently distinct responses for different stimuli will be selected
regardless of the actual rates.
Our algorithms employ the SPIKE-distance as a fundamental
measure for comparing spike trains. The only other approaches
that use spike train distances to evaluate the coding properties
of neuronal ensembles are population extensions for the Victor-
Purpura distance (Aronov et al., 2003) and the van Rossum dis-
tance (Houghton and Sen, 2008). These population measures
interpolate between the two extreme cases of summed popula-
tion and labeled line coding by means of a parameter that de-
termines the importance of distinguishing spikes fired in differ-
ent cells (minimal for SP, maximal for LL). While the applica-
tions to the pooled spike train of the full population (SP) or to
all individual spike trains separately (LL) are straightforward
(Schneider and Woolley, 2010 resp. Mackevicius et al., 2012),
it is not obvious how to interpret intermediate cases. More im-
portantly, these approaches never deal with subpopulations but
always consider the population as a whole. This hampers com-
parison of results because these population extensions have not
been designed to answer questions about the extent to which
a part of the population contributes to stimulus discrimination
and much less to identify the most discriminative subpopula-
tion. In short, our algorithms and these population extensions
address complimentary questions.
6.3. Outlook
So far we have applied both the SP and the LL algorithms
to simulated datasets only. We either knew the ground truth
a priori or we could apply the brute force approach to obtain
the ground truth. After having passed this verification test, the
next step will be to analyze experimental datasets in which a
neuronal population is recorded upon repeated presentations of
a set of stimuli. These can be data from animal models in both
sensory and motor regions, but also recordings of intracranial
neuronal spiking from patients undergoing seizure monitoring
prior to epilepsy surgery (Fried et al., 1997).
Once the algorithms are applied to experimental data their re-
sults may serve to address further fundamental questions about
neuronal coding. One of them regards the size of the most dis-
criminative subpopulation and how it compares to the size of
the full population and to the size of the subpopulation that
conveys the same information as the whole (see, e.g., the in-
formation theoretic analysis carried out in Ince et al., 2013).
Moreover, it would be interesting to investigate the spatial lo-
cation of the discriminative neurons and search for properties
that distinguish them from other neurons. For example, one
may evaluate their overall firing rates and their level of connec-
tivity (Buzsa´ki and Mizuseki, 2014) as well as their coupling to
the overall firing of the population (Okun et al., 2015).
Another potential application for our algorithms are BCIs
(see, e.g., Lebedev and Nicolelis, 2006; Mak and Wolpaw,
2009), in particular, the kind of BCI that works with multi-
unit spike train read-out (Homer et al., 2013). Current BCI
systems are following the so-called mass-effect principle and
rely on rather crude population averages like mean firing rates
over many neurons (Nicolelis and Lebedev, 2009). This could
be improved significantly by increasing the signal-to-noise ra-
tio (SNR) by selecting the most informative neurons (Sanchez
et al., 2004) and making explicit use of the temporal structure
of spike trains (Sanchez et al., 2008). Algorithms for finding
the most discriminative subpopulation based on the spike tim-
ing sensitive SPIKE-distance could lead to refined and more
targeted estimates of ensemble activity. Comparing the SP and
LL algorithms on the same dataset may provide further insights
on how neural circuits encode. In fact, the success or failure of
clinical BCI applications will depend on our efforts to under-
stand population coding.
To facilitate such efforts we made all the algorithms used here
freely available on our download page1 (Matlab command line).
Appendix: The SPIKE-Distance
The spike train distance that we use to evaluate whether the
responses elicited by different stimuli can be distinguished is
the SPIKE-distance (Kreuz et al., 2011; Kreuz et al., 2013,
see Satuvuori et al., 2017 for a generalized version). In con-
trast to the ISI-distance (Kreuz et al., 2007, 2009), the SPIKE-
distance is sensitive to both firing rate and spike timing. While
spike-resolved distances like the Victor-Purpura distance or the
van Rossum distance rely on a time-scale parameter, the time-
resolved SPIKE-distance is parameter-free and time-scale inde-
pendent. This allows for easy comparability of results obtained
for vastly different firing rates, e.g. for pooled neuronal popu-
lations of different sizes (Satuvuori and Kreuz, 2018). But note
also that for datasets with very low spike counts (≤ 4 spikes)
other spike train distances might be preferable (Satuvuori and
Kreuz, 2018)..
The SPIKE-distance D measures the relative spike timing be-
tween spike trains normalized to local firing rates. In order to
assess the accuracy of spike events, each spike is assigned the
distance to its nearest neighbor in the other spike train
∆t(n)i = minj
(∣∣∣∣t(n)i − t(m)j ∣∣∣∣) . (16)
These distances are interpolated between spikes using for all
times t the time differences to the previous spike
x(n)P (t) = t − t(n)i for t(n)i 6 t 6 t(n)i+1, (17)
and to the following spike
x(n)F (t) = t
(n)
i+1 − t for t(n)i 6 t 6 t(n)i+1. (18)
This defines a time-resolved dissimilarity profile from discrete
values. The instantaneous weighted spike time difference for
1http://www.fi.isc.cnr.it/users/thomas.kreuz/Source-
Code/subpopulations.html
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a spike train can be determined via the interpolation from one
difference to the next
S n(t) =
∆t(n)i (t)x
(n)
F (t) + ∆t
(n)
i+1(t)x
(n)
P (t)
x(n)ISI(t)
, t(n)i 6 t 6 t
(n)
i+1. (19)
The pairwise SPIKE-distance profile is subsequently obtained
by averaging the weighted spike time differences, normalizing
to the local firing rate average, and weighting each profile by
the instantaneous firing rates of the two spike trains
Sm,n(t) =
S nxmISI(t) + Smx
n
ISI(t)
2
〈
xn,mISI (t)
〉2 . (20)
Averaging over all pairwise SPIKE-profiles results in the mul-
tivariate SPIKE-profile
S (t) = 2N(N−1)
N−1∑
m=1
N∑
n=m+1
Sm,n(t). (21)
Finally, integration over time gives the distance value
D = 1te−ts
te∫
ts
S (t)dt. (22)
Here, ts and te denote the start and end of the recording, respec-
tively. The dissimilarity profile S (t) and the SPIKE-distance D
are bounded to the interval [0, 1]. The distance value D = 0 is
obtained for identical spike trains only.
Implementations of the SPIKE-distance are provided online
in three separate freely available code packages called SPIKY2
(Matlab graphical user interface, Kreuz et al., 2015), PySpike3
(Python library, Mulansky and Kreuz, 2016) and cSPIKE4
(Matlab command line with MEX-files).
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