Abstract
Introduction and Previous Work
The availability of a broad variety of volumetric images, in recent years, raises new problems and challenges for the scientific community. While 3D images are typically obtained from 3D laser scanners, volumetric images are commonly obtained from devices such as CT, MRI, and SEM. One common need in both image types is segmentation. Segmented images are employed in vision and image processing or understanding applications. Segmentation techniques of volumetric images are considered, for example, in [16] .
One way of approaching the segmentation problem is by computing or estimating differential geometric properties of the analyzed objects [11] . Among the differential properties that are widely used, Gaussian curvature takes a center stage, being a fundamental prescription of an intrinsic surface property. Curvature computation is employed in many of the segmentation algorithms known in the literature and used in practice. Volumetric segmentation processes could exploit the fact that the curvature values of all iso-surfaces are intrinsic to the shape, thus invariant to rotation and translation, among other qualities.
The information provided by curvature analysis could be used in applications where volumetric data is found, from CT medical scans all the way to CT security scans. Such applications could be registration, metamorphosis, and recognition of primitive parts.
Curvature properties of volumetric images were investigated in [9] . The author of [9] presents methods for computing the curvature of piecewise linear two-manifold surfaces and three-manifold graphs of trivariate functions. [9] presents several examples of synthetic objects that were color-coded to follow curvature values. Moreover, several measurements of the errors of the approximation are presented using the root mean square between exact analytic and approximated values over each point of interest of several synthetic images.
Being able to view the boundaries of objects, in general, the human eye experiences difficulties in fully comprehending the geometry of a volumetric image. Ways to provide visual cues have been sought in rendering two-dimensional projections of the volume. One example is [13] , in which the author employs volumetric visualization using strokes along lines of curvature. The strokes follow the principal directions, thus enhancing the perception of the image in an intuitive way. The computation of the strokes employs a line integral convolution.
In [10] , the authors define a new type of transfer function for direct volume rendering. This new type of transfer function evaluates the principal curvatures at discrete points.
The transfer function associates with each pair of principal curvatures a color, and emphasizes the elliptic, parabolić both planar and cylindricµ and hyperbolic regions of the analyzed objects.
In [15] , the authors describe a multi-dimensional transfer function technology that employs measurements of several differential characteristics. The differential characteristics are evaluated using a convolution of the input image with different filters. The authors show results that emphasize valleys and ridges, visualizing surface smoothing, and visualizing the uncertainty of iso-surfaces.
In [20, 19] , the authors present a technique for estimating curvature values of iso-intensity surfaces from volumetric data sets. They refer to the principal curvatures ½ and ¾ as the largest and second´principalµ curvatures, where ½ ¾ Moreover, the authors define four types of possible registration curves, considering the local minimum or maximum of the largest or next-to-largest curvature, along lines of curvature. The estimation of curvature properties requires the approximation of derivatives in the input images and in [20, 19] this is performed by applying a discrete local Gaussian filter over the volumetric image.
The authors in [23] use a global curvature analysis approach and present a technique for evaluating the curvature and the torsion of 3D vector fields. Several differential characteristics of the 3D vector fields are used for computing iso-surfaces which finally are employed towards the analysis and visualization of the input images. The importance of [23] could also be found in developing a general framework of formulas for computing curvature fields.
The estimation of curvature properties requires the approximation of second order derivatives, a difficult task when discrete, piecewise constant, voxel representations are employed. In order to estimate the second order derivative, any numerical algorithm must consider the tradeoff between the provided accuracy and the time consumed. For instance, there are algorithms, such as the central finite difference approximation to second order derivatives, for example, see [4] µ that can efficiently approximate the second order derivative and provide a certain degree of accuracy. When accuracy is crucial, methods such as Richardson extrapolation´see 4 µ are to be used.
In this paper, we present a technique to globally and simultaneously compute the Gaussian curvature foŕ all iso-surfaces ofµ volumetric images. The presented scheme offers advantages in its improved accuracy in detecting boundaries of curvature-based segmented regions and in its ability to perform global curvature analysis that is insensitive to aliasing as well as ignorant of a specific isolevel. Given a volumetric data set ´Ù Ú Ûµ we are able to compute Ã´Ù Ú Ûµ a scalar field that represents the Gaussian curvature of the iso-surface at´Ù Ú Ûµ The introduced computational capability opens the way for a more precise and robust global curvature-based segmentation of volumetric data sets. All contemporary algorithms, including the above and to the best of our knowledge, compute the curvature properties in discrete locations only. In the presented new approach, we are able to compute curvature properties functions defined over each point of the volume. This paper is organized as follows. In Section 2, we provide some necessary mathematical background. In Section 3, we describe the mechanism of evaluating the Gaussian and mean curvatures used in our presented approach. In Section 4, segmentation of the volume as well as curvaturebased iso-surface extractions are considered using the introduced scheme. A few advantages over traditional voxelbased schemes are also presented. In Section 5, several examples of our algorithm applied to volumetric and 3D scanned images are portrayed. Finally, in Section 6, we conclude.
Background
Consider ´Ù Ú Ûµ a ´¾µ trivariate function. In this section, we briefly present the mathematical background necessary to compute the Gaussian curvature of an isosurface ´Ù Ú Ûµ ¼ . We use the main differential components as in [20, 19] .
Given 
Let
and and Ä Å and AE be the coefficients of the first and second fundamental forms, respectively, and Ò Ë Ù ¢ Ë Ú be the unnormalized normal to Ë at´Ù Úµ Then,
Similarly, other differential components can be computed as well:
and AE
where Ò is the normalized surface normal. Then, the Gaussian curvature of an iso-surface of ´Ù Ú Ûµ equals
The values in Equations´½µ to´ µ are Û biased and sensitive to a vanishing Û . Processing further, we have,
having similar and cancelled out terms marked together. Ã is now symmetric with respect to Ù Ú or Û Ã´Ù Ú Ûµ is defined for the entire parametric domain of ´Ù Ú Ûµ Denote by Ö Ù Ú Û the gradient of and assume Ö is never zero. Then, given a´Ù
never vanishes. It is important to note that Ã is a rational, provided is. In a similar way to the computation of Ã in Equationś µ and´ µ a formula for À the mean curvature, can be derived as
Note that À ¾ is a rational function as well.
Curvatures of Iso-Surfaces of Trivariate Bspline Functions
Let ´Øµ be the th B-spline blending function of degree defined over knot sequence [2] . Then, consider function
as a trivariate B-spline function, with
Hereafter, we will simply employ ´Øµ or ´Øµ to denote ´Øµ whenever the degree and the knot vector can be inferred from the context. Given a regular, piecewise constant volumetric data set, one can treat it as a piecewise constant B-spline trivariate. Moreover, a piecewise trilinear B-spline trivariate will also interpolate that volumetric data set by simply using the voxels' data values as the Ô Ð coefficients of the trivariate. For higher order trivariate functions, the result is only an approximation when Ô Ð are the coefficients. Hence, in practice, two options are available. Either solve an interpolation problem, fitting ´Ù Ú Ûµ to the original piecewise constant data, or alternatively, provide a bound on the error of the approximation, when using the voxels' data values as the Ô Ð coefficients.
Consider ¾ Ù a single interior knot in the Ù direction such that 
Evaluation of Ã and À as Bézier Forms
We seek to define Ã using the coefficients Ô Ð of ´Ù Ú Ûµ for a single sub-domain Ð and compute the numerator and denominator of the Gaussian curvature following Equation´ µ The expression for Ã as a function of the coefficients Ô Ð was obtained with the aid of the Maple [3] symbolic manipulation program and is too long to provide as part of this work. One can find this symbolic code in [1] . We use a symbolic interpolation process to convert the result to a Bézier form. In a similar way to Ã À ¾ can be evaluated as well. Consider a prescribed trivariate with known coefficients Ô Ð which could be substituted into ´Ù Ú Ûµ The problem of deriving´½¾µ could be mapped to a system of equations with Ç unknowns´Õ Ð µ and Ç constraints: ¢ is also independent of the input and hence one can precisely pre-compute ¢ and ¢ ½ once. Further, ¢ is guaranteed to be non-singular since we evaluate ´Ü Ý Þµ at three-dimensional independent parametric points of the form, ÓÙ ÓÚ Ð ÓÛ points that are also known as node points or Greville abscissas [7] . Furthermore, the func- 
System Dimensions Reducing
Recall that in Section 3.1 we solve the system defined in Equation´½ µ using´½ µ which assumes the computation of ¢ ½ There are several drawbacks in trying to solve directly such a large system. The first drawback is found in the time complexity required for the multiplications performed in´½ µ In this section, we present a computation scheme that is more efficient as well as less memory requirements demanding than the ones used in´½ µ can once again split the matrix system of Equations´¾¼µ using´½ µ Thus,´¾¼µ is equivalent to,
In the case of Gaussian curvature computation and ¿ the decomposition´¾½µ allows us to solve´½ µ as a set of ½¿ ¾ systems of equations, each one requiring Ç ½¿ ¾ ¡ products. In total we need Ç ½¿ ¡ products, in contrast to Ç ½¿ ¡ products that are required in´½ µ We do not count the time required for inversion, that is done in the precomputation stages. Note that the complexity of solving one system means a multiplication of one of the matriceś
¾ Å ½¿¢½¿ with a vector of length ½¿ Since the inverse matrices with which we now work have lower dimensions than the matrices used in´½ µ the accuracy of computations is bound to be improved. In the case of Gaussian curvature computation for ¿ and double precision, Ã is computed with an accuracy of ten decimal digits in the mantissa using the solution presented in this section. Under the same conditions, one could only achieve an accuracy of two decimal digits for ¢ ½ when´½ µ was applied directly.
Merging into a Single B-spline Form
Our aim now is to merge the Bézier trivariates from Section 3, each defined for a different domain Ð into one large B-spline trivariate function that is defined over the entire domain of ´Ù Ú Ûµ Consider the univariate case where several Bézier curve segments are merged into one B-spline curve with ´¼µ continuity. The motivation for the ´¼µ examples stems from considering the curvature continuity of cubic splines. The extension to the trivariate case is a simple generalization that takes place in each of its three axes, independently. Bézier curves can be merged into a single B-spline curve by multiplying each interior knot times, where is the degree of the curve, and copying the coefficients of the Bézier curve into the B-spline one's, successively.
Segmentation of Volumetric Data Sets Using Ã and À
This section presents several segmentation mechanisms of volumetric data sets using the scalar Gaussian curvature function we have just computed. The segmentation using the mean curvature is similar to the Gaussian one. Furthermore, several issues of augmenting and speeding up the evaluation process are also discussed.
Consider the Gaussian curvature of an iso-surface represented by a trivariate B-spline function. Given a scalar B-spline trivariate function ´Ù Ú Ûμ Equation´½½µµ we are able to symbolically compute Equation´ µ and represent the trivariate function Ã´Ù Ú Ûµ as a scalar B-spline trivariate function which globally represents the Gaussian curvature of any iso-surface of ´Ù Ú Ûµ, for all possible locations, and hence, iso-levels. In other words, Ã´Ù Ú Ûµ is a rational form, provided is. If can be represented as a B-spline volumetric function, so can Ã As an example, if is a triquadratic or a tricubic polynomial, the numerator of Ã is a trivariate function of degrees six or ten, respectively, whereas its denominator has degrees eight or twelve, respectively, in each direction´see Table 1µ With this approach, we are able to globally and simultaneously analyze all the regions in the entire volume, for which the iso-surfaces assume certain Gaussian curvature values. Ã´Ù Ú Ûµ could be prescribed as either a Bézier or a Bspline trivariate function, two forms that can yield bounds on the values that Ã can assume at a certain arbitrary subdomain Ð by simply examining the coefficients of the function at that sub-domain. Further, with the subdivision capability of these representations, one can easily construct a divide-and-conquer algorithm to robustly converge to locations with specific values of Ã These properties allow one to segment volumes in regions of interest (characterized by certain Gaussian curvature values) directly and without the need for an exhaustive sampling search. Moreover, this search, being symbolic and global, is immune to aliasing, is precise to within machine precision, and is independent of iso-values.
One of the most difficult problems in volumetric image processing is handling the size of the data. As stated earlier, if is a triquadratic or a tricubic, the numerator of Ã is a trivariate function of degree six or ten in Ù Ú and Û respectively, whereas its denominator has degree eight or twelve. As a consequence, the two trivariates that represent the numerator and the denominator of Ã´Ù Ú Ûµ increase the needed data-size by a factor of · ¿ ¡ ¿ for a tri-quadratic or ½½·½¿ ¡ ¿ for a tri-cubic, in each axis. For contemporary volumetric data sets, such an increase, of more than two orders of magnitudes, could be devastating. A remedy could be found in breaking the input volume into pieces, and examining Ã´Ù Ú Ûµ incrementally, in each polynomial subdomain instead of the entire domain of ´Ù Ú Ûµ. In other words, we evaluate Ã for each polynomial sub-domain, Ð as described in Section 3.1, segment, and immediately purge this Ã for Ð No merging stage, as described in Section 3.2, is actually conducted for this segmentation application. At every point of time of the algorithm, only one Ã´Ù Ú Ûµ for one domain Ð is allocated.
We start now with a simple segmentation example, considering the solution for Ã´Ù Ú Ûµ Ã ¼ This problem could be solved simply by applying the traditional marching cubes [18] algorithm to Ã For example, if Ã ¼ ¼ one is simultaneously extracting all the parabolic manifolds in the volume, regardless of their iso-values.
As part of the volumetric segmentation process, one can employ a geometric constraint solver for multivariate rational B-spline functions [6] . Specifically, the solver can seek the simultaneous solution of
Equality as well as inequality constraints can be given to the solver. Hence, one can also solve for
Assume we are interested in processing and segmenting several iso-levels, ¼ ½ to process only sub-domains that contain information above a certain noise level. Again, note that the gradient does not depend on a certain iso-level value. For sub-domains that are found to contain a sufficiently large gradient, we simultaneously solve for Ã ¯and ¼ ½ Ò using the above mentioned multivariate solver [6] . While solving for Ã ¼ is potentially simpler, as only the numerator of Ã needs to be processed, this approach was found to be unstable and too noise sensitive when noisy data was provided. In order to solve for Ã ¯ we have to intersect the solutions of Ã ¯ ¾ ¼ with the ones of Ã ·¯ ¾ 1 recall Equation´ µµ where¯ ¼ is some low positive constant. This scheme is demonstrated in Algorithm 1 for this example that seeks the parabolic regions in an iso-surface.
Examples of Segmenting Using Ã and À
In all examples presented in this section, we compute the Gaussian and the mean curvatures over each sub-domain 
Ð evaluate or compute solutions for curvature constraints with the multivariate solver, and then immediately purge the trivariate representing Ã and À over Ð as is shown in of Algorithm 1. As presented in Section 3.2, it is possible to compute the whole trivariate B-spline function Ã for all the domain of The memory requirements for Ã for a ¼ ¿ tricubic volumetric function is around
½ gigabytes, where ¼ ¿ is the number of Ð sub-domains, bytes are assumed for each double precision number, and in each sub-domain there are ½½ ¿ · ½ ¿ ¿ coefficients in the rational Bézier representation of Ã Hence, the explicit representation of Ã and À for the entire domain is expected to be rarely computed, using contemporary hardware.
We present a few examples of segmenting volumetric data sets using the proposed curvature computation scheme. The examples presented were constructed with the aid of the IRIT Solid Modeling system [5] . All the images were computed on a machine with four ¾ GHz Pentium processors with gigabytes of memory. In each image, red, green, and blue represent regions with convex or concave´ellipticµ iso-surfaces, planar or cylindrical´parabolicµ iso-surfaces, and volumetric regions with saddle-like´hyperbolicµ isosurfaces, respectively, having positive, zero, and negative Gaussian curvature values. Figure 1´aµ is a synthetic volumetric image of a cylinder and six spheres where the Gaussian curvature of a certain pre-selected constant iso-level was computed using this new scheme. The input image is a trivariate B-spline function ´Ù Ú Ûµ and the presented algorithm computed Ã´Ù Ú Ûµ as a new scalar trivariate B-spline. We have extracted a pre-selected constant iso-level of ´Ù Ú Ûµ and evaluated the values of the Gaussian curvature Ã´Ù Ú Ûµ at the nodes of the iso-surface. The nodes were colored with red, green, and blue everywhere the Gaussian curvature is positive, zero, and negative, respectively. Gradual change from red to green and blue is employed as well, following the gradual change of Ã The trivariate volumetric image has the size of ¼ ¢ ¼ ¢ ¼ coefficients. It takes minutes and ¿¼ minutes to compute the numerator and denominator of Ã, respectively. Figure 1´ µ represents a view of a volumetric model of an engine block where the Gaussian curvature of a certain pre-selected constant iso-level was computed using this new scheme. This trivariate volumetric image of an engine has the size of ¾ ¢ ¾ ¢ ½½¼ coefficients. It takes eleven and a half, and seven and a half hours to compute the numerator and denominator of Ã, respectively. Around ¼¼ megabytes of memory were required to compute and analyze the volume using the Gaussian curvature.
Figures 2´ µ and´ µ portray two volumetric images of an iron protein molecule where the Gaussian and square of the mean curvatures of a certain pre-selected constant iso-level were computed using this new scheme. In Figure  2´ µ the colors are computed using the sign of the mean curvature. The trivariate volumetric image has the size of ¢ ¢ coefficients. The computation of the numerator of Ã requires one and a half hours while its denominator computation takes ½ minutes. The computation of the numerator of À necessitates ½ minutes. The computation of the numerator of À ¾ requires hours and minutes while its denominator computation takes minutes.
Our segmentation technique detects regions in which the enclosed iso-surfaces are elliptic, parabolic, or hyperbolic. Further, the parabolic manifold subdivides the volume into elliptic and hyperbolic region. The geometry of the molecules often provides specialists with valuable information about the behaviour of substances. Figures 3 shows the zero level set of Ã´Ù Ú Ûµ ¼ of the iron protein model shown in Figure 2 . This ability to robustly derive the zero set of Ã, or any other differential form, is a direct consequence of our global rational representation of Ã´Ù Ú Ûµ for the given function ´Ù Ú Ûµ, either as one B-spline form or as piecewise-Bézier form.
Conclusions
In this work, we have presented a scheme to globally derive curvature properties of volumetric data sets. The scheme is global, immune to aliasing and capable of detecting the curvature properties regardless of iso-level values. We map a given scalar field ´Ù Ú Ûµ to another differential scalar field such as Ã´Ù Ú Ûµ
In the presented work, uniform knot sequences were employed throughout. Non uniform knot sequences could be employed, for example, if the volumetric data set is sampled unevenly. Nothing prevents the analysis and segmentation procedures presented here from using non uniform knot sequences, an option that can be easily added.
The presented algorithm computes a scalar field Ã´Ù Ú Ûµ given scalar field ´Ù Ú Ûµ Hence, any volumetric rendering scheme, such as splating and/or ray casting [14] , could be used to render the volumetric field of Ã´Ù Ú Ûµ We expect to experiment with such rendering approaches in the near future.
Although the problem has a continuous nature, like many other volumetric processing problems, the proposed solution is clearly parallelizable. We believe that employing concurrent or parallel variants of the algorithms, and/or implementing the curvature evaluation schemes on dedicated hardware, could greatly speed up this process.
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