When applying learning to rank algorithms to Web search, a large number of features are usually designed to capture the relevance signals. Most of these features are computed based on the extracted textual elements, link analysis, and user logs. However, Web pages are not solely linked texts, but have structured layout organizing a large variety of elements in di erent styles. Such layout itself can convey useful visual information, indicating the relevance of a Web page. For example, the query-independent layout (i.e., raw page layout) can help identify the page quality, while the query-dependent layout (i.e., page rendered with matched query words) can further tell rich structural information (e.g., size, position and proximity) of the matching signals. However, such visual information of layout has been seldom utilized in Web search in the past. In this work, we propose to learn rich visual features automatically from the layout of Web pages (i.e., Web page snapshots) for relevance ranking. Both query-independent and query-dependent snapshots are considered as the new inputs. We then propose a novel visual perception model inspired by human's visual search behaviors on page viewing to extract the visual features. is model can be learned end-to-end together with traditional human-cra ed features. We also show that such visual features can be e ciently acquired in the online se ing with an extended inverted indexing scheme. Experiments on benchmark collections demonstrate that learning visual features from Web page snapshots can signi cantly improve the performance of relevance ranking in ad-hoc Web retrieval tasks.
INTRODUCTION
Modern search engines have widely adopted learning to rank (LTR) methods for Web page ranking. A fundamental step of LTR methods is to design a large number of features which are capable of characterizing the relevance between a document and a query. As revealed in literature, most of these features are computed based on Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permi ed. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior speci c permission and/or a fee. Request permissions from permissions@acm.org. CIKM'17, November 6-10, 2017, Singapore. © 2017 ACM. ISBN 978-1-4503-4918-5/17/11. . . $15.00 DOI: h ps://doi.org /10.1145/3132847.3132943 the extracted textual elements (e.g., title, main content, and anchor texts), link analysis (e.g., PageRank and HITS) and user logs (e.g., clickthrough ratio). For instance, in the well-known LETOR 4.0 collection [26] , there are 46 human-cra ed features in total, among which 42 features are constructed based on the textual elements (e.g., term frequencies, BM25 and language model scores based on title, body, anchor texts, and URL), and 4 features are based on link analysis (e.g., PageRank, inlink number, outlink number, and number of child page).
However, Web pages are not solely linked texts, but have structured layout organizing a large variety of elements in di erent styles. Such layout itself can convey useful visual information, indicating the relevance of a Web page. In the rst place, the queryindependent layout, i.e., the raw Web page layout, can help identify the page quality. For example, a high-quality Web page of news, blog or review is o en well structured with head bars, side bars, and main body containing rich textual content, as shown in Figure 1 (A) . Users can perceive the authority of a page from its formal layout. On the contrary, a low-quality Web page may contain many oating images and advertisement with useless information, as shown in Figure 1 (B) . Secondly, the query-dependent layout, i.e., the Web page rendered with matched query words, can further tell rich structural information of the matching signals. For example, on a relevant Wikipedia page of the query "national park" as shown in Figure 1 (C), we can observe that there are many matching signals distributed in the main content, large matching signals in the title, and high spacial proximity between these matching signals. On the contrary, an irrelevant Web page of "national park" could also contain a number of query words but in which the matching signals may distribute in side areas (e.g., advertisement) as shown in Figure 1 (D), or even be invisible in some spamming pages due to keyword stu ng. In summary, search users may perceive many useful visual information from the Web page layout for relevance judgment, while such information have not been e ectively modeled in Web search in literature. ere have been a few studies a empting to take into account the layout information in Web search but from a non-visual way. For example, Zhou et al. [37] observed that pages like tables and lists are unlikely to be relevant for ad hoc queries, and assumed such pages have unusual word distributions. Based on this assumption, they constructed two content features to estimate the Web page quality. Bendersky et al. [3] designed page quality features relate to the readability, layout, ease-of-navigation and so on from HTML tags and textual content. ese features are used to promote high-quality pages and penalize low-quality pages in Web search. Obviously, all the above methods utilized the layout information indirectly (i.e., de ned from textual content or HTML tags) with manually designed features. is may largely restrict the exploitation of the visual information in Web page for relevance modeling.
In this paper, we propose to learn rich visual features automatically from the layout of Web pages for relevance ranking. Speci cally, we take the snapshot of a Web page (i.e., a rendered image of the Web page) as a new type of input in the learning to rank framework. Both query-independent and query-dependent snapshots have been introduced in our work. We then propose a visual perception (ViP) model inspired by human's visual searching behaviors on page viewing (i.e., F-biased viewing pa ern [9] ) to extract visual features from the snapshots for relevance ranking. Speci cally, the ViP model is a neural model which contains four stacked layers, namely snapshot segmentation layer, local perception layer, sequential aggregation layer, and relevance decision layer. e proposed ViP model can be learned in an end-to-end way together with traditional human-cra ed features. Besides, for practical implementation of the ViP model, we also introduce an e cient indexing scheme for Web page snapshots.
We evaluate the e ectiveness of the proposed model based on two representative ad-hoc retrieval benchmark datasets from the LETOR collection [26] . For comparison, we take into account some well-known traditional retrieval models as well as several state-ofthe-art learning to rank models. e empirical results show that our model outperform all the baselines in terms of all the evaluation metrics. We also provide detailed analysis on the proposed model, and conduct case studies to provide be er understanding on the learned visual signals.
e main contributions of this paper include:
1. We argue that visual information from Web page layout is valuable for relevance modeling in Web search, and introduce Web snapshots as an additional input for learning visual features. 2. We propose a novel visual perception model over the Web snapshots, which can automatically learn visual features for relevance modeling in an end-to-end way. 3. We conduct rigorous comparisons over existing representative retrieval models, and demonstrate that learning visual features from Web snapshots can signi cantly improve the performance of relevance ranking in ad-hoc Web retrieval tasks.
RELATED WORK
In this section, we brie y review three research areas related to our work, including visual search, Web page quality based on layout and Web search using layout information.
Visual Search
Visual search, which studies how visual elements a ect users' information seeking experience and how users view Web pages, has been extensively studied in the past decades [18, 28, 34] . Although Web pages mainly rely on textual content to convey information, page layout has been recognized as of great importance in information seeking experience 1 . It is imperative that Web pages are constructed to enable a high level of usability for all users [30] , but poorly designed layouts can quickly lead to fatigue, with a resultant lowering of speed and accuracy on task performance [32] . In [20] , Larson et al. studied the principles for the design of multiple hyperlinks on a Web page for information retrieval tasks. ey showed a medium structure in terms of depth and breadth outperformed the broadest but shallow structure overall. In [21] , Ling et al. studied the e ect of the combination of text and background color on visual search performance and subjective preference. ey found that higher contrasts between text and background color led to faster searching and were rated more favourable. Ling [22] explored the in uence of the font type and line length on two tasks, i.e., visual search and information retrieval. ey found the e ect of line length was signi cant, while font type has li le impact on task performance. Pearson et al. [24] studied the e ect of spatial layout and link color in Web pages on performance of visual search and interactive search tasks. ey found that both link color and presentation position of menus have signi cant e ect on user's information seeking experience. Besides these above analysis, there have also been a line of studies on how users view Web pages. It has been widely accepted that users' Web-viewing behavior is signi cantly di erent from that on natural images. Speci cally, several distinct pa erns have been revealed in the past work, such as F-biased viewing pa ern which scans a page in "F" shape [9, 28] , and banner blindness pa ern which avoids banner-like advertisement [14] .
ese previous studies have shown that the layout of a Web page has signi cant impact on users' information seeking experience and also inspired us on model designing for learning visual features from Web page layouts.
Web Page ality based on Layout
In the eld of Human-Computer Interaction (CHI), it has been widely studied how di erent layouts of Web pages a ect users' quality decisions on Web pages. In [10] , Fogg et al. conducted an online study that investigated how di erent elements of Web sites a ect people's perception of credibility. ey found seven types of elements, where ve types increase credibility perceptions and two hurt credibility. Fogg et al. [11] gathered 2684 people's comments about the evaluation on credibility of two live Web sites. ey found the "design look" of the Web page the most prominent issue when people evaluated Web page credibility.
Besides the above questionnaire methods, there have been a line of studies on the e ect of the layout based on automatic analysis. One of the rst automatic assessment systems originated in Web engineering. Syntax checkers were employed over HTML codes to analyze the quality of Web pages [4] . Chakrabarti et al. [6] introduced six features of Web pages, such as the dominant color, the presence of advertisement, logos, animations, frames, and the frequency of links and graphics, to analyze the quality of Web pages. ey found that pages which follow popular Web design guidelines might a ract more viewers than other pages. Mandl [23] extracted about 100 features of Web pages by a page pro ler as indicators of the quality. ese features are mainly derived from the HTML code and try to capture design aspects, for example, number of list, number of colors, number of DOM elements and so on. Song et al. [31] utilized a vision-based page segmentation algorithm to partition a Web page into semantic blocks based on the visual layout information. Spatial features (e.g., position and size) and content features (e.g., the number of images and links) were extracted to estimate the importance of each blocks.
All these studies demonstrated that the Web page layout has strong impact on users' perception of the Web page quality.
Web Search using Layout Information
ere have been a few studies a empting to take into account the layout information in Web search. For example, Zhou et al. [37] observed that Web pages like tables and lists are unlikely to be relevant for ad hoc queries, and assumed such pages have unusual word distributions. Based on this assumption, they constructed two content features to estimate the Web page quality. ey incorporated the page quality into language model and demonstrated that it can signi cantly outperform the query likelihood model. Bendersky et al. [3] presented a quality-biased ranking method that promotes Web pages containing high-quality content, and penalizes low-quality Web pages. In their model, the quality of the page content is determined by the readability, layout, ease-of-navigation and so on. eir results showed that by taking into account the quality of the Web page, consistent retrieval performance improvement could be obtained as compared with the methods relying on text-based and link-based features. Pirlo et al. [25] presented a layout-based retrieval system to search commercial forms. ey constructed layout-based features from the extracted grid-based structural components. ey demonstrated the e ectiveness of the layout information in retrieval of commercial forms.
Although the Web page layout has been considered in retrieval in previous work, the existing models usually utilized the layout information indirectly (de ned from textual content or HTML tags) with manually designed features. is may largely restrict the exploitation of the visual information in Web page layout for relevance modeling.
OUR APPROACH
In this section, we describe our model on learning visual features from Web page layout for relevance ranking in detail. Speci cally, we take the snapshot of a Web page as the input, and propose a visual perception (ViP) model to extract visual features from the snapshots. is model is learned end-to-end together with traditional human-cra ed features. In the following, we rst introduce the snapshot construction process. We then talk about the ViP model and model training in detail. Finally, we discuss a new indexing scheme for the implementation of our ViP model.
Snapshot Construction
Typically, a Web page is a document wri en in HTML or comparable markup language, organizing various Web resource elements in a structured way. Web browsers coordinate the various elements for the wri en page to present the Web page to users. In order to leverage the layout information of Web pages, we propose to render the source Web page into a snapshot as is shown in Web browsers perceived by search users. is render process could be e ciently conducted using an simple render tool.
In our work, we consider two types of snapshots for a Web page, namely query-independent snapshot and query-dependent snapshot. e query-independent snapshot captures the raw Web Session 2A: Ranking CIKM'17, November 6-10, 2017, Singapore page layout information, which can be directly generated using the render tool over the raw Web page source code, as illustrated in Figure 2 (A) . e query-dependent snapshot, on the other hand, aims to capture the Web page layout information as well as matching signals given a speci c query. is is to simulate how users perceive a Web page given the information need. We achieve this by highlight the matched query words on a Web page using some background color, as shown in Figure 2 (B) . In this work, all the query words are rendered with the same background color for simplicity. In fact, one may use di erent colors for di erent words to convey richer information (e.g., query word importance) and we will leave this as our future work.
e Visual Perception Model
Given the snapshot of a Web page, here we aim to design a model that can learn visual features automatically for relevance ranking.
As the snapshot is an image, a simple idea is to directly employ an existing neural model, e.g., the convolutional neural network (CNN), for this purpose. However, users' viewing pa erns on Web pages may not be the same as that on the general image [29] . A model that can be er t users' viewing pa erns on Web pages may lead to be er feature learning performance on the snapshots. In fact, there have been extensive studies on how users view Web pages in the eld of visual search [9, 18, 28] . It has been widely accepted that users are accustomed to reading row by row from top to bo om, which forms the well-known F-biased viewing pa ern [9] . Inspired by these observations, we propose a deep neural model that can simulate the F-biased viewing pa ern of search users on Web pages to extract visual features from snapshots. We refer to our model as a visual perception (ViP) model. e architecture of the ViP model is depicted in Figure 3 , which contains four stacked layers, namely snapshot segmentation layer, local perception layer, sequential aggregation layer, and relevance decision layer. In the following, we will introduce these layers in detail.
Snapshot Segmentation Layer. e snapshot segmentation layer focuses on producing a set of region proposals.
is is a typical step for image processing and di erent region segmentation methods have been proposed in di erent tasks, such as selective search [33] , objective detection [7, 13] , multi-scale combinatorial grouping [1] and so on. In this work, we propose to generate a set of horizontal region proposals to simulate the row by row scanning behaviors in F-biased viewing pa ern. Speci cally, we segment a snapshot into several horizontal regions with equal height as shown in Figure 3 . Di erent heights actually capture di erent granularity in row scanning, and we have studied the height e ect in Section 4.4. Formally, given an input snapshot image I , a set of region proposals P = {p 1 , p 2 , ..., p N } are generated, where N denotes the number of region proposals.
Local Perception
Layer. Based on the above region proposals, we employ a convolutional neural network, which is good at producing abstract image features, to generate row features from each local region. Speci cally, for each region proposal p i , the k−th kernel W (1,k ) scans over the proposal Z (0) = p i to generate a feature map Z (1,k ) :
where r k denotes the size of the k−th kernel. In this paper, we use square kernel, and adopt ReLU [8] as the activation function σ . W and b are parameters to be learned. We take a max-pooling a er each convolution:
where d k denotes the width of the pooling kernel. A er the rst convolution and max pooling layer, we continue to obtain higher abstract features Z (l ) , l ≥ 2 by further convolution and max pooling, with general formulations:
i+s, j+t +b (l +1,k ) , l = 2, 4, 6...
where c l denotes the number of feature maps in the l−th layer. Finally, the output of the last max pooling layer Z (l ) is a ened as the row feature q i of the local region proposal p i .
Sequential Aggregation
Layer. Based on the row features Q = {q 1 , q 2 , q 3 , ..., q N } generated in the local perception layer, we a empt to generate the overall visual features by aggregating these row features. We adopt the recurrent neural network which naturally ts the sequentially scanning behaviors (i.e., from top to bo om) in F-biased viewing pa ern. Here, we use long-short [15] , a powerful model for variablelength sequential data, to accumulate the features q i from each local region. Speci cally, as shown in Figure 3 , we feed the row features into LSTM sequentially to generate the accumulated features at di erent positions as follows.
where q t denotes the t-th proposal features, i t ,f t ,o t denote the input, forget, and output gates respectively, c t denotes the information stored in memory cell and h t denotes the t-th accumulated evidence,
and b c are parameters to be learned, σ denotes the sigmoid function. We take the last output of the LSTM model as the visual features h N of the snapshot.
Relevance Decision Layer.
To generate the nal relevance score of a Web page, we leverage both the extracted visual features from the snapshot and traditional human-cra ed features. Speci cally, we concatenate the visual feature vector h N with the traditional feature vector u to form the nal relevance features v. We then feed the relevance feature v into a 2-layer feedforward neural network to get the nal relevance score s.
where W 0 , W 1 , b 0 , and b 1 are parameters to be learned, σ denotes the ReLU function. In this way, the ViP model can be learned endto-end to automatically extract visual features from Web snapshots as well as to produce a relevance model.
Model Training
Since the ad-hoc Web retrieval task is fundamentally a ranking problem, we utilize the pairwise ranking loss such as hinge loss to train our model. Speci cally, given a triple (q, d + , d − ), where d + is ranked higher than d − with respect to query q, the hinge loss function is de ned as:
where s (q, d ) denotes the relevance score for (q, d ), and θ includes the parameters in the local perception layer, sequential aggregation layer, and relevance decision layer. It is worth noting that the overall model is a combination of traditional human-cra ed features and learned visual features, where the traditional features are static without learning in this model. In this way, the model can easily be biased to the visual features. us, we introduced 2 regularization terms into the loss function,
, where Φ 1 denotes parameters in the local perception layer and sequential aggregation layer, Φ 2 denotes parameters in the relevance decision layer, λ 1 and λ 2 denote the corresponding regularizer co-e cient, respectively. In this way, we can introduce stronger regularization on W 1 to alleviate the model bias. e optimization is relatively straightforward with standard backpropagation. We apply stochastic gradient decent method Adam [17] with mini-batches (100 in size), which can be easily parallelized on single machine with multi-cores.
e Indexing Scheme of Snapshots
In order to implement the ViP model for practical Web search, we need an e cient indexing scheme for the Web page snapshots. For query-independent snapshots, it is simple to implement since we only need to associate each Web page snapshot to its page ID. For query-dependent snapshots, we propose an e cient indexing scheme that can be well incorporated into the widely adopted keyword based inverted indexing for implementation. Speci cally, during the traditional inverted indexing construction process, for each keyword in a Web page, we generate a keyword-dependent snapshot and recognize all the highlighted positions of this keyword in the snapshot. Each highlighted position is actually a rectangle, so we use the position of the top-le and bo om-right of the rectangle to record it. Speci cally, we record the relative o sets of these two positions, denoted by (P x , P ) and (Q x , Q ) in Figure 4 , with respect to the top-le corner of the snapshot. We append these o sets to the posting les a er the original position of the keyword in the page, denoted by O set. In this way, the keyword-dependent snapshot can be discarded since all the highlighted positions have been recorded. At the testing time, given a query and a candidate Web page, we can obtain all the highlighted positions in the snapshot of all the query keywords during the posting list merging process. We can also obtain the query-independent snapshot of the Web page by the page ID. In this way, we can easily generate the query-dependent snapshot by simply modifying the corresponding pixels at all the highlighted positions to some prede ned color based on the queryindependent snapshot.
EXPERIMENT
In this section, we conduct experiments to demonstrate the e ectiveness of our proposed model on benchmark collections.
Experimental Settings
We rst introduce our experimental se ings, including datasets, baseline methods/implementations, and evaluation methodology.
Data Sets.
To evaluate the performance of our model, we conducted experiments using two LETOR benchmark datasets [26] : Million ery Track 2007 (MQ2007) and Million ery Track 2008 (MQ2008). Both datasets use the GOV2 collection which includes 25 million Web pages in 426 gigabytes. We choose these two datasets according to three criteria: 1) the dataset is public; 2) there are a large number of queries compared with other public datasets; 3) the source Web page is available. e details of the two datasets are given in Table 1 . As we can see, there are 1692 queries on MQ2007 and 784 queries on MQ2008. However, the number of queries with at least one relevant page is 1455 and 564, respectively. e average number of relevant page per query is about 10.3 and 3.7 on MQ2007 and MQ2008, respectively. In LETOR, there are 46 human-cra ed features for each query and document pair, as described in the Introduction section.
Snapshot
Pre-Processing. For each Web page, we generated both query-independent and query-dependent snapshots using a render tool. During rendering, we found 180 pages in total failed to generate the snapshots due to the missing link objects (e.g., stylesheet) over the two collections. For these pages, we employed a fake snapshot by averaging all other snapshots. It is worthy noting the length of the snapshots may vary signi cantly over di erent Web pages. To make it simple and e cient, we only kept the rst screen size of the snapshot and down-sampled it to xed resolution (i.e., 64×64), which corresponds to the rst impression of the page for search users. We have also studied the performance of snapshots at di erent resolutions in Section 4.5. Besides, a simple image normalization was conducted by removing the average pixel values per data point, and then re-scaling linearly the range to [-1, 1].
Baseline Methods.
We adopt two types of baselines for comparison, including traditional retrieve models and the stateof-the-art learning to rank models. Traditional retrieval models include
QL:
ery likelihood model is one of the best performing language models based on Dirichlet smoothing [36] . BM25: e BM25 formula [27] is another highly e ective retrieval model that represents the classical probabilistic retrieval model.
Learning to rank models include
RankSVM: RankSVM [16] is a representative pairwise learning to rank model based on SVM struct . RankBoost:RankBoost [12] formalizes learning to rank as a problem of binary classi cation, and combines a set of weak rankers as nal ranking function based on boosting approach. AdaRank: AdaRank [35] is another boosting approach which aims to directly optimize the performance measure. Here we utilize NDCG as the performance measure function. LambdaMart: LambdaMart [5] is a state-of-the-art learning to rank algorithm that uses gradient boosting to produce an ensemble of retrieval models. For RankSVM, we directly use the implementation in SVM rank [16] . RankBoost, AdaRank, and LambdaMart are implemented using RankLib 2 , which is a widely used learning to rank tool. We refer to our proposed model as ViP. For network con gurations (e.g., numbers of layers and hidden nodes), we tune the hyper-parameters on a validation set. Speci cally, in the local perception layer, we set the size of region proposal to 4 × 64. We have also studied the performance of di erent proposal sizes in Section 4.4. For each proposal, there are 2 convolution layer each followed by a max pooling layer. In the rst convolution layer, there are 8 kernels whose sizes are all set to 2 × 2, and the following max pooling size is 2 × 2 with strides set to 2. In the Second convolution layer, there are 16 kernels whose sizes are all set to 2 × 2, and the following max pooling size is the same as the previous max pooling layer. us, we get a 1 × 16 vector feature for each region proposal. In the sequential aggregation layer, the dimension of LSTM is set to 10. In the nal relevance decision layer, the multi-layer perceptron is a 2-layer feed forward neural network with one hidden layer whose dimension size is set to 10. e regularization parameters λ 1 and λ 2 are set to 0.0005 and 0.0001, respectively. All the other trainable parameters are initialized randomly by uniform distribution within [−0.1, 0.1].
Evaluation Methodology.
Given the limited number of queries for each collection, we conduct 5-fold cross-validation to minimize over-ing without reducing the number of learning instances.
eries for each dataset are divided into 5 folds as described in LETOR4.0 [26] . e parameters for each model are tuned on 4-of-5 folds. e last fold in each case is used for evaluation. is process is repeated 5 times once for each fold. e results reported were the average over the 5 folds. As for evaluation measures, precision (P), mean average precision (MAP), and normalized discounted cumulative gain (NDCG) at position 1, 5, and 10 were used in our experiments. We performed signi cant tests using the paired t-test. Di erences are considered statistically signi cant when the p−value is lower than 0.05. 2 h ps://sourceforge.net/p/lemur/wiki/RankLib/
Analysis of the ViP model
In this section, we conduct experiments to analyze the ViP model in learning visual features from snapshots. For this purpose, we introduce two variants of the ViP model. In the rst variant, we disable the visual feature learning part and only keep the humancra ed features, referred to as ViP Baseline . In the second variant, we replace the CNN+RNN layer with a widely adopted CNN model [2, 19] for image recognition, referred to as ViP CNN . We also test all these models on both query-independent and query-dependent snapshots. e results are shown in Table 2 .
From the results we observe that, the ViP Baseline model, which only leverages the human-cra ed features, can already obtain reasonably good retrieval performance. Furthermore, when snapshots are included, not ma er query-independent or query-dependent, the retrieval performance can be signi cantly improved on both datasets. It indicates that learning visual features from Web page snapshot is of great importance in relevance ranking. Meanwhile, we nd that the improvement of query-dependent snapshot is consistently larger than that of the query-independent snapshot in terms of all the evaluation metrics.
is is not surprising since the query-dependent snapshots provide richer visual information, i.e., the matching signals between a Web page and a query, than query-independent snapshots. We also try to combine both queryindependent and query-dependent snapshots together to learn the visual features, but no obvious improvement can be observed. It indicates that the information in query-independent snapshots might have already been included in query-dependent snapshots.
Moreover, when comparing the ViP model with the ViP CNN model, we can see that ViP can outperform ViP CNN consistently in terms of all the evaluation metrics on both query-independent and query-dependent snapshots. For example, the relative improvement of ViP over ViP CNN on query-dependent snapshot is about 3.9% and 3.1% in terms of P@1 and NDCG@1 on MQ2007, respectively.
e results indicate that the proposed ViP model, which is inspired by the F-biased viewing pa ern, can learn the visual features from snapshots more e ectively than the existing CNN model which is proposed for general image recognition. Table 3 : Comparison of di erent retrieval models over the MQ2007 and MQ2008 datasets. Signi cant improvement or degradation with respect to our model(ViP with query dependent snapshot) is indicated (+/-) (p-value ≤ 0.05). 
Comparison of Retrieval Models
In this section, we compare our model (ViP model based on querydependent snapshots) against existing retrieval models over the two benchmark datasets. e main results are shown in Table 3 . From the results, we have the following observations: (1) For the two traditional models, we can see that BM25 is a strong baseline which performs be er than QL. (2) All the learning to rank models perform signi cantly be er than the traditional retrieval models. It is not surprising since learning to rank models combine various features including the two baseline traditional retrieval models. Among all the learning to rank models, LambdaMart performs best. (3) We observe that our proposed ViP model can outperform all the existing models in terms of all the evaluation measures on both datasets, and all the improvements are statistically signi cant (p−value≤ 0.05). For example, On MQ2008 dataset, the relative improvement of our ViP model against the best-performing baseline (i.e. LambdMart) is 3.8%, 5.3%, and 3.3% with respect to P@1, NDCG@1, and MAP, respectively. e improvement of our model over traditional learning to rank model demontrates the e ectiveness of the learned visual features from Web snapshot.
Impact of Proposal Size
Since we utilize the xed-height horizontal region proposals of Web snapshot in learning, we would like to study the e ect of di erent heights on the ranking performance. In fact, the proposal height determines not only the granularity of the local information perceived, but also the number of proposals to be aggregated. With a small proposal height, the model can obtain ne-granularity local information, but at the cost of aggregating longer sequence of local features which may require large memories. With a large proposal height, there would be less number of local features to be processed, but it may lose valuable detailed local information. We conduct experiments to compare di erent proposal sizes, varying in the Figure 5 , we can see that the performance rst increases and then decreases, with the increase of proposal size. e best performance is obtained when the proposal size is set to be 4 × 64 (w.r.t. di erent evaluation measures). is height approximately corresponding to two lines of text in the original Web page in the normal font size.
Impact of Image Resolution
As is described in Section 4.1, we down-sample a Web snapshot to a lower spatial resolution with 64 × 64 pixels for e ciency. As we know, di erent snapshot resolutions preserve di erent amount of information, which may a ect the visual features learned by the ViP model. Here we analyze the e ect of di erent snapshot resolutions, varying in the range of 16×16, 32×32, 64×64, 128×128, and 256 × 256 pixels. Note that in the previous section, we nd that the performance could also be a ected by the size of region proposal. us, for snapshots with di erent resolution, we also tune the best proposal size. We nd the best proposal size under di erent resolutions is 2 × 16, 2 × 32, 4 × 64, 8 × 128, and 16 × 256, respectively. erefore, we compare the performance over di erent snapshot resolutions under the best-performing region proposal size, and the results are depicted in Figure 7 . Moreover, we also plo ed the performance results of the ViP Baseline model for additional comparison.
From the results we can see that, the performance increases rapidly with the snapshot resolution, and then keeps stable a er a certain point. When the resolution is low, the performance of the ViP model may even decrease as compared with the ViP Baseline model which only uses human-cra ed features. e possible reason might be that the snapshot with too small resolution may lose useful information of the Web page, leading to undesired noise in learning. We observe that the medium resolution with size 64 × 64 can already obtain signi cant performance improvement.
is is quite important since we only need to store relatively small snapshots for e ective usage in real search application.
Case Study
To be er understand what can be learned by the ViP model, here we conduct some case studies. Figure 6 shows two candidate Web pages of the query "rusty black bird" in MQ2008 dataset, which have totally di erent layouts. e page (A) (DocId: GX059-61-15727287 in GOV2 corpus) shows a list of vertebrate animal species list, and is labeled as Non-Relevant to the query. e page (B) (DocId: GX095-93-12495293 in GOV2 corpus) describes the rusty black bird in detail, and is labeled as Highly Relevant to the query. When we apply the ViP Baseline model over the query, we nd page (A) at the second position in the ranking list. e possible reason is that there are more than 300 hits of the query keyword "bird" in this page, and the ViP Baseline model thus may produce a high relevance score by mainly relying on human-cra ed textual features. On the other hand, the page (B), which has fewer query term matches, is ranked at a lower position (i.e., the seventh position). However, if we take into account the layout of the Web page, we can clearly see that the matching signals in page (A) are distributed vertically along with many blank areas, indicating a table or list of elements in a Web page. While in page (B), there are many matching signals embedded in passages closely with some large matching singles in the top position (i.e., title), indicating a descriptive article in the Web page. By taking these visual features into account, the ViP can be er detect the relevant Web page, and promote page (B) to the second position and penalize page (A) to the nineteenth position in the ranking list. Moreover, we also depict the learned weights in the feedforward layer to analyze the feature importance. For be er visualization and analysis, we simplify the decision layer in our model by using only one-layer feedforward neural network. In this way, the weights form a vector with the size of the total features. As shown in Figure 6 , the Figure 6 (C) is the learned weights of the ViP Baseline model, and Figure 6 (D) is the learned weight of the ViP model. In both Figures, the color is corresponding to the signal strength, where red represents the highest value. From Figure 6 (C) we nd that the most important features are BM25 score of the body and the number of child page. However, when the visual features are included, the weights change signi cantly. From Figure 6 (D) we observe that many visual features become very important, while the importance of many human-cra ed features, especially those link analysis features, decreases signi cantly. For example, the weight of PageRank, inlink number, and outlink number decreased 5.5%, 39%, and 54.5%, respectively (i.e. from 41 to 43).
is is reasonable since many link analysis features also convey page quality information, which can now be well captured by visual features from Web snapshots.
CONCLUSIONS
In this paper, we propose to learn visual features from Web page snapshots to improve the performance of ad-hoc Web retrieval. Both query-independent and query-dependent snapshots have been introduced as new inputs. We then propose a novel visual perception model over the snapshots, which can automatically learn visual features in an end-to-end way. Experimental results on two benchmark datasets have demonstrated that visual features from Web snapshots can signi cantly improve the performance of ad-hoc Web retrieval. We have also shown that this method can be eciently implemented in practical search systems with an e cient indexing scheme. For future work, it would be interesting to apply our visual perception model to other Web page related applications, e.g., spamming detection, homepage identi cation or mobile Web search.
