This study was undertaken to compare several methods of evaluating the common assumption that laboratory data may be treated as if they had been drawn from an underlying Gaussian distribution. As had been described earlier, the usual Kolmogorov-Smirnov test was found to be unsatisfactory due to its sensitivity to rounding. In addition, a recently suggested modification also was shown to be unsuitable, because it was quite insensitive when applied to simulated data known to be positively skewed. The authors suggest the following: (1) that the coefficients of kurtosis and skewness are valuable for use against specified alternatives; (2) that the traditional Kolmogorov-Smirnov test is appropriate if the degree of rounding is minimal; and (3) that a satisfactory "omnibus" test is not yet available.
MANY COMMONLY USED statistical tests are based on the assumption that the data under consideration were drawn from a parent population that conformed to the normal (i.e., Gaussian) distribution. However, it has frequently been pointed out that this may not be a safe assumption when dealing with clinical laboratory data either when testing hypotheses or when establishing reference values. 3 -5 -91418 Two methods are suggested for appropriate analysis of data that are not distributed normally: The use of nonparametric procedures 6 ' 2 ' 518 or the use of mathematical transformations that results in a Gaussian distribution. 27 It is not always easy to determine whether a given data set may safely be regarded as sufficiently close to a normal distribution. 314 -' 8 There is a considerable body of statistical literature describing methods to evaluate this question 1 -4 -810 - 16 Wu and associates 18 applied the Kolmogorov-Smirnov (K-S) test as modified by Lilliefors 8 to the distribution of 12 biochemical constituents in sera from healthy people and found that all of them showed statistically significant deviations from normal. Rossing and Hatcher 14 suggested that graphing the data on probability paper was of help in detecting deviations from normality and that this procedure provided some clue as to the nature of the deviation. They also used the coefficients of skewness (^/bi) and kurtosis (b 2 ) to test statistically the significance of the deviation. Cembrowski and colleagues 3 subsequently reexamined the work of Wu 18 and concluded that in many cases the positive Kolmogorov-Smirnov test was due to the rounded, narrowly distributed nature of the data rather than to true deviations from normality. They suggested a modification of the test that, they stated, made it less sensitive to the rounding that frequently is prominent in clinical laboratory data.
Pearson and colleagues 10 recognized the problem of multiple ties occurring and affecting the performance of any test involving ordered data. As an indicator of potential difficulty, they suggested the use of the ratio (which they called () of the standard deviation to the grouping interval. They showed that, when this ratio was less than 5, the Shapiro-Wilk (W) and the ShapiroFrancia (W) tests became oversensitive to a degree that rendered their use very questionable. These tests involve ordered observations, as does the K-S test. The data given by Cembrowski and co-workers 3 in their Table 1 indicate that the degree of oversensitivity of the K-S test also was related inversely to the ratio mentioned above.
In the course of another study we had acquired data for clinical chemical constituents on normal subjects. We had explored the degree to which the data appeared to conform to a normal distribution using the Lilliefors modification of the K-S test, 8 the graphic method, 14 and the coefficients of skewness and kurtosis. Subsequently, we applied the Cembrowski modification 3 to the same sample distributions. The results indicated that the traditional K-S test was appreciably more sensitive than the coefficients of skewness and kurtosis, while the Cembrowski modification was less sensitive to about the same degree. This difference motivated us to investigate in a more systematic fashion the sensitivity of these several methods.
Materials and Methods
Blood samples from 300 healthy blood donors (112 females and 188 males) were obtained at the time of blood donation. The collection and analytic methods were those that previously have been described. 13 The distributions for each constituent were tested for normality by the methods referred to above.
The sensitivities of the tests were studied further by an empiric sampling study. One hundred samples consisting of 100 data points each were generated from a normal distribution with mean = 0 and standard deviation = 10. A similar number of samples of the same size were generated from the x 2 distribution with 50 degrees of freedom. The latter distribution was selected for two reasons: (1) this distribution has a standard deviation of 10, the same as .that used for the normal distribution; and (2) it has a coefficient of skewness of 0.4 and a coefficient of kurtosis of 3.24, which are well within the range of those encountered in the clinical chemical distributions (Fig. 1 ). Each sample then was rounded to various degrees to produce selected ratios of standard deviation to grouping interval suggested by Pearson and associates. 10 The ratios chosen were 1, 2, 5, and 10.
The probabilities associated with the calculated values of both the traditional and modified K-S statistics were those given by Lilliefors. 8 The critical values for significance for the coefficient of skewness were calculated using the formula and coefficients given by D'Agostino and Pearson, 4 and the values for the coefficients of kurtosis were read from curves given in the same article. 
Results
The results of the analysis of the clinical chemical data are shown in Table 1 . This indicates that the traditional K-S test was indeed considerably more sensitive than the coefficients of skewness and kurtosis, whereas the test as modified by Cembrowski was similarly less sensitive. This tendency is especially noted when the ratio, £, is small. Of those tests for which £ is less than 5.0, the traditional Kolmogorov-Smirnov rejected the hypothesis of normality at the 5% probability level 21 times out of 22, whereas the Cembrowski test resulted in a similar rejection only 4 times out of 22. The rejection rate for the coefficients of skewness and kurtosis were 11/12 and 8/22, respectively. On the other hand, when £ was greater than 10.0, the four tests agreed much more closely.
A more careful investigation of the comparative sensitivity and accuracy of the four tests was made possible by the empiric sampling study, the results of which are seen in Table 2 . Again, it is apparent that the traditional K-S is significantly more sensitive than the coefficients of skewness and kurtosis and the Cembrowski modification much less so. However, since the samples were generated from a known distribution, we can more critically evaluate the performance of the four tests.
Since the first set of samples was generated from a known normal distribution and, since the tests of normality were applied at an a level of 0.05, we would expect that testing 100 samples would result in the rejection of the hypothesis of normality in 5. Table 2 indicates that the coefficients of skewness and kurtosis performed very nearly at that level. The traditional K-S test resulted in classifying all 100 samples as nonnormal when the £ ratio was either 1 or 2 and even misclassified 38 samples when the ratio was 5. Only when the ratio was as high as 10 did the rejection rate approach the expected 5%. Conversely, the Cembrowski test failed to reject the null hypothesis in any case at any value of the £ ratio.
The x 2 distribution with 50 degrees of freedom is known to be skewed in a positive direction and, therefore, it is anticipated that tests for normality would result in 
rejection of the null hypothesis. The frequency with which this occurs is referred to as the "power" of the test, that is, its ability to classify correctly a truly nonnormal distribution. Table 2 reveals that the traditional K-S test is the most powerful of the tests considered, although the results obtained with the normal distribution suggest that the test is really responding to the discontinuity produced by rounding rather than to the difference in distribution. Support for this suggestion is gained from the fact that when £ = 10-i.e., when the discontinuity is less striking-the power of the K-S test is no greater than that of the coefficient of skewness. The coefficient of skewness recognizes one-third or less of the samples as nonnormal, the coefficient of kurtosis approximately one-tenth, and the Cembrowski modification would reject the hypothesis of normality for less than 1 sample in 10.
Another difference that should be noted is the obvious dependence of the two versions of the K-S test on the degree of rounding, whereas the two coefficients are relatively independent of this factor. The traditional K-S, which appears to be markedly over sensitive when applied to severely rounded data, approaches the rejection rate of the coefficient of skewness when £ is 10.0. The Cembrowski K-S shows an increase in sensitivity as t increases when applied to the x 2 distribution, although remaining insensitive at all degrees of rounding when the underlying distribution is normal.
Discussion
Statisticians, in their study of tests designed to detect deviations from normality, distinguish between so-called "omnibus" tests and "directional" tests. 1, 4, 10, 16 Omnibus tests are those which are sensitive to any departure from normality; directional tests are those that are most powerful against a specific alternative, i.e., positive skewness, alteration in kurtosis, etc.
A well-standardized universally applicable omnibus test obviously would be highly desirable. Pearson and associates 10 discuss several candidates for such a role but are unable to select any one without reservation. Several tests that combine the information gained from sjb\ and b 2 are promising, but none had, in their estimation, been well enough standardized to recommend for general use. They also consider the Shapiro-Wilk and Shapiro-Francia tests, but, as pointed out earlier, they found these tests very prone to error when applied to data sets that, because of grouping or for other reasons, contained multiple tied observations. A similar problem is observed when the Kolmogorov-Smirnov test, which assumes a continuous distribution, is applied to grouped data, as was pointed out by Cembrowski and confirmed by our study. The modified test, suggested by Cembrowski, however, does not appear to provide a solution to the dilemma.
On the other hand, two directional tests, the coefficients of skewness and kurtosis, are well standardized, and critical values for a wide range of a values and sample sizes are available. 4 Several papers have suggested that a test based on the joint distribution of these coefficients might be a satisfactory omnibus test, at least for unimodal distributions. 1, 4, 10, 17 However, none of those proposed have been standardized thoroughly enough to be considered for general use, although that 645 suggested by Shenton and Bowman 17 appears to have real potential. This test involves a bivariate productdensity model for the distribution of Jb t and b 2 , which appears to resemble closely the observed distribution of simulated points from a normal distribution. In the meantime, the use of either of the coefficients individually would appear reasonable, with the coefficient of skewness appearing to be somewhat more sensitive, both against observed (Table 1 ) and simulated data ( Table 2 ). The fact that neither of them appear to be influenced by grouping of test results would further support their use to evaluate deviations from normality in laboratory data where such grouping is common.
A question might be raised about the utility of tests that are no more powerful than these coefficients appear to be from our empiric sampling study. However, the distribution we chose (x 2 with 50 degrees of freedom) is only mildly skewed and has only minimal kurtosis (Fig.  1) . The power of these tests would have appeared considerably higher had we chosen a distribution with parameters further from the normal.
As was mentioned in the introduction, the principal importance of testing for departure from normality, at least in clinical laboratory data, is to determine whether parametric statistical technics may be used safely. We estimated the 2.5 and 97.5 percentiles for the distributions listed in Table 1 by two methods, one utilizing the assumption of normality and the other a nonparametric method that made no assumption about the distribution. 15 The two sets of estimates were compared and the differences were evaluated by means of previously published criteria of "medical significance". 13 For 11 of the distributions, the estimate of one or both of the percentiles by the two methods was found to differ by a degree that was medically important. All of these 11 distributions when tested by the coefficient of skewness were classified as nonnormal at the 5% probability level. In other words, if the coefficient of skewness was not significant at the 5% level, the difference between the percentiles determined parametrically and nonparametrically was not medically significant. Thus, the power of testing by the coefficient of skewness seems to be adequate at least for the selection of a statistical method for determining reference values.
Pearson and Please" in a simulation study showed that the two-sample Mest performed well when applied to data generated from distributions with values of ^/b| as large as 0.8 and of b 2 from 2.4 to 4.4 with samples of size 10 and 25. The one sample /-test, similarly evaluated, performed less well if ^/bi exceeded 0.4 but seemed unaffected by changes in b 2 . The chance for error appeared less when the sample was of size 25 than when it was 10 and they gave no data for samples larger than 25.
