Abstract. We introduce a new cluster character with coefficients for a cluster category C and rather than using a Frobenius 2-Calabi-Yau realization to incorporate coefficients into the representation-theoretic model for a cluster algebra, as done by Fu and Keller, we exploit intrinsic properties of C . For this purpose, we define an ice quiver associated to each cluster tilting object in C . In Dynkin case An, we also prove that the mutation class of the ice quiver associated to the cluster tilting object given by the direct sum of all projective objects is in bijection with set of ice quivers of cluster tilting objects in C .
Introduction
In [CC06] , Caldero and Chapoton defined a map X ? from cluster category C Q of a Dynkin quiver Q, with n vertices, to Q(x 1 , · · · , x n ), which permits to obtain explicit formulas to compute cluster variables of the cluster algebra A Q without coefficients. Caldero and Keller ([CK06, CK08] ) proved an essential property of Caldero-Chapoton map which is the equation
where N , M are given indecomposable objects in the cluster category C Q such that Ext 1 CQ (N, M ) is one dimensional and B and B ′ are the middle terms of non-split triangles with outer terms N and M . This multiplication formula gave rise to the concept of cluster character, as done in [Pal08] . In order to introduce the coefficients in the 'categorification' of a class of cluster algebras with coefficients, Fu and Keller [FK10] replaced cluster categories, which are triangulated 2-CalabiYau, by Frobenius 2-Calabi-Yau, using the above-mentioned cluster characters. In [Dup09] , Dupont gives a more elementary approach to cluster characters with coefficients.
In this paper, we generalize this latter concept, in order to be able to get a 'categorification' of a larger class of cluster algebras with coefficients. An analogous result to the multiplication formula for cluster characters, in the sense of Palu, can be obtained and it is one of the fundamental tools to prove our main theorem, which will be stated later; as a consequence of this formula, for each rigid indecomposable object V in C An , the cluster character with coefficients X V defined here (Definition 2.1) can be written in terms of the determinant of a tridiagonal matrix whose principal diagonal consists of the characters of simple modules or the shift of the simple projective module, and the others are coefficients. More precisely, by indexing the indecomposable objects in C An by (i, j) = τ −i P j , where P j is the projective object associated to the vertex j, 1 ≤ j ≤ n and 0 ≤ i ≤ n − j + 1, it is possible to write ; y's and z's are coefficients. Observe that these formulas are similar to those ones obtained in [Dup09] for quantized Chebyshev polynomials and in [BRS] for c-continuant polynomials.
In this work we are particularly interested in cluster algebras with coefficients associated to ice quivers that we call biframed quivers, defined as follows. Given a quiver Q such that its set of vertices is Q 0 = {1, 2, · · · , n}, a biframed quiver associated to Q is the ice quiver Q = ( Q 0 , Q 1 ) of type (n, 3n), where Q 0 = Q 0 ∪ {n + 1, · · · , 3n} and Q 1 is the union of Q 1 and the set consisting of arrows 2n + i → i and i → n + i, for i = 1, · · · , n. Notice that cluster algebras with principal coefficients are obtained as a particular case of the above considered by taking half of the coefficients equal to one. For a biframed quiver associated to the Dynkin quiver A n , we prove the following theorem.
Theorem A. The cluster variables of a cluster algebra with coefficients associated to the biframed quiver A n are precisely the characters X V when V runs over the indecomposable rigid objects in C An .
In particular, by combining this result and the previous formulas for cluster characters X V , the cluster variables of the cluster algebra A (x, A n ) are polynomials over Q[y, z ±1 ] in the characters of the simple modules and the character of the shift of the simple projective, that is,
We point out that for obtaining all cluster variables of the cluster algebra associated to a biframed quiver A n we are using the cluster category C associated to the principal part A n of A n . In order to prove Theorem A we propose a definition of an ice quiver Q T associated to each cluster tilting object T in C ; this definition led us to a bijection between cluster tilting objects of C and the mutation class of A n , as stated in the following theorem.
Theorem B. Let A n be the biframed quiver of type A n and let C = C An be the cluster category associated to the principal part of A n . There exists a bijection between the cluster tilting objects of C and the mutation class of A n given by T → Q T .
This correspondence given by Theorem B is compatible with mutations of quiver and cluster tilting object, in the sense that, for a cluster tilting object T in C An , the following equality holds µ r (Q T ) = Q µr(T ) . Moreover, by composing the inverse of map T → Q T with cluster character with coefficients map X ? we obtain that any seed is determined by its ice quiver; and also, as usual, any seed is determined by its cluster.
For the others Dynkin types, we obtained the multiplication formula (mentioned before) for almost split triangles, which enable us to prove the following theorem.
Theorem C. Let Q be a quiver of Dynkin type. The characters X V when V runs over the indecomposable rigid objects in C Q are cluster variables of a cluster algebra with coefficients associated to the biframed quiver Q.
1. Preliminaries 1.1. Cluster algebra.
1.1.1. Mutation and seeds. Let us recall that a quiver Q is a quadruple (Q 0 , Q 1 , s, t), where Q 0 and Q 1 are sets whose elements are called vertices and arrows, respectively, and s, t are maps from Q 1 to Q 0 which associate to each arrow α its source s(α) and its target t(α). A finite quiver without loops and 2-cycles is called a cluster quiver. Given such a quiver Q, the mutation of Q at vertex r is a new quiver µ r (Q) obtained by following the steps:
(i) for each path i → r → j create a new arrow i → j, (ii) reverse all arrows which have r as source or target, (iii) delete all the 2-cycles created.
Given 1 ≤ n ≤ m integers, an ice quiver of type (n, m) is a pair Q = (Q, F ) where Q is a cluster quiver with |Q 0 | = m and F is a subset of Q 0 such that |F | = m − n, whose elements are called frozen vertices. The mutation of an ice quiver Q is defined only at non frozen vertices and coincides with quiver mutation in the sense mentioned before. For simplicity, we will always assume that Q 0 = {1, · · · , m} and F = {n + 1, · · · , m}.
A seed is a pair (Q, u) where Q is an ice quiver of type (n, m) and u = {u 1 , · · · , u m } is a set consisting of m algebraically independent variables over Q. For a seed (Q, u), the seed mutation at r is the new seed µ r (Q, u) = (Q ′ , u ′ ) with Q ′ obtained from Q by quiver mutation at vertex r and u ′ = u \ {u r } ∪ {u ′ r } where u ′ r is defined by the exchange relation
1.1.2. Cluster algebra with coefficients. Let (Q, u) be a seed, which we will call the initial seed.
• A cluster is any set u ′ appearing in a seed (Q ′ , u ′ ) obtained from the initial seed by a finite sequence of mutation.
• A cluster variable is any element of a cluster associated to a non frozen vertex and the coefficients are the variables associated to the frozen ones.
• The cluster algebra associated to (Q, u), denoted by A (Q, u), is the Q[x n+1 , · · · , x m ]-subalgebra of the field of rational functions Q(x 1 , x 2 , . . . , x m ) generated by the set of all cluster variables.
1.1.3. Principal coefficients. Let Q be an ice quiver of type (n, 2n) and B be the skew-symmetric matrix correspondent. We say that the cluster algebra A (x, B) has principal coefficients if
where id denotes the n × n identity matrix.
1.1.4. Biframed quiver. Let Q be a quiver such that its set of vertices is Q 0 = {1, 2, · · · , n}. The biframed quiver associated to Q is the ice quiver Q = ( Q 0 , Q 1 ) of type (n, 3n), where Q 0 = Q 0 ∪ {n + 1, · · · , 3n} and Q 1 is the union of Q 1 and the set consisting of arrows 2n + i → i and i → n + i, for i = 1, · · · , n. For the cluster algebra associated to Q, we refer the coefficients associated to vertices n + 1, . . . , 2n as y ′ s and the remaining ones as z ′ s. Observe that any cluster algebra with principal coefficients is a particular case of a cluster algebra associated to a biframed quiver by specializing half of its coefficients to one. It is well known that C Q is a triangulated category [Kel05] ; the shift and the Auslander-Reiten translation in C Q are induced by shift and Auslander-Reiten translation in D.
1.2.1. Cluster Tilting Objects and Mutation. In the above conditions, assuming that Q has n vertices we say that an object T in C Q is cluster tilting if
where the T r 's are nonisomorphic indecomposable objects. An object T in C Q which satisfies only condition (i) is called rigid.
Let T = T 1 ⊕ · · · ⊕ T n be a cluster tilting object in C Q . For each r = 1, · · · , n, the mutation of T at r is defined by µ r (T ) = T /T r ⊕ T ′ r , where T ′ r = T r is the unique indecomposable object in C Q such that T /T r ⊕ T ′ r is a cluster tilting object in C Q . By taking the minimal right add(T/T r )-approximations of T ′ r and T r we obtain the following exchange triangles
. In the sequel, unless stated otherwise, we will always use the notation above for the exchange pair (T r , T ′ r ). According to [BMR + 06] it is possible to associate to C Q a connected graph whose vertices are the cluster tilting objects, and where there is an edge between two vertices if the corresponding cluster tilting objects have all but one indecomposable summands in common.
2. Cluster character with coefficients 2.1. Definition. Let Q be an acyclic finite quiver. The cluster character with coefficients X ? : objC Q → Q(x 1 , . . . , x n , y 1 , . . . , y n , z 1 , . . . , z n ) is defined as a map which satisfies:
• For all M, N ∈ objC Q , we have
is the shift of an indecomposable projective module.
• If V is an indecomposable kQ-module
then its cluster character with coefficients is given by where χ denotes the Euler characteristic and , the Euler form. For a set of variables {u 1 , . . . , u n } and a dimension vector d = (d 1 , . . . , d n ) we sometimes use the notation u d to represent the product u 1 · u 2 · · · u n ; in this way, the cluster character becomes
Remark 2.1.
• If y r = 1, z r = 1, 1 ≤ r ≤ n, then X ? is the Caldero-Chapoton map.
• If z r = 1, 1 ≤ r ≤ n, then X ? is the cluster character with coefficients defined by Dupont (2010) . In particular, the cluster variables of a cluster algebra with principal coefficients are precisely the characters X V when V runs over the indecomposable rigid objects in C Q .
Taking this remark into account, it becomes natural to ask if there exists a cluster algebra which relates to the above defined cluster character, as happens in the classical case. In the next section we give a partial answer for Dynkin case.
Dynkin case A n
The aim of this section is to establish the connection between cluster character and mutation of a seed associated to the biframed quiver Q of type A n ; using this, it will be possible to prove that the set of cluster variables of the cluster algebra A Q coincides with the set of characters X V when V runs over the indecomposable rigid objects in the cluster category.
3.1. A multiplication formula. For Dynkin case A n , the exchange triangles mentioned in Subsection 1.2.1 have the configuration presented in Figure 1 , where B is either U 1 ⊕ U 2 or U 3 ⊕ U 4 depending on whether T r = N or T r = M . In the next theorem it is given a multiplication formula for the considered case. For its proof we consider the same notation as in Figure 1 .
: C An → modkA n and let M and N be indecomposable objects in C An such that Ext such that H 0 (U ′ ) = U 3 ⊕ U 4 and
and N is an indecomposable module, then
where U and U ′ are the unique objects such that there exist non split triangles
Proof. We first point out that if M is an indecomposable module, then χ(Gr e (M )) is either 0 or 1, depending on whether M has a submodule with dimension vector e ([CC06], example 3.2). By Definition 2.1, setting n = dim N and m = dim M ,
Since there is an exact sequence 0 → N → U 1 ⊕ U 2 → M → 0, it is possible to prove that u 1 + u 2 = n + m, where u 1 and u 2 are the dimension vectors of U 1 and U 2 , respectively. In this case
On the other hand,
For each submodule G of U 3 , with dimension vector denoted by g, there exists an exact sequence
As a consequence, letting u 3 and f the dimension vectors of U 3 and F , respectively, we obtain that u 3 + f = m + g, and so we can rewrite the equation above as
, where Φ is the Coxeter transformation, it follows that
Notice that formulas on equations (2), (3) and (4) differ only on where the sum is taken. Thus, in order to finish the proof, it suffices to show that the summation of (3) and (4) gives the formula on equation (2). For this purpose, we must reorganize the indexes of the summations on equations (3) and (4). Consider the portion of X U1⊕U2 corresponding to N E ⊂ U 1 . For each submodule F of U 2 , there exists an exact sequence 0 → E ′ → E ⊕ F → F ′ → 0, which allows us to conclude that e + f = e ′ + f ′ . When rewriting the mentioned portion we get n<e≤u1 0≤f ≤u2
By comparing where the sums are taken in equations (3), (4) and in the equation above, item (a) follows.
For proving item (b), since M = P i [1] and taking Figure 1 into account, we may assume
, from where we get H 0 B = U 2 and H 0 B ′ = U 4 . Thus it suffices to prove that
Now, for each indecomposable submodule F of U 2 , there exists an exact sequence 0 → E → N ⊕ F → U 2 → 0, where U 4 ⊂ E ⊆ N , and then e + u 2 = n + f . By rewriting the above equation, we obtain that X U2 y n−u2 = u4<e≤n y e z n−e n r=1 x − e+u2−n,αr − αr,n−e r . Since
x − e,αr − αr,n−e r .
x − e,αr − αr,u4−e r ; because
the above equation can be rewritten as
Although we are not focusing on friezes and quantized Chebyshev polynomials, the presented definition of cluster character with coefficients (def. 2.1) was based on results established for these concepts. In the next two corollaries, we recollect some particular cases of the multiplication formula obtained above, which will be used later and also generalize the tridiagonal matrix formula for c-friezes ( [BRS] ) and quantized Chebyshev polynomials ( [Dup09] ).
Indexing the indecomposable objects of C by (i, j) = τ −i P j for 1 ≤ j ≤ n and 0 ≤ i ≤ n − j + 1, one can assume that N = (i − β, j + β) and M = (i + 1, j + α − 1) where 0 ≤ β ≤ i and i + j + α ≤ n + 1. In this case, using the notation established in Figure 1 
Proof. By straightforward induction on j and item (i) the result in item (iii) follows.
Remark 3.4. Observe that the latter items of the two above corollaries implies that, for Dynkin case A, any cluster character is a polynomial in the cluster characters of the indecomposable simple objects.
3.2. The mutation class of A n . This section is devoted to describe the mutation class of the biframed quiver A n in terms of the cluster tilting objects in the cluster category associated to the principal part of A n . For this purpose the following definition is needed, where an ice quiver is constructed from a cluster tilting object.
Definition 3.5. Let T be a cluster tilting object in C = C Q , where Q is a Dynkin quiver. The ice quiver Q T of type (n, 3n) associated to T is defined by:
(1) The principal part of Q T is the opposite quiver of the endomorphism algebra End C T .
(2) Let T ′ r be the other complement of the almost complete basic tilting object T /T r = ⊕ j =r T j and consider the triangles 
) for some projective module P . Given j, the number of arrows from n + j to r (resp. from r to n + j) is the j th coordinate of
) and the number of arrows from r to 2n + j (resp. from 2n + j to r) is the j th coordinate of dim
then Q T is the biframed quiver associated to the ordinary quiver of End C kQ. Example 3.6. For a given cluster tilting object T of C An , we describe the ice quiver Q T associated to T at an arbitrary vertex r. Let T r be an indecomposable summand of T and consider the exchange triangles
. As mentioned in subsection 3.1, these objects are disposed as in Figure 1 , where T r is either N or M (and T ′ r is either M or N , respectively). One can assume that T r = N since the other case is obtained by applying mutation. Notice that the principal part of Q
where r j is the vertex associated to U j . Now, in order to compute the arrows between frozen vertices and r, according to Definition 3.5, we need to consider the following two cases:
(1) T r and T ′ r are kQ-modules (2) T r or T ′ r is a shift of an indecomposable projective object P . Since in both cases Q T can be obtained in a similar way, we assume (1). Following the notation of Corollary 3.2, by indexing the objects of C by (i, j) = τ −i P j , we have that
, where U 1 = (i−β, j +α+β), U 2 = (i+1, j −1), U 3 = (i+j +1, α−1) and U 4 = (i − β, β). Then, using Definition 3.5(a), in Q T there are arrows from r to the frozen vertices n + i + 2, · · · , n + i + j + 1 and 2n n + (i + 1) · · · n + (i + j + 1)
Remark 3.7. For proving the next results of this work it will be sometimes necessary to consider the cases whether T r is N or M (as in Figure 1 ) and also whether T r (or T ′ r ) is a kA n -module or not, as in the example above. Having in mind the similarity of those cases, we focus our attention to T r = N and when T r and T ′ r are kA n -modules. It is desirable that mutations of quivers and cluster tilting objects are compatible with the correspondence defined in 3.5. In the following proposition one prove this result for the Dynkin case A n .
Proposition 3.8. Let T be a cluster tilting object in C An . The map T → Q T commutes with mutation, that is, µ r (Q T ) = Q µr(T ) .
Proof. Let T be a cluster tilting object in C . It is known that the result holds true for the principal part of Q T ([BMR08], Theorem 5.1). We then focus our attention to arrows between r and frozen vertices and possible new arrows created by mutation at r. Taking into account Remark 3.7 Q T has the configuration presented in Example 3.6. Now, because mutation of cluster tilting object is an involution we obtain (µ r (T )) r = T ′ r and (µ r (T )) ′ r = T r . As a consequence, by Definition 3.5, in Q µr(T ) there are arrows from the frozen vertices n+i+2, · · · , n+i+j +1 and 2n+i+1, · · · , 2n+i+j to r. Therefore, the arrows at vertex r in Q T and in Q µr (T ) are opposite to one another, which is compatible with quiver mutation.
To finish the proof, it suffices to verify that for each oriented path r 1 → r → s (or s → r → r 1 ), where s is a frozen and r 1 is a non frozen vertex, the quivers µ r (Q T ) and Q µr (T ) coincide at vertex r 1 . Notice that T r1 is a direct summand of B, that is, T r1 = (i + 1, j − 1) or T r1 = (i − β, j + α + β). Assume that T r1 = (i + 1, j − 1). The other case can be treated similarly. Consider the triangles
According to Definition 3.5, in Q T we have the following configuration between frozen vertices and r 1
. Since there are arrows from r to the frozen vertices n+i+2, · · · , n+i+j+1, 2n+i+1, · · · , 2n+i+j and an arrow from r 1 to r, after mutating Q T at r, will be created arrows from r 1 to all such frozen vertices. However, by definition of quiver mutation, the two cycles have to be removed and then µ r (Q T ) has the following configuration between frozen vertices and r 1 :
Now for computing Q µr(T ) at vertex r 1 , consider the triangles
. Again, by Definition 3.5, when looking at frozen vertices and r 1 , Q µr(T ) coincides with µ r (Q T ), which finishes the proof.
In case A n , it follows from the previous proposition that all quivers of M ( A) can be obtained from cluster tilting objects. In fact, one shall prove in the next theorem that the correspondence T → Q T is a bijection.
Theorem 3.9. Let A n be the biframed quiver of type A n and let C = C An be the cluster category associated to the principal part of A n . There exists a bijection between the cluster tilting objects of C and the mutation class of A n given by T → Q T .
Proof. Let Q be a quiver in M ( A), that is, the mutation class of the biframed quiver A. In this situation, there exists a sequence of mutations µ such that µ(Q) = A n . On the other hand, it follows by Definition 3.5 that Q k An[1] = A n and therefore µ(Q) = Q k An [1] . According to Proposition 3.8, Q = Q µ −1 (k An[1] ) , which entails that there is a surjective map from the set of cluster tilting objects of C to M ( A) given by T → Q T .
For proving that this map is injective it suffices to verify that the quivers A n and Q τ i (kAn[1]) are not isomorphic for 1 ≤ i ≤ n + 2. Indeed, let T and T ′ be cluster tilting objects of C such that Q T = Q T ′ . In particular, the principal parts of Q T and Q T ′ are the same, which allows us to conclude that T ′ = τ i T for some 0 ≤ i ≤ n + 2. Since the cluster tilting graph is connected, [BMR + 06] , there exists a sequence of cluster tilting mutations µ such that µ(T ) = kA n [1] and then
Now, from Proposition 3.8, it follows that
. Because of our claim, i = 0 and T = T ′ . Then we focus our efforts to prove that this claim holds true. First, lets do the comparison of the quivers A n and Q τ i (kAn[1]) with 1 ≤ i < n. For this purpose we look at vertex n of Q τ i (kAn[1]) , which is associated to the n th indecomposable summand
. Notice that we have the following triangles
.
and B ′ 2 = 0, it follows from Definition 3.5(a) that, at vertex n, the ice quiver Q τ i (kAn[1]) has the configuration
Thus A n and Q τ i (kAn[1]) are not isomorphic for 1 ≤ i < n. The remaining cases, i = n, n + 1, n + 2, can be obtained in a similar way, looking at vertices n − 1 or n.
The main theorem. In this section, we establish the connection between cluster algebras with coefficients associated to the biframed quiver of type A n and the cluster character presented in Definition 2.1. For this purpose, the multiplication formula presented in 3.1 will be of great importance since it plays the same role as the exchange relation for cluster algebras.
Theorem 3.10. The cluster variables of a cluster algebra with coefficients associated to the biframed quiver Q of type A n are precisely the characters X V when V runs over the indecomposable rigid objects in C An .
Proof. Observe that, by definition, the character of P r [1] is the initial cluster variable x r . Since any cluster tilting object in C can be obtained from kA n [1] by a finite number δ of mutations ([BMR + 06], Proposition 3.5), we prove by induction on δ that the character of each indecomposable direct summand of a tilting object T of C is a cluster variable.
Let ( A n , X ) be the initial seed of A . For δ = 1, using what it was settled in subsection 1.1.4, the new cluster variable obtained by mutating the initial seed at r is given by the following relation ,1) , that is, the character X (r−1,1) = x ′ r is a cluster variable and the new seed (µ r ( A n ), X ′ ) is such that each cluster variable of X ′ is a character of an indecomposable summand of µ r (kA n [1]), since P r [1] is replaced by S r = (r − 1, 1) after cluster tilting mutation at r.
Let µ be a sequence of δ mutations and µ( A n , X ) = (Q, U ). Consider a cluster tilting object T such that Q T = Q. Suppose by induction that each cluster variable u r in U is the character X Tr , where T r is an indecomposable summand of T . According to Remark 3.7 and Example 3.6, Q has the following configuration at vertex r:
Hence mutation at r gives rise to the relation
and then, by the induction hypothesis,
It follows from the correspondence T → Q T given in Theorem 3.9 and the discussion in Example 3.6 that
By applying Corollary 3.2(ii) we conclude that u
, which finishes the induction. Since any cluster variable lies in a seed which can be obtained from the initial seed by a finite number of mutations the result follows.
Corollary 3.11. The cluster variables of the cluster algebra A (x, A n ) are polynomials over Q[y, z ±1 ] in the characters of the simple modules and the character of the shift of the simple projective, that is,
Proof. It follows directly from Theorem 3.10 and Corollaries 3.2(iii) and 3.3(iii).
It is well known that any cluster seed is uniquely determined by its cluster [FZ03] . In the next corollary we will prove that any cluster seed of a cluster algebra associated to the biframed quiver A n is also uniquely determined by its quiver.
Corollary 3.12.
(a) Any seed of the cluster algebra A An is uniquely determined by its quiver. (b) Cluster tilting objects corresponds to clusters.
Proof. Observe that, according to the proof of Theorem 3.10, if (Q, U ) is a seed of the cluster algebra A An and T is the cluster tilting object associated to Q then the mutable cluster variables u r in U are given by X Tr , for r = 1, · · · , n.
A Multiplication Formula for Dynkin Case
As it was seen in Dynkin case A, the multiplication formula (Theorem 3.1) for cluster characters with coefficients plays a special role in giving a connection with cluster algebras with coefficients associated to a biframed quiver. In this section we present this same formula for the others Dynkin types, but only when one of the exchange triangles is almost split; because of this restriction to triangles, we could not obtain the correspondence between cluster tilting objects and clusters (as done for case A). However, it is still possible to prove that all cluster characters are cluster variables. 
for an i ∈ Q 0 and N = τ M , then
where B is the unique object such that there exists an almost split triangle
Proof. We only prove (b) since (c) can be obtained in a similar way, and (a) is analogous to Proposition 2.2 of [Dup09] . Let d = dim N and h = dim H 0 (B). According to Definition 2.1 and Euler form,
Taking f = e + h − d and since in any Dynkin case it is possible to find a submodule of N with dimension vector d − h, we can rewrite the above equation by
As a consequence of Theorem 4.1, we prove in the next result that any cluster character with coefficients is a cluster variable of a cluster algebra associated to a biframed quiver of Dynkin type.
Theorem 4.2. Let Q be a quiver of Dynkin type. The characters X V when V runs over the indecomposable rigid objects in C Q are cluster variables of a cluster algebra with coefficients associated to the biframed quiver Q.
Proof. We only prove case Q = D n since case A n is Theorem 3.10, and the others can be obtained in a similar way. We point out that the proof presented here is inspired by Caldero-Chapoton's proof for coefficient-free case. Let ( Q, x) be the initial cluster seed. First notice that X Pi[1] is the initial cluster variable x i , for i = 1, · · · , n. It follows from Theorem 4.1(b) that
On the other hand, by mutating the initial seed at 1, one can obtain that
In this case, x ′ 1 = X P1 and therefore X P1 is a cluster variable. Suppose by induction on 1 ≤ r ≤ n−4 that in the seed µ r µ r−1 · · · µ 1 ( Q, x), x ′ i = X Pi for each 1 ≤ i ≤ r. Since, at vertex r + 1, µ r µ r−1 · · · µ 1 ( Q, x) has the configuration 2n + r + 1 r + 2 r + 1 r n + 1 · · · n + r + 1 the cluster variable x ′ r+1 is obtained by the exchange relation
Now, by Theorem 4.1(c)
Recalling that X Pr+1[1] = x r+1 , X Pr+2[1] = x r+2 and using induction hypothesis to conclude that X Pr = x ′ r we get
from where we have X Pr+1 = x ′ r+1 . By applying the sequence of mutation µ n µ n−1 µ n−2 to µ n−3 · · · µ 1 ( Q, x) and comparing the exchange relation obtained in each step with multiplication formula given by Theorem 4.1(c), as done above, it is possible to prove that X Pn−2 , X Pn−1 and X Pn are also cluster variables.
Let µ be the sequence of mutation µ n µ n−1 · · · µ 1 . According to the above considerations, in the seed µ( Q, x) we have that x ′ r = X Pr . Given 1 ≤ k < n − 2, denote by u r the cluster variable associated to the vertex r of µ k ( Q) in the seed µ k ( Q, x). Suppose by induction on k that u r = X τ −k+1 Pr , 1 ≤ r ≤ n. It follows from Theorem 4.1(a) that
On the other hand, observing that the quiver µ
by mutating the seed µ k ( Q, x) at 1, one can obtain that
By induction hypothesis and the previous equation, it follows that
In this case, u ′ 1 = X τ −k P1 and therefore X τ −k P1 is a cluster variable. By applying the sequence of mutation µ n µ n−1 · · · µ 2 to µ 1 ( Q, x) and comparing the exchange relation obtained in each step with multiplication formula given by Theorem 4.1(a), it is possible to conclude by induction that X τ −k Pr , where 2 ≤ r ≤ n, are also cluster variables.
Because of the shape of the quiver µ r µ r−1 · · · µ 1 µ k ( Q) at vertex r + 1, it is necessary to consider four cases: induction on 1 ≤ r ≤ n − k − 2, induction on n − k − 1 ≤ r ≤ n − 2, r = n − 1 and r = n.
Suppose by induction on 1 ≤ r < n − k − 2 that in the seed µ r µ r−1 · · · µ 1 µ k ( Q, x), u 
Recalling that X τ −k+1 Pr+1 = u r+1 , X τ −k+1 Pr+2 = u r+2 and X τ −k Pr = u from where we have X τ −k Pr+1 = u ′ r+1 for 1 ≤ r ≤ n − k − 2. Since, at vertex n − k − 1, µ n−k−2 · · · µ 1 µ k ( Q) has the configuration X τ −k+1 P n−k−1 X τ −k P n−k−1 = X τ −k+1 P n−k X τ −k P n−k−2 + z dim τ −k+1 P n−k−1 y dim τ −k P n−k−1 .
Recalling that X τ −k+1 P n−k−1 = u n−k−1 , X τ −k+1 P n−k = u n−k and X τ −k P n−k−2 = u ′ n−k−2 we get u n−k−1 X τ −k P n−k−1 = u n−k u ′ n−k−2 + z dim τ −k+1 P n−k−1 y dim τ −k P n−k−1 = u n−k−1 u ′ n−k−1 from where we have X τ −k P n−k−1 = u ′ n−k−1 . Notice that at vertex r + 1, µ r µ r−1 · · · µ 1 µ k ( Q) has the following configuration, for n − k − 1 ≤ r < n − 3, n + r + k + 2 · · · 2n + k − 1 2n + k · · · 3n − 2 3n − 1 3n r + 2 r + 1 r r + k + 3 · · · n + k n + k + 1 · · · 2n − 2 2n − 1 2n By using induction in r again it is possible to prove that τ −k P r = u ′ r , n − k − 1 ≤ r ≤ n − 2. Finally, for the remaining two vertices it is necessary to split the argument into cases k even and k odd; we only prove case k even. Since µ n−2 · · · µ 1 µ k ( Q) at vertex n − 1 is 2n + k · · · 3n − 2 3n
n − 1 n − 2 n + k + 1 · · · 2n − 1 the cluster variable u In the view of X τ −k+1 Pn−1 = u n−1 and X τ −k Pn−2 = u ′ n−2 , the two above equations yields X τ −k Pn−1 = u ′ n−1 . Similarly, it is possible to prove that X τ −k Pn = u ′ n , which completes the proof.
We conjecture that results concerning the bijection between mutation classes of the biframed quiver A n and cluster tilting objects (as stated in Theorem 3.9) and a multiplication formula for cluster characters with coefficients can also be obtained in any Dynkin case; examples can be exploit using Keller's app for mutation [Kel06] .
