The way in which meaning is represented and processed in the brain is a key issue in cognitive neuroscience, which can be usefully addressed by functional imaging techniques. In contrast to previous imaging studies of semantic knowledge, which have primarily used blocked designs, in this study we use an eventrelated fMRI (erfMRI) design, which has the advantage of enabling events to be presented pseudorandomly, thus reducing strategic processes and enabling more direct comparison with psychological behavioral studies. We used a semantic categorization task in which events were words representing either artifact or natural kinds concepts. Significant areas of activation for semantic processing included inferior frontal lobe bilaterally (BA 47) and left temporal regions, both inferior (BA 36 and 20) and middle (BA 21). These are areas that have been identified in previous neuroimaging studies of semantic knowledge. However, there were no significant differences between artifact and natural kinds concepts. These results are consistent with our previous imaging studies using blocked designs and suggest that conceptual knowledge is represented in a unitary, distributed neural system undifferentiated by domain of knowledge. These findings demonstrate that event-related designs can generate activations that are similar to those seen in blocked designs investigating semantics and, moreover, offer a greater capacity for interpretation free from the confounds of block effects. © 2002 Elsevier Science (USA)
INTRODUCTION
Recently, neuroimaging techniques have been used to investigate how semantic knowledge is represented and processed (e.g., Perani et al., 1995; Martin et al., 1996; Cappa et al., 1998; Devlin et al., 2001) . Currently there are three main types of model concerned with the organisation of semantic knowledge: Feature-based models which argue that the main organizing principle of semantic memory is type of semantic property, such as perceptual & functional features (e.g., McCarthy, 1983, 1987) ; domain-specific models, which suggest that there are dedicated knowledge systems sub-served by distinct neural mechanisms (e.g., Caramazza and Shelton, 1998) ; and more recently, distributed models, which argue that conceptual knowledge is represented in a unified neural system, which is not differentiated by category or domain and where category structure emerges out of the structure and content of individual concepts (e.g., Tyler et al., 2000; .
Although neuroimaging studies have reliably identified brain regions involved in semantic processing, there has been little consistent evidence of domainspecific or category-specific semantic activation at a neural level (see Price and Friston, 2001; Martin and Chao, 2001 , for reviews). While a number of studies have shown increased activation for tools in the left posterior middle temporal lobe (e.g., Chao et al., 1999; Martin et al., 1996; Moore and Price, 1999) , many of these effects were only significant at a very low threshold or when uncorrected for multiple comparisons. In addition, not all studies report differential activation in this area (Devlin et al., 2001; Perani et al., 1995) . In a previous series of three studies using fMRI and PET, we used lexical decision and semantic categorization tasks to investigate the neural correlates of semantic knowledge (Devlin et al., 2001) . Our items were carefully matched in terms of various nuisance variables, and activations were corrected for multiple comparisons. Although we found a robust semantic network in the left hemisphere consistent with previous studies, there were no differences as a function of domain or category. The only detectable differences were at an uncorrected level and these tended to be inconsistent across the three studies. It is plausible that lack of consistency across neuroimaging studies of category-specificity may be attributable to the different, often lenient, thresholds chosen for significance level, as well as inadequate matching of stimuli across conditions. Moreover, PET and fMRI studies investigating category-specificity have typically used blocked designs. A number of items of a single type (e.g., animals) are presented in a block, which is followed by another block of a different stimulus type (e.g., tools), and so on. These blocks may last from 20 seconds to several minutes. Blocked designs are powerful in their ability to detect activation: "responses to events of the same type are summed, concentrating power at the block alternation frequency" (Josephs and Henson, 1999) . However, they have important consequences in both neural and cognitive terms.
At a cognitive level, blocked presentation of items may induce strategies (see Strayer and Kramer, 1994 for comparison of blocked and randomized trials on performance of a memory search task) and therefore may not reflect normal automatic semantic processing (den Heyer et al., 1983; Keefe and Neely, 1990) . Blocking items may also affect the way people evaluate stimuli, for instance, whether they use semantic or perceptual/contextual judgements (Johnson et al., 1997) . In addition, the psychological literature relating to semantic satiation suggests that extended repetition of a category word can result in loss or decrement of meaning of items within that category (see for example, Smith and Klein, 1990; Balota and Black, 1997; Kounios et al., 2000) .
At a neural level we also know that repetition can lead to decreased activation in brain regions that were activated during the initial processing of a stimulus Wiggs and Martin, 1998; Wagner et al., 2000) . This may be a particular problem in blocked designs where items from one category are repeated within a single block. This habituation effect may lead to insufficient activation to allow detection of differences between semantic conditions, even if they do exist. In addition, habituation effects may not be consistent over different types of stimuli or different brain regions. Henson, Shallice and Dolan (2000) found an interaction between stimulus familiarity and repetition effects in the right fusiform gyrus. For repeated meaningful stimuli there was reduced activation (i.e., habituation), whereas for repeated meaningless stimuli there was increased activation. In addition, Henson (2001) reported habituation effects for repeated words in contrast to enhanced activation for repeated nonwords in the left fusiform gyrus.
Given these problems we cannot be confident that blocked imaging designs provide reliable data on the neural basis of category specificity. However, if we acquire the same results without blocking items, we can be more confident that our previous findings were not confounded by factors which are not germane to semantic processing.
In event-related designs items are presented in a pseudo-randomised order rather than in blocks. These types of designs have several advantages over blocked designs and have consequences both in imaging and cognitive terms. Although they have lower detection power than blocked designs, event-related designs are better able to estimate the shape of the hemodynamic response (Dale, 1999) allowing timing information to be included (which may be particularly important in language studies where we know that various brain regions involved in language processing show transient or phasic responses to stimuli, see Price and Friston, 1997) . Pseudorandom presentation also decreases context or strategic effects (i.e. predictability of the next item decreases). In addition, if we can obtain the same results with an event-related design as with a blocked design we can rule-out habituation as a reason for obtaining no differences between two semantic conditions. Furthermore, pseudorandom presentation of stimuli is comparable to existing behavioural and ERP designs. Thus, using an event-related, pseudorandomised design can better model both the hemodynamic response and the cognitive processes under investigation. Given the advantages of pseudo-randomised, event-related fMRI designs, particularly that they rule out the potential confounds produced by blocking stimuli, we used such a design to investigate semantic processing. Although previous studies (e.g., Wagner et al., 1998) have used event-related designs to investigate such processes as memory encoding for example, these designs have not yet been used specifically to examine semantic processing of different categories of knowledge, which was the aim of the present study.
Our main goal was to determine whether an eventrelated design is sensitive enough to detect areas commonly associated with semantic processing, and our secondary aim was to ask whether there are cortical areas selectively responsive to items from either living or nonliving domains. In the discussion section we also compare the results from the present study using an erfMRI design with our previous imaging studies which all used blocked designs. A direct statistical comparison was not undertaken as any differences between the two designs could be due to either the psychological effects of stimulus blocking or to the differences in power between the two designs and would therefore be uninterpretable. Thus, our focus was on the convergence of patterns of activation obtained in blocked and event-related designs.
METHODS

Participants
Fifteen right-handed (assessed using the Edinburgh Handedness Inventory), native British English speakers were tested. Each gave informed consent after the experimental methodology was explained. One participant was removed from the analysis because of exces-sive movement (exceeding 5 mm and 4°in terms of translation and rotation corrections). Data from 14 volunteers aged 18 -29 years (mean 23, 8 female) was analyzed.
Experimental Materials and Design
Before scanning began participants were given written instructions on the nature of the categorisation task. Once inside the scanner they were given 36 practice items (none of which were in the main testing sessions) to judge whether they were able to perform the task adequately. Responses were made via an inhouse designed, two-button response box.
Stimuli were presented visually via computer and projected to a mirror directly above the participant's head, at eye-level. Effective viewing distance was approximately 18 inches. Items were presented in Arial 22 font, in black on a white background. Items in the two test conditions consisted of either natural kinds (e.g., animals, birds, fruit/vegetables) or artifacts (e.g., tools, vehicles, clothing). The baseline consisted of single letter strings (e.g., kkkk, ddddddd, rrr). There were 96 items in each of the three conditions. Artifacts and natural kinds were matched on word familiarity and frequency. Artifacts had a mean familiarity of 503 (standard deviation (SD) 47.1) and a mean frequency of 16 (SD 10.2). Natural kind trials had a mean familiarity of 496 (SD 32.9) and a mean frequency of 15 (SD 14.2). The items in the letter task were matched on letter length with those in the semantic task. Stimuli ranged from three to nine letters in length with a mean of 5.4 (SD 0.9) letters.
For the semantic conditions, an event consisted of three cue words followed by a fourth target word. Participants were required to press a response button to indicate whether the target word was in the same or different category as the three cue words. Different responses were taken from within the same domain (e.g., artifacts) but from different categories within that domain (e.g., tools vs vehicles). Cue words were presented in lower case and target words were presented in upper case. In the Baseline task cues and targets were letter strings (cues in lower case and targets in upper case). Participants indicated whether the target letter string was composed of the same or different letters as the cues. Thus the baseline task shared the same stimulus and response characteristics as the semantic categorisation task but had no lexical or semantic component. See Table 1 for examples.
Each of the four words or letter strings was presented for 200 ms with a between-item delay of 400 ms. The target item was followed by a delay of 3 s. Each event (quadruple of words/letter strings) lasted for 5 s. The same timing parameters were used for both the semantic and baseline tasks. Items were presented in four sessions each lasting approximately 6 min, with 1-2 min rest between each session. There was some repetition of individual words, although no event (i.e., quadruple of words) contained the same sequence of four words. Independent t tests comparing number of word repetitions within each session showed no significant differences between natural kinds and artifacts. In session 1 there were an average of 2.81 (SD 1.47) repetitions of artifact words and 2.39 (SD 1.17) repetitions of natural kinds words (t 72 ϭ 1.331, P Ͻ 0.187). In session 2 there were 3.11 (SD 1.20) repetitions of artifact words and 2.65 (SD 0.9) repetitions of natural kinds words (t 43 ϭ 1.392, P Ͻ 0.171). In session 3 there were 2.75 (SD 1.07) repetitions for artitfact words and 2.33 (SD 0.8) repetitions of natural kinds words (t 36 ϭ 1.325, P Ͻ 0.194). In session 4 there were 2.76 (SD 1.30) repetitions of artifact words and 2.23 (SD 1.28) repetitions of natural kinds words (t 54 ϭ 1.540, P Ͻ 0.130).
fMRI Procedure and Analysis
Scans were carried out at the Wolfson Brain Imaging Center, Cambridge, England, on a 3 Tesla Bruker Medspec Avance S300 system (Bruker Medical, Ettlingen, Germany). A gradient-echo EPI sequence was used for image collection (TR ϭ 3000 ms, TE ϭ 30 ms, flip angle 90°, FOV 25 ϫ 25 cm, 21 oblique slices, 4mm thick (1-mm gap between slices, 128 ϫ 128 in-plane resolution, 126 repetitions) with head coils, 200 kHz bandwidth and spin echo guided reconstruction. The event duration (5 seconds) was not an integer multiple of the TR (3 s) and therefore data was sampled at various points along the HRF ensuring an effective sampling (Josephs et al., 1997) . All participants wore protective earplugs and ear-defenders. Data was analyzed using Statistical Parametric Mapping software (SPM99, Wellcome Institute of Cognitive Neurology, www.fil.ion.ucl.ac.uk), implemented in Matlab (Mathworks Inc. Sherborn, MA). The first six scans of each time series were discarded to allow for T1 equilibrium before the test trials started.
Spatial Preprocessing
To correct for different acquisition times (relative to the onset of each event), signal in all slices was shifted relative to the acquisition of the first slice using a sinc interpolation in time. Our previous research showed that the loss of BOLD signal near air-tissue interfaces at high magnetic field strengths (Devlin et al., 2000) may lead to errors in normalization (i.e., signal may be dragged down from other areas during normalization), therefore we masked areas of susceptibility prior to normalisation. Masking was done by hand using MRIcro (MRIcro, Chris Rorden, chris.rorden@nottingham. ac.uk), and areas affected by susceptibility in each affected slice were filled. This mask was saved as a region of interest (ROI) and then used during normalization (the masked areas were then not taken into account during normalization). After normalizing to the EPI template in SPM99 (i.e., transforming the images onto the MNI [Montreal Neurological Institute] mean brain) the data was spatially smoothed using an 8-mm smoothing kernel.
Model Specification and Parameter Estimation
The data was modelled using the general linear model (GLM) (Friston et al., 1995) . Four sessions and three variables were entered into the model (artifacts, natural kinds, and baseline). In order to partial-out any effect of reaction time, participant's reaction times for each event (with errors replaced by the mean for that item type) were entered as a parametric modulator (with linear expansion). Trials were entered as events and modelled using a canonical hemodynamic response function (HRF) with temporal derivatives. The model was then estimated in the following way. In order to be comparable with our previous blocked design studies global scaling was applied. Data was highpass filtered (minimum cut-off point 62 s) to remove low frequency drifts in signal. The data was temporally smoothed with an HRF-shaped filter to attenuate high frequency components of the data.
A first level, within-subjects analysis (i.e., a fixedeffects model) using the GLM was performed on the functional data from each participant individually. Five contrasts per participant were computed:
1. Artifacts ϩ natural kinds (semantics) Ϫ letter detection (baseline) 2. Artifacts Ϫ natural kinds 3. Natural kinds Ϫ artifacts 4. Artifacts Ϫ baseline 5. Natural kinds Ϫ baseline Each of the resulting contrast images was taken through to a second-level, between-subjects group analysis (i.e., a random-effects model). The results from this random-effects group analysis are presented here. In order to address the two main questions outlined in the introduction, three one-sample t tests were performed on the data. To specify areas which were activated by both semantic categories compared to the baseline task, the contrast artifacts ϩ natural kinds Ϫ baseline was inclusively masked with artifacts Ϫ baseline and natural kinds Ϫ baseline. The inclusive masking ensured that areas of activation were greater than baseline for both the semantic categories, rather than by only one of the categories.
To address whether there were any areas specific to artifacts, the contrast artifacts Ϫ natural kinds was inclusively masked with artifacts Ϫ baseline. The masking ensured that areas were activated significantly more for artifacts than for either natural kinds or baseline conditions and also ensured that any differences were not merely the result of deactivation of natural kinds relative to baseline. To assess whether there were any areas modulated by natural kinds the contrast, natural kinds Ϫ artifacts was inclusively masked with natural kinds Ϫ baseline. Again the inclusive masking ensured that activations in natural kinds activated significantly more than both artifacts and baseline conditions and were also not the result of deactivation of artifacts relative to baseline.
RESULTS
Behavioural Results
In the semantic categorisation task participants' mean reaction time for Artifacts was 716 ms (SD 107.3), which was not significantly different from the mean RT of 699 ms (SD 96.2) for Natural Kinds. Error rates for Artifacts were 6.1% (SD 11.5) and 9.2% (SD 14.7) for Natural Kinds. Collapsed over the two semantic domains the mean reaction time was 708 ms (SD 102) with a mean error rate of 7.6% (SD 13.3). Mean reaction time for the letter categorisation task was 572 ms (SD 50.9) with a mean error rate of 2.4% (SD 4.7). A univariate analysis of variance comparing the two semantic domains (artifacts and natural kinds) showed no main effect of domain (F2(1,176) ϭ 1.378, P Ͻ 0.242), i.e., there was no significant difference in reaction times between artifacts and natural kinds. Similarly, error rates did not differ as a function of domain (F2(1,188) ϭ 2.665, P Ͻ 0.104). As expected reaction times to baseline items were significantly faster than those to semantic items. A univariate analysis of vari-
FIG. 1.
The areas activated in the semantic-baseline (masked) contrast. All activations reached corrected significance P Ͻ 0.05 at a cluster level ance collapsing over domain showed a significant main effect of the semantic compared to baseline condition (F2(2,282) ϭ 81.311, P Ͻ 0.001). Error rates were also significantly higher for the semantic compared to baseline items (F2(2,288) ϭ 8.940, P Ͻ 0.001).
Reaction times were entered into the model as a parametric regressor and therefore we performed an explicit analysis of this regressor using the same contrasts as we used for the test items (i.e., artifactsnatural kinds and natural kinds-baseline). In line with the behavioral data, there were no significant domain differences and therefore this analysis will not be discussed further.
Imaging Results
Common Semantic Activations
As noted above, activations common to both artifacts and natural kinds were computed by contrasting artifacts and natural kinds with the letter detection task (i.e., artifacts ϩ natural kinds Ϫ baseline). This contrast was then inclusively masked 1 by each of the semantic domains minus letter detection (i.e., artifacts Ϫ baseline ϩ natural kinds Ϫ baseline). Activations were thresholded at SPM {t} ϭ 3.85 P Ͻ 0.001 uncorrected and clusters are reported as significant if they reach P Ͻ 0.05 corrected. This masked contrast produced several large clusters of activation in the left hemisphere (LH) which extended across the frontal and temporal gyri. In addition there was a single smaller cluster in the right hemisphere (RH) in the inferior frontal gyrus and small cluster in the left caudate (see Fig. 1 and Table 2 ).
The largest cluster, of over 2000 voxels, was in the left frontal lobe with peaks in inferior frontal gyrus (GFi) BA 47, extending across Broca's area (BA 45) the pars triangularis and into the adjacent pars opercularis (BA 44), then anteriorly (BA 11) and dorsally into the middle frontal gyrus (GFm) (BA 46). There was also activation in a similar, but smaller region to the left GFi activation in RH extending across BA 47.
There was also a large cluster of nearly 1000 voxels in the medial aspect of the superior frontal lobe (GFd), extending across both LH and RH, with peaks in BA 8 and BA 9 bilaterally. In addition there was a smaller cluster (89 voxels) in the left caudate.
In the LH temporal lobe there were two significant clusters of activation. The first was along the ventral aspect of the inferior temporal lobe, where there was a large cluster of activation (over 700 voxels) with peaks in the parahippocampal gyrus (GH) and fusiform gyrus (GF) (BA 36). This cluster extended anteriorly into the uncus (U) (BA 20) and posteriorly into the cerebellum. In addition there was also a smaller (93 voxels) cluster in the middle temporal gyrus (GTm) (BA 21).
Domain Activations
There was no significant activation, either at a cluster or voxel level, for Natural Kinds relative to Artifacts or Artifacts relative to Natural Kinds, at a corrected level of significance. Although some studies have reported selective activation for tools in the pos- Note. The table shows significant clusters, after correcting for multiple comparisons, and the peak voxels within each cluster.
terior middle temporal gyrus we did not find any significant activation in this area, either at a corrected or uncorrected level. It may be argued that there is a possibility of type II errors with correction for multiple comparison. Therefore, we lowered the threshold to a more lenient P Ͻ 0.010 uncorrected (SPM {t} ϭ 2.65). A single cluster reached significance for artifacts relative to natural kinds. This cluster was in GF (BA 37) and significant at P Ͻ 0.022 (corrected) although it was not significant at a voxel level (peak at z ϭ Ϫ44, y ϭ Ϫ62, z ϭ Ϫ16, SPM {t} ϭ 5.61, P Ͻ 0.94 corrected). There was no significant activation for natural kinds relative to artifacts. In addition, it may be that lack of significant activation in the domain-specific contrasts is due to signal drop-out which affects areas near air-tissue interfaces, particularly at high magnetic field strengths (see Devlin et al., 2000 , for a discussion of the susceptibility issue). Areas affected include regions of the temporal lobe near the sinuses; these are areas which are potentially of interest in studies of domain-specific knowledge. In order to reduce our search volume and increase our ability to detect activation in these areas we produced a mask image derived from our previous imaging data (Devlin et al., 2000) to define a ROI. This was a PET study using the same task and items as in the present study and produced significant activations (at a corrected level) in left inferior temporal gyrus and left anteriomedial temporal pole. We masked the SPM {t} map of our fMRI data with this ROI and did a small volume correction calculation (Worsley et al., 1996) . Even with this drastically reduced search volume there were still no significant activations modulated by either artifacts or natural kinds.
The observed lack of difference between artifacts and natural kinds carries the risk of type II error. While we accept that this possibility can never fully be excluded, we explored it further by looking more closely at each of the regions identified by the semantics-baseline contrast. Identifying each of the peaks we extracted parameter estimates for each subject and carried out paired t tests between conditions on each (i.e., comparing artifacts to natural kinds relative to baseline). In doing so, we reduced our threshold and avoided the requirement to carry out a conservative correction for multiple comparisons. Both of these measures reduce the risk of type II error. The peaks were in the left inferior frontal lobes, left caudate, left inferior temporal lobe, left middle temporal lobe and left medial frontal lobe (we did not perform a t-test on the peak in the right inferior frontal gyrus as it did not contain any datapoints at this voxel for all the subjects). Only one of these comparisons showed any difference which approached significance. This was in the left middle temporal lobe (P Ͻ 0.054, t 13 ϭ 2.16). As a further illustration of the lack of measurable differences in any region, except arguably the left middle temporal lobe, we have plotted the parameter estimates for all conditions across each of these regions (see Fig. 2 ). In addition, we performed a small volume correction on the artifactsnatural kinds and natural kinds-artifacts contrasts. We specified a sphere of 10mm diameter centered at each of the peaks in the six significant clusters and used this to specify a ROI. There were no domain differences in any of these severely restricted areas, except in the artifacts-natural kinds contrast where there was a single small cluster of 6 voxels which reached significance (peak at z ϭ Ϫ30, y ϭ Ϫ30, z ϭ Ϫ28, SPM {t} ϭ 4.87, P Ͻ 0.034 corrected).
DISCUSSION
Using an event-related fMRI design we found extensive frontal and temporal activations, primarily in the left hemisphere. A large cluster in the left inferior frontal lobe and a smaller cluster in a similar right frontal region are areas typically activated in semantic processing tasks (e.g., Devlin et al., 2000; ThompsonSchill et al., 1999; Mummery et al., 1999; Vandenberge et al., 1996; ). In addition we found activation in the medial aspect of the superior frontal lobe (GFd), in both left and right hemispheres. Similarly located activations have been found by both Devlin et al. (2001) and Cappa et al. (1998) using semantic categorization and semantic decision tasks, respectively. A smaller cluster was also activated in the left caudate. Both Mummery et al. (1998) and found similar activation in the caudate for semantic judgements compared to syllable judgements. There were also two significant clusters of activation in the left temporal lobe. The first extended across the ventral aspect of the inferior temporal lobe and into the cerebellum. There was also a smaller cluster in the middle temporal gyrus. Similar temporal lobe areas have also been reported by with a lexical decision compared to letter detection task and Vandenberge et al. (1996) in a matching to sample task.
We found no significant activation, either at a cluster or voxel level, for natural kinds relative to artifacts at a corrected level. This replicates our previous findings (Devlin et al., 2001) using the same task & items in both PET and blocked design fMRI. This result is also consistent with studies reviewed by Price and Friston (2001) and Devlin et al. (2001) in which no neural region was selectively activated for natural kinds. In addition, there was no significant activation for artifacts relative to natural kinds at a corrected level. Although some studies have reported selective activation for tools in the left posterior middle temporal gyrus (e.g., Chao et al., 1999; Martin et al., 1996; Moore and Price, 1999; we did not find robust significant activation in this area.
FIG. 2-Continued
We also compared the patterns of activation for all 14 participants tested in this event-related study and compared them with data we acquired from 8 participants in a blocked design study using the same task and materials (Devlin et al., 2001) . We found significant overlap in brain areas activated in these two studies. There was extensive left hemisphere activation in frontal and temporal areas for both designs. Our eventrelated study found several large clusters of activation in the frontal lobes one centring around the GFi (peaks in BA 47) and extending into the GFm (BA 9), another in the GFd and a smaller GFi activation in the RH. In the blocked design there was also a very large cluster in LH GFi and GFd and a homologous GFi activation in RH. There was some LH GFs/GFm activation in the blocked design that was not present in the event-related design. Both designs also showed temporal lobe activation. In the event-related study there was a large cluster of activation extending across the GTi and GTm. The cluster of activation in the blocked design was smaller and tended to be more superior with peaks in the GTs and GTm (Ϫ57 Ϫ37 0). It should be noted that the event-related activations are the result of a random effects level analysis, which is more stringent than the fixed effects analysis undertaken on the blocked design. A comparison of the patterns of temporal lobe activation produced by fixed effects analysis on the event-related data also shows GTm/GTs activation, with a peak activation which was almost identical (Ϫ59 Ϫ35 2).
Furthermore, neither study found significant domain-specific activation at a corrected level. Only with very lenient (uncorrected) thresholds did any of the comparisons show differential activation and these were not consistent across the two designs. This replication of findings across blocked and event-related designs suggests that lack of differences across domains are not merely the result of confounds such as habituation or of changes in the way people evaluate stimuli when confronted with items from a single domain being repeatedly presented.
To conclude, in an event-related fMRI study we found significant activation of an extended semantic network that encompassed many of the regions reported in previous imaging studies. These results show that event-related designs can identify areas involved in semantic processing. Given that event-related designs are both sensitive to semantic variables and overcome the confounds associated with blocking stimuli (i.e., psychological factors such as strategic effects), we anticipate their increased use in future fMRI studies of semantic processing. With respect to the neural representation of conceptual knowledge, these results are most compatible with claims for a conceptual system which is undifferentiated by domain ).
