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Chapitre I 
Introduction : quelques généralités 
sur les systèmes et l'identification 
La théorie des systèmes concerne le développement d'outils pour l'étude des correspondances 
entrée-sortie dans des domaines aussi variés que la biologie (modélisation des fonctions neuro-
musculaires, contrôle du rythme cardiaque . . . ), la chimie (colonnes de distillation, fours de 
cimenterie, chaudières . . . ). les télécommunications (traitement des signaux, multiplexage, radars 
. . . ), l'espace (stabilisation de satellites, déploiement d'antennes . . . ), l'automobile (ABS, contrôle 
de carburation, contrôle de suspensions . . . ), la mécanique (contrôle des robots . . . ), l'acoustique 
(atténuation d'echo, sonars . . . ), l'hydrologie (modélisation des réseaux de biefs, de barrages, 
d'écoulements souterrains . . . ) pour n'en citer que quelques uns, en essayant de formaliser des 
structures communes à ces objets. 
Un système est un objet composé d'éléments de différents types qui interagissent et produisent 
des signaux observables. Parmi ces signaux, on appelle sorties ceux qui émanent du système. Le 
système est en général soumis à des stimulations externes et on nomme entrées celles que l'on 
maîtrise. Les autres seront appelées perturbations. 
v 
I *- y 
Í 
FlG. 1 - u: entrée; y: sortie; v: perturbation. 
Pour décrire un système il faut préciser comment les variables sont reliées les unes aux autres. 
On appelle modèle une telle relation. Les modèles peuvent procéder de formalismes différents et 
des sophistications variables ¡50, 72, 35]. 
Pour des applications concrètes telle que l'automatisation d'un processus industriel, l'auto-
maticien, ayant physiquement accès à certaines grandeurs caractérisant le processus, est amené 
à en faire une représentation mathématique adaptée aux besoins de la simulation et du contrôle 
de ce processus [63]. Le choix d'un modèle pose en règle générale le problème du compromis 
complexité-précision. 
Pour mettre en équation la relation d'entrée-sortie du système, on dispose parfois de lois mé-
caniques, électromagnétiques ou autres régissant son fonctionnement interne (voir [23, Sect.I.l]). 
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Souvent le problème n'est pas pour autant résolu, soit parce que le modèle ainsi obtenu est trop 
compliqué, soit parce qu'il faut estimer les valeurs numériques de constantes dont la mesure directe 
n'est pas possible, soit les deux. Pour d'autres systèmes tels que les colonnes de distillation, les fours 
de cimenterie et les chaudières, les réseaux hydrauliques ou les dispositifs acoustiques et électro-
magnétiques par exemple, les phénomènes mis en jeu sont complexes et leur analyse interne n'est 
pas toujours envisageable; se pose alors le problème de la détermination d'un modèle imparfait 
pouvant néanmoins rendre compte du comportement du processus. Cette approche, dite externe, 
consiste à considérer le système comme une boîte noire pour laquelle l'automaticien construit une 
fonction de transfert reliant les excitations qu'il lui impose aux réponses que le système délivre [27, 
Chap.9]. La construction d'un modèle à partir de données entrées- sorties constitue l'identification 
proprement dite. Zadeh écrivait en 1962 ¡81]: L'identification d'un système est la détermination 
sur ¡a base de la connaissance des entrées et des sorties de ce système, d'un modèle mathématique, 
appartenant à une classe de modèles fixés, ce dernier soumis aux mêmes signaux test étant alors 
équivalent ou système donné (!). 
En pratique, le choix de la méthode d'identification est largement conditionné par la connais-
sance a priori que l'on a du système. Selon la classe de modèles considérés, on utilise des méthodes 
d'identification paramétriques ou non (voir [50, 72]). 
Les méthodes paramétriques fixent a priori une classe de modèles de complexité bornée dé-
crite par un ensemble fini de paramètres et par certaines hypothèses de nature stochastique sur 
le comportement des signaux et tâchent à déterminer les "meilleurs" paramètres possibles. Les 
méthodes non paramétriques ne bornent pas la complexité du modèle et s'attachent seulement à 
obtenir une certaine précision. 
Comme décrit dans [81, 50, 72], l'élaboration d'un modèle se fait généralement en trois étapes. 
Une première étape permet de se doter de couples entrées-sorties définissant la réponse du système 
à certaines excitations externes. Ces données sont généralement expérimentales, souvent bruitées 
et incomplètes. La seconde étape, qui consiste à définir la classe des modèles parmi lesquels une 
solution sera recherchée, constitue l'étape clé de l'identification : ce choix prédéfinit les propriétés 
et les comportements souhaités pour le modèle et guide aussi les algorithmes. La troisième et 
dernière étape s'apparente à l'optimisation pour déterminer une "meilleure" solution au sein de 
cette classe, qui correspond à celle dont la nature et les propriétés répondront au mieux aux 
exigences fixées pour décrire le système initial. 
Lorsque l'identification à partir des couples entrées-sorties conduit à des modèles trop com-
pliqués pour simuler ou contrôler efficacement le système, l'automaticien réduit la complexité du 
modèle en restreignant le nombre de paramètres intervenant dans la description du système. On 
peut cependant perdre à ce stade certaines interprétations physiques. 
Une classe importante qui nous occupera dans la suite est celle des systèmes dynamiques 
linéaires et stationnaires, qui représentent une approximation ou une idéalisation de maints com-
portements physiques autour d'un équilibre. Cette linéarisation permet dans plusieurs cas de mo-
déliser convenablement le système en vue de son contrôle, tout en fournissant des modèles faciles 
à utiliser. 
Une description mathématique des systèmes dynamiques linéaires, stationnaires et causaux est 
détaillée dans [27, 76, 73, 24, 7] . Un tel système est considéré comme un opérateur de convolution, 
qui à l'entrée u : [0, +oo[-+ E m associe la sortie y : [0, +oo[-+ W donnée par : 
y(t) = Í h(t-T)u(T)dr, (1) 
Jo 
où h : [0, oo[—> Wxm est la réponse impulsionnelle du système dont les colonnes correspondent for-
mellement aux sorties engendrées par des impulsions de Dirac appliquées aux diverses composantes 
de l'entrée. On vérifie aisément que cette description est : 
- linéaire en u, 
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- stationnaire (un décalage dans le temps de l'entrée engendre ie même décalage de la sortie), 
- causal (la sortie à l'instant t ne dépend que des entrées aux temps r < t). 
L'application u i-> y relie les propriétés de stabilité du système à la bornitude de la réponse 
impulsionnelle (voir [27, 76, 73, 24, 7] pour de plus amples détails). 
La transformée de Laplace H(s) de la réponse impulsionnelle h : 
roo 
H{s) = / e~sth(t)dt, 
Jo 
sur les conditions d'existence de laquelle nous reviendrons, peut être vue comme la fonction ana-
lytique (à valeurs matricielles) dont la trace sur l'axe imaginaire est la transformée de Fourier 
de h. L'usage de cette transformée permet de décrire l'action du système sur les transformées de 
Laplace des entrées et des sorties comme un produit ordinaire. En effet, si on pose : 
U(s) = / erstu{t)dt et Y (s) = / e-sty(t)dt, 
Jo Jo 
on obtient : 
Y (s) = H(s) U(s) (2) 
sur le domaine de définition commun à ces trois fonctions lorsqu'il existe. Cette propriété ultra-
classique autorise à traduire certains aspects de la stabilité du système en termes de fonctions 
analytiques. Ainsi, si on définit la norme L1 d'un vecteur ligne comme la somme des normes L1 de 
ses composantes et celle d'une matrice comme le maximum des normes L1 de ses lignes, cependant 
que la norme L°° d'un vecteur colonne est le maximum des normes L00 de ses composantes, 
alors la remarque la plus élémentaire est sans doute que la norme d'opérateur (L°°([0, oo[))m —> 
(L°°([0,oo[))p du système (1) n'est autre que la norme ||/i|i¿i([o,oo[)- Un système dont la réponse 
impulsionnelle est sommable est pour cette raison qualifié d'entrée bornée - sortie bornée. Soit 
A(H+) l'algèbre du demi plan droit qui, par définition, est formée des fonctions analytiques dans 
le demi-plan droit 
n+ = {ze£ ;Re{z)>0} 
et continues sur le demi-plan fermé II+ , y compris à l'infini. Par les propriétés bien connues de 
la transformée de Fourier [70], les transformées de Laplace des fonctions de £*([(), oo[) forment 
une sous-algèbre de A(îl+) qu'on appelle l'algèbre de Wiener W(LT+). La propriété qu'un système 
est entrée bornée - sortie bornée s'exprime â présent par le fait que sa fonction de transfert H 
appartient à (W(U+))Pxm. 
D'autres propriétés, plus fines, peuvent s'énoncer dans le cadre des espaces de Hardy Hg(H+). 
Nous renvoyons le lecteur au §11-1 pour une définition de ces espaces, et il nous suffira dans la 
présente introduction de savoir que ces derniers sont des sous-espaces fermés de Lq(i K) dont les 
éléments sont traces de certaines fonctions analytiques dans LT+. 
Ainsi, pour 1 < q < 2 et l/q + 1/q' = 1, l'appartenance de h à (Lq([0,oo{))pXm entraine 
celle de H à l'espace de Hardy (H9 ( I l + ) ) p x m . Symétriquement, si H appartient à l'espace de 
Hardy (Hq(Il+))pXm, alors h appartient à ( l / ( [0 ,oo[ ) ) p x m . En effet, si / désigne la tranformée 
de Fourier d'une fonction / : E —> C, les inégalités de Hausdorff-Young s'écrivent : 
H/lll.'(R) ^ ll/IU«(R)> Pour 1 < 5 < 2 , (3) 
cependant que la formule de Cauchy montre facilement que la tranformée de Laplace inverse d'une 
fonction de Hq(Jl+) s'annule pour t < 0. 
Il est intéressant de noter que si 1 < q < 2, l'inégalité ci-dessus est stricte pour / ^ 0 (voir !a 
meilleure constante dans ces inégalités due à Beckner [14] et Babenko [5]). Lorsque q' = oo, il y a 
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parfois égalité (par exemple si / = e * pour t > 0). Lorsque q' — 2, il y a toujours égalité : ceci 
n'est autre que la relation de Parseval. 
Les espaces les plus utilisés dans ce contexte sont ( i f 2 ( I I + ) ) p x m et (Hco(JL+})p'Krn, où les 
normes de la fonction de transfert admettent les interprétations suivantes qui toutes reposent. 
d'une façon ou d'une autre, sur l'identité de Parseval (voir [24, 50, 24, 72, 76, 7j). 
Lorsque H appartient à i ? 2 ( n + ) p X m sa norme L2 est définie comme: 
|H | | i2 l i R ) = [~ J°° trace{H*(jiv)H(jw)}dv?j 
1/2 
Dans le cas où H appartient à H00(ïl+)p>:m sa norme L°° est définie comme: 
ll#IU«(iRl = SUp|||ff(itü)|||, (4) 
où jlj • ¡¡i désigne la norme d'opérateur C 1 —» C . Il est alors facile de voir que 
l!#IU»(iR) = «up {||ífli¡|/,2(iR)}. 
l í u i l (H 2 (n+) ) '" = 1 
de sorte que cette quantité représente le gain 
(L2ÜQ,oo[)r -> (I2([0,oo[)) ' . 
Pour le système de réponse impulsionnelle h et de fonction de transfert H, cette quantité, par le 
théorème de Parseval, est aussi égale à : 
( /.oo \ 1/2 
J t™ce{hT(ï)h{t)}dt\ . (5) 
Si [Hj] désigne la j-ème ligne de H, l'équation (1) conduit par l'inégalité de Cauchy-Schwarz à: 
sup j|[íí i]¡|L2 ( lH) < sup isupÜ3/(í)|Í2^ < \\H\\L2{iR), 
!<Í<P ll«llí.2(I0,oc[,<l U>0 J 
où IJ • ||2 symbolise la norme Euclidienne et où la première des inégalités ci-dessus s'obtient avec 
«(*) = Nr(-0/IINIIi»([o,oo[)-
Nous voyons donc que la norme L2 de la fonction de transfert est une quantité équivalente (égale 
si p — 1) au gain 
( l 2 ( [0 ,oo[ ) r - (L00([0,oo[))'\ 
Une autre interprétation s'obtient en considérant l'inégalité de convolution de Young : 
ll/*ffl!r < li/||,||fll|i Pour l < / , ç < o o et / € L? , g € L1 avec i/r = l/q+ l/l- 1 > 0 
(cf. [15, chap.4-(10)]), que l'on applique pour r = 2, q = 2 et l = 1. Il s'ensuit par l'inégalité de 
Schwarz que 
sup ||j/|ix,2([o,oo[) < Vm\\H\\Li(iK)-
H , ' I I L 1 ( [ 0 , O O [ ) = 1 
Par ailleurs, il découle de [7, chap.lj que 
SUP |M|£,3([0,<»[) > ll-í%*(¿R)-
IM!Li([o,»[) = 1 
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Nous voyons donc que la norme 1? de la fonction de transfert est une quantité équivalente (égale 
si p = 1) au gain 
(^ ( [O.ooDr - (L2(i0,oo[))P. 
Il existe une troisième interprétation, de nature probabiliste cette fois: si u(t) est processus de 
Wiener, la variance du processus de sortie associé y(t), qui ne dépend pas de t par stationnarité, 
n'est autre que la norme L2 de la fonction de transfert comme le montre le calcul simple suivant 
où E désigne l'espérance mathématique: 
E [y(tfy(t)] =E ÍÍ {duT(T) hT(t - T) h(t - tr) du(a)} 
= E if trace{/iT(i ~ T)h(t - a)du(a)duT(T)}\ 
= ftrace{hT(t-a)h(t~a)}da = | |ff¡ |£S( iH) . 
Si l'on applique au système (1), l'entrée u(t) — cosíyí) x (resp. w(f) = sin(wi) x) pour t > 0 et 
pour x £ Km, la sortie correspondante est 
y{t) = Re (e*"* Í h{r) e~tülT x dr\ [resp. Im (eiui Í h(r) e~MT x dr 
Lorsque h e £1([0, oo[), cette quantité est équivalente pour t grand à Re (H(iu>) elui x) (resp. 
Im (íf(¿u>)eíu,tx)). Ceci fournit une méthode très utilisée en pratique pour estimer expérimen-
talement la fonction de transfert d'un système entrée bornée - sortie bornée en des points de 
l'axe imaginaire : il suffit de lui appliquer une entrée périodique et de mesurer l'amplitude et le 
déphasage de la sortie correspondante, une fois le régime stationnaire établi. 
Bien que la fonction de transfert soit un concept de prime abord plus abstrait que la réponse 
impuisionnelîe, il est remarquable qu'elle soit bien plus facile à quantifier. Un ensemble de couples 
(ius,H(iu))), mesurés comme indiqué ci-dessus, constitue ce que l'on appelle des données harmo-
niques, ou encore des données ponctuelles en fréquence pour le système. 
Notons que, jusqu'à présent, notre présentation n'a concerné que les systèmes dynamiques dits 
continus et dont l'évolution s'effectue en temps t continu. Or, dans bien des cas, on est amené 
à considérer des systèmes dynamiques en temps discret pour lesquels, néanmoins, les propriétés 
établies ci-dessus admettent des équivalents. 
Un système discret (linéaire, stationnaire et causal), peut, comme son homologue continu, 
être représenté par une relation de convolution qui à l'entrée {«&} : N —+ Rm associe la sortie 
{yk} '• N —» W donnée, pour fc > 0, par 
it 
y* ~ "Y^hk^u, (6) 
¿=o 
où {hk}k>o '• N —* KpXm est la réponse impulsionnelle (appelée aussi suite des paramètres de 
Markov) du système. 
La transformée en z (analogue discret de la transformée de Laplace) de la réponse impulsion-
nelle {hk}k>o, définie formellement par (voir par exemple [27, Chap.8], [22, §1.3]) : 
H(z) = J2hkzk> (7) 
¿c>0 
est appelé fonction de transfert du système et, si U et Y désignent les transformées en z de l'entrée 
{ut} et de la sortie {yk}, on a 
Y(z) = H(z)U(z), 
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en tout z € C où ces trois fonctions sont définies (ou même en tant que séries formelles). 
L'introduction de (7) nous amène à considérer des fonctions analytiques à l'intérieur du disque 
unité 
© = {z e C ; \z\ < 1} . 
Certains auteurs considèrent plutôt U(l/z). Y(l/z) et H(l/z) ce qui donne lieu à des fonctions 
analytiques pour \z\ > 1. Il s'agit là d'une simple convention. 
Comme dans le cas continu, la norme d'opérateur (I°°(N))m —> (?°°(N))P du système (6) est 
égale à ||{hjt}||(ii(N))i,xm où les normes dans les espaces Z9(N) vectoriels ou matriciels étant définies 
comme précédemment. 
Désignons par A(B>) l'algèbre du disque unité, formée par définition des fonctions analytiques 
dans D et continues sur le disque fermé D (voir §11-1). Les transformées en z de fonctions de /1(N) 
forment dans A(B) la sous-algèbre W = W(H) encore appelée algèbre de Wiener. Ainsi la fonction 
de transfert d'un système discret entrée bornée - sortie bornée appartient à W p X m . 
Soit Hq = HqCp) l'espace de Hardy du disque unité ¡B défini dans §11-1. Soit T le cercle unité. 
Si / désigne la transformée en z d'une suite {fk}' 
f(z) = ^2fkzk, 
les inégalités de Hausdorff-Young s'expriment de la façon suivante [25, thm.6.1]. 
/ € # ' = > ( { / * } £ I"'m et ||{/fe}||/a.(N) < | | / |k,(T)) Pour 
Réciproquement, 
{ / * } € / « ( ! * ) = > ( / G H"' et | | / | |L , . ( T 1 < ¡|{/fc}||„(N)) Pour 
Comme dans le cas continu, ceci permet d'établir que l'appartenance de {h¡¡} à (lq (N)) p x m en-
traîne celle de if à (Hq)pxm et, symétriquement, l'appartenance de H à (Hq' yxm implique celle 
de{hk} à(/«(N))Px m . 
Des démonstrations similaires à celles présentées dans le cas continu, permettent d'établir dans 
le cas discret les relations suivantes entre propriétés de stabilité du système (6) et bormtude de 
fonction de transfert. 
Tout d'abord, la norme de la fonction de transfert H dans (L°0(T))p x m est égale au gain entrée-
sortie du système (6) 
{l2{H))m -+ (i2(N))p . 
Par ailleurs, la norme H dans (L 2(T)) p x m représente, grâce à l'inégalité de Cauchy-Schwarz, une 
quantité équivalente au gain 
(Z2(N))m -» ( r ( N ) ) p , 
et aussi par (voir [4, thmö.lj) au gain 
Finalement indiquons que la norme H dans (L2(T))pxm admet aussi une troisième interprétation 
de nature probabiliste puisqu'elle correspond, comme dans le cas continu, à la variance du processus 
de sortie lorsque l'entrée est un processus de Wiener. 
1 < q< 2 
l / i + l / g ' = l 
1 < ? < 2 
1 / 9 + 1 / 9 ' = 1. 
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Comme pour le cas continu, la fonction de transfert d'un système discret entrée bornée -
sortie bornée peut être estimée expérimentalement en des points du cercle unité par la mesure en 
régime stationnaire de la sortie associé à des entrées périodiques. En effet, si uk = cos{dk) x (resp. 
Uk = sm(0k)x) pour k > 0 et pour x £ Km , la sortie correspondante donnée par (6) : 
yk = Re (e-iekJ2hieieix\ (resp. 
tend, pour k grand et si {hk}k>o € ^(N), versRe (e~iBk H(eie)x) (resp. Im (e~iek H{el6)x). Un 
ensemble de couples (el6,H(el9)) constitue ce que l'on appelle ici aussi des données harmoniques 
ou des données ponctuelles en fréquence pour le système. 
Pour en finir avec ces parallèles entre les cas continu et discret, indiquons qu'il existe un 
automorphisme conforme entre fonctions de transfert en temps continu et fonctions de transfert 
en temps discret. Plus précisément, si M. désigne la transformation de Möbius 
M -, sen+ ^ ~ = z e c , 
1 + S 
du demi-plan droit 3J+ sur le disque unité D, cette application envoie, d'une manière biunivoque, 
l'axe imaginaire i K (domaine fréquentieî des systèmes continus) sur le cercle unité T (domaine 
fréquentiel des systèmes discrets) . De plus M induit, à une constante multiplicative près et pour 
q > 1, une isométrie respectivement entre Hq et Hq{Jl+) et entre »4(D) et A(H+) compte tenu de 
[25, thm.10.1] (ou de [43, chap.8]) : 
/ e H' <=* g(s) = ^ _ L _ - / ( 1 Z £ )
 e ^ ( n + j , (8) 
et 
g e Hq{Yi+) *=* f(z) = - \ , , g(l^-) € H*. (9) 
y v ; v
 ' (1 + z)2/« \l + zj w 
Dans les deux cas, continu ou discret, un rôle particulier est joué par les fonctions de transfert 
rationnelles qui tient au fait qu'elles représentent des systèmes dont le comportement est régi par 
des équations différentielles (resp. récurrentes) linéaires 
f x(t) = Ax(t) + Bu(t) f f xk+1 = Axk + Buk\ 
\ y(t) = Cx(t) \ \ Vk = Cxk J y 
où A, B, C sont des matrices constantes dites respectivement matrices d'évolution, de contrôle et 
d'observation, cependant que x(t) € Rn (resp. xk € Kn) est une variable endogène appelée état du 
système à l'instant í (resp. k). La valeur minimale de n est le degré de McMillan de la fonction de 
transfert qui s'écrit dans ce cas : 
H(s) = C(sln -A)-lB (resp. H(z) = C{zln - A)~lB ) . 
La possibilité de calculer des lois de contrôle en boucle fermée, c'est-à-dire procédant de l'ob-
servation de y(t), en résolvant des équations algébriques définies par A, B et C fonde l'extrême 
importance de ce type de modèles [45, 44, 79, 21, 23]. Nous n'aurons cependant pas à nous en 
préoccuper dans ce travail. 
Le présent travail sïnscrit dans une approche non-paramétrique de l'identification des systèmes 
dynamiques, linéaires, stationnaires et causaux à partir de données entrées-sorties particulières que 
sont les données harmoniques. 
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Le caractère non-paramétrique de notre approche nous autorise à traiter les fonctions de transfert 
composante à composante et à nous limiter au cas dit scalaire, c'est-à-dire au cas où ie système a 
une entrée et une sortie: p = m = 1. Ceci sera toujours supposé désormais sauf mention explicite du 
contraire. En conséquence, les caractères p et m ne constitueront plus dans la suite des symboles 
réservés pour désigner les nombres de sorties et d'entrées, et nous les utiliserons librement. Tous 
les systèmes seront supposés dans la suite dynamiques, linéaires, stationnaires et causaux. 
La contribution de ce travail à l'identification fréquentielle consiste principalement à prendre 
en compte le caractère local des données en fréquence. En effet, les modèles linéaires sont bien 
souvent des approximations, à l'intérieur d'une bande de fréquence correspondant à celle qui 
intéresse l'utilisateur, d'un système réel plus complexe qui exhibent un comportement non linéaire 
aux fréquences élevées. Il en résulte que les valeurs de la fonction de transfert d'un système réel 
ne peuvent généralement pas être obtenues pour des fréquences supérieures à une certaine borne 
sans mettre en défaut l'hypothèse de linéarité. Ainsi, dans les situations réalistes des problèmes 
d'identification, les données expérimentales ne sont disponibles que sur une bande limitée du 
domaine de fréquence du système. 
Ceci est, par exemple, le cas pour un problème d'identification de filtre hyperfréquence qui 
nous a été soumis par le CNES * et qui constitue à la fois une motivation pour la présente étude 
et une validation sur des données industrielles des algorithmes que nous allons élaborer. 
Le problème tel qu'il est posé par le CNES consiste à déterminer une approximation rationnelle 
de degré faible d'un filtre passe-bande aux alentours de 11 Ghz à partir de 801 mesures expéri-
mentales de la fonction de transfert sur une bande de fréquences d'une largeur de 80 Mhz (voir 
[55] pour une description détaillée). On se préoccupe ici de la construction d'un modèle fidèle sur 
une bande de fréquences mais de grande complexité ; pour l'utiliser en pratique, il sera souvent 
nécessaire de lui substituer dans un deuxième temps un modèle plus simple typiquement obtenu 
par approximation rationnelle de degré réduit ([30, 31, 22, 7, 18, 52, 28]). 
Plus généralement, considérons un système en temps continu. Supposons que ses propriétés de 
stabilité soient telles que sa fonction de transfert G € HP(U+), 1 < p < oo, et que l'on se soit doté 
de mesures expérimentales {fk}i<k<n de G en les fréquences {iujk}i<k<n d'un intervalle propre 
O de l'axe imaginaire ¿IL Ces valeurs {7^} sont supposées égales à {G(iuk)} à une perturbation 
(additive) près : 
7^ = G(iuJk) + K-t pour 1 < k < n, 
où le bruit (éventuellement déterministe) {x,k}i<k<n appartient à Io0. Nous supposerons qu'aucune 
statistique n'est disponible sur les erreurs {«&}, qui proviennent autant des défauts de mesure 
que du caractère erroné de l'hypothèse de linéarité Quant à savoir comment de telles données 
expérimentales sont obtenues et quant à l'analyse des perturbations dues au bruit et les hypothèses 
sur la nature du système que cela impliquerait, nous reportons le lecteur aux articles [38, 53] qui 
abordent ces questions en détail dans le cadre de l'identification robuste i ï0 2 . 
Par la transformation de Möbius M et les équivalences (8) et (9), on peut aussi bien poser 
ce problème en temps discret en associant à. la fonction de transfert G introduite précédemment 
la fonction de transfert discrète g 6 Hp dont les valeurs approchées {ak}i<k<n, données aux 
fréquences {z¡t}i<fc<n de l'arc K C T, sont définies par: 
¡K = Mm C T Uz) =
 w^G(M(z)) Kk /00_ 
\zk = M{iu%) e K ' \ 0 f c = g(zk) + Vk ^(l + Zk^'P1 
Réciproquement, un problème discret peut se transcrire dans le formalisme continu grâce aux 
formules ci-dessus qui sont inversibles. 
Dans la suite, nous avons choisi de mener l'étude dans le cas discret. 
1. Dans le cadre d'une convention de recherche [55] passée entre le CNES (Centre Nationale d'Études Spatiales 
- centre de Toulouse) et les projets MIAOU et SAFIR de l'INRIA-Sophia Antipolis. 
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Indiquons d'abord que lorsque les données sont disponibles sur tout le cercle unité T (K — T) 
et si {zk}k>o est dense dans T, le problème d'identification dit. robuste a été abordé ces dernières 
années par de nombreux auteurs dans l'espace de Hardy H°° [34, 40, 56, 58]. Il consiste à trouver 
une approximation gn = gn(ai, • • • ,ctn) € H00 qui converge vers la fonction g lorsque le nombre 
de mesure n tend vers l'infini et le niveau e du bruit tend vers zéro : 
Jirn sup |¡ff„-fl||L~(T) = 0. (11) 
£ - 0 |Mloe.<« 
Les méthodes proposées pour la résolution de ce problème sont basées sur des algorithmes en deux 
étapes. 
La première étape de ces algorithmes consiste à construire à partir des données a i , . . . , a„ , une 
approximation ou une interpolation robustement convergente pn continue sur T. La seconde étape 
est alors la résolution du problème de Nehari [80] associé à pn afin d'en déterminer la meilleure 
approximation gn G H°° sur L°°(T). 
Comme indiqué dans [33], la convergence robuste de la première étape est indispensable pour 
la convergence robuste globale de l'algorithme. Plusieurs techniques peuvent être utilisées pour 
construire pn. Citons par exemple, les séries de Fourier calculées sur des splines et corrigées par 
les facteurs d'atténuation (voir [40, 38, 39], mais aussi [37, sect. 3.2] et [34] pour de plus amples 
détails sur les méthodes d'interpolation utilisant les transformations de Fourier rapide ou discrète, 
. . . ), les ondelettes rationnelles à bases orthonormales [77], les opérateurs de Fejér et de la Vallée 
Poussin [56, 53, 34] et la transformation de Fourier inverse et les fonctions fenêtres [33]. 
Dans le cas particulier où les points de mesure z i , . . . , zn sont équi-répartis sur le cercle TT, les 
méthodes précédemment citées en vue de l'obtention de pn sont simples. Comme détaillée dans 
[56], l'utilisation des polynômes de Jackson ou de la Vallée Poussin combinée avec une extension 
de Nehari conduit à un algorithme robustement convergent quand le nombre de mesures augmente 
et que le bruit s'atténue. Les polynômes de Jackson tels qu'ils sont définis dans [83] sont aussi 
considérés dans [34] comme sommes de Césaro et dans [33] via certaines fonctions-fenêtres. Ce-
pendant, lorsque les points de mesure ne sont pas équi-répartis, la première étape soulève quelques 
difficultés (voir [58]). 
Plus généralement, dans le cadre des espace de Hardy Hp, 1 < p < oo, ce problème pourrait 
être abordé par un algorithme en deux étapes dont la première serait similaire alors que la seconde 
se formulerait comme un problème extremal dual (dont la version pour p = oo est le problème 
de Nehari) pour trouver la meilleure approximation gn de pn dans Hp. Malheureusement, hormis 
dans le cas p = 2 où elle correspond à une simple projection sur H2, la résolution du problème 
extremal dans Hp, 1 < p < oo, n'est pas en général constructive. 
Revenons au cas des données partielles et bruitées sur K d'une fonction de transfert g et 
adoptons l'idée d'un schéma global d'identification en deux étapes. 
La première étape consisterait, ici aussi, à construire une interpolation ou une approximation 
pn des données sur K. Cependant, la seconde étape, qui consisterait à trouver la meilleure approxi-
mation gn € Hp de p„ sur LP(K), soulève quelques problèmes quant au comportement de gn sur 
T\K. En effet, puisque, par [10, Thm.1-2], le sous-espace A\K (resp. H? ) des restrictions sur K 
des fonctions de -4 (resp. Hp) est dense dans l'espace C{K) des fonctions continues sur K (resp. 
dans l'espace LP(K)), alors la fonction pn peut être approximée avec une précision arbitraire par 
des fonctions de A\K (resp. de H? ) . Mais, par la proposition [10, Prop.3], si pn n'est pas la trace 
sur K d'une fonction de Hp, 1 < p < oo, aucune suite bornée de Hp ne peut converger vers pn 
sur K. 
Cette approche du problème d'identification à partir de données sur une bande restreinte de 
fréquences laisse apparaître la nécessité de disposer, sur T\K, d'information complémentaire sur 
la fonction g ou d'imposer une certaine contrainte sur la norme de l'approximation gn, à moins de 
négliger purement et simplement (!) le comportement de gn en dehors de K comme, par exemple, 
dans le schéma réel proposé par [6]. 
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Plus généralement, un résultat dû à Partington nous garantit que, si aucune information sup-
plémentaire n'est disponible sur la fonction g (données sur T \ AT, ordre de g, . . , ) , il ne peut 
exister d'algorithme robustement convergent sur tout le cercle unité T. 
Une reformulation du problème classique d'identification robuste H°° est alors nécessaire pour 
traiter le cas où les mesures ne sont données que sur une bande limitée de fréquences. Nous propo-
sons la formulation suivante, qui constitue la particularité de cette thèse, dans laquelle l'informa-
tion a priori sur la fonction g sur T \ K est introduite sous forme d'un comportement de référence 
h € L°°(T \ K) que la meilleure approximation gn G H°° des données sur K doit suivre avec une 
tolérance (positive) r € C(T \ K). Ainsi, sur T \ A", la fonction h nous permettra d'introduire la 
connaissance que l'on a a priori du comportement de g ou de spécifier l'allure de î'approximant 
tandis que la fonction r permet de pondérer cette information par rapport aux données expéri-
mentales sur K. Par ailleurs, nous continuons à exiger un schéma robustement convergent mais 
cette fois-ci uniquement dans la bande de fréquences expérimentale c'est-à-dire sur K. Remarquons 
que l'introduction des informations A et r sur T \ AT rend cette formulation tuned au sens de la 
terminologie introduite par Nett et al. dans [40]. 
Plus précisément, soit K un sous-arc strict et symétrique du cercle unité T, défini par: 
K = {eie :a<ô<2ir-a} où 0 < a < ir, avec T \ A ' = {ew : - a < 6 < a} . 
Soit g une fonction de l'algèbre du disque ,4(©) qui représente la fonction de transfert d'un 
système dynamique, linéaire, stationnaire, causal et stable en temps discret. Nous supposerons que 
la fonction g est donnée par ses valeurs2 (aj¿ = g(zk) + %)_„<*<„ a u x 2« points (zk)-n<k<n ^ e ^ 
et entachées d'un bruit (%)"„ appartenant à l°°. De plus nous ferons l'hypothèse que Fa fonction 
g appartient à la classe des modèles dans laquelle nous chercherons une meilleure approximation 
c'est-à-dire que g satisfait a priori la contrainte suivante sur T \ K : 
\g(z)-h(z)\ < r(z), pour z G T\K, (12) 
où h et r sont deux fonctions continues sur T \ K et r est telle que : 
r(e±ta) = 0 et r(z) > 0 , Vz € T \ K . 
L'identification robuste sur la bande de fréquences K consiste à construire, avec les données 
(a,k)-n<k<n, une approximation gn de g sur K qui converge robustement sur A' au sens où : 
Jiir^ sup \\gn-g\\L~(K) = 0; 
Î — 0 | | l | | o c < e 
nous imposons de plus que I'approximant gn respecte asymptotiquement la contrainte sur T\ K 
c'est-à-dire : 
hm sup I suv_{\gn(z)-h(z)\-r(z)}\ < 0. 
— o ||i?|¡»<e [2gT\/í j 
Pour résoudre ce problème, nous avons développé un algorithme d'identification en deux étapes 
que nous détaillerons au chapitre V. 
La première étape consiste à construire une approximation pn des données: (ajfc)-Ti<¡t<n s u r 
K et h sur T \ K. La construction de pn nous a donné l'occasion d'étudier, plus généralement, 
2. Même si elle n'est pas nécessaire du point de vue mathématique, la théorie des systèmes induit la supposition 
sur g et gn d'être réelles et symétriques. Nous étendons cette hypothèse sur le gabarit h de sorte que seules les 
mesures sur a < 9 < TT sont indispensables. Les données sur TT < 6 < 2ir — a sont alors obtenues par conjugaison 
complexe. 
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l'approximation et l'interpolation robustes sur un sous-arc du cercle unité T. Dans le chapitre 
IV, nous proposerons deux procédures simples d'approximation robuste à partir d'un ensemble 
de points denses et non équi-répartis dans K [75]. La première est une procédure de moindre 
déviation sur K et dont la convergence robuste est due aux inégalités de Bernstein et Markov. La 
seconde procédure étend l'utilisation des polynômes robustes de Jackson et de la Vallée Poussin 
aux cas des points denses et non équi-répartis à ce cas. 
La deuxième étape se formule comme un problème extremal (dual) borné [10, 3, 11] dans H°° ; 
ce dernier joue le même rôle que le problème d'extension de Nehari dans l'identification classique 
sur tout le cercle. Nous montrerons, dans le chapitre V, que ce problème extremal (dual) borné 
admet une solution explicite [11]. Dans le chapitre III, nous rappellerons les résultats concernant 
le problème extremal borné (dual) dans Hp dus à Baratchart et al. dans [10, 3] dans le cas où la 
contrainte est partout constante sur T\K. 
Les fonctions h et r sont ainsi les deux paramètres du problème extremal borné et du pro-
blème d'identification harmonique partielle. Leur ajustement nous permet de configurer l'allure de 
l'approximant sur K et sur T \ K. L'étude du problème extremal borné nous a montré que pour 
chaque choix de h, l'accroissement de l'amplitude du gabarit r améliore la qualité de l'approxi-
mation sur K ; réciproquement, la diminution de l'amplitude de la tolérance r augmente l'écart 
entre l'approximant et les données sur K . Finalement, une bonne intuition de la completion h sur 
T \ K diminue l'amplitude du gabarit r nécessaire à une bonne approximation des données sur 
K. Ainsi, par un ajustement de h et r, il est possible de choisir un compromis entre la qualité de 
l'approximation des données sur K et l'allure de l'approximant sur T \ K. 
Le choix simultané de ces deux paramètres est cependant un problème difficile. Lorsque l'on 
suppose le bruit petit, une voie possible pour déterminer h est de la chercher comme une fonction 
de norme raisonnable qui étend les données à tout le cercle de façon à ce que l'ensemble soit aussi 
proche que possible de H°°. Ceci amène naturellement à considérer pour tout 1 < p < oo, le 
problème quelque peu dual du problème extremal borné que constitue la meilleure completion : la 
recherche, pour / 6 LV{K) fixée, d'une fonction h e LP{T \ K) de norme au plus égale à C sur 
T \ K telle que 
á\st{fVh,Hv) = min dist(/ V h,Hp), 
h^L1' (T\ K) 
où / V h désigne la fonction qui vaut / sur K et h sur T \ K. Ce problème sera appelée un 
problème de completion analytique bornée dans Hv et sera étudié dans le chapitre III pour p = 2. 
Nous montrerons [12] que ce problème admet une solution explicite et est équivalent au problème 
extremal borné dans H2. La version H°° a été récemment résolue par [9]. 
Le dernier chapitre de cette thèse sera consacré aux résultats numériques de cette étude. Les 
logiciels ayant permis l'obtention de ces résultats sont développés en Fortran 90 sur la Connection 
Machine CM200 de l'INRIA [74]. 
En résumé, les principales contributions de cette thèse sont le chapitre V, le problème de 
la meilleure completion bornée H2 traité à la fin du chapitre III et, dans une certaine mesure, 
l'interpolation robuste du chapitre IV. 
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Chapitre II 
Approximation dans les espaces de 
Hardy Hp 
En décrivant, comme nous l'avons déjà indiqué au chapitre précédent, un système par sa fonc-
tion de transfert et lorsque l'entrée en est un signal périodique, les données harmoniques (expéri-
mentales) correspondent à des estimations de cette fonction de transfert en certaines fréquences 
de la bande passante du système ; ainsi le problème d'identification des données fréquentielles 
s'exprime, après une première étape d'interpolation ou d'approximation de ces données, comme 
un problème d'approximation d'une fonction de l'espace de Lebesgue LP(T) ou de reconstruc-
tion d'une fonction de l'espace de Hardy Hp à partir de sa restriction sur un sous-ensemble de 
son domaine de définition (voir [40, 57, 8j pour plus de détails sur le lien entre les problèmes 
d'approximation dans Hp et les problèmes d'identification robuste). 
Le problème d'approximation dans Hp des fonctions de LP(T) est toujours bien posé en vertu 
des propriétés de fermeture et de compacité des espaces Hp comme nous le rappellerons en section 
II-1, mais la qualité de cette approximation reste limitée puisque la distance à Hv de toute fonction 
de LP(T) est toujours positive à moins que cette fonction ne soit déjà la trace sur T d'une fonction 
analytique. 
Dans ce chapitre, nous aborderons le problème d'approximation des fonctions de LP(K) par des 
fonctions de Hp sur un sous-ensemble strict K du cercle unité T. Après un glossaire sur les espaces 
de Hardy, nous reprendrons de [60, 10, 2] les résultats de densité dans LP{K). Ceux-ci montrent 
qu'il est alors possible d'imposer la qualité de l'approximation sur K en autorisant une plus grande 
latitude de variation de la norme de cette approximation sur T\K . Nous rappellerons ensuite sans 
démonstration quelques procédures constructives d'approximation détaillées dans [68, 60, 78]. 
Les résultats de ce chapitre seront appliqués au problème extremal borné pour les cas p = 2 et 
p = oo que nous étudierons au chapitre III. 
II-1 Glossaire sur les espaces de Hardy 
Nous regroupons ici quelques définitions et propriétés relatives aux espaces de Lebesgue Lp 
et de Hardy Hp. De plus amples détails ainsi que les démonstrations des résultats mentionnées 
peuvent être trouvés dans [25, 29, 46, 43, 70] pour les espaces de Hardy et dans [70, 13, 16] pour 
les espaces de Lebesgue. 
Rappelons que nous avons déjà défini le cercle unité T, le disque unité D et le demi-plan de 
droite 11+ respectivement par : 
T = {z e C ; |z| = 1} , D = {z € C ; jz| < 1} et XI+ = {z € C ; Re(z) > 0} . 
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Soit / une fonction définie dans îe disque D. Introduisons, lorsqu'elles existent, les moyennes 
intégrales suivantes : 
f 1 f2» ï X¡p 
M p ( r , / ) = | ~ / \f{re*e)\vdß\ pour 0 < p < oo , 
et 
M^irJ) = sup \f(re 
O<0<2TT 
i9\ 
Alors l'espace de Hardy Hp = ifp(©), pour 0 < p < oo comme l'ensemble des fonctions analytiques 
/ dans le disque unité D pour lesquelles la quantité Mp(r, / ) reste bornée lorsque r —» 1. Sur Hp, 
pour 1 < p < oo, on introduit les normes ¡| • ||//P suivantes : 
V / € Í P , ||/j¡fí, = l imM p ( r , / ) = Mp(l,f), pour 1 < p < oo , 
et 
V/GL~(¿1R), ! | / ! !L»( ,R) = sup | / ( iw) | 
— oo<w<oo 
qui confèrent à ¿ P une structure d'espace de Banach pour 1 < p < oo (cf. [25, chap.3-Cor,l]). 
Rappelons que H°° est l'espace de Hardy des fonctions analytiques et bornées dans le disque 
unité D. Nous noterons par A{J$} l'algèbre du disque ©, sous-ensemble de H°° constitué des 
fonctions continues dans le disque fermé D. 
Soit LP(T), pour 0 < p < co, l'espace de Lebesgue des fonctions définies sur le cercle unité T 
et dont la puissance p-ième du module est integrable ; et soit L°°(T) l'espace des fonctions définies 
et essentiellement bornées sur T. Ces espaces LP(T), pour 1 < p < oo, munis des normes suivantes 
Il • !ILI'(T) définies par 
V / e I p ( T ) , WfUnj) = | — j f 1 / ( ^ ) 1 ^ 1 pour 0 < p < c o , 
et 
V / e L ~ ( T ) , ¡ | / | |L - (TJ = sup ] / (e i e ) | 
o<e<2?r 
sont des espaces de Banach (cf. [43, chap.l]). 
Pour toutes fonctions u € LP(K) et v € LP(T\K) pour 0 < p < oo et K C T, on notera 
u V v leur concatenation dans LP(T) et qui vaut u sur K et v sur T \ K. Pour toute fonction 
u G Lp(T),0 < p < ce, et pour tout sous-ensemble K de T, nous désignerons par u\K sa restriction 
sur K. 
On appelle fonction extérieure de classe Hp toute fonction F définie comme (cf. par exemple 
125, §2.4]) : 
2JT 
F{z) = e^ exp|¿ jT £±£ log$(í) di} , 
où T Ç E et où $ est une fonction positive de LP(T) et de logarithme integrable. D'autre part, on 
appelle produit de Blaschke toute fonction B de la forme (cf. par exemple [25, §1-4]) 
J
"
L
 an \ - anz 
où m est un entier naturel et où J3 n ( l ~ la™S) < °°- P a r ailleurs, on appelle fonction intérieure 
toute fonction / € H°° et telle que | / (e l 9 ) | = 1 p.p. sur T (cf. par exemple [25, §2.4]). Toute 
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fonction intérieure admet une décomposition de la forme e ' 7 B(z') S(z) où B(z) est un produit de 
Blaschke et S(z) est une fonction de la forme 
S(z)= e x p | - j i a " ^ d M i ) } , 
avec p une fonction bornée non décroissante vérifiant p!(t) = 0 p.p. Une telle fonction intérieure 
S est dite singulière. 
Finalement, on rappelle que toute fonction / non nulle de classe Hp, pour p > 0, admet une 
unique factorisation canonique de la forme f{z) = B{z) S (s) F(z), où B(z) est un produit de 
Blaschke, S(z) est une fonction intérieur singulière et F(z) est une fonction extérieure de classe 
Hv (avec vf(£) = \j{elt)\). Réciproquement, tout produit de cette sorte est dans Hp ¡25, thm.2.8]. 
Rappelons que toute fonction / , appartenant à Hp pour 0 < p < oo, admet une limite non 
tangentielîe /* dans l'espace LP(T) avec | | / | | Í Í P = |¡/*||¿P(T>- NOUS dirons que les traces (les limites 
radiales) ou les restrictions sur le cercle unité T des fonctions de Hp sont des fonctions de LP(T). 
Réciproquement, la fonction /* € LP(T), pour 1 < p < oo, est trace d'une fonction / € Hp si son 
intégrale de Poisson 
f(rei$) = f f r(eie)Pr(t-8)dt, avec Pr(6) = * " f 2 , 
2TT J_ff 1 — 2 r cos(#) + H 
est analytique dans le disque unité. De plus |¡/*||¿¡>(T) = IlÍ\\H'-- Ceci permet de considérer les 
espaces de Hardy Hp, pour 1 < p < oo, comme des sous-espaces, par ailleurs fermés, de LP(T) 
constitués des fonctions de LP(T) dont les coefficients de Fourier d'indices négatifs sont tous nuls. 
Ainsi, on a par exemple 
{ OO OO ^ { OO OO \ 
y ^ ak zk, avec ] P |afcj2 < oo > ; H2 = < ] P ak zk , avec y ^ jq^|2 < oo > 
fc=-oo fc=-oc J l i c = 0 fc=0 } 
Lorsque p = 1 et si Ai CE) désigne l'espace des mesures complexes sur T, alors l'espace H1 
peut être identifié, par le théorème de F. et M. Riesz (voir [46, chap.VILA]), avec le sous-espace 
fermé et faiblement compact de M{T) constitué des mesures absolument continues sur T et dont 
la densité est dans H1. (voir [29, The.3.6]). 
{ oo oo ^ ( oo oo ^ 
y ak zk , avec ^ ak < co > ; H1 = < ^  ak zk , avec ^ a t < oo V 
fc=-oo ¡fc=-oo J l fc=0 ifc=0 J 
On rappelle que, pour 1 < p < q < oo, les inclusions suivantes sont vérifiées : 
jyoo
 c Hq C Hp C H1 et L°°(T) C L9(T) C LP(T) C L ^ T ) . 
Soulignons que l'espace L2(T) (resp. if2) muni du produit scalaire < -, • >¿2 (T) défini par 
V/,0 € I 2 (T) (resp. H2) , < / ,<?> L 2 ( T ) = ~ f_ îie^W^dO, 
est en fait un espace de Hubert. Dans les espaces L2(T) et i / 2 , l'égalité de Parseval s'écrit 
<^2akzk,^Tbkzk >L2{J) = Ylakbk-
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Sur le demi-plan droit, on définit, de la même façon que les espaces Hp, les espaces de Hardy 
HV(W~). En effet, si / est une fonction définie sur n + , on définit les moyennes intégrales 
(If00 1 1 p 
Mp(xJ) = l — j \f(x + iy)\pdy\ pour 0 
i / p 
< p < oc , 
et 
MocixJ) ~ max \f(x + iy)\. 
— oo<y<oo 
Une fonction / , analytique dans I l + , appartient à l'espace de Hardy HP(U+), pour 0 < p < oc, si 
la quantité Mp(x, / ) reste bornée pour tout x > 0. Dans ces espaces Hp(ïl+), les transformées de 
Fourier jouent le même rôle que celui des séries de Fourier dans Hp. La transformation conforme, 
précédemment introduite au chapitre I, qui envoie le demi-plan droit sur le disque unité permet 
de donner la forme équivalente suivante Px(t) — g2+ta du noyau de Poisson dans le demi-plan 
I I + . Grâce à la transformation de Möbius, on définit, dans le demi-plan de droite 11+, l'espace de 
Hardy Jf°°(n+} des fonctions analytiques et bornées dans n+ et l'algèbre ,4(11+) des fonctions 
de H°°(Il+) qui admettent un prolongement continu sur l'axe achevé imaginaire ¿EL 
Pour faciliter la lecture de cette thèse, nous avons jugé utile de rappeler ici, en vrac, les 
propriétés des espaces de Hardy et de Lebesgue auxquelles nous nous référerons dans la suite. 
Quelques propriétés géométriques des espaces de Lebesgue et de Hardy 
Proposition II. 1 [13, PartS-ch.IJl] 
Les espaces LP{K), pour 1 < p < oo et K C T, sont strictement convexe. 
Proposition II.2 [13, Part2-Chap.l-prop.l-2] 
Soit C un sous-ensemble convexe et fermé d'un espace de Hubert H. Il existe une projection P, 
meilleure approximation de H dans C, donnée par: 
V x € H, 3! y e C : y = Px et ||x ~ y\\ = inf \\x - z\\, 
ou, d'une manière équivalente, par 
V i e H , 3! y € C : y = Px et Re (x - y, z - y) < 0 V z € C. 
Théorème II. 1 (Théorème de Banach-Alaoglu [16, Theo.III.15]) 
Dans le dual de tout espace de Banach la boule unité est faiblement compacte, 
Lemme II. l [13, Part-2-Chap-III] 
Dans un espace reflexif, tout sous-espace fermé est reflexif. Par ailleurs, le dual d'un espace refiexif 
est reflexif. 
Lemme II.2 [13, Part-2-Chap-II] 
Pour 1 < p < oc, les espaces LP(T) sont reflexifs. Les espaces Hp, considérés comme des sous-
espaces fermés de LP(T) sont aussi reflexifs. Les espaces i 1 ( T ) et L°°(T) ne sont pas reflexifs. 
Proposition II.3 [13, Part-3-Chap.II-§l-Prop.8] 
Les espaces LP(K), pour 1 < p < oo et K C T, sont uniformément convexe. 
Proposition II.4 [13, Part-3-Chap.II-§l-Prop.5j 
Si E est un espace uniformément convexe, il existe une projection meilleure approximation sur 
tout sous-ensemble convexe et fermé de E. 
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Quelques propriétés analytiques dans les espaces de Hardy 
L e m m e II .3 [29, Chap.Il-Cor.4.2] 
Soit f G Hp, 1 < p < oo. Si f s'annule sur un sous-ensemble de T de mesure positive alors f — 0. 
Proposi t ion II .5 (Les problèmes extrémaux pour 1 < p < oo [29, Chap.IVJ 
Soient 1 < p < oo et q son indice conjugué. Soit H¡- = {g € Hq : g(0) = 0}. Alors, la distance à 
Hp de toute fonction f € LP(T) \ Hv est donnée par : 
d i s t i / . f f " ) = inf \\f-g\\H, = sup [fF~\. 
Il existe une unique fonction g £ Hp et une unique fonction F G H¡¡ telles que 
\\F\\H* = 1 et f fF^- = àist(f,Hp) = \\f-g\\H,. 
Propos i t ion II.6 (Les problèmes extrémaux pour p = oo [29, Chap.IV]) 
Si f £ H°°, alors la distance de f à H°° est donnée par: 
t Au 
d i s t ( / , í í 0 0 ) = inf | | / - ( 7 | | j , - = sup f F 
i | F | | „ i< l 
OU ù H\ = {^Gi i 1 :
 3(0) = 0} 
J¿ existe une fonction g £ i/°°, non nécessairement unique, telle que : 
âist(f,H™) - \\f-g\\n-. 
De plus, s'il existe une fonction F € HQ, \\F\\HI < 1 telle que 
dist(/,iïTO) = J fF~, 
alors la meilleure approximation g £ H°° est unique et 
\f-g\ - d i s t ( / , i / ~ ) p.p.. 
Théo rème II.2 [29, IV, thm.1.7] 
Si la fonction f € H00 + C(T), il existe une fonction F € HQ, avec | |F| |#i = 1 telle que : 
JT 
fF~ = âist(f,H°°) 
 Z 7 r 
et il existe une unique fonction g € H°° telle que 
\\f-g\\n- = d i s t ( / , t f ° ° ) . 
T h é o r è m e II .3 [29, IV, thm.2.1, thm.2.2] 
Si la fonction f(9) est Dini continue, c'est à dire si le module de continuité u¡f de f vérifie 
L -J— dt < oo, 
pour un réel e >, alors la meilleure approximation g € H°° de f est continue sur T. De plus cette 
condition ne peut être relaxée. En effet, si u>(t) est une fonction continue et non décroissante nulle 
en zéro (o.'(0) = 0) et sous additive (u>(ti + Í2) < <^(h) + ^(h)) avec f0u)(t)/tdt — 00, alors il 
existe une fonction f{9) € C(T) telle que u>f(6) < u)(6) et telle que la meilleure approximation de 
f dans H00 soit discontinue sur T. 
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Théorème II.4 (Théorème de Runge [70, Thm.13.6)) 
Soit K un compact du plan et {etj} un ensemble qui contient un point dans chaque composante de 
S2 — K où S2 est la sphère de Rîemann. Si fi est un ouvert contenant K alors pour toute fonction 
f analytique dans il et pour tout e > 0, il existe une fonction rationnelle R, dont tous les pôles 
sont dans l'ensemble {ctj}, telle que 
| / ( z ) - J Î ( * ) | < e, V z G K. 
Théorème II.5 (Théorème de Mergelyan [70, theo.20.5]) 
Soit K un espace compact du plan complexe dont le complémentaire est connexe. Soit f une 
fonction continue et à valeurs complexes sur K, holomorphe sur l'intérieur de K et soit t > 0. Il 
existe un polynôme P tel que 
\f(z)~P(z)\ < e, V z £ K. 
Théorème II.6 (Théorème d'extension de Tietze-Urysohn [70, Theo.20.4]) 
Soit K un sous-ensemble compact d'un espace localement compact et séparé X. Soit f € C{K). 
Il existe une fonction F € CC(X) telle que F(x) = f(x) pour tout x £ K. 
II-2 Quelques résultats de densité dans LV{K) 
Dans les espaces de Hardy Hp, considérés comme des sous-espaces fermés dans les espaces de 
Lebesgue LP(T). la distance à Hp de toute fonction / de LP(T) est, par la proposition II.2, positive 
à moins que / ne soit déjà la trace sur le cercle unité T d'une fonction de Hp. Sur un sous-arc strict 
K du cercle unité T, cette propriété s'énonce pour 1 < p < oo en terme de densité et le cas p — oo 
présente quelques particularités dues au fait que la norme oo découple les comportements sur K 
et sur T \ K. 
Dans le reste de ce chapitre, A et T \ K désigneront respectivement la mesure de Lebesgue et 
le complémentaire de l'ensemble K dans cercle unité T . 
Rappelons par les théorèmes 1 et 2 suivants, les résultats dus à Baratchaxt et al. : 
Théorème 1 [10, Thm.lj 
Soit K un sons-ensemble du cercle unité T tel que A(T \ K) > 0. Soit 1 < p < oo. Alors 
l'ensemble H? des restrictions sur K des fonctions de Hp est dense dans LP(K). De plus, si 
X(K) > 0, alors Hfr # L»{K). 
La démonstration de ce théorème contient un certain nombre de mécanismes de base des espaces 
de Hardy qu'il est intéressant de reprendre. Nous re-formulons ici avec quelques modifications la 
démonstration des auteurs. 
Démons t ra t ion d u théorème 1 : 
Supposons qu'il existe une fonction non nulle / de LP(K) qui ne soit la limite dans LP(K) 
d'aucune suite de fonctions de Hf c'est-à-dire telle que dist(/, H? ) > 0. Alors, si / V 0 désigne 
la concaténation des fonctions / et 0, la distance dist(/ V 0, Hp) à Hp de / V 0 est nécessairement 
positive. Nous en déduisons par la formulation duale du problème extremal que (cf. propositions 
II.5 et II.6), si q est l'indice conjugué de p, alors, pour toute fonction g de Hq 
[ {fV0)gd\ - 0 
Par un raisonnement analogue à celui mené dans la section [25, §7.2] sur la représentation des 
fonctionelles linéaires dans les espaces LP(T) basée sur le théorème de la représentation de Riesz, 
nous en déduisons que / V 0 € Hp. Nulle sur l'ensemble T \ K de mesure de Lebesgue positive, 
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la fonction / V 0 de Hp est, par le lemme II.3, identiquement nulle sur tout T; ceci contredit 
l'hypothèse sur / supposée non identiquement nulle sur K. 
Par ailleurs, l'espace métrique K est un espace localement compact séparé. Puisque l'ensemble 
K est de mesure de Lebesgue A(A') positive, il existe deux sous-ensembles K\ et K2 disjoints 
et fermés dans K et de mesures A(Äi) et A(An) positives. Par le théorème II.6 d'extension de 
Tietze-Urysohn, la fonction définie sur le compact K-¡ U Ko et identiquement égale à 1 sur K\ et 
à 0 sur A"2, admet une extension continue / sur K. Par le lemme II.3, cette fonction / nulle sur 
l'ensemble A^ de mesure A(A"2) positive sans être identiquement nulle sur tout K, n'est forcément 
dans aucun des espaces Hp. Ainsi, la fonction continue / élément de LP(K) n'appartient à aucun 
des espaces H? pour les valeurs de p dans [1, coi. Ceci achève la démonstration du théorème. Ü 
T h é o r è m e 2 ¡10, Thm.1-2], [2, Thm.l-2,Prop.l,Coro.l] 
Soit K un sous-ensemble du cercle unité T, Soit H-** (resp. A\K) l'ensemble des restrictions sur 
K des jonctions de H°° (resp. A\K). Alors: 
1. Si \{K) > 0, HF° n'est pas dense dans L°°(K). De plus, si K est ouvert, la fermeture de i/,00 
dans LX'(K) est contenue dans H^° + C(K) et si K est un sous-ensemble propre et fermé 
de T, la fermeture de H^ dans LX(K) contient (i7°° + C(T) ) k . 
2. Si A(T \ K) > 0 et K est fermé alors A\K est dense dans l'ensemble C(K) des fonctions 
continues sur K, Si A(A') > 0 alors A¡K ^ C(K). 
Démons t ra t ion du théo rème 2 : 
L'existence de fonctions continues mal-approximables dans H°° (voir [29, Chap. Exe.4]) peut 
expliquer la non-densité de l'ensemble HP° dans l'espace L°°{K). Dans leur article [10], les auteurs 
en donne une preuve basée sur le fait que si l'ensemble des zéros d'un produit de Blaschke b possède 
un point d'accumulation non-tangentiel de densité dans K alors la fonction 6|K de LX(K) est mal-
approximable dans H{°. La démonstration de la seconde partie de 1 est plus technique. Évoquons 
simplement qu'elle repose sur le théorème de Chang-Marshall [29, IX, thm 3.1] concernant la 
représentation des sous-algèbres de L°°(T) contenant H°° et sur la continuité à travers un arc du 
facteur intérieur de toute fonction de HF dont la partie réelle est non négative sur cet arc. La 
dernière partie de 1 découle du résultat 2 du théorème. 
La démonstration du résultat 2 est une conséquence du théorème II.5 de Mergelyan. En effet, 
lorsqu'il est fermé, l'ensemble K est un compact du plan complexe dont le complémentaire est 
connexe de sorte que toute fonction de l'ensemble A ¡K vérifie les hypothèses du théorème et admet 
donc une approximation polynomiale arbitrairement proche sur K. Finalement, remarquons que 
la démonstration de la seconde partie du théorème 1 est aussi une preuve du dernier résultat de 
ce théorème 2. D 
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Étant donnée une fonction / de LP(K), 1 < p < oo, avec K et T \ K de mesures positives, 
l'approximation dans Hp de cette fonction / consiste à trouver une famille (gp)p>o de fonctions 
de Hp telle que : 
1. la famille (gp\K)p>o des restrictions sur K converge vers / dans LP{K) quand p tend vers 
l'infini ; 
2. cette famille (gP)P>o converge dans Hp quand p tend vers l'infini si / est la trace d'une 
fonction de H? . 
[K 
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Remarquons que, lorsque 1 < p < oo, le théorème 1 garantit l'existence d'une telle famille ap-
proximante. Dans cette section, nous présenterons quelques procédures permettant la construction 
de telles familles, mais commençons d'abord par caractériser les traces sur K des fonctions de Hp. 
Proposition 1 [10, Prop.3] Soit K un sous-ensemble de T tel que X(K) > 0. Soit f une fonction 
de LP(K) pour 1 < p < oo. 
Pour toute suite {gn)n& de fonctions de Hp dont la restriction (gn\K)n€N sur K converge vers f 
dans LP(K), si f n'est pas la trace sur K d'une fonction de Hp, alors : 
lim llpn||¿r(T\A-) = OO • 
Démons t ra t ion de la proposi t ion 1 : 
Supposons au contraire qu'il existe une suite (gn)neN de fonctions bornées de Hp qui converge 
vers / dans LP(K). Étudions d'abord le cas où 1 < p < oo. Dans l'espace de Banach LP(K), il 
existe, par le théorème de Banach-Alaoglu (voir théorème II.1), une sous-suite notée encore (gn)neN 
qui converge faiblement vers une fonction g de Hp'. Il en résulte, compte tenu de l'hypothèse de la 
convergence de la suite (pn)neN v e r s / dans LP(K), que / = g presque partout sur K c'est-à-dire 
que / € H? par le lemme II.3. Lorsque p = oc, le théorème de Banach-Alaoglu permet d'extraire 
de la suite (gn)n€N une sous-suite qui converge au sens faible-* vers une fonction g de L°°(T). 
Puisque H°° est fermé au sens faible-* dans L°°(T), alors g € Hx, ce qui entraîne comme dans 
le cas 1 < p < oc> précédent que / € i?>°°. Finalement, puisque H1 est un sous-ensemble fermé 
au sens faible-* dans M(T), alors un raisonnement analogue à celui du cas p = oo permet de 
conclure. Ü 
Nous allons reprendre quelques résultats de [60, 68, 78] qui peuvent être utilisé pour obtenir 
des procédés constructifs pour les familles approximantes (gP)P>o et permettent de caractériser les 
traces sur K des fonctions de Hp. 
Soit \K la fonction caractéristique de l'ensemble K et soit Par la projection naturelle de LP(T) 
dans Hp pour 1 < p < oo. Soit hp la fonction extérieure de H°° définie pour tout p € ] 0, oo [ par 
(voir [60, thm.l]) : 
h„{z) = exp Í - - L log(l + p) j K ~^-z dt J . (13) 
Pour tout p € ] 1 , oo [, on définit l'application Tp(g) (voir ¡10, équ. (1)]) : 
Tp(g) : Lp(K) - Hp _ f l 4 ) 
g ^ phpPH,'{xK9hp) 
Le théorème suivant, généralisation à LP(K) d'un résultat analogue de Patil [60. theo.1-2] dans 
HF , donne une version constructive du théorème 1 : 
Théorème 3 [10. Prop. 1] 
Soit K un sous-ensemble de T tel que A(T \ K) > 0 et soit 1 < p < oo. Pour toute fonction f de 
LP{K), la famille (Tp (/)) > 0 de fonctions de Hp converge vers f dans LP(K) quand p tend vers 
l'infini. De plus, f est la trace sur K d'une fonction de Hp si et seulement si la norme de Tp(f) 
reste bornée dans LP(T\K). 
Notons que. dans sa démonstration [60, Theo. 1], Patil montre que, pour 1 < p < oo, si S est 
l'opérateur de Toeplitz associé au symbole xK et défini sur HP par : 
S : Hp -* Hp 
g >-» PHV (XK 9) 
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et si de plus / £ H^K, aiors la familie de fonctions (p(I + pS)~l S / ) > 0 de Hp converge vers / 
dans LP(K) quand p tend vers l'infini. Dans III-4, nous constaterons le lien entre cette famille et 
la solution du problème de la completion analytique bornée dans H2. 
Lorsque p = 2, une procédure plus élaborée est donnée par Rosenblum et Rovnyak dans [6S] 
pour reconstruire une fonction de l'espace de Hardy H2 du demi-plan à partir de ses valeurs sur un 
sous-ensemble de Borel de l'axe réel. Ce résultat est une généralisation du travail de van Winter 
[78] sur la reconstruction d'une fonction de H2 donnée initialement sur un demi-axe. 
Baratchart et al. donnent, dans [10]. une re-formulation de ce résultat sur un sous-ensemble 
du cercle unité et sur son utilisation à une procédure d'approximation d'une fonction quelconque 
de L2(K) par une fonction de Hç . Soit K C T telles que les mesures \(K) et A(T \ K) soient 
positives. Soit 7 la fonction à valeurs complexes définie par: 
f ) = J-e x p{à.kfed i} zeC\J 
\lim~i+(-«p{áJ*=fe*}) * = e"€T ( j 
Pour tout p positif, considérons la partition suivante de K : 
K = Kp+ U Kp_ avec Kp+ = {ew G K; -y(eie) > p} et Kp_ = {e,e £ K; y(eie) < p}. 
Le lemme suivant reprend le résultat [68, thm.2] re-formulé dans [10, ass.(a)-(b)j sur le cercle unité. 
Lemme 1 Si F G L2(T) et eT~<F G L2(T), alors la fonction S (F) définie par: 
S(F)(z) =-}=[* l{elt] 7^ ) 7(z)-1 /2-»7(e- ' ) F(eu)eü dt 
V2TT J-r elt - z 
(16) 
est un élément de H2. De plus ; 
\\S(F)\\L2{K) = | |F | | L 2 ( T ) et \\S(F)\\Li{nK) = | | e ^ F | | L 2 ( T ) . (17) 
Inversement si pour toute fonction f G L2(K), R(J) désigne l'extension de f sur tout T définie 
en e1" par: 
< (]im j (j^-^^r^^^fi^eAdt+^m f ) 
V2Ï\r-i-JK1+\ e«-re" J -W/^J ( l g ) 
alors e*iR(f) G L2(T) si et seulement si f £ H?, et dans ce cas f = S(R(f)) où S est définie 
par (16). 
Ce lemme permet d'obtenir la procédure constructive d'approximation suivante : 
Proposition 2 [10, Pro.2] Soit K un sous-ensemble du cercle unité T tel que X(K) > 0 et 
X(T\K) > 0. Pour toute fonction f G L2{K) et pour tout réel p > 0, définissons la fonction Sp(f) 
de H2 par: 
sP(f) = S(XnKr+R(f))- (19) 
Alors la famille (Sp(f)\K) > 0 converge vers f dans L2(K) quand p tend vers l'infini. Si de plus f 
est égale à la restriction sur K d'une fonction g de H2, alors Sp(f) converge vers g dans H2. 
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Chapitre III 
Le problème extremal borné 
Dans les espaces de Hardy Hp du disque unité E» pour 1 < p < oo, le problème extremal 
borné que nous allons présenter ici peut être considéré comme une généralisation au cas d'un 
sous-ensemble K du cercle unité T du problème extremal classique dont il étend l'utilisation en 
l'identification harmonique partielle sur la bande de fréquence K. Pour p = oo par exemple, le 
problème extremal borné joue en identification fréquentielle partielle robuste le même rôle que le 
problème d'extension de Nehari en identification robuste sur tout le cercle. 
Étant donnée une fonction / de LP(K) pour p > 1, ce problème extremal borné consiste à 
trouver une fonction g de Hp qui soit la plus proche possible de / sur K et dont la distance à une 
fonction donnée de référence h € LP(T \ K) est au plus égale, sur T \ K, à une tolérance (positive) 
M donnée. Plus précisément, 
P rob lème 1 Soit K un sous-ensemble de T de mesure de Lebesgue positive et soit p tel que 
1 < p < oo. Pour toute fonction h € LP(T\K) et pour tout réel positif M, on définit le sous 
ensemble BVM h de Hp par : 
BPM<k = {S 6 / F ; \\h-9\\L,-(r\K)<M} . 
Soit f 6 LP(K). Trouver une fonction g € BVM h telle que : 
H/-f f lMtf) = i"/ 11/- fflU-dO - (2°) 
Dans le cas particulier où K = T, la fonction h et la constante M n'interviennent plus, l'en-
semble BPM h s'étend à tout l'espace Hp et l'équation (20) se réduit à un problème extremal (dual) 
classique. Rappelons (voir propositions II.5 et II.6) que le problème extremal admet toujours une 
solution et que cette dernière est unique pour 1 < p < oo. 
Lorsque K ?¿ T et à moins que / ne soit déjà la trace sur K d'une fonction de Hardy, la 
proposition 1 implique que la contrainte sur T \ K est nécessaire pour rendre ce problème de 
minimisation bien posé. 
Ce problème extremal borné dans Hp a été étudié par Baratchart et al, dans [10, 3]. Nous 
allons rappeler leurs résultats qui contiennent une caractérisation de la solution g pour p — oo 
et p = 2 et que nous présenterons, complétée de quelques schémas dichotomiques pour le calcul 
effectif de g, respectivement en §111-2 et §111-3. 
Dans cette étude, nous constaterons l'importance du choix de la fonction h. La recherche d'une 
valeur optimale de ce paramètre a été posée sous la forme d'un problème de completion analytique 
bornée dans Hp par Baratchart et al. dans [12] : étant donnée une fonction / € LP(T \ K), avec 
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1 < p < oc, ce problème consiste à trouver la meilleure extension h de / sur T \ K au sens où la 
fonction / V h ainsi complétée devient la plus proche possible de l'espace Hp. Plus précisément : 
P rob lème 2 Soient K un sous-ensemble strict del etp tel que 1 < p < oo. Soient f une fonction 
de LP(K) et C une constante positive. Définissons l'ensemble T^, de LP(T \ K) par: 
Fpc = {heLp(T\K), \\h\\LnnK) < C) . 
Trouver une jonction h G TQ telle que : 
àist(fVh,Hp) = min dist{fV h,Hp). (21) 
h£F>¿ 
Comme pour le problème extremal sur K, remarquons que la présence d'une contrainte sur la 
norme de la meilleure completion sur T \ K est nécessaire pour rendre le problème de la meilleure 
completion analytique bien posé à, moins que / ne soit déjà la trace sur K d'une fonction de Hp. 
En effet, si / ^ Hf et si {hn)ri>l est une suite de fonctions de Hv qui converge vers / sur K, 
alors : 
d is t ( /V/ i n ,T N K , i î p ) < \\fvhnÍTXK -Mz, , . (T) = \\f - hm,KÏÏLP(K)—• 0 quand n—• ce 
de sorte que, par la proposition 1. on a: 
\\hn\TSK\\L»(7\K)—• oo quand n—> oo . 
Dans [12], les" auteurs donnent, pour p = 2, une caractérisation de la meilleure completion 
analytique borné ainsi que le lien entre les problèmes extrémaux bornés et les problèmes de com-
pletion analytique bornée. Ces deux résultats feront respectivement l'objet des sections §111-4 et 
§111-5. Soulignons que le problème de la completion analytique bornée dans H°° a été récemment 
résolu [9]. 
Rappelons que l'intérêt particulier porté aux valeurs p = 2 et p — oo, se justifie par le fait qu'en 
automatique, le cas p = 2 correspond, dans le contexte stochastique classique, à une identification 
paramétrique au minimum de variance lorsque l'entrée est un bruit blanc et le cas p = oo quant 
à lui correspond à la minimisation de l'erreur de la transmission d'énergie. 
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Soit \BPM h ) l'ensemble des restrictions sur K des fonctions de ßvM h : 
alors nous avons le résultat suivant : Théorème 4 [10, Thm.4j et [2, Thm.S]. 
Supposons que f $ i ß ^
 h) et que A(T \ K) > 0. 
^ ' ' \K 
1. si p < oo, le problème extremal borné (20) admet une unique solution g. De plus g vérifie : 
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2. si p = oo, une solution g existe pourvu que l'ensemble BPM h soit non vide. Cette solution 
n'est pas forcément unique et ne sature pas nécessairement la contrainte (22). Cependant 
si f appartient à la fermeture de HF° dans Lco(Ä'), toute solution g satisfait (22). Si la 
concaténation f V h appartient à H°° + C(T) alors la solution g est unique. 
Sans reprendre entièrement la démonstration de [10], indiquons simplement quelques éléments 
de leur preuve que nous détaillerons par ailleurs plus loin pour p = 2 et p = oo. 
D'abord, définissons pour 1 < p < oo, l'application $ p suivante: 
* p : LP(K) —* [0, oo 
\\î -ÛLV(K)-
Lorsque 1 < p < oo, l'existence et l'unicité de la solution proviennent de la proposition II.4 
garantissant l'existence d'une meilleure projection de l'espace convexe LP{K) (cf. proposition II.3) 
sur le sous-ensemble convexe et fermé \BPM h J . L'existence de g pour p = 1 et p = oo découle du 
fait que sur l'ensemble ( BPM h ] fermé au sens faible-*, l'application $ p atteint son minimum. 
* ' ' ' \K 
Par ailleurs supposons que l'application $ p atteint son minimum en g à l'intérieur de ( BVM h ) , 
c'est-à-dire te! que ||/i— g\\L,,(YXK) < M. Soit H. : Hp —> LP(K) la restriction naturelle. Puisque 
l'application ^ TZ est convexe et admet un minimum local en g, elle admet en ce point un minimum 
global. Compte tenu de la densité de H? dans LP{K) pour 1 < p < oo (voir théorème 1) et de 
l'hypothèse / G if,00 si p = oo, alors ce minimum global est nul et donc / = g\K, ce qui contredit 
l'hypothèse initiale / £ (BPM h) sur / . 
Ainsi si 1 < p < oo ou bien si / appartient à la fermeture de H?° dans LX(K), toute solution 
g sature la contrainte M c'est-à-dire vérifie (22). Ce résultat sur la saturation de la contrainte 
peut être devinée à partir de la proposition 1, puisque toute suite qui minimise l'écart en norme à 
la fonction / sur K, voit buter contre les frontières de BPM h, sa norme - ou celle de sa différence 
à une fonction h - qui a par ailleurs tendance à diverger si / £ ( BPM h) (et / £ H?° lorsque 
p = oo). 
Nous allons montrer que lorsque p = oo ou p — 2, nous disposons d'une solution explicite du 
problème extremal borné. 
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Pour toutes fonctions positives a et ß respectivement de L°°(K) et de L°°(T\K), si leur 
concaténation a V ß est telle que log(a V ß) € I»1(T), nous introduisons le facteur extérieur 
wayß € H°° par (cf. §11-1) : 
v>aVß(z) = e x p í ^ J ^~\og(aWß(ei6)) dßX V z £ ©, (23) 
avec 
\wav0(z)\ = QZ\ P - P - S U r ^ et ( a V r ^ I ^ T ) = > ^ = ^ £ 5 » 
[ß(z) p.p. sur T \ .K " ^ ° ß ^2 4 j 
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Remarquons que, si a i V 0i et a2 V /32 sont deux fonctions positives de L°°(T) dont les loga-
rithmes sont integrables sur T, alors : 
Finalement, lorsque le problème extremal borné (20) admet une solution g, posons : 
ßoo = \\f - 9\\L°*(K) = inf ¡ 1 / - 5ik~(T\if) • (25) 
Remarquons que ßx = 0 si et seulement si / est la trace sur K de la fonction g € H°°. Nous 
allons montrer dans la sous-section suivante III-2.1 que, lorsque /3oo > 0, le problème (25) est. 
équivalent à un problème de Nehari pondéré par le facteur extérieur W_M_V1. Cette équivalence 
nous permettra ensuite dans la sous-section III-2.2 de donner une caractérisation de la solution g. 
III-2.1 Équivalence avec un problème de Nehar i 
Proposi t ion 3 Supposons que ßx > 0. Alors g est solution du problème (25) si et seulement 
si v — gw_M_yl est solution du problème de Nehari (26) suivant: 
min ||(/V/i.)iy M
 v l - t » | | L = ( T ) = j | ( /Vft)w M V 1 - Í ¡ | ¿ » ( T ) (= M) • (26J 
Si / V h S H°° + C(T) alors la solution g est unique; de plus 
< ' °° ou simplement | ( / V h)w_M_vl - î<\ - M sur T. 
\\h- g\ = M sur T \ A ¿°° 
La démonstration de cette proposition repose sur le fait que la norme uniforme découple les 
comportements sur K et sur T\K puisque pour toute fonction v G H°°, si g = vw~^_ alors : 
|!(/V/i)w_MLvl - Î / | | L O C ( T ) = max(^-\\f-g\\LooÍK) , \\h - 5 | U ~ ( T \ K ) J • (27) 
Démontrons tout d'abord que nous avons nécessairement : 
min \\{fvh)w M
 V 1 - V||L«{T) = Ai. 
En effet si $ est une solution an problème (25) alors par (27)s la fonction v — QWMyl vériñei 
Peo 
I K / V / O t t ^ L v i - í l l i - c r ) = M . 
Par ailleurs, s'il existe une fonction v € if °° telle que : 
\\Uvh)wM,n-v\\Lo.(1) < M , 
alors compte tenu de la relation (27), nous avons : 
| | / - i ; u > i v l j ! L « { Ä - ) < /?oo et | | / i-i5 W Í V 1 I Í ¿ ~ ( T \ A - ) < M 
P'Xi POO 
ce qui contredit la définition (25) de $x. 
Nous venons en outre de démontrer que si g est une solution du problème (25) alors v = 
gwjA_yl est une solution du problème (26). Réciproquement, si v est une solution du problème 
ß<xs 
(26) alors la fonction g = v w^¿_ vérifie par (27) : 
ß<x> 
\\f - 9\\L°°(K) < A» et \\h-g\\L~(j\K) < M 
ce qui, compte tenu de la définition de ßx, implique que g est une solution du problème (25). • 
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III-2.2 Calcul de la solution du problème extremal borné 
A ce stade, et même si nous avons pu transformer notre problème extremal borné (25) en un 
problème de Nehari (26) dont nous connaissons une solution explicite (voir §V-2.3), le problème 
(25) n'est pour autant pas entièrement résolu. En effet, la résolution effective du problème (26), 
implicite en ß<x,, exige de connaître la valeur de ß^, c'est-à-dire a priori de résoudre le problème 
initial (25). Lorsque / V h G H°° + C(T), nous déterminerons cette valeur en considérant une 
famille de problèmes extrémaux (28) et nous montrerons que ß^ est donnée par /?«, = j - où <50 
est la valeur du paramètre b de cette famille, solution d'un problème implicite. 
Plus précisément, supposons que / V h & H°° + C(T) de sorte que : 
V «5 > 0 : (fvh)v>fvi G ff°°+C(T). 
Définissons alors l'application A suivante par : 
A : ]0, oo[ —> ]0 ,oo[ 
6 i—* m i n j ( / v f t ) i u i v i -I-'I!L°°(T) • 
Tout d'abord, une démonstration en tout point analogue à celle de la proposition 3 nous permet 
d'établir le résultat suivant : 
L e m m e 2 Pour tout S > 0, la fonction g¿ G &&is) h es* solution du problème extremal borné : 
\\f - 9S\\L°°(K) = min \\f - g\\L~lK) ( = ^ p J (28) 
si et seulement si la fonction vs = gs WÎVI est solution du problème de Nehari : 
¡|(/V/i)tí>ívi -VílU-(T) = min | | ( /V/ i )u ' á V i -w|U»(T) ( = A(<5)) (29) 
Finalement, c'est le lemme suivant qui nous permet de déterminer la solution g du problème (25) : 
L e m m e 3 Si /V/i ^ H™, alors l'application A est définie sur} 0, oo[ ; de plus A est continue et est 
strictement croissante sur]0, oo[. Par ailleurs l'application S \—> —f-^ est monotone décroissante. 
Montrons tout d'abord comment ce lemme permet de résoudre le problème (25). Puisque A est 
une application strictement monotone de ] 0, oo[ sur ] 0, oo[, alors, pour toute constante positive 
M. il existe une unique valeur êo de 6 telle que A(6Q) = M. La valeur de ßx est ainsi donnée par : 
M M 
La monotonie de l'application A autorise la détermination de ê0 par une procédure dichoto-
mique. Par ailleurs, compte tenu de la monotonie de l'application 6 i—• —¿ , cette dichotomie 
peut être améliorée, puisque pour tout un réel positif S : 
M M 
A(6) < M = > 6 < - 7 7 - S < 60 et A(6) > M = » 60 < ——- 6 < 6. A(ô) A(ô) 
Démons t r a t i on du lemme 3 
Soit 6 > 0. Puisque (/ V h) w¿vi € H°° H- C(T) alors, par le théorème II.2, il existe une unique 
fonction vi G H°° telle que : 
min | | ( / Vh)wsvi -v\\L^(Ti = \\(f V h) wevl - VÎ||L=O(T) = A(6). (31) 
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Soient ¿i et ë2 deux réels positifs distincts. Si v = w^vi ws \Jl v¡2 et S = 6\, alors par (31) et 
compte tenu de l'unicité de la solution v¡, nous avons l'inégalité (stricte) suivante: 
A ( ¿ l ) < IK/ V/l)w í l V l -WfjVl WÜviVáJlL^fT)- I k í j V l ^ V l ((/V^)W¿2V1 - Ví2)||z.«(T) 
et puisque w¿tVi «ÍJ"VI = w¿¿vi> n o u s a v o n s : 
A(ói) < maxí •—-||(/V/i)uiÍ2vj -V¿ 2 | |L~ (K- ) , | | ( / V /i) wÍ2Vi - u Í 2 | | t~(T\/0 ] 
soit encore après simplification et compte tenu des rôles symétriques que jouent ¿1 et ¿2 : 
A(S2) min Í -¿- . i l < A(Si) < A(S2) max Í - p 1J . (32) 
Les relations suivantes en découlent immédiatement : 
J6i=62 <=> A(6i) = A{62) ; «i < 62 <=^ A{61) < A{ê2) 
Ainsi l'application A est strictement croissante alors que l'application 6 <—» —f^ est stricte-
ment décroissante. Par ailleurs, la continuité de A est une simple conséquence des inégalités (32). 
Pour s'en convaincre, considérons un réel S positif et un e suffisamment petit. La relation (32) 
s'écrit alors : 
A(6) i l + min (j-.®)) < A(<5 + e) < A(6) (l + max ( 7 , 0 ) ) 
c'est-à-dire 
A(<5) < A(ê + e) < A{6) i l + | 
ce qui permet de déduire que l'application A est continue. 
Puisqu'elle est continue et croissante sur ] 0. oo[, l'application A admet une limite l à l'infini. 
Supposons que l soit finie de sorte que A(é) < l pour tout réel 6 positif. Considérons une suite 
réelle et positive (¿„)ra>0i a v e c ¿n —* 00 quand n —• 00, ainsi que la suite (vgn)n>o des solutions 
correspondantes. Compte tenu de : 
\\f -vnw^vl\\L~(K) = - ~ < • 0 et IKi%1viiLo°(T\/0 < | | A | U ~ ( T \ / O + / < 00, 
la suite vnwj1vl de fonctions de iî°° converge vers / sur K tout en restant bornée sur son 
complémentaire T \ K. La proposition 1 ne permet une teile convergence que si / € H00 ce qui 
contredit l'hypothèse / £ H°° faite sur / . Ainsi : 
lim A(6) = 00. 
Finalement, pour démontrer que A(ô) —• 0 quand 6 —» 0, supposons au contraire qu'il existe 
une constante positive C qui minore strictement l'application A. Soit (6n) une suite réelle positive 
qui converge vers 0. Puisque h € (H00 + C(T))j i r,K, et que H™ est dense dans C(T \ K) par le 
théorème II.4 de Runge (en supposant que K admet un point intérieur), alors il existe une fonction 
g € H00 telle que \\h — <?||¿«.(T\K) < C. Il en résulte que la suite (g ws„ vi)n>o vérifie : 
A(£„) < |j(/ V/i)îi)ê„vi "í?Wí„vi|U»(T) = max{èn\\f - 9\\L°°(K)>\\h-9\\L°°(T\K)) 
ce qui compte tenu de l'hypothèse 0 < C < A(ën) pour tout n, implique : 
0 < C < A{6n) < Sn\\f-g\\Lco(K)—»0 quand 6n—>0, 
une contradiction qui montre que : 
lim A(6) = 0 . 
« - • 0 
La démonstration du lemme est ainsi complète. Q 
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III-3 Le problème extremal borné pour p = 2 
Pour p = 2, le problème extremal borné consiste à trouver une fonction g € Biy
 h avec 
Bjtf.h = {ff € if2 ; \\9 - A|U*(T\K) < M } . 
telle que : 
\\f ~ ÔWiHK) = min | | / - f f | | ¿ í (K) . (33) 
Ce problème extremal borné a été étudié par Baratchart et ai. pour h = 0 et une caractérisation 
de la solution a été donnée dans [3]. Cette étude se généralise directement pour toute fonction 
h € H? . En effet, lorsque la fonction h est la trace sur T\K d'une fonction de H2 notée encore 
h, alors g 6 B\¡
 h est solution du problème (33) si et seulement si g — h £ B\¡ 0 est solution du 
problème (34) suivant : 
\\U - h) - {g - h)\\L2{K) = min | | ( / - h) - g\\L*(K) • (34) 
Cette équivalence basée sur le fait que B2M 0 = B'2M h — h, permet d'obtenir la caractérisation 
de la solution g du problème (33) à partir de celle du problème (34) donnée dans [3]. 
Pour exclure la solution triviale g = / , nous supposerons désormais que f $ H2 n B2M h pour 
toute valeur positive de M ou d'une manière équivalente / £ H? . En outre nous supposerons 
h G H2. 
Le théorème 4 implique que la solution g du problème (33) minimise, sur B2M h, la fonction "f 
définie par : 
<$ : H 2 —• R 
9 >—* \\f-9\\lHK) 
et sature la contrainte, c'est-à-dire appartient à l'ensemble TM suivant : 
TM = {g G H2 , \\g - h\\L2inK) = M} , 
soit encore, puisque B*M h est convexe et fermé et compte tenu de la caractérisation bien connue 
de la projection (cf. proposition II.2), cette solution g est l'élément de r ^ égal à la projection de 
/ sur B2M h caractérisée par : 
Re <f-g,g~g>LHK) < 0 V9 6 ß ^ . (35) 
La proposition suivante nous permet de caractériser la solution g du problème (33) : 
Proposition 4 La solution g du problème (S3) est l'unique point critique de l'application *£ sur 
la variété différentielle TM vérifiant: 
Re < f~g,g-h >L2{K) > 0. (36) 
R e m a r q u e 1 Lorsque h = 0, nous retrouvons la caractérisation de la solution du problème (34) 
donnée par [3, prop.3]. 
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Le reste de la section IIT-3 est dédié à la démonstration de cette proposition. Mais tout d'abord 
commençons par préciser quelques notations et résultats préliminaires. 
Soit PH2 la projection naturelle de L2(T) dans H2. Sans le mentionner explicitement, nous 
userons dans la suite de nos calculs de la propriété fondamentale suivante de cette projection : 
V(u,v) € Í L 2 ( 7 ) j : < PH2(v),v >mt)=<u,PH2(v) > L 2 { T ) = < PH2(u),PH2(v) >L2{J} 
et de la définition suivante du produit scalaire < -, • >L2(T\K) dans L2(T \ K) : 
V(ti,u) 6 Í I 2 ( T ) J : < u,v >L2(T\K) - <XT\KU,V>L2ÍY) = < U,XT\I<V >mi) • 
Par ailleurs, si T désigne l'application : 
T : H2 —> M 
g ,—,. \\g - h\^L2{JyK) - <g-h,g-h>L2(T\K) , 
alors nous avons le résultat intermédiaire suivant dont la démonstration est basée sur le fait que 
les sphères sont des sous-variétés dans les espaces hilbertiens [47, Ex-page27]. 
Lemnie 4 Dans l'espace réel hilbertien H2, l'ensemble TM est une sous-variété dont l'espace 
tangent est défini en tout point g par TrM(g) = K,erVgT. 
Démons t ra t ion : 
Pour toutes fonctions g et u de H2, le calcul suivant : 
T(g -f u) - T(g) = 2Re < g - h,IL >L^(T\K) + o(!MUs(T\A")), 
montre que la différentielle VgT de F en g est donnée au point u par : 
VgT{v) = 2Re <g-h,u>Lî(T\K) • 
De la même manière, si v et w sont deux éléments de H2 alors les calculs simples suivants : 
Vg+vY(u)-VgT(u) = 2Re <v,u>L2ÍT..K) = V2gT{u){v), V^wT(u)(v) - V2gT(u)(v) = 0 
montrent que les différentielles V™F d'ordre n de F sont toutes nulles pour n > 3. Il en résulte que 
l'application T est de classe C°° dans H2. 
Indiquons au passage que, par les mêmes arguments, l'application *£ est de classe C°° dans H2 
et que sa différentielle Vg^ au point g est donnée au point u par : 
Vs<S[u) = 2Re <f-g,u>L2[K) . (37) 
Par ailleurs, puisque d'une part, l'application VgT est surjective pour g — h ^ 0 et que d'autre 
part, 'DgT est une application linéaire continue sur l'espace hilbertien réel H2 et par conséquent 
que son noyau ICer T>gT est un sous-espace fermé dont le complémentaire orthogonale au sens du 
produit scalaire < -, • >L2(T\K) est le sous-espace engendré par le vecteur g —h (le noyau se scinde), 
il en résulte par la proposition [47, II,2,prop.2] que l'application T est submersive. Finalement, le 
théorème de l'image réciproque [82, Thm.4.J] permet de conclure que l'ensemble TM = r - 1(A'/2) 
est une sous-variété de H2 dont l'espace tangent est donné en tout point g par 7pM (g) = KerVgT, 
c'est-à-dire : 
Re <g-h,u>L2{JXK) = 0 <==> u e Tru(g). (38) 
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III-3.1 Caractérisation de la solution du problème extremal borné 
Nous allons démontrer que la proposition 4 permet, dans le paragraphe III-3.2 suivant, d'obtenir 
un procédé effectif pour calculer la solution g du problème (33). 
Démonstration de la proposition 4 ; 
Si g appartient à YM et vérifie (35), alors g est, par la proposition II.2, un point critique de $ 
et vérifie en particulier (36) puisque h £ B2M h. 
Réciproquement, si g est un point critique de $ sur Y M et vérifie (36), alors : 
Re < / -9,9-h >v-(K) > 0 et Re < / - g,u >L*{K) = 0 , VÜ 6 TvM{g). 
Pour tout élément g E B2^^, la projection orthogonale g du vecteur g — h sur TrM(g) au 
sens Re < -, • >L 2 (T \K) I e s t définie par : 
Re < g - h,g~h >LI(T\K) , , , , h — ±-L (g-h). 9 = 9 ..
 M2 
En effet, le calcul suivant où les produits scalaires sont tous dans £2(T \ K)) : 
,, , - ^ - , , Re < ê — h,g — h > ^ . , . , 
Re < g- h, g > - Re<g-h,g~h>
 2 Re < g - h, g - h > = 0 , 
montre, grâ.ce à l'équation (38), que g 6 Tp
 A/ (g). Nous en déduisons que Re < f—g, g >L*(K) — 0, 
soit encore : 
x - i. ^ R e < 9 - h , g - h >L2 ( T W ) „ „ 
Re < / - g,g-h >L*(K) = jp R e < f ~9,9~h >L-(K) • 
Compte tenu de cette dernière équation, il en résulte que : 
Re <f-g,g-g >L*(K) = (]vf2 R e < 9 ~ h,g - h >L2{JXK} - I j Re <f-g,g-h>L2i K) 
Mais puisque d'une part et par hypothèse 
Re < f~g,g-h>LHK) > 0 
et que d'autre part 
Re < g-h,g-h >L^(T\K) < \\"g - h\\u(j\K) \\9 ~ h\\^(T\K) < M2 
nous en déduisons que Re < / — g, g — g >L2(K) < 0 ce qui, par la proposition II.2, montre que 
le point g est la solution du problème (33). • 
Notre prochaine étape dans la résolution du problème (33) consiste à donner à partir de la 
relation (36), une formule plus explicite pour déterminer la solution g. 
III-3.2 Calcul de la solution du problème extremal borné 
Introduisons l'opérateur de Toeplitz T de symbole XT\K e i défini par : 
T : H2 —• H2 
u i—• PH*(XT\KU) 
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La fonction XT\K de L°°(T) est réelle positive et de norme 1 ; il en résulte (voir [69, page-63]) 
que l'opérateur T est borné auto-adjoint positif et de norme égale à 1. De plus, le spectre <r(T) 
de T est donné par : 
ff(T) = [ess inf XJ\K, ess sup XT\K] = [0,1] • 
Ainsi, l'opérateur T - vi est auto-adjoint borné et inversible pour v £• [0, lj . Il en résulte que 
l'opérateur AT + I admet un inverse auto-adjoint borné pour tout réel À € ] — l,oo[. Introduisons 
alors l'application .A4 suivante : 
M : ]- l,co[ —y M 
A H - ||/t - (1 + A T ) " 1 (P/,2(XAr / ) + (l + A)T(/0) | |£ 2 { T V O . 
Les deux lemmes 5 et 6 suivants nous permettent de construire un procédé effectif de calcul 
de la solution g. Le lemme 6 permet de déterminer une équation implicite en A et c'est le lernme 
5 qui nous garantit un schéma dichotomique pour finalement trouver la solution g : 
Lemme 5 L'application M est continue et décroissante de ] — l.oo[ dans ]0, oo[. 
Lemme 6 La solution g du problème (33) est la fonction de H2 définie par : 
9 = ( l + A T ) - 1 ( P H 2 ( X í í / ) + ( l+A)T( / i ) ) (39) 
où A est l'unique réel de } — 1, oo[ choisi tel que \\g — ft||.L2íT\ff) = M. 
En fait pour tout réel A de ] — l,oo[, la fonction g\ définie par: 
gx - (1 + \T)~l {PH2(XK f) + (l + A)T(h)) , (40) 
est solution du problème extremal borné suivant : 
\\f-9\h*(K)= pin y-ghHK)- (41) 
Par ailleurs, puisque l'application M est monotone et continue, il existe, pour toute constante 
positive M, un réel A0 de ] - 1, oo[ tel que M(XQ) = M et la solution g\D du problème (41) n'est 
autre que la solution g du problème (33). 
Démonstration du lemme 5 
Soit A un réel de ] - 1, oo[. Remarquons d'abord que l'expression de M(\) est aussi égale, 
après simplification à : 
A1(A) - ||(l + AT)- 1P J /*(XA-(/ - ' i ) ) l l i I (T\K) î (42) 
et que l'application Ai est différentiable avec : 
dM(\) 
dX = - 2 Re < T ( l + \T)-
2
 PH2(XK(f - h)), (1 + AT)""1 PH4.XKU - h)) >LHT\K> 
Puisque l'opérateur T est auto-adjoint positif et en vertu de la règle de differentiation de 
l'inverse d'un opérateur dans une algèbre de Banach, les opérateurs (1 + A T ) - 1 et T ( l + A T ) - 2 
sont aussi, pour toute valeur de A dans ] - 1, oo[, auto-adjoints et positifs, alors 
VA > - 1 : ^ l ( A ) < 0. d\ 
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Il en résulte que l'application M, est continûment décroissante sur ] — l,oo[ et admet des limites 
quand À tend respectivement vers —1 et vers +oo. 
Nous allons démontrer que dans l'espace réflexif L2(T \ K) les limites suivantes : 
l im,M(A) = oo et lim.M(A) = 0, 
A—* — 1 A —+co 
sont des simples conséquences du fait que la fonction gx, solution du problème (41), est la fonction 
initialement donnée par l'équation (43) suivante qui n'est autre que la relation (44) : 
A Pm (XT\K(9A - h)) = PH2 (fVh)-gx. (43) 
En effet, puisque l'application M est continue et décroissante alors il existe une constante 
positive Ai tel que pour tout A > Ai : M(\) = ¡|<?>, — h\\2L^,r, K, < C, où C est une constante 
positive. Il en résulte, que la famille (g\ — h)x>x est contenue dans une boule de L2(T\K). 
Alors il existe, par le théorème de Banach-Alaoglu une sous-famille (g\k — h)x >x qui converge 
faiblement vers une fonction gx — h dans L2(T \ K). Compte tenu de (43) nous avons : 
\\PHAXT\KK9H - A))IIL=(T\/O ^ ~^T - ^ ~* ° quand A* -* °Q , 
ce qui implique que : 
\\PH''(.XT\H{9OO - h))\\L2{-T\K) = 0. 
— 2 
Il en résulte que XT\K{QOO — h) est dans H0. Nulle sur l'ensemble T \ K de mesure de Lebesgue 
2 
positive, la fonction XT\A'(Î?QO — h) est identiquement nulle dans H0 par le lemme II.3 qui reste 
— 2 
vrai dans l'espace H0. Par conséquent : 
^ i m ^ X ^ ) = l\9oo - h\\l2(nK) = 0. 
Finalement et pour démontrer que M{\) —» oo quand A —» —1, supposons au contraire que M 
admet une limite finie /_i en —1. Alors, dans l'espace réflexif L2(T \ K), la famille (g\ — h)x>_1 
contenue dans la boule de rayon Z_i admet une sous-famille (g\k — h)x > _ 1 qui converge faiblement 
vers la fonction g-i — h dans L2(T \ K). Puisque d'une part l'équation (43) implique par passage 
à la limite faible dans (43) que : 
-PH'(XT\K(9-I - h)) = P Ä » ( / V Ä ) - S _ I , 
ou après simplification : 
PH*(.XKV - 9-i)) = 0 , 
soit encore XKÍÍ — 9-i) = 0, et puisque d'autre part, l'espace H2 est fermé et que par conséquent 
<?_i est dans H2, alors nécessairement / G H?. Compte tenu de l'hypothèse / £ H? faite 
initialement sur / , nous déduisons de cette contradiction que : 
lim M(X) = oo, 
ce qui achève la démonstration du lemme. Ü 
Démons t ra t ion du lemme 6 
Soit / V h la concaténation des fonctions / sur K et h sur T\K. Puisque la solution g est 
l'unique point critique de \? , alors par (37) et (38), nous avons : 
Re < f -g,u>L2(K) = Re <g-h,u>L2{T\K) =0, Vu£TrM(g) 
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c'est-à-dire : 
Vu e TrM{g), Re < PH2{f V h) - g,u) >¿2 ( T ) = 0 et Re < PH*(X7\K(9 ~ h)),u > L 2 ( T ) = 0 . 
Il en résulte que les deux vecteurs P¡j2(fVh) — get PH2(XJ\K(§~ h)) de l'espace hilbertien réel 
H2, orthogonaux tous les deux à l'espace 7rM(g) qui est de codimension 1, sont nécessairement 
coîinéaires. Il existe donc un réel A tel que : 
A PH*(XT\K(9 - h)) = PH2(fVk)-g. (44) 
Notons que PH2 (XT\K(9 — h)) ¥" 0 s a u f S1 Â ~ h\K = 0 ce que nous avions préalablement exclu 
compte tenu de l'hypothèse / £ H?.. 
Par ailleurs, grâce à la proposition 4 et puisque g est un élément de TM, nous avons i 
Re < f-9,9-h >L'(K) > 0 et Re < g - h, g - h >L2{T\K) = M2 , 
soit encore par soustraction : 
Re <Pu'(fVh)-g,9-h>L2(J)=B*i < PmU v h) - g,Pm(xj\KÍ9 - h)) >LHJ) > -M2. 
Finalement, compte tenu de la relation (44), nous avons donc: 
- M 2 < ARe <PH2(XT\K{§-h)),PH*(XT\K{9-h))>L*iT) = A M* -
ce qui permet de déduire que A > — 1. Pour achever cette démonstration, remarquons que la 
relation (44) donnant la solution g s'écrit sous la forme équivalente (39). D 
III-4 La completion analytique bornée dans H2 
Dans le cas hilbertien p = 2, le problème 2 admet une solution explicite [12]. Le théorème 
suivant nous rappelle ce résultat : 
T h é o r è m e 5 [12, thm.l] 
Soit K un sous ensemble de T tel que \(K) > 0 et X(T\K) > 0. Soient f une fonction de L2(T\K) 
et C une constante positive. Il existe une unique fonction h S T'ç telle que : 
dist(fW~h,H2) = min dis t ( /vA,JT 2 ) . (45) 
De plus, si f n'est pas la trace sur K d'une fonction de H2 dont la norme surf\K est inférieure 
à C, la solution h sature la contrainte C c'est-à-dire : 
f$H2n?2c = » \\k\mj\K) = c, (46) 
G 
où T2-, désigne l'intérieur de l'ensemble T2-, : 
Tl^ {h&L2(J\K), ||A||£i(T\jf) < C) . 
Notons d'abord que, si f™2 désigne la projection naturelle sur H'Q, cette la relation (45) est 
" 0 
équivalente à : 
\\P-HlU^h)\\mi) = min \\PfiV V h)\\LHJ) (47) 
III-4 La completion analytique bornée dans H 35 
puisque pour toute fonction ¡p £ ¿2(T), 
disi(p,H2) = à\st{PHî<p + P-a^H2) = àistiP^ip,!!2) = HP^ i l / ^o r ) • 
Démons t r a t ion du t héo rème 5 
La relation (47) nous permet de caractériser la solution h comme la fonction de L2(T \ K) qui 
minimise sur Tç la fonction E suivante : 
E : L2(T\K) —+ [0,oo[ 
u •—» | | P ^ ( / V u ) | | ¿ a ( T ) . 
Puisque la norme || - ||L2(X) est convexe et que l'application /—* est linéaire dans L2(T), la fonction 
E est manifestement convexe. Par ailleurs, si x et y sont deux éléments de L2(T \ /¡T), le calcul 
suivant : 
¡S(z) - E(y)| < | | P ^ ( / V i ) - P ^ ( / V » ) | | t 2 ( T ) = ! |P^(0 V (x - y))\\LHT) < II* - y\\mr\K), 
montre que S est continue dans L2(T \ K). Posons : 
E* = inf 11(h), 
et considérons une suite minimisante (hn)n>i de E dans T2^. 
Dans l'espace refiexif L2(T \ K), l'ensemble TQ est, par le théorème de Banach-Alaogiu, fai-
blement compact. Il en résulte que la suite bornée (/in)n>i de !Fç admet une sous-suite faible-
ment convergente (hnt¡)k>\ et que la limite h d'une telle suite appartient à L2(T \ K) et véri-
fie | |Á| |¿2(X\K) < C et par conséquent h £ T%. Par ailleurs, puisque l'application E est convexe et 
continue, le corollaire [16, cor.III.8] sur la semi-continuité inférieure implique que 
E(Â) < l iminfS( / i„J , 
et compte tenu de la définition de E*, nous avons finalement : 
E* = E(/?) et he T2C. 
Ainsi, h réalise le minimum de E dans Tç et est donc solution du problème (45). 
Quand à l'unicité de la solution ft, elle est une conséquence soit du lemme II.3 lorsque / est la 
trace sur K d'une fonction de H2 dont la norme sur T\K ne dépasse pas C, soit de la proposition 
o 
II.l sur la stricte convexité de l'espace L2(T \ K) lorsque / £ H2 n Tç. 
o 
En effet, supposons que / € H2 n T% et considérons deux solutions h\ et h2 du problème (45). 
0 
Puisque / £ TQ, alors : 
S* = 0 et d i s t ( / V / n , F 2 ) = d is t ( /V/ i 2 , i f 2 ) = 0 . 
Il en résulte que les deux fonctions / V foi et / V /12 sont dans H2 et coïncident sur l'ensemble 
K de mesure non nulle. Le lemme II.3 implique l'égalité des fonctions h\ et h<¿ et par conséquent 
l'unicité de la solution. 
o 
Supposons maintenant que f g H2 f) T"ç et admettons pour l'instant la propriété (46) et 
considérons de nouveau deux solutions h\ et h2 du problème (45) qui vérifient en particulier 
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ll^ilU2(T\A') = SI^ 2|j¿2(T\/<") = C- Le convexité de l'ensemble T^ d'une part et de l'application S 
d'autre part impliquent que: 
^GTh et S ( ^ ) < 1 ( E W + W = P . 
Il en résulte que fti+fc' est aussi une solution et sature ainsi la contrainte. Compte tenu de la 
stricte convexité de L2(T\K), l'égalité ¡|^Í-J^Í|¡L2(T\A") = C implique nécessairement hi = h-i et 
par conséquent l'unicité de la solution. 
Pour finir la démonstration du théorème, il nous reste à montrer (46). Observons d'abord que 
0 
si / € H2 n 'F'Q alors £ ( / ) = 0. La fonction / est ainsi une solution du problème (45) sans pour 
autant saturer la contrainte puisque ||/||¿2(T\/f) < C 
Supposons que la solution h ne sature pas la contrainte: | | / I | ] ¿ 2 ( T \ ^ < C- La fonction h est 
un minimum local de l'application S résidant à l'intérieur de T%. Puisque S est convexe, h est de 
ce fait un minimum global. Par ailleurs, l'ensemble H? étant dense dans l'espace L2(K), il existe 
alors une suite (£n)n>i de fonctions de H2 qui converge vers / dans L2(K). Il en résulte que la 
suite (/ V £n|x\K ~ £n)n>i converge vers zéro dans L2(T) ce qui implique : 
lim dist(fVÇn„KK,H2) = lim E(£« | T \K- ) = 0. 
Compte tenu du fait que h est un minimum global de S, nous avons nécessairement S(/i) = 0 et 
c 
par conséquent / V h € H2. Il en résulte que / ¡ T , K = h c'est-à-dire / € H2 H Tç. Nous avons ainsi 
démontré que 
\\~hhnT\K) < C = > f£H2n?2 
et le résultat (46) s'en déduit. • 
III-4.1 Caractérisation de la meilleure completion bornée 
Pour exclure ¡a solution triviale h — f\,,
 K . nous supposerons désormais que f $ H2 Ci J-^¡. 
Continuons à désigner par T l'opérateur de Toeplitz de symbole XT\K introduit dans la section 
III-3 et défini par : 
T : H2 —> H2 
u i—» PH*(XT\KV), 
et introduisons par ailleurs l'application © suivante : 
G : I 2 ( T \ A ' ) —• [0,oo[ 
u i—» | |w| l l 2 t T U 0 • 
La proposition suivante nous permet de caractériser entièrement la solution h : 
Proposi t ion 5 La solution h du problème (45) est donnée par: 
h = (pI-T)'1 PH2(XKf), (48) 
où p est l'unique réel de ] 1, oc [ pour lequel ||ft|U2(ï\fO = C. 
Avant de démontrer cette proposition, nous allons donner par les deux lemmes 7 et 8 suivants 
quelques résultats intermédiaires. 
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L e m m e 7 L'application © est de classe C°° dans L2(T\K). Sa différentielle i \ 0 au point h 
de L2 (T \ K) est définie par : 
Vu € L 2 (T \A ' ) : VhQ{u) = 2Re < h,u >L'(T\K) • 
Par ailleurs, dans l'espace hilbertien réel L2(T\K), l'ensemble Qc défini par : 
Qc = dJ% = {h e L2(T\K) : \\h\\LHnK} = C] , 
est une sous-variété dont l'espace tangent T®c est donné en tout point h de £ 2 (T \ K) par : 
T@c(h) = K,erVhQ. 
Ces propriétés de l'application 0 peuvent être établies de la même manière que celles de 
l'application T précédemment démontrées dans la section III-3. 
C'est le lemme 8 suivant qui contient le début de la caractérisation de la solution h : 
Lemme 8 La solution h du problème (45) est l'unique point h de Qc qui réalise le minimum, 
de E2 sur Tc. De plus h est le point critique de E2 tel que : 
Re <Pïï2{fVh),u>L2{T\K) = 0 , Vue Tec(h). (49) 
Remarquons d'abord que l'application S 2 hérite de l'application E par le théorème 5, un 
unique minimum sur Tc atteint en un point h de Qc- Compte tenu de la définition de E et de 
la relation (47), ce point h est la solution du problème (45). Par ailleurs, remarquons que, pour 
toutes fonctions h et u de L2(T \K), le calcul suivant : 
E2(h + u)-T,2(h) = 2Re < P-^f V h),u >mt\K) + 1 1 ^ ( 0 v «)I!Í»(T\K) > (50) 
montre que la différentielle 1 \E 2 de E2 en h est donnée au point u par : 
ï \ E 2 ( u ) = 2Re < f j f j ( / V A ) , u > ¿ i ( i \ K ) . 
Par conséquent, le point h de Qc est un point critique de E2 si et seulement si : 
Re < P I 2 ( / V Â ) , i t > L ! ( T W = 0 , V u e TS c(f t) , (51) 
et le lemme est ainsi démontré. • 
Démons t r a t i on de la proposi t ion 5 
Les deux lemmes 7 et 8 précédents montrent que, dans l'espace hilbertien réel L 2 ( T \ A'), les 
deux vecteurs h et P^ (f V h) sont orthogonaux â l'espace tangent T%c (h). Le sous-espace 7é^ (h) 
étant de codimension égale à 1, il en résulte qu'il existe un réel ß tel que : 
p
 2( /Vft) = fih p-p. sur T \ A , (52) 
"0 
Nous allons démontrer que l'hypothèse / g H2 n Tc et la minimalité de E2 au point h im-
pliquent nécessairement que /x < 0. En effet, d'une part le paramètre ¡x est non nul car sinon la 
relation (52) impliquerait que / V h G H2 soit encore h — / | n K et / 6 H2 n 3%. D'autre part, 
supposons au contraire que \i soit positif et considérons un réel a tel que — 1 < a < 0 de sorte 
que (1 + a)h E TQ. Compte tenu des relations (50) et (52), nous avons respectivement : 
E2((l + a ) / z ) - E 2 ( Ä ) = 2Re < P 7 7 2 ( / v f t ) , a f t > L 2 ( T W + | | P ^ ( a / i ) | | 2 2 { T W ) 
< a(2ß + a}fh\\2L2{JKK), 
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et en choisissant, par exemple, a = -min(p , 1/2), il en résulte que E2((l + a) h) — E2(ft) < 0 
contredisant ainsi la définition de ft. Nous en déduisons finalement que : 
3 ß < 0 : P - ^ / V f t ) = ßh p.p. sur T \ A ' . (53) 
• " o 
Les relations (51) et (53) admettent des versions duales ou complémentaires. En effet, le calcul 
suivant : 
Re < P H Ü ( / V Ä ) , U > L 2 ( T V 0 = Re < f V h - P^if V ~h),u >Li{1\K) 
= Re < h,u >L2ÇI\K) - R e < P-tfif V h),u >L2(T\K), 
montre d'une part et compte tenu de la relation (49) que 
Re <PH2{fVh),u>L2(TXK) = 0 V u e T@c(h), (54) 
et d'autre part grâce à la relation (51) qu'il existe un réel p tel que: 
PH2 (f V ft) = ph p.p. sur T \ K. 
En observant par ailleurs que : 
<h~h>L*(T\K) = Re < / V h, h > ¿ 2 ( T \ / Í ) = Re < PH2ÍJ vh) + P^f V h),h>LHnK) 
= (P + M) < h>~h>L2(T\K), 
nous en déduisons que p + p = 1, Comme p < 0, il en résulte que p > 1. Finalement : 
3 p > l : PH2(/Vft) = pft p.p. sur T \ Ä \ (55) 
En introduisant l'opérateur de Toeplitz T et en se souvenant (voir fin de la section III-3) que le 
spectre a(T) de cet opérateur est égal à [0,1], il en résulte d'après (55) que: 
3p > 1 : ft = (pI-T^P^ixKf), 
et nous terminons cette démonstration en rappelant que |!ft¡¡£2(T\í0 = C O 
IIÏ-4.2 Calcul de la meilleure completion bornée 
Pour calculer explicitement la solution ft, ii nous faut trouver le réel PQ > 1 tel que : 
Upoi-T^p^ixKinmnK) = c. 
Nous allons donner un schéma dichotomique pour déterminer cette valeur po • Pour cela, posons : 
ï : ] l , o o [ —• E 
Cette application T peut être considérée comme la composition de l'application qui à tout p > 1 
associe (pi — T)""1 P#s (XK / ) dans H2 et dont la dérivée au point p vaut ~(pl — T)""2 P# 2 (XK f), 
par l'application u *~* ||w|¡¿2,T> ^ définie sur H2 et dont la différentielle au point u est donnée en 
tout point v de H2 par: 2Re < u,v >L2(J\K)- U e n résulte que l'application T est différentiable 
et que: 
~ = 2Re <(pI-T)-1PH2(xKf),~(pI-T)-2Pm(XKf)>mj\K) • (56) 
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Par ailleurs, rappelons que l'opérateur (pi — T ) " 1 , inverse de l'opérateur positif pi — T, est 
lui même positif pour p > 1. Par conséquent, il résulte de l'équation (56) que ~^- < 0 et que 
l'application T est ainsi décroissante. 
Pour déterminer les limites de T en 1 et oo, remarquons d'une part, que l'égalité (pi — T ) " 1 = 
^ (7 — ^T)™1 implique que lim,,.-*,» (pi - T ) - 1 = 0 et par conséquent : 
lim T(p) = 0. 
D'autre part, (pi — T)™1 est nécessairement non borné quand p —• l"1". En effet, posons 
V p > l : h„ = (pI-T)-lPHi(XKÎ) 
et supposons au contraire que T(p) reste borné quand p —* 1 + . Compte tenu des égalités suivantes 
IIMia(T\K) = T ^ e t PwUvK\TXK) = ( P - I ) ' i p . 
il résulte que 
lim+ HMi ï ( T V j o < °° e t l i ^ P ^ / V f t ^ J = 0. 
Par conséquent la famille (/ V ft.p) .) reste bornée dans L2(T) et converge vers une fonction de 
H2 quand p —> 1 + ; ceci contredit l'hypothèse f $ H? . Ainsi 
lim T(p) = oo. 
Finalement, nous avons établi le résultat suivant : 
Lemme 9 L'application Y est continue et décroissante de } 1, oo [ sur ] 0, oo [. 
Nous en déduisons que pour toute constante positive C, il existe un unique réel po dans ] 1, oo [ 
tel que le vecteur h = (pol — T ) - 1 PH2 (\K / ) soit de norme égale à C sur T\K. De plus cette 
valeur po de p peut être calculée par dichotomie sur l'application T. Il n'est pas nécessaire d'inverser 
pour chaque p l'opérateur (pi — T ) - 1 , mais qu'il nous suffit simplement de résoudre l'équation 
linéaire suivant : 
(pI-T)hp = PHÁXKÍ), (57) 
puis de remarquer que : 
T(p) = IIML*(T\ÎO- (58) 
Le calcul approché de la solution h du problème (45) se fera par la résolution d'une famille de 
systèmes linéaires dont les matrices sont de Toeplitz. 
R e m a r q u e 2 L'équation (48) n'est pas sans rappeler la relation : 
gx = X^ + XS^Sf (59) 
donnée dans [60, page-619] pour reconstruire une fonction / de H2 à partir de sa restriction sur 
le sous-ensemble K de T, En effet, en posant À = - ~ ¡ - nous passons sans difficulté de l'équation 
(48) à l'équation (59). 
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III-5 Lien entre les problèmes extrémaux bornés et les pro-
blèmes de completion bornés dans H2 
Nous supposerons dans cette section ÏII-5 que h € H2. 
Rappelons d'abord le problème extremal borné suivant étudié en III-3 : 
Wf-9\\mK) = mm \\f-9\\mK)- (60) 
Pour étudier ce problème, nous avons démontré que pour tout À > — 1, la fonction g\ définie par : 
SA - gx(f,h) = A + (l + A T ) - 1 P J i a ( x K - ( / - f t ) ) , (61) 
est la solution du problème extremal borné suivant : 
\\f-9xhHK) = min Wf-gh^K)- (62) 
où M, rappelons-le, est la fonction continue et strictement décroissante définie par: 
M : j - l,oo[ —f ]0,oo[ 
A —* ||(l + A T ) - 1 P / i î ( x i f ( / - f t ) ) | l l a ( T W -
Ainsi, pour toute constante positive M, la solution g du problème (60) est donnée par: 
g = g,0 avec \ü = M~l{M2). (63) 
Par ailleurs, considérons le problème de completion suivant, version a priori plus générale du 
problème 2 dans le cas hilbertien p = 2 : 
P r o b l è m e 3 Si Tç
 h désigne l'ensemble : 
TlM = {utL2(T\K) : ||u - ft|U»(T\K) < C) , 
trouver une fonction h € Tç
 h telle que : 
dist{fv7i,H2) = inf d i s t ( /Vw, i ï 2 ) . (64) 
^C.h + h — — TC.Q — ^c > 
Mais puisque d'une part : 
et que d'autre part : 
dist(/Vu,ff2) = dist(f\'u-h,H2) = dist({f-h)v(u-h),H2), 
alors 
inf dist(/Vw,ff2) = inf dist((/ - h) V (u - h), H2). 
Il en résulte que le problème (3) précédent admet une solution h donnée par : 
h-h = (pI-Tr'P^ixKif-h)), 
pour un réel p > 1 tel que \\h— ^ | ¡L 2(T\ÍÍ) ~ C- P l u s généralement, pour tout réel p > 1, la 
fonction hp définie par : 
hP = KU,h) = h + ipI-Tr'PH^XKÍf-h)), (65) 
III-5 Lien entre les deux problèmes 41 
est la solution du problème de la completion analytique borné suivant : 
dist{fvJifi,H2) = min dist(/ Vu,H2), (66) 
u 6 ß 2 
V T Í f ) . ' 
où T est la fonction définie par : 
T : ] l , o o [ —y M 
p _ \\(pI-T)-ïpHÏ{XK{f-h))\\iHTXK). 
Une démonstration en tout point analogue à celle du lernme 9 nous permet d'affirmer le résultat 
suivant : 
L e m m e 10 L'application Y est continue et strictement décroissante de } 1, oo [ sur ] 0, oo [. 
Ainsi, pour toute constante positive C, la solution h du problème (3) est donnée par : 
h = kPú pour po = T-^ 'C 2 ) (67) 
Le proposition suivante nous permet d'établir des équivalences entre les problèmes (60) et (64) 
ainsi qu'entre leurs solutions respectives (63) et (67). En effet, en remarquant que, pour tout p > 1 
et pour tout — 1 < A < 0, nous avons respectivement : 
M(-l/p) = P2T(p), Ï ( - 1 / A ) = A2,W(A), 
et 
g=1 ~ h + p(hp — h), h^x = -\(g\ — h) + h. 
alors : 
Proposi t ion 6 Pour toute constante positive C, la fonction hP(l, avec po = ~ï~l{C2), est la solu-
tion du problème (64) si et seulement si la fonction g — h + po (hpo — h) est la solution du problème 
(60) pour M = p0C. 
Réciproquement, pour toute constante positive M > JVÎ(O), la fonction g = g\0, pour AQ = 
M~l{M2), est la solution du problème (60) si et seulement si: h = —Xo(gxQ — h) + h est la 
solution du problème (64) pour C = — AQ M. 
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Chapitre IV 
Interpolation et approximation 
robustes 
Pour l'identification robuste des systèmes linéaires à partir de données fréquentielles bruitées, 
les algorithmes robustement convergents, dits à deux étapes, ont été largement popularisés (voir 
[34, 40, 56, 58]). Si la seconde étape de tels algorithmes peut être réduite à la résolution d'un 
problème de Nehari, la première étape nécessite une technique d'approximation ou d'interpolation 
spécifique tenant compte de la nature des données disponibles (densité, perturbations, distribution, 
. . . ). La convergence robuste telle qu'elle a été introduite dans [37, 38, 53, 57] quantifie l'exigence 
que l'algorithme d'approximation reconstruise entièrement la fonction si l'information disponible 
devient de plus en plus complète (au sens où le nombre de mesures tend vers l'infini et où le niveau 
du bruit tend vers zéro). 
Dans ce chapitre, nous présentons deux techniques d'approximation. 
En section IV-1. nous étudions sur un arc du cercle unité, l'approximation polynômiale robuste 
basée sur le critère des moindres déviations. 
En section IV-2, nous généralisons des résultats de Partington concernant l'approximation 
robuste par les polynômes de Jackson et de la Vallée Poussin, au cas des points non équi-répartis 
distribués d'une façon dense sur un sous-ensemble du cercle unité. 
Dans la section IV-3, nous indiquons comment ces polynômes de Jackson et de la Vallée Poussin 
peuvent être utilisés dans les schémas d'identification robuste H°° ainsi que dans les problèmes 
d'approximation et de completion analytique bornée H2. 
Quelques notations de §IV-1 seront reprises dans §IV-2 pour permettre une lecture séparée des 
deux schémas proposés. 
IV-1 Approximation par les polynômes de moindre dévia-
tion 
Pour tout entier naturel m, nous considérons l'ensemble {x^1 , . . . ,Xm } de m points dans 
un ordre croissant sur [a, b] C [0,2n] où a et b sont respectivement la limite inférieure de la suite 
décroissante (x]" )m>i et la limite supérieure de la suite croissante (xm)m>i-
Soit 6m — sup1<jfc<TO_1 (xjtxi - ^k) Ie s a u t maximum entre toute paire de points consécutifs 
de l'ensemble {x\m',... , ! ? } . Soit / l'arc du cercle unité T défini par: I = e l ' a '^ . Définissons, 
pour tout k de l'ensemble { 1 , . . . , m}, l'élément zkm de / par z ^ ' = e'x* . 
Finalement, Soit d une fonction non décroissante à valeurs entières telle que, pour tout entier 
naturel m, d(m) < m et notons Vm l'ensemble de tous les polynômes trigonométriques de degré 
au plus égal à m. 
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IV-1.1 Les polynômes t r igonométr iques de moindre déviation 
Soit / un fonction continue sur / et soient z[m-,... , Zm, m points de l'arc I. Supposons que 
la fonction / nous soit donnée par m valeurs bruitées y[m^ = f{zk ) + r}k P o u r k = 1,... ,m et 
notons |¡7?(m)!U = suPl< f c<m |îj[m)|. 
On considère le problème de minimisation suivant : trouver un polynôme de degré au plus d(m) 
qui réalise la moindre déviation aux mesures bruitées (y™ ) en les points z™ , . . . , Zm ' : 
inf { sup \P{z^)-y^\) 
Si Qm est un tel polynôme, nous examinons en outre quand la procédure d'approximation est 
robustement convergente sur / , c'est-à-dire quand 
lim I sup \\Qm - /|U=o(/) \ = 0. 
Le théorème suivant établit l'existence de Qm et fournit un critère de convergence robuste: 
T h é o r è m e 6 Soit f une fonction continue sur I. Avec les notations precedentes, il existe pour 
tout entier naturel m un polynôme Qm £ Vd(m) tel que : 
inf { sup \P(z(^)-y^\) = sup \QjAm))-yïm)\- (68) 
De plus, si d(m) tend vers l'infini et d2{m) 8m tend vers zéro lorsque m tend vers l'infini, alors le 
polynôme Qm converge robustement vers la fonction f sur I : 
m l i m i sup \\Qm-fh™(i)\ = 0. (69) 
Le reste de la section IV-1 est dédié à la démonstration du théorème précédent. Ceci utilise 
des inégalités à la Markov pour des polynômes trigonométriques sur des sous-intervalles de [0,2ir]. 
IV-1.2 Les inégalités de Bernstein et de Markov 
Dans ce schéma d'approximation, nous utiliserons le fait que les polynômes trigonométriques 
de degré fixé ne peuvent varier "trop rapidement". Lorsque le domaine sur lequel on considère 
cette variation est le cercle entier, ceci est quantifié par la classique inégalité de Bernstein (voir 
par exemple [51, 54. 20]) : 
Théorème 7 (Inégalité de Bernstein) 
Pour tout polynôme trigonométrique Tn à coefficients complexes et de degré n, 
\T'n(t)\ < n ||Tn||L=.([0,2W]), pour 0 < t < 2TT , (70) 
Notre propos est d'établir une inégalité de même type sur des sous-arcs du cercle unité. Pour 
cela, on utilisera les inégalités classiques de Bernstein et de Markov pour les polynômes algébriques 
définis sur l'intervalle [—1,1], qui majorent la norme L°° de la dérivée d'un polynôme en fonction 
de la norme du polynôme lui-même et de son degré (voir par exemple [51, 54, 20]) : 
Théorème 8 (Inégalité de Bernstein) 
Pour tout polynôme algébrique Pn à coefficients complexes et de degré n, 
\P'n{x)\ < - 7 =2L= | |P n | | i a c { [ _ 1 > 1 ] ) , pour - 1 < I < 1 , (71) 
VI - x2 
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Théorème 9 (Inégalité de Markov) 
Pour tout polynôme algébrique Pn à coefficients complexes et de degré n, 
\K(*)\ < n2 M i - a - i . i ] ) » Pour - l < a : < l , (72) 
Les propositions 7 et 8 suivantes sont des généralisations immédiates au cas d'un sous-intervalle 
I C [-1,1]. 
IV-1.2.a Cas des polynômes algébriques 
Propos i t ion 7 Soit I — [a,b] (avec a < b) un sous-ensemble de [—1,1]. Pour tout polynôme 
algébrique Pn de degré n et à coefficients réels ou complexes, les inégalités suivantes sont vérifiées : 
b — a 
et 
\K(*)\ < ^r^rll^llt-i /) . a<x<b, (73) 
|Pn(a;)| < n = = \\Pnh~(i), a<x<b. (74) 
y (x - a)(b -x) 
Démons t ra t ion de la proposi t ion 7: 
Soit Pn un polynôme algébrique de degré n. Soit i¡> la fonction linéaire définie de [—1,1] sur [a, b] 
et donnée par : 
, . , b — a a + b
 r -, ,i 
4>(y) = - ^ - y + - 5 ~ . Vy e [-1,1] , 
Définissons le polynôme algébrique Q„ de degré n sur [—1,1] par: 
Qn(y) = PnWy)), y y e [-1,1]. 
Il est alors clair que : 
l l < 9 n [ ! z , « ( [ - l , l ] ) = l!-Pn!U'»{[a,6]) • 
Par differentiation de l'expression de P„, nous obtenons: 
P
"W = ftT^»^' * = V»(i/). z € [ a , 5 ] , V j / e [ - l , l ] . 
La proposition découle immédiatement à présent des inégalités (71) et (72) appliquées à Qn. G 
IV-1.2.b Cas des polynômes t r igonométr iques 
Propos i t ion 8 Soit I = [a,b] (avec a < b) un sous ensemble fermé de \0,2n}. 
Soient 0i, 02, 03 et Ö4 quatre éléments de [0,7r] tels que cos[a,î>] = [cosôi , cos62] C [—1,1] et 
sin [a, 6] = [sin 6*3 , sin #4] C [—1,1]. Pour tout polynôme trigonométrique Tn à coefficients réels ou 
complexes et de degré n, les inégalités suivantes sont vérifiées pour a <t <b : 
et 
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Démonstration de la proposition 8 : 
Nous allons obtenir la proposition 8 de la proposition 7 en utilisant les substitutions clas-
siques x = cos t et y — sin t. 
Soit Pn le polynôme algébrique pair de degré n défini sur [cos$i,cosö2] par: 
PJx) = ^ Í T n ( í ) + r „ ( - í ) ) , avec x = cost, V i € [a,b], 
et soit Qn le polynôme algébrique impair de degré n défini sur [sin #3 , sin 64) par : 
Qn(y) = i f TB(l) - r „ ( - i ) J , avec y = sinf, V i € [a, 6]. 
Il est alors clair que 
il-Pn||¿~(cos(/)) < l | 7n ! ! l» ( / ) e t IIQn|U°°(sin(J)) < Ü^nlli0 '(I) ' 
et que la dérivée T'n de Tn est donnée par : 
T'n{t) — - s in f P'7Xx) + c o s i Qn(ï)> 1 = cosr et y — sin i V i e [a,6]; 
il en résulte d'une part l'inégalité suivante : 
K(t)\ < sup \P'n{x)\ + sup |Q'n(î/)l, Vie {a,6]. 
xg[cos0i , cos @2'< yÇz\s,'u\ 02 , sin #4] 
qui, compte tenu de la proposition 7, implique 
n2 
\T'n{t)\ ^ Z ¡T !l-Pnlli~(cos(f)) + ~T~¿ r - J - |!Qn!li«(sin{/)) 
COSÖ2-COSÖ1 smo>4—sm#3 
ce qui donne (75) après simplification. D'autre part, nous avons 
\ZXt}\ < | s i n í | ¡P ; ( i ) | + |cosí | |Q'n(»)| , Vf € [a, &]. 
qui implique par la proposition 7 que, pour a < t <b, 
<T'(t)\ < H | SÍn¿S |jPnlÍL°°(cOS(/)) n JC0S¿¡ | |<g„|U~( sin(7» 
~~ 2
 v/(cos i - cos Öi J (cos 92 ~ cos i) 2 i/(sin i — sin 04) (sin #3 - sin i) 
ce qui, après simplification, termine la démonstration. O 
IV-1.3 Retour à l'approximation polynêmiale robuste 
Introduisons les deux applications suivantes sur Vd(m) '• 
T : Vd(n) —* [0, oo[ 
P _
 sup (\p(4^)\), 
et 
A : Vdim) —> [0, oo[ 
P _ » sup ( |P (4 m ) ) -» i m ) l ) . 
Démontrons d'abord le lemme suivant qui sera utilisé pour établir la première partie du 
théorème 6 : 
Lemme 11 
îim T(P) = 00, iim A(P) = 00. 
!!f|U~(j)-i^» llalli.—(/)—°° 
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Démons t ra t ion du l emme 1 1 : 
Fixons un entier naturel m. Puisque d'une part les polynômes de l'ensemble P<¿(m) sont de degré 
d(m) < m, la fonction F ne s'annule alors qu'en zéro sur Vd(m) e* Que d'autre part pour tout 
polynôme P de l'ensemble P<¿(TO), nous avons: 
T(P) < sup |P( 2 ) | = | | P | | L . ( / ) . 
La fonction T est alors continue sur P¿(m). II en résulte que sur l'ensemble compact Z\ : 
£i = {P € Vd{m), \\P\\L~{1) - 1} 
où T ne s'annule jamais, il existe un polynôme PQ et une constante positive 7m¿„ tels que : 
Ainsi, pour tout polynôme P non identiquement nul de Pd(m), nous avons 
r ( P / | ¡ P | | ¿ ~ ( / ) ) > Irmn, 
Il en résulte que : 
V P G Pd(mh T(P) > 7min | |P |U~ ( / ) , 
et nous obtenons finalement : 
lim T(P) ~ oo . 
Par ailleurs, puisque 
A(P) - sup (\P(zim))\ - \y{km)Ù > T{P) - sup (¡y^l) , 
l<k<m v / l<k<m v ' 
alors nous avons aussi : 
lim A(P) = oc. 
!!P|!i,°°</)—°° 
et le lemme 11 est ainsi démontré. • 
Démonstration du théorème 6 
(m ^ 
Puisque la fonction / est continue sur l'intervalle / et que les suites de bruit {r¡\ ')™, pour 
tout m, sont bornées, alors les suites de mesure {y™ )™ sont bornées indépendamment de m. Par 
le lemme 11, il existe une constante positive C telle que 
V P 6 Vd{m) , | |P| |¿-(/) > C = • A(P) > sup (\y[m)\) . 
Ainsi, 
inf A(P) < A(0) = sup (\yím)\) < inf A(P) 
||P||z.~(i)<c - i<fc<mV 7 - | |Pi| i» ( I )>c 
de sorte que : 
inf A(P) = inf A(P). 
P€Vd{m) P€Vdi,n) 
l|P||x,*(/)<C 
Par ailleurs, la fonction A, définie comme la valeur supérieure sur un ensemble fini de fonctions 
continues P H-» |P(z^ ) - y^ |, est elle même continue. Nous en déduisons que sur le compact 
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{P G "Pd(m), I!-P||L°°(/) < C } Î la fonction A atteint sa borne inférieure, c'est-à-dire qu'il existe un 
polynôme Qm élément de Vd(m) tel que : 
inf { sup \P(zim))-y[m)\} = sup |Qm(z<m)) - »<" 
Ceci établit i'équation (68) du théorème 6. Pour démontrer la seconde équation (69), nous com-
mençons par démontrer le lemme suivant : 
Lemme 12 Si {Qm}m > 1 est une suite de polynômes trigonométriques minimisants, c'est-à-dire 
tel que pour tout entier m. : 
min { sup | P ( 4 m ) ) - v i m ) | ) = sup \Qm{z™) ~ y<m) | , 
alors la suite {Qm}m>i est bornée dans L0o(J) si {\\v<'mH\oo}rn->1 l'est . 
Démons t ra t ion du l emme 12: 
Supposons que la suite { Q m } m > 1 ne soit pas bornée dans L°°(I). Soit z = eix un élément de I 
tel que \Qm(z)\ soit maximal. Il existe un entier k <m pour lequel x\, < x < i ¿ + i -
Puisque le polynôme trigonométrique Qm est lisse sur / , nous avons : 
Qm(Ám)) = Qm(z)~ i' Q'm(c7)da 
•*
zT 
et, par la proposition 8, nous obtenons : 
Vfc 6 { ! , . . . , m } , \Qm(z[m))\ > (l-<P{m)6mc\\\Qm\\L~in, 
où C est une constante positive indépendante de m. 
Comme par hypothèse d2{m)8m converge vers zéro quand m tend vers l'infini, on voit que 
\Qm(z™ )| tend vers l'infini avec m uniformément par rapport à k, et il en va de même de 
Slip |<?m(4m ))-2/iT n ) | > SUP \Qm(z[m))\- SUP \y{™}\ . 
l<k<m l<k<-m l<k<rri 
En particulier, on a pour m assez grand 
SUP \Qm(4m))~yïm)\ > ll/lloo + | | l? ( m , | Íoo > SU? \y[m)\, 
l<k<m l<k<m 
de sorte que le polynôme nul fait mieux que le polynôme Qm dans la minimisation (68) ce qui 
contredit l'optimalité de Qm. D 
Démonstration du théorème 6 (suite) 
Soit z — elx un élément de / et soit e > 0. En utilisant l'élément z]™' = etx^ tel que 
xk — x ^ xk+\> écrivons f(z) — Qm(z) en trois parties : 
i(z)-Qm{z) = ( / (*) - / ( 4 m > ) ) + ^ C**™*) - -^^  i**"*)) + (Q m (''"O - Qm (8f)) ' 
D'une part, grâce à la continuité de la fonction / sur / (et donc à son uniforme continuité), 
il existe un real positif a tel que pour tout x et y de I et tant que \x — y\ < a, nous avons 
I/O*) - HV)\ < e/3. 
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D'autre part, puisque 6m < Sm(f(m}, alors 6rn tend vers zéro quand m tend vers l'infini. li en 
résulte qu'il existe un entier m© tel que pour tout m > mo, nous avons: 
!/(*)-/(4m))l < */3 
pour tout z £ I tel que: \z — z^n'\ < a. 
Finalement, en utilisant la proposition 8 et le lemme 12, nous tirons de 
, z [ m ) 
IQm(4m))-Qm(*)| < j \Q'm(r)d*\ 
l'inégalité suivante : 
\Qm(z{km)) - Qm(z)\ < d2m6mCM, 
où M est la constante fournit par le lemme 12 que l'on peut appliquer puisque ¡¡T?TO||OO tend vers 
zéro. 
Grâce au fait que d?(m)6m tend vers zéro quand m tend vers l'infini, il existe un entier m-i > m0 
tel que pour tout m > mi nous avons : 
| Q m ( 4 m ) ) - Qm(z)\ < e / 3 . 
Par ailleurs, 
| Q m ( 4 m ) ) - / ( 4 m ) ) l < IQm(*im ))-yim ) l + toim)l < min sup | P ( 4 m ) ) - » i ^ l + l i ^ l U 
Par conséquent, 
iQm(4m))-/(4m))i < pc^n { sup !P(4m))-/(4m))i} + s u r t o * . 
Puisque la fonction / est continue sur / et que d{m) tend vers l'infini avec m, il existe par le 
théorème d'approximation de Weierstrass [67, thm.1.1] un entier m2 > mi tel que pour tout 
m > m,2, on puisse trouver un polynôme P dans Pd{m) P o u r lequel : \\P - / ¡ ! L » ( / ) < e/3. Ainsi : 
| Q m ( 4 m ) ) - M " 0 ) ! < e / 3 + 2| |T7 ( m ) | loo. 
Pour résumer, si ||î/m^||oo < v , alors 
V e > 0, 3 m2 > 1, V m > m2 : | | / - Qm |U~(/) < e + 2iA 
Ceci achève la démonstration de l'équation (69) du théorème 6. • 
IV-2 Approximation par les polynômes de Jackson et de la 
Vallée Poussin 
Pour tout entier naturel m, on considère l'ensemble {x[ , . . . , Xm } de m. points dans un ordre 
croissant sur [0,2TT] tel que (x^ )m>i soit une suite décroissante tandis que de suite {x„ )m>i 
est croissante. Posons : 
I = inf Xi , sup x\£1' 
m > l m > l 
(m) (m) 
et Sm = sup :Efc+10"Xfc 
K f c < m - 1 ¿1" 
L'intervalle / est le plus petit compact contenant tous les points { 4 }*Li P o u r toutes les valeurs 
de m tandis que 27r<5m représente, pour chaque valeur de m, le saut maximum entre deux points 
consécutifs quelconques de l'ensemble { 4 , • • • i xm }• 
50 Interpolation et approximation robustes 
IV-2.1 Les polynômes de Jackson et de la Vallée Poussin pour des points 
non équi-répartis 
Soit la fonction continue (pm linéaire par morceaux sur chacun des intervalles Ja;^-, a^+ii pour 
tout k de l'ensemble { 1 , . . . ,m — 1} et vérifiant : 
9?m(0) = 0, <pm{2ir) = 2x et ^m{x{m)) = t[m), 
où {t\m , . . . ,tm} sont m points équi-répartis de l'intervalle [0,2ir] : 
^(Am)) = t[m) = t[m) + 2 l i L l l l , V it = 1, ... , m. (77) 
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Remarque 3 Dans le cas particulier où les m points {x\m',... yX)™''} sont exactement égaux 
aux m points équi-répartis {t™\ . . . , im1'} avec t^ = 0 alors la fonction ipm est partout égale à 
l'identité sur [0, 2TT] et l'intervalle I est simplement le segment [0,2%]. 
Supposons que, pour une fonction integrable / sur I, nous soit donné m valeurs bruitées 
tóm\ ••• ,y{m]}: 
yïm) = f(4m)) + vlm), Vk=l,...,m 
où (% )k>o est le bruit de mesure. Notons ¡|î/m'||oo = sup1 < f c < m |TJ¿"l'\. 
Nous définissons le "polynôme" de Jackson modifié Jn¡m, d'ordre n,associé à la fonction bruitée 
+ n aux points \xx , . . . , xxm ) par : 
Jn.r,ÀM) = Jn,m(x, I + V) = ~ Y\ ^ Kn(ifm(x) - t[m)) (78) 
fc=i 
où n est un entier naturel plus petit que m et Kn est le noyau de Fejér d'ordre n dont l'expression est 
donnée plus loin. Naturellement, Jn>m est un polynôme trigonométrique par morceaux seulement 
de sorte que la dénomination que nous employons est quelque peu abusive, quoique sans danger. 
De plus, nous définirons le "polynôme" modifié de de la Vallée Poussin Vn¡m par une expression 
analogue à celle utilisée dans [56, §3] pour le polynôme de de la Vallée Poussin classique, et qui peut 
s'interprétée comme une discrétisation des noyaux de de la Vallée Poussin (voir [83, chap.IV]) : 
V - r¿n + l f _ n + l f ("Q\ 
n n 
Alors, 
Théorème 10 Soit f une fonction bornée sur I (et les notations comme précédemment). 
Si 6m — (^(m"1) alors Jn<m(x,f + n) (resp. Vn,m{x,f + f})) converge vers f(x) en tout point 
x £ I de continuité de f quand n tend vers l'infini, m restant toujours plus grand que n (resp. 
2n), et quand le niveau du bruit v tend vers zéro : 
nSL { S U P \Jn,m(X>f +V) ~ f (X)\ \ = ° • (80) (m>n) ljM",!!U<^ J 
v->0 
Ä sup \Vn,m{x,f + T,)-f{x)\\ =0. (81) 
(m>2n) UW"'!!«»^ J 
De plus, cette convergence est uniforme sur tout intervalle fermé [a,ß] C I de continuité de f. 
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R e m a r q u e 4 Lorsque les points {x™', . . . , i " 1 ' } sont équi-répartis sur l'intervalle I, alors l'hy-
pothèse 6m — OijrT1) est vérifiée (6m = ^ si de plus / = [0,2îr]). Dans le cas générai où les 
points { i j ' , - • • , im } présentent une distribution quelconque sur l'intervalle / , cette hypothèse 
permet d'assurer un recouvrement dense de I par les suites ({zj."1 '}£Li j 
Le reste de la section est dédié à la démonstration de ce théorème et de quelques résultats 
auxiliaires. D'abord nous définissons îa convolution • , généralisation naturelle de la convolution 
ordinaire pour traiter des points non équirépartis, puis nous montrerons que la somme Jn¡m peut-
être considérée comme une discrétisation aux points {x¿ , . . . , i ï ' } de l'expression continue 
f • A„. 
IV-2.2 Le produit de convolution • 
Soit $ l'ensemble des fonctions <p continues, linéaires par morceaux, strictement croissantes sur 
[0, 2TT] et vérifiant ip(0) = 0 et ip{2it) = lir. Pour toute fonction p de l'ensemble $, nous noterons 
par ip la fonction définie sur [0,2w] et partout égale à la dérivée à droite de ¡p sauf au point 2?r où 
on l'a défini arbitrairement. 
V„ e * , Vx € [0,2*[ : m = ¿m ^±±1^1 
Pour toute paire de fonctions integrables / et g, nous définissons le produit de convolution 
/ • 9 par : 
V Ï € [ 0 , 2 * ] : f S g(x) = ±J f(t)g(<p(x) - ip(t)) ip(t)dt. (82) 
R e m a r q u e 5 Dans le cas particulier où la fonction p est partout égale à l'identité /d[o,2*] s u r 
[0,2 7r], sa dérivée symétrique ip est identiquement égale à la fonction constante 1[O,2TT] sur [0,2 n]. 
Dans ce cas, la relation (82) est simplement le produit de convolution classique. 
D'une manière plus générale, nous avons la relation suivante reliant les deux produits de convo-
Vxe[0,27r]: / • g(x) = ( ( / o p'1 * g) o p) (x). (83) 
lution » et * : 
Par ailleurs, rappelons (voir [26, §3.2.1]) qu'une suite (Kn)^=1 de fonctions positives et inte-
grables est dite une approximation de l'identité ou encore un noyau positif si et seulement si cette 
suite vérifie : 
(i) lim -!- / Kn(t)dt = l 
n
^Jn Jo (84) 
(ii) lim / Kn(t)dt = 0, V<5 6]0,TT[. 
Rappelons la propriété fondamentale suivante (voir [26, §3.2.2]) qui justifie l'appellation d'ap-
proximation de l'identité attribuée aux suites (Kn)™=l vérifiant les propriétés (i) et (ii) de (84) : 
P ropos i t ion 9 Si (Kn)n>i est une approximation de l'identité au sens de la convolution * alors 
pour toute fonction f continue sur [0 ,2T] , la suite (f * Kn)n>i converge uniformément vers / sur 
[0, 2ÎT] ; 
lim | | / - /*J r„ | | ¿oc ( [ 0 ) 2 i r ] ) = 0. (85) 
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Nous allons montrer qu'une propriété similaire à (85) est aussi vérifiée par le produit de convo-
lution • pour toute fonction ¡p de l'ensemble $ et ceci grâce à la propriété (83) reliant les deux 
produits de convolution • et *. 
Soit p une fonction quelconque de l'ensemble $ . La fonction 'p~'x, inverse de la fonction continue 
et croissante <p, est elle-même continue sur ¡0,27!-]. Pour toute fonction continue / sur [0,2TT], sa 
composée / o (p~l par ip~l est aussi continue sur [0,27r]. Si (Kn)^=i est une approximation de 
l'identité au sens de la convolution * alors, par la propriété (85), la suite / o ip~l — f o p~l * Kn 
converge uniformément vers zéro quand n tend vers l'infini. La suite (/ o p~~l — / o ip~l * Kn) o ip 
converge donc uniformément vers zéro et la relation (83) nous permet de conclure : 
Proposi t ion 10 Pour toute fonction <p de l'ensemble $, et pour tout noyau positif (Kn)n>i, si 
f est une fonction continue sur [0, 2TT] alors la suite (f e Kn)n>\ converge uniformément vers f 
sur [0,2n] : 
iim \\f - f • Kn\\L~,,0i2^ = 0. (86) 
Nous pourrions introduire directement la notion d'approximation de l'identité au sens de la 
convolution • en disant qu'une suite (ÄV)5£=I de fonctions positives et integrables est une ap-
proximation de l'identité au sens de la convolution e (ou simplement un <¿?-noyau positif) si et 
seulement si cette suite vérifie : 
1 f2" (t) lim — / Kn(v(t))è(t)dt = l 
{H) lim / Kn(tp{t)) <p(t) dt = 0, V<5 €]0,7r[. 
n
- ° ° Js 
r2ir-6 "" (87) 
(» 
Cette notion cependant est sans intérêt comme le montre le lemine élémentaire suivant 
Lemme 13 Une suite de fonctions positives (Kn)'^L1 est une approximation de l'identité au sens 
de la convolution * si et seulement si la suite (Kn)^=1 est une approximation de l'identité au sens 
de la convolution * pour un (et donc tout) ip élément de $, 
Démonstration du lemme 13 
Soit ip un élément de l'ensemble $. Puisque d'une part : 
— / KMt))è(t)dt = — / Kn{6)d9 = — / Kn(6)d6, 
les parties (i) des définitions (84) et (87) sont équivalentes. 
Par ailleurs, pour tout 6 de l'intervalle ] 0 , 27r [ , si 
C = min (6, !p(6), 2ir - tp(2ir - S)) et n — m&x (6, ip (6), 2TT - ip(2n — 6)) 
alors 
/ Kn(8)dt < / Kn(<p(t))<p{t)dt = / Kn(0)dÔ < / Kn(ô)dd. 
Jr, JS Jip(ô) JC 
Ces dernières inégalités établissent l'équivalence des propriétés (ii) dans les définitions (84) et (87). 
G 
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IV-2.2.a Les noyaux de Dirichlet et de Fejér 
Soit v? une fonction quelconque de l'ensemble $ . Soit L2([0,2ir},'p) l'espace des fonctions de 
carré-intégrable sur [0, 2TT] par rapport à la mesure tf(t)dt (voir [83, §1.3]). 
Pour tout entier relatif n, définissons la fonction un à valeurs complexes sur l'intervalle [0, 2TT] 
par: 
Vi 6 [0,2TT] : w„(í) = e i n ^ ( t ) . 
Puisque 
~ j "u>n{t)Zuïj<j>(t) dt = i - / "e^-^rWmdt = î- I \^n~m'>T dr - 6n,m 2n J0 2-ÏÏ J0 27T J0 
où ën<m désigne le symbole de Kronecker, le système {w„}n e Z est orthonormal dans l'espace 
L2([o',2it],<p). 
Par ailleurs, désignons par Dn le noyau de Dirichlet d'ordre n défini par : 
n <o\ - Y " „*« _ sin((n +1/2)0) 
D
»W - L.J -
 M0/2) ' <88> 
et par Kn le noyau de Fejér d'ordre n donné par : 
Soit / une fonction integrable sur [0,2x]. Alors, pour tout entier relatif n, notons par / (n ) le 
coefficient de Fourier d'ordre n de / dans le système orthonormal { w n } n 6 ï : 
V n e Z : f(n) = -L / ' f(t) e~in^ <p(t) dt. (90) 
Si Snf{x) désigne la somme 
5 3 /(fc) e î f cv , ( l ), alors grâce aux relations (90) et (88), le calcul 
suivant : 
&./(*) = ^ / */(*) ¿ e ' t í ^ ) - ^ * ) ) ¿(t) di = i - / ' " / ( í ) D ^ ^ x ) - <p(í)) ¥>(«) di 2?r i 0 k^n 2TT y0 
montre que : 
S„f = / • £ > „ . (91) 
1 n 
Par ailleurs, si anf(x) désigne la somme 7 Skf(x), alors les relations (90) et (89) im-Ti + l y-^ 
pliquent : 
soit finalement : 
+
 '- f c=o 
Tnf{x) = 1 ¿/ í Dk(x) = f i / ^ ¿ D f c ( l ) | , 
fc=0 l fc=0 J 
anf = / • A'n . (92) 
R e m a r q u e 6 Lorsque la fonction <¿> est identiquement égale à l'identité Id^^n) sur [0, 2TT], alors 
les relations (91) et (92) se réduisent aux relations bien connues suivantes (voir [26, chap.5]) : 
$nf = f*Dn et <rnf = f*Kn. 
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Reprenons l'expression (89) du noyau de Fejér Kn d'ordre n : 
II est alors clair que le polynôme trigonométrique Kn est de degré n et s'annule n fois aux points 
^ Y pour tout entier k élément de l'ensemble {!,... , n}. De plus, sa dérivée Kn est donnée par : 
( 0 9~0[2ir] 
{ »in^l«) üni¡6) S l n 0 n • 
Ainsi, la dérivée Kn s'annule 71 + 1 fois aux points ^ £ pour tout entier k de l'ensemble {0 , . . . , n). 
Par ailleurs, observons que pour toute T, le terme constant du polynôme Kn(ô + r) est égal à 
1. Par le lemme 14 suivant, nous obtenons que pour toute constante r et pour tous entiers m et 
n, m restant plus grand que n : 
- i - / Kn(8 + T)dd = - Y Kn{~ + r) = 1. (93) 
2TT J0 m ^ m 
L e m m e 14 Pour tout polynôme P de degré n strictement plus petit que m et pour toute constante 
T, le terme constant dans l'expression de P(0 + T) est donné par: 
P2t 1 " 1 - 1 ^ -y 
(94) ± [?'p(0
 + r)d,0 = I ¿ P ( H l * + T ) . 
Z7T Jn TU ¿-^ Vil 
Démons t ra t ion d u lemme 14 
Soit Piß) — Y^j=-n ai e%'i9 u n polynôme trigonométrique de degré n et soit T une constante 
quelconque. Observons d'abord que le terme constant ao est donné par : 
1 f2* 
a0 = — / P(ß + T)d0. 
Par ailleurs, pour tout entier m > n, ie calcul suivant : 
m —1 o ï, n m—1 n m — X 
achève la démonstration. O 
R e m a r q u e 7 La combinaison de la relation (93), du fait que K„ > 0 et de la propriété suivante : 
VÓ €10,2*1, V0 E]Ä,27r-Ä[ : Kn{9) < \ . * 
n+1 sm (6/2) 
montre que le noyau de Fejér est une approximation de l'identité au sens de la convolution *. 
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IV-2.2.b Les polynômes de Jackson Jn,m e* de de la Vallée Poussin Vn,m 
Reprenons l'expression (78) du polynôme de Jackson J„ , m ( i , / ) d'ordre n associé à la fonction 
integrable / , aux m points {¡CJ , . . . ,Xm }, où m est un entier plus grand ou égal à n, et <pm e $ 
et satisfaisant (77) : 
~ m 
J n , m ( s ) = 3n,m{x,î) = " Y , fW) Knfrm(x) - t?) . 
R e m a r q u e 8 Dans cette sous-section IV-2.2.b, il importe peu de savoir si / désigne la fonction 
initiale / ou bien la fonction bruitée f + V-
R e m a r q u e 9 Cette définition modifiée étend l'utilisation des polynômes de Jackson J aux cas 
des points non équirépartis sur un sous-ensemble / de l'intervalle [0,2n]. 
R e m a r q u e 10 Le polynôme de Jackson J associé à la fonction / aux points non-équi-répartis 
{x[m', . . . , Xm } est relié au polynôme classique de Jackson J associé à la fonction / o íp~^ aux 
points équi-répartis {4 > • • • l'm } P a r la relation : 
o ^ 1 ) , où ipm{x) = t Vf€[0,27r] . (95) 
Notons que lorsque m = n + 1, le polynôme Jn¡n+i(x, f) coïncide avec / aux points {x^ , 
• • • ' ^ n+i } e t ^ u e c e s derniers peuvent ne pas être équi-répartis alors que la définition du poly-
nôme classique de Jackson exige l'équi-répartition de ces points (voir [83, chap.X.6]). 
Dans la réunion d'ouverts U ]x\*+ ,x¡^[ [, la dérivée J'nn+i(x, f) du polynôme de Jackson est 
donnée par : 
n + l
 fc=l 
Puisque Kn s'annule aux points ^ j , pour A; = 0 , . . . , n et que <pn+i est continue et linéaire par 
morceaux, la dérivée Jnn+i(x, f) peut être prolongée continûment à l'ensemble { x " + 1 , . . . , £"+*} 
avec la valeur zéro. L'annulation de la dérivée Jn¡n+i{x, f) aux points {ij , . . . , x „ ^ } assure 
un certain lissage du polynôme interpolant J n > n + i ( i , / ) , mais nous considérerons le cas général 
des polynômes Jn,m(x.,f). 
Par ailleurs, puisque 
(m) _
 4(m) 
\xk+i xk ) — Tr-V\xk i \xk+x xk ) 
1
 J- lfc + l '•k 1 (m) (m)-, i . / (mK , (m) (m) 
m ~ 2TT
 r ( m ) _ r(m) k 1  2it 
alors le polynôme de Jackson Jn,m(x,f) est aussi égal à: 
1 m 
Ainsi, la somme Jn¡rn peut être considérée comme une discrétisation de / • Kn aux m points 
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{a:j , . . - ,Xm '} et le théorème 10 peut être considéré comme la version discrète de la proposition 
10. 
La proposition suivante résume les propriétés principales des polynômes de Jackson et de la 
Vallée Poussin modifiés que nous utiliserons pour l'approximation robuste. Celles-ci sont évidement 
des extensions aisées de résultats bien connus pour les polynômes classiques. 
Proposi t ion 11 Soit f une fonction bornée sur I. Alors, 
1. Sim> n et Mx < f < M2 alors Mi < J„.m(a;,/) < A/2. 
2. Supposons maintenant m > 2n. Le polynôme Vn¡m{x,f) vérifie: 
\\VnMf)\\L-w < (3 + 2/n) | | / | !L=C ( / ) - (96) 
De plus, Vnim(p o ipm) = p o ¡pm pour tout polynôme p de degré au plus égal à n. 
Par ailleurs, 
\\Vn.m(f) - fh-(i) < (4 + 2/n) En(f, W , 
où En(f,tpm) = inf {|j/ - pei-Pm.\\L°«(i) • pun polynôme de degré n } . 
Démons t ra t ion de la proposi t ion 11 
Puisqu'une fonction constante est égale à son polynôme de Jackson pour m > n par (93), la 
première partie de la proposition 11 se ramène, par différence, à constater que le polynôme de 
Jackson d'une fonction non négative est non négatif ce qui est évident puisque Kn > 0. 
L'inégalité (96) est une conséquence immédiate de 1 et de la définition de Vn,m-
Maintenant si nous replaçons dans la définition (78) du polynôme de Jackson, le noyau de Fejér 
puis celui de Dirichlet par leurs expressions (89) et (88), nous obtenons : 
1 n k m 
^ ' k=0p=-k r=ï 
Dans le cas particulier où f(6) = e10"*™^') avec |a | < n, nous avons: 
1 n k m— 1 
.Wa: ,e i a * '») - —^ - V Y e ' ^ - W Y f e i £< a -* , >) \ 
• ' - m (n + 1) ¿-1 ¿-*> ¿-L y i 
Puisque \a — p\ < m par hypothèse, la somme précédente se ré-écrit 
- n k ^ n 
(„ + i )2- 2 - e <-.*> -
 (n + 1) 2- e 
v ;
 k=0p=-k x ' k=\a\ 
de sorte que : 
Jn,m(x,e*a*-) = n + 1 " N eia*»'<*> et J 2 n , m ( x , e ' ° ^ ) = 2 " + * ~ H e i a *»<*>. 
n + 1 2n + 1 
Ainsi V^mie1'*'''•" ) = e1"^-»
 a u Vu de la définition et il s'ensuit par linéarité: 
Enfin, en utilisant (96), on a pour p &Vn 
l!Vn,m(/)-/| |z,~r/) = \\Vn,m(f -p°tpm)-(f -poipm)\\L°o{I) < (4 + 2 / n ) | | / - p o ' v m | U ~ ( / ) , 
ce qui achève la démonstration. G 
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IV-2.3 Convergence robuste des polynômes J n m et V ,^m 
Revenons maintenant à la démonstration du théorème 10. 
Supposons que \f\< M sur / et que la fonction / soit continue en un point x de l'intervalle / . 
Étant donné un réel Ç > 0, il existe un réel K > 0, fonction de x et de (, tel que \f(y) — f(x)\ < Q/2 
pour tout y E I vérifiant \y — x\ < K. 
Par ailleurs, il existe un entier nia tel que pour tout m > mo, l'intervalle Im = [x\m',Xm ] contient 
le point x. La relation (93) nous permet d'écrire Jn,m d'une manière équivalente sous la forme : 
1 m 
Jn,M - f(x) = - Y,(f(xím)) + î/im) - /(*)) Kn(<pm{x) - t[m)) = A + B + C, 
k=l 
où A, B et C désignent respectivement : 
A
 = ~ E {(Mm)) - /(*)) Kn(fm(x) - 4m))} , 
| X — X . "* j < K 
et 
C = 
m 
B
 = ~ E {(/(4m)) - /(*)) Kn(<pm(x) - 4m))} 
l< Jb<m 
C
 = ~ E { ^ ^ n k W - Ö } -
l < f c < m 
D'abord, dû au choix de K et grâce à (93), nous avons : 
fc = l 
D'autre part, puisque ||7?^m'|ioo < ^ et toujours grâce à (93) il est clair que 
|C| < v . 
Par ailleurs, associons à la fonction <pm, la grandeur A m définie par: 
A m = min \ifi.m(yi) - Vm(î/2)| • 
M.Î/26/m 
l î / l - 3 /2 |>« 
Puisque i^ m est monotone et linéaire par morceaux, alors 
A m > K min 
y m ( % i ) - y m ( i t ) __ i 
Étant donné que, par hypothèse ¿m = {^(m,*1), il existe alors un entier mi > rao tel que: 
Vin > mi , Am > 7 
pour une certaine constante 7 > 0 . 
Compte-tenu du fait que le noyau de Fejêr Kn vérifie pour tout a > 0 
lim < sup Kn{t) \ = 0 , 
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il existe un entier no tel que pour tout entier n > no et pour tout y > A m > 7, nous avons 
Kn(y) < ^ 7 . Il en résuite que pour tous entiers n > no et m > mi, m restant plus grand que n, 
\B\ < 2M- Y, Kn(lfm(x)~tlm)) < C/2. 771 
Kk<m 
Finalement, 
\Jn,m(x) - f(x)[ < | A | + | B | + | C ! < Ç + V. 
Pour terminer la démonstration de la première partie du théorème, remarquons que si / est 
continue sur un compact [a,ß] de l'intervalle I, alors K et 7 peuvent être choisis indépendamment 
de x et la démonstration précédente montre que Jn,m converge uniformément vers / sur [a,ß]. 
Pour démontrer la dernière partie du théorème, notons simplement que la relation : 
f i- _ 2 n + 1 / x ? \ " + 1 / / f \ 
n n 
nous permet de conclure en utilisant la première partie du théorème 10. • 
IV-2.4 L'évaluation numérique de J„m et de V„iTn 
Reprenons les expressions (78) et (79) des polynômes Jn.m(x) et Vn¡m(x) ; 
1 m 
Jr,,m{x) = Jn.m(z,f + V) = — ^ ' ¡ / [ " ^ ^ ( ^ „ ( x ) - t{™]) 
fc=i 
et 
y _ 2 n + l = n + 1 -
n n 
Nous allons donner une forme plus simple de ces expressions permettant un calcul efficace et 
rapide de ces polynômes en tout point de leurs domaines de définition. 
Dans l'expression du polynôme de Jackson, remplaçons le noyau de Fejèr, puis celui de Dirichlet 
respectivement, par leurs expressions (89) et (88); nous obtenons: 
.. m n k 
JnMX) -
 ( 1 ) m l^Vr 2^ 2^e 
Compte tenu de la relation : 
n k n 
] T J2 aP = (n + 1) + £ (n + 1 ~ k)(ak + a~k), 
k=0p=-k k-l 
nous avons l'expression suivante pour J„ i m : 
i„.m(*)= ¿ « " - W ( ^ 5>>e- -*">Y (97) 
De la même manière, le polynôme de de la Vallée Poussin exprimé sous la forme : 
2n k 
>(*> = ^Erim) E £ e - ; - < ^ \ 
n m 
r = l k=n-tl p—~k 
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peut être écrit, compte tenu de la relation : 
2n k 'in n+1 
Y Y aP = Y (2n + ~L-k)(fik+a-k) + n^(ak+a~-k)+n, 
k=n+lp=-k k=n+2 k=l 
sous la forme suivante : 
2n / m \ 
Vn,m(x)= ¿2 eikvMx) \T,<™ y{rm)e~ltl;")k) (98) 
¿c = - 2 n \ r = l / 
avec 
„fc _ J £ si 0<|fc|<n + l 
n
'
m
 ~ l 2j}~^hï si n + 2<\k\<27 
Ces relations (97) et (98) expriment Jn<m et Vn,m comme des polynômes dans le système ortho-
normal {^n}nëz de i'espace L2([0,27r],ipdi). 
Soit F le vecteur colonne de longueur m dont le rlème élément est y } . . Soient B+ la matrice 
de type (n + 1) x m et i ? - la matrice de type n x m définies respectivement par : 
B+ / n + l - ( f e - l ) <ffc_ lU<„A l (n + l)m y 1 ^ ^ 1 
et 
_ fn + l-k _iktijn,\ 
et soient V+ la matrice (2n + 1) x m et F " la matrice 2n x m données respectivement par : 
V
 - [Vn,m e )l<k<2n+l 
x J
 l<T<m 
et 
V = ( < m ékt{"l)\<k<2r¡ 
x J
 Kr<m 
Si A+(x) et A (x) désignent les vecteurs lignes dont les éléments sont des fonctions, de lon-
gueurs n + 1 et n, et respectivement donnés par: 
A+(x) = (l,...,etnv^x)>j et A~{x) = {e~ltfim{x\... ,e~inifim{xA 
et si de plus W+(x) et W~{x) désignent les vecteurs lignes dont les éléments sont des fonctions, 
de longueurs 2n + 1 et 2n, et donnés respectivement par : 
W + (x) = ( l , . . . , e l 2 " v ' " ' ( l ) ) et W~(x) = (e~iv^x\... ,e-i2nVmixA 
alors les polynômes Jn,m{x) et Vn,m(x) s'expriment sous les formes matricielles suivantes : 
Jn,m(i) = (A+(x) B++A~(x) B-) F (99) 
et 
Vn,m(x) = (W'+(x) V+ + W-(x) V-) F. (100) 
Ainsi, l'évaluation de J„ i m et de Vn,m sur un ensemble de points £ i , . . . , £p, peut être formulée 
comme des produits matricielles dont l'utilisation est fort adaptée pour les calculs numériques 
principalement sur des machines massivement parallèles, (voir [74]) : 
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A+((i) \ i A"(6) 
: L B + F + : \B~ F (101) 
AHíP) ) V A-tir) 
et 
W+fo) 
w+(t. vi 
V+ F+\ : {VF. (102) 
Remarquons que dans ¡'expression (99), les vecteurs colonnes B+F et B F contiennent les 
coefficients du polynôme Jackson Jn,m(a;) dans le système des bases 
{ l , . . . , e i n *"" ( x ) } et { c - ^ ™ ' ^ , . . . ,e_ , n v*"{ a ! )} 
tandis que dans l'expression (100), les vecteurs colonnes V+F et V~F donnent les coefficients du 
polynôme Vn<m{x) dans le système des bases 
{ l , . . . , e i 2 n ^ " ( l ) } et { e - ^ - ' W , . . . , c - i 2 n v , m ( x ) } . 
Lorsque les points {ij , . . . ,Xm } sont équi-répartis sur [0,2TT] c'est-à-dire lorsque ipm = 
•^[0,2-] alors le calcul de ces coefficients donne directement les expressions des polynômes de 
Jackson et de la Vallée Poussin dans les bases standards {l,elx e2tx,.,. } et {e~lx,e~2*x,...}. 
L'utilisation des facteurs d'atténuation [42, chap.13], permet d'étudier comment ces coefficients 
sont reliés aux coefficients de Fourier discrets de la fonction / aux m 
Lorsque les points d'échantillonnage {x™',... , im } ne sont pas équi-répartis sur [0,27r], une 
étape auxiliaire d'échantillonnage de l'approximant est nécessaire pour revenir aux bases standards. 
IV-2.5 Retour aux points équi-répartis 
Lorsque les valeurs (î/j. ) ne sont pas données en des points équi-répartis de l'intervalle [0, 2TT], 
les polynômes de Jackson et de la Vallée Poussin sont définis dans la base B,p = {e în¥5}nez pour 
une certaine fonction ¡p de l'ensemble $. L'utilisation de ces polynômes en identification (pour 
construire les matrices de Hankel ou de Toepliiz par exemple) exige de disposer d'expressions qui 
sont de véritables polynômes trigonométriques c'est à dire qui s'expriment dans la base standard 
{e!ni}n€Z- Une façon simple d'obtenir de telles expressions consiste à construire les polynômes 
classique de Jackson et de la Vallée Poussin associés respectivement aux fonctions Jn,m et V„tni 
aux points équi-répartis {v™ ,...,tm } . Nommons les Jn,m et Vn¡m. Pour les calculer, rappelons 
d'abord l'expression de Jn>rn 
k^A{n+l)m hi ) 
et celle de Vnt7n : 
2n m 0< |fc| <n + l 
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Les polynômes trigonométriques Ju¡m et Vn¡m sont alors respectivement définis par : 
*-(*> = t (^J—^t^i^e^Ae-^ (103) 
fc=—n \ r=l / 
2n / m \ 
^n,m(x) = XI CE^ '^)6"""'"" CtPI (104) 
p= —2n \ p=l / 
et sont exprimés dans la base standard. Le théorème suivant montre que la propriété de la conver-
gence robuste est conservée par les polynômes Jn,m et Vn¡m ainsi définis : 
Théo rème 11 Soit f une fonction bornée sur I. Soient Jn,m et Vn,m les polynômes définis 
respectivement par les relations (103) et (104). 
Si 6m = 0{m~l), le polynôme trigonométrique Jn,m (respectivement Vn^m) converge robustement 
vers f(x) en tout point x Ç. I de continuité de / et ceci lorsque le niveau du bruit tend vers zéro et 
le nombre n tend vers l'infini, m restant plus grand que n (respectivement 2n). Cette convergence 
est uniforme sur tout intervalle fermé [a,ß] C I de continuité de f. 
Démonstration du t h é o r è m e 11 : 
Remarquons d'abord que : 
f _ i> - 2 " i ± 1 ( t _~f \ _ n + 1 ( f _~f \ 
n V / n V ' / 
Cette remarque nous permet de ne démontrer du théorème 11 que la partie relative au polynôme 
de Jackson Jn¡m- Désignons par Jn%m le polynôme de Jackson classique c'est à dire celui qui est 
calculé en des points équirépartis. Puisque 
/ J n,m — \J Jn,m) "î" [ ^nim ** n,m I > 
il suffit de démontrer que chacun des termes tend uniformément vers 0 quand n tend vers l'infini, 
m restant plus grand que n. Pour ce qui est du premier, cela découle des propriétés du polynôme de 
Jackson classique puisqu'il approche uniformément / . Pour ce qui est du second, cela provient du 
fait que le polynôme de Jackson n'augmente pas la norme de la fonction à laquelle on l'applique, 
en l'occurrence / — J„,m dont nous avons déjà démontré la convergence. G 
R e m a r q u e 11 Ce théorème peut être utilisé pour obtenir un algorithme d'interpolation ou d'ap-
proximation en deux étapes. Ce schéma d'interpolation est très utile quand les points de mesure ne 
sont pas équi-répartis ou simplement considérés comme tels par imprécision numérique de mesure. 
Rappelons que la condition d'êqui-répartition des points est primordiale pour le bon comportement 
des polynômes de Jackson et de la Vallée Poussin, condition qui ne devrait pas nous surprendre 
vu l'allure de la courbe de Kn. 
IV-3 Applications en identification 
Dans les problèmes d'identification partielle, robuste dans H°° et aux moindres carrés dans H2, 
à partir de données fréquentielles, les procédures d'interpolation et d'approximation constituent 
la première étape des algorithmes généralement proposés (voir le chapitre suivant). 
Dans H°°, la résolution du problème de Nehari auquel se réduit le problème extremal borné, 
fait appel à l'opérateur de Hankel F u de symbole u o ù u est la fonction de JL°°(T) à approximer 
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dans H°°. La méthode standard pour calculer cette solution est de déterminer à partir de la 
matrice de Hankel Hu de l'opérateur r u , la plus grande valeur singulière a de Hu, qui représente 
la distance à H°° de la fonction u, et un vecteur singulier x associé à a et qui est de ce fait un 
vecteur maximisant de Yu. Cette matrice Hu est la matrice de Hankel construite à partir des 
coefficients de Fourier de la fonction u. 
Dans l'espace réel hilbertien L2(T), la résolution du problème extremal uniformément borné 
(33) ainsi que celle du problème de la completion analytique bornée (45) exigent de pouvoir 
exprimer pour une fonction donnée, sa restriction sur un arc K du cercle unité T, afin de définir 
les opérateurs de Toeplitz associés aux fonctions \K et XJ\K e t calculer la norme sur T\K d'une 
fonction u G L2(T) c'est-à-dire la norme sur T de sa restriction \T\KU s u r T \ K. 
Dans les applications pratiques, les fonctions initiales f et h (voir chapitre III) ne sont données 
que par un ensemble fini de leurs valeurs ponctuelles et éventuellement bruitées sur K et sur T\K. 
Une première étape d'interpolation ou d'approximation est ainsi nécessaire. Dans ce contexte, les 
polynômes de Jackson et de de la Vallée Poussin trouvent une de leurs utilisations en approximation 
des fonctions à partir de données ponctuelles. 
D'une part, les facteurs d'atténuation, que nous détaillerons en IV-3.1, nous permettent de 
calculer les coefficients de Fourier discrets pour construire la matrice de Hankel à décomposer 
pour finalement calculer les valeurs et vecteurs singuliers. D'autre part, la convergence uniforme 
des ces polynômes J et V (ou bien J et V, voir section IV-2.5) vers ces fonctions sur tout intervalle 
fermé des domaines de leur continuité, permet d'exprimer dans IV-3.2, les coefficients de Fourier 
de la restriction d'une fonction â partir de ceux de la fonction initiale donnée sur tout T pour 
finalement calculer la matrice de Toeplitz et la norme des restriction des fonctions. 
Indiquons par ailleurs que le calcul effectif impose de manipuler seulement des matrices et des 
séries d'ordres finis de sorte que des troncatures de ces matrices et séries doivent être opérées. 
Nous détaillerons la résolution numérique des problèmes (33) et (45) dans le chapitre V. 
IV-3.1 Les facteurs d'atténuation 
Définissons le coefficients de Fourier discret âp d'ordre p associé aux m valeurs {y™ , . . . , j4T } 
d'une fonction définie aux points équi-répartis {t™ ,... ,tm'} par: 
1 m i 
Vp G Z : Ôj, = - Yylm} e~ipt' . (105) 
Tirons de (97) et (98) les expressions des polynômes J„,m(x) et Vn,m(x) associés à ces points: 
et 
avec 
n i 1 H I m ™ 
•
¿
-' (n+ï)m <—i ,*—' 
k=—n r=l k~—n 
2n . m 2n 
Jt=-2n r=3 fc=-2n 
n + 2 < \k\ < 2n . 
Ces multiplicateurs j£ et v\ jouent le rôle des facteurs d'atténuation3 puisqu'ils permettent 
de calculer le coefficient de Fourier discret âk d'ordre k pour — n < k < n (respectivement 
pour ~2n <k <2n) à partir du coefficient j * âk (respectivement v*ôjt) d'ordre fc du poly-
nôme Jn,m (respectivement K¡,m). 
3. Voir [42, §13.2-111] pour la définition des facteurs d'atténuation ainsi que leur application pour les interpolants 
linéaires et cubiques (splines). 
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IV-3.2 Restr ict ion des fonctions 
Supposons que la série J^neza™ e* ™6 converge uniformément vers la fonction u(Ô) sur un 
intervalle K de [0,2ir]. Alors la série infinie Yln^z ßneine converge, uniformément sur tout compact 
intérieur à K tout en restant bornée en norme L2, vers la fonction XK U(Ô) sur K où le coefficient ßk 
est défini par : 
ßk = ^- i \Ku{d)e-lkede = Tanrkn avec rkn = ~ f e^n~^e dß 
n£Z 
ou bien d'une façon équivalente: 
( • \ 
ßk 
\ '• ) 
( . \ 
= n où % = 
\ •• } \ I 
De la même manière, si la série J^nez ®n e* " ° c o n v e r g e uniformément vers la fonction ù{0) sur 
T \ K, alors la série Y^nc.zßnein8 converge, uniformément sur tout compact intérieur à K tout 
en restant bornée en norme L2, vers la fonction XT\A""($) s u r T \ K, où pour tout entier positif 
k, le coefficient ßk est défini par : 
h = ~ r XT\KÛ{9)e-lk9d9 = £>„** où fn = T- Í ^ " " ^ ¿7r
 Jo t^i ll[ JT\K 
de 
c'est-à-dire d'une manière équivalente : 
/ : \ / : \ 
ßk = a ân 
\ • ) V : / 
où TL = 
V 
Remarquons que, puisque : 
Vn € Z , VJfc e Z : rkn + f* = èkn , 
où ¿£ est le symbole de Kronecker, alors la somme Tí + Ü est égale à la matrice identité. 
Lorsque l'intervalle K est symétrique, c'est-à-dire si 
K = {eie : -a<B < a] ou bien K = {eie : a < 0 < 2it - a} , 
alors r£ et f* sont donnés par 
— f eipS de = -s inc(pa) et i - / °e î p i , d0 
2TT J_0 TT 2TT J a 
TT — a 
sinc(p (7T — a)) . 
De plus 71 et 72. sont des matrices symétriques de Toeplitz. 
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Chapitre V 
Retour au problème 
d'identification robuste H°° 
Dans ce chapitre, nous allons présenter un schéma complet pour résoudre le problème de 
l'identification harmonique partielle et robuste dans fi'00 tel qu'il a été précédemment introduit au 
chapitre I. Cette étude, qui a fait l'objet d'un article [11] soumis pour publication et qui constitue 
une approche originale pour traiter des problèmes d'identification partielle, étend les résultats de 
[34, 40, 56, 58] aux cas plus réalistes où les données expérimentales ne sont disponibles que sur 
une bande stricte du domaine des fréquences et généralise ceux de [10] concernant le problème 
extremal borné dans H°° au cas d'une contrainte variable. 
Ce problème consiste à construire, depuis les données fréquentielles expérimentales sur la bande 
passante du système, une transformation robustement convergente (sur cette bande) vers les mo-
dèles stables dans H°°, tout en respectant une certaine contrainte de gabarit à l'extérieur de cette 
bande. La convergence robuste est celle définie par Partington dans [56] et qui correspond à la 
convergence uniforme de la transformation précédente vers la fonction de transfert du système sur 
la bande de fréquences lorsque le nombre de mesure tend vers l'infini et le niveau de bruit tend 
vers zéro, tout en satisfaisant asymptotiquement la contrainte imposée à l'extérieur de la bande. 
Plus précisément, soit K un sous-arc strict et symétrique du cercle unité T défini par: 
K - {eie : a < 0 < 2?r - a} où 0 < a < -K , avec T\K = {etS : -a < 6 < a} . 
Soit / une fonction de l'algèbre du disque A (D) qui représente la fonction de transfert d'un 
système stable en temps discret. Nous supposerons que la fonction / est donnée par ses va-
leurs (ak = f(zk) + %)-„<*<„ aux 2n points Czk)_„<k<„ de K et entachées d'un bruit (r¡k)ln 
appartenant à Z°°. De plus nous ferons l'hypothèse que la fonction / appartient à la classe des 
modèles dans laquelle nous chercherons une meilleure approximation c'est-à-dire que / satisfait a 
priori la contrainte suivante sur T \ K : 
\f(z)-h(z)\ < r{z), pour z € T\K, 
où h et r sont deux fonctions continues sur T \ K et r est telle que : 
r{e±ia) = 0 et r(z) > 0 , Vz € T \ K . 
L'identification robuste sur la bande de fréquences K consiste à construire, avec les données 
(ak)-n<k<n, une approximation fn de / sur K qui converge robustement sur K au sens où : 
}WL S UP WU- Î\\L°°(K) = 0; 
e —0 | | l | |ao<< 
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nous imposons de plus que l'approximant fn respecte asymptotiquement la contrainte sur T \ K 
c'est-à-dire : 
Jirn sup i svp_i\fn(z)-h(z)\-r(z)\\ < 0. 
Pour résoudre ce problème, nous avons développé un algorithme d'identification en deux étapes 
que nous présenterons dans ce chapitre. 
La première étape, qui sera détaillée dans le paragraphes V-l, consiste à construire une ap-
proximation robuste pn des données : (ak)-n<k<n sur K et h sur T\K. 
La deuxième étape, que nous détaillerons tout au long de la section V-2, se formule comme 
un problème extremal (dual) borné dans H°° et consiste, quant à elle, à résoudre une famille de 
problèmes {pondérés) de Nehari. Ce problème extremal borné, qui sera étudié en section V-2.1, 
constitue une généralisation, au cas d'une contrainte variable r sur T \ K, du problème déjà détaillé 
en section III-2. Compte tenu du fait que cet algorithme doit nous permettre de reconstituer au 
sens de la convergence robuste, la fonction de transfert initiale / supposée dans l'algèbre du disque 
A(H), il sera indispensable de supposer une certaine continuité des données et de l'approximant 
que nous détaillerons dans les paragraphes V-2,2 et V-2.4. Ces conditions sont extraites de l'étude 
du problème classique de Nehari dont les résultats essentiels seront rappelés en section V-2.3. De 
plus nous supposerons que les données sont denses sur K. Par ailleurs, nous monterons dans V-3 
que, pour garantir la convergence du schéma numérique, certaines hypothèses de régularité sont 
exigées sur la contrainte r et sur les divers symboles intermédiaires (de la famille) à approximer. 
Le schéma global de cet algorithme sera présenté en section V-4 et une estimation de l'erreur 
d'approximation associée à cette identification sera donnée en section V-5. 
A propos de la contrainte sur T \ K 
Dans ce schéma d'identification, les fonctions h et r représentent les deux paramètres qui nous 
permettent de compléter la fonction / sur T \ K. La fonction h représente un comportement de 
référence pour / dont l'approximant ne doit pas s'éloigner à plus de la distance r. Il est alors 
clair que plus la fonction h est une proche estimation de la fonction / sur T\K, moins grande est 
l'amplitude r nécessaire à la capture asymptotique de / . Réciproquement, lorsque le comportement 
h de f sur T\K ne peut être fourni a priori d'une manière suffisamment précise, le choix d'un 
gabarit r suffisamment large est alors nécessaire pour compenser le manque de visibilité sur / . 
En pratique (voir chapitre VI), cette contrainte r nous permet de choisir un compromis entre une 
bonne approximation des données sur K, obtenue par des fonctions r de grandes amplitudes, et un 
comportement contrôlé sur T\K obtenu, au contraire, par des fonctions r de faibles amplitudes. 
Par ailleurs, et de part la définition de / „ , les quantités j / n - f\ et \fn — h\ convergent uni-
formément, respectivement vers 0 sur K et vers r sur Y \ K quand n tend vers l'infini et e tend 
vers zéro. De plus, puisque r ( e ± i a ) = 0 alors f(zn) = h(zn) (et f{~zZ) — h{z^)). Cette dernière 
condition qui impose à h de coïncider avec la fonction inconnue / aux extrémités de K, rend 
la construction de h théoriquement impossible. Néanmoins, pour garder un schéma robustement 
convergent, nous allons spécifier les données sur T\K sous une forme analogue à celle des données 
sur K en choisissant une fonction inconnue h qui coïncide avec / aux extrémités de if à laquelle 
nous ajoutons une fonction dans la famille (ec)cgc des fonctions qui convergent uniformément vers 
zéro sur T \ K quand c tend vers zéro et tels que ec(eta) = c et e c(e~ i a) = c. Pour des raisons de 
simplicité, nous nous limiterons aux fonctions ec(z) linéaires en z définies sur T\K par : 
_ c (z - e~ta) -c (z- eia) 
V z e T\K : ec(z) = -±- -i-. i '-, (106) 
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et nous choisissons la completion des données sur T\K sous la forme ho + ean dont le terme 
h0 = h — ej(c¿o) est une fonction qui s'annule aux extrémités de K. Remarquons que ea„ est une 
fonction continue des données an et 5 n directement disponibles et que la différence entre cette 
completion ho + ea„ et la fonction h initiale est au plus égale à r¡n : 
\(ho + e Q j - h\ = |e„„ - e / ( e i « ) | = \erin\ < nn . 
Ce procédé constructif préserve la convergence robuste et nous permet une completion continue 
(aux extrémités) des données sur tout le cercle. 
V-l Interpolation robuste des données 
Rappelons que nous disposons d'une part des n valeurs a\,... , o„ (et des n autres valeurs 
a i , . . , ,an par conjugaison) sur K et d'autre part de la fonction ho + ea„ sur T \ K. Nous allons 
d'abord générer, à partir de cette dernière fonction, n' valeurs an+ï,... ,an+n> aux points zn+i, 
..., zn+n> de T \ K. 
L'échange de la fonction h0+ean par n' de ses valeurs ponctuelles s'accompagne nécessairement 
d'une perte d'information sur T \ K. Cependant, l'erreur d'approximation ainsi induite peut être 
réduite par un choix approprié (suffisamment grand) de la valeur de n' pour rendre cette erreur 
de discrétisation négligeable devant l'erreur d'estimation sur T \ K de la fonction / par ho + ea.n 
ou simplement devant la fonction r. 
Par ailleurs, pour conserver la convergence robuste de cette étape, nous imposons à n' de ne 
pas faire augmenter, par les points zn+i,- • - ,zn+n', le saut maximum entre les points de l'en-
semble { z ] , . . . , £„+„<} c'est-â-dire de choisir n' (par exemple n' > ^ ^ n) tel que : 
sup \zn+k+i - zn+k\ < in avec £n = sup |z k + 1 - z k ¡ . 
l<*<n ' - l l<fc<n-l 
A ce stade et après completion par conjugaison en prenant a_t = äk pour 1 < k < n + n', 
nous disposons de 2(n + n') valeurs 
Û — n — n' Î • • • î ^ n+n' doiÍIléGS âUX points Z _ n _ n ' , . . . , Zn+n> (non 
nécessairement équi-répartis) distribués sur tout le cercle T avec un saut maximum de ^n-
Dans cette première étape de l'algorithme, les polynômes (modifiés) de Jackson J et de la 
Vallée Poussin V nous permettent de calculer un approximant pn de ces données. Par ailleurs, si 
£n = 0(n,1 ) c'est-à-dire si les points z-n-n- ,••• , zn+n' sont denses sur T, alors J et V convergent 
robustement, par le théorème 10, vers la fonction /V/i sur tout le cercle T puisque /io+ea„ = h+eVn 
et que par définition, eVn converge robustement vers 0. 
Remarquons que le polynôme pn, construit à partir de données expérimentales et bruitées, 
n'est vraisemblablement pas dans H°°. Si pn € H°° alors pn £ A(iï$) est solution du problème 
Nous supposons dans la suite que le polynôme pn issu de cette première étape d'approximation 
n'est pas dans H°°. 
V-2 Approximation dans A (B) 
La seconde étape de l'algorithme consiste à construire un approximant /„ stable et continue qui 
converge robustement vers la fonction / sur K et respecte la contrainte r sur T \ K. La proposition 
suivante dont la démonstration est reporté à la fin du paragraphe V-2.4 nous garantit l'existence 
d'un tel approximant : 
Proposition 12 Si la fonction r est ß-Lipschitz surY\K avec 0<p,<l et tel que T{e±ia) = 0, 
alors il existe un réel positif en telle que la fonction fn solution du problème : 
\\Pn-fn\\L°°(K)= min }\pn - g\¡L™(K) = £n ( = A»(£n) = &o ) , i™7) 
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soit dans l'algèbre du disque A (ES). De plus, si pTl converge robustement vers f V h sur T, l'ap-
proximant / „ converge robustement vers la fonction f sur K : 
Jim sup ||/„ - / | U » ( K ) = 0, (108) 
«~0 INioo<£ 
et respecte asymptotiquement la contrainte r sur T \ K : 
Jim sup l svv_(\fn(z)-h(z)\-T(z))\ < 0. (109) 
«-0 N U < e [z€T\K J 
Nous allons tout d'abord justifier la nécessité de considérer une contrainte variable sur T \ K 
et montrer en section V-2.1 que, dans ce cas aussi, le problème extremal borné, déjà considéré 
dans la section III-2 pour une contrainte constante, est à son tour équivalent à un problème de 
Nehari et admet par conséquent une solution. 
Nous indiquerons ensuite qu'un ajustement à r + e„ de la contrainte r sur T \ K, pour un choix 
de e„ que l'on montrera possible, ainsi qu'une condition de Lipschitz sur r permettent de garantir 
l'appartenance de l'approximant /„ à l'algèbre du disque A iß). Nous rappellerons au passage 
quelques points essentiels relatifs au problème classique de Nehari. 
Associons à la fonction p„ le problème extremal borné suivant : 
\\Pn- 9n\\L^(K) = mm \\Pn- 9lh~(K) = ßoo • (HO) 
Lorsque la contrainte r est partout égale à une constante M, ce problème (110) est équivalent, 
compte tenu de l'hypothèse pn $ H°° soit encore ßoa > 0, au problème de Nehari suivant (voir 
section III-2) : 
min \\pnw_3_v i - I > | | L ~ ( T ) = | | p „ w j _ v i . - wn||t=c(T) = 1, 
avec 
gn — vn m l j . 
Cette dernière équation montre que lorsque la contrainte r est constante sur T \ K, la solution 
gn £ U°° du problème (110) est généralement discontinue aux extrémités {e~la, ela} de l'intervalle 
K. Pour construire une solution continue sur T, il est alors nécessaire de considérer une contrainte 
variable r et de généraliser par conséquent à ce cas l'étude du problème extremal borné menée en 
section III-2. 
V-2.1 Retour au problème extremal borné 
Soient u une fonction de L°°(K) et v et p deux fonctions de L°°(T\K). Considérons de 
nouveau le problème extremal borné (25) dans H°° : 
l i«-fflU«(/0 = min \\u-g\\L~(K} = # » . (111) 
s€0?>„ 
Supposons que les jonctions v et p soient continues sur la fermeture T\K de. T \ K et que p 
soit positive. 
Si log(p) £ ¿1(T), il en résulte d'une part que: 
Vß > 0 : ß\i p € L°°{T) et log(ßVp) e L^J), 
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de sorte que : 
VßVp = W ^ V l V/3 > 0 : w-3* = « M V 1 6 H° 
D'autre part, nous déduisons que l'ensemble ß£°„ est non vide. En effet, puisque m{j\K(p) > 0, 
alors par le théorème 2 (ou bien le théorème II.4 de Runge), il existe toujours une fonction g € E^° 
telle que ||u - g\h^(x\K) < ^h\h'(p) et par conséquent g £ B™v, 
Par ailleurs, les équivalences suivantes : 
g G B~„ <=^ | f l -w| < K v p l p.p. s u r T \ i f «=» S ^ i v i e ^ 
montrent que 5 est solution du problème (111) si et seulement si g\ — <?w lvi est solution du 
problème extremal borné suivant : 
¡|MW1VI -9I\\L°°(K) = min ¡|uii)lvi - 9\\L™(K) , 
p
 • s € o , „ „ f 
p 
soit encore compte tenu de la proposition 3 et lorsque 0^ > 0, si et seulement si VQ = g\ w 1
 v l 
c'est-à-dire 
^
 =
 9 Wßt^ 
est solution du problème de Nehari pondéré suivant : 
min \\(uV v)w_¡_vi ~ v\\i^n) = \\(u V v) w 1 v ¿ - ÜQ||¿,«(T) = 1. 
Par cette dernière équivalence et en adaptant les résultats de la proposition 3 au problème 
(111) puis en tenant compte du fait que H°° + C(T) est une algèbre (voir [29, IX,thm.2.2]), nous 
avons ainsi démontré le résultat suivant : 
Proposi t ion 13 Soit u une fonction de L°°(K). Soient v et p deux fonctions continues surf \ K, 
p étant positive. Alors .-
1. Le problème (111) admet toujours une solution g dans B^v ; de plus si u V v appartient à 
l'algèbre iî°° + C(T), alors cette solution g est unique. 
Supposons que u $ B^v de sorte que 0^ > 0, alors : 
2. si la fonction u V v est dans l'algèbre H°° + C(T), l'erreur \u V v — g\ est presque partout 
égale à /?«, V p. 
3. la fonction g est solution du problème (111) si et seulement si ¡a fonction VQ = gwi/ßx>yl/P 
est solution du problème implicite de Nehari suivant : 
min ||(u V r ) f f i x v i - v\\x = ||(it V v) w_i_vx - «olU = 1- (112) 
VÇ_H°^ ^oa P Poe P 
Remarquons que /?oo est définie par (111), et que la pondération Wi/g^vi/p dépend de p, u et 
v à travers /?«,. Le problème (112) est un problème implicite et la valeur recherchée de 0X est 
celle qui rend le minimum dans (112) égal à 1. Qu'une telle valeur existe et soit unique découle 
du lemme 3 qui garantit par ailleurs un procédé dichotomique pour calculer ßx en considérant la 
fonction (u V v) «»ivi/p et en supposant u V v € H°° + C(T). 
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V-2.2 À la recherche d'un approximant continu 
Revenons au problème extremal borné (110) associé à pn : 
\\Pn-§n\\L~(K) = min ¡|pn - g\\L°°{K) = M 
Puisque p„ # H°°, alors /?<,<, > 0 et ce problème est équivalent au problème de Nehari suivant (cf. 
proposition 13) : 
min | | p n w ^ _ v i -U|1L°°(T) = \\pnw_L.yi - v„|U~(T) = 1, 
t îgn 0 0 (-co r Poo r 
avec 
gn = vn w~_L L . 
Cette équation montre que, comme dans le cas d'une contrainte constante, la solution gn € H°° 
du problème (110) est généralement discontinue aux extrémités {e~1 0 .e i a} de l'intervalle A'. Nous 
allons montrer qu'il est possible de garantir la continuité de la solution sur T en modifiant la 
contrainte r en une autre a. Posons 
V £ > 0 . V z G T \ K : ae(z) = r(z) + e. (113) 
Modifions la contrainte sur T \ K et considérons pour tout réel e > 0, le problème extremal borné 
suivant : 
!IPn-Sr,,e|U~(if) = min \\pn - g\\L~(K) = #»(e) • ( 1 1 4 ) 
Puisque pn $ H°°, alors /3oc(e) > 0 pour tout e > 0. Le problème (114) précédent est alors 
équivalent au problème de Nehari suivant : 
m i n | j p n W 1 v j _ - V | U ~ ( T ) = \\Pn W.-....!,..-y-L ~ Vn>e \\L°°(T) = 1< 
avec 
0 00(e) » i 
Cette dernière équation montre que, pour garantir l'appartenance à .4(D) de la solution gn,c, il 
est déjà nécessaire de choisir la valeur en de e telle que 
¿ M O = ffe(c±<0) = £n, 
afin de ne pas compromettre la continuité sur T de la solution /„ = gn,en du problème (114). Le 
lernme suivant nous montre qu'un tel choix en de e est toujours possible : 
Lemme 15 La fonction 11-+ ß^e) est continue, décroissante et admet un point fixe en : 
M O = En- (115) 
Démons t ra t ion du lemme 15 
Remarquons d'abord que la convexité de l'ensemble <B^iPn et celle de la norme || • |¡£»(/o im-
pliquent la convexité et par conséquent la continuité de la fonction e i—• M ( £ ) - Notons ensuite 
que cette fonction est décroissante puisque pour tous réels positifs ei et e%, nous avons: 
et par conséquent : 
£l < £2 = > M O > MO-
V-2 Approximation dans A (©) 71 
Pour finir la démonstration, il nous reste à démontrer que la courbe de la fonction ßoo(e) 
intersecte la première bissectrice du plan. Compte tenu du fait que cette fonction est continue et 
décroissante, il surfit alors de démontrer que : 
lim /?„(«•) = 0. (116) 
£~>0O 
En effet, supposons que cette courbe reste du même côté que sa limite à l'infini par rapport à cette 
bissectrice. Il en résulte que /3oo(e) < e pour toutes les valeurs positives de e et par conséquent 
la limite lim£_o /?c*(£) est nulle. La fonction monotone et continue /3TO serait alors identiquement 
nulle contredisant ainsi l'hypothèse pn $ H°°. 
Quant à la limite (116), elle est une conséquence directe du théorème 2 puisque l'ensemble BfctPn 
s'étend à tout l'espace H03 lorsque t tend vers l'infini et que. par conséquent, la fonction continue 
p n peut être approximée à une précision arbitraire sur K par les fonctions de H°°. Ü 
V-2.3 À propos du problème de Nehari classique 
Étant donnée une fonction u € L°°(T), le problème non-linéaire de Nehari [80, chap. 15] consiste 
à trouver une fonction VQ G H°° meilleure approximation de u dans H°° c'est-à-dire vérifiant : 
l l«-vo| |L-. ,T ) = min | | u - « | | t 0 0 ( T ) = distiu.i ï0 0) 
«e/i 
Un résultat classique de Adamyan, Arov et Krein [1] donne la solution v0 de ce problème en 
termes de valeurs et vecteurs singuliers de l'opérateur de Hankel F-a associé au symbole u (voir 
[59, Chap.3] pour l'étude des propriétés élémentaires des opérateurs de Hankel). 
Rappelons que l'opérateur de Hankel Tu de symbole u est définie par: 
r „ : H2 -» L2(T)\H2 
x i->- P-(ux) 
où P- désigne la projection orthogonale de L2(T) dans L2(T) \ H2. Rappelons aussi que si cet 
opérateur de Hankel Tu atteint sa norme en un vecteur non nul x dit maximisant c'est-à-dire tel 
que: 
||r„i|| l2(T) = ||r„|| IMIL2,T) avec Hrj = distaff00), 
alors il existe une unique meilleure approximation v0 donnée par [80, theo.15.16] : 
VQ — U . 
X 
et où l'erreur |tt — UQ| est circulaire [65, theo.5.6]. 
Tout opérateur n'admet pas forcément un vecteur maximisant (voir [80, theo.15.15] pour un 
contre-exemple) néanmoins un tel vecteur existe lorsque l'opérateur de Hankel Tu est compact 
c'est-à-dire lorsque u € H°° -f C(T) par le théorème de Hartman [65, theo.3.1]. 
Résumons les propriétés essentielles du problème de Nehari qui peut être considéré comme un 
problème extremal dual dans H°° (voir §11-1) : 
1. une solution VQ existe toujours ; 
2. la solution n'est pas forcément unique mais elle l'est tout au moins si u € H°° + C(T), et, 
dans ce cas, l'erreur \u - vo\ est alors une fonction constante p.p. sur T; 
3. toute solution t>o est continue sur T dès que u est Dini-continue (théorème de Carleson-
Jacobs) et cette condition de Dini-continuité ne peut être relâchée (cf. théorème II.3 ; voir 
[19, theo.4] ou [29, Chap.IV-theo.2.2] ou [1, Rmq.3.2] pour un contre-exemple). Une fonction 
est dite Dini-continue si son module de continuité est integrable en 0 par rapport à la mesure 
dt/t. 
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Sur la continuité de l'opérateur de meilleure approximation 
Ainsi, puisque tout opérateur compact atteint sa norme, alors par le théorème de Hartman, 
toute fonction de H00 + C(T) admet une unique meilleure approximation dans H°° au sens de la 
norme uniforme. Notons par A cet opérateur d'approximation (nous ne donnons pas de domaine 
de définition pour A ; le lecteur se reportera par ailleurs à [61] pour une étude détaillée de ces 
propriétés de continuité). 
L'étude de la continuité de l'opérateur A est importante, tout au moins pour deux raisons. 
D'une part, pour une fonction donnée u définie sur T et comme soulignée dans [61j, on ne cal-
cule généralement qu'une approximation ü de u si bien que nous sommes amenés à estimer la 
déviation | | A / — Awjj dans le cas où ü est une petite perturbation (dans un certain sens) de u. 
D'autre part et comme démontré dans [41], la fonction u(z) = z2 est un point de discontinuité de 
A puisqu'il existe une suite un de fonctions régulières qui converge vers u dans L°°(T) sans que 
la suite A un des approximants ne converge vers A u dans £°°(T). 
La continuité de l'opérateur d'approximation a été étudiée dans un cadre plus générale où le 
problème posé consiste à trouver les classes X C H°° + C(T) pour lesquelles AX C X (étude due 
à Peller et Hruscev [65, chap.5]). On dit que de telles classes vérifient la propriété d'hérédité. Sans 
détailler une telle étude (voir [65, Chap.5], [19, 62, 61]), indiquons que l'algèbre de Wiener VV [43, 
Chap.5] constituée des fonctions continues sur T dont les séries de Fourier convergent absolument : 
( GO OO \ CO 
VV = < u(z) = T J hnz~n; 2_j l^nl < oo > avec ||u||vv = ¿2 \hn\, 
n~ — oo n= — oo 
vérifie cette propriété d'hérédité. 
Théorème 12 [36, theo.6] Soit, u une fonction de l'algèbre de Wiener VV telle que A(u) ^ u. 
L'opérateur d'approximation : 
A : VV -* W 
est continu si et seulement si sa plus grande, valeur singulière est simple. 
Rappelons [65, Chap.5] par ailleurs que les valeurs singulières {sfc(T)}¿¿>o d'un opérateur com-
pact T, sont données par la suite des valeurs propres de l'opérateur (T* T) ' et que la plus grande 
valeur s0(T) = ||T||. 
Pour finir, mentionnons le fait que la fermeture X0 des polynômes trigonométriques au sens de 
la norme de Lipschitz pour 0 < a < 1 : 
Il r n ., \U(C) — U(V)\ 
h\\a = IMIoc + sup' y l'» 
vérifie aussi la propriété d'hérédité [19]. 
V-2.4 À la recherche d'un approximant continu (suite) 
Avant de démonter la proposition 12, il nous reste à établir le lemme suivant : 
Lemme 16 Si la fonction r est de Lipschitz d'exposant pt pour 0 < ¡i < 1 sur T\K avec 
r(e±ia) = 0, alors le facteur extérieur wiv_i_ est aussi ß-Lipschitz sur T. 
Démonstration du lemme 16 
Remarquons d'abord que, puisque la fonction r est //-Lipschitz sur T, le calcul suivant : 
{0 si zi G K et Z2 6 K 
r(zi)-r(z2) si ri £f\K et z2 G T \ K 
-r(z2) = rie'a) - r{z2) si zx € K et z2 G T \ K 
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montre que pour tout réel positif z la fonction e V ac est aussi ¿¿-Lipschitz sur T. Par ailleurs, 
compte tenu du fait que e V at est une fonction bornée et strictement positive pour tout e > 0 , 
0 < e < £VffE < m a x r ( 2 ) + £ , (117) 
z<iT\K 
son inverse - V - c'est-à-dire | W I V _ L | est alors une fonction u-Lipschitz sur T. 
De plus, puisque pour tous réels x et y positifs, | log(x) - \og{y)\ < \x — y\/ min(x, y) alors pour 
tous éléments z\ et z^ de T : 
log|u'iv-i-Ùi)i - log|u' i v j_(22) < 
| w i v J - ( Z l ) l - | W l V J - ( z 2 ) 
m a x z £ T ^ r ( z ) + £ 
Il en résulte que la fonction logiwiv j_! est ^-Lipschitz sur T. 
Par ailleurs, pour tout élément z € 0, soient P z et Q2 le noyau et le noyau conjugué de Poisson 
définis par : 
PÁe)
 =
 Re
 (?rrf) - <W*> = Im ($rrf ) • 
Posons : 
u(z) = ~ i " Pz(e)log\w,lvjL(8)\de et û(z) = ~ / Q I(0)log|wiv_L(0)|d0, 
27T J 0 * '* ¿TT JQ ' «€ 
où ü est la fonction conjuguée de u. Alors 
wi^(z) =
 e*<*>
+ifi<l> et u(z) = log|u>ivJ_(2)|. 
Compte tenu de (117), la fonction log ¡wiv_i_(e*e)| est integrable sur T. Il en résulte d'une part et 
par [25, thm.1.2] que la fonction u admet une limite non-tangentielîe sur T donnée en tout point 
de continuité de log \wivj_ | c'est-à-dire sur T par le théorème de Fatou : 
I imu(pe i t f )= log |wi v j_(e i 9 ) | . (118) 
p— 1 £ "c 
D'autre part et par [29, Chap.Ill-lern. 1.1] que la fonction ü admet une limite non-tangentielle sur 
T. 
Par conséquent, la fonction WI V _L admet une limite radiale sur T donnée par : 
wiy^{ée) = lim ( e ^ V * < " " > ) . (119) 
Cette limite M>IVJ_ est une fonction ¿i-Lipschitz. En effet, la fonction u, limite radiale d'une 
fonction ¿¿-Lipschitz par (118), est elle même /i-Lipschitz. De plus, puisque l'opérateur de conju-
gaison u —> ü préserve la classe des fonctions ¿¿-Lipschitz [29, Chap.III-thm.1.3], alors la fonction û 
est /¿-Lipschitz sur T. Ü 
Nous sommes maintenant en mesure de montre que la fonction fn = gn,en converge robustement 
vers la fonction / sur K et respecte la contrainte r sur T \ K. 
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Démonstration de la proposition 12 
Rappelons que le lemme 15 nous garantit l'existence d'un réel en positif tel que ßoo(^n) = 
£n = ßoo et que le lemme 16 montre que, pour cette valeur eTi de s, le facteur extérieur w i v_i_. 
est /¿-Lipschitz continue sur T et que, par conséquent, la fonction pnîf_i_v_j__ est Dini-continue 
(c'est à dire ayant un module de continuité integrable en O par rapport à la mesure dt/t, cf. §11-1). 
Par ailleurs, par la proposition 13, la fonction / „ est solution du problème (107) si et seulement 
si /n w_ï_v-i- est solution du problème de Nehari suivant : 
ßoo ffen 
min \\pnwiv_i_ -t>|U»(T) = | | P ^ U ' J _ V _ L - /„wj_v_!_| | i ,<«(T) = 1- (120) 
Puisque la fonction p n t u j _ v _ i _ est Dini-continue sur T, le théorème de Carleson-Jacobs (cf. 
théorème II.3) implique que cette solution /„ tu j _
 v _ j _ est dans l'algèbre du disque A (©) . De plus, 
ß oc <* €
 n 
puisque le facteur extérieur w_x.V-J- ainsi que son inverse appartiennent à -4(B), l'approximant 
/ n est une fonction de .4(B). 
Par ailleurs, compte tenu respectivement des inégalités suivantes : 
1/ - /n! < 1/ - Vn\ + ßoo sur K et \h - / „ | < \h - pn\ + r + ßx sur T \ K 
(121) 
et de la convergence robuste du polynôme pn vers / V ft, il suffit, pour finir la démonstration de la 
proposition 12, de démontrer que: 
lim ßx = 0. 
n —>oo 
Cette dernière limite est une conséquence de la convergence robuste du polynôme pn vers la 
fonction / V h. En effet, supposons au contraire qu'il existe un réel positif ßmin t e l que: 
V n € N, V e > 0 : A„(n, i) > ßmin > 0. 
D'abord la convergence robuste de pn vers f V h implique qu'il existe un entier positif n\ tel que : 
V n > m : \pn - f V h\ < ßmin . 
Ensuite, l'hypothèse \f — h\ <r sur T\K faite initialement sur / , h et r, implique que : 
Vn > m : \f-pn\(z) < \f-h\(z) + \h-pn\(z) < r+ßmin < aCn , V z € T \ K, 
Par conséquent, / € B^
 Pn et 
ce qui contredit la définition de ßmin. Ainsi, l'erreur d'approximation ßx,(n, e) converge vers 0. D 
V-2.5 Calcul de l'approximant: résolution de l'équation implicite (115) 
Pour terminer cette seconde étape de l'algorithme, il nous reste à calculer l'approximant stable 
et continue / „ . Nous savons déjà que cette fonction /„ est la solution du problème de Nehari 
implicite (120) avec j3M(£n) = en. En fait, ce problème est doublement implicite. En effet, si la 
détermination du point fixe £„ de la fonction e H-> /?oo(t) introduite par le problème (114), peut 
être résolue grâce au lemme 15 par un procédé dichotomique, elle exige de pouvoir calculer, pour 
chaque réel positif s, la valeur /3oo(£) de cette fonction solution de (114). Si, pour tout réel positif 
e, A£ désigne l'application suivante : 
A£ : ]0, oo[ —• ]0 ,oo[ 
6
 ' *
 mln IIPnWivjL -HU«(T) 
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alors le lemme suivant nous fournit un procédé constructif pour calculer les valeurs de la fonction 
£ "-»• ßoo(e): 
L e m m e 17 Pour tout réel e > 0, l'application A£ est continue et décroissante de ]0, oo[ dans 
]0,oo[. 
Par conséquent, pour tout réel positif e, l'équation implicite A£(¿) = 1 admet toujours une 
solution qui n'est autre que ßao{£) : 
Ve > 0 : 0œ{e) = A ^ l ) . (122) 
De plus puisque l'application Ae est monotone et continue alors une procédure dichotomique suffit 
pour calculer A7X(1). 
Démons t r a t i on du l emme 17: 
Soit £ > 0. Pour tout réel 6 > 0, la fonction pnwiv_i_ appartient à l'algèbre Hx + C(T). Il 
existe alors, par les théorèmes (II.6) et (II.2), une unique fonction vg € H°° telle que 
A£(<5) = | ¡p„wi vJ- - Î ' Î I ! L « ( T ) = |PnWivj_ -vs\ p.p. sur T . 
Considérons deux réels positifs et distincts Si et 62, et leurs deux fonctions associées ve1 et v¡2 
de H00. Puisque u>_i_v_i_ w~¿ ± — w«a v l , et que par conséquent v¡2 ws^ € i / 0 0 , 
6» 
IPnîïfv-L-^^ilvll = lW£lvl feroiyi -Vi2)\ < A e ( 6 2 ) \ - f V l \ . 
Alors 
02 
A£(¿i) < llpnW^vJL - wÎ2w | ivi l l iœ(T) ¿ Ae(¿2) max( —, 1), 
soit encore compte tenu des rôles symétriques joués par b\ et S2 : 
Ae(62) m i n ( ^ , l ) < A £ ( ^ ) < A£(¿2) m a x ( ^ . l ) . (123) 
O l O l 
Il en résulte d'une part que l'application A£ est décroissante puisque : 
V éi > 62 > 0 : A£(oi) < Ae{62), 
et d'autre part que cette application A£ est continue puisque : 
V Í > 0, V i) > 0 : S + Tj > 0 =*• |A £ ( f i ) - Ae(¿ + Tj)| < Ae(6 + i ; ) 5 . 
c 
Il nous reste à démontrer que les limites en 0 et en +00 de la fonction continue et décroissante 
A£ sont respectivement égales à +00 et 0. 
Soit f > 0. Puisque la fonction p n w l v j . <E H°° + C(T) et que #°°¡ . contient C(T \ K) (cf 
théorème 2), alors il existe une fonction g € H00 telle que : 
||PnW1VsL - g\\L°°{T\K) < £• 
Considérons la suite ( J W I V 1 ) de fonctions de H°°. Pour tout entier positif n, nous avons : V ™ /n>o 
A£(n) < !¡p„uuv.j_ -fli"i.viiU~(T) 
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et pour n > \ \\pn wlyj_ — g\\iœiK) nous avons : 
Ae(n) < max ( - ||p„w;lv_L - ff||z,«(/f), | | p n w l v j _ -ff!U<»(T\K) j < £• 
Par conséquent : 
lim AE((5) - 0. 
6—»oc 
Pour finir, remarquons que, puisque pour tout e positif, nous avons: 
A£{6) = | w i v l | |p„wlv_L. - U Î W Î V Î ! 
et que par conséquent : 
Ibn^ ivJ - - VSIVSVI\\L°°(K) < SAe{6) et \\pn w l v j _ - «« WÄVI||L«(T\A') < A£(¿), 
alors Ae(¿) ne peut avoir de limite finie en 0 car sinon la famille (v¿ WÍVI)Í->O convergerait vers la 
fonction pn u>lv_¡_ £ H°° sur K tout en gardant, en dépit de la proposition 1, une norme finie sur 
1\K. Ainsi 
lim At (6) = oo . 
S—*0 
et la démonstration est achevée. • 
V-3 Résolution numérique du problème pondéré de Nehari 
Ainsi, la seconde étape de l'algorithme qui consiste à trouver l'approximant /„ dans l'algèbre 
-4. (3D)) se réduit finalement à la résolution d'une famille (dist(pn wiv_i_ , H°°) )£>o de problème 
de Nehari, 
En effet, la proposition 12 montre que la détermination de /„ nécessite le calcul de la valeur 
de e„ et c'est le lemme 15 qui montre que en est le point fixe de la fonction e «->• ß^e) et 
qui par ailleurs, justifie l'utilisation d'une procédure dichotomique sur ßx{e) pour estimer en. 
Finalement, le lemme 17 montre à son tour que la valeur de /?<»(£) définie comme la solution 
du problème Ae(ê) = 1, peut être approchée au moyen d'un schéma dichotomique dont l'étape 
générique pour e et 6 donnés, consiste à résoudre le problème de Nehari suivant : 
A£(6) = min \\pn MUV_L - V|ÍL°°(T) = ||p„u>iv_i. - t>e,i|li,~(T) • (124) 
Se pose alors le problème de la résolution effective c'est-à-dire numérique du problème pondéré 
(124) de Nehari. Cette résolution consiste à déterminer, pour l'opérateur de Hankel associé au sym-
bole pn w i v x , la plus grande valeur singulière ainsi que l'un quelconque de ses vecteurs singuliers 
associés, et nécessite de pouvoir disposer des coefficients de Fourier de la fonction pn w i v j _ . 
Si par construction, nous disposons de l'expression du polynôme p n , la manipulation du facteur 
extérieur w i v j _ pose quelques problèmes. Nous allons d'abord donner l'expression de la limite 
radiale de ce facteur extérieur sur le cercle unité. Ensuite, nous montrerons que les contraintes 
numériques et techniques nous imposent de réguler le symbole pnwi>,_¡_. Finalement, nous indi-
querons que l'extraction de la plus grande vaieur singulière et de l'un de ses valeurs singuliers ne 
nécessite que le calcul d'une décomposition spectrale en vecteurs et valeurs propres de l'opérateur 
symétrique de Hankel considéré. 
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V-3.1 Limite radiale du facteur extérieur 
Posons : 
Vi € [0 ,2* ] : p(t) = i v — (e , É). 
c o~t 
Rappelons que, pour tous réels positifs e et 6, le facteur extérieur wp est défini pour tout z G 3 
par: 
wp{z) = exp 1 ^ - J^^f—logp(t)dtj = exp | J - _ ^ ( ^ W + *<?*(<)) logp(t)di} . 
Le lemme suivant (cf. [43, chap.6]) nous donne la limite radiale de ce facteur extérieur : 
Lemme 18 Soit r une fonction fi-Lipschitz sur T\K avec 0 < \i < 1. Alors pour tous réels 
positifs 6 et £ et pour tout point z = e10 d e T \ { e ± , a } , la limite radiale du facteur extérieur wp(z) 
est donnée par: 
W , ( e " ) = f m ^ e " ) - „(*) exp { _ ^ - L i _ _ j p d i | . ^ 
De plus cette limite radiale est ß-Lipschitz sur chacun des intervalles K etf\K. 
Démons t r a t ion du l e m m e 18 
Remarquons d'abord que la fonction j ^ J^Pz{t) log p(t) dt qui n'est autre que log|u.'p| est l'inté-
grale de Poisson de la fonction log p continue sur T sauf peut-être en e±ia et admet une limite 
radiale en tout point de T \ {e±za} égale à logp: 
V0 € [ 0 , 2 7 r ] \ { ± a } : log \wp(ei9)\ = lim log \wp{ßei6)\ = logp(0). 
e—i 
Par conséquent, l'étude de la convergence radiale de wp se réduit à celle de la fonction harmo-
nique ip(z) définie pour z = pe10 avec 0 < £ > < l e t e ' e G T par : 
Hz) = ¿ / QAt) log pa) dt = ~ r —^i^^L—log p(t) dt 
2 7T Jj 2 TT J 0 1 — ¿Q COS{0 — t) + Q* 
et qui n'est autre que la fonction harmonique conjuguée de la fonction -^ jTPz(t) log p(t)dt. 
La fonction i/>(eî9) suivante: 
i r log p(8 + t) - log p ( f l - t ) He*») = - ± f 
2 TT J_v 
•dt, 2 tan(i/2) 
est définie sur T sauf peut-être en e±ia. Par le théorème [43, Chap.6-thm.l], l'application ip(ge10} 
peut être étendue par continuité sur T sauf peut-être en e±ia : 
V 9 e [0, 2TT] \ {±a} : limip(oeie) = <4>{ei0). 
Finalement, pour tous réels positifs 6 et e et pour tout point e% 0 de T \ {e* ' ° }, la limite radiale 
du facteur extérieur wp est donnée par : 
t i«\ ta\ / _ i r logP(g + 0 - l o g p ( g - f ) ^ 1 «,p(e ) = PW exp | _ y ^ — ^ A j . 
De plus, par [29, Chap.III-thm. 1.3], cette limite est ¿¿-Lipschitz sur chacun des intervalles K et 
T\K. D 
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V-3.2 Régulation du symbole du problème pondéré 
Lorsque S ^ e, la limite radiale du facteur extérieur »i>,_i_ hérite d'une discontinuité aux 
fi " e r ¿ 
points {e±ta}. Cette discontinuité, qui dégrade îa vitesse de convergence dans L°°(T) de la série 
de Fourier associée à u'iv-i-) impose, pour bien représenter la fonction M/I V J_ , de considérer 
des séries de Fourier partielles d'ordres élevés et par conséquent de manipuler dans la résolution 
numérique du problème (124) des matrices de Hankel de rangs élevés. Mais cette difficulté peut être 
contournée. En effet, le facteur extérieur w i v j _ est partout continu sur T sauf aux points { e ± i a } 
où les limites unilatérales de son module restent finies et si p est ie polynôme de premier degré qui 
coïncide avec pn en ces points { e ± î a } , alors la fonction régulée (pn — p) W I V J L est continue sur 
tout T. Par ailleurs la solution ve,siP du problème de Nehari suivant : 
A£(<5) = min ||(p„ - p ) t u i v X -'HU»=(T) = ||(pn -p)wis/j, - ^ , Î , P I !Z,~(T) , 
v€H 5
 " ' "
E
 (126) 
n'est autre que la translatée par pu>i,,j_ de la solution vc s du problème de Nehari (124) : 
Ve,6 = V£<s,p + P W l V J - • 
Les trois lemmes suivants résument les principales propriétés de la fonction (pn — p)tuiv_i_ : 
Lemme 19 La fonction (pn — p) UMV j _ est ß-Lipschitz sur T. 
Remarquons d'abord que le polynôme pn — p est une fonction continûment différentiable sur T 
et par conséquent ¿x-Lipschitz sur T. Rappelons par ailleurs que les restrictions à K et à T \ K de 
îa fonction w i y x = wp sont /¿-Lipschitz sur chacun des intervalles K et T \ K. Il en résulte que 
la fonction (pn — p) uu v j _ est ¿tx-Lipschitz sur chacun des intervalles K et T \ K. Il existe donc 
deux constantes positives AK et Aj\K tel que: 
1/ -, i \ i \ t \ [A-KUÏ-ZIV* sur K 
\(pn-p)Wly_L.(z2)~(pn-p)u!lv-L(zi) = i 
I * "' s "' I ATxK \z2 - zxY1 sur T \ K . (127) 
Pour finir la démonstration du lemme, considérons deux points z\ £ K et z2 € T \ K. Soit z0 
l'un des deux points e ± , t t choisi tels que les trois points z\, ZQ et z2 appartiennent à un même 
demi-cercle de sorte que 
Í 2 i - 3 o | < \zz - zi\ et \z2-z0\ £ \z2~z\\ 
Alors, puisque (pn — P){ZQ) = 0 et compte tenu de (127), il en résulte que 
\(pn-p}wp(z2)-(pn -p)wp{z1)\ 
< \(Pn - P) Wp(z2) - (Pn - P) Wp{Zo) + (Pn ~ P) V}p(z0) - ( p n - p) Wp(zi)\ 
< AK \z± - z0f + AtXK \z2 - 2o|M 
et par conséquent, pour tous points z\ de K et z2 de T \ K, nous avons : 
ÍPn~p)wiv_L(z2) - (pn -p)wiyj_(z1) < xüax(AK,Aj\K) \z2-zil^ • 
a a s et fï s- * 
(128) 
La combinaison des relations (127) et (128) montre que l'application (p„ - p ) î i ) i v j . est ¡i-
Lipschitz sur tout le cercle T. D 
Lemme 20 Si la fonction r est deux fois continûment différentiable sur T\K alors la fonc-
tion (pn —p)tyiva_ est dans l'algèbre de Wiener W. 
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Soit m un entier positif te! que zm (pn — p) soit dans H°°. Il résulte des deux lemmes 18 et 19 
que la fonction zm (pn — p) t c i v x admet une limite radiale continue donnée par : 
Z-(pn-P)Wp ( e " ) = e - ( p . - p ) ( e - ) p W exp { g £ ^ ^ ^ f ~ *>• dt 
avec 
Vi 6 [0,27T] : p(t) = J v i f e " ) . 
Nous allons montrer que la fonction ip suivante définie pour tout 6 de [0,2w] \ {±a} par : 
rioSP(e + i)-iogP(6-t) p o g p ( ^ ) - logpç*) 
^
V
 ' J-w 2 tan(t/2) J_w tan(i/2) 
est différentiable à l'intérieur de chacun des intervalles K et T \ K. En effet, la fonction a définie 
par: 
< * ' * } = l 0 5 P ( ' t + a n ( \ / " 2 ) i Q ë ' - V {t>9) € I " ' ' ' I X I"'«'1 ^ < ± a } ' 
o 
est continue sur [-7r,7r] x if et sur [-7r,7r] x T \ A". De plus sa dérivée partielle (t,6) >-* §f (M) 
o 
est continue sur [—7r, 7r] X K et sur [—7r, JT] X T \ Ä ' . Il résulte de [66, Tom.3-thm. pp. 308] la 
différentiabjlité annoncée de l'application ip. 
Par conséquent, la limite radiale de la fonction zm (pn - p)wp est différentiable sur chacun 
o 
des intervalles K et T \ K et compte tenu de sa continuité sur tout T, cette limite radiale est 
Lipschitz. En vertu du théorème de Hardy-Littlewood [25, thmö.lj ceci est équivalent au fait que 
la dérivée de la fonction zm (pn — p)wp est dans H°°. Finalement, compte tenu du théorème 
de Hardy-Littlewood [43, chap5-thm-pp.71] , cette fonction zm (pn — p)wp, et par conséquent la 
fonction (pn — p)wp sont dans l'algèbre de Wiener. O 
L e m m e 21 Soit f de l'algèbre de Wiener W. Soit J„ ] m (resp. Vn>m) le polynôme de Jackson 
(resp. de de la Vallée Poussin) associé à f aux points équirépartis fondamentaux (~~)o<k<m-
Alors le polynôme Jn,m (resp. V„tm) converge vers f dans l'algèbre de Wiener lorsque n tend vers 
l'infini, m restant plus grand que n (resp. 2n). 
Démons t r a t ion du l emme 21 
La convergence recherchée est une conséquence du théorème [83, thm.5.16] et du fait que, par 
sommation de césaro, les polynômes de Jackson définition [83, (6.5)-p.22] vérifient de même 
\\Î-Jn>m\\y, < 2 Y, M 
|fc¡>n 
V-3.3 Décomposition spectrale d'une matrice de Hankel 
La méthode classique (voir V-2.3) pour résoudre le problème générique (126), est de procé-
der à une décomposition en valeurs singulières SVD (pour Singular Value Decomposition) de (la 
troncature de) la matrice de Hankel H associée à une approximation polynômiale pm(n) d'ordre 
m(n') du symbole (pn — p)wivj_. Nous ferons appel aux polynômes de Jackson et de la Vallée 
Poussin pour construire une telle approximation pm(„). Ces polynômes nous garantissent en outre 
la convergence robuste dans son ensemble. 
Plus précisément, considérons le problème de Nehari suivant : 
Â£(6) = min | |pm(„) - U | | L « ( T ) = i|Pm(n) - •Oî.i,P,m(n)llL~(T) , ( 1 2 9) 
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dont la solution û£li,p,m(n) est donnée par (voir V-2.3) 
- * _
 Hx 
^£.6,p,m(n) "~ Pm{n) 5 
où x est un vecteur maximisant dont l'existence est assurée par la finitûde du rang de la matrice 
de Hankel H. 
Nous supposerons que la fonction r vérifie l'hypothèse de régularité du lemme 20. Il résulte 
des lemmes 20 et 21, que la suite des polynômes (pm(n))n>o converge dans l'algèbre de Wiener W 
vers la fonction (pn — p)wivj_. Observons d'abord que cette régularité imposée à la fonction 
r n'est pas de nature à modifier le problème extremal borné que nous étudions. En effet, il est 
toujours possible d'approximer la fonction r et à une précision arbitraire par une fonction ayant 
la régularité requise et telle que la com'ergence robuste ne soit altérée. 
Nous supposerons par ailleurs, que l'opérateur de Hankel de symbole (pn ~ p ) u ' i v j _ admet 
une unique plus grande valeur singulière de sorte que, par [36, thm.6], l'opérateur d'approxima-
tion jv.(n) •-• ve>eiP,m!n\ s°it continu dans l'algèbre de Wiener W et que par conséquent, l'approxi-
mant i\,i,p,m(n) converge dans W vers v¿¿iP lorsque pm(n) converge vers (pn — p) w i v j _ . 
Nous supposerons par la suite que pm(n) reste suffisamment proche, de (pn — p)tt>iv-i- pour 
confondre numériquement vc^iVim'yn) avec v£is,p et A£(6) avec Ac(S) respectivement. 
Finalement, indiquons que l'approche classique pour déterminer un tel vecteur maximisant x 
de la matrice de Hankel H est de procéder à une décomposition SVD de H sous la forme : 
H = U diag(cTi,... ,ai) V*, 
où U et V sont deux matrices normales et où ai,... , c¡ sont les valeurs singulières de H (racines 
carrées des valeurs propres de la matrice symétrique H*H). En effet, compte tenu de la relation 
[32]: 
H v\ = ai « i , 
où tii et vi désignent les premières colonnes respectivement de U et de V, le vecteur unitaire v\ 
est un vecteur maximisant associé à la plus grande valeur singulière o~i qui est par ailleurs égale à 
la norme AC(Ô) de la matrice de Hankel H. 
L'utilisation de l'algorithme [32, 8-3.2] permet d'obtenir, à partir de la décomposition QR, 
une telle décomposition en valeurs singulières, dite SVD, de la matrice H [17]. Les relations [32, 
8.3] entre la décomposition SVD de la matrice H et les décompositions de Schur des matrices 
symétriques H* H et H H*, à savoir : 
H* H = Vaiag(a¡,... ,af)V*, H H* = l / d i a g ^ 2 , . . . ,af)U*, 
conduisent à un autre algorithme de décomposition en valeurs singulières [48, théo.66], qui permet 
de se limiter à une simple décomposition de Schur pour extraire les seuls éléments intervenant dans 
l'expression de v£¡¿tP, à savoir la norme donnée par o\ et un vecteur maximisant, v\ par exemple, 
pour la matrice de Hankel H. 
V-4 Schéma global de l'algorithme d'identification 
Interpolat ion des données : 
a partir des données initiales, calculer une approximation (ou une interpolation) polynômiale 
pn par les polynômes de Jackson ou de de la Vallée Poussin (cf. §V-1). 
Calculer ensuite le polynôme régulateur p (cf. §V-3.2). 
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Approx imat ion dans A (D) : 
par dichotomie sur les valeurs de l'application e t-+ / ^ ( e ) , choisir la valeur du réel ß^ de e 
la plus proche possible, à une précision donnée, du point fixe /S«, (cf. lemme 15), 
L'initialisation cette dichotomie consiste à trouver deux réels positifs t\ et £2 tels que : 
ßooißi) > £1 et ßoota) < £2. 
Pour chaque réel positif e, la valeur de /3oo(£) est donnée par (cf. équation (122)) : 
/?«,(£) = A ^ l ) . 
Pour la calculer, le lemme 17 autorise le schéma dichotomique suivant : 
- Trouver deux réels 6% et 62 tels que 
A t(¿i) > 1 et Ae(62) < 1. 
- Par dichotomie sur les valeurs de l'application A£ , choisir la valeur ß00(c) de é qui 
vérifie à une précision donnée : 
Ae(/?oo(e)) = ! 
Résolut ion finale : 
la solution fn du problème (107) est donné par (cf. proposition 12) : 
/„ = p + v0a>ßxtP wßoay0ßao , 
où Vßx ß^ ,p est la solution du problème de Nehari suivant : 
"Un ||(pn - P) ÎU_L_V_1_ — -ü|Í¿°o(T) = | l ( P n - p ) w ^ _ v _ l _ -VßgclßXlp\\L°°(j) = 1. 
V-5 Estimation de l'erreur d'approximation 
Rappelons que nous avons construit le polynôme trigonométrique pn à partir des points a_„_n<, 
. . . . an+ni et que /„ w 1 ., 1 est la solution du problème de Nehari associé à pn w > ., 1 . 
Pee »" + 0oc 0oc r + i o o 
Compte tenu de (121) nous avons: 
! / - / n ! < \f-Pn\+ßoo et \h-fn\ < \k ~ pn\ + T + ßx . 
Par ailleurs, grâce à la convergence robuste de pn vers fVh, nous avons (voir la fin de démonstration 
de la proposition 12) : 
Ceci nous permet d'estimer l'erreur d'approximation finale sur K et sur T\K comme suit : 
i l l / - / n | ! i ~ ( / < ) < \\f-Pn\\L°°(K) + II / V h - pn\\L°°(T) < 2 ¡¡/ V h ~ pn || ¿~(T) 
\ | / l - /n ¡T \A- < r + |¡/l-PnlU-(T\/C) + l l /V/ l -p n | |L»(T) < T" + 2 [|/ V /l — P„||t~(T) . 
mais aussi l'écart de î'approximant /„ à / sur T \ K puisque : 
I / - / B | T \ J C < \f-h\1XK+\h-fn\j\K < 2 r + 2 | ! / V / l - p n | | L » ( T ) . 
Pour compléter ces calculs d'erreur, il nous reste à estimer | | / V h — pn\\i,°°(Ty Pour cela, si 
||T?K!|OO S C, alors, par définition et compte tenu de la relation (106), nous avons respectivement : 
(\f(zk)-a.k\ = \Vk\<e pour \k\ < n 
\\h(zk)~ak\ = \erJ < ^ pour n<\k\<n + n'. 
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II en résulte que les mesures a_n_n<,. . . , an+n> peuvent être considérées comme les valeurs de la 
fonction / V h avec une erreur de mesure au plus égale à -M-. Si pn désigne le polynôme de de la 
Vallée Poussin VStm construit à partir de m points parmi a _ „ _ n ' , . . . , an+n>, alors, compte tenu 
de la proposition 11, nous avons : 
| | / V A - p n | | L = c ( T ) < ( 4 + - ) ( Ê , ( / V A ) P Î ) + - ^ ) v
 ' s \ smaj 
où Ps désigne l'ensemble des polynômes de degré au plus égal â s. Rappelons par ailleurs que par 
le théorème de Jackson [64, thm.16.4], nous avons : 
Es(fVh,Ps) < \Ufslh(JL-) 
¿ s + 1 
où u)u désigne le module de continuité de l'application u défini par : 
Wu(a) < sup \u{el8)-u(e^)\. 
\B — <p\<a 
Finalement, compte tenu de la définition de f V h, nous avons, 
E.(fVh,P.) < | ™ [ ^ ) + (1-A)^. 
sina 
Remarquons que ces majorations de l'erreur d'approximation | | / — fn\¡Lx(K) s u r K e t \h — fn\ 
sur T\K obéissent aux conclusions de la proposition 12 et montrent en particulier l'importance 
de la convergence robuste de l'erreur d'interpolation (ou d'approximation) \\f V h — pn|¡L=o(T) de 
la première étape. 
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Chapitre VI 
Applications et résultats 
numériques 
Dans ce chapitre, nous allons montrer, quelques courbes à l'appui (!), comment l'étude du 
problème extremal borné et du problème de la completion analytique bornée peut être motivée et 
utile pour la résolution du problème d'identification harmonique partielle. 
Rappelons que dans les problèmes d'identification harmonique de systèmes linéaires que nous 
considérons ici, nous ne disposons que de données ponctuelles. Ces données correspondent aux 
mesures, éventuellement bruitées, de la fonction de transfert / , effectuées en un ensemble fini de 
fréquences de la bande (passante) du système. 
Nous allons considérer deux exemples de données, l'un provenant de données expérimentales 
réelles, l'autre plus académique. Le premier exemple provient d'un filtre hyperfréquence du CNES 
caractérisé par 801 mesures fréquentieîles. Le schéma suivant résume ces données ponctuelles après 
leur transfert sur l'arc K = e1^* 2*1 par la transformation de Möbius. 
i 
08 
0.6 
0.4 
0.2 
0 
-0.2 
-0.4 
-0.6 
-o.a 
-1 
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1 
FlG. 2 - Données fréquentieîles du filtre sur [§, T?] . 
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Le second exemple consiste en des données initiales sont les valeurs de la fonction f(z) = 
A2"^+5 calculées en 524 points de l'arc [1.5, 2TX — 1.5]. Ceci va nous permettre d'étudier certains 
paramètres que nous avons déjà mis en évidence dans la formulation du problème de l'identification 
des données partielles (cf. chapitre V), à savoir les fonctions h et r. Rappelons que cette fonction 
/ a fait l'objet de plusieurs études relatives aux problèmes d'identification robuste sur tout le 
cercle T. 
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FlG. 3 - f(z) = jg0-5 sur [1.5, 2TT - 1.5]. 
Nous allons tout d'abord présenter quelques résultats concernant le problème d'identification 
fréquentielie à partir de données sur une bande du système ; puis nous montrerons comment le 
problème de la completion analytique bornée trouve une motivation possible dans ces problèmes 
d'identification. Finalement, nous donnerons quelques résultats sur l'utilisation des polynômes de 
Jackson et de la Vallée Poussin dans l'interpolation et l'approximation des données ponctuelles. 
Rappelons que l'identification robuste H°° telle qu'elle a été décrite dans [34, 40, 56, 58] et 
dont nous avons étudié la généralisation sur une bande stricte de fréquences, consiste pour un 
système linéaire à déterminer sur cette bande à partir des données expérimentales fréquentielles 
ponctuelles et bruitées, un modèle stable et robuste dont le comportement en dehors de cette 
bande reste contrôlé. L'élaboration de modèles dans Hx caractérise la notion de stabilité exigée 
du système. La robustesse, quant à elle, traduit un comportement fiable du modèle, au sens où ce 
dernier est d'autant plus près du système réel que le bruit s'atténue et que les points de mesure 
couvrent toute la bande du système. 
Nous avons vu que la completion analytique bornée dans H2 permet d'étendre des données 
sur K à tout le cercle de façon à ce que cett extension soit aussi proche que possible de H2. Ceci 
permet ainsi d'estimer l'énergie non mesurée du système en dehors de sa bande et d'évaluer la 
validité de l'hypothèse de linéarité du système. 
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VI-1 Identification des données fréquentielles partielles 
Cette identification consiste à trouver, parmi une classe de modèles, celui qui représente au 
mieux ces données. La nature de cette classe et la définition de notion associée de représentation 
des données déterminent le type d'identification recherché. Dans l'exemple du filtre hyperfréquence 
par exemple, l'identification H°° des données fréquentielles partielles consiste d'abord à choisir une 
famille de fonctions (de transfert) dans H°° pouvant représenter des filtres hyperfréquences ; puis 
à déterminer, parmi ces fonctions, une approximation stable qui soit la plus proche possible de ces 
données sur K. 
Il est essentiel de constater la nature partielle des données disponibles et de remarquer que le 
choix de cette famille d'approximants traduit, comme nous le détaillerons par la suite, une tentative 
de compléter ces données sur tout le cercle T. Ce choix reflète nécessairement l'importance accordée 
aux données absentes ainsi que la confiance attribuée ou imposée à toute information a prion sur 
le comportement souhaitée ou imposée au filtre (ou plus généralement à la fonction de transfert 
du système) sur T \ K. 
En effet, si cette famille d'approximants est l'un des espaces H°° ou H2, c'est-à-dire lorsque 
le comportement du filtre en dehors de l'intervalle de mesures est complètement ignoré, alors les 
résultats de densité (cf. théorème 1 et 2) rendent ce problème d'identification partielle mal posé 
puisqu'il est toujours possible d'approximer ces données à une précision arbitraire sur K mais au 
prix d'un comportement non borné sur T\K (cf. proposition 1) ce qui ne correspond guerre à la 
stabilité attendue du filtre à identifier. 
Au contraire, le comportement supposé du système sur T\K peut être considéré avec la 
même importance que les mesures sur K. Cette approche simple et directe consiste à compléter 
arbitrairement ces données partielles sur tout le cercle T puis à calculer et à comparer les meilleures 
approximations dans H2 ou dans H°°. Considérons les deux complétions h\ et h-¿ suivantes de la 
fonction / |K : 
FiG. 4 - f(z) = §££±, / l K V / n et fÏKVh2. 
Calculons les meilleures approximations stables, dans H2 et H°° associées à ces fonctions 
/ V fti et / V /i2. Dans H2, les meilleures approximations correspondent aux projections sur H2 
des fonctions / V h\ et f V h¡. Dans H°°, ces approximations sont obtenues par la résolution de 
deux problèmes de Nehari de symboles respectifs / V hi et / V /i2-
Les figures suivantes résument les résultats de cette première approche : 
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Comme nous pouvons le constater, les résultats obtenus dans H2 et dans H00 ne peuvent être 
considérés comme de bonnes approximations de f\K. Ceci est dû principalement au fait que, dans 
cette approche et comme attendu, les procédures d'approximation ne distinguent guère entre les 
données réelles définissant f\K et les données supposées sur le comportement a prion de / sur 
T \ K. Par ailleurs, les résultats obtenus montrent la sensibilité des approximants par rapport à 
la qualité du comportement adopté sur T \ K. 
Par conséquent, il est indispensable de préciser, dans la définition de cette famille d'approxi-
mants admissibles, la nature de l'information supplémentaire portant sur les données manquantes 
c'est-à-dire sur T\K. Introduisons cette information sous ia forme d'un comportement de réfé-
rence h que l'on pondère par une constante M traduisant la confiance attribuée à la fonction h 
pour représenter les données sur T\K. Si l'on ne sait rien, on peut toujours prendre h — 0 et M 
grand. Définissons alors la famille d'approximants comme l'ensemble des fonctions g de H2 ou H**0 
dont l'écart en norme à h est au plus égal à M sur T \ K. L'étude du problème extremal borné 
associé à ce problème d'identification harmonique partielle montre que les deux paramètres h et M 
permettent la distinction recherchée entre les données expérimentales sur K et le comportement 
souhaité ou imposé avec une certaine tolérance sur T \ K. En effet, remarquons que le paramètre 
A dans l'expression (39) et le facteur extérieur w « v l dans l'expression (26) des solutions du 
problème extremal borné respectivement dans H2 et dans H°°, peuvent être interprétés comme 
des pondérations des deux fonctions / sur K et h sur T \ K. 
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Les quantités h et M sont ainsi les deux paramètres du problème extremal borné ou d'une 
façon équivalente du problème d'identification harmonique partielle. L'ajustement de ces deux 
paramètres nous permet de configurer l'allure de l'approximant sur K et sur T \ K. Nous allons 
montrer que pour chaque choix d'une completion h, l'accroissement de l'amplitude de M améliore 
la qualité de l'approximation sur K ; réciproquement, la diminution de l'amplitude de la tolérance 
M augmente l'écart entre l'approximant et les données sur K. Finalement, une bonne intuition de 
la completion h sur T \ K diminue l'amplitude de gabarit M nécessaire à une bonne approximation 
des données sur K. 
Dans l'exemple du filtre hyperfréquence du CNES, l'identification H°° des données fréquen-
tielles partielles consiste d'abord à choisir un comportement de référence h pour / sur T \ K et 
une tolérance M ; puis à déterminer une approximation stable qui soit la plus proche possible de 
ces données ponctuelles sur K et qui reste sur T \ K à une distance au plus égale à M de cette 
fonction h. 
La figure 7 ci-contre représente les données 
après completion à vue d'oeil ainsi que l'ap-
proximant H°° solution du problème de Nehari 
classique. Comme nous pouvons le constater, ici 
aussi, la solution ainsi calculée ne constitue pas 
une bonne approximation des données sur K. En 
effet, compte tenu du fait que l'erreur d'approxi-
mation est circulaire, cette approche ne permet 
pas de distinguer entre les données expérimen-
tales sur K et le comportement a priori sur 
1\K. 
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FlG. 7 - La distance à H°° vaut 0.0236 
Nous avons démontré au chapitre V qu'en 
associant un problème extremal borné à ce pro-
blème d'identification, une telle distinction de-
vient possible comme le montre la figure 8 ci-
contre où la qualité de l'approximation sur K est 
donnée par /?<„. Notons cependant que, lorsque 
la contrainte est partout constante et égale à 
M sur T\K, la solution obtenue est disconti-
nue aux extrémités de K (à moins que M = ^œ 
et dans ce cas le problème extremal borné n'est 
autre qu'un problème de Nehari classique). 
•0 4 -0.4 
FlG. 8 - ßoo = 0.00075 ; M = 0.1 
Pour obtenir une solution continue sur T, il convient donc, comme détaillé dans la section 
V-2, de prendre une contrainte r variable. Pour la même completion qu'à la figure 8, les figures 
suivantes représentent les solutions du problème extremal borné dans H°° pour 3 choix ri,r¡ et 
rg de gabarit r : 
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Ainsi, en ajustant les deux paramètres h et r, il est possible de choisir un compromis entre la 
qualité de l'approximation des données sur K et l'allure de l'approximant sur T\K. Cet ajuste-
ment nécessite de résoudre le problème extremal borné pour un certain nombre de valeurs de ces 
paramètres avant de pouvoir en sélectionner un couple de paramètres satisfaisant le compromis 
souhaité. 
Il est alors légitime de s'interroger sur l'existence d'un couple de valeurs optimales de ces 
paramètres h et r pour bon ajustement du compromis. Le choix simultané de ces deux paramètres 
est un problème difficile. 
En revanche, lorsque le paramètre h est fixé, l'appréciation de ce compromis se traduit gé-
néralement par des critères visuels sur la qualité de l'approximation des données sur K et sur 
l'allure et l'amplitude de celle-ci sur T\K. Ceci consiste en la résolution d'une série de problèmes 
extrémaux bornés pour différentes valeurs de r. Néanmoins, lorsque les données sont les valeurs 
d'une fonction / de H00, la fonction | / | n i f - h\ constitue un bon choix pour le paramètre r puisque 
l'approximant ainsi calculé n'est autre que la fonction / initiale sur tout le cercle unité T. 
Les figures suivantes montrent l'exemple de la fonction f(z) = J-*2V5 où les approximations 
sont calculées pour les valeurs r = \f\7^K — hi\ et r = | / ¡ n K — tal- Un tel choix de la fonction r 
n'est possible que si la fonction / est entièrement connue sur tout le cercle T. Ces résultats, outre 
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le fait qu'ils constituent une vérification des procédures de calcul, illustrent le fait que le problème 
extremal borné constitue une généralisation du problème extremal classique. 
FiG. 11 -
Considérons maintenant le cas où on cherche à ajuster le seul paramètre h entendu comme la 
détermination d'une meilleure completion au sens de la distance à Hp des données par des fonctions 
de norme au plus égale une contrainte. C'est donc un problème de completion analytique bornée 
tel qu'il a été introduit dans le chapitre III et où la fonction / correspond ici à une interpolation 
ou une approximation des données sur K. 
VI-2 Completion analytique bornée 
Dans l'espace de Hardy H2 et pour une contrainte constante C, la completion analytique 
bornée h de toute fonction f¡K de L2(K) est donnée par (voir §111-4.1) : 
où p est un réel de ]l,oo[ choisi tel que ||^||Z,2(T\K) = C. Les figures suivantes donnent l'allure de 
cette completion pour diverses valeurs de la contrainte C. 
FiG. 12 -
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La valeur du paramètre C qui représente la norme de ia completion sur T\K peut être 
interprétée comme une évaluation de l'énergie non modélisée du système sur T\K. Indiquons 
qu'en absence d'autres critères sur le choix de C, l'appréciation d'une bonne valeur pour cette 
constante C reste ici encore un choix subjectif. 
Néanmoins, lorsque, comme dans notre second exemple, la fonction / est la trace sur K d'une 
fonction de H2 et pour la valeur particulière C = | | / | |¿2(T\/C)> cette completion n'est autre que 
la fonction / ¡ I V J f , théoriquement obtenue pour une valeur infinie du paramètre p. Ainsi ce com-
portement asymptotique de la solution h permet de retrouver une fonction de H2 à partir de sa 
restriction sur un sous-ensemble strict K du cercle unité T. 
Au contraire, lorsque la fonction / n'est pas la trace sur K d'une fonction de H2, comme 
dans l'exemple du filtre hyperfréquence, l'augmentation de la contrainte C et par conséquent de la 
variable p entraîne celle de la norme sur T \ K de la completion h. Les figures suivantes illustrent 
ces résultats : 
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VI-3 Polynômes de Jackson et de de la Vallée Poussin 
Nous avons utilisé les polynômes de Jackson et de la Vallée Poussin dans la première étape 
de l'algorithme d'identification robuste (cf. section V-4) et dans le problème de la completion 
analytique bornée dans H2 où la fonction / correspond à une interpolation ou une approximation 
des données sur K (cf. IV-3). 
Les résultats présentés dans les deux sections précédentes montrent en outre la qualité de 
l'approximation par les polynômes modifiés de Jackson et de la Vallée Poussin construits à partir 
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de points non équirépartis (cf. IV-2.2.b). Indiquons simplement que, comme nous l'avons déjà 
mentionné dans le paragraphe IV-3.2, le caractère uniforme de la convergence de ces polynômes 
vers la fonction justifie le schéma proposé pour déterminer, à partir des coefficients de Fourier 
d'une fonction, ceux de sa restriction à un sous-ensemble de son domaine de définition. Les figures 
suivantes montrent l'exemple d'une fonction constante et de sa restriction sur [TT/2, 3TT/2] C [0, 2TT) 
calculée respectivement pour 401 et 601 coefficients de Fourier. 
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Reprenons l'exemple de la fonction f(z) = 3(z2 + l)/(z2 + 2z + 5) donnée ici par ses valeurs sur 
un ensemble de 101 points non équirépartis sur le cercle unité T. Les figures suivantes montrent 
d'une part qu'il est essentiel de respecter la condition d'équirépartition de ces points sur le cercle 
lors de l'utilisation des polynômes classiques de Jackson ou de de la Vallée Poussin. D'autre part, 
comme nous l'avions détaillé en section IV-2.2.b, l'utilisation de ces polynômes peut être généralisée 
au cas des points non équirépartis en introduisant la fonction y continue, croissante et linéaire par 
morceaux et qui associe d'une façon monotone, ces points aux points équirépartis fondamentaux 
sur le cercle unité T (cf. section IV-2.1). 
-0.5 
FlG. 15 - Interpolation de Jackson en des points non équirépartis 
Sur l 'utilisation de la fonction ip 
L'approche classique pour construire une interpolation ou une approximation d'une fonction 
donnée par ses valeurs sur un ensemble de points, est de fixer une classe de fonctions puis de choisir 
un élément de cette classe en supposant que toute l'information est contenue dans les données. 
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Cette approche conduit généralement à des procédures d'approximation dont la qualité dépend de 
la densité des points d'évaluation de la fonction. 
Considérons l'exemple de la figure 16 ci-contre 
d'une fonction / i continue et linéaire par mor-
ceaux. Supposons fixés les abscisses des pa-
liers de / i ainsi que les abscisses xi,... ,x$ 
de 5 points sur ces paliers. Alors cette fonc-
tion est entièrement déterminée par ses valeurs 
aux points xi, • • • , XQ, Considérons la fonction 
ip qui associe aux abscisses x\,.., . X5, ceux 
équirépartis sur [0, 2T] puis calculons le poly-
nôme de Jackson modifié J ¡ , interpolation de 
la fonction /j en ces points n , . . . ,25 et asso-
cié à la fonction <p. La figure suivante montre 
que l'interpolant ainsi obtenu ne constitue pas 
une bonne approximation de la fonction / 1 . 
FiG. 16 -
Ce résultat est principalement dû à la pauvreté de l'information utilisée pour construire cette 
interpolation. Pour permettre une meilleure représentation de la fonction / 1 , nous pouvons aug-
menter le volume de l'information en donnant les valeurs de /] sur un ensemble plus grand de 
points lorsque c'est possible. Ceci aboutit généralement à l'augmentation de la complexité de 
représentation de l'interpolant J\ (degré, ....) ce qui ne favorise pas son utilisation (évaluation. 
La fonction f peut être utilisée pour porter l'information supplémentaire sur la fonction / 1 . 
Considérons la fonction ip\ suivante qui associe toujours les points x\,... ,15 à ceux équirépartis 
sur [0, 2IT] et qui est presque constante aux voisinages de ces points de manière à reproduire les 
paliers de la fonctions f\. Comme le montre cette figure, le polynôme de Jackson J<¿ associé à la 
fonction tpi permet d'obtenir une meilleure approximation de la fonction f\. 
FiG. 1 7 -
Pour montrer que la fonction ^ 1 : de par sa construction, ne dépend pas de la valeur de la 
fonction /1 mais de sa forme (palier, disposition des points d'évaluation, ...), considérons les deux 
fonctions suivantes / 2 et ^3 de même allure que f\ et avec des valeurs différentes aux paliers. 
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La figure suivante montre que les polynômes de Jackson J% et J4 associés à la fonction ¡pi 
approximent convenablement les fonctions fa et fa. 
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Cette remarque sur l'utilisation de la fonction ip peut être utile lorsqu'on cherche à réduire le 
nombre de mesure dans 3'approximation de signaux dont on connaît à l'avance la forme (carré. 
triangle, constante, ...). 
I! pourrait être intéressant de regarder comment étendre aux cas de points non équirépartis, des 
algorithmes de calcul classiques (FFT, DFT, ...) dont l'utilisation est limitée par des hypothèses 
d'équirépartition sur les points. 
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Chapitre VII 
Conclusion 
L'identification robuste H°° des systèmes linéaires à partir de données fréquentieîles bruitées a 
connu de nombreux développements ces dernières années [34, 40, 56, 58]. La contribution de cette 
thèse consiste en la prise en compte explicite du caractère local en fréquence c'est à dire du fait 
que les données ne sont disponibles que dans une bande limitée de fréquence fi C iE. et non sur 
tout l'axe imaginaire iR. Par la transformation de Möbius classique A4, on se ramène au cas du 
cercle unité T où les données expérimentales sont les valeurs approchées d'une fonction / € A(SJ>) 
sur l'arc K transformé de fi par A-Í. 
L'approche que nous avons adopté pour résoudre ce problème d'identification robuste H°° à 
partir de données expérimentales sur une bande de fréquence se caractérise par l'introduction d'un 
comportement de référence h que la meilleure approximation g dans H°° doit suivre sur T \ K avec 
une certaine tolérance r où r est une fonction continue et positive sur T \ K. Nous avons proposé 
un algorithme en deux étapes qui, moyennant de faibles conditions de régularité sur le gabarit r, 
permet de garantir la continuité de la meilleure approximation g ainsi que sa convergence robuste 
vers / sur K tout en respectant asymptotiquement la contrainte \g — h\ < r sur T \ K. 
Plus généralement, le problème d'identification fréquentielle à partir de données expérimentales 
sur une bande de fréquence peut être considéré dans Hv pour 1 < p < oo. Le choix de p traduit le 
type de stabilité souhaité. Après une première étape d'interpolation des données ponctuelles sur 
K par une fonction, disons / pour reprendre les notations du chapitre III, et si on se dote d'un 
comportement de référence h sur T \ K et d'une contrainte constante M, ce problème s'énonce 
comme un problème extremal borné généralisation naturelle du problème extremal classique : on 
cherche une fonction g € Hp telle que la norme de la différence g — h dans LP(T \ K) n'excède 
pas Ai et telle que g — f soit de norme minimale dans LP(K). L'existence pour tout p d'une telle 
fonction g et son unicité pour p < oc sont données par Baratchart et al. dans [10, 3] (cf. chapitre 
III). Hormis dans l'espace hilbertien H2 et dans l'espace H°° (où ce problème est équivalent à un 
problème de Nehari), la résolution du problème extremal dans Hp, 1 < p < oo, n'est pas en général 
constructive. La détermination d'un procédé rendant explicite la solution du problème extremal 
classique et plus généralement du problème extremal borné fait l'objet d'un travail de recherche 
au sein du projet MIAOU [71]. Une version pondérée du problème extremal borné dans H2 a été 
considérée dans H2(dp: où ¡i est une mesure positive finie sur le cercle unité [49]. 
Nous avons montré dans le chapitre VI que, par un ajustement des deux paramètres ft et r 
du problème d'identification robuste H°°, il est possible de choisir un compromis entre la qualité 
de l'approximation des données sur K et l'allure de l'approximant sur T \ K. Le choix simultané 
de ces deux paramètres pour un bon compromis est un problème difficile. En se souvenant que la 
contrainte sur T\K était initialement introduite dans le problème extremal borné pour contrôler 
le comportement sur T \ K des approximations admissibles de / V h (concaténation des fonctions 
/ sur A' et h sur T \ K), sa présence peut être re-formulée comme une contrainte sur les extensions 
admissibles h de f sur T \ K. La recherche de ce bon compromis peut alors être entendue comme 
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la détermination d'une fonction h de norme raisonnable et qui étend les données à tout le cercle 
de façon à ce que l'ensemble soit aussi proche que possible de H°°. Ceci amène naturellement à 
considérer pour tout 1 < p < oo, le problème quelque peu dual du problème extremal borné que 
constitue la meilleure completion analytique bornée: la recherche, pour / e LP(K) fixée, d'une 
fonction h 6 LP(T\K) de norme au plus égale à une constante positive C sur T \ K telle que 
/ V h est la proche possible de Hv. Pour p = 2, le problème de la meilleure completion analytique 
bornée admet une solution explicite [12]. Le problème de la meilleure completion bornée dans H°° 
a été récemment résolue dans [9]. 
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RÉSUMÉ 
Cette thèse concerne le problème d'identification robuste H°° de données harmo-
niques sur une bande limitée de fréquence, généralisation plus réaliste du problème 
d'identification robuste H°° étudié ces dernières années notamment par Gu, Hel-
miki, Jacobson, Kargonekhar, Mäkilä, Nett et Partington. L'introduction, en dehors 
de cette bande, d'un comportement de référence et d'un gabarit rend possible une 
adaptation des algorithmes classiques en deux étapes, La solution du problème posé 
est alors donnée par la résolution d'un problème extremal borné après une première 
étape d'interpolation robuste des données sur un arc du cercle unité. Cependant, 
la solution ainsi calculée est typiquement discontinue. La principale contribution de 
ce travail à l'identification fréquentielle robuste consiste à montrer qu'il est possible 
de prendre en compte le caractère local des données en fréquence et garantir l'ap-
partenance de la solution à l'algèbre du disque. Un algorithme est donné et sa mise 
en œuvre numérique est détaillée. Le choix du comportement en dehors de la bande 
considérée pose plus généralement le problème de completion analytique borné dans 
Hp. Nous le résolvons dans H2 et l'utiliserons pour vérifier la validité de l'hypothèse 
de linéarité du système. 
Mots-clés : Systèmes linéaires, identification robuste, espaces de Hardy, problèmes 
extrémaux duaux, problèmes extrémaux bornés, problèmes de complétions analy-
tiques bornées interpolation robuste. 
Abstract 
This thesis deals with the robust identification in H°° from band-limited data, a 
natural generalization of robust H°° identification problem as studied for instance by 
Gu, Helmiki, Jacobson, Kargonekhar, Mäkilä, Nett or Partington. The introduction 
of a prescribed behaviour and a gauge function allows an adpatation of classical two 
stage algorithme. The solution is then that of a bounded extremal problem after a 
first robust interpolation stage of data on a subset on the unit circle. This leads to 
a typically discontinuous solution. The main contribution of present work to robust 
harmonic identification consists to build, from band-limided data, a robust model 
in the disc algebra. An algorithm is given and numerical issues are developped. The 
choice of the behaviour off the bandwidth leads to introduce the analytic completion 
problem in Hp. The solution in the H2 case provides us some ways of assessing the 
validity of the linearity assumption of the system 
Keywords : Linear systems, robust identification, Hardy spaces, dual extremal 
problems, bounded extremal problems, bounded analytic completion, robtist inter-
polation. 
