Abstract Understanding cellular function requires studying the spatially resolved dynamics of protein networks. From the isolated proteins we can only learn about their individual properties, but by investigating their behavior in their natural environment, the cell, we obtain information about the overall response properties of the network module in which they operate. Fluorescence microscopy methods provide currently the only tools to study the dynamics of molecular processes in living cells with high temporal and spatial resolution. Combined with computational approaches they allow us to obtain insights in the reactiondiVusion processes that determine biological function on the scale of cells.
Introduction
Large-scale studies such as the various genomics and proteomics projects have yielded a wealth of data. Thanks to these eVorts we have identiWed most of the basic building blocks of life. Yet, with such a reductionist approach we are not able to fully predict how organisms develop and function. For this, we need to understand how the basic components of a cell or an organism interact and how functionality emerges from the systems build from these components (Ideker 2004; Ideker et al. 2001; Kitano 2002a, b) . Although the roots of systems biology go back to the Wrst half of the 20th century (Weiner 1948) , we have recently seen a surge of activity in this Weld, fueled by the wealth of molecular data that became available. At the same time, rapid development in the computational sciences have made it possible to simulate the complex spatial/temporal dynamics of large multi-component molecular systems. Not surprisingly, much work has focused on experimental data obtained by such techniques as DNA microarrays, gel electrophoresis, and mass spectrometry that were so successful in acquiring the data for large-scale genomic and proteomic projects. However, most of these technologies acquire data from a homogenized population of cells and do not oVer spatial and temporal resolution at the scales at which these biological systems operate. Biological objects are spatially highly organized, and to fully investigate the spatial and dynamic behavior of such systems, they must be studied in single living cells or in living organisms. For this reason we turn to another Weld where remarkable progress has been made in recent years: biological imaging.
Imaging in biology goes back to the 17th century when Antonie van Leeuwenhoek Wrst observed single-celled organisms that are invisible to the naked eye. Since then, optical microscopy has been a mainstay of biology, mainly as a qualitative tool. In the last decades of the 20th century a Xurry of activity in the Weld occurred, and critical technical advances, such as digital imaging, Xuorescent proteins and confocal microscopy opened new possibilities for quantitative imaging. This made it possible to observe the spatial and temporal distributions of proteins inside living cells and organisms. More recently, important biochemical and biophysical parameters such as protein diVusion and intra-cellular molecular reactions have become observable in living cells via Xuorescence microscopy. Thus, in addition to the typical phenotypic microscopy studies of biological systems that have been a mainstay of biology for centuries, functional studies have become possible, for instance to directly image biochemical reactions inside living cells (Wouters et al. 2001) . The Xuorescence microscopy methods that are now available are a perfect match for systems biology since they make it possible to study the spatial and dynamic properties of living systems with minimal perturbations. Therefore, it is not surprising that they are making their way into this Weld (Megason and Fraser 2007) .
Below we shortly review systems biology methods and Xuorescence microscopy separately and continue to describe how they can be integrated into a single workXow that is more than the sum of two individual approaches. As a case study, we describe how enzyme activity can be imaged quantitatively in living cells and how this was used in combination with mathematical modeling to reveal spatial regulation of growth factor signaling. As a second example, we discuss an outstanding question in cell biology: how is signaling mediated via protein nanoclusters in the plasma membrane? We will argue that a combination of computational biology methods with novel Xuorescence imaging methods can bridge the scale between nanoscopic processes and cellular response.
Systems biology
Biological systems operate on various levels ranging from sub-cellular gene and protein networks to the collective behavior of cells within an organism. Generally they consist of complex networks of components that are tuned by evolution to perform their tasks in a robust manner. Biological functionality on the scale of cells does not arise from individual gene or gene products but from their complex interactions. Therefore, whereas the study of individual components such as genes and proteins is a crucial step, their collective behavior must be studied to understand cell functions. Here it is important to consider two important aspects of any biological system: the scale at which it operates, and its dynamic behavior. Principally, biological systems are multi-scale, and the diVerent networks that can be deWned interact with each other. For instance, genetic networks control protein production, thereby largely deWning the signal transduction networks that operate in living organisms. These protein-based signaling networks ultimately feed back into the operation of genetic networks. Nevertheless, we will often consider networks as independent systems, for instance, many systems biology studies focus independently on gene regulatory networks or on signal transduction networks. This is often justiWed because the time-scales at which these networks operate can be very diVerent. This points us to the second important property of biological systems, which is their dynamic behavior. Many of the functions that arise from these complex networks can only be understood when their dynamic properties are studied. That is, only by studying the dynamic response of the network to perturbations or stimuli its fundamental properties can be investigated. Only then we can start to understand complex biological processes at a cellular scale, such as chemotaxis, diVerentiation, cell division, or the development of organisms. Although the temporal properties of biological networks are often emphasized in systems biology, we would like to stress here that many biological phenomena show spatial features that are crucial to the function of the biological networks. An example is that of gradients of signaling activities that organize signaling around speciWc organelles, providing cues for such processes as cell division and cell motility Kholodenko 2006) .
A system-level understanding of biological phenomena is not possible by intuitive exploration of experimental data, due to the inherent complexity of these systems. For this reason, computational methods have become one of the main tools of systems biology to analyze experimental data and test hypotheses (Kahlem and Birney 2006; Kitano 2002a) . By building accurate mathematical models of the complex networks of interest, their behavior can be investigated and predicted. It should however be stressed that systems biology remains a data-driven Weld, with the goal to understand complex systems based on experimental data. Thus, in addition to mathematical modeling, it is important to design proper experiments to acquire suitable quantitative data, and to develop adequate data-mining methods. The experimental data can then be used to validate the mathematical models and vice-versa the mathematical model can be used to design further experiments. Thus it is critical to the systems biology approach that a tight iterative feedback loop is created between experimental and computational systems biology.
Experimental systems biology has often focused on large data sets, for instance of gene expression proWles generated using microarray chips, or of protein-protein interaction networks determined by two-hybrid technologies. Such data then form the basis for computational systems biology techniques that are used to mine these data and to Wnally build mathematical models that can be used to understand biological systems. For instance, such an approach can be used to uncover transcription regulatory networks in mammalian cells (Tan et al. 2008 ). An important aspect of experimental systems biology is the use of diVerent experimental data sources that can be integrated by the methods of computational systems biology. For instance, Ishii et al. used system wide data on transcriptional, protein and metabolite levels to study the central carbon metabolism of Escherichia coli (Ishii et al. 2007) . Such data sets provide the starting point for computational approaches that can be used to understand fundamental physiological processes. A second aspect is that experimental procedures ideally should provide spatially-and time-resolved dynamic data, needed to understand the dynamics of the systems with high spatial resolution within cells or organisms. This poses a technical challenge for many of the experimental methods that are currently employed, which are often limited to measuring a few low-resolution time-points after a perturbation or stimulation without any intra-cellular spatial resolution.
The computational side of systems biology has seen accelerated development in recent years. It comprises of several facets that are of equal importance. Firstly, it should be recognized that the acquisition of quantitative data generally requires sophisticated data analysis methods to extract quantitative parameters from raw experimental data. Secondly, especially in the case of large data sets, data mining methods become essential to reduce and extract important features as inputs for models. Thirdly, accurate models must be build that can be used to understand and predict the behavior of the biological system. These three aspects have existed long before in independent Welds (for instance in physics, bioinformatics, and mathematical biology) but in systems biology where experimental data forms the basis of mathematical models of whole systems, it is especially important that they are well integrated (Kahlem and Birney 2006) .
For both experimental and computational approaches in systems biology there is a wealth of methods available, drawing from various Welds such as chemistry, physics, mathematics and engineering, and we would like to refer the reader to the literature for further details. We will now concentrate on the use of Xuorescence microscopy methods in experimental systems biology and how data acquired by these methods can be used in computational systems biology.
Advanced Xuorescence microscopy
Optical microscopy has long been an important tool in the biological sciences. Its role was reduced in the last century with the advent of molecular biology techniques, which focused much of the eVorts in the biological Welds away from intact organisms and cells towards molecular components and processes that were not accessible with the microscopy techniques of the time. Nevertheless, the 20th century was also an exciting time for microscopy, on the one hand with the development of entirely new technologies such as electron microscopy and scanning probe microscopy, and on the other hand by the rapid developments in optical microscopy. Here we will focus on Xuorescence microscopy, which due to its unique ability to speciWcally visualize molecular components in living cells has become prevalent in the biological sciences. In Xuorescence microscopy, the molecule of interest is labeled with a chromophore that emits light when excited by light of the appropriate wavelength. This makes it possible to speciWcally visualize the localization of labeled molecules, in contrast to traditional optical microscopy where individual molecular components cannot be distinguished. Thus, the use of a speciWc label is the key advantage of Xuorescence microscopy in biology. Initially Xuorescence microscopy techniques relied on direct labeling with organic Xuorophores that targeted particular components or organelles, or by using labeled antibodies to target speciWc molecular species. In most cases, these approaches could not be applied in living cells or organisms, and they do not allow the visualization of dynamic processes. The discovery and cloning of green Xuorescent proteins (GFP, ChalWe et al. 1994; Tsien 1998 ) proved therefore to be a dramatic changing point for the application of optical microscopy in the biological sciences. Fluorescent proteins can be fused by molecular biology techniques to a protein of interest and the resulting construct can be expressed by various techniques in living cells or even whole animals. In many cases, the normal functions of the protein of interest are not disturbed by the Xuorescent tag, and its localization and dynamic behavior can be followed in living cells or organisms on physiologically relevant time-scales. Recent years have brought new labeling technology and probes, such as quantum dots and in vivo chemical labeling techniques (for instance Flash/Rehash and related approaches, Marks and Nolan 2006) .
The development of these speciWc labeling techniques made Xuorescence microscopy a powerful tool for biology and drove the development of new microscopy methods, which increased its usefulness even further. Two landmark developments deserve particular attention as they marked the onset of quantitative Xuorescence microscopy in modern biology: digital imaging allowed unprecedented processing and quantiWcation possibilities and the introduction of confocal microscopy made quantitative high-resolution three-dimensional imaging of samples a reality. The use of sensitive cameras and other electronic detectors made it possible to record low-intensity signals with high sensitivity and store these as quantitative digital data. This made it possible to apply computational post-processing steps to improve and quantify the experimental data. The second landmark was the development of confocal microscopy that allowed acquisition of sharp in-focus images that are not contaminated by out-of-focus blur, which distorts the image and complicates quantitative analysis (Pawley 2006) . Whereas conventional Xuorescence microscopy remains an important tool, the development of confocal microscopy marked a trend toward instrumentation capable of quantitative measurements of physiological parameters in living cells and organisms. These technical developments continued throughout the last decade of the 20th century and are still continuing to these days. New tools such as two-photon microscopy (Helmchen and Denk 2005) , which allows eYcient three-dimensional imaging in whole organisms and total internal reXection microscopy (TIRF, Axelrod et al. 1983; Toomre and Manstein 2001) , which allows speciWc observation of plasma membrane-resident proteins, have joined the confocal microscope. Currently the Weld is being invigorated with the development of various exciting technologies that allows Xuorescence microscopy to approach molecular resolution (Betzig et al. 2006; Hell 2007; Rust et al. 2006) . Meanwhile, also molecular processes in cells within intact organisms have become accessible with the development of two-photon microscopy and alternative approaches such as single plane illumination microscopy (SPIM, Huisken et al. 2004 ).
Many of these new developments focused on increasing the quality and resolution of Xuorescence microscopy, which is of importance for phenotypic investigation of cellular objects. However, alternative Xuorescence spectroscopy and microscopy techniques have also seen rapid development, and have made it possible to directly investigate biochemical processes inside cells. These developments often proceeded by incorporating modalities from the Weld of Xuorescence spectroscopy into the microscope making them available to the biologist for use in living cells and organisms. Various forms of Xuorescence resonance energy transfer (FRET, Wouters et al. 2001 ) microscopy have allowed the direct and quantitative detection of molecular interactions inside living cells. Protein diVusion can be observed by techniques such as Xuorescence recovery after photobleaching (FRAP, Koppel et al. 1976; Sprague and McNally 2005) , single Xuorophore tracking (SFT, Peters 2007), or Xuorescence correlation spectroscopy (FCS, Bacia et al. 2006; Haustein and Schwille 2007; Magde et al. 1972) . Various techniques, employing GFP-based reporters, allow the detection of physiological parameters such as enzyme activities, Ca 2+ concentrations or pH (Miyawaki 2003) . With these developments it has become possible to observe not only the localization of cellular components, but also their physiological state, and their interactions at a molecular level.
These developments in Xuorescence microscopy have led to a toolbox of techniques for localizing physiological parameters and reactions states that are now slowly becoming standard in the biological sciences. Table 1 gives a list of the most relevant developments in optical Xuorescence microscopy together with their main advantages. These Xuorescence microscopy techniques oVer several key advantages that cannot be realized with the more traditional tools from biochemistry and molecular biology. First of all, measurements can now be carried out with high temporal and spatial resolution in intact living cells or organisms. Moreover, measurements are done on single cells, rather than on populations, making it possible to study stochastic eVects, for instance noise in gene expression (McAdams and Arkin 1999; Raser and O'Shea 2005) . Even in a clonal population of cells, noise in expression levels can lead to very diVerent network behavior, for instance in the case of bistable networks that depend critically on the relative concentrations of components (Reynolds et al. 2003; Tyson et al. 2003) . Armed with these tools, the biologist can now observe the dynamic distribution of molecular components and their interactions in the physiological context of living cells.
Fluorescence microscopy and systems biology
From our discussion above it is clear that Xuorescence microscopy is a versatile tool for the speciWc observation and quantiWcation of molecular components and reactions within single living cells and organisms. These are exactly the requirements for the acquisition of appropriate data for the analysis of the spatial and dynamic properties of biological networks. It is therefore not surprising that highthroughput Xuorescence microscopy methods have been developed and employed for drug discovery and proWling (Mitchison 2005; Perlman et al. 2004) , and for studying cellular processes (Neumann et al. 2006; Pelkmans et al. 2005; Pepperkok and Ellenberg 2006) . The advantages are obvious (Megason and Fraser 2007) , and there is no doubt that these approaches will become more and more available as routine tools for large-scale system biology projects. So far, the high-throughput microscopy methods that have been reported in the literature are in essence conventional imaging methods that rely on the observation of cellular phenotypes in response to RNA interference or chemical perturbations. To study the structure of the regulatory and signal transduction networks that govern function in intact living cells, the advanced Xuorescence imaging methods mentioned above need to be translated to a high-throughput setting. This will make it possible to elucidate the logical topology (network structure) of large biochemical networks by imaging their response to chemical or genetic perturbations (Kholodenko et al. 2002; Santos et al. 2007) .
In vitro studies of a single network component can only reveal individual molecular properties. In the physiologically relevant context of the cell, a network determines the behavior of each of its components. Therefore we learn about the properties of the whole network by observing the (reaction) dynamics of a single component by Xuorescence microscopy. A good example of this is given by the switch- Xuorophores (homo-FRET), which can used to detect oligomers and clusters of proteins Sharma et al. (2004) and Squire et al. (2004) like response to growth-factor stimulation, which was studied extensively using FRET microscopy to quantitatively image the phosphorylation state of the epidermal growth factor receptor (EGFR). Initially it was found that EGRF activity could rapidly spread after focal stimulation in the absence of soluble ligand (Verveer et al. 2000b) . Further studies combined with mathematical analysis revealed that a dynamic balance between receptor tyrosine kinase and phosphatase activity deWnes a bistable system that can be triggered into an active state even in the absence of ligand (Reynolds et al. 2003; Tischer and Bastiaens 2003) . This early work is a good example of a study where quantitative Xuorescence microscopy methods were used to study a spatial eVect in single intact cells, Wnally revealing the dynamic properties of the underlying biochemical network. Such a network could not have been studied with conventional biochemical methods since variations in expression level could easily mask the switch-like behavior observed in single cells. Fluorescence microscopy methods are able to provide a wealth of data on collective behavior of molecules in the physiological context of the living cell or organism. However, integrating such data to understand the dynamic behavior of molecular networks is non-trivial. In many cases, the experimental data still require a great deal of analysis and interpretation. In most cases no single Xuorescence imaging method can provide suYcient information to understand the system, since currently no method can measure all needed parameters, such as interactions and diVusion, simultaneously at the appropriate spatial and temporal resolutions. The various types of Xuorescence microscopy have however their individual strengths and can provide diVerent pieces of the puzzle separately. The methods of computational systems biology provide the ideal tools to aggregate these data into an accurate and quantitative model. To illustrate this we describe in the next section two examples of problems where more traditional approaches have failed to provide a clear picture.
Case studies
The spatial regulation of growth factor signaling An example of the use of a systems biology approach to uncover a spatially regulated signaling mechanism is given by the work of Yudushkin et al. (2007) on the phosphotyrosine phosphatase 1B (PTP1B). This enzyme resides on the surface of the endoplasmic reticulum (ER) (Frangioni et al. 1992) , and terminates, among others, the signaling of the epidermal growth factor receptor (EGFR) along the surface of the ER (Haj et al. 2002) . An important question is how the balance of kinase and phosphatase activities is spatially organized in the cell to regulate growth factor signaling. To tackle this question, the authors developed a new imaging approach to spatially resolve enzyme-substrate (ES) reactions and thereby monitor enzyme activity in living cells (Fig. 1a) . By tagging PTP1B with GFP, and loading a chromophore-labeled synthetic phosphotyrosine-containing peptide as its substrate into cells, they could demonstrate a stable gradient of the ES complex of PTP1B and the substrate peptide (Fig. 1b) by quantitatively imaging Xuorescence resonance imaging transfer (FRET) by Xuorescence lifetime imaging microscopy (FLIM) (Verveer et al. 2000a, b) . After uncaging a synthetic substrate with ultraviolet light, the gradient of ES complex established itself too slowly to be consistent with the high catalytic activity of PTP1B as measured in vitro. Furthermore, the existence of the stable ES-gradient was shown to be maintained by a dynamic phosphorylation/dephosphorylation cycle, where the synthetic peptide would not only be dephosphorylated by PTP1B, but also be (re)phosphorylated by EGFR.
In a kinase/phosphatase system, where the two activities are spatially separated, gradients can indeed form based on simple reaction-diVusion principles (Brown and Kholodenko 1999) . In this case, the plasma membranebound EGFR and the ER-bound PTP1B are expected to generate a steady-state gradient of phosphorylated substrate, which will be reXected in a gradient of the ES complex. The authors explored this by formulating a reaction-diVusion model of the kinase-phosphatase reaction cycle. Indeed, they found that a gradient of phosphorylated substrate and of ES complex could be established, as long as the speciWc activity of PTP1B in vivo was orders of magnitude lower than in vitro.
However, upon further analysis, this simple model showed a high sensitivity to the relative levels of phosphatase and kinase (Fig. 1c) , and thus lacked robustness that is often observed in biological systems. Indeed, such sensitivity was inconsistent with the data: in cells the ES gradient was persistently observed, independent of observed variability of concentrations and other parameters, such as cell shape. Moreover, the gradient remained stable upon EGFR activation by EGF, which increases its kinase activity by up to a factor of Wve. The question was which mechanism could be responsible for this robustness. The observation that the catalytic activity of PTP1B in vivo was much lower than expected from in vitro data provided the answer to this question. By introducing a gradient of intrinsic PTP1B activity, where activity is much lower near the periphery of the cell than in the perinuclear region, a model was obtained that was robust to variations in the relative concentrations of kinase and phosphatase (Fig. 1d) . Based on this theoretical analysis, the authors reasoned that their data could only be explained if the intrinsic catalytic activity of PTP1B is spatially regulated to be much lower at the cell periphery. This model makes biological sense if one considers the much higher catalytic rate of PTP1B as compared to EGFR: the membrane-proximal activity of PTP1B is maintained at a suYciently low level to permit signal transmission in the cell via endocytosis of phosphorylated EGFR, but kept suYciently high to suppress EGFR activity in the absence of growth factor stimuli. The growth factor signal is terminated by endocytic traYcking of phosphorylated EGFR to the high-activity pool of PTP1B in the perinuclear region.
This work is a clear example of the application of advanced Xuorescence imaging and mathematical modeling techniques to study the spatial regulation of a signaling system inside living cells. Without mathematical modeling it would not have been possible to predict the properties of this system, notably the spatial regulation of PTP1B catalytic activity. This also demonstrates that the spatio-temporal properties of a regulatory network are observed via one of its crucial components within the cellular context. Although technically challenging, the ES imaging method is highly generic and therefore an excellent candidate to be scaled up in a high-throughput microscope system to study the causality between enzymatic activities to reveal network structure in living cells.
Signaling via protein clusters in the plasma membrane
It is now widely accepted that biological membranes are highly heterogeneous environments where the translational diVusion of proteins is restricted by various mechanisms (Vereb et al. 2003) . A good example is the clustering of molecules in membranes by mechanisms that may involve lipid-lipid, protein-protein and protein-lipid interactions. The best know examples of such a phenomenon are lipid rafts that are deWned as small cholesterol-dependent domains in membranes in which certain proteins may aggregate (Lai 2003; Simons and Toomre 2000; Vereb et al. 2003) . It has been suggested that such domains may play a crucial role in signal transduction by sorting the signaling molecules and modifying their output properties by increasing their local concentrations (Lai 2003; Simons and Toomre 2000; Vereb et al. 2003) . Lipid rafts have been This has been mainly due to a lack of proper experimental tools to study the formation and regulation of protein clusters at sub-micron spatial and millisecond temporal scales (Jacobson et al. 2007 ). Biochemical methods were initially used that provided limited information about the physical properties of lipid rafts, and only recently have novel Xuorescence microscopy methods allowed the study of such small and fast phenomena in living cells. A prime example is the work of Sharma et al. who used Xuorescence anisotropy imaging to show that GPI-anchored proteins form small cholesterol-dependent clusters (Sharma et al. 2004 ). Interestingly, their data indicate that these clusters are dynamically maintained in the cell in contrast to lipid domains that have been studied in reconstituted membrane systems. This work is an excellent example of the study of a phenomenon that can best be studied in living cells using functional microscopy methods. Indeed, we expect that microspectroscopic methods are the main tools that will be used to observe protein cluster formation in the plasma membrane and elucidate their function in signaling. This will require further development of the optical tools, but also will require the development of appropriate computational methods to interpret and integrate the experimental results into coherent models. A complex non-homogenous spatial organization of signaling molecules in the plasma membrane can be expected to lead to intricate signaling behavior: a typical case for a systems biology approach where various experimental methods must be combined with mathematical modeling.
The complexities of protein partitioning and its possible consequences are clearly demonstrated by the paradigm example of Ras, a small regulatory GTPase that has a pivotal role in many signaling pathways and in tumor development. The isoforms of Ras show a high degree of homology, but have distinct signaling outputs (Yan et al. 1998) . These isoforms of Ras diVer mainly in their C-terminal membrane anchors that determine cellular localization and micro-localization within membranes (Rocks et al. 2006) . For instance, within the whole cell an acylation cycle dynamically partitions H-Ras between the plasma membrane and the Golgi (Rocks et al. 2005) . On the other hand K-Ras is not subject to such an acylation cycle but its association with the plasma membrane is regulated via phosphorylation (Bivona et al. 2006) . It is now well established that the compartmentalization of Ras in the cell leads to diVerent signaling outputs and that individual pools of Ras, such as the Golgi-localized pool, form independent signaling entities (Mor and Philips 2006; Rocks et al. 2006) . Clearly, the role of the various Ras isoforms in signaling networks is critically inXuenced by their localization at a cellular scale.
The isoforms of Ras are thought to also show diVerences in their localization at a nanometer scale in membranes. Experimental data suggest that the diVerent Ras isoforms cluster in small dynamically maintained domains depending on various mechanisms (see Fig. 2 ). One line of evidence comes from data acquired by electron microscopy methods (Plowman et al. 2005; Prior et al. 2003) . The dynamics of Ras in the plasma membrane have also been measured by single Xuorophore tracking (SFT) (Lommerse et al. 2003 (Lommerse et al. , 2005 Murakoshi et al. 2004 ) and with Xuorescence recovery after photobleaching (FRAP) (Niv et al. 1999 (Niv et al. , 2002 . According to these data, H-Ras clusters into cholesterol dependent nanoscale domains in its inactive GDP-bound state. However, in the GTP-bound active state, H-Ras clusters outside membrane rafts with the involvement of the -galactoside-binding protein Galectin-1 (Hancock and Parton 2005). K-Ras on the other hand was shown to form cholesterol-independent clusters regardless of its activation state, with the involvement of another galectin, Galectin-3 . In addition, varying degrees of Ras compartmentalization within the plasma membrane by the actin cytoskeleton have been observed . In spite of this broad variety of available data, a comprehensive model of dynamic Ras clustering and its regulation is not yet available. This is likely due to the lack of combined high temporal and spatial resolution in the experimental approaches that were employed. We expect that new imaging approaches, such as super-resolution methods (Betzig et al. 2006; Hell 2007; Rust et al. 2006 ) that combine these dimensions at appropriate scales, will complement existing Fig. 2 H-Ras is distributed non-homogeneously in the plasma membrane. A signiWcant fraction of the Ras molecules form small clusters, whereas the remainder is dispersed as monomers. Inactive H-Ras molecules are found in cholesterol-dependent domains. Active H-Ras forms clusters that depend on the Galectin-1 scaVold. In addition, the diVusion of H-Ras is constrained by the actin cytoskeleton data to provide a more comprehensive picture of Ras partitioning.
In order to understand the role that Ras partitioning has in signaling, it will be necessary to observe interactions of the appropriate subset of Ras molecules with Ras eVectors directly in living cells. Indeed diVerential activation of Ras between raft and non-raft domains has been observed by FRET microscopy (Fukano et al. 2007) . SFT experiments have shown that Raf proteins bind to immobilized Ras-GTP molecules (Murakoshi et al. 2004 ) and EM analysis shows co-clustering of Raf and Ras-GTP (Plowman et al. 2005) , suggesting that Raf binds to clustered active Ras. One can speculate that conWnement and clustering of Ras and its eVector molecules facilitates interactions with further components of a relevant signaling network. Mathematical modeling shows that this indeed could be the case (Nicolau et al. 2006) , but this hypothesis awaits experimental conWrmation. Alternatively, the clustering of Ras could confer beneWcial response properties onto the signaling network. Tian et al. explored this possibility by using a mathematical model that coupled nanocluster properties with response properties of cytoplasmic signaling networks to show that the conWnement of Raf molecules to active Ras clusters could lead to high-Wdelity signal transduction (Tian et al. 2007 ). This work thereby represents the Wrst step to bridge the gap between spatial temporal properties of Ras on nanoscales and the phenotypic response on a much larger cellular scale.
With the help of Xuorescence microscopy methods that have sub-micrometer spatial resolution and sub-second temporal resolution, we are now beginning to understand the role of the three-dimensional cellular distribution of Ras in signal transduction. Likewise, investigating the signiWcance of Ras nano-clustering on signal transduction can only be achieved by experimental methods that probe these systems on the nanometer spatial scale and the microsecond temporal scale. At this stage, reaction-diVusion models need to be developed that integrate the spatial and temporal information from these diVerent scales to better understand signaling systems that contain Ras.
Conclusion
Understanding complex cellular systems requires understanding their temporal and spatial dynamics, not just their components. Molecules such as PTP1B and Ras are examples of crucial nodes in growth factor signaling networks. An important point that we wanted to stress here is that these molecules become reporters for the dynamic properties of the whole network when their activity is studied in the context of the cell. By isolating and studying them in vitro we can only learn about their individual molecular properties, but by investigating their behavior in their natural environment we obtain information about the collective behavior of signaling networks in which they operate.
Fluorescence microscopy methods provide the signal speciWcity to study the dynamics of molecular processes in living cells with high temporal and spatial resolution. Likewise, it can be expected that functional imaging will further develop to image molecular processes within cells of complete organisms (Weissleder and Ntziachristos 2003) . Functional Xuorescence microscopy is also suitable in a highthroughput setting and it can be expected that this will play a signiWcant role in elucidating the causality in biochemical network structure in the near future by directly probing protein reaction states in living cells.
