Abstract--Genetic algorithms (GAs) are intelligent search techniques based on the theory of evolution. Software GAs typically require a long processing time. The inherent parallelism in GAs motivates their implementation in hardware. This project extends an existing library of GA hardware modules and performs a comparative analysis of performance for various module choices. A sample architecture developed using the modules is applied to DNA sequence alignment and its performance is compared with the standard software algorithm ClustalW.
I. INTRODUCTION
Genetic Algorithms (GAs) are search algorithms based on natural selection. GAs were developed by John Holland and his colleagues in the 1970s [1] , and have been applied to many hard optimization problems including VLSI layout [2] , satisfiability [3] and the Hamiltonian circuit problem [4] .
The basic GA modules are data encoding, selection, crossover, mutation and fitness evaluation. Data encoding and fitness modules require problem specific information. But the other GA modules can be implemented more generally. Hence, a general purpose GA engine requires only certain modules to be changed according to the application, making it ideal for FPGAs and reconfigurable systems. Here we implement a library of GA modules in VHDL and we develop a sample architecture incorporating pipelining and parallelization which is applied to DNA sequence alignment. Results are compared with the software method ClustalW [11] . The selection, crossover and mutation modules are generic and can be used in various architectures to solve other optimization problems.
II. PREVIOUS WORK IN HARDWARE GAs
In the past several years a number of GAs were implemented in hardware. This section gives a brief overview of these implementations. Nedjah and Mourelle proposed an architecture for hardware implementation of a GA. Fitness evaluation used a neural network [5] making the entire architecture problem independent, generic and massively parallel. The architecture was programmed into SPARTAN3 Xilinx FPGA [6] . It was over 5 times faster than the GA of Scott et al. [7] , but occupied twice the area.
Wakabayashi et al. developed a GA Accelerator (GAA) [8] where the crossover operator to be applied on each individual was dynamically selected during execution. The GAA was implemented in Verilog HDL, synthesized using Synopsys Design Compiler, and fabricated in 0.6um CMOS technology. It supports parallel execution of an adaptive GA, exchanging data with three neighboring GAA chips. Post layout simulation of the chip showed it can run at 50 MHz. The GAA system does not perform fitness evaluation, this is done external to the system.
This work extends a library of GA modules from [9] . The library was based on the GAOT Matlab library [10] . The modules of the system, selection (roulette wheel), crossover (one-point, two-point, arithmetic, uniform) and mutation (flipbit) were described in VHDL. In addition, random number generators based on linear feedback shift registers (LFSR) were included. These models were simulated for functionality and performance. Then the modules were incorporated into a hardware architecture exploiting pipelining and parallelization.
III. MODULES AND ARCHITECTURES IMPLEMENTED
This section describes the various GA modules that have been implemented as a part of this library and the architecture into which the modules have been incorporated.
Here is a review of the modules implemented in [9] The GA modules were connected together in the architecture shown in Figure 1 . PRNG creates the initial population which is stored in RAM1 for Population Members. Their fitness, evaluated by Fitness Module1, is stored in RAM2
for Fitness Values. The Selection Module then accesses RAM1 and selects two parents for reproduction. The selected parents undergo crossover and mutation and the offspring are stored in a temporary RAM3 for New Population Members. Selection and reproduction are pipelined so that, when two parents undergo crossover and mutation, the next set of parents is selected and waiting. This helps speed up the overall system. Two sets of RAM, one for the old and another for the new population, avoid overlap in generations. Otherwise, a new offspring might be used for reproduction in the same generation. The next generation, when ready, is evaluated by Fitness Module2 and the population members and fitness values are transferred back to the original RAM. Two sets of fitness evaluation blocks allow parallelization of the process. The architecture uses the simple GA technique. FIGURE 1 Architecture for the GA System. IV.
PERFORMANCE ANALYSIS
In this work, several GA modules have been implemented in VHDL, in addition to the modules that were already developed in [9] . The fitness module is designed according to the GA application. The modules are incorporated into the sample architecture shown in Figure 1 and the performance of each combination is analyzed for some sample cases.
The GA modules were functionally verified in two steps. First, modules were individually verified to operate correctly under a range of initial conditions and inputs. Second, modules were incorporated into the architecture illustrated in Figure 1 and the overall system was applied to maximize two functions as in [9] :
For all simulations, a population size of 8 was used and the GAs were simulated for 16 runs, each with a different seed to the PRNG. The fitness values f(x) are 12 bits in length. VHDL simulations verified the correct functionality of the architecture. Simulations were carried out using ModelSim SE version 6.1.
The first step in the performance analyses involves applying a GA system composed of LFSR based PRNG and Roulette Wheel Selection for the fitness function f(x) = 2x. The experiment was repeated with different crossover operators. The maximum value obtained by each GA system gives a measure of its performance. The maximum, minimum and average values, along with standard deviations and 95% confidence intervals were also calculated and tabulated in Tables I and II.   TABLE I As can be seen, a GA with Half Sibling and Clone as crossover operator performs better than those with other crossover operators. The process was repeated for the second function f(x) = 2x 3 -45x 2 +300x, with results similar to f(x) = 2x.
This entire process was repeated by varying the PRNG and the selection operator. The results obtained indicated that:
• The initial population generated also had an impact on the final solution reached by the GA. The multi LFSR and hybrid CA based GA systems reached the optimal value in more cases when compared to the other configurations.
• All four selection operators have shown equally good performance. But GA systems employing truncation and tournament selectors were able to reach the maximum possible value for both maximization functions in all experimental runs and so are preferred.
V. DNA SEQUENCE ALIGNMENT
Sequence alignment compares the primary sequences of DNA, RNA or proteins to identify regions of similarity. Two sequences may be similar because of divergence from the same ancestor (homologous), or because of functional similarity, even though they arose independently (analogous). Sequence alignment can identify conserved regions across a set of sequences hypothesized to be evolutionarily related. Aligned sequences of nucleotides (DNA) or amino acids (proteins) are represented as rows in a matrix. Gaps are inserted so that residues (nucleotides or amino acids) with similar characters are aligned under the same column. For example:
CTGCGGG---GGTAAT |||| || || --GCGG-AGAGG-AA-
The '-' represents a gap which is a consecutive run of spaces. If two sequences share a common ancestor, mismatches can be interpreted as point mutations and gaps as indels (insertion or deletion mutations) introduced in one or both lineages after they diverged. While point mutations are often caused by chemicals or error in DNA replication, insertions and deletions are due to transposable elements (sequences of DNA that can move to different positions inside a cell).
The most common sequence alignment techniques include dynamic programming and progressive alignment. While dynamic programming is very time consuming and limits the number of sequences that can be compared, progressive alignment techniques are highly dependent on the initial alignment of the most closely related sequences (which is usually formed without the knowledge of any available data). These drawbacks provide the necessary motivation to apply a GA to the sequence alignment problem and analyze the results Before applying a GA to any problem, the individual solutions in the search space need to be suitably encoded. For this particular application, we have chosen a bit string representation of the solutions. All the sequences are represented as a single bit string with a 1 representing the character and a 0 representing a gap. The standard GA operators are applied to the population encoded into bit strings as explained above. The following example shows how a sample sequence is encoded, The fitness function evaluates the number of matching columns. A match gets a score of 1 and a gap or mismatch gets a score of 0. The score of a sample alignment is shown below.
This is a very simple representation. Any other penalty can be given to gaps and mismatches. Usually leading and ending gaps are given higher penalties compared to extending gaps.
The GA system was applied to DNA sequences of length 50, 40, 30, 20 and 10. Simulations were run for 10 different datasets for each length. Each dataset was run 10 times with different seeds. Each simulation was run for 3000 iterations. ModelSim SE version 6.1 was used for the simulations. The average, standard deviation and 90% confidence interval (CI) values were computed for the 10 runs of each data set. Results compared with Clustalw values are presented in Tables III -VII. The difference between ClustalW and GA values (GA max, GA Min and GA Average) is calculated for each experiment and its average over the 10 different data sets for each length has been tabulated. This estimate along with number of confidence intervals that include the ClustalW is presented in TABLE VIII. A positive value in Table VIII indicates that ClustalW performs better than the GA. But the difference is very small. The Average (ClustalW -GA Max) column shows the GA is superior on four of the five pattern lengths tested.
The architecture was implemented on Altera FPGA devices (Cyclone EPIC6Q240 and Stratix II EP2S5F484C3) for area estimates. The system on the Cyclone can align sequences of length 20 and the system on the Stratix II can align sequences of length 50. The area in look-up tables (LUTs) is in TABLE IX. The maximum pattern length for an FPGA device is limited by the number of LUTs or the number of pins. Speedup is the ratio of run time of the software (ClustalW) to run time of the hardware (GA). The GA system described here, when implemented on an Altera board, has a clock rate of 50 MHz. The GA takes 16 clock cycles to load the initial population and 28 clock cycles per iteration to produce the next generation. With a clock period of 20 ns our system completes 3000 iterations in 1680.38 μs. Thus the hardware GA achieves an average speed up of 5979 compared to the ClustalW run time.
VI. CONCLUSIONS AND FUTURE WORK
Performance analysis of the different modules shows:
• The simulation results clearly show that a GA system with Half Sibling and Clone crossover operator is superior.
• The initial population generated also had an impact on the final solution reached by the GA. The multi LFSR and hybrid CA based GA systems reach the optimal value on more cases when compared to the other configurations.
• All four selection operators showed good performance, but only GA systems using Truncation and Tournament Selectors reached the maximum possible values in all experimental runs.
• The sequence alignment results show our GA system is functionally correct and produces results comparable to ClustalW. This indicates that our generic architecture components can provide acceptable results compared to the customized ClustalW approach. Our hardware GA also achieves an average speed up of 5979 compared to the ClustalW run time.
The modules described here work with binary representations. They can be extended to floating point representations. The architecture and modules have been applied to DNA sequence alignment. They can be extended to protein sequences. For longer sequences, the entire architecture can be split into subsystems running on multiple FPGAs. These are a few ways in which this work can be extended.
