1. Introduction. Let p be a prime. For fixed elements a and b of the finite field GF(p) = Z/pZ (it can be identified with the set Z p = {0, 1, . . . , p − 1} together with the operations of addition and multiplication modulo p), Eichenauer and Lehn [3] defined sequences X(x 0 ; a, b) : x 0 , x 1 , . . . by choosing initial elements x 0 ∈ GF(p) and using the recursion (1) x n+1 = ax
for all n ≥ 0.
They used this method as a nonlinear method to generate pseudorandom numbers. Niederreiter [10] generalized it over arbitrary finite field GF(q) when he studied pseudorandom vectors. See also Eichenauer-Herrmann [5] and Niederreiter [11, Chapters 8 and 10] and [12] for more details on these methods. Because the recursion (1) is used to construct pseudorandom numbers and pseudorandom vectors, the problem of when the sequence X(x 0 ; a, b) has the maximal period length has been studied intensively: see, for instance, Chou [1] , Eichenauer and Lehn [3] , Flahive and Niederreiter [8] , and Niederreiter [12] . For studying pseudorandom numbers with modulus a composite positive integer m, the recursion (1) must be changed into the following: For all n ≥ 0, (2) x n+1 ≡ ax Since the sequence X(x 0 ; a, b) with modulus a prime divisor p of m instead of m itself does not contain 0 modulo p, X(x 0 ; a, b) with modulus p does not [325] have the maximal period length. It is necessary to study all possible period lengths of the recursion (1) over GF(p). Eichenauer and Lehn [3] obtained some results on the period length of X(x 0 ; a, b) with prime modulus. Chou [2] generalized it over finite fields and got all possible period lengths of the sequence X(x 0 ; a, b). Also, Eichenauer-Herrmann [6] , Eichenauer-Herrmann and Topuzoglu [7] and Huber [9] studied the period length of X(x 0 ; a, b) with modulus any prime power.
As we have mentioned above, if the sequence X(x 0 ; a, b) is generated by the recursion (2), the sequence X(x 0 ; a, b) with modulus p does not have the maximal period length. To make up for this deficiency, Huber [9] suggested to consider the recursion (3) x n+1 ≡ ax φ(m)−1 n + b mod m for all n ≥ 0, where φ(m) is Euler's totient function. This recursion is equivalent to the recursion (1) when m is a prime number and equivalent to the recursion (2) whenever each term of the sequence X(x 0 ; a, b) with modulus m is relatively prime to m. But the recursion (3) allows any term x n of X(x 0 ; a, b) and m to have a common divisor greater than 1. Huber [9] showed that if m is square free, then X(x 0 ; a, b) has the maximal period length with modulus m if and only if X(x 0 ; a, b) with modulus each prime divisor p of m has the period length p.
In this paper, we are going to describe all possible period lengths of sequences X(x 0 ; a, b) generated by each of recursions (2) and (3) . For this purpose, we need the following results from Chou [2] . 
Using this lemma, we are going to study all possible period lengths of sequences X(x 0 ; a, b) with modulus m generated by the recursion (2) in Section 2 and all possible period lengths of sequences X(x 0 ; a, b) with modulus m generated by the recursion (3) in Section 3. The following two lemmas were obtained by Eichenauer-Herrmann and Topuzoglu [7] . They are useful in describing the period length of the sequence X(x 0 ; a, b) with modulus p 
The following lemma is a little bit different from the original lemmas in [7] . 
and (C) are the same as Lemmas 8 and 9, respectively, in [7] . So, we prove (A) only. We follow the proof of Lemma 7 in [7] until we get the congruential equation
where µ is any positive integer, α, β, and γ are some fixed integers with gcd(α, p) = 1 and γ = 0 if p = 2. If the conditions of Lemma 3(B) are satisfied, we take µ = o(−ax −2 0 ) and then the equation (4) becomes
If the conditions of Lemma 3(C) are satisfied, we take µ = p and then the equation (4) We are now ready to prove our main theorem of this section, which will describe all possible period lengths of the inversive congruential recursion with modulus p 
if t is the smallest positive integer satisfying x λ ≡ x 0 mod p t and 2 ≤ t ≤ k. P r o o f. Since a, b and x 0 can be used to define the infinite sequence X(x 0 ; a, b) with modulus p k by the recursion (2), we are going to prove this theorem according to all cases in Lemma 2.
(A) It is trivial for the case a = 0. So, consider a = 0 and write a = rp e with gcd(r, p) = 1. Let s be the nonnegative integer satisfying es < k ≤ e(s + 1). We are going to prove this case by induction on s.
, or equivalently, there exists a positive integer w s so that for any es < t ≤ e(s + 1), 
by Lemmas 3(C) and 4(A).
(E) From the definition, 
by Lemmas 3(A), (C), 4(A) and (B). This completes the proof of this theorem.
The case Theorem 5(B)(3) with j = 1 = e is consistent with the result obtained by Eichenauer, Lehn, and Topuzoglu [4] . Also, cases (D)(4), (D)(5) with s = 1, and (F) in Theorem 5 are consistent with results obtained by Eichenauer-Herrmann and Topuzoglu [7] . Also, we have given conditions x λ ≡ x 0 and x λ ≡ x 0 modulo a prime power in both cases Theorem 5(E) (3) and (F), respectively. We are going to modify these two conditions. First, we need the following The following theorem is a modification of the case Theorem 5(E)(3). 
is the multiplicative inverse of 2 modulo p.
so that L(x 0 ; a, b+ dp 
. Let σ n = 1≤j≤n−1 ω c,j u c,n−j and τ n = 1≤j≤n−2 ω c,j σ n−j for all n ≥ 3, and let σ 2 = ω c,1 u c,1 . One can show by induction on n that
, we have, after a short computation,
Since βx 0 ≡ −a mod p
3
, we have −ax (5) and (6) and simplification,
By Lemma 6 and a short computation, we have 
. Take any integer 0 ≤ d < p and consider the sequence X(x 0 ; a, b + dp 0 , x d,1 , . . . with modulus  p 
t+1
. Consider the corresponding linear recurrence sequence U (1, x 0 ; a, b + dp 1; a, b) : w 0 , w 1 , . . . be the linear recurrence sequence defined by w 0 = 0, w 1 = 1, and w n+2 = bw n+1 + aw n for all n ≥ 0. By similar arguments, one can show by induction on n that for all n ≥ 2,
It is easy to show by induction on n that w 1 ≡ ω c,1 and w n ≡ ω c,n (7) becomes, for all n ≥ 3,
From the definitions of σ n and τ n , (8) can be rewritten as
for all n ≥ 3.
Since u n ≡ u c,n mod p for all n ≥ 0, we have
.
We have shown that there is exactly one integer 0 ≤ d < p so that L(x 0 ; a, b + dp (1, x 0 ; a, b + dp
. . be the same linear recurrence sequence as in the proof of Theorem 7. One can show by induction on n that for all n ≥ 2,
− bx − a is the characteristic polynomial for both sequences U (1, x 0 ; a, b) and W (0, 1; a, b) with modulus p (or equivalently, over GF(p)). Since gcd(b
Let α, β ∈ GF(p 2 ) be the roots of f (x). It is easy to see that for all n ≥ 0,
where λ = o(m f ). It can also be shown by induction on n that for all n ≥ 0, w n = (α
for all n ≥ 2. In particular,
1≤j≤λ−1
Note that both values in (10) and (11) are in GF(p), and so can be viewed as an integer modulo p.
, we can write
Using this result and formulas (9)- (11), we have Note that the result of Theorem 8(B) is consistent with the result obtained by Eichenauer-Herrmann [6] . The following result is an easy application of Theorem 5, which is consistent with results obtained by Huber [9] . We will use the usual notation p 
