In this paper, we are concerned with optimal decay rates for higher order spatial derivatives of classical solutions to the full compressible MHD equations in three dimensional whole space. If the initial perturbation are small in H 3 -norm and bounded in L q (q ∈ 1, 6 5 )-norm, we apply the Fourier splitting method by Schonbek [Arch.Rational Mech. Anal. 88 (1985)] to establish optimal decay rates for the second order spatial derivatives of solutions and the third order spatial derivatives of magnetic field in L 2 -norm. These results improve the work of Pu and Guo
Introduction
In this paper, we are concerned with the compressible viscous and heat-conductive magnetohydrodynamic (In short, MHD) equations in the Eulerian coordinates is the deformation tensor and defined by
The pressure function P (ρ, θ) is smooth and satisfies P ρ (1, 1) > 0 and P θ (1, 1) > 0 in a neighborhood of (1, 1) . The constants µ and λ are the first and second viscosity coefficients respectively and satisfy the physical restrictions µ > 0, 2µ + 3λ ≥ 0.
Positive constants c v , κ, and ν are respectively the heat capacity, the ratio of the heat conductivity coefficient over the heat capacity, and the magnetic diffusivity acting as a magnetic diffusion coefficient of the magnetic field. For the sake of simplicity, we assume c ν , P ρ (1, 1) and P θ (1, 1) to be 1. To complete the system (1.1), the initial data are given by (ρ, u, θ, B)(x, t)| t=0 = (ρ 0 (x), u 0 (x), θ 0 (x), B 0 (x)). The compressible MHD systems are combination of the compressible Navier-Stokes equations of fluid dynamics and Maxwell's equations of electromagnetism. On the other hand, although the electric field E does not apper in (1.1), it can be written in terms of the magnetic field and the velocity as follows E = νcurlB − u × B by the moving conductive flow in the magnetic field. Obviously, the compressible MHD systems reduce to the full compressible Navier-Stokes equations when there is no electro-magnetic effect(i.e. B ≡ 0). In this paper, we are concerned with the optimal decay rates for higher order spatial derivatives of solutions to the full compressible MHD equations in three-dimensional whole space. Since the study of the asymptotic behavior of the MHD equations kept in step with the Navier-Stokes equations, we recall some studies on the convergence rates for the compressible Navier-Stokes equations with or without external forces. When there is no external force, the convergence rates of solutions for the compressible Navier-Stokes equations to the steady state have been investigated extensively. First, Matsumura and Nishida [1] established global existence of small solutions in H 3 -norm and proved that the first order spatial derivatives of solutions in H 1 -norm converges to zero as the time goes to infinity in three-dimensional whole space. At the same time, Matsumura and Nishida [2] obtained the following convergence rate for all t ≥ 0, (ρ − 1, u, θ − 1)(t) H 2 (1 + t)
if the small initial disturbance belongs to H 3 (R 3 ) ∩ L 1 (R 3 ). For the small initial perturbation belongs to H 3 only, Matsumura [3] took weighted energy method to show the time decay rates
for k = 1, 2, and
For the same system, Ponce [4] gave the optimal L p convergence rate
for 2 ≤ p ≤ ∞ and l = 0, 1, 2, if the small initial disturbance belongs to H s (R n ) ∩ W s,1 (R n ) with the integer s ≥ [n/2] + 3 and the space dimension n = 2 or 3. In order to establish optimal decay rates for higher order spatial derivatives of solutions, Guo and Wang [5] developed a general energy method to build the time convergence rates as follows
On the other hand, the study of large-time behavior in L p (1 ≤ p ≤ ∞) spaces and pointwise estimates were developed in [6] [7] [8] . For example, Hoff and Zumbrun [6] studied the isentropic viscous fluid in R n (n ≥ 2) and obtained
for all large t > 0, if the small initial disturbance belongs to
, where L n (t) equals log(1 + t) if n = 2 and 1 otherwise. This result was later generalized by Kobayashi and Shibata [9] and Kagei and Kobayashi [10, 11] to the viscous and heat-conductive fluid and also to the half space problem but without the smallness of L 1 -norm of the initial disturbance. When there is an external potential force F = −∇Φ(x), there are also some results on the convergence rate for solutions to the compressible viscous Navier-Stokes equations. For this case, when the initial perturbation is not assumed in L 1 , the analysis only on the Sobolev space H s (R 3 ) yields a slower (than optimal) decay [12, 13] . If the initial perturbation belongs to L 1 additionally, Duan et al. [14, 15] established optimal decay rates for the solutions and its first order spatial derivatives as follows
where k = 0, 1. Motivated by the study of optimal decay rates for Navier-Stokes equations, the investigation of time convergence rates of solutions to the MHD equations has aroused many researchers' interests. First of all, under the H 3 -framework, Li and Yu [16] and Chen and Tan [17] not only established the global existence of classical solutions, but also obtained the time decay rates for the three-dimensional compressible MHD equations by assuming the initial data belong to L ) respectively. More precisely, Chen and Tan [17] built the time decay rates
where k = 0, 1. These decay rates (1.4) have also been established by Li and Yu [16] for the case q = 1. Motivated by the work of Guo and Wang [5] , Tan and Wang [18] established the optimal time decay rates for the higher order spatial derivatives of solutions if the initial perturbation belongs to
. More precisely, they built the following time decay rates
where k = 0, 1, ..., N − 1. Following the spirit of work [19] , we (see [20] ) establish the following time decay rates for all t ≥ T * (T * is a positive constant) 5) where m = 2, 3. It is easy to see that the time decay rates (1.5) is better than decay rates (1.4) since (1.5) provides faster time decay rates for the higher order spatial derivatives of solutions. For the full compressible MHD equations (1.1), Pu and Guo [21] established time decay rates for the classical solutions in three-dimensional whole space as follows 6) where k = 0, 1, if the initial perturbation are small in H 3 -norm and bounded in L∈ 1,
In this paper, we are concerned with optimal decay rates for the higher order spatial derivatives of classical solutions in L 2 -norm to the full compressible MHD equations in three dimensional whole space. For the classical incompressible Navier-Stokes equations, Schonbek and Wiegner [22, 23] applied the inductive argument and Fourier splitting method (see [24] ) to establish optimal decay rates for higher order derivatives norm after having the optimal decay rates of solutions and its first order spatial derivatives at hand. Motivated by [22, 23] , we move the nonlinear terms to the right hand side of (1.1) 4 and deal with the nonlinear terms as external force with the property on fast time decay rates. Then, the application of Fourier splitting method helps us to establish optimal time decay rates for the higher order spatial derivatives of magnetic field in L 2 -norm. Since the equation (1.1) is hyperbolic-parabolic type, then the optimal decay rate for the second order spatial derivatives of solutions are somewhat complicated. More precisely, denoting ̺ = ρ − 1 and σ = θ − 1, the (1.1) transforms into the system (2.1). Then, for the homogeneous system (2.1)(i.e. S 1 = S 2 = S 3 = S 4 = 0), it is easy to establish following energy inequality
where k = 2, 3. In order to apply the Fourier splitting method to build optimal decay rate for the second order derivatives norm of solution, we need to rediscover the dissipative estimates for ̺. Then, it is easy to verify the following differential inequality 
where 2 ≤ p ≤ ∞, and k = 0, 1. Remark 1.3. Although we only established the time decay rates under the H 3 -framework in Theorem 1.1, the method here can be applied to the H N (N ≥ 3)-framework just following the idea as Gao et al. [19] . Hence, if
) and there exists a small constant ε 0 > 0 such that
then the global classical solutions have the time decay rates
where k = 0, 1, ..., N − 1, and m = 0, 1, 2, ..., N.
Finally, we establish decay rates for the mixed space-time derivatives of solutions to the Cauchy problem (1.1)-(1.3). 
where k = 0, 1. 
The rest of this paper is organized as follows. In section 2, we establish the optimal time decay rates for the higher order spatial derivatives of global classical solutions. In section 3, one hopes to build the time convergence rates for the mixed space-time derivatives of solutions.
Proof of Theorem 1.1
In this section, we will establish the optimal time decay rates for the higher order spatial derivatives of solutions. By computing directly, it is easy to deduce
and
Denoting ̺ = ρ − 1 and σ = θ − 1, the original full MHD equations (1.1) can be rewritten in the perturbation form as follows
Here S i (i = 1, 2, 3, 4) are defined as
where the functions of ̺ and σ are defined as
To complete the system (2.1), the initial data are given by
First of all, Pu and Guo(see [21] on Page 521 ) have established the following estimates
which, together with the smallness of δ 0 (see (1.10)) and Sobolev inequality, yields directly
Hence, we immediately have
which will be used frequently to derive the temporal decay rates. Furthermore, it is also easy to deduce
In the same manner, we also obtain
We state the classical Sobolev interpolation of the Gagliardo-Nirenberg inequality, refer to [25] .
8)
where 0 ≤ θ ≤ 1 and α satisfy
First of all, we establish the optimal time decay rates for the second order spatial derivatives of magnetic field. Lemma 2.2. Under the assumptions of Theorem 1.1, the magnetic field has the time decay rates for all t ≥ 0,
Proof. Taking second order spatial derivatives to (2.1) 4 , multiplying the resultant identity by ∇ k B and integrating over R 3 , then we have
The application of decay rate (1.6), Holder, Sobolev and Cauchy inequalities yields immediately
(1 + t)
(2.11)
In the same manner, it is easy to deduce
12) and
(2.13) Substituting (2.11)-(2.13) into (2.10) and choosing ε small enough, we get
Taking third order spatial derivatives to (2.1) 4 , multiplying the resulting identity by ∇ 3 B and integrating over R 3 , then we have
By virtue of (2.5), Holder, Sobolev and Cauchy inequalities, it arrives at
Similarly, it is easy to deduce
and 19) which, together with the decay rates (1.6), yields directly
Adding (2.15) to (2.20) , it arrives at
For some constant R defined below, denoting the time sphere S 0 (see Schonbek [24] ) by
, then we have
Substituting (2.22) and (2.23) into (2.21) and applying the time decay rates (1.6), we have
By virtue of q ∈ 1, 6 5 , then it is easy to see that
Thus, we have the following estimates
in (2.25), then we get
Multiplying (2.27) by (1 + t) 3+, it arrives at
which, integrating over [0, t], gives
Therefore, we complete the proof of the lemma.
Next, we establish the following differential inequality for the second order spatial derivatives of solutions. Lemma 2.3. Under all the assumptions in Theorem 1.1, then we have
Proof. Taking k−th(k = 2, 3) spatial derivatives on both hand sides of (2.1) 1 ,(2.2) 2 and (2.2) 3 , multiplying the resultant identity by ∇ k ̺, ∇ k u and ∇ k σ respectively and integrating over R 3 , then we have
(2.29)
Integrating by part and applying (1.6), Holder, Sobolev and Cauchy inequalities, we obtain
(2.31)
Following the idea as (2.31), it is easy to deduce
Integrating by part and applying (2.5)-(2.7), Holder and Sobolev inequalities, it arrives at
(2.33)
It follows from the integration by part, (1.6), (2.6), (2.7), Holder and Sobolev inequalities that
By integration by part, (1.6), (2.6), (2.7), Holder, Sobolev and Cauchy inequalities, we get
(2.36)
In the same manner, we obtain 1 2
Following the idea as (2.32) and (2.33) respectively, it is easy to deduce
The application of integration by part, (1.6), (2.6), (2.7), Holder, Sobolev and Cauchy inequalities yields
(2.40)
Integrating by part and applying (1.6), (2.6), (2.7), Holder and Sobolev inequalities, we get
(2.41)
In the same manner, it is easy to deduce 
Furthermore, we establish the following differential inequality for the third order spatial derivatives of solutions.
Lemma 2.4. Under all the assumptions in Theorem 1.1, then we have
Proof. Taking k = 3 in (2.29), it is easy to see that
By virtue of decay rates (1.6), (2.5), Holder, Sobolev and Cauchy inequalities, we obtain
With the help of decay rates (1.6), (2.5), Holder, Sobolev and Cauchy inequalities, we get
(2.47)
By virtue of the integration by part and applying decay rates (1.6), (2.5)-(2.7), Holder and Sobolev inequalities, we deduce
(2.48)
The application of decay rates (1.6), (2.6), (2.7), Holder and Sobolev inequalities yields directly
(2.49)
Following the idea as (2.47) and (2.48) respectively, it is easy to deduce
(2.54)
Integrating by part and applying decay rates (1.6), (2.6), (2.7), Holder and Sobolev inequalities, it arrives at
(2.55)
Integrating by part and applying decay rates (1.6), (2.6), (2.7), Holder and Sobolev inequalities, we get
(2.56)
(2.57) Substituting (2.45)-(2.57) into (2.44) and applying the smallness of δ 0 and ε, it is easy to deduce
Furthermore,, we establish the dissipative estimates for the density.
Lemma 2.5. Under all the assumptions in Theorem 1.1, then we have
Proof. Taking ∇ 2 −th spatial derivatives on both hand sidse of (2.1) 2 , multiplying by ∇ 2 ̺ and integrating over R 3 , then we get
In order to deal with the term ∇ 2 u t · ∇ 3 ̺dx, we turn to time derivatives of velocity to the density and apply the transport equation (2.1) 1 . More precisely, we have
Substituting (2.60) into (2.59), it is easy to deduce
Integrating by part and applying decay rates (1.6), Holder and Sobolev inequalities, we obtain
(2.62)
Following the idea as in Lemma 2.4, we deduce immediately
On the other hand, it is easy to see that
Plugging (2.62)-(2.64) into (2.61), we complete the proof of the lemma.
The optimal decay rates for the second order spatial derivatives of global classical solutions are stated in the following lemma. 
for all t ≥ T * (T * is a positive constant defined below).
Proof. Adding (2.28) with (2.43), it is easy to deduce
Multiplying (2.58) by
and adding with (2.66), we obtain
where
Applying the Young inequality and the smallness of δ 0 , we have the following equivalent relations
From the inequality (2.67), it is easy to deduce
Similar to (2.22), we have
Adding (2.70) with (2.71), we obtain
(2.72)
73) and
Combining (2.72)-(2.74) with (2.69) and applying the decay rates (1.6), then we get
where we have used the fact (2.24). For some large time t ≥ R − 1, we have
Plugging (2.76) into (2.75), it is easy to deduce
which, together with the equivalent relation (2.68), gives directly
in (2.77), then we have 
The integration of (2.79) over [0, t] yields
which, together with the equivalent relation (2.68), gives
for all t ≥ T * := 2(3+q)C 5 qC 3 − 1. Therefore, we complete the proof of the lemma.
Finally, we establish optimal decay rates for the third order spatial derivatives of magnetic field.
Lemma 2.7. Under all the assumptions in Theorem 1.1, then the magnetic field has the following time decay rate for all t ≥ T *
Proof. Combining the time decay rates (2.28), (2.65) with (2.38), we get
Combining (2.40), (2.81) and the time decay rates (2.28), we obtain
By virtue of q ∈ 1, 6 5 , it is easy to see that
Then, we deduce from the inequality (2.82) that 
Integrating (2.84) over [0, t] , it arrives at
which implies the following time decay rate
Therefore, we complete the proof of lemma.
Proof of Theorem 1.1: With the help of Lemma 2.2, Lemma 2.6, and Lemma 2.7, we complete the proof of the Theorem 1.1.
In this section, we establish time decay rates for the mixed space-time derivatives of solutions. 
where k = 0, 1.
Proof. First of all, applying (2.1) 1 , (1.11), Holder and Sobolev inequalities, it arrives at
(1 + t) (1 + t)
(3.1)
Similarly, we obtain
inequalities, it is easy to deduce 
(3.5)
(3.6)
Combining (3.5)-(3.6), then we have the time decay rates
where k = 0, 1. Furthermore, it is easy to deduce
(3.8)
In view of (3.8)-(3.9), then we have the time decay rates 10) where k = 0, 1. Finally, it follows from the (2.1) 3 , Holder and Sobolev inequalities that
(3.11)
Similarly, it follows from (2.1) 3 , (2.30)-(2.32) that
(1 + t) 
+1
(3.12)
By view of (3.11) and (3.12), it is easy to obtain
where k = 0, 1. Therefore, we complete the proof of the lemma.
Proof of Theorem 1.2: With the help of Lemma 3.1, we complete the proof of the Theorem 1.2.
