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ABSTRACT
The Analytic Hierarchy Process (AHP) is a procedure, which can only consider 
relative priorities as estimated by decision-makers. A Data Envelopment Analysis (DEA) 
model is a data-oriented approach for evaluating the relative efficiency o f  a group of 
entities referred to as Decision Making Units (DMUs). This research work integrates and 
combines positive aspects o f AHP's estimated qualitative data and DEA's quantitative 
data. This combination is accomplished by specifying two variants o f  the DEA 
methodology for selection of the best DMU. Initially the priority weights o f AHP are 
integrated with the DEA methodology to provide results that are logic based. Next, a 
method is developed to work backwards through the DEA model to provide values that 
would be the required results from an AHP formulation to give the same result in DEA.
The objective o f the research is to propose variants of DEA that would possibly 
improve the results and also integrate subjective data. Through the application of the 
methods developed in this research, it is believed that the acceptability o f  the results 
obtained from DEA analysis can be improved.
ix




The Analytic Hierarchy Process (AHP) is a subjective method for analyzing 
qualitative criteria for purposes o f generating a weighting or ranking o f the operating 
units. The AHP method is used to evaluate the "relation" of business to customer. The 
weighted average score o f the AHP process is a mathematical weighting that reflects the 
relative importance of each o f the criteria when compared against all other criteria. The 
greater the AHP weights the greater the relative importance o f that criteria. The use o f  the 
AHP process is very time consuming. Also the AHP method establishes only a weighting 
or ranking of selection criteria. The AHP weighting has to be combined with other 
factors, such as cost, to make a decision [Schniedeijans, Hoffman, and Sirmans, 1995].
The AHP has received widespread attention and has been applied to problems as 
diverse as forecasting, strategy formulation and prediction of voting behavior. The AHP 
was originally developed for large scale problems where the experts provided the 
pairwise comparisons necessary to synthesize the weights. Recently, there has been 
increased interest in the applications o f the AHP to disciplines like marketing and 
consumer behavior. In marketing research, consumers frequently are put in the role of 
decision makers with the goal o f the research to select the "best" consumer 
product/service (e.g., cars or airlines) to satisfy consumer needs and desires at a fair price. 
It is well established in the marketing and consumer behavior literature that in a very long 
interview, even under the best circumstances, the decision maker is likely to suffer from 
information overload or to become confused, bored, inattentive, and unproductive unless
1
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extraordinary measures are used to add stimulation to the task and to maintain interest. A 
realistic and practical consumer decision problem for a product or service often involves 
many attributes and attribute levels and thus requires a significant time commitment from 
the decision makers [Saaty, 1972, 1980,1986, 1988].
Data Envelopment Analysis (DEA) is a set of methods and models, based on 
mathematical programming. It is used for assessment of the relative efficiency of 
observed Decision Making Units (DMUs). Chames, Cooper, and Rhodes developed a 
classical model, referred to as the CCR model [Chames, Cooper, and Rhodes, 1978]. 
After performing an analysis, a DMU is classified as efficient or inefficient.
DEA is a non-parametric radial efficiency measurement technique that uses a 
specially configured linear program model to calculate how efficient a firm is at 
transforming inputs into outputs relative to the other firms in the sample. This is a crucial 
point: DEA can be used effectively when the research agenda requires the calculation of 
relative performance evaluations, among a set o f firms, utilizing a similar production 
frontier from which the technical efficiency of each firm in the sample can be calculated 
[Friedman and Sinuary-Stem, 1997].
DEA provides a new approach to organizing and analyzing data. It has become an 
alternative and a complement to traditional central-tendency analysis. It provides a new 
approach to traditional cost-benefit analysis, frontier estimation, policy making, learning 
from outliers, and inducing theory from external observations [Chames, 1995].
One of the most important goals in each o f these approaches is to determine sufficient 
and possibly necessary conditions for changes on the inputs and outputs under which the 
DMU will remain efficient. DEA is a quantitative data analyzing tool for evaluation of
2
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the performance o f a group o f  entities referred to as operating units. It is a particularly 
difficult task for a service business to improve its operations effectively and find 
substantial cost savings without sacrificing quality o f service. DEA is used to evaluate 
economic relationships o f business to business [Schniedeijans, Hoffman, and Sirmans, 
1995],
This research presents a DEA model that utilizes the priority weights of the AHP to 
optimize input resources and to improve the accuracy o f the measurement o f the 
operating units. In this work the research has been organized to accomplish several 
purposes. First is presented a conceptual introduction to DEA and the AHP. Second, and 
more importantly, an integration and combination o f the technologies of AHP's estimated 
qualitative data and DEA's quantitative data is made. This is done in order to improve the 
discrimination o f DEA and to incorporate some objectivity into DEA while decreasing 
the subjectivity obtained strictly from the application o f  AHP. It will also simplify the 
incorporation of some management reason into the process through the evaluation o f a 
much smaller AHP problem which can be used to obtain the priority weights that are 
used for the analysis o f a large number of DMU's. Third, a formulation of the backward 
DEA model that is utilized in DEA for the selection o f input data that would be the result 
of an AHP analysis, is illustrated. A backward DEA model is formulated to obtain 
weights for input resources that would be appropriate weights for an AHP problem o f 
similar structure yielding the same ranking.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
CHAPTER 2 
LITERATURE REVIEW
2.1 Literature on DEA
The Data Envelopment Analysis (DEA) researcher, Abraham Chames (1978), first 
introduced the idea that the DEA relative efficiency solutions are of interest to operations 
researchers, management scientists, and industrial engineers largely because o f the 
following three features of the method: (1) the characterization of each Decision Making 
Unit (DMU) by a single summary relative efficiency score; (2) the DMU-specific 
projections for improvements based on observable referent revealed best-practice DMUs; 
and (3) an obviation by DEA of the alternative and indirect approach o f specifying 
abstract statistical models, and making inferences based on residual and parameter 
coefficient analysis. The attraction of DEA to traditional frontier econometricians 
emerged from the new insights obtained in production frontier analysis involving their 
existence and the variance around them [Schmidt, 1985]. For example, the BCC [Banker, 
Chames and Cooper, 1981] model relaxed the constant returns to scale requirement o f the 
original CCR ratio model and made it possible to investigate local returns to scale. Thus, 
it became evident that DEA can complement information about average returns to scale 
from econometric models with DMU specific scale efficiency information for each DMU 
on the frontier. Similarly, DEA solutions can provide DMU specific information for most 
productive scale size [Banker, 1984] and allocable efficiency [Banker and Mainderata, 
1988] in contrast to only average most productive scale, as well as average allocable 
efficiency obtained from traditional econometric frontier analysis. The orientation o f 
DEA on driving the best practice frontier and on optimizing the individual DMU affords
4
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new ways o f organizing and analyzing data. It can also result in new managerial and 
theoretical insights. DEA calculations focus on individual observations in contrast to 
population averages. DEA produces a single aggregate measure for each DMU in terms 
of its utilization o f input factors (independent variables) to produce desired outputs 
(dependent variables). DEA can simultaneously utilize multiple outputs and multiple 
inputs with each being stated in different units of measurement. DEA can adjust for 
exogenous variables. DEA can incorporate categorical variables. DEA results are value 
free and do not require specification or knowledge of a priori weights or prices for the 
inputs or outputs. DEA places no restrictions on the functional form of the production 
relationship. DEA produces specific estimates for desired changes in inputs and outputs 
for projecting DMUs below the efficient frontier onto the efficient frontier. DEA focuses 
on revealed best practice frontiers rather than on central tendency properties of frontiers. 
And DEA satisfies strict equity criteria in the relative evaluation o f each DMU [Chames, 
1995],
The great number and variety of applications o f DEA in recent years has been 
accompanied by important new developments in concepts and methodology. Originally 
designed to evaluate DMUs such as schools and hospitals which use multiple inputs to 
produce multiple outputs, DEA has been accorded a variety of formulations and used for 
many other types of entities [Cooper, Thompson, and Thrall, 1996].
Yu, Wei, and Brockett (1996), introduced a generalized DEA model which unifies 
and extends most of the well-known DEA models developed over the past fifteen years 
and points the way to new models. By setting three binary parameters of the model to 
different values, they obtained subclasses of the DEA models with general K  cone and W
5
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cone descriptions to represent the evaluator's preferences for the DMUs and the 
input/output categories. They also showed relationships among the various different 
subclasses o f the generalized DEA model and give special attention to efficiency 
definitions and solutions. Furthermore, they proved the equivalence between DEA 
efficiency and the non-dominated solutions o f a corresponding multi-objective program 
[Yu, Wei, and Brockett, 1996].
Merton D. Finkler and David D. Wirtschafter (1993) described cost-effectiveness to 
decision making institutions indicating which managers should reevaluate their staffing 
mix and levels. They have shown that each o f the four transformations o f inputs - 
physician hours, nursing hours, maternal length of stay, and number o f nurses and doctors 
- were investigated. They argued that although cost per day tends to fall as stays 
lengthens and thus does not provide a comprehensive reflection o f the cost structure, 
competing measures, such as charge data and data derived from Medicare-type cost 
reports introduce elements unrelated to observed differences in caseloads. In modeling 
their study two components were added to DEA to illustrate which centers provide cost- 
effective service and which centers cost-ineffective service. First, input data are adjusted 
for differences in case-mix so that resources use related to severity o f the caseload can be 
distinguished from that related to inefficiency. Secondly, output data, reflective of one 
acceptable measure o f obstetric outcomes, are incorporated so that cost-effectiveness can 
be assessed. To address the indeterminacy o f  DEA, several input combinations have been 
analyzed. For the nine obstetric service units considered, some centers appear on the cost- 
effectiveness frontier, and others are far from the frontier no matter which input 
representation is selected. By reducing the inputs to two, the level and mix of physicians
6
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and nurses, DEA users can implement an easily ascertainable and practical measure of 
technical efficiency. From the unit manager's perspective, the measure gains credibility 
because o f the case-mix adjustment and practicality because o f  its direct representation of 
resources controlled [Finkler and Wirtschafter, 1993].
Abraham Chames (1995), introduced the idea that DEA can also offer possibilities 
for use in index number construction. Lovell and Schmidt (1988) describe experiments 
using DEA to deal with appearing and disappearing commodities (a problem that has 
become severe in constructing price indexes for products like electronic computer 
components), which are subject to very rapid change. In this study, Lovell and Schmidt 
turn to uses o f dual variable values with results that compare favorably with the 
commonly used "reservation price" and "link-to-show-no-charge" approaches. More 
experimentation is needed, as Lovell and Schmidt note, but at least they have opened a 
path to possible new approaches, which may make it possible to relax conditions (such as 
an already attained efficiency or an already attained equilibrium). However, these are 
assumptions underlying other approaches, as in the use o f "superlative" and "hedonic" 
indexes. Fare, Grosskopf, Lindgren, and Roos (1994) approach the need for relaxing the 
assumptions o f an already achieved technical efficiency model in yet other ways. In 
particular, they use a radial measure o f efficiency from which they construct an index of 
productivity for Swedish hospitals along lines suggested by Malmquist indexes. This 
opens new possibilities for consideration in managerial decision making by directing 
attention to the possible removal o f inefficiencies, including waste, as well as by altering 
the technologies that may also affect productivity. Thus, a possibility for improvement is 
brought into view that is not apparent in customary indexes o f productivity which do not
7
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distinguish between productivity increases resulting from improvements in technology 
and improvements in performance with existing technologies. As reported in Chames, 
Cooper, and Rhodes (1978), DEA was originally developed in response to a need for 
improved methods for evaluation and controlling public sector activities. However, Desai 
and Storbeck (1990) show how DEA can be used to improve location decisions for both 
private and public enterprises in situations where multiple outputs, as well as multiple 
inputs, need to be taken into account. Public and private industry applications do not 
exhaust the possibilities o f DEA, as proven by Mark J. Mazur (1994). He applies DEA to 
evaluate the performance of individual batters and pitchers in major-league baseball. The 
ability of DEA to accommodate different types o f inputs and outputs allows him to take 
explicit account o f  data on runs batted in as well as batting averages, home runs, walks, 
and strikeouts for his evaluation of hitters, as well as numbers o f games won, lost, and 
saved by pitchers [Chames, 1995].
Olesen O. B. (1995) studied a survey of a set o f inherent characteristics and unsolved 
problems in current DEA models. He has discussed some recent research results related 
primarily to non-parametric frontier estimation. He has focused on what types of local 
characteristics the Chames, Cooper, and Rhodes (CCR) technology exhibits in relation to 
non-jointness of a multi-output-multi-input production. Regardless o f how the multiple- 
output-multiple-input set of data looks, DEA can always provide an estimation of the 
technology, i.e., DEA can always handle a multiple-output-multiple-input estimation; 
however, no indicators are available telling the analysts whether or not the structure in 
data supports the existence o f a joint technology. I f  the estimated CCR technology has a 
sparse facet structure in the sense that few facets are "active" for output vectors in certain
8
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cones of the output space, then the multi-output-multi-input CCR technology is possibly 
locally non-joint. If the technology reveals more than s  distinct sets of rates o f input 
substitutions for each output mix y  then this is a sufficient condition for the CCR 
technology to be a locally joint technology. This technology would be capable o f 
"producing" this arbitrary output vector y  efficiently [Olesen, 1995].
DEA's advantage is in simultaneously considering multiple inputs and multiple 
outputs without any assumptions. However the possibility o f data entry errors, DEA has 
been questioned regarding the validity and stability o f its results [Schmidt, 1985].
2.2 Literature on the AHP
The Analytic Hierarchy Process (AHP) is a decision analysis technique in multi­
criteria, multi-attribute alternatives for the complex problems. There have been a few 
studies reported in the AHP methodology and applications in real life problems.
"The AHP has been applied in a variety of areas as a useful and practical multi­
criteria decision analysis tool. In the AHP, a decision process is modeled as a hierarchy. 
At each level in the hierarchy, the decision maker is required to make pairwise 
comparisons between decision alternatives and criteria using a ratio scale. The AHP then 
determines the relative ranks o f the decision alternatives. The ranks of the decision 
alternatives are given by the elements of the normalized priority weights of a preference 
matrix consisting o f the pairwise comparisons between alternatives." [Saaty, 1980]
The output of the AHP is a prioritized ranking, indicating the overall preference for 
each decision alternative. The AHP usually involves three stages of problem solving. 
These are the principles o f decomposition, comparative judgments, and synthesis of 
priorities. The decomposition principle calls for constructing a hierarchy or network to
9
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represent a decision problem. The overall objective is located at the top o f the hierarchy, 
and the criteria, subcriteria, and alternatives are placed at each descending level of the 
hierarchy. To apply the principle o f comparative judgment, the user sets up a  comparison 
matrix at each level by comparing pairs of criteria, or pairs o f alternatives at the lowest 
level. Since the AHP criteria are structured into two or more hierarchical levels, the 
researcher must decide whether to present the higher or lower level criteria first. Saaty 
(1992) suggested that presenting the lower level criteria first might be preferable so that 
the participant can gain familiarity with the details of the higher level categories before 
making those higher level paired comparisons. A scale of values ranging from 1 to 9 is 
available for users to express their preferences. Saaty (1988) describes the development 
o f the 9 point ratio response scale that is integral to the AHP. The scale is bounded at 1 
(equally important) and 9 (extremely important) [Dyer, 1990].
Various applications o f the AHP have involved the participation o f engineers, 
political, social and physical scientists, and mathematicians. Most professionals felt 
comfortable with the easy and natural way, they were allowed to provide pairwise 
comparisons in their areas of expertise, and with the explanation o f  the method which 
was usually interpreted to them non-technically. In general, Saaty (1988) indicated that 
decision making involves the following kinds o f tasks: ( 1) planning, (2 ) generating a set 
o f alternatives, (3) setting priorities, (4) choosing a best policy after evaluating a set of 
alternatives, (5) allocating resources, (6 ) determining requirements, (7) predicting 
outcomes, (8 ) designing systems, (9) measuring performance, (10) ensuring the stability 
o f a system, (11) optimizing, and (12) resolving conflict [Saaty, 1988]. Thomas L. Saaty 
(1980) developed AHP to promote improved decision making for a specific class of
10
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problems that involve prioritization of potential alternative solutions through evaluation 
o f  a set of criteria elements. These elements may be divided into sub-elements and so on, 
thus forming a hierarchical decision tree. Once the hierarchical problem definition has 
been established, these criteria are weighted individually at every level relative to each 
other; prioritization o f the alternative solutions can then be obtained via evaluation of 
these weights [Saaty, 1980].
The AHP suits a wide range of applications including transport studies, technological 
choice, resource allocation and organization planning [Saaty and Vargas, 1991]. The 
method has been gaining popularity as a viable decision-support tool in a number of 
fields such as economics, politics, marketing, sociology, and management [Finnie et al., 
1983, Zahedi, 1986],
Thomas L. Saaty (1977) introduced four principles of the AHP. The first of these is 
decomposition Next, prioritization is used. This process is followed by synthesis. And, 
finally sensitivity analysis is used. In the AHP, a decision process is modeled as a 
hierarchy. At each level in the hierarchy, the decision maker is required to make pairwise 
comparisons between decision alternatives and criteria using a ratio scale. The AHP 
determines the relative ranks o f the decision alternatives [Saaty, 1977].
In the literature, one may find several standards for judging whether or not a set o f 
preference measurements is sufficiently consistent. These consistency thresholds and 
inconsistency measures are useful tools for the decision maker to move toward his true 
preferences. It is one o f the advantages of the AHP developed by Saaty (1980) that it is 
equipped with such a  measure. It is remarkable that all consistency standards for
11
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reciprocal matrices in the AHP are derived by testing consistency versus randomness 
[Saaty, 1980].
Paulson and Zahir (1995) introduced a methodology for the propagation of 
uncertainty in the AHP. They had two primary goals. First is to illustrate a methodology 
for propagating judgmental uncertainty in the AHP. Second is to investigate the general 
behavior o f judgmental uncertainty as the structural characteristics of a hierarchy are 
varied. The simulation approach described in this paper is a practical means of analyzing 
the effects o f uncertainty in the pairwise comparisons which are the heart of the AHP. 
The technique is computationally intensive, but not prohibitively so. They assumed a 
normal distribution for each element o f the preference matrices. However, the 
methodology will allow the use of any reasonable distribution including the discrete 
distributions assumed by Vargas (1982). The apparently counter-intuitive result that 
increasing decision complexity, both in terms of number of alternatives considered and 
levels in the hierarchy, should reduce the uncertainty in the final alternative rankings, 
even when judgmental uncertainty is held constant, can be at least partially explained by 
reference to the central limit theorem. On a more intuitive level, increasing the number of 
alternatives or the depth of a hierarchy implies that more information is being considered 
when making a decision. This can reasonably be expected reduce to uncertainty. The 
practical consequences of this findings, especially for researchers using AHP as a tool, is 
that the robustness of decisions based on AHP is more assured in complex and large 
decision hierarchies [Paulson and Zahir, 1995].
Rosenbloom (1996) introduced a probabilistic interpretation of the final rankings in 
AHP. The concepts introduced in this paper are quite distinct from issues involving
12
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
consistency and rank reversal. A rank reversal occurs when an irrelevant alternate affects 
the ranking o f  two other alternatives. This paper deals with the uncertainty associated 
with subjective and multiple assessments. Conventional AHP is popular for a number o f 
reasons. It is a straightforward and deterministic approach to decision making. In the end 
every alternative gets a final score and the alternative with the highest score is the 
preferred alternative. However, this is a disadvantage in post-optimality analysis and 
interpretation o f the final scores. It should be stressed though that this probabilistic 
interpretation is not designed to replace conventional AHP in all situations. If  the 
decision maker feels final scores provide a clear winner there may not be a need for a 
probabilistic interpretation. However, if the decision maker believes the final scores are 
close, the probabilistic approach provides additional information [Rosenbloom, 1996].
The AHP is a  frequently used multidisciplinary method o f modeling decisions that 
have yielded a large body of extant research. During the past decade, accounting 
researchers increasingly have used the AHP. The most common way that accounting 
researchers have collected AHP data is by using survey forms [Apostolou and Hassell, 
1993].
One of application in the AHP is hotel management evaluation. Hokey Min and 
Hyesung Min (1996) introduced a method to combine analytical work with empirical 
work in developing objective measures of actual service quality and the hotel's relative 
service performance from the customer's point o f  view. They attempted three areas o f 
practical significance for hotel managers. First, the methodology described in this study 
provides a useful framework for the level o f competition in the hotel industry. In 
particular, the proposed methodology may help the hotel manager determine where the
13
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hotel stands on service performance relative to its comparative advantages and 
disadvantages. Thus, the hotel manager can formulate viable service improvement 
strategies using the proposed methodology. Second, they found results that suggest that 
the service attributes which contributed most to the customers' impressions o f service 
quality are cleanliness of a guest room and courtesy of employees. It is not surprising to 
find that the effect of "atmospheric" impressions such as cleanliness, comfort and 
decoration on the hotel guest's perceived service quality is significant, because those 
attributes may set the standard for hospitality o f the hotel. Third, the proposed 
methodology can be used to measure tradeoffs among different attributes o f hotel service 
quality. As such, the methodology may be especially useful for the hotel manager when 
evaluating "what-if1 scenarios associated with changes in the customers' priority in hotel 
service evaluation. In addition, the methodology has applicability beyond hotel services 
to various competitive service markets such as health care, banks and restaurants which 
often need to identify inter-company differences in service quality [Hokey Min and 
Hyesung Min, 1996].
Guh (1997) introduced a methodology for a new weighting technique to deal with 
multiple-criteria and multiple-level evaluation problems. The proposed approach has a 
new conceptual design and several advantages over existing techniques. Some of the 
advantages are simplicity, no transitivity property and no pairwise comparison 
requirements. Due to the analysis and comparison of different structures for the same 
problem, the approach also gives added insights into the problem. This is very useful in 
aiding the decision maker to understand the outcome of the basic structures of the 
evaluation from different viewpoints. This paper proposed three approaches for the
14
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determination of the aggregated index for an evaluated unit simulating three kinds of 
decision policies: pessimistic, optimistic, and medium. The decision maker can, 
therefore, choose any one policy according to the actual decision, environment [Guh, 
1997].
The AHP aims to synthesize the target unit's efficiency into an overall quality 
measure of each unit. Accordingly, the AHP helps the decision maker not only to identify 
the principal competitors o f the DMU, but also to assess the service performance o f the 
DMU relative to its principal competitors. The AHP permits the decision maker to 
investigate the sensitivity of the quality measure to whatever kinds o f changes in 
customer judgement may occur. The AHP carries out comparisons of the elements 
involved in a decision in an appropriate manner to derive their scales o f priorities. 
Pairwise comparisons enable a decision maker to improve consistency by using as much 
as information as possible. However, the AHP method alone consists of intuitive decision 
making. This is because, most people do not take seriously the existence of theories 
which purport to set their thinking and feeling right. They may wonder how anyone else 
can know well enough to tell them how best to organize their thinking in order to make 
better choices [Saaty, 1980].
The literature indicates that the eigen vector corresponding to the average eigenvalue 
of the decision maker's pairwise comparison matrix can be used as the best estimate of 
the priority weights [Parkan, Wang and Wu, 1999].
Additionally, efficiency has been equated with performing current activities as well as 
possible, and effectiveness with choosing the proper activities. Efficiency is thus
15
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conservative both in its original quantitative data and in the qualitative data [Golany, 
Phillips, and Rousseau, 1993].
16
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CHAPTER 3
PROBLEM DESCRIPTION
3.1 Some Issues Involving the AHP and DEA
Here are some issues o f concern in the application of the Analytic Hierarchy Process
(AHP). Thomas L. Saaty, [Management Science, Vol. 36, No. 3, p. 259] in his paper "An
exposition of the AHP in reply to the paper 'Remarks on the Analytic Hierarchy Process’"
(1990), stated the following:
" It is a fact that people make decisions and have been making decisions for a very long 
time. Contrary to what some o f  us who are interested in decision-making may like to 
believe, most people do not take seriously the existence o f theories which purport to set 
their thinking and feeling right. They claim to know their own value system and what they 
want. They may wonder how anyone else can know well enough to tell them how best to 
organize their thinking in order to make better choices. Yet, research has shown that 
complex decisions are beyond the capacity o f the brain to synthesize intuitively and 
efficiently. Since decision making is a natural characteristic of people, how do we describe 
what they do so that an ordinary mortal can understand what we are saying? We do not 
wish to legislate the method with which people should make decisions, but only to describe 
it even when it is prescribed by some method. In the process, we may learn things that can 
help people make better decisions. How?"
The AHP method alone is "flawed" as a procedure for ranking alternatives in that the
rankings produced by this procedure are arbitrary [Dyer, 1990]. Dyer's paper provides a
brief review o f  several areas o f operational difficulty with the AHP method alone, and
then focuses on the arbitrary rankings that occur when the principle o f hierarchic
composition is assumed, the paper (1990, p.249) also claims that the AHP solution alone
is arbitrary [Dyer, 1990].
" Over a decade has elapsed since Saaty (1977) introduced the Analytic Hierarchy Process 
(AHP). During this time a number of applications have been proposed, but a number o f  
criticisms o f this approach have also appeared. In a recent paper Harker and Vargas (1987), 
referred to henceforth as HV, respond to criticisms o f the AHP, and conclude that "... the 
acceptance o f  this method has been slowed by what we believe to be (a) misunderstandings 
of its theoretical foundations, and (b) a reluctance to move away from traditional methods 
o f analysis...". We disagree. The AHP is flawed as a procedure for ranking alternatives in 
that the rankings produced by this procedure are arbitrary. This flaw can be corrected, but 
not by moving away from traditional methods o f  analysis."
The AHP is a theory o f measurement [Saaty, 1986]. When applied in decision
making, it assists one to describe the general decision operation by decomposing a
17
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complex problem into a multi-level hierarchic structure o f  objectives, criteria, subcriteria 
and alternatives. The AHP provides a fundamental scale o f  relative magnitudes expressed 
in dominance units to represent judgments in the form o f  paired comparisons. A ratio 
scale o f relative magnitudes expressed in priority units is then derived from each set of 
comparisons. An overall ratio scale o f priorities is then synthesized to obtain a ranking of 
the alternatives [Saaty, 1990].
Thomas L. Saaty (1990), indicated that the AHP only aims to synthesize the target 
unit's efficiency into an overall quality measure o f each unit. Accordingly, the AHP helps 
the decision-maker not only to identify the principal competitors o f the Decision Making 
Unit (DMU), but also to assess the service performance o f the DMU relative to its 
principal competitors. The AHP permits the decision-maker to investigate the sensitivity 
of the quality measure to whatever kinds of changes in customer judgement may occur. 
The AHP involves comparisons of the elements involved in a decision in an appropriate 
manner to derive their scales o f priorities [Saaty, 1990]. However, Data Envelopment 
Analysis (DEA) is data based [Chames, et al, 1995].
In view of the possibility o f erroneous or misleading data, some critics of DEA have 
questioned the validity and stability o f measures of DEA efficiency. Many recent DEA 
research activities address efficiency only and do not attempt to evaluate the effectiveness 
o f the inputs used and/or the outputs obtained. Inputs and outputs were formulated and 
optimized with effectiveness functions embracing a single measure o f effectiveness in 
previous research efforts [Chames and Cooper, 1984].
Hence the effectiveness of the resources are one of the concerns regarding DEA 
analysis. A unit can appear efficient simply because o f its pattern of inputs and outputs 
and not because o f any inherent efficiency. An approach to resolving this issue is to
18
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
constrain the weights in some way. Determining a minimum weight for any input and 
output would ensure that each input and output played some part in the determination of 
the efficiency measure. Similarly, a maximum limit could be placed on weights to avoid 
any input or output being over-represented. Clearly, these limits should not be heavily 
constraining as this would tend towards each unit being measured using a common set of 
weights. Hence a compromise is sought between weights flexibility on the one hand and 
a common set, throughout the system, on the other hand [Chames, et al, 1995].
An arbitrary application of weights restrictions would be difficult to justify, but 
recognizing that the weights imply value or a cost associated with an input or an output 
warrant an investigation of the particular context. Such efforts may lead to justifiable 
restrictions on the weights. This issue has been addressed for the case of a single input by 
Dyson and Thanassoulis (1988) in the context o f a Local Authority Department. There 
was a single cost input so that the weights on the outputs related to the cost expended 
supporting a unit o f the output. Given this economic interpretation on the weights of the 
output, a range o f possible weights can be justified. For example, if one output measures 
the number o f households that rates must be collected from, or the number o f individuals 
liable to a community charge, then the weight represents the cost of collection from one 
household or individual. Clearly there is some minimum cost associated with such a 
collection task, and this minimum cost could be estimated and become a lower bound on 
the weight associated with that output. Constraining weights in this way will of course 
enhance the discriminatory power of DEA. The concern with the DEA approach is that 
without a judicious choice of weights a high proportion of units in the set will turn out to 
be efficient and DEA will thus have little discriminatory power [Dyson and Thanassoulis, 
1988]. A key aspect o f DEA is incorporating environmental factors into the model as
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either inputs or outputs. Resources available to units are classed as inputs while activity 
levels or performance measures are represented by outputs. One approach to 
incorporating environmental factors is to consider whether they are effectively additional 
resources to the unit (in which case they can be incorporated as inputs), or whether they 
are resource users (in which case they may be better included as outputs). For example, in 
comparing efficiency o f schools, research has indicated that, in general, parents of higher 
educational backgrounds provide greater support to their children and therefore are 
effectively an additional resource to the schools. Hence, they should be classed as an 
input. An appropriate measure might be simply the number of parents in the higher social 
classes. In a retailing environment, the strength o f competition would be an 
environmental factor; but in this case, the greater that strength, the more resources a unit 
will need to compete. Hence competition is a resource user and a measure o f competition 
should be included as an output. Possible direct measures o f  environmental factors should 
be used, but sometimes surrogate measures are required. For example, if social 
deprivation is seen as an environmental factor (which is a resource user), then this might 
be represented by the number o f children qualifying for free lunches in schools, or the 
number of clients whose first language is not English in social services agencies [Olesen, 
1995],
I f  the set o f organizational units is part of the profit-making sector o f the economy 
(e.g., bank branches), it could be argued that profitability is the only performance 
measure of relevance. The main argument against this is that environmental factors can 
affect the attainment o f profitability. A profitable retail outlet may be managed efficiently 
or it may be due to favorable environmental factors, while an unprofitable one may be 
due to bad management or simply due to unfavorable pressures from the environment. If
20
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poor profitability is not a sufficient measure o f  performance in the profit-making sector, it 
cannot be ignored. In making decisions about units, both efficiency and profitability are 
relevant and one approach would be to use DEA to determine efficiency and to separately 
determine profitability [Olesen, 1995].
Organizational units whose profitability and efficiency ranked them as outstanding 
are the flagship units and should provide examples o f  good operating practice. They are 
probably also in a favorable environment. The sleepers are profitable but this is more to 
do with favorable environmental conditions than good management. They are candidates 
for an efficiency drive leading to even greater profits. The question marks have potential 
for a  greater efficiency and possibly greater profits. Attempts should be made to increase 
their efficiency and this may lead to greater profitability. In the extreme case, it may be 
sensible to divest and relocate the staff to other units. This approach thus sees efficiency 
and profitability as two key performance measures, each of which can help with the 
management o f the overall system of units [Chames, et al, 1995].
DEA is a novel approach to relative efficiency measurement where there are multiple 
incommensurate inputs and outputs. If  a suitable set of measures can be defined, DEA 
provides an efficiency measure not relying on the application of a common weighting of 
the inputs and outputs. Additionally, the method identifies peer units and targets for 
inefficient units [Sexton, 1986].
The use o f the Analytic Hierarchy Process (AHP) and Data Envelopment Analysis 
(DEA) for unifying the tasks of resource allocation and target sets in multi-unit, multi­
level planning is examined in this research. Specifically, the two techniques are 
incorporated into a model that supports a link between resource allocation and
21
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performance targets o f  individual DMUs and that incorporates decision makers' 
preferences as minimum values in the DEA evaluation of results.
This study begins by calculating the Analytic Hierarchy Process's priority weights for 
each input and output o f hypothetical data before providing a new Data Envelopment 
Analysis dual model o f hypothetical data. After that, the backward DEA model takes the 
decision rankings as given by the AHP and determines what the corresponding inputs that 
would be required for a DEA problem that would yield the same results. This backward 
approach to conditioning of the output of DEA will allow DMU managers some 
flexibility in their evaluation procedures and yet constrain this flexibility within limits of 
acceptability to the decision maker. The backward procedure allows for a reallocation of 
input resources o f each DMU.
22
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CHAPTER 4
METHODOLOGY
This work uses as its basis the Analytic Hierarchy Process (AHP) and Data 
Envelopment Analysis (DEA) methods for evaluation of the Decision Making Units 
(DMUs) o f an organization. DEA and AHP are presemted first to illustrate the procedures. 
Next, an integration and combination of the technologies of AHP's estimated subjective 
data and DEA's objective data is developed. A connbined AHP and DEA model that 
utilizes the priority weights of the AHP to modify the: valuation o f input resources and to 
increase the realism o f the measurement of the operating units is the result. This is done by 
considering additional criteria in the decision making process. Finally, the procedure o f 
the backward DEA model is described. By analyzing the backward procedure, the 
decision maker can provide a range o f acceptable values to be used across the spectrum of 
DMU's in order to provide results that are acceptable on  the basis o f the decision maker's 
reasoning.
4.1 The DEA Formulation
The DEA ratio form, first proposed by Chame:s, Cooper and Rhodes (1978), is 
designed to measure the DEA efficiency of a specific DMU*. The DEA formulation can be 
described as follows: Suppose that there is a set o f  n D*MUs to be analyzed, each of which 
uses m common inputs and s common outputs. Let k  (kz= 1, ..., n) denote the DMU whose 
relative efficiency (or effectiveness) is to be maximized.
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s  f  m
Subject to Y , Urk Yrj /  Y  v*X u - 1 ’ forJ = 1 ’ • • • ’ n (4 -2)
r= I /  /=I
urk> 0, fo rr  = 1, s (4.3)
vik> 0, f o r / = l ,  ...,m  (4.4)
Here, urk is the weight given to the output of the ^  DMU, vik is the weight given to the
input of the DMU. urk and vik are decision variables in formula Pk. YrJ- is the amount 
o f the r 111 output o f the 7 th DMU, and Xy is the amount o f the input of the 7 th DMU. It 
assumes that all Yrj- and Xy are positive. In essence, the DEA model allows a DMU to 
choose the weights in order to maximize its own relative efficiency score as long as the 
other DMUs, using the same weights, do not produce a relative efficiency greater than 
unity [Sexton, 1986]. The weights in formula Pk are required to be positive. In practice, urk 
and vik are set greater than or equal to a small positive constant [Chames, Cooper and 
Rhodes, 1978].
Formula Pk can easily be converted into a linear form [Chames, Cooper and Rhodes, 
1978]. To show this, a new set o f decision variables may be defined as follows:
Urk= u rk Y v ikX ik, fo rr=  I, . . . , s  (4.5)
/ /=[
V ^ Y k / p A ,  for 1 = 1 ,.. . ,  m (4.6)
Then, Formula Pk can be expressed equivalently in a linear form, denoted as formula LPk, 
as follows:
Formula LPk :
Maximize Zk = Y UrkYrk (4-7)
r = I
24
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Subject to Y P rk^n  -  X  V * x 0 £  0 . fo r/ = ! , . . . , «  : gkJ (4.8)
r= I i= l
Y y ikX ik= 1 :hk (4.9)
i=i
Urk> 0 , for r = 1 , ..., 5  (4.10)
Vik> 0, fo r / =  1, ..., m (4.11)
Note that formulas Pk and LPk yield the same measure of Zk, the maximum relative 
efficiency o f DMU k. Yet, because o f  its linear form, formula LPk is much easier to solve. 
Moreover, solving formula LPk also yields the optimal value of the dual variables, gkj- and 
hk . If  DMU k  is inefficient (i.e., Zk < 1), then the dual variables gkj indicate the weighted 
combination o f inputs and outputs o f  the DMUs that will allow the DMU k^ to achieve 
efficiency [Sexton, 1986],
Alternatively, DMU k  can be brought to the efficient frontier by adjusting its inputs or 
outputs by Sexton (1986). To see this, observe that dividing objective function (4.1) by the 
optimal value o f Zk yields unity. In other words,




Dividing the numerator and denominator of equation (4.12) by ^  v,kX ik and substituting 
equation (4.5) and (4.6) yields
.  t , u  
 =  1ry m (4.13)
# = i
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Finally, letting r* = ( \ /Z k)Yrk and X ik = Z kX ik and substituting it yields the following 
two equivalent forms for equation (4.13):
In other words, DMU k  can be brought to the efficient frontier by increasing the 
outputs Yrk by [ ( 1  /Zk) - l]x  1 0 0  percent or by decreasing the inputs Xik by ( 1  - Zk) x 100 
percent. Thus, in addition to measuring the relative efficiency of DMU k , formula LPk 
(and its dual) also provide information relevant for managerial control [Sexton, 1986].
The DEA dual formulation is also designed to measure the DEA efficiency o f a 










for r = 1 ,..., s
Tor i = 1,..., m
Dj> 0 Tory = 1,..., n
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Where, the DEA dual linear programming model will require the sum o f  the weights to 
equal 1. This is the first constraint. Yrj is the amount of the rlh output o f the f h DMU, and 
X j  is the amount o f the ith input o f the f h DMU. Yrk is the weight given to the rth output of 
the Jdh DMU, and X ik is the weight given to the ith input o f the Eh DMU.
The dual problem contains one D variable for each DMU in the set and one E  variable, 
all o f which can be meaningfully interpreted to provide important managerial information. 
The E  variable is the simplest to interpret. By linear programming duality theory, the 
optimal value o f Ek equals the optimal value o f Zk. Thus, Ek is the efficiency o f DMU k. It 
must lie between zero and one despite the absence of any such formal constraint. Indeed, 
Ek must be positive, for if  Ek were zero, then every Dj would have to be zero in order to 
satisfy the last m constraints of the dual [Chames and Cooper, 1984].
Consider the D  variables. By linear programming's complementary slackness theory, 
the optimal value o f Dj is positive if, and only if, the corresponding constraint in DEA is 
satisfied with equality. This implies that DMU j  must be efficient. To see this, recognize 
that DMU j  would merely have to select the weights used by DMU k, but appropriately 
scaled so as to satisfy DMU f s  last constraint. Such scaling would not alter any of the first 
n constraints in DMU f s  version o f DEA, and it would give DMU j  an efficiency score of 
one. The set o f necessarily efficient DMUs to which DMU k  attaches a positive dual 
variable Dj is, as previously defined, the efficient reference set for DMU k. Generally, if 
DMU k  is efficient, then it will be the only DMU in its efficient reference set, and the 
corresponding dual variable, Dj will equal one [Green and Doyle, 1997].
The dual problem has one dual variable for each DMU. If  a DMU is efficient, then its 
optimal dual solution will have all dual variables equal to zero except for the dual variable
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corresponding to the DMU itself and the extra dual variable, both o f which will equal one. 
The dual variables identify the efficient reference set for an inefficient DMU and also 
provide the multipliers needed to produce the input and output levels of the hypothetical 
DMU [Yu, Wei and Brockette, 1996].
Now, an illustrated data example model o f DEA is provided for purposes of 
illustration. There are three DMUs with two inputs and one output. The hypothetical 
output values all equal one. These marginal values o f  output help to evaluate and to 
determine input values.
4.1.1 An Illustrated Data Example Model of DEA
Assume that each DMU uses two inputs (Xi, X2) in order to yield a single output (Y), 
and that the two inputs and the one output are positive. An illustrated data example model 
o f DEA requires a case where there is a single exemplar in DEA. The marginal values 
used in the evaluation would give one point with an efficiency of 1 .0 , and all others 
ranked based upon the marginal values used by this point.
Table 1. An Example o f  a DEA Data Set
Input 1 Input 2 Output
DMUi 4 2 . 8 1
d m u 2 2 2 1
d m u 3 2.3 3.5 1
n o te :  X|= Input 1 , X2 = Input 2 , Y = Output
4.1.2 The Formulation and Results of the Illustrated DEA Model
The DEA primal and dual model with hypothetical inputs and output data set, were 
used. The DEA primal and dual results identified the relatively efficient DMU and the 
inefficient DMUs. The DEA primal linear programming model for the illustrated data set
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has three decision variables and four constraints. The complete model o f DMU t is written 
by formulas (4.7 - 4.11) as follows:
For DMUi:
Max Z = 1Y 
s.t.
4Xi + 2.8X2 =1 
-lY  + 4Xt + 2 .8 X2 > 0  
-1Y + 2Xi + 2 X2 > 0 
-lY  + 2.3Xt + 3.5X2 > 0  
Y, X[, X2 > 0
The primal linear program was solved using the LINDO software package. The results 
show that the efficiency score for DMUi is 0.7142. The efficiency score for DMU2 is
1.0000. And the efficiency score for DMU3 is 0.8695.
The DEA dual linear programming model for an illustrated data set has four decision 




S.t. Dj + D2 + D3 = 1
lDi +1D2 +1D3> 1 (Output)
-4E + 4Dt + 2 D2 + 2 .3 D3 < 0 (Input 1)
-2.8E + 2.8Di + 2 D2 + 3 .5 D3 < 0  (Input2)
D [ ,  D 2 5  D 3  >  0
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Basically, when DEA dual formulation (4.16) is used alone, the DMU2 efficiency rate is 
100%, the DMU3 is 86.95% efficient, and DMUi is 71.42% efficient.
The relationship o f each DMU between the two inputs and the output is visually 
summarized in Figure 1.
DMU, (0.87) 9
m DMU, (0.71) ;
DMU2(1.0)
1 2 3 4 5
Inputl/Output
Figure 1. Graphical Description of the Efficient and Inefficient DMUs
The two coordinates o f Figure 1 represent the quantities o f the two inputs used in 
securing a given per-unit output level. An illustrated data example analyzes three DMUs, 
call them DMUi, DMU2 , and DMU3 . Each DMU uses two inputs to produce a single 
output. There is only one output, it is reasonable to re-express each input level as input per 
unit output, that is, to divide each input level at a given DMU by the output level o f  that 
DMU. Normalizing the input levels of the DMUs and o f making it possible for us to 
compare the normalized input levels across DMUs.
4.2 A n Example using the AHP Approach
The AHP addresses how to determine the relative importance o f a set o f activities in a 
multi-criteria decision making problem. The AHP makes it possible to incorporate 
judgments on intangible qualitative criteria alongside tangible quantitative criteria. The 
process utilizes pairwise comparisons of the project alternatives as well as pairwise
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comparisons o f the multiple criteria. The use o f such comparisons to collect data from the 
decision-maker offers significant advantages. The output o f the AHP process is a 
mathematical weighting that reflects the relative importance of each o f  the criteria when 
compared against all other criteria. The greater the AHP weight, the greater the relative 
importance o f that criteria. The AHP method can also be used to introduce greater detail in 
selection criteria [Shang and Sueyoshi, 1995].
Pairwise comparisons are important because there are generally no measures for the 
evaluation o f  functional appropriateness o f components. The other important characteristic 
of the method is the decomposition o f a  complex problem and the setting up o f a 
hierarchy. These properties of the AHP method are exactly those which are characteristic 
o f decision making at the beginning of the relative data elicitation [Saaty, 1988].
The important role of decomposition (in solving a complex problem) has been 
recognized, and decomposition has been successfully used several times. The hierarchy 
enables pairwise comparisons of alternatives according to an individual criterion, 
independently o f others [Saaty, 1990].
The hierarchy itself presents the model o f factors influencing the decision or the 
choice o f the components. The problem which appears is the choice o f  criteria important 
in the selection o f the functionally most appropriate components. The choice o f criteria is 
also the most creative part of the selection process [Hanratty and Joseph, 1992].
The first step in a selection process using the AHP method is therefore to set up the 
hierarchy and to determine the goals, criteria and alternatives in general. In the decision­
making module o f the design environment, the goal and the alternatives are determined by
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the module of conceptual design itself, while the criteria are determined depending on the 
way the decision making process is approached [Hanratty and Joseph, 1992].
Saaty (1988) illustrated the setting up of the hierarchy and the pairwise comparison of 
criteria, which determine the relative importance o f  criteria in the choice between the 
alternatives [Zavbi and Duhovnik, 1996].
Consider a matrix A o f pairwise comparisons of criteria:
A = c.
C l C 2 c 3 • • •
*1 ’ *11 * .2 *13 • " *1 //
* 2 *21 * 2 2 * 2 3  " • * 2 «
C3 *31 * 3 2 *3 3  * • * 3 /i
Cn _*//[ * n 2 * « 3 * « //_
(4.17)
where, c„ i = 1, 2 , ..., n denote the criteria, n is the number of criteria and a-y the 
comparison of criterion c,- with criterion Cj.
For a clear presentation o f the pairwise comparisons among different entities 
(alternatives or criteria), the pairwise comparison matrix is introduced to collect all the 
possible pairs of comparisons. Consider a decision problem o f comparing n alternatives 
with respect to a single criterion. Then, in the comparison matrix, say matrix A, the entry 
ay (a-y > 0 ) reflects the value of the pairwise comparison of alternative i to alternative j. 
Obviously, in matrix A  the entries in the upper triangular portion (i.e., the part above the 
diagonal line) are exactly the reciprocals of the entries in the lower triangular portion (i.e., 
the part below the diagonal line). That is , the following is true: ay = l/ay-,-, for all i , j  = 1, 
..., n. The diagonal entries are equal to 1, a-y = 1 for all / = 1, . . . ,« . The judgments needed 
for a particular matrix o f order n corresponding to the number of elements being
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compared, is «(«-1 )/2 , because it is reciprocal and the diagonal elements are equal to 
unity.
In a similar way, the alternatives are now compared separately according to each 
individual criterion. A matrix B o f pairwise comparisons of the alternatives is obtained as 
follows [Zavbi and Duhovnik, 1996]:
d\ d 2 d2 ■ • • d n
(4.18)
where, d„ i=  1 , 2 , ..., n denote the alternatives, n is the number o f alternatives and by,] =
1,2,..., n the comparison of alternative d-t with alternative dj. The findings stated in the 
above section also hold true in these comparisons.
The AHP is a technique for considering data or information about a decision in a 
systematic manner [Saaty, 1988], The AHP is a highly flexible decision methodology that 
can be applied to a wide variety of situations [Zahedi, 1986]. It is typically used in 
decision making situations, which involve selecting one or more alternatives on the basis 
of multiple decision making criteria of a competing or conflicting nature. Particularly 
important for the best DMU selection, is that the decision making criteria may hold a 
different perceived degree of preference, or level of importance to the eyes o f the decision 
maker. Researchers have shown that AHP helps to bring consistency in selection problems 
whose decision making criteria are expressed in subjective measures based on managerial 
experience [Zahedi, 1986]. The computational aspects of AHP involve several steps as
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outlined by Saaty (1988). The implementation o f these steps results in a preference vector 
or weighting. For purposes o f this research, we compute the AHP priority weights using 
the MS software application Excel.
Now, consider three DMUs denoted by Di, D2 and D3 , each o f which is examined by 
the AHP. In this hypothetical case, there is a single exemplar in AHP. One DMU (D2) is 
efficient and the other DMUs (Di, D3 ) are inefficient.
To facilitate the use o f  the AHP, the problem can be decomposed into a multilevel 
hierarchy showing the overall goal of the decision making process, each decision criterion 
to be used, and the decision alternatives to be considered as candidates for selection. The 
three candidate DMUs serve as the decision alternatives at the lowest level of the problem 
hierarchy [Schniedeqans and Garvin, 1997].
A relative preference importance matrix must be created for each subordinate level of 
the hierarchy. The AHP approach compares only two alternatives at a time. These 
pairwise comparisons make it easier for the decision maker to isolate and express a level 
of preference, or alternatively perceived importance, o f one o f the decision alternatives 
versus the other. The decision maker who selects must be free to express his or her 
preferential expert judgment in the selection process. The AHP requires a scale for 
expression of the strength o f the preference or perceived importance [Schniedexjans and 
Garvin, 1997].
A similar AHP problem is where one candidate site is superior in all dimensions (i.e., 
it dominates). The results would be identical. The AHP model requires the decision maker 
to assign a score for each alternative on each criterion. In the example, two inputs and one 
output are considered. Also, all pairwise comparisons data are based on the hypothetical
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case. Summaries of the input and output overall pairwise comparison data are shown in 
Table 2.
Table 2. Overall Pairwise Comparisons (a ,y  values)
Input 1 Input 2 Output
Input 1 1 3 4
Input 2 0.33 1 2
Output 0.25 0.5 1
n o te :  Xi =  Input 1 , X, =  Input 2 ,  Y  = Output
where, c„ i = 1 , n denote the criteria, n is the number o f criteria and a,y  the comparison 
o f criterion / with criterion j .  If  a comparison is made of a criterion with itself; au = 1 , and 
from the consistency o f comparisons; a ,y  =  1 /a y ,- .
Let us now have a look at the overall pairwise comparisons matrix. There are three 
criteria and a 12 = 3. It is the comparison of criterion Xj (input 1) with criterion X2 (input 
2). The values o f comparisons are explained in Table 3. The numbers used correspond to 
strength o f preference o f one element over another. Ideally, verbal judgments are used 
rather than numerical values when the pairwise comparison process has to do with 
intangible elements (e.g., personal values). I f  numerical judgments are used, the 
assessment is how many times one is judged preferable to the other. In this process, data 
itself is assessed according to importance and it is seldomly used literally.
Why is the 9 scale reasonable? In the early 1980's, Professor Thomas L. Saaty, at 
University of Pennsylvania (1980), provided this scale for pairwise comparisons. There 
are two reasons for using the 9 scale: (1) The qualitative distinctions are meaningful in 
practice and have an element o f precision when the items being compared are o f the same 
order of magnitude or close together, with regard to the property used, to make the
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comparison: And (2) the ability to make qualitative distinctions is well represented by five 
attributes: equal, weak, strong, very strong, and extreme [Saaty, 1980].
Table 3. Scale for Pairwise Comparisons
1 Equal Importance
J Moderate Importance of One Over Another
5 Strong or Essential Importance
7 Very Strong or Demonstrated Importance
9 Extreme Importance
2, 4, 6 , 8 Intermediate Values
Reciprocals of 
above nonzero
If activity i has one of the above nonzero 
numbers assigned to it when compared with 
activity j ,  then j  has the reciprocal value 
when compared with /
4.2.1 Pairwise Comparisons for Input 1
The first step in AHP is to create a pairwise comparison matrix for each alternative on 
each criterion. The hypothetical values shown in Table 4 Eire used in AHP to describe the 
decision maker's preferences between two alternatives on a given criterion.
To create a pairwise comparison matrix for the input 1 criterion, pairwise comparisons 
o f the input 1 of Di, D 2  and D 3 , using the values in scale for pairwise comparison must be 
performed.
Table 4. Pairwise Comparisons of Input 1 ( values)
Pairwise Comparisons(lnput 1)
Di d 2 d3
Di 1 0.25 0.333333
d2 4 1 1
d3 3 1 1
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where, A , i = 1, 2, n denote the DMUs, n is the number o f DMUs and b y ,j = 1 ,2 ,..., n 
the comparison of alternative d-t with alternative dj. If they compare a  alternative with 
itself; bu = 1 , and from the consistency o f comparisons; btJ = llbj,.
The procedure supposes that when comparing Di to D2 , the decision maker negative 
moderately to strongly prefers the input 1 of Di. In this case, b n  = 0.25. Similarly, it 
supposes that when comparing D2 to D3 , the decision maker equally prefers the input 1 of 
D2 . In this case, bj3  — 1. The values o f these pairwise comparisons, to create the pairwise 
comparison matrix shown in Table 4 are used.
4.2.2 Normalizing and the Sub-Criterion Priority Weights for Input 1
The next step in AHP is to normalize the matrix of pairwise comparisons (Table 4). To 
do this, the sum of each column in the pairwise comparison matrix must be calculated. 
And then each entry in the matrix must be divided by its column sum. The result is the 
matrix o f normalized comparisons.
The pairwise comparison process used earlier to generate scores for the alternatives on 
each DMU can also be used to generate criterion weights (See Table 4).
The below formulation is used to normalize the pairwise comparison matrix:
/!
2>,y=i
where, dy, i = 1, . . . ,  n, is the normalized pairwise comparison matrix. 6 ,y is the comparison 
values o f alternative i with alternative j .  Therefore, the normalized scores on the overall 
criterion for du, d2 i, and dn  are 0.125, 0.111, and 0.142, respectively.
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" 1 0.25 0.33"
Normalized
'0.125 0 . 1 1 1 0.142"
4 1 1 => 0.5 0.444 0.428
_3 1 1 0.375 0.444 0.428
Table 5. Normalizing the Comparisons of Input 1
Normalized C om parisons^ ) Input 1 
Average( ef1])Di d2 d 3
Di 0.125 0.111111 0.142857 0.1263227
d2 0.5 0.444444 0.428571 0.457672
d3 0.375 0.444444 0.428571 0.4160053
The average o f each row in the normalized matrix, as the score for each alternative on 
the criterion under consideration, is used. For each alternative, average for alternative i is 
computed by:
Sub-Criterion k, the Priority Weights : e$k) = — -----  (4.20)
n
where, /=  1 ,..., n and k  =  1 ,..., n. n is the number of alternatives. e]k) is sub-criterion 
priority weights values o f alternative i with criterion k. ejk) is sub-criterion priority
weights matrix. The sub-criterion priority weights e,(I\  e^ ,  and e™ indicate that the 
average scores on the input 1 criterion for Di, D2 , and D3 are 0.1263, 0.4576, and 0.4160, 
respectively. These priority weights indicate the relative desirability of the three 
alternatives to the decision maker with respect to input 1. The priority weights for e\X) 
indicates that this is by far the most attractive alternative with respect to input 1 , and 
alternative e3(l) is somewhat more attractive than e\X). Note that these priority weights 
reflect the preferences expressed by the decision maker in the AHP. The values for input 2
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and the output are derived in a similar manner and are as shown in Table 6  and 7 with 
formulas (4.19) and (4.20).
Table 6 . Sub-Criterion Priority Weights of Input 2
Normalized Comparisons Priority
WeightsDi d2 d3
Di 0.571429 0.615385 0.444444 0.5437525
d2 0.285714 0.307692 0.444444 0.3459503
d 3 0.142857 0.076923 0.111111 0.1102971
Table 7. Sub-Criterion Priority Weights o f Output
Normalized Comparisons Priority
WeightsDi d2 d3
Di 0.333333 0.333333 0.333333 0.3333333
d 2 0.333333 0.333333 0.333333 0.3333333
d3 0.333333 0.333333 0.333333 0.3333333
4.2.3 Consistency
In applying AHP, the decision-maker should be consistent in the preference ratings 
given in the pairwise comparison matrix. Before using the scores derived from the 
normalized comparison matrix, the preferences indicated in the original pairwise 
comparison matrix should be checked for consistency. For each alternative, a consistency 
measured by:
Consistency measure for alternative ( Cfk)) = J 1 fk)—  (4.21)
e)
where, Cfk) is the consistency measure for alternative k, i = 1,..., n. e(k) is the sub­
criterion priority weights for alternative j .  by is the comparison o f alternative i with 
alternative j .
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A consistency measure for each, alternative is obtained in formula (4.21) as follows: 
Consistency measure for Di :
((0.1263227x1) + (0.457672x0.25) + (0.4160053x0.333333))/0.1263227 = 3.0034 
Consistency measure for D2 :
((0.1263227x4) + (0.457672x1) + (0.4160053xl))/0 .457672 = 3.0130 
Consistency measure for D3 :
((0.1263227x3) + (0.457672x1) + (0.4160053xl))/0.4160053 = 3.0111 
Table 8 . Consistency Measure of Input 1
Normalized C om parisons^) Input 1 
Average( efl))
Consistency 
Measure! C,(1))Di d2 d3
Di 0.125 0.111111 0.142857 0.1263227 3.0034
d2 0.5 0.444444 0.428571 0.457672 3.0130
d3 0.375 0.444444 0.428571 0.4160053 3.0111
The values for input 2 and the output are derived in a similar manner and are as shown 
in Table 9 and 10 with formula (4.21).





Di 0.571429 0.615385 0.444444 0.5437525 3.08383234
d2 0.285714 0.307692 0.444444 0.3459503 3.06117647
d3 0.142857 0.076923 0.111111 0.1102971 3.01660517




MeasureDi d 2 d3
Di 0.333333 0.333333 0.333333 0.3333333 3
d2 0.333333 0.333333 0.333333 0.3333333 3
d3 0.333333 0.333333 0.333333 0.3333333 3
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If  the decision maker is perfectly consistent in stating preferences, each consistency 
measure will equal the number o f alternatives in the problem (which, in this case, is 3). 
For example, if  the decision-maker strongly prefers the input 1 o f D2 to that o f Di, and 
strongly prefers the input 1 o f Di to that of D3 , it would be inconsistent for the decision­
maker to indicate indifference (or equal preference) regarding the input 1 of Di and D3 . 
So there appears to be some amount of inconsistency in the preferences given in the 
pairwise comparison matrix. This is not unusual. It is difficult for a decision-maker to be 
perfectly consistent in stating preferences among a large number o f pairwise comparisons. 
Provided that the amount o f  inconsistency is not excessive, the scores obtained from the
normalized matrix will be reasonably accurate. To determine whether or not the
inconsistency is excessive, the following quantities are compared [Saaty,1988]:
Consistency Index (j j )  = ——— (4.22)
( « - l )
Consistency Ratio (CR) = (4.23)
where:
A. = the average consistency measure for all alternatives 
n = the number of alternatives 
R I=  the appropriate random index
The values of R I (Random Index) in Table 11 give the average values of // 
(Consistency Index) if  all the entries in the pairwise comparison matrix were chosen at 
random, given that all the diagonal entries equal 1. The R I values for different comparison 
matrices of dimension n are stipulated by Saaty (1980 and 1988), as shown in Table 11.
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Table 11. The Appropriate Random Index
n 1 2 3 4 5 6 7 8 9 1 0 1 1 1 2 13 14 15
R I 0 . 0 0 0 . 0 0 0.58 0.90 1 . 1 2 1.24 1.32 1.41 1.45 1.49 1.51 1.54 1.56 1.57 1.58
For the previous comparison matrix in Table 4, the // (Consistency Index) value is 
equal to 0.00458334. Because the average consistency measure value is 3.00917 and n = 3 
(that is number o f alternatives). Therefore, the consistency index is (3.00917 - 3)/(3 - 1) = 
0.00458334 with formula (4.22). The RI (Random Index) value is equal to 0.58, because n 
= 3 in this case. Thus, the CR (Consistency Ratio) is equal to 0.00458334/0.58 = 
0.0079023. This CR result is less than the 10% threshold value. The 10% threshold value 
is recommended by Saaty. Therefore, the degree of consistency in the pairwise 
comparison o f input 1 is satisfied in this case. If  the pairwise comparison matrix is 
perfectly consistent, then X — n and the consistency ratio is 0. If CR <0 .10 , the degree of 
consistency in the pairwise comparison matrix is satisfactory. However, if  CR > 0.10, 
serious inconsistencies might exist and AHP might not yield meaningful results [Saaty, 
1988],
4.2.4 Overall Comparison Model
Before these average scores in formula (4.20), in each model may be used, the weights 
that indicate the relative importance of the three DMUs must be determined by the 
decision maker. The pairwise comparison process used earlier to generate scores for the 
alternative on each DMU can also be used to generate criterion weights (See Table 3),
Overall Input 1 Input 2 Output
Input 1 1 3 4
Input 2 0.33 1 2
Output 0.25 0.5 1
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where, c„ i = 1 , n denote the alternatives, n is the number of alternatives and ay the 
comparison of alternative c,- with alternative cy-. If  they compare a alternative with itself; c r „ -  
= 1, and from the consistency o f comparisons; ay = 1/cry,-. For example, au  = 3, cr/j = 4 and 
a3i = 0.25.
The below formulation is used to normalize the pairwise comparison matrix:
(4.24)a >jc =  — —j
2 X
j= l
where, c ,y , i = 1 ,..., n, is the normalized pairwise comparison matrix for alternative / with 
alternative j. ay is the overall comparison of alternative i with alternative j. Therefore, the 
normalized scores on the overall criterion for Inputn, Input2 i, and Output3 i are 0.631, 
0.210, and 0.157, respectively.
1 3 4'
Normalized
'0.631 0 . 6 6 6 0.571'
0.33 1 2 => 0 . 2 1 0 0 . 2 2 2 0.285
0.25 0.5 1 0.157 0 . 1 1 1 0.142_
For each alternative, we then compute overall priority weights as:
n
Overall priority weights for (6k) = — —
n
(4.25)
where, 6k is the overall priority weight of the k!h alternative, k  = 1 ,... n. cy is the 
normalized pairwise comparison matrix values for alternative i on alternative j .
0.631 + 0.666 + 0.571'
0.210 + 0.222 + 0.285




Therefore, the overall priority weights matrix is as shown in Table 12. The overall 
pairwise comparisons priority weights must be considered. The priority weights shown in
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Table 12 indicate how the alternatives compare with respect to the input 1, 2, and the 
output criteria. A  determination of the overall priority weights that indicate the relative 
importance o f the various inputs and outputs to the decision maker must lie made. The 
overall pairwise comparison matrix in Table 12 shows the decision maker's preferences 
for the input and output criteria.
Table 12. Overall Pairwise Comparisons
Overall Pairwise Comparisons
Input 1 Input 2 Output
Input 1 1 3 4
Input 2 0.333333 1 2
Output 0.25 0.5 1
Normalized Com aarisons Priority
W eights(^)
Consistency
MeasureInput 1 Input 2 Output
Input 1 0.631579 0.666667 0.571428571 0.6232247 3.03395889
Input 2 0.210526 0.222222 0.285714286 0.2394876 3.01395349
Output 0.157895 0.111111 0.142857143 0.1372877 3.00709939
C onsistency Ratio: 0.01580798
4.2.5 Weighted Average Scores (Product Sum)
The last step in AHP is to calculate the weighted average scores for each decision 
alternative.
Table 13. Overall Weighted Average Score and Efficiency
Alternative( ejk)) Overall Priority 
Weigtvts(dfc)Criterion Di d 2 d3
Inputl 0.1263227 0.457672 0.416005 0.623225
Input2 0.5437525 0.34595 0.110297 0.239488
Output 0.3333333 0.333333 0.333333 0.13T288
Weighted Avg. Score: 0.254712 0.413846 0.331442 1
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The sub-criterion priority weights for alternative i on criterion k  is denoted by ejk) as 
shown in formula (4.20). Overall priority weights (denoted by Ok) as formula (4.25) are 
assigned to each criterion indicating its relative importance to the decision maker. For 
each alternative, weighted average scores are computed by:
n
Weighted average score for alternative k : (Wk) = '^ e ) k)0k , (4.26)
* = i
where, Wk, k  = 1 ,..., n, is the weighted average score for alternative k. e\k) is the sub­
criteria priority weight o f Ith alternative with klh criterion. Ok is the overall priority weight 
o f alternative k
The weighted average score used in formula (4.26) is illustrated as follows:
Weighted average score for Dj:
(0.1263227 x 0.623225) + (0.5437525 x 0.239488) + (0.333333 x 0.137288)
=  0.254712
Weighted average score for D2 :
(0.457672 x 0.623225) + (0.34595 x 0.239488) + (0.333333 x 0.137288)
=  0.413846
Weighted average score for D3 :
(0.416005 x 0.623225) + (0.110297 x 0.239488) + (0.333333 x 0.137288)
= 0.331442
The results of this step, for this example, are the overall rankings o f the three 
candidates presented in Table 13. Normally, when AHP is used alone, the alternative with 
the highest AHP weighting is selected for implementation. In Table 13, this would mean 
that DMU2 would be selected first, DMU3 comes in a distant second, with DMU1 a close 
third. If only one DMU is to be selected, the DMU2 would be the best choice. This is due
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to the fact that the AHP efficiency is the normalized value o f the overall weighted average 
score.
4.3 The Weighted Priority Weights in DEA (WPDEA) Model
4.3.1 The Problem
In real world situations, there exist peer groups of DMUs which use various resources 
(inputs) to generate various results (outputs). It may be of interest to know the overall 
performance o f DMUs by their inputs consumed and outputs generated. It is desirable that 
we are able to combine various inputs and outputs into one measure so that it can be used 
to evaluate and rank the performance o f DMUs by a corresponding single measure of 
p e rfo rm an ce . There are two possible ways to determine the weights to be included in the 
analysis. Expert opinions could be used or other managerial valuation information 
obtained through the Analytic Hierarchy Process (AHP) methods. Also, the mathematical 
programming approach known as Data Envelopment Analysis (DEA) is one popular 
optimization method used for measuring the relative efficiency of DMUs [Zhu, 1998].
The DEA method is a data-oriented approach for relatively evaluating the performance 
of a group of entities referred to as DMUs. However, there are three problems in the DEA 
evaluation. First, The DEA is only used to evaluate economic relationship of business to 
business. It does not include customers' evaluations. Second, the DEA evaluation may 
conclude that many DMUs are efficient even though the manager is searching for the most 
efficient DMU. Third, many recent DEA research activities address efficiency only and 
do not attempt to evaluate the effectiveness o f the solution [Cooper and Tone, 1997].
The AHP evaluates the qualitative data retrieved through expert opinions and other 
managerial information in specifying the weights. The AHP is a theory of measurement.
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When applied in decision making it assists one to describe the general decision operation 
by decomposing a complex problem into a multi-level hierarchic structure of objectives, 
criteria, sub-criteria and alternatives [Saaty, 1980].
The AHP only aims to synthesize the target unit's efficiency into an overall quality 
measure of each unit. Accordingly, the AHP helps the decision-maker not only to identity 
the principal competitors o f the DMU, but also to assess the service performance of the 
DMU relative to its principal competitors. The AHP permits the decision-maker to 
investigate the sensitivity of the quality measure to whatever kinds of changes in customer 
judgement may occur. The AHP carries out comparisons of the elements involved in a 
decision in an appropriate manner to derive their scales o f priorities. Pairwise comparisons 
enable a decision maker to improve consistency by using as much as information as 
possible. However, the AHP method alone involves only intuitive decision making. Most 
people do not take seriously the existence of theories which purport to set their thinking 
and feeling right. They may wonder how anyone else can know well enough to tell them 
how best to organize their thinking in order to make better choices [Saaty, 1980].
DEA's strength is in simultaneously considering multiple inputs and multiple outputs 
without any need for a priori assignment of weights. However in view of the possibility of 
data entry errors, DEA has been questioned regarding the validity and stability of its 
results [Schmidt, 1985].
4.3.2 The Proposed Approach
This study proposes to combine the two techniques o f DEA and AHP in the evaluation 
of DMUs. DEA evaluates the quantitative data set, employs linear programming to weight 
the inputs/outputs and ranks the performance of DMUs. The AHP evaluates the qualitative
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data retrieved through expert opinions and other managerial information in specifying the 
weights.
This new approach combines the AHP and DEA technologies. The new weighted 
priority weights in DEA (WPDEA) approach integrates subjective and objective data into 
a combined approach to the problem. The results of WPDEA is more realistic and 
qualified for each DMU efficiency when the DEA objective values and the AHP 
subjective values are combined simultaneously. It is believed that it is desirable to 
combine the two techniques to evaluate the performance o f the DMUs by the 
corresponding priority weights in AHP. This evaluation would allow a decision maker to 
see his input (subjective evaluation) used in the model.
This study begins by calculating the Analytic Hierarchy Process's priority weights for 
each input and output o f a chosen set o f data before providing a DEA model o f a similarly 
chosen set o f  data.
4.3.3 Methodology
4.3.3.1 The WPDEA Formulation
The decision maker's comparison matrix is constructed as a result o f his subjective 
assessments. The often subjective and inconsistent initial state values provided by the 
eigen vector may be constrained by lower and upper bounds so that the WPDEA is 
formulated to identify the efficient strategies with sub-criteria and overall criteria priority 
weights values in the AHP. Therefore, the manager will be more receptive to results that 
include subjective assessments incorporated into the evaluation o f the efficiency of each 
DMU efficiency when the AHP and DEA are combined simultaneously.
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4.3.3.2 The WPDEA Primal Formulation
The Weighted Priority Weights DEA (WPDEA) primal formulation is designed to 
evaluate each DMU's efficiency. The objective function o f this model maximizes the 
efficiency rating Zk for DMU k.






- T . u *e' %  + Z S O ,  fory = 1 , ..., n
r = 1 /= 1
Urk>0, f o r r =  1 , . . . , s
V,k > 0 , for i = l ,  m
Where, Urk is the variable weight assigned to the output where Ok Yrk is the value assigned 
to the output by valuing each unit of output at Ok, the priority weight assigned by the AHP 
method. Also, Vik is the variable weight assigned to the input where 6k Xjk is the value 
assigned to the input by valuing each unit of input at Ok, the priority weight assigned by 
the AHP method. e,w  is sub-criteria priority weights of the klh input or k01 output o f /-th 
criterion (See formula (4.20)). Ok is the overall priority weight of the criterion (See 
formula (4.25)).
The WPDEA primal formulation integrates the subjective factors of the AHP's priority 
weights as discussed in sub-chapter 4.2.2 through 4.2.4 and objective data o f DEA into a 
combined approach to the problems. The WPDEA primal formulation constraints multiply
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the weighted sum o f the inputs by the input overall priority weights requiring this sum to 
be equal to 1 and maximizes the sum of the outputs multiplied by the output overall 
priority weights that can be obtained. In the other constraints the weighted outputs are 
multiplied by the output sub-criteria priority weight and the sum cannot exceed the 
weighted inputs multiplied by the input sub-criteria priority weight for any DMU.
4.3.3.3 The WPDEA Dual Formulation
The WPDEA formulation is a mathematical process to evaluate each DMU's 
efficiency. The primal problem has its own set of constraints and its own objective 
function expressed in terms o f those variables. The dual formulation has a companion 
linear program. There are formal rules for the construction o f the dual problem, and there 
are standard ways of interpreting the values of the dual variables. Thus, we obtain the 
values of the dual variables that optimize the dual objective function while satisfying all 
the dual constraints.




±Dj -  1.
7=1
Z r ^ ' D j Z W ,  for r =.1 .......*
7=1
-  X J tEk + £  X / t 'D j  < 0 , for i = 1 .., m
7=1
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Dj>  0 ,  fory" = 1 ,..., n
Where, the WPDEA dual linear programming model will require the sum of the weights to 
equal 1. There is a set o f n DMUs to be analyzed, each o f which uses m inputs and s 
outputs. Let objective function Ek denote the DMU* (k = 1,. . . ,«) whose relative efficiency
is to be minimized. e{k) is sub-criteria priority weights o f  the input or f?1 output of 
criterion. 6k is the overall priority weight o f the ft?1 criterion. Xy is the amount o f the Ith 
input to the 7 th DMU, and YrJ- is the amount o f the r 111 output to the / h DMU. Yrk is the 
amount of the output to the kA DMU, and X-,k is the amoimt of the /'* input to the I?* 
DMU.
The WPDEA dual formulation minimizes all input resources. The following section is 
a more detailed description for the WPDEA dual formulation (4.28).
4.3.4 The Steps of the WPDEA Approach
Step I. Proceed to use the originally illustrated DEA model data and to evaluate the 
efficiency of each DMU. Table 14 shows, the results o f the DEA hypothetical data set as 
discussed in sub-chapter 4.1.2. The illustrated DEA data was solved by formulas (4.7 - 
4.11). Hence, the efficiency scores of DMUi, DMU2 , and DMU3 are 0.7143, 1.0000, and
0.8685.
Table 14. An Illustrated Model o f a DEA Data Set and its Efficiency
Input 1 Input 2 Output Efficiency
DMU! 4 2 . 8 1 0.7143
d m u 2 2 2 1 1 . 0 0 0 0
DMU3 2.3 3.5 1 0.8685
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Step 2. Make a pairwise comparison matrix of the relative importance o f each input and 
output (qualitative data) for the AHP model. Then, calculate priority weights o f all sub­
criteria and overall alternatives and complete the normalized comparison matrix for AHP. 
Table 15 shows all priority weights o f the given illustrative AHP's example as discussed in 
sub-chapter 4.2.2 and 4.2.4 with formulas (4.20) and (4.25).
Table 15. The Priority Weights o f the Illustrated AHP Example
Priority Weights Input l(e (-°) Input 2(e,2)) Output(e}3))
DMUi 0.1263 0.5437 0.3333
d m u 2 0.4576 0.3459 0.3333
DMUj 0.4160 0.1103 0.3333
Overall (Of) 0.6234 0.2395 0.1373
Step 3. Now, return to the WPDEA dual formulation (4.28), and then, weight the sub­
criteria priority weights (ef*}) for all output into the 2nd constraint o f WPDEA dual 
formulation left-hand side. Also, apply the overall priority weights ( 6{t) for all outputs into 
the 2nd constraint of WPDEA dual model right-hand side.
^  YrJ e\k) Dj > Yrk Ok (for all outputs) (4.29)
7=1
Weight the sub-criteria priority weights (e,-A)) for all inputs into the 3 rd constraint of 
WPDEA dual formulation left-hand side. Also, apply the overall priority weights (Ok) for 
all inputs into the 3 rd constraint of WPDEA dual model right-hand side. And then move 
the terms involving Ek to the left-hand side of each input constraints since Ek is a decision 
variable.
-Xjk Ok E k + Z  X'J e'W A' -  0 (for all inputs) (4.30)
7=1
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Step 4. Afterwards, solve for each DMU's efficiency by the WPDEA dual model. In 
applying WPDEA a dual model will have to be developed for each DMU whose 
efficiency is to be evaluated. In the following discussion a model is developed that can be 
used to assess the relative efficiency of DMUi. In developing the linear programming 
model for DMUi, the weights used to construct the composite DMU are the variables. 
They are defined as follows:
Dt = weight applied to inputs and outputs for DMUi 
D2 = weight applied to inputs and outputs for DMU2 
D3 = weight applied to inputs and outputs for DMU3 
The weights will be used to determine the inputs and outputs for the hypothetical 
DMU. The input/output relationships that will be included in the model will have the 
following general form:
(The hypothetical data of input and output resources for three DMUs as discussed in 
sub-chapter 4.1.1 in Table 1.)
Input Measure DMUi DMU2 d m u 3
Input I 4 2 2.3
Input 2 2 . 8 2 3.5
Output Measure DMUi d m u 2 DMU3
Output 1 1 1
Input/output o f the composite DMU = (input/output at DMU[)Di + (input/output at
DMU2)D2 + (input/output at DMU3)D3
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In formulating the WPDEA dual model, the above expression is used to develop a 
constraint for each input measure and each output measure. In computing the weights for 
the three DMUs forming the composite DMU, the WPDEA dual linear programming 
model will require the sum of the weights to equal 1. Thus, for the three-DMU example, 
the first constraint will be as follows:
D !+ D 2 + D3 = l (4.31)
Using the general input/output relationship for the one output measure, the constraint 
for the WPDEA dual model is written by formula (4.29) as follow:
(lx0.3333)D, + (1x0.3333)D2 + (1x0.3333)D3 > (1x0.1373)
The above constraint requires the linear programming solution to weighted priority 
weights from the AHP such that all outputs for the composite DMU will be greater than or 
equal to the one output o f DMUi. If  a solution satisfying the output constraint can be 
found, then the composite DMU produces at least as much o f each output as DMUt.
Next, the two input measures must be considered. The WPDEA dual model contains 
the variable E, which determines the fraction of DMUi's input required by the composite 
DMU. The use of E, which is referred to as the efficiency index, is shown on the next step.
Input Measure Used by DMUi Available to Composite DMU
Input 1 (4 x 0.6234) (4 x 0.6234) E
Input 2 (2.8 x 0.2395) (2.8 x 0.2395) E
As shown above, the resources available to the composite DMU are simply a multiple 
o f the resources used and priority weights at DMUi. I f  E =  1, the resources available to the 
composite DMU are the same as those used by DMUi- If  E  is greater than 1, the 
composite DMU would have available proportionally less resources. The WPDEA dual
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linear programming constraints for the two input measures are written by formula (4.30) 
as follows:
- (4x0.6234)E +  (4x0.1263)Di + (2x0.4576)D2 + (2.3x0.4160)D3 < 0 (Inputl)
- (2.8x0.2395)E + (2.8x0.5437)D, + (2x0.3459)D2 + (3.5x0.1103)D3 < 0 (Input2)
If a solution with E  < 1 can be found, the composite DMU does not need as many 
resources as DMU i needs.
The objective function for the WPDEA dual model is to minimize the values of E, 
which is equivalent to minimizing the input resources available to the composite DMU. 
Thus, the objective function is written as
Minimize E  (4.32)
The WPDEA efficiency conclusion is based on the optimal objective function value 
for E. The decision rule is as follows:
If E  = 1, the composite DMU requires as much input as DMUi does. If E < 1, the 
composite DMU requires less input to obtain the output achieved by DMUi.
The WPDEA dual model for the efficiency evaluation of DMUi has four decision 
variables and four constraints. For purposes o f this research, we compute the WPDEA 
dual model efficiency using the LINDO software. The complete model and optimal 
solution o f DMUi is rewritten by formula (4.28) as follow:
Minimize E 
Subject to
D i +  D 2 +  D 3 =  1
(lx0.3333)Di + (1 x 0 .3 3 3 3 )D 2 +  (1 x 0 .3 3 3 3 )D 3 > (1x0.1373)
-(4x0.6234)E + (4x0.1263)D, + (2x0.4576)D2 + (2.3x0.4160)D3 < 0
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-(2.8x0.2395)E + (2.8x0.5437)Di + (2x0.3459)D2 + (3.5x0.1103)D3 < 0 
Di, D2, D3 > 0
The optimal dual solution is 0.575753 using the LP software LINDO by formula 
(4.28). The resulting WPDEA model solution is presented in Table 16. Based on the 
WPDEA model solution the organization should select DMU2 also.
Table 16. The New Efficiency for the WPDEA
Input 1 Input 2 Output New Efficiency
DMUi 4 2 . 8 1 0.5757
d m u 2 2 2 1 0.8060
DMUj 2.3 3.5 1 0.6283
The original DEA data primal and dual efficiency may now be compared with the 
AHP normalized efficiency and the newly applied AHP's priority weights DEA model 
primal and dual efficiency.









DMUi 0.6154 0.7142 0.7143 0.2371 (0.7142) 0.5757 (0.7142)
d m u 2 1 . 0 0 0 0 1 . 0 0 0 0 1 . 0 0 0 0 0.3320(1.0000) 0.8060(1.0000)
d m u 3 0.8008 0.8695 0.8685 0.2588 (0.7796) 0.6283 (0.7795)
Note: The values in the brackets is normalized values.
4.3.5 Evaluation of the Results
In Table 17, we summarize the different results for each approach using formulas (4.7 
- 4.11), (4.16), (4.27), and (4.28). The efficiency o f the WPDEA model is normalized. It is 
clear that DMU2  is more efficient than DMUi and DMU3 . The DMU3 efficiency is
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80.08% using the AHP qualitative data approach. Also, DMU3 efficiency is 86.85% using 
DEA quantitative data approach in formula (4.16). We have different results by different 
analysis techniques. Now, consider the result o f combining two different types of 
approaches with formulas (4.27) and (4.28). When the results in Table 17 combine the 
AHP and DEA, the dual WPDEA result o f DMU3 is 77.95% efficient with formula (4.28).
In this research, an approach is presented to combined the efficient strategies of a 
decision problem where the decision makers can provide priority weights o f the AHP and 
numerical evaluations o f DEA. The priority weights are determined from the normalized 
matrices that defines the manager preference structure values.
The DEA model is solved for each DMU to determine which DMUs are efficient. For 
real world problems, it may be possible to add opinions related to the "quality-of-life" to 
weight the ranks o f the performance o f DMUs [Zahedi, 1986]. In the example model, 
there is no change in the ranking of the DMU's. However, the real world application 
model could change rankings by the priority weights in the AHP model o f each DMU.
The discussion in the WPDEA model has assumed that each DMU's ranking is 
accorded the same degree o f importance and therefore, all the efficient DMUs identified 
receive equal ranking. Group decisions often involve decision makers o f varying 
experience and knowledge in actual decision making situations. In these kinds of 
situations, the WPDEA model is consistent in ranking the efficiency by the two methods. 
This adds some validity to the new method. The WPDEA approach integrates qualitative 
and quantitative data into a combined approach o f analysis. By comparing the results of 
DEA with the AHP priorities a more logical and defensible solution is obtained by the 
manager.
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4.3.6 Applications of WPDEA
4.3.6.1 Automobile Selection
Assume that a person must choose one of three cars — A, B or C. Suppose that there 
are three attributes in which the cars differ: purchase price (input 1 ), maintenance cost per 
year (input 2), and gallons per 10,000 miles driven (Output) [Saaty, Vargas, and Wendell, 
1983]. The actual input and output data set are reported in Appendix A. The DEA, AHP, 
and WPDEA results applied to the data set are presented in Table 18 and Figure 2.
Table 18. The Efficiency o f  Each Automobile
DMU DEA AHP WPDEA
Car A 1 1 0.82076
Car B 1 0.184093 0.5
Car C 1 0.137456 1
Automobile Selection
0.8





g  Car A b  Car B □ Car C
Figure 2. The Efficiency o f Each Automobile by Different Approaches 
In the DEA approach, the best automobile cannot be determined. Using the AHP 
approach, it is noted that according to the judgments of the decision maker, car A has the
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highest relative values, and it should be the best choice within the three candidate cars for 
the decision making problem shown in Figure 2. Car B is the second best choice, and the 
worst one is car C. However, in this case, the consistency ratio value of the overall 
evaluation for the best car goal exceeds the 10% threshold value by Saaty's 
recommendation. The consistency o f all inputs and output are reported in Appendix A. 
Therefore, the AHP results are not good decision for the selection o f a car. The WPDEA 
approach is able to improve the selection for an automobile in terms o f combining both the 
qualitative and quantitative data and reducing the number o f efficient automobile from 
three to one as presented in Figure 2. In this problem, car C has the highest efficiency, car 
A has the second highest efficiency, and car B is last alternative. Therefore, car C should 
be chosen by the decision maker.
4.3.6.2 Loan Departments Evaluation
In the last decade, a few DEA based bank branch performance studies have been 
published, and several practical implementations in the U.S. have been reported in 
banking magazines and the popular press [American Banker, 1991 and Fortune, 1994]. In 
one example each department is considered to have two inputs and two outputs. Input 1 
includes the annual operating cost which is measured in units of one hundred thousand 
dollars. Input 2 is the number of employees in the loan department. Two outputs are the 
number of initial loans processed and the number of loan renewals per year in the 
departments. The DEA, AHP, and WPDEA results applied to the data set are presented in 
Table 19 and Figure 3 and 4. The actual input and output data set are represented in 
Appendix C.
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1 0.7941 1.0000 0.2101 1.0000 0.1173 0.8001 0.1220 0.7193
2 0.8824 1.0000 0.1578 0.7511 0.1298 0.8854 0.1334 0.7863
3 0.8125 1.0000 0.1345 0.6400 0.0973 0.6637 0.1020 0.6012
4 0.9310 1.0000 0.0793 0.3776 0.1171 0.7988 0.1213 0.7151
5 1.0000 1.0000 0.0782 0.3725 0.1466 1.0000 0.1472 0.8680
6 1.0000 1.0000 0.0395 0.1879 0.1345 0.9175 0.1696 1.0000
7 0.9586 0.9571 0.0687 0.3268 0.1204 0.8213 0.1250 0.7369
8 0.7836 0.8327 0.1102 0.5247 0.0946 0.6453 0.0953 0.5618
9 1.0000 1.0000 0.0542 0.2582 0.1270 0.8663 0.1568 0.8658
10 0.9444 1.0000 0.0674 0.3210 0.1200 0.8186 0.1217 0.7173
r
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Figure 3. The Primal Efficiency of Loan Departments by Different Approaches
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Figure 4. The Dual Efficiency o f Loan Departments by Different Approaches
The DEA, AHP, and WPDEA results applied to the data set are presented in Table 19. 
In this table, the second column indicates the AHP weighted average score and normalized 
weights average score. The other columns present WPDEA primal and dual efficiencies 
and normalized scores. As shown in Table 19, three DMUs in the DEA primal solution 
and eight DMUs in DEA dual solution were evaluated as efficient DMUs. This result 
indicates that too many loan departments (DMUs in Table 19) were identified to be 
efficient even though the manager was searching for the most efficient loam department. 
Thus, this illustrates how the WPDEA approach eliminates (or reduces) efficient DMUs in 
problems. The DEA result is also inadequate, because all customer evaluations (subjective 
measure) are important in the loan department selection, and the information, o f customer 
evaluation should be fully utilized in this analysis. Therefore, the WPDEA method seem
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to be an approach to overcome these analytical deficiencies. With application o f the AHP's 
priority weights, the WPDEA method is able to improve the loan department's 
discrimination in terms o f  combining both the qualitative and quantitative data and 
reducing the number of efficient DMU from three to one (Primal), eight to one (Dual) as 
presented in Figure 3 and 4. In this illustrated problem, DMU 5 has the highest efficiency 
using the WPDEA primal approach as shown in Figure 3, and DMU 6  has the highest 
efficiency using the WPDEA dual approach as shown in Figure 4. Therefore, loan 
department 5 and 6  should be recommended as "exemplars" to management.
4.3.6.3 Hospital Evaluation
The application of the techniques may also be illustrated by evaluating the 
performance of a group o f four hospitals (Medical Care, 22(10), 1984). In this example, 
three measures of inputs and four measures o f outputs are considered. Inputs employed are 
the follows: (1) The number of full-time equivalent (FTE) nonphysician personnel, (2) 
The amount spent on supplies (000's), and (3) The number of bed-days available (000's). 
Outputs employed are the follows: (1) Patient-days of services under Medicare (000's), (2) 
Patient-days of services not under Medicare (000's), (3) Number of nurses trained, and (4) 
Number of interns trained [Sherman, 1984]. Now, the DEA, AHP, and WPDEA results 
obtained from the data sets are presented in Table 20 and Figure 5. The actual input and 
output data are reported in Appendix B.
Table 20. The Efficiency of Each Hospital
DMU DEA AHP WPDEA
1 1 0.946386 1
2 1 0.668816 0.925342
3 0.9052 0.777401 0.391162
4 1 1 0.897139
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Figure 5. The Efficiency o f Each Hospital by Different Approaches
In DEA approach, it is clear that the general, university, and state hospitals are more 
efficient than county hospital, and it is justified in concluding that county hospital is 
relatively inefficient compared to the hospitals in the group. Given the results of the DEA 
analysis, hospital administrators should examine operations to determine how county 
hospital resources can be more effectively utilized. In the AHP approach, according to the 
patients' satisfaction, State hospital has the highest relative efficiency, and it should be the 
best hospital within the four candidate hospitals for the patients. General hospital is the 
second best hospital, County hospital is the third best hospital, and the worst one is 
University hospital. In WPDEA approach, General hospital has the highest value o f 
efficiency, University hospital has the second highest efficiency, State hospital is the third 
alternative, and County hospital is worst efficiency based on the selection o f hospitals in
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terms o f combining both the objective and subjective data and reducing the number of 
efficient hospital from three to one as presented in Figure 5. Therefore, General hospital 
should be acknowledges as most efficient or the exemplar.
4.3.6A  Bank Branches Evaluation
This example used 8  branches of a regional division o f the Commercial Bank of 
Greece (Omega, 19(6), 1991). Only those inputs which concern bank branches directly 
were used, ignoring bank overheads, since the objective of this analysis was to evaluate 
the use of inputs consumed directly at the branch. Inputs employed are the following: (1) 
Labor hours, (2) Operating expenses, and (3) Square meters o f branch space. Outputs 
employed are the following: (1) Weighted number o f transactions performed by section of 
deposits and capital transfers, (2) Weighted number o f transactions performed by section 
of credit, (3) Weighted number of transactions performed by section of foreign receipts, 
and (4) Total weighted number of transactions performed by each branch [Giokas, 1991]. 
The DEA, AHP, and WPDEA results obtained from the data sets are presented in Table 21 
and Figure 6 . The actual input and output data used are reported in Appendix D.
Table 21. The Efficiency o f Bank Branches
DMU DEA AHP WPDEA
1 0.9978 0.6299 0.6318
2 1 0.3432 0.3412
3 1 0.4424 0.5765
4 1 0.9832 0.6378
5 1 1 1
6 1 0.4056 0.4512
7 1 0.4404 0.3619
8 1 0.9254 0.7492
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Bank Branch Operating Efficiency
0.8T
Efficiency 0 .6 /  
Ratio 0 .4 /  
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DEA AHP WPDEA
Approaches Methods
I j Q e m u  B  DMU2 □  DMU3 D DMU4 B  DMU5 q  DMU6 B  DMU7 D DMU8 ,
Figure 6 . The Efficiency of Bank Branches by Different Approaches 
The results of DEA approach indicate that 7 of 8  branches are relatively efficient, that 
is, they have an efficiency rating o f equal 1. It is not clear that which bank branch is the 
most efficient branch. The results of the AHP approach indicate that DMU 5 is the most 
efficient branch and DMU 4 is the second most efficient bank branch in terms o f customer 
evaluation. The WPDEA approach integrates subjective and objective data into a 
combined approach to the bank branch problem. The results of the WPDEA approach 
indicate that DMU 5 is the most efficient bank branch. DMU 5 is a more efficient and 
qualified bank branch when the DEA objective values and the AHP subjective values are 
combined simultaneously.
4.4 The Backward DEA Model Approach
4.4.1 The Problem
Efficiency has been equated with performing current activities as well as possible, and 
effectiveness with choosing the proper activities. Efficiency is thus conservative both in its
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original quantitative data and in the qualitative data [Golany, Phillips, and Rousseau, 
1993].
Traditionally, multiple ratios (added values per employee, return on equity, etc.) have 
been used to measure efficient performance. DEA has the virtue of reducing multiple 
measures to a single efficiency score. However, study in this area shows that effectiveness 
remains, or at least can remain, multi-objective in nature [Golany, 1988]. Also, some 
input/output variables may lend themselves easily to weighting by prices and others may 
not. For these reasons, this research presents not a single technique, but rather two 
approaches, each o f which are appropriate to a specific scenario. These approaches do not 
necessarily provide global optimal solutions, rather, they can improve effectiveness by 
reducing the input resources o f the individual units, moving them closer to their goals.
In this procedure a two-stage process is employed, starting with the AHP phase and 
proceeding in the second phase to the backward DEA algorithm. The output o f the first 
stage operation is the results o f applying of AHP (i.e., the evaluation o f the relative 
“values” of the various outputs of the system with regard to each other) and its use as 
input in the DEA methodology. DEA relates to problems where comparisons are absolutes 
-- costs, resources and consumers, etc (i.e., the minimum values of the inputs).
If  one were to take the given efficiency o f AHP, and then apply the DEA valuation o f 
the specific dimensions, the results would be identical to the application o f DEA for the 
same data. An assumption would be required that “absolute” dimensional rankings o f  the 
DEA input data had been obtained in a manner not inconsistent with the first stage o f 
AHP. That is, the DEA data could be resolved using the AHP process, but it would not 
necessarily give identical results as DEA would for the same data. Here, it would be
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interesting to see if  constraints could be placed on a DEA formulation in such a manner as 
to work backward and obtain values that would be consistent with an AHP formulation. In 
this research, the use o f the AHP and DEA for unifying the tasks o f resource allocation 
and target setting in multi-unit, multi-level planning is examined. Specifically, the two 
techniques are incorporated into a model that supports a link between resource allocation 
and performance targets of individual DMUs and that incorporates the decision makers' 
preferences.
4.4.2 The Proposed Approach
This section describes a so-called backward DEA model that is utilized in the 
determination of input data for each DMU that would be required to give the same 
evaluation as AHP. The same computational process is used that changed the values of 
input i with DMU k. This procedure is based upon which target DMU is being evaluated 
by AHP while maintaining essentially the same efficiency rating for measuring the other 
DMUs. The values of input i (which is evaluated by the same method to its target AHP 
efficiencies) are selected by the backward DEA algorithm. This study uses the DEA dual 
model formulation (4.16) proposed by Chames and Cooper, (1984).
4.4.3 The Backward Algorithm
In this section, an algorithm for finding the input value of a DMU (which is evaluated 
in a similar manner to an efficiency of the AHP's DMU) is described. This algorithm 
performs a binary search. As a result, it will identify the necessary resources (inputs) of 
DMUs. The input values are binarily increased when the efficiency o f a target DMU is 
being evaluated by the AHP method. Before presenting the algorithm, the main idea and
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the essential steps of the algorithm are described. The followimg important observations 
are stated first:
1. The Chames and Cooper dual DEA model is used for this algorithm.
2. The Backward algorithm takes results from AHP and provides the inputs that would be 
required to yield these results from the DEA viewpoint (i.e., gi’ven an efficiency by AHP 
and the inputs and outputs that would be used for DEA, it would, determine the weighting 
that would yield these results under DEA).
3. In this algorithm, the procedure begins increasing or decreasing the resources of DMU k  
while the efficiency of DMU k  is at the same level o f efficiency as DMU k  that is being 
evaluated by the AHP methodology.
Table 22. General Procedure for Reallocating Resources o fD M U t
Procedure (Ek); 'Ek is efficiency o f D M U k' 
begin
if D E A  Min (Ek) = 0 then begin 
constant output j;
If constant output j;
input i = (initial value of input /) x 2 ;
Loop
input i = (input / + initial value of input i ) / I ; 'Chamge of input f  
evaluate D E A  Min (Ek);
if D E A  Min (E k) =  A H P (E k ) then end 
while D E A  Min (Ek) ^  A H P (E k ) do loop 
end;
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4.4.4 An Illustrated Data Set
Assume that each DMU uses two inputs (i.e., input 1 and 2) in order to yield a single 
output. AJso, the two inputs and the one output are assumed to be positive. An illustrated 
data example model o f DEA requires a case where there was a single exemplar in DEA. 
The marginal values used in the evaluation would give one point with an efficiency o f 1.0, 
and all others are ranked based upon the marginal values used by this point.
In Table 23, the AHP efficiency o f each DMU is as discussed in sub-chapter 4.2.5 in 
Table 13. The AHP normalized efficiency o f DMU2 is 100%, the AHP efficiency o f 
DMUi is 61.54% and the AHP efficiency o f DMU3 is 80.08%. These AHP efficiencies are 
the goals o f a backward DEA dual approach in this illustrated data example. For each 
alternative, weighted average scores are computed by formula (4.25). The normalized 
weighted average score is computed by:
The Normalized weighted average score (Ej) = ---- -— (4-33)
W  ■/ . m a x
where, Wj_max , j  = 1,..., n, is the maximum weighted average score.
Table 23. Overall Weighted Average Score and Efficiency in AHP
Alternative Priority
W eightsCriterion DMUi DMU2 DMU3
Inputl 0 .1 2 6 3 2 2 7 0.457672 0 .4 1 6 0 0 5 0 .62 3 2 2 5
Input2 0 .5 4 3 7 5 2 5 0 .34595 0 .11 0 2 9 7 0 .239488
Output 0 .3 3 3 3 3 3 3 0.333333 0 .333333 0 .1 37288
Weighted Avg. Score: 0.254712 0.413846 0.331442 1
AHP Efficiency (Ey): 0.6154755 1 0.800883
69
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
In Table 24, the inputs and output data and DEA efficiency are given by sub-chapter 4.1.1 
through 4.1.2. The DEA data efficiency was solved by formulas (4.7 - 4.11). The 
efficiency scores o f  DMUi, DMU2, and DMU3 are 0.7143, 1.0000, and 0.8685.
Table 24. An Illustrated Data Set of DEA with Efficiency
Input I Input 2 Output Efficiency
DMUi 4 2 . 8 1 0.7143
d m u 2 2 2 1 1 . 0 0 0 0
d m u 3 2.3 3.5 1 0.8685
Three procedures are used for analyzing input resource allocation in the illustration. 
The first procedure is to move D M U i along the vertical axis. The second procedure is to 
move D M U 2  along a diagonal axis. The last procedure is to move DMU3 along a 
horizontal axis. These three procedures are reasonable for analyzing resources allocation. 
One or more o f these procedures may be used by the backward model for analyzing input 
resources.
4.4.4.1 Procedure 1
The Chames and Cooper (1984) dual DEA model is used for the evaluation. Now 
assume that the input 1 and the output of DMU 1 are constant. After that, the values of 
input 2 are continuously increased when the efficiency o f DMUi by DEA methodology is 
at the same level o f  efficiency as DMUi that is being evaluated by the AHP methodology. 
If  the efficiency of DMUi by DEA is equal to the efficiency of DMUi in the AHP, then 
stop the procedure. I f  the efficiency of DMUi by DEA and the efficiency o f DMUi in the 
AHP are not the same, then increase the values o f input 2. By evaluating the procedure, 
the optimal value o f  input 2 is 3.25 (Table 25 and Figure 7). There is no effect on 
efficiency by changing of input 1 (Table 26).
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Table 25. Data on DMUi (Input 2)
Input 1 Input 2 Output Efficiency
4 2 . 8 1 0.7143
4 4.2 1 0.5000
4 3.5 1 0.5714
4 3.1 1 0.6452
4 3.3 1 0.6061
4 3.2 1 0.6250
4 3.25* 1 0.6154
Note : means selected data o f input 2.
Table 26. Data on DMUi (Input 1)
Inpu t 1 Inpu t 2 Output Efficiency
4 2 . 8 1 0.7143
6 2 . 8 1 0.7143
5 2 . 8 1 0.7143
4.5 2 . 8 1 0.7143
4.25 2 . 8 1 0.7143














Figure 7. Evaluation of DMUi Efficiency
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In Figure 7, each DMU is represented by a point whose coordinates are its normalized 
input levels. In this case, input 2 o f  DMUi is changed by the backward DEA algorithm. 
The process continues until the efficiency o f DMUi meets the AHP's goal (in this case, 
61%). When input 1 o f DMUi is changed along the vertical axis, the efficiency o f DMUi 
does not change. This is because the resources of input 1 are not effected to DMUi's 
efficiency (Table 26).
4.4.4.2 Procedure 2
In Procedure 2, the output o f DMU2  is held constant for evaluation o f  the DMU. After 
that, the values of input 1 and input 2 are increased when the efficiency o f DMU2 by DEA 
is at the same level of efficiency as DMU2 that is being evaluated by the AHP 
methodology. If  the efficiency o f  DMU2 by DEA is equal to the efficiency o f DMU2 in the 
AHP, then stop the procedure 2. If  the efficiency of DMU2 by DEA and the efficiency of 
DMU2 in the AHP are not the same, then continuously increase the values o f input 1 and 
input 2. By evaluating the procedure 2, the optimal values of input 1 and input 2 are 2 and 
3 (Table 27 and Figure 8 ).
Table 27. Data on DMU2
Input 1 Input 2 Output Efficiency
2 * 2 * 1 1.0000
4 4 1 0.7875
3* 3* 1 1.0000
3.5 3.5 1 0.9000
Note : means selected data o f inputl and input 2.
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d m u 3
DMUi
0  _________ ,________ ,________ :_________,_________  I
0 1 2 3 4 5 j
Inputl/O utput
Figure 8 . Evaluation of DMU2  Efficiency
In Figure 8 , each DMU is represented by a point whose coordinates are its normalized 
input levels. In this case, input 1 and input 2 of DMU2  are changed by the backward DEA 
- the second procedure. The process continues until the efficiency of DMU2 meets the 
AHP's goal (in this case, 100%). The initial value resources o f input 1 and input 2 are 2. 
4.4.4.3 Procedure 3
In Procedure 3, assume that input 2 and the output o f  DMU3 are constant. The value of 
input 1 is increased when the efficiency of DMU3 by DEA is at the same level of 
efficiency as DMU3 that is being evaluated by the AHP methodology. If  the efficiency o f 
DMU3 by DEA is equal to the efficiency of DMU3 in the AHP, then stop the procedure 3. 
If  the efficiency o f DMU3 by DEA and the efficiency o f DMU3 in the AHP are not the 
same, then continuously increase the values of input 1. By evaluating procedure 3, the 
optimal value of input 1 is 2.44375 (Table 28 and Figure 9). There is no influence on 
efficiency under changing o f  input 2 (Table 29).
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Table 28. Data on DMU3 (Input 1)
Input 1 Input 2 O utput Efficiency
2.3 3.5 1 0.8685
3.45 3.5 1 0.5797
2.875 3.5 1 0.6957
2.5875 3.5 I 0.7729
2.44375* 3.5 1 0.8184
2.371875 3.5 1 0.8432
Note : means selected data of input I.
Table 29. Data on DMU3 (Input 2)
Input 1 Input 2 O utput Efficiency
2.3 3.5 I 0.8685
2.3 5.25 1 0.8685
2.3 4.375 1 0.8685
2.3 3.9375 1 0.8685
DMU, “ •  ■ •




1 2  3 4  5 |
Inputl/O utput
Figure 9. Evaluation o f DMU3 Efficiency
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In Figure 9, each DMU is represented by a point whose coordinates are its normalized 
input levels. In this case, input 1 of DMLJ3 is changed by the backward DEA third 
procedure. The process continues until the efficiency o f DMU3 meets the AHP's goal (in 
this case, 80%). If  input 2  of DMU3 is changed along the horizontal axis, the efficiency o f 
DMU3 does not change (Table 29). This is because the input 2 resources of DMU2  do not 
effect DMU2's efficiency.
Table 30. An Illustrated Data Set
Input 1 Input 2 Output
DMUi 4 2 . 8 1
d m u 2 2 2 1
d m u 3 2.3 3.5 1
Table 31. The New Reallocated Data Set Using the Backward Algorithm
Input 1 Input 2 Output
DMU! 4 3.25 1
d m u 2 2 ,3 2,3 1
DMU3 2.44 3.5 1
4.4.5 Evaluation of the Results
We can see in Table 30 and 31, that input 2 of DMUi by the backward DEA algorithm 
needs 45% more resources to obtain the same efficiency as the AHP's human preference 
evaluation efficiency o f DMUi. Input 1 and 2 o f DMU2 , by the backward DEA algorithm, 
provides at least as much increase of resources to obtain a similar efficiency for DMU2  
that is being evaluated by the AHP methodology. Also, input 1 of DMU3 by the backward 
DEA algorithm needs 14% more resources to yield a similar efficiency for DMU3 when 
evaluated by the AHP methodology. This research attempts to show how information on
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the performance o f existing DMUs can offer guidelines to management in setting goals for 
DMUs in relation to AHP efficiency. The backward DEA approaches will attempt to 
control the budget, and to set goals within the limits its defined by original objective data 
and the present subjective data. The backward DEA model synchronizes all qualitative, 
and quantitative factors in an approach o f DEA and AHP.
This approach describes features o f the backward DEA model, that can be used in the 
analysis o f an efficient DMU for the selection of input resources. Hence, a contribution of 
the backward DEA approach is to provide upper and lower limits for the input resources 
and to help formulate ideas and methods under various other decision making situations.
These approaches do not necessarily provide optimal solutions, rather, they can 
improve effectiveness by reallocating the input resources of the each DMU, moving them 
closer to the AHP's goals. By the backward DEA approaches, the manager can provide a 
range o f acceptable input resources, in order to provide goals that are acceptable on the 
basis o f the decision maker's reasoning.
The backward DEA approaches allow managers some flexibility in evaluation 
procedures and yet constrains this flexibility within limits of acceptability to the decision 
maker. This research addresses the aggregate of all DMUs, reallocating scarce or 
excessive resources for each DMU.
4.4.6 Applications of Backward DEA
4.4.6.1 Loan Department Resources Allocation
Managers may be interested in allocation the input resources. The resource allocation 
results, by the backward DEA approach, are shown in Table 32, 33, and 34. To achieve 
the AHP’s goal, the DEA data could be changed by the backward DEA process, but it
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would not necessarily give same results as AHP. This approach can improve effectiveness 
by reallocating the input resources and move the results closer to the AHP's goals 
(American Banker, 1991 and Fortune, 1994).
Table 32. The Results o f Resource Allocation for DMU2
d m u 2 mmmessmsemmm
Operating C ost People Initial Loan Loan Renewal Efficiency
16 4 40 40 1
32 4 40 40 1
24 4 40 40 1
20 4 40 40 1
18 4 40 40 1
17 4 40 40 1
16.5 4 40 40 1
16 8 40 40 0.8235
16 6 40 40 0.8235
16 5 40 40 0.8324
16 4.5 40 40 0.9091
16 4.25 40 40 0.9626
32 8 40 40 0.5114
h h
20 5 40 40 0.8182
18 4.5 40 40 0.9091
17 4.25 40 40 0.9626
Table 33. The Results o f Resource Allocation for DMU3
d m u 3 o : 6 3 i i ^ »
Operating C ost People Initial Loan Loan Renewal Efficiency
12 6 39 35 1
zm m sam m sm w m s s m a sa r a —
18 6 39 35 0.6935
15 6 39 35 0.8246
13.5 6 39 35 0.9156
12.75 6 39 35 0.9694
12 12 39 35 1
12 9 39 35 1
12 7.5 39 35 1
12 6.75 39 35 1
12 6.375 39 35 1
24 12 39 35 0.515
a S H n i
15 7.5 39 35 0.824
13.5 6.75 39 35 0.9156
12.75 6.375 39 35 0.9694
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Table 34. The Results o f Resource Allocation for DMUs
|DMUS msmmmmm s & g ffla s m
Operating Cost People Initial Loan Loan Renewal Efficiency
11 6 35 25 0.8327
w B s m
16.5 6 35 25 0.5773
13.75 6 35 25 0.6803
12.375 6 35 25 0.7477
11.6875 6 35 25 0.7876
11 12 35 25 0.8143
11 9 35 25 0.8143
11 7.5 35 25 0.8152
11 6.75 35 25 0.8238
11 6.375 35 25 0.8282
22 12 35 25 0.4163
i i B j B a i m s m m m m g!§55niaBs^ i
13.75 7.5 35 25 0.6661
12.375 6.75 35 25 0.7401
T he N ew  Reallocated Data S e t
25 
20
V a lu es  ]!?10
5 
0
q OMUI B DMU2 q DMU3 q DMU4  b DMUS B DMU6 B DMU7 q DMU8 B  DMU9 B DMU10 |
Figure 10. The New Reallocated Data Set for the Loan Departments
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Table 32, 33, and 34 shows the results of the input resources allocation for D M U 2 , D M U 3 , 
and D M U s. In Table 32, operating cost o f D M U 2  needs $80,000 more annually to a 
similar efficiency to the AHP's goal. Also, two additional employees are needed in DMU2 . 
In Table 33, operating cost are $120,000 more annually to achieve the AHP's goal. If 
operating cost and number o f employee are changed simultaneously in D M U 3 to achieve 
the AHP's goal, operating cost is an additional $60,000 and three additional people are 
required. As shown in Table 34, an additional $110,000 in operating cost is required to 
achieve the AHP’s goal. I f  the operating cost and number of employee are changed 
simultaneous in D M U s , operating costs require an additional $55,000 and also 3 additional 
people are required to achieve the AHP's goal. However, the other Tables shows results 
that did not achieved the AHP's goals. Figure 10 shows the results of all input resources 
reallocated in the data set for the loan departments. The results o f the other Tables are 
represented in Appendix C.
4.4.6.2 Hospital Resources Allocation
The Backward DEA approach provides some additional information about input 
resource allocation in the County hospital. The Backward DEA approach results could be 
understood, interpreted, and accepted by hospital administrators familiar with this hospital 
to help locate the source o f the inefficiency. This could lead to managerial action to satisfy 
the AHP's goals {Medical Care, 22(10), 1984). In Table 35, the results o f Backward DEA 
is presented as new input resources for County hospital. There are three input resources: 
(1) The number o f full-time equivalent nonphysician personnel (FTE) (2) The amount 
spent on supplies (000's) (3) The number of bed-days available (000's) [Sherman, 1984].
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Table 35. The Results of Resource Allocation for County Hospital
County Hospital 0:7774 ‘ 5; : - : : :
FTE Supply E xpenses Bed-days Available Efficiency
275.7 348.5 104.1 0.9052
551.4 348.5 104.1 0.9052
413.55 348.5 104.1 0.9052
344.625 348.5 104.1 0.9052
310.1625 348.5 104.1 0.9052
292.9313 348.5 104.1 0.9052
284.3156 348.5 104.1 0.9052
275.7 697 104.1 0.9052
275.7 522.75 104.1 0.9052
275.7 435.625 104.1 0.9052
275.7 392.0625 104.1 0.9052
275.7 370.2813 104.1 0.9052
275.7 359.3906 104.1 0.9052
275.7 353.9453 104.1 0.9052
275.7 - ; 348.5 - . : -v 208.2 0.7755 •
275:7;-; ' 348.5 V  ' ,  - 5  - " 156.T5 - _ i 0.7755,
275.T, • 348.5 - " ' - 1 3 0 . 1 2 5 - ' 0.7755 *
275.7 348.5 117.1125 0.805
275.7 348.5 110.6063 0.8524
275.7 348.5 107.3531 0.8783





1 0 0  
50 
0 .
General University County S tate  
Hospital
BFTEb New P i t  □  Supply □  New Supply jB ed-days q New Bed-days i
Figure 11. The New Reallocated Data Set for Hospitals
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In Figure 11, County hospital uses a minimum of 130.125 bed-days to achieve 
approximately 77% o f the AHP's goal. The results o f the backward DEA approach is 
reported in Appendix B.
Table 36. The Results for County Hospital









E 0.7753 0 A3 0 -0.0072
General 0.2123 0 S4 1.6154 0
University 0.2604 0 A4 0 0
County 0 0.2247 S5 37.0271 0
State 0.5273 0 A5 0 0
A1 0 0.4537 S6 0 0.0036
S2 0 0.0245 S 7 129.139 0
A2 0 -0.0245 S8 6.6505 0
S3 0 0.0072
Minimum value o f the OBJ = 0.7752993 Iters. = 11
From the solution in Table 36, the composite hospital is formed from the weighted 
average o f General hospital (0.2123), University hospital (0.2604), and State hospital 
(0.5273). The same weighted average of the inputs and outputs o f those three hospitals 
determines each input and output o f the composite hospital. More specifically, DEA 
indicates that the inefficiency was located and measured by comparing County hospital 
with its efficiency reference set General, University, and State hospitals, noted in Table 
36. The efficient reference set is the group o f hospitals which DEA identified in evaluating 
the inefficient hospital and the magnitude o f  the inefficiency. This information is a direct 
output of DEA. By identifying the efficient reference set, DEA allows one to focus on a 
subset of these hospitals to understand better the inefficiencies present. In this example,
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the composite is constructed by applying the weights o f 0.2123, 0.2604, and 0.5273, 
respectively, to the actual outputs and inputs of General, University, and State hospitals.
The S (slack) and A  (artificial) variables provide some additional in fo rm a tio n  about 
the efficiency o f County hospital compared to the composite hospital. Specifically, the 
composite hospital has at least as much of each output as County hospital and provides 
1 .6 1 5 4  more nurses trained and 3 7 .0 2 7 1  more interns trained. The slack values for S 7  
(1 2 9 .1 3 9 )  and S 8  ( 6 .6 5 0 5 )  show that less than 7 7 .5 3 %  o f the amount spent on supplies 
(000's) and the number o f bed-days available (000's) resources used at County hospital are 
used by the composite hospital [Sherman, 1 9 8 4 ].
4.4.6.3 Bank Branch Resources Allocation
The bank branch example used three input resources for analyzing input resources 
allocation {Omega, 19(6), 1991).
First, Labor (person hours): This variable summarizes the actual work employed 
during the operation o f  the branches and includes administrative/processing personnel, 
marketing officers and branch management. All branches employ approximately the same 
proportion of administrative/processing personnel in their staff. The number o f person 
hours captures all hours worked by the personnel of the branch including overtime.
Second, Operating expenses: This variable expresses the consumption o f a range o f 
inputs by the bank branch and covers all the operating expenses o f the branches, such as 
those for telephone, electricity, stationery and other supplies. This variable is measured in 
monetary terms, due to the difficulty of grouping together the widely dissimilar entities 
that comprise it. Note that all purchases are performed centrally by the bank and hence all
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branches are charged the same. Depreciation of buildings has not been included, since 
personnel expenses and office space have already been covered by the other two inputs.
Third, Square meters o f  branch space: This variable shows the contribution of 
available space to the production o f the bank branch. It should be noted that only space 
which is in productive use has been included [Giokas, 1991].
In Table 37, the results o f the backward DEA is presented showing the input resources 








B ank  B ra n c h e s
g  Personhours g  New Personhours
□  New Operating Expenses g S p a c e
□  Operating E xpenses 
g N e w  Space
Figure 12. The New Reallocated Data Set for Bank Branches
Table 37 shows the results o f the input resources for DMUi. In Table 37, the labor 
(person hours) of DMUi needs more annually, 17,257.5 hours, to accomplish a similar 
efficiency to the AHP's goal (64%).
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Square Meters of 
Branch Space
Efficiency
34515 6543 591 0.9978
69030 6543 591 0.5917
5177215 V  '
_ . . . . . .  ..... ass
43143.75 6543~" 591 0.6919
38829.38 6543 591 0.8631
36672.19 6543 591 0.8929
35593.59 6543 591 0.9402
35054.3 6543 591 0.9895
34784.65 6543 591 0.9942
34515 13086 591 0.9972
34515 9814.5 591 0.9972
34515 8178.75 591 0.9834
34515 7360.875 591 0.9834
34515 6951.938 591 0.9834
34515 6747.469 591 0.9834
34515 6645.234 591 0.9845
34515 6594.117 591 0.9874
34515 6568.559 591 0.9889
34515 6543 1182 0.9904
34515 6543 886.5 0.9904
34515 6543 738.75 0.9904
34515 6543 664.875 0.9904
34515 6543 627.9375 0.9904
34515 6543 609.4688 0.9904
34515 6543 600.2344 0.9904
34515 6543 595.6172 0.9904
However, the results for the other branches show that they did not achieved the AHP's 
goals. Figure 12 shows the results of the all input resource reallocated data sets for the 
bank branches. In Figure 12, the results from the backward DEA approach indicates that 
one input resource (person hours) is changed. The results of the backward DEA can offer
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guidelines to the bank branch manager in setting goals within its original quantitative data 
and in the present qualitative data. The backward DEA approach is used to provide 
minimum values for the input resources and to help develop new strategies for each 
branch. Hence, the bank branch manager can provide a range of acceptable input resources 
for the customer's satisfaction.
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The selection o f the most efficient Decision Making Units (DMUs) is currently a 
highly subjective decision making process. Current rule-based suggestions on how the 
most efficient DMUs should be selected can lack consistency and flexibility. This 
research offers two new approaches to the most efficient DMU selection problem: (1) a 
method o f combining the Analytic Hierarchy Process (AHP) results w ith Data 
Envelopment Analysis (DEA) in order to integrate the subjective data with the 
quantitative data. (2) A "Backward DEA" methodology which allows one to take the 
results of the AHP and find the DEA resultant values that would be required to give the 
same evaluation.
This research shows how the AHP approach can help to bring consistency to the most 
efficient DMU selection process. This study illustrated how the AHP's priority weights 
can be combined in a general DEA model to include resource limitations in the most 
efficient DMU selection process. This research combines quantitative and qualitative data 
sets to provide managers with results that they can understand.
The Weighted Priority weights in Data Envelopment Analysis (WPDEA) study 
compares and combines two techniques in DEA and the AHP in the evaluation o f  DMUs. 
The DEA method is a data-oriented approach for relatively evaluating the performance of 
a group o f entities referred to as DMUs. DEA evaluates the quantitative data set, employs 
linear programming to weight the inputs/outputs and ranks the performance o f  DMUs. 
The AHP evaluates the qualitative data retrieved through expert opinions and other
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managerial information in specifying the weights. Hence, the new WPDEA approach 
integrates subjective and objective data into a combined approach to the problem. The 
results of WPDEA are more realistic and qualified for each DMU efficiency. It is 
believed that it is desirable to combine the two techniques to evaluate the performance of 
the DMUs by the corresponding priority weights in AHP. This evaluation would allow a 
decision maker to see his input used in the model and have confidence that logic was 
involved in the analysis in addition to the mathematical evaluation by DEA.
The objective o f the WPDEA research is to design a decision support process for 
managers to incorporate the positive aspects of the two methods; the DEA absolute 
numerical evaluations and human preference structure values in AHP. It is believed that 
the pragmatic manager will be more receptive to results that include subjective opinions 
incorporated into the evaluation o f the efficiency of each DMU when the AHP and DEA 
are combined simultaneously. Further, an advantage of WPDEA method is in reducing 
the number of efficient units, therefore, this method is better in discrimination than the 
DEA method.
The backward DEA model takes the decision rankings as given by the AHP and 
determines what the corresponding inputs would be to a DEA problem that gives the 
same results. Since DEA uses the outputs and inputs of the various dimensions of the 
system being analyzed these values are changing in the analysis. The weights of the 
outputs and inputs are the variables just as in DEA. Hence, the determination is of the 
weights that would necessarily have to be assigned by DEA in order to give the AHP 
ranking are the results o f  the backward method. By analyzing these weights, the decision 
maker can provide a range o f acceptable values to be used across the spectrum of DMU's
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in order to provide results that are acceptable on the basis of the decision maker's 
reasoning.
It is believed that the backward DEA approach to conditioning of the outputs o f DEA 
will allow DMU managers some flexibility in their evaluation procedures and yet 
constrain this flexibility within limits o f acceptability to the decision maker. This 
procedure allows for a reallocation of input resources of each DMU. Hence, a 
contribution of the backward DEA approach is to provide upper and lower limits for the 
input resources and to help formulate ideas and methods under various other decision 
making situations.
Another possible use o f the backward DEA model is in the budgeting process. The 
backward DEA model can be used to simulate the budgets submitted by each DMU as if 
they were real data. For the DMUs whose budgets are rated as less than 100 percent 
efficient, management can "negotiate" an alternative budget based on the budgets of the 
other DMUs in their reference set. For the DMUs whose budgets are rated as 100 percent 
efficient, managers should ensure that (1) the budget is appropriate and (2) the DMUs 
follow the budget as closely as possible.
5.2 Further Research
In recent DEA research, the multiple inputs and multiple outputs DEA were used in a 
single objective DEA method. However, real world application problems require a 
multiple objective method.
The case of planning in multi-objective multi-level policy is an old one with an 
extensive literature reviewed by Nijkamp and Rietveld (1981), Sweeney et al. (1978) and 
Nachane (1984). Ruefli (1974), in his review, raises issues concerning the formulation
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process o f  multi-level planning problems and the limitations o f the existing methods to 
address real life problems.
As Anandalingam (1988) argues, the problem in a multi-level system is how  to ensure 
that all decision makers, acting according to their own objectives, will achieve overall 
objectives. Nijkamp and Rietveld (1981) describe three principal problems of policy 
making in multi-level environments: (1) Interdependencies between the components o f 
the system; (2) Conflicts between various priorities, objectives and targets within 
individual components of the system; (3) Conflicts between the priorities, objectives and 
targets between the various components o f the system.
Based on these three characteristics, the Multi-Objective Data Envelopment Analysis 
(MODEA) approach is the technique to be used for multi-objective decision problem.
5.2.1 Multi-Objective DEA (MODEA)
A decision maker often uses more than one objective to evaluate the alternatives in a 
decision problem. In general, DEA classifies DMUs and provides useful efficiency 
diagnostics with a single objective.
In further study, MODEA situations will modeled in a manner similar to that for the 
general DEA model. The formulation accommodates multiple objectives often with 
decision maker preference. MODEA is very useful technique for dealing with problems 
where several objectives must be considered simultaneously.
5.2.2 Clustering
Clustering is a common descriptive task where one seeks to identify a finite set of 
categories or clusters to describe the data. The categories may be mutually exiclusive and
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exhaustive, or consist o f a richer representation such as hierarchical or overlapping 
categories.
The DMUs, which select similar weighting patterns, are likely to use similar 
production processes, and the weights themselves can be used to form clusters o f  similar 
DMUs. The efficient formulation and solution of the clustering algorithm significantly 
reduces the overall DEA costs and increases its rate o f utilization.
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CARA 1 6 9
CARB 0.166667 1 4
CARC 0.111111 0.25 1



























CARA 1 9 7
CARB 0.111111 1 0.2
CARC 0.142857 5 1
Sum 1.253968 15 8.2




























CARA 1 6 4
CARB 0.16666667 1 0.33333333
CARC 0.25 3.00000003 1
Sum 1.41666667 10.00000003 5.33333333
Normalized Comparisons Gal/10,000 C onsistency
CARA CARB CARC Scores Measure
CARA 0.70588235 0.599999998 0.75 0.685294117 3.109442063
CARB 0.11764706 0.1 0.062499999 0.093382353 3.01312336
CARC 0.17647059 0.300000002 0.1875 0.22132353 3.039867111
C onsistency Ratio: 0.046676016
Overall Priority Weights 
______________________ Pairwise Comparisons
Price Ann. Maint. Gal/10,000
Price 1 4 3
Ann. Maint. 0.25 1 7
Gal/10,000 0.33333333 0.142857143 1
Sum 1.58333333 5.142857143 11
Normalized Comparisons Criterion C onsistency



















C onsistency Ratio: 0.524887497
Weighted Average Score
Alternative Criterion
















Weighted Avg Score: 0.74359354 0.133541354 0.122865106 1
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DEA Data Set
DMU Purchase Price Annual Maint. Gal/10,000 miles
Car A 6000 600 1000
Car B 8000 4 00 500
Car C 10000 200 250
AHP
Sub-Criterion Priority W eights
DMU Purchase Price Annual Maint. Gal/10,000 miles
Car A 0.751 0.75 0.685
Car B 0.185 0.059 0.093
Car C 0.064 0.189 0.221
Overall Priority W eights




DMU Purchase Price Annual Maint. Gal/10,000 miles
Car A 4506 4 7 4 685
Car B 1480 30.8 46.5
Car C 640 26.6 55.25
Overall Data Set
DMU Purchase Price Annual Maint. Gal/10,000 miles
Car A 3366 198 110
Car B 4488 132 55
Car C 5610 66 27.5
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APPENDIX B
HOSPITAL EVALUATION DATA
The Number of Full-time Equivalent Nonphysician Personnel (FTE)
Pairwise Comparisons
DMU D1 D2 D3 D4
D1 1 2 1 1
D2 0.5 1 2 2
D3 1 0.5 1 1
D4 1 0.5 1 1
SUM 3.5 4 5 5
Normalized Comparisons Average Consistency
DMU D1 D2 D3 D4 Score Measure
D1 0.29 0.5 0.2 0.2 0.2964286 4.379518072
D2 0.14 0.25 0.4 0.4 0.2982143 4.215568862
D3 0.29 0.13 0.2 0.2 0.2026786 4.198237885
D4 0.29 0.13 0.2 0.2 0.2026786 4.198237885
C onsistency Ratio: 0.091811362
The Amount Spent on Supplies (000's)
Pairwise Comparisons
DMU D1 D2 D3 D4
D1 1 1 0.25 1
D2 1 1 0.333 2
D3 4 3 1 2
D4 1 0.5 0.5 1

































C onsistency Ratio: 0.0534017
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The Number o f Bed-Days Available (000’s)
Pairwise Comparisons
DMU D1 D2 D3 D4
D1 1 2 1 1
D2 0.5 1 0.5 0.5
D3 1 2 1 1
D4 1 2 1 1
SUM 3.5 7 3.5 3.5
Normalized Comparisons Average C onsistency
DMU D1 D2 D3 D4 Score Measure
D1 0.28571 0.28571 0.28571 0.28571 0.28571 4
D2 0.14286 0.14286 0.14286 0.14286 0.14286 4
D3 0.28571 0.28571 0.28571 0.28571 0.28571 4
D4 0.28571 0.28571 0.28571 0.28571 0.28571 4
C onsistency Ratio: 0
Patient-days of Services under Medicare (000's)
Pairwise Comparisons
DMU D1 D2 D3 D4
D1 1 2 2 2
D2 0.5 1 1 1
D3 0.5 1 1 1
D4 0.5 1 1 1




MeasureDMU D1 D2 D3 D4
D1 0.4 0.4 0.4 0.4 0.4 4
D2 0.2 0.2 0.2 0.2 0.2 4
D3 0.2 0.2 0.2 0.2 0.2 4
D4 0.2 0.2 0.2 0.2 0.2 4
C onsistency Ratio: 0
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Patient-days of Services not under Medicare (000's)
Pairwise Comparisons
DMU D1 D2 D3 D4
D1 1 2 1 1
D2 0.5 1 0.5 1
D3 1 2 1 1
D4 1 1 1 1
SUM 3.5 6 3.5 4
Normalized Comparisons Average Consistency
DMU D1 D2 D3 D4 Score Measure
D1 0.28571 0.33333 0.28571 0.25 0.28869 4.072164948
D2 0.14286 0.16667 0.14286 0.25 0.1756 4.050847458
D3 0.28571 0.33333 0.28571 0.25 0.28869 4.072164948
D4 0.28571 0.16667 0.28571 0.25 0.24702 4.048192771
C onsistency Ratio: 0.022534271
Number of Nurses Trained
Pairwise Comparisons
DMU D1 D2 D3 D4
D1 1 3 2 2
D2 0.33333 1 1 1
D3 0.5 1 1 1
D4 0.5 1 1 1
SUM 2.33333 6 5 5
Normalized Comparisons Average Consistency
DMU D1 D2 D3 D4 Score Measure
D1 0.42857 0.5 0.4 0.4 0.43214 4.038567493
D2 0.14286 0.16667 0.2 0.2 0.17738 4.013422819
D3 0.21429 0.16667 0.2 0.2 0.19524 4.015243902
D4 0.21429 0.16667 0.2 0.2 0.19524 4.015243902
C onsistency Ratio: 0.007636863
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Number o f Interns Trained
Pairw s e  Comparisons
DMU D1 D2 D3 D4
D1 1 1 1 0.5
D2 1 1 1 0.3333
D3 1 1 1 0.3333
D4 2 3 3 1
SUM 5 6 6 2.1667
Normalized Comparisons Average Consistency
DMU D1 D2 D3 D4 Score Measure
D1 0.2 0.167 0.1667 0.2308 0.19103 4.016778532
D2 0.2 0.167 0.1667 0.1538 0.17179 4.01492538
D3 0.2 0.167 0.1667 0.1538 0.17179 4.01492538
D4 0.4 0.5 0.5 0.4615 0.46538 4.035812691
C onsistency Ratio: 0.007633517
Overall Priority Weights
Pairw s e  Comparisons
Input Input Input Output Output Output3 Output4
Inputl 1 3 2 2 3 3 0.25
Input2 0.333 1 0.25 0.3333 0.25 0.5 0.333333333
Input3 0.5 4 1 2 2 3 0.5
Output 0.5 3 0.5 1 2 4 0.25
Output 0.333 4 0.5 0.5 1 3 0.5
Output 0.333 2 0.333 0.25 0.3333 1 0.5
Output 4 3 2 4 2 2 1











































































C onsistency  
Ratio: 0.09765308
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Weighted Average Score
Criterion D1 D2 D3 D4
Overall
Priority Weights
FTE 0.296 0.298 0.203 0.203 0.1907549
Supply expenses 0.153 0.205 0.483 0.16 0.0460824
Bed-days available 0.286 0.143 0.286 0.286 0.1632099
PDM 0.4 0.2 0.2 0.2 0.1289932
PDnM 0.289 0.176 0.289 0.247 0.1142088
Nurses 0.432 0.177 0.195 0.195 0.0664495
Interns 0.191 0.172 0.172 0.465 0.2903013
Weighted Avg. Score: 0.279 0.197 0.229 0.295 1
Ranks 2 4 3 1
Hospital Evaluation
DEA Data
DMU X1 X2 X3 Y1 Y2 Y3 Y4
1 285.2 123.8 106.7 48.1 43.1 253 41
2 162.3 128.7 64.21 34.62 27.11 148 27
3 275.7 348.5 104.1 36.72 45.98 175 23
4 210.4 154.1 104 33.16 56.46 160 84
WPDEA: Sub-Criteria Data
DMU X1 X2 X3 Y1 Y2 Y3 Y4
1 84.53 18.92 30.49 19.24 12.442539 109.331 7.83203
2 48.4 26.32 9.169 6.924 4.7602449 26.2522 4.63833
3 55.88 168.2 29.83 7.344 13.2739662 34.1667 3.95117
4 42.64 24.67 29.72 6.632 13.94691858 31.2381 39.0919
WPDEA: Overall-Criteria Data
DMU X1 X2 X3 Y1 Y2 Y3 Y4
1 54.39 5.707 17.42 6.2 4.92202 16.7992 11.9023
2 30.95 5.933 10.48 4.463 3.095962 9.8272 7.8381
3 52.58 16.07 17.04 4.733 5.250916 11.62 6.6769
4 40.12 7.104 16.98 4.274 6.447732 10.624 24.3852
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Hospital Resources Allocation
General Hospital A H R im i ^ f^ 0 I 9 4 6 4
X1 X2 X3 Efficiency
285.2 123.8 106.72 1
570.4 123.8 106.72 1
427.8 123.8 106.72 1
356.5 123.8 106.72 1
320.85 123.8 106.72 1
303.025 123.8 106.72 1
294.1125 123.8 106.72 1
285.2 247.6 106.72 1
285.2 185.7 106.72 1
285.2 154.75 106.72 1
285.2 139.275 106.72 1
285.2 131.5375 106.72 1
285.2 127.6688 106.72 1
285.2 125.7344 106.72 1
285.2 123.8 213.44 1
285.2 123.8 160.08 1
285.2 123.8 133.4 1
285.2 123.8 120.06 1
285.2 123.8 113.39 1
285.2 123.8 110.055 1
285.2 123.8 108.3875 1
County Hospital AHFUi^ig i § t l ! 0 W 4
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State Hospital
X1 X2 X3 Efficiency
210.4 154.1 104.04 1
420.8 154.1 104.04 1
315.6 154.1 104.04 1
263 154.1 104.04 1
236.7 154.1 104.04 1
223.55 154.1 104.04 1
216.975 154.1 104.04 1
210.4 308.2 104.04 1
210.4 231.15 104.04 1
210.4 192.625 104.04 1
210.4 173.3625 104.04 1
210.4 163.73125 104.04 1
210.4 158.915625 104.04 1
210.4 156.507813 104.04 1
210.4 154.1 208.08 1
210.4 154.1 156.06 1
210.4 154.1 130.05 1
210.4 154.1 117.045 1
210.4 154.1 110.5425 1
210.4 154.1 107.2913 1
210.4 154.1 105.6656 1
University Hospital A H P £ ! i l S§!§|0166.88
X1 X2 X3 Efficiency
162.3 128.7 64.21 1
324.6 128.7 64.21 1
243.45 128.7 64.21 1
202.875 128.7 64.21 1
182.5875 128.7 64.21 1
172.44375 128.7 64.21 1
167.37188 128.7 64.21 1
162.3 257.4 64.21 1
162.3 193.05 64.21 1
162.3 160.875 64.21 1
162.3 144.7875 64.21 1
162.3 136.74375 64.21 1
162.3 132.721875 64.21 1
162.3 130.710938 64.21 1
162.3 128.7 128.42 1
162.3 128.7 96.315 1
162.3 128.7 80.2625 1
162.3 128.7 72.23625 1
162.3 128.7 68.22313 1
162.3 128.7 66.21656 1
162.3 128.7 65.21328 1
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APPENDIX C
LOAN DEPARTMENTS EVALUATION DATA 
Operating C ost
Pairwise Comparisons
DMU D1 D2 D3 D4 D5 D6 D7 D8 D9 D10
D1 1 2 3 4 4 7 5 3 7 5
D2 0.5 1 2 3 3 6 7 2 9 2
D3 0.333 0.5 1 2 2 5 4 0.5 6 3
D4 0.25 0.33 0.5 1 2 4 3 0.25 6 3
D5 0.25 0.33 0.5 0.5 1 4 2 0.5 3 2
D6 0.143 0.17 0.2 0.25 0.25 1 0.1 0.25 2 0.5
D7 0.2 0.14 0.25 0.33 0.5 10 1 0.5 4 0.75
D8 0.333 0.5 2 4 2 4 2 1 6 3
D9 0.143 0.11 0.17 0.17 0.33 0.5 0.25 0.17 1 0.25
D10 0.2 0.5 0.33 0.33 0.5 2 1.33 0.33 4 1
SUM 3.352 5.59 9.95 15.6 15.6 43.5 25.7 8.5 48 20.5
Normalized Comparisons Average C onsistency
DMU D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 inputl Measure
D1 0.298 0.36 0.3 0.26 0.26 0.16 0.19 0.35 0.15 0.244 0.256940179 11.10544981
D2 0.149 0.18 0.2 0.19 0.19 0.14 0.27 0.24 0.19 0.098 0.184499318 11.48955457
D3 0.099 0.09 0.1 0.13 0.13 0.11 0.16 0.06 0.13 0.146 0.1146958 11.34517345
D4 0.075 0.06 0.05 0.06 0.13 0.09 0.12 0.03 0.13 0.146 0.08865121 11.09857077
D5 0.075 0.06 0.05 0.03 0.06 0.09 0.08 0.06 0.06 0.098 0.066945094 11.03503306
D6 0.043 0.03 0.02 0.02 0.02 0.02 0 0.03 0.04 0.024 0.024698 10.35538496
D7 0.06 0.03 0.03 0.02 0.03 0.23 0.04 0.06 0.08 0.037 0.061139188 10.73338719
D8 0.099 0.09 0.2 0.26 0.13 0.09 0.08 0.12 0.13 0.146 0.133376627 11.34347101
D9 0.043 0.02 0.02 0.01 0.02 0.01 0.01 0.02 0.02 0.012 0.018520047 10.49828757
D10 0.06 0.09 0.03 0.02 0.03 0.05 0.05 0.04 0.08 0.049 0.050534536 10.78235081
C onsistency
Ratio 0.072980337
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People
Pairwise Compar'sons
DMU D1 D2 D3 D4 D5 D6 D7 D8 D9 D10
D1 1 3 1 3 5 1 1 1 0.25 0.333
D2 0.33 1 0.5 2 4 1 0.5 0.5 0.5 0.25
D3 1 2 1 9 7 4 3 3 0.75 1
D4 0.33 0.5 0.11 1 4 1 0.5 0.5 0.5 0.25
D5 0.2 0.25 0.14 0.25 1 0.5 0.5 0.5 0.25 0.333
D6 1 1 0.25 1 2 1 1 1 0.333 0.75
D7 1 2 0.33 2 2 1 1 3 0.75 1
D8 1 2 0.33 2 2 1 0.33 1 0.75 1
D9 4 2 1.33 2 4 3 1.33 1.33 1 3
D10 3 4 1 4 3 1.33 1 1 0.333 1
SUM 12.9 17.8 6 26.3 34 14.8 10.2 12.8 5.417 8.917
Normalized Comparisons Average C onsistency
DMU D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 Input2 Measure
D1 0.08 0.17 0.17 0.11 0.15 0.07 0.1 0.08 0.046 0.037 0.100187077 11.23021436
D2 0.03 0.06 0.08 0.08 0.12 0.07 0.05 0.04 0.092 0.028 0.063526272 10.94617007
D3 0.08 0.11 0.17 0.34 0.21 0.27 0.3 0.23 0.138 0.112 0.195481444 11.08722844
D4 0.03 0.03 0.02 0.04 0.12 0.07 0.05 0.04 0.092 0.028 0.050422649 10.65320921
D5 0.02 0.01 0.02 0.01 0.03 0.03 0.05 0.04 0.046 0.037 0.029774416 10.74158326
D6 0.08 0.06 0.04 0.04 0.06 0.07 0.1 0.08 0.062 0.084 0.066196518 11.03788801
D7 0.08 0.11 0.06 0.08 0.06 0.07 0.1 0.23 0.138 0.112 0.103108278 10.96313265
D8 0.08 0.11 0.06 0.08 0.06 0.07 0.03 0.08 0.138 0.112 0.080966486 11.11222627
D9 0.31 0.11 0.22 0.08 0.12 0.2 0.13 0.1 0.185 0.336 0.179782454 11.2572387
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Initial Loan Processing
Pairwise Comparisons
DMU D1 D2 D3 D4 D5 D6 D7 D8 D9 D10
D1 1 1 2 2 3 4 3 2 7 2
D2 1 1 2 4 2 3 2 2 5 2
D3 0.5 0.5 1 2 2 3 3 2 4 2
D4 0.5 0.25 0.5 1 2 3 4 2 4 2
D5 0.33 0.5 0.5 0.5 1 3 2 1 4 1
D6 0.25 0.33 0.333 0.33 0.33 1 4 0.5 2 0.5
D7 0.33 0.5 0.333 0.25 0.5 0.25 1 0.5 2 4
D8 0.5 0.5 0.5 0.5 1 2 2 1 4 1
D9 0.14 0.2 0.25 0.25 0.25 0.5 0.5 0.25 1 0.5
D10 0.5 0.5 0.5 0.5 1 2 0.25 1 2 1
SUM 5.06 5.28 7.917 11.3 13.1 21.8 21.8 12.25 35 16
Normalized Comparisons Average C onsistency
DMU D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 Outputl Measure
D1 0.2 0.19 0.253 0.18 0.23 0.18 0.14 0.163 0.2 0.125 0.185542742 10.94166513
D2 0.2 0.19 0.253 0.35 0.15 0.14 0.09 0.163 0.14 0.125 0.180636801 11.10045602
D3 0.1 0.09 0.126 0.18 0.15 0.14 0.14 0.163 0.11 0.125 0.132752646 11.25912694
D4 0.1 0.05 0.063 0.09 0.15 0.14 0.18 0.163 0.11 0.125 0.117479167 11.34241332
D5 0.07 0.09 0.063 0.04 0.08 0.14 0.09 0.082 0.11 0.063 0.083253166 11.06186027
D6 0.05 0.06 0.042 0.03 0.03 0.05 0.18 0.041 0.06 0.031 0.056859222 11.78400083
D7 0.07 0.09 0.042 0.02 0.04 0.01 0.05 0.041 0.06 0.25 0.066833067 10.7013157
D8 0.1 0.09 0.063 0.04 0.08 0.09 0.09 0.082 0.11 0.063 0.081949583 10.92134249
D9 0.03 0.04 0.032 0.02 0.02 0.02 0.02 0.02 0.03 0.031 0.026504284 10.90152813
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Loan Renewals
Pairwise Comparisons
DMU D1 D2 D3 D4 D5 D6 D7 D8 D9 D10
D1 1 1 2 5 0.5 5 8 3 5 4
D2 1 1 2 5 0.5 5 8 3 5 4
D3 0.5 0.5 1 3 0.25 3 5 4 5 5
D4 0.2 0.2 0.33 1 0.25 1 3 1 2 1
D5 2 2 4 4 1 6 7 4 8 5
D6 0.2 0.2 0.33 1 0.17 1 3 1 4 3
D7 0.13 0.13 0.2 0.33 0.14 0.33 1 3 1 2
D8 0.33 0.33 0.25 1 0.25 1 0.33 1 3 2
D9 0.2 0.2 0.2 0.5 0.13 0.25 1 0.33 1 1
D10 0.25 0.25 0.2 1 0.2 0.33 0.5 0.5 1 1
SUM 5.81 5.81 10.5 21.8 3.38 22.9 36.8 20.8 35 28
Normalized Com parisons Average Consistency
DMU D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 Output2 Measure
D1 0.17 0.17 0.19 0.23 0.15 0.22 0.22 0.14 0.14 0.143 0.17763368 11.35853205
D2 0.17 0.17 0.19 0.23 0.15 0.22 0.22 0.14 0.14 0.143 0.17763368 11.35853205
D3 0.09 0.09 0.1 0.14 0.07 0.13 0.14 0.19 0.14 0.179 0.12586081 11.09649193
D4 0.03 0.03 0.03 0.05 0.07 0.04 0.08 0.05 0.06 0.036 0.04861709 11.20242585
D5 0.34 0.34 0.38 0.18 0.3 0.26 0.19 0.19 0.23 0.179 0.25986893 11.11528153
D6 0.03 0.03 0.03 0.05 0.05 0.04 0.08 0.05 0.11 0.107 0.05901205 10.87008671
D7 0.02 0.02 0.02 0.02 0.04 0.01 0.03 0.14 0.03 0.071 0.04052299 10.60642371
D8 0.06 0.06 0.02 0.05 0.07 0.04 0.01 0.05 0.09 0.071 0.05160456 10.32263228
D9 0.03 0.03 0.02 0.02 0.04 0.01 0.03 0.02 0.03 0.036 0.02660617 10.70208632
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Overall Priority Weights
Pairwise Comparisons
Inputl Input2 Outputl Output2
Inputl 1 5 6 5
Input2 0.2 1 3 3
Outputl 0.1666667 0.33333 1 1
Output2 0.2 0.33333 1 1
Sum 1.5666667 6.66667 11 10
Normalized Comparisons [Priority C onsistency
Inputl Input2 Outputl Output2 ’W eights Measure
Inputl 0.6382979 0.75 0.5454545 0.5 •0.608438104 4.360460958
Input2 0.1276596 0.15 0.2727273 0.3 •0.212596712 4.097805072
Outputl 0.106383 0.05 0.0909091 0.1 •0.086823017 4.045437668
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Weighted Average Score
Criterion 01 D2 D3 D4
Operating Cost 0.256940179 0.184499318 0.1146958 0.08865121
People 0.100187077 0.063526272 0.195481444 0.050422649
Initial Loan 0.185542742 0.180636801 0.132752646 0.117479167
Loan Renewals 0.177633676 0.177633676 0.125860807 0.048617092
Weighted Avg. Score: 0.210108571 0.157812876 0.13446708 0.079338044
Ranks 1 2 3 5
Criterion D5 D6 D7 D8
Operating Cost 0.066945094 0.024698 0.061139188 0.133376627
People 0.029774416 0.066196518 0.103108278 0.080966486
Initial Loan 0.083253166 0.056859222 0.066833067 0.081949583
Loan Renewals 0.25986893 0.059012047 0.040522993 0.051604557
W eighted Avg. Score: 0.078235066 0.039474554 0.068656417 0.110234697




Operating Cost 0.018520047 0.050534536 0.608438104
People 0.179782454 0.130554405 0.212596712
Initial Loan 0.026504284 0.06818932 0.086823017
Loan Renewals 0.026606171 0.032640051 0.092142166
W eighted Avg. Score: 0.054242193 0.067430502 1
Ranks 9 8
114
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Loan Departments Data Set
DMU Operating C ost People Initial Loan Loan Renewals
1 17 5 45 40
2 16 4 40 40
3 12 6 39 35
4 10 4 36 20
5 9 3 34 45
6 4 5 20 23
7 6 6 26 15
8 11 6 35 25
9 3 8 17 15
10 8 7 34 17
AHP: Sub-Criteria Priority Weights
DMU Operating C ost People Initial Loan Loan Renewals
1 0.2569 0.1002 0.1855 0.177633676
2 0.1845 0.0635 0.1806 0.177633676
3 0.1147 0.1955 0.1328 0.125860807
4 0.0887 0.0504 0.1175 0.048617092
5 0.0669 0.0298 0.0833 0.25986893
6 0.0247 0.0662 0.0569 0.059012047
7 0.0611 0.1031 0.0668 0.040522993
8 0.1334 0.081 0.0819 0.051604557
9 0.0185 0.1798 0.0265 0.026606171
10 0.0505 0.1306 0.0682 0.032640051
AHP: Overall Criteria Priority Weights
Operating C ost People Initial Loan Loan Renewals
0.608438104 0.212597 0.086823017 0.092142166
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WPDEA Data of Sub-Criteria
DMU Operating Cost People Initial Loan Loan Renewals
1 4.3673 0.501 8.3475 7.105347036
2 2.952 0.254 7.224 7.105347036
3 1.3764 1.173 5.1792 4.405128261
4 0.887 0.2016 4.23 0.972341848
5 0.6021 0.0894 2.8322 11.69410184
6 0.0988 0.331 1.138 1.357277091
7 0.3666 0.6186 1.7368 0.607844888
8 1.4674 0.486 2.8665 1.290113913
9 0.0555 1.4384 0.4505 0.399092566
10 0.404 0.9142 2.3188 0.554880868
WPDEA Data of Overall Criteria
DMU Operating Cost People Initial Loan Loan Renewals
1 10.34344778 1.062983559 3.907035783 3.685686654
2 9.735009671 0.850386847 3.472920696 3.685686654
3 7.301257253 1.275580271 3.386097679 3.224975822
4 6.084381044 0.850386847 3.125628627 1.842843327
5 5.47594294 0.637790135 2.951982592 4.146397485
6 2.433752418 1.062983559 1.736460348 2.119269826
7 3.650628627 1.275580271 2.257398453 1.382132495
8 6.692819149 1.275580271 3.038805609 2.303554159
9 1.825314313 1.700773694 1.475991296 1.382132495
10 4.867504836 1.488176983 2.951982592 1.566416828
The Efficiency of DMUs by Different Approaches
DMU DEA(Primal) DEA(Dual) AHP AHP(N)
1 0.7941 1 0.210108571 1
2 0.8824 1 0.157812876 0.751101562
3 0.8125 1 0.13446708 0.639988553
4 0.931 1 0.079338044 0.377604983
5 1 1 0.078235066 0.372355424
6 1 1 0.039474554 0.187876932
7 0.9586 0.9571 0.068656417 0.326766381
8 0.7836 0.8327 0.110234697 0.524655877
9 1 1 0.054242193 0.258162686
10 0.9444 1 0.067430502 0.320931706
DMU WPDEA(Primal) WPDEA(N) WPDEA(Dual) WPDEA(N)
1 0.1173 0.800136426 0.1219966 0.7193
2 0.1298 0.885402456 0.1333656 0.7863
3 0.0973 0.663710778 0.10196 0.6012
4 0.1171 0.798772169 0.1212803 0.7151
5 0.1466 1 0.1472104 0.868
6 0.1345 0.917462483 0.1696026 1
7 0.1204 0.821282401 0.1249762 0.7369
8 0.0946 0.645293315 0.09528162 0.5618
9 0.127 0.866302865 0.1568493 0.8658
10 0.12 0.818553888 0.1216617 0.7173
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Backward DEA Approach to Resource Allocation
DMU1 AHP: 1
Operating C ost People Initial Loan Loan Renewal Efficiency
17 5 45 40 1
34 5 45 40 1
25.5 5 45 40 1
21.25 5 45 40 1
19.125 5 45 40 1
17 10 45 40 1
17 7.5 45 40 1
17 6.25 45 40 1
17 5.625 45 40 1
34 10 45 40 1
25.5 7.5 45 40 1
21.25 6.25 45 40 1
19.125 5.625 45 40 1
DMU2 AHP : 0.7511
Operating Cost People Initial Loan Loan Renewal Efficiency
16 4 40 40 1
32 4 40 40 1
24 4 40 40 1
20 4 40 40 1
18 4 40 40 1
17 4 40 40 1
16.5 4 40 40 1
16 8 40 40 0.8235
16 6 40 40 0.8235
16 5 40 40 0.8324
16 4.5 40 40 0.9091
16 4.25 40 40 0.9626
32 8 40 40 0.5114
24 6 40 40 0.6818
20 5 40 40 0.8182
18 4.5 40 40 0.9091
17 4.25 40 40 0.9626
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DMU3 AHP: 0.631
Operating C ost People Initial Loan Loan Renewal Efficiency
12 6 39 35 1
24 6 39 35 0.6389
18 6 39 35 0.6935
15 6 39 35 0.8246
13.5 6 39 35 0.9156
12.75 6 39 35 0.9694
12 12 39 35 1
12 9 39 35 1
12 7.5 39 35 1
12 6.75 39 35 1
12 6.375 39 35 1
24 12 39 35 0.515
18 9 39 35 0.6867
15 7.5 39 35 0.824
13.5 6.75 39 35 0.9156
12.75 6.375 39 35 0.9694
DMU4 AHP: 0.3776
Operating Cost People Initial Loan Loan Renewal Efficiency
10 4 36 20 1
20 4 36 20 0.8333
15 4 36 20 0.8333
12.5 4 36 20 0.8405
11.25 4 36 20 0.9207
10.625 4 36 20 0.9693
10 8 36 20 0.96
10 6 36 20 0.9783
10 5 36 20 1
10 4.5 36 20 1
20 8 36 20 0.5116
15 6 36 20 0.6823
12.5 5 36 20 0.8186
11.25 4.5 36 20 0.9096
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DMU5 AHP: 0.3724
Operating C ost People Initial Loan Loan Renewal Efficiency
9 3 34 45 1
18 3 34 45 1
13.5 3 34 45 1
11.25 3 34 45 1
10.125 3 34 45 1
9.5625 3 34 45 1
9 6 34 45 1
9 4.5 34 45 1
9 3.75 34 45 1
9 3.375 34 45 1
9 3.1875 34 45 1
18 6 34 45 1
13.5 4.5 34 45 1
11.25 3.75 34 45 1
10.125 3.375 34 45 1
9.5625 3.1875 34 45 1
DMU6 AHP: 0.1879
Operating C ost People Initial Loan Loan Renewal Efficiency
4 5 20 23 1
8 5 20 23 0.9
6 5 20 23 1
5 5 20 23 1
4.5 5 20 23 1
4.25 5 20 23 1
4 10 20 23 1
4 7.5 20 23 1
4 6.25 20 23 1
4 5.625 20 23 1
4 5.3125 20 23 1
8 10 20 23 0.575
6 7.5 20 23 0.84
5 6.25 20 23 1
4.5 5.625 20 23 1
4.25 5.3125 20 23 1
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DMU7 0.3268
Operating Cost People Initial Loan Loan Renewal Efficiency
6 6 26 15 0.9571
12 6 26 15 0.6111
g 6 26 15 0.6875
7.5 6 26 15 0.7976
6.75 6 26 15 0.8701
6.375 6 26 15 0.9116
6 12 26 15 0.9412
6 9 26 15 0.9412
6 7.5 26 15 0.9439
6 6.75 26 15 0.9486
6 6.375 26 15 0.951
12 12 26 15 0.4786
9 9 26 15 0.6381
7.5 7.5 26 15 0.7657
6.75 6.75 26 15 0.8508
6.375 6.375 26 15 0.9008
DMU8 AHP: 0.5247
Operating Cost People Initial Loan Loan Renewal Efficiency
11 6 35 25 0.8327
22 6 35 25 0.5278
16.5 6 35 25 0.5773
13.75 6 35 25 0.6803
12.375 6 35 25 0.7477
11.6875 6 35 25 0.7876
11 12 35 25 0.8143
11 9 35 25 0.8143
11 7.5 35 25 0.8152
11 6.75 35 25 0.8238
11 6.375 35 25 0.8282
22 12 35 25 0.4163
16.5 9 35 "/- 25 0.5551
13.75 7.5 35 25 0.6661
12.375 6.75 35 25 0.7401
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DMU9 A H P: 0.2582
Operating C ost People Initial Loan Loan Renewal Efficiency
3 8 17 15 1
6 8 17 15 0.6667
4.5 8 17 15 0.8889
3.75 8 17 15 1
3.375 8 17 15 1
3 16 17 15 1
3 12 17 15 1
3 10 17 15 1
3 9 17 15 1
3 8.5 17 15 1
3 8.25 17 15 1
6 16 17 15 0.6667
4.5 12 17 15 0.8889
3.75 10 17 15 1
3.375 9 17 15 1
DMU10 AHP: 0.321
Operating C ost People Initial Loan Loan Renewal Efficiency
8 7 34 17 1
16 7 34 17 0.5625
12 7 34 17 0.75
10 7 34 17 0.9
9 7 34 17 1
8.5 7 34 17 1
8.25 7 34 17 1
8 14 34 17 1
8 10.5 34 17 1
8 8.75 34 17 1
8 7.875 34 17 1
8 7.4375 34 17 1
16 14 34 17 0.5625
12 10.5 34 17 0.75
10 8.75 34 17 0.9
9 7.875 34 17 1
8.5 7.4375 34 17 1
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APPENDIX D
BANK BRANCHES EVALUATION DATA 
Person Hours
Pairwise Comparisons
DMU D1 D2 D3 D4 D5 D6 D7 D8
D1 1 2 2 0.5 0.5 2 2 1
D2 0.5 1 1 0.3 0.3 1 1 0.5
D3 0.5 1 1 0.3 0.3 1 1 0.5
D4 2 4 4 1 1 3 2 2
D5 2 4 4 1 1 3 2 2
D6 0.5 1 1 0.3 0.3 1 1 0.5
D7 0.5 1 1 0.5 0.5 1 1 0.5
D8 1 2 2 0.5 0.5 2 2 1
SUM 8 16 16 4.3 4.3 14 12 8
Normalized Comparisons Average C onsistency
DMU D1 D2 D3 D4 D5 D6 D7 D8 Inputl Measure
D1 0.13 0.1 0.1 0.1 0.1 0.1 0.2 0.1 0.130037 8.066901408
D2 0.06 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.065018 8.066901408
D3 0.06 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.065018 8.066901408
D4 0.25 0.3 0.3 0.2 0.2 0.2 0.2 0.3 0.230311 8.116302187
D5 0.25 0.3 0.3 0.2 0.2 0.2 0.2 0.3 0.230311 8.116302187
D6 0.06 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.069826 8.061202186
D7 0.06 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.079441 8.051873199
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Operating E xpenses
Pairwise Comparisons
DMU D1 D2 D3 D4 D5 D6 D7 D8
D1 1 3 1 0.5 2 3 2 0.3
D2 0.3 1 0.3 0.3 0.3 2 0.3 0.3
D3 1 4 1 0.5 1 3 1 0.5
D4 2 3 2 1 2 5 2 1
D5 0.5 4 1 0.5 1 2 1 0.5
D6 0.3 0.5 0.3 0.2 0.5 1 0.5 0.1
D7 0.5 4 1 0.5 1 2 1 0.5
D8 4 3 2 1 2 9 2 1
SUM 9.7 23 8.6 4.5 9.8 27 9.8 4.2
Normalized Comparisons Average Consistency
DMU D1 D2 D3 D4 D5 D6 D7 D8 Input2 Measure
D1 0.1 0.1 0.1 0.1 0.2 0.1 0.2 0.1 0.1305688 8.417828627
D2 0 0 0 0.1 0 0.1 0 0.1 0.0483011 8.314451624
D3 0.1 0.2 0.1 0.1 0.1 0.1 0.1 0.1 0.1179337 8.442796982
D4 0.2 0.1 0.2 0.2 0.2 0.2 0.2 0.2 0.20346 8.412741185
D5 0.1 0.2 0.1 0.1 0.1 0.1 0.1 0.1 0.1068386 8.350798847
D6 0 0 0 0 0.1 0 0.1 0 0.0382186 8.379997433
D7 0.1 0.2 0.1 0.1 0.1 0.1 0.1 0.1 0.1068386 8.350798847
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Square Meters o f Branch Space
Pairwise Comparisons
DMU D1 D2 D3 D4 D5 D6 D7 D8
D1 1 1 1 1 0.3 2 3 0.5
D2 1 1 1 1 0.3 2 3 0 .5
D3 1 1 1 1 0.3 3 2 1
D4 1 1 1 1 0.3 2 3 1
D5 4 4 4 4 1 4 4 2
D6 0.5 0.5 0.33 0.5 0.3 1 2 0.5
D7 0.3 0.3 0.5 0.3 0.3 0 .5 1 0.25
D8 2 2 1 1 0.5 2 4 1
SUM 11 11 9.83 9.8 3 17 22 6.75
Normalized Comparisons Average C onsistency
DMU D1 D2 D3 D4 D5 D6 D7 D8 Input3 Measure
D1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.07 0.1003735 8 .2 4 5 6 3 3 4 0 4
D2 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.07 0.1003735 8 .2 4 5 6 3 3 4 0 4
D3 0.1 0.1 0.1 0.1 0.1 0.2 0.1 0.15 0 .1115267 8 .2 4 9 0 8 0 1 1 5
D4 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.15 0.1096328 8 .2 2 7 8 9 8 2 9 2
D5 0.4 0.4 0.41 0.4 0.3 0.2 0.2 0.3 0.3257366 8 .3 6 6 1 8 7 9 2
D6 0 0 0.03 0.1 0.1 0.1 0.1 0.07 0.060747 8 .1 4 1 2 0 5 7 2 3
D7 0 0 0.05 0 0.1 0 0 0.04 0.0428015 8 .2 0 1 4 5 0 7 6 9
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Weighted # of transactions performed by section of deposits & capital transfers
Pairwise Comparisons
DMU D1 D2 D3 D4 D5 D6 D7 D8
D1 1 3 2 0.5 0.5 0.3 2 0.3
D2 0.3 1 1 0.5 0.3 0.3 1 0.1
D3 0.5 1 1 0.2 0.2 0.2 1 0.3
D4 2 2 5 1 0.5 0.5 0.5 0.3
D5 2 3 5 2 1 1 0.5 1
D6 3 3 5 2 1 1 2 1
D7 0.5 1 1 2 2 0.5 1 0.5
D8 4 9 4 3 1 1 2 1
SUM 13 23 24 11 6.5 4.9 10 4.4
Normalized Comparisons Average Consistency
DMU D1 D2 D3 D4 D5 D6 D7 D8 Outputl Measure
D1 0.1 0.1 0.1 0 0.1 0.1 0.2 0.1 0.0918356 8.943289484
D2 0 0 0 0 0.1 0.1 0.1 0 0.0499127 8.788008328
D3 0 0 0 0 0 0 0.1 0.1 0.0460575 8.869739197
D4 0.1 0.1 0.2 0.1 0.1 0.1 0.1 0.1 0.1048557 8.893462788
D5 0.1 0.1 0.2 0.2 0.2 0.2 0.1 0.2 0.16261 8.751524335
D6 0.2 0.1 0.2 0.2 0.2 0.2 0.2 0.2 0.190735 8.849474074
D7 0 0 0 0.2 0.3 0.1 0.1 0.1 0.1153223 8.730703096
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Weighted #  of transactions performed by section of credit
Pairwise Comparisons
DMU D1 D2 D3 D4 D5 D6 D7 D8
D1 1 2 1 0.33 0.5 2 2 0.5
D2 0.5 1 1 0.33 0.33 1 1 0.3
D3 1 1 1 0.33 0.5 1 1 0.3
D4 3 3 3 1 2 4 4 2
D5 2 3 2 0.5 1 2 2 1
D6 0.5 1 1 0.25 0.5 1 1 0.5
D7 0.5 1 1 0.25 0.5 1 1 0.5
D8 2 3 3 0.5 1 2 2 1
SUM 10.5 15 13 3.5 6.33 14 14 6.2
Normalized Comparisons Average Consistency
DMU D1 D2 D3 D4 D5 D6 D7 D8 Output2 Measure
D1 0.1 0.1 0.1 0.1 0.08 0.1 0.14 0.1 0.1058094 8.103953289
D2 0.05 0.1 0.1 0.1 0.05 0.1 0.07 0.1 0.0669987 8.07052743
D3 0.1 0.1 0.1 0.1 0.08 0.1 0.07 0.1 0.0762406 8.139447957
D4 0.29 0.2 0.2 0.29 0 .32 0.3 0.29 0.3 0 .2767175 8.149439302
D5 0.19 0.2 0.2 0.14 0.16 0.1 0.14 0.2 0.1616188 8.161606801
D6 0.05 0.1 0.1 0.07 0.08 0.1 0.07 0.1 0.0706904 8.107619602
D7 0.05 0.1 0.1 0.07 0.08 0.1 0.07 0.1 0.0706904 8.107619602
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Weighted # of transactions performed by section of foreign receipts
Pairwise Comparisons
DMU D1 D2 D3 D4 D5 D6 D7 D8
D1 1 1 2 0.5 3 8 9 2
D2 1 1 1 0.33 3 5 2 2
D3 0.5 1 1 0.33 3 5 1 1
D4 2 3 3 1 7 9 5 4
D5 0.3 0.33 0.3 0.14 1 3 0.5 0.5
D6 0.1 0.2 0.2 0.11 0.3 1 0.2 0.2
D7 0.1 0.5 1 0.2 2 5 1 1
D8 0.5 0.5 1 0.25 2 5 1 1
SUM 5.6 7.53 9.5 2 .87 21 41 20 11.7
Normalized Comparisons Average C onsistency
DMU D1 D2 D3 D4 D5 D6 D7 D8 Output3 M easure
D1 0.2 0.13 0.2 0.17 0.1 0.2 0.5 0.17 0 .2074753 9 .1 2 6 7 9 5 4 9 3
D2 0.2 0.13 0.1 0.12 0.1 0.12 0.1 0.17 0 .1335434 8 .4 8 1 7 8 3 5 0 9
D3 0.1 0.13 0.1 0.12 0.1 0.12 0.1 0.09 0 .1052925 8 .2 1 3 6 7 0 3 2 8
D4 0.4 0.4 0.3 0.35 0.3 0.22 0.3 0.34 0 .3204622 8 .46515801
D5 0.1 0.04 0 0.05 0 0.07 0 0.04 0 .0471237 8 .2 6 9 8 6 8 8 3 3
D6 0 0.03 0 0.04 0 0.02 0 0.02 0.0219924 8 .1 7 6 9 5 5 4 6 6
D7 0 0.07 0.1 0.07 0.1 0.12 0.1 0.09 0.0766026 8 .1 9 2 0 1 4 5 9 7
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Total weighted # of transactions performed by each branch
Pairwise C om parisons
DMU D1 D2 D3 D4 D5 D6 D7 D8
D1 1 2 1 1 1 1 1 1
D2 0.5 1 0.5 0.2 0.2 0.2 0.5 0.2
D3 1 2 1 0.33 0.3 0.5 1 0.3
D4 1 5 3 1 1 1 2 1
D5 1 5 4 1 1 2 2 1
D6 1 5 2 1 0.5 1 1 1
D7 1 2 1 0.5 0.5 1 1 0.5
D8 1 5 3 1 1 1 2 1
SUM 7.5 27 16 6.03 5.5 7.7 10.5 6
Normalized Comparisons Average C onsistency
DMU D1 D2 D3 D4 D5 D6 D7 D8 Output4 Measure
D1 0.13 0.1 0.1 0.17 0.2 0.13 0.1 0.2 0.1265012 8.213903811
D2 0.07 0 0 0.03 0 0.03 0.05 0 0.0390688 8.179605172
D3 0.13 0.1 0.1 0.06 0 0.06 0.1 0.1 0.0735582 8.17677319
D4 0.13 0.2 0.2 0.17 0.2 0.13 0.19 0.2 0.1684239 8.298743286
D5 0.13 0.2 0.3 0.17 0.2 0.26 0.19 0.2 0.1927222 8.344922231
D6 0.13 0.2 0.1 0.17 0.1 0.13 0.1 0.2 0.1369867 8.274322055
D7 0.13 0.1 0.1 0.08 0.1 0.13 0.1 0.1 0.0943151 8.209543137
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Overall Priority W eights
Pairwise Comparisons
Input Input Input Output Output Output Output4
Inputl 1 3 3 3 5 5 3
Input2 0.333 1 3 3 6 5 5
Input3 0.333 0.333 1 2 5 4 5
Output 0.333 0.333 0.5 1 7 3 4
Output 0.2 0.167 0.2 0.1429 1 2 2
Output 0.2 0.2 0.25 0.3333 0.5 1 1
Output 0.333 0.2 0.2 0.25 0.5 1 1











































































C onsistency  
Ratio 0.093649595
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Weighted Average Score




































Weighted Avg. Score: 0.121832694 0.066390045 0.085570676 0.190169411
Ranks 4 8 5 2
Criterion D5 D6 D7 D8
Person Hours 
Operating Expenses  
Square Meters 
































Weighted Avg. Score: 0.193427336 0.073456361 0.08517934 0.178974137





Operating E xpenses 
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Weighted Avg. Score: 1
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Bank Data 
DEA
DMU X1 X2 X3 Y1 Y2 Y3 Y4
1 34515 6543 591 268836 9052 11242 289130
2 49960 11830 550 475144 15697 15967 506808
3 49024 7603 478 355909 12918 16594 385421
4 28967 4606 474 211183 3188 5621 219992
5 28452 7425 182 147364 5302 40618 193284
6 45911 14662 790 130161 12070 115022 257253
7 43477 7255 1109 300976 12299 24368 337643
8 33823 4143 381 146804 47508 21856 216168
WPDEA: Sub-Criten a Data
DMU X1 X2 X3 Y1 Y2 Y3 Y4
1 4.5297 1.0536 0.0601 25.62 1.0129 2.4204 35.0043
2 3.2784 0.6979 0.0559 24.9878 1.1252 202274 18.7164
3 3.2169 1.1275 0.0542 16.7946 1.0305 1.8793 26.8137
4 6.7212 1.1563 0.0526 23.0269 0.9158 1.8763 37.0687
5 6.6017 0.975 0.0599 25.3009 0.9098 1.9996 37.5647
6 3.2046 0.6871 0.0466 25.7544 0.8986 2.5799 35.1099
7 3.7687 0.6298 0.0659 41.7363 1.0772 1.5065 47.3882
8 3.9556 0.479 0.0474 27.5447 5.5537 1.4637 28.6919
WPDEA: Overall-Cr teria Data
DMU X1 X2 X3 Y1 Y2 Y3 Y4
1 10.8308 1.5944 0.0945 36.9891 0.4846 0.4682 13.4445
2 15.6774 2.8827 0.0897 65.3751 0.8403 0.665 23.5665
3 16.3837 1.8527 0.078 48.9695 0.6915 0.6911 17.922
4 9.0898 1.1224 0.0774 29.0567 0.1707 0.2341 10.2296
5 8.9282 1.8093 0.0297 20.2758 0.2838 1.6917 8.9877
6 14.4068 3.5728 0.1289 17.9088 0.6461 4.7907 11.9623
7 13.643 1.7679 0.1809 41.4113 0.6584 1.0149 15.7004
8 10.6136 1.0096 0.0622 20.1988 2.5431 0.9103 10.0518
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Bank Branch Resources Allocation
DMU1 A M U * &f&Q!6298
X1 X2 X3 Efficiency
34515 6543 591 0.9978
69030 6543 591 0.5917
f||ltl|59jj |§§i§ib:6j1j99
43143.8 6543 591 0.6919
38829.4 6543 591 0.8631
36672.2 6543 591 0.8929
35593.6 6543 591 0.9402
35054.3 6543 591 0.9895
34784.6 6543 591 0.9942
34515 13086 591 0.9972
34515 9814.5 591 0.9972
34515 8178.75 591 0.9834
34515 7360.88 591 0.9834
34515 6951.94 591 0.9834
34515 6747.47 591 0.9834
34515 6645.23 591 0.9845
34515 6594.12 591 0.9874
34515 6568.56 591 0.9889
34515 6543 1182 0.9904
34515 6543 886.5 0.9904
34515 6543 738.75 0.9904
34515 6543 664.875 0.9904
34515 6543 627.938 0.9904
34515 6543 609.469 0.9904
34515 6543 600.234 0.9904
34515 6543 595.617 0.9904
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Bank Branch Resources Allocation
DMU2 ^ H t0!3432
X1 X2 X3 Efficiency
49960 11830 550 1
99920 11830 550 1
74940 11830 550 1
62450 11830 550 1
56205 11830 550 1
53082.5 11830 550 1
51521.3 11830 550 1
50740.6 11830 550 1
50350.3 11830 550 1
49960 23660 550 1
49960 17745 550 1
49960 14787.5 550 1
49960 13308.8 550 1
49960 12569.4 550 1
49960 12199.7 550 1
49960 12014.8 550 1
49960 11922.4 550 1
49960 11876.2 550 1
49960 11830 1100 1
49960 11830 825 1
49960 11830 687.5 1
49960 11830 618.75 1
49960 11830 584.375 1
49960 11830 567.188 1
49960 11830 558.594 1
49960 11830 554.297 1
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Bank Branch Resources Allocation
DMU3 A H l ^
X1 X2 X3 Efficiency
49024 7603 478 1
98048 7603 478 0.9936
73536 7603 478 1
61280 7603 478 1
55152 7603 478 1
52088 7603 478 1
50556 7603 478 1
49790 7603 478 1
49407 7603 478 1
49024 15206 478 0.8901
49024 11404.5 478 0.8918
49024 9503.75 478 0.9893
49024 8553.38 478 1
49024 8078.19 478 1
49024 7840.59 478 1
49024 7721.8 478 1
49024 7662.4 478 1
49024 7603 956 1
49024 7603 717 1
49024 7603 597.5 1
49024 7603 537.75 1
49024 7603 507.875 1
49024 7603 492.938 1
49024 7603 485.469 1
49024 7603 481.734 1
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Bank Branch Resources Allocation
DMU4 S§lf0;9832
X1 X2 X3 Efficiency
28967 4606 474 1
57934 4606 474 1
43450.5 4606 474 1
36208.8 4606 474 1
32587.9 4606 474 1
30777.4 4606 474 1
29872.2 4606 474 1
29419.6 4606 474 1
29193.3 4606 474 1
28967 9212 474 1
28967 6909 474 1
28967 5757.5 474 1
28967 5181.75 474 1
28967 4893.88 474 1
28967 4749.94 474 1
28967 4677.97 474 1
28967 4641.98 474 1
28967 4606 948 1
28967 4606 711 1
28967 4606 592.5 1
28967 4606 533.25 1
28967 4606 503.625 1
28967 4606 488.813 1
28967 4606 481.406 1
28967 4606 477.703 1
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Bank Branch Resources Allocation
DMU5 AHHim
X1 X2 X3 Efficiency
28452 7425 182 1
56904 7425 182 1
42678 7425 182 1
35565 7425 182 1
32008.5 7425 182 1
30230.3 7425 182 1
29341.1 7425 182 1
28896.6 7425 182 1
28674.3 7425 182 1
28452 14850 182 1
28452 11137.5 182 1
28452 9281.25 182 1
28452 8353.13 182 1
28452 7889.06 182 1
28452 7657.03 182 1
28452 7541.02 182 1
28452 7483.01 182 1
28452 7425 364 1
28452 7425 273 1
28452 7425 227.5 1
28452 7425 204.75 1
28452 7425 193.375 1
28452 7425 187.688 1
28452 7425 184.844 1
28452 7425 183.422 1
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Bank Branch Resources Allocation
DMU6 AHR&HS ^ ^ 0 f4 0 5 6
X1 X2 X3 Efficiency
45911 14662 790 1
91822 14662 790 1
68866.5 14662 790 1
57388.8 14662 790 1
51649.9 14662 790 1
48780.4 14662 790 1
47345.7 14662 790 1
46628.4 14662 790 1
46269.7 14662 790 1
45911 29324 790 1
45911 21993 790 1
45911 18327.5 790 1
45911 16494.8 790 1
45911 15578.4 790 1
45911 15120.2 790 1
45911 14891.1 790 1
45911 14776.5 790 1
45911 14662 1580 1
45911 14662 1185 1
45911 14662 987.5 1
45911 14662 888.75 1
45911 14662 839.375 1
45911 14662 814.688 1
45911 14662 802.344 1
45911 14662 796.172 1
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Bank Branch Resources Allocation
DMU7
X1 X2 X3 Efficiency
43477 7255 1109 1
86954 7255 1109 0.9998
65215.5 7255 1109 0.9998
54346.3 7255 1109 0.9998
48911.6 7255 1109 0.9998
46194.3 7255 1109 0.9998
44835.7 7255 1109 1
44156.3 7255 1109 1
43816.7 7255 1109 1
43477 14510 1109 0.8823
43477 10882.5 1109 0.8923
43477 9068.75 1109 0.9286
43477 8161.88 1109 0.9751
43477 7708.44 1109 1
43477 7481.72 1109 1
43477 7368.36 1109 1
43477 7311.68 1109 1
43477 7255 2218 1
43477 7255 1663.5 1
43477 7255 1386.25 1
43477 7255 1247.63 1
43477 7255 1178.31 1
43477 7255 1143.66 1
43477 7255 1126.33 1
43477 7255 1117.66 1
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Bank Branch Resources Allocation
DMU8 !M > !9 2 5 £
X1 X2 X3 Efficiency
33823 4143 381 1
67646 4143 381 1
50734.5 4143 381 1
42278.8 4143 381 1
38050.9 4143 381 1
35936.9 4143 381 1
34880 4143 381 1
34351.5 4143 381 1
34087.2 4143 381 1
33823 8286 381 1
33823 6214.5 381 1
33823 5178.75 381 1
33823 4660.88 381 1
33823 4401.94 381 1
33823 4272.47 381 1
33823 4207.73 381 1
33823 4175.37 381 1
33823 4143 762 1
33823 4143 571.5 1
33823 4143 476.25 1
33823 4143 428.625 1
33823 4143 404.813 1
33823 4143 392.906 1
33823 4143 386.953 1
33823 4143 383.977 1
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