In the multiple object tracking (MOT) task, observers can typically keep track of up to four moving objects. Little is known however about the extent to which object motion is used by observers during MOT. For example, direction and speed might be used to anticipate future positions. We here ask to what extent position reports lag behind targets or instead correspond to extrapolated positions. Using a range of different motion trajectory patterns, observers tracked 1-4 targets among distracters and reported the final position of one of the targets. On average, reports corresponded to previous positions rather than the final position. This lag varied across conditions from around 10 to 70 ms of the object's trajectory. Although some have suggested that extrapolation occurs during MOT, we find no evidence of anticipation of future positions of targets. The significant increase in lag with speed of the object is consistent with slow or intermittent updating of object positions during tracking.
Introduction
An ability to anticipate future positions of a moving target would be adaptive in a number of contexts. When intercepting a moving object, for instance by reaching, the brain must overcome its processing latencies. By the time cortex registers the position of a moving object, it will have already moved on. Actions should therefore be directed at a position ahead of the currently-registered position, and indeed interceptive actions (even ballistic ones) do not show the lag expected from neural latency (de Lussanet, Smeets, & Brenner, 2004) . These studies support the notion that the brain extrapolates the registered position of a moving object. By extrapolate we mean that the brain compensates for neural lag, estimating the current or future object position at a particular time, with a calculation that resembles multiplying speed by a duration to estimate the distance to be travelled. Whether humans typically do this remains uncertain, as even for tasks involving actions directed at moving targets, it remains possible that other processes beside quantitative extrapolation based on speed might mediate success (Brouwer, Brenner, & Smeets, 2000; de Lussanet et al., 2004) . We will refer to anticipation of future positions as a shift that does not increase linearly with speed, inconsistent with extrapolation but still possibly useful.
In addition to the possible role of extrapolation in motor acts, it has also been suggested that our visual percept of moving objects is itself extrapolated (Nijhawan, 1994 (Nijhawan, , 2008 . According to this theory, rather than representing the position of an object where it was approximately 100 ms ago in accordance with neural delays, our brain shifts the perceived position ahead by an amount that increases approximately linearly with speed. Some evidence for extrapolation that includes speed estimation has recently been reported by Roach, McGraw, and Johnston (2011) . They presented target gratings at the leading edge of a drifting inducer grating. Sensitivity to the target grating depended on the phase difference between the target and the inducer, where in-phase targets ahead of the inducer were better detected that out-of-phase targets. From this it appears that the visual system enhanced positions ahead of the inducer grating by extrapolating the position of light and dark bars according to the speed of drift of the luminance bars.
One task for which such an extrapolated perceptual representation would be useful is multiple object tracking (MOT). In the classic MOT task (Pylyshyn & Storm, 1988) , observers attempt to keep track of a variable number of targets amongst distracters whilst all objects move around a display. Typically, observers can track up to 4 targets (Pylyshyn, 1989; Pylyshyn & Storm, 1988 ) although this depends on object speed (Alvarez & Franconeri, 2007; Verstraten, Cavanagh, & Labianca, 2000) , object spacing (Franconeri et al., 2010) , and other factors.
Here we investigated MOT using a method similar to one that previously yielded evidence that target representations are in the direction of motion (Iordanescu, Grabowecky, & Suzuki, 2009 ). We use a tracking design shown in Fig. 1 where position representations of targets are probed. We first consider the possible roles that motion information might play in tracking and the evidence available from other paradigms.
Object correspondence at fine timescales
In a field of moving objects, determining the correspondence between the objects present at one time to those present an instant later is not always trivial (Dawson, 1991) . For this traditional motion correspondence problem (Attneave, 1974) , the most important cue is spatial and temporal proximity (Burt & Sperling, 1981; Gepshtein & Kubovy, 2007) . However, the visual system may also utilise similarity in motion direction at the two times as a cue in the matching process. One way of doing this is to favour solutions that are consistent with a fairly uniform trajectory. Support for a smooth trajectory bias comes from studies that pit apparent motion in a straight path against a right-angle path (Ramachandran & Anstis, 1983; Anstis & Ramachandran, 1987) .
Object correspondence at longer timescales
The problem of object tracking is formally equivalent to the traditional motion correspondence problem of mapping together the objects at different instants. The two processes differ greatly however in timescale and probably in underlying mechanism. In object tracking, the problem includes the long timescale of an entire trial. The solution at short time scales is often thought to be a low-level process with relatively unlimited capacity. In contrast, object tracking is thought to be mediated by capacity-limited attention. Regardless of the mechanism, a bias to match objects with similar motions might benefit performance over a range of durations.
Already there is some psychophysical evidence for a smooth trajectory bias. Humans are particularly sensitive to a dot moving along a continuous path rather than a path with random displacements Verghese, Watamaniuk, McKee, & Grzywacz, 1999) . The continuous-path advantage for summation of motion signals occurs over an interval of at least 400 ms (Watamaniuk, McKee, & Grzywacz, 1995) and also occurs across gaps caused by occluders . The advantage for a consistent trajectory extends to curving paths if they do not curve too sharply (Verghese et al., 1999) . Apparently, the visual system favours smooth trajectories at both fine (dozens of ms) and medium (hundreds of ms) timescales.
MOT and occlusion
Mechanisms that preferentially sum motion signals consistent with a smooth trajectory may benefit MOT performance, especially if target occlusions occur. In support of this, Scholl and Pylyshyn (1999) reported that performance was not adversely affected by occlusion intervals. However, rather than being evidence for a smooth trajectory bias in MOT processing, their result might be explained by object correspondence based on simple spatiotemporal proximity.
In another attentional tracking study, Keane and Pylyshyn (2006) included a 300-900 ms interval during which the target was not presented, and manipulated the position in which it reappeared. The reappearance position was varied along the straight line defined by the object's last trajectory. The object could either appear at the location at which it had disappeared (no-move condition), at the location where it would be had it continued moving at its pre-gap velocity (move condition), or at the location it occupied x ms prior to the gap, where x is the gap duration (rewind condition). Performance in the no-move and rewind conditions was approximately equivalent, with worse performance in the move condition, arguing against extrapolation. Keane and Pylyshyn (2006) suggested that the unexpectedly good performance in the rewind condition might reflect priming of the locations recently traversed by the moving objects. An alternative is that due to limited processing capacity the location of each object is only intermittently registered or consolidated. If this is correct, then on average the location of each object is not fully up to date but rather reflects an earlier position. Fencsik, Klieger, and Horowitz (2007) replicated the performance pattern found by Keane and Pylyshyn (2006) -that the rewind and no-move conditions yielded better performance than the move condition. However, as the objects continued moving after the gap, in the rewind condition they soon occupied the no-move reappearance positions as well as the rewind position. This could account for some of the benefit seen for the rewind condition compared to the move condition. When Fencsik et al. (2007) had the objects remain stationary after reappearance, for five targets, there was little difference between the three gap conditions. For two targets, performance was much better in the no-move condition than in the other two conditions. These results support their explanation of the surprisingly high performance in the rewind condition, while continuing to fail to find support for extrapolation.
In a different experiment using two versions of the 'move' condition with no motion after the gap, Fencsik et al. (2007) investigated the role of exposure to the motion trajectory prior to the targets' disappearance. In one condition, they presented the usual pre-gap motion display, and in another they omitted any trajectory information by presenting only a static version of the final pre-gap display. When there was only one target, people were better at the task if they had seen the usual moving pre-gap display than the static display. For four targets, they performed similarly in the two conditions, suggesting they identified targets purely on the basis of their proximity to the pre-gap positions. These data suggest that trajectory information was utilised when only one target was tracked. The specificity to the one-target condition indicates participants may have used a conscious strategy of anticipating future positions.
From occlusion experiments overall, support for anticipation of future positions in MOT remains weak. No evidence has been reported that after a gap, it is better for an object to reappear in the extrapolated condition than in the disappearance location.
Reports of the final positions of moving targets
Limited evidence for extrapolation or some other form of anticipation of future positions comes from a study in which participants reported the final location of moving targets. After a stimulus interval of tracking three coloured targets among seven distracters, at an unpredictable time all the objects disappeared, one colour was queried and participants reported the location of the target of that colour (Iordanescu et al., 2009 ). The positions reported were assessed relative to where the object would have been had it continued moving. Fig. 2 depicts the two categories of position reports with respect to the ''finish line''. Positions from the region ahead of this line are consistent with extrapolation. Recall that we define extrapolation as a shift that increases linearly with speed. Another form of position anticipation would be a constant shift in the direction of motion. Positions not ahead of the finish line but instead displaced in the opposite direction will be referred to as ''lagging''. Iordanescu et al. (2009) found that reported positions were more likely to lie ahead of the finish line than behind -evidence for position anticipation. In previously published MOT experiments (Howard & Holcombe, 2008) , we found that position reports, rather than being shifted in the direction of motion, were closer to previously occupied positions. In that study, each object was confined to its own region of the screen. Iordanescu et al. (2009) suggested that lags would not occur with a more conventional MOT task for which one could easily lose track of which objects were targets and which distracters. In their view, the demands of the Howard and Holcombe (2008) task were more conducive to serial intermittent updating of positions. To investigate the generality of forwardshifted position reports like those in the Iordanescu et al. (2009) experiments, we conducted two experiments using stimuli similar to those of Iordanescu et al. Both experiments required participants to report the final position of a target. Experiment 1 involved tracking four targets among four distracters and included a number of variations in the pattern of object motion. In Experiment 2, instead of tracking four targets, observers tracked one, two or three of the eight objects. In each condition of each of these experiments, rather than the average position reported being shifted in the direction of the target's final motion, participants were more likely to report positions near locations the target had occupied in the recent past.
Method for Experiment 1

Overview
We based our design on that of Iordanescu et al. (2009) , and used a range of motion trajectory patterns to test generality as much as possible to different MOT designs. Given that previous MOT experiments have been peppered with differences in speeds, motion change algorithms and collision mechanisms, we used a Black filled discs represent the positions of the queried target at different times relative to the end of the trial. One circle is drawn to represent the target's position for each of the 10 frames (screen refreshes) prior to and at the end of the trial. Representing extrapolated positions are the discs above the finish line, representing where the object would be at had it continued with the same velocity as it had in the last frame of the trial. On this hypothetical trial, the location reported is represented by the grey disc. Temporal error is calculated by determining at which time in the object's trajectory its position was closest to the reported position. Here, the reported position is closest to the trajectory of the queried target 100 ms (6 frames) in the past i.e. the temporal error is 100 ms. selection of motion types to increase the applicability of our results to the existing literature. Two groups of observers participated in three variants-each observer participated either in Conditions 1-3 or in Conditions 4-6. Conditions 1 and 4 were identical and formed a baseline condition in which observers tracked four target discs amongst four distracter discs. In these conditions, discs moved with constant speed and direction unless they collided with each other or with boundary walls. Thus the trajectories were perfectly predictable from their initial motions, maximising the effectiveness of any extrapolation process. All other conditions were identical apart from the following differences: discs in Condition 2 had faster speeds and in Condition 3 possessed less predictable trajectories. In Condition 5, discs moved smoothly over one another instead of colliding. In Condition 6, discs bounced off one another at a larger disc-to-disc distance.
Observers
Observers were 24 undergraduates (Conditions 1-3; 7 females, 5 males, mean age = 22 years; Conditions 4-6; 7 females, 5 males, mean age = 21 years) at the University of Bristol. All had normal or corrected-to-normal vision and were non-experts in visual psychophysical experiments.
Stimuli
A computer programme written in Python using the VisionEgg library (Straw, 2008; www.visionegg ). On every trial there was one target and one distracter of every colour.
Procedure
Each observer participated in one block of 70 trials in each of three conditions (either Conditions 1-3 or Conditions 4-6), the order of which was randomized across observers. For each block, observers were given practice trials until they were comfortable with the paradigm, usually less than 10 trials.
At the beginning of each trial, four of the eight discs (one of each colour) were designated as targets for tracking by flashing for 4170 ms. After this period all discs moved as described in the Trajectories section and observers attempted to track the four targets. Between 4000 ms and 6000 ms after the start of the discs' motion, all discs disappeared and one target was queried by means of a disc of the appropriate colour appearing at the centre of the screen. This response disc then acted as a mouse cursor, moving to indicate the current mouse position. Observers clicked on the perceived last position of the queried target. As feedback, the correct answer was subsequently provided by presenting the queried target in its pre-disappearance position (see Fig. 1 ).
Trajectories: baseline Conditions 1 and 4
On each trial, the initial locations, speeds and directions of motion were set randomly and independently for each disc. Discs' speeds and directions of motion only changed after collisions with the edge of the display or with another disc, as defined by the law of perfect elastic collisions. The starting location of each disc was constrained such that its centre was always farther than 0.30°from the boundary walls and the edges of other discs. For all discs and on all trials, initial starting speeds and directions of motion were randomly determined within the set of constraints determined below. Horizontal and vertical components of each disc's initial speed were set randomly and independently, with the constraint was that the initial speed was greater than 0.22°/s and less than 1.78°/s, producing a mean initial speed of 1.00°/s. Due to frequent collisions with other discs, speeds and directions of motion were constantly changing according to the law of perfect elastic collisions (assuming they had the same mass but taking account of their differing speeds). This resulted in a range of speeds at the end of the trial between 0.08 and 6.98°/s.
Conditions 1 and 4 were identical. All other conditions were identical to Conditions 1 and 4 apart from the following differences.
Trajectories: faster Condition 2
Condition 2 was identical to Condition 1 (baseline) except that discs moved with greater speeds. In this condition, the mean initial speed was 1.76°/s. At the end of the trial speeds ranged from 0.19 to 10.56°/s.
Trajectories: unpredictable Condition 3
Condition 3 (unpredictable motion) was identical to Conditions 1 and 4 apart from the following differences. In Condition 3, the horizontal and vertical velocities of each disc were subject to accelerations which could be positive or negative (causing velocities to become more positive or negative) and which could be of one of two magnitudes, introducing unpredictability into the trajectories. Those discs that came to have an absolute velocity greater than 0.44°/s were immediately assigned an deceleration of magnitude 2.62°/s 2 , while those with a lower absolute velocity were assigned an acceleration of magnitude 6.54°/s 2 . This ensured that no disc moved very slowly for long and caused faster discs to slow down. These were not upper and lower speed limits, but speeds at which the metaphorical brakes or gas would be applied to the speeds. On each screen refresh there was a 1/20 chance of the horizontal and/ or vertical acceleration of each of the discs being randomly reassigned as either positive or negative, causing speed and trajectory to vary throughout the trial. For instance, a disc moving downwards (i.e. with negative velocity) with positive acceleration might eventually slow down and reverse, then accelerate up the screen. The algorithm resulted in a mean initial speed of 1.22°/s and final speeds ranging between 0.16 and 4.71°/s.
Trajectories: smoothly passing Condition 5 and buffered Condition 6
Condition 5 (smoothly passing) was identical to Conditions 1 and 4 apart from the following differences. In Condition 5, rather than colliding, objects passed smoothly over one another. At the time of each intersection of two objects, it was randomly determined which object would occlude the other. This algorithm determined starting speeds with the same parameters as in Conditions 1 and 4, and resulted in a range of speeds at the end of the trail between 0.31 and 3.86°/s. Condition 6 (buffered) was identical to Conditions 1 and 4 apart from the following differences. In Condition 6, objects moved as if they had an invisible buffer around them. They still bounced according to the law of perfect elastic collisions based on the buffer zone which extended 0.3°from the edge of each disc. This algorithm determined starting speeds with the same parameters as in Conditions 1 and 4, and resulted in a range of speeds at the end of the trail between 0.07 and 5.67°/s.
Results for Experiment 1
Position errors
We computed position errors on each trial by taking the absolute distance between the last position of the queried target before it disappeared and the position of the observer's mouse click on that trial, as shown in Fig. 2 . Mean error magnitudes for each condition are shown in Fig. 3 .
Comparing the six conditions, the greatest mean position errors were recorded for Condition 2 which had relatively fast motion (M = 1.92°; SD = 0.91°), followed by Condition 5 in which discs were allowed to pass over one another (M = 1.76°; SD = 0.67°). Position errors had similar means in Conditions 1 and 4, which was expected since these conditions were identical (Condition 1 (baseline); M = 1.62°; SD = 0.84°. Condition 4 (baseline); M = 1.59°; SD = 0.76°). These conditions also produced similar position error magnitudes to Condition 3 in which we used less predictable motion trajectories (M = 1.59°; SD = 0.86°). Observers performed best in Condition 6 (buffered) where discs were prevented from passing very near to each other (M = 1.31°; SD = 0.69°). To test for an effect of disc speed on performance, we conducted a repeated measures ANOVA examining differences among Conditions 1, 2 and 3. There was a significant effect of condition (F(2, 2519) = 9.82, p < 0.01). Post-hoc Tukey's HSD tests revealed that performance was poorer in Condition 2 (faster speeds) than in the slower Condition 1 (baseline) (p < 0.05) and the less predictable Condition 3 (unpredictable) (p < 0.05) in which the mean speed was also lower than in Condition 2 (faster speeds). Looking at Conditions 4-6, we also found a main effect of condition (F(2, 2519) = 17.21, p < 0.01) in which all three conditions were significantly different from one another according to Tukey's HSD tests (p < 0.5). Mean errors were smallest in Condition 6 (buffered) where discs were prevented from becoming very close to one another and greatest in Condition 5 (smoothly passing) where there was no minimum centre-to-centre distance between discs. Correspondingly, the position errors in Condition 4 (baseline) were intermediate in size relative to Conditions 5 and 6 and also used an intermediate level of minimum centre-tocentre distance between discs i.e. that two discs' centres could come no closer than where their two edges were abutting one another.
Although our experiments were not designed to explore the effect of speed and spacing on performance, our results are consistent with previous literature on these topics. The poorer performance in the faster Condition 2 than in Condition 1 (baseline) is consistent with previous reports that higher speeds are detrimental to tracking performance (Alvarez & Franconeri, 2007; Bettencourt & Somers, 2009 ). The improvement seen in Condition 6 with increased inter-object spacing together with the detrimental effect of objects passing over one another (Condition 5) support previous findings that decreased inter-object spacing impairs tracking (Alvarez & Franconeri, 2007; Franconeri, Jonathan, & Scimeca, 2010; Franconeri, Lin, Pylyshyn, Fisher, & Enns, 2008; Intriligator & Cavanagh, 2001 ). We observe a 0.28°reduction in position error for the buffered condition (Condition 6) compared to the baseline condition (Condition 4) and the difference in minimum centre-to-centre distances between these two conditions was 0.3°.
Temporal errors
We computed temporal errors as did Howard and Holcombe (2008) . Observers' reports were compared to past positions of objects (see Fig. 2 , lower panel). To calculate temporal errors, we calculated the distances between the reported location and the position of the queried target on each frame prior to its disappearance. For frames after the target's disappearance, we computed the distances between the reported location and extrapolated positions that the object would have occupied had it continued with its final velocity. Plotting these distances as a function of time prior to and after the object's disappearance yields the temporal error curves shown in Fig. 4 . Each data point represents the mean distance between responses and the position of the queried target at a given time. We define the temporal error itself as the time corresponding to the minimum point on this curve. It represents the time in the trajectory of the object at which its position was closest to the reported position.
Before performing this analysis, to reduce ambiguity of temporal errors we excluded the 7% of trials in which the queried disc had changed direction in the last 100 ms of the trial. The minimum of the resulting temporal error curve reveals the time at which the disc's position was closest to the reported position (temporal errors). These were calculated separately for each observer in each condition, and means are shown in Table 1 to the nearest 10 ms. Mean temporal errors were between À30 and À70 ms and were significantly different from zero for all six conditions (see Table 1 ). There were no significant differences in temporal errors among conditions (F(4, 71) = 0.26, p = 0.90) nor between temporal errors obtained for different observers (F(22, 71) = 1.64, p = 0.08). Thus for all conditions the mean temporal error was negative; we will sometimes refer to negative temporal errors as ''lags''.
Angular errors
To compare our data with those of Iordanescu et al. (2009) and to examine the likelihoods of position reports displaced in various directions relative to the final direction of motion, we also calculated the angular error as shown in Fig. 2 . On each trial, the angular error is the direction difference between the forward extrapolated trajectory of the queried target (based on its final speed and direction of motion), and the vector going from the correct final position to the response (see Fig. 2 ). Angular errors between zero and ±90°r epresent position reports from ahead of the finish line and errors between ±90°and ±180°position reports that lag the finish line. Note that this analysis is independent of position error magnitudes, since the same error angle can be associated with a large or a small position error. Positive angular errors indicate responses in an anticlockwise direction relative to the final direction of motion of the queried target. Before computing the angular errors, to reduce ambiguity we excluded the 7% of trials in which the queried disc had changed direction in the last 100 ms of the trial.
The distribution of angular errors across all six conditions is shown in Fig. 5 . The proportion of trials showing forwards angular errors (between À90°and 90°) was less than 50% in all conditions, and significantly so in four out of the six conditions (Condition 1 (baseline): 43.3%, t(11) = À4.24, p < 0.01; Condition 2 (faster speeds): 44.9%, t(11) = À2.35, p = 0.04; Condition 3 (unpredictable): 46.5%, t(11) = À1.64, p = 0.13; Condition 4 (baseline): 45.7%, t(11) = À1.63, p = 0.13; Condition 5 (smoothly passing): 43.9%, t(11) = À3.32, p < 0.01; Condition 6 (buffered): 42.4%, t(11) = À3.06, p = 0.01). The errors were therefore in the direction of lagging rather than anticipation for all six conditions.
Responses are biased towards lagging positions, which include errors greater than ninety degrees from the forwards direction. Errors within ninety degrees of zero (the shaded central area) represent reports from ahead of the finish line. Error bars indicate between-subjects standard errors.
Individual differences
Iordanescu et al. (2009) found a relationship between precision of individuals' position reports and their angular errors: those observers with a high proportion of forwards errors were more precise than observers who produced fewer forwards errors. We calculated the proportion of trials on which each individual made forwards errors (angular errors smaller than 90°in magnitude). The mean proportion was 44% with only 5 of 24 observers showing an overall proportion greater than 50%. There was no significant correlation between the fraction of observers' forward errors and the magnitude of their position errors (r(22) = 0.17, p = 0.41).
Distance from the finish line
Angular errors tell us about the direction of position errors and are not affected by the magnitude of the distance errors. For instance, a very small distance error in the forward direction would have the same impact on the mean angular error as a very large distance error in the backward direction. As a more representative measure of the reported position relative to the finish line, we computed the average distance from the finish line. This is the component of the position error in the direction of motion of the queried target (see Fig. 2 ). The finish line is the line that passes through the final position of the queried target and is perpendicular to the final direction of motion of the queried target. Off-axis error is the component of the position error tangential to the direction of motion, which may primarily reflect noise in position representation and mouse pointing errors. Negative distances from the finish line are indicative of perceptual lag, and positive distances from the finish line indicate position anticipation. Distance from the finish line is thus a magnitude-weighted measure of extrapolation versus perceptual lag. Before computing it, as for other analyses we first excluded the 7% of trials in which the queried disc had changed direction in the last 100 ms of the trial. The median signed distance from the finish line combined across all trials in the six conditions was À0.11°of visual angle (the median reduces the effect of outliers). The mean absolute value of the distance from the finish line was 1.07°. The mean absolute off-axis error, or the position error component perpendicular to the direction of motion of the queried target, was 1.01°. The median absolute distance from the finish line was 0.55°and the median absolute off-axis error was 0.49°. Observers did not differ significantly in their mean distances from the finish line (F(22, 4682) = 1.32, p = 0.14).
Distance from the finish line can be converted to temporal units by dividing by the final object speed. The resulting 'time from the finish line' expresses how long before or after the trial ended that the target would have been that far from the finish line (in the final direction of motion). Although similar to the temporal error we reported earlier, a difference is that the time from the finish line uses only the final velocity whereas the temporal error considers the actual positions of the object prior to the end of the trial. The median signed time from the finish line, combined across all trials in the six conditions, is À46 ms (mean = À40 ms). This is comparable to the temporal errors in the range 30-70 ms discussed previously.
3.6. Object spacing Iordanescu et al. (2009) found that the smaller the distance between targets and other objects at the end of a trial, the smaller were the position errors. We also examined the relationship between position error magnitudes and the mean distance between the queried target and all other discs on the last frame of the trial. We used partial correlations, including a regressor for the eccentricity of the queried target, since more peripheral targets (for instance those near the corners of the display) tended to have a greater mean distance from all the other discs. Over the whole experiment, there was a small but non-significant tendency for smaller position errors when the queried target was near other objects (r(5037) = 0.01, p = 0.36) or when it was near its colourmatched distracter (r(5037) = 0.02, p = 0.09). When the colourmatched distracter was within one degree of the final position of the queried target, the mean position error was 1.01 degrees, compared to 1.07°when it was not.
Distinguishing temporal versus spatial mechanisms of error
The analyses of temporal error and distance from the finish line both indicate a tendency to report locations displaced backward from the target's final heading. Such errors could be caused by what we term a spatial mechanism, such as a repulsion effect that displaced reports backward by a fixed amount, with no or little effect of speed. Alternatively, they could reflect a temporal mechanism that scales with speed, such as intermittent updating of the target's position-which would cause positions from a certain time in the past to be reported.
To investigate the relative contribution of spatial and temporal mechanisms, we looked for an effect of speed on distance from the finish line. A purely temporal mechanism would predict spatial errors to be proportional to speed, and a purely spatial mechanism would predict a constant spatial error for all speeds. Consistent with a temporal mechanism, there was a significantly negative relationship between mean speed of the queried target over the last 200 ms of the trial and distance from the finish line (r(5038) = À0.08, p < 0.01). A regression with intercept constrained to zero produced a slope of À0.07°for each increase of 1°/s corresponding to a 0.07 s (70 ms) lag. A regression with freely varying intercept produced a similar correlation coefficient (r(5038) = À0.07, p < 0.01) with an intercept of 0.13°and a steeper slope of À0.11°for each increase of 1°/s corresponding to a 110 ms lag. The 70 ms figure is comparable to the magnitude of the temporal lags shown in Fig. 4 and with times from the finish line. We also considered the possibility that a slope could result from the combination of a constant lag for all moving targets, together with zero lag for targets at speeds at or near zero (a variation of what we have termed a spatial mechanism). We performed an unconstrained regression excluding all those trials with final mean speeds below 1°/s. This regression (r(4491) = À0.05, p < 0.01) yielded an intercept of 0.02°and a slope of À0.08°for each increase of 1°/s corresponding to a 80 ms lag. The weak but significantly negative relationship between speed and distance to the finish line indicates that at least some fraction of the lag is temporal and not spatial in nature. The faster the object is travelling, the larger the distances from the finish line. If the lag were entirely spatial in nature, this slope would be zero, and there would be no relationship between speed and distance to the finish line.
Effect of speed
The six tracking conditions did not differ significantly for mean distance from the finish line of the responses (F(4, 4682) = 0.44, p = 0.78). This may seem at odds with our previous finding that faster speeds were associated with greater perceptual lag, but in fact disc speed varied to a much greater extent within than between conditions due to the frequent collisions. The effect of speed within conditions was fairly similar -we observed similar slopes for the relationship between speed and mean distance from the finish line for all six conditions, (Condition 1 (baseline), 70 ms slope; Condition 2 (faster speeds), 70 ms slope; Condition 3 (unpredictable), 50 ms slope; Condition 4 (baseline), 30 ms slope; Condition 5 (smoothly passing), 100 ms slope; Condition 6 (buffered), 120 ms slope).
Number of targets
In Howard and Holcombe's (2008) study, the number of targets to track affected lags of reported positions, with higher target number associated with larger lags. The association between target number and lag magnitude is important because a positive association suggests that updating of object positions is slowed or more intermittent when attention is divided among more targets. Another possible reason for a positive association is that when more targets are present, there is less position extrapolation. Fencsik et al. (2007) suggested that for multiple targets, future positions are not anticipated but when there is only one target, future positions are predicted. Experiment 2 tests this for the present paradigm by measuring lags when tracking only one target, as well as when tracking two or three targets.
Method for Experiment 2
Overview
To investigate the effect of the number of tracked objects on perceptual lag, we asked observers to track a variable number of targets (one, two or three) among a total of eight objects. Target colours were chosen randomly on each trial with the exception that no two targets could share the same colour. Apart from this variation in number of targets, trials were identical to Condition 2 (faster speeds) of Experiment 1 with the following exceptions.
Observers
Observers were 6 postgraduates and staff at the University of Sydney (2 females, 4 males, mean age = 31 years). All had normal or corrected-to-normal vision and were experienced in visual psychophysical experiments.
Stimuli
Observers viewed a CRT display refreshing at 85 Hz at a distance of 0.5 m. The display background was mid-grey, 28 candelas per m 
Procedure
Each observer participated in six blocks of 105 trials. Each block contained 35 trials where observers tracked one target, 35 trials with two targets, and 35 trials with three targets, in randomized order. To facilitate investigation of whether the extent of perceptual lag depended on how well the targets were tracked, after reporting the position of the cued target, participants indicated their confidence in their response. They pressed one key if they thought they had ''lost track'' of the target, and another key if they thought they had not. Subsequently, feedback was given in the form of the queried target in its pre-disappearance position.
Results for Experiment 2
Position errors
When only one object was designated as a target, observers indicated that they had lost track on 1.1% of trials. For tracking two targets this figure was 5.5% and for three targets, it was 15.0% of trials. Mean position error magnitudes when observers indicated they had successfully tracked the target were approximately three times smaller (M = 0.83°) than when observers indicated they had lost track of the queried target (M = 2.53°). For this and all subsequent analyses, unless otherwise mentioned we excluded the trials in which observers indicated that they had lost track of the target. Even with those trials excluded, mean position errors increased with the number of targets from tracking one (M = 0.69°; SD = 0.56°), to tracking two (M = 0.90°; SD = 0.65°) and tracking three targets (M = 1.26°; SD = 0.72°). These differences were statistically significant in paired t-tests (tracking two versus tracking one, t(35) = 5.36, p < 0.01, tracking three versus tracking two t(35) = 5.60, p < 0.01).
Temporal errors
We calculated temporal errors after excluding the 6% of trials in which the queried target changed direction in the last 100 ms of the trial, resulting in lags of 10 ms for tracking one object, 20 ms for tracking two and 20 ms for tracking three, as shown in Fig. 6 . Between-subjects standard errors for tracking one, two or three targets were 7 ms, 5 ms and 6 ms respectively. To the nearest frame, these temporal errors were unchanged when we retained trials where observers indicated they had lost track of the target.
For tracking one object, the 10 ms temporal error (or 10 ms lag) was not significantly different from zero (t(5) = 1.39, p = 0.22). For tracking two or three targets, the mean temporal error was significantly less than zero (tracking two: t(5) = 4.57, p < 0.01, tracking three: t(5) = 4.54, p < 0.01). However, none of these three conditions was significantly different in paired t-tests from the others (tracking one target versus tracking two targets, t(35) = 1.36, p = 0.18, tracking two versus three, t(35) = 0.82, p = 0.42, tracking one versus three, t(35) = 1.21, p = 0.23).
Angular errors
We excluded the 6% of trials in which the queried target changed direction in the last 100 ms of the trial and calculated angular errors as in Experiment 1. For tracking one target, the proportion of angular errors between À90°and 90°was less than 50% though not significantly so (M = 46.1%, t(5) = À1.06, p = 0.34). For tracking two or three targets, significantly fewer than 50% of angular errors were between À90°and 90°(tracking two: M = 42.1%, t(5) = À3.76, p = 0.01; tracking three: M = 41.1%, t(5) = À4.53, p < 0.01). This pattern can be seen in the distributions of angular errors shown in Fig. 7 . Note that the bias towards lagging reports rather than anticipatory reports, although not always significant, is seen for all three conditions as it was for all six conditions in Experiment 1. Interestingly, for tracking one target the response peak around zero appears larger than when tracking more targets, consistent with the idea that more position anticipation occurs in this condition (Fencsik et al., 2007) . Nevertheless even for tracking one target the larger peak is around 180°, suggesting that the tendency for position reports to lag is still present.
On those trials where observers indicated that they had lost track of the queried target, the frequency of angular errors between À90°and 90°was not significantly different from 50% (tracking one: M = 47.5%, t(4) = À0.15, p = 0.89, tracking two: M = 52.3%, t(3) = À1.05, p = 0.37, tracking three: M = 46.7%, t(3) = À0.15, p = 0.88). However, observers only indicated losing track on very few trials (between 1.1% and 15% of trials) and therefore it is not clear whether these results would change with more statistical power.
Individual differences
Across participants, the mean proportion of forwards errors (angular errors smaller than 90°in magnitude) was 43% with no observer showing an overall proportion greater than 50%. There was no significant correlation between the fraction of observers' forward errors and the magnitude of their position errors (r(4) = 0.28, p = 0.59).
Distances from the finish line
After excluding the 6% of trials in which the queried target changed direction in the last 100 ms of the trial, when tracking one target the median distance from the finish line was À0.05°. For tracking two targets it was À0.10°, and for tracking three, À0.12°. For each observer, the median distance from the finish line was negative in all three set size conditions, apart from one observer whose median was 0.05 for tracking one target (tracking one: medians ranging À0.22 to 0.05, tracking two: medians ranging À0.14 to À0.02, tracking three: medians ranging À0.18 to À0.03). Based on 10,000 bootstrapped distributions, the standard error of this median value was less than ±0.014°for each observer for each of the three set sizes. For those trials where observers indicated they had lost track of the queried target, the median distance from the finish line was similar at À0.065°. The median absolute distance from the finish line was 0.36°and the median absolute offaxis error was 0.27°.
Temporal components of distances from the finish line (''times from the finish line'') had median values of À11 ms for tracking one (±4 ms), À24 ms for tracking two (±5 ms) and À30 ms for tracking three (±6 ms). For the comparable four-target Condition 2 (faster speeds) of Experiment 1, the median time from the finish line was À37 ms (±11.4 ms). Median times from the finish line were significantly greater for larger set sizes (F(2, 3598) = 3.44, p = 0.03) and were not significantly different among observers (F(5, 3598) = 2.12, p = 0.06).
Object spacing
In partial correlations taking into account the eccentricity of targets, there was no relationship between position error magnitudes and distance to the nearest other object (r(3339) = 0.02, p = 0.21) nor to that target's matched distracter (r(3339) = 0.00, p = 0.81). Iordanescu et al. (2009) found better spatial representation of targets when they were near distracters. It is possible that the discrepancy between their results and those that we present here is caused by differences in the number of distracters. In the Iordanescu et al. (2009) study, there were seven distracters out of a total ten objects. In Experiment 2 here, there were either 5, 6 or 7 distracters depending on the target number condition. It is possible that the greater number of distracters presented in the Iordanescu et al. study was responsible for their reported effect of distracter proximity, especially because it likely led to smaller spacing among objects.
Distinguishing temporal versus spatial mechanisms of errors
Mean speed of the queried target over the last 200 ms of the trial had a small effect on distances from the finish line, r(3778) = À0.04, p = 0.02. Performing a regression of distances from the finish line on mean speed with zero intercept produced a slope corresponding to a difference of -0.026°error for an increase of 1°/s in speed, or 26 ms lag. An unconstrained regression produced a similar fit with an intercept of 0.03°and a slope of -0.018°for each increase of 1°/s corresponding to a 18 ms lag (r(3778) = À0.09, p < 0.01).
As we did for Experiment 1, we also performed the unconstrained regression after excluding all those trials with final mean speeds below 1°/s. This regression (r(3427) = À0.03, p = 0.052) yielded an intercept of À0.01°and a slope of À0.03°for each increase of 1°/s corresponding to a 30 ms lag. This figure is consistent with the lags shown in Fig. 6 and with the times from the finish line. As in Experiment 1, the weak but negative relationship between speed and spatial errors suggests that the lag is at least in part temporal rather than spatial.
Reanalysis of data from Howard and Holcombe (2008)
For comparison, we analysed the data from Experiment 3 of Howard and Holcombe (2008) and observed a median distance from the finish line of À0.20°(this analysis was not reported in the 2008 paper). Consistent with a temporal mechanism, the effect of speed of the queried target over the last 200 ms of the trial and distance from the finish line was significantly negative, r(3673) = À0.05, p < 0.01. The slope was À0.05°/s, or 50 ms, indicating that as in the present experiments, the lags reflected at least in part a temporal rather than spatial process.
Discussion
Using three metrics (temporal error, angular error and distance from the finish line), we find perceptual lags for tracking 4 targets across trajectory types in Experiment 1 and for tracking 1-3 targets in Experiment 2. These three ways of expressing tracking performance were consistent in suggesting that perception lagged behind rather than anticipated future positions. We hasten to add that the lags observed are likely to be caused by a combination of mental mechanisms, possibly including some that anticipate future positions but are outweighed by those causing perception to lag. We found a similar result in a 2008 paper (Howard & Holcombe, 2008) . Regarding the 2008 experiments however, Iordanescu et al. (2009) pointed out that each object was confined to a particular sector of the screen, never entering the regions occupied by any other. They suggested that observers may have indulged in a ''less effortful strategy of serially monitoring the target-containing sectors''. Such a strategy would result in each target's location being updated intermittently, yielding perceptual lags. They proposed that in a more conventional MOT task, positions would be monitored in parallel, providing the potential to reveal extrapolated representations. Contrary to that suggestion, the temporal errors found in the MOT tasks here of À30 to À70 ms in five different tracking conditions are not very different from the À90 ms found by Howard and Holcombe (2008) .
To distinguish among explanations of the lags, it is critical to determine whether they increase with the number of objects monitored. In the position monitoring task of Howard and Holcombe (2008), the number of objects monitored was varied from 1 to 7 objects, with an accompanying increase in lag from 40 ms to 130 ms. In the present work, the number of objects monitored was varied from 1 to 3 objects in Experiment 2. A trend of increased lag was observed, from 10 to 20 ms, although this was not statistically significant.
Why did Iordanescu and colleagues find position anticipation rather than perceptual lag? We will discuss this after first reviewing general principles that must be considered when interpreting results from this paradigm. The temporal errors observed are likely the result of multiple processes, the relative proportions of which may vary between and within trials but overall sum to produce perceptual lags here. Note that on this account, even a result of zero lags (or equivalently zero anticipation) would be of theoretical interest, since it would indicate a balance between those processes causing reports to lag or to tend towards anticipation. First we will consider those processes that may contribute to perceptual lags and second those that may contribute to position anticipation.
Lagging processes: temporal integration
The visual system does not resolve millisecond-by-millisecond changes in the visual scene. Rather, our perceptions correspond to something like a running average over the recent past. This fact of temporal integration may contribute to lags observed for final position reports. Perception of most visual features reflects integration intervals of approximately 100 ms or more (Gorea, 1986; Gorea & Tyler, 1986; Watamaniuk & Sekuler, 1992; Kahneman & Norman, 1964) . The interval over which position information is integrated is unknown, but outside the context of acuity judgments showing particularly high resolution (Levi, 1996) , it may be similar to other features and hence involve integration over at least 100 ms.
If position percepts reflect integration of positions over the last several dozen (or more) milliseconds then this might manifest as a lag. That is, at the time the stimulus stops, a simple moving window would result in a lagged representation of position. Alternatively, even such a simple linear system might not yield a substantial lag because the ultimate position percept could reflect integration over only the last moments of the stimulus, combined with an extended empty interval after. Following the termination of the stimulus, as time unfolds, the window would progressively include less of the earlier time until only the last moments of the stimulus was included.
Perceptual temporal integration is typically assumed to be a rather low-level process rather than one mediated by attention or cognitive strategies. On that basis, the duration of perceptual temporal integration would not be expected to lengthen with increased perceptual load. However recent reports suggest attention may affect the duration of temporal integration (Motoyoshi, 2010; Yeshurun & Levy, 2003) . It is therefore possible that the increase in lags with more objects monitored (not statistically significant here but repeatedly found in Howard & Holcombe, 2008) might be caused by a change in the duration of integration.
Lagging processes: serial updating
Whether object features are apprehended in parallel or in series is a controversial issue in MOT and in other tasks (Treisman & Gelade, 1980; Eckstein, 1998; McElree & Carrasco, 1999; VanRullen, Carlson and Cavanagh, 2007; Oksama & Hyönä, 2008; Pylyshyn & Storm, 1988; Tripathy, Ögmen, & Narasimhan, 2011; Howe, Cohen, Pinto, & Horowitz, 2010; Kazanovich & Borisyuk, 2006) . Some have suggested that MOT involves a mechanism that processes each location in series (Oksama & Hyönä, 2008; Tripathy et al., 2011; Landry, Sheridan & Yulf, 2001; Oksama & Hyönä, 2004; Zelinsky & Neider, 2008) , for example to refresh target locations in VSTM (Oksama & Hyönä, 2008) . Such an intermittent updating process would result in lags, and predicts greater lags when monitoring more objects (as found in Howard & Holcombe, 2008) .
Lagging processes: parallel but load-dependent
To report a feature of an object, one may need to consolidate it into a stable memory, and various lines of evidence suggest this process consumes a substantial amount of time (Chun & Potter, 1995; Jolicoeur, 1998; Vogel, Woodman, & Luck, 2006) . In a colour change detection experiment, Vogel et al. (2006) have estimated that it takes 50 ms to load representations for each object into VSTM. They could not distinguish between serial and parallel accounts, raising the possibility of a parallel process that updates object positions but takes longer for greater loads.
Lag-reducing processes: extrapolation
To interact with moving objects, the visual system must overcome the delay between when light hits the retina and when the associated signals are processed by cortex. This delay is thought to be on the order of 100 ms (De Valois & De Valois, 1991; c.f. Nijhawan, 1994) . During overt tracking (smooth pursuit eye tracking of a single moving target), it seems that the visual system need not directly compensate for its own delay nor compute an extrapolated representation of position. Rather, both position error (registered distance from the target to the fovea) and retinal slip (motion of the image of the visual field on the retina) are used to 'catch up' with the target (de Brouwer, Missal, & Lefèvre, 2001; Segraves & Goldberg, 1994) . With this strategy, even a lagging visual system can adjust eye movements until a target of constant velocity stays on the fovea-i.e. is successfully pursued. In covert tracking of moving objects without eye movements, the visual system faces a greater challenge as no fovea-to-target distance signal is present to provide the shortfall in position.
During MOT, one does not physically interact with the moving objects. However, due to the possibility of action in more natural tasks, even in the laboratory the visual system may extrapolate to determine a moving object's present position. Indeed in online manual tasks, behaviour does not always lag behind events (Poulton, 1981) and extrapolation is a likely candidate for this absence of lag (but see de Lussanet et al. (2004) and Brouwer et al. (2000) ).
Another possible advantage of extrapolation during perceptual tasks, is for attention to facilitate processing of the stimulus itself, rather than retinal locations just behind it. Some time likely elapses between when a stimulus triggers signals in LGN or primary visual cortex, and when the mechanisms responsible for moving attention during MOT register the new position of the object. As attention feeds signals back to enhance the processing in LGN or V1 of a tracked object, a further delay will be incurred, so these signals will end up enhancing positions behind the target's current neural representation. It seems that only by extrapolation can attentional signals keep up and facilitate the current low-level representation of a moving target.
In the literature on position perception, many authors have suggested that represented positions are in fact shifted in the direction of motion to help compensate for neural delays. In particular, Yilmaz, Tripathy, Patel, and Ogmen (2007) have suggested that motion signals are used to enhance position processing at expected future positions of an object. A number of behavioural phenomena appear consistent with this. For instance, stationary Gabor patches consisting of a moving grating behind a stationary envelope appear to be spatially offset in the direction of their drift (De Valois & De Valois, 1991; Ramachandran & Anstis, 1990) , suggesting that such compensatory processes may even occur inappropriately for stationary stimuli containing a motion signal. A similar influence of motion within stimuli on their perceived positions may also have been partly or wholly responsible for the results of St.Clair, Huff, and Seiffert (2010) who added motion to the surface texture of targets for tracking. When the texture elements moved in a direction opposite to the direction of the objects' translating motion, tracking performance was substantially impaired. This might be due to disruption of an extrapolation process, though it is possible that the conflicting motion signals had their effect through affecting position representations.
Another process that may shift represented positions forward is representational momentum, or the tendency to misreport the final position of moving objects in the direction of their motion. However, representational momentum is not usually observed in studies that use central fixation (Kerzel, Jordan, & Müsseler, 2001; Müsseler, Stork, & Kerzel, 2002) . Representational momentum is easily disrupted by small reductions in predictability such as changing motion paths between trials (Freyd & Finke, 1984; Kerzel, 2002) , suggesting that it relies on pre-trial expectations about motion. For this reason, any small amount of representational momentum present here may have been disrupted by the frequent changes in direction and speed used here within trials and also by the trial-to-trial variations in trajectories.
In the experiments reported here, neural delays may have caused the registered positions of objects to lag behind the stimulus. During this time, extrapolatory processes may or may not have acted to compensate for this delay. If so, apparently these processes did not fully compensate for delays, since in the present experiment lags were found.
Lag-reducing processes: stimulus offset signals
After stimulus offset, the represented position of an object (either lagged or extrapolated) may differ from the position representation while movement is still ongoing. At stimulus offset, an offset transient occurs at a definite position on the retina and observers may be able to make use of the location it excites on cortex. This may reduce or eliminate any lag in represented position, and perhaps also counteract any extrapolated signal. Nijhawan (2006, 2009) have proposed that an extrapolated representation is computed during ongoing movement, but that it is then overwritten with the true final object position (Maus & Nijhawan, 2006 . But if stimulus offset signals play a role in the present paradigm, they were evidently not enough to eliminate the lags.
A possible role for iconic memory
Sperling (1960) demonstrated a high-capacity, short-lived form of visual memory or 'iconic memory' lasting a few hundred milliseconds. If this visual memory is up to date, it may be a factor that reduces the lags which otherwise might be larger. However, if sensory memory persists for a couple of hundred milliseconds, and this sensory memory is not overwritten by subsequent frames, then there may be a trace of the object's positions from several of the final frames of the display. It is not clear whether observers would be able to discriminate which of these positions corresponds to the position last occupied by the object and hence whether this sensory memory would serve to increase or decrease perceptual lags. Motion signals from the last frames might also be available thanks to an iconic-type memory (Shooner, Tripathy, Bedell, & Ögmen, 2010).
The overall behavioural result of lagging vs. anticipating processes
The various processes delineated above remind us that the lags observed in the present paradigm may reflect a combination of mechanisms, certainly including a lagging process but possibly also including an extrapolatory one moderating the observed lags.
For unknown reasons, in the Iordanescu et al. experiments the extrapolatory process may have been more pronounced. Although the average effect in their data was position anticipation, over their two reported experiments, 12 out of 42 participants showed perceptual lag rather than anticipation. It remains a possibility that individual differences play a role in whether lag or anticipation is observed during MOT. Observers may choose to prioritise minimising losing track of any of the targets and avoiding accidentally tracking non-targets. This strategy may encourage the use of motion information to disambiguate targets and distracters. Alternatively they may choose to prioritise representing tracked targets with the highest possible degree of positional precision and minimising the encoding and use of motion information.
Iordanescu and colleagues used an auditory cue to inform participants of the colour of the target to be reported, where we used visual presentation of a coloured response disc. There is no immediate reason to suppose that this caused the difference in lag results between the experiments reported here and those of Iordanescu et al., but it is a possibility. Other differences between the experiments presented here and those of Iordanescu et al. (2009) are the colours used for discs, the trial lengths and speeds used, though all of these parameters were very similar in the two studies. Individual differences between participants in the two studies, or the choice of tracking strategy are perhaps more likely to have been factors that yielded the different results.
The general role of motion signals in MOT
Motion signals may facilitate object tracking in multiple ways. In addition to providing the basis for the extrapolation discussed above, they may also help to resolve the correspondence problem (see Section 1), especially in instances of attentional lapses and object occlusion. Our results are consistent with those of Keane and Pylyshyn (2006) where targets were recovered better after a blank period if objects reappeared at their pre-blank locations ('nonmove' condition) than if they reappeared at positions predicted from their pre-blank trajectories. Keane and Pylyshyn found poorer performance in their 'rewind' condition than in the 'non-move' condition, which at first seems inconsistent with a lag. However, their rewind condition involved backwards displacements of a few degrees, much farther than the lagging distances from the finish line we report here. Hence the lags found here would correctly predict the result of better performance in the 'non-move' than 'rewind' condition. In their Experiments 1 and 2, Fencsik et al. (2007) also used displacements of a few degrees and also found better performance in the 'non-move' than forwards or backwards displacement conditions.
In spite of this evidence against position anticipation , Fencsik et al. (2007) in Experiments 3-5 found some evidence in support of position anticipation. However, as mentioned in the present article's introduction, this was restricted to tracking only one or two targets and the design may have encouraged observers to consciously extrapolate to overcome the expected blank period. In their experiment, this strategy would always be beneficial to observers since objects always reappeared at their extrapolated positions and as such does not indicate whether extrapolation is involved under more typical tracking circumstances. Horowitz and Cohen (2010) recently reported load effects on tracking directions of motion of objects, even in comparing tracking one to tracking two objects. This limited-capacity trajectory processing may subserve position anticipation, and our result of very small lags for tracking a single object, with larger lags for more objects, may reflect to some extent a limited-capacity anticipation process.
General conclusions
For a range of motion types and set sizes, position reports in the MOT task manifested temporal errors (perceptual lags) of À10 to À70 ms. These results are consistent with no use or limited use of motion to compensate for lags during tracking. Lags could be caused by a number of processes whose relative contributions determine the magnitude of observed perceptual lag or position anticipation. Temporal integration of visual signals, serial attention, and encoding into short-term memory all may have contributed to the lags. Limited extrapolation of objects' positions may have been present, but if so it was not great enough to push the observed lags past zero into position anticipation.
The effect of target number on lag suggests a process that updates positions serially, or is parallel but slower with larger load. Because the effect of target number on lag was small, we suspect that the extreme serial processing possibility of one-by-one updating of object positions is incorrect. The lags likely reflect a combination of factors, and therefore both lagging and anticipatory processes must be investigated further if we are to understand how the brain mediates our success in tracking and in visually guided actions in the real world.
