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ABSTRACT
Notre travail porte sur l’utilisation de l’interaction 3D im-
mersive pour la performance musicale. De nombreuses re-
cherches ont été menées sur l’utilisation d’interfaces gra-
phiques pour le contrôle musical. Elles ont notamment
décrit l’intérêt que présentent les widgets réactifs, éléments
graphiques qui permettent à la fois le contrôle de pro-
cessus sonores et la visualisation d’informations sur ces
processus. D’autres recherches ont montré les possibilités
apportées par la réalité virtuelle en matière d’immersion
et d’interaction. Néanmoins, aucune des applications 3D
musicales développées jusqu’à maintenant n’exploite les
avantages des widgets réactifs. Nous cherchons donc à ex-
plorer cette voie. Pour cela, nous avons développé un outil
de création d’interfaces 3D, Poulpe3D. Il nous semble pri-
mordial de chercher la meilleure façon d’associer les pa-
ramètres visuels des widgets et les paramètres perceptifs
sonores afin de permettre un contrôle efficace et un retour
d’informations pertinent. Pour cela, nous nous appuyons
sur plusieurs pistes de recherche, qui nous conduisent à
penser qu’il est impossible de fixer ces associations de
manière objective et à envisager une série de tests en utili-
sant un outil 3D de mapping intégré à Poulpe3D. Cet outil
donne la possibilité à chaque utilisateur de configurer les
liens selon ses préférences.
1. INTRODUCTION
Dans le cadre de la performance musicale sur ordina-
teur, le recours à une interface graphique peut paraı̂tre peu
utile si l’instrumentiste ne manipule qu’un seul processus
sonore, ce qu’il peut faire efficacement avec un contrôleur
matériel, mais s’avère très important, voire indispensable,
dans le cas d’instruments multi-processus[8]. En effet, il
devient alors nécessaire de pouvoir identifier, apprécier et
manipuler chacun des processus indépendamment, ce que
va permettre une représentation graphique, qu’elle soit 2D
ou 3D. Ceci impose néanmoins de s’interroger sur la
manière la plus pertinente et la plus efficace de mettre en
oeuvre la manipulation et la représentation du son par l’in-
termédiaire de l’image. Notre travail s’inscrit dans cet ob-
jectif, afin d’optimiser l’interaction entre l’homme, l’image
et le son.
Nous avons décidé de nous orienter vers le domaine
de la réalité virtuelle et de l’interaction 3D en adaptant le
concept des Widgets Réactifs[8] 2D pour différentes rai-
sons que nous préciserons ci-dessous. Plusieurs problèmes
nous sont alors apparus, tels que l’absence d’un outil per-
mettant de construire des interfaces graphiques 3D im-
mersives pour le contrôle musical, à laquelle nous avons
remédié grâce à notre outil Poulpe3D, ou encore la dif-
ficulté de choisir les associations sonores-visuelles. Sur
ce dernier point, nous nous sommes rendus compte de
la nécessité de tenir compte d’un côté des contraintes et
obligations liées aux différents paramètres perceptifs et de
l’autre des besoins très spécifiques de l’utilisateur/musicien.
2. LES WIDGETS RÉACTIFS 3D
2.1. Les Widgets Réactifs
Golan Levin[10], dans sa classification des composants
graphiques utilisés pour le contrôle musical, distingue trois
catégories : les objets de commandes virtuels, les
représentations temporelles et diagrammes, et finalement,
ceux qui nous intéressent, les widgets réactifs.
Ces derniers se retrouvent dans de nombreuses interfaces
musicales 2D. Les applications développées par la société
Ixi Software[12] en sont un bon exemple : les objets ma-
nipulés ont un comportement complexe, ils évoluent dans
le temps, interagissent entre eux et réagissent de manière
évoluée. Un autre exemple est le logiciel FMOL crée par
Sergi Jorda[8], ici les paramètres de plusieurs générateurs
de sons sont contrôlés par des ”cordes” que l’utilisateur
”gratte” avec la souris, elles prennent alors la forme du
signal émis. Lorsqu’elles sont relâchées elles vont vibrer
avec une amplitude de moins en moins forte (de la même
manière que des cordes réelles) ce qui va provoquer une
diminution progressive du volume. Le temps de vibration
(”sustain”) est réglable. On trouve dans la thèse de Go-
lan Levin d’autres exemples de widgets réactifs tels que
Sounder de Jack Freudenheim dans lequel des objets gra-
phiques génèrent des évènements sonores lorsqu’ils per-
cutent les bords de la fenêtre de l’application, ou Vector
Field de Lukas Girgling qui reprend le même principe en
autorisant un contrôle plus précis des trajectoires. Dans
ces deux cas, la manipulation sonore est indirecte contrai-
rement au système ”Transducer” de Reed Kram dans le-
quel on manipule des cylindres dont les caractéristiques
(position, taille) correspondent à des paramètres sonores
ou encore Stretchable Music de Pete Rice qui utilise des
objets graphiques dont la forme et la couleur correspondent
aux échantillons sonores qu’ils représentent.
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Le fait de supprimer la séparation entre le contrôle et
la visualisation rapproche ces interfaces de l’utilisation
d’un instrument classique et évite le partage de l’atten-
tion des utilisateurs entre des éléments à manipuler d’un
côté et des éléments donnant un retour d’informations de
l’autre, comme elle peut l’être dans le cas d’une table de
mixage virtuelle (potentiomètres et vu-mètres distincts).
Cette notion est appelée degré d’indirection par Michel
Beaudoin-Lafon[1] dans son modèle de l’interaction ins-
trumentale. C’est la distance entre l’objet graphique sur
lequel on veut agir (objet d’intérêt) et l’objet graphique
que l’on manipule réellement. Jean-Michel Couturier[3],
qui a étendu ce modèle aux interfaces musicales, s’appuie
sur des interfaces ne proposant pas de visualisation du
son. Il prend donc comme objet d’intérêt les paramètres de
contrôle de la synthèse sonore. Dans notre démarche, l’ob-
jet d’intérêt sera plutôt le son représenté par plusieurs de
ses paramètres perceptifs. Les widget réactifs minimisent
alors le degré d’indirection.
L’identification des différents processus sonores est
également facilitée car les éléments graphiques reflètent
de manière dynamique leurs caractéristiques, par opposi-
tion aux interfaces de type panneaux de commandes [3].
Ainsi lorsqu’une variation d’amplitude se produit, le chan-
gement est répercuté sur l’apparence de l’objet 3D as-
socié, et le musicien pourra directement interagir avec celui-
ci. Ce principe va finalement nous permettre de combi-
ner un grand nombre d’informations sur un même élément
graphique, de par ses caractéristiques (couleur, forme, po-
sition, transparence, texture ...).
2.2. Intérêts de l’interaction 3D immersive
Nous nous sommes intéressés aux domaines de la réalité
virtuelle et de l’interaction 3D pour l’interaction musicale
car ils apportent plus de possibilités que les interfaces 2D
au niveau :
– de la manipulation : les objets peuvent être déplacés
et tournés en utilisant 6 degrés de libertés (3 transla-
tions et 3 rotations).
– de la visualisation : avec des effets de profondeur,
de transparence, de relief des textures et avec des
formes plus complexes.
– de la quantité de processus sonores manipulables si-
multanément : possibilités de navigation dans de grands
ensembles d’éléments graphiques.
– de l’immersion et du rendu visuel : le fait d’avoir une
projection sur grand écran avec une vision
stéréoscopique est très enrichissant pour l’utilisateur
mais également pour le spectateur dans le cas d’une
représentation.
De plus, selon Philippe Fuchs[4], la réalité virtuelle favo-
rise l’immersion et l’interaction car les applications peuvent
imiter des interactions dans le monde réel et ainsi pro-
fiter des acquis de l’utilisateur. Ceci permet à la fois de
faciliter la manipulation de nombreux paramètres musi-
caux, ce qui requiert une grande expertise dans les autres
interfaces, et surtout de rendre plus intuitif la manipula-
tion des éléments graphiques. Ainsi l’utilisateur compren-
dra peut-être mieux par exemple la correspondance entre
la distance d’un objet par rapport à la caméra et le vo-
lume d’une boucle musicale associée (plus l’objet est loin
moins on entend la boucle) que la correspondance entre le
volume de la boucle et un simple potentiomètre graphique
(imitant les éléments des tables de mixage). Il identifiera
ainsi peut-être plus facilement chacun des composants so-
nores. L’avantage se retrouvera également pour le specta-
teur dans le cas d’une représentation publique.
2.3. Les Interfaces 3D pour le Contrôle Musical
À la vue de ces avantages, nous avons cherché à connaı̂tre
les pistes déjà explorées dans le domaine de la réalité vir-
tuelle pour l’interaction musicale. Lors de nos recherches,
nous nous sommes aperçus que certaines applications s’ap-
puyaient plutôt sur les possibilités de manipulations liées
à l’interaction 3D, tandis que les autres utilisaient plutôt
les environnements immersifs pour favoriser les retours
visuels d’évènements sonores.
Ainsi, les premières peuvent être vues comme des tables
de mixages ou des contrôleurs matériels transposés dans
un environnement virtuel. On peut citer par exemple le
travail de Mike Wozniewski[20] sur l’interaction musi-
cale spatialisée. Dans une de ses applications, le musicien
contrôle les effets sonores appliqués sur son instrument en
orientant un cône par les mouvements de sa tête et en na-
viguant dans des espaces virtuels. Le système WAVE de
Leonel Valbom et Adrito Marcos est quant à lui un instru-
ment virtuel immersif dont les objets graphiques sont as-
sociés à des contrôles audio ou midi et pour lequel l’inter-
action s’effectue grâce à des capteurs à 6 degrés de liberté
tenus par l’utilisateur. Une autre application, développée
par Martin Naef et Daniel Collicott [17], permet de contrôler
les volumes et la spatialisation de sources sonores par l’orien-
tation et la position d’objets virtuels associés. La manipu-
lation est ici réalisée à l’aide de gants de données et peut
être effectuée de manière collaborative.
On trouve également la suite d’applications mises en place
par Teemu Mäki-Patola[13], à savoir ”Virtual Xylophone”
qui permet de créer puis d’utiliser un xylophone virtuel ,
”Gestural FM Synthetiser”, ”Virtual Membrane”, qui si-
mule une percussion dont on peut modifier les paramètres
physiques, ou encore ”Virtual Air Guitar”. Un autre exemple
est celui du projet PHASE[18], dans lequel l’utilisateur
manipule, via un dispositif à trois degrés de liberté et re-
tour d’effort, une tête de lecture virtuelle parcourant un
sillon analogue à celui d’un disque vinyl, ce qui permet de
réinterpréter une pièce musicale. Les ”synthétiseurs” vir-
tuels Fijuu 1 et Ergates 2 consistent, eux, en la déformation
d’objets 3D à l’aide de manettes de jeu vidéo. La modifi-
cation des caractéristiques de ces objets entraı̂ne la modi-
1 http ://fijuu.com/
2 http ://mccormick.cx/projects/ergates/page/home
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fication des paramètres de synthèse sonore associés. Leur
apparence reflète le type de synthèse utilisé mais est figée,
ne permettant pas d’identifier ou d’apprécier les change-
ments dans le son.
Figure 1. Fijuu : Une application musicale 3D
Les autres interfaces sont souvent orientées vers la na-
vigation dans des environnements virtuels composés d’ob-
jets graphiques reflétant par leur apparence des proces-
sus sonores. Le déplacement de l’utilisateur va le plus
souvent entraı̂ner des modifications de la spatialisation et
du volume des éléments musicaux. Le projet Enigmes 3 ,
développé à l’ENSCI et ayant pour objectif l’étude du
concept de partitions navigables, comporte une applica-
tion 3D immersive appelée ”Plumage” consistant en un
ensemble de plumes virtuelles, représentant chacune un
objet sonore déclenché en fonction du passage de têtes de
lecture contrôlées par le musicien. Les plumes sont ici po-
sitionnées en fonction des descripteurs sonores. D’autres
exemples peuvent être cités tels que Gridjam 4 , 3D Sculp-
ting 5 , ou encore ”Navigable Music” 6 . Ces applications,
comme les précédentes, se caractérisent par une
représentation relativement pertinente des données musi-
cales, mais également par des limitations importantes au
niveau de l’interaction.
Ainsi les interfaces existantes ne combinent pas la ma-
nipulation et le retour d’informations. Ce sont pourtant ces
deux fonctionnalités qui constituent l’avantage des nou-
velles interfaces graphiques pour le contrôle musical telles
que les widgets réactifs, en fournissant un moyen d’identi-
fier et de contrôler chaque processus sonore. Notre propo-
sition face aux limites des interfaces 3D décrites ci-dessus
est donc de concevoir des environnements virtuels immer-
sifs dont les éléments graphiques vont être associés à des
processus sonores qu’ils vont permettre de manipuler et
sur lesquels ils vont fournir des informations pertinentes
dans le cadre d’une performance. Nos ”Widgets Réactifs
3D” combinent les avantages de la réalité virtuelle et les
possibilités avancées de l’interaction musicale.
3 http ://projetenigmes.free.fr/wiki/index.php ?title=Accueil
4 http ://jackox.net/pages/gridjampages/Gridjam1.html
5 http ://www.fakespacemusic.com/
6 http ://www.lab-au.com/
3. NOTRE OUTIL : POULPE3D
Afin de tester cette proposition, nous avions besoin d’un
outil, c’est à dire d’un logiciel ou d’une bibliothèque nous
permettant de créer des interfaces 3D immersives pouvant
communiquer avec des applications musicales. Or dans le
domaine de la réalité virtuelle, les bibliothèques existantes
sont souvent performantes en ce qui concerne la spatiali-
sation sonore et la création de scènes 3D audio mais nous
avons pu noter une absence de prise en compte de proto-
coles adaptés à l’interaction musicale tels que le protocole
MIDI 7 , ou le protocole OpenSoundControl 8 . Aucune ne
permet la manipulation de processus musicaux.
Nous avons donc développé un outil afin de remédier à
ce problème. Notre application constitue en quelque sorte
une passerelle permettant de développer de nouvelles in-
terfaces musicales 3D en profitant à la fois des possibi-
lités en termes d’interaction et d’immersion offertes par
la réalité virtuelle et des possibilités de contrôle musi-
cal avancé grâce à l’utilisation du protocole Open Sound
Control.
Elle permettra à terme de construire une grande variété
d’instruments avec des environnements virtuels et des pro-
cessus sonores librement choisis par l’utilisateur/créateur.
3.1. Principe
Notre passerelle, baptisée Poulpe3D, permet de créer
des scènes 3D interactives. Elle a été développée en lan-
gage C++ sous Gnu/Linux, mais est facilement portable
de par l’utilisation de bibliothèques adaptées, notamment
OscPack 9 , qui permet de traiter les messages OSC ou en-
core la bibliothèque de réalité virtuelle OpenSG 10 .
Figure 2. Principe d’une Application utilisant Poulpe3D
L’innovation apportée par notre application est qu’elle
associe des messages OSC à chacune des caractéristiques
des éléments de l’environnement virtuel. Ces messages se-
ront envoyés au destinataire choisi par l’utilisateur à chaque
modification des caractéristiques. Un déplacement de la
caméra sur l’axe Z entraı̂nera donc l’envoi du message
/camera/posZ/ accompagné de la nouvelle coordonnée. La
rotation d’un objet appelé ”Objet 1” sur l’axe X résultera
en l’envoi du message /objet1/rotX avec sa nouvelle orien-
tation.
7 http ://www.midi.org/
8 http ://www.cnmat.berkeley.edu/OpenSoundControl/
9 http ://www.audiomulch.com/ rossb/code/oscpack/
10 http ://opensg.vrsource.org/trac
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Ces messages pourront être assignés à n’importe quel pa-
ramètre de contrôle musical, soit directement dans une ap-
plication supportant le protocole OSC, soit après transfor-
mation en messages de la norme MIDI.
Le contrôle fonctionne également dans le sens inverse.
En effet, Poulpe3D possède une entrée OSC qui permet
de manipuler chacun des éléments des scènes 3D, en en-
voyant les messages correspondant à leurs caractéristiques.
Cette possibilité servira à mettre en place un retour vi-
suel pour des évènements sonores. La composition des
scènes 3D est définie dans des fichiers .plp avec une syn-
taxe XML.
3.2. Fonctionnalités
Notre outil fournit les fonctionnalités suivantes :
– Entrée / Sortie OSC : les ports et l’adresse d’envoi
sont définis pour chaque élément de la scène.
– Affichage Réparti et Stéréoscopique : Notre appli-
cation donne la possibilité d’utiliser plusieurs affi-
chages mono ou stéréoscopique. Ce réglage s’effec-
tue dans la balise stéréo du fichier .plp. L’activation
de cette fonctionnalité nécessite la présence sur le
réseau local de plusieurs serveurs d’affichage.
– Création des scènes : les scènes se composent d’une
caméra, de lumières, et d’objets de trois types. Les
objets de type ”Object” sont manipulables soit di-
rectement par modification de leurs paramètres soit
en les ”saisissant” avec des objets de type ”Avatar”
(les modifications effectuées sur l’avatar sont alors
répercutées sur l’objet saisi). Il existe également des
objets de type ”Environment” qui ne peuvent pas
être saisis.
– Objets 3D simples ou composés avec de nombreux
paramètres graphiques : Forme (basique ou modèle
3D), Position, Orientation, Vitesse, Collisions, Taille,
Couleur, Transparence, Brillance, Texture, Relief
(Bump-Mapping dynamique).
– Outil ”Rayon Virtuel” et ”Main Virtuelle” pour la
sélection et la manipulation d’objets 3D.
– Support du Head-Tracking favorisant l’immersion dans
le cas d’un utilisateur seul.
– Support des périphériques de type tracker grâce à la
bibliothèque VRPN 11 pour contrôler les avatars, le
rayon virtuel ou la caméra.
– Système de menus 3D et de graphes 3D pour le contrôle
des options de l’application ou le déclenchement de
commandes externes sans sortir de l’environnement
3D.
11 http ://www.cs.unc.edu/Research/vrpn/
3.3. Première application
Une première application a été développée pour la salle
de réalité virtuelle du LaBRI en utilisant Poulpe3D. Elle
nous a permis de tester plusieurs idées de départ telle qu’une
première technique d’interaction, les rayons virtuels, et
plusieurs associations graphiques-sonores pour les wid-
gets réactifs 3D. L’utilisateur est équipé de lunettes
stéréoscopiques munies de capteurs, de deux souris également
munies de capteurs, et est placé devant un grand écran.
Le principe est le suivant : A chaque objet de la scène
est associée une boucle musicale, chargée par l’intermédiaire
d’un patch Pure Data, toutes les boucles étant synchro-
nisées sur la première.
La manipulation d’un objet avec les rayons virtuels en-
traı̂ne l’envoi des nouveaux paramètres de cet objet à un
deuxième patch qui constitue le module de synthèse et va
donc modifier la boucle associée. Ainsi, l’utilisateur a la
possibilité de déplacer l’objet et ainsi de modifier le vo-
lume et la spatialisation de la boucle musicale, ou encore
d’étirer horizontalement l’objet entraı̂nant alors la modifi-
cation de la hauteur de la boucle. Il peut compresser ver-
ticalement l’objet et ainsi modifier le rythme de la boucle
par un effet de ligne à retard (plus l’objet est comprimé,
plus la fréquence est élevée). Le patch renvoie également
des informations sur la fréquence moyenne et l’amplitude
de chaque boucle qui vont respectivement modifier la cou-
leur et la transparence de l’objet 3D correspondant.
Figure 3. Première application utilisant Poulpe3D :
Rayons Virtuels et 5 Widgets Réactif Simples
4. PROBLÉMATIQUE : ASSOCIATIONS
SONORE-VISUELLES
Grâce à Poulpe3D, nous avons maintenant un outil nous
permettant de tester nos idées sur les interfaces 3D im-
mersives pour le contrôle musical, à savoir les Widgets
Réactifs 3D. Le premier point à aborder est le choix des
associations entre les paramètres sonores et les paramètres
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graphiques. En effet, pour chaque widget, il faut choi-
sir, tout d’abord dans le sens de la manipulation, quelle
modification sonore va entraı̂ner la modification d’un pa-
ramètre graphique donné, puis dans le sens du retour d’in-
formations, quel changement va se produire au niveau de
l’objet graphique lorsqu’une caractéristique du processus
sonore associé évoluera.
4.1. Premières reflexions
Plusieurs points nous ont paru importants pour l’asso-
ciation pertinente de paramètres perceptifs sonores et vi-
suels :
4.1.1. Quels descripteurs sonores est-il intéressant de
représenter ?
Il faut tout d’abord, pour le retour d’informations, sa-
voir quelles propriétés du son nous percevons de manière
prépondérante. Pour cela, il faut prendre en compte les ca-
pacités de la perception auditive. Selon Mellinger[14], les
premiers paramètres que l’on perçoit sont la localisation,
les variations de fréquence (changements du spectre), la
hauteur, l’amplitude
(débuts et fin de sons, modulations), auxquels il faut ajou-
ter les descripteurs du timbre du son, par exemple l’har-
monicité ou la brillance. À ces paramètres de bas-niveau il
nous a paru important d’ajouter des caractéristiques musi-
cales telles que le tempo ou encore la durée si le processus
sonore consiste en la lecture d’une boucle.
4.1.2. Comment donner efficacement des informations grâce
aux paramètres graphiques ?
Une fois les paramètres à représenter connus, il semble
essentiel de le faire d’une manière pertinente. Un grand
nombre de recherches[5][6][7][19] ont été menées dans
le domaine de la visualisation d’informations, notamment
par Christopher Healey et Colin Ware. Ces derniers in-
sistent sur l’importance de prendre en compte les capa-
cités de la perception humaine. Ainsi, plusieurs propriétés
graphiques sont dites ”pré-attentionnelles” et sont donc
très rapidement reconnues, certaines en parallèle[16], par
notre système de vision. On peut notamment citer la posi-
tion 3D, l’orientation, la couleur, la texture, la forme 3D,
le mouvement. À un plus haut niveau, il paraı̂t nécessaire
de s’intéresser à la capacité de la mémoire à court terme.
En effet, selon Luck et Vogel[11], il faut
idéalement restreindre le nombre d’objets graphiques, ce
qui va s’avérer difficile dans notre cas, mais également li-
miter le nombre de propriétés par objet à environ 4.
4.1.3. Comment peut-on définir les associations ?
Sur ce point, nous nous sommes interrogés sur la possi-
bilité de fixer les associations sonores-visuelles de manière
objective et définitive. Par exemple, les recherches portant
sur la synesthésie, qui correspond au fait que certaines per-
sonnes combinent des perceptions sensorielles (chiffres,
lettres, sons associés à une couleur ou vice-versa) nous
montrent que la pertinence de chaque association peut gran-
dement varier d’une personne à une autre. De plus, suivant
le contexte de l’interface et les besoins du musicien, cer-
taines associations ne fonctionneront pas toujours. Nous
pourrions être tentés de lier la position 3D de l’objet à la
localisation du son, mais si dans le cadre de l’interface,
l’axe X doit correspondre à l’axe du temps, cette confi-
guration n’est plus valable. Cependant, certaines pistes
peuvent nous permettre de réduire le nombre de possibi-
lités :
– Nous pouvons ainsi distinguer :
– d’un côté des paramètres graphiques directement
manipulables, (position, orientation, échelle, vi-
tesse, collision) qu’il peut paraı̂tre plus contrai-
gnant d’assigner à une visualisation. Par exemple,
si l’objet se déplace pour refléter un changement
de hauteur, il peut devenir délicat de le manipuler.
– de l’autre des paramètres non directement mani-
pulables qui sembleraient plus pertinents pour un
retour visuel (transparence, couleur, rugosité,
brillance).
– Il pourrait être intéressant de favoriser les associa-
tions ”instinctives”, s’appuyant sur des relations du
monde réel. Par exemple, l’utilisation du concept de
synchrèse de Michel Chion[2], comme le propose
Niall Moody[15], qui repose sur l’idée qu’un mou-
vement est automatiquement lié à un évènement so-
nore par notre système de perception. Ainsi les colli-
sions pourront être avantageusement associées à des
changements de volume ou de hauteur.
– Une autre piste consiste à prendre en compte les di-
mensions et les échelles de chaque paramètre. Ainsi,
nous savons que les échelles de plusieurs descrip-
teurs du son ne sont pas linéaires, que l’être humain
peut distinguer environ 600 hauteurs, que le spectre
d’un son peut être correctement représenté par 24
bandes de fréquence ayant chacune une amplitude,
qu’une forme peut contenir de nombreuses dimen-
sions, ou encore qu’une texture graphique est com-
posée de plusieurs dimensions telles que la direction,
la densité, la rugosité.
4.1.4. Laisser le choix à l’utilisateur.
Devant cette impossibilité apparente de définir objecti-
vement les associations, nous avons décidé de permettre à
l’utilisateur de choisir chaque association tout en lui don-
nant des pistes de départ sous formes de ”presets” afin
d’observer les choix effectués.
Nous proposons donc une interface de choix des as-
sociations à l’intérieur de l’interface 3D en utilisant le
système de graphes de Poulpe3D dont on peut voir une
version, avec un choix restreint de paramètres, ci-dessous :
À gauche se trouvent les paramètres graphiques, et à
droite les paramètres sonores. Les deux flèches du bas
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Figure 4. L’interface de mapping 3D : Choix des associa-
tions et Presets
permettent de sélectionner l’un des ensembles d’associa-
tions prédéfinis (presets). Ce système donne la possibi-
lité au musicien d’ajuster le fonctionnement de l’applica-
tion en fonction de ses besoins à n’importe quel moment
d’une performance sans sortir de l’environnement virtuel.
Ce processus va également permettre à un utilisateur ne
connaissant pas l’application de se l’approprier plus rapi-
dement.
4.2. Tests
Ceci va nous permettre dans un premier temps de me-
ner des tests utilisateurs afin de savoir si les associations
choisies varient totalement d’une personne à une autre ou
si certaines associations instinctives se retrouvent plus
fréquemment. Ces tests se dérouleront dans la salle de
réalité virtuelle du LaBRI de la façon suivante :
– L’utilisateur sera équipé de lunettes stéréoscopiques
et d’un système de head-tracking et placé devant un
grand écran, ceci afin de favoriser l’immersion.
– Pour chaque paramètre sonore : Un son sera joué en
continu en faisant varier uniquement le paramètre
testé et en l’associant successivement à chacun des
paramètres graphiques qui évolueront donc en même
temps. L’utilisateur pourra noter les différentes asso-
ciations en fonction de leur pertinence.
– On procèdera de la même façon dans l’autre sens,
c’est à dire en testant pour chaque paramètre gra-
phique évoluant automatiquement l’ensemble des pa-
ramètres sonores. On pourra utiliser à la fois des ob-
jets simples et des objets composés afin de pouvoir
s’appuyer sur plusieurs dimensions pour la forme.
Deux groupes d’utilisateurs seront étudiés : des musi-
ciens utilisant des interfaces graphiques et des novices.
Ces tests pourront également être menés en ligne en
utilisant une série de vidéos et un formulaire.
5. CONCLUSION
Dans notre objectif d’explorer les possibilités d’inter-
action entre l’homme, l’image et le son, c’est à dire de
mettre en oeuvre la manipulation et la représentation du
son par l’intermédiaire de l’image, nous avons décidé de
suivre la piste de la réalité virtuelle et de l’interaction 3D.
Nous nous sommes aperçus que les applications existantes
dans ce domaine tendaient à se concentrer soit sur la vi-
sualisation, soit sur l’interaction, mais ne les combinaient
pas. Or c’est justement cette combinaison qui donne tout
son intérêt à l’interaction graphique pour la musique, comme
nous avons pu le voir avec l’exemple des widgets réactifs.
Pour combler ce manque, nous avons tout d’abord dû
développer un outil de création d’interfaces 3D immer-
sives pour le contrôle musical, Poulpe3D. Nous nous sommes
ensuite posé la question du choix des associations entre
les paramètres visuels et sonores, essentielle pour avoir
des retours d’informations pertinents et des manipulations
efficaces. Dans un premier temps, étant donné la quan-
tité d’associations possibles et la diversité des préférences
individuelles et des applications réalisables, nous avons
décidé de permettre la modification des liens par un système
de graphes integré à Poulpe3D. Nous allons ainsi donner
plusieurs pistes de départ provenant de nos premières re-
flexions, puis étudier par une série de tests les préférences
d’un maximum d’utilisateurs. Ceci nous permettra de ju-
ger de l’intérêt de proposer des associations modifiables
pour nos applications futures.
Lorsque nous aurons progressé dans cette recherche sur
le lien entre l’image et le son, nous nous pencherons sur
le problème du choix de la méthode d’interaction la plus
efficace pour manipuler nos ”widgets réactifs 3D”. Cela
pourra également nous amener à envisager l’utilisation de
retours pseudo-haptiques[9] ou haptiques, qui se sont sou-
vent révélés primordiaux dans le cadre de l’interaction
musicale ”traditionnelle”. À terme, ces travaux pourront
aboutir à la création d’environnements virtuels immersifs
riches dans lesquels un ou plusieurs utilisateurs pourront
se déplacer et interagir efficacement avec des processus
sonores par l’intermédiaire d’objets graphiques 3D.
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