DEFINING AND IMPROVING THE ACCURACY OF MACROECONOMIC FORECASTS:
CONTRIBUTIONS FROM A VAR MODEL Thirty years ago it appeared that the best strategy for improving economic forecasts was to build bigger, more detailed models. As the cost of computing plummeted , considerable detail was added to models and more elaborate statistical techniques became feasible. Yet dissatisfaction with conventional macroeconometrics has grown steadily in recent years.' One outgrowth of this dissatisfaction has been increasing interest in atheoretical forecasting techniques, which in a sense represent a return to "measurement without theory." Proponents might prefer the label "measurement without pretense," however, since they do not accept the idea that conventional models actually embody theory that is consistent with the behavior of an optimizing individual in a stochastic, dynamic environment.
They instead believe that conventional models contain ad hoc representations that are manipulated until they become consistent with historic time series.
Whereas much of the debate has concentrated on theoretical benefits and drawbacks to various approaches, this paper is an empirical study of unconditional forecasting performance. Although other products can be obtained from an econometric model, it is hard to imagine a model producing inaccurate unconditional forecasts but also producing accurate conditional forecasts and hypothesis tests. Thus one object of this paper is to review the performance of several well-known forecasters. It is apparent, however, that there is little agreement over what constitutes a successful forecasting record. Therefore we introduce a vector autoregressive (VAR) model as a benchmark for predictive accuracy. In addition to its value as a benchmark, the VAR model is able to capture relevant information that is omitted from other forecasts. Consequently it is valuable as an input to composite forecasts.
The paper is organized as follows. First, the model and data are described. Next, the model's unconditional forecasting accuracy is compared to the records of well-known producers of macroeconomic forecasts. The VAR model's positive contribution to composite forecasts comprises the final topic.
MODEL AND DATA DESCRIPTION
THE MODEL The VAR model presented in this section provides a striking contrast to conventional structural macroeconomic models. First, there are no exogenous variables--each variable is predicted by its own lagged values
and by lagged values of other variables. Second, the only use of economic theory was in choosing the variables to be included. Accordingly, the parameters of this model are given no structural interpretation. Thus there is no guarantee that exercises such as conditional forecasting will produce meaningful results. There is also the danger that a change in the structure of the economy could invalidate the pattern of correlations implicit in the model's estimated parameters. Of course, the concern that a model may be vulnerable to structural change is not unique to VAR models, since ad hoc dynamics and inadequately modeled expectation formation may invalidate a conventional macro-model's conditional forecasts.
Given its simplicity and lack of theory, it may seem unlikely that a small VAR model could produce accurate forecasts. However, as Litterman [1984] has suggested, it may be helpful to consider any macroeconomic forecasting model as a filter that attempts to extract information from noisy data. The design of a model involves a tradeoff between oversimplification and overparameterization: omitting a relevant variable closes a channel that might contain more signal, while including a irrelevant variable adds more noise. Since it is impossible to determine the ex ante marginal signal-to-noise ratio with respect to any particular variable, we find it difficult to choose a forecasting model on a priori grounds. Instead we advocate using empirical evidence to judge a model's ability to produce accurate forecasts.
The model presented in this paper consists of five variables: the monetary base, real GNP, the GNP implicit price deflator, the capacity utilization rate, and the go-day Treasury bill rate (the first three are expressed as percentage changes). The model is identical to the model in Webb [1984a] except for this paper's use of the Treasury bill rate in place of the commercial paper rate.
The model can be expressed as
where X is the vector of endogenous variables; C is a vector of constant terms; B is a polynomial in the lag operator, L, in this case representing lags one through six; and E is a vector of error terms. Thus we were concerned that our procedures might exaggerate the relative accuracy of the VAR model , since we employed the latest revisions of data when estimating the model and producing post-sample forecasts. To I test the sensitivity of our results to data accuracy, we designed the following experiment. For the first lagged value in each of our regression equations we replaced the latest revision with the preliminary data release for real GNP and the deflator. We also used originally released data for the monetary base and the capacity utilization rate. These changes all tended to reduce our informational advantage over real-time forecasters. We then used that less accurate data to estimate the VAR model's coefficients and produce post-sample forecasts. For example, the VAR forecasts based on data ending in 1976 Ql took their first lagged values from data that were published in April 1976. We expected that this procedure would yield uniformly less accurate forecasts than the identical procedure with the most recent values for those dates, but we were interested in knowing how much accuracy would be lost. Surprisingly, in some cases the model produced substantially more accurate four-quarter-ahead forecasts based on the less accurate data. Table I shows representative forecasts from the base model and several variations, including the forecasts that were based on less accurate data.
The largest change illustrated was for the Treasury bill rate four quarters ahead, for which the average forecast error fell from 2.8% to 1.9%. In addition, the error for the deflator fell from 2.1% to 1.4%. On the other hand, the corresponding real GNP forecast error rose from 2.8% to 3.0%. All in all, this experiment does not reveal any gross bias favoring the VAR model due to its access to the latest data revisions.
Another concern when comparing real-time and simulated forecasts is the opportunity provided to manipulate a model's specification until an unrealistically accurate fit is obtained. Three important changes have been made since the model was conceived that did improve forecast accuracy. The monetary base was substituted for Ml, due to our suspicion that recent financial deregulation temporarily distorted the demand for Ml. Also, the capacity utilization rate was added to a four variable model that produced forecast errors that seemed to follow the business cycle. Finally, the starting date 1952 42 was chosen due to its use in traditional money demand studies such as Goldfeld [1976] .
Further changes in the model's specification appear to produce minimal benefits, however. Table I contains several comparisons which illustrate the potential returns to small changes in the model's specification. For example, substituting the commercial paper rate for the Treasury bill rate has mixed results of a fairly small magnitude. Also, several variables were tried as a sixth variable. One of the most successful (in-sample) was the producer price index. For post-sample forecasts, however, it generally decreased forecast accuracy. Increasing the lag length to eight quarters and extending the sample period both resulted in less accurate forecasts. In short, the returns to model respecification are neither large nor obvious.
ACCURACY COMPARISONS
This section summarizes Tables II through VIII which describe the accuracy of the six models over various time periods. 'Accuracy was measured in each case by the root-mean-square value of the forecast error, which in turn is the difference between actual and predicted values. Table II The dates for the middle period were chosen to cover a complete business cycle, trough to trough. The VAR model's predictions for real and nominal GNP were more accurate than in the earlier period, although they were still substantially worse than predictions from the most accurate forecasting service. Also, the VAR model's inflation forecasts were less accurate in the middle period, whereas the three forecasting services improved the accuracy of their inflation forecasts. In contrast, the interest rate forecasts from the VAR model were more accurate than those of the three forecasting services.
COMPARISON WITH FORECASTING SERVICES
The VAR model exhibited its best relative performance in the 1980-83 period. It had the most accurate forecasts for real GNP four and six quarters ahead and for nominal GNP two, four, and six quarters ahead.
Its interest rate forecasts, however, worsened considerably from earlier periods and were less accurate than those of the forecasting services.
The final comparison involves forecasts made within two quarters of a business cycle turning point. As might be expected, forecasts were generally less accurate at such times, regardless of the source of the forecast. Unexpectedly, the VAR model was more accurate for nominal GNP at four-and six-quarter horizons than for the whole period, and was also more accurate than the other forecasters. For real GNP, the VAR model showed less deterioration in accuracy than did the forecasting services; the opposite result holds for the inflation rate.
In conclusion, it has been shown that for short .forecast horizons --one, and possibly two quarters ahead--the VAR forecasts were substantially less accurate than forecasts produced by major forecasting services. At longer horizons, however, the VAR forecasts were competitive with those of the forecasting services. This result is robust in the sense that it holds at different time periods and for forecasts produced near cyclical turning points. The result is of particular interest when the -9-forecasting methodologies are contrasted: the forecasting services each consider several hundred time series whereas the VAR model only considers five; the forecasting services use models that embody several hundred restrictions supposedly derived from economic theory, whereas the VAR model uses practically no theory; and the forecasting services devote considerable resources toward modifying their forecasts to account for current information that is not a formal part of their models, whereas the VAR forecasts are produced mechanically with no adjustment. Based on the evidence discussed above, it appears that a simple five-variable VAR model provides a useful benchmark for the evaluation of macroeconomic forecasts, particularly at the longer horizons.
COMPARISON WITH OTHER TIME SERIES FORECASTS Time series methods other than
unrestricted VARs have been suggested as alternatives or adjuncts to the conventional macroeconomic forecasting technique. Nelson [1972, 19841 has proposed that ARIMA forecasts are a suitable benchmark for measuring the accuracy of forecasts; he has further asserted that ARIMA forecasts capture information not present in structural forecasts. Litterman [1979, 19841 has These results, though far from conclusive, suggest that while the ARIMA and VAR techniques have different strengths and weaknesses, they are both useful benchmarks for the analysis of forecasts. The ARIMA model produces better short-term forecasts; however, for four-quarter-ahead forecasts and probably for longer horizons as well, the VAR technique is
superior. An ARIMA model uses data more parsimoniously; on the other hand, the production of ARIMA forecasts requires specialized computer software and judgment which can only be developed with practice. Among the advantages of the VAR benchmark are that it requires almost no judgment and that its forecasts can be produced with elementary regression-analysis software.
Litterman has published forecasts from his VAR model every month since May 1980 for six variables: real GNP, the GNP deflator, nonresidential fixed investment, the Ml measure of money, the unemployment rate, and the rate on go-day Treasury bills. For this comparison, one-, two-, four-, and six-step late-quarter forecasts are used; they begin respectively in 1980 43, 1980 44, 1981 42, and 1981 Q4, and they all end in 1983 44 .
It is obviously difficult to draw conclusions based on such a small sample, but To derive weights.6 suppose Pl and P2 are time series of unbiased one-step-ahead forecasts of A, with uncorrelated forecast errors. Consider the weighted average forecast
and its associated error e = A-A* = w(A-Pl) + (l-w)(A-P2)
The best choice for w can only be determined by reference to the cost of an error, with w chosen so as to minimize cost. A convenient assumption is that cost is proportional to the square of the error. Keeping in mind that the errors have zero means (so variance is identical to mean squared error) and are uncorrelated, it can be shown that the best choice for w is a ratio of squared errors:
This result can be extended to the case of a combination of more than two forecasts and to the case of multi-step forecasts.
It should be noted that it is quite possible the relative abilities of forecasters will change over time. It is therefore an empirical question as to whether the square of the combined error will be minimized by calculating w over the entire period for which information is available or whether some subperiod should be used.
The selection of a squared-error cost function suggests the use of least squares as an alternative technique for estimating weights.
Estimation by ordinary least squares of A = w. + wlP1 + w2P2 + u (5) allows the assumption of unbiased forecasts and uncorrelated forecast errors to be relaxed. In general, if the forecast errors have nonzero means i.
will not equal zero and the weights c 1 and i will not sum to one. 2 Although OLS estimation thus relaxes two assumptions needed to derive the ratio technique of formula (4), it has its disadvantages as well. Only one parameter is estimated in (4), while (5) requires three parameters to be estimated; therefore (4) may be preferred when historical data is scarce.
Furthermore, efficient estimation of (5) requires that u be white noise.
Errors from an n-step-ahead forecast are commonly thought to follow an MA(n-1) process , so a generalized least squares procedure must be employed for multi-step forecasts. And in common with the ratio technique, the least While a detailed discussion of these results is beyond the scope of this paper, some possible explanations for the superiority of the ratio technique may be advanced. Granger and Newbold assert that upopulation correlation coefficients are generally not well estimated in small samples" [1977, p. 2721 ; in other words, the covariance present in estimates of formula (5) may only be known with a large variance. The same may well be true of bias, as measured by the constant term in (5); note that only the _.
magnitude of w. enters (5), not its standard error. Additionally, all econometricians are aware that a parameter that is significant in-sample may not be useful for post-sample prediction. Formula (4) may outperform formula (5) simply because in-sample bias has no predictive power.' .
On a more mundane level, formula (5) may simply be overparamaterized. There is some evidence for this speculation: the shorter boundaries (eight and sixteen quarters) produced results noticeably inferior to those generated by using the full data set. On the other hand, the results for the ratio technique were robust with respect to the estimation bounds. It is also true that our practice of employing the same serial correlation correction over the entire sample period in formula (5) may be a poor approximation of reality , since the actual error process may have changed with time. Finally, since the forecasts are often similar (this is especially true of the commercial forecasters), multicollinearity may be a problem in a regression like (5). Table IX provide strong evidence that, for the variables and forecasters relevant to this study, the ratio technique for combining forecasts is superior to the least squares technique. Table X compares forecasts produced by commercial forecasting services (for brevity, they are referred to below as structural models), a VAR model, and the ASA/NBER median 10 survey to forecasts combined by using the ratio technique. The result most obvious from Table X is that combining structural and VAR forecasts is a useful exercise. Of the sixteen examples in the table (four variables at four horizons each), the combination of the best structural forecaster and the VAR forecast is most accurate twelve times, including ties. In the four cases where the structural-VAR combination does not produce the best forecast, it is only .l behind the winner each time.
THE COMBINATION OF STRUCTURAL AND VAR FORECASTS The results presented in
Of the four types of combined forecasts presented in the table, the structural-VAR team is clearly superior. Structural-VAR combinations beat structural-structural combinations twelve of sixteen times (plus one tie); they are superior to the combination of two structural forecasts and the VAR forecast in eleven instances; and they produce lower errors than the ASA/NBER median in six of nine cases. Overall, some form of combined forecast beats the best individual forecast ten out of sixteen times, while an individual forecast is never superior to the best combination.
Two forecasters' techniques can be compared by studying the performance of a combination of the two forecasts. If the techniques have a meaningful difference in that each adds information to the other, then the combination of the two should produce synergism: the combination should be better than its components. By this yardstick, structural forecasters appear to be alike, while the VAR technique is often different from the structural method. The combination of the best structural forecast and the VAR forecast produces synergism in nine of sixteen cases, while structuralstructural combinations are synergistic only once. The latter result suggests that there is little return to the information in a second structural forecast, given knowledge of one such forecast. The structural-structural-VAR combination produces synergism three times; this is further evidence that the return to knowledge of a second structural forecast is low.
The incremental forecast improvement from a VAR model relative to a structural model depends on the variable under consideration. As shown by the asterisks in the fifth column of Table X , adding information from a VAR forecast to a structural forecast is useful for real GNP, nominal GNP, and the Treasury bill rate, but not useful when forecasting the GNP deflator.
Thus the strong pattern of synergism in the combined forecasts of the other three variables indicates a substantial difference in the information the two types of models employ in producing forecasts of real and nominal GNP and interest rates. Bayesian VAR method. It is also argued that VAR forecasts contain information that is systematically ignored by commercial forecasting models.
Indeed, it appears that the consumer of macroeconomic forecasts can reduce the errors associated with structural econometric models in a simple, inexpensive way by building a small VAR model and combining its forecasts with those from a commercial forecasting service. Data are root-mean-square errors from post-sample forecasts. Ranges for RMSEs are as in Table II . 
