Rotary machinery has to be maintained and repaired exactly once or several times before they totally failed to keep their good working status. In order to determine the maintenance interval of rotary machinery, machine condition should be predicted by some diagnostic methods and predictive methods. This study was conducted to establish the relationship between machine performance and machine vibration and to validate the prediction model of the degradation status with the experimental data. In the experimental work, the vibration of rotary machinery was measured in two directions -(i) feed and ii) radial directions. The prediction model was developed by using the artificial neural network. A new experimental formula of neuron number in hidden layer for Back Propagation (BP) neural network with three (3) layers was developed. An improved learning rate was used to find the appropriate values of the parameters for the BP training algorithm. The results showed that the Improved Variable Learning Rate (IVLR) model only required eight min, which is half of the Traditional Variable Learning Rate (TVLR) processing time to converge to the global minimum. With either the IVLR or TVLR models, the network was able to avoid settling at the local minima and reach around 12 m 2 /min 2 as the best-record mean square error. However, their respective least mean square errors were 12.2 and 11 m 2 /min, respectively. In conclusion, the IVLR showed better nonlinear approximation ability, shorter convergent time and higher discrimination ratio than the TVLR.
INTRODUCTION
Machine condition monitoring is based on obtaining sufficiently accurate information on the running condition of a machine. An increase in vibration of rotating machinery is just one indication pending breakdown. Girdhar and Scheffer (2004) pointed out that no other parameter can reveal as wide a range of faults as vibration. However, oil debris analysis, temperature and other process parameter monitoring can also provide advance warnings of faults. Therefore, the degradation status prediction by vibration test is a well accepted *Corresponding author. E-mail: nawal@eng.upm.edu.my. method for rotary machinery maintenance.
Machining process is always complicated, especially when refers to machining economics. The determination of all machining parameters is according to the experience of skilled machinists.
Various approaches have been utilized to prescribe appropriate machining parameters, in various machining operations. For turning, Wong et al. (1999) , Fang and Jawahir (1994) , Wong and Hamouda (2003) , Jiao et al. (2004) utilized Artificial Intelligence (AI) in predicting appropriate machining parameters. Arbizu and Perez (2003) , Abouelatta and Madl (2001) studied the relationship between the surface finishing and the vibration of the cutting tool.
Sci. Res. Essays
In previous studies, Lee (1996) utilized a pattern discrimination model based on a cerebellar model articulation controller neural network to analyze the machine performance and behavior quantitatively. Xu et al. (2007) proposed a Fuzzy Cerebellar Model Articulation Controller to analyze machine degradation severity. Xu et al. (1997) also used Fuzzy Cerebellar Model Articulation Controller to monitor machine performance degradation. The study did not directly point towards any machining process. However, the time was not incorporated explicitly in their model, rather monitoring the degradation of performance. The model requires the operators to set up machines for a given criterion and determine whether the machine is running correctly. The model then predicts problems before they occur. After initial assessment of Lee's model, it can be served as the basis for the development of the prediction model, but it cannot be adopted in total. The capability of the model is not the present proposed project. The model applies to general machine, thus, suffers from detail representation.
Back Propagation (BP) neural network has been employed with notable success in a wide range of areas such as the modeling of non-linear systems, prediction, fault diagnosis, self-adaptive controlling. Based on BP neural network, Jin et al. (2007) developed a novel fault detecting technology in detecting system and Wang et al. (2007) designed a temperature-variation fault diagnosis of high-voltage electric equipment. BP neural network is also widely used for disease analysis. Huang et al. (2005) incorporated BP neural network into lung cancer intelligent diagnosis and Bai and Jin (2005) applied BP for Severe Acute Respiratory Syndrome epidemic to improve the existing computational methods. Furthermore, it was also widely used in prediction fields. Liu et al. (2000) predicted the flow stress of high-speed steel during hot deformation and Qi et al. (1999) forecasted the processing parameters of liquid extrusion. Fuh and Wang (1997) modeled the grinding force for the creep feed grinding process.
The main aim of this study is to develop a mathematical prediction model for degradation performance of rotary machinery. This includes (i) to determine the relationship between machine performance and measurements and (ii) to validate the prediction model developed from the experiment data on rotary machinery.
In this study, a new experimental formula was introduced in order to save time in the initializing process of neuron number in hidden layer. It incorporates a new training scheme to the degradation status prediction of rotary machinery, namely the improved variable learning rate (IVLR), in order to improve the traditional variable learning rate (TVLR). 18
MATERIALS AND METHODS
The study consisted of three main parts; (i) cutting parameter setting, (ii) vibration measurement and (iii) data analysis. The machining conditions such as feed rate, rotational speed, depth of cut, material hardness, cutting tool were selected to cover the normal machining conditions. The vibration exhibited by the machine was measured with four accelerometers connected with National Instrument 9234 USB Data Acquisition Module, and analyzed using Sound and Vibration Measurement Suite Software to get the power spectral density and the acceleration signal in time domain.
Fifty four (54) groups of data obtained in the experiment were used for the training and testing of neural network model. All the data was separated into two parts -(i) 45 group data used to train the prediction model and (ii) the remaining 9 group data used to test the validity of the model. Each group data has five (5) inputs -(i) rotational speed, (ii) feed rate, (iii) depth of cut, (iv) radial vibration and (v) feed vibration.
Cutting parameter setting
The machining tests were carried out on two turning machines in a dry condition. Nuawi et al. (2007) pointed out that changes in cutting speed, feed rate and depth of cut affect the signal generated during the turning process. Those parameters influence the vibration by a large extent. Therefore, the effect of cutting speed, feed rate and depth of cut were taken into consideration in order to study the vibration pattern at the different vibration rate. Table 1 presents the twenty seven (27) sets of cutting parameter chosen for the test samples.
Vibration measurement
The accelerometer was positioned to maintain a direct path for the vibration from the turning machine. The machining process can be simplified as a cutting process of up-and-down (radial) and a feeding process of right-and-left (feed). Hence four single-axis accelerometers were placed near the cutting tool and the workpiece to measure the vibration in the radial and feed directions. Two single-axis accelerometers were placed near the faceplate (Figure 1 ) and another two single-axis accelerometers were placed on tool post close to cutting tool (Figure 2 ). It was observed that there were no chips hitting these accelerometers during the machining process.
The power spectral density (PSD) was calculated in all measurement tests spectra. The integral of the PSD over a given frequency band computes the average power in the signal over that frequency band. In contrast to the mean-squared spectrum, the peaks in the spectra do not reflect the power at a given frequency.
Global signal statistics are frequently used to classify random signals. The most commonly used statistical parameters are the mean value, the standard deviation value and the root mean square (RMS) value. The RMS value is used to quantify the overall energy content of the acceleration signal. For discrete data sets the RMS value is defined as:
Where x is the acceleration signal. STAGE 1Dangerous to operate, the machine must be stopped immediately. STAGE 2The machine is in a condition which immediately precedes its failure. To prevent heavy damage it should not be operated for longer than two shifts (depending on the nature of the machine). STAGE 3The machine is damaged, but it may be operated possibly for 7-10 more days without running the risk of more serious failures. STAGE 4Slight defects have occurred in the machine but repairs
Degradation status setting
are not yet necessary. STAGE 5The machine is perfectly faultless, like a new machine.
Data analysis
Each parameter has different value range. In this research, the sigmoid function was used in the training process, so the range of both the input data and the output data should be between zero (0) and one (1). In order to scale the inputs and targets data so as to ensure that they always fall within a specified range, data preprocessing is very important demonstrated the following formula as the unification method was employed in this study (Liu et al., 2000) min max min 0
where Z is the original data, Zmin and Zmax are the minimum and maximum value. Z0 presents the unified data of the corresponding Z.
BP neural network
Neural network has multiple layers. The number of inputs to the network is constrained by the problem, and the number of neurons in the output layer is constrained by the number of outputs required by the problem. In this study, the number of inputs was 5 and the output was the degradation status of turning machines. There are always one or more hidden layers of neurons. Gomm et al. (1996) pointed out that a BP neural network of three layers, one hidden layer network could be used to approximate almost any non-linear function with any accuracy if there are enough neurons in the hidden layer. Therefore, BP neural network of one hidden layer is usually used except for complex problems. In this study, one hidden layer was used to constitute a three-layer BP neural network.
After the elementary structure of the network has been designed, 
The Sigmoid function was used in the designed structures. Due to the sigmoid function's property, the range of both the input data and the output data should be 0 to 1, after preprocessing. Furthermore, random value of plus or minus 0.5 was set, in the initial selections of the weights and biases. The learning rate can affect the raining process -too big learning rate will make the system unstable, and vice-versa. The learning rate was chose between 0.01 and 0.8. In this study, 0.085 was defined as the learning rate. The experiments were conducted within the momentum range from 0.7 to 0.9 with an increment of 0.05 because the momentum factor has great impact on the convergence of network. A 0.8 momentum factor was chosen by comparison in the mean squared error. For other parameters of the model, adding momentum can reduce the error. It cam said that the momentum factor accelerates greatly the convergence and decreases vibration of network. The training process flow-chart is illustrated in Figure 5 .
Experimental formula in the hidden layer
The number of hidden neurons can be regarded as an input and can be determined through the training process. The number of hidden layer has relationship not only with the number of input layer and the number of output layer, but also with the question complication, the transfer function and the sample property. Jin et al. (2007) gave the initial number of hidden layer with the following formula:
Where M is output units, N is input units, and  is a constant between 1 and 10.
However,  is an unknown value and the formula only has one  . Jin et al. (2007) used the formula of square root. It is assumed that the number of hidden layer has same magnitude level with the input number and the output number. In order to keep the magnitude at the same level, a quadratic function of the input layer number, N and the output layer number, M, was used. The formula was:
Where s is number of neurons in the hidden layer, m is the number of neurons in the output layer, n is the number of neurons in the input layer and 
where s is the integer value of the formula above. In this study, the number of neurons in the input layer was five (5) and the number of neurons in the output layer was one (1). Therefore, the number of neurons in hidden layer through the equation 5 is five (5). The whole structure of the neural network is shown in Figure 6 . Wong and Hamouda (2003) utilized TVLR method during the training of an artificial neural network for machinability data representation. The learning rate,  , and the application of momentum,  , were revised after each update of weights and biases with the BP algorithm and Steepest Descent (SD) update method. Meybodi and Beigy (2002) also applied the following strategy:
Traditional Variable Learning Rate (TVLR)
1. If the entire squared error increases by more than percentage  after a weight and bias update, then the update is discarded, the learning rate is multiplied by factor  (<1), and the momentum coefficient  is set to zero if it is used.
2. If the entire squared error decreases after a weight and bias update, then the weight update is accepted and the learning rate is multiplied by factor  (>1), if the momentum coefficient has been previously set to zero, it is reset to its original value. 
Improved variable learning rate (IVLR)
TVLR is a scheme in which the learning rate varies according to the performance of the learning algorithm. If the algorithm is working well, and the error continues to go down, then learning rate will increase and convergence will speed up. The above-mentioned TVLR introduces the percentage factor  to compare the change of the entire squared error. Moreover,  and  are also two critical factors which are used to change the learning rate. This requires assessing the mean squared error of the entire learning samples, where all training data sets have to be processed.
The learning rate change coefficients  and  in the traditional strategy of variable learning rate is decisive factors in regard to the size of the weight adjustments made in each cycle. If the chosen value of  or  is too large for the error surface, the searching path will oscillate about the ideal path and converges more slowly than a direct descent. In contrast, if the chosen value of  or  is too small, the descent will progress in very small steps, significantly increasing the total time to convergence. Furthermore, it is also known that  or  should be used in each cycle during the training process and the value can not be changed during the training iteration. It is suggested that the value of  or the value of  at each training cycle should be different from each other. For example, the entire squared errors in the ith iteration and jth iteration both increase by more than percentage  after a weight and bias update, then the learning rate should be multiplied by factor  . But the increment of the entire squared error in the ith iteration is different from the increment in the jth iteration. So the factor  should be under different value in order to improve the learning rate better. In this research, the factor  is calculated with the following equation. If the entire squared error decreases after a weight and bias update, the learning rate is multiplied by factor . In the same case, the factor  is related to the decrement. Therefore, the factor  is calculated with the following equation.
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RESULTS
The power spectral density (PSD) describes how the power of a signal or time series is distributed with frequency. Power spectral density (PSD) shows the strength of the power as a function of frequency. Figure 3 shows the PSD was dominant at the frequencies of 4000, 8000 and 12000 Hz. In contrast, the PSD is low at the frequencies of 2000, 6000 and 10000 Hz. The RMS value of the acceleration signal that has been measured during the machining test with the 1st parameter set in feed direction is 1.002 m/s 2 (Figure 4) . Table 3 shows all the RMS values of the acceleration signal in two directions with 27 parameter sets on the 1st turning machine.
In this study, the initial number of neurons in hidden layer is 5 based on Equation 5. Figure 7 shows the predicted results of different neurons in hidden layer under the same condition. Obviously, the number of neurons in hidden layer through the experimental formula is the correct number. Figure 8 shows the predicted results of three-layer and four-layer model, respectively. With three-layer model, the solution converged into its global minima point much faster than four layers model. The three-layer model took roughly half of the amount of the training iteration of the four-layer model to reach the "stable" region where the mean squared errors remained stable. Furthermore, the mean squared errors for all data sets of the two welltrained networks were 11 and 20 m 2 /min 2 , respectively. It is shown that the three-layer neural model gave better prediction compared to the four-layer model.
The three-layer and four-layer neural networks were also used to test the remaining nine roup data. The testing results of both layers are listed in Table 4 . It was shown that the three-layer model was accurate and more effective in predicting the degradation status with a great satisfaction. Figure 9 shows the results show that, with TVLR, the convergence iterations were 6,800,000, but with IVLR, the convergence iterations were 5,000,000. Then least mean square error was calculated and the results are also shown in the figure. It can be seen that IVLR has the smaller error that is, 11 m 2 /min 2 compared with TVLR. . In IVLR, it was found that the learning error decreased sharply to 28 m 2 /min 2 when 4000 learning cycles were completed. The error kept unalterable until 7,000,000 iterations. Then the error converged slowly but continuously and finally to 11 m 2 /min 2 . In term of processing rate, the IVLR model converged at a faster speed compared to the TVLR model. Figure 10 shows that the IVLR model only required half of the TVLR processing time to converge. The results clearly show the effectiveness of IVLR.
Once the training procedures were finished, the implemented neural network algorithm was used to test the remaining nine group data. The results of IVLR and TVLR are listed as Table 5 . It can be seen that the IVLR model was more accurate and effective in predicting the degradation status with great satisfaction in comparison with the TVLR model.
DISCUSSION
Based on Table 3 , it can be said that the cutting speed of turning machine has more effect on the vibration of turning machine than depth of cut and feed rate. RMS value increases when cutting speed increases. A relationship has been established between hidden nodes, input nodes and output nodes. Given any two, the third can be determined. If the number of nodes in a hidden layer is arbitrarily given to solve an application problem, the scarcity and the redundancy of hidden nodes are inevitable. The scarcity can make the network less reliable and the redundancy can make the network more complexity and more computation. Usually the proposed method for the number of hidden nodes can eliminate the testing time of hidden nodes and still keep the network normal within a given error. In the best case, the required hidden nodes are preserved and the network complexity is made as simple as possible.
A one hidden layer is enough to form the mapping between inputs and outputs. Because it is proved that BP neural network with three layers could be used to approximate almost any non-linear function with any accuracy. In BP neural network with three-layers, five neurons in the hidden layer gave the best simulation results. However, in order to describe the complicated and nonlinear prediction system, two hidden layers were also used here to compare with BP neural network with three-layers. But in BP neural network with 4 layers, it was found that five neurons in the first hidden layer and four neurons in the second layer were more efficient for the learning results. In other words, the designed 5 × 5 × 4 × 1 network structure gave the better learning performance.
A BP network with one hidden layer is enough for most applications, and the one with more hidden layers tends to make the network too complicated, a potential that results in more local minimums and causes lower convergence speeds and larger errors. Theoretically, BP with two hidden layers is enough to explain the complicated system with more general classic boundaries and has faster convergence speeds. Three different methods were used to train the neural network. They were (i) approximate steepest descent (SD) with momentum, (ii) the TVLR and (iii) IVLR. For convenience, the three networks used the same structure of layers and nodes and chose the same training set data and the testing set data. The IVLR model has a wider scale selection of parameters, which makes the learning process converge almost to the same value -the global minimum despite the occurrence of a small oscillating phenomenon. Besides, the learning scheme of IVLR shows a higher convergence speed with a lower error result for every learning case.
In the traditional strategy of variable learning rate, the learning condition with  =0.9,  =1.1 was chosen to predict the degradation status for turning machine. But in IVLR, the use of an adaptive factor in which the value of  or  is a function of the error and the error increment on consecutive updates was newly introduced.
Conclusions
The selection of hidden units is a very complex issue for BP neural network with three-layers. An experimental formula was inaugurated to give the initial number of neurons in hidden layer. The TVLR was improved by introducing the learning rate change function to the learning algorithm and the IVLR model was proved to be a better process modeling method than the TVLR model. The learning results for the degradation status showed that the IVLR model could realize the mapping relations between inputs and outputs and the degradation conditions could be predicted with great accuracy. During simulation processes, it was also found that the new learning algorithm could reduce the local minimum to effectively obtain the global minimum and could accelerate the convergence speed of learning processes helpfully.
