Anticipating the genetic and phenotypic changes induced by natural or artificial selection requires reliable estimates of trait evolvabilities (genetic variances and covariances). However, whether or not multivariate quantitative genetics models are able to predict precisely the evolution of traits of interest, especially fitness-related, life-history traits, remains an open 20 empirical question. Here, we assessed to what extent the response to bivariate artificial selection on both body size and maturity in the medaka Oryzias latipes, a model fish species, fits the theoretical predictions. Three populations were selected for divergent body size while maintaining a constant selection pressure against late maturity. The observed evolutionary trends did not match the predictions from a bivariate quantitative genetics "animal" model.
Introduction
Quantitative genetics offer simple and practical models to understand the evolution of quantitative traits in populations (Falconer & MacKay, 1996; Lynch & Walsh, 1998) . In practice, these models are used both to analyze past selection response (identifying the factors involved in phenotypic change), and to predict the potential response to selection in a population. The 40 rate of phenotypic change per generation is estimated by multiplying a measurement of the standing genetic (heritable) variation by a measurement of the strength of selection. In the simplest univariate model (the "breeder's equation ", Lush, 1937) , the genetic variation can be quantified by the heritability h 2 (proportion of the phenotypic variance that is heritable between parents and offspring). This setting is convenient when a unique trait is under se-45 lection, such as in some selective breeding programs, but becomes rapidly limited when the selection pressure is more complex and targets multiple traits at once. Multivariate models generally propose a slightly different setting, and quantify evolvability through the "G" matrix of additive genetic (co)variances across traits, and selection through a vector of selection gradients β (Lande, 1979; Lande & Arnold, 1983; Blows, 2007; McGuigan, 2006) . This ap-50 proach offers efficient tools to explore theoretically and estimate empirically the properties of multivariate evolution and genetic constraints in complex and integrated biological systems (Cheverud, 1984; Hansen & Houle, 2008; Houle et al., 2017) .
Although the data from various organisms and different kinds of traits are heterogeneous and experimental results lack consistency, the general pattern that seems to emerge from 55 artificial selection experiments considering several traits is that quantitative genetics may predict short-term direct responses (phenotypic change of a single selected trait) convincingly (Sheridan, 1988; Walsh & Lynch, 2018, p. 606) , correlated responses (genetic change in a trait that is genetically correlated to a selected trait, without being the target of selection) at least qualitatively (Gromko, 1995) , while the response to multivariate selection (in 60 which the selection gradient affects several traits) may be complex and inconsistent in some cases (Roff, 1997 , p. 188, Roff, 2007 . Whether this lack of prediction power roots into experimental issues, unrealistic assumptions and flaws in the multivariate quantitative genetics theory (e.g. inappropriate abstraction of proximal physiological mechanisms, Davidowitz et al., 2016) , or poor understanding of the nature and stability of genetic correlations 65 (which could be extremely environmentally-labile, Gutteling et al., 2007) , largely remains to be determined.
In a companion paper, Renneville et al. (Under Review) investigated the phenotypic consequences of artificial selection on the medaka fish (Oryzias latipes) for a broad set of morphological, physiological, and life history traits, among which two were under direct 70 selection. Wild-caught fish were submitted to 6 generations of truncation selection on fish length at 75 days (and thus, somatic growth rate). The experimental procedure generated three populations; a Large line, in which only large fish were bred, a Small line, in which only small fish were bred, mimicking harvest-like selection regime, and a Control line, in which fish were bred independently from their size. As the experimental design discarded 75 de facto immature fish from the breeding pool, all three lines were thus also affected by a selection pressure for early maturity, a trait that was phenotypically correlated with size.
Selection was thus essentially bivariate, in divergent directions across lines for body size and in the same direction (but with different intensities) for maturity. As extensively described in Renneville et al. (Under Review) , after 6 generations of artificial selection, all lines evolved, 80 but phenotypic response did not follow the selection differentials. Fish body size evolved only in the Large line, but not in the Small line, which remained statistically indistinguishable from the Control line. Conversely, the frequency of mature fish did not increase in spite of a positive selection differential in all three lines. These results confirm that anticipating qualitatively and quantitatively the consequences of multivariate selection on fish morphology 85 and physiology cannot be based on the fitness function, but also needs to account for a deeper understanding of the functional and evolutionary relationships between selected traits.
Here, we will investigate to what extent multivariate quantitative genetic models, which include explicit genetic covariance components, could explain and predict such a counter-intuitive selection response. We estimated genetic and environmental (co)variance components with statistical mixed effect models accounting for the experimental pedigree structure on the > 5000 phenotyped fish, from which genetic trends could be estimated. The analysis indicated that the selection response on maturity was coherent given the direction of the selection gradients, but the asymmetric response of body size could not be explained by classical quantitative genetics. Overall, both the direction and the magnitude of the selec-95 tion response remained inconsistent with multivariate predictions, even when accounting for possible environmental (non-genetic) trends.
Materials and Methods

Biological material and experimental procedure
The initial population was derived from 100 wild adult medaka (Oryzias latipes) individuals 100 sampled in June 2011 in Kiyosu (Aichi Prefecture), Japan. In order to keep track of the pedigree, fish were kept as 15-individual full-sib "families" in 3L aquariums. After two generations of random mating, the F 1 mature individuals were split into three breeding groups (Large, Small, and Control) , and artificial selection was further performed for 6 generations, up to generation F 7 . Every generation, fish were artificially selected on body size at 75 105 days, conditional on sexual maturity (which, for practical reasons, was defined based on the presence of secondary sexual characters). Standard length (Sdl) was first measured at 60 days from the pictures of individual fish (length from snout to the base of the caudal fin), and 10 out of 15 families were preselected in each line based on their average length. At about 75 days, pairs were formed by selecting the two largest (respectively, smallest and 110 random) males and females in each family. Immature fish were discarded from the breeding pool. Selection on maturity was necessary to (i) ensure the synchronization of all three lines, (ii) avoid selecting individuals that would never reach the reproductive stage, and (iii) limit sex identification mistakes when making pairs, as sex determination in immature fish requires molecular techniques. All fish (including non-selected families and non-selected individuals in selected families) were photographed, and their standard length (abbreviated as Sdl below) and maturity (Mat) status was individually recorded. Detailed experimental procedures are provided in Renneville et al. (Under Review) .
The unavoidable increase in the inbreeding coefficient across generations was limited by a specific procedure. Every generation in all three lines, twenty theoretical pairs of fish (two 120 males and two females from each of the 10 families pre-selected at 60 days) were determined by a computer resampling procedure (selection of the pairing pattern minimizing the median inbreeding coefficient), and this theoretical pairing pattern was followed as close as possible when fish were selected after 75 days. By generation F 7 , assuming no inbreeding in the F 1 population, the mean inbreeding coefficients were F = 0.11 in the Large line, F = 0.091 in of coancestry of each pair of individuals, calculated from the pedigree). In a similar way, the variance-covariance matrix of the 2n residuals is E ⊗ I n , where E is the 2 × 2 environmental variance-covariance matrix between both traits, and I n is the identity matrix of size n.
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This theoretical setting had to be slightly modified to fit our dataset. The second trait (maturity) is the stochastic realization of an underlying probability p m of maturing before 75 days. Phenotypic values were thus considered to be on the probit scale (which fits with the assumption that maturity is a threshold character). In such a model, the mean and the variance are not independent, and the residual variance cannot be estimated. We also 175 considered additional random effects: an aquarium effect (351 levels) to account for the fact that fish in the same aquarium shared a common environment (in addition of sharing the same parents), and a generation effect (8 levels) to account for inter-generational environmental variation. Both additional random effects were defined by 2 × 2 variance-covariance matrices with three independent parameters (variance for Sdl, variance for Mat, and covariance).
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The model was fitted in a Bayesian framework with the package MCMCglmm (Hadfield, 2010) . Markov chains were run for 10 5 iterations, with a burn-in of 10 4 , and the state of the chain was stored every 100 iteration (n it = 900 data points). In practice, 12 chains were run in parallel and analyzed together with the tools from the package coda (Plummer et al., 2006) . Priors for the random effects were inverse-Wishart with two degrees of freedom 185 (ν = 2), and identity matrices Λ = I 2 as variances. The prior for the residuals was the same, except that the variance of the binomial trait V E (Mat) was fixed to 1. We used "parameter expanded priors" for random effects to improve convergence, with α µ = 0 and α V = 1000.
Such priors can be considered as informative compared to the improper ν = 0.002 suggestion (de Villemereuil, 2012) , but using informative priors was necessary to limit convergence 190 and stationarity issues with the most complex models, while remaining denser around zero compared to the ν = 3 possibility (uniform marginal distribution for correlations). The influence of the prior on the posterior distribution was assessed for the most parsimonious model, for which convergence issues were limited.
We performed model selection based on the Deviance Information Criterion (DIC) (Spiegel-195 halter et al., 2002) , from a minimal model (only genetic and residual variances) to a full model (genetic, residual, aquarium, and generation variances, as well as genetic and residual covariances). DIC is only an approximate (but simple and operational) criterion for model selection in Bayesian models (Plummer, 2008; Hooten & Hobbs, 2015) , its known caveats are probably not problematic for the current analysis (linear model and non-mixture distributions). We 200 also assessed the goodness of fit of a model M by computing a posterior predictive p-value p M = #(ss M < ss data )/n it , which counts the frequency at which the residual sum of squares ss = n i = [(pred i − obs i )/pred i ] 2 of a dataset simulated from the model posterior distribution is less than the residual sum of squares of the real data. The best balance between underfitting and overfitting is achieved when p M = 0.5.
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3 Results
Selection gradients
Selection gradients were constant and repeatable throughout the experiment (Figure 1 A) .
The mean realized gradient on Sdl in the Large line was 0.47 mm −1 ± s.d. 0.08 (i.e. in average, being 1 mm larger increased relative fitness by 0.47), −0.32 mm −1 ± 0.13 in the Small line, 210 and 0.05 mm −1 ±0.16 in the Control line. Although the experimental procedure was identical in all three lines regarding maturity (only mature fish were kept for breeding), the fact that both traits were phenotypically correlated generated different selection gradients. Selection on maturity was rather large in the Small line (2.49 ± 0.78 expressed in inverse maturity probability, i.e. an increase in 10% in maturity probability raises the relative fitness by 25%), 215 and more moderate in Control (0.86 ± 0.97) and Large (−0.71 ± 0.79) lines. The slightly negative gradient in the Large line is a consequence of the phenotypic correlation between size and maturity raw-scaled probability (large selected fish are enriched with individuals that should not have been mature if average sized). In sum, selection was bivariate and not symmetric among lines; the gradients in the Small line were for smaller body size and high maturity, there was no gradient on body size in the Control line but a slight gradient for larger maturity, and the Large line was selected for a larger body size, with a small (or even slightly negative) gradient on maturity. 
Phenotypic response to selection
The phenotypic response to selection is presented in Figure 2 for fish length and maturity.
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For both traits, time series were characterized by substantial generation-specific effects. By generation F 6 (assuming that the size similarity in all F 7 fish is accidental), artificial selection has generated a 1.2mm difference between the Large and the Control lines (about a 6% increase in length, equivalent to a 18% increase in mass). Virtually all the phenotypic difference was built in two generations of selection, and there was no more phenotypic progress 230 from generations F 3 to F 6 . Surprisingly, there were no significant differences between the Control and the Small line, i.e. the Small line did not respond to selection on size. Realized The evolution in maturity was characterized by an irregular decrease, especially in the 235 Control and Large lines. As for fish length, maturity was largely affected by generationspecific effects, especially in F 3 , when maturity dropped from 95% to 75% in all three lines before increasing again to 90% in F 4 . Overall, the general pattern for the bivariate selection response is featured by (i) a modest selection response in the Large line for body size, but not in the Small line, and (ii) a global evolutionary trend for maturity in the direction predicted 240 by selection gradients relative to the Control line. The theoretical qualitative predictions are thus partially fulfilled for the Large line, but not for the Small line.
Genetic response to selection
A series of mixed-effect "animal" models of various complexities were defined, the simplest one consisting in genetic variances for both traits and a residual variance only for body size 245 (no residual variance to be estimated for maturity due to the binomial nature of the trait),
while the most complex one featured genetic, residual, aquarium, and generation variances, as well as genetic and residual covariances (Sup. Mat. 1). The most parsimonious model based on the Deviance Information Criterion (DIC) had six variance components: two genetic variances V G (but no covariance), residual variance V E for body length (by construction, the 250 residual variance for maturity is fixed) and residual covariance C E between both traits, and two generation effect variances V F . The differences in both information criteria (DIC) and goodness of fit estimates (predictive posterior p-values) were substantial, and model selection was conclusive about the exclusion of genetic covariances between body length and maturity, as well as aquarium effects.
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Note, however, that the variance components were not independent. For instance, aquarium effects and genetic effects were partly confounded, as fish sharing the same aquarium were full sibs. Including aquarium effects in the model thus decreased substantially the variance of genetic effects (Sup. Mat. 2). In a similar way, models including genetic covariances, which were discarded by the model selection procedure, tended to estimate large and signif-260 icant genetic covariances (correlation about 0.7), as well as larger genetic variances (twice or even more). This is an indication that the exclusion of genetic covariance in the most parsimonious model was not due to a lack of statistical power, but rather to a poor model fit. mm 2 ). The residual covariance between both traits was substantial, corresponding to a cor- 
Selection response prediction
In addition to providing the theoretical framework to design statistical models for the estimation of variance components, quantitative genetics also aims at predicting the selection response from the genetic architecture of phenotypic traits. In practice, testing the predic- to be estimated from the starting population (from e.g. an experimental cross design) and
compared to the realized selection response. Although we do not have access to a direct measurement of additive variance components in the starting population here, we estimated the G matrix by fitting the animal model on the Control line individuals (including F 0 and F 1 290 generations), and compared the predicted selection response to the observed response from the selected lines (no overlap between both datasets). The best model for the Control-only data also excluded genetic covariances. Even when considering uncertainties due to the estimation procedure and genetic drift, there was no overlap between predicted and observed evolution for body size, while the prediction was convincing for maturity ( Figure 4 ). There-295 fore, even if the selection response of body size appeared to occur in the expected direction in the Large line, the magnitude of the realized response was largely overestimated.
Discussion
Selection response
We performed a large-scale artificial selection experiment on medaka body size for 6 gener- Here again, even in the Large line, the magnitude of the empirical response was smaller than the theoretical prediction.
Environmental effects In spite of the tight control over environmental conditions (constant food, lightning, water quality and temperature), the data analysis highlighted a substantial amount of generation-specific effects that obscured the genetic selection response.
Generations F 0 , F 1 , and F 4 appear to be substantially "better" (larger body size and higher maturity frequency) than e.g. F 3 and F 7 . The fact that "good" generations were closer to the beginning of the experiment tends to generate an overall decreasing trend, which was 320 difficult to interpret. A candidate explanation relies on an increase in inbreeding, which is unavoidable in such an experiment. However, the optimized pairing protocol limited the increase in inbreeding below 10% from generations F 0 to F 7 (Sup. Mat. 5). Furthermore, we found no correlation between phenotypic traits and inbreeding coefficient within generations.
Thus, we deem it unlikely that inbreeding depression could cause the observed drop in matu-325 rity frequencies (and, to a lower extent, in body size). We also noticed "outlier" generations for various indicators; for instance, generation F 5 was featured by a neat increase in withinfamily variance in body size for all three lines (across-family variance and average phenotypes were not affected by this phenomenon, Sup. Mat. 6), and generation F 7 was characterized by an almost-complete loss of phenotypic differences in body size across lines, paralleled by a 330 divergence for maturity. Again, it was not possible to relate these observations to particular events in the laboratory.
Evolutionary trends One of the most unexpected result of this experiment was the lack of response to selection on body size in the Small line, in spite of a substantial and consistent selection gradient. This lack of response was confirmed by the breeding value predictions 335 from the animal model, and is necessarily associated with genetic or physiological factors that broke the assumptions of the infinitesimal model. The failure of the infinitesimal model was confirmed by the differences in variance components estimated from different generations or different selected lines (Sup. Mat. 7), which suggests that some model assumptions did not hold. However, genetic variances computed from the posteriors of the estimated breeding architecture in the course of the experiment. Walsh & Lynch (2018, p. 611) proposed a list of 13 possible explanations for asymmetric selection responses, which we tried to address as thoroughly as possible ( Table 2) .
None of these explanations, taken individually, was particularly convincing. The potential 345 for genetic drift to generate unexpected evolutionary patterns is substantial, and ruling out the influence of drift in laboratory experiments in notoriously difficult (Lynch, 1988) . Contrary to common belief, replicating selection lines would not have helped to rule out genetic drift, as the sampling variance on the mean of two replicates of size N e /2 is the same as on the mean of a single replicate of size N e . Nevertheless, several independent lines of evidence 350 tend to exclude genetic drift as a major explanatory factor of the observed response. First, the observed response does not lie within the theoretical support interval (Figure 4) , showing that the response was significantly less than the theoretical expectation even when accounting for drift. Second, estimated additive genetic variances, as estimated by the animal model, are rather small compared to phenotypic variances (estimated heritabilities between 10 and 355 30% depending on the model). As the variance of the deviation due to drift is proportional to the genetic variance, low-heritability traits are expected to be rather insensitive to drift.
Finally, the average breeding values estimated by the animal model (which accounts for drift) are quite stable across generations both for body size and maturity, which is compatible with the inbreeding effective population size N e 30 estimated from the pedigree, and excludes 360 drift as a major driver of the evolution of selected lines.
The fact that Large and Small lines were set in different competitive environments appears as an appealing explanation for the asymmetric response. Indeed, in order to keep track of the pedigree, fish were raised in the same tank as their full-sibs. If small or large body size was partly correlated to any competitive behavioral trait, the environment was varying 365 during the experiment, as fish from the Large line were competing with better competitors every generation. This mechanism could have biased the selection response estimate in the Large line, and explain the lower-than-expected body-size response to selection. However, it
Design artefacts
Drift Difficult to exclude formally, but convergent evidence dismisses this possibility (further discussed in the text).
Scale effects
Could not explain the absence of selection response.
Different effective differentials
The selection procedure normalized the number of offspring irrespective to fertility differences. Effective selection gradients were calculated. No difference in hatching nor mortality rates across treatments. Natural selection against extreme phenotypes was detected (Renneville et al., Under Review), but both selected lines were affected symmetrically.
Undetected environmental trends Less likely in controlled laboratory environments. An overall trend was detected, but no reason to expect different abiotic environmental conditions across lines. The competitive environment evolved (fish were raised with sibs), this possibility is further discussed in the text.
Effects of previous selection
Two generations of random mating were performed before the first generation of selection, which is expected to limit linkage disequilibrium in F 1 .
Selection on correlated characters The analysis accounts for the two traits that were artificially selected.
Nonlinear parent-offspring regression
Major genes with dominance Parent-offspring regression is rather linear (Sup. Mat. 9).
Genotype × Envir. interactions The abiotic environment was identical across lines (randomized aquariums). Differences in competitive environments are expected to build up progressively, not to stop selection response from the first generation.
Departure from normality
Other sources
Genetic asymmetries Could not explain the absence of selection response in spite of the presence of additive genetic variance.
Inbreeding depression
Limited increase in inbreeding coefficient, and no withingeneration correlation with selected traits (Sup. Mat. 5).
Maternal effects
Father-offspring and Mother-offspring regressions were very similar (Sup. Mat. 9).
Associative effects
Unlikely in controlled laboratory conditions. (2018).
is less convincing that fish from the Small line could not become smaller because they were competing with worse competitors. Additional indirect evidence comes from an independent 370 phenotyping experiment in which fish from the present selection experiment at later generations were raised in individual tanks without competition (Diaz-Pauli et al., 2019) . In this phenotyping experiment, the genetic difference between the Large and Small lines was not larger than we found here, indicating that removing competition did not magnify the phenotypic effects of selection on medaka body size. 
Strengths and weaknesses of the experimental design
Generalizing results obtained from model species in laboratory to wild species of interest is not straightforward, as differences in environment may condition trait means, trait variances, and genetic correlations (Gutteling et al., 2007; Postma, Visser, et al., 2007) . tal approaches are often the only way to study key questions in population management, even when studying complex marine ecosystems (Suquet et al., 2005) .
Artificial selection has long been proven to be an efficient way to simulate evolutionary processes in controlled conditions (Hill & Caballero, 1992; Conner, 2003) . Here, we applied a classical truncation selection scheme, with substantial improvements compared to classical 410 mass breeding experiments: (i) we kept track of the pedigree during the whole experiment, (ii) crosses were optimized to limit inbreeding, which kept the effective population size above N e = 27 in all three lines, (iii) we recorded fecundity and mortality rates in all families, making it possible to evaluate the potential strength of natural selection, (iv) we raised a control line in the same conditions as selected lines, which helps distinguishing non-genetic 415 and genetic trends, and (v) we selected explicitly on both body size and maturity, and considered both life history traits simultaneously in our analysis. The main drawback of this approach is an increased cost and human power involved, which necessarily limits the size of the experiment in terms of replicates (three lines in total) and duration (almost 3 years, for 8 generations and 6 episodes of selection, which may not be conclusive for low-evolvability 420 traits). Nevertheless, in spite of such logistic limitations, our > 5000 fish pedigree displayed sufficient statistical power to (i) exclude models involving genetic covariances between body size and maturity, (ii) reject the infinitesimal model predictions, and (iii) discard genetic drift as a major explanatory factor. In sum, the size of the experiment might be too limited to fully understand how life-history traits respond to complex multivariate selection, but is 425 sufficient to conclude that this response does not follow quantitative genetics predictions. may dominate the phenotypic covariance structure (Lande, 1982; Reznick, 1985) . Moreover, genetic polymorphism in genes involved in the efficiency of resource acquisition could also generate positive (genetic) covariances (Houle, 1991) , hampering the derivation of strong theoretical predictions about the sign of genetic covariances among life history traits. Meta-440 analyses support the idea that correlations between life history traits range between −1 and 1 depending on traits and organisms, being slightly positive on average, but lower than between other kinds of traits (Roff, 1996) . Our results featuring the absence of detectable genetic correlation between growth and maturity, associated with a strong residual correlation are thus not unexpected. lower fecundity are frequent in highly-harvested species (Trippel, 1995; Law, 2000) . It is therefore increasingly recognized that fisheries management programs should account for 465 evolutionary change in life history traits (Kuparinen & Merilä, 2007; Fenberg & Roy, 2008; Laugen et al., 2014) .
Consistency with previous results
Accounting for evolutionary response management strategies for in wild populations generally relies on standard models in ecology and quantitative genetics, which assume that evolution can be reliably predicted when genetic trait variances and covariances are known 470 (Diaz Pauli & Heino, 2014) , which is generally not the case. Here, we show that such standard expectations may not be fulfilled, which questions the possibility to apply general recipes.
First, the absence of genetic covariance between growth rate and maturity rules out the correlated-response hypothesis, and suggests that, at least in some species, maturity could evolve independently from body size. In this context, observed evolution towards small body 475 size and earlier maturity, which is widely observed in long-term exploited populations, has to be interpreted as the result of bivariate selection rather than the result of indirect selection due to genetic correlations. However, our results support the idea that bivariate selection response is hardly predictable even in a controlled environment, which questions the robustness of fishery management genetic models. Although we lack a clear explanation about why some Standard lenght and Maturity, respectively. Note that the residual variance for maturity, V M E , is fixed and thus never included in any model. Four variance components were considered, genetic (g), residual (r), aquarium (batch) (a), and generation (f). Capital letters stand for the full covariance structure (variances and covariances), while lower-case letters indicate the absence of covariance (diagonal covariance matrix). The deviation to the best model 625 in Deviance Information Criterion (DIC) units is indicated, as well as an estimate of the Bayesian Posterior Predictive P-value (PPP) (probability for a dataset simulated from the model to be closer to the predicted values than the real data, p M = 0.5 is expected when the model M can perfectly generate the data). Median and 95% support interval of the posterior distribution for genetic variance components (additive variance for body size, additive variance for maturity, and additive genetic covariance when relevant) for all tested models. Models are labeled as described in 635 Sup. Mat. 1. Variance components are not independent, genetic variances estimates decrease when the aquarium effect is included in the model (aquariums are shared by full-sibs, so that the variance between aquariums is expected to capture around half the genetic variance in the population), and the genetic covariance reaches high levels when residual covariances are excluded.
Model selection
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Posteriors for genetic variances and covariances
Supplementary material 3
Sensitivity to the prior our two-dimensional case), the prior density is larger at the vicinity of zero, but using such an improper prior raised convergence and stationarity issues with models including more random effects. Expanded priors (represented in orange) implemented in MCMCglmm (marginally) improves the mixing of the chains, and were used as default priors for random effects.
Model convergence
Autocorrelation and effective size Autocorrelation for the random effect parameters was assessed with the autocorr.diag function from package coda. The effective size (sample size adjusted for autocorrelation) was 655 evaluated with the function effectiveSize from the same package.
. Among all variance components, only the genetic variance for maturity displays a problematic autocorrelation. 
The vast majority of MCMC chains pass the Heidelberg stationarity test implemented in the heidel.diag function from the coda package (null hypothesis H 0 : the chain is stationary at least over its last half, the dashed line illustrates the 5% threshold, 66 out of 72 chains -92% -are above the threshold vs. 68 under H 0 ). vast majority of quantitative genetics models assume a constant residual variance. In our dataset, the phenotypic variance for body size could further be split into two components; the variance across family means in each line at a given generation, and the variance within families. The variance across families (or aquariums) catches half the genetic variance, as well as the batch (aquarium) effect, which is part of the environment. It is rather constant 680 through time, and almost identical in all three lines. The within-family variance catches the other part of the genetic variance (brother-sister genetic differences) as well as the residual variance (which includes microenvironmental, developmental, and measurement error). This is also very similar in all three lines, but it displays an unexplained peak (increase by more than 100%) in generation F 5 .
Supplementary material 7
Model fitting on partial datasets The animal model estimates variance components in the starting population (F 0 ) accounting for drift and selection in subsequent generations. As a consequence, if the assumptions of the 690 infinitesimal model hold, fitting the model on partial datasets should not affect the estimates (while the posterior distribution is expected to be wider due to the decrease in information). We split the dataset according to (i) generations (fitting the model on generations F 0 to F 3 , and from F 4 to F 7 ), and (ii) to the selected line (Large, Small, and Control lines), fitting the model excluding sequentially each line. In the figure, "Ref" stands for the posterior from the 695 best model, asterisks indicate a significant (α < 5%) difference with the best model. The estimates for genetic variances increase for all sub-datasets, and residual variances and covariances decrease accordingly. The most straightforward explanation is that the parameters estimated from the full dataset result from a compromise between early/late generations and selection lines, and that the goodness of fit of the model improves when fitted on partial data. Note that most posterior distributions largely overlap, suggesting that the estimated parameters remain meaningful. 
Females Males
The mid-parent-offspring regression coefficient estimates trait heritability. In addition, the shape of the parent-offspring relationship is indicative of potential deviations from the infinitesimal model assumptions. In particular, a non-linear parent-offspring relationship may indicate strong dominance, epistasis, or genetic asymmetries, which could explain asymmetric responses to selection.
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A. Taking all selected lines into account, normalizing by generation phenotypic averages to cancel out generation effects, the parent-offspring relationship appears to be slightly nonlinear (significant quadratic component: y = c + h 2 x + k 2 x, with h 2 = 0.083 ± s.e.0.021 being an estimate of heritability (Pr(h 2 = 0) = 6.57 · 10 −5 ), the quadratic term being also significant (Pr(k 2 = 0) = 5.81 · 10 −5 ). B. However, considering each line separately, the pattern rather reflects different linear relationships in all three lines. The Large line response to selection shifts the offspring phenotype upwards, while the Small line lack of response sets the average offspring at the same level as the Control. Non-linearity in this case is the consequence, rather than the cause, of the asymmetric response.
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C. When considering the Control line alone, which has the most statistical power because of the large variance in parental phenotypes, the quadratic term disappears, supporting the fact that the parent-offspring regression is linear (h 2 0.14, Pr(h 2 = 0) = 0.00698, Pr(k 2 = 0) = 0.62) D. Running mother-offspring and father-offspring regressions independently provide very 730 similar results. Focusing on the control line sub-dataset, the mother-offspring regression leads to h 2 = 0.089 ± 0.031 (s.e.), while the father-offspring regression results in h 2 = 0.081 ± 0.032.
