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Assessing Models of Arsenic Occurrence in Drinking Water from Bedrock Aquifers exposure to naturally occurring inorganic arsenic as a contributor (Baris et al. 2016) . As a matter of public health, predicting the probability of arsenic exceeding multiple thresholds as a function of various environmental parameters is an essential step in assessing exposure risk and promoting safe drinking water accessibility in the northeastern United States.
Efforts to predict arsenic content in bedrockhosted drinking water include the use of statistical models and routine laboratory analyses of private and public drinking water supplies. Logistic regression models have been used for estimating the probability of various groundwater contaminants exceeding certain thresholds at various spatial scales and locations, including volatile organic compounds in the United States (Squillace et al. 1999) , pesticides in California (Teso et al. 1996) , nitrate in the United States (Nolan et al. 2002) , and arsenic in New England (Ayotte et al. 2006; Yang et al. 2012) . Logistic regression models, in comparison to linear regression models, facilitate predicting the probability of exceedance when much of the dependent variable dataset is reported as below some threshold, usually the laboratory reporting level or a human health benchmark (Hosmer and Lemeshow 2000) .
This study assesses three multivariate logistic regression models that were developed to estimate the probability of arsenic exceeding three threshold concentrations (1, 5, or 10 μg/L) in New Hampshire. These models were developed by use of a training dataset of 1,715 samples describing arsenic concentrations in groundwater and from testing of 374 potential predictor variables. These variables, by design, are publicly accessible, continuous and mappable features that were applied across New Hampshire to facilitate the creation of statewide maps showing the predicted probability of arsenic exceeding 1, 5, and 10 μg/L in groundwater. Thus far, the models evaluated here have been used for public health applications including a study on the geospatial association between adverse birth outcomes and arsenic presence in groundwater in New Hampshire (Shi et al. 2015) . For this reason, assessment of the model's predictive application to a new dataset is of increased importance.
Explanatory variables representing geologic, geochemical, hydrologic, land use, and other categories of relevant features were important in predicting the probability of arsenic in groundwater. For example, a continuous variable describing proximity to granitic plutons is related to arsenic probability, particularly in the 5 and 10 μg/L threshold models (Ayotte et al. 2011 ). This and similar explanatory variables may be surrogate variables representing soluble arsenic minerals that may exist near these plutons as a result of hydrothermal alteration during late-stage pegmatite formation (Peters and Blum 2003) . Binary explanatory variables also include the presence or absence of a well in a particular bedrock unit, whereas continuous numerical explanatory variables include the mean annual precipitation from 1971 to 2000. These explanatory variables exemplify just a few of the many mappable features that estimate arsenic hazard (Ayotte et al. 2011) .
Groundwater contaminant models are seldom evaluated with independent data-an indication of how accurately the model represents the study area, particularly in originally unsampled regions. This study, a comparative analysis using new data not available during the development of the original models, serves to (1) evaluate the predictive capacity of three existing multivariate logistic regression models that estimate the probability of arsenic exceeding 1, 5, and 10 μg/L in groundwater in New Hampshire, (2) examine the prevalence of any regional differences in model accuracy, and (3) propose possible adjustments in modeling type and explanatory variable selection in order to enhance model efficacy.
Methods
Sample Collection and Arsenic Analysis
In this study we assess three existing models developed using data collected for 1,715 wells located throughout New Hampshire; we refer to this dataset as the model training dataset (Table  1 ). The models were assessed using data collected from 367 wells independent of the model training dataset; we refer to this dataset as the model testing dataset (Table 1) . The locations and arsenic concentrations for the training dataset and testing dataset are shown in Figures 1a and 1b , respectively. Both datasets contain public-supply wells and private domestic wells. In the training dataset, 960 (56 percent) are from public-supply wells and 755 (44 percent) are from private domestic wells. In the testing dataset, 102 samples (28 percent) are from publicsupply wells, and 265 (72 percent) are from private domestic wells. In both datasets there is a clear distinction between the southeastern part of the state (Belknap, Hillsborough, Merrimack, Rockingham, and Strafford counties) where arsenic concentrations are more often high but also are more variable, and the northwestern part (Carroll, Cheshire, Coos, Grafton, and Sullivan counties) where concentrations are often low; for this reason we divide the state into two regions (Figure 1 , inset) reflecting those differences for some of the analyses.
The samples used in the testing dataset were originally collected for use in an earlier study on methyl tert-butyl ether (MTBE) occurrence in drinking-water resources in New Hampshire (Ayotte et al. 2008) . Five hundred and forty eight samples from that research were analyzed for arsenic . Duplicate samples and locations included in the training dataset were excluded from the testing dataset. As a result, 367 of the 548 samples from public-and privatesupply wells were used in this study .
The testing dataset samples were collected from 2004 to 2005 in accordance with U.S. Geological Survey (USGS) procedures. During sampling, 250-mL polypropylene bottles were used to collect unfiltered water samples from a stainless steel flow-reducing port attached to existing plumbing as close as possible to the wellhead. In the few instances where height restraints did not allow for attaching the stainless steel flow-reducing port, samples were collected using clean Teflon lines with stainless steel fittings or existing plumbing lines (Ayotte et al. 2005) . Sampling occurred after pH, specific conductivity, dissolved oxygen, and water temperature had met stabilization criteria as outlined in the USGS National Field Manual (U.S. Geological Survey 2005) .
The testing dataset samples were analyzed for arsenic between December 2012 and February 2014. Prior to analysis, samples were visually inspected for sealed caps, clean storage conditions, and evidence of evaporation. Though no evidence of evaporation was present, an evaporation of 2.5 mL would equate to 1 percent loss of sample volume and would therefore only artificially increase the reported arsenic concentration by 1 percent. The presence of any color, staining, precipitate, or biological materials was also noted.
The samples were not acidified at the time of sample collection as is recommended for sample preservation of ambient water samples for trace metals analyses (U.S. Environmental Protection Agency 1996). Although delayed acidification and holding time are potential complications to quantitative analysis, previous studies indicate that extended holding times and delayed acidification of trace metal samples may not significantly influence accurate measurements of metal concentrations (Feldmann et al. 1992; Graney and Landis 2013) . We addressed the potential issue of arsenic adsorption on container surfaces by conducting a series of stepwise acidification experiments in which nitric acid was added incrementally to the samples before arsenic analysis. This sequential leaching approach included analyses of a subset of five samples picked at random and subjected to sequential acidification (5-, 10-, and 15-percent nitric acid) and subsequent week-long equilibration times. Analyses of five samples demonstrated a > 99 percent yield for the total arsenic in the system during the first acidification step (i.e., 5 percent Assessing Models of Arsenic Occurrence in Drinking Water from Bedrock Aquifers nitric). Accordingly, 5 percent acidification was adopted in the laboratory procedures for the remainder of the samples, and though the sequential approach was not carried out for every sample, we interpret the data with the assumption of minimal sampling bias associated with sample shelf life.
Laboratory Procedures and Data Quality Control Assessment
Arsenic analyses on the samples used in the testing dataset were carried out in the geochemistry laboratory in the Department of Earth Sciences at the University of New Hampshire (UNH). Samples were analyzed via a hydride generator-inductively coupled plasma mass spectrometer (HG-ICP-MS) using a Cetac HGX-200 plumbed into a Nu Instruments Attom high-resolution inductively coupled plasma mass spectrometer, following procedures adapted from Klaue and Blum (1999) . Diluted aliquots of samples were run in triplicate, and the reported uncertainty is two times the standard deviation on the mean (2σ) of these Ayotte et al. (2011) and is mapped beside the model testing data, collected independently for this study, in order to highlight differences in sample spatial distribution around the state.
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analyses. Generally, the data have a reporting limit of quantitation (LOQ) of ~ 0.2 μg/L as determined from repeated assessment of analytical blanks and using the conventional approach of defining limit of quantitation as the mean blank + ten times the standard deviation around the mean blank. Though field blanks were not collected, prior arsenic sampling procedures indicate the unlikelihood that environmental source arsenic, unlike other metals, is present to contaminate samples during collection, a conclusion supported by the lack of contamination in field blanks for similar samples from domestic wells in New Hampshire . Samples with arsenic concentrations lower than the dilution-corrected LOQ on a given analytical session were ascribed as being below quantification level (bql). Threshold-based arsenic concentrations are used in the model with a conservative value of < 1 µg/L, thereby mitigating any influence of differences between the LOQ and bql.
To mitigate the absence of sequential field replicate samples, 14 samples with arsenic concentrations ranging from < 0.2 μg/L to > 30 μg/L were analyzed in triplicate as described above to assess the reproducibility of the results under different analytical sessions. Arsenic concentrations and their associated 2σ values are reported for each individual replicate (Appendix Table 1A ). We interpret the assessment of duplicates to demonstrate that samples are reproducible within uncertainties of < ~10% (Appendix Table 1A ).
To assess the accuracy and precision of the data, internationally certified reference materials were repeatedly analyzed during the course of analyses, generally yielding results in excellent agreement with accepted or recommended most probable values. Arsenic concentrations and their associated F-pseudosigma (fps) or 2σ values are reported for each individual replicate (Appendix Table 2A ). The non-parametric fps approximates the standard deviation of traditional statistics when the data have a Gaussian distribution. The exception to this generalization lies in the one USGS standard close to the LOQ where the mean plus standard deviation fell just below the calculated most probable value (Appendix Table 2A ). For the purpose of this study, larger uncertainties on low (< 0.5 µg/L) arsenic concentrations do not influence the use of these concentration data in the models since threshold-based arsenic concentrations are used as opposed to a continuous range of concentrations. Furthermore, it is important to note that the public health issues pertaining to safe drinking-water accessibility rely mostly on the 10 μg/L modelthe internationally advised arsenic limit and highest arsenic concentration threshold modeled.
Probability Modeling
The original study used the SAS ® System statistical software for logistic regression model development (SAS Institute, Inc. 2008; Ayotte et al. 2011) . In this study, the models were tested and evaluated using R statistical software (R Core Team 2014). The original models, which identified the significant explanatory variables for each arsenic concentration threshold, were verified and subsequently tested in R system software as a mechanism of model validation. The multivariate logistic regression model operates on the assumption that the independent variables are directly related to the log-odds of the model, and is the appropriate alternative to a general linear model when dichotomous variables are involved (Hosmer and Lemeshow 2000; Menard 2002; Greene et al. 2005) . The logistic regression models, which are a compilation of the most significant explanatory variables for a given threshold, take the following form:
( Equation 1) where P is the predicted probability of arsenic concentrations in groundwater exceeding a specific threshold (1, 5, or 10 µg/L); y is an indicator (threshold) variable which denotes one of the two binary results (y=1 denoting arsenic occurrence above a given threshold, y=0 denoting arsenic presence at concentrations below a given threshold); x 1 ,x 2 ,…,x k represent the significant explanatory or independent variables; β 0 ,β 1 ,…,β k represent non-standardized variable coefficients; and n is the number of explanatory variables.
The three models are independent expressions of the predicted probabilities of arsenic exceeding three threshold concentrations of 1, 5, or 10 μg/L. As such, the models include only the most significant of the 374 potential explanatory
variables originally tested at that given threshold and contain differing combinations of explanatory variables and associated β coefficients represented in the logistic regression function. The number of explanatory variables used in each model ranges from 22 to 24 and they are described fully in Ayotte et al. (2011) . These model-specific variables and beta coefficients from Ayotte et al. (2011) comprise the logistic regression models tested in this study.
Arsenic probabilities were predicted by the models for each observation in the testing dataset. The "predict" function in R was used to develop the arsenic probabilities given the coded multivariate logistic regression model and the set of selected explanatory variables that were associated with the sample locations for the testing dataset using a geographic information system (GIS) ). These predicted probabilities were converted into a binary variable based on a cutoff point of 0.5; that is, the value 0 was assigned to probabilities < 0.5 and the value 1 was assigned for probabilities ≥ 0.5. To determine the ability of the original model to generalize to the new testing dataset, the binary probabilities were then compared to the actual presence or absence of arsenic at or above each threshold concentration.
Using the testing dataset, the percentage rate that the models correctly predicted the probability of arsenic concentrations to be at or above a threshold, and below a threshold, was determined, and is defined in this study as "total accuracy."
The predictive accuracy of the models was also evaluated through the use of two other statistical constructs: sensitivity and specificity. Sensitivity refers to the frequency at which the model correctly identifies true positives, which is the rate of arsenic values at or above the threshold value. Specificity is the frequency of obtaining true negatives, which is the rate of arsenic values below the threshold value.
To evaluate model performance, three additional statistics were computed. The Pearson residual coefficients for each data point were calculated and mapped by threshold concentration and dataset. Residual coefficients ranging from -2 to 2 were defined as indicators of reasonably good model performance. Those outside of this range were denoted visually on maps to highlight points of significant under or over prediction. Another indicator of model performance is the area under the receiver operating characteristics (ROC) curve and is a measure of concordance (c statistic) or model discrimination. Values for the c statistic are between 0 and 1, with a value of 1 indicating that the model will always predict the correct outcome. Acceptable values for the c statistic are between 0.7 and 0.8, with excellent values between 0.8 and 0.9 (Hosmer and Lemeshow 2000) . These calculations facilitated an evaluation of the overall fit of the multivariate logistic regression models to the testing data, thereby denoting the strengths and limitations of the models in predicting the probability of arsenic occurrence at various thresholds. In addition to accuracy, we use the Kappa (κ) statistic, which is a measure of agreement between model predictions and model observations, and also describes expected accuracy under chance agreement. Kuhn and Johnson (2013) 
Results
Three arsenic concentration thresholds (1, 5, and 10 μg/L) were used in the development of the original models. The percentage of samples where concentrations of arsenic were below the model threshold values differs between the model training dataset and model testing dataset (Table 1) . The model training dataset has a larger percentage of samples with high (> 10 μg/L) arsenic concentrations. Only 31 percent of model training samples contain arsenic at less than 1 μg/L compared with 57 percent of the model testing samples. Twenty-one percent of the model training samples have arsenic concentrations greater than 10 μg/L compared to 11 percent of the model testing wells (Table 1) .
The difference in arsenic concentrations between training and testing dataset samples is likely a reflection of the differences in geographic distribution among locations where samples were collected as opposed to other differences, such
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as differences in data collection or laboratory procedures. Only 20.1 percent of the model training dataset are from the northwestern region of New Hampshire, while the remaining 79.9 percent of these data are from the southeastern region of the State (Figure 1) . The testing dataset samples were intended originally for analysis of MTBE concentration in New Hampshire drinking water sources (Ayotte et al. 2005; 2008) . As such, sample distribution was broader and more evenly spread across the state for the testing dataset than the training dataset used for arsenic model development; about 42 percent of the testing dataset are from the northwestern region of the state, and 58 percent are from the southeastern counties. The geographic differences in sample distribution across datasets enable model evaluation in previously less sampled regions.
Accuracy and Discrimination by Model Threshold and Dataset
Evaluation of the arsenic probability models with the testing dataset determined the ability of the models to resolve local spatial variability in arsenic concentrations and to predict to unsampled areas. Model accuracy increased with threshold concentration for the testing dataset (Table 2) . Model accuracy increased between the training and testing dataset from 71.5 to 76.3 percent and 80.4 to 86.4 percent for the 5 μg/L and 10 μg/L models, respectively. The 1 μg/L threshold model, however, decreased in accuracy from 74.8 to 54.8 percent (27 percent decrease) from the training to the testing datasets. Compared to the 1μg/L threshold model, the 5 μg/L and 10 μg/L models performed better in terms of specificity for both the model training and testing datasets. However, the 1 μg/L model had greater sensitivity, demonstrating its heightened ability to differentiate where arsenic concentrations exceed the 1 μg/L threshold.
In terms of model discrimination, the 5 μg/L and 10 μg/L threshold models had comparable c-statistic values (ROC) in the training and testing datasets. The c-statistic value for the 1 μg/L was much lower for the testing data compared to the training data. The training data c-statistic increases with increasing model threshold concentration (Table  3) , likely a reflection of the shifting proportion of non-events with increasing arsenic threshold. The 1 μg/L model may have a higher training c-statistic due to the relatively bigger difference between the ratio of events to non-events in the training and testing datasets compared to the other modeled thresholds (Table 1) . Kappa statistic values are relatively low but have worth in the evaluation of their changes over the range of modeled thresholds for training and testing datasets and comparison to other model performance statistics. The testing data for the 10 μg/L threshold model have the lowest κ (0.101) but the highest accuracy value ( Table 2 ). The low κ value likely reflects the small proportion of events above the 10 μg/L threshold indicated by the very low sensitivity value and high specificity value. The largest κ for the testing data is for the 5 μg/L threshold. This reflects the high specificity and moderate sensitivity values for that model. The κ values suggest that the best model is the one developed for the 5 μg/L threshold (Viera and Garret 2005) .
Model Accuracy by Region
Evaluation of model accuracy by region ( Figure  1 , inset) indicated potentially important geographic differences in the ability of the models to correctly predict the probability of arsenic exceeding threshold concentrations. Differences in overall accuracy by region ranged from 4.0 to 34.4 percent depending upon the threshold arsenic concentration (Table 4) . On average, the five northwestern counties had 83.1 percent accuracy across the three models, whereas the five southeastern counties had 63.7 percent accuracy.
Model results from the northwestern New Hampshire counties had the highest overall accuracies for all three threshold models with standard deviations ranging from 2.2 to 11.4 (average 5.5) (Figure 2 and Table 4 ). The southeastern counties, by contrast, had standard deviations ranging from 13.0 to 16.0 (average 14.1) -over two times that of the northwest (Figure 2 and Table 4 ). Though the standard deviations for the accuracy of the 1 μg/L model are similar between the northwest and southeast (11.4 and 13.0, respectively), standard deviations of accuracies between regions increase for the 5 and 10 μg/L models (Table 4 ). This reflects, in part, the fact that model accuracy is lower where arsenic concentrations are high, and have characteristically
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Assessing Models of Arsenic Occurrence in Drinking Water from Bedrock Aquifers high well-to-well variability. In areas with concentrations of arsenic that are predominantly low or below the threshold concentrations, the standard deviation is less and the results of the models are more accurate.
Differences in Pearson residuals are observable in the model training and testing datasets and high residuals (> 2 or < -2) are mapped for each threshold and dataset (Figure 3) . Overall, the models fit the training dataset better than the model testing dataset, but this is in part due to the prevalence of non-events in the testing dataset. The residuals emphasize that the testing dataset performed relatively well for the 1 μg/L threshold model but that the larger positive and negative residuals in both the testing and training dataset were located dominantly in the southeast, suggesting a regional pattern to model performance metrics for the testing dataset consistent with the training dataset residuals. Regional patterns of Pearson residuals from the testing dataset indicate model performance and possible improvements to future models (Figure 3 ). For example, larger Pearson residuals from the testing dataset are more prevalent in the southeastern region of the state (Figure 1) for all threshold models, where arsenic concentrations also are more variable.
Discussion and Conclusion
Accuracy by Threshold Model and Study
Dataset: A Reflection of Specificity Bias
The development and use of statistical models of contaminants seldom include the use of an 
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independent dataset to test their predictive performance. The independence of the new testing dataset and the differences in the spatial and concentration distributions were useful in assessing the performance of the previously published arsenic probability models. The model performance metrics of the testing dataset support the ability of the models to reasonably predict using independent data.
The shift of the testing dataset distribution curve towards lower concentrations relative to the training dataset indicates a divergence that may contribute to the heightened overall accuracy associated with the testing dataset (Figure 4 ). This is likely because only 31 percent of the model training dataset had concentrations less than 1 μg/L as compared to 57 percent of the testing dataset. It is likely that the enhanced model performance indicated by the new testing dataset is overwhelmingly reflective of model specificity bias -a product of the alignment of the multivariate logistic regression model with the more dominating population of lower arsenic concentrations. A heightened propensity to correctly discern where these low-arsenic samples occur allows the model to more accurately predict arsenic probability in a dataset dominated by low arsenic concentrations.
The increase in overall accuracy with concentration threshold may too be an indicator of enhanced model specificity. Whereas the frequency of high arsenic concentrations is lowest when considering the highest concentration threshold, the accuracy of the 10 μg/L threshold model also is the highest; relative to the other threshold models, it is more sensitive to the proportion of arsenic samples below a given threshold. It is likely, therefore, that patterns in model-specific accuracy are another reflection of the strengths and limitations of arsenic logistic regression modeling -specificity and sensitivity, respectively.
Regional Differences in Accuracy: Topics of Specificity and Inclusion of Additional Explanatory Variables
In addition to accuracy variation by threshold concentration (computed by county) for the testing dataset (Figure 5 ), the models showed regional differences in predictive accuracy ( Table 4 ). The accuracy of overall predictive performance for the models for the northwestern counties was higher than that for the southeastern region of the state-a result contrary to initial expectations based on distribution of the training and testing dataset samples by county. The majority of samples with inaccurate arsenic predictions were predominantly localized in the southeast. Thus, it appears that the regional difference in overall predictive performance can, in part, be attributed to improved specificity and the regional patterns of arsenic occurrence in the testing dataset.
It is possible that certain local geologic and geochemical explanatory variables present in select regions may play an important role in predicting local arsenic probability. If this is true, then future models may benefit from a design that better accounts for these regional differences, such is the case with ensemble-based regression tree models. It is also possible that yet unidentified locally important features related to arsenic occurrence (potential explanatory variables) have not been accounted for in the data or the model. Although both the model training and testing datasets appeared to have relatively comparable distributions of arsenic concentrations, closer examination by well type (public versus private domestic wells) reveals differences in sample distribution that may be of importance in model performance. Although no conclusive pattern was discerned regarding well type and arsenic presence in the model training dataset, private domestic wells had systematically higher concentrations of arsenic compared with public wells in the testing dataset ( Figure 6 ).
The discernible spatial pattern in the distribution of arsenic by well type for the testing dataset seems to suggest that well type may indeed bear some capability to predict arsenic occurrence. Should this be the case, well type, unaccounted for in the original model, may be contributing to the lower instances of model performance and, as a result, may be an appropriate addition to maximize model performance. Furthermore, the varying geographic distribution of private domestic well use in New Hampshire may have some bearing on the differences in model accuracy by region.
Study Limitations
Model performance results using the testing dataset indicate a decrease in sensitivity, suggesting limited effectiveness in predicting the probability of arsenic in groundwater exceeding a specific threshold. Model inconsistencies may be traced back to varying sample spatial distribution between the original training and new testing datasets, distinctive geochemical and geological properties between the geographical areas sampled in the two different datasets, and natural temporal variability in groundwater arsenic . It is important to note that, although the quality of testing dataset used in our study is high overall, outlier inaccuracies in laboratory analysis would potentially have the effect of lowering the perceived model predictive performance. 
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Other studies suggest the relevance of threedimensional spatial characterization of samples as an explanatory variable of importance in arsenic prediction models (Flanagan et al. 2012; . This model, taking into account only twodimensional coordinate points, may be improved upon by considering sample depth as a potential explanatory variable. Flanagan et al. (2012) suggest well casing length as an important predictor of arsenic occurrence. Deep wells with long casings, drilled through deep bedrock fractures, facilitate the collection of old groundwater, which is typically alkaline and has arsenic concentrations leached from adjacent bedrock fracture surfaces. As groundwater well systems have increased in casing length and depth by an average of nearly 1 foot and 6 feet per year, respectively, over the past 30 years, the age of the well may also bear an effect on arsenic content in acting as a surrogate explanatory variable for aquifer depth (Ayotte et al. 2010) . Although the age of the well was not reported in either the model training or testing datasets, it is possible that this explanatory variable is influential in predicting arsenic occurrence. Consideration of these features may be appropriate in designing a model with improved accuracy in future studies.
Such wide ranging variability in model predictive performance across regions and model thresholds may suggest limitations of logistic regression models in describing groundwater arsenic probability. Development of other types of models may improve predictive accuracy and ultimately may enhance preventative public health action in ensuring safe drinking water accessibility around the world. Recent studies suggest that, although logistic regression modeling is suitable for developing models of arsenic probability, sensitivity may be enhanced through the use of ensemble gradient boosting modeling techniques such as the boosted regression tree methods (Elith et al. 2008; Kuhn 2014; Nolan et al. 2015; Ridgeway 2015; Ayotte et al. 2016) .
Nevertheless, it is important to note that the probability models evaluated here have provided New Hampshire with public health improvement potential that goes beyond individual well assessment. Specifically, they provide a statewide snapshot of the predicted probability of arsenic concentrations in groundwater exceeding specific thresholds in New Hampshire that may be used in conjunction with other data, such as disease outcome data, to ultimately guide outreach and education efforts as well as evaluation of exposure risk and resource allocation. This and other modeling procedures, reliant upon wellestablished, accessible, and mappable explanatory variables, provide a potentially powerful tool in reducing arsenic-associated, regionally specific rates of disease. Furthermore, evaluation of models with independent data, as demonstrated here, may help with the assessment and improvement of our understanding of arsenic in other areas around the globe and may be instrumental in the characterization of other hazardous environmental contaminants. Accuracy (%) defined as the ratio of the mean measured value to the accepted value.
