Introduction. Main result
The study of inverse problems has successfully shown that external measurements can be used to determine the coefficients of various partial differential equations modeling macroscopic and microscopic phenomena, for the pioneering works see e.g. [2] , [5] , [23] , [32] , [33] , [39] , [36] , [37] . Examples of these are now the paradigm problem, inverse problem for the conductivity equation encountered in impedance tomography and inverse scattering problem for a Schrödinger operator. In these problems the structure of the underlying space (which was typically a domain in R n with an isotropic metric was a priori known before measurements. In recent years there appeared papers on inverse problems where the underlying space (which was typically a Riemannian manifold or a domain in R n with an unknown anisotropic metric) was also unknown, e.g. [3] , [6] , [24] , [26] , [29] . This was followed by a change of attitude from proving uniqueness results to describing the corresponding groups of transformations of an unknown object preserving the measured data, e.g. isometries of Riemannian manifolds, gauge transformations of the operators, etc. (for a detailed description of this approach and further references see [22] ).
A natural question is now to generalize these methods further for the inverse problems on vector bundles as in modern physics the physical phenomena are often modeled by equations on general vector bundles. Indeed, the vector bundles are encountered from the early development of the relativistic quantum mechanics to the modern quantum field theory. Thus, in this paper our aim is to bring the mathematical study of inverse problems closer to the modern physics and to study an inverse boundary value problem for one of the basic equations, namely, a Dirac-type equation on a general vector bundle. We will consider a Dirac-type equation with chirality on an unknown bundle and reconstruct, up to a natural group of transformations, the underlying manifold, the bundle structure on it and the coefficients of this equation. To this end we further advance the techniques developed to study inverse problems for Maxwell's equation [27] , [28] .
Inverse problems for the Dirac equation in the 1-dimensional case were considered earlier in e.g. [10] , [15] , [19] and in the 3-dimensional case in e.g. [16] , [20] , [21] , [35] , [43] . It should be noted that all these papers dealt with the case when the bundle structure (and even the metric) of the underlying space was a priori known.
To describe the main result of the paper we need to introduce some notations. Let (V, ·, · , γ, ∇) be a Dirac bundle over a compact connected Riemannian n-manifold (M, g) with boundary which need not to be a product near ∂M. The definition of a Dirac bundle and an example are given in section 2. All objects, i.e. the manifold M, the bundle V , fibers π −1 (x), and the operators on them are assumed to be C ∞ -smooth.
Let now U ⊂ M be an open set with an orthonormal frame (e 1 , . . . , e n ) in T M| U . Then the Dirac operator is
γ(e j )∇ e j u.
Throughout the paper we assume that there exists a chirality operator F on V , i.e., a selfadjoint isomorphism F ∈ End (V ) acting fiber-wise, F x : π −1 (x) → π −1 (x), that satisfies
Note that in the following when there is no risk of confusion we will not distinguish between acting fiber-wise operators and their action on sections, e.g. F and F x as well as between sections and their point values, e.g. v and v x .
A Dirac-type operator on a Dirac bundle with chirality is given by
where Q ∈End(V ) is a selfadjoint potential term which operates fiber-wise and respects the chirality structure, that is,
The non-stationary Dirac-type equation (which, for brevity we will call just the Dirac equation) is then (i∂ t + P )u(x, t) = 0 in M × R + .
Note that the Dirac-type operator P in (5) is itself time-independent, i.e. we consider near-field measurements from a stationary scatterer.
Let W = V ∂M be the pull-back bundle in the embedding ι : ∂M → M, i.e. the restriction of V on ∂M. Using the chirality operator F : V → V acting fiber-wise and the unit exterior vector-field N to ∂M, we define the boundary operator Γ, acting fiberwise
In the following we consider the Cauchy-data sets of all solutions to the Dirac equation, (5) and u| t=0 = 0}.
Here the set C 0 P corresponds to the active measurements, i.e. we start from a zero field and change it by a boundary source. The set C P corresponds to measurements where the initial states are unknown. Theorem 1.1 Let (V, ·, · , γ, ∇) be a Dirac bundle over a compact connected Riemannian n-manifold (M, g) with a non-empty boundary and a chirality operator F : V → V . Let P be a formally self-adjoint operator of form (3) with a potential satisfying (4) . Assume that we are given the boundary ∂M, the bundle W = V ∂M on it, the restrictions to ∂M of the operators F and γ(N), F : W → W and γ(N) : W → W , and finally either the set C P or the set C 0 P . Then it is possible to determine the manifold (M, g) (up to isometry), the Hermitian bundle V over M, its Clifford module structure, the chirality operator F and the Dirac-type operator P (upto a bundlemorphism).
Note that we do not recover the connection ∇ and potential Q on V but their combination, namely, the Dirac-type operator P , see also section 9, 1.
The definitions of a Clifford module structure, bundlemorphism, etc are formulated later in section 2. Note that since manifolds (vector bundles) can be defined as collection of local coordinate charts (local trivializations) and transition functions, it is natural to identify all isometric Riemannian manifolds and all bundles that are equivalent upto a bundlemorphism.
The plan of the paper is the following: In section 2 we remind some basic definitions and results about Dirac operators on a manifold with boundary. A short but important section 3 deals with a version of the Tataru unique continuation result for the Dirac-type equations. In section 4 we obtain a Blagovestchenskii-type representation for the inner products of waves and prove a global controllability theorem. In section 5 we introduce spaces of generalized sources used further in the reconstruction. Section 6 describes local controllability used to reconstruct the underlying Riemannian manifold. In section 7 we construct the underlying manifold and in section 8 we develop the technique of focusing sources and use it to prove Theorem 1.1. The last section 9 contains some open problems.
Dirac bundle and Dirac operator
Here we introduce some basic definitions, results and examples about Dirac bundles and operators on them following the terminology of [13] and [42] .
Let (M, g) be a Riemannian n-manifold. Let V be a complex vector bundle over manifold M and denote the projection onto the base manifold by π : V → M. Each fiber π −1 (x) is a complex d-dimensional vector space with a Hermitian inner product ·, · = ·, · x . We denote the smooth sections of V by C ∞ (M, V ). Endomorphisms End (V ) are fiber-preserving smooth maps, F : V → V , πF (φ) = πφ that are linear in each fiber. By Clif(M) we denote the Clifford bundle over M. This means that at each x ∈ M the fiber Clif x (M) is an algebra generated by vectors T x M with a product · satisfying the relation
We assume that there is a fiber-wise skew-symmetric map γ : Clif(M) → End (V ) that provides a Clifford module structure for V , i.e., γ gives an action of group Clif (M) on fibers of V and satisfies, for any x ∈ M,
Let ∇ be the Levi-Civitá connection in (M, g). It defines a connection on Clif (M) that satisfies
We also denote by ∇ a connection on V that is compatible with γ, i.e.,
where X ∈ C ∞ (M, T M). When these conditions are satisfied, we say that (V, ·, · , γ, ∇) is a Dirac bundle over (M, g). As noted before, we assume that there is a chirality operator F : V → V acting fiber-wise and satisfying
When n = dim(M) is even, a chirality operator always exists, namely,
where (e 1 , . . . , e n ) is an orthonormal frame on U ⊂ M. A chirality operator exists also when we deal with a space-type hypersurface on a Lorentzian manifold, e.g. [18] . Using a chirality operator, we define the fiber-wise orthogonal projectors
We denote by Q ∈ End (V ) a selfadjoint potential acting fiber-wise, i.e.,
which respects the chirality structure, that is satisfies (4).
Next, let dV g be the Riemannian volume form on (M, g). For smooth sections
and the norm ||φ|| 
. We identify these Dirac bundles. Clearly, a Dirac-type operator P is transformed by a bundlemorphism to a Dirac-type operator LP L −1 and a chirality operator F to LF L −1 .
Example 1.
As an example, we consider the so-called form-Dirac operator (see [13] , [42] ). Let (M, g) be an oriented Riemannian manifold of even dimension n = 2m and Ω j M be the differential j-forms on M. Let ΩM = Ω 0 M ⊕ . . . ⊕ Ω n M be the Grassmannian bundle on M and * the Hodge-star operator of (M, g).
is a Dirac bundle. Since the dimension n = 2m is even, the chirality operator can be defined in local coordinates using (8) . An example of the Dirac operator on this bundle is
Appropriate boundary conditions for Dirac and Dirac-type operators have been studied extensively, see e.g. [8] , [9] , [13] , [17] , [18] , [31] .
As noted earlier, using the chirality operator F : V → V , we define boundary conditions in terms of the operator
It is clear from the definition that
be orthogonal projections acting fiber-wise on π −1 (x), x ∈ ∂M. Then
Using projections Π + and Π − we define the bundles
Note that by (2) V + and V − are orthogonal subspaces and V + ⊕V − = V Similarly, using projections p + and p − we define bundles
Using (2) we see that F • D + D • F = 0 and thus
Similarly, since Q satisfies (4),
Thus we can write Dirac equation (5) as
where
. This decomposition explains why property (4) is called as "Q respects the chirality structure".
Following [13] and using integration by parts one obtains an analog of Stokes' formula,
where dA g is the Riemannian volume form on (∂M, g).
Theorem 2.1 Let P ± be the Dirac operator with domain
which is defined by P ± φ = P φ. Then P ± are selfadjoint. Moreover, the spectra of P ± are discrete and all eigenspaces are finite dimensional.
For the proof see e.g. [13] or [9] . Note that [9] contains a detailed proof of the self-adjointness for a wide class of Dirac-type operators with local and non-local boundary conditions to include e.g. Atyah-Patodi-Singer boundary conditions.
In the following, let λ ± j and φ ± j be the eigenvalues and the normalized eigenfunctions of P ± ,
3 Initial boundary value problem and unique continuation
± (x, t), t ∈ R + , be the section of V which solves the hyperbolic initial boundary value problem,
Here and below, the signs ± are chosen so that we choose either the upper or the lower signs throughout a given formula or statement unless otherwisely stated.
By the well-known Bochner-Lichnerowicz formula (see e.g. [7] , [8] ),
where R is the curvature endomorphism on V . Hence
, where B(x, D) is a first order differential operator so that (15) implies the wave equation
Therefore we sometimes use the name "wave" for solutions u f ± (x, t). Since P ± are selfadjoint operators with D(P ± ) ⊂ H 1 (M, V ), the map
has an extension
Let Σ ⊂ ∂M be an open subset of the boundary and T > 0 arbitrary. We define the domain of influence as
where τ is the distance with respect to the metric g. In the time domain M × R we define the double cone
We need the following Tataru-type unique continuation result (for the pioneering work see [40] , [41] ).
Proof: Assume first that u ∈ C ∞ (M × (0, 2T ), V ). Note that M includes its boundary, that is, u is smooth upto the boundary. For z ∈ Σ we extend (M, g) smoothly across Σ to a larger manifold ( M , g) so that z becomes an interior point. That is,
Making an extension M \ M smaller if necessary, we can work in local coordinates and a local trivialization of V and extend the bundle V to a bundle V on M .
Using local coordinates, we see that the equation (i∂ t + P )u(x, t) = 0 implies that the normal derivatives of the components of u vanish on Σ × (0, 2T ). We extend u to M by defining u on ( M \ M) × (0, 2T ) as a zero-section. As u satisfies the Dirac equation, it satisfies also the wave equation (
In a local trivialization of the bundle V the principal part of
where ∆ g is the Laplace-Beltrami operator and I is the identity operator. By smoothly extending the lower order coefficients of P 2 to M , we obtain a smooth extension P 2 of the operator P 2 to M . Then, as u and its normal derivative vanish on Σ, we see that ( Tataru -type unique continuation result [11] , Theorem 3.6 implies that u = 0 in the double cone K(Σ, T ).
The case when u is not smooth but only a distributional solution of the Dirac equation, with a well defined boundary trace, can be handled by smoothing u in time. Indeed, consider the wave u ψ (x, t) = R u(x, t − s)ψ(s)ds where ψ ∈ C ∞ 0 (−ε, ε), ψds = 1. As u ψ is also a solution of the Dirac equation vanishing on Σ × (ε, 2T − ε), we can apply the above unique continuation result. Taking ε > 0 arbitrarily small, we prove the unique continuation for u. 2
Response operator
Consider next the response operators In the following, we call the collection (∂M, W,
Proof: As the proofs for Λ + and Λ − are similar, here and in the following we will consider only the case of Λ + .
On the other hand, when T 1 < 2rad (M), there is u ∈ S T 1 with p − u| ∂M ×R + = 0. Indeed, assume that p − u| ∂M ×R + = 0 for all u ∈ S T 1 . Then u| ∂M ×R + = 0 and, similar to the above, Theorem 3.1 implies that u = 0 in M × R + . However, there exists a point x 0 ∈ M with d(x 0 , ∂M) > T 1 /2. Take a ball B = B(x 0 , r) with radius 0 < r < rad (M) − T 1 /2 and a section φ ∈ C
Thus we can find rad (M) as supremum of all T 1 /2 such that the conditions
Our next goal is to identify a subset C ⊂ C P , C 0 P , which corresponds to the Cauchy data on ∂M × R + of the waves u f + generated by boundary sources f ∈ C ∞ 0 (∂M × R + , W + ). To this end note that, by the time-independence of the coefficients of P , for h(x, t) = f (x, t − T 0 ),
On the other hand, when T 0 > 2rad(M), the above considerations show that the waves u
Thus it is possible to find C from C P or C 0 P . As F | ∂M , γ(N)| ∂M and, therefore, the projection p + are known, these determine
2 To show that the response operators can be used to determine the unknown manifold and the bundle, we start with a version of the Blagovestchenskii formula (see [4] ). 
Proof: Denote by I(s, t) the function,
Then using (6), (11) (12) and the fact that
Since I(0, t) = I s (0, t) = I(s, 0) = I t (s, 0) = 0 we see that I(s, t) satisfies the one-dimensional wave equation (20) with a known right hand side and homogeneous initial data. Thus we can find I(s, t)
Other cases in (18) can be considered in the same manner. 
Proof: The result clearly follows from Theoren 4.2. It is, however, useful to give another method to evaluate this inner product. As usual, we consider only u
The rest of the proof is similar to that of Theorem 4.2.
2
Our next goal are some necessary controllability results. Let, for an open Σ ⊂ ∂M,
Proof: Let η ∈ L 2 (M, V ) be orthogonal to X + (Σ, T ) and consider the dual initial boundary value problem
Integrating by parts we see that
Here, the map
is continuous. This may be shown by approximation of η ∈ L 2 (M, V ) by C 
where the right hand side is understood as a distribution pairing. Also, we see that the map B − defined analogously to (25) with v η satisfying the boundary condition p − v η | ∂M = 0 is continuous.
Observe also that Λ + , F | ∂M , γ(N)| ∂M determine the Cauchy data
and, therefore, determine the operator Λ − .
Generalized sources
We define the wave operators
where T > 2 rad(M).
By means of the wave operators, we define the F ± −norm on the space of boundary sources as
Note that the definition of this norm is independent of the choice of T ≥ 2 rad(M) by conservation of energy and, by Corollary 4.3, the knowledge of the operator Λ ± enables us to calculate explicitly the F ± -norm of any
To complete the space of boundary sources, we define the equivalence ∼ of sources by setting
Further, we define the spaces F ± as
Finally, we complete F ± with respect to the norm (28) . These spaces, denoted by F ± consist of sequences of sources which are Cauchy sequences with respect to the norm (28) . We denote these sequences by f ± ,
These sources are called generalized sources in the sequel. The corresponding waves are denoted by
where the convergence in the right hand side is the L 2 (M, V )−convergence. We note that the above construction of the spaces of the generalized sources is well-known in PDE-control, e.g. [38] , [30] . Moreover, for t ≥ T 0 and any boundary source f ∈ F ± , we can find out when the condition
is satisfied for a given l ∈ Z + . In this case we say that ∂ l t f ∈ F ± is defined and set
Thus it is possible to identify the subspaces of generalized sources f ∈ F ± such that u f ± (T ) ∈ D(P l ± ). We denote these spaces by F l ± . When f ∈ F 1 ± we can evaluate, using Corollary 4.3, the inner products
as well as the inner products u 
where u j are in D(P ± ). Proof: Using (33), we can find all the eigenvalues of P 2 ± . At the same time, we find the generalized sources f j ∈ F ± such that the waves u j = u f j ± (T ) are the corresponding orthonormal eigenvectors of P 2 ± . Furthermore, since we can evaluate P ± u j , u j , we can decompose the eigenspace of P 2 ± corresponding to the eigenvalue [λ
2 to the direct sum of the eigenspaces of P ± corresponding to the eigenvalues λ ± j and −λ ± j . Hence we can find h j ∈ F ± such that u h j ± (T ) = φ ± j are the normalized eigenfunctions of P ± .
In the following we assume that the eigenvalues are enumerated so that |λ 
and, therefore, the norms ||(1
We define the spaces F s ± to be the spaces of those generalized sources for which u
Local controllability
Now we are ready to prove a local controllability theorem.
Proof: We will prove this result for X + + (Σ, T ), other cases are considered in the same manner.
Consider the initial boundary value problem
) and, as noted in the proof of Theorem 4.4, we have a well defined trace
. Same considerations as in (24) show that 
, it is enough to prove that
Here f ε (·, t) = χ ε (t − T )f (·, t) with χ ε (s) being a smooth cut-off function, χ(s) = 1 for s ∈ (−1, 1), supp(χ) ⊂ (−2, 2) with χ ε (s) = χ(s/ε). Note that the last equation in (35) follows from (26) .
Assume, in the beginning, that f ε (·, t) = χ ε (t − T )F ∂ , where
where ω ε is the solution to
Using the spectral decomposition of F and P F ,
we see that
It then follows from (36) that
What is more, introducing
uniformly with respect to ε ∈ (0, ε 0 ). To estimate ω 
Combining (38)- (39) we see that
, which, together with the estimate for ω 2 ε (T + 2ε) in (37) , imply the desired result for f ε (·, t) = χ ε (t − T )F ∂ .
Returning to general f ∈ C ∞ 0 (Σ × (0, 2T )), it remains to estimate ω(T + 2ε) for f ε (·, t) = (t − T )χ ε (t − T ) f (·, t) with smooth f(·, t). Arguments similar to those leading to the estimate of ω 2 ε (T +2ε) in (37) show that ||ω ε (T +2ε)|| L 2 → 0 when ε → 0.
2.
Reconstruction of the manifold
In this section we will show how to determine the manifold, M and metric, g from the boundary measurements. First we will show that the boundary data determines the set of boundary distance functions. The basic idea is to use the slicing principle, when we control the supports of the waves generated by boundary sources. The constructions in this part follow closely to those in [27] , [28] where the inverse boundary problem for Maxwell's system is considered. Because of this, we will provide only a brief outline of the construction.
We start by fixing certain notations. Let times T 0 < T 1 satisfy
Let Σ j ⊂ ∂M be open disjoint sets, 1 ≤ j ≤ J and τ − j and τ + j be positive times with 0 < τ
Our first goal is to find out, by boundary measurements, whether the set S contains an open ball or not. To this end, we give the following definition.
We need the following observability result that will be also useful later. Theorem 7.2 Given ∂M, the operators F | ∂M , γ(N)| ∂M on W = V ∂M , and the operators Λ ± , we can determine whether a given boundary source f ∈ F ∞ ± is in the set Z ± or not.
Proof: As usual we will consider only the case of
. By Theorem 6.1 this is equivalent to the existence of generalized sources,
By Theorem 4.2, we can evaluate the right hand side in (41) using operators Λ ± , F | ∂M , γ(N)| ∂M and thus to verify condition 1.
Next, consider condition 2. As
condition 2. implies, due to the finite propagation speed, that
2 The central tool for the reconstruction of the manifold is the following theorem. 
As 
Thus supp(u(T 1 )) ⊂ S + \ S − . As S does not contain a ball, then S + \ S − is nowhere dense. Since u(T 1 ) is smooth, it vanishes everywhere in M.
2 We are now ready to construct the set of the boundary distance functions. For each x ∈ M, the corresponding boundary distance function, r x is given by r x : ∂M → R + , r x (z) = τ (x, z), z ∈ ∂M, r x ∈ C(∂M).
The boundary distance functions define the boundary distance map R : M → C(∂M), R(x) = r x , which is continuous and injective (see [25] , [22] ). Denote by
the image of R. It is known (see [25] , [22] ) that, given the set R(M) ⊂ L ∞ (∂M) we can endow it, in a constructive way, with a differentiable structure and a metric tensor g, so that (R(M), g) becomes an isometric copy of (M, g),
We complete the reconstruction of (M, g) with the following result:
given. Then, for any h ∈ C(∂M), we can find whether h ∈ R(M).
Proof:
The proof is identical to that of [27] , [28] . 2 As a consequence, we obtain the main result of this section. Clearly, the same results hols true if, instead of Λ + , we take Λ − .
Having the manifold reconstructed, the rest of this paper is devoted to the reconstruction of the bundle structure.
8 Focusing sequences. Proof of Theorem 1.1.
In the previous section it was shown that, using boundary data, we can control the supports of the waves u f ± (t). In this section, the goal is to construct a sequence of sources, ( f l ) ∞ l=1 ⊂ F ∞ ± such that, when l → ∞, the corresponding waves u f l ± (T 1 ) become supported at a single point. For t ≥ T 1 , these waves behave like point sources, a fact that turns out to be useful for reconstructing the bundle V and the Dirac-type operator P . As usual, we will concentrate on the case f l ∈ F + .
In the following, let δ y denote the Dirac delta distribution at y ∈ M int , i.e.,
where φ ∈ C ∞ 0 (M). Since the Riemannian manifold (M, g) is already found, for any y ∈ M int we can choose a sequence Σ jl ⊂ ∂M, 0 < τ
Let
j=1 }) be the corresponding set of generalized sources defined in Definition 7.1. 
We will show the following result. 
is a focusing sequence of order s then the limit
exists for all h ∈ F s + . By Corollary 4.3, the existence of this limit can be verified if we are given the boundary data corresponding to Λ + .
Conversely, assume we have a sequence ( f l ) ∞ l=1 , with f l ∈ Z + l such that the limit (44) does exist for all h ∈ F s + with the corresponding waves running over D(|P + | s ) and the the limit is non-zero for some h ∈ F s + . Then, by the principle of uniform boundedness, the mappings
form a uniformly bounded family in the dual of D(|P + | s ). By the BanachAlaoglu theorem, we find in this space a weak * -convergent subsequence with a limit
which gives us the required non-zero distribution valued section that satisfies supp(A y ) ⊂ {y}. 2 Next we consider a representation of A y in a local trivialisation near y. Since supp(A y ) is a point, A y consists of the Dirac delta and its derivatives. The role of the smoothness index, s is just to select the order of this distribution, as is seen in the following result. . Then A y is of the form
where λ ∈ π −1 (y). Furthermore, for any λ ∈ π −1 (y) there is a focusing sequence ( f l ) ∞ l=1 such that the waves W
embedding theorems imply that, for
, the delta-distributions
To prove the assertion we have only to verify that the desired focusing sequences exist. This can be done by approximation of λδ y by smooth sections with supports converging to y and applying the fact that W
int be a sufficiently small neighborhood of a point y 0 ∈ M and assume that there is a trivialization Φ U : Summarising we obtain the following result:
Let the boundary data corresponding to map Λ + be given. Then, for any point y 0 ∈ M int we can construct a system Φ + of d eigenfunctions
provide a local trivialization of π −1 (U 0 ). Moreover, for any wave u h + (y, t), h ∈ F ∞ + we can find its coefficients α k (y, t) with respect to the basis Φ + (y).
Similar result is valid for the systems Φ − (y) consisting of eigenfunctions of
This determines the bundle structure of π −1 (M int ). However, due to the boundary condition p + φ + k | ∂M = 0, the eigenfunctions φ + k do not span π −1 (y 0 ), y 0 ∈ ∂M and are not suitable for a local trivialization of V near ∂M. To determine a local trivialization near ∂M, we use a combination of the eigenfunctions φ + k of P + and φ − k of P − (compare with [1] where a coordinate system near ∂M was constructed using a combination of the Dirichlet and Neumann eigenfunctions). To carry out this procedure we need the following modification of Corollary 4.3 Lemma 8.5 For any f ± ∈ C ∞ 0 (∂M × R + , W ± ) the knowledge of the boundary data corresponding to Λ + or Λ − makes it possible to evaluate, for any t, s ≥ 0, the inner products u
Similarly to the proof of Corollary 4.3, we can find, using [γ(N)] 2 = −1, that
2 Thus, taking into account Lemma 4.1, it is possible to find, for any y ∈ M int , a decomposition of u h ± (s), h ∈ F ∞ ± , with respect to a combined basis Φ(y) = (φ 1 (y) 
where φ j is either φ
. Therefore, to complete the reconstruction of a bundle V it is sufficient to show that, for any y 0 ∈ ∂M the subspace
. To proceed, let U be a neighbourhood of y 0 ∈ ∂M in M with the boundary normal coordinatates (z, τ ), where z(x) ∈ ∂M is the closest point to x and τ (x) = dist(x, ∂M). Assume also that in U there is a local trivialization with an orthonormal frame (e 1 (y), . . . , e n (y)), e n (y) being the vector field generated by geodesics normal to ∂M . Let f − ∈ C ∞ 0 (∂M ∩U, W − ). Next we show that, for any m ∈ Z + , there are f q ∈ C ∞ 0 (∂M ∩U, W ), q = 0, 1, . . . , m− 1 and f 0 = f − , such that
where χ is a smooth cut-off function equal to 1 near ∂M. As F m is smooth, it lies in
Clearly, for a fixed q, these requirements involve only f 0 , . . . , f q with conditions for q = 0 already satisfied since f − ∈ C ∞ 0 (∂M ∩ U, W − ). Due to the form of P , see (1), (3), conditions (49) give rize to a recurrent system for f q , To identify systems of form (48) spanning π −1 (y 0 ) we start from y ∈ U 0 \ ∂M ⊂ M int and identify a basis system Φ(y) so that
in the basis Φ(y 0 ) recovering the Hermitian structure on π −1 (y 0 ) ∈ M int and, by its smoothness, on V .
We turn now to Theorem 4.2 to reconstruct the chirality operator F on V . We choose the same sources h i as above but now evaluate In particular, the eigenspace of this matrix corresponding to the eigenvalue 1 determines the subspace Π + (y 0 )π −1 (y 0 ) in the basis Φ(y 0 ). Due to (9) this gives us F | y 0 in the basis Φ(y 0 ).
To reconstruct the Clifford module structure, we choose, in addition to the system Φ(y), an orthonormal frame (e 1 (y), . . . , e n (y)) on T M| U 0 . We can assume that e l = ∂ l at y 0 for a coordinate system (x 1 , . . . , x n ) with x(y 0 ) = 0. Using again Theorem 4.4 and Lemma 8.6, we find sources h il , i = 1, . . . , d, l = 1, . . . , n such that
where the cut-off function χ is equal to 1 in a neighborhood U 00 of y 0 . It then follows from (1), (3) that, for y ∈ U 00 , P u il (y, T ) − λ [γ(e l )] ki φ k (y 0 ).
As P u h (T ) = u ∂t h (T ), the right hand side in (53) can be evaluated by means of Lemma 8.6 providing us with γ(e l ), l = 1, . . . , n.
We complete the proof by the reconstruction of the Dirac-type operator P . Using a local trivialization Φ(y) of V | U 0 we find the representations (50) of the eigenfunctions φ k (y) in the basis Φ(y). As φ
and, for any y 0 ∈ M int , the eigenfunctions {φ span the C 1 −jet of smooth sections near y 0 , equations (54) make possible to find the coefficients of the operator P in the basis Φ(y) (compare with [1] where the C 2 −spanning properties of the eigenfunctions were used to determine the coefficients of the Laplace operator, i.e. the metric g.)
Summarizing, we have determined the Herminian and Clifford module structure on V and also the Dirac-type operator P with respect to local trivializations on V provided by systems Φ of form (48). In other words this provides the reconstruction of V , P , etc up to an bundlemorphism. This proves Theorem 1.1.
Remark 8.7 Similar to [28] we can show that Theorem 1.1 remains true if instead of C P , C 
Open questions
Following is a list of some open problems concerning with inverse problems for the Dirac and Dirac-type operators.
1. In the paper, we have reconstructed, up to a bundlemorphism, the structure of the vector bundle and the Dirac-type operator on it. An important question is the reconstruction or, more precisely, finding the group of admissible transformations of the compatible connection and potential which preserve the Dirac-type operator (gauge equivalence). Clearly, under some additional conditions, e.g. for spin connections, this group can become trivial providing a opportunity to uniquely determine the connection and potential. Of particular interest is the case of a "pure" Dirac operator, e.g. of the Hirzebruch signature operator.
