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Today, there is an ever-growing demand for compact, and energy autonomous, 
implantable biomedical sensors. These devices, which continuously collect in vivo 
physiological data, are imperative in the next generation patient monitoring systems. One 
of the fundamental challenges in their implementation, besides the obvious size 
constraints and the tissue-to-electronics biocompatibility impediments, is the efficient 
means to wirelessly deliver power to them.  
This work addresses this challenge by demonstrating an energy-autonomous and 
fully-integrated implantable sensor chip which takes advantage of the existing on-chip 
photodiodes of a standard CMOS process as photovoltaic (PV) energy-harvesting cells. 
This 2.5 mm × 2.5 mm chip is capable of harvesting µW’s of power from the ambient 
light passing through the tissue and performing real-time sensing. This system is also 
MRI compatible as it includes no magnetic material and requires no RF coil or antennae. 
In this dissertation, the optical properties of tissue and the capabilities of the 
CMOS integrated PV cells are studied first. Next, the implementation of an implantable 
sensor using such PV devices is discussed. The sensor characterizing and the in vitro 
measurement results using this system, demonstrate the feasibility of monolithically 
ix 
 
integrated CMOS PV-driven implantable sensors. In addition, they offer an alternative 
method to create low-cost and mass-deployable energy autonomous ICs in biomedical 
applications and beyond. 
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Chapter 1:  Introduction 
 
1.1 MOTIVATION 
Since 1970’s the invention of implantable devices has changed the lives of 
hundreds of thousands of people worldwide for better. These devices sense, correct and 
communicate physiological functions of the patients’ bodies. Cardiac pacemaker [1], for 
example, is a very successful implementation of such devices. It produces electronic 
(synthetic) heart pulses when the body cannot. Pacemakers are usually battery-operated 
and only need checkups every 6 months. Arne Larsson in 1958 in Sweden had the first 
pacemaker and received 26 different pacemakers throughout his life until 2001. 
Interestingly, he even outlived his first surgeon and the pacemaker inventor!   
To name a few other applications, cochlear implants [2], implantable defibrillators 
[3], glucose monitoring systems [4], intra-ocular pressure monitor [5], and neuro-
modulation devices can be mentioned which are used to treat Parkinson [6], chronic pains 
[7], etc. Currently, 75,000 people also have Deep Brain Stimulation implants [8]. 
The design of all of the implantable devices comprises addressing three main 
challenges which are: i) design of tissue-device physical interface, ii) data flow and 
processing, and iii) energy source and power management [8]. The focus of this thesis is 
on the third challenge which is the power management. 
In the early generation of implantable devices, wires were used to provide power, 
and communicate the data, from and to the implant [9].  Although such an approach is 
still sparsely used in neuroscience [10], it is not acceptable for patient monitoring 
applications since it is exceptionally inconvenient while drastically increasing the chance 
of infection. In most applications today (e.g., pacemaker), batteries are implanted with 
 2 
the device to provide long term power for the electronics [11-12].  This is despite the fact 
that batteries can be very hazardous if they leak within the body [13]. Also, batteries have 
limited lifetimes and eventually are discharged; yet it has been demonstrated that by 
implementing ultra-low power embedded electronics, one can achieve years of functional 
operation in specific applications [14].   
Recently, power delivery through inductive coupling (i.e., near-field coupling) 
has become popular [15-17]. Using this approach, one can directly power up the device 
or recharge the implanted battery, if any. In near-field coupling, efficient coupling for 
reasonable power delivery necessitates proper alignment between the external transmitter 
coils and the in vivo receiver coils. An alternative approach along the same lines is to take 
advantage of far-field coupling of two antennae in RF and send power from a transmitter 
to the implanted receiver [18]. In this particular approach, the direction of the radiated RF 
power (antennae directivity) in view of the directivity of the in vivo receiving antenna is 
critical. In both of these methods, tissue introduces some loss in the power delivery 
systems which is larger in RF frequency using antennas compared to the inductive 
coupling approach [19-20].  
Regardless of the frequency used, the presence of a relatively large coil or antenna 
is inevitable in both methods. It is widely known that the larger they are (up to the order 
of the wavelength which is very large comparable to the size of the chip), the higher the 
delivered power can be.  This is a fundamental disadvantage of this type of power 
delivery which also makes the implanted devices unsafe in MRI machines. i.e., MRI-
incompatible.  
In this dissertation, an energy-autonomous and fully-integrated complementary 
metal-oxide semiconductor (CMOS) implantable sensor chip is presented. The general 
idea is to take advantage of the existing on-chip photodiodes of the process as 
 3 
photovoltaic (PV) energy-harvesting photocells to power up the embedded circuitry. The 
design, and successful implementation of an integrated CMOS integrated circuit (IC) 
based on this idea is also discussed. This 2.5 mm × 2.5 mm CMOS chip is capable of 
harvesting µW’s of power from the ambient light passing through the tissue to perform 
real-time sensing while the acquired data can be transmitted in a neuromorphic fashion 
and by using a set of in vivo polarized electrodes [21]. The transmitted signal is then 
sensed by a set of commercially available Electrocardiography (ECG) electrodes. This 
power harvesting system implemented in this research is MRI compatible since it 
requires no RF coil or antenna and contains no paramagnetic material [22].  
 
1.2 OUTLINE 
Chapter 2 reviews the methods that have been used to deliver power to implanted 
devices. In these methods, either the power supply is “wired” to the devices or “wireless” 
power delivery methods have been applied. All these methods are discussed in detail and 
the proposed alternate technique which is based on optical power harvesting is 
introduced. 
To examine the feasibility of in vivo optical power harvesting, an understanding 
of the optical characteristics of the body and different types of tissue is required. Chapter 
3 studies this and the conditions in which optical power harvesting is feasible based on 
both literature review and measurements. 
Another important challenge is to determine whether integrated CMOS PV cells 
are capable of harvesting optical power and generating adequate electrical power to run 
an implantable device. Chapter 4 studies this both in theory and practice and provides a 
comprehensive discussion regarding the advantages and disadvantages of these devices. 
 4 
Chapter 5 provides the details in the design of the prototype sensor and explains 
the challenges of this design.  
In Chapter 6, the chip measurement results are demonstrated and Chapter 7 is 




Chapter 2:  Delivering Power to In Vivo Implanted Devices 
 
2.1 INTRODUCTION 
Today, there is an ever-growing demand for compact, energy autonomous, and 
non-invasive in vivo implantable biomedical sensors. These devices, which continuously 
collect in vivo physiological data, are imperative in the next generations of patient 
monitoring systems. One of the fundamental challenges in their implementation, besides 
the obvious size constraints and the tissue-to-electronics biocompatibility impediments, is 
the efficient means to wirelessly deliver power to, and receive data from them. This 
chapter discusses the methods currently used for powering implanted devices. 
Subsequent to explaining those methods, a new approach which is based on optical 
energy harvesting using CMOS integrated PV cells is introduced. 
 
2.2 CONNECTED POWER SUPPLIES 
The start of using implanted devices goes back fifty years [23]. At the beginning, 
basic, and to some degree “primitive” methods of powering had been used. In those 
devices the power supply was physically connected to the device, and wires were used. 
However, currently wireless methods are preferred. Accordingly, powering methods can 
be categorized into two major categories. In the first category, the power supply is 
connected to the device, while in the second power is delivered to the device wirelessly. 




2.2.1 Wired Method  
In the early generation of implantable devices, wires were mainly used to provide 
power and communicate the data from and to the system. For example in [9], leads have 
been used to provide power and receive data from a multichannel probe designed for 
measuring neural activity. The structure of the microprobe is shown in Fig. 2.1. It 
acquires the data from eight active recording sites, amplifies it with a gain of ~300 V/V 
(15 Hz to 7 kHz bandwidth), and sends it to the outside world through a couple of leads. 
The total power consumption of this probe is 2.5 mW using a 5V power supply. 
 
 
Figure 2.1: Structure of an active multichannel microprobe [9] using “wired” power 
delivery. 
While “wired” approaches are still used; they are limited to research applications. 
For example, in [10] a neural recording system is implemented for freely behaving 
primates. In this setup, the chip is powered by batteries but the batteries are integrated 
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outside the body and connected to the power supply using short wires going through the 
skull and skin. This device which has an integrated accelerometer, records broadband 
neural (~30 kS/sec) and acceleration data for up to  48 hours on a removable flash card. 
Fig. 2.2 shows how wires provide power for such an implanted device.  
 
 
Figure 2.2: Use of wires to connect the battery to the implanted IC [10]. 
Although this method still has some applications in the research field it is not 
practical for human monitoring applications since it drastically increases the chance of 
infection while it introduces extreme constraints in terms of mobility and day-to-day 
activities. 
 8 
2.2.2 In vivo Batteries 
In most of in vivo devices today (e.g., pacemakers or cochlear implants), batteries 
are implanted with the electronics to provide long term and reliable power. For example 
in [24], two lithium batteries (Sanyo Model CR1220) have been used to power up an 
intracranial pressure telemetry system. The battery size in this case is ~12 mm in 
diameter and 2 mm in height with the capacity of 30 mAh. In order to extend the lifetime 
of the battery, the power-hungry wireless transmitter which consumes 0.4 mW, is shut off 
by a CMOS RF command receiver and is on for only an hour a day. As a result, the 




Figure 2.3:  Cardiac pacemaker. 
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In [25], an 8 cm3, 2.5 Ah lithium battery powers a neurophysiological telemetry 
system which includes a signal processor and a transmitter. The signal processor 
amplifies, filters, and multiplexes eight channels of physiological data which include 
three neural action-potentials, three electrograms and two temperature signals. The 
transmitter can communicate data for 500 hours, and is capable of operating at a 
frequency of up to 125 MHz. The lifetime of the system can be multiplied by three if the 
transmitter is switched to its low-bandwidth mode. 
Generally speaking, the lifetime of batteries can be extended by disconnecting the 
batteries while they are not in use. However, they are fundamentally sub-optimal choices 
for powering implanted devices because they can be very hazardous if they leak within 
the body [26].  Clearly, batteries have limited lifetimes and eventually will be fully 
discharged; yet as discussed before, their lifetime can be extended by using ultra-low 
power embedded electronics [1]. For example in [1], a pacemaker is designed to 
continuously deliver monophasic impulses with magnitude of 8V and a current of 
approximately 15 mA across the 500 Ohms electrode pair. This pacemaker is powered by 
six mercury cells each of which has a capacity of 1000 mAh. This battery is estimated to 
















0.24 cm3 30 mAh 0.4 mW ~ 1 year 
[25] ×1 lithium battery 8 cm
3 2.5 Ah 11 mW 500 hours 
[1] ×6  mercury cells 66.3 cm
3 1000 mAh 120 mW 5 year 
Table 2.1: Some examples of the batteries used in implantable devices. 
 
2.3 POWER HARVESTING 
It is more convenient to provide power to the implants without physically 
accessing the device. This is mainly due to the fact that accessing the implant implies 
surgery.  This sub-section discusses powering methods in which the power supply is not 
physically connected to the device but the power is harvested in vivo by using external 
energy sources. Examples are inductive coupling and RF energy harvesting methods that 
provide energy to the implants through near field and far field coupling, respectively. 
 
2.3.1 Inductive Coupling (Near-field Magnetic Coupling) 
Recently, power delivery through inductive coupling (i.e., near-field magnetic 
coupling) has become popular [17],[26-27]. In this approach, one can directly power up 
the device or recharge any storage component in vivo, if any. In this approach, efficient 
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magnetic coupling for reasonable power delivery necessitates proper alignment between 









Figure 2.4: (a) An inductive coupling pair and (b) the equivalent circuit. 
In inductive coupling, power transfer occurs by magnetically coupling two coils; 
i.e., the transmitter coil and the receiver coil represented by L1 and L2 in Fig. 2.4b. 
Usually in this method, L1 and L2 are only a few wavelengths apart to reach a reasonable 
coupling factor (M). In Fig. 2.4b, R1 represents the equivalent resistor of the power 
supply and the primary circuit, and R2 represents the series resistance of the unloaded 
secondary coil. The frequency for inductive coupling is generally below 10MHz. 
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In [28], the basic implementation of an inductive coupling system is reported. Fig. 
2.5 illustrates this system, where Vpk is the peak voltage at the L2 and C2 tank and VO 





Figure 2.5: Basic inductive coupling circuit. 
 
In this circuit, the diode efficiency is defined by  . In the higher voltage 
applications such as in [28] where the supply voltage is assumed to be 6 V and  
, the diode efficiency is ~1, however, when the supply is (on) the efficiency can drop 
to below 20%.  The resistance at which dissipated AC power is equivalent to the DC 
power in the load is   . Now, in order to have a better estimate of the available 
power at the load, the equivalent circuit from the primary coil is calculated. The 
equivalent AC resistance seen is 
 
                                             .                                (2.1) 
Based on this, the total resistance in the secondary tank is approximately R2 + RL. Hence, 
the equivalent reflected resistance to the primary coil, , then becomes 
 


















In Equation (2.2) M is the mutual inductance of the coils (  !# where ! is the 
coefficient of coupling and a function of the size of the coils and their distance), and 
"     and "     are the unloaded quality factors of the primary and 
secondary coils and the equivalent circuit has the form, which is illustrated in Fig. 2.6. 
 
 
Figure 2.6: Equivalent circuit looking into the primary coil. 
 
From the equivalent circuit, the efficiency of the circuit at resonance, $, can be 
calculated using the following equations: 
                                                   %   & '()'
*
+,-+./0                                                 (2.3) 
and  
                                             %  +1+1-+*  +,+.-+,  %0                                           (2.4) 
therefore  
                                $  2324  
*5.5*6+*+
7+-5**+*89-*5.5*+-5**+*:;                              (2.5) 
In the above equations, % represents the available power from the power supply, and % 
is the power dissipated at the load equivalent resistance ().  
Now, to find out the optimal load, the derivative of the efficiency is set equal to 
zero with respect to . Therefore, < which is the optimal resistance present at the 
unloaded secondary circuit, is found by 
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                                      <  +7-*5.5*8
.*
5** ;                                                   (2.6) 
The optimal load results in the optimal efficiency available from a structure, which is 
 
                                    $<  *5.5*
=--*5.5*.*>
*;                                                  (2.7) 
It is important to realize that in these calculations, the medium is assumed to be air and 
mutual inductance is only a function of the shape of the coils.  
 Examples of implanted devices powered by inductive coupling are shown in 
Table 2.2. The frequency of operation is under 10 MHz. The generated power in the 
devices is obviously a function of the provided power from the transmitter, and can be as 
high as 1.2 W in [26]. The size of the in vivo receiver is usually in the range of a few cm2 
which is considerably larger than the size of the microelectronic devices that are operated 
by them. As expected from [28], the efficiency in these systems is between 20 to 30%. 
The efficiency in [29] is 30% which is higher than the predicted value in [28]. 
 










6.78 MHz 1.2W 5.9cm (4 turns) 
3cm 
(5 turns) 2.5cm 20% 
[28] 3.5 MHz - 5cm (15 turns) 
1.25cm 
(22 turns) 2.5cm 23% 
[30] 8.75 MHz 80 mW 5.9cm (4 turns) 
3cm 
(5 turns) 2.54cm 20% 
[29] <1 MHz 242 mW 4cm (34 turns) 
2cm 
(30 turns) 1cm 29.9% 
Table 2.2: Examples of the implanted devices powered through inductive coupling. 
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2.3.2 RF Powering (Far-field Coupling) 
An alternative approach along the same lines of inductive coupling is to take 
advantage of far-field coupling of two antennae in RF frequencies (e.g. above 100 MHz) 
and send power from an RF transmitter to a receiver [31-33]. In this particular approach, 
the direction of the power radiating antenna in view of the directivity of the in vivo 
receiving antenna is critical.  
In [31], the authors have used RF radiation to power a glaucoma monitoring 
system that is implanted in the eye of a porcine. Although at RF frequencies tissue 
introduces significant loss to the RF signals [19-20], such systems can be practical when 
the antenna is implanted underneath a thin layer of tissue which slightly attenuates the 
signal. In [31] this loss was reported to be as low as 5dB.  
Due to the obvious restriction in the available area inside the body, the in vivo 
antenna ought to be small. This makes the radiation resistance of the antenna small, and 
therefore reduces the harvested power. Yet, it has been shown in [31] that at 2.4 GHz RF 
frequency, with an antenna length of around 4% of the wavelength, can harvest enough 
power to operate the sensor. 
 
 
Figure 2.7:  The embedded antenna structure in [31]. 
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In [32], the feasibility of powering implanted devices through millimeter and sub-
millimeter receiving antennas is studied. The reported results show that a 0.4 mm 
diameter receiving antenna can harvest 0.46 mW power from a 140 mm diameter 
transmitting antenna at 20 MHz frequency. However, the voltage transfer ratio is a 
function of square of the receiver coil diameter, number of turns in the receiver coil, and 
the permeability of the ferrite cores in the receiver coil. The mutual inductance is 
minimumm when the coils are in axial alignment and it increases as they move from 
alignment. 
In [33] a 7.62 cm diameter receiver loop harvests power transmitted by an outer 
loop with the diameter of 12.7 cm. The receiver generates a stable DC voltage of 2.8 V 
with a DC current of 2 mA from a 50 MHz RF power source with power efficiency of 
11%. 
Table 2.3 lists the important properties of some of the systems that take advantage 
of far-field powering methods. These devices work at a higher range of frequency 
compared to near-field power delivery systems up to a few GHz. They can have 














TX size RX size 
Power 
Efficiency 
[31] 2.4 GHz - - 
0.5 cm (4% 
of the λ) 
1.13% 












Table 2.3: Some examples of the implanted devices powered by RF coupling. 
 
2.3.3 Alternative Methods 
In addition to the previously discussed power harvesting techniques, other 
methods have been reported, which rely on other energy sources such as human motion 
[34], electrostatic energy [35], and temperature difference [36]. Most of these solutions 
include a mechanically moving transducer element, and therefore, the analysis of these 
methods is outside the scope of this work; however, a few of them are briefly discussed 
here. 
In [34], the authors study the possibility of mechanical energy harvesting inside a 
prototype total knee replacement (TKR). The authors have investigated the power 
generation efficiency of stiff lead (Pb) Zirconate Titanate (PZT) in implanted devices. 
PZT is an inorganic compound that shows piezoelectric effects. A voltage difference is 
created across a PZT when the structure is deformed. According to the results of this 
research, four units of PZT ceramic elements with the size of 0.5 × 0.5 × 1.8 cm harvest 
approximately 1.2 mW of power in typical walking condition.  
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Reference [35] reports a BiCMOS electrostatic energy harvesting system which 
harvests the vibrational energy. The principle of operation is based on a vibration-driven 
variable capacitor which can get charged by the ambient kinetic energy. In this system, 
the charge is held and when the capacitance decreases by plate separation, an electrical 
current is induced which in turn provides energy for the pre-charger, the harvester, the 
monitoring and the control microelectronics. The consumed energy is 1.27 nJ, 2.14 nJ, 
and 2.87nJ per cycle for battery levels of 2.7 V, 3.5 V, and 4.2 V, respectively. This 
energy level implies generation of 38.1, 64.2, and 86.1nW for a system operating at 
30Hz. 
Reference [36] introduces an energy harvesting with thermoelectric (TE) devices 
using unique nano-scale materials. The results of this research demonstrate 775 µW of 
power created by a 1mm3 TE device with an external temperature variation of ?@  AB. 
While this power generation level is impressing, this system is less likely to become 
mainstream. The main reason is that this level of temperature variation deep inside the 
body does not usually occur and it is maintained at approximately 37 ºC.  
Table 2.4 summarizes the characteristics of the discussed alternative power 
harvesting methods used in implanted devices. As evident, their size and generated power 









Ref Energy Source Transducer Size Generated Power 
[34] Human motion 
Piezoelectric 
(PZT) 















1 mm3 775 µW 
Table 2.4: Some examples of other power harvesting methods for implanted devices. 
 
2.4 THE PROPOSED METHOD 
This thesis proposes and shows the feasibility of a new power harvesting method. 
The general idea is to harvest optical energy that passes through the tissue, using 
integrated CMOS PV cells. The body tissue introduces optical loss to the light hitting its 
surface but depending on the amount of incoming energy and the loss, a portion of the 
optical energy can be harvested and converted to electrical power.  
A neuromorphic method is suggested for transmission of the acquired in vivo data 
to the outside by using a set of in vivo polarized electrodes. This set of electrodes 
transmits the output signal to the tissue and the signal can be picked up by a set of 
commercially available ECG electrodes. In the proposed method, the need for replacing 
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elements in implanted devices is obviated. Fig. 2.8 illustrates the general idea of the 




Figure 2.8: Delivering power to implanted devices using CMOS integrated PV cells. 
 
2.5 SUMMARY 
Powering implanted devices is a challenging aspect in the design of such systems. 
Successful techniques for addressing this challenge comprise two major categories. In the 
first category, power supply is physically connected to the implant and in the second, one 
form of power harvesting is applied to provide energy.  
A new power harvesting method is proposed for implanted devices. This method 
suggests taking advantage of the light passing through the tissue and converting it to 

































characteristics of the body tissue are reviewed. The results of this study give an idea of 
the amount of loss that body introduces to the incoming light. 
  
 22 
Chapter 3:  Tissue Optical Characteristics 
 
3.1 INTRODUCTION 
This chapter reviews the optical characteristics of the tissue and examines 
whether it is feasible to harvest adequate power using an implanted PV cell. First, some 
basic optics parameters are reviewed. Subsequently, the optical absorption of a few tissue 
types is studied based on the previously reported data as well as measurement results. 
 
3.2 DEFINITIONS 
The intensity of an incident collimated beam of light changes exponentially when 
it hits a turbid medium by two mechanisms: absorption and scattering [37]. The intensity 
(CD) of an incident beam changes according to Equation (3.1) when it hits a homogeneous 
and non-scattering medium of thickness E,  
 
                                               CE  CDFGHIJ;                                                   (3.1) 
 
CE is the transmitted light intensity and KL represents the absorption coefficient (mm-1) 
of the medium for a given wavelength M (see Fig. 3.1).  
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Figure 3.1: Tissue light absorption. 
The second mechanism, scattering, is a physical process in which the light 
interacts with matter and changes its direction. The path of light is not direct in a 
scattering medium as shown in Fig. 3.2. The scattering is a function of the size of the 
scattering particles, λ, the refractive indices of the various tissue types, and other 
variables.  
 
   
Figure 3.2: Light scattering in a tissue. 
The light intensity after passing through the scattering medium, CE, is generally 
described by  
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                                               CE  CDFGNOJ0                                                   (3.2) 
 
whereKP denotes the scattering coefficient of the medium (mm-1) for a given wavelength 
M. “Reduced scattering coefficient,” KQP, is a parameter that includes the effect of 
scattering anisotropy and is defined as: 
                                               KPR  KP 	 S;                                                  (3.3) 
 
where S is the coefficient of anisotropy and varies between 0.69 and 0.99 in biological 
tissues [38]. Therefore, the total transport attenuation coefficient, KT, is accordingly 
                                  KT  KPR  KL  KL  KP 	 S0                                    (3.4) 
 
and, 
                              CE  CDFGNUJ  CDFGNI-NOGVJ;                                 (3.5) 
 
3.3 TISSUE OPTICAL PROPERTIES 
There are several contributors to the absorption spectrum of tissue. At ultraviolet, 
the absorption increases at shorter wavelengths because of the existence of protein, DNA 
and other molecules. In the infrared the absorption increases at longer wavelengths due to 
the water content (~75% of the tissue is assumed to be water). In the red to near-infrared 
(NIR) region, between visible range and IR, the absorption of the tissue is minimal. That 
is the reason this region is generally referred to as “diagnostic” or “therapeutic” window 
[39]. 
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It is important to mention here that blood is a strong absorber in the NIR region, 
and if light strikes a blood vessel, it will be significantly absorbed by blood. Therefore, 
the local contents of the tissue will indicate the absorption characteristics of the tissue.  
Melanosomes of skin contain Melanin, the strongest light absorbing pigment 
found in animals. Therefore, the volume percentage of the melanosome in the epidermis 
(the outermost layer of the skin), is of great importance in determining the absorption 
characteristics of the tissue.  [39]  
Fig. 3.3 shows the absorption coefficient of water and blood. As discussed the 
absorption of water shows a dramatic drop in the visible range and NIR region [40]. The 
absorption coefficient of blood which is shown by molar scale decreases in the NIR 
region [41].  
 
Figure 3.3: Absorption coefficient of water (cm-1) [40] and HbO2 (cm-1/M) [41]. 































































Due to its various structural components, tissue cannot be considered as a 
homogeneous medium obeying Beer-Lambert Law. However, to simplify the required 
calculations of light-tissue interactions, a specific tissue type (muscle, liver, skin, fat and 
etc.) is generally modeled as a homogeneous medium with specific absorption (WL) and 
scattering (WP) coefficient. In order to have an estimate of the expected level of 
absorption in the tissue, two specific tissue types relevant to this work are studied in 
detail. The presented data is mainly extracted from [42]. 
 
3.3.1 Muscle Tissue 
According to [43], the optical properties of muscle tissue are not isotropic, which 
means they are not identical in all directions. The blood volume in resting muscle is very 
low (0.5 ml/100g) but it is much higher during exercise and it can rise up to 2ml/100g. In 
literature, the light absorption of post mortem bovine muscle at a wavelength of 630 nm 
is reported to be KL  X;Y mm-1 and KP 	 S  X;Z mm-1 [44] and S  X;AY[ \
X;X] [45]. Karagiannes et al report values at the above wavelength of WL  X;]] mm-
1 and WP 	 S  X;[^_ mm-1, and at 1064 nm they report WL  X;_ mm-1 and 
WP 	 S  X;_ mm-1, which shows scattering decrease as the wavelength gets 
longer [46]. The optical parameters for human muscle at 515nm are WL  ; \ X;_ 
mm-1 and WP  Y^ \ [;[ mm-1 [47]. Using equation (3.4) ( KT  KL  KP 	 S), the 





















630 0.72 2.62 
1064 0.51 1.73 
[47] Human muscle 515 4.86 235 
Table 3.1: Interpretation of absorption and scattering coefficients in muscle 
Table 3.1 shows how much optical loss should be expected from muscle. 
Reference [47] indicates that in human muscle scattering can be very important. In this 
design, the scattering can limit the acceptance angle of the device. However, the effect of 
scattering can be minimized by choosing appropriate incidence angle and proper light 
beam thickness. The reason is that the scattered photons can also contribute to energy 




Skin includes various layers. Epidermis is the top layer and which itself can be 
divided into few other layers. Stratum corneum is the outermost layer with a refractive 
index of 1.55 [48-50]. This layer consists of highly keratinized dead squamous cells with 
a high lipid and protein and relatively low water content. It is an extremely scattering and 
absorbing layer. Its scattering and absorption coefficients for the wavelengths of 254-546 
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nm are 250 and 10 mm-1, respectively and these values decrease by wavelength. The 
reported value for S is 0.9 and this number increases slowly with wavelength [51-54].  
 
 
Figure 3.4: Side view of the structure of the skin on top of muscle. 
The rest of the epidermis contains layers which have a total thickness of 100 µm 
and contain most of the skin pigmentation, mostly melanin. These layers have scattering 
and absorption coefficients which are lower than that of Stratum corneum but still higher 
than other types of tissue.  Typical values for absorption and scattering coefficients of 
these layers in the visible range are KL  [``G and KP  YX``G and the absorption 
coefficient tends to dramatically increase toward the UV wavelengths. The scattering 
cosine (S) is reported to have a value of 0.75 and it increases with increasing wavelength 
[53-55]. 
The other part of the skin, the dermis, is a much thicker layer, about 2-4 mm and 
is highly vascularized. The main absorbers in the dermis are blood-borne pigments 
hemoglobin, β-carotene and bilirubin. Scattering is mostly caused by collagen fibers in 
the connective tissues in the dermis. The expected absorption and scattering coefficients 
are around KL  X;aX;Y``G, and KP  XaYX``G, with S  X;ZaX;A [54],[56].  
To get a feeling of how much optical power is attenuated passing through the skin, these 
















254-546 (nm) 43 1120 
Epidermis  
(Other layers) 
Visible range 17 234 
Dermis Visible range 0.86-2.17 87-219 
Table 3.2: Interpretation of absorption and scattering coefficients in skin 
The numbers in Table 3.2 show that for a typical sample of skin composed of 
12µm Stratum corneum and 100µm other layers of Epidermis and 1mm of Dermis at 
least 3 dB absorption and 123 dB scattering loss can be expected. Similar to what was 
discussed for muscles, scattering loss may have a minimal effect on this application 
depending on the characteristics of the light source. 
 
3.4 MEASUREMENTS 
Although the optical characteristics of tissue have been measured and reported in 
the literature, I also did measure the characteristics of the tissue types that I finally used 
in the sensor. In order to measure the optical loss of these tissues I put the tissue samples 
(post mortem bovine muscle and fat and 1~2 mm thick chicken skin) in a micro-titer plate 
and put it in a spectrophotometer (TECAN SAFIRE micro-plate reader). The results are 
shown in Fig. 3.5. As expected, the tissue loss graphs demonstrate a significant drop in 
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the higher end of the visible range and the near infrared region (i.e., 600nm and up). This 
is pertinent to the characteristics of water and blood as explained in section 3.3. It can 
also be observed that the absorption from muscle is about 17 dB/mm in NIR region, 
which is higher than the reported value in Table 3.1. This might be because of the non-
idealities in the measurement conditions. But this result gives a pessimistic estimate of 
the loss in the specific tissues used in the rest of measurements in this dissertation. The 
results also confirm that the optical loss in the skin is comparably higher than that of the 
muscle and fat tissues over the whole spectrum. About 40 dB attenuation is expected 
when skin layer and 1mm of muscle exist on top of the implanted device. 
In addition to the tissue absorption, the reflection and absorption of any clothing 
that covers the tissue on top of the implanted device shrinks the total number of photons 
reaching to the device. The level of this attenuation depends on the type and color of the 
clothing fabric. [57] shows that the light attenuation increases with the number of threads 




Figure 3.5: The measured optical path loss in tissue. 
 
3.5 SUMMARY 
In this chapter, some basic optics parameters were reviewed in order to explain 
the optical characteristics of the tissue. Subsequently, the optical properties of tissue in 
general, and two types of tissue in specific, were studied in the visible and NIR range. 
The expected tissue loss in that range was discussed using the data reported in the 
literature and with the measurements results. According to these results, around 20 dB 
loss per mm is expected from different tissue types. The next chapter studies the 
characteristics of the CMOS integrated PV cells and it will be found out if this amount of 



































Today, energy harvesting is one of the fastest growing research areas in the 
analog and mixed-signal IC design field. The main driver behind studying and 
developing these systems is the need for energy-autonomous VLSI systems with 
operational life-times much longer than the existing life-time of their batteries, if any. 
One of the main limitations of energy harvesting elements is the presence of the off-chip 
(and hence non-integrated) transducer elements (e.g., piezoelectric element or RF coils). 
In this chapter, a CMOS-compatible and on-chip power harvesting element, which is the 
photodiode is examined. 
 
4.2 PHOTOVOLTAIC CELLS 
A solar cell is a two-terminal device which acts as a diode in the dark and 
generates photovoltage when light is shined on it. It is usually a planar semiconductor 
device, the surface of which is treated to reflect as little as possible in the light. In its 
general use, it has an area around 100’s of cm2 and generates milliamps of current at 
voltage of around 0.5V.  
PV cells can be created using various types of P-N junctions, e.g. PN, PIN, etc., 
but the most widely used structure for photovoltaics is the P-N homojunction. The choice 
for the doping of P-type and N-type results in various potential barriers between the 
regions. The photovoltage formed across the junction grows with the width of the created 
potential barrier. 
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When the PN junction is under the illumination, electron-hole pairs are created in 
the three regions which are quasi neutral P, N, and the depletion region. This generation 
rate, bE, which is a function of absorption coefficient of the semiconductor, cM, 
decays exponentially with depth in the junction (E such that 
 
                                    bE  cMdDFGefJ0                                                 (4.1) 
 
where dD stands for  the incident photon flux density. In Fig. 4.1, E and E mark the 
edges of the depletion region from the surface and Eg shows the depth of the quasi-
neutral P region. 
 
                                       
















The generated photocurrent is composed of the drift and diffusion currents from 
these three regions and is a function of junction parameters such as junction depth and 
width and dD.  
 
           
                              (4.2) 
 
In (4.2)  hi is the photocurrent density and j stands for the charge magnitude of 
an electron. The amount of photocurrent is also a function of the wavelength of the light. 
Quantum Efficiency ("k), which describes the electrical sensitivity of the device to light, 
is generally used to demonstrate this dependence.  "k expresses the percentage of the 
photons that produce an electron-hole pair when hitting the surface which becomes 
 
 
                            (4.3) 
 
When the junction is under illumination, a voltage is formed across it. This voltage is 
called “Open Circuit” voltage, l, which can be formulated by  
 
                   
                                        (4.4) 
 
where CP stands for the saturation current in the junction, !is the Boltzman constant and 
@ is the absolute temperature. The first order circuit model of a photovoltaic cell is shown 




























































































                                  
Figure 4.2: Photovoltaic cell first order circuit model. 
The I-V characteristic of the PV cell is similar to a simple diode, but the curve is 
shifted down with  as shown in Fig. 4.3.  
 
 
Figure 4.3:  I-V curve of a photovoltaic cell. 
It is important to realize that a considerable amount of the incident photon flux 
does not contribute to the total current because of reflection at the surface and 
recombination inside the material. According to [58] around 30-40 % of the light at 
visible range gets reflected from the surface of a semiconductor.  In order to maximize 
the current density, different types of treatment such as anti-reflection coating get done 





4.3 CMOS PV CELLS 
In standard bulk CMOS processes, there are three types of PN junctions (diodes) 
that can potentially operate as PV cells. As shown in Fig. 4.4, these devices are 
P+/NWELL, NWELL/PSUB, and N+/PSUB photodiodes.  
 
Figure 4.4: Photodiodes available in bulk CMOS processes. 
In this project, the cells are designed using a 0.18µm CMOS process from Taiwan 
Semiconductor Manufacturing Company (TSMC). To make the cells producible in 
standard bulk CMOS with no post-processing requirement, the available PN junctions 
should be utilized. Accordingly, a comparison among the available types of diode is 
necessary to examine and compare the performance of each type under illumination.  In 
this comparison, the important parameters in photo-current generation are calculated 


























N+ 1020 /cm3 
P+ 1020 /cm3 
Dimensions N+/PSUB junction depth 200 nm 
P+/NWELL junction depth 200 nm 
NWELL/PSUB junction depth 1 µm 
Excess carrier 
lifetimes (at room 
temperature) 
mn0 (PSUB) 100 µs 
mn0 (PWELL) 0.55 µs 
mn0(NWELL) 0.25 µs 
mn0(N+ and P+) 0.8 ns 
Diffusion 
constants (at room 
temperature) 
on(PSUB) 34.8 cm2/s 
on(PWELL) 10 cm2/s 
on(NWELL) 7 cm2/s 
on(N+ and P+) 2 cm2/s 
o(PSUB) 3 cm2/s 
o(NWELL) 2.5 cm2/s 
o(N+ and P+) 1.8 cm2/s 
Diffusion length 
7#op8 (at room 
temperature) 
n(PSUB) 590 µm 
n(PWELL) 23.5 µm 
(NWELL) 7.9 µm 
n(N+ and P+) 0.4 µm 
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(N+ and P+) 0.38 µm 
Table 4.1: Typical doping profile and process parameters for 0.18µm CMOS 
Using the typical numbers given in Table 4.1, I calculated the internal QE of the 
available diodes in the visible spectrum and NIR using equation (4.3). An important point 
in this calculation is that the recombination of the electron-hole pairs in the depletion and 
quasi-natural regions is not considered. Therefore, the calculated QE numbers are 
somewhat optimistic. However, for the purpose of comparison, this is an appropriate 
approach. 
 
Figure 4.5: Quantum efficiency (QE) of the available diodes in CMOS bulk process 
(recombination not included). 

























According to Fig. 4.5 that illustrates "k of the three available diode types, the 
NWELL/PSUB and N+/PWELL diodes act more efficiently in the NIR region because of their 
deeper junctions and lower doping concentrations, which create wider depletion regions. 
However, there is a constraint when these diodes are used as power supplies in a CMOS 
circuit. Since PSUB of bulk CMOS processes is always connected to the lowest possible 
voltage qq, neither NWELL/PSUB nor N+/PSUB can be used as an on-chip PV cell. The 
reason being that in the PV mode (i.e., forward bias), the anode of the diode (PSUB) 
becomes the positive node of the PV cell for these two types of junction, a condition 
which is not acceptable in bulk CMOS processes. As a result, the only viable device for 
creating PV cells remains P+/NWELL photodiode. 
 
4.3.2 Design 
The P+/NWELL diode designs that are available in the TSMC 180 nm 
parameterized cell (P-Cell) libraries are not optimal to be used as a PV cell. The reason is 
that in a PV cell, the area that exposed to light should be maximized while the ready-to-
use cells are not optimized for that goal. Therefore, I had to custom-design each cell. To 
ensure flexibility in using the chip area, I have created a unit cell of 100 µmr100 µm 
which meets all the layout design rules of the CMOS fabrication process and for making 
larger areas of PV cell, I put multiple of these units in parallel.  
The first step in designing a P+/NWELL diode is placing P+ and NWELL regions 
such that minimum area is wasted for meeting the fabrication design rules. On top of the 
NWELL, N-type diffusion (N+) is placed to realize Ohmic contact to the NWELL terminal. 




Figure 4.6: The P+ and NWELL diffusion areas in a unit cell. 
According to the fabrication rules, the poly silicon layer (“poly”) should be filled 
by the minimum required percentage which is specified by the foundry.  Poly layer 
should not be placed on top of the diffusion layers because it can create unwanted 
transistors. Fig. 4.7 shows how the design rules requirements are met by placing the poly 




Figure 4.7: Placing the required poly silicon layer in the custom designed diode. 
After placing the diffusions, diffusion-metal contacts (CO) and metal pieces 
should be placed on top of the diffusion layers to make Ohmic contact to the diode 
terminals and to fill up the area such that the required metal-filling by the fabrication 
rules are satisfied. These rules also mandate minimum metal coverage in all layers to 
ensure layer homogeneity and avoid dishing during the chemical mechanical process 
(CMP). Fig. 4.8 shows how the first metal layer (M1) is positioned with respect to the 




Figure 4.8: Metal placement in the custom designed diode. 
The width of the metal layers at each side is approximately 13µm which results in 
55% photodiode fill factor for the cell. As shown in Fig. 4.8 the metal portion is also 
pushed to the periphery to maximize the exposure of the junction to the light and it 
completely covers the poly silicon and N+ layers. 
This 0.18 µm CMOS technology has six available metal layers. The previously 
discussed metal-fill constraint for the M1 is required for all six layers. Therefore, all the 
metal layers (M2 to M6) should be filled with the minimum filling requirement. It is 
preferred to implement the routings of the final chip in the last metal layer (M6), because 
it is generally the thickest layer and therefore it has the lowest sheet resistance. 
Consequently, the contact to the diode terminals should be connected to the top metal 
layer. As shown in Fig. 4.9, inter-metal contacts (Vias) are inserted between the metal 
layers and the connection to the top metal layer is implemented. 
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Larger areas of the diode are made by connecting multiple smaller units in 
parallel. Fig. 4.10 shows how larger PV cells are formed by connecting these unit cells by 
metal pads in M1. 
 
 
Figure 4.10: Parallel connection of four unit cells with metal pads. 
Fig. 4.11 shows the area allocated to the PV cells in the final chip design. Three 










Figure 4.11: Final PV cells in the fabricated chip. 
 
4.3.3 I-V Curve Measurement 
The I-V curve of the CMOS P+/NWELL PV cells is identical to the I-V curve of its 
diode, except that in the PV mode, the whole curve is shifted down by , which is 
generally referred to as the short-circuit current. Generally speaking,  in PV cells is not 
a constant and is a function of wavelength, , the incident photon flux , and the 
photodiode external quantum efficiency , and it can be formulated as 
                                                                                                 (4.5) 
The setup shown in Fig. 4.12 has been used to measure the I-V characteristic of the 




















Figure 4.12: Block diagram of the setup for I-V measurement. 
The parameter analyzer shown in Fig. 4.12 sweeps the voltage across the diode and 
measures the current. Solar conditions are emulated using the Solar Simulator (Newport, 
US). This system uses a 150 W ozone free xenon lamp, and produces a 1.3-inch (33 mm) 
diameter collimated beam. An AM1.5 air mass filter is added to re-shape the spectral 
output.  
At the surface of the sun, the power density is around 62 MWm2 [58]. At a point 
right above earth atmosphere, the power density is reduced to 1353 Wm-2. Light is 
absorbed and scattered passing through the atmosphere and this also changes the shape of 
the solar spectrum. The portion of light with wavelengths smaller than 300nm is filtered 
by atomic and molecular oxygen, ozone, and nitrogen. The infrared portion is mostly 
absorbed by water and CO2. Water is responsible for the dips in the spectrum at 900, 
1100, 1400 and 1900nm and CO2 shapes the dips at 1800 and 2600nm. The attenuation 
by the atmosphere is quantified by a factor named “Air Mass”, stu, which is defined by 
the following equation: 
 







optical path length to sun
optical path length if sun directly overhead
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As shown in Fig. 4.13, vP is the angle of elevation of Sun. The Air Mass spectrum with 
stu is the extra-terrestrial solar spectrum which is attenuated by stuthickness of the 
Earth atmosphere with standard composition and thickness. 
 
 
Figure 4.13: Illustration of the atmosphere depth and Sun angle with respect to the 
observer on Earth. 
 
Air Mass 1.5, or AM1.5 is the standard spectrum for temperature latitudes, and 
corresponds to the Sun being at the angle of [w. The solar spectrum must be attenuated 
to ~900 Wm-2, but for convenience the standard terrestrial solar spectrum is defined as 
the normalized AM1.5 in a way that the integrated irradiance is 1000 Wm-2. The AM1.5 
filtered solar spectrum is shown in Fig. 4.14. 
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Figure 4.14: ASTM (American Society for Testing and Materials) Global tilt AM 1.5 
Solar spectrum irradiance reference [59]. 
 
I measured the I-V curve of a 1mm2 P+/NWELL diode in two conditions of dark 
and Solar conditions. The result is shown in Fig. 4.15. 
 
























Figure 4.15: 1mm2 CMOS P+/NWELL PV cell (a) I-V curve, and (b) spectral responsivity. 
 
As it is evident in the measured I-V curve of Fig. 4.15,  density in the presence of a 
solar emulator light source is approximately 22µA/mm2. When no light is present (i.e., 
the chip is covered), this current drops to below 0.2nA/mm2. At bright light, the open-
circuit voltage in the PV mode, , is between 0.4V-0.5V.  The next sub-sections 
discuss the PV cell parameters that are extracted from the measured I-V curve. 
 
4.3.3.1 Maximum Available Power 
In Fig. 4.16 the available power from the diode is shown under two light 
conditions. The maximum power density available from the diode, %x, is measured to be 




























































































9.3µW/mm2 at 1 Sun. The voltage and current density at this point are denoted by x and 
yx such that  
                                               %x  x  yx;                                                      (4.7) 
 
This level of power can be achieved if the load, x0 of the PV cell equals the ratio of x 
and Cx, such that 
                                                          x  xCx0                                                        (4.8) 
where, Cx   yx  z. 

 
Figure 4.16: Available power from the 1mm2 P+/NWELL PV cell under sunlight. 





















4.3.3.2 Power Fill Factor  
This parameter demonstrates the ratio between the maximum available power to 
an ideal power, which is the product of Cql  and l.  
 
                                    dd  {|(|{O}(~}  ;gD;  _^;                                      (4.9) 
 
In this equation, yx and x show the current density and voltage of the maximum 
available power point. Comparing this number to the reported fill factors in [58], it is 
confirmed that the fill factor of this solar cell is in higher range of the available solar 
cells.  
 
4.3.3.3 Power Efficiency  
Another important parameter of solar cells is their efficiency. Efficiency of a solar 
cell is the ratio between the maximum available power density to the incident light power 
density. The light power density is 1mW/mm2 for 1 Sun solar light condition. 
 
                                        $  {|(|2O  ;gDDD  X;A^                                   (4.10) 
 
This value is about 1/20 of the typical numbers reported for the non-CMOS solar cells in 
[58]. This is expected because no chemical/mechanical optimization is performed on the 
cells to avoid recombination and maximize the light absorption.  
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4.3.3.4 Characteristic Resistance 
Characteristic resistance (l) of a solar cell is the ratio between its open circuit 
voltage to its short circuit current at the maximum available power point. If the load to a 
solar cell is equivalent to the characteristic resistance, then the solar cell operates at its 
maximum power point.  
 
                                                l  (  D;;D  X;_Z!                                   (4.11) 
 
 
Figure 4.17: The maximum available power point in the IV curve.  
 
4.3.3.5 Parasitic Resistors 
Second order modeling of a PV cell takes into account the series and shunt 
parasitic resistances. This model is shown in Fig. 4.18. A photovoltaic cell is modeled as 
a diode in parallel with a current source. q is usually a function of the cell material and 










Figure 4.18: A second order circuit model for PV cells including the parasitic resistors. 
Series and shunt resistances can be estimated using the I-V curve. As shown in 
Fig. 4.19 the series and shunt parasitic resistances affect the ideal I-V curve of a diode. 
 
 
Figure 4.19:  Effects of the parasitic resistors on the I-V curve [58]. 
In dark situations, when the parasitic resistors are not taken into consideration, the current 
can be written as a function of the voltage at its terminal by Shokley Diode model: 
 
                                                        C   CP9 	 F(n(U:;                                        (4.12) 
In (4.12) CP denotes the saturation current and s stands for the ideality factor. On the 
other hand, when the effects of the parasitic resistors are included, the equation has the 
following form: 
 
                                               C   CP9 	 F+-(n(U: 	 +-(+ ;                              (4.13) 
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It is not easy to find a closed form solution for the values of the parasitic resistors and 
these values are usually estimated by numerical methods. I have estimated the values of 
the parasitic resistors by fitting the I-V data of the diode to the model equation (4.13). 
The results show that RS and RSH are approximately equivalent to 11.22 Ωcm2 and 745 k 
Ωcm2 respectively. The ideality factor (s) is also estimated to be 1.44 from the curve 
fitting. 
These parasitic resistors affect the fill factor of the diode 
 
                                          ddq  ddD 	 ++                                              (4.14) 
 
                                          ddq  ddD 	 ++                                            (4.15) 
ddq and ddq show the effect of the series and shunt resistances on the fill factor, 
while ddD shows an ideal fill factor that is not affected by shunt and series resistances. 
From the estimations in the above equations the effect of the parasitic resistances on the 
fill factor can be observed below. 
 ddqddD   	
ql   
 ddqddD   	
lq  X;AZ 
 
Considering these results, the series and shunt resistances in the implemented diode do 
not deteriorate the fill factor heavily. Table 4.2 summarizes the measured parameters of 
the 1mm2 P+/NWELL diode. 
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Parameter Definition Value 
Diode type Type of junction P+/NWELL 
Size Diode area 1 mm2 
Optical FF Ratio of the area exposed to light to the whole area 55% 
ISC Dark Short circuit current at the dark condition 0.2 nA/mm2 
ISC Solar Short circuit current at the Solar light condition 22 µA/mm2 
VOC Open circuit voltage 0.51V 
Pmax,ideal ISC × VOC 11.22 µW 
Pmax Maximum power available under Solar condition 9.28 µW 
η The ratio between Pmax and the light source power  0.93% 
Power FF Pmax/Pmax,ideal 83% 
RCH VOC/ISC 20.87 kΩ 
RS Series parasitic resistance 11.22 Ωcm2 
RSH Shunt parasitic resistance 745 kΩcm2 
n Diode ideality factor 1.44 
Table 4.2: Summary of the measured parameters of the P+/NWELL diode. 
 
4.3.4 Responsivity Measurement 
In a photo-detector, responsivity shows the electrical output per optical input. In 
my experiments I have measured the short circuit current of the diodes vs. the input 
optical power for a range of wavelengths including the visible range and a portion of 
Near Infrared. The block-diagram of the setup used for this measurement is shown in Fig. 
4.20. In this measurement, the monochromator sweeps the spectrum and generates light 
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with a known power level, and the background light is cancelled from the optical input to 
the diode using the chopper. 
 
 
Figure 4.20: Block diagram of the setup for measurement of responsivity. 
 
In Fig. 4.21, the measured responsivity of the 1mm2 P+/NWELL cell is shown at zero bias 
voltage. It is important to mention that this data can also be used to compute  
since responsivity is essentially  where   and  being Planck’s constant and 
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Figure 4.21: Spectral responsivity of the 1mm2 CMOS P+/NWELL PV cell. 
 
4.4 A COMPARISON OF POWERING METHODS 
In order to understand where this method stands compared to the other methods, a 
comparison is provided between their characteristics in terms of size, tissue loss, and ease 
of use.  
 
4.4.1 Tissue Loss 
All the methods introduced in Chapter 2 can be used to power any system outside 
of the body. However, to use this technology for implanted devices, one needs to have an 
understanding of which method is efficient when used in an implant. Therefore, I 
compare the power loss caused by tissue in the harvesting methods (see Table 4.3). 
 






















Application Region Tissue Loss Reference 
Inductive 
Coupling 1 MHz Muscle Negligible [60] 
RF 
400 MHz Tissue 10 dB/cm [20] 
2.4 GHz Muscle <20 dB/cm [19] 
Optical 
515 nm Human Muscle 5 dB/mm* 
[43] 
633 nm Aorta Adventitia 2.5 dB/mm 
633 nm Aorta Media 1 dB/mm 
750 nm Liver 2.6 dB/mm 
546 nm Skin Epidermis 43 dB/mm 
380 nm Skin Dermis 2.15 dB/mm 
750 nm Skin Dermis 0.86 dB/mm 
Table 4.3: A comparison between the tissue loss in three types of powering.  
It can be observed that tissue loss in the near field inductive coupling method is 
negligible, while at RF frequencies the loss in the tissue is considerable. Optical tissue 
loss is the highest tissue loss among these methods.  
 
4.4.2 MRI Compatibility 
In the two methods introduced in 2.2.1 and 2.2.2 (near-field and far-field 
coupling,) a receiving element which is usually a loop or a coil is needed in the implant.  
According to [61] an object or device can be “MRI Safe” if it does not introduce any risk 
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to the patient but may affect the quality of the diagnostic information; and it is “MRI 
Compatible” if it is “MRI Safe” and it does not affect the quality of the diagnostic 
information nor the environment affects the operation of the device. Regardless of the 
frequency used, the presence of a relatively large coil or antenna is inevitable in both 
methods. It is widely known that larger coils (up to the order of the wavelength which is 
very large comparable to the size of the chip), are capable of delivering higher power.  
This is a fundamental disadvantage of this type of power delivery which also makes the 
implanted devices unsafe in MRI machines.  
There is no need to use coils for this new method, therefore, the device does not 
present any risk to the patient. Magnetic Resonance (MR) environments do not have an 
effect on the functionality of this powering method and on the other hand, silicon does 
not cause artifacts on the diagnostic images of the MRI machine. Therefore, depending 
on the MR environment and the amount of metal that is used in the structure of such a 
device, it can be an MRI compatible. In order to ensure the MRI compatibility of the 
method, one needs to investigate the exact requirements of a particular MR environment 
and the characteristics of the final device more precisely. 
 
4.4.3 Power Density 
In order to compare different powering methods, a figure of merit can be defined 
which states the available power density for each powering method. For example, the 
batteries used in [11] provide about 10µW/mm3 for over a year, while in [1] this number 
is 1.81µW/mm3. 
In the power harvesting methods (near-field and far-field coupling) discussed in 
Chapter 2, it is more convenient to report this figure of merit by the available power per 
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area due to the shape of the final device. In [26] and [29] the density of harvested power 
in the receivers are 1696 µW/mm2 and 192.68 µW/mm2 respectively.  [32] and [33] 
which perform power harvesting through far-field radiation report 3660 and 44.44 
µW/mm2 power densities at the receiver. Although in these two methods, harvested 
power density is a function of the power radiated by TX, they show how much power is 
typically available in these methods for implanted devices. 
Measurements of the PV cell shown in Fig. 4.16, demonstrate that the harvested 
power density in the designed solar cell is 9.28 µW/mm2 under solar light condition. This 
number will be attenuated to approximately 0.1 µW/mm2 under a 2mm-thick tissue slab. 
 
4.4.4 Overall Comparison 
Table 4.4 shows a comparison among the powering methods from various aspects. The 
power density for PV method is reported for the solar light condition, i.e. 1kW/m2 light 












Feature Wires Battery Inductive Coupling RF PV 
Minimum 
size NA 1-10 cm
3 1-10 cm2 1-5 cm2 1 mm2 
Tissue loss NA NA Negligible 2 dB/mm 20 dB/mm 
Ease of use Very Hard Annual Replacement Easy Easy Easy 














Density Unlimited 10 µW/mm





Table 4.4: Overall comparison of the old and proposed methods of powering for 
implanted devices. 
In general, PV cells suggest an easy-to-use method for powering implants which 
can be implemented in small sizes. The energy supply can be freely available but with the 
cost of having larger levels of tissue loss compared to the other techniques. It does not 
introduce any hazard to the patient and can be MRI compatible. This method can totally 
be considered an appropriate candidate for powering ultra-low power implantable 
devices. 
 
4.5 STACKING PV CELLS 
In Chapter 3, it was observed that the maximum available voltage level from a 
CMOS PV cell is equivalent to the open-circuit voltage which is limited to 0.5 V. This 
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voltage level is acceptable for low-power applications. However, higher levels of voltage 
are desired in order to cover a broader range of applications. In this research, the 
P+/NWELL diodes have been used as the most viable option in the CMOS 0.18µm 
technology (see Fig. 4.22). C2 denotes the short circuit current of the parasitic diodes 
under illumination. 
 
    
                                            (a)                                                 (b)          
Figure 4.22: (a) Cross sectional and (b) schematic view of P+/NWELL diode and the 
parasitic junctions. 
To achieve higher levels of voltage, the most obvious solution is putting the 
diodes in series. With a closer look at the design, it becomes clear that under illumination, 
the PSUB/NWELL parasitic diodes, in photovoltaic mode and do not allow the NWELL 
terminals to reach a voltage higher than -0.5V (See Fig. 4.15). Although the PSUB/NWELL 
diode is deeper inside the device and a decrease in light intensity might be expected at 
this junction, but the penetration depth of the light in silicon at the visible range and NIR 
region is in a level that it does not prevent the photocurrent generation in the parasitic 
diodes. As discussed in Section 4.3, the "k of the parasitic diode is higher than P+/NWELL 
diode through the spectrum. 
The parasitic diode i.e., PSUB/NWELL does not affect the functionality of the single 











farther exploration of stacking PN junctions. In Fig. 4.23, the series connection of three 
P+/NWELL diodes is illustrated.  
 
Figure 4.23: Series connection of P+/NWELL diodes. 
As explained in Section 4.3.1, other PN junctions are not suitable to be used as the 
voltage supply in a bulk CMOS process because their anode contact (PSUB) is going to be 
directly connected to the lowest possible voltage (VSS). Only in a Silicon-On-Insulator 
(SOI) technology, reaching an isolated PN junction from substrate seems promising; but 
in the non-SOI technologies, the only possible option would be the use of deep NWELL 



















of the parasitic diodes in this case needs to be examined. Fig. 4.24 shows the desired PN 
junction and the relevant parasitic diodes. C2 and C2 denote the short circuit currents of 








Figure 4.24: (a) Cross sectional and (b) schematic view of N+/PWELL diode and the 
parasitic junctions. 
Because of the larger areas of PWELL/DNW and DNW/PSUB, and their wider 
depletion regions, a higher amount of photocurrent than the main diode (N+/PWELL) is 
expected under illumination. Ideally, the DNW contact should be biased at the highest 















is the PWELL of the top device in the stack, but simulation results show it is not feasible to 
connect this terminal to all of the DNW contacts as they pull down the PWELL voltage. 
Therefore, I propose stacking the diodes according to the design shown in Fig. 4.25.  
 
Figure 4.25: The proposed connections for the stack of two N+/PWELL diodes. 
At the bottom diode (device A), the N+ and DNW and PSUB can be simply 
connected to each other, since the PWELL needs to maintain only one l  and the fact that 
DNW is connected to ground, does not affect it. I connected the Deep NWELL (DNW) to 
the N+ connection at the top diode (device B) to keep the DNW/PSUB diode reverse-
biased. 
Measuring the short circuit current of the N+/PWELL diodes (ISC) while their 
DNW, N+ , and PSUB  are connected (shown in Fig. 4.26) will result in measuring 320 nA 






















Figure 4.26: Tying N+ and DNW to PSUB for Cql  measurement. 
Simulation of the design in Fig. 4.25, shows that it is not possible to reach higher 
voltage levels in the stack of equal-sized diodes. I implemented a stack of two diodes 
with the areas of 1.28 and 0.01 mm2. The smaller sized diode (device B) will be stacked 
on top of the larger diode (device A). Fig. 4.27 shows the I-V curve of the stack. 
 




































It is evident that in this case, a combined diode is formed with open circuit 
voltage of around 1V and short circuit current of 320nA, which is equivalent to the short 
circuit current of the smaller diode. It is obvious that in the series combination of PV 
cells, the final Cql  will be equivalent to the smallest Cql  in the stack. 
It should be noted that in the stacking of these devices, depending on the structure 
of the stack and the connections between the regions, the possibility of forming parasitic 
bipolar junction transistor exists. These parasitic devices add to the leakage of the current 
and make it harder to reach to higher levels of voltage. As an example Fig. 4.28 
illustrates formation of a parasitic bipolar npn transistor (") between two N+/PWELL 
diodes on top of DNW layer. Under illumination, voltage difference is created across the 
PSUB/DNW diode. This might not cause a problem if the substrate terminal is ideally tied 
to the lowest voltage of the circuit but since the resistance of the substrate is usually 
assumed to be finite, PSUB may pick up a higher voltage than the DNW regions of one of 
these diodes. In that case, " turns on and if the N+ and DNW of each diode are connected 
as proposed in Fig. 4.25 the cathodes of two diodes connect and this prohibits stacking of 
the diodes.  
 
 















This chapter studied the available diodes in the bulk CMOS process and 
investigated their capacities to be used as PV cells to power up CMOS devices in general 
and implanted devices specifically. It is clear now that under sunlight µW’s of power 
from mm2 size areas of PV cell can be harvested. Including the results of Chapter 3 
measurements generation of 100’s of nW from a 1mm2 sized P+/NWELL PV cell put 
under 2-3mm thick animal tissue is expected. These results are verified through 




Chapter 5: CMOS Power Delivery Device Design 
I designed and fabricated an implantable sensor in CMOS 0.18µm to verify the 
possibility of powering implanted devices by optical power harvesting through the tissue. 
This chapter explains the details of the circuit blocks in the fabricated chip and the 
challenges faced in the design of such circuits. 
  
5.1 INTRODUCTION 
The sensor high level architecture is shown in Fig. 5.1. The idea is to design a 
sensor that can measure the value of an unknown impedance indicating an environmental 
variable and send the data to outside across the tissue. All of these circuit blocks should 
be run solely by the PV cells (discussed in Chapter 4). “Sensor and Reference” carry out 
the job of transducing the unknown impedance to an electrical signal and “Electrode 
Driver” transmits the signal to a pair of “in vivo Electrodes”.  
 
 
















The block diagram of the sensor is illustrated in Fig. 5.2. In order to efficiently 
utilize the <0.5V and sub-µW PV power supplies, a ring oscillator is implemented as the 
core sensing block. In vivo measurements can be done by altering the output frequency of 
the oscillator, , based on the value of either a resistance- or capacitance-based off-chip 
transducer (e.g., thermistor [62] or MEMS pressure sensor [63]). Reference is a replica of 












This particular topology has two advantages which make it appropriate for 
implantable applications. The first advantage is that the ring oscillator can operate in the 
sub-threshold region and with PV currents as low as 65nA. Such a current level, based on 
results of Fig. 3.7 and 4.15, requires only 0.5mW/mm2 optical power at the surface of the 
skin, which is an in fact dim light condition. The second advantage is the measured 
output of this sensor is frequency-modulated; consequently it is less susceptible to 
amplitude-affecting non idealities of the transmission path through the tissue,. The 
oscillation frequency of this reference oscillator, , is only a function of harvested 
current of D1. Therefore, by measuring  and  concurrently, the PV current of D1 is 
estimated first, and subsequently is used to determine the transducer value. A similar 
oscillator-based readout circuitry architecture is used in [64] for transmission of 
measured data along with the calibration data. 
For transmitting the measured signal to the outside, a neuromorphic technique is 
used which its implementation was inspired by electrocardiography (ECG) systems [65]. 
In this method, the implanted chip mimics the heart muscle by creating a polarizing-
depolarizing electrical field within the tissue that can be sensed by ECG electrodes on the 
surface of the skin. As illustrated in Fig. 5.2, a multiplexer unit (MUX) is incorporated in 
this system to time-interleave  and  into a FSK signal, which is then applied to a 
pair of in vivo polarized (non-Faradaic) electrodes. The time-interleaving clock, , is 
generated by another on-chip 49-stage ring oscillator, powered by a separate 1mm2 size 
PV cell (D2). In the rest of this chapter, the details of the design of the system 










Figure 5.3: Off-chip transducer.  
Since the focus of this research is on addressing the powering issue of implantable 
devices, the transducer is chosen to be a ready-to-use element. It can be either a variable 
capacitor or resistor, which can resemble sensors like MEMS pressure sensors [63] or 
thermistors [62], respectively. In the following sections it will be explained how the value 
of this unknown impedance is measured. 
   
5.3 READ-OUT CIRCUIT 
In this section the sensor, which is the core block of the system and has the role of 
reading out the physical variable, is discussed. First, an analysis about the operation of 
the sensor oscillator with the new powering method is presented. Next, the details of the 
final circuit will be discussed. 
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Figure 5.4: Sensor.  
 
5.3.1 PV Ring Oscillator Analysis 
The CMOS PV is designed to serve as the power supply for the circuit. However, 
the IV characteristic of the PV cell shows that it can never act as an ideal power supply 
which virtually provides unlimited current for a predefined voltage level. Fig. 5.5 shows 
the I-V curves of an ideal voltage source and a PV cell.  shows the voltage level of the 
ideal voltage source. 
 
 
                              (a)                                                 (b) 
Figure 5.5: Comparison of the I-V curve of (a) an ideal voltage supply with (b) a PV cell. 
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A PV cell generates an amount of current which is a function of its physical 
properties (doping level, junction depth.), the light condition, and finally the load 
connected to the cell. On the other hand, the cell is aimed to be used in vivo. Thus, the 
total available current will be small. According to calculations in Chapter 4, this value 
will be in the range of tens of nA.   
 
 
Figure 5.6: PV cell used as a direct power supply to run a device. 
The maximum voltage available from the cell will be equivalent to its open circuit 
voltage which is around 0.5V according to the measurements presented in Chapter 4. 
This implies that any circuit implemented in 0.18µm CMOS technology with medium 
and high threshold devices will operate in sub-threshold region because most of the 
devices have threshold voltages below 0.5V. As a result, I decided to base the core of the 
sensor on a ring oscillator because a ring oscillator has a robust architecture and works in 
low current and low voltage conditions [66]. In this sub-section, the behavior of a three-








Figure 5.7: A three-stage inverter-based ring oscillator fed by the PV cell. 
The model used in simulations for the PV cell is a first order cell model (Fig.4.2). In the 
sub-threshold region, the drain current of the devices are described as 
                                               
                                                               C  CPF
)O
U ,                                                      (5.1) 
where 
                                                                 T  T ;                                                         (5.2) 
In equation (5.2) ! denotes the Boltzman constant and @ and j stand for the absolute 
temperature and the electrical charge of an electron, respectively. s shows the ideality 
factor of the diode and equals one for an ideal diode where no defects are present. The 
PV cell open circuit voltage is a function of available photovoltaic short circuit current 
(Cql). 
                                            l  T s O    T  O 0                                   (5.3) 
which means:  
                                                              Cql  CPF









where CP is the saturation current of the device. In the oscillator, the input/output of each 
stage switches between two voltage values, zero and P, which is the voltage provided 
by the supply (PV cell) and is a function of its load. According to equation (5.1) the 
current passing through the PMOS and NMOS in a simple inverter stage can be described 
by the following equation:  
 
                                                           C2  CPF
O4U 0                                                  (5.5) 
and 
                                                  C  CPF
4U 0                                                      (5.6) 
 
where n is the input voltage of the stage.  Supply voltage (P) can be approximated by 
l, because at the instant that PMOS of one stage starts to draw current, the other stages 
are off and can approximately be assumed as open circuit loads for the PV cell. The stage 
that is drawing current also can be assumed to be a high impedance load for DC current 
because it can be modeled as a series connection of the PMOS on-resistance and the load 
capacitor. The PMOS draws current until the output voltage of that stage gets close to 
P ( l). So P in equation (5.5) can be replaced by l as in the following 
equation: 
                                                           C2  CPF
34U ;                                                   (5.7) 
 
When the input is high (n equals P), then C2  CP  X and C  CPF
3U  , and if n is 
low (n  X), then, C  CP  Xand C2  CPF
3U .  On the other hand, from (5.4) this 
value is equivalent to Cql  (assuming s  ). When the output of a stage is rising or 
falling, the circuit can be assumed to be a current source with the value of Cql  in series 
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with a charging or discharging, respectively. Hence, the rise-time (@) and fall-time (@) 
of each stage is equivalent to  
 
                                               @  @  l(3 0                                                   (5.8) 
 
where  stands for the total capacitance at the output of the stage. The total period for a 
ring oscillator is expected to be approximately:  
 
                                                                @  l(3 ;                                                       (5.9) 
 
The simulation results for a three-inverter ring oscillator confirms this result. In the 
simulated circuit, the aspect ratio of the PMOS and NMOS devices are DD; W` and 

D; W`, respectively. The capacitor at the output of each stage is 100 fF. Fig. 5.8 shows 




Figure 5.8: The transient output of the ring oscillator when Cql  is 200 nA. 
 
The rise and fall delays of each stage ( ) from calculation and simulation for 
 is shown in Fig. 5.9. The two graphs show that the calculation results match 
the  simulation results very closely. 





















Figure 5.9: The rise and fall delay of one inverter stage with 100fF load capacitance. 
 
5.3.2 Circuit Design 
The analysis presented in the last section shows how the delay of the inverters 
changes with the  of the PV cells. The result enables estimating the amount of current 
from the measured delay. However, as discussed before, the objective of designing this 
sensor is measuring an unknown resistance or capacitance. To accomplish this goal, the 
unknown element should be fit in one of the stages of the ring oscillator such that it 
modifies the frequency of oscillation. Subsequently, by observing the change in the 
frequency, the value of the unknown impedance can be calculated. Fig.5.10 shows the 
final architecture of the sensor. The off-chip transducer element modifies the delay of the 
first stage to change  and the switches facilitate alternating between resistive and 




























capacitive measurement modes. They can be eliminated in an implementation that 
functions only in one mode. The block is run by a quarter mm2 PV cell (D1). 
 
 
Figure 5.10: Final schematic of the sensor core. 
 
5.3.2.1 First Stage 
The core of this design is a three-inverter ring oscillator but the first two stages 
have been modified. The first stage is a modified inverter. The inverter is modified such 
that it provides the option of using the sensor in a resistive measurement mode too. Fig. 
5.11 shows how this possibility is accommodated in the first stage of the sensor. 
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Figure 5.11: The first stage of the sensor read out circuit. 
When S=1, the switches are set as the sensor works in capacitive sensing mode, 
and when S=0, the sensor will be in resistive sensing mode. As shown in Fig. 5.11, the 
switches are CMOS transmission gates with on-resistance of 142 Ω. In the capacitance 
sensing mode (S=1), pF-range capacitors are connected from the output node to ground to 
alter both the charging and discharging of node “X” through transistors M1 and M2, 
respectively. In the resistance sensing mode (S=0), the MΩ-range resistors are connected 
in series with M2 to only affect the discharge without creating a DC path from node “X” 
to ground in the current-limited charge up phase. 
 
5.3.2.2 Second Stage 
In the second stage of the ring oscillator, a Schmitt-trigger inverter is 
implemented to increase the swing of node “X” and reduce the jitter of . The block, 
shown in Fig. 5.12, has a well-known design [67]. 













Figure 5.12: The schematic of the Schmitt Trigger block. 
The input-output characteristic of the block when the   of the feeding PV cell is 200 
nA, is shown in Fig. 5.13. The graph demonstrates a 78mV hysteresis window. This 
hysteresis window protects the circuit against the noise from outside which might be 





Figure 5.13: The input-output characteristic of the Schmitt Trigger block. 
 
5.3.2.3 Third Stage 
The third stage is a static CMOS inverter. To tune within the 1–10 kHz 
frequency range, 100nF on-chip MIM capacitors are placed at each stage. 
 
5.3.2.4 Reference Oscillator 
 




















Figure 5.14: Sensor transfer function in the resistive mode for various current values. 
The simulation results show that the frequency of oscillation is a function of Cql  
that itself is a function of light condition. It is also obvious how the light condition will be 
a function of the environment in which the device exists. This makes the interpretation of 
the results very complicated. To address this issue, I implemented a reference circuit 
which is exactly equivalent to the sensor core and is fed by the same PV cell that feeds 
the sensor but has no unknown element connected to it. The reference impedance will be 
an open circuit in the capacitive sensing mode and a short circuit in the resistive sensing 
mode. The frequency of this reference oscillator is only a function of the environment 
and assists predicting the PV short circuit current. By knowing the short circuit current, 
the value of the unknown element can be figured out. In the next section it is shown how 








Figure 5.15: Sensor and reference schematic. 
 
5.3.2.5 Interpretation of the Oscillation Frequency 
In the capacitive sensing mode, I put the capacitance in the output of the first 
stage (see Fig 5.16). 
 
 
Figure 5.16: Sensor schematic in capacitive sensing mode. 
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Fig. 5.17 shows the transient response of the output for two values of capacitive 
transducer when Cql  of PV is equivalent to 50 nA. It shows how the charge and discharge 
phase lengthens with higher capacitance value.  
 
 
                                     (a)                                                                       (b) 
Figure 5.17: Sensor transient output in capacitive mode for (a) C = 0, and (b) C = 1pF. 
The delay of all the three stages should be known as a function of the unknown 
capacitance and the Cql  of the PV cell to make the calculation of the oscillation frequency 
possible. In the previous section, a closed form for the delay of the inverter stage was 
found. But, because of the presence of the switches in stage 1, the delay will be different 
from a plain inverter. On the other hand, finding a closed form for the rise and fall delay 
of the second stage is not an easy task. Therefore, characterizing the oscillation frequency 
of the sensor can be carried out by multiple simulations for various light conditions and 
capacitor values. You can find these characterizations in Appendix A. Fig. 5.18 shows 
the final sensor transfer function in the capacitive mode for a couple of light conditions 
(i.e. Cql  of the PV). The sensor transfer function is defined as  vs. unknown 
capacitance. As expected, this difference increases by the available current from the PV 
cell and the variable capacitor. 
 




Figure 5.18: Sensor transfer function in capacitive mode for various current values. 
In the resistive sensing mode, I put the resistor in the path between the capacitor 
and the bottom NMOS device.  The sensor architecture will look like Fig. 5.19 when it is 
in the resistive sensing mode.  The analysis of the delays in resistive sensing mode can be 
found in Appendix B. 
 
 
Figure 5.19: Sensor schematic in resistive sensing mode. 
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Fig. 5.20 shows the transient response of the sensor in resistive sensing mode for 
resistive transducer values of 10 Ω and 10 MΩ. Cql  of PV is equivalent to 50 nA in these 
cases. 
 
(a)                                                                   (b) 
Figure 5.20: Sensor transient output in resistive mode for (a) R = 10Ω, and (b) R = 10 
MΩ. 
 
The graphs in Fig. 5.21 depict sensor transfer function,  vs. unknown resistance 
for a range of resistors and various light conditions. 
 
Figure 5.21: Sensor transfer function in the resistive mode for various current values. 
R = 10 Ω R = 10 MΩ
SR ff −































The frequency difference is higher at higher levels of PV short circuit current and higher 
levels of resistor. 
 
5.4 TRANSMITTER AND OUTPUT INTERFACE  
For transmitting the measured signal to outside, a neuromorphic technique is used 
that was inspired by electrocardiography (ECG) systems. In this method, the implanted 
chip mimics the heart muscle by creating a polarizing-depolarizing electrical field within 
the tissue that can be sensed by ECG electrodes on the surface of the skin.  As illustrated 
in Fig. 5.2, a multiplexer unit (MUX) is incorporated in this system to time-interleave  
and  into a FSK signal, which is then applied to a pair of in vivo polarized (non-
Faradaic) electrodes. This section discusses the details of the circuit. 
 
5.4.1 Timer 
The timer generates a clock signal with the aid of which the frequency shift 
keying of the sensor and reference signals can be realized. The exact value of  is not 
critical.  The only requirement is that its value has to be much less than  and   (e.g., 
below 200Hz) to ensure that   and  can properly be detected and differentiated.  For 
this reason, an on-chip 49-stage ring oscillator is implemented and powered by a separate 
1 mm2, PV cell (D2). To further decrease the frequency of the timer, 100 nF capacitors 









Figure 5.22: Clock generator. 
5.4.2 Multiplexer and Electrode Driver 
Multiplexer (MUX in Fig. 5.23) does the job of time interleaving the output of the 
sensor and reference by the aid of clock signal, and electrode driver prepares the signal to 
be sent out to the in vivo electrode. One dedicated 1mm2 size PV cell (D3) provides 
power for this part of the system. 
 
 
Figure 5.23: Multiplexer and electrode driver. 
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Fig. 5.24 shows the circuit structure of the electrode driver. First to create a FSK 
signal, the output signals from sensor and reference oscillators are multiplexed, using a 
pair of transmission gates. The generated signal is then passed through a couple of static 
CMOS inverters for buffering and finally is applied to trigger the polarizing-depolarizing 
switches (Mpol and Mdpol). 
 
 
Figure 5.24: Circuit diagram of the electrode driver. 
A PV cell (1 mm2) is dedicated to this block to prohibit kicking back the generated 
signals to the sensor and reference, which could modulate their outputs and generate false 
tones. 
 
5.4.3 Electrode-Tissue Modeling 
As discussed in the previous section, a sensor and a reference oscillator are used 
to interpret the collected data. These two signals need to be sent to the outside world. 
Here, the modeling of the interface of the electrode and tissue inside the body is 
discussed.  
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Figure 5.25: Polarized electrodes. 
It is important to understand that the load for driver circuitry is the in vivo 
electrode pair that is in contact with the tissue. The actual value of the load (i.e., input 
impedance of the electrode-tissue interface) depends on the area of the electrode and the 
physiochemical characteristics of the tissue. Studying all aspects of this problem is 
beyond the scope of this thesis and therefore a semi-empirical approach is chosen to 
design the electrode system and the driver circuitry. 
In this approach, the tissue is modeled as a homogeneous electrolyte with constant 
resistivity. Therefore, the impedance seen by the driver circuitry can be represented by 
the impedance model of an electrode-electrolyte interface [65] as shown in Fig. 5.25. Ehc 
shows the half-cell potential between the metal and the electrolyte. Since we are 
interested only in the time varying component of the transmitted signal, the half-cell 
potential formed between the tissue and the metal interface has a negligible effect on the 
measured signal and therefore, we neglect it in this model.  





Figure 5.26: Electrode- tissue interface model. 
The capacitances present in this model are from the layer of adsorbed ions on the 
interface (also called the Stern layer) and diffusion layer (  and , respectively). The 
overall capacitance at each electrode (  and ) when the salt concentration is high 
is around 10-20 µF/cm2 [68], which is generally dominated by the value of the smaller 
capacitance, . At the frequency of interest, the impedance of this capacitance is much 
smaller than the electrode-electrolyte interface resistance (RD) and hence, RD is also 
ignored in the final impedance model. Finding the tissue resistive load, , is more 
involved, since it is not only a function of electrode area, but also its topology. In this 
design, the method described in [69] is used to estimate , which offers formulations to 
compute the equivalent resistance of an electrolyte seen through two planar electrodes as 
shown in Fig. 5.27. For an electrolyte (tissue here) with resistivity , the value of  is 
 
                                           ,                                             (5.10) 
where  
                                                ,                                               (5.11) 
and  
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According to [70], the resistivity of the live human muscle is between ~500 to 
~1050Ωcm. To create electrodes which are within the same dimensions as the CMOS IC, 
1mm2 electrodes with 2mm pitch are used in this implantable sensor. Based on (5.10) to 
(5.12), the predicted value for   is between 6.1 kΩ and 12.8 kΩ. Furthermore, the 
interface capacitance using the 10-20µF/cm2 assumption is 100-200nF. Hence, the 
electrode load (i.e., lower impedance) can be estimated to be 300nF 1kΩ. 
 
 
Figure 5.27: Planar two-electrode structure. 
 
5.5 BUFFER 
In order to measure the oscillating frequency of the sensor and reference 
individually, I have implemented a buffer in the circuit, which is not shown in Fig.5.2. I 
have the option of sending each output (sensor or reference) to the buffers or through the 
electrode driver. The buffer has also the option to be powered by an ideal power supply 











the devices in the second and third stages is larger than the first and second stages 
respectively to enable driving the load at the output. The load which will be one of the 
probing devices usually has a large capacitor at the input port (e.g. 25pF). 
 
5.6 SUMMARY 
This chapter discussed the design of the sensor and the challenges for this 
particular application. Fig. 5.28 illustrates the die photo of the circuit and the dedicated 
areas to each circuit block. 
 
 
Figure 5.28: Die-photo of the circuits 
In Fig. 5.29, the final implemented system is demonstrated, which includes the 
CMOS IC, the polarized electrodes, and an off-chip transducer. The total area is 









Figure 5.29:  Die-photo of the whole device and a possible final structure 
 













Chapter 6:  Sensor Measurement Results 
 
6.1 INTRODUCTION 
In the previous chapter, the design and implementation of a fully integrated 
standard CMOS power harvesting sensor was demonstrated. The measurements of this 
device include electrical, optical, and in vitro tissue-involved experiments for various 
parts of the chip. This chapter presents the measurement results. 
The measurements can be classified into two main categories. In the first 
category, the optical and electrical characteristics of the sensor are evaluated from 
different aspects. In the second category, the in vitro measurement results of the whole 
device are discussed. During all the measurements, the chip which is a 44 pin die 
fabricated in standard 0.18µm CMOS technology is inserted into a 44 pin PLCC package 
mounted on the Printed Circuit Board (PCB) as shown in Fig. 6.1. 
 
 







PLCC Package & the Chip
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6.2 OSCILLATION FREQUENCY 
To understand how the oscillation frequency varies with illuminance, I formed a 
setup shown in Fig 6.2.  
 
 
Figure 6.2:  Test setup for characterizing the sensor  
The variable light source is a 150-watt halogen microscope illuminator (SCHOTT 
LR92240 ACE-I). The light source has been calibrated by several measurements with a 
light meter (Extech HD450). By knowing the illuminance of the light source and its 
power, the incoming photon flux power can be estimated. Knowing the halogen lamp 
characteristics and given that the diameter of the light sensor in the light-meter is one 
inch, the total power of the light received by the sensor can be estimated from the total 
illuminance received by the sensor. The halogen lamp luminous flux is approximately 
3600 lumens [71] for 100 Watts power. Since the luminous flux changes in proportion to 
its physical photometric equivalent in watts, the electrical power can be calculated, 
knowing the luminous flux received.  
Fig. 6.3 shows the measured oscillation frequency of the reference oscillator as a 
function of incident photon flux illuminance. There is no transducer connected to the 
oscillator in these measurements (open and short circuit for capacitive and resistive 
modes). As evident, the frequency of oscillation is within the kHz range for both 
resistance and capacitance sensing modes; a range which can easily be sensed using 
conventional ECG electrode on the skin. 
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Figure 6.3: Reference frequency vs. illuminace in Capacitive and resistive sensing modes 
As expected from equation (5.9) the frequency of oscillation increases with illuminace, 
which indicates an increase in short circuit current in the PV cells.  
 
6.3 PHASE NOISE 
The setup shown in Fig. 6.4 was used to measure the phase noise of the oscillator. 
The chip was illuminated by an LED flashlight. A flashlight was used because it is DC 
battery powered and the fluctuation in the light source is minimal. In this test the buffer is 
powered by a PV cell.  
 



















































































Figure 6.4: Phase noise measurement setup 
In this test, the reference frequency in resistive mode was measured under 1.2klux 
illuminance. Fig. 6.5 shows the normalized spectral power vs. the offset frequency from 
the main tone. 
 






































6.4 SENSOR TRANSFER FUNCTIONS 
The transfer function of a sensor shows the relation between the physical input 
and the observed electrical output. In this sensor, I define the transfer function as the 
relation between the resistance or capacitance values and the observed frequency 
difference between the sensor and the reference.  In order to determine the transfer 
function of the sensor in the two modes (capacitive and resistive sensing modes), I used 
the setup shown in Fig. 6.2 and measured the frequency of oscillation as I changed the 
parameters.  In Fig. 6.6 and 6.7, the measured sensor transfer functions for both modes of 
operation are reported. Based on this data, at 2.5 klux,  has a sensitivity of 
600 Hz/pF and 390 Hz/MΩ for capacitance and resistance sensing modes, respectively. 
As discussed previously, if illuminance is measured indirectly, the value of  is 
sufficient for estimating the transducer value.  
 
 



























Figure 6.7: Sensor transfer function in capacitive measurement mode at three levels of 
illuminace. 
Allan variance is a parameter that shows frequency stability in components like 
clocks and oscillators. This parameter can be calculated from phase noise data [72] using 
Cutler’s equation (6.1). This power-law model is frequently used to estimate the Allan 
variation. It assumes that the spectral density of normalized frequency fluctuations is 
equivalent to sum of the terms that vary as integer power of Fourier frequency. Therefore, 
the slope of the output in a log-log graph and its amplitude should be known to find out 
the value of the frequency fluctuations. The slope (α) is a straight line ( ) in the log-log 
graph. 
 
   (6.1) 
 
 

















































In this equation represents the sampling time, and  stands for the 
frequency variation for the respective sampling period ( ). shows the amplitude of the  
 line. Figure 6.8 shows how the values of  can be extracted from the phase noise 
graph. The values of  are listed in Table 6.1.  
 






















































Table 6.1: Cutler’s equation parameters extracted from noise figure shape  
 








































The Allan deviation for a 1sec sampling period is equivalent to 0.7 Hz. This value 
corresponds to MDLs of 1.2 fF and 1.8kΩ for 1 sec measurements. However, in actual in 
vivo applications, this level of accuracy has not been demonstrated and so far MDLs in 
the range of 100fF and 153kΩ range have been achieved. This is mainly due to unwanted 
spontaneous fluctuations of  which originate from ambient light (energy source) 
instabilities, 60Hz power line coupling into the tissue, motion artifacts and other in vivo 
interference sources.  The next section shows how the light fluctuations affect the sensor 
output. 
 
6.5 LIGHT FLUCTUATION MEASUREMENT 
The fluctuations in the light source result in the generation of unwanted tones in 
the sensor oscillator.  More analytical details about the variations in the light source are 
presented in Appendix C. In this section, the measurement results of two light conditions 
are demonstrated which show how the fluctuations in the light source appear in the output 
of the sensor. The setup shown in Fig. 6.4 is utilized for this experiment. The chip is lit 
by the specific light source and the output of the sensor is connected to the spectrum 
analyzer. In this set of measurements two types of light source were used. In the first test, 
a halogen lamp run by main power lines, was used to light the chip. In the second 
measurement, the chip was lit by a flashlight run with all-purpose batteries. All of the 
components in the chip are run by the COMS PV cells that exist in the chip.  When the 
chip is lit by the lamp, two unwanted tones with an offset of 60 Hz are observed around 
the main tone (Fig. 6.10a). These signals are 10dB smaller than the main tone. When the 
circuit is lit by a flashlight, a constant amount of photon flux hits the chip surface and the 
Sf
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main tone is observed without any considerable interfere around it. The spectrum is 
shown in Fig. 6.10b.  
 
Figure 6.10: Measured spectrum of the sensor output when lit by (a) incandescent light 
run by power line and (b) flashlight run by batteries 
These unwanted tones can complicate distinguishing of the main signal. Should 
this circuit be used in a specific light condition, the properties of the light source must be 
clearly characterized. An important specification of theses interferers is that they appear 
symmetrically around the main tone. So they can be distinguished from the unknown 
signals that are going to be measured.  
 
6.6 TEMPERATURE TEST 
Temperature is another environmental factor that affects the measurements. Since 
the Silicon optical absorption, carrier mobility, and threshold voltage all vary as a 





















































temperature. The knowledge of the circuit temperature dependence is required for correct 
interpretation of the sensor measurement results. 
 Silicon optical absorption increases with temperature and it means higher short 
circuit current level in the PV cell, hence higher frequency. But carrier mobility drops 
and threshold voltage increases with temperature and they will have an opposite effect on 
the frequency. So it is not obvious how the oscillation frequency changes by temperature. 
To figure this out, I measured the reference oscillation frequency under 690 lux 
illuminance. I put the test board on a heating plate and continuously measured the 
temperature of the chip package with a K thermocouple and the oscillating frequency as 
the temperature went up. The result is shown in Fig. 6.11.  
 
 
Figure 6.11: Reference frequency (R-mode) as a function of temperature at 690 Lux. 
 
It is clear that the oscillation frequency is increasing with temperature. The reason 
is that the effect of the increase in the optical current and the decrease in the threshold 
voltage are dominant and hence the frequency increases.  
 







































6.7 FSK TEST 
In this measurement, I verified the functionality of the timer, MUX, and electrode 
driver using the setup shown in Fig. 6.12.  
 
 
Figure 6.12: Setup for FSK test.  
The sensor is functioning in the capacitive measurement mode, where the transducer 
capacitance is 10 pF. The output of the sensor and reference are fed into the multiplexer 
and consequently to the electrode driver. In this case, the output of the electrode driver is 
directly probed without being connected to the in vivo electrodes. The light source 
illuminace is equivalent to 1.42 klux. The transient output of the electrode driver and the 
timer signal are shown in Fig. 6.13. 
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Figure 6.13: Transient output of the electrode driver in the FSK test. 
The FSK output of the electrode driver is formed by the reference and sensor output 
signals with oscillation frequencies of 6.268 and 3.264 kHz respectively. Timer is 
generating a 160 Hz square-wave signal and facilitates the alternation of the output 
between reference and sensor signals.  
 
6.8 IN VITRO MEASUREMENTS 
In vitro validation experiments for this sensor were done in two parallel setups. In 
one setup, the transmission path using the subcutaneous electrodes was characterized 
while the other focused on energy harvesting. The main rationale behind this was the 
measurement practicality and the fact that special packaging is required to simultaneously 
do both. In the future implementation, this can be achieved by wirebonding the die output 





6.8.1 Electrode Coupling 
As discussed in Chapter 5, a neuromorphic method is designed for transmission of 
the data to the outside world. In this method, the signal is dumped on a pair of electrodes 
and a conventional set of ECG electrodes picks up the signal from the top of the skin (see 
Fig. 6.14).  
 
 
Figure 6.14: The tissue inserts some loss on the output signal from the device 
In order to characterize this transmission technique, it should be known how the 
signal is modified when it is transmitted through the tissue from one set of electrodes 
inside to the other set on the top. The size of the in vivo electrodes should be chosen such 
that they do not increase the size of the device to make it infeasible for implantable 
applications. Therefore, the electrode pair size is expected to be around a few millimeters. 
On the other hand, the frequency range of the device is a few kHz. In this frequency 
range, the size of the electrode and the length of the signal path are much smaller than the 
wavelength of the signal (M  X m). Under this condition, the signal transmission is not 









coupling between the two sets of electrodes. This model is inspired by how the thoracic 
tissue is modeled for measuring body surface potentials in ECG readings (See Fig. 6.15). 
 
(a)                                                         (b) 
Figure 6.15: The electrocardiographic problem [65]. 
The electric activity of the heart is modeled by an electric dipole which is located 
in the thorax [65]. The potential that is generated by this dipole appears in the whole 
body and on the surface.  Fig. 6.15a illustrates the heart dipole in a human body at one 
instant of time. A and B are two observation points. If the observation points are located 
on different equal-potential lines of the electric field, a nonzero voltage can be measured 
between these two points and can be used to reveal the activity of the heart. Different 
pairs of observation points on the body will result in different voltages due to the spatial 
dependence of the electric field. 
  Fig. 6.15b shows the equivalent circuit diagram of 6.17a where RT1 and RT2 
resemble thoracic medium resistances and RAB is the resistance between the two points. 
ΦA and ΦB are the potentials of the A and B nodes to another reference potential. ΦAB 















electrodes and estimates the cardiac activity. Similarly, I have used a three-electrode set 
shown in Fig. 6.16. This setup was used to estimate the coupling between the 
subcutaneous electrode pair with the external ECG electrodes.  
 
 
Figure 6.16: ECG electrode to implanted electrode coupling measurement setup across a 
3mm thick slab of post mortem bovine muscle. 
The in vivo electrode pair (also shown in Fig. 5.30) is located on the bottom board 
and cannot be seen in this figure. The tissue shown in Fig. 6.16 is a 3mm thick slab of 
post mortem bovine muscle. The ECG electrode setup contains three electrodes, one of 













The implantable to ECG electrode coupling was measured to be approximately -
35dBV/V within the 0.1 to 20 kHz range as shown in Fig. 6.18.  
 
 
Figure 6.18: ECG electrode to implanted electrode measured coupling. 
 
6.8.2 Sensor Tissue Test 
The in vitro energy harvesting capabilities were tested in a setup (Fig. 6.19), 
where a 3mm thick post mortem bovine muscle (red meat) slab and 1~2 mm thick 
chicken skin were used to emulate tissue loss. The output of the chip in this setup was 
connected to 300nF 1kΩ external load which approximates the tissue load in the setup 
of Fig. 6.20.  
 
 
Figure 6.19: Block diagram of the sensor tissue test setup. 
 


























 The variable light source (150-watt halogen microscope illuminator, SCHOTT 
LR92240 ACE-I) was applied from top and normal to the skin surface, while the CMOS 
chip was placed under the muscle slab beneath the skin. The illuminance in this setup was 
measured to be 15 klux which is equivalent to the illuminance of a sunny day with 
scattered clouds. Based on this number, 1.2 µW is available at the surface of the chip 
when no tissue is present. The presence of the tissue used in this setup attenuates this 
available power to approximately 120nW.  
 
 
Figure 6.20: Sensor in vitro measurement setup. The chip is illuminated through a 3mm 
thick post mortem bovine muscle slab and 1~2 mm thick chicken skin. 
Since the sensor circuitry input impedance do not coincide with the optimum 
operating point of the PV cells, the PV cell power transfer efficiency (the ratio between 






the sensor and reference blocks consumed around 11nW and the electrode driver 
consumes 19nW.  
The measured output FSK signal is shown in Fig. 6.21. The frequency difference 
between the reference and the sensor phases in the FSK signal demonstrates the value of 
the measured capacitor which was 10pF. This particular result, considering the mV-range 
amplitude at the output of the CMOS chip, demonstrates that FSK signals with 10-100 
µV magnitude can be generated on top of the skin. This value is well within the detection 








In this chapter, the measurement results of the fabricated CMOS implantable 
sensor were explained. The results show it is possible to run an ultra-low power circuit in 
an implantable device through optical power harvesting. This result suggests the 















Chapter 7:  Summary and Future Work 
 
7.1 SUMMARY 
This research demonstrates a new technique for delivering power to implanted 
devices. The goal of this project was to prove the feasibility of harvesting the energy of 
light passing through the tissue and converting it to electrical power by the use of 
integrated CMOS PV cells. In the previous chapters, the optical properties and the 
advantages and disadvantages of CMOS PV cells were. The optical loss of the body 
tissue depends on the type of the tissue but the bottom line is that around 20 dB/mm loss 
is expected in the visible range. 
I also examined the characteristics of CMOS PV cells and found out under solar 
spectrum light conditions, and conclude that approximately 20 µA’s short circuit current 
in a 1mm2-size P+/NWELL diode can be expected. Such devices, therefore, can give the 
maximum power of 10 µW when loaded with the optimum load. Putting all these results 
together, it can be concluded that the generation of 200nW power in a 1mm2 size PV cell 
when put under a slab of 2 mm-thick tissue is quite possible. 
In order to empirically prove these assessments, the design and successful 
implementation of an implantable sensor was presented which can be run solely by on-
chip CMOS PV cells fabricated on the same die. The measurement results confirm the 
primary conclusions and the implantable circuit can be operated by the light that is passed 
through an emulated tissue on top of the device. 
To send the measurement results to the outside world, a neuromorphic method is 
proposed in which transferring the output signal of the sensor is applied to a pair of in 
vivo electrodes and can be picked up by an ECG electrode set on top of the tissue. The 
coupling of the two electrode sets across a 3mm-thick slab of post mortem animal meat 
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was measured. The results of the measurement, in addition to the sensor characterization 
results show that the signal amplitude at the ECG electrodes is adequate for precise 
reading of the in vivo signals. 
 
7.2 FUTURE WORK 
7.2.1 Full test in live animal 
All of the measurements involving with tissues in this work have been done with 
post mortem muscle and skin tissues. The system is expected to work in an in vivo 
condition as well, as there is no fundamental difference between these two cases, which 
would annul the functionality of the system. However, the movement of the subject, body 
temperature changes, and the dynamic changes in the tissue optical loss due to blood 
circulation and other factors may deteriorate the performance of the sensor. This test is 
imperative before the functionality of such implants inside a live animal body can be 
confirmed. In order to do the tests, the in vivo electrodes should be wirebonded to the die 
and specific packaging should be used such that the device is sealed using a transparent 
yet biocompatible resin.  
Another interesting subject to study is the effect of the body on the functioning of 
the PV cells when implanted in the body for a long time. It is important to have a long 
term analysis of the functionality of the implanted PV cells to be able to promise that 
such a system would not need frequent maintenance. 
 
7.2.2 Design of ultra-low power regulators for CMOS PV cells 
In this dissertation, the design of a device directly powered by the CMOS PV 
cells was introduced that had no storing or regulating element to enhance the supply 
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voltage and current. As shown in section 6.5, the fluctuations in the ambient light are 
observed in the PV short circuit current which directly affect the sensor output. On the 
other hand, the maximum available voltage from a single cell does not exceed its open 
circuit voltage, which is not sufficient for many applications. A higher level, regulated 
power supply is generally preferred.  Therefore, it is very beneficial to include DC-DC 
converting and regulating blocks in more demanding applications. This might be quite 
challenging as the available power supply is usually limited and stepping up and 
regulating architectures can be power hungry and leaky. Therefore, a comprehensive 
study on the feasibility of PV voltage regulators is appropriate. This study can be divided 
to two categories. The first category involves design of voltage regulators for systems 
where a storing element, stores the harvested energy. In this category, unpredictable 
fluctuations in the optical energy source do not deteriorate the performance of the load. In 
the second category, the design of voltage regulators for real-time energy harvesting 
should be studied. The voltage regulators in this case must be able to suppress the random 
changes in the energy supply. 
 
7.2.3 Study of the stochastic power supplies 
Power harvesting supplies usually deal with energy supplies which are 
unregulated, unpredictable, and conditional. Generally, it is desired to have a reliable 
power supply which can provide a regulated power to feed the load. For this reason, 
many of the harvesting power supplies include modules to store and regulate the 
converted energy. The regulator needs power to start working and may be leaky and 
power hungry.  It would be desirable if the power supplies can be used without any 
regulation or storage. A study on the possible circuit designs that can tolerate such kind 
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of power supplies namely “stochastic power supplies” is valuable. Although the 
harvesting energy sources might have a random nature, they are not completely 
unpredictable. The performance of the circuits that are run by such power supplies 
depends on the statistics of the available power. Burst mode designs are appropriate 
candidates for this application, where the output is only generated when adequate power 
exists in the supply. Apparently, the output will also be conditional, but will not be 
completely unknown. Depending on the average harvesting energy and its deviation, the 






Appendix A: Analysis of the Sensor in Capacitive Sensing Mode  
In this section a detailed characterization of the sensor in capacitive sensing mode is 
discussed. This discussion is an extension to section 5.3.2.5. 
 
The period of the designed sensor circuit can be written as:  
                                                                                                (A1) 
where   
                                                                                                       (A2) 
 and  represent the rising and falling delay at the output of each stage in Fig. 5.10, 
when S=1.  shows the delay in the first stage which is the modified inverter including 
the unknown component.   denotes the delay in the Schmitt-trigger. The third stage is a 
simple inverter stage with a known load capacitance (C0), so  is known from (5.8). The 
graph shown in Fig. A1 illustrates the delay of the three stages for PV short circuit 
current values of . The load capacitance of each stage is equal to the default 











Figure A1: The rise and fall delays of three different stages of the sensor vs. PV short 
circuit current. 
The presence of the switches in the first stage makes the delay of the first stage 
different from a simple inverter. There exists an offset between the two graphs due to the 
presence of the switch parasitic capacitors. In order to characterize this offset, the first 
stage rise and fall delays have been measured for various capacitance and current values 
and compared to the rise and fall delays of a simple inverter which is run by the same 
current and has the same load capacitance.  
 
 




























                                                (a)                                                     (b) 
Figure A2: Schematic of Stage 1 in capacitive sensing mode (a) with switches and (b) 
simplified  
As shown in Fig. A3, this offset is a function of available current but almost 
constant for different values of load capacitance. By characterizing these values, it can be 
observed that the offset is due to about 35fF parasitic capacitor existing in the output of 
stage 1, when switches are present. 
 
 
Figure A3: Delay offset between stage 1 and a CMOS inverter. 
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Finding a closed form for the delay of the second stage is not a trivial job, but I 
try to characterize it as much as possible by comparing the delay of that stage with a 
simple inverter stage through simulation. As shown in Fig. A4, the delay of the second 
stage (inverting Schmitt Trigger) is almost three times the delay of a simple inverter stage 
with the same loading capacitance.  
 
 
Figure A4: Comparison of the delay of the second stage with the simple inverter stage vs. 
PV short circuit current. 
 
  



























Appendix B: Analysis of the Sensor in Resistive Sensing Mode 
In this section a detailed characterization of the sensor in resistive sensing mode is 
discussed. This discussion is an extension to section 5.3.2.5 
 
In order to find out how the oscillation frequency changes with the available PV 
current and the unknown resistance in the resistive sensing mode, a simplified circuit is 
analyzed first. This circuit is an inverter with a resistor between its two devices, run by a 
PV cell. 
 
Figure B1: The first stage in the resistive sensing mode. 
Since the resistor is present in the discharge path, the rising time of the stage 
output is not a function of the resistor and the delay is equivalent to the rising delay in the 
capacitive sensing mode. In order to understand the relation between falling delay and the 
resistance, a second-order modeling for the sub-threshold device is used.  In this model, 
the drain current is formulated as below: 
                                              
                                                  (B1) 
where 


































In (B1), denotes the drain saturation current of the transistor and s shows the diode 
ideality factor .  stands for the thermal voltage. Since the NMOS is off at this phase: 
                                    
                                      (B3) 
Taking the time derivative of the upper equation (B3) will result in this nonlinear 
differential equation: 
 
                              
                 (B4) 
where  
                                                            
                                                          (B5) 
 
Equation (B4) shows the nonlinear dependence of and subsequently with 
respect to  . It is not trivial to find a closed form for as a function of  therefore, 
the dependence of the oscillation frequency to the unknown resistance and the available 
photocurrent can be characterized by simulation and measurements. In Fig. B2 it is 











































































Figure B2: Rise and fall delay of the stage 1 in resistive sensing mode. 
To figure out the effect of the switches on the observed delays, a comparison is 
done between the rise and fall delay of stage 1, when the switches exist and with the 
simple circuit without switches (see Fig. B3 (b)). 
 
 
                                                (a)                                                       (b) 
Figure B3: Schematic of stage 1 in resistive sensing mode (a) with switches and (b) 
simplified 
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The graph shows in Figure B4 shows the difference between the delay of the 
resistor sensing stage and the simple inverter stage for various resistor values.   
 
Figure B4 : Difference between rise and fall delay of the stage 1 in resistive sensing mode 
for switched mode and the simple mode. 
  



























Appendix C: Effects of Light Source Fluctuations on the Sensor Output  
Different types of artificial light sources generate interference tones at different 
frequencies. The light sources can be categorized into three types: incandescent lamps, 
fluorescent lamps driven by conventional ballasts, and fluorescent lamps driven by 
electronic ballasts [75]. In [75] the interference signals produced by these light sources 
have been measured in a photodiode. Although the study in [75] is aimed to characterize 
the different environments for optical communication systems, it gives information about 
the fluctuations present in the ambient virtual light sources. 
Six different incandescent lamps have been tested and they showed similar 
results. The incandescent lamps generate even harmonics of the main power lines up to 
2kHz. For frequencies higher than 800 Hz the magnitude of the result is 60 dB smaller 
than the first harmonic.  
According to [75] when a fluorescent light source with conventional ballast is 
used, the observed spectrum is not very regular and various tones are present up to 20 
kHz. Although, the magnitude of the signal tones of frequencies higher that 5kHz are at 
least 50 dB smaller than the main tone. In addition, odd harmonics of the 50Hz is also 
observed in the spectrum. 
In the other category of fluorescent lights, where the lights are driven by 
electronic ballasts, the switching frequency used to drive these lamps is different for 
different manufacturers and is in the range of 20 to 40 kHz. But generally, the tone at that 
frequency and its entire harmonics are observed in the spectrum in addition to the 
irregular tones seen in the case of the lamps with conventional ballast. The magnitudes of 
the tones in higher harmonics are comparatively larger. Some tones grow by 30 dB 
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around the second harmonic.  According to [75], the magnitude of these fluctuations can 
rise up to 100% of the average irradiance. 
There are other sources that generate unwanted signals and will be detected by the 
photodiodes. In [76] the RF spectrum from IR light transmission detected by the 
photodiode form two models of SONY IR headphones is shown. The strongest tones are 
located at 2.3 and 2.7 MHz and the spectrum extends to more than 15MHz. TV remote 
control is the most widely used IR transmitter in the houses [76]. The remote control 
transmitter is very directive and it will cause problems to the other detectors if it points to 
the receiver. Since the signals generated by these sources are at a distinct range of 
frequencies, they are not expected to affect this system. 
 
Light Source Interferer 
Fluctuation magnitude 
(compared to the average 
irradiance) 
Incandescent lamps Even harmonics of the main power lines frequency 22% 
Fluorescent lamps with 
conventional ballasts 
Odd harmonics of the main 
power lines frequency and 
various tones up to 20 kHz 
66 to 100% 
Fluorescent lamps with 
electronic ballasts 
Switching frequency and its 
harmonics in addition to the 
interferers for fluorescent 
lights with conventional 
ballast 
30 to 44% 
Table C1: Various light sources and their associated unwanted interferers 
 
 
The study in [74], shows
expected to be of the main lines and up to tens of kHz from incandescent and fluorescent 
lights. Let’s see how these interferers appear in a photovoltaic cell.
 
6.3.4.1 Photovoltaic cell current fluctuation 
The generated photocurrent is a function of junction parameters, such as junction 
depth and width and the light condition. Equation (1) shows the function.
 
           
 
Figure C1: P-N junction under 
In this equation, the incoming photon flux is assumed to be constant with time. If 
the light source has fluctuations with time, the photon flux will be variable with time and 
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also be time variable (hi; £).  When the power supply is modulated by a signal, it is 
expected that all the signals in the circuit get affected and have the unwanted tones if no 
protection is implemented. 
 
 
Figure C2: A system run by PV cells with fluctuations. 
 
6.3.4.2 Sensor Simulation  
In this section, the behavior of the circuit is studied when the light source has 
unwanted fluctuations. In the simulations, the PV cell is modeled by a diode in parallel 
with a current source which represents the short circuit current of the cell (Fig. C2). As 
explained above, the short circuit current is a function of photon flux. The fluctuations in 
the photon flux is modeled by a sinusoidal ripple on a DC source. Depending on the 
intensity of the fluctuations, the amplitude of this ripple will be a percentage of the DC 
current. 
At first, the output spectrum of the reference circuit is studied when the light 
source is a constant photon flux. At this test, the short circuit current is assumed to be 
40nA. At this current level, the oscillating frequency of the reference circuit is 
approximately 4.5 kHz. The power spectral density (PSD) of the output is shown in Fig. 
C3a. In this figure, the main tone and its harmonics are present. There exist other spurs, 
which are not significant because their magnitude is at least 30 dB less than the main 
signal and can be ignored at the output. In the second test, a 1kHz ripple is applied in the 
Iph(t) Loading CircuitsHarvesting 
Power Supply
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current source modeling the PV cell. The magnitude of this ripple is 10% of the DC 
current. Fig. C3 shows how the PSD changes. In addition to the main tone (4.5 kHz) and 
its harmonics, unwanted signals are present around the main tone with an offset 
equivalent to the frequency of the ripple, which represents the light source fluctuations. 
The magnitude of the unwanted tones is 20 dB smaller than the main tone. 
 
                                                          (a) 
 
(b) 
Figure C3: Output of the reference when driven by (a) constant photon flux, (b) 
fluctuating photon flux. 














































































































This misrepresentation by the interferers can be avoided by applying filters at the 
power supply node. For example if a low pass filter is used by adding a capacitance at the 
power supply node, the unwanted tones can be attenuated. The PV cell itself has an 
internal capacitance approximately equal to 1nF/mm2. According to the simulation 
results, 12 dB of attenuation is observed in unwanted signals by introducing 1n F of 
capacitance at the supply node (see Fig. C4). 
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