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Abstract
In this paper we consider the problem of ﬁnding the relation between absolutely minimizing
Lipschitz extension of a given function deﬁned over a subset of the hyperbolic space and the
viscosity solution of the PDE that appears from the associated variational problem. Here we
have shown that the absolute minimizers can be fully characterized by a comparison principle
(comparison with cones) with the fundamental solutions of the associated PDE. We have ﬁnally
proved that the three properties, (i) comparison with cones, (ii) absolutely minimizing Lipschitz
extension and (iii) viscosity solution of associated PDE, are equivalent.
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1. Introduction
A problem that arises frequently in analysis is, given a set S ⊂ Rn and a function
u : S → R with some regularity properties like continuity, Lipschitz continuity or
differentiability, is it possible to obtain an extension v of u retaining the same property?
These questions have been answered by Tietze and Whitney. Furthermore, one can ask
whether there exists a minimal extension with respect to some property.
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In this paper we deal with Lipschitz continuous functions that have absolutely mini-
mizing property. For a function u, Lipschitz continuous on S ⊂ Rn, deﬁne the Lipschitz
constant Lu(S) by
Lu(S) = sup
x =y; x,y ∈S
|u(x)− u(y)|
|x − y| . (1.1)
Let U ⊂ Rn be an open set and g : U → R be a continuous function. Then
a Lipschitz continuous extension u of g on U is said to be absolutely minimizing
Lipschitz extension (called AML property) if for every V ⊂⊂ U
Lu(V ) = Lu(V ). (1.2)
A central discovery in this direction is by Aronsson [1,2]; who showed the existence of
an AML extension. The associated Euler–Lagrange equation, called the inﬁnity Lapla-
cian, is given by
−∞u = −uxi uxj uxixj = 0. (1.3)
It was shown by Jensen [10] that AML is unique and is a viscosity solution of
(1.3). In order to prove the existence of the AML, Jensen considered this as a limiting
procedure (see [4,11,16]) for the solution of p-Laplace equation as p →∞. We would
also like to mention that it is a big challenge to prove the optimal regularity for the
viscosity solution of (1.3). The best known result in this direction is due to Savin [15].
He has proved, in two dimensions, the viscosity solution of (1.3) is C1. In the recent
works of Aronsson et al. [3] and Crandall et al. [9], to characterize the AML property,
they have adopted the comparison property of viscosity solutions of (1.3) with properly
deﬁned cones without appealing to the limiting procedure. They call it “comparison
with cones principle”. For ﬁxed a, b ∈ R, x0 ∈ Rn, the cones C(x) are deﬁned by the
distance function
C(x) = a + b|x − x0|. (1.4)
Now these cones are not only given by the distance functions but they can also be
seen from a rather curious and interesting viewpoint. One can observe the following
phenomenon:
Consider the p-Laplacian pu = div(|∇u|p−2∇u) and x0 ∈ Rn. Let a, b ∈ R and
b = 0 and deﬁne
p = a + b|x − x0|
p−n
p−1 . (1.5)
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Then it follows that there exists a p = 0 such that p satisﬁes
−pp = px0 ,
lim
p→∞p = a + b|x − x0|. (1.6)
That is, roughly speaking, the cones are the fundamental solutions of inﬁnity-Laplacian.
This “fundamental solution” plays a very important role in establishing the comparison
property of the viscosity solution of (1.3) with the cones.
Inﬁnity Laplace type equations and the related variational problems in sup-norm
in different geometric settings other than Euclidean space is a prominent research
area. Some of the recent developments in this direction are [5–8]. In this paper, we
have chosen to work in two-dimensional hyperbolic space. Motivated by the above
analysis, we extend the results of Crandall et al. [9] to hyperbolic space equipped with
Poincare metric. Throughout this paper we have posed a similar variational problem
and successfully shown that such a theory is possible to develop by considering the
fundamental solutions of the PDE as the cone functions.
2. Notation and main results
In the following, for all the notations and properties on the hyperbolic space we
refer to the book by Lang [13]. Let the upper half-space,
H = {z = x + iy : x, y ∈ R, y > 0},
be equipped with the Poincare metric,
ds2 = dx
2 + dy2
y2
.
Then (H, ds) is called the hyperbolic space. Now the group of automorphisms on H
is given by
SL(2,R) =
{(
a b
c d
)
; a, b, c, d ∈ R, ad − bc = 1
}
acts on H by: Let  =
(
a b
c d
)
∈ SL(2,R), then (z) = az+b
cz+d .
Let us recall some properties of H :
1. The geodesic curves are lines parallel to the y-axis and semicircles with diameter
on the real axis y = 0.
2. Let z = x + iy, z′ = x′ + iy′, deﬁne e(z, z′) = |z−z′|24yy′ , then for all  ∈ SL(2,R),
e((z), (z′)) = e(z, z′).
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3. The geodesic distance E(z, z′) between z and z′ is given by [14]
E(z, z′) = log(1+ 2e(z, z′)+ 2
√
e(z, z′)+ e2(z, z′)).
4. The volume element dV = dxdy
y2
; gradient ∇H and Laplace–Beltrami operator H
are given by
∇Hu = y∇u = y
(
u
x
,
u
y
)
,
|∇Hu|2 = y2|∇u|2,
Hu = y2u = y2
(
2u
x2
+ 
2
u
y2
)
.
5. Let C1, C2 ∈ Rn, C1 = 0 and
E2(z, z
′) = C1 log e(z, z
′)
1+ e(z, z′) + C2.
Then z → E2(z, z′) is a fundamental solution of H , i.e. there exists a C = 0 such
that
−HE2 = Cz′ .
6. ∇H ,H ,E,E2 all are SL(2,R) invariant.
Deﬁnition (2.1). Let 1 < p < ∞ and deﬁne p-Laplace–Beltrami operator H,p and
inﬁnity Laplace–Beltrami operator H,∞ by
H,pu = y2 div(yp−2|∇u|p−2∇u), (2.1)
H,∞u = y∞u+ |∇u|2uy (2.2)
where
∞u = u2xuxx + 2uxuyuxy + u2yuyy.
Recall the deﬁnitions from [3] as follows:
Deﬁnition (2.2). Let a, b ∈ R, z′ ∈ H deﬁne
C(z, z′) = a + bE(z, z′) (2.3)
is called a cone at centre z′.
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Deﬁnition (2.3). Let S ⊂ H and u : H → R be a function. Deﬁne the Lipschitz norm
LH,u(S) by
LH,u(S) = sup
z =z′;z,z′∈S
|u(z)− u(z′)|
E(z, z′)
.
Deﬁnition (2.4). Let U ⊂ H be an open set and u : H → R be a function.
1. (CCA) u enjoys comparison with cone from above if for every bounded open set
V ⊂ U , z′ ∈ H , a, b ∈ R for which,
u(z)C(z) = a + bE(z, z′) on (V \{z′}),
then
∀ z ∈ V, u(z)C(z) = a + bE(z, z′).
2. (CCB) u enjoys comparison with cone from below if for every bounded open set
V ⊂ U , z′ ∈ H , a, b ∈ R for which,
u(z)C(z) = a + bE(z, z′) on (V \{z′})
then
∀ z ∈ V, u(z)C(z) = a + bE(z, z′).
3. (CC) u enjoys comparison with cones in U if it enjoys comparison with cone both
from above and below.
4. (AML) u is said to be absolutely minimizing Lipschitz extension if for every bounded
open set V ⊂⊂ U and for every Lipschitz continuous extension v of u∣∣V in V ,
there holds
LH,u(V )  LH,v(V ).
Now we are in a position to state our main results.
Theorem 2.1. Let 1 < p <∞, a, b ∈ R, b = 0, deﬁne
p(e) =
∫ e
1
dt
(t2 + t) p2(p−1)
; (2.4)
Ep(z, z
′) = a + bp(e(z, z′)). (2.5)
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Then there exists a Cp ∈ R such that for ﬁxed z′,
H,pEp(z, z
′) = Cpz′(z); (2.6)
lim
p→∞Ep(z, z
′) = a + bE(z, z′); (2.7)
−H,∞(a + bE(z, z′)) = 0 for z = z′. (2.8)
Theorem 2.2. Let U ⊂ H be an open set and u : U → R be a continuous function.
Then the following conditions on u are equivalent:
(i) u satisﬁes AML.
(ii) u is a viscosity solution of −H,∞u = 0.
(iii) u enjoys comparison with cones.
In [8], Bieske and Capogna derive the Aronsson equation for the absolute minimizers
with respect to Carnot–Caratheodory type metrics in certain cases, in our case which
is essentially the implication (i) ⇒ (ii) of Theorem 2.2, assuming that the absolute
minimizers are C1 (in some sense). In case of the hyperbolic plane we do not need
any such assumptions on the absolute minimizers. Our proof depends heavily on the
geometry of the hyperbolic plane.
Before going to the proofs of the theorems, observe that all cones are obtained from
the limits of fundamental solution of p-Laplace–Beltrami operator, thereby exhibiting
the same phenomenon as in the Euclidean case which justiﬁes the title of this paper.
Remark. In a bounded domain with smooth boundary, with given boundary data,
existence of an AML extension in a subset of H follows exactly as in the Euclidean
case by considering the p-harmonic functions with the same boundary data and letting
p →∞. Alternatively one can also appeal to the general theorem (9.6) of [3] or [12]
where Perron’s method has been adopted to prove the existence.
3. Proof of the theorems
Proof of Theorem 2.1. Since the operators are invariant under SL(2,R) action it is
enough to consider z′ = i. Let e(z) = e(z, i), look for fundamental solution Ep(z)
of −p of the form
Ep(z) = p(e(z)), (3.1)
where p(e(z))0 and increasing function on R+.
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Let E2 = log e(z)1+e(z) , then choose  such that
yp−2|∇Ep|p−2 Epx =
E2
x
, (3.2)
yp−2|∇Ep|p−2 Epy =
E2
y
. (3.3)
Then −y2 div(yp−2|∇u|p−2∇u) = −HE2 = ci . Hence it is enough to solve p
from Eqs. (3.2) and (3.3).
From the direct computation it follows that
y|∇e(z)| =
√
e2(z)+ e(z). (3.4)
Also ∇E2 = 1e(z)+e2(z)∇e(z) and hence from (3.2) and (3.3) we obtain
′p(e(z)) =
1
(e2(z)+ e(z)) p2(p−1)
.
Integrating this we obtain
p(e(z)) =
∫ e(z)
1
dt
(t2 + t) p2(p−1)
.
This proves (2.6). Also
lim
p→∞p(e(z)) =
∫ e(z)
1
dt
(t2 + t) 12
= log(2e(z)+ 1+ 2
√
(e2(z)+ e(z))).
Hence
E(z, i) = lim
p→∞Ep(z) = log(2e(z)+ 1+ 2
√
(e2(z)+ e(z))) for z = i.
This proves (2.7) and (2.8) and hence the theorem. 
Proof of Theorem (2.2) is lengthy, the implication (i) ⇒ (ii) is technically much
more difﬁcult than the Euclidean case.
8 Adimurthi, I.H. Biswas / J. Differential Equations 218 (2005) 1–14
Let us recall few more properties of the hyperbolic plane.
Properties (3.1):
1. H,∞ is invariant under SL(2,R) action, i.e. for any C2 function ;  ∈ SL(2,R),
if ˜(z) = ((z)), then
(H,∞˜)(z) = (H,∞)((z)). (3.5)
This follows directly because H,p is SL(2,R) invariant and hence the limit operator
is SL(2,R) invariant.
2. Let  ∈ C2 in a neighborhood of i with ∇(i) = 0, then there exist a  ∈ SL(2,R)
such that for ˜(z) = ((z)) satisﬁes
˜
x
(i) = 0, ˜
y
(i) = p > 0. (3.6)
In order to see this, let  =
(
cos  sin 
− sin  cos 
)
, then (i) = i and ˜x (i)
˜
y (i)
 = ( cos  sin − sin  cos 
) x (i)

y (i)

.
Let x (i)+ i

y (i) = |∇(i)|ei, then choose +  = 2 , to obtain the result.
3. Let z1 = ie1 , z2 = ie2 , then E satisﬁes
E(z1, z2) = |1 − 2|. (3.7)
Proof of Theorem 2.2. Proof of (i) ⇒ (ii): Proof is by contradiction. Suppose u is
not a viscosity subsolution of −H,∞u = 0. Then there exist a z0 ∈ U ,  ∈ C2(U)
such that, (z0) = u(z0) = 0, u−  has local maximum at z0 and
−H,∞(z0) = a > 0. (3.8)
This implies that ∇(z0) = 0. Hence by SL(2,R) invariance and from (3.6) we can
assume that
z0 = i, ∇(i) = (0, p) with p > 0. (3.9)
Let 2b = a2y(i) > 0, then from (3.8)
2y(i)yy(i)+ 2y(i)y(i) = −a,
yy(i) =
−a
2y(i)
− y(i)
= −(2b + p). (3.10)
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From Taylor series expansion for  in a sufﬁciently small neighborhood of i, we can
ﬁnd a constant K such that
u(x, y)  (x, y)
= (i)+ x(i)x + y(i)(y − 1)
+ 12
(
xx(i)x
2 + 2x(y − 1)xy(i)+ (y − 1)2yy(i)+ o(|x|2 + (y − 1)2)
)
 p(y − 1)− 12 (b + p)(y − 1)2 +K|x|2 = a(x, y), (3.11)
where we deﬁne
a(z) = a(x, y) = p(y − 1)− 12 (b + p)(y − 1)2 +K|x|2.
Let 	 > 0 be chosen sufﬁciently small and let
B(	) = {z : E(z, i) < 	}
= {(x, y) : (y − cosh 	)2 + x2 < (sinh 	)2},
S(	) = {z : E(z, i) = 	}
= {(x, y) : (y − cosh 	)2 + x2 = (sinh 	)2}.
The line x = 0 intersects S(	) at two points (0, y±) that are given by
(0, y±) = (0, e±	). (3.12)
Construction of the cone function C(z): Let −	 <  < 0 and z0 = ie be chosen
such that the cone function C(z) = + pE(z, z0) for 	 sufﬁciently small satisﬁes
C(ie±	) = a(ie±	), (3.13)
a(z)  C(z) on S(	), (3.14)
C(i) < 0 = a(i). (3.15)
Step 1: Choice of  and .
Let
a+ = a(ie	) = p(e	 − 1)− 12 (b + p)(e	 − 1)2,
a− = a(ie−	) = p(e−	 − 1)− 12 (b + p)(e−	 − 1)2.
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Then
a+ − a−
2
= sinh(	)(p − (b + p)(cosh 	− 1)), (3.16)
a+ + a−
2
= (cosh 	− 1)(p − (b + p) sinh 	). (3.17)
Using (3.7) choose  and  such that (3.13) holds. That is
a+ = C(ie−	) = + pE(ie	, ie)
= + p(	− ),
a− = C(ie	) = + pE(ie−	, ie)
= + p(	+ ),
 = a+ + a−
2
− p	, (3.18)
 = −a+ − a−
2p
= − sinh 	
(
1−
(
1+ b
p
))
(cosh 	− 1)
= −
(
	+ 	
3
3! +O (	)
5
)(
1−
(
1+ b
p
)(
	2
2! +O(	)
3
))
= −	+
(
1
3
+ b
2p
)
	3 +O(	4). (3.19)
Hence for 	 small, there exists a  ∈ (−	, 0) satisfying (3.19).
Step 2: For 	 small, z ∈ S(	), there exists a constant C2 > 0 such that d2dy2E(z, z0)
 − C2	 .
Let z ∈ S(	), then
2e(z)+ 1+ 2
√
e2(z)+ e(z) = e	,
2e(z)+ 1− 2
√
e2(z)+ e(z) = e−	,
hence,
e(z) = 12 (cosh 	− 1),
(y − 1)2 + x2
4y
= 1
2
(cosh 	− 1)
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and
ee(z, z0) = |z− ie
|2
4y
= (y − e
)2 + x2
4y
= (y − 1)
2 + 2(y − 1)(1− e)+ (1− e)2 + x2
4y
= 1
2
[
cosh 	− 1+ 1− e

2y
(2(y − 1)+ (1− e))
]
= 1
2
[
cosh 	− e − 1− e
2
2y
]
.
Now z ∈ S(	) implies that e−	ye	 and hence for 	 < 12 , sufﬁciently small
ye−	1− 	 12 , |y − 1|	+ O(	3).
Also
1− e = 1− e−	+O(	3)
= 	+O(	2).
Substituting this in e(z, z0), for some C1 > 0 we obtain
ee(z, z0) 
1
2
(
	2
2
+O(	3)+ (	+O(	
2))(2	+ 	+O(	2))
2
)
 C1	2 +O(	3). (3.20)
Differentiate (3.20) to obtain
d
dy
e(z, z0) = − sinh 	2y2 ,
d2
dy2
e(z, z0) = sinh 	
y3
. (3.21)
This implies for z ∈ S(	)
d
dy
E(z, z0) =
d
dy
e(z, z0)√
e2(z, z0)+ e(z, z0)
,
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d2
dy2
E(z, z0) =
d2
dy2
e(z, z0)√
e2(z, z0)+ e(z, z0)
− |
d
dy
e(z, z0)|2(2e(z, z0)+ 1)
(e2(z, z0)+ e(z, z0)) 32
= 1
(e2(z, z0)+ e(z, z0)) 32
[
(e2(z, z0)+ e(z, z0)) sinh 
y
− (2e(z, z0)+ 1) sinh
2 
y4
]
.
Hence y → E(z, z0) is concave and from (3.20) we obtain∣∣∣∣ d2dy2E(z, z0)
∣∣∣∣  sinh2 
y4(e2(z, z0)+ e(z, z0)) 23
 	
2 +O(	3)
(C1	
2 +O(	3)) 32
 C2
	
. (3.22)
This proves Step 2.
Step 3: Proof of (3.14) and (3.15). For z ∈ S(	)
a(z) = p(y − 1)− 12 (b + p)(y − 1)2 +Kx2
= p(y − 1)− 12 (b + p)(y − 1)2 +K(sinh 	2 − (y − cosh 	)2).
Hence from (3.22) we have for 	 sufﬁciently small
d2
dy2
(a(z)− C(z)) = −(b + p)− 2K + d
2
dy2
E(z, z0)
 −(b + p)− 2K + C2p
	
> 0.
Hence y → a(z)−C(z) is convex in the interval [e−	, e	] and vanishes at the boundary,
hence a(z)C(z) for all z ∈ S(	). This proves (3.14).
C(i) = + pE(i, z0)
= + p||
= a+ + a−
2
− p(	+ )
= a+ + a−
2
+ a+ − a−
2
− p	
= a+ − p	
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= p(e	 − 1)− 12 (b + p)(e	 − 1)2 − p	
= p(e	 − 	− 1)− 12 (b + p)(e	 − 1)2
= −b
2
	2 +O(	3) < 0.
This proves (3.15) and hence Step (3).
Finally, using Steps (1)–(3) we will complete the proof of Theorem 2.2.
Choose 	 sufﬁciently small so that (3.13) and (3.15) hold in B(	). Since a(z)C(z)
on S(	) it implies that u(z)(z)C(z) on S(	). Furthermore, from (3.15) C(i) <
0 = u(i) and hence there exists an open connected neighborhood U of i such that
u(z) > C(z) in U and u(z) = C(z) on U .
Choose e−	 < e
 < 1 such that ie
 ∈ U for 
 sufﬁciently small. Then
u(ie
)a(ie
) = p(e
 − 1)− 12 (b + p)(e
 − 1)2 < 0.
Hence,
|u(ie
)− u(i)|
E(ie
, i)
= −u(ie

)
|
|

p(1− e
)+ 12 (b + p)(e
 − 1)2
|
|
=
p
(
−
− 
22 +O
(

3
))− 12 (b + p)(
2 +O(
3))
|
|
= p + 1
2
b|
| +O(
2) > p.
On the other hand,
|C(z)− C(z′)|
E(z, z′)
= p |E(z, z0)− E(z0, z
′)|
|E(z, z′)|  p.
These two contradict the AML property of u. This proves the result.
The implications (ii) ⇒ (iii) and (iii) ⇒ (i) follow exactly as in [9], the Euclidean
case. We are going to give a brief sketch of the proofs below.
(ii)⇒ (iii): If a subsolution of −H,∞u fails to enjoy comparison with cones from
above, then ∃ a, b ∈ R, z0 ∈ H, V ⊂⊂ U and z1 ∈ V such that
u(z)C(z) = a + bE(z, z0) for z ∈ (U\{z0})
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but u(z1) > C(z1). Then if we choose w(z) = a + bE(z, z0)+ (K2 − E(z, z0)2), for
 sufﬁciently small and K sufﬁciently large, as the test function, we can show that u
cannot be a subsolution. A similar result for the supersolution gives the implication.
(iii) ⇒ (i): On the contrary, if u fails to satisfy the AML property, then there exist
an open connected set V ⊂⊂ U and a Lipschitz continuous function v ∈ C(U¯) such
that v∣∣
V
= u and ||y∇u||L∞(V ) > ||y∇v||L∞(V ). In that case, following the same
arguments as in [9] and carefully using the properties of the Poincare metric, we
can ﬁnd a constant L such that ||y∇u||L∞(V )L ||y∇v||L∞(V ), which is clearly a
contradiction. 
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