This paper presents some preliminary results on combining two new ideas from nonlinear control theory aild dynamic optimization. We show that the computational framework facilitated by pseudospectral (PS) methods applies quite naturally and easily to the LieBacklund equivalence of nonlinear controlled dynamical systems. The optimal motion planning problem for differentially flat systems is equivalent to a classic Bolza problem of t,he calculus-of-variations. In this paper, we exploit the notion that derivative of Rat outputs given in terms of Lagrange interpolating functions can he quickly and easily computed using PS differentiation matrices. The application of this method to the crane control problem demonstrates how flatness may he readily exploited. In the case of partial dynamic inversion, or systems with non-zero defects, differential constraints aresatisfied at optimal node points whose optimality criterion is some error norm. Integral cost functionals are handled by Gauss-type quadrature rules. Numerical experiments suggest that PS methods are superior to other methods that exploit full or partial dynamic inversion; however, a number of problems inherent to utilizing Rat outputs to real-time trajectory optimization remain open.
Introduction
A significant number of future military syst,ems are based on aut.onomous operation of multiple agents working in a cooperative and non-cooperative manner to achieve optimal mission performance. The design of these proposed new systems demand peak performance and autonomy over a wide range of operating conditions. Examples of these range from the formationkeeping and reconfiguration of satellite swarms to abort 
PS methods for solving such problems are discussed in 1151; in this paper, we focus on using the Legendre PS method that explicitly utilizes flat outputs.
The Legendre Pseudospectral (PS) Method
For the purpose of clarity and brevity, we discuss only Problem C, the Legendre PS method offers an approximation for evaluating the integral by Gauss quadratures while the differential constraint is approximated by driving the residuals to aero at the LGL points. In this manner, the Legendre PS method unifies the discretization of both the integrals and t,he derivatives, and in both cases the discretizations are highly accu: rate. Further details on the approximation method for Problem C is described in (3, 5, 131. Here, we focus our attention to Problem DF and the transformations necessary to cast Problem C to this format.
Since the LGL node points lie in the computational interval [-l,ll 
1=0
where as before the superscript s denotes the sth derivative. It is apparent that we must choose N 2 s + 1. Evaluat,ing the derivatives at t k results in a matrix multiplication of the following form: 
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(see Eq. (7) 
where B is obtained from Eqs. 
If 9 and E are linear in zt, then the problem reduces to a linear programming problem for linear conditions in output space. In general, this is a nonlinear programming problem which can be solved using commercial off-the-shelf packages like SNOPT 191. It is worth noting that in our method, the original state and control variables can be easily recovered by using the differentiation matrix and the functions a(.) and c ( . ) .
Example: The Crane Problem
We first illustrate our approach by way of the crane example from 171. A twedimensional state model of a trolley-load of a crane is given by,
where (x, z ) are the coordinates of the load, m , which is connected to a trolley by a rope of length R a n d tension points were arbitrarily chosen to be N = 11. Although the shape of our plots is similar to that of Fliess et al., notice that our curves are different. This is because we have chosen to solve the optimal motion planning probk m rather than settle for feasible trajectories. Thus, our method generates fewer oscillations (compare the plot of the vertical deviation angle, 0, with that of Ref.
171). In principle, we can get better results by reformulating the problem as that of either minimizing the oscillations while driving all four derivatives of the output to zero at the boundary points or by keeping the current formulation and impose the additional constraints that the derivatives of B vanish at the end points. We postpone these ideas for future work.
Issues in Using Flat Outputs
While the notion of flatness is a promising idea, it is unclear at this stage whether optimal trajectories should be computed in (the Rat) output space. The major property of flatness is the elimination of t.he system dynamics by endogenous feedback. This comes at some cost. In statespace, the boundary conditions are t y p ically stated simply (e.g. linear boundary conditions) and have physical meaning. The flat output transforms these conditions to a possibly complex (e.g. nonlinear) set of end point conditions (compare Eq.(3) to (9)). The same arguments hold for the transformation of the cost functional. Thus, it is possible that flat.ness parameterization might actually worsen real-time trajectory optimization. In such situations, a (traditional) change in coordinates might offer faster run timesjl5). However, flatness parameterization would still enjoy closed-loop stabilization by endogenous equivalence to linear controllable systems 171. 
Method
The output y(7) = q ( r ) is flat since,
The optimal control problem is to minimize the quadratic cost function, subject to the dynamics given above and the endpoint constraints,
Note that the output transforms a numerically wellbehaved quadratic integrand t o a significantly more complicated function. Table 1 ). Apparently, the decrease in the number of optimization variables (and consequent increase in computational speed) offered by flatness parameterization can be overcome. In our experiments, SNOPT was used in dense mode (i.e. the sparsity of the Jacobians was not exploited). Thus, the speed differences are attributable to differences in the implementation of sequential quadratic programming between the two NLP algorithms (such as the use of elastic variables [9] ). There are a number of other issues in using flat outputs, some of which are discussed below. 6 
Conclusions and Further Work
Pseudospectral methods offer a natural way to solve nonlinear control problems where the dynamics is described in t.erms of a differential-algebraic state space model. For flat systems, the optimal motion planning problem can be readily solved using PS methods. It is not clear at this stage whether flatness should be exploited in every instance. A change in coordinates or parrial inversion might provide faster results. In such situations, it may be advantages to generate trajectories without full inversion and use the flatness parameterization for stabilization. In all these situations, it is necessary to perform rapid and accurate differentiations. PS methods offer these operations in terms of elementary linear algebra (matrix times vector'op erations). Much work remains to be done in investigating the interplay between theory and computation.
It is possible that a Chebyshev PS method might be better than a Legendre PS method for flat systems since Chebyshev PS methods, are based on optimal max-norm interpolation strategy while the Legendre PS method is only L*-optimaL Further, higher accuracy for higher-order derivatives are possible by nonlinear time-transformations. Much of these ideas will be explored in future papers, but it is evident that a combination of PS methods with recent advances in nonlinear cont.ro1 theory and optimization can be combined to effectively explore a new way of solving nonlinear control problems.
