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Управління системами збереження даних 
Розглянуті аспекти управління 
багаторівневими системами збереження да-
них (СЗД). Розроблені математичні моделі для 
задач кластеризації та управління ресурсами 
СЗД. Розроблені генетичний та евристичний 
алгоритми для розв’язання задачі розподілення 
ресурсів СЗД за критерієм мінімізації витрат 
на збереження даних. Наведені результати ек-
спериментальних досліджень ефективності 
алгоритмів для СЗД різних об’єктів при широ-
кому діапазоні потреб користувачів у ресурсах 
збереження. Запропоновані рекомендації  щодо 
використання запропонованих алгоритмів для 
розв’язання задачі управління СЗД в 
інформаційно-телекомунікаційних системах. 
Бібл. 9, рис. 5, табл. 1. 
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системи охопили усі сфери діяльності 
суспільного та ділового життя людини [5, 7]. До-
ма, в офісі, у відрядженні і навіть на відпочинку 
кожна людина є користувачем різноманітних 
інформаційно-комунікаційних послуг. Це при-
зводить до стрімкого збільшення об’ємів даних 
користувачів, вимагає виокремлення у складі 
інформаційно-телекомунікаційні систем та 
центрів оброблення даних (ЦОД) систем збере-
ження даних (СЗД), породжує проблеми їх ство-
рення, впровадження та експлуатації. У СЗД 
особлива увага приділяється високому рівню 
доступності до даних і надійності їх збереження. 
В умовах високої конкуренції провайдери 
інформаційно-комунікаційних послуг намагають-
ся забезпечити високий рівень якості сервісів 
при порівняно невеликих витратах. Потреба 
зменшувати витрати на створення і підтримку 
своєї ІТ-інфраструктури спонукає провайдерів 
інформаційно-комунікаційних послуг дотримува-
тися чіткого балансу між виділеними ресурсами 
СЗД та цінністю даних, що зберігаються. Попит 
на СЗД зростає, оскільки вони є важливою 
складовою корпоративних і хмарних ІТ-
інфраструктур. У свою чергу, зростання попиту 
на СЗД в сьогоднішніх умовах формує стійку по-
требу в ефективних системах управління СЗД. 
Загальна модель поведінки провайдерів 
інформаційно-комунікаційних послуг щодо СЗД 
будується на застосуванні середніх СЗД і 
забезпеченні максимального використання їхніх 
потужностей. Це призводить до реалізації 
багаторівневої концепції збереження даних, 
згідно якої кожному типу даних виділяються ре-
сурси СЗД із відповідними характеристиками 
швидкодії, доступності, надійності та 
безвідмовності. Багаторівнева концепція 
дозволяє побудувати СЗД без втрати 
продуктивності, але за більш низькою ціною. 
Але ефективне втілення цієї концепції вимагає 
розроблення відповідних математичних моде-
лей і алгоритмів управління СЗД, на їх основі 
технологій управління СЗД та їх експеримен-
тального дослідження. 
Суть і проблематика управління СЗД 
У загальному випадку СЗД може містити ве-
лику кількість рівнів збереження, які 
розрізняються за: 
− ступенем захищеності даних — рівні буду-
ються на основі складної системи захисту на 
базі показників цільової точки відновлення 
даних (RPO) та часу, необхідного на 
відновлення резервної копії даних (RTO), 
дзеркальованих томів, захисту на рівні RAID, 
захисту засобами HDD; 
− рівнем продуктивності — рівні розрізняються 
високою, середньою чи низькою 
продуктивністю для випадкового, потоково-
го, змішаного доступу та іншими парамет-
рами; 
− рівнем захисту даних від змін — рівні мо-
жуть допускати зміну даних, не допускати 
зміну даних, представляти змішаний тип 
двох перших; 
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− способом доступу до даних — рівні можуть 
відрізнятися за способом доступу до даних 
(файловий, блоковий) і типом підключення: 
пряме підключення (DAS), мережеве 
підключення (NAS), мережеві блокові 
пристрої (SAN); 
− терміном зберігання — 1 день, 1 місяць, 1 
рік, 10 років, більше 10 років; 
− типом системи зберігання та фізичним ти-
пом доступу — флеш, HDD, накопичувальна 
магнітна стрічка, МО, CD, DVD і прямий, 
послідовний, змішаний. 
Сучасний ринок інформаційних технологій 
вимагає максимально недорогих СЗД із забез-
печенням високої надійності та 
масштабованості. На зміну нарощуванню 
об’ємів збереження приходять такі нові підходи 
до збереження даних, як віртуалізація СЗД, 
багаторівневе збереження даних. Основними 
вимогами до СЗД є: надійність — СЗД повинні 
забезпечувати цілодобовий режим роботи і 
готовність надати по запиту збережені дані з 
вірогідністю 0,999(999); горизонтальна 
масштабованість — екстенсивне нарощування 
наявних ресурсів СЗД без зміни архітектури [4]; 
продуктивність — до ресурсів СЗД можуть мати 
доступ декілька серверів, які підтримують різні 
додатки (необхідно забезпечити можливість 
ефективного використання ресурсів СЗД 
декількома користувачами одночасно); 
повнофункціональність — широкий набір мож-
ливостей, які надає СЗД. 
Згідно [1], при створенні сучасних СЗД вини-
кають такі основні проблеми: збільшення 
кількості критичних бізнес-додатків; швидке зро-
стання об’ємів інформації; низька гнучкість 
архітектури СЗД; проблеми безпеки; втрата або 
невірне розміщення інформації; простої 
серверів; невідповідність вимогам щодо 
зберігання даних та ін. 
На ефективне розв’язання перелічених про-
блем націлені базові підходи до збереження да-
них: багаторівневе збереження — баланс між 
ресурсами СЗД і цінністю даних; віртуалізація 
сховищ — процес повного абстрагування 
логічного сховища даних від фізичного сховища 
даних (рис. 1). 
 
Рис. 1. Мережева взаємодія компонентів надання 
даних користувачам 
Для забезпечення реальної ефективності 
цих підходів система управління 
функціонуванням ІТ-інфраструктури має вклю-
чати підсистему управління СЗД [2], здатну 
вирішити наведені вище проблеми. За мету 
функціонування підсистеми управління СЗД 
доцільно прийняти забезпечення вимог 
користувачів економічно обґрунтованим спосо-
бом. Критерієм вибору підсистеми управління 
СЗД доцільно прийняти мінімальне 
співвідношення «вартість збережен-
ня/інтегральний показник якості збереження». 
Безумовно при цьому виборі повинні виконува-
тися обмеження — часові, вартісні, технологічні, 
якісні та ін. 
Функціонал підсистеми управління СЗД по-
винен охоплювати: 
− зберігання даних у необхідних об’ємах з ви-
значеним рівнем якості; 
− розподілення користувачів між СЗД; 
− забезпечення традиційних операцій введен-
ня, пошуку і модифікації даних з дотриман-
ням вимог бізнес-процесів користувачів; 
− розподілення даних за пристроями 
зберігання. 
Особливе місце в умовах поширення 
розподілених і насамперед хмарних обчислень 
належить функціям розподілення даних за при-
строями зберігання (рис. 2).  
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Дані повинні бути розподілені таким чином, 
щоб вимоги користувачів були задоволені і за-
лишалася можливість провайдеру сервісів збе-
реження отримати економічну вигоду. Останнє 
можливе за умови досягнення максимальної 
продуктивності СЗД при мінімальних витратах. 
Для цього підсистема управління СЗД по-
винна базуватися на комплексі математичних 
моделей, що пов’язують критерії та обмеження 
функціонування ІТ-інфраструктури (через 
критерії функціонування СЗД) з параметрами 
СЗД. 
Виділяють такі незалежні управляючі змінні 
СЗД:  
− об’єм СЗД (Мб); 
− пропускну здатність СЗД (Мб/с); 
− продуктивність у кількості операцій вво-
ду/виводу в секунду (IOPs); 
− затримка (мс). 
 
Рис. 2. Схема взаємодії систем управління і збе-
реження даних 
Критерії функціонування СЗД: 
− мінімізація витрат на збереження файлів на 
рівнях пам’яті та пристроях зберігання СЗД; 
− рівномірно заповнення файлами рівнів 
пам’яті та пристрої в СЗД. 
− Обмеження: 
− обмеження об’єму пристроїв зберігання; 
− обмеження часу доступу до файлів; 
− інтенсивність обміну між користувачами і 
СЗД. 
Крім поділу сховища на рівні залишається 
проблема управління циклом життя даних. Кри-
тично важливі сьогодні дані вже через рік мо-
жуть значною мірою втратити свою 
актуальність. Відповідно знижуються вимоги до 
ресурсів, які виділяються для збереження цих 
даних. 
Огляд існуючих рішень 
Найчастіше на ринку ІТ пропонуються готові 
рішення СЗД — як універсальні, так і 
концептуальні, орієнтовані на задачі певного ти-
пу (провідні виробники: EMC, NetApp, IBM, 
DELL, HP, Fujitsu, Hitachi Data Systems). На їх 
основі можна будувати комплексні СЗД різного 
рівня із використанням DAS-, NAS- та SAN-
технологій. Математичні  моделі  та  методи, 
покладені  в основу функціонування 
перелічених систем, невідомі. До того ж, завжди 
залишається потреба у підвищенні ефективності 
за рахунок використання методів оптимізації 
параметрів СЗД і режимів функціонування. 
Ефективність СЗД суттєво залежить від мо-
делей і методів, розв’язання наукових проблем, 
пов’язаних із розподілом даних у СЗД, 
управління даними, балансування, тощо. У [3] 
запропонована модель управління збереженням 
даних при використанні багаторівневого сере-
довища, але не проведено порівняння 
ефективності різних алгоритмів розміщення да-
них. Крім того, важливі задачі розподілення да-
них користувачів за перспективними критеріями, 
наприклад, мінімізації витрат на збереження да-
них в СЗД, як і задачі розподілення користувачів 
між СЗД залишилися поза увагою дослідників. 
Усі ці чинники сприяли формуванню пере-
думов для розроблення нових математичних 
моделей і алгоритмів управління СЗД, створен-
ня на їх основі ІТ управління СЗД, їх експери-
ментального дослідження з метою напрацюван-
ня рекомендацій для їх ефективного застосу-
вання. 
Постановка проблеми 
СЗД характеризуються набором технічних 
параметрів, а користувачі — набором вимог до 
СЗД. Рівні пам’яті характеризуються набором 
технічних параметрів, а файли — набором ви-
мог до рівнів. Головною вимогою файлів до 
об’єму пам’яті є повне його збереження на од-
ному рівні та логічному томі. Вимоги файлів до 
часу доступу залежать від типу даних, що 
зберігаються. 
Необхідно розробити моделі та методи ви-
значення такого розподілення користувачів між 
СЗД та розміщення даних на рівнях СЗД, щоб 
витрати на обслуговування користувачів та збе-
реження їх даних були мінімальними, а також 
виконувалися обмеження на об’єм 
розміщуваних даних і на час доступу до даних. 
Математичні моделі 
Введемо необхідні для побудови 
математичної моделі позначення. Нехай 
1{ ,..., }vV V V=  — множина СЗД, кількість яких 
дорівнює v ; 1{ ,..., }Y Y Yγ=  — множина 
користувачів СЗД, кількість яких дорівнює γ ; 
1{ ,..., }nN N N=  — множина файлів, кількість яких 
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дорівнює n; 1{ ,..., }mK K K=  — множина рівнів 
(видів) пам’яті, які визначаються типом пам’яті 
(наприклад, флеш, HDD, магнітна стрічка, CD, 
DVD), кількість яких дорівнює m. 
Звичайно, у сучасних обчислювальних цен-
трах використовується три рівні, розділені за 
швидкістю доступу до даних. 
Кожний файл користувача Ni , 1,...,i n= , має 
такий набір параметрів: 
ip  — об’єм файлу iN ; 
id  — обмеження по часу доступу до файлу iN . 
Кожний рівень пам’яті jK , 1,...,mj = , має та-
кий набір параметрів: 
jh  — час доступу до одиниці збереження на 
jK -му рівні пам’яті; 
1{r ,...,r }
j
j sR =  — множина засобів зберігання 
даних на jK -му рівні пам’яті. 
Кожний засіб збереження даних r має такий 
набір параметрів: 
sja  — наявний об’єм пам’яті 
j
sr –го пристрою 
зберігання; 
j
sγ  — використаний об’єм пам’яті jsr –го при-
строю зберігання; 
j
sb  — вартість використання 
j
sr –го пристрою 
зберігання. 
Математичні моделі розбиті на дві групи: 
кластеризації ресурсів (розподілення 
користувачів між СЗД) та управління ресурсами 
СЗД. 
Задача кластеризації ресурсів. 
Модель 1.1. Задача мінімізації сумарних вит-
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1, якщо користувач  розподілений на СЗД ,
0,  в супротивному випадку.ij
i j
x
ijΓ  — вартість передачі даних користувача i  на 
СЗД .j  
Обмеження інтенсивності обміну  
1
, 1,..,ij ij j
i
A x j v
γ
=
≤ Π ∀ =∑  (2) 
де jΠ  — пропускна здатність j -ї СЗД, ijA  — 
потреби i -го користувача у пропускній здатності 
j -ї СЗД. 
Задача (1)—(2) становить лінійну задачу бу-
левого програмування. 
Модель 1.2 Задача максимізації вигоди від 












Γ∑∑∑   (3) 
де 
= 
1, якщо користувач  розподілений на СЗД 
при рівні надійності ,




Ω  — максимальне значення рівня надійності. 
 
При цьому необхідно дотримуватись обме-
ження (2). 
Задача (3), (2) також становить лінійну зада-
чу булевого програмування. 
Задача управління ресурсами СЗД. 
Модель 2.1. Задача розподілення даних за 
критерієм мінімізації витрат на зберігання 
файлів. 
Потрібно розмістити дані на рівнях пам’яті 
СЗД (рис. 3) так, щоб досягти мінімальних вит-
рат на збереження даних при таких обмежен-
нях: 
− об’єм розміщуваних на рівні даних не 
перевищує наявного об’єму пам’яті рівня: 
− час доступу до даних не перевищує час дос-
тупу до даних рівня; 
Пристрій, на якому не розміщено жодного 
файлу можна вважати вимкненим, тобто 
вартість його використання дорівнює нулю. 
Мінімізацію витрат можна забезпечити, якщо 
розподілити дані користувачів таким чином, щоб 
кількість пристроїв, виділених під ці потреби, 
була найменшою. Тоді не задіяні пристрої мож-
на вимкнути і тимчасово вивести із активної 
експлуатації, що й дозволить зменшити 
експлуатаційні витрати. 
Зазначимо, що на етапі проектування СЗД 
така модель може бути використана для 
обґрунтування проекту з найменшою вартістю 
володіння.  
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Рис. 3. Модель СЗД з трьома рівнями 
 
Введемо матрицю X вигляду: 
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,1, файл зберігається на пристрої рівня 
0, файл незберігається на пристрої рівн  .я
i sj
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Задачу розміщення файлів на різних видах 
пам’яті СЗД доцільно розглядати як задачу ви-
значення матриці X, яка відображає фізичне 
розміщення файлів на рівнях пам’яті. 
Введемо вектор 
1 1
1 2( , ,..., ),
j
sw w w w=   (5) 
де 
= 
1, якщохоча б один файл розміщений на пристрої ,









Тоді для задачі мінімізації витрат на збере-









→∑∑   (6) 
обмеження по об’єму пам’яті для кожного при-
строю набуде вигляду 
, ,s s sr a∀ γ <    (7) 
а обмеження часу доступу до даних — 
, ji i jisd x d h∀ ⋅ < .   (8) 
Задача (6)—(8) становить лінійну задачу бу-
левого програмування. 
Модель 2.2. Задача рівномірного 
розподілення файлів між пристроями 
зберігання. 
У цьому випадку основна мета полягає в то-
му, щоб рівномірно розподілити дані 
користувачів між пристроями зберігання. Це 
дозволить , з одного боку, уникнути переванта-
ження, з другого боку, створити умови для 
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швидкого нарощування ресурсів збереження за 
потреби в умовах високої динаміки вимог 
користувачів. 
Критерій для задачі рівномірного розподілу 











→∑∑    (9) 
 
При цьому необхідно дотримуватись визна-
чених вище обмежень (7)—(8). 
Задача (9), (7)—(8) також становить лінійну 
задачу булевого програмування. 
Методи розв’язання задач  
Оскільки усі задачі є лінійними задачами бу-
левого програмування, до них можна застосува-
ти такі методи: 
− обмеженого перебору; 
− генетичні алгоритми; 
− евристики. 
Розглянемо задачу (6)—(8), модель 2.1. 
Оскільки в СЗД зазвичай можуть зберігатись де-
сятки мільйонів файлів, використання 
алгоритмів повного перебору не доцільне 
внаслідок великої трудомісткості задачі. Тому 
генетичний та евристичний алгоритми видають-
ся більш перспективними для розв’язання 
задачі. 
Генетичний алгоритм. Розглянемо роз-
роблений на основі праць [6,8] універсальний 
варіант такого алгоритму для наведеної задачі. 
Крок 0. Установлюємо 0i = . Утворення 
випадкової початкової популяції 
1(0) { (0),..., (0)}k kP p p=  з урахуванням можливо-
го відсіювання під час перевірки обмежень. 
Крок 1. Оцінюємо кожний ланцюжок 
популяції щодо виконання обмежень (4)—(5). 
Для тих ланцюжків (0)qp , для яких обмеження 
виконуються, виконується оцінка ( (0))qf p  
цільової функції, здійснюється вибір найкращого 
рішення. 
Крок 2. Відбираємо представників для нової 
популяції (ланцюжків з найкращим значенням 
функції ( (0))qf p . 
Крок 3. 1l l= + . Утворюємо нову популяцію 
застосуванням оператора рекомбінації. 
Крок 4. Поліпшуємо популяцію застосуван-
ням оператора мутації. 
Крок 5. Оцінюємо кожний ланцюжок 
популяції щодо виконання обмежень і функцію 
( (l))qf p , якщо обмеження виконується. 
Крок 6. Завершення після виконання 
заданої кількості ітерацій. 
Вибирається найкраще рішення в утвореній 
популяції ( )kP l . 
У наведеному варіанті генетичного алгорит-
му кожний ланцюжок (особина) будь-якої 
популяції становить двійковий вектор довжини 
t n= ο ⋅ , який визначається кількістю рівнів 
пам’яті та кількістю файлів, що розглядається на 
ітерації роботи алгоритму. Кількість файлів ο  
вибирається експертним шляхом в залежності 
від наявних обчислювальних можливостей. 
Елемент q  вектора набуває значення 0 або 1 
відповідних змінних jisx . Довжина ланцюжків 
постійна. 
Відбір особини для нової популяції 
виконується на основі ранжування за значенням 
цільової функції особин попередньої популяції, 
причому ранжуються лише особини, які задо-
вольняють ресурсним та іншим обмеженням. 
Для рекомбінування застосовується одно-
точковий кросинговер з випадковим вибором 
точки кросинговеру. Реалізація мутацій 
здійснюється на основі схеми інверсії ділянок 
ланцюжків. 
Евристичний алгоритм. Оскільки задача 
полягає в тому, щоб знайти розподіл даних по 
СЗД, при якому мінімізуються витрати на їх збе-
реження, то буде логічним спершу розмістити 
файли, які мають вищі потреби в об’ємі пам’яті. 
Взявши це за правило, необхідно лише враху-
вати особливості критерію. Кожному файлу iN  
припишемо коефіцієнт iP , значенням якого 
приймемо об’єм файлу iN , кожному пристрою 
зберігання r js  — коефіцієнт jρ , значенням якого 
приймемо вартість використання jsb . 
Попередній етап для будь-якого з наведених 
нижче варіантів евристичного алгоритму 
полягає у сортуванні файлів за значенням їх 
коефіцієнта P  у порядку зростання і сортуванні 
пристроїв зберігання за значенням їх 
коефіцієнта ρ  у порядку спадання.  
Попередній етап виконано. 
Крок 1. Пошук пристрою зберігання, який 
має найменше значення коефіцієнта ρ. 
Крок 2. Пошук файлу з найбільшим значен-
ням коефіцієнта P . 
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Крок 3. Якщо для вибраних файлу і рівня 
пам’яті не виконуються обмеження стосовно 
вимог щодо часу доступу рівня пам’яті jK , то 
повертаємося на крок 2 для пошуку наступного 
файлу. 
Крок 4. Якщо для вибраних файлу і рівня 
пам’яті не виконуються інші обмеження, то 
повертаємося на крок 2 для пошуку наступного 
файлу.  
Крок 5. Вибраний файл розміщується на 
вибраному пристрої та вилучається із упорядко-
ваного списку файлів. 
Крок 6. Якщо упорядкований список файлів 
порожній, то кінець роботи алгоритму, інакше 
перехід до кроку 1.  
Обчислювальна складність евристичного ал-
горитму становить m×n. 
Для інших критеріїв використовується інша 
логіка вибору пристроїв зберігання та файлів у 
їх впорядкованих списках. 
Експериментальні дослідження 
Розмір і кількість файлів, що зберігаються в 
СЗД, можуть суттєво змінюватись. З метою вив-
чення ефективності роботи евристичного та ге-
нетичного алгоритмів для різних випадків, 
експериментальні дослідження проводилися 
для СЗД, в яких зберігаються: 
1) файли малого об’єму; 
2) середні за об’ємом файли; 
3) файли будь якого об’єму. 
Моделювання проводилось для СЗД які ма-
ють три рівні, тобто 3m = . За основу взята мо-
дель 2.1 — задача мінімізації використаних 
пристроїв зберігання в СЗД. Параметри рівнів та 
файлів визначались випадковим чином, врахо-
вуючи дані, отримані в результаті моніторингу і 
аналізу діючих СЗД. Вартість використання jsb  
кожного з пристроїв зберігання варіюється в 
цілочисельному діапазоні значень від 1 до 5. 
Середні витрати  на збереження даних визна-
чались як середнє арифметичне вартості вико-
ристання увімкнених пристроїв з усіх рівнів 
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Програмне забезпечення для здійснення 
досліджень спроектоване і  реалізоване на мові 
програмування C#, платформа .NET. 
На рис. 4 зображена відносна різниця між 
середніми витратами, за варіантами розподілів, 
отриманих шляхом застосування евристичних 






Рис. 4. Економія на збереженні файлів при 
використанні генетичного алгоритму відносно ев-
ристичного алгоритму: а) маленьких файлів 
розміром 100 Кб. — 5 Мб. б) середніх файлів 1 — 
100 Мб. в) великих файлів розміром 100 — 1000 
Мб 
Для задач з малим розміром файлів (рис.4а) 
генетичний та евристичний алгоритми дають 
приблизно однакові результати. Різницю у ±5%  
можна розглядати, як похибку генерації 
параметрів пристроїв зберігання та файлів. 
На файлах середнього розміру (рис. 4б) ге-
нетичний алгоритм розміщує файли помітно 
економніше, ніж евристичний. Це можна поясни- 
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ти тим, що  евристичний алгоритм не враховує 
збільшення діапазону розмірностей файлів, тоді 
як генетичний обов’язково знайде 
якнайщільніше заповнення просторів файлами. 
При використанні генетичного алгоритму для 
розподілення файлів з максимальним 
діапазоном розмірів (табл. 1) економія від за - 
стосування генетичного алгоритму може сягати 
20—25% у порівнянні з евристичним алгорит-
мом (рис. 4в). Це найкращий результат серед 
усіх розглянутих випадків і пояснюється він зро-
станням можливих варіантів розподілу і можли-
востями генетичного алгоритму швидко набли-
жатися до області найкращих рішень в цих умо-
вах. 





















ка, ЕАB  
⋅ 410 10  124 3,190387759 123 3,534859705 
⋅ 510 10  1216 3,33726031 1224 3,515829847 
⋅ 610 10  12840 3,414263153 12789 4,201988564 
⋅ 710 10  118893 3,769870591 119769 4,344447618 
⋅ 810 10  1312432 3,427397925 1229125 4,300784743 
 
 
Загалом, генетичний алгоритм у більшості 
випадків дає результат, помітно кращий за ев-
ристичний алгоритм. Евристичний алгоритм 
показує гірший результат, оскільки не 
перебирає варіанти з метою вибору кращого за 
визначеним критерієм, а вибудовує один визна-
чений варіант, який не буде найгіршим. Помітно, 
що із зростанням діапазону між мінімальним та 
максимальним розміром файлів ефективність 
алгоритмів збільшується, але за генетичним за-
лишаються переваги, пов’язані із зручністю на-
лаштування на різні критерії, обмеження, 
особливості СЗД. 
Результати експериментального 
дослідження генетичного та евристичного 
алгоритмів для розв’язання задачі рівномірного 
розподілу файлів між пристроями з метою уник-
нення перевантаження дозволяють зробити 
висновок, що зазначені алгоритми працюють на 
реальних даних в умовах жорстких часових об-
межень. 
Проведено порівняння витраченого на 
розподіл часу для задачі (6). На рис. 5 наведені 
усереднені за результатами трьох 
експериментів залежності часу роботи t  у се-
кундах (вісь ординат) від розмірів N  задачі 
(кількість файлів по осі абсцис) для генетичного 
(ГА) и евристичного (ЕА) алгоритмів.  
 
Рис. 5. Середні витрати часу на розподіл файлів 
між пристроями зберігання даних 
Евристичний алгоритм завжди швидше зна-
ходив розв’язок. З іншого боку, генетичний ал-
горитм давав розвиток, більш близький до оп-
тимального. Різницю у часі в одну хвилину (для 
i 510 10  файлів) можна вважати несуттєвою в 
задачах такого роду. Навпаки, зменшення 
задіяних пристроїв збереження даних від 1% до 
9% для різної кількості файлів говорить про ви-
щу ефективність генетичного алгоритму у 
порівнянні з евристичним.  
Висновки 
На основі результатів розгляду проблем, 
пов’язаних із створенням і використанням су - 
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часних СЗД обґрунтовано необхідність вклю-
чення до складу систем управління ІТ-
інфраструктурами підсистеми управління СЗД, 
побудованої на основі математичних моделей і 
методів розв’язання задач кластерізації та 
управління ресурсами СЗД. 
Встановлено, що математичні моделі 
кластерізації та управління ресурсами СЗД 
доцільно будувати у вигляді булевих задач ма-
тематичного програмування за декількома 
критеріями, насамперед мінімізації витрат і 
рівномірного заповнення рівнів та пристроїв, з 
урахуванням ресурсних, технологічних і часових 
обмежень. 
Показано, що для розв’язання задач 
кластерізації та управління ресурсами СЗД 
можна використати евристичні алгоритми та 
варіанти генетичного алгоритму, які враховують 
специфічні особливості  цих задач. Вибір мето-
ду залишається за провайдером оскільки перші 
вимагають менший час на розв’язання задачі, а 
другі дають розв’язок, ближчій до оптимального. 
Перспективними напрямами досліджень ви-
даються підбір характеристик СЗД і моделей та 
методів управління СЗД в залежності від типу 
даних (документи, шаблони, архіви, бази даних 
та ін.), технологій, насамперед Hadoop, Map 
Reduce та ін.  
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