The nonautonomous stage-structured single-species dispersal model with harvesting of mature individuals in an N-patch environment is considered, in which the individual members of the population have a life history that takes them through two stages, immature and mature. By using the theory of monotone and concave operators to functional di erential equations, we establish conditions under which this population dynamical system admits a positive periodic solution which attracts all positive solutions.
Introduction
The e ect of environmental changes on the growth of a species in a heterogeneous habitat is a subject of considerable interest in the ecological literature. The theoretical study of this subject was pioneered by Skellam [17] and detailed bibliographies can be found in the works of Levin [16] , Hastings [14] , Takeuchi [21] , Freedman et al. [10] , Beretta and Takeuchi [5] , Allen [3] , Hale [13] , Cui and Chen [8] , etc. Models are for the growth of species dispersing among patches in a heterogeneous environment. From the previous works, it was shown that the dispersal e ects on species growth should not be neglected. Species dispersal could change the survival and extinction criterions, stabilize the population dynamics, etc. Therefore, we could keep species from extinction in some patches by controlling the rates of dispersal. And even, the changes of dispersal could bring bifurcation in some population dynamics.
On the other hand, the description of the age structure of the population in the life history is also an interesting problem in population dynamics, since in the natural world, there are many species whose individual members have a life history that takes them through two stages, immature and mature. In particular, we have mammaliam populations and some amphibious animals in mind, which exhibit these two stages. In [1] a stage-structure model of population growth consisting of immature and mature individuals was analyzed, where the stage structure was modelled by the introduction of a constant time delay. In [2] the authors modiÿed the model considered in [1] to include a monotonically decreasing, state-dependent time delay. Previously, other models of population growth with time delays were considered in the literature [6, 9] . Much research has been devoted concerning single-species population growth with various stages of life history [4, 11, 23] . In [20] authors considered the optimal harvesting and stability for a two-species competitive system with stage structure, and thresholds of harvest e ort for population survival were obtained. Stage-structured population dynamical system describes the population growth more precisely although the analysis of behavior for that system were more complicated. In addition, for some population dynamical system with harvest, only the mature population were harvested in order to protect the reproduction and growth of species, and the harvest e orts were shown to be an important controllable factor for avoiding population extinction.
In this paper, we propose and analyze models of stage-structured single-species population growth with dispersal in N-patch environments, where individual members of the population have a life history that takes them through two stages, immature and mature, and only the mature individuals are harvested. This is reasonable for the harvesting activity.
In fact, the population's physical environment uctuates periodically, for instance, the alternation of the seasons, the changing of climates and so on. We should consider stage-structured systems in time-varying environment. In this paper, we consider a time-dependent single-species dispersal model with stage structure in N-patch environments. The existence of positive and globally attracting periodic solutions of the model will be discussed. We believe that this is the ÿrst time that such a population model has appeared in the literature.
The organization of this paper is as follows. In Section 2, we introduce some models. In Section 3, we agree on some notations and state several lemmas which will be essential to our proofs and discussions. In Section 4, we analyze the general property of positivity and boundedness of our model which describe the species behavior in a time-varying environment. In Section 5, we establish conditions under which the system admits a positive periodic solution which attracts all positive solutions. Finally, the biological meaning of the results obtained in this paper are discussed brie y in Section 6.
Formulation of the models
The following system was introduced in [1] as a model for single-species stage-structured dynamics:ẋ 1 (t) = x 2 (t) − x 1 (t) − e − x 2 (t − );
where x 1 (t) and x 2 (t) represent the immature and mature populations densities, respectively, represents a constant time to maturity, and ; ÿ, and are positive constants. This model is derived as follows. Assume that at any time t ¿ 0, birth into the immature population is proportional to the existing mature population with proportionality constant . Assume further that the death rate of the immature population is proportional to the existing immature population with proportionality constant . And assume for the mature population that the death rate is of a logistic nature, that is, proportional to the square of the population with proportionality constant ÿ. Finally, we assume that those immature population born at time t − that survive to time t exit from the immature population and enter the mature population. This would be computed as follows. If N (t) is a given population at time t, then the number that survive from t 1 to t 2 is
In case that the population's physical environment uctuates periodically, then the coe cients in system (1) are all positive and periodic functions with common period T . Hence, we obtain the following system:
2 (t); x 1 (t) = 1 (t) ¿ 0; x 2 (t) = 2 (t) ¿ 0; − 6 t 6 0: (2) We suppose that the ecosystem is composed of N-patches connected by dispersal and occupied by a single species. The immature population has no ability to disperse. In fact, in the natural world, some populations have this attribute, for example, the frog population. Tadpoles, the immature individuals, cannot migrate from one pond to another while the frogs can.
Let x i1 (t) and x i2 (t) denote the concentration of immature and mature populations in the ith patch, i =1; 2; : : : ; n. Let x ij (0) be the observed value of x ij (t) at initial time t =0; i =1; 2; : : : ; n, respectively. To derive our model equations we make the following assumptions:
(H 1 ) The birth rate of the immature population in the ith patch is proportional to the existing mature population with proportionality constant i ; i = 1; 2; : : : ; n. The death rate of the immature population in the ith patch is proportional to the existing immature population with proportionality constants i ; i = 1; 2; : : : ; n, respectively.
(H 2 ) The death rate of the mature population in ith patch is of logistic nature, i.e., proportional to the square of the population with proportionality constant ÿ i ¿ 0: i = 1; 2; : : : ; n.
(H 3 ) Those immatures born at time t − that survive to time t exit from the immature population and enter the mature population.
(H 4 ) The net exchange of the mature populations from the patch j to patch i is proportional to the di erence of the concentrations x j2 (t)−x i2 (t) with proportionality constants D ij ¿ 0; i = j; i=1; : : : ; n.
(H 5 ) Selective harvesting of the two subpopulations is considered on the basis of the catch-perunit-e ect (CPUE) hypothesis [7] .
Under the above assumptions, we propose a model to describe the growth of a single-species population living in an isolated N-patch environment where individual members of the population have a two-stage structure as follows:
: : : ; n; j = 1; 2;
where E i is the harvesting e ect for the mature population in the ith patch; q i is the catchability coe cient of the ith population.
If we consider that the population's physical environment uctuates periodically, then the coecients in the system above are all positive and periodic functions with common period T . Hence, we obtain the following system:
x ij (t) = ij (t) ¿ 0; t ∈ [ − ; 0]; ij (0) ¿ 0; i = 1; 2; : : : ; n; j = 1; 2:
Obviously, exp(− t t− i (s) ds) is also a periodic function with periodic T . i2 (t) is the given initial mature population in the ith patch, i1 (t) is the derived initial immature population in the ith patch. For continuity of initial conditions, we require
In this paper, we let f l =inf {f(t): t ∈ R} and f m =sup{f(t): t ∈ R} for a continuous and bounded function f(t).
Notations and general results
We agree on some notations and state some results which will prove to be useful. Let R n + be the cone of nonnegative vectors in R n . If x; y ∈ R n , we write x 6 y(x ¡ y) if x i 6 y i (x i ¡ y i ) for 1 6 i 6 n. Let {e 1 ; e 2 ; : : : ; e n } denote the standard basis in then for any t ∈ [t 0 ; t 0 + A], we let x t ∈ C be deÿned by x t (Â) = x(t + Â); −r 6 Â 6 0. Let us consideṙ
We assume throughout this section that f : R × C + → R n is continuous; f(t; ) is continuously di erentiable in ; f(t + T; ) = f(t; ) for all (t; ) ∈ R × C + , and some T ¿ 0. Then in [12] ; there exists a unique solution of (5) through (t 0 ; ) for t 0 ∈ R; ∈ C + . This solution will be denoted by x(t; t 0 ; ) if we consider the solution in R n , or by x t (t 0 ; ) if we work in the space C. Again in [12] x(t; t 0 ; )(x t (t 0 ; )) is continuously di erentiable in . In the following, the notation x t0 = will be used as the condition of the initial value of (5), by which we mean that we consider the solution x(t) of (5) which satisÿes
To proceed further, we need the following results from [18] . Let r = (r 1 ; r 2 ; : : : ; r n ) ∈ R n + ; |r| = max i {r i }, and deÿne
We write = ( 1 ; 2 ; : : : ; n ) for a generic point of C r . Let C (h 2 ) The matrix A(t) deÿned by A(t) = col(L(t;ê 1 ); L(t;ê 2 ); : : : ; L(t;ê n )) = (Á ij (0; t)) is irreducible for each t ∈ R.
(h 3 ) If = 0, then x(t; t 0 ; ) ≡ 0 for all t ¿ t 0 .
(h 4 ) For each j for which r j ¿ 0, there exists i such that for all t ∈ R and su ciently small positive j; Á ij (−r j + j; t) ¿ 0.
By arguments similar to those in the proof [18, Lemma 24, Theorem 2.5] one can obtain the following theorem.
Theorem 1 (See Wang et al. [22] ). Let (h 1 )-(h 4 ) hold, we have (i) If ; '; ∈ C + ; 6 ' and i (0) = ' i (0) for some i, then f i (t; ) 6 f i (t; '), i.e., (h 0 ) holds. (ii) If and ' are distinct elements of C + r with 6 ' and [t 0 ; t 0 + ) with n|r| ¡ 6 ∞ is the intersection of the maximal intervals of x(t; t 0 ; ) and x(t; t 0 ; '), then 0 6 x(t; t 0 ; ) 6 x(t; t 0 ; ') for t 0 6 t ¡ t 0 + ; 0 6 x(t; t 0 ; ) ¡ x(t; t 0 ; ') for t 0 + n|r| 6 t ¡ t 0 + :
r ; = 0; t 0 ∈ R and x(t; t 0 ; ) is deÿned on [t 0 ; t 0 + ) with ¿ n|r|, then 0 ¡ x(t; t 0 ; ) for t 0 + n|r| 6 t ¡ t 0 + :
This theorem means that if (h 1 )-(h 4 )
hold, then the positiveness of system (5) follows. T . (h 6 ) Let F(t; x t ( )) = f(t; x t ( )) − D f(t; x t ( ))x t ( ); F(t; ) ¿ 0 for ∈ int C + r and t ∈ R.
To prove the main results of this paper, we need the following deÿnition and lemma.
Deÿnition 1 (See Lancaster and Tismenetsky [15] ). Let A = (a ij ) n×n be an n × n matrix and let P 1 ; : : : ; P n be distinct points of the complex plane. For each nonzero a ij of A, connect P i to P j with a directed line P i P j . The resulting ÿgure in the complex plane is a directed graph for A. We say that a directed graph is strongly connected if, for each pair of nodes P i ; P j with i = j, there is a directed path − −− → P i P k1 ; −−−→ P k1 P k2 ; : : : ; − −−− → P kr−1 P j connecting P i to P j . Here, the path consists of r directed lines.
Lemma 3 (See Lancaster and Tismenetsky [15]).
A square matrix is irreducible if and only if its directed graph is strongly connected.
Boundedness and positivity
In this section, we will analyze the general properties of system (3) with the condition (4). We consider the subsystem of system (3) given by the following system.
x i2 (t) = i2 (t); t ∈ [ − ; 0]; i2 (0) ¿ 0; i = 1; 2; : : : ; n:
Theorem 4. The solutions of system (6) with given positive initial values are positive for all t ¿ 0.
Proof. To prove this theorem, we need only to show that subsystem (6) satisÿes the assumptions of Theorem 1. We represent the right-hand side of (6) by f(t; x t ) and set
By direct calculation we have
: : : ; n:
(ii) The matrix A(t) = (Á ij (0; t)) is a n × n matrix, and 
where
By Deÿnition 1 and Lemma 3, the matrix A(t) is irreducible for each t ∈ R.
(iii) If = 0 then x(t; t 0 ; ) ≡ 0 for all t ¿ 0.
(iv) From the deÿnition of A(t) and Á ij , it is evident that Á ij (Â; t) = Á ij (0; t) = D ij (t) ¿ 0; i = j for Â ¿ 0; Á ij (Â; t) = 0; i = j for Â 6 − ; and Á ij (· ; t) ∈ BV[ − ; 0], where Á ij is a positive Borel measure (see [19] ) on [ − ; 0], therefore, Á ij (· ; t) ¿ 0. Thus for each j, there exists i = j such that Á ij (−r j + ; t) = Á ij (− + ; t) ¿ 0 for all t ∈ R and su ciently small ; i; j = 1; 2.
Thus the conditions of Theorem 1 are satisÿed and the positiveness of the solutions to subsystem (6) follows. Now we consider the positivity of system (3).
Theorem 5. Any solution of system (3) with given initial conditions are positive for all t ¿ 0.
Proof. By Theorem 4, x i2 (t) ¿ 0; i = 1; : : : ; n, is valid. We will prove the positivity of x i1 (t).
Note thaṫ
since condition (4) holds. This completes the proof.
For the boundedness of positive solutions of system (3), we have the following result.
Theorem 6. If (4) holds, then the solutions of system (3) with given initial conditions are bounded for all t ¿ 0.
Proof. Choose the function
and calculating the derivative of (t) along the solutions of (3), we havė
For a positive constant ( ¡ i (t)), we havė
Hence, there exists a positive number c 1 such thaṫ + ¡ c 1 :
Hence we obtain the boundedness of the positive solutions of system (3). This completes the proof.
From Theorems 5 and 6, there exists a region denoted by ; = {x i1 ; x i2 ∈ R + | 0 ¡ x ij 6 M; i = 1; : : : ; n; j = 1; 2}, such that any solutions with given initial value will enter the region eventually and remain in it.
Existence and attractivity of periodic solutions
In this section, we investigate the existence and the global attracting behavior of system (3). Firstly we consider the subsystem of system (3) given bẏ If Q(q; : : : ; q) with q ¿ 0 and su ciently large,and t ∈ R, we have
Thus (h 5 ) is satisÿed by (6) .
Note that
i2 (0) ¿ 0; i = 1; 2; : : : ; n; for all ∈ IntC + and t ∈ R, and hence, (h 6 ) holds. It follows from Theorem 2 that (7) admits a unique positive periodic solution which attracts all positive solutions. The proof of Theorem 7 is completed. Let x * i2 (t) denote the unique T-periodic solution of (7). We consider the following equatioṅ Proof. In order to obtain the existence of positive periodic solution, we shall prove in the following that system (8) has a strictly positive invariant set. Similar to the proof of Theorem 5, we have
= i1 ; i = 1; : : : ; n
and therefore i1 is a lower bound of all x i1 (t); t ¿ 0. Denote 1 = { x i1 (t) ∈ R + | i1 6 x i1 (t) 6 M; i = 1; : : : ; n}. Let x i1 (t); i = 1; 2; : : : ; n be positive solution of system (8) with x i1 (0) ∈ 1 . From (9), we have x i1 (t) ¿ i1 ; i = 1; 2; : : : ; n for all t ¿ 0.
By Theorems 6 and 7, the unique T-periodic solution x * i2 (t) of (7) must be in the region 2 , where 2 = {x i2 ∈ R + | 0 ¡ x i2 6 M; i = 1; : : : ; n} ⊆ = {x i1 ; x i2 ∈ R + |0 ¡ x ij 6 M; i = 1; : : : n; j = 1; 2}, since (7) is subsystem of (3). Therefore, x * i2 (t) 6 M . From (9) also, we have Thus M i1 is a upper bound of all x i1 (t) with x i1 (0) ¿ 0; t ¿ 0.
Denote 3 = { x i1 (t) ∈ R + | i1 6 x i1 (t) 6 M i1 ; i = 1; : : : ; n}, where i1 and M i1 are lower and upper bound of all x i1 (t); t ¿ 0, respectively. It is shown that 3 is positive invariant set with respect to system (8) , which every obit starting in that invariant set remains there for all t ¿ 0.
Deÿne a PoincarÂ e mapping : R + → R + by the formula
where X (t; P 0 ) = (x i1 (t; P 0 )) is the solution of (8) with X (0; P 0 ) = P 0 = (x i1 (0; P 0 )). Consider the set 3 , which is a bounded, closed and concave set in the interior of R + and operator maps 3 into itself, since 3 is positively invariant with respect to (8) . This means that
for all t ¿ 0. The solution of (8) is a continuous function of their initial values, from which the continuity of the operator follows. Now by Brouwer's Fixed Point Theorem, the existence of one ÿxed point follows. Since such a ÿxed point has positive coordinates, the corresponding T -periodic solution, denoted by x * i1 (t), is strictly positive by the positive invariance of 3 . Let u i1 (t); v i1 (t) be two positive solutions of system (8) with u i1 (0) ¿ 0; v i1 (0) ¿ 0; i = 1; : : : ; n. Then they satisfy (8) anḋ
and |u i1 (t) − v i1 (t)| 6 |u i1 (0) − v i1 (0)|e Particularly, for the positive periodic solution x * i1 (t) and any positive solution u i1 (t) of (8) 
Therefore the positive periodic solution is unique and attracts all positive solutions of system (8). The proof is completed.
Considering the following equatioṅ x i1 (t) = i (t)x i2 (t) − i (t)x i1 (t) − i (t − )e − t t− i (s) ds x i2 (t − ):
The following Theorem 9 will be proved. 
Discussion
In this paper, we have considered a nonautonomous stage-structured dispersal model with harvesting of mature individuals and dispersal of the mature population between N-patches and a time from birth to maturity represented by a constant time delay. We have shown that if the harvesting e ort E i does not exceed the constants uctuating population level, which means that all species of the N-patches are permanent and the harvesting activity is sustainable. In this paper, we have generalized the results of [2] .
