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As estatísticas retiradas dos acidentes de trabalho são de grande importância, pois
é com base nelas que é gerada nova legislação, políticas de prevenção e campanhas de
sensibilização contra acidentes de trabalho. Tendo em conta a importância destes dados,
é fundamental procurar garantir que a informação declarada em cada acidente não con-
tenha erros provenientes de declarações descuidadas geradoras de combinações imprová-
veis ou impossíveis entre o conteúdo das diferentes variáveis categóricas que constituem
cada declaração. Pretende-se pois assegurar que os dados estatísticos resultantes desse
processo sejam fiáveis.
Assim, com base num histórico de declarações corretas já existentes, foi possível cons-
truir um modelo de validação de futuras declarações de acidentes. O Desafio em termos
informáticos surgiu na medida em que cada acidente é descrito por 22 variáveis categóri-
cas em que cada uma pode assumir vários valores discretos possíveis, o que implica uma
explosão combinatória de diferentes padrões de acidentes. Esta explosão exigiu a escolha
de abordagens de Data Mining adequadas de modo a que a completude e a qualidade do
modelo de validação não ficassem comprometidas. A título de exemplo, se cada uma das
22 variáveis admitir 10 possíveis valores, o número de combinações possíveis é dado por
1022, o que configura uma complexidade que é partilhada nesse aspeto com os ambientes
onde são tratados grandes volumes de informação.
Nesta dissertação foi desenvolvida uma abordagem Data Mining que, com base na
deteção de combinações improváveis ou impossíveis entre o conteúdo das diferentes
variáveis categóricas que constituem cada declaração, permite a classificação de futuras
declarações numa de três classes: “válidas”, “inválidas” ou “suspeitas”. Foram atingidos
valores de accuracy na ordem dos 85% .
Esta dissertação está ancorada numa proposta de projeto, ainda em avaliação pela
FCT. O GEP, que é parceiro na proposta de projeto, incluirá a abordagem desenvolvida
nesta dissertação, como módulo de validação da qualidade das declarações de acidentes
de trabalho.
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Statistics drawn from work accidents are of great importance because it is based on
them that new legislation is generated, prevention policies and awareness campaigns
against work accidents. In view of the importance of these data, it is essential to ensure
that the information declared in each accident does not contain errors arising from care-
less declarations generating unlikely or impossible combinations between the content of
the different categorical variables that constitute each declaration. It is therefore intended
to ensure that the statistical data resulting from this process are reliable.
Based on a history of correct declarations already existing, it was possible to construct
a validation model for future accident declarations. The Computer Challenge has arisen
in that each accident is described by 22 categorical variables in which each can assume
several possible discrete values, implying a combinatorial explosion of different accident
patterns. This explosion required the choice of appropriate Data Mining approaches so
that the completeness and quality of the validation model were not compromised. As
an example, if each of the 22 variables admit 10 possible values, the number of possible
combinations is given by 1022, which sets up a complexity that is shared in this respect
with environments with large volumes of information.
In this dissertation a “Data Mining” approach was developed which, based on the
detection of unlikely or impossible combinations between the content of the different
categorical variables that make up each declaration, allows the classification of future
declarations in one of three classes: “valid”, “ invalid” or “ suspicious”.Values of accuracy
were reached on the order of 85 %.
This dissertation is anchored in a project proposal, still under evaluation by the FCT.
The GEP, which is a partner in the project proposal, will include the approach devel-
oped in this dissertation, as a module for validating the quality of declarations of work
accidents.
This dissertation is anchored in a project proposal, still under evaluation by the FCT.
The GEP, which is a partner in the project proposal, will include the approach developed
in this dissertation, as a module for validating the quality of declarations of occupational
accidents.
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Este capítulo destina-se a introduzir o trabalho, começando por descre-
ver o seu contexto e as suas motivações. Em seguida, são apresentados os
principais objetivos, assim como as contribuições previstas, finalizando com a
apresentação da estrutura do documento.
1.1 Descrição e Contexto
Sob o ponto de vista informático, esta dissertação centra-se principalmente na área do
Data Mining. No entanto, ela usa como caso de estudo a necessidade de resolver um pro-
blema no contexto da declaração de acidentes de trabalho a nível europeu. A dissertação
tem, portanto, a orientação não só de docentes do departamento de Engenharia Informá-
tica mas também do departamento de Engenharia Mecânica e Industrial, bem como o
apoio de elementos do GEP.
1.2 Motivação
Em 1992 foi criado o projeto EEAT em resposta à necessidade de armazenar dados es-
tatísticos sobre os acidentes de trabalho, em formato harmonizado para os vários países
membros da UE. Assim, foi estabelecido um conjunto de variáveis categóricas que carac-
terizam um acidente. Eis algumas dessas variáveis: Idade, Sexo, Tipo de Lesão, Tipo de
Local, Atividade Física Específica, etc.. Numa declaração de acidente, a variável categó-
rica Idade, pode conter um dos valores de entre 1,2, ...,99; a variável Sexo só pode ser
preenchida com um dos valores “Masculino” ou “Feminino”; quanto ao Tipo de Lesão, o
domínio desta variável compreende valores como, “Fraturas expostas”, “Efeitos de baixas
1
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temperaturas”, entre outros [11]. No que diz respeito ao Tipo de Local, este pode ser preen-
chido com “Escritório, sala de reuniões, biblioteca, etc”, “Área de manutenção, oficina de
reparações”, “Local agrícola, cultura do solo”, etc. O domínio da variável Atividade Física
Específica compreende as designações “Arrancar a máquina, parar a máquina”, “Andar,
correr, subir, descer, etc”, “Trabalhar com ferramentas de mão - manuais”, entre outras.
Tendo em conta o subconjunto das variáveis categóricas descritas acima, nem todas as
combinações de valores a elas atribuídos constituem declarações credíveis. No contexto
desta dissertação designamos como “Válida” uma declaração credível. A Tabela 1.1 mostra
duas declarações parciais: a primeira é válida mas a segunda é inválida. Com efeito,
na segunda existe uma combinação improvável/muito improvável entre os conteúdos
“Afogamento ou submersões não mortais” e “Escritório, sala de reuniões, biblioteca, etc”,
sendo estes os valores atribuídos às variáveis categóricas Tipo de Lesão e Tipo de Local
respetivamente, nesta declaração. Na verdade não é credível que uma pessoa tenha tido

























- levantar, baixar,... um objecto
Transportar verticalmente
- levantar, baixar,... um objecto
... ... ...
Tabela 1.1: Exemplo de declaração Válida Vs Inválida.
Até à data, a correta declaração de acidentes de trabalho em Portugal tem sido feita
por funcionários qualificados do ministério de trabalho após a receção das participações
com origem nas empresas e seguradoras. Contudo, por orientação das autoridades euro-
peias, Anexo 2, estas declarações vão passar a ser feitas em plataforma eletrónica pelas
próprias seguradoras e/ou por funcionários das empresas onde os acidentes ocorram.
Tendo em conta que, para efeitos estatísticos, se pretende manter a qualidade (correção)
das declarações, evitando assim a participação de acidentes altamente improváveis, ou
mesmo impossíveis, torna-se necessário controlar informaticamente a validação/correção
de novas declarações.
Este controlo terá de ser garantido através de uma plataforma informática que, para o
2
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fazer, precisa de um histórico de declarações corretas, ocorridas anteriormente e, prefe-
rencialmente, em grande número. O Desafio em termos informáticos surge porque cada
acidente é descrito por 22 variáveis categóricas em que cada uma pode assumir vários
valores discretos possíveis, o que provoca uma explosão combinatória de possíveis dife-
rentes padrões de acidentes. No entanto, como já vimos no exemplo atrás descrito, nem
todos as combinações (padrões) são credíveis. Esta explosão levou à escolha adequada de
abordagens de Data Mining computacionalmente viáveis de modo a que fosse garantida
a completude da validação tendo em conta a elevada complexidade envolvida. Como
foi referido, se cada uma das 22 variáveis admitir, por simplicidade, 10 possíveis valo-
res, o número de combinações possíveis é dado por 1022, o que configura uma grande
complexidade.
Assim, no sentido de validar as declarações de acidente, para além de detetar combi-
nações claramente impossíveis ou altamente improváveis para cada declaração, a abor-
dagem desenvolvida nesta dissertação permite alertar para possíveis erros na declaração
nos casos em que nela existem associações que, embora não sendo claramente imprová-
veis, não são expectáveis, podendo configurar possíveis incompatibilidades; estes casos de
fronteira, a que chamámos “Suspeitos”, exigem naturalmente uma decisão final humana.
1.3 Objetivos
Para conseguir realizar as validações atrás descritas, foi desenvolvida uma abordagem
capaz de aprender, através de declarações já “Válidas” e em grande quantidade, quais
os padrões que representam as associações prováveis/aceitáveis entre os diferentes va-
lores categóricos que compõem as declarações corretas. Com base nesta aprendizagem,
foram feitos testes com vista a selecionar critérios para validar a credibilidade de futuras
declarações de acidentes.
É de salientar que, sendo a aprendizagem feita com base apenas numa classe de objetos,
já que todos as declarações para treino são “Válidas”, este não é um problema clássico
de Machine Learning [3]. No entanto, existe a necessidade de identificar quer a classe dos
objetos “inválidos”, quer a dos “suspeitos”, classes que nesta dissertação são identificadas
por ferramentas estatísticas normalmente usadas em Data Mining, conforme descrito no
Capítulo 3.
Considerando que um acidente a validar é caracterizado por um vetor com os valores
v1, v2, ... v22 para as variáveis categóricas V1, V2, ... V22 , cada valor vi teve que ser validado
na sua credibilidade, face à co-ocorrência de vi com vj , presentes nesta declaração, tendo
por base a aprendizagem feita previamente para cada uma destas combinações (vi , vj).
Porém, como foi possível verificar, por vezes não bastam apenas as combinações de pares
de valores para avaliar a correção duma declaração. A título de exemplo, suponhamos que
uma declaração de acidente tem atribuídos os valores particulares “Estaleiro - edifício
em demolição, restauro, manutenção”, “Trabalhar com ferramentas de mão - manuais” e
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“Feminino”, respetivamente às variáveis categóricas Tipo do Local, Actividade Física Espe-
cífica e Sexo. A ocorrência simultânea dos possíveis pares singulares de valores contidos
nesta declaração é credível, já que certamente terão aparecido no histórico de declara-
ções. Com efeito, aceita-se facilmente que hajam acidentes que ocorram num “Estaleiro
- edifício em demolição, restauro, manutenção” onde a ferramenta usada é “Trabalhar
com ferramentas de mão - manuais”; igualmente também é credível que haja acidentes
envolvendo pessoas do sexo “Feminino” num “Estaleiro - edifício em demolição, restauro,
manutenção” já que pode tratar-se, por exemplo, duma mulher que é fiscal de obra; por
último, também é credível que ocorram acidentes envolvendo mulheres (“Feminino”)
e “Trabalhar com ferramentas de mão - manuais”, uma vez que uma funcionária pode
magoar-se com um agrafador. No entanto, se considerar-mos os três valores particulares
organizados num par, da seguinte maneira, ((“Estaleiro - edifício em demolição, restauro,
manutenção”, “Trabalhar com ferramentas de mão - manuais”), “Feminino”), esta com-
binação é improvável. Com efeito, embora seja credível que alguém tenha um acidente
num estaleiro com uma ferramenta de mão, não se espera que seja uma mulher.
Assim, foi encarada a hipótese de contemplar as possíveis combinações de três valores
((vi , vj), vz).E, no sentido duma validação ainda mais completa, poder-se-ia considerar
combinações de 4 ou mais valores de variáveis. Porém a combinatória envolvida, mesmo
apenas para o caso de 3 variáveis, é de tal forma incomportável que, impôs a seleção
criteriosa de variáveis categóricas consideradas mais discriminantes, a fim de diminuir a
combinatória. As esta variáveis chamámos “âncoras” nesta dissertação.
Admitindo que não é possível abarcar toda a combinatória envolvida, um dos objetivos
desta dissertação consistiu no desenvolvimento duma abordagem de Data Mining com
vista à elaboração de critérios que na prática se mostrassem suficientes para validar
corretamente qualquer declaração de acidente em tempo útil.
A implementação da abordagem desenvolvida nesta dissertação formou um software
core que, ancorado num projeto ainda em avaliação, pretende-se que venha a ser integrado
na plataforma de registo de acidentes a funcionar no GEP Anexo 3.
1.4 Contribuições
As principais contribuições alcançadas nesta dissertação prenderam-se com a necessidade
de melhorar a qualidade de dados estatísticos sobre acidentes de trabalho, a fim destes
poderem ser estudados pelo Eurostat. Com a realização desta dissertação, pretendeu-se
automatizar o processamento de acidentes no sentido de analisar a sua credibilidade, ou,
por outras palavras, a sua plausibilidade através da validação da sua improbabilidade de
acontecimento.
Em particular, uma correta validação das declarações de acidentes, contribui para a
existência de um corpo estatístico suficientemente fiável quer para a criação de legislação
ajustada à evolução de novos contextos de acidentes, quer para o estabelecimento de
campanhas de prevenção adequadas.
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Um outro tipo de contribuição consistiu no desenvolvimento de novos métodos na
área de Data Mining para solução de problemas que envolvem correlações entre um
grande número de variáveis categóricas.
1.5 Estrutura do Documento
Após este capitulo, a organização do presente documento é a seguinte:
• Capítulo 2 - Enquadramento: são contextualizados os acidentes de trabalho e a sua
importância. É descrita a metodologia EEAT para codificação de acidentes, bem
como todo o novo percurso por onde uma declaração de acidente passa até ser
codificada.
• Capítulo 3 - Trabalho Relacionado: é feita uma análise de possíveis abordagens a
seguir para a realização desta dissertação.
• Capítulo 4 - Abordagem a seguir: contém a abordagem seguida para o desenvolvi-
mento da solução para o problema desta dissertação.
• Capítulo 5 - Resultados: são apresentados os resultados da solução desenvolvida.
• Capítulo 6 - Conclusões e Trabalho Futuro - contem as conclusões retiradas da












Enquadramento em Caso de Estudo
Este capitulo contextualiza o problema apresentado nesta dissertação, faz
referencia às variáveis usadas para codificar acidentes e apresenta o atual
método de declaração de acidentes.
2.1 Contextualização
O relacionamento do homem com a segurança começou a verificar-se nos primórdios da
humanidade. Desde os tempos em que o Homem começou a trabalhar a pedra que se
nota, nos objetos e instrumentos construídos à data, a sua preocupação em garantir a sua
segurança e bem-estar.
À medida que se verificava uma evolução do Homem a nível intelectual e, consequen-
temente, tecnológico, com a criação e desenvolvimento dos primeiros meios de transporte,
começaram a surgir ferramentas de proteção no trabalho, como por exemplo as luvas, fei-
tas com duas peças de pele e entrelaçadas, ou cosidas, com folha de palma. [12].
Mas, só mais tarde, em 1750 a.C, se começou a dar verdadeira importância à segu-
rança no trabalho, com a elaboração e implementação do Código de Hammurabi onde
se encontravam agregadas as primeiras leis e medidas penais aplicáveis a quem fosse
responsável por qualquer acidente de trabalho ou a quem fosse responsável pelo local
onde o acidentado exercia funções à data do acidente.
No entanto, um dos momentos históricos mais marcantes no que diz respeito a esta
temática e que levou a uma maior consciencialização sobre a mesma foi a Revolução
Industrial, que trouxe inegáveis benefícios para as sociedades modernas, mas que fez
aumentar exponencialmente o número de acidentes de trabalho [5] até porque esta se
baseou na criação de um sistema fabril destinado à produção em massa, onde se podia
encontrar um elevado número de trabalhadores na mesma unidade de produção, a utilizar
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máquinas cada vez mais complexas [12].
Foi então que, no século XIX, se começou a falar na Europa de Saúde e Segurança no
Trabalho (SST) quando no Reino Unido, berço da Revolução Industrial, já se começavam a
implementar as primeiras legislações que diziam respeito a esta temática [19, 27] . Sendo
que esse país se encontrava, à data, integrado na antiga Comunidade Económica Europeia
(CEE), foi muito rapidamente que essas leis começaram a ser igualmente implementadas
nos restantes países membros, como foi o caso de Portugal.
Atualmente, segundo a diretiva 89/391/CEE, de 12 de junho [10], que foi posteri-
ormente alterada pela diretiva 2007/30/CE, de 20 de junho [9] é obrigatório por lei
participar e registar os acidentes de trabalho na União Europeia (UE). Em Portugal, a
Lei 102/2009, de 10 de setembro [15], com as alterações feitas na Lei 3/2014, de 28 de
janeiro [16], é a lei que obriga a que se proceda a essa mesma participação. Em Portugal
a Lei também obriga todos os empregadores (e até os trabalhadores por conta própria)
a contratar um seguro contra acidentes de trabalho. A participação (ou notificação) de
cada sinistro é feita à respetiva Seguradora, a quem compete a retribuição dos dias per-
didos (dias de ausência ao trabalho) e, se aplicável, o pagamento de indemnização por
incapacidade permanente da vítima.
O atual responsável pela consolidação e codificação de todos os dados destes acidentes,
para efeitos estatísticos, em Portugal é o Gabinete de Estratégia e Planeamento (GEP),
uma entidade que pertence ao Ministério do Trabalho, Solidariedade e Segurança Social
(MTSSS).
A recolha de dados efetuada por essa entidade obedece a uma metodologia que está
harmonizada em todos os países da UE e que tem como finalidade integrar a base de
dados das EEAT, onde são agregados todos os dados estatísticos relativos a acidentes de
trabalho ocorridos nesses países.
O correto registo desses dados é importante no sentido de permitir que se possa
analisar corretamente a ocorrência de acidentes num determinado espaço de tempo, per-
mitindo que se possam precaver futuras ocorrências Anexo 3.
Estes dados estatísticos tomam ainda maior importância porque é com base nos mes-
mos que são criadas novas leis, políticas de prevenção e campanhas de sensibilização
contra acidentes de trabalho, que podem ser implementadas em cada um desses países
ou podem mesmo vir a ser adotadas para toda a UE Anexo 2.
Tendo em conta a elevada importância destes dados, é fundamental que as informa-
ções contidas nas declarações de acidentes sejam validadas tendo em conta a sua credi-
bilidade, a fim de procurar garantir que os dados estatísticos resultantes desse processo
sejam fiáveis e, consequentemente úteis. Um dos objetivos desta dissertação consistiu no




Em 1992 [11] foi criado o projeto EEAT; este projeto surgiu da necessidade de armaze-
nar dados estatísticos sobre os acidentes de trabalho, em formato harmonizado para os
vários países membros da UE. Um dos objetivos do projeto foi a criação de uma base de
dados comum a todos os países membros, onde todos os dados sobre acidentes fossem
“comparáveis” e pudessem ser agregados para a produção de estatísticas europeias.
O projeto EEAT desenvolveu-se em 3 fases distintas (entre 1992 e 2001), tendo partido
inicialmente de um conjunto de variáveis já existentes mas que eram codificadas de forma
diversa, dependendo do País. Cada fase implementaria, incrementalmente, determinadas
variáveis que caracterizariam não só o acidente, como a entidade empregadora.
Segundo a metodologia EEAT são necessários três tipos de informação para codificar
um acidente, nomeadamente:
1. Informação inicial sobre o acidente, através de variáveis tais como: a data, o local e
a identificação do sinistrado,
2. Informação de como aconteceu o acidente, e que tipo de lesões provocou. Neste
grupo estão as variáveis que descrevem a sequência dos acontecimentos (causas e
circunstâncias).
3. Informações sobre a gravidade das lesões e respetivas consequências que possam,
no futuro, advir como consequência do acidente em questão.
A Tabela 2.1 , a seguir, sintetiza as variáveis1 que caracterizam um acidente de traba-
lho:
1Ao longo deste documento, a designação das variáveis categóricas foi abreviada por razões de sim-
plicidade. Ex: Idade do sinistrado, abreviada para Idade; Contacto - modalidade de lesão, abreviada para
Contacto, entre outras. O formato usado para estas designações neste texto permite garantir a clareza neces-
sária da sua leitura.
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Identificador único especifico de cada processo ,
destina-se a distinguir individualmente cada processo
Atividade económica do empregador Atividade económica principal da unidade local da,empresa em que trabalha o sinistrado
Profissão do sinistrado Profissão do sinistrado no momento do acidente
Idade do sinistrado Idade do sinistrado no momento do acidente
Sexo do sinistrado Género do sinistrado
Tipo de lesão Consequência física sobre o sinistrado
Parte do corpo atingida Parte do corpo que sofreu lesão
Localização geográfica Unidade territorial onde o acidente ocorreu
Data do acidente Data em que o acidente ocorreu no formato (AAAAMMDD)
Hora do acidente Hora em que o acidente ocorreu no formato (HHMM)
Fase 2
Dimensão da empresa
Numero de empregados que trabalham na unidade local da
empresa do sinistrado
Nacionalidade Pais de cidadania do sinistrado
Situação profissional Situação profissional do sinistrado
Dias perdidos Numero de dias civis em que o sinistrado é incapaz,de trabalhar devido ao acidente
Fase 3 (implementada a partir de 2001)
Posto de trabalho Posto de trabalho ocupado pelo sinistrado no momento,do acidente
Tipo de local Lugar de trabalho, ambiente geral, onde ocorreu o, acidente
Tipo de trabalho Natureza do trabalho executado pelo sinistrado no, momento do acidente
Atividade física especifica Atividade física especifica desempenhada pelo,sinistrado no momento do acidente
Agente material da Atividade física especifica Objeto utilizado pelo sinistrado aquando do acidente
Desvio Descrição do acontecimento anormal que provocou o, acidente
Agente material do Desvio Agente material associado ao desvio
Contacto – modalidade de lesão Descrição de como o sinistrado foi lesionado
Agente material do contacto – modalidade de lesão Agente material associado ao contacto, descreve, fisicamente o objeto com que o sinistrado entrou em contacto
Tabela 2.1: Variáveis harmonizadas do sistema EEAT, fonte [11]
A utilização de todas as variáveis da fase 3 não é obrigatória, embora no mínimo 4
tenham de ser utilizadas. A escolha destas variáveis cabe a cada estado. Atualmente em
Portugal são usadas 8 das 9 variáveis.
2.3 Método de declaração de acidentes
Atualmente, em Portugal, as declarações (ou notificações) de AT têm o seguinte fluxo
(Figura 2.1): aquando da ocorrência de um acidente de trabalho, a empresa que contratou
o lesado preenche a participação do seguro em papel e envia para a seguradora. De
seguida, a seguradora recebe a participação, efetua um registo próprio da declaração e
faz controlo dos pagamentos e custos. Constrói as suas próprias estatísticas e, em seguida,
envia ao GEP uma cópia do documento onde foi feita a participação.
Por sua vez, o GEP faz a codificação das diversas variáveis conforme a metodologia
EEAT. Estes dados são usados para a criação de estatísticas nacionais. Por fim, são também
enviados para o Eurostat, para a produção de estatísticas Europeias.
Contudo, o tratamento acima descrito vai mudar muito em breve, criando novas neces-
sidades, ou lacunas, que constituíram a principal motivação deste trabalho de Dissertação.
Desde muito recentemente, o Decreto-Lei 106/2017 de 29 de agosto [8], obriga a fazer
a notificação eletrónica dos AT. Desta forma, o GEP passa a receber não a fotocópia do
impresso de notificação, mas sim a notificação eletrónica, a qual continua a ter algum
texto livre (nomeadamente a descrição detalhada do acidente), mas já vem com todas
as variáveis codificadas na origem (i.e., preenchimento da e-notificação na empresa). O
diagrama anterior passa a ser traduzido pela Figura 2.2
Segundo um estudo realizado em [14], a passagem de um texto (de acidente) para
variáveis EEAT é muitas vezes ambígua, até mesmo quando é executada por um organismo
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Figura 2.1: Fluxo da informação dos AT em Portugal até final de 2017, adaptado de [26]
como o GEP. No estudo referido é feita uma análise da fiabilidade da codificação com 3
tipos de utilizadores/codificadores, sendo eles: (1) trabalhadores especializados do GEP
(são o grupo de referência); (2) técnicos superiores de higiene e segurança no trabalho; e
(3) pessoas sem qualquer tipo de conhecimento na matéria.
Neste estudo podemos verificar que, apesar de podermos considerar os funcionários
do GEP como os mais especializados na codificação de declarações de acidentes de traba-
lho com as variáveis EEAT, mesmo para estes profissionais algumas variáveis parecem ter
interpretação ambígua ou difícil, o que influencia negativamente o nível de fiabilidade2
do processo de codificação quando a informação (texto livre) é convertida em códigos
alfa-numéricos e é introduzida na base de dados de AT. Prova disso é o facto de, numa das
variáveis estudadas, estes funcionários só terem conseguido atingir um nível de 67,6%
de fiabilidade inter-analistas (avaliada com 3 analistas diferentes, mas todos eles muito
experientes).
É também bastante visível neste estudo que, quando se desce na escala em termos
de especialização, a percentagem de declarações bem convertidas desce, igualmente, de
uma forma drástica, encontrando-se valores de fiabilidade abaixo dos 50% entre pessoas
não-qualificadas (codificadores sem experiência). É importante ter em conta que estas
pessoas não qualificadas de certa forma representam as pessoas “administrativas” que irão
2Neste estudo “Fiabilidade” da codificação é uma medida do “grau de concordância” (agreement) quando
a mesma informação é codificada por pessoas diferentes. Expressa-se em % de concordância inter-analistas.
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Figura 2.2: Fluxo da informação dos AT em Portugal a partir de 2018 (DL 106/2017) [8]
preencher as futuras e-notificações (e dar códigos às respetivas variáveis) nas empresas
onde ocorrem os acidentes de trabalho.
Ou seja, a alteração introduzida pelo novo Decreto-Lei de 2017, que obriga à digitali-
zação de todo o processo, vai tornar tudo mais rápido, mas também aumenta significativa-
mente o potencial de introduzir dados errados na base de dados nacional dos AT, porque
a informação do acidente pode ficar mal codificada na origem, pelo facto de passar a ser
feita por pessoas sem treino, ou com pouco treino, na metodologia EEAT. Em contrapar-
tida, para além da rapidez, pode ter a vantagem adicional de estar “mais próxima” do
local do sinistro, havendo sempre a possibilidade das pessoas “locais” conseguirem inter-
pretar melhor o que realmente aconteceu, mesmo quando utilizam termos pouco comuns
(i.e., jargão típico da empresa ou da atividade em questão). Ainda assim, é necessário que
a boa qualidade dos dados seja preservada e esse é o objetivo fundamental da presente
dissertação.
2.4 Sumário
Neste capitulo foi apresentada a contextualização dos acidentes de trabalho, a importân-
cia da sua análise, não só nacional como internacionalmente. Relativamente à declaração
de acidentes foi introduzida a metodologia EEAT, assim como feita uma análise ao per-












Considerando o problema a resolver nesta tese, e que se prende com a capa-
cidade de validar cada declaração de acidente tendo em conta as combinações
improváveis, ou não, entre as variáveis que os caracterizam, foi necessário ana-
lisar quais as abordagens que à partida fossem mais adequadas. Assim, este
capítulo analisa várias alternativas quer no domínio do Data Mining quer no
da Machine Learning, quanto à sua potencialidade para resolver o problema
referido.
3.1 Algoritmo de Apriori
Em [2] os autores introduzem o problema de processar uma grande coleção de transações
de dados com o intuito de gerar regras de associação entre um conjunto de itens com
alguma confiança mínima previamente especificada. Um exemplo de uma regra de asso-
ciação é a asserção de que 90% das transações em que o pão e a manteiga são comprados,
acontece que o leite também faz parte desta transação. O leite é pois tomado como uma
“consequência” de pão e manteiga. Neste caso, 90% é tomado como o fator de confiança
da regra. Também é usado o conceito de suporte transacional mínimo, o que significa que
existe uma percentagem mínima de compras em que a regra deve ser verificada para que
seja considerada.
A abordagem é útil para encontrar todos casos seguros onde um ou mais itens são uma
“consequência” de qualquer outro conjunto de itens. Por exemplo, pode ser usado para
planear o armazenamento dos itens num supermercado de forma a aumentar as vendas.
Embora esta abordagem de Data Mining seja eficiente para encontrar regras de asso-
ciação fortes, não seria adequado utilizá-la para validação de declarações de acidentes,
pois esta é uma metodologia que facilmente iria rejeitar declarações válidas cujo histórico
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de ocorrências fosse relativamente pouco frequente, não atingindo por isso o suporte
mínimo pré-estabelecido para formação das regras. Para além do mais, esta abordagem
está focada em encontrar fortes regras de associação e não para detetar combinações
improváveis entre variáveis, que se podem traduzir por associações fracas.
3.2 Negative Association Rules
Segundo os autores em [2] uma regra de associação é algo da forma A =⇒ B onde A e B
são itens com suporte elevado. Contudo também é possível conceber regras da forma de
A =⇒ ¬B (regras de associação negativas). Um exemplo possível de uma regra negativa
seria, num contexto de supermercado, afirmar que quem compra caviar não compra leite
de marca branca.
Em [17] é abordada a extração de regras (quer positivas quer negativas) em medi-
camentos, sintomas e resultados de laboratório, com o intuito de construir um sistema
de apoio à decisão médica. O algoritmo proposto pelos autores gera regras de associação
também para um limite mínimo de suporte definido pelo utilizador, este valor é chamado
de suporte mínimo e todas as regras acima desse suporte entram para a categoria de
regras. Uma regra negativa é definida como A =⇒ ¬B, significando que a ocorrência de
A determina a ausência de B com uma certa confiança (conf) e suporte (supp), concei-
tos já usados em [2]. Supp(A =⇒ B) significa também a percentagem de transações na
base de dados/repositório, contendo o antecedente A e o consequente B. Por outro lado,
Conf(A =⇒ B) é dado por P(B|A) e A =⇒ ¬B por 1- conf(A =⇒ B).
Embora também esta abordagem de Data Mining pudesse constituir uma possível
solução para resolver o problema da validação de acidentes, ela apresenta à partida uma
limitação considerando o problema a resolver nesta dissertação: apenas produz uma
gradação de probabilidades, sem definir zonas qualitativas de maior probabilidade ou
de clara improbabilidade, como seria desejável, exigindo para tal, treino a adquirir a
posteriori para determinação destas zonas. A partir da leitura em [17], nada faz crer
que esta metodologia esteja preparada para operar no contexto de uma base de dados
envolvendo uma grande combinatória, como é o caso presente nesta dissertação.
É de referir que, também nesta abordagem, se coloca a exigência do Suporte mínimo
para que as regras de associação sejam tidas em conta. Esta limitação condiciona uma
possível solução para o caso dos acidentes de trabalho, uma vez que grande parte da
informação útil para detetar improbabilidades reside na fraca ocorrência de pares de
valores (combinações improváveis), o que não faz sentido com o conceito de Suporte
mínimo usado nesta abordagem.
Esta metodologia permite a escolha dos valores mínimos de Suporte e Confiança.
No entanto, não existe nenhuma “fronteira natural” nos valores associados a estes dois
conceitos, tal que possa separar zonas de “aceitação” e de “rejeição”, zonas que seriam
necessárias no contexto das declarações dos acidentes de trabalho. Tais fronteiras teriam
que ser ajustadas, sem que haja a certeza de que pudessem vir a ser universais para todos
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os valores particulares que preenchem as variáveis categóricas presentes no caso dos
acidentes.
3.3 Abordagens de Machine Learning
As técnicas de Machine Learning, poderiam à partida ser consideradas para o desenvolvi-
mento duma solução do nosso problema. No entanto, duma forma mais ou menos indireta,
todas estas abordagens usam atributos segundo os quais, a cada objeto é atribuída uma
classe/cluster. Os objetos que pertencem à mesma classe, deverão ter, em princípio, va-
lores semelhantes. Acontece que, uma vez que não dispomos de varias classes no nosso
dataset dos acidentes de trabalho, o problema apresentado nesta dissertação não pode ser
considerado uma questão clássica de Machine Learning . De facto, apenas os acidentes bem
declarados são inseridos na base de dados o que faz com que exista apenas uma classe
(acidentes “Válidos”), e não três como seria desejável: “Válidos”, “Inválidos” e “Suspeitos”.
No entanto, caso o dataset dos acidentes de trabalho venha a evoluir para a integração de
mais de uma classe, as abordagens de Machine Learning poderão vir a ser consideradas
como uma opção enquanto ferramentas para tratamento de várias classes. Nesse sentido
este capítulo analisa a eventual potencialidade destas técnicas.
3.3.1 Algoritmo C4.5
O algoritmo C4.5 apresentado em [24] é usado para construir árvores de decisão. É uma
extensão do algoritmo anterior ID3 [23] e pode ser utilizado como um classificador com
aprendizagem. Com efeito, o C4.5 é treinado com amostras classificadas para construir
árvores baseadas no conceito de Entropia e ganho de Informação. Assim, considerando
o problema que queremos resolver, cada instância possível refletindo as combinações
específicas em relação a todas as variáveis categóricas teria que ser representada num
caminho desde a raiz até a uma das folhas na árvore de decisão. Este contexto iria gerar
uma árvore onde o número de caminhos seria da magnitude de 1022, o que seria compu-
tacionalmente penoso. Acresce a esta desvantagem o problema de haver, presentemente,
apenas uma classe, o que implicaria a construção artificial de mais 2 classes (“Inválida” e
“Suspeita”), possivelmente com base nas probabilidades envolvidas. Estas probabilidades
teriam que ser ajustadas eventualmente para cada caminho particular, para separar as
diferentes classes. Não seria portanto uma abordagem a seguir.
Caso o dataset dos acidentes de trabalho venha futuramente a conter mais classes, o
C4.5 apresentará ainda o problema da dimensão da árvore.
Uma eventual redução no tamanho da árvore, poder-se-ia encarar desde que o critério
de decisão a usar pudesse ter em conta apenas um sub-conjunto de variáveis nalguns
casos.
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3.3.2 Algoritmo de K vizinhos mais próximos
O algoritmo dos K-vizinhos mais próximos (kNN) [4] é uma técnica de classificação lazy
learning. Para classificar um elemento este algoritmo tem em conta os k elementos mais
próximos daquele a classificar. Se k for igual a um, o algoritmo estima que a classe desse
elemento é igual à classe do seu vizinho mais próximo; se k for maior que um, a classe
prevista é aquela que tiver o maior número de ocorrências nos k elementos mais próximos.
Para medir quão próximos estão os vizinhos, este algoritmo usa normalmente a dis-
tancia euclidiana, contudo podem ser usadas outras métricas de distância como a de
Manathan e de Hamming. Tendo isto em conta é necessário fazer uma normalização das
distancias considerando as diferentes variáveis caracterizadoras dos objetos se estas não
estiverem previamente na mesma escala.
Considerando que o conjunto de dados a usar no nosso caso só contem uma classe (aci-
dentes “Válidos”), esta abordagem não poderia ser usada sem introduzir artificialmente
novas classes.
Por outro lado mesmo que estes acidentes incorretos fossem gerados artificialmente,
seria difícil não cometer erros de enviesamento uma vez que devido à combinatória im-
plícita neste problema poderiam não ser contemplados alguns padrões de acidentes in-
corretos. Contudo, admitindo que numa futura iteração possam existir pelo menos duas
classes presentes no conjunto de dados, poderiam ainda ser encontradas outras limitações.
Com efeito, o Algoritmo dos k vizinhos mais próximos é um processo de lazy learning o
que implica que não haja uma fase de treino no sentido mais comum, ou seja: de cada vez
que um novo elemento tem que ser classificado, o algoritmo tem, em princípio, que com-
parar a distância desse elemento com todos os outros para conseguir determinar quais os
k vizinhos mais próximos, e assim prever a classe a atribuir a este novo elemento. Este
processo será demasiado penoso se o dataset for muito extenso. É de salientar que a atual
base de dados disponível sobre acidentes contém um número considerável de entradas,
para além do elevado número de valores categóricos, o que faria com que este processo
fosse muito demorado, inviabilizando esta solução.
Devido aos valores tomados pelas variáveis categóricas não é possível atribuir uma
distância entre os valores das variáveis. Uma alternativa para contornar esta limitação é
apresentada em [6], para tal o autor transforma cada variável categórica num número real.
No entanto, mesmo ultrapassada esta limitação, permaneceria a condicionante associada
à característica “lazy learning”.
Se o classificador kNN fosse a abordagem escolhida, seria necessário não só ajustar
o valor dos k vizinhos assim como um número razoável de de variáveis para incluir no
modelo. No caso mostrado neste artigo também foi estudado um exemplo com 22 va-
riáveis categóricas, contudo a solução implicou eliminar algumas destas variáveis. Uma
tal eliminação no contexto do problema abordado nesta dissertação poderia implicar
perdas de informação importante ignorando a declarações incorretas, uma vez que exis-
tem acidentes que estão mal declarados onde apenas uma variável está indevidamente
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preenchida.
3.3.3 Máquinas de vetores de suporte
A abordagem Máquina de Vetores de Suporte ou SVM (support vector machine) apresen-
tado em [7] corresponde a um classificar binário. Baseia-se no mapeamento dum conjunto
de dados em pontos no espaço e calcula o hyperplane que separa os elementos das duas
classes, sendo esta fronteira determinada pelos “vetores de suporte”. Um bom hyperplane
Figura 3.1 é aquele que estabelece a maior distância possível entre pontos de duas classes
diferentes. Sem qualquer tipo de alteração, o SVM apenas consegue classificar novos pon-
tos de classes que sejam linearmente separáveis, criando para tal um hyperplane linear
que as separa. Contudo é possível separar classes que sejam à partida linearmente inse-
paráveis; para tal o espaço de pontos utilizado pelo classificador é mapeando para um
espaço de maior dimensionalidade (kernel trick).
Figura 3.1: Exemplo Máquinas de vetores de suporte.
Dado que o conjunto de dados desta dissertação apenas contem uma classe (acidentes
“válidos”), como já foi referido, este classificador seria à partida inutilizável no sentido
mais clássico, a menos que fossem, mais uma vez, criadas artificialmente duas classes
ou fossem ajustadas fronteiras artificiais no contexto deste classificador, para trabalhar
apenas com uma classe real, simulando a existência de outras duas:(“Inválidos” e “Sus-
peitos”). Contudo, admitindo que futuramente possam vir a existir três classes este clas-
sificador apresentaria ainda algumas limitações:
Devido à natureza do dataset dos acidentes de trabalho, a grande maioria das variáveis
categóricas não é facilmente traduzível em variáveis numéricas. Com efeito, a título de
exemplo, a Parte do corpo atingida num acidente pode ter um de vários valores possí-
veis (perna, cabeça, mão, etc.), valores entre os quais não é possível estabelecer qualquer
relação de ordem/distância. No entanto, poder-se-ia forçar a tradução destas variáveis
categóricas em numéricas através da atribuição de valores binários (0, 1) para cada futura
variável, havendo neste caso a desvantagem de ter que suportar um número de features
na ordem de 10·22, em vez de 22. Este número de atributos teria certamente que ser
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reduzido, implicando mais complexidade no processo e eventualmente alguma perda de
informação.
À partida, o SVM atribui aos objetos a classificar, uma de duas classes, o que retiraria
funcionalidade a esta abordagem uma vez que seria necessário identificar três classes.
Com o intuito de tornar o SVM um classificador Multi-classe, teriam que ser usadas
técnicas como One-vs-All ou One-vs-One analisadas em [13].
Sendo K o número de classes, no primeiro caso (One-vs-All), poderiam ser usadas duas
alternativas, sendo elas:
• Usar K-1 classificadores binários, cada um treinado para distinguir entre uma classe
e todas as outras. A titulo de exemplo, um classificador iria decidir entre as de-
clarações “válidas” e as outras duas classes agrupadas (“Inválidos” e “Suspeitos”).
Neste caso se um dos classificadores identificar um novo elemento como sendo da
sua classe, a este elemento é atribuída essa classe, caso contrario pertence à classe
K. Porém esta abordagem pode apresentar o problema que consiste na eventual
sobreposição de atribuições, o que se traduz na impossibilidade da identificação da
classe.
• Outra alternativa seria usar K classificadores em que cada um decidiria entre uma
das classes e as restantes, sendo que neste caso, cada classificador teria que pro-
videnciar uma função de decisão. Novos elementos seriam classificados tendo em
conta os máximos das funções de decisão dos K classificadores.
No segundo caso (One-vs-One) seriam criados k(k − 1)/2 classificadores para cada
par de classes existentes. Aqui, a classe de um novo elemento seria determinada pelo
maior número de respostas iguais produzidas por todos os classificadores. Contudo este
método pode também apresentar classificações ambíguas uma vez que as respostas dos
classificadores podem gerar empate.
Em suma, se o classificador SVM pudesse ser a abordagem escolhida, teria que existir
mais que uma classe e seria necessário converter os valores particulares das variáveis
categóricas para valores numéricos, o que implicaria necessariamente uma redução de
features, assim como o uso de técnicas para tornar o SVM num classificar Multi-classe.
3.3.4 Redes Neuronais artificiais
As Redes Neuronais artificiais foram inspiradas no funcionamento do cérebro humano
[18]. Implementam classificadores e geralmente são construídas por diferentes camadas
de neurónios ligadas entre si. Estas camadas são divididas em três grupos: a camada de
input,input layer, onde se introduzem os dados a ser processados; a camada hidden layer,
que pode ter uma ou mais camadas de modo a processar os dados fornecidos pela camada
de input; e a camada output layer, sendo esta a que dá a resposta. De um modo geral as
Redes Neuronais organizam-se do modo apresentado na Figura 3.2.
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Figura 3.2: Diagrama geral de uma rede neural artificial
À partida esta solução, no seu sentido mais clássico de utilização, só deveria ser usada
na resolução do problema presente nesta dissertação, se, mais uma vez, o dataset dos
acidentes de trabalho viesse a incluir mais do que uma classe. Ainda assim, estão opção
apresentaria algumas das condicionantes já referidas no caso do classificador SVM: seria
necessário traduzir as variáveis categóricas em numéricas, com o consequente aumento
significativo do número de features, sendo provavelmente necessária uma redução deste
número.
Assumindo estas condicionantes, e não obstante a grande quantidade de dados envol-
vidos no dataset poderem vir a dificultar o treino duma tal rede neuronal, uma solução
baseada nesta tecnologia, deveria ser experimentada e comparada com a que foi realizada
nesta dissertação.
3.3.5 Classificador Naive Bayes
O classificador Naive Bayes apresentado em [25] , é baseado no teorema de Bayes e con-
siste na classificação de um elemento assumindo a independência entre as features para
a mesma classe. Este classificador estimada a classe Ck como aquela a que pertence o
elemento a classificar, e que é representado pelo vetor (x1, x2, ... xn), segundo o seguinte
critério:







• Cˆk é a classe estimada pelo classificador ;
• P (Ck) a probabilidade a priori da classe Ck ;
• P (xi |Ck) é a probabilidade de x1 dada presença da classe Ck ;
Admitindo, obviamente, a existência de mais do que uma classe, este classificador
pode ser usado com variáveis categóricas. No entanto, ao assumir a independência entre
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features, esta abordagem não produziria certamente bons resultados em termos de accu-
racy se fosse aplicada ao problema das declarações de acidentes de trabalho. Com efeito,
não existe independência entre muitas das variáveis categóricas no referido dataset,como
é o caso entre o Desvio e o Agente material do Desvio, entre muitos outros.
3.3.6 Redes Bayesianas
As redes Bayesianas [20], apresentam um modelo gráfico probabilístico representado por
um grafo acíclico, onde é possível mostrar dependências condicionais entre variáveis. Nas
redes Bayesianas os nós representam variáveis e as arestas dependências condicionais que
existem entre as variáveis. Caso uma variável seja independente esta pode aparecer na
rede Bayseana mas não terá nenhuma aresta para outra variável.
Cada nó tem associada a si uma função de probabilidade que recebe como entrada
um conjunto de valores e fornece como saída a probabilidade ou distribuição de probabi-
lidades da variável representada por esse nó.
A titulo de exemplo suponhamos que existem dois eventos, sejam eles o piso “estar
escorregadio” e “andar a pé”, que consequentemente podem levar a outro evento que é
“partir o pé”.
Vamos admitir que “andar a pé” está correlacionado com “partir o pé” , uma vez
que de um modo geral se um indivíduo estiver sentado ou a andar, as probabilidades de
partir um pé são diferentes. Por sua vez, andar também pode estar relacionado com o
piso estar escorregadio ou não, uma vez que tendencialmente qualquer individuo opta
por não andar sobre pisos escorregadios.
Tendo em conta as probabilidades de cada evento acontecer ou não, podemos modelar
a seguinte rede Bayesiana.
Figura 3.3: Exemplo Rede Bayesiana Simples
Segundo esta rede Bayseana a probabilidade conjunta dos eventos “andar a pé” (A),
“estar escorregadio” (E) e “partir o pé” (P) é dada por :
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P r (P ,E,A) = P r (P |E,A) · P r (E|A) · P r (A)
onde :
• P r (P |E,A) corresponde à probabilidade P dado E e A ;
• P r (E|A) corresponde à probabilidade de E dado A;
• P r (A) corresponde à probabilidade de A;
Assim facilmente podemos responder a perguntas tais como : Qual e probabilidade
de estar a andar sabendo que parti um pé, pela formula Pr(A|P) que seria dada por:
P r(A|P ) = P r(A∩ P )
P r(P )
=
P r(A∩ P ∩E) + P r(A∩ P ∩ E¯)
P r(P ∩A∩E) + P r(P ∩ A¯∩E) + P r(P ∩A∩ E¯) + P r(P ∩ A¯∩ E¯)
Para obter Pr(A|P) é necessário calcular todas as probabilidades usando a formula da
probabilidade conjunta descrita a cima. Ficando então:
P r(A|P ) = 0.114 + 0.096
0.114 + 0.0056 + 0.096 + 0.0012
= 0.97
Utilizando redes Bayesianas e dada uma declaração de acidentes, seria possível ter
acesso à probabilidade de acontecimento de uma determinada combinação de variáveis, o
que serviria para validar declarações de acidentes. Assim, as redes bayesianas poderiam à
partida ser uma alternativa à abordagem pela qual se optou nesta dissertação. No entanto,
algumas das características associadas a estas redes levaram a que não fossem escolhidas.
Eis porquê:
A razão principal pela qual as redes bayesianas foi descartada assenta no facto do re-
sultado que produzem ser dado em probabilidade, portanto um valor entre 0 e 1 sem uma
fronteira natural entre valores “credíveis” e valores “não credíveis”. Note-se que, em alter-
nativa, no caso dos valores obtidos pelo cálculo da correlação de Pearson Subseção 3.4.3, a
fronteira é naturalmente o 0, valor acima do qual a correlação aponta para co-ocorrências
credíveis; por outro lado, valores abaixo de 0 sugerem co-ocorrências não credíveis ou
improváveis. A hipotética utilização de redes bayesianas levaria à procura dum possível
tunning entre 0 e 1 para a probabilidade, valor que funcionasse como fronteira de credibi-
lidade; porém, nada garante à partida de que um tal valor (traduzido numa probabilidade
conjunta) fosse adequado como limiar separador para todos as combinações possíveis de
valores particulares atribuíveis a um acidente. Esta condicionante tornaria ainda mais
difícil, senão mesmo inviável, o tunning duma fronteira universal de probabilidade que
separasse os casos credíveis dos não credíveis.
Acresce dizer que, tendo como referência o exemplo dado acima Figura 3.3, no caso
dos acidentes de trabalho, em vez de 3 variáveis com 2 valores particulares (V,F), teríamos
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22 variáveis com 10 valores possíveis por cada uma (de notar que o número 10 é apenas
indicativo, sendo o valor real maior do que este). Uma tal rede teria pois uma estrutura
muito complexa tendo em conta o número de dependências entre os nós.
3.4 Correlações
As métricas de correlação permitem, por assim dizer, avaliar quão ligadas são duas conju-
gações de acontecimentos. Esta família de métricas é adequada para validar declarações
de acidentes medindo a correlação entre pares de valores particulares associados a cada
variável categórica. Assim, após a inserção duma declaração de acidente, o sistema a de-
senvolver poderá validar a compatibilidade dos diferentes pares entre si. Analisemos pois
as diferentes métricas de correlação com a vista à solução do nosso problema.
3.4.1 Correlação de Spearman
A correlação de Spearman [28] pode ser utilizada para estabelecer uma medida de relação
entre duas variáveis não categóricas. O seu valor é dado pela formula :
rs =




• rs é o coeficiente de correlação de Spearman;
• cov(rgX , rgY ) é a covariância das variáveis X e Y tendo em conta as suas posições;
• σrgX e σrgY são os desvios padrão das variáveis X e Y tendo em conta as suas posições;
De um modo geral, considerando duas variáveis X e Y, para calcular a correlação de
Spearman é necessário para cada coluna das variáveis X ou Y, atribuir um número de
ordem a cada entrada de modo a que as variáveis fiquem ordenadas por ordem crescente
com estes valores atribuídos. Neste caso, a entrada com o menor valor ficaria com o
número 1 e a de maior valor ficaria com um número igual ao número de elementos
na coluna. Após as colunas estarem preenchidas com os valores das posições relativas
de todas as variáveis, seria possível calcular a covariância e o desvio padrão e aplicar
a fórmula. Com o fim de exemplificar o cálculo das covariâncias para tabelas de ranks,
consideremos a Tabela 3.1
X Y rgX rgY
1 2 1 2
2 1 2 1
3 4 3 4
4 3 4 3
Tabela 3.1: Exemplo da correlação de Spearman.
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Neste caso, uma vez que o valor da média quer da coluna rgX quer da rgY é 2.5, o valor
da cov(rgX , rgY ) é dado por:
1
4
[(1− 2.5) · (2− 2.5) + (2− 2.5) · (1− 2.5) + (3− 2.5) · (4− 2.5) + (4− 2.5) · (3− 2.5)] = 3
4
.
Por outro lado uma vez que σrgX =
√




4 e o valor de σrgY é também igual a
√
5










A fórmula da Equação 3.1 tem a mesma estrutura do coeficiente (correlação) de Pe-
arson, no entanto, devido à atribuição de números de ordem (ranks) às entradas das
variáveis, o método perde rigor / sensibilidade. Com efeito, se uma variável apresentar
os valores de 20 e 21, as ordens atribuídas serão 1 e 2, respetivamente. Isto é, as mesmas
ordens que seriam atribuídas caso os valores da variável fossem 20 e 210. Para além desta
característica, esta métrica não funciona para variáveis categóricas como é o caso dos
acidentes de trabalho.
3.4.2 Correlação de Kendall




2 (n · (n− 1)
Onde:
• t é o coeficiente de correlação de Kendall;
• c é o número de pares concordantes;
• d é o número de pares discordantes;
• n é o número total de pares de elementos;
O coeficiente de Kendall é utilizado, sobretudo, para verificar se duas variáveis podem
ser consideradas estatisticamente dependentes.
Assim, supondo que temos vários objetos caracterizados por duas variáveis, para efe-
tuar o cálculo do Coeficiente de Correlação de Kendall entre as variáveis, ordena-se as-
cendentemente o conjunto de objetos segundo uma das variáveis e, em seguida, atribui-se
a classificação de “concordante” ou “discordante” de cada vez que o objeto da linha
seguinte apresenta na outra variável um valor superior ou inferior à linha presente, res-
petivamente. No fim das linhas contam-se o número de concordantes e discordantes. A
titulo de exemplo supondo que temos variáveis X e Y segundo a Tabela 3.2:
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X Y c d
1 2 2 1
2 1 2 0
3 4 0 1
4 3
Tabela 3.2: Exemplo da correlação de Kendall.
Segundo formula ficaríamos com t = 4−21
2 (6·(6−1)
= 0.13
Este coeficiente de correlação é pouco sensível ao valor da variação, no sentido em
que só verifica se aumenta ou diminui. Não é pois sensível à quantidade de aumento ou
diminuição. Outro dos problemas está relacionado com o facto de só suportar variáveis
numéricas, o que não abrange a natureza das variáveis (categóricas) no problema apresen-
tado nesta dissertação. Mesmo que fosse possível utilizar esta métrica, teria que se ter em
conta a necessidade de fazer pelo menos 22 ordenações duma base de dados que poderia
ser mais ou menos extensa.
3.4.3 Correlação de Pearson
O coeficiente de correlação de Pearson apresentado em [21, 22], é também usado para
medir a correlação entre variáveis numéricas e é dado pela seguinte fórmula:
ρ(X,Y ) =
cov(X,Y )√
cov(X,X) · cov(Y ,Y ))
• ρ(X,Y ) é o coeficiente de correlação de Pearson para as variáveis X e Y ;
• cov(X,Y) é a covariância ente as variáveis X e Y.
• cov(X,X) e cov(Y,Y) é a Covariância das variáveis X com X e Y com Y, respetivamente;
A correlação de Pearson retorna valores reais entre -1 e 1, sendo que valores próxi-
mos de 1 dizem respeito a variáveis que estão fortemente correlacionadas, enquanto que
valores perto de -1 dizem respeito a variáveis que estão correlacionadas negativamente.
Valores próximos de zero refletem variáveis fracamente correlacionadas entre si ou, por
outras palavras, não correlacionadas. A título de exemplo, o peso das pessoas em Kg está
positivamente correlacionado com a sua altura em cm. Por outro lado, a velocidade de
corrida atlética em m/s está negativamente correlacionada com o peso das pessoas. A
quantidade de cabelo das pessoas adultas e a altura delas apresentará certamente valores
de correlação próximos de zero, indicando por isso que as variáveis não estão correlacio-
nadas.
Embora o dataset dos acidentes de trabalho esteja caracterizado por variáveis categó-
ricas, tendo em conta que cada uma destas variáveis pode assumir valores particulares,
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x1, x2, ... x10, é possível medir a correlação de Pearson entre os diferentes pares de no-
vas variáveis, igualmente designadas por x1, x2, ... x10, se forem usadas as frequências
de ocorrência de cada par em cada acidente. Sem prejuízo duma explicação detalhada
relativamente a estas novas variáveis, cada variável xi terá o valor 1 ou 0 em cada acidente,
conforme o valor particular xi caracterize ou não o acidente.
No contexto desta dissertação, designaremos estas novas variáveis, por variáveis parti-
culares. No capítulo seguinte este processo é explicado em detalhe.
Assim, tendo em conta que a) esta métrica é sensível às variações nos valores das
variáveis – ao contrário dos coeficientes de Kendall e Spearman – b) oferece uma fron-
teira natural para separar variáveis correlacionadas ou não, o que potencia a deteção de
combinações improváveis nos acidentes; c) não necessita de ordenações de valores nem
de atribuições de posições prévias; d) possibilita a validação das declarações de acidentes
usando apenas a classe dos (acidentes “Válidos”); a correlação de Pearson foi escolhida
como base da abordagem desenvolvida nesta dissertação.
3.5 Sumário
Neste capítulo foram apresentadas possíveis abordagens para resolver o problema apre-
sentado nesta dissertação. As diferentes metodologias foram resumidas, tendo sido apre-














Este capitulo apresenta a abordagem seguida, começa por apresentar o
problema associado à complexidade envolvia, passando depois para as opções
tomadas para simplificação do cálculo e a escolha das estruturas de dados.
Apresenta ainda algumas problemáticas envolvidas no cálculo da correlação
de Pearson para mais que duas variáveis particulares. Sugere implementações
futuras, introduz o conceito de âncora e por fim apresenta possíveis critérios
de classificação.
4.1 Caracterização do problema
Considerando que a abordagem a desenvolver teve que processar grandes quantidades
de informação, foi necessário encontrar soluções que produzissem respostas rápidas, ri-
gorosas e que tivessem um carácter qualitativo na validação das declarações de acidentes.
Consequentemente existiu, pois, a necessidade de desenvolver uma abordagem baseada
numa métrica capaz de garantir estes requisitos.
4.1.1 A escolha do coeficiente de Pearson
Como já referido na Subseção 3.4.3 sobre a correlação de Pearson, e assumindo a possível
conversão, tal como foi feita, da informação contida nas variáveis categóricas em variáveis
numéricas, tendo em conta que a métrica de Pearson pode fornecer valores positivos
ou negativos de correlação, esta indicação vai ao encontro da validação qualitativa que
se pretende fazer. Na verdade, uma correlação fortemente negativa entre duas variáveis
significa que a sua co-ocorrência não é credível, face ao que foi aprendido pelo histórico de
declarações válidas. Por outro lado, uma correlação positiva tem um efeito credibilizador.
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Com veremos mais adiante, em cada declaração de acidente, existem várias correla-
ções a medir entre pares de variáveis. Assim, a deteção duma correlação negativa isolada
no conjunto, não impõe necessariamente a rejeição duma declaração. Mais adiante serão
apresentadas métricas complementares formando critérios que, tendo em conta o con-
junto das correlações (sugerindo combinações prováveis e improváveis), decidem sobre a
validação da declaração de acidente.
4.1.2 Conversão de variáveis categóricas para numéricas
A Tabela 4.1 mostra um exemplo de dois acidentes representados na base de dados dispo-
nibilizada para esta dissertação pelo GEP. Ela mostra que para o Acidente 1, a título de
exemplo, a variável categórica Parte do corpo atingida tem o código 11, que, segundo a
Tabela 4.2, corresponde ao valor particular “Área facial”; relativamente a outra variável
categórica, por exemplo Situação profissional, este mesmo acidente tem o valor 300, a
que corresponde uma outra designação também tabelada; etc..
Variáveis Categóricas Acidente 1 Acidente 2
Atividade económica do empregador 8411 3109
Profissão do sinistrado 41 82
Idade 18 58
Sexo 2 1
Tipo de lesão 10 10
Parte do corpo atingida 11 13
Localização geográfica 1304 1416
Data do acidente 13/07/2017 13/07/2017
Hora do acidente 8 14
Dimensão da empresa 3 3
Nacionalidade 1 1
Situação profissional 300 300
Dias perdidos 7 15
Posto de trabalho 1 1
Tipo de local 40 11
Tipo de trabalho 42 51
Atividade física especifica 65 21
Agente material da Atividade física especifica 1701 1015
Desvio 64 24
Agente material do Desvio 1 1405
Contacto 32 32
Agente material do contacto 1106 1405
Tabela 4.1: Exemplo de dois acidentes declarados na base de dados.
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Variável
Categórica
Valores particulares da variável Categórica Código





Cabeça, parte múltiplas 15
Cabeça, outras partes não mencionadas 18
Pescoço, incluindo espinha e vértebras do pescoço 19
Pescoço, outras partes não mencionadas 20




Tabela 4.2: Valores particulares e respetivos códigos da Variável Categórica Parte do corpo
atingida [11].
A Tabela 4.3 mostra pois o Acidente 1 e os seus valores particulares traduzidos pelas
designações correspondentes, para cada variável categórica.




Profissão do sinistrado Empregados de escritório
Idade 18
Sexo Feminino
Tipo de lesão Feridas e lesões superficiais
Parte do corpo atingida Área facial
Localização geográfica Gondomar
Data do acidente 13/07/2017
Hora do acidente 8





Dias perdidos Número de dias perdidos desconhecido
Posto de trabalho
Posto de trabalho habitual ou nas instalações
da unidade local de trabalho habitual
Tipo de local
Local de actividade terciária, escritório,
entretenimento, diversos - Não especificado
Tipo de trabalho
Tarefa intelectual - ensino, formação,
tratamento de informação,
trabalho de escritório, organização, gestão







Agente material do Desvio
Edifícios, construções, superfícies




Agente material do contacto
Dispositivos de armazenamento, embalagem,
contentores (silos, reservatórios)
- fixos, cisternas, tanques, reservatórios
Tabela 4.3: Valores particulares de todas as variáveis Categóricas para o Acidente 1.
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Tomando o exemplo da variável categórica Parte do corpo atingida, facilmente se
compreende que não existe nenhuma relação numérica que reflita qualquer distância
ou quantidade entre os diferentes valores particulares desta variável. Na verdade, a sua
representação em código numérico existente na base de dados é apenas uma etiqueta sem
expressão quantitativa. A título de exemplo, neste contexto não existe nenhuma distância
definida entre “Área facial” e “Pescoço, outras partes não mencionadas”. Por esta razão,
houve necessidade de traduzir a informação contida nas variáveis categóricas em variáveis
numéricas.
Com este objetivo, associámos a cada valor particular da variável categórica, uma nova
variável a que chamámos variável particular. Esta nova variável é preenchida para cada
acidente com os valores 1 ou 0, conforme o acidente tenha esse valor particular ou não,
para a variável categórica. Desta maneira, foi estabelecida uma distância entre os valores
que a nova variável pode assumir, já que esta distância resulta da ocorrência ou não (no
acidente) dum determinado valor particular. A Tabela 4.4 mostra a associação entre os




Valores particulares da variável Categorica Variável particular





Cabeça, parte múltiplas x6
Cabeça, outras partes não mencionadas x7
Pescoço, incluindo espinha e vértebras do pescoço x8
Pescoço, outras partes não mencionadas x9




Tabela 4.4: Representação de valores particulares em variáveis particulares.
Em consequência desta transformação, a Tabela 4.5 mostra os valores das variáveis
particulares atribuídos ao Acidente 1. Note-se que em qualquer acidente, apenas uma das
variáveis x1. . . xk pode conter o valor 1 — assumindo que existem k variáveis particulares
relativamente à variável categórica Parte do corpo atingida —. Tal como o Acidente 1,
todos os acidentes têm representação segundo as variáveis particulares de cada variável
categórica para além da Parte do corpo atingida.
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Variáveis particulares
(Parte do corpo atingida)
x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 ... xk
Acidente 1 0 1 0 0 0 0 0 0 0 0 ... 0
Tabela 4.5: Valores do Acidente 1 refletidos nas variáveis particulares da Parte do corpo
atingida.
É importante referir que as designações x1,x2,. . . ,xk são apenas simbólicas, tendo sido
usadas para melhor explicação do processo de transformação. No decorrer do presente
texto, quando se referem variáveis particulares em concreto, por exemplo para referir
a correlação de Pearson entre duas variáveis particulares, é escrito por conveniência, por
exemplo ρ(Área facial, Empregados de escritório). No entanto, por vezes recorre-se à também
à representação ρ(X,Y ).
Devido às simplificações conseguidas no cálculo das correlações de Pearson, a trans-
formação que se acabou de se mostrar não está explicitamente refletida na computação.
Por outras palavras, a representação em variáveis particulares foi abstraída no processo de
cálculo, estando no entanto implícita.
4.1.3 Complexidade envolvida
Tendo em conta que cada acidente é descrito por 22 variáveis categóricas, e assumindo,
para facilitação de cálculos, que cada variável apenas pode tomar 10 valores distintos, a
correlação de Pearson (Equação 4.1) terá de ser calculada para 23100 pares possíveis de
variáveis particulares. Este valor é dado por C22·102 - C102 · 22 . Com efeito, o número total
de valores categóricos admitidos por todas as 22 variáveis é dado por 22 x 10. Por outro
lado, o número de combinações 2 a 2, a partir deste conjunto de elementos, é dado por por
C22·102 . Porém, há neste conjunto algumas combinações não admissíveis, por se tratarem
de pares de variáveis particulares provenientes da mesma variável categórica, ou seja: há
que subtrair C102 · 22 combinações.
A título de exemplo, um dos valores de ρ(X,Y ) a calcular é o ρ( cabeça,queda ) em que
cabeça e queda correspondem a variáveis particulares, das variáveis categóricas Parte do
corpo atingida e Desvio, respetivamente.
ρ(X,Y ) =
cov(X,Y )√
cov(X,X) · cov(Y ,Y ) (4.1)
Numa estratégia mais ingénua, para calcular cada uma destas 23100 combinações,
teria que haver um varrimento inteiro da base de dados, considerando as duas variáveis
particulares X e Y , obtendo as frequências e as médias necessárias para calcular as covari-
âncias e os desvios padrões, como veremos adiante na Subseção 4.2.1, não aproveitando
cálculos já anteriormente feitos. Esta operação seria multiplicada por 23100 com muitas
médias e desvios padrões calculados repetidamente.
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Ao calcular a correlação de Pearson para duas variáveis particulares conseguimos abran-
ger todas as hipóteses de acidentes em que, caso aconteça α, sabemos se é ou não acei-
tável/provável que aconteça β. A título de exemplo, é possível constatar que partir uma
perna enquanto se anda de avião é pouco provável. No entanto, para a validação da credi-
bilidade de um acidente, pode não ser suficiente apenas a correlação entre duas variáveis
particulares. Considerando o exemplo de um acidente onde existem os valores de x e y, a
ocorrência de z não torna o acidente improvável se forem medidas as correlações entre z
e x, e z e y; no entanto, pode acontecer que não seja credível que z tenha ocorrido no con-
texto combinado de (x,y). Ou seja, é conveniente medir, se possível, também a correlação
entre pares no formato ((α,β), γ).
Contudo, o cálculo desta correlação com 3 valores é explosivo no que diz respeito
ao número de combinações. Na verdade, partindo do caso anterior em que temos 23100
combinações de duas variáveis particulares, para fazer o cálculo da correlação a 3 variáveis
particulares segundo o formato ((α,β),γ), o número de correlações a calcular seria dado por
23100·20·10; onde 20 é o número de variáveis categóricas menos as duas correspondentes
aos valores já combinados no par (α,β); e 10 é o número de possíveis variáveis particulares
para cada uma dessas variáveis categóricas. Ficaríamos, portanto, com 23100 · 20 · 10 =
4620000 possíveis novos pares neste formato.
No caso de ponderarmos usar uma correlação de formato ((α,β,γ),δ), com o objetivo
duma validação ainda mais abrangente, o número de possíveis valores passaria para
4620000 ·19 ·10, o que daria 877800000, ou seja, um valor que ronda um bilião de correla-
ções a calcular. Embora esta abrangência de cálculos possa à partida melhorar a validação
dos acidentes a declarar, seria computacionalmente muito pesado processá-las.
Devido à combinatória envolvida, este cálculo assume características comuns a ambi-
entes onde são tratadas grandes quantidades de informação. Com efeito, o desafio passa
por otimizar todo o cálculo das correlações, para que seja possível obtê-las em tempo útil.
4.2 Simplificações
Como já vimos no sub capitulo de cima, será necessário encontrar estratégias eficientes
para lidar com a pesada combinatória envolvida no cálculo das correlações, de forma a
que este processo apresente resultados em tempo útil.
4.2.1 Atalhos na correlação de Pearson para melhorar a performance
Um dos modos de reduzir o tempo e execução passa por otimizar o modo como o coefici-
ente de Pearson é calculado.
Tendo em conta a estrutura desta correlação, ver Equação 4.1, um modo de acelerar a
computação da equação é otimizando o cálculo das covariâncias na formula .









[(f (X,r)− f (X, .)) · (f (Y ,r)− f (Y , .))]
em que
• R representa o número de declarações de acidentes do dataset.
• f(X,r) retorna o valor 1 se o valor correspondente a X existir na declaração de aci-
dente r. Caso contrário f(X,r) será igual a 0. Por outras palavras, se X corresponde a
cabeça, f(X,r) será igual 1 se a Parte do corpo atingida for igual a cabeça na declara-
ção r.
• f(X,.) significa a média da variável particular X em cada declaração de acidente; valor
que corresponde ao número de declarações em que X ocorre, a dividir pelo número























(f (X, .)·f (Y , .)) .
É de notar que nesta fórmula cada parcela representa o seguinte:
•
∑r=R
r=1 f (X,r) · f (Y ,r) corresponde ao número de casos em que X e Y ocorrem simul-
taneamente num mesmo acidente.
•
∑r=R
r=1 (f (X,r)·f (Y , .)), corresponde ao número de casos em que X ocorre, multiplicado
pela média de Y .
•
∑r=R
r=1 (f (X, .) · f (Y ,r)), é semelhante ao passo acima mas aplicado a Y.
•
∑r=R
r=1 (f (X,r) ·f (Y , .)), produto das médias multiplicado pelo número total de aciden-
tes.







(f (X,r)·f (Y ,r))− 1
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·f (X, .)·f (Y , .)
Sabendo que, como já foi dito por extenso:
























(f (X,r) · f (Y ,r))− f (Y , .) · f (X, .)
Para o caso das cov (X,X) e cov(Y,Y), basta substituir na formula acima o X por Y ou







(f (X,r) · f (X,r))− f (X, .) · f (X, .) .
Como em
∑r=R
r=1 (f (X,r) · f (X,r)) a função f (X,r) devolve o valor 1 se existir X na
declaração r e 0 caso contrário, o produto que resulta de (f (X,r)·f (X,r)), por cada iteração
do somatório, apenas pode apresentar o valor de 1 ou 0. Esta particularidade permite a







(f (X,r))− f (X, .)2
Alguns destes cálculos tais como as frequências dos pares X e Y, ou de X ou Y indivi-
dualmente podem ser obtidos logo no inicio do processamento, uma vez que eles vão ser
recorrentemente usados para o cálculo das diferentes covariâncias.
4.2.2 Opções nas estruturas de dados
Inicialmente, foi analisada uma base de dados relativamente pequena, com sensivelmente
2400 entradas de acidentes, em que cada um destes acidentes estava caracterizado apenas
10 variáveis categóricas, e cada uma destas variáveis podia tomar em média 10 valores
distintos correspondendo assim a 10 variáveis particulares. Com esta configuração de
dados, o número de combinações possíveis de pares de valores é dado por C10·102 - C102 ·10
= 4500. Na versão preliminar deste problema não foram estudadas estruturas de dados
que otimizassem a resolução. Foram usados apenas vetores e a contagem de frequências
foi feita de forma sequencial, ou seja, para cada variável particular assim como para cada
novo par de variáveis particulares encontrado, era feito um varrimento total da Base de
Dados.
Assim, com um computador com um processador i7 6600k e 16 gigabytes de RAM,
conseguimos calcular quer as frequências necessárias quer as correlações de Pearson para
todas os pares de variáveis particulares em aproximadamente 30 minutos. De notar que
neste processamento foram gerados cerca de 5200 valores de correlação. Porém, conside-
rando que se pretende obter validações com valores elevados de confiança, é conveniente
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trabalhar com bases de dados de vários anos, sendo que cada ano contém aproximada-
mente 250 mil declarações de acidentes. Este cenário levaria a que esta solução ingénua
de processamento se tornasse impraticável divido ao seu tempo de execução.
Tendo em conta este problema foi necessário uma melhor estrutura do programa,
assim como a escolha de uma estrutura de dados mais adequada para a otimização do
tempo de cálculo.
Para efeitos de comparação de estruturas vamos utilizar como medidor a complexi-
dade temporal média das estruturas de dados.
De um modo geral precisamos de uma estrutura que possa fornecer:
• Adição de novos pares de valores, para que seja possível associar a um variável uma
frequência.
• Acesso rápido aos valores de frequência das variáveis por serem recorrentemente
solicitados.
É ainda importante que seja possível alterar os valores de frequência, assim como
fazer pesquisas por pares de valores, uma vez que vamos calcular correlações de pares de
variáveis.
As possíveis estruturas de dados seriam: lista, coleção, conjunto, dicionário e árvore.
Devido ao seu modo de funcionamento e funções oferecidas, tanto as coleções como os
conjuntos não nos fornecem as ferramentas necessárias para responder aos requisitos
acima mencionados. Em baixo é apresentada uma tabela comparativa com a complexi-
dade temporal média para as operações necessárias.
Estruturas
operações lista dicionário árvore
Saber se um valor existe O(n) O(1) O(log(n))
Inserir um valor O(1) O(1) O(log(n))
Saber se existe um valor e atualizá-lo O(n) O(1) O(log(n))
Procurar valor e devolve-lo O(n) O(1) O(log(n))
Tabela 4.6: Comparação complexidades temporais médias, dados provenientes de [29]
Após a analise da tabela acima é possível ver que a estrutura de dados que melhor
otimiza o tempo de resposta é o dicionário, uma vez que é a que tem a complexidade
temporal média mais baixa para todas as operações necessárias. Como tal esta estrutura
foi utilizada na nossa implementação.
Na solução desenvolvida existem 3 dicionários para o calculo da Correlação de Pearson
para os casos de pares de variáveis (X,Y):
• Dicionário de frequências para cada variável particular - a chave é o nome da uma
variável particular e o valor é a frequência dessa variável.
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• Dicionário de frequências de pares - a chave é um par nomes das variáveis particula-
res e o valor é a frequência desse mesmo par.
• Dicionário de resultados Correlação - a chave é um par nomes das variáveis particu-
lares e o valor é o da Correlação para esse mesmo par.
4.2.3 O problema da correlação com mais do que duas variáveis
Como discutido na Subseção 4.1.3, é possível aumentar o nível de abstração calculando
a correlação de Pearson da forma ((α,β), γ). Contudo, como foi demonstrado no mesmo
capítulo, a complexidade da computação aumenta. Olhado para a fórmula já simplificada
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· f (γ,r)− f (γ, .)2 .
Assim, tendo em conta a estrutura da fórmula da Correlação de Pearson:
ρ(X,Y ) =
cov(X,Y )√
cov(X,X) · cov(Y ,Y )
para o caso de ((α,β),γ) ficamos com:
ρ((α,β),γ) =
cov((α,β),γ)√
cov((α,β), (α,β)) · cov(γ,γ) ,
Neste caso pode acontecer que o par (α,β) nunca tenha ocorrido o que faz com que
a sua frequência seja 0, o que implica que o valor 0 apareça no denominador da fração
tornando o resultado indeterminado. Embora o valor seja indeterminado, sabemos que o
par (α,β) nunca ocorreu na base de dados, e sendo assim, o valor atribuído à correlação
de Pearson para os casos de ((α,β), γ) onde (α,β) não ocorre deve espelhar um valor de
ocorrência não credível. Assim, optámos por atribuir o valor de -1 a esta correlação.
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4.2.3.1 Restrições impostas pela complexidade
Como já foi referido, seria conveniente calcular as correlações das formas ((α,β), γ), ((α,β,
γ),δ) ou mesmo com mais variáveis, para uma maior abrangência. Porém, a complexidade
combinatória nestes casos é, como já foi analisada, muito maior, impossibilitando a sua
computação na maior parte dos casos, como verificámos nos processamentos feitos; ver
Capítulo 5. Futuramente, com a evolução da capacidade de computação, será possível
atender a estes casos.
4.2.4 Variáveis Categóricas de Referência - o conceito de Âncora
Como já foi dito, se houver disponibilidade computacional, a validação das declarações
provavelmente ganhará robustez se forem tidas em conta também as correlações das
formas ((α,β), γ), ((α,β, γ),δ) ou mesmo mais complexas.
Por outro lado, o utilizador/sistema pode ter como intuito validar todas as declara-
ções tendo em conta apenas um subconjunto mínimo variáveis categóricas a partir das
quais devem ser calculadas as correlações. Esta decisão pode resultar dum conhecimento
empírico do utilizador sobre a importância relativa de certas variáveis categóricas, o que
reduzirá o número de combinações envolvidas, com efeito sobre a eficiência da computa-
ção.
Tendo em conta este dois fatores acima descritos, foi desenvolvida a uma solução que
tem apenas em conta as variáveis ou variável categóricas que são impostas pelo utilizador
/ sistema. Estas variáveis foram, nesta dissertação, apelidadas de âncoras uma vez que o
sua importância já foi empiricamente validada pelos utilizadores e portanto, tida como
segura, e não será alvo de correções mesmo que a declaração de acidente seja declarada
como “Inválidas” ou “Suspeitas”. Uma variável recorrentemente usada como referência
(âncora) nas validações pelos utilizadores é o Desvio. Contudo, segundo estes profissionais,
não existe um conjunto definido para estas variáveis.
Esta solução é uma opção alternativa à validação que envolve todos os pares de variá-
veis.
Com vista a uma perceção da redução da complexidade combinatória conseguida
com a utilização de âncoras, vamos supor que é escolhida uma das variáveis categóricas
com tal. Assim, apenas será necessário calcular as correlações que envolvem as variáveis
particulares dessa âncora. Deste modo, continuando a considerar um número médio de 10
valores particulares por variável categórica, teríamos 10 ·((22−1) ·10) = 2100 correlações a
calcular, em vez de C22·102 - C102 ·22 =23100 (ver Subseção 4.1.3). O número 2100 resulta do
produto do número de valores particulares da variável categórica âncora pelo número de
valores particulares de todas as outras variáveis categóricas (22− 1) · 10. Obviamente que,
ao optar apenas pelas âncoras, não pode ser garantida a mesma qualidade na validação
das declarações.
37
CAPÍTULO 4. ABORDAGEM A SEGUIR
4.2.4.1 Critério para a escolha de Âncoras
Do que foi descrito na Subseção 4.2.4, o uso de âncoras resulta numa diminuição do nú-
mero correlações, que por sua vez tem implicações no processo de validação, uma vez que
em ambos os casos diminui o número de combinações de variáveis e consequentemente o
peso do cálculo das correlações envolvidas.
Assim, o conjunto de âncoras pode ser indicado pelo utilizador. No entanto, pareceu
útil, no contexto desta tese, propor em alternativa quais as variáveis categóricas que
apresentam à partida maior potencialidade como âncoras, a partir do conteúdo duma
base de dados.
Uma âncora é uma variável categórica cujas variáveis particulares possivelmente ten-
dem a apresentar valores de correlação mais fortemente positivos ou negativos, afastando-
se por isso, da correlação nula, tendo em conta todas as suas combinações com outras
variáveis. A título de exemplo, vamos imaginar que as variáveis particulares corresponden-
tes a Atividade Física Especifica ( Tabela 2.1) apresentam sempre valores de correlação
positivos muito altos ou valores de correlação negativos muito altos e poucos valores que
estejam perto de 0 com a maioria das outras variáveis. Isto será um indicador de que a
variável Atividade Física Especifica é um variável candidata a âncora, uma vez que é dis-
criminante positiva ou negativamente tendo em conta outras variáveis. Os dois critérios
usados para selecionar as melhores âncoras foram:
1º Baseado na premissa descrita no parágrafo anterior, este critério, criado no contexto
desta dissertação, calcula a média dos módulos das correlações entre os variáveis
particulares duma variável categórica com todos as possíveis variáveis particulares





|{v,u} | tal que :
V ∩U = ∅
onde :
• V é o conjunto das variáveis particulares da variável categórica V.
• U é o conjunto das variáveis particulares de todas as variáveis categóricas ex-
pecto as de V.
2º Este critério é semelhante ao 1º mas são consideradas médias ponderadas tendo em
conta o número de pares de variáveis particulares envolvidas em cada de cada caso;
A2(V ) =
1
Nv − 1 ·
∑
i
M(V ,Ui) em que Nv
é o número de variáveis categóricas, sendo:
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Por outras palavras, supondo que se quer medir a importância da variável categó-
rica Desvio como âncora, então V representa o conjunto de variáveis particulares do
Desvio. Assim U1 pode representar o conjunto de variáveis particulares da variável
categórica Idade: U2 pode representar o conjunto de valores particulares de outra
variável categórica etc. De notar que V ∩Ui = ∅
Os resultados da aplicação destes critérios são apresentados no Capítulo 5.
4.3 Critérios de classificação e avaliação
A fim de validar as declarações de acidentes, houve necessidade nesta dissertação, por
uma lado de atribuir com uma classificação para cada declaração e por outro, de avaliar
quão seguras são essas atribuições.
4.3.1 Definição de três zonas (“Válida”, “Inválida” e “Suspeita”)
A correlação de Pearson fornece valores entre -1 e 1; valores negativos estão associados
a reduzidas compatibilidades entre as variáveis enquanto que valores fortemente posi-
tivos estão associados a compatibilidades altas. Quanto aos valores próximos de zero,
é frequente considerar que as duas variáveis em causa “não estão correlacionadas” ou
que “têm correlação nula”. Assim, considerando que numa declaração de acidente, existe
um número elevado de correlações a calcular, houve necessidade de criar critérios que,
tomando todo conjunto de correlações calculadas para uma declaração, seja capaz de
produzir uma decisão sobre a credibilidade da declaração. Assim, a correlação de Pearson
por si só não decide sobre a referida credibilidade mas é uma componente fundamental
nesse processo.
No contexto desta resolução achámos adequado definir 3 zonas distintas de classifica-
ção a atribuir às declarações:
• “Válida”, que corresponde a declarações de acidentes que estão corretamente decla-
rados;
• “Inválida”, que identifica acidentes que estão claramente mal declarados;
• “Suspeita”, que corresponde a acidentes que levantam suspeita, mas que podem
não estar mal declarados.
A introdução desta zona “Suspeita” traz mais valias à solução apresentada uma vez
que é deixada à decisão humana a avaliação de declarações onde a informação nelas con-
tida não é suficiente para uma avaliação segura. Assim, considera-se que uma declaração
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é suspeita se, o conjunto de correlações a ela associadas, no contexto dalgum critério de
avaliação, não aponta nem para um “valor global” positivo ou negativo mas sim um valor
a rodar o zero. Na subsecção Subseção 4.3.2 apresentar-se-ão métricas que refletem alguns
critérios de decisão.
A Tabela 1.1, cujo conteúdo foi repetido por conveniência de leitura na tabela abaixo,
mostra dois exemplos de declarações parciais de credibilidade distinta: uma é “Válida” e
outra “Inválida”. Com efeito, na declaração da esquerda, não é estranho que alguém de
“30” anos, do sexo “Feminino” e que trabalha numa “biblioteca” tenha sofrido um “entorse”
por “levantar um objecto”. Por outro lado, seria estranho que a mesma pessoa a exercer a
mesma atividade sofresse “Afogamento”. No entanto nesta mesma declaração da direita,
caso apresentasse fortes valores positivos em grande parte das restantes correlações que
fazem parte da declaração completa, poder-se-ia dar o caso do conjunto de correlações
não apontar para uma das zonas, “Válida” ou “Inválida”; estaríamos pois em presença
dum caso pertencente à zona “Suspeita”. Posto isto, tornou-se necessário criar critérios


























- levantar, baixar,... um objecto
Transportar verticalmente
- levantar, baixar,... um objecto
... ... ...
Exemplo de declaração Válida Vs Inválida.
4.3.2 Métricas para avaliação dos acidentes
Com o objetivo de validar cada declaração, há que ter em conta todas os valores de corre-
lação a ela associados. Assim, considerando que cada acidente é caracterizado segundo
22 variáveis categóricas, isto implica que o número de correlações de pares de variáveis
particulares a ter em conta em cada acidente é dado por C222 =231. Assim, foi necessário
selecionar um critério que melhor avaliasse o conjunto das declarações a validar. Um tal
critério deveria pois garantir bons resultados de accuracy ao atribuir zonas às declarações
e, ao mesmo tempo, evitar que o número de declarações que caíssem na zona “Suspeita”
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representassem uma percentagem elevada, tornando o processo pesado para a validação
humana. Dada a especificidade do problema, o critério que melhor se ajustou a estes
requisitos foi selecionado a partir de métricas, que se apresentam a seguir, concebidas
nesta dissertação a partir de ferramentas estatísticas.
Para tal, considerando que A representa o conjunto de variáveis particulares envolvidas





corr(ai , aj )
Sendo ai e aj variáveis particulares do acidente, como já foi dito. Ex: ai pode corres-
ponder a variável “Pancada - por objecto projectado” da variável categórica Con-
tacto e aj podes corresponder a “20” da variável Idade. Obviamente que ai e aj
não podem ser variáveis particulares relativas à mesma variável categórica. Assim,
neste critério, o sinal de F1(A) (positivo ou negativo) é usado para indicar se o aci-














corr(ai , aj )
F2(A) é conhecida pelo 3º Momento estatístico. Esta métrica deteta facilmente os
desvios pronunciados em relação à média e, por ter expoente ímpar, tem a parti-
cularidade de ser uma métrica de skewness . Desta forma se existir uma correlação
particular no acidente, corr(ai , aj ) que tenha um valor fortemente negativo, este des-
vio é suficientemente valorizado (por estar elevado ao cubo), contribuindo para um
valor de F2(A) negativo. E vice-versa se houver um forte desvio positivo. O valor









(corr(ai , aj ))
2
em que A+ e A− representam os conjuntos de pares de variáveis particulares para os
quais, as correlações são positivas e negativas respetivamente.
Neste critério, o sinal positivo ou negativo de F3(A) sugere se o acidente está bem ou
mal declarado, respetivamente. Neste caso, devido ao facto das correlações estarem
valorizadas ao quadrado, qualquer valor de correlação que seja um outlier positivo
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ou negativo é determinante para este critério. Também nesta métrica, o sinal pode
determinar eventualmente, se a declaração é “Válida” ou “Inválida”; o valor absoluto
de F3(A) indica quão forte é esta hipótese.
4.
F4(A) = F1(A) ·F2(A)
Este critério corresponde à multiplicação do primeiro critério F1(A) pelo segundo
F2(A). Desta forma procurou-se valorizar com pesos iguais, o que é tido como im-
portante nas métricas F1(A) e F2(A).
5.
F5(A) = F1(A) ·F3(A)
Este resulta do produto do primeiro critério F1(A) pelo terceiro F3(A).
6.
F6(A) = F2(A) ·F3(A)
Este último critério multiplica o segundo critério F2(A) pelo terceiro F3(A).
No Capítulo 5 são apresentados resultados das experiências que levaram à seleção do
melhor critério.
4.4 Estrutura global da Abordagem
A figura abaixo mostra em traços gerais os blocos de processamento que em sequência,
fazem parte da abordagem.
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Figura 4.1: Diagrama do fluxo da execução.
Assim, antes de começar a sequência de processamentos, é necessário saber se vão ou
não ser usadas âncoras em alternativa ao processamento envolvendo todas as variáveis
particulares possíveis. Em seguida é feita a contagem das frequências de ocorrência sin-
gulares e dos pares relativos às variáveis particulares. No bloco Cálculo das Correlações
de Pearson, são calculadas todas as correlações necessárias através das simplificações des-
critas na Seção 4.2. É neste bloco que é feito o treino que possibilita a validação de novas
declarações. Nos blocos Validação e Emissão de Resultados, cada declaração é avaliada
quanto à sua credibilidade de acordo com a métrica que apresentou melhores resultados
nas experiências levadas a cabo nesta dissertação; por fim é associada uma das 3 zonas a
cada declaração.
4.5 Sumário
Neste capítulo analisou-se a complexidade envolvida que resulta da escolha da correlação
de Pearson e, tendo em conta a combinatória envolvida, descreveram-se as simplificações
necessárias para um processamento eficiente. Foram também definidos critérios e métri-













Este capitulo contém uma descrição dos conjuntos de dados usados para
treino e teste. Assim como, os testes efetuados e respetivos resultados.
5.1 Conjuntos de treino e teste
Com o intuito de validar a solução proposta nesta dissertação foram usados vários conjun-
tos de dados como dados de treino, e validação. É de notar que, no contexto da abordagem
desenvolvida nesta dissertação, a aquisição dos valores de correlação correspondem de
facto a um treino obtido a partir dos dataset disponíveis. No entanto não deve ser con-
fundido com o treino clássico que se verifica nos ambientes de aprendizagem automática
quando existem várias classes nos objetos usados para treino. Na verdade, como já foi
referido, os objetos disponíveis correspondentes às declarações de acidentes apenas cor-
respondem, implicitamente, a uma das classes (“Válida”).
Foram disponibilizados pelo GEP dados sobre acidentes de trabalho dos anos 2013,
2014 e 2015. Contudo não foi fornecida a totalidade dos cerca de 250 mil acidentes anuais
mas sim cerca de 20% dos ocorridos em cada ano. O número total de acidentes, assim






Tabela 5.1: Número de acidentes presentes no dataset, por ano.
O Conjunto inicial que foi à partida disponibilizado para treino e teste tem 133279
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declarações de acidentes com 17 variáveis categóricas por declaração de acidente, em
vez de 22. Esta redução é devida à existência da variáveis que não trazem mais valias
para o treino como é o caso da data do acidente. Na verdade não é possível avaliar a
plausibilidade de um acidente que ocorreu num dado ano, com base em treino feito
a partir de acidentes ocorridos em anos anteriores. A título de exemplo, se quisermos
validar um acidente ocorrido em 01/01/2016, não existem correlações resultantes da fase
de treino que incluam tal data.
A Tabela 5.2 mostra dois exemplos de declarações caracterizadas por 17 variáveis
categóricas, representado ao mesmo tempo a estrutura do repositório de dados que foi
disponibilizado e sobre o qual corre a solução implementada nesta dissertação.
Variáveis Categóricas Acidente 1 Acidente 2
Atividade económica do empregador 8730 4773
Idade 35 43
Sexo 2 1
Tipo de lesão 60 32
Parte do corpo atingida 53 62
Localização geográfica 4101 1107
Hora do acidente 15 18
Dimensão da empresa 4 1
Nacionalidade 1 1
Situação profissional 300 300
Dias perdidos 9 117
Tipo de local 44 43
Atividade física especifica 51 41
Desvio 44 74
Agente material do Desvio 1109 0100
Contacto 16 71
Agente material do Contacto 1501 0100
Tabela 5.2: Exemplos de acidentes com 17 variáveis categóricas.
Outras variáveis categóricas tais como, Profissão do sinistrado, Posto de trabalho,
Tipo de trabalho e Agente material da Atividade física especifica, não foram utilizadas
pois nos dados relativos aos 3 anos não apresentavam congruência entre si, não tendo
sido preenchidas para todos os anos.
Um dos conjuntos de teste foi constituído por 100 exemplos de declarações de aci-
dente incorretas acrescido de 100 exemplos corretos retirados aleatoriamente do conjunto
inicial de 133279 entradas. É de ter em conta que estes 100 exemplos corretos não foram
usados para treinar a solução apresentada nesta dissertação. Uma vez que o conjunto
inicial só tinha elementos duma classe, este conjunto de 100 exemplos de declarações in-
corretas teve de ser gerado por um especialista no domínio dos acidentes de trabalho que
generosamente se disponibilizou para o efeito: a professora Celeste Jacinto. Este conjunto
foi denominado Teste A.
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Foram usados para teste mais 3 conjuntos de 200, 400 e 800 exemplos. Em cada
um destes últimos conjuntos, metade dos exemplos foram retirados aleatoriamente do
conjunto inicial; relativamente à outra metade, cada acidente foi obtido com base na
escolha aleatória dos valores particulares de cada variável categórica. Obviamente que, os
elementos usados para teste não foram incluídos no correspondente conjunto de treino.
Com esta geração aleatória, pretendeu-se simular as declarações feitas descuidadamente
ou com variáveis categóricas preenchidas apenas por força da sua obrigatoriedade. Estes
conjuntos foram denominados Teste B-200, Teste B-400 e Teste B-800.
5.2 Resultados obtidos
Nas secções seguintes vão ser apresentados os resultados da abordagem desenvolvida
para os casos de teste. Serão tidos em conta a accuracy da abordagem e o tempo de
execução para cada caso. Nas subsecções Subseção 5.2.1, Subseção 5.2.2 e Subseção 5.2.3,
os valores de accuracy são calculados considerando duas zonas de validação: “Válida” e
“Inválida”. Na Subseção 5.2.4 são apresentados resultados considerando a inclusão da
zona “Suspeita”. Todos os resultados apresentados nesta dissertação foram conduzidos
num computador com um processador i7 6600k e 16 gigabytes de RAM.
5.2.1 Resultados da correlação para a forma Pearson(X,Y)
Seguem-se os resultados que avaliam a acurracy da abordagem desenvolvida assim com o








Tabela 5.3: Resultado de accuracy para Pearson(X,Y) para o Teste A.
A Tabela 5.3 mostra diferentes valores de accuracy para as métricas descritos na Sub-
seção 4.3.2. Daqui se retira que o critério que melhor validou as declarações de acidentes











Tabela 5.4: Resultado de tempo para Pearson(X,Y) para o Testes A.
Como foi referido na Subseção 4.1.3, mesmo considerando o caso favorável de cada
variável categórica ter em média apenas 10 valores particulares, o número de correlações
a calcular seria 4620000. Na verdade, como foi possível constatar, este número é efetiva-
mente maior. Tendo isto em conta, a Tabela 5.4 mostra que o tempo gasto nesta tarefa, que
corresponde ao treino, é de 32 segundos, tempo que pode ser considerado relativamente
baixo.
TesteB-200 Teste B-400 Teste B-800
Critério Accuracy (%) Accuracy(%) Accuracy(%)
F1(·) 73.50 77.25 75.12
F2(·) 78.50 69.50 70.25
F3(·) 68.00 73.00 78.62
F4(·) 84.50 81.75 83.75
F5(·) 57.50 58.25 56.12
F6(·) 84.50 78.00 82.00
Tabela 5.5: Resultados de accuracy para Pearson(X,Y) para os Testes B.
A Tabela 5.5 mostra que, também para os conjuntos Teste B-200, Teste B-400 e Teste B-
800, o critério que melhor valida as declarações de acidentes continua a ser o F4(·), sendo
os valores de accuracy para cada conjunto muito similares (84.50%, 81.75% e 83.75%). Os










carregar dados 00:00:04 00:00:04 00:00:04
gerar dados treino/validação 00:00:00 00:00:00 00:00:00
cálculo Pearson(X,Y) 00:00:32 00:00:33 00:00:31
validar dados 00:00:00 00:00:00 00:00:00
Tempo total 00:00:38 00:00:38 00:00:36
Tabela 5.6: Resultado de tempo para Pearson(X,Y) para os Testes B.
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5.2.2 Resultados da correlação para a forma Pearson((X,Y),Z)
Devido à elevada complexidade combinatória envolvida não foi possível obter resultados
para a correlação de Pearson da forma ((X,Y),Z). No entanto, como se pode ver na Sub-
subseção 5.2.3.2, devido à forte redução da complexidade combinatória produzida pela
introdução do mecanismo de âncoras, foi possível apresentar alguns resultados, por sinal
promissores.
5.2.3 A utilização de Âncoras
Como já foi mencionado a propósito deste conceito introduzido na Subseção 4.2.4, o utili-
zador pode sugerir uma ou mais variáveis categóricas como sendo as mais determinantes
para fazer uma validação das declarações de acidentes. Porém, como também já foi re-
ferido, esta abordagem pode sugerir quais as variáveis categóricas que apresentam esta
característica, com base do dataset disponível. Assim, seguem-se as listas obtidas pelos
critérios A1(·) e A2(·) apresentados na Subsubseção 4.2.4.1, para obtenção destas âncoras.
Critério A1(·)
Sexo 0.0117053314760692




Atividade física especifica 0.00388331013584561
Parte do corpo atingida 0.00365732287492512
Tipo de local 0.00327373499445813
Hora do acidente 0.00311182621359457
Tipo de lesão 0.00307954793544904
Nacionalidade 0.0029068261398476
Agente material do contacto 0.00241965127701465
Agente material do Desvio 0.00241735235466218
Idade 0.00209467087240826
Localização geográfica 0.00179075011032336
Atividade económica do empregador 0.00170923311376771
Dias perdidos 0.00130531356534452









Atividade física especifica 0.00647270446424299
Tipo de local 0.00638514840433053
Parte do corpo atingida 0.00590883936748158
Hora do acidente 0.00581751148972466
Tipo de lesão 0.00537056183268079
Nacionalidade 0.00523981032606429
Agente material do Desvio 0.00414138369793282
Agente material do contacto 0.00411979470095925




Tabela 5.8: Resultados Critério A2(·).
As tabelas 5.7 e 5.8 mostram o ranking das variáveis categóricas quanto à sua potencia-
lidade como âncora, segundo os 2 critérios. Nelas constata-se que as primeiras 6 variáveis
são as mesmas em ambos os casos. Isto levou-nos a considerar este conjunto para testar
a utilização de âncoras. Com efeito, testes feitos considerando as variáveis categóricas
nos rankings abaixo do 6º, mostram resultados modestos como se pode constatar com um
exemplo dado da Subsubseção 5.2.3.1.
5.2.3.1 Resultados para Pearson(X,Y) com Âncoras
Apresenta-se em seguida os resultados da utilização de âncoras. Para tal, apenas foi consi-
derado o conjunto Teste A, uma vez que os resultados obtidos para este conjunto foram
idênticos aos obtidos nos Teste B-200, Teste B-400 e Teste B-800 quando não se usaram
âncoras, ou seja, quando foram tidas em conta todas as possíveis correlações.
É de notar que, se considerássemos todas as combinações possíveis de âncoras a utilizar,










Critério Accuracy (%) Accuracy (%) Accuracy (%)
F1(·) 57.00 62.50 52.00
F2(·) 48.50 40.50 55.00
F3(·) 58.00 61.50 49.50
F4(·) 65.50 52.00 55.00
F5(·) 49.00 49.00 52.50
F6(·) 65.50 50.00 54.50














carregar dados 00:00:03 00:00:03 00:00:03
gerar dados treino/validação 00:00:00 00:00:00 00:00:00
cálculo Pearson(X,Y)} 00:00:26 00:00:26 00:00:26
validar dados 00:00:00 00:00:00 00:00:00
Tempo total 00:00:31 00:00:31 00:00:31








Critério Accuracy (%) Accuracy (%) Accuracy (%)
F1(·) 68.00 75.5 61.00
F2(·) 63.50 70.0 52.50
F3(·) 66.00 74.5 60.00
F4(·) 67.50 69.0 67.50
F5(·) 53.00 54.0 50.00
F6(·) 68.50 71.0 66.50
















carregar dados 00:00:03 00:00:03 00:00:03
gerar dados treino/validação 00:00:00 00:00:00 00:00:00
calculo Pearson(X,Y)} 00:00:26 00:00:26 00:00:26
validar dados 00:00:00 00:00:00 00:00:00
Tempo total 00:00:31 00:00:31 00:00:31
Tabela 5.12: Resultados de tempo de computação para Pearson(X,Y) para as 3 segundas
âncoras.
As tabelas 5.9 e 5.11 mostram a accuracy conseguida quando apenas se utiliza uma
das âncoras e constata-se que, em geral os valores são mais baixos quando comparados
com a situação em que não são usadas âncoras mas sim todas as combinações possíveis
entre as variáveis particulares, ver tabelas 5.3 e 5.5 na Subseção 5.2.1. Isto mostra que a
validação que entra em conta com todas as possíveis correlações é, como seria de esperar,
mais robusta. No entanto, a tabela Tabela 5.11 mostra que a âncora Contacto apresenta
valores mais altos de accuracy (75.5%). De notar que, com a utilização das âncoras, não é
sempre a mesma métrica que produz os valores mais altos.











Tabela 5.13: Resultados de accuracy para Pearson(X,Y) para a âncora Nacionalidade.
A Tabela 5.13 mostra, a título de exemplo, os valores de accuracy segundo as várias
métricas para uma das variáveis categóricas Nacionalidade cujo rank está abaixo das
primeiras 6 nas tabelas 5.8 e 5.8. Como se poder constatar, os valores são mais modestos,
















Critério Accuracy(%) Accuracy (%) Accuracy (%)
F1(·) 57.00 60.00 53.00
F2(·) 43.50 46.00 52.50
F3(·) 54.50 59.00 52.50
F4(·) 51.50 58.00 59.50
F5(·) 49.50 50.00 53.50
F6(·) 50.00 55.00 56.00














Critério Accuracy (%) Accuracy (%) Accuracy (%)
F1(·) 65.50 66.00 69.00
F2(·) 74.50 53.50 77.50
F3(·) 66.00 64.50 67.00
F4(·) 87.00 60.50 81.50
F5(·) 51.50 51.50 54.00
F6(·) 86.50 61.00 81.50
Tabela 5.15: Resultados de accuracy para Pearson(X,Y) para pares entre as 3 segundas
âncoras.
As tabelas 5.14 e 5.15 mostram valores de accuracy para alguns casos de duas ânco-
ras combinadas. Delas se conclui que as combinações Desvio & Contacto e Contacto &
Atividade Física Específica apresentam os melhores valores (87% e 81.5%) para a mesma
































Tabela 5.17: Resultados de accuracy para Pearson(X,Y) para o conjunto das 3 segundas
âncoras.
As tabelas 5.16 e 5.17 mostram que a inclusão de mais uma variável como âncora nos
conjuntos de 2 âncoras anteriormente considerados não apresenta melhorias sensíveis: de
59.5% obtidos para Dimensão de empresa & Situação profissional com F4(·), obteve-se
61% ao incluir Sexo; de 87% obtidos com Desvio & Contacto com F4(·), a accuracy subiu
para 87,5% com F6(·). Estes resultados mostram que o par Desvio & Contacto têm forte
potencial como âncoras.
5.2.3.2 Resultados para a correlação de Pearson((X,Y),Z) com Âncoras
Por ser uma computação pesada, não foi possível realizar o cálculo de todas as possíveis
correlações da forma ((X,Y),Z) como foi referido na Subseção 4.1.3 sem uma redução da
combinatória envolvida, redução essa, agora possível com o recurso às âncoras. Mesmo
assim, só foi possível usar como âncora a variável categórica Sexo por esta apresentar
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gerar dados treino/validação 00:00:00
calculo Pearson (X,Y) 00:03:16
validar dados 00:00:00
Tempo total 00:03:22
Tabela 5.19: Resultados de tempo de computação para Pearson((X,Y),Z) para o Testes A


















Tabela 5.21: Resultados de tempo de computação de computação para Pearson((X,Y),Z)
para o Teste B-200 com âncora Sexo.
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As tabelas 5.18 e 5.20 mostram que a accuracy obtida com as correlações da forma
((X,Y),Z) subiram relativamente aos valores apresentados para as forma (X,Y): para o
Teste A, a melhor métrica (F3(·)) consegue 89.5%; para o Teste B-200 obteve-se 92.5% com
F1(·). Estes resultados sugerem que existe grande potencialidade na inclusão do cálculo
das correlações da forma Pearson((X,Y),Z).
5.2.4 Valores de Fronteira entre zonas “Válida”, “Suspeita” e “Inválida”
Com o objetivo de definir as três zonas de validação de declarações de acidentes, foi
necessário optar por um critério que, por um lado não atribuísse ao utilizador uma per-
centagem demasiado pesada de declarações a validar e por outro, não tivesse um impacto
negativo na accuracy. Assim, foi definido que a percentagem de declarações a validar pelo
utilizador não ultrapassasse 10%.




















F1(·) 56.50 69.74 56.50 64.63 56.50 59.46
F2(·) 81.50 79.61 81.00 79.27 77.50 77.30
F3(·) 56.50 69.74 56.50 64.63 56.50 59.50
F4(·) 86.00 84.87 85.50 84.15 82.00 81.63
F5(·) 50.00 61.84 50.00 57.32 50.00 52.97
F6(·) 86.00 84.87 85.50 84.15 82.00 81.62
Nº de Casos 0 51 0 36 0 15
Tabela 5.22: Resultados com Fronteiras para Pearson(X,Y) para o Teste A.
A Tabela 5.22 permite comparar resultados de accuracy com ou sem a introdução da zona
“Suspeita”; recorde-se que, apenas faz sentido mediar a accuracy para as declarações às
quais foram atribuídas as zonas “Válida” ou “Inválida”. Nesta tabela, a colunas Fronteira
mostram intervalos de valores que fazem parte do contradomínio de qualquer das mé-
tricas F1(·),...,F6(·). Assim, tendo em conta que globalmente a métrica F4(·) continua a
produzir melhores resultados, verifica-se que para as fronteiras entre -0.001 até 0.001, e
-0.0001 até 0.0001 o número de declarações a validar pelo utilizador é significativamente
maior do que quando a zona de fronteira é entre -0.00001 e 0.00001, ultrapassando o
valor de 10%.
Desta forma, considerando esta última zona de fronteira, segundo a mesma tabela,
os valores apurados para “Sem Fronteira” e “Com Fronteira” são da mesma ordem, pois
passam de 82% para 81.63% para F4(·), quando esta zona é considerada. A percentagem
de elementos na zona “Suspeita” foi de (15/200) · 100% = 7.5% .
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Em resumo, foi usado o Teste A e a métrica F4(·) para afinar esta fronteira que se
traduz, por assim dizer, pela seguinte regra: uma declaração cujo valor da métrica F4(·)
seja inferior a -0.00001 será considerada “Inválida”; se estiver entre -0.00001 até 0.00001
é “Suspeita”; caso contrário é “Válida”.
5.3 Analise dos resultados
A utilização de âncoras permitiu avaliar a utilidade das correlações na forma ((X,Y),Z)
e, a sua comparação com os resultados obtidos na forma (X,Y) sugere que aquela forma
é promissora e geradora de melhor accuracy. Esta melhoria deve-se provavelmente ao
facto de, para as formas ((X,Y),Z) ser possível avaliar as correlações de maneira mais
abrangente. Por outras palavras, nesta forma, cada variável particular (Z) é testada na
presença do par (X,Y).
Contudo, devido à complexidade envolvida, apenas foi possível usar a variável categó-
rica Sexo como âncora, ficando por avaliar, por exemplo, a potencialidade de combinações
de âncoras como o Desvio e o Contacto, já promissoras na forma (X,Y).
Relativamente à inclusão da zona “Suspeita”, é de salientar que, também por razões
de complexidade combinatória, não foi possível considerar a validação na forma ((X,Y),Z)












Conclusões e Trabalho Futuro
Este capitulo contém as conclusões desta dissertação e aponta possíveis
trabalhos futuros.
6.1 Conclusões
Em Portugal e de acordo com diretivas europeias, as declarações de acidentes são pre-
enchidas segundo um formato de 22 variáveis categóricas. Estas declarações, quando
preenchidas descuidadamente, potenciam a geração de combinações improváveis ou im-
possíveis entre o conteúdo das diferentes variáveis categóricas que constituem cada de-
claração. Nesta dissertação foi desenvolvida uma abordagem com o objetivo de validar a
credibilidade das declarações de acidentes. Tendo em conta que o dataset disponibilizado
com exemplos de acidentes só continha uma classe (a classe dos bem declarados), tiveram
de ser analisadas possíveis abordagens cuja filosofia, no seu sentido mais clássico de utili-
zação, não dependesse da existência de várias classes atribuíveis aos objetos, neste caso
acidentes.
Consideradas as abordagens existentes, foi escolhido o coeficiente de Pearson por
um lado, por poder produzir resultados que naturalmente sugerem zonas de aceitação
e rejeição e por outro, por se adaptar à existência de apenas uma classe. No entanto,
caso venha a ser disponibilizada no futuro informação contendo mais classes, devem ser
encaradas outras metodologias alternativas que explorem essa informação adicional.
Foram feitas adaptações de modo a que fosse possível a utilização do coeficiente de
Pearson para valores particulares das variáveis categóricas, o que levou à criação daquilo a
foi chamado nesta dissertação, variáveis particulares; desta forma foi possível transformar
a informação inicialmente contida em variáveis categóricas, em variáveis numéricas, e
assim poder utilizar este coeficiente. Devido à complexidade combinatória envolvida,
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foram feitas simplificações ao modo de cálculo destas correlações.
A abordagem introduz o conceito de âncora, que corresponde a uma variável categó-
rica que se pretende que seja decisiva quanto à credibilidade das declarações de acidente.
A sua introdução teve o propósito de aliviar a complexidade combinatória, mantendo, na
medida do possível, a capacidade de validar as declarações segundo as métricas propos-
tas também nesta dissertação. Foram criados critérios que propõem listas ordenadas de
âncoras tendo em conta a sua importância.
Os resultados obtidos mostram que existem diferenças apreciáveis na capacidade das
variáveis categóricas para serem usadas como âncoras.
Os testes mostram que, mesmo com o recurso apenas às correlações na forma (X,Y),
é possível validar declarações com uma confiança acima de 85% com a métrica que me-
lhores resultados apresentou (F4(·)). No entanto, outros testes mostraram também que a
utilização das correlações na forma ((X,Y),Z) é promissora uma vez que atingiu valores
superiores nos testes que foi possível levar a cabo.
Por contacto havido com técnicos do GEP, foi possível constatar que, em contexto de
validação manual das declarações, é frequentemente privilegiada a informação disponível
em texto escrito fora do conteúdo das variáveis categóricas, nessas declarações. Esta cons-
tatação sugere que existe muita informação importante que ainda não é captada pelas
variáveis categóricas existentes.
Esta dissertação constitui o embrião dum projeto de investigação proposto à Fundação
para a Ciência e Tecnologia.
6.2 Trabalho Futuro
Se futuramente a informação contida no dataset dos acidentes de trabalho vier a incluir
mais do que uma classe, dever-se-á comparar a potencialidade de outras abordagens como,
por exemplo, as redes neuronais.
Com o recurso a maior capacidade computacional, deverão ser incluídas as correla-
ções na forma ((X,Y),Z) e mesmo, se possível, as na forma ((X,Y,Z),W) para uma maior
abrangência.
Embora o foco desta dissertação não tenha sido na área das Estruturas de dados,
futuramente deverão ser consideradas estruturas eventualmente mais adequadas ao pro-
cessamento envolvido neste problema.
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(Área a preencher pelo segurador)
Código do segurador Nº de identificação do acidente
1. Nome do segurador
2. Nº da Apólice
3. Tipo 1.Entidade empregadora privada 2.Trabalhador independente 3.Entidade empregadora pública
4. Nome
5. Nº de Identificação Fiscal (NIPC ou NIPS)
6. Endereço da unidade local (estabelecimento)
7. Código postal da unidade local (estabelecimento) -
8. País da unidade local (estabelecimento)
9. Distrito ou Ilha / Município da unidade local (estabelecimento)
10. Telefone / Telemóvel
11. Endereço de correio eletrónico
12. Atividade principal da unidade local (estabelecimento)
13. Total de pessoas ao serviço na empresa
14. Total de pessoas ao serviço na unidade local (estabelecimento)
15. IBAN Tomador de Seguro/Entidade Empregadora
No caso de o sinistrado ser trabalhador de uma empresa de trabalho temporário mas desempenhar funções numa entidade utilizadora dos seus
serviços, especifique, em relação a esta última:
16. Nome
17. Nº de Identificação Fiscal (NIPC ou NIPS)
18. Código postal da unidade local (estabelecimento) -
19. Atividade principal da unidade local (estabelecimento)
20. Nome
21. Telefone / Telemóvel
22. Endereço da residência
23. Código postal -
24. País
25. Sexo 1.Masculino 2.Feminino
26. Data de nascimento  27. Data de admissão ao serviço
28. Nacionalidade
29. Estado civil legal 1.Solteiro 2.Casado 3.Em união de facto 4.Divorciado 5.Viúvo
30. Nº de dependentes a cargo
31. Nº de Identificação Fiscal (NIPS)
32. Nº de Identificação da Segurança Social
33. IBAN do Sinistrado
34. Relação do sinistrado com o tomador de seguro ou com a entidade empregadora
1.Administrador 2.Gerente 3.Familiar 4.Trabalhador 9.Outro tipo
35. Situação na profissão 1.Empregador
2.Trabalhador por conta própria/trabalhador independente com trabalhadores ao serviço
3.Trabalhador por conta própria/trabalhador independente sem trabalhadores ao serviço
4.Trabalhador familiar não remunerado
5.Trabalhador por conta de outrem (exceto estagiários, aprendizes e praticantes)
6.Membro ativo de cooperativa de produção
7.Estagiário ou aprendiz com vínculo à empresa
8.Praticante com vínculo à empresa
9.Outra situação
36. Tipo de vínculo à empresa 1.Contrato de trabalho sem termo
2.Contrato de trabalho com termo certo (excepto trabalho temporário)
3.Contrato de trabalho com termo incerto (excepto trabalho temporário)
4. Outros (incluindo trabalho temporário)
37. Período normal de trabalho 1.Tempo completo 2.Tempo parcial
38. Período em que ocorre o acidente 1.Período normal de trabalho diurno 5.Prestação de trabalho por turno noturno
2.Prestação de trabalho suplementar 6.Prestação de trabalho por turno rotativo
3.Prestação de trabalho noturno 7.Intervalo de descanso
4.Prestação de trabalho por turno diurno 8.Fora do tempo de trabalho
39. Nº de horas semanais habitualmente trabalhadas ,
40. Profissão
41. Nº de empregado
42. Departamento onde trabalha
43. Retribuição base € 44. Periodicidade 1.Mensal 2.Semanal 3.Diária 4.Horária
45. Subsídio de refeição €
46. Outras retribuições (mês) € 47. Nº de meses
48. Subsídio de Natal € 49. Subsídio de férias € 50. Retribuição líquida €
No caso de se verificar alguma das seguintes situações, indique o montante das retribuições:
51. Se a retribuição não for regular, indique a média mensal dos últimos 12 meses €
52. Se o sinistrado for aprendiz ou tirocinante, indique a retribuição média mensal dos oficiais da mesma categoria €
53. Se o sinistrado for menor de 18 anos e não for aprendiz ou tirocinante, indique a retribuição média mensal €
dos trabalhadores maiores não qualificados




PARTICIPAÇÃO DE ACIDENTE DE TRABALHO
DADOS DO SEGURADOR OU ENTIDADE EQUIPARADA
DADOS DO TOMADOR DE SEGURO OU ENTIDADE EMPREGADORA





PARTICIPAÇÃO DE ACIDENTE DE TRABALHO
55. Data do acidente   56. Hora do acidente
57. Data e hora em que deixou de trabalhar em consequência do acidente
58. Onde ocorreu o acidente 1.No estabelecimento
2.Em serviço no exterior do estabelecimento e no tempo de trabalho
3.No trajeto (isto é, no percurso habitual entre a residência e o local de trabalho ou vice versa)
59. Em que país
60. Se ocorreu em Portugal, especifique Distrito ou Ilha / Município
61. Especifique o local do acidente 62. Dono de obra
(nome do dono de obra, no caso de seguro de construção)
63. Quem prestou os primeiros socorros
64. Localidade da prestação dos primeiros socorros
65. Foi hospitalizado 1.Sim (Se sim, responda à questão 66) 2.Não
66. Em que estabelecimento hospitalar
67. Nº de vítimas do acidente
68. Intervenção de meios de transporte 1.Sem intervenção de meios de transporte 5.Veículo pesado (mercadorias ou passageiros)
2.Veículo de duas rodas não motorizado 6.Veículo de carris (metro, comboio, elétrico)
3.Veículo de duas rodas motorizado 9.Outro meio de transporte (barco, avião, etc.)
4.Veículo ligeiro
69. Matrícula do veículo em que seguia o sinistrado, se foi acidente de viação
70. O acidente teve intervenção de terceiros 1.Sim (Se sim, responda às questões 71 a 77) 2.Não
71. Nome
72. Endereço da residência
73. Código postal -   74. País
75. Matrícula 76. Segurador
77. Nº da Apólice
78. Houve intervenção da autoridade? 1.Sim (Se sim, responda às questões 79 e 80) 2.Não
79. Qual a autoridade 1. PSP 2. GNR 9. Outra. Especifique
80. Nº da participação à autoridade /
81. Identificação de testemunha 82. Telefone / Telemóvel
83. Identificação de testemunha 84. Telefone / Telemóvel
85. Descreva pormenorizadamente o acidente
86. Onde estava o sinistrado no momento do acidente
87. Qual a natureza principal do trabalho que o sinistrado estava a executar no momento do acidente
88. Que tarefa executava o sinistrado no momento do acidente
89. Que materiais e/ou objetos manipulava o sinistrado nesse momento
90. Que acontecimentos estiveram na origem do acidente (o que aconteceu de errado, desviante do normal)
91. Que materiais e/ou objetos estiveram associados ao acontecimento que esteve na origem do acidente
92. Que acontecimentos conduziram à lesão (modo como a vítima foi lesionada, contacto)
93. Que materiais e/ou objetos estiveram associados ao acontecimento que conduziu à lesão
94. A tarefa descrita é … 1.Tarefa habitualmente exercida 2.Tarefa ocasionalmente exercida 9.Outra situação
95. Posto de trabalho 1.Local habitual 2.Local ocasional 9.Outro
96. Nº de horas executadas ininterruptamente até ao momento do acidente
97. Nº total de horas executadas até ao momento do acidente
98. O acidente teve apenas consequências materiais? 1.Sim 2.Não (Se não, responda às questões 99 e 101)
99. Natureza da lesão
100. Parte do corpo atingida
101. Consequências do acidente à data da declaração  1.Não mortal  2.Mortal
102. Nome
103. Data de preenchimento 104. Assinatura
Mês Dia
(Por exemplo: contacto com corrente elétrica, temperatura, substância perigosa, afogamento, soterramento, envolvimento por gases, esmagamento em
movimento vertical ou horizontal, sobre ou contra um objeto imóvel, pancada por objeto em movimento, colisão com, contacto com agente material cortante,
perfurante ou áspero, entalação esmagamento, constrangimento físico do corpo ou psiquico, mordedura, pontapé, cabeçada, estrangulamento, etc.)
(Ver exemplos da Questão 89)
(Por exemplo: Feridas ou lesões superficiais, fratura, deslocação, entorse ou distensão, amputação, concussão ou lesão interna, queimadura, congelação,
envenenamento, infeção, afogamento, asfixia, efeitos de ruído, vibrações ou pressão, efeitos de temperaturas extremas, luz ou radiações, choque elétrico,
agressão, lesões múltiplas, só danos materiais, outras) 
(Por exemplo: Cabeça, Pescoço, Costas, Tórax e orgãos torácicos, extremidades superiores, extremidades inferiores, corpo inteiro ou partes múltiplas do
corpo, outras partes do corpo não especificadas) 
(Por exemplo: Zona industrial, estaleiro, pedreira, mina a céu aberto, área agricola, zona florestal, escritório, escola, local de entretenimento, local de
alojamento, estabelecimento de saúde, local público, domicílio, local de atividade desportiva, no ar, em altura, subterrâneo, sobre a água, em meio
hiperbárico, etc.)
(Por exemplo: Produção, transformação, tratamento, armazenamento, terraplanagem, construção, conservação, demolição, trabalho agrícola ou florestal,
trabalhos prestados ás empresas e/ou à pessoa humana, trabalho intelectual, atividade desportiva, atividade artística, etc.)
(Por exemplo: operação de máquina, trabalho com ferramentas de mão, condução ou presença a bordo de um meio de transporte, manipulação de objetos,
transporte manual, em movimento, presença, etc.)
(Por exemplo: porta, telhado, andaime, fossa, canos, motor, serra, x-ato, martelo, prego, faca elétrica, seringa, debulhadora, ceifeira, trator, grua, palete,
veículo pesado ou ligeiro, naútico, chassis, matérias inflamáveis, animal, etc.)
D A     R E S P O N S A B I L I D A D E    D E    C A D A    S E G U R A D O R
IDENTIFICAÇÃO DO AMBIENTE DE TRABALHO E CIRCUNSTÂNCIAS DO ACIDENTE
IDENTIFICAÇÃO DAS CONSEQUÊNCIAS DO ACIDENTE
Ano
IDENTIFICAÇÃO DO RESPONSÁVEL PELA PARTICIPAÇÃO
IDENTIFICAÇÃO COMPLEMENTAR
Ano
(Por exemplo: um problema elétrico, explosão, incêndio, derrubamento, transbordo, fuga, escoamento, rutura, arrombamento, rebentamento, resvalamento,
queda, perda total ou parcial do controlo de máquina ou meio de transporte, escorregamento ou hesitação com queda, movimento do corpo não sujeito a
constrangimento físico, movimento do corpo sujeito a constrangimento físico, susto, violência, agressão, ameaça, presença, etc.)




(Morada, ou no caso de seguro agrícola, nome da propriedade)
Dia
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