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a b s t r a c t
This note presents a generic approach to proving NP-hardness of unconstrained partition
type problems, namely partitioning a given set of entities into several subsets such that a
certain objective function of the partition is optimized. The idea is to represent the objective
function of the problem as a function of aggregate variables, whose optimum is achieved
only at the points where problem Partition (if proving ordinary NP-hardness), or problem
3-Partition or Product Partition (if proving strong NP-hardness) has a solution. The
approach is demonstrated on a number of discrete optimization and scheduling problems.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction and the general idea
Establishing computational complexity is a primary step in an analysis of any combinatorial problem. In this note, we
present a generic approach to proving NP-hardness for the following class of problems. Let Ek,n be the set of 0–1 matrices
x = (xij) with k rows and n columns such that each column contains at most one element equal to 1. If k = 1, then E1,n is
the set of 0–1 vectors, and the first index in the notation xij will be omitted. Let f (x) be a function defined for x ∈ Ek,n. We
consider unconstrained Partition Type Problems (PTPs), which can be formulated as follows.
PTP-Min (Max): Find x ∈ Ek,n which minimizes (maximizes) f (x).
PTP-UB (LB): Given an upper (lower) bound B, is there x ∈ Ek,n such that f (x) ≤ B(f (x) ≥ B)?
When proving NP-hardness or strong NP-hardness of a PTP, the following NP-complete problems can be used.
Partition: Given n + 1 positive integer numbers a1, . . . , an and A such that∑nj=1 aj = 2A, is there a 0–1 vector x ∈ E1,n such
that
∑n
j=1 ajxj = A?
3-Partition: Given n + 1 = 3(k + 1) + 1 positive integer numbers a1, . . . , an and A such that ∑nj=1 aj = (k + 1)A and
A/4 < aj < A/2 for j = 1, . . . , n, is there a 0–1matrix x ∈ Ek,n such that∑nj=1 ajxij = A for i = 1, . . . , k? It is easy to observe
that matrix x is a solution of this problem only if each of its rows contains exactly three elements equal to 1.
Our formulation of the problem 3-Partition assumes that a partition of the set {1, . . . , n} into k + 1 subsets, say,
X1, . . . , Xk+1, is to be found such that
∑
j∈Xl aj = A, l = 1, . . . , k. The latter equalities imply
∑
j∈Xk+1 aj = A.
Product Partition:Given n positive integer numbers a1, . . . , an, is there a 0–1 vector x ∈ E1,n such that∏nj=1 axjj =∏nj=1 a1−xjj ?
Problems Partition and 3-Partition areNP-complete andNP-complete in the strong sense, respectively [5], and problem
Product Partition is NP-complete in the strong sense [12].
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Our approach to proving NP-hardness of a PTP includes a standard part and an innovative part. The standard part is
to construct an instance of the PTP by using an instance of a known NP-hard problem, and further to demonstrate that
the constructed instance has a solution if and only if the original instance of the known NP-hard problem has a solution.
The construction should be polynomial (for proving ordinary NP-hardness) or pseudopolynomial (for proving strong NP-
hardness) in the length of the original instance.
The novelty of our approach is in the method of construction of the PTP instance. Given an instance of Partition, 3-
Partition or Product Partition, we suggest introducing aggregate variables A(x) for x ∈ E1,n if k = 1, and aggregate variables
A(x)i , i = 1, . . . , k, for x ∈ Ek,n if k ≥ 2 such that
1. A(x) =∑nj=1 ajxj in the case of using Partition,
2. A(x) =∏nj=1 axjj in the case of using Product Partition,
3. A(x)i =
∑n
j=1 ajxij, i = 1, . . . , k, in the case of using 3-Partition.
The innovative part is to represent the function f (x) of a PTP instance as an appropriate function of the aggregate variables.
Assume that the innovative part has been done: f (x) = F(A(x)) for x ∈ E1,n if k = 1, and f (x) = F(A(x)1 , . . . , A(x)k ) for x ∈ Ek,n
if k ≥ 2.
To facilitate further presentation, consider only problems PTP-Min and PTP-UB. Problems PTP-Max and PTP-LB can be
handled similarly.
A successful application of our approach requires that the function F(y), where y = (y1, . . . , yk) if k ≥ 2, satisfies the
following properties. For problem PTP-Min:
(i) F(y) has the unique minimum, denoted as y∗, for y ∈ Y , where Y is such a set that A(x) ∈ Y for every x ∈ E1,n if k = 1,
and (A(x)1 , . . . , A
(x)
k ) ∈ Y for every x ∈ Ek,n if k ≥ 2;
(ii) y∗ = A if the reduction is from Partition, y∗ =
∏n
j=1 aj if the reduction is from Product Partition, and y
∗
i = A, i =
1, . . . , k, if the reduction is from 3-Partition.
Note that Property (ii) only states the fact that the minimum of F(y) is achieved at the specified point y∗. It does not require
the value of y∗ to be present in the description of the constructed PTP instance.
For problem PTP-UB, F(y) should satisfy properties (i), (ii) and the following properties.
(iii) F(y∗) is computable in polynomial (pseudopolynomial) time of the instance length of Partition (3-Partition or
Product Partition) if the reduction is from Partition (3-Partition or Product Partition, respectively);
(iv) the binary (unary) length of F(y∗) is upper bounded by a polynomial of the instance length of Partition (3-Partition or
Product Partition) in binary (unary) encoding if the reduction is from Partition (3-Partition or Product Partition,
respectively).
If Product Partition is used in the reduction, and the purpose is to prove NP-hardness in the strong sense of a PTP-UB,
then property (iv) should be carefully verified. For example, if F(y) = max{y,Q/y}, where Q = ∏nj=1 aj, then the length of
F(y∗) =
∏n
j=1 aj is not bounded by a polynomial of the instance length of Product Partition in unary encoding, and the
reduction is not pseudopolynomial. In this case, it is polynomial and can be used for proving NP-hardness in the ordinary
sense only.
Theorem 1. Let f (x) = F(A(x)) for k = 1, and f (x) = F(A(x)1 , . . . , A(x)k ) for k ≥ 2. If function F(y) satisfies properties (i) and (ii),
and the reduction is from Partition (3-Partition or Product Partition), then problem PTP-Min is NP-hard in the ordinary sense
(respectively, in the strong sense). If function F(y) satisfies properties (i)–(iv), and the reduction is from Partition (3-Partition
or Product Partition), then problem PTP-UB is NP-hard in the ordinary sense (respectively, in the strong sense).
Proof. Assume that the reduction is from Partition (in this case, k = 1). Given any instance of this problem, construct
instances of PTP-Min and PTP-UB such that f (x) = F(A(x)) for x ∈ E1,n. In the instance of PTP-UB, set upper bound B =
F(y∗) = F(A). The latter value can be computed in polynomial time due to the property (iii), and it is polynomially bounded
due to the property (iv). Let x0 ∈ E1,n be a solution to PTP-Min or PTP-UB. If∑nj=1 ajx0j = A, then Partition has a solution.
Assume that
∑n
j=1 ajx
0
j ≠ A (for problem PTP-Min), or there is no vector x0 ∈ X such that f (x0) = F(A(x0)) ≤ B = F(A) (for
problem PTP-UB). By properties (i) and (ii), points A(x) =∑nj=1 ajxj, x ∈ E1,n, belong to the domain of the function F(y), which
is minimized at the unique point y∗ = A. Therefore, there is no vector x0 ∈ E1,n such that∑nj=1 ajx0j = A, i.e., Partition has
no solution. We deduce that PTP-Min and PTP-UB are NP-hard. The reduction from 3-Partition or Product Partition can
be performed in a similar fashion. 
In practice, F(y) for problems PTP-Min and PTP-UB (problems PTP-Max and PTP-LB) can be a continuous, convex
(respectively, concave) function such that F ′i (yi) = 0 for yi = A, i = 1, . . . , k, where F ′i is the partial derivative of F in
the variable yi. Specific values of the parameters in the constructed instance of a PTP problem can be chosen such that
F ′i (yi) = 0 for yi = A, i = 1, . . . , k.
The idea of using aggregate variables in the NP-hardness proofs has been hinted at for the case k = 1 in several earlier
publications, for example, in [8].
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2. Examples of NP-hardness proofs
We will demonstrate our generic approach on several problems. Some of these problems were proved NP-hard earlier
by different techniques. A formulation of each problem will be given, followed by a reference to the original NP-hardness
proof in parentheses if such a proof exists in the literature. If we found no relevant proof, no reference will be given.
Minimum Sum of Squares (MSS) [5]: Find a partition of the set {1, . . . , n} into m disjoint subsets X1, . . . , Xm such that∑m
i=1(
∑
j∈Xi aj)
2 is minimized, where a1, . . . , an and A are given positive integer numbers and
∑n
j=1 aj = mA.
An equivalent formulation is
min f (x) =
m−1−
i=1

n−
j=1
ajxij
2
+

mA−
m−1−
i=1
n−
j=1
ajxij
2
, subject to x ∈ Em−1,n.
For this problem, we will use a reduction from 3-Partition. Set n = 3m, k = m− 1, A(x)i =
∑n
j=1 ajxij, i = 1, . . . ,m− 1,
and F(y) = F(y1, . . . , ym−1) = ∑m−1i=1 y2i + (mA −∑m−1i=1 yi)2. Function F(y) is convex and achieves its minimum at the
point satisfying
F ′i (yi) = 2yi − 2

mA−
m−1−
j=1
yj

= 0, i = 1, . . . ,m− 1. (1)
Point y∗ = (y∗1, . . . , y∗m−1) is a solution to (1) if and only if y∗i = mA−
∑m−1
j=1 y
∗
j , i = 1, . . . ,m− 1, i.e., y∗i , i = 1, . . . ,m− 1,
are all equal. Let y∗i = z, i = 1, . . . ,m− 1. From z = mA− (m− 1)z we deduce that y∗i = z = A, i = 1, . . . ,m− 1, is the
unique solution to (1), i.e., properties (i) and (ii) are satisfied. Therefore, problemMSS is NP-hard in the strong sense.
A similar reduction can be used for the following problem.
Problem Pm ‖∑wjCj (form = 2, NP-hardness by Livschits and Roublinetsky [11]; for variablem ≥ 3, NP-hardness in the
strong sense by Lageweg and Lenstra [10] cited by Garey and Johnson [5]): Find a schedule for r jobs on m identical parallel
machines such that the total weighted completion time of the jobs,
∑r
i=1wjCj, is minimized.
Minimum Product of Positive Sums in Positive Power (MPPSPP): Find a partition of the set {1, . . . , n} into m non-empty
disjoint subsets X1, . . . , Xm such that (
∏m
i=1(
∑
j∈Xi aj))
α(m) is minimized, where a1, . . . , an and A are given positive integer
numbers, α(m) is a positive function of m, and
∑n
j=1 aj = mA?
Again, we will use a reduction from 3-Partition. In the corresponding instance of the problemMPPSPP, we set n = 3m.
Define A(x)i =
∑
j∈Xi aj, i = 1, . . . ,m. Then the problem MPPSPP is to minimize (
∏m
i=1 A
(x)
i )
α(m), subject to x ∈ Em,n, and
A(x)i > 0, i = 1, . . . ,m. On reducing the dimension fromm tom− 1, it is to minimize
f (x) =

m−1∏
i=1
A(x)i

mA−
m−1−
j=1
A(x)j
α(m)
,
subject to x ∈ Em−1,n, A(x)i > 0, i = 1, . . . ,m− 1, and
∑m−1
j=1 A
(x)
j < mA.
Consider the function
F(y) = F(y1, . . . , ym−1) =

m−1∏
i=1
yi

mA−
m−1−
j=1
yj
α(m)
.
Calculate the derivatives
F ′i (yi) = α(m)
∏
j≠i
yj
α(m)
yα(m)−1i

mA−
m−1−
j=1
yj
α(m)−1 
mA−
m−1−
j=1
yj − yi

, i = 1, . . . ,m− 1,
where
∏
j≠i is taken over j = 1, . . . ,m − 1, j ≠ i. For yi > 0, i = 1, . . . ,m − 1,
∑m−1
j=1 yj < mA, function F(y) achieves
its minimum at the unique point y∗ = (y∗1, . . . , y∗m−1) satisfying y∗i = mA −
∑m−1
j=1 y
∗
j , i = 1, . . . ,m − 1, which implies
y∗i = A, i = 1, . . . ,m − 1. Thus, problem MPPSPP is NP-hard in the strong sense, as well as its decision counterpart. A
corollary of this result is the NP-hardness in the strong sense of the following two problems.
Maximum Product of Positive Sums in Negative Power: Find a partition of the set {1, . . . , n} into m non-empty disjoint
subsets X1, . . . , Xm such that (
∏m
i=1(
∑
j∈Xi aj))
−α(m) is maximized, where a1, . . . , an and A are given positive integer numbers,
α(m) is a positive function of m, and
∑n
j=1 aj = mA?
Sum of Average Squares: Is there a partition of the set {1, . . . , n} into m disjoint non-empty subsets X1, . . . , Xm such that∑m
i=1(
∑
j∈Xi aj)
2/|Xi| ≤ B, where B, a1, . . . , an and A are given positive integer numbers, and∑nj=1 aj = mA?
Let us consider more applications of the generic approach.
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Distance to Cluster Centroids (DCC): Given a supplying center, which is a point b = (b1, . . . , br) in the r-dimensional
Euclidean space, and n customers, where customer i is associated with a point a(i) = (a(i)1 , . . . , a(i)r ), i = 1, . . . , n, is there
a partition of the customer set into m sets X1, . . . , Xm, called clusters, of given cardinalities |Xl| = ql, l = 1, . . . ,m,∑ml=1 ql = n,
such that the total Euclidean distance from the supplying center to the cluster centroids does not exceed a given threshold
B? Point c = (c1, . . . , cr) is the centroid of a cluster X , if cj =
∑
i∈X a
(i)
j
|X | , j = 1, . . . , r . Define H(X1, . . . , Xm) =∑m
l=1
∑r
j=1(bj −
∑
i∈Xl a
(i)
j
ql
)2. Thus, the relation to be verified is
H(X1, . . . , Xm) ≤ B. (2)
We consider the case r = 1. A reduction from 3-Partitionwill be used. Given an instance of this problem, we construct
an instance of the problem DCC, in which r = 1, n = 3m, a(i)1 = ai, i = 1, . . . , 3m, ql = 3, l = 1, . . . ,m, b1 = A/3, and
B = 0. For this instance, we have
H(X1, . . . , Xm) =
m−
l=1

A
3
−
∑
i∈Xl
ai
3
 .
Since only three values ai sum up to A, and B = 0, relation (2) is satisfied only if |Xl| = 3, l = 1, . . . ,m. Therefore, there
exists a solution for the constructed instance of the problem DCC if and only if there exists x ∈ Em−1,n such that
f (x) :=
m−
l=1
A3 − A
(x)
l
3
+

A
3
−
mA−
m−1∑
l=1
A(x)l
3
 ≤ 0.
Given x ∈ Em−1,n, define yl = A(x)l , l = 1, . . . ,m− 1. Consider the function
F(y) = F(y1, . . . , ym−1) =
m−1−
l=1
A3 − yl3
+

A
3
−
mA−
m−1∑
l=1
yl
3
 .
We have f (x) = F(y) for x ∈ Em−1,n. Function F(y) achieves its minimum at the unique point y∗ = (A, . . . , A). Then by
Theorem 1, problem DCC is NP-hard in the strong sense. So is its minimization counterpart.
Note that the special case of the problem DCC considered, in which B = 0, can be formulated as a question of whether all
cluster centroidsmay coincidewith the supplying center. Also, an assumption that cluster cardinalities are given is essential
for the given NP-hardness proof. Computational complexity of the problemwithout this assumption is a long standing open
question; see [1].
Minimum Half-Product (MHP) [4]: Find x ∈ E1,n which minimizes f (x) = ∑1≤i<j≤n bicjxixj −∑nj=1 djxj, where bi, ci and
di, i = 1, . . . , n, are given positive integer numbers.
We will use a reduction from Partition. Given an instance of this problem, we construct an instance of MHP, in which
bj = aj, cj = 2aj and dj = 2Aaj − a2j , j = 1, . . . , n. For this instance, the objective function can be expressed as
f (x) =

n−
j=1
ajxj − A
2
− A2 =

n−
j=1
ajxj
2
− 2

n−
j=1
ajxj

A =
n−
j=1
a2j x
2
j + 2
−
1≤i<j≤n
aiajxixj
− 2

n−
j=1
ajxj

A =
−
1≤i<j≤n
ai(2aj)xixj −
n−
j=1
(2ajA− a2j )xj =
−
1≤i<j≤n
bicjxixj −
n−
j=1
djxj.
Set A(x) =∑nj=1 ajxj and F(y) = (y−A)2−A2. Function F(y) is convex and achieves its minimum at the unique point y∗ = A.
By Theorem 1, problemMHP is NP-hard.
Problem 1|noidle|(max∑wjCbjj ): Find a schedule for r jobs on a single machine such that the machine has no idle time since
time zero until the completion of the last job, and a polynomial function of the job completion times,
∑r
i=1wjC
bj
j , is maximized.
Numerical parameters are the job processing times pj, job weightswj, and powers bj, j = 1, . . . , r .
Given an instance of Partition, we construct the following instance of the problem 1|noidle| (max∑wjCbjj ). There are
n+1 jobs, among which there are n partition jobs with parameters pj = wj = aj and bj = 1 for j = 1, . . . , n, and an enforcer
job n+ 1 such that pn+1 = A2 − A, wn+1 = 2(A2 − A)A and bn+1 = 1/2.
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Consider x ∈ E1,n such that xj = 1 if and only if job j precedes the enforcer job. Set y = A(x) = ∑nj=1 ajxj. The objective
function can be expressed as
f (x) = F(y) = 2(A2 − A)A(y+ A2 − A)1/2 − (A2 − A)y+ 2A3 + 2
n−
i=1
a2i /2.
Function F(y) has the unique minimum at the point y∗ = A, which satisfies F ′(y) = (A2−A)A
(y+A2−A)1/2 − (A2 − A) = 0.
Therefore, problem1|noidle|(max∑wjCbjj ) is NP-hard. Similar proofs and amotivation for studyingmaximization problems
in scheduling can be found in [2,3].
Min–Max Product Partition (MMPP) [12]: Find x ∈ E1,n which minimizes f (x) = max{∏nj=1 axjj ,∏nj=1 a1−xjj }.
Here, a reduction from Product Partition can be used. We set A(x) = ∏nj=1 axjj and F(y) = max{y,Q/y}, where
Q = ∏nj=1 aj. Function F(y) is convex and achieves its minimum at the only point y∗ = √Q . Hence, MMPP is NP-hard
in the strong sense. A corollary of this result is the NP-hardness in the strong sense of the following two problems.
Problem P2|pj = bjt|Cmax (NP-hardness in the ordinary sense by Kononov [9]): Find a schedule for r jobs on two identical
parallel machines such that the completion time of the last job, Cmax, is minimized. The machines start job processing at the time
t = 1, and job processing times pj are start time dependent such that pj = bjt if the processing of job j starts at time t , j = 1, . . . , r .
Min-Sum Product Partition [12]: Find x ∈ E1,n which minimizes f (x) =∏nj=1 axjj +∏nj=1 a1−xjj .
The generic approach can also be applied to prove NP-hardness in the ordinary sense of the following scheduling
problems.
Problem 1|pj = bje−hjt |∑wiCi [6]: Find a schedule for r jobs on a single machine such that the total weighted completion time
of jobs,
∑r
i=1wjCj, is minimized. Job processing times are start time dependent such that pj = bje−hjt if the processing of job j
starts at time t , j = 1, . . . , r . Here e is Euler’s number.
Problem 1 ‖ ∑wjCbjj [7]: Find a schedule for r jobs on a single machine such that a polynomial function of the job completion
times,
∑r
i=1wjC
bj
j , is minimized.
3. Conclusions
We presented a generic approach to proving NP-hardness of unconstrained partition type problems. The idea is to
represent the objective function of the problem as a function of aggregate variables, whose optimum is achieved only at
the points where problem Partition (if proving ordinary NP-hardness), or problem 3-Partition or Product Partition
(if proving strong NP-hardness) has a solution. The approach is demonstrated on a number of discrete optimization
and scheduling problems. The scheduling problems considered with start time dependent processing times are used for
modeling manufacturing operations on deteriorating products, military operations, and operations in areas contaminated
with radioactive materials. Product partition type problems appear in the optimal design of reliable complex devices with
series–parallel structure and given probabilities of the components failing. Clustering problems are important for optimal
location of facilities in supply chains.
We believe that the approach presented can be widely used when proving NP-hardness of problems, whose
computational complexity status is unknown andwhose solution includes a partition of a set of entities into several subsets.
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