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Prefacio
El ca´lculo estoca´stico tiene muchas aplicaciones en las a´reas de Biolog´ıa, Sociolog´ıa, De-
mograf´ıa, Economı´a y Finanzas. Por otro lado, las series de tiempo son una herramien-
ta estad´ıstica muy utilizada en el estudio de series financieras y econo´micas. Estas dos
herramientas pueden emplearse conjuntamente para estudiar la dina´mica de precios de
algunos commodities con caracter´ısticas especiales. En este trabajo se presetan de man-
era formal los elementos matema´ticos de las Ecuaciones Diferenciales Estoca´sticas con
un enfoque dirigido a la Dina´mica de Portafolios y la Valoracio´n de Opciones segu´n
Black-Scholes. Debido a que algunos precios de commodities, como el aluminio, presentan
efectos GARCH, se propone hacer una fusio´n entre procesos de reversio´n a la media del
tipo Ornstein Uhlenbeck y los procesos GARCH.
En el primer capitulo se presentan algunos preliminares matema´ticos que servira´n como
insumo teo´rico para el desarrollo de los dema´s cap´ıtulos.
En el capitulo 2, se hara´ una descripcio´n formal del Movimiento Browniano Esta´ndar y de
las Integrales Estoca´sticas con sus propiedades fundamentales y, por u´ltimo, se estudiara
la fo´rmula de Itoˆ multi-dimensional.
Para el siguiente cap´ıtulo se establecen los criterios de existencia y unicidad de las solu-
ciones de EDE y se presentara´n, de manera formal, las ecuaciones de Kolmogorov para
EDP, la representacio´n estoca´stica de Feynman-Kac y las soluciones expl´ıcitas de EDE
matriciales con las aproximaciones nume´ricas de Euler y Milstein para el caso unidimen-
sional.
Los cap´ıtulos 4 y 5, Dina´mica de Portafolios y La Fo´rmula de Black-Scholes respectiva-
mente, hacen referencia al contexto financiero en el cual pueden ser aplicados los conceptos
estudiados en los cap´ıtulos anteriores.
Los cap´ıtulos 7 y 8 son claves para la implementacio´n de los procesos de reversio´n a la
media con efecto GARCH, en los que se utiliza el Me´todo de Ma´xima Verosimilitud para
la estimacio´n de los para´metros del proceso de reversio´n a la media del tipo Ornstein Uh-
lenbeck y del proceso GARCH(1,1). Tambie´n se hace una breve revisio´n de otros me´todos
de estimacio´n de modelos de difusio´n importantes, aunque son un poco ma´s complejos al
momento de su implementacio´n.
En el u´ltimo cap´ıtulo se lleva a cabo una aplicacio´n sencilla basada en resultados previos de
ix
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simulaciones realizadas para algunas series con caracter´ısticas apropiadas, donde se utiliza
la combinacio´n de series de tiempo no lineales y las Ecuaciones Diferenciales Estoca´sticas
para el estudio de la dina´mica de precios diarios del aluminio.
Cap´ıtulo 1
Conceptos Preliminares
1.1. Introduccio´n
En este cap´ıtulo se hara´ una breve revisio´n de las notaciones y elementos ba´sicos de la
teor´ıa de la probabilidad, la teor´ıa de la medida y de los procesos estoca´sticos.
Tambie´n se dara´n algunas definiciones, teoremas y proposiciones importantes que servira´n
como base teo´rica para la presentacio´n de definiciones y teoremas en los cap´ıtulos poste-
riores.
Definicio´n 1.1.1. Un experimento se dice que es aleatorio si su resultado no puede ser
determinado de antemano. Para desarrollar un modelo matema´tico adecuado, los posibles
resultados de un experimento aleatorio deben estar bien definidos y ser observables.
Definicio´n 1.1.2. El conjunto Ω de todos los resultados de un experimento aleatorio se
llama espacio muestral y los elementos ω ∈ Ω se llaman puntos muestrales.
Definicio´n 1.1.3. Sea Ω un conjunto arbitrario. Una familia F de subconjuntos de Ω es
una σ-a´lgebra sobre Ω si se cumplen las siguientes condiciones:
i) ∅ ∈ F y Ω ∈ F donde ∅ representa el conjunto vac´ıo
ii) ∀A ∈ F⇒ Ac ∈ F donde Ac es el complemento de A en Ω
iii) A1, A2, ... ∈ F⇒ A :=
∞⋃
i=1
Ai ∈ F
iv) A1, A2, ... ∈ F⇒ A :=
∞⋂
i=1
Ai ∈ F
Nota 1. De este modo una σ-a´lgebra sobre Ω es una familia de subconjuntos de Ω que
contiene a Ω y es cerrado bajo complementacio´n bajo la formacio´n de uniones contables y
bajo la formacio´n de intersecciones contables. Adema´s, la cerradura bajo complementacio´n
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y bajo la formacio´n de uniones contables implican cerradura bajo la formacio´n de intersec-
ciones contables puesto que
⋂
Ai = (
⋃
Aci)
c. De esta forma se puede definir una σ-a´lgebra
so´lo con las condiciones i), ii) y iii).
Definicio´n 1.1.4. Si U1 y U2 son dos σ-a´lgebras sobre Ω tales que U1 ⊆ U2, se dice que
U1 es una subσ-a´lgebra de U2.
Definicio´n 1.1.5. Sea C una familia de subconjuntos de Ω, existe una σ-a´lgebra minimal
σ(C) sobre Ω que contiene a C. A σ(C) se le llama σ-a´lgebra generada por C.
Definicio´n 1.1.6. Si Ω = Rn y C es la familia de todos los conjuntos abiertos en Rn,
entonces Bn = σ(C) se conoce como σ-a´lgebra de Borel y los elementos de Bn se llaman
conjuntos de Borel.
En general una funcio´n que toma valores reales X : Ω → R se dice que es F-medible si
{ω : X(ω) ≤ a} ∈ F para toda a ∈ R.
La funcio´n X tambie´n se conoce con el nombre de variable aleatoria de valor real
(F-medible). Una funcio´n de valor en Rn X(ω) = (X1(ω), X2(ω), . . . , Xn(ω))
T1 se dice
F-medible si todos los elementos Xi son F-medibles.
Lema 1.1.1. Si X, Y : Ω→ Rn son dos funciones dadas, entonces Y es σ(X)-medible si
y so´lo si existe una funcio´n Borel-medible g : Rn → Rn tal que Y = g(X).
1.2. Espacio de Probabilidad
Definicio´n 1.2.1. Una medida de probabilidad sobre un espacio medible (Ω,F) es una
funcio´n p : F→ [0, 1] tal que:
i) p(∅) = 0
ii) p(Ω) = 1
iii) SiA1, A2, . . . ∈ F y {Ai}∞i=1 es una sucesio´n de conjuntos disjuntos dos a dos entonces,
p(
∞⋃
i=1
Ai) =
∞∑
i=1
p(Ai)
Definicio´n 1.2.2. La tripleta (Ω,F, p) se llama espacio de probabilidad. Si (Ω,F, p) es un
espacio de probabilidad, to´mese F¯ = {A ⊂ Ω : ∃B,C ∈ F tales que B ⊂ A ⊂ C, p(B) =
p(C)}. Entonces F¯ es una σ-a´lgebra y se conoce como la completacio´n de F.
Definicio´n 1.2.3. Si F = F¯, se dice que el espacio de probabilidad (Ω,F, p) es completo,
si no, se puede extender p a F¯ definiendo p(A) = p(B) = p(C) para A ∈ F¯, donde B,C ∈ F
con las propiedades B ⊂ A ⊂ C y p(B) = p(C). (Ω, F¯, p) es un espacio de probabilidad
completo llamado completacio´n de (Ω,F, p).
1La T simboliza la transpuesta de la matriz
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Definicio´n 1.2.4. Si X es una variable aleatoria de valor real y es integrable con respecto
a la medida de probabilidad p, el nu´mero E[X] =
∫
Ω
X(ω)dp(ω) se llama esperanza de X
con respecto a p. Adicionalmente el nu´mero V [X] = E(X −E[X])2 se llama varianza de
X.
Si Y es otra variable aleatoria de valor real, cov[X, Y ] = E[(X − E[X])(Y − E[Y ])] se
llama covarianza de X y Y .
Si cov[X,Y ] = 0 se dice que X y Y esta´n incorrelacionados. Para una variable aleatoria
de valores en Rn, X = (X1, X2, . . . , Xn)
T se define E[X] = (E[X1], E[X2], . . . , E[Xn])
T,
ana´logamente para una variable aleatoria matricial X = (Xij)n×m de dimensio´n n×m se
define E[X] = (E[Xij])n×m.
Si X y Y son ambas variables aleatorias de valores en Rn, la matriz sime´trica definida no
negativa de dimensio´n n× n dada por cov[X,Y ] = E[(X − E[X])(Y − E[Y ])T] se llama
matriz de covarianzas.
Cuando se relacionan mediante la covarianza variables aleatorias cuyos valores son de
escalas muy diferentes, es recomendable estandarizar la covarianza con el fin de lograr una
relacio´n que se pueda interpretar de manera ma´s adecuada. Luego se tiene el concepto de
correlacio´n entre dos variables aleatorias X1 y X2, el cual se define como
corr[X1, X2] :=
cov[X1, X2]
σX1σX2
=
E [(X1 − µX1)(X2 − µX2)]
σX1σX2
.
Definicio´n 1.2.5. El nu´mero E[X]p con p > 0 se llama el p-e´simo momento de X. Para
p ∈ (0,∞), sea Lp = Lp(Ω,Rn) la familia de variables aleatorias X con valores en Rn con
E[X]p <∞.
A continuacio´n se presentaran cuatro conceptos de convergencia muy importantes.
Sean X y Xk, con k ≥ 1, variables aleatorias con valores en Rn.
i) Si existe un conjunto P -nulo (Conjunto con medida de probabilidad P = 0), Ω0 ∈ F
tal que para cada ω /∈ Ω0, la sucesio´n {Xk(ω)} converge a X(ω) en el sentido
usual en Rn, entonces {Xk} se dice que converge a X casi seguramente (c.s.) o con
probabilidad 1, y se escribe l´ım
k→∞
Xk = X c.s.
ii) Si para cada ² > 0, P{ω : |Xk(ω)−X(ω)| > ²} → 0 conforme k →∞, entonces se
dice que {Xk} converge a X estoca´sticamente o en probabilidad.
iii) Si Xk y X pertenecen a L
p y E|Xk −X|p → 0, entonces se dice que {Xk} converge
a X en el p-e´simo momento o en Lp.
iv) Si para cada funcio´n g acotada y continua definida sobre Rn, l´ım
k→∞
Eg(Xk) = Eg(X),
entonces se dice que {Xk} converge a X en distribucio´n.
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Teorema 1.2.1 (Teorema de convergencia Mono´tona). Si {Xk} es una sucesio´n decre-
ciente de variables aleatorias no negativas, entonces
l´ım
k→∞
E[Xk] = E( l´ım
k→∞
Xk)
Teorema 1.2.2 (Teorema de convergencia Dominada2). Sea p ≥ 1, {Xk} ⊂ Lp(Ω;Rn)
y Y ∈ Lp(Ω;R). Suponga que |Xk| ≤ Y c.s. y que {Xk} converge a X en probabilidad.
Entonces X ∈ Lp(Ω;Rn)
Definicio´n 1.2.6. Dos conjuntos A,B ∈ F se dice que son independientes si P (A ∩
B) = P (A)P (B). Tres conjuntos A,B,C ∈ F se dice que son independientes si P (A ∩
B) = P (A)P (B); P (A ∩ C) = P (A)P (C); P (B ∩ C) = P (B)P (C) y P (A ∩ B ∩ C) =
P (A)P (B)P (C).
Definicio´n 1.2.7. Si X y Y son dos variables aleatorias independientes e integrables de
valor real, entonces XY tambie´n es integrable y adema´s E[XY ] = E[X]E[Y ].
Si X,Y ∈ L2(Ω;R) esta´n incorrelacionados entonces V [X + Y ] = V [X] + V [Y ].
Definicio´n 1.2.8. Sean A,B ∈ F con P (B) > 0. La probabilidad condicional de A
condicionado a B esta´ dada por P (A/B) = P (A∩B)
P (B)
.
Proposicio´n 1.2.3. Si X1 y X2 son dos variables aleatorias independientes, entonces
cov[X1, X2] = 0.
1.3. Esperanza Condicional
Definicio´n 1.3.1. Sea X ∈ L1(Ω;R). Sea G ⊂ F una subσ-a´lgebra de F , de este modo el
espacio (Ω;G) define un espacio medible. En general X no es necesariamente G-medible.
Existe una variable aleatoria Y G-medible u´nica c.s. tal que Y = E[X/G] y se llama
esperanza condicional de X bajo la condicio´n G.
Si G es la σ-a´lgebra generada por la variable aleatoria Y , se puede escribir E[X/G] =
E[X/Y ].
1.3.1. Propiedades elementales de la esperanza condicional
A continuacio´n se presentara´n algunas propiedades relevantes de la esperanza condicional.
Sea Ω un conjunto arbitrario y G una σ-a´lgebra sobre Ω.
a) E[E[X/G]] = E[X]
2Cuando Y es acotado, este teorema tambie´n se conoce como el teorema de convergencia acotado.
1.4. PROCESOS ESTOCA´STICOS 5
b) |E[X/G]| ≤ E[|X|/G] c.s.
c) Si G = {Φ,Ω} entonces E[X/G] = E[X]
d) Si X ≥ 0 entonces E[X/G] ≥ E[X]
e) Si X es G-medible entonces E[X/G] = X
f) Si X = C = constante entonces E[X/G] = C
g) Sean a, b ∈ R, E[aX + bY/G] = aE[X/G] + bE[Y/G]
h) Si X ≤ Y entonces E[X/G] ≤ E[Y/G]
i) Si X es G-medible entonces E[XY/G] = X · E[Y/G], en particular, E[E[X/G]Y/G] =
E[X/G]E[Y/G]
j) Si σ(X),G son independientes entonces E[X/G] = E[X]
k) Si G1 ⊂ G2 ⊂ F entonces E[E[X/G2]/G1] = E[X/G1]
l) SeaX = (X1, X2, . . . , Xn)
T ∈ L1(Ω;Rn), su esperanza condicional bajo G esta´ definida
por E[X/G] = (E[X1/G], . . . , E[Xn/G])T.
1.4. Procesos Estoca´sticos
Definicio´n 1.4.1. Sea (Ω,F, P ) un espacio de probabilidad. Una filtracio´n es una familia
{Ft}t≥0 creciente de subσ-a´lgebras de F, es decir, FS ⊂ Ft ⊂ F para toda 0 ≤ s ≤ t ≤ ∞.
La filtracio´n se dice continua a derecha si FS =
⋂
t>S
Ft para toda S ≥ 0.
Cuando el espacio de probabilidad es completo, se dice que la filtracio´n satisface las
condiciones usuales siempre que sea continua a derecha y F0 contenga todos los conjuntos
P -nulos.
Definicio´n 1.4.2. Una familia {Xt}t∈I de variables aleatorias de valores en Rn se llama
proceso estoca´stico con para´metro t y espacio de estado Rn.
Habitualmente el para´metro t ∈ I es la semirrecta R+ = [0,∞), pero en algunas ocasiones
tambie´n puede ser un intervalo [a, b] de enteros no negativos.
Definicio´n 1.4.3. Se dice que un proceso estoca´stico {Xt} es {Ft}-adaptado o simple-
mente adaptado si para cada t, Xt es Ft-medible.
Definicio´n 1.4.4 (Martingala). Un proceso {Mt}t=0 integrable F-adaptado de valores
en Rn se dice que es una martingala con respecto a {Ft} (o simplemente martingala), si
E[Mt|Fs] =Ms para toda s, t ∈ [0,∞).
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Definicio´n 1.4.5 (Vector Aleatorio Gaussiano). Un vector aleatorio normal o Gaussiano
es un vector que sigue una distribucio´n normal o Gaussiana.
La distribucio´n normal n-dimensional o Gaussiana es dada por la densidad:
fX(X) =
1
(2pi)
n
2 (detΣ)
1
2
exp{−1
2
(X− µ)Σ−1(X− µ)′}; X ∈ Rn
con para´metros µ ∈ Rn y Σ, donde µ = µX es la esperanza de X.
Adema´s Σ es una matriz n× n sime´trica definida positiva, Σ−1 es la inversa y det(Σ) es
el determinante de Σ.
Como la densidad de un vector aleatorio Gaussiano multivariado X esta´ dada por el
para´metro µ que es la esperanza µX de X y Σ es la matriz de covarianza ΣX , la densidad
de un vector Gaussiano esta´ completamente determinada por su esperanza y su matriz de
covarianza. En particular, si µ = ~0 y Σ es la matriz identidad n-dimensional In, tenemos
que det(In) = 1 y Σ
−1 = In. La densidad fX es simplemente el producto de n densidades
normales esta´ndar: fX = (x1, x2, . . . , xn) = ϕ(x1)ϕ(x2) . . . ϕ(xn).
Se escribe N(µ,Σ) para la distribucio´n de un vector aleatorio Gaussiano n-dimensional X
con esperanza µ y matriz de covarianza Σ.
Definicio´n 1.4.6. Las distribuciones de dimensio´n finita (fidis) de un proceso estoca´stico
X son todas las distribuciones de los vectores de dimensio´n finita (Xt1 , Xt2 , . . . , Xtn) con
n = 1, 2, . . . y t1, t2, . . . , tn ∈ T.
Definicio´n 1.4.7 (Proceso Gaussiano). Un proceso estoca´stico se llama proceso Gaus-
siano si todas fidis son Gaussianas multivariadas. Por tanto la distribucio´n de un proceso
estoca´stico Gaussiano esta´ determinado solamente por la coleccio´n de las esperanzas y las
matrices de covarianza de las fidis.
Un proceso Gaussiano simple sobre T = [0, 1] consiste de variables aleatorias indepen-
dientes e ide´nticamente distribuidas (iid) con una distribucio´n Normal con media 0 y
varianza 1 N(0, 1). En este caso las fidis esta´n caracterizadas por las funciones de dis-
tribucio´n
P (Xt1 ≤ x1, Xt2 ≤ x2, . . . , Xtn ≤ xn) = P (Xt1 ≤ x1)P (Xt2 ≤ x2) . . . P (Xtn ≤ xn)
= Φ(x1)Φ(x2) . . . Φ(xn).
Cap´ıtulo 2
Movimiento Browniano e Integrales
Estoca´sticas
2.1. Introduccio´n
En este cap´ıtulo se abordara´n algunos conceptos centrales que son muy importantes en
la teor´ıa de los procesos estoca´sticos, la f´ısica y las finanzas.
Primero se hara´ una descripcio´n formal del Movimiento Browniano, junto con sus prin-
cipales caracter´ısticas, adema´s de algunos procesos asociados al Movimiento Browniano.
Luego se definira´ la integral estoca´stica con sus propiedades, y por u´ltimo se presen-
tara´ formalmente un resultado de suma importancia para el ca´lculo estoca´stico y sus
aplicaciones, el lema de Itoˆ.
Definicio´n 2.1.1. Sea (Ω,F, P ) un espacio de probabilidad con una filtracio´n {Ft}t≥0.
Un movimiento Browniano Esta´ndar unidimensional {Bt}t≥0, es un proceso Ft-adaptado,
continuo de valor real con las siguientes propiedades:
i) B0 = 0.
ii) El proceso {Bt}t≥0 tiene incrementos estacionarios, es decir, Bt−Bs d=Bt+h−Bs+h1
para toda s, t ∈ T y para toda s+ h, t+ h ∈ T
iii) El proceso {Bt}t≥0 tiene incrementos independientes, es decir, para cada eleccio´n
de ti ∈ T con t1 < t2 < . . . < tn y n ≥ 1, Bt2 − Bt1 , . . . , Btn − Btn−1 son variables
aleatorias independientes.
iv) Para 0 ≤ s < t <∞, el incremento Bt−Bs sigue una distribucio´n normal con media
cero y varianza t− s.
1La notacio´n Bt−Bs d=Bt+h−Bs+h establece una identidad distribucional entre los dos te´rminos, en
general Bt −Bs 6= Bt−s
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v) {Bt}t≥0 tiene trayectorias continuas y es en ningu´n punto diferenciable.
Figura 2.1: Una trayectoria de un Movimiento Browniano Esta´ndar
En una funcio´n diferenciable, cada punto x de la gra´fica puede ser aproximado por una
funcio´n lineal u´nica que es tangente a la funcio´n en dicho punto x. Para el caso del
Movimiento Browniano, existen infinitas rectas tangentes a la “curva” en cada punto,
hecho que compromete la diferenciabilidad de la trayectoria browniana.
Figura 2.2: Izquierda: funcio´n diferenciable. Derecha: Funcio´n no diferenciable en x = 0,
existen infinitos tangentes que se pueden cruzar por el punto.
Algunas propiedades relevantes del Movimiento Browniano:
i) El Movimiento Browniano es un proceso Gaussiano.
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ii) La covarianza del Movimiento Browniano es cov(Bs, Bt) = mı´n{s, t}.
iii) El Movimiento Browniano es 0.5-autosimilar, es decir,
(T
1
2Bt1 , . . . , T
1
2Btn)
d
=(BTt1 , . . . , BTtn).
Cuando se habla de autosimilaridad, se quiere decir que los patrones a escala de una
trayectoria browniana en algu´n intervalo de tiempo grande o pequen˜o, conserva una forma
similar, pero no son ide´nticos. En la 2.3 se muestra gra´ficamente el concepto intuitivo de
ser autosimilar.
Figura 2.3: Movimientos Brownianos en los cuales se resalta la forma similar a escala.
Existen algunos procesos asociados al Movimiento Browniano, como por ejemplo el
Movimiento Browniano Bridge, el Movimiento Browniano Drift, y uno conocido por su
relacio´n con la dina´mica de precios de un activo, el Movimiento Browniano Geome´trico.
Definicio´n 2.1.2. El proceso {Xt}t≥0 dado por Xt = exp (αt+ λBt) donde Bt es un
Movimiento Browniano Esta´ndar, λ > 0 y α ∈ R; se conoce como Movimiento Browniano
Geome´trico.
El Movimiento Browniano Geome´trico no es un proceso Gaussiano y tiene las siguientes
caracter´ısticas:
i) E[Xt] = exp (α+
λ2
2
)t
ii) V [Xt] = exp (2α + λ
2)t (exp(λ2t)− 1)
iii) cov(Xt, Xs) = exp (α +
λ2
2
)(t+ s) (expλ2s− 1).
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Figura 2.4: Trayectoria de un Movimiento Browniano Geome´trico.
2.2. Integrales Estoca´sticas
En esta seccio´n se definira´ la integral estoca´stica
∫ t
0
f(s)dBs con respecto al Movimiento
Browniano Bt. Como se ha dicho anteriormente, una trayectoria browniana es en ningu´n
punto diferenciable y la integral no puede ser definida en la forma habitual. Sin embargo,
se puede definir la integral para una extensa clase de procesos estoca´sticos usando la
naturaleza estoca´stica del Movimiento Browniano. Esta integral fue definida por Kiyoshi
Itoˆ en 1949, y se conoce como Integral de Estoca´stica de Itoˆ.
Sea (Ω,F, P ) un espacio de probabilidad con una filtracio´n {Ft}t≥0.
Sea {Bt}t≥0 un Movimiento Browniano unidimensional definido sobre el espacio de prob-
abilidad adaptado a la filtracio´n.
Definicio´n 2.2.1. Sea 0 ≤ a < b < ∞. Se denota por M 2([a, b];R) al espacio de
todos los procesos f = {f(t))}a≤t≤b medibles y {F}-adaptados de valor real tales que
‖f‖2a,b := E
[∫ b
a
|f(t)|2dt
]
<∞ 2.
Definicio´n 2.2.2. Un proceso estoca´stico de valor real g = {g(t)}a≤t≤b se llama proceso
simple, si existe una particio´n a = t0 < t1 < . . . < tk = b en [a,b], y variables aleatorias
acotadas ξi, 0 ≤ i ≤ k − 1 tal que ξi es Fti-medible y
g(t) = ξ0I[t0,t1](t) +
k−1∑
i=1
ξiI(ti,ti+1](t) (2.1)
Se denota por M0([a, b];R) a la familia de todos estos procesos, donde
M0([a, b];R) ⊂ M 2([a, b];R
2‖ · ‖a,b define una me´trica sobre M 2([a, b];R) y el espacio es completo bajo esta me´trica.
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Definicio´n 2.2.3 (Integral de Itoˆ parte I). Para un proceso simple g de la forma 2.1 en
Mo([a, b]; ), se define la integral de Itoˆ como∫ b
a
g(t)dBt =
k−1∑
i=0
ξi(Bti+1 −Bti)
Definicio´n 2.2.4 (Media Cero e Isometr´ıa de Itoˆ para procesos simples). Sea
g ∈ M0([a, b];R) entonces se tiene que
i) E[
∫ b
a
g(t)dBt] = 0
ii) E| ∫ b
a
g(t)dBt|2 = E[
∫ b
a
|g(t)|2dt]
Demostracio´n. 2.2.4
i) Como ξi es Fti-medible y adema´s Bti+1−Bti es independiente de Fti , E
[∫ b
a
g(t)dBt
]
es igual a
k−1∑
i=0
E[ξi(Bti+1 −Bti)] =
k−1∑
i=0
E[ξi]E[(Bti+1 −Bti)] = 0.
ii) No´tese que Btj+1 −Btj es independiente de ξiξj
(
Bti+1 −Bti
)
si i < j. De este modo
E
∣∣∣∣∣∣
b∫
a
g(t)dBt
∣∣∣∣∣∣
2
=
∑
0≤i,j≤k−1
E
[
ξiξj
(
Bti+1 −Bti
) (
BtJ+1 −BtJ
)]
k−1∑
i=0
E[ξ2i (Bti+1 −Bti)2] =
k−1∑
i=0
E[ξi]
2E[(Bti+1 −Bti)2]
=
k−1∑
i=0
E[ξi]
2E[(ti+1 − ti)2]
= E
∫ b
a
|g(t)|2 dt
Lema 2.2.1 (Linealidad de la Integral de Itoˆ). Sean g1, g2 ∈ M0([a, b];R) y sean c1, c2
dos nu´meros reales entonces c1g1 + c2g2 ∈M0([a, b];R) y∫ b
a
[c1g1(t) + c2g2(t)] dBt = c1
∫ b
a
g1(t)dBt + c2
∫ b
a
g2(t)dBt
Lema 2.2.2. Para cualquier f ∈ M 2([a, b];R), existe una sucesio´n {gn} de procesos
simples tales que l´ım
n→∞
E[
b∫
a
|f(t)− gn(t)|2 dt] = 0
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La segunda definicio´n de integral de Itoˆ, que se presentara´ a continuacio´n hace referencia
a una extensio´n de la integral de Itoˆ de procesos simples g ∈M0([a, b];R) a procesos ma´s
generales g ∈M 2([a, b];R) y esta´ basada en la siguiente aproximacio´n.
Definicio´n 2.2.5 (Integral de Itoˆ parte II). Sea f ∈M 2([a, b];R). La integral de Itoˆ de
f con respecto a {Bt} es definida por∫ b
a
f(t)dBt = l´ım
n→∞
∫ b
a
gn(t)dBt
Donde {gn} es una sucesio´n de procesos simples tales que
l´ım
n→∞
E[
∫ b
a
|f(t)− gn(t)|2dt] = 0
En la definicio´n 2.2.5 el l´ımite se mantiene independiente de la sucesio´n particular {gn}.
Por ejemplo, si {hn} es otra sucesio´n de procesos simples que converge a f en el sentido que
l´ım
n→∞
E[
∫ b
a
|f(t)− hn(t)|2dt] = 0, entonces la sucesio´n {ϕn}, donde ϕ2n−1 = gn y ϕ2n = hn
son tambie´n convergentes a f en el mismo sentido.
Teorema 2.2.3. Sean f, g ∈M 2([a, b];R) y sean α, β dos nu´meros reales, entonces
i)
b∫
a
f(t)dBtes Fb-medible
ii) E
∫ b
a
f(t)dBt = 0
iii) E
∣∣∣∫ ba f(t)dBt∣∣∣2 = E ∫ ba |f(t)|2 dt
iv)
∫ b
a
[αf(t) + βg(t)] dBt = α
∫ b
a
f(t)dBt + β
∫ b
a
g(t)dBt
Teorema 2.2.4. Sea f ∈M 2([a, b];R). Entonces E
[∫ b
a
f(t)dBt/Fa
]
= 0 :
E
[∣∣∣∣∫ b
a
f(t)dBt
∣∣∣∣2 /Fa
]
= E
[∫ b
a
|f(t)|2dt/Fa
]
=
∫ b
a
E
[|f(t)|2/Fa] dt.
Lema 2.2.5. Si f ∈M 2([a, b;R) y ξ es una variable aleatoria Fa-medible de valor real,
entonces ξf ∈M 2(a, b;R) y ∫ b
a
ξf(t)dBt = ξ
∫ b
a
f(t)dBt.
Es claro que si f ∈M 2([a, b];R) entonces ξf ∈M 2([a, b];R). Si f es un proceso simple
entonces la igualdad anterior es inmediata por la definicio´n de integral estoca´stica. Para
el caso general en el que f ∈M 2([a, b];R), se toma {gn} como una sucesio´n de procesos
simples que satisfacen l´ımn→∞E
∫ b
a
|ξf(t)− ξgn(t)|2dt = 0. De igual modo la igualdad se
mantiene y la variable aleatoria ξ actu´a como una constante.
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Definicio´n 2.2.6. Sea f ∈ M ([0, T ];R). Se define I(t) = ∫ t
0
f(s)dBs para 0 ≤ t ≤ T ,
donde I(0) =
∫ 0
0
f(s)dBs = 0. I(t) se conoce con el nombre de integral indefinida de Itoˆ
sobre f .
2.2.1. La Fo´rmula de Itoˆ
Cuando se intenta evaluar una integral estoca´stica, no es muy apropiado utilizar la defini-
cio´n rigurosa. Esta situacio´n es similar al caso de evaluar una integral ordinaria realizando
las sumatorias de Riemann, en lugar de utilizar el teorema fundamental del ca´lculo y la
regla de la cadena.
A diferencia del ca´lculo ordinario, que comprende teor´ıa de diferenciacio´n e integracio´n,
este contexto solo posee teor´ıa de integracio´n; sin embargo resulta posible establecer una
versio´n de la regla de la cadena para integrales de Itoˆ, la cual se conoce como la Fo´rmula
de Itoˆ.
Sea {Bt}t≥0 un Movimiento Browniano Unidimensional definido sobre un espacio de prob-
abilidad (Ω,F, p) adaptado a la filtracio´n {Ft}t≥0. L 1(R+,Rn) denota la familia de todos
los procesos f = {f(t)}t≥0 que son {Ft}-adaptados medibles, de valores en Rn tales que∫ T
0
|f(t)|dt <∞ para toda T > 0.
Definicio´n 2.2.7. Un proceso de Itoˆ unidimensional es un proceso {x(t)}t>0 adaptado
continuo de la forma x(t) = x(0) +
∫ t
0
f(s)ds +
∫ t
0
g(x)dBs, donde f ∈ L 1(R+,R) y
g ∈ L 2(R+,R). Se dice que x(t) tiene diferencial estoca´stica dx(t); t ≥ 0 dada por
dx(t) = f(t)dt+ g(t)dBt.
C2,1(Rn × R+;R) denota la familia de todas las funciones V (x, t) de valor real definidas
sobre Rn×R que son al menos dos veces continuamente diferenciables en x y una vez en
t. Si V ∈ C2,1(Rn ×R+;R) se tomara´
Vt =
∂V
∂t
Vx =
(
∂V
∂x1
,
∂V
∂x2
, . . . ,
∂V
∂xn
)
;
Vxx =
(
∂2V
∂xi∂xj
)
n×n
=

∂2V
∂x21
. . . ∂
2V
∂x1∂xn
...
. . .
...
∂2V
∂xn∂x1
. . . ∂
2V
∂x2n

Teorema 2.2.6 (Fo´rmula de Itoˆ Unidimensional). Sea {x(t)}t≥0 un proceso de Itoˆ con
diferencial estoca´stica dx(t) = f(t)dt+ g(t)dBt, donde f ∈ L 1(R+;R) y g ∈ L 2(R+;R).
Se tomara´ V ∈ C2,1(R×R+;R). Entonces V (x(t), t) define un nuevo proceso de Itoˆ con
diferencial estoca´stica dada por
dV (x(t), t) =
[
Vt(x(t), t) + Vx(x(t), t)f(t) +
1
2
Vxx(x(t), t)g
2(t)
]
dt+ Vx(x(t), t)g(t)dBt.
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La fo´rmula de Itoˆ puede extenderse a una versio´n Multidimensional, pero antes se debe
definir el Movimiento Browniano Multidimensional.
El proceso estoca´stico B(t) = (B1(t), B2(t), . . . , Bm(t))
T, t ≥ 0 se conoce como Movimien-
to Browniano m-dimensional y es definido sobre un espacio de probabilidad completo
(Ω,F, p) adaptado a la filtracio´n {Ft}t≥0.
En general L p([a, b];Rn) denota la familia de todos los procesos f = {f(t)}a≤t≤b que son
{Ft}-adaptados medibles, de valores en Rn tales que
∫ b
a
|f(t)|pdt <∞.
Definicio´n 2.2.8. Un proceso de Itoˆ n-dimensional es un proceso
x(t) = (x1(t), x2(t), . . . , xn(t))
T; t ≥ 0 adaptado, continuo y con valores en Rn de
la forma
x(t) = x(0) +
∫ t
0
f(s)ds+
∫ t
0
g(s)dB(s),
donde f = (f1, f2, . . . , fn)
T ∈ L 1(R+;Rn) y g = (gij)n×m ∈ L 2(R+;Rn×m). Se dice que
x(t) tiene diferencial estoca´stica dx(t); t ≥ 0 dada por dx(t) = f(t)dt + g(t)dBt donde
B(t) es un Movimiento Browniano m-dimensional.
Teorema 2.2.7 (Fo´rmula de Itoˆ Multidimensional). Sea x(t) en proceso de Itoˆ n-
dimensional con t ≥ 0 con diferencial estoca´stico dado por dx(t) = f(t)dt + g(t)dB(t),
donde f ∈ L 1(R+;Rn) y g ∈ L 2(R+;Rn×m). Considere V ∈ C2,1(Rn ×R+;R) entonces
V (x(t), t) define un nuevo proceso de Itoˆ con diferencial estoca´stica dada por
dV (x(t), t) =
[
Vt(x(t), t) + Vx(x(t), t)f(t) +
1
2
traza
(
gT(t)Vxx(x(t), t)g(t)
)]
dt
+ Vx(x(t), t)g(t)dB(t) (2.2)
En la ecuacio´n 2.2 se introduce la tabla de multiplicacio´n formal:
dt · dt = 0; dBi · dt = 0; dBi · dBi = dt; dBi · dBj = 0 si i 6= j.
Las integrales estoca´sticas tambie´n tienen una versio´n de integracio´n por partes ana´loga
a la integracio´n por partes del ca´lculo ordinario. Se vera´ a continuacio´n esta versio´n:
Teorema 2.2.8 (Fo´rmula de Integracio´n por partes). Sea {x(t)}t≥0 un proceso de Itoˆ
Unidimensional con diferencial estoca´stico
dx(t) = f(t)dt+ g(t)dBt
donde f ∈ L 1(R+;R) y g ∈ L 2(R+;R1×m). Sea {y(t)}t≥0 un proceso adaptado continuo
de valor real con variacio´n finita. Entonces,
d[x(t)y(t)] = y(t)dx(t) + x(t)dy(t),
en otras palabras, x(t)y(t) − x(0)y(0) = ∫ t
0
y(s)[f(s)ds + g(s)dBs] +
∫ t
0
x(s)dy(s), donde
esta u´ltima integral se conoce como la integral de Lebesgue-Stieltjes.
Cap´ıtulo 3
Ecuaciones Diferenciales Estoca´sticas
Las Ecuaciones Diferenciales Estoca´sticas (E.D.E) tienen mu´ltiples aplicaciones en
Matema´ticas, F´ısica, Demograf´ıa y Finanzas. Estas tienen un tratamiento similar a las
Ecuaciones Diferenciales Ordinarias en el momento de hallar soluciones expl´ıcitas.
En este cap´ıtulo se presentara´n algunos conceptos ba´sicos y los teoremas de existencia y
unicidad. Tambie´n se hara´ la descripcio´n de algunos me´todos de solucio´n, se dara´n algunas
soluciones expl´ıcitas para Ecuaciones Diferenciales Estoca´sticas Lineales y se presentara´n
los me´todos de aproximacio´n nume´rica de Euler y Milstein.
Sea (Ω,F, p) un espacio de probabilidad completo con una filtracio´n Ft ≥ 0.
Sea B(t) = (B1(t), B2(t), . . . , Bm(t))
T, t ≥ 0 un Movimiento Browniano m-dimensional
definido sobre este espacio.
Tome 0 ≤ t0 < T <∞.
Sea x0 una variable aleatoria de valores en R
n Ft0-medible tal que E|x0|2 <∞.
Sea f : R2 × [t0, T ]→ Rn y g : Rn × [t0, T ]→ Rn×m ambas Borel-medibles.
Considere la Ecuacio´n Diferencial Estoca´stica n-dimensional del tipo
dx(t) = f(x(t), t)dt+ g(x(t), t)dtB(t); t0 ≤ t < T (3.1)
Con valor inicial x(t0) = x0. Por definicio´n de diferencial estoca´stica, esta ecuacio´n es
equivalente a la ecuacio´n integral estoca´stica dada por:
x(t) = x0 +
∫ t
t0
f(x(s), s)ds+
∫ t
t0
g(x(s), s)dB(s); t0 ≤ t ≤ T (3.2)
Definicio´n 3.0.9. Un proceso estoca´stico {x(t)}t0≤t≤T con valores en Rn se conoce como
solucio´n de la ecuacio´n (3.1) si tiene las siguientes propiedades:
i) {x(T)} es continua y Ft adaptada
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ii) {f(x(t), t)} ∈ L 1([t0, T ];Rn) y {g(x(t), t)} ∈ L 2([t0, T ];Rn×m)
iii) La ecuacio´n (3.2) se cumple para todo t ∈ [t0, T ], con probabilidad 1.
Una solucio´n {x(t)} se dice es u´nica si cualquier otra solucio´n {x¯(t)} es ide´ntica a
{x(t)}, es decir:
P{x(t) = x¯(t)} = 1; t ∈ [t0, T ]
La solucio´n de la ecuacio´n (3.1) puede denotarse por x(t; t0, x0). Adema´s de la ecuacio´n
(3.2) es claro que para toda S ∈ [t0, T ],
x(t) = x(S) +
∫ t
S
f(x(r), r)dr +
∫ t
S
g(x(r), r)dB(r); S ≤ t ≤ T
Pero esta u´ltima ecuacio´n es una Ecuacio´n Diferencial Estoca´stica sobre [S, T ] con valor
inicial x(S) = x(S; t0, x0), cuya solucio´n puede escribirse como x(t;S, x(S; t0, x0)). De este
modo puede observarse que la solucio´n de la ecuacio´n (3.1) satisface la propiedad
x(t; t0, x0) = x(t;S, x(S; t0, x0)); t0 ≤ S ≤ t ≤ T
3.1. Existencia y Unicidad de las Soluciones
Teorema 3.1.1. Suponga que existen dos constantes positivas K y K¯ tales que:
1. Condicio´n de Lipschitz: Para toda x, y ∈ Rn y t ∈ [t0, T ]
|f(x, t)− f(y, t)|2 ∨ |g(x, t)− g(y, t)|2 ≤ K¯ |x− y|2
2. Condicio´n Lineal de Crecimiento: Para toda (x, t) ∈ Rn × [t0, T ]
|f(x, t)|2 ∨ |g(x, t)|2 ≤ K(1 + |x|2)
Entonces existe una u´nica solucio´n x(t) a la ecuacio´n (3.1) y la solucio´n pertenece a
M 2([t0, T ];Rn).
Teorema 3.1.2. Suponga que la condicio´n de crecimiento lineal se cumple, pero la condi-
cio´n de Lipschitz se reemplaza por la siguiente Condicio´n de Lipschitz Local:
Para cada entero n ≥ 1 , existe una constante positiva Kn tal que para toda t ∈ [t0, T ] y
toda x, y ∈ Rn con |x| ∨ |y| ≤ n,
|f(x, t)− f(y, t)|2 ∨ |g(x, t)− g(y, t)|2 ≤ Kn |x− y|2
Entonces existe una solucio´n u´nica x(t) a la ecuacio´n (3.1) en M 2([t0, T ];Rn).
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Teorema 3.1.3. Suponga que la condicio´n de Lipschitz local se cumple, pero la condicio´n
de crecimiento lineal se reemplaza por la siguiente Condicio´n Mono´tona:
Existe una constante positiva K tal que para toda (x, y) ∈ Rn × [t0, T ]
xTf(x, t) +
1
2
|g(x, t)|2 ≤ K(1 + |x|2)
Entonces existe una u´nica solucio´n x(t) a la ecuacio´n (3.1) en M 2([t0, T ];Rn)
La condicio´n local de Lipschitz garantiza que la solucio´n existe en [t0, τ∞], donde
τ∞ = l´ım
n→∞
τn. Pero la condicio´n mono´tona en lugar de la condicio´n de crecimiento
lineal, garantiza que τ∞ = T , es decir, que la solucio´n existe sobre el intervalo [t0, T ].
Considere la E.D.E dada por
dx(t) = f(x(t), t)dt+ g(x(t), t)dB(t) (3.3)
con valor inicial x(T0) = x0. Si las suposiciones de existencia y unicidad se cumplen para
cada subintervalo finito [t0, T ] de [t0,∞), entonces la ecuacio´n (3.3) tiene una solucio´n
u´nica x(t) sobre el intervalo completo [t0,∞]. Esta solucio´n, se llama Solucio´n Global.
Teorema 3.1.4. Suponga que para cada nu´mero real T > t0 y para cada entero n ≥ 1,
existe una constante positiva KT,n tal que para toda t ∈ [t0, T ] y toda x, y ∈ Rn con
|x| ∨ |y| ≤ n, se tiene |f(x, t)− f(y, t)|2 ∨ |g(x, t)− g(y, t)|2 ≤ KT,n |x− y|2.
Suponga adema´s que para toda T > t0, existe una constante KT positiva tal que para toda
(x, t) ∈ Rn × [t0, T ],
xTf(x, t) +
1
2
|g(x, t)|2 ≤ KT (1 + |x|2)
Entonces existe una u´nica solucio´n global x(t) de la ecuacio´n (3.3) y la solucio´n pertenece
a M 2([t0,∞];Rn).
3.2. Ecuaciones Diferenciales Estoca´sticas Lineales
En general, las Ecuaciones Diferenciales Estoca´sticas No Lineales no tienen solucio´n ex-
pl´ıcita y en la pra´ctica, pueden utilizarse soluciones aproximadas. Sin embargo, es posible
encontrar soluciones expl´ıcitas para las ecuaciones lineales.
En esta seccio´n, se obtendra´ la solucio´n expl´ıcita de la Ecuacio´n Diferencial Estoca´stica
General n-dimensional
dx(t) = (F (t)x(t))dt+
m∑
k=1
(Gk(t)x(t) + gk(t))dBk(t) (3.4)
sobre [t0, T ], donde F (·), Gk(·) son funciones de valor matricial de orden n×n, f(·), gk(·)
son funciones de valores en Rn y B(t) = (B1(t), B2(t), . . . , Bm(t))
T es un Movimiento
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Browniano m-dimensional.
La ecuacio´n lineal se dice es homoge´nea si f(t) = g(t) = . . . ≡ 0; se dice que es lineal en
el sentido estrecho si G1(t) = G2(t) = . . . ≡ 0 y se dice que es auto´noma si los coeficientes
F, f,Gk, gk son todos independientes de t.
Tambie´n se asumira´ que F, f,Gk, gk son todos Borel-medibles y acotados sobre [t0, T ]. De
este modo, por el Teorema de existencia y unicidad, la ecuacio´n (3.4) tiene una u´nica solu-
cio´n continua enM 2([t0, T ];Rn) para cada valor inicial x(t0) = x0, el cual es Ft0- medible
y pertenece a L 2(Ω;Rn).
3.2.1. Fo´rmula Estoca´stica de Liouville
Considere la Ecuacio´n Diferencial Estoca´stica Lineal Homoge´nea
dx(t) = (F (t)x(t))dt+
m∑
k=1
Gk(t)x(t)dBk(t); t ∈ [t0, T ] (3.5)
Segu´n lo asumido F (t) = (Fij(t))n×n, Gk = (Gkij(t))n×n son todas Borel-medibles y
acotadas. Para cada j = 1, 2, . . . , n, tiene ej como un vector columna unitario en la
direccio´n de xj, es decir, ej = (0, 0, . . . , 1︸ ︷︷ ︸
j
, 0, . . . , 0)T.
Sea Φj(t) = (Φ1j(t),Φ2j(t), . . . ,Φnj(t))
T la solucio´n de la ecuacio´n (3.5) con valor inicial
x(t0) = ej. Defina la matriz de dimensio´n n× n
Φ(t) = (Φ1(t),Φ2(t), . . . ,Φn(t)) = (Φij(t))n×n
Φ(t) se conoce como matriz fundamental de la ecuacio´n (3.5). Observe que Φ(t0) es la
matriz identidad de orden n× n y
dΦ(t) = F (t)Φ(t)dt+
m∑
k=1
Gk(t)Φ(t)dBk(t) (3.6)
La ecuacio´n (3.6) tambie´n puede expresarse de la siguiente forma:
Para i ≤ 1, j ≤ n,
dΦij(t) =
n∑
l=1
Fil(t)Φlj(t)dt+
m∑
k=1
n∑
l=1
Gkil(t)Φlj(t)dBk(t) (3.7)
El siguiente teorema muestra que cualquier solucio´n de la ecuacio´n (3.1) puede ser ex-
presada en te´rminos de Φ(t) y esta es la razo´n por la cual Φ(t) se conoce como matriz
fundamental.
3.2. ECUACIONES DIFERENCIALES ESTOCA´STICAS LINEALES 19
Teorema 3.2.1. Dada la condicio´n inicial x(t0) = x0, la u´nica solucio´n para la ecuacio´n
(3.1) esta´ dada por x(t) = Φ(t)x0
Definicio´n 3.2.1. Se denota por W (t) al determinante de la matriz fundamental, Φ(t),
es decir, W (t) = det(Φ(t))
W (t) se conoce como el determinante Wroskiano Estoca´stico, donde W (t0) = 1
Teorema 3.2.2 (Fo´rmula de Liouville Estoca´stica). El determinante Wroskiano Es-
toca´stico W (t) esta´ dado por la expresio´n
W (t) = exp
[(∫ t
t0
tr(F (s))− 1
2
m∑
k=1
tr(Gk(s))G
T
k (s)
)
ds+
m∑
k=1
∫ t
to
tr(Gk(s))dBk(s)
]
(3.8)
Lema 3.2.3. Sean a(·) y bk(·) funciones acotadas Borel-medibles de valor real sobre [to, T ],
luego
y(t) = y0 exp
[∫ t
t0
(
a(s)− 1
2
m∑
k=1
b2k(s)
)
ds+
m∑
k=1
∫ t
t0
bk(s)dBk(s)
]
(3.9)
es la u´nica solucio´n de la Ecuacio´n Diferencial Estoca´stica Lineal Escalar
dy(t) = a(t)y(t)dt+
m∑
k=1
bk(t)y(t)dBk(t); t ∈ [t0, T ] (3.10)
con valor inicial y(t0) = y0.
La Fo´rmula de Liouville Estoca´stica (3.8), implica directamente que W (t) > 0, es decir,
para toda t ∈ [t0, T ], la cual a su vez implica que Φ(t) es invertible como se establece en
el siguiente teorema.
Teorema 3.2.4. Para toda t ∈ [t0, T ], la matriz fundamental Φ(t)es invertible con prob-
abilidad 1. La matiz Φ−1(t) se llama la inversa de la matriz Φ(t).
3.2.2. Fo´rmula de Variacio´n de las Constantes
Considere de nuevo la Ecuacio´n Diferencial Estoca´stica Lineal General n-dimensional
dx(t) = (F (t)x(t) + f(t))dt+
m∑
k=1
(Gk(t)x(t) + gk(t)dBk(t)) (3.11)
donde t ∈ [t0, T ] con valor inicial x(t0) = x0. La ecuacio´n
dx(t) = (F (t)x(t))dt+
m∑
k=1
(Gk(t)x(t) + gk(t))dBk(t) (3.12)
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se llama Ecuacio´n Homoge´nea correspondiente del primer sistema (3.11). En esta seccio´n
se establecera´ una fo´rmula muy u´til, que se conoce como Fo´rmula de Variacio´n de las
Constantes, la cual representa la u´nica solucio´n para la ecuacio´n (3.11) en te´rminos de
la matriz fundamental para la correspondiente ecuacio´n homoge´nea (3.12).
Teorema 3.2.5. La u´nica solucio´n para la ecuacio´n (3.11) puede ser expresada como
x(t) = Φ(t)
(
x0 +
∫ t
t0
Φ−1(t)
[
f(s)−
m∑
k=1
Gk(s)gk(s)
]
ds+
m∑
k=1
∫ t
t0
Φ−1(t)gk(s)dBk(s)
)
donde Φ(t) es la matriz fundamental de la ecuacio´n homoge´nea correspondiente.
A continuacio´n se presentara´n 3 tipos diferentes de Ecuaciones Diferenciales Estoca´sticas
en las que la matriz fundamental Φ(t) es de gran importancia para hallar la solucio´n
expl´ıcita de cada ecuacio´n bajo la condicio´n inicial x(t0) = x0 sobre el intervalo [t0, T ].
3.2.3. Ecuaciones Lineales Escalares
Considere la Ecuacio´n Diferencial Estoca´stica Lineal Escalar General dada por
dx(t) = (a(t)x(t) + a¯(t))dt+
m∑
k=1
(bk(t)x(t) + b¯k(t))dBk(t) (3.13)
sobre [t0, T ] con valor inicial x(t0) = x0. En este caso x0 ∈ L 2(Ω;R) es Ft0-medible,
y a(t), a¯(t), bk(t), b¯k(t) son funciones escalares acotadas Borel-medibles sobre [t0, T ]. La
ecuacio´n lineal homoge´nea correspondiente esta´ dada por
dx(t) = a(t)x(t)dt+
m∑
k=1
bk(t)x(t)dBk(t) (3.14)
Por el lema 3.2.3, la solucio´n fundamental para la ecuacio´n (3.14) esta´ dada por
Φ(t) = exp
[∫ t
t0
(
a(s)− 1
2
m∑
k=1
b2k(s)
)
ds+
m∑
k=1
∫ t
t0
bk(s)dBk(s)
]
.
Ahora, aplicando el teorema 3.2.5, se obtiene la solucio´n expl´ıcita para la ecuacio´n (3.13)
dada por
x(t) = Φ(t)
(
x0 +
∫ t
t0
Φ−1(t)
[
a¯(s)−
m∑
k=1
bk(s)b¯k(s)
]
ds+
m∑
k=1
∫ t
t0
Φ−1(t)b¯k(s)dBk(s)
)
.
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3.2.4. Ecuaciones Lineales en el Sentido Estricto
Considere la Ecuacio´n Diferencial Estoca´stica Lineal n-dimensional dada por
dx(t) = (F (t)x(t) + f(t)) dt+
m∑
k=1
gk(t)dBk(t) (3.15)
sobre [t0, T ] con valor inicial x(t0) = x0, donde F, f, gk son Borel-medibles y acotadas
sobre [t0, T ] y x(t0) = x0 es Ft0-medible y pertenece a L
2(Ω;Rn).
La ecuacio´n lineal homoge´nea correspondiente es la ecuacio´n diferencial ordinaria
dx(t) = F (t)x(t)dt (3.16)
La solucio´n para la ecuacio´n (3.15) tiene la forma
x(t) = Φ(t)
(
x0 +
∫ t
t0
Φ−1(s)f(s)ds+
m∑
k=1
∫ t
t0
Φ−1(s)gk(s)dBk(s)
)
(3.17)
donde Φ(t) es la matriz fundamental para la ecuacio´n (3.16).
En particular, cuando F (t) es independiente de t, es decir, F (t) = F es una matriz
constante de dimensio´n n × n, la matriz fundamental Φ(t) tiene la forma simple Φ(t) =
eF (t−t0) y su matriz inversa Φ−1(t) = e−F (t−t0), la ecuacio´n (3.15) tiene la solucio´n expl´ıcita
dada por
x(t) = eF (t−t0)
(
x0 +
∫ t
t0
e−F (t−t0)f(s)ds+
m∑
k=1
∫ t
t0
e−F (t−t0)gk(s)dBk(s)
)
3.2.5. Ecuaciones Lineales Auto´nomas
Considere la Ecuacio´n Diferencial Estoca´stica Lineal n-dimensional dada por
dx(t) = (F · x(t) + f)dt+
m∑
k=1
(Gk · x(t) + gk)dBk(s) (3.18)
sobre [t0, T ] con la condicio´n inicial x(t0) = x0, donde F,Gk ∈ Rn×n y f, gk ∈ Rn.
La ecuacio´n homoge´nea correspondiente esta´ dada por
dx(t) = Fx(t)dt+
m∑
k=1
Gkx(t)dBk(t) (3.19)
En general, la matriz fundamental Φ(t) no es dada en forma expl´ıcita. Sin embargo, si las
matrices F,G1, G2, . . . , Gm conmutan, es decir, si FGk = GkF , GkGj = GjGk para toda
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k ≥ 1, j ≤ m, entonces las matriz fundamental para la ecuacio´n (3.19) tiene la forma
expl´ıcita
Φ(t) = exp
[(
F − 1
2
m∑
k=1
G2k
)
(t− t0) +
m∑
k=1
Gk(Bk(t)−Bk(t0))
]
de este modo la Ecuacio´n Lineal Auto´noma (3.18) tiene solucio´n expl´ıcita dada por
x(t) = Φ(t)
[
x0 +
(∫ t
t0
Φ−1(s)ds
)(
f −
m∑
k=1
Gkgk
)
+
m∑
k=1
(∫ t
t0
Φ−1(s)dBk(s)
)
gk
]
3.3. Aproximaciones Nume´ricas para EDE
Muchas Ecuaciones Diferenciales Estoca´sticas no pueden resolverse expl´ıcitamente, por
esto es conveniente disponer de me´todos nume´ricos que permitan la simulacio´n de solu-
ciones. En esta seccio´n se presentara´n los me´todos de aproximacio´n de Euler y Milstein
con los coeficientes de error que determinan la medida de la calidad en la aproximacio´n,
basados en la diferencia entre los momentos de primer orden y en la diferencia entre la
solucio´n y su aproximacio´n, y adema´s se dara´ un ejemplo de cada me´todo de aproximacio´n
para el caso unidimensional.
3.3.1. Me´todo de Aproximacio´n de Euler
El me´todo de aproximacio´n de Euler4 para Ecuaciones Diferenciales Estoca´sticas es similar
al me´todo de Euler para resolver Ecuaciones Diferenciales ordinarias, y esta´ basado en la
discretizacio´n de dos integrales y su respectiva aproximacio´n dada por la evaluacio´n del
integrando en el punto inferior de cada subintervalo [ti, ti+1] sobre [0, T ].
Considere la Ecuacio´n Diferencial Estoca´stica dada por
dXt = f(Xt)dt+ g(Xt)dBt (3.20)
sobre [0, T ] con la condicio´n inicial X(0) = X0, donde f y g son dos funciones escalares.
La ecuacio´n (3.20) puede expresarse en forma integral como
Xt = X0 +
∫ t
0
f(Xs)ds+
∫ t
0
g(Xs)dBs; 0 ≤ t ≤ T.
Tome la subdivisio´n τn del intervalo [0, T ] dada por τn : 0 = t0 < t1 < . . . < tn−1 < tn =
T .
Luego, la solucio´n Xt de la ecuacio´n diferencial sera´ aproximada en cada punto ti de la
particio´n por
Xti = Xti−1 +
∫ ti
ti−1
f(Xs)ds+
∫ ti
ti−1
g(Xs)dBs; i = 1, 2, . . . , n. (3.21)
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La aproximacio´n de Euler se basa en la discretizacio´n de esta u´ltima ecuacio´n, por medio
de las siguientes aproximaciones:
i)
∫ ti
ti−1
f(Xs)ds ≈ f(Xti−1)4ti
ii)
∫ ti
ti−1
g(Xs)dBs ≈ g(Xti−1)4Bi,
donde 4ti = ti − ti−1 y 4Bi = Bti −Bti−1 .
Si se denota por X
(n)
ti a la solucio´n aproximada de la ecuacio´n diferencial, la aproximacio´n
de Euler para Xti esta´ dada por:
X
(n)
ti = X
(n)
ti−1 + f(X
(n)
ti−1)4ti + g(X(n)ti−1)4Bi con i = 1, 2, . . . , n.
El esquema general para el me´todo de Euler esta´ dado por
X
(n)
0 = X0
X
(n)
t1 = X
(n)
0 + f(X
(n)
0 )4t+ g(X(n)0 )4Bt1
X
(n)
t2 = X
(n)
t1 + f(X
(n)
t1 )4t+ g(X(n)t1 )4Bt2
...
X
(n)
T = X
(n)
tn−1 + f(X
(n)
tn−1)4t+ g(X(n)tn−1)4Btn .
Para analizar la calidad de las soluciones aproximadas por el me´todo de Euler y la aprox-
imacio´n de Milstein, la cual sera´ explicada posteriormente, y teniendo en cuenta que Xt y
X
(n)
t debera´n estar “acopladas”hasta el final del intervalo [0, T ], se introduce el coeficiente
de error es, que mide la diferencia entre la solucio´n de la ecuacio´n diferencial estoca´stica
y la solucio´n aproximada dado por es = E
∣∣∣XT −X(n)T ∣∣∣.
Una buena aproximacio´n de Xt se llama solucio´n nume´rica fuerte. Para establecer la
medida de la calidad de las aproximaciones se introducira´n los siguientes conceptos im-
portantes:
Definicio´n 3.3.1. Se dice que X
(n)
t es una solucio´n nume´rica fuerte de la Ecuacio´n Difer-
encial Estoca´stica (3.20) si es → 0 cuando 4t→ 0.
Definicio´n 3.3.2. Se dice que la solucio´n nume´rica X
(n)
t converge fuertemente a Xt con
orden r > 0 si existe una constante c > 0 tal que es < c4tr para 4t lo suficientemente
pequen˜o.
El orden de convergencia fuerte mide la tasa a la cual la media del error se acerca a cero
cuando 4t→ 0.
Otra medida de error no esta´ basada en la cercan´ıa de la solucio´n expl´ıcita y
la solucio´n aproximada, sino en la diferencia de los momentos de primer orden;
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ew =
∣∣∣Ef(XT )− Ef(X(n)T )∣∣∣, donde f es una funcio´n suave, generalmente polino´mi-
ca.
Definicio´n 3.3.3. Se dice que X
(n)
t es una solucio´n nume´rica de´bil de la Ecuacio´n Difer-
encial Estoca´stica (3.20) si ew → 0 cuando 4t→ 0.
Definicio´n 3.3.4. Se dice que la solucio´n nume´rica X
(n)
t converge de´bilmente a Xt con
orden r > 0 si existe una constante c > 0 tal que ew < c4tr para 4t lo suficientemente
pequen˜o.
El orden de convergencia de´bil mide la tasa a la cual el error de las medias se acerca a
cero cuando 4t→ 0.
El me´todo de Euler converge fuertemente con orden r = 0,5 y de´bilmente con orden r = 1.
Figura 3.1: Aproximaciones de Euler para dXt = λXtdt+ µXtdBt con λ = 1, µ = 2
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3.3.2. Me´todo de Aproximacio´n de Milstein
La aproximacio´n de Milstein introduce una correccio´n al me´todo de Euler, que aumenta
el orden de convergencia fuerte a 1. La correccio´n surge porque la expansio´n tradicional
de Taylor debe ser modificada en el sentido de Itoˆ. La idea consiste en aplicar la fo´rmula
de Itoˆ a los integrandos f(Xs) y g(Xs) en la ecuacio´n (3.21) para obtener
Xti −Xti−1 =
∫ ti
ti−1
[
f(Xti−1) +
∫ s
ti−1
(ff ′ +
1
2
g2f ′′)dy +
∫ ti
ti−1
gf ′dBy
]
ds +∫ ti
ti−1
[
g(Xti−1) +
∫ s
ti−1
(ff ′ +
1
2
g2f ′′)dy +
∫ ti
ti−1
gf ′dBy
]
ds
Al considerar la igualdad
∫ ti
ti,1
∫ s
ti−1
dBydBs =
1
2
[(4Bti)2 −4ti] y la aproximacio´n∫ ti
ti,1
∫ s
ti−1
gg′dBydBs ≈ g(Xti−1)g′(Xti−1)
∫ ti
ti,1
∫ s
ti−1
dBydBs se obtiene el me´todo de aproxi-
macio´n de Milstein dado por
X
(n)
ti = X
(n)
ti−1 + f(X
(n)
ti−1)4t+ g(X(n)ti−1)4Bti +
1
2
g(X
(n)
ti−1)g
′(X(n)ti−1)v
[
(4Bti)2 −4t
]
para i = 1, 2, . . . , n.
El esquema general para el me´todo de Milstein esta´ dado por
X
(n)
0 = X0
X
(n)
t1 = X
(n)
0 + f(X
(n)
0 )4t+ g(X(n)0 )4Bt1 +
1
2
g(X
(n)
0 )g
′(X(n)0 )v
[
(4Bt1)2 −4t
]
X
(n)
t2 = X
(n)
t1 + f(X
(n)
t1 )4t+ g(X(n)t1 )4Bt2 +
1
2
g(X
(n)
t1 )g
′(X(n)t1 )v
[
(4Bt2)2 −4t
]
...
X
(n)
T = X
(n)
tn−1 + f(X
(n)
tn−1)4t+ g(X(n)tn−1)4Btn +
1
2
g(X
(n)
tn−1)g
′(X(n)tn−1)v
[
(4Btn)2 −4t
]
.
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Figura 3.2: Aproximaciones de Milstein para dXt = λXtdt+ µXtdBt con λ = 1, µ = 2
3.4. Ecuaciones Diferenciales Parciales
En esta seccio´n se explorara´ la conexio´n intima que existe entre las ecuaciones diferenciales
estoca´sticas y ciertas ecuaciones diferenciales parciales parabo´licas. Tambie´n se presen-
tara´ la formula de representacio´n estoca´stica de Feynman-Kac, que sera´ de gran utilidad
ma´s adelante cuando se estudie el modelo de Black-Scholes. Por u´ltimo se hara´ una breve
descripcio´n de las ecuaciones Backward y Forward de Kolmogorov, y de la ecuacio´n de
Fokker-Planck.
Definicio´n 3.4.1. Considere la Ecuacio´n Diferencial Estoca´stica n-dimensional
dXt = µ(t,Xt)dt+ σ(t,Xt)dWt
El operador diferencial parcial A, conocido como operador infinitesimal paraX, es definido
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para cualquier funcio´n h(x);h ∈ C2 por
A · h(t, x) =
n∑
i=1
µi(t, x)
δh(x)
δxi
+
1
2
n∑
i,j=1
Cij(t, x)
δ2h(x)
δxiδxj
,
donde C(t, x) = σ(t, x)σ′(t, x)
Este operador tambie´n se conoce como operador de Dynkin, operador de Itoˆ, o el operador
backward de Kolmogorov. En te´rminos del generador infinitesimal, la fo´rmula De Itoˆ
adquiere la forma
df(t,Xt) =
{
δf
δt
+Af
}
dt+ [∇xf ]σdWt
donde el gradiente ∇x esta´ definido para h ∈ C1(Rn) como
∇xh =
[
δh
δx1
,
δh
δx2
, . . . ,
δh
δxn
]
.
3.4.1. El Problema de Cauchy
Dadas tres funciones escalares µ(t, x), σ(t, x) y Φ(x), la tarea es encontrar una funcio´n F
que satisfaga el siguiente problema de valor frontera sobre [0, T ]×R
∂F
∂t
(t, x) + µ(t, x)
∂F
∂x
+
1
2
σ2(t, x)
∂2F
∂x2
= 0 (3.22)
F (T, x) = Φ(x) (3.23)
En lugar de atacar este problema usando solamente herramientas anal´ıticas, se constru-
ira´ una fo´rmula de representacio´n estoca´stica, la cual dara´ la solucio´n a esta ecuacio´n en
te´rminos de una EDE que esta´ asociada en forma natural a (3.22) y (3.23). De este modo
se hara´ la suposicio´n que existe una solucio´n F para estas dos ecuaciones.
To´mese un punto fijo t en el tiempo y un punto fijo x en el espacio. Defina el proceso
estoca´stico Xt sobre el intervalo de tiempo [t, T ] como la solucio´n a la EDE
dXt = µ(s,Xs)dt+ σ(s,Xs)dWs,
Xt = x,
el generador infinitesimal A para este operador esta´ dado por
A = µ(t, x) ∂
∂x
+
1
2
σ2(t, x)
∂2
∂x2
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el cual es exactamente el operador que aparece en la ecuacio´n diferencial parcial (3.22).
As´ı se puede escribir el problema del valor de frontera
∂F
∂t
(t, x) +AF (t, x) = 0 (3.24)
F (T, x) = Φ(x).
Aplicando la fo´rmula de Itoˆ al proceso F (s,X(s)) resulta
F (T,XT ) = F (t,Xt) +
∫ T
t
[
∂F
∂t
(s,Xs) +AF (s,Xs)
]
ds+
∫ T
t
σ(s,Xs)
∂F
∂x
(s,Xs)dWs.
Al suponer que F realmente satisface la ecuacio´n (3.24), la primera integral se desvanecera´.
Si adema´s el proceso µ(s,Xs)
∂F
∂x
(s,Xs) es suficientemente integrable y se toman valores
esperados, la integral estoca´stica tambie´n se desvanecera´.
El valor inicial Xt = x y la condicio´n de frontera F (T, x) = Φ(x) finalmente permiten
escribir la fo´rmula
F (t, x) = Et,x [Φ(XT )] ,
donde se tiene indexado el operador esperanza, para enfatizar el valor esperado es tomado
del valor inicial dado Xt = x. As´ı, se ha probado el siguiente resultado, el cual se conoce
como la fo´rmula de representacio´n estoca´stica de Feynman-Kac.
Proposicio´n 3.4.1 (Feynman-Kac I). Suponga que F es una solucio´n del problema del
valor de frontera
∂F
∂t
(t, x) + µ(t, x)
∂F
∂x
+
1
2
σ2(t, x)
∂2F
∂x2
(t, x) = 0
F (T, x) = Φ(x).
Adema´s, suponga que el proceso
σ(s,Xs)
∂F
∂x
(s,Xs)
esta´ en L2, donde X satisface la EDE
dXs = µ(s,Xs)dt+ σ(s,Xs)dWs
Xt = x. (3.25)
Entonces F tiene una representacio´n
F (t, x) = Et,x [Φ(Xt)] .
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Es claro que se necesita la suposicio´n de integrabilidad σ(s,Xs)
∂F
∂x
(s,Xs) ∈ L2 para
garantizar que el valor esperado de la integral estoca´stica sea igual a cero. Un problema
de valor frontera del tipo anterior, tambie´n llamado problema parabo´lico, tendra´ infinitas
soluciones (ver John 1982). Sin embargo, la proposicio´n anterior so´lo proporcionara´ la
solucio´n “exacta”.
Se puede considerar tambie´n el problema del valor de frontera
∂F
∂t
(t, x) + µ(t, x)
∂F
∂x
(t, x) + σ2(t, x)
∂2F
∂x2
(t, x) + rF (t, x) = 0
F (T, x) = Φ(x),
donde r es un nu´mero real dado. Las ecuaciones de este tipo aparecen de nuevo en el
estudio de los problemas de precios para derivados financieros. Inspirados por la te´cnica
de EDO de factores integrantes, se multiplicara´ la ecuacio´n completa por el factor ers, y
si se considera el proceso Z(s) = ersF (s,X(s)), donde X es definida como en (3.25), se
obtiene el siguiente resultado
Proposicio´n 3.4.2 (Feynman-Kac II). Suponga que F es una solucio´n del problema del
valor de frontera
∂F
∂t
(t, x) + µ(t, x)
∂F
∂x
(t, x) +
1
2
σ2(t, x)
∂2F
∂x2
(t, x) + rF (t, x) = 0
F (T, x) = Φ(x).
Suponga adema´s que el proceso σ(s,Xs)
∂F
∂x
(s,Xs) ∈ L2 donde X es definida ma´s adelante.
Entonces F tiene la representacio´n
F (t, x) = er(T−t)Et,x [Φ(Xt)] ,
donde X satisface la EDE
dXs = µ(s,Xs)dt+ σ(s,Xs)dWs,
Xt = x.
Ejemplo. Resuelva la EDP (Ecuacio´n Diferencial Parcial)
∂F
∂t
(t, x) +
1
2
σ2(t, x)
∂2F
∂x2
(t, x) = 0,
F (T, x) = x2,
donde σ es una constante.
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Solucio´n:
Por proposicio´n de Feynman-Kac I se tiene que
F (t, x) = Et,x
[
X2T
]
, donde dXs = 0ds+ σdWs; Xt = x.
Esta ecuacio´n puede ser fa´cilmente resuelta, por lo tanto Xt = x + σ[WT −Wt]; as´ı XT
tiene distribucio´n N
[
x, σ
√
T − t]. En consecuencia se tiene la solucio´n
F (t, x) = E
[
X2T
]
= var [XT ] + (E [XT ])
2 = σ2(T − t) + x2.
Hasta el momento solo se ha tratado el caso escalar, pero con los mismos argumentos
anteriores se dara´ el siguiente resultado.
Proposicio´n 3.4.3. Suponga que se tienen las siguientes condiciones:
Una funcio´n (vector columna evaluado) µ : R+ ×Rn → Rn.
Una funcio´n C : R+×Rn →M(n, d), la cual puede ser escrita en la forma C(t, x) =
σ(t, x)σ•(t, x), para alguna funcio´n σ : R+ ×Rn →M(n, d).
Una funcio´n de valores reales Φ : Rn → R.
Un nu´mero real r.
Suponga que F : R+ ×Rn → Rn es una solucio´n al problema del valor de frontera
∂F
∂t
(t, x)+
n∑
i=1
µi(t, x)
∂F
∂xi
(t, x)+
1
2
n∑
i,j=1
Cij(t, x)
∂2F
∂xi∂xj
(t, x)−rF (t, x) = 0, F (T, x) = Φ(x).
Suponga adema´s que el proceso
n∑
i=1
σi(s,Xs)
∂F
∂xi
(s,Xs)
esta´ en L2, donde X satisface la EDE
dXs = µ(s,Xs)dt+ σ(s,Xs)dWs, (3.26)
Xt = x.
Entonces F tiene la representacio´n
F (t, x) = e−r(T−t)Et,x [Φ(XT )] . (3.27)
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Proposicio´n 3.4.4. Considere un proceso vector X dado con generador A, y una funcio´n
F (t, x). Entonces, excepto a de integrabilidad, se cumple lo siguiente:
El proceso F (t,Xt) es una martingala relativa a la filtracio´n F
X si y so´lo si F
satisface la EDP
∂F
∂t
+AF = 0.
Para cada (t, x) y T ≥ t, se tiene que F (t, x) = Et,x [F (T,XT )].
3.4.2. Las Ecuaciones de Kolmogorov
Se usara´n algunos de los resultados anteriores para obtener resultados cla´sicos con-
cernientes a las probabilidades de transicio´n para la solucio´n de algunas Ecuaciones Difer-
enciales Estoca´sticas.
Suponga que X es una solucio´n de la ecuacio´n
dXt = µ(t,Xt)dt+ σ(t,Xt)dWt (3.28)
con generador infinitesimal A dado por
(Af)(s, y) =
n∑
i=1
µi(s, y)
∂f
∂yi
(s, y) +
1
2
n∑
i,j=1
Cij(s, y)
∂2f
∂yi∂xj
(s, y),
donde usualmente C(t, x) = σ(t, x)σ•(t, x).
Considere ahora el problema del valor de frontera(
∂u
∂s
+Au
)
(s, y) = 0, (s, y) ∈ (0, T )×Rn,
u(T, y) = IB(y), y ∈ Rn
donde IB es la funcio´n indicadora para el conjunto B. Por la proposicio´n 3.4.3, inmedi-
atamente se tiene
u(s, y) = Es,y [IB (XT )] = P (XT ∈ B|Xs = y) ,
donde X es una solucio´n de la EDE (3.28). Este argumento tambie´n puede ser utilizado
para probar el siguiente resultado.
Proposicio´n 3.4.5 (Ecuacio´n Backward de Kolmogorov I). Sea X una solu-
cio´n de la EDE (3.28). Entonces las probabilidades de transicio´n P (s, y, t, B) =
P (Xt ∈ B|X(s) = y) son dadas como la solucio´n a la ecuacio´n
(
∂P
∂s
+AP
)
(s, y, t, B) = 0, (s, y) ∈ (0, t)×Rn,
P (s, y, t, B) = IB(y).
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Usando ba´sicamente el mismo razonamiento se puede probar el resultado correspondiente
a las densidades de transicio´n.
Proposicio´n 3.4.6 (Ecuacio´n Backward de Kolmogorov II). Sea X una solucio´n de la
ecuacio´n (3.28). Suponga que la medida P (s, y, t, dx) tiene una densidad p(s, y, t, x)dx,
entonces (
∂p
∂s
+Ap
)
(s, y, t, B) = 0, (s, y) ∈ (0, t)×Rn,
P (s, y, t, x)→ δx, conforme s→ t.
La razo´n por la cual estas ecuaciones son llamadas ecuaciones Backward (regresivas), es
que el operador diferencial esta´ trabajando sobre las “variables regresivas” (s, y).
Ahora se obtendra´ una ecuacio´n forward (progresiva) correspondiente, donde la accio´n
del operador diferencial esta´ sobre las “variables progresivas” (t, x). Por simplicidad solo
se considerara´ el caso escalar.
Suponga que X tiene una densidad de transicio´n. Tome dos puntos fijos en el tiempo s y T
con s < T . Considere una funcio´n de prueba arbitraria, es decir, una funcio´n diferenciable
infinita h(t, x) con soporte compacto en el conjunto (s, T ) × R. De la fo´rmula de Itoˆ se
tiene
h(T,XT ) = h(s,Xs) +
∫ T
s
(
∂h
∂t
+Ah
)
(t,Xt)dt+
∫ T
s
∂h
∂x
(t,Xt)dWt.
Aplicando el operador esperado Es,y[·], y usando el hecho que por el soporte compacto
h(T, x) = h(s, x) = 0, se obtiene que
∫ ∞
−∞
∫ T
s
p(s, y, t, x)
(
∂h
∂t
+A
)
h(t, x)dxdt = 0.
Integrando parcialmente con respecto a t y con respecto a x (para A) resulta∫ ∞
−∞
∫ T
s
h(t, x)
(
−∂h
∂t
+A∗
)
p(s, y, t, x)dxdt = 0,
donde el operador adjunto A∗ es definido por
(A∗f) (t, x) = − ∂
∂x
[µ(t, x)f(t, x)] +
1
2
∂2
∂x2
[
σ2(t, x)f(t, x)
]
.
Puesto que esta ecuacio´n se cumple para una funcio´n de prueba arbitraria, se tiene ya
probada la siguiente proposicio´n.
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Proposicio´n 3.4.7 (Ecuacio´n Forward de Kolmogorov). Suponga que la solucio´n X de
la ecuacio´n (3.28) tiene una densidad de transicio´n p(s, y, t, x). Entonces p satisfara´ la
ecuacio´n forward de Kolmogorov
∂
∂t
p(s, y, t, x) = A∗p(s, y, t, x), (t, x) ∈ (0, T )×R,
p(s, y, t, x)→ δy, conforme t→ s.
Esta ecuacio´n es tambie´n conocida como la ecuacio´n de Fokker-Planck. La versio´n multi-
dimensional se obtiene fa´cilmente como
∂
∂t
p(s, y, t, x) = A∗p(s, y, t, x),
donde el operador adjunto A∗ esta´ definido por
(A∗f) (t, x) = −
n∑
i=1
∂
∂xi
[µi(t, x)f(t, x)] +
1
2
n∑
i,j=1
∂2
∂xi∂xj
[Cij(t, x)f(t, x)] .
Se terminara´ esta seccio´n con un ejemplo sencillo donde se utiliza la ecuacio´n de Fokker-
Planck.
Ejemplo. Considere un proceso de Wiener Esta´ndar con coeficiente de difusio´n constante
σ, es decir, la EDE
dXt = σdWt.
La ecuacio´n de Fokker-Planck para este proceso esta´ dada por
∂
∂t
p(s, y, t, x) =
1
2
∂2p
∂x2
(s, y, t, x),
Es fa´cil ver que la solucio´n esta´ dada por la densidad Gaussiana
p(s, y, t, x) =
1
σ
√
2pi(t− s) exp
{
−1
2
(x− y)2
σ2(t− s)
}
.
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Cap´ıtulo 4
Dina´mica de Portafolios:
una aplicacio´n financiera
En este cap´ıtulo se hara´ una descripcio´n de un mercado financiero, el cual esta´ conformado
por diferentes activos. Se supondra´ conocida la dina´mica del precio de los activos con el
objetivo principal de obtener la dina´mica de un portafolio, que se conoce como portafolio
autofinanciable. En tiempo continuo esta descripcio´n resulta ser un poco delicada, por
esta razo´n se comenzara´ el estudio del modelo en tiempo discreto, y, tomando la longitud
del paso del tiempo tendiente a cero, se obtendra´ el ana´logo en continuo.
4.1. Portafolios
Considere un mercado financiero donde el tiempo es dividido en per´ıodos de longitud δ
y donde la negociacio´n solamente toma lugar sobre puntos en el tiempo discreto n∆t,
n = 0, 1, . . ., y considere adema´s un per´ıodo fijo [t, t + ∆t). Este per´ıodo donde t = n∆t
para algu´n n, sera´ desde ahora referido como per´ıodo t.
En adelante se hara´ la suposicio´n adicional de que todos los activos son acciones, pero
solamente por conveniencia lingu¨´ıstica.
A continuacio´n se definira´n algunos de los conceptos relevantes para la dina´mica de
portafolios:
N : El nu´mero de diferentes tipos de activos.
hi(t): Nu´mero de partes del tipo i que permanecen durante el per´ıodo [t, t+∆t).
h(t): El portafolio h1(t), . . . , hN(t) que se mantiene durante el per´ıodo t.
c(t): La cantidad de dinero gastado en el consumo por unidad de tiempo durante el
per´ıodo [t, t+∆t).
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Si(t): El precio de una parte del tipo i durante el per´ıodo de tiempo [t, t+∆t).
V (t): El valor del portafolio h en el tiempo t.
La informacio´n y las decisiones en el modelo son estructuradas como sigue:
En el tiempo t, es decir, al empezar el per´ıodo, se tendra´ un portafolio “viejo”
h(t−∆t) = {hi(t−∆t) : i = 1, . . . , N} del per´ıodo previo t−∆t.
En el tiempo t se puede observar el vector de precios S(t) = (S1(t), . . . , SN(t)).
En el tiempo t, despue´s de tener observado S(t) , se elige un nuevo portafolio h(t)
, para ser observado durante el per´ıodo t. Al mismo tiempo se elige tambie´n la tasa
de consumo c(t) para el per´ıodo t. Ambos, h(t) y c(t), se asumen como constantes
en todo el per´ıodo t.
Hasta el momento, so´lo se han considerado activos que no pagan dividendos. En el caso en
que los activos pagan dividendos las consideraciones son un poco ma´s delicada, aunque se
hara´ una descripcio´n breve. En esta seccio´n se consideraran u´nicamente los portafolios de
consumo autofinanciables pares (h, c), es decir, portafolios con infusio´n o retiro no exo´gena
del dinero (aparte del te´rmino c). En otras palabras, la compra de un nuevo portafolio,
as´ı como todo el consumo, debera´n ser financiadas solamente por la venta de los activos
actuales del portafolio.
Suponga que se cuenta con un capital actual V (t), es decir, el capital al comenzar el
per´ıodo t es igual al valor del portafolio anterior h(t−∆t). As´ı se obtiene
V (t) =
N∑
i=1
hi(t−∆t)Si(t) = h(t−∆t)S(t) (4.1)
La ecuacio´n anterior simplemente establece que al principio del per´ıodo t, el capital es
igual al que se obtendr´ıa si se vendiera el portafolio “viejo” a precio de hoy. Se pueden
usar los ingresos de esta venta para reinvertirlos en un nuevo portafolio h(t). El costo del
nuevo portafolio h(t), el cual tiene que ser comparado con precios de hoy, esta´ dado por
N∑
i=1
hi(t)Si(t) = h(t)S(t),
donde el costo para la tasa de consumo c(t) es dada por c(t)∆t . La ecuacio´n de presupuesto
para el periodo resulta ser
h(t+∆t)S(t) = h(t)S(t) + c(t)∆t (4.2)
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Se observa que la ecuacio´n (4.2) puede expresarse como
S(t)∆h(t) + c(t)∆t = 0 donde ∆h(t) = h(t)− h(t−∆t) (4.3)
Para obtener diferenciales de Itoˆ se tiene que reformular la ecuacio´n (4.3). Esto se hace
sumando y restando el te´rmino S(t − ∆t)∆h(t) al lado izquierdo de la ecuacio´n de pre-
supuesto para obtener:
S(t−∆t)∆h(t) + ∆S(t)∆h(t) + c(t)∆t = 0 (4.4)
Ahora, se puede tomar ∆t→ 0 en la ecuacio´n (4.4), de lo que resulta
S(t)dh(t) + dh(t)dS(t) + c(t)dt = 0 (4.5)
Si se toma ∆t→ 0 en la ecuacio´n (4.1) se obtiene
V (t) = h(t)S(t). (4.6)
Al aplicar la fo´rmula de Itoˆ sobre la ecuacio´n (4.6) se sigue que
dV (t) = h(t)dS(t) + S(t)dh(t) + dS(t)dh(t) (4.7)
Resumiendo, la ecuacio´n (4.7) es la ecuacio´n general para la dina´mica de un portafolio
arbitrario, y la ecuacio´n (4.5) es la ecuacio´n de presupuesto que se mantiene para todos los
portafolios autofinanciables. Sustituyendo (4.5) en (4.7) se obtiene la expresio´n deseada,
que se conoce como dina´mica de un portafolio autofinanciable.
dV (t) = h(t)dS(t)− c(t)dt (4.8)
En particular, si un portafolio no tiene tasa de consumo alguna, dicho portafolio tiene la
siguiente V -dina´mica.
dV (t) = h(t)dS(t)dt (4.9)
A continuacio´n se dara´ una definicio´n ma´s formal a los elementos centrales dados anteri-
ormente.
Definicio´n 4.1.1. Considere el proceso de precios N -dimensional {S(t) : t ≥ 0}.
i) Un portafolio estrate´gico o simplemente un portafolio, es cualquier proceso Fst -
adaptado N -dimensional {h(t) : t ≥ 0}.
ii) El portafolio se dice es Markoviano si es de la forma h(t) = h(t, S(t)) para alguna
funcio´n h : R+ ×RN → RN .
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iii) El proceso valor V h correspondiente al portafolio h esta´ dado por
V h(t) =
N∑
i=1
hi(t)Si(t).
iv) Un proceso de consumo es cualquier proceso Fst -adaptado unidimensional {c(t) : t ≥
0}.
v) Un portafolio de consumo par (h, c) se dice autofinanciable, si el proceso val-
or V h satisface la condicio´n dV h(t) =
N∑
i=1
hi(t)dSi(t) − c(t)dt es decir, si
dV h(t) = h(t)dS(t)dt− c(t)dt.
En general, el portafolio h(t) depende de las trayectorias de precio pasadas {S(u) : u ≤ t}.
En lo que sigue se estudiara´ casi exclusivamente portafolios Markovianos, es decir, aquellos
portafolios para los cuales el valor sobre el tiempo t depende so´lo de la fecha actual, y los
valores actuales del vector de precios S(t).
Para propo´sitos computacionales es conveniente describir un portafolio en te´rminos rela-
tivos en lugar de en te´rminos absolutos, como se hizo anteriormente. En otras palabras,
en lugar de especificar el nu´mero absoluto de partes que se mantienen de cierta accio´n,
se especificara´ la proporcio´n relativa del valor total del portafolio que es invertido en la
accio´n.
Definicio´n 4.1.2. Para un portafolio dado h, el correspondiente portafolio relativo u es
dado por
ui(t) =
hiSi(t)
V h(t)
, con i = 1, 2, . . . , N (4.10)
donde
N∑
i=1
ui(t) = 1.
La condicio´n para ser autofinanciable puede ser dada fa´cilmente en te´rminos del portafolio
relativo.
Lema 4.1.1. Un portafolio de consumo par (h, c) es autofinanciable si y so´lo si
dV h(t) = V h(t)
N∑
i=1
ui(t)
dSi(t)
Si(t)
− c(t)dt. (4.11)
Lema 4.1.2. Sea c un proceso de consumo, y suponga que existe un proceso escalar Z
junto con un vector q = (q1, q2, . . . , qN) tal que
dZ(t) = Z(t)
N∑
i=1
qi(t)
dSi(t)
Si(t)
− c(t)dt (4.12)
N∑
i=1
qi(t) = 1. (4.13)
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Ahora defina un portafolio h por
hi(t) =
qi(t)Z(t)
S(t)
. (4.14)
Entonces el proceso valor V h esta´ dado por V k = Z, el par (h, c) es autofinanciable y el
correspondiente portafolio relativo u es dado por u = q.
Demostracio´n. Por definicio´n el proceso V h es dado por V h(t) = h(t)S(t), as´ı las ecua-
ciones (4.13) y (4.14) resultan ser
V h(t) =
N∑
i=1
hi(t)Si(t) =
N∑
i=1
qi(t)Z(t) = Z(t)
N∑
i=1
qi(t) = Z(t). (4.15)
Sustituyendo (4.15) en (4.14) se observa que el portafolio relativo u correspondiente a h
es dado por u = q. Usando este hecho, e insertando (4.15) en (4.12) se obtiene:
dV h(t) = V h(t)
N∑
i=1
hi(t)dSi(t)− c(t)dt,
el cual muestra que (h, c) es autofinanciable.
4.1.1. Dividendos
Considere los procesos D1(t), D2(t), . . ., donde Di(t) denota el dividendo acumulativo
pagado por el tenedor por unidad de activo i durante el intervalo (0, t]. Si Di(t) tiene la
estructura dDi(t) = δi(t)dt, para algu´n proceso δi, entonces se dice que el activo i paga
un rendimiento de dividendo continuo.
El dividendo pagado por el tenedor por unidad de activo i durante (s, t] esta´ dado por
Di(t)−Di(s) y, para el caso de un rendimiento de dividendo se tiene que
D − i(t) =
∫ t
0
δi(s)ds.
Se supone que todos los procesos dividendo tienen diferenciales estoca´sticas. Ahora se va
a obtener la dina´mica de un portafolio autofinanciable donde el proceso valor V esta´ dado
por V (t) = h(t)S(t).
La diferencia entre este caso y el caso en el que no se paga dividendos es que la ecuacio´n
de presupuesto (4.2) ha sido modificada. Se debe tener en cuenta el hecho de que el dinero
a disposicio´n en el tiempo t consiste ahora de dos te´rminos.
El valor del portafolio “viejo”, como en el caso anterior, esta´ dado por h(t−∆t)S(t).
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Los dividendos ganados durante el intervalo (t−∆t, t] esta´n dados por
N∑
i=1
hi(t−∆t) [Di(t)−Di(t−∆t)] = h(t−∆t)∆D(t).
La nueva ecuacio´n de presupuesto es dada por
hi(t−∆t)S(t) + hi(t−∆t)∆D(t) = h(t)S(t)− c(t)∆t. (4.16)
Con los mismos argumentos mencionados con anterioridad, se obtiene la siguiente dina´mi-
ca de portafolio autofinanciable
dV (t) =
N∑
i=1
hi(t)dSi(t) +
N∑
i=1
hi(t)dDi(t)− c(t)dt,
Definicio´n 4.1.3. Este portafolio puede ser definido formalmente como sigue
i) El proceso valor V h esta´ dado por
V h(t) =
N∑
i=1
hi(t)Si(t). (4.17)
ii) El proceso ganancia G esta´ definido por
G(t) = S(t) +D(t). (4.18)
iii) El portafolio de consumo par (h, c) se conoce como autofinanciable si
dV h(t) =
N∑
i=1
hi(t)dGi(t)− c(t)dt. (4.19)
De lo anterior se tiene el siguiente resultado
Lema 4.1.3. En te´rminos de los pesos del portafolio relativo, la dina´mica de un portafolio
autofinanciable puede ser expresado como
dV h(t) = V (t) ·
N∑
i=1
ui(t)
dGi(t)
Si(t)
− c(t)dt. (4.20)
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4.2. Precios en condiciones de arbitraje
En esta seccio´n se analizara un caso especial del modelo de mercado financiero que consiste
de solo dos activos: Un activo libre de riesgo con proceso de precio B, y una accio´n con
proceso de precio S. Tambie´n se presentaran dos conceptos centrales en el estudio de los
mercados financieros: los reclamos contingentes y el arbitraje.
Definicio´n 4.2.1. El proceso de precio B es el precio de un activo libre de riesgo si tiene
la dina´mica
dB(t) = r(t)B(t)dt, (4.21)
donde r es una funcio´n determin´ıstica.
La caracter´ıstica de un activo libre de riesgo es que no tiene el te´rmino de difusio´n dW .
Tambie´n se puede escribir la dina´mica de B como
dB(t)
B(t)
= r(t)dt,
as´ı el proceso B puede ser escrito en forma integral como
B(t) = B(0) exp
{∫ t
0
r(s)ds
}
.
Una interpretacio´n natural para un activo libre de riesgo, es que este corresponda a un
capital invertido en un banco con una tasa de intere´s r a corto plazo; un caso especial
importante aparece cuando r es una constante determin´ıstica, en cuyo caso se puede
interpretar B como el precio de un bono.
Suponga que el precio de una accio´n esta dado por
dS(t) = S(t)α(t, S(t))dt+ S(t)σ(t, S(t))dW (t), (4.22)
donde W es un proceso de Wiener y α, σ son funciones determin´ısticas dadas.
La funcio´n σ se conoce como la volatilidad de S, mientras que α es la tasa de retorno
promedio de S.
Existe una clara diferencia entre el precio del activo riesgoso S descrito anteriormente y
el precio del activo libre de riesgo. La tasa de retorno para B esta´ dada por
dB(t)
B(t) · dt = r(t),
este te´rmino es localmente determin´ıstico en el sentido que, en el tiempo t, se tiene un
conocimiento completo del retorno por simple observacio´n de la tasa prevaleciente a corto
plazo r(t). Por otro lado la tasa de retorno para la accio´n S dada por
dS(t)
S(t) · dt = α(t, S(t)) + σ(t, S(t))
dW (t)
dt
,
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no es observable en el tiempo t. Esta ecuacio´n esta´ compuesta por los te´rminos α(t, S(t))
y σ(t, S(t)), los cuales son ambos observables en el tiempo t, ma´s el te´rmino de “ruido
blanco” dW/dt, el cual es aleatorio. De manera opuesta al activo libre de riesgo, la accio´n
tiene una tasa de retorno estoca´stica, incluso a escala infinitesimal.
El caso especial ma´s importante de los modelos anteriores ocurre cuando r, α y σ son
constantes determin´ısticas. Este es el famoso modelo de Black-Scholes que se estudiara´ mas
detalladamente en el pro´ximo capitulo.
Definicio´n 4.2.2. El modelo de Black-Scholes esta´ compuesto por dos activos con dina´mi-
cas dadas por
dB(t) = rB(t)dt, (4.23)
dS(t) = αS(t) + σS(t)dW (t), (4.24)
donde r,α y σ son constantes determin´ısticas.
4.2.1. Reclamos contingentes y arbitraje
Considere el modelo para un mercado financiero representado por las ecuaciones (4.21) y
(4.22). Se hara´ una aproximacio´n al problema principal que se estudiara´ en esta seccio´n:
“hallar el precio de derivados financieros”. Ma´s adelante se dara´ una definicio´n formal,
pero primero se presentara´ uno de los derivados ma´s simples, la opcio´n call Europea.
Definicio´n 4.2.3. Una opcio´n call Europea con precio de ejercicio K y tiempo de madu-
racio´n T sobre el activo subyacente S, es un contrato definido por las siguientes cla´usulas:
El tenedor de la opcio´n tiene, durante el tiempo T , el derecho a comprar una parte
de la accio´n subyacente con precio de ejercicio K al suscriptor de la opcio´n.
El tenedor de la opcio´n no esta´ en ninguna forma obligado a comprar la accio´n
subyacente.
El derecho de comprar la accio´n subyacente al precio K puede u´nicamente ser ejer-
cido en el momento preciso T .
Quien vende la opcio´n, esta´ obligado a vender la accio´n subyacente al precio K en
el momento preciso T .
El precio de ejercicio K y el tiempo de maduracio´n T son determinados en el momento
de la emisio´n de la opcio´n, que en este caso es habitualmente t = 0.
Una opcio´n put Europea es una opcio´n que da al tenedor el derecho a vender una parte del
activo subyacente a un precio de ejercicio predeterminado. Para una opcio´n call americana
el derecho a comprar parte del activo subyacente puede ser ejercido en cualquier tiempo
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antes del tiempo de maduracio´n dado. El factor comu´n de todos estos contratos es que
esta´n completamente definidos en te´rminos del activo subyacente S, el cual hace natural
llamarlos instrumentos derivados o reclamos contingentes. Ahora se dara´ la definicio´n
formal para un reclamo contingente.
Definicio´n 4.2.4. Considere un mercado financiero con vector de precios S. Un reclamo
contingente con fecha de maduracio´n T , es una variable estoca´stica X ∈ FST . Un reclamo
contingente se llama un reclamo simple si este es de la forma X = Φ(S(t)). La funcio´n Φ
se llama funcio´n de contrato.
La opcio´n call Europea es un reclamo contingente simple, cuya funcio´n contrato es dada
por
Φ(x) = ma´x{x−K, 0}.
Figura 4.1: Con K = 100, funcio´n de contrato call Europea (a la izquierda) y funcio´n de
contrato put Europea (a la derecha).
El valor exacto de la opcio´n en el mercado dependera´ por supuesto, del tiempo t y del
precio S(t) de la accio´n subyacente. El problema principal es determinar un precio “justo”
del reclamo, para el cual se usara´ la notacio´n esta´ndar
Π(t;X) (4.25)
para el proceso de precio del reclamo X. En ocasiones se suprimira´ la X. En el caso de
un reclamo simple algunas veces se escribira´ Π(t; Φ).
Considere primero el caso particular para una call Europea, en un tiempo T fijo.
i) Si S(t) ≥ K, se puede tener un cierto beneficio ejerciendo la opcio´n para comprar
una parte de la accio´n subyacente. Esto costara´ K. Entonces inmediatamente se
vende el activo sobre la accio´n cambia´ndolo al precio S(T ), dando as´ı un beneficio
neto de S(T )−K.
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ii) Si S(T ) < K la opcio´n no tendra´ valor alguno (no se ejerce la compra).
As´ı se observa que el precio razonable Π(T ) para la opcio´n es dado por
Π(T ) = ma´x{S(T )−K, 0}. (4.26)
Exactamente de la misma forma se observa que para un reclamo contingente X se tiene la
relacio´n Π(T,X) = X, y en el caso particular de un reclamo simple Π(T,X) = Φ(S(T )).
Sin embargo, para cualquier tiempo t < T , es dif´ıcil saber cual es el precio correcto para
un reclamo X. El precio de una opcio´n, como el precio de cualquier otro activo, esta´ de-
terminado por el mercado, y debe ser mucho ma´s complejo debido a las preferencias de
vendedores y compradores respecto al riesgo de un mercado, y a las diferentes expectativas
acerca de los precios futuros de la accio´n.
Definicio´n 4.2.5. Una posibilidad de arbitraje en un mercado financiero es un portafolio
autofinanciable tal que
V h(0) = 0
V h(T ) > 0.
Se dice que el mercado es libre de arbitraje si no existen posibilidades de arbitraje. Una
posibilidad de arbitraje es equivalente a la posibilidad de hacer una cantidad positiva de
dinero de la nada con probabilidad 1.
Proposicio´n 4.2.1. Suponga que el proceso de precio Π(t) es tal que no existen posi-
bilidades de arbitraje en un mercado que consiste de (B(t), S(t),Π(t)), y que existe un
portafolio autofinanciable h, tal que el proceso valor V h tiene la dina´mica
dV h(t) = k(t)V h(t)dt, (4.27)
donde k es un proceso adaptado. Entonces se debera´ cumplir que k(t) = r(t) para toda t,
o de lo contrario existira´ la posibilidad de arbitraje.
4.2.2. Justificacio´n Semi-intuitiva
Se bosquejara´ el argumento y se supondra´ por simplicidad que k y r son constantes
donde k > r. Si se puede pedir prestado dinero del banco a una tasa r, este dinero es
inmediatamente invertido en una estrategia de portafolio h, donde esta crecera´ hasta la
tasa k con k > r. As´ı la inversio´n neta en t = 0 es cero, mientras que la riqueza en cualquier
tiempo t > 0 sera´ positiva. En otras palabras se tiene la posibilidad de arbitraje. Si por
otro lado r > k, se vende en corto el portafolio h y se invierte este dinero en el banco, y
de nuevo esto da posibilidades de arbitraje. Para el caso en que k y r no sean constantes
ni sean determin´ısticas se razona de la misma forma.
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El punto principal de este razonamiento es que si un portafolio tiene un proceso valor cuya
dina´mica no contiene ningu´n proceso de Wiener, es decir, un portafolio libre de riesgo,
entonces la tasa de retorno de este portafolio debera´ ser igual a la tasa de intere´s a corto
plazo. Para tomarlo de otra forma, la existencia de un portafolio h es para propo´sitos
pra´cticos equivalente a la existencia de capital en un banco donde k es la tasa de intere´s a
corto plazo. Se puede inferir del ana´lisis anterior, que para un mercado libre de arbitraje
puede existir solamente una tasa de intere´s a corto plazo.
Se tomara´ un ejemplo simple. Es obvio que para una opcio´n call Europea se debe tener la
relacio´n Π(t) ≤ S(t) en un mercado libre de arbitraje, porque no se comprar´ıa una opcio´n
para comprar una parte del activo en una fecha posterior al precio K, si la parte del activo
se puede comprar a menos precio que la opcio´n. Para un argumento ma´s formal, suponga
que en algu´n tiempo t se tiene la relacio´n Π(t) > S(t), entonces simplemente se vende
una opcio´n. Una parte del dinero puede ser usada para comprar el activo subyacente y el
resto invertirlo en el banco y esperar hasta el tiempo T . En esta forma se ha creado un
portafolio autofinanciable con inversio´n neta cero en el tiempo t.
En el tiempo T se debera´ el ma´x{S(T )−K, 0} al tenedor de la opcio´n, pero este dinero
puede ser pagado vendiendo la accio´n. La riqueza neta en el tiempo T sera´ S(T ) −
ma´x{S(T )−K, 0}, el cual es positivo, ma´s el dinero invertido en el banco. De esta forma
se tiene un arbitraje.
Para el caso de un reclamo contingente simple el argumento formal sera´ presentado en el
siguiente cap´ıtulo, pero se dara´ la idea general.
Para comenzar, se puede suponer que el precio Π(t;X) en el tiempo t esta´ determinado,
de alguna manera, por las expectativas alrededor del precio futuro S(T ) de la accio´n.
Como S es un proceso de Markov, tales expectativas esta´n basadas en su retorno sobre el
valor presente del proceso de precios (ma´s que sobre la trayectoria completa en [0, t]).
De este modo se puede suponer que:
i) El instrumento derivado en cuestio´n, puede ser comprado y vendido en un mercado.
ii) El mercado es libre de arbitraje.
iii) El proceso de precios para el activo derivado es de la forma
Π(t;X) = F (t, S(t)), (4.28)
donde F es alguna funcio´n suave.
El objetivo es determinar cual funcio´n F se deber´ıa tomar para que el mercado compuesto
por S(t), B(t) y Π(t;X) sea libre de arbitraje.
Esquema´ticamente se procede de la siguiente manera.
i) Se considera α, σ,Φ, F y r como dadas de manera exo´gena.
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ii) Se describe la dina´mica del valor del portafolio hipote´tico autofinanciable basa-
do en los instrumentos derivados y la accio´n subyacente (no se invertira´ nada, ni
sera´ prestado nada por el banco).
iii) Resulta que, se puede formar un portafolio autofinanciable cuyo proceso de valor
tiene una diferencial estoca´stica que no contiene un proceso de Wiener. Esta sera´ de
la forma (4.27) anterior.
iv) Como se ha supuesto ausencia de arbitraje se debe tener k = r.
v) La condicio´n k = r, tendra´ la forma de una ecuacio´n diferencial parcial con F como
la funcio´n desconocida. Para que el mercado sea eficiente, F debera´ ser solucio´n de
esta EDP.
vi) La ecuacio´n tiene una u´nica solucio´n, resultando la u´nica formula de precio para el
derivado, el cual es consistente con ausencia de arbitraje.
Cap´ıtulo 5
La Fo´rmula de Black-Scholes:
otra aplicacio´n financiera
El modelo central de la Teor´ıa de Valoracio´n de Opciones es el modelo de Black-Scholes
(1973) en el que se muestra que sin realizar supuestos sobre las preferencias de los inver-
sionistas, se puede obtener una expresio´n para el valor de las opciones que no depende
directamente del rendimiento esperado de la accio´n subyacente ni de la opcio´n. Esto se
consigue mediante una dina´mica perfecta en un mercado libre de arbitraje con suposi-
ciones bastante fuertes. Las hipo´tesis sobre las que se sustenta el modelo de Black-Scholes
configuran un escenario ideal en el que es posible la negociacio´n continua, en unos merca-
dos perfectos en los que el tipo de intere´s libre de riesgo es constante y el precio del activo
subyacente se comporta como una variable aleatoria que sigue Proceso Browniano Ge-
ome´trico. Desde la propuesta inicial del modelo de Black-Scholes han surgido numerosos
modelos de valoracio´n de opciones. Algunos de ellos plantean extensiones del modelo orig-
inal, con el propo´sito de adecuarlo a la valoracio´n de opciones distintas a las contempladas
inicialmente, pero en su mayor´ıa se trata de alternativas de valoracio´n construidas sobre
supuestos ma´s cercanos a la realidad.
En este cap´ıtulo se presentara´ el modelo tradicional de Black-Scholes partiendo de un
mercado compuesto por dos activos que permiten construir un portafolio autofinanciable,
hasta plantear una Ecuacio´n Diferencial Parcial para obtener una funcio´n suave F , que
obligue a que el mercado compuesto por [S(t), B(t),Π(t)] sea libre de posibilidades de
arbitraje, resolviendo as´ı el problema de valor de frontera utilizando la proposicio´n de
Feynman-Kac.
5.1. Ecuacio´n de Black-Scholes
En esta seccio´n se supondra´ que el mercado dado a priori comprende dos activos con
dina´micas dadas por:
47
48CAPI´TULO 5. LA FO´RMULADE BLACK-SCHOLES:OTRA APLICACIO´N FINANCIERA
dB(t) = rB(t); (5.1)
dS(t) = S(t)α(t, S(t)) dt+ S(t)σ(t, S(t)) dW (t), (5.2)
donde la tasa de intere´s a corto plazo r, es una constante determin´ıstica.
Considere un reclamo contingente simple de la forma
X = Φ(S(T )) (5.3)
y suponga que este reclamo puede ser negociado en el mercado y que su proceso de precio
Π(t) = Π(t; Φ) tiene la forma
Π(t) = F (t, S(t)) (5.4)
para alguna funcio´n suave F .
El problema es descubrir cua´l funcio´n F se debe considerar para que el mercado compuesto
por [S(t), B(t),Π(t)] sea libre de posibilidades de arbitraje.
Se comienza calculando la dina´mica del precio del activo derivado, aplicando la fo´rmula
de Itoˆ a la ecuacio´n (5.4) para obtener:
dΠ(t) = Ft dt+ Fs dS(t) +
1
2
[
Fss(dS(t))
2
]
(5.5)
Al sustituir (5.2) en (5.5) resulta
dΠ(t) = Ft dt+Fs
(
S(t)α(t, S(t))dt+S(t)σ(t, S(t))dW (t)
)
+
1
2
[
Fss
(
S(t)σ(t, S(t))dW (t)
)2]
Agrupando te´rminos semejantes y multiplicando y dividiendo por F (t, S(t)) al lado dere-
cho de la ecuacio´n anterior, se sigue que
dΠ(t) = F
Ft + FsSα +
1
2
Fss(S
2σ2)dt
F
+ F
FsSσdW (t)
F
donde F , α, S y σ denotan respectivamente F (t, S(t)); α(t, S(t)); S(t) y σ(t, S(t)).
De este modo se obtiene la ecuacio´n
dΠ(t) = αΠ(t)Π(t)dt+ σΠ(t)Π(t)dW (t) (5.6)
donde los procesos αΠ(t) y σΠ(t) esta´n definidos por:
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αΠ(t) =
Ft + αSFs +
1
2
σ2S2Fss
F
(5.7)
σΠ(t) =
σSFs
F
(5.8)
Aqu´ı los sub´ındices denotan derivadas parciales y se ha usado la notacio´n
σSFs
F
=
σ(t, S(t))S(t)Fs(t, S(t))
F (t, S(t))
y as´ı, de la misma forma, para los otros te´rminos anteriores.
Ahora se formara´ un portafolio basado en dos activos: la accio´n subyacente y el activo
derivado. Denotando el portafolio relativo por (us, upi) y usando la ecuacio´n (5.1) se obtiene
la siguiente dina´mica para el valor V del portafolio.
dV (t) = V {us[αdt+ σdW ] + upi[αpidt+ σpidW ]} (5.9)
donde se ha suprimido t.
Agrupando los factores de dt y dW se obtiene
dV = V [usα+ upiαpi]dt+ V [usσ + upiσpi]dW (5.10)
Se observa que ambos corchetes son lineales en los argumentos us y upi y que adema´s, la
u´nica restriccio´n para el portafolio relativo es que us + upi = 1, para toda t.
Se define el portafolio relativo por el sistema de ecuaciones lineales
us + upi = 1 (5.11)
usσ + upiσpi = 0 (5.12)
Usando este portafolio se observa que por su misma definicio´n, el te´rmino de tendencia dW
en la V -dina´mica de la ecuacio´n (5.10) se desvanece completamente; dejando la ecuacio´n
dV = V [usα+ upiαpi]dt (5.13)
As´ı se ha obtenido un portafolio libre de riesgo, y debido a que se ha exigido que el
mercado sea libre de arbitraje, se puede usar la proposicio´n mencionada anteriormente
para deducir la relacio´n
usα+ upiαpi = r (5.14)
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La anterior es la condicio´n de ausencia de arbitraje.
Es fa´cil ver que el sistema (5.11)-(5.12) tiene la solucio´n
us =
σpi
σpi − σ (5.15)
upi =
−σ
σpi − σ (5.16)
Al utilizar la ecuacio´n (5.8), resulta el portafolio expl´ıcitamente como
us(t) =
S(t)Fs(t, S(t))
S(t)Fs(t, S(t))− F (t, S(t)) (5.17)
upi(t) =
−F (t, S(t))
S(t)Fs(t, S(t))− F (t, S(t)) (5.18)
Ahora se sustituye (5.7),(5.17) y (5.18) en la condicio´n de ausencia de arbitraje (5.14).
Despue´s de algunos ca´lculos, se obtiene la ecuacio´n
Ft(t, S(t)) + rS(t)Fs(t, S(t)) +
1
2
σ2(t, S(t))S2(t)Fss(t, S(t))− rF (t, S(t)) = 0
Adema´s, se debe tener en cuenta la relacio´n
Π(T ) = Φ(S(T ))
Estas dos ecuaciones se tienen que mantener con probabilidad 1 para cada t fijo. Adema´s
se puede demostrar que bajo ciertas suposiciones, la distribucio´n de S(t) para cada t > 0
fijo tiene soporte en los enteros positivos en la recta real. As´ı S(t) puede tomar cualquier
valor, de modo que F tiene que satisfacer la siguiente EDP (determin´ıstica):
Ft(t, s) + rsFs(t, s) +
1
2
s2σ2(t, s)Fss(t, s)− rF (t, s) = 0
F (T, s) = Φ(s)
De este modo F es una solucio´n del problema de valor de frontera anterior y en conse-
cuencia se tiene una aplicacio´n directa de la proposicio´n de Feynman-Kac II estudiada en
el cap´ıtulo 3.
Recopilando los resultados anteriores, se ha probado la siguiente proposicio´n, la cual es
de hecho uno de los resultados ma´s importantes estudiados en este cap´ıtulo.
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Teorema 5.1.1 (Ecuacio´n de Black-Scholes). Suponga que el mercado es especificado por
las ecuaciones (5.1) y (5.2), y que se quiere buscar el precio de un reclamo contingente de
la forma (5.3). Entonces la u´nica funcio´n de precios de la forma (5.4) la cual es consistente
con la ausencia de arbitraje, se presenta cuando F es la solucio´n de valor frontera e el
dominio [0, T ]×R+.
Ft(t, s) + rsFs(t, s) +
1
2
s2σ2(t, s)Fss(t, s)− rF (t, s) = 0 (5.19)
F (T, s) = Φ(s) (5.20)
Es importante reafirmar el hecho de que se ha obtenido el precio X en la forma
Π(t,X) = F (t, S(t)), es decir, el precio del reclamo esta´ dado como una funcio´n del
precio S del activo subyacente. Este razonamiento esta´ relacionado con la idea ba´sica
explicada anteriormente, en la que el precio del activo derivado esta´ determinado de una
forma consistente con el precio del activo. No se presenta una fo´rmula de valoracio´n abso-
luta para X. Por el contrario, se obtendra´n precios que esta´n alrededor del precio relativo,
es decir, precios de los activos del derivado en te´rminos del precio del activo subyacente.
En particular, esto significa que para usar la te´cnica de precios con arbitraje se debe tener
uno o varios procesos de precio en todos los subyacentes dados a priori.
Puede observarse un hecho importante sobre la ecuacio´n de precios, y es que esta no
contiene la tasa media de retorno local α(t, s) del activo subyacente. En particular, esto
significa que cuando se valoran derivados, la tasa de retorno local del activo subyacente
no desempen˜a un papel importante.
El u´nico aspecto del proceso de precios del activo subyacente que es de alguna manera
importante, es la volatilidad σ(t, s). As´ı, para una volatilidad dada, el precio para un
derivado fijo (como una opcio´n call Europea) sera´ exactamente el mismo sin importar si
la accio´n subyacente tiene un 10%, un 50%, o incluso un −50% de tasa de retorno.
5.2. Valoracio´n de riesgo neutral
Considere un mercado dado por las ecuaciones
dB(t) = rB(t)dt (5.21)
dS(t) = S(t)α(t, S(t))dt+ S(t)σ(t, S(t))dW (t) (5.22)
Y un reclamo contingente de la forma X = ΦS(T ). Entonces, el precio libre de arbitraje
esta´ dado por Π(t,Φ) = F (t, S(t)) donde F es la solucio´n a la ecuacio´n de precios
(5.19)-(5.20).
Ahora se puede considerar de nuevo el problema de la ecuacio´n de precios, y se observa
que esta ecuacio´n puede ser resuelta usando la fo´rmula de representacio´n estoca´stica de
Feynman-Kac.
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Usando los resultados del cap´ıtulo 3, se observa que la solucio´n dada por
F (t, s) = e−γ(T,t)E[Φ(X(t))] (5.23)
donde el proceso X esta´ definido por la dina´mica
dX(u) = rX(u)du+X(u)σ(u,X(u))dW (u) (5.24)
X(t) = s (5.25)
donde W es un proceso de Wiener.
Es importante destacar que la EDE (5.24) es de la misma forma que la del proceso de
precios S. El u´nico cambio importante, es que mientras S tiene la tasa de retorno promedio
α, el proceso X tiene la tasa de intere´s a corto plazo r como la tasa de retorno promedio.
El anterior proceso X es una herramienta te´cnica definida por el momento, y puede lla-
marse de cualquier manera porque au´n no se ha contextualizado. En vista de la semejanza
entre X y S, es posible hacer el cambio de variable S en lugar de X, mientras no se con-
funda el proceso S “real”de (5.22) con el “nuevo”proceso. Una forma de alcanzar esta
meta es utilizar el siguiente procedimiento:
Se puede denotar la medida “objetiva”de la probabilidad que gobierna el modelo real
(5.21)-(5.22)con la letra P . As´ı se puede decir que la P -dina´mica para el proceso S es
(5.22). Ahora se definira´ otra medida de probabilidad Q bajo la cual el proceso S tiene
una distribucio´n de probabilidad diferente. Esta se constituye definiendo la Q-dina´mica
de S como
dS(t) = rS(t)dt+ S(t)σ(t, S(t))dW (t) (5.26)
donde W es un Q-proceso de Wiener. Para distinguir la medida bajo la cual se toma la
esperanza, se introducen algunas notaciones convencionales.
Notacio´n convencional
Se utilizara´n las siguientes convenciones:
Se identificara´ el operador esperanza, dejando E para denotar la esperanza tomada
bajo la medida P ; donde EQ denota el valor esperado tomado bajo la medida de
probabilidad Q.
Se identificara´ el proceso de Wiener. De este modo W denotara´ un P -proceso de
Wiener y W denotara´ un Q-proceso de Wiener.
La convencio´n sobre W tiene la ventaja que es posible, a simple vista, decidir bajo cual
medida P o Q, es dada alguna EDE. Se trabajara´ mucho ma´s a menudo bajo la medida
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Q que bajo la medida P y esta es la razo´n por la que el proceso de Q-Wiener, W tiene
una notacio´n ma´s simple que el procesos de P -Wiener,W . Usando esta notacio´n, se puede
establecer el siguiente resultado central para derivar precios.
Teorema 5.2.1. El precio libre de arbitraje para el reclamo Φ(S(T )) esta´ dado por
Π(t,Φ) = F (t, S(t)), donde F esta´ dada por la fo´rmula
F (t, s) = e−γ(T−t)EQ[Φ(S(T ))] (5.27)
donde la Q-dina´mica para S esta´ dada por la ecuacio´n (5.26).
Una interpretacio´n econo´mica natural para la fo´rmula (5.27) es que el precio de un deriva-
do, dada la fecha t de hoy y el precio s de la accio´n hoy, es calculado tomando el valor
esperado del pago final EQt,s[Φ(S(T ))] y entonces descontarlo del valor esperado del valor
presente usando el factor de descuento eγ(T − t). Cuando se tome el valor esperado, no
se debe hacer usando la medida de probabilidad objetiva P . En su lugar, se utilizara´ la
Q-medida definida en (5.26). Esta Q-medida se conoce como “medida de riesgo ajustada”
o tambie´n medida de martingala, y e´sta sera´ la terminolog´ıa que se utilizara´ en adelante.
La razo´n para el nombre es que bajo Q el proceso de descuento S(t)
B(t)
resulta ser una
Q-martingala.
Proposicio´n 5.2.2 (Valoracio´n del riesgo neutral). En el modelo de Black-Scholes, el pro-
ceso de precios Π(t) para cada activo negociado, ya sea el subyacente o el activo derivado,
tiene la propiedad de que el proceso de precios normalizado
Z(t) =
Π(t)
B(t)
es una martingala bajo la medida Q.
La fo´rmula (5.27) es algunas veces referida como la fo´rmula de valoracio´n de riesgo neutral.
Suponga que todos los agentes tienen riesgo neutral, entonces todos los activos deman-
dara´n una tasa de retorno igual a la tasa de intere´s a corto plazo, es decir, en un mundo
de riesgo neutral el precio de la accio´n tendra´ realmente la Q-dina´mica anterior (ma´s
precisamente en este caso, se tendra´ Q = P ). Adema´s, en un mundo de riesgo neutral
el valor presente de un pago estoca´stico futuro, sera´ igual al valor esperado de los pagos
netos descontados del valor presente usando la tasa de intere´s a corto plazo.
5.3. La fo´rmula de Black-Scholes
En esta seccio´n se especificara´ el modelo de la seccio´n anterior para el caso del modelo de
Black-Scholes
dB(t) = rB(t)dt (5.28)
dS(t) = αS(t)dt+ σS(t)dW (t) (5.29)
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donde α y σ son constantes. De los resultados de las secciones previas se sabe que el precio
libre de arbitraje para un reclamo contingente Φ(S(T )) esta´ dado por
F (t, s) = e−γ(T−t)EQt,s[Φ(S(T ))] (5.30)
donde la Q-dina´mica para S esta´ dada por
dS(u) = rS(u)du+ σS(u)dW (u) (5.31)
S(t) = s (5.32)
En esta EDE se reconoce claramente el Movimiento Browniano Geome´trico, por lo tanto
se puede escribir S(T ) expl´ıcitamente como
S(T ) = s exp
{(
r − 1
2
σ2
)
(T − t) + σ(W (T ) +W (t))
}
(5.33)
Por tanto, S(T ) puede escribirse como S(T ) = s eY donde Y es un variable estoca´stica
con una distribucio´n
N
[(
r − 1
2
σ2
)
(T − t), σ√T − 1
]
(5.34)
Y de este modo se obtiene la siguiente fo´rmula de precios
F (t, s) = e−γ(T−t)
∫ ∞
−∞
Φ(s eY )F (y)dy (5.35)
donde f es la ecuacio´n de densidad para la variable estoca´stica Y anterior.
La fo´rmula (5.35) es una fo´rmula integral, que para una eleccio´n general de una funcio´n
contrato Φ, debera´ ser evaluada nume´ricamente.
Sin embargo, existen algunos casos particulares donde se puede evaluar (5.35) ma´s o menos
anal´ıticamente, y el ma´s conocido de estos es el caso de la opcio´n call Europea, donde Φ
tiene la forma Φ = ma´x[x−K, 0]. En este caso es conveniente la normalizacio´n, de modo
que S(T ) puede escribirse como
S(T ) = s er˜τ+σ
√
τZ
donde r˜ =
(
r + 1
2
σ2
)
, τ = T − t y Z es una variable normal estandarizada.
La integral en (5.35) resulta ser∫ ∞
−∞
ma´x[s er˜τ+σ
√
τZ −K, 0]φ(z)dz
5.3. LA FO´RMULA DE BLACK-SCHOLES 55
donde φ es la densidad de la distribucio´n N [0, 1], es decir,
φ(z) =
1√
2pi
e−
z2
2
El integrando de la integral anterior, se desvanece cuando
s er˜τ+σ
√
τZ < K
es decir, cuando z < z0, donde z0 =
ln
(
K
s
)
− r˜τ
σ
√
τ
.
La integral puede ser escrita∫ ∞
z0
(s er˜τ+σ
√
τZ −K)φ(z)dz = A−B
donde
A =
∫ ∞
z0
s er˜τ+σ
√
τZφ(z)dz
B =
∫ ∞
z0
Kφ(z)dz
La integral B puede, obviamente, ser escrita como
K ∗ P (Z ≥ z0)
Y utilizando la simetr´ıa para la distribucio´n N [0, 1], e´sta puede ser reescrita como
K ∗ P (Z ≤ −z0)
Se denotara´ como es comu´n, la funcio´n de distribucio´n acumulativa para la distribucio´n
N [0, 1] por N , es decir,
N [x] =
1√
2pi
∫ x
−∞
e
−z2
2 dz
De este modo B puede escribirse como
B = K ∗N [−z0]
Para la integra A, se completan los cuadrados en el exponente para as´ı obtener
A =
s er˜τ√
2pi
∫ ∞
z0
eσ
√
τ− 1
2
z2dz
=
s er˜τ√
2pi
∫ ∞
z0
e−frac12(z−σ
√
τ)2+ 1
2
σ2τdz
=
s er˜τ√
2pi
∫ ∞
z0
e−
1
2
(z−σ√τ)2dz
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Aqu´ı se reconoce la densidad para la distribucio´n N [σ
√
τ , 1], de este modo se tiene que
A = s erτ P (Z ′ ≥ z0)
Donde Z ′ sigue una distribucio´n N [σ
√
τ , 1]. Normalizando Z ′ para obtener una variable
N [0, 1] y de nuevo usando simetr´ıa, se puede escribir
A = s erτN [−z0 − σ
√
τ ]
De este modo se ha calculado la integral en (5.35) y finalmente se tiene el siguiente
resultado conocido como la Fo´rmula de Black-Scholes
Proposicio´n 5.3.1 (Fo´rmula de Black-Scholes). El precio de una opcio´n call Euro-
pea con precio de ejercicio K y tiempo de maduracio´n T esta´ dado por la fo´rmula
Π(t) = F (t, S(t)), donde
F (t, s) = sN [d1(t, s)]− e−r(T−t)K ∗N [d2(t, s)] (5.36)
Adema´s, N es la funcio´n de distribucio´n acumulativa para la distribucio´n N [0, 1] y
d1(t, s) =
1
σ
√
T − t
[(
s
K
)
+
(
r +
1
2
σ2
)
(T − t)
]
(5.37)
d2(t, s) = d1(t, s)− σ
√
T − t (5.38)
Figura 5.1: Black-Scholes para una opcio´n call Europea
Cap´ıtulo 6
Procesos AR(1), GARCH(1,1) y de
Reversio´n a la Media
Los rendimientos de las series financieras son pra´cticamente impredecibles, tienen una
gran cantidad de valores extremos, y tanto los periodos de mayor agitacio´n como los ma´s
pasivos esta´n agrupados en el tiempo. Cuando la volatilidad es elevada, probablemente
se mantenga elevada, y cuando es muy baja, tambie´n es probable que permanezca baja.
Sin embargo, los periodos en los que se presentan estas fluctuaciones esta´n limitados en
el tiempo.
Estas caracter´ısticas que se describen como impredecibilidad, exceso de curtosis y agru-
pamiento de la volatilidad, son precisamente las caracter´ısticas para las cuales se disen˜a
el modelo ARCH propuesto por Engle (1982) el cual produce patrones dina´micos de re-
version a la media que se pueden predecir y que adema´s produce un mayor nu´mero de
valores extremos de lo que se esperar´ıa de una distribucio´n normal esta´ndar, pues los
valores extremos durante el periodo de alta volatilidad son mayores de los que se hubiesen
podido anticipar con un proceso de volatilidad constante.
Los modelos GARCH (ARCH generalizados) fueron propuestos por Bollerslev (1986) y
se pueden emplear para describir la dina´mica de volatilidad de casi todas las series de
rendimientos financieros. Esto es cierto no so´lo para las acciones de Estados Unidos, sino
tambie´n para las acciones negociadas en la mayor´ıa de los mercados desarrollados, para
la mayor´ıa de las acciones que se negocian en mercados emergentes y para la mayor´ıa de
los ı´ndices de los mercados de valores.
6.1. Modelos con Heterocedasticidad Condicional
Definicio´n 6.1.1. Un proceso estoca´stico {Yt; t ≥ 0} es estacionario de segundo orden si
se cumplen las siguientes condiciones:
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i) E[Yt] = µ, para todo t donde µ es constante,
ii) var [Yt] = σ
2 <∞ ∀t,
iii) cov [Yt, Yt−s] = γs, es decir, γs es una funcio´n definida positiva que so´lo depende de
la distancia entre t y t− s.
Definicio´n 6.1.2. Se dice que un proceso {εt; t ≥ 0} es ruido blanco si se cumple:
i) E[εt] = 0, para todo t,
ii) var [εt] = σ
2 <∞ ∀t,
iii) E[εt · εt′ ] = 0, t 6= t′.
6.1.1. El proceso AR(1)
Definicio´n 6.1.3. Un proceso autoregresivo de orden uno, denotado AR(1), esta´ dado
por
Yt = α+ ρYt−1 + εt,
donde α, ρ son constantes y εt es un ruido blanco.
El proceso Yt = α+ ρYt−1 + εt tambie´n puede escribirse como
Yt − ρYt−1 = α+ εt
Yt − ρLYt = α+ εt
(1− ρL)Yt = α+ εt
Φ(L)Yt = α+ εt
donde L denota el operador de rezago y Φ(L) = 1 − ρL es el operador polinomial de
rezagos.
Para que el proceso AR(1) sea estacionario debe cumplir que la ra´ız de Φ(L) = 0 se
encuentre por fuera del c´ırculo unitario. Por lo que 1 − ρL = 0 ⇒ L = 1/ρ tiene que
tener a |L| > 1→ |1/rho| > 1, lo que implica que |ρ| < 1 garantiza la estacionariedad del
proceso Yt = α + ρYt−1 + εt.
Teorema 6.1.1. Sea Ft−1 la informacio´n generado por el proceso Yt hasta el instante
t− 1. Sea Yt un proceso autoregresivo de orden uno, entonces,
i) E[Yt] = α/(1− ρ) con |ρ| < 1,
ii) var [Yt] = σ
2
ε/(1− ρ2) con |ρ| < 1 donde σ2ε = E[ε2t−i] para toda i,
iii) E [Yt|Ft−1] = α+ ρYt−1,
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iv) var [Yt|Ft−1] = σ2ε .
Observe que la razo´n var [Yt|Ft−1] /var [Yt] < 1 con |ρ| < 1, por lo cual la varianza condi-
cional es menor que la no condicional aunque ambas son constantes en el tiempo. Teniendo
en cuenta la observacio´n, ser´ıa ma´s apropiado considerar un proceso cuya varianza condi-
cional no sea constante sino que dependa de la informacio´n disponible en cada instante,
lo cual ayudar´ıa a obtener estimadores ma´s eficientes que presentar´ıan menor amplitud
en el rango de posibles valores para algu´n nivel de confianza dado.
Con estas consideraciones sera´ ma´s apropiado tener en cuenta otros procesos en los que
se permita que la varianza condicional del proceso subyacente cambie a trave´s del tiem-
po. La alternativa ma´s favorable para este propo´sito es el proceso GARCH(1,1), el cual
sera´ descrito a continuacio´n.
6.1.2. El proceso GARCH(1,1)
Definicio´n 6.1.4. Considere el proceso Yt = α + βYt−1 + εt donde α, β son constantes.
El proceso GARCH(1,1) para el εt esta´ definido por
εt = htat, donde at iidN(0, 1) y at, ht son independientes, y εt|Ft−1 N(0, h2t ). Adema´s
h2t = δ0 + δ1ε
2
t−1 + θ1h
2
t−1 con δ0 > 0 y δ1, θ1 ≥ 0.
Teorema 6.1.2. Considere el proceso Yt = α + βYt−1 + εt. Si εt sigue un proceso
GARCH(1,1), entonces
i) E[ε2t ] =
δ0
1−(δ1+θ1) , |δ1 + θ1| < 1,
ii) E[h2t ] =
δ0
1−(δ1+θ1) , |δ1 + θ1| < 1.
Demostracio´n. II)
Teniendo ya el resultado de I), veamos que II) se cumple:
h2t = δ0 + δ1ε
2
t−1 + θ1h
2
t−1; pero h
2
t−1 = δ0 + δ1ε
2
t−2 + θ1h
2
t−2 y h
2
t−2 = δ0 + δ1ε
2
t−3 + θ1h
2
t−3,
h2t = δ0 + δ1ε
2
t−1 + θ1
(
δ0 + δ1ε
2
t−2 + θ1h
2
t−2
)
= δ0 + δ1ε
2
t−1 + θ1δ0 + θ1δ1ε
2
t−2 + θ
2
1
(
δ0 + δ1ε
2
t−3 + θ1h
2
t−3
)
...
= δ0(1 + θ1 + θ
2
1 + θ
3
1 + . . .) + δ1(ε
2
t−1 + θ1ε
2
t−2 + θ
2
1ε
2
t−3 + . . .)
=
δ0
1− θ1 + δ1(ε
2
t−1 + θ1ε
2
t−2 + θ
2
1ε
2
t−3 + . . .),
60CAPI´TULO 6. PROCESOS AR(1), GARCH(1,1) Y DE REVERSIO´N A LA MEDIA
donde |θ1| < 1 (para convergencia de la serie). Luego, si adema´s |δ1 + θ1| < 1
E[h2t ] =
δ0
1− θ1 + δ1
(
E[ε2t−1] + θ1E[ε
2
t−2] + θ
2
1E[ε
2
t−3] + . . .
)
=
δ0
1− θ1 + δ1
(
1 + θ1 + θ
2
1 + . . .
) δ0
1− (δ1 + θ1)
=
δ0
1− θ1 +
δ0
1− θ1 ·
δ0
1− (δ1 + θ1) =
δ0
1− θ1
(
1− θ1
1− (δ1 + θ1)
)
=
δ0
1− (δ1 + θ1) .
6.2. Procesos de Reversio´n a la Media
Los procesos de Reversio´n a la Media son considerados como una eleccio´n natural para
describir la dina´mica de precios de algunos commodities tales como el petro´leo, el aluminio,
el gas natural y la energ´ıa ele´ctrica. Este tipo de procesos tambie´n han mostrado un buen
desempen˜o en la descripcio´n de tasas de intere´s y en el mercado de futuros.
En la literatura sobre economı´a y finanzas aparecen diferentes tipos de procesos de Re-
versio´n a la Media; entre los ma´s conocidos se encuentran los modelos de uno, dos y tres
factores. Para el propo´sito de este trabajo so´lo se estudiara´ el modelo de un factor.
6.2.1. Procesos de Reversio´n a la Media de un solo factor
Considere la Ecuacio´n Diferencial Estoca´stica Lineal Homoge´nea dada por
dSt = λ(µ− St)dt+ σSrt dWt; r = 0 o 1,
donde λ > 0; σ > 0 y µ son constantes y Wt es un Movimiento Browniano Esta´ndar
Unidimensional.
Cuando r = 0, el ruido es aditivo, y en consecuencia la EDELH resulta ser
dSt = λ(µ − St)dt + σdWt que se conoce como proceso de Reversio´n a la Media
del tipo Ornstein Uhlenbeck, que tiene por solucio´n expl´ıcita el proceso
St = µ+ (S0 − µ)e−λt + σe−λt
∫ t
0
eλsdWs.
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Puede determinarse la distribucio´n invariante para St si se conoce E[St] y var[St].
E[St] = µ+ (S0 − µ)e−λt + σe−λtE
[∫ t
0
e−λsdWs
]
= µ+ (S0 − µ)e−λt.
var[St] = E
[(
µ+ (S0 − µ)e−λt
)
+ σe−λt
∫ t
0
eλsdWs
]2
− (µ+ (S0 − µ)e−λt)2
= 2σe−λt
(
µ+ (S0 − µ)e−λt
)
E
[∫ t
0
eλsdWs
]
︸ ︷︷ ︸
=0
+σ2e−2λtE
[∫ t
0
eλsdWs
]
= σ2e−2λt
∫ t
0
e2λsds =
σ2
2λ
(
1− e−2λt) .
Ahora µ+ (S0− µ)e−λt → µ conforma t→∞ y σ22λ
(
1− e−2λt)→ σ2
2λ
conforme t→∞, en
consecuencia St tiene una distribucio´n invariante N(µ,
σ2
2λ
) para un S0 arbitrario.
Cuando r = 1, el ruido es proporcional y en consecuencia la EDELH resulta ser
dSt = λ(µ− St)dt+ σStdWt, (6.1)
que se conoce simplemente como proceso de Reversio´n a la Media, donde µ es el nivel de
equilibrio al largo plazo y λ es la velocidad de reversio´n.
Suponga que el valor esperado de St, denotado por S¯, y que la Ecuacio´n Diferencial
Ordinaria dada por dS¯ = α(L− S¯)dt. Entonces S¯ = L es el nivel de equilibrio para esta
Ecuacio´n Diferencial Lineal Ordinaria, cuyas soluciones son dadas por S¯(t) = L+Ce−αt,
para alguna constante C. De este modo S¯(t)→ L conforme t→∞. En otras palabras, la
media S¯(t) revierte al largo plazo a L; de aqu´ı el uso del te´rmino “Reversio´n a la Media”.
En un horizonte de tiempo finito, L juega el papel de un atractor en el sentido de que,
cuando St > L, el te´rmino de tendencia α(L−St) < 0 y por lo tanto St decrece y, cuando
St > L un argumento similar establece que St crece.
La ecuacio´n (6.1) tiene por solucio´n expl´ıcita el proceso
St = S0 exp
[−(λ+ σ2/2)t+ σWt]+ λµ ∫ t
0
exp
[−(λ+ σ2/2)(t− s) + σ(Wt −Ws)] ds
Ahora
E[St] = S0E
[
exp
{
−(λ+ σ
2
2
)t+ σWt
}]
+ λµE
[∫ t
0
exp
{
−(λ+ σ
2
2
)(t− s) + σ(Wt −Ws)
}
ds
]
= S0 exp
{
−(λ+ σ
2
2
)t+
σ2
2
t
}
+ λµ
∫ t
0
exp
{
−(λ+ σ
2
2
)(t− s) + σ
2
2
(t− s)
}
ds
= S0e
−λt + λµ
∫ t
0
e−λ(t−s)ds
= µ+ (S0 − µ)e−λt.
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Lo que indica que µ+ (S0 − µ)e−λt → µ conforme t→∞.
Cap´ıtulo 7
Estimacio´n de Modelos de Difusio´n:
la conexio´n con el mundo “real”
La estimacio´n de para´metros en los modelos de difusio´n es un punto clave para la apli-
cacio´n de Ecuaciones Diferenciales Estoca´sticas a feno´menos asociados con el crecimiento
poblacional, actividad neuronal, sismolog´ıa y, particularmente, en economı´a y finanzas,
cuyos intereses han permitido el desarrollo de este trabajo.
En este cap´ıtulo se hara´ una exposicio´n de algunos me´todos de estimacio´n de modelos de
difusio´n que son conocidos en la literatura, aunque no por ello son me´todos apropiados o
fa´ciles de implementar, pues en muchos de los casos no se obtienen estimadores eficientes
o no se conoce con claridad la funcio´n de densidad de probabilidad de los procesos donde
subyacen.
Se presentara´ el Me´todo de Momentos y Generador Infinitesimal con sus caracter´ısticas
principales, y tambie´n los me´todos basados en las funciones de escala y velocidad. Adema´s
se hara´ un breve recorrido por el Me´todo de Momentos Simulados, el Me´todo de Inferencia
Indirecta y el Me´todo de Ma´xima Verosimilitud.
Debido a su fa´cil implementacio´n, familiaridad y caracter´ısticas apropiadas de sus esti-
madores, se determino´ utilizar el Me´todo de Ma´xima Verosimilitud en el caso de aplicacio´n
que se presentara´ en el u´ltimo cap´ıtulo, sin restar importancia a los me´todos aqu´ı estudi-
ados.
7.1. Me´todo de Ma´xima Verosimilitud
Las expresiones anal´ıticas para las funciones de verosimilitud existen solamente para un
nu´mero limitado de procesos de difusio´n. Debido a su maleabilidad, estos modelos han
sido estudiados en la literatura, y a pesar de esto no proporcionan un muy buen ajuste
a los precios observados de activos si no se consideran algunas caracter´ısticas propias
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de la heterocedasticidad condicional. De hecho, muchos procesos de difusio´n no explican
caracter´ısticas tales como volatilidad estoca´stica o el efecto de apalancamiento.
A estos procesos pertenece el Movimiento Browniano Geome´trico, que aparece en la fo´rmu-
la de Black-Scholes, el modelo de Ornstein Uhlenbeck, usado por Vasicek para especificar
la dina´mica de las tasas de intere´s a corto plazo, y el modelo CIR.
7.1.1. Estimacio´n de Ma´xima Verosimilitud para el Proceso de
Ornstein-Uhlenbeck
Considere la Ecuacio´n Diferencial Estoca´stica dada por
dyt = (Φ− λyt)dt+ σdWt
= λ(µ− yt)dt+ σdWt
Donde Wt es un Movimiento Browniano Esta´ndar. El proceso solucio´n para esta ecuacio´n
tiene una contraparte en tiempo discreto dada por:
yt = µ [1− exp(−λ)] + exp(−λ)yt−1 + σ
(
1− exp(2λ)
−2λ
) 1
2
²t
donde ²t es un ruido blanco Gaussiano estandarizado. Esta ecuacio´n corresponde a una
representacio´n Gaussiana AR(1) para el proceso (yt, t), t ∈ Z).
7.1.2. Estimadores de Ma´xima Verosimilitud
Para aplicarse el me´todo de Ma´xima Verosimilitud al modelo autoregresivo, primero se
reparametrizara´ la representacio´n autoregresiva como
yt = µ[1− ρ] + ρyt−1 + η²t,
donde ρ = exp(−λ), µ = φ
λ
y η = σ
(
− exp(−λ)
2λ
) 1
2
.
La funcio´n de log-verosimilitud para este proceso esta´ dada por
log(L) = −T
2
log(2pi)− T
2
log(η2)− 1
2η2
T∑
t=1
(yt − µ(1− ρ)− ρyt−1)2
Al considerar GRAD(log(L)) =
〈
∂log L
∂η
, ∂log L
∂ρ
, ∂log L
∂µ
〉
= ~0 se obtienen los estimadores de
MV para los para´metros µ, ρ y η que son independientes asinto´ticamente y equivalentes
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a
µˆT =
1
T
T∑
t=1
yt = y¯T
ρˆT =
1
T
T∑
t=1
(yt − y¯T)(yt−1 − y¯T)
1
T
T∑
t=1
(yt−1 − y¯T)2
ηˆ2T =
1
T
T∑
t=1
²ˆt
2
donde los residuales son definidos por ²ˆt = yt− y¯T − ρˆT(yt−1− y¯T). Adema´s, sus varianzas
asinto´ticas esta´n dadas por
Vasy(µˆT) =
η2
T (1− ρ2)
Vasy(ρˆT) =
1
T
(1− ρ2)
Vasy(ηˆT) =
2η4
T
De los estimadores MV de los para´metros µ, ρ y η, se infieren fa´cilmente los estimadores
MV para los para´metros de intere´s
λˆT = − log ρˆT
σˆ2T = −
2 log ρˆT
1− log ρˆ2T
ηˆ2T
cuyas varianzas asinto´ticas son dadas por
Vasy(λˆT) =
[
∂(− log ρ)
∂ρ
]2
Vasy(ρˆT)
=
1
T
1− ρ2
ρ2
=
1
T
1− exp(−2λ)
exp(−2λ)
Los estimadores λˆT y σˆ
2
T esta´n asinto´ticamente correlacionados puesto que ambos depen-
den de ρˆT .
66CAPI´TULO 7. ESTIMACIO´N DEMODELOS DE DIFUSIO´N:LA CONEXIO´N CON ELMUNDO “REAL”
7.2. Me´todo de Momentos y Generador Infinitesimal
Cuando la funcio´n de verosimilitud no puede calcularse expl´ıcitamente, se pueden usar
estimadores menos eficientes obtenidos mediante un criterio alternativo de optimizacio´n el
cual admite una fo´rmula anal´ıtica. Un candidato natural para el criterio de optimizacio´n se
presenta bajo las condiciones de momento asociadas con la ecuacio´n diferencial estoca´stica.
En esta seccio´n, se revisara´n varios me´todos propuestos en la literatura en el contexto del
proceso de difusio´n unidimensional. Observe que este marco implica un mercado completo
y una fo´rmula u´nica de valoracio´n para los derivados, lo cual es incompatible por ejemplo,
con la volatilidad estoca´stica.
7.2.1. Condiciones de Momento
La condiciones de momento estudiadas por Hansen y Scheinkman (1995) esta´n basadas
en la siguiente proposicio´n.
Proposicio´n 7.2.1. Considere un proceso yt unidimensional que satisface la ecuacio´n
diferencial estoca´stica
dyt = µ(yt)dt+ σ(yt)dWt
El generador infinitesimal A asociado con esta ecuacio´n puede considerarse como un op-
erador que transforma una funcio´n Φ de y en
AΦ(y) = l´ım
k→0
1
h
E
[
Φ(yt+h)− Φ(yt)
yt = y
]
=
dΦ(y)
dy
µ(y) +
1
2
d2Φ(y)
dy2
σ2(y)
Para un sistema grande de funciones Φ ,Φ˜ se deben cumplir las siguientes condiciones de
momento:
i) E[AΦ(yt)] = 0, ∀Φ
ii) E
[
AΦ(yt+1)Φ˜(yt)− Φ(yt+1)AΦ˜(yt)
]
= 0, ∀Φ, Φ˜
Por definicio´n, el generador infinitesimal representa la tendencia infinitesimal del proceso
transformado. La expresio´n diferencial para el generador sigue la fo´rmula de Itoˆ aplicada
a Φ(yt).
Las condiciones de momento dadas en la proposicio´n anterior conciernen a los momentos
marginales de funciones no lineales de yt (condicio´n 1), y momentos cruzados para fun-
ciones no lineales de yt y yt+1 (condicio´n 2).
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Como una ilustracio´n, se efectuara´n en detalle las condiciones de momento para las fun-
ciones exponenciales de y: Φ(y) = exp(−ay), Φ˜(y) = exp(−by).
Por la condicio´n 1, se obtiene
E
{
exp(−ayt)
[
µ(yt)− a
2
σ2(yt)
]}
= 0, ∀ a
Por la condicio´n 2 se obtiene
E [h∗] = 0, ∀ a, b
donde
h∗ = a exp(−ayt+1 − byt)
[
µ(yt+1)− a
2
σ2(yt+1)
]
− b exp(−byt+1 − ayt)
[
µ(yt)− a
2
σ2(yt)
]
7.2.2. Identificacio´n
El me´todo de momentos proporciona estimadores que pueden no ser completamente efi-
cientes. Por lo tanto, es importante comprobar si el sistema anterior de condiciones de
momento da suficiente informacio´n acerca de las funciones de tendencia µ y volatilidad σ.
Sin embargo, pueden presentarse algunos problemas de identificacio´n en la pra´ctica. Por
ejemplo al considerar la tendencia y la volatilidad parametrizadas como:
µ(y; θ) = θ0 µ˜(y; θ1) σ
2(y; θ) = θ0 σ˜
2(y; θ1) con θ =
(
θ0
θ1
)
y aunque las condiciones 1 y 2 se pueden simplificar con respecto a θ0, estos para´metros
no pueden ser identificados de las condiciones de momento dadas previamente.
Considerando todas las funciones Φ admisibles, se puede mostrar que la distribucio´n
marginal de yt es identificable hasta un factor de escala. Todav´ıa, el sistema de condiciones
2 no permite identificar la distribucio´n conjunta de (yt, yt+1) hasta un factor escala.
Para ilustrar los problemas de identificacio´n, se considera el siguiente modelo de difusio´n;
dyt = (α+ βyt)dt+ σy
γ
t dWt
el cual fue propuesto por Chan (1992) para la tasa de intere´s a corto plazo.
Esta especificacio´n abarca un nu´mero amplio de modelos de tiempo continuos (Broze,
Scaillet y Zakoian 1995). Esta dina´mica depende de cuatro para´metros: α, β, σ y γ.
La condicio´n 1 para la funcio´n exponencial es:
E
[
exp(−ayt)
(
α + βyt − a
2
σ2y2γy
)]
= 0, ∀ a
Los para´metros que son identificables de la condicio´n 1 son solamente γ, α
σ2
y β
σ2
.
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7.2.3. Me´todo de Momentos
El ,Me´todo de Momentos es utilizado con frecuencia en procedimientos econome´tricos
(Hansen 1982). Se presentara´ esta implementacio´n para restricciones del tipo 1. Se selec-
cionara´n n funciones a priori Φi para i = 1, 2, . . . , n.
Las condiciones de momento
E
[
dΦi
dy
(yt)µ(yt; θ) +
1
2
d2Φi
dy2
(yt)σ
2(yt; θ)
]
= 0, i = 1, 2, . . . , n
se cumplira´n para el valor verdadero del para´metro. Se supone adema´s, que algunas re-
stricciones de identificacio´n se imponen para eliminar el efecto del factor de escala (por
ejemplo, θ0 = 1). Un estimador de momento es un valor del para´metro para el cual la
condicio´n de valor esperado anterior, “empareja”sus contrapartes emp´ıricas.
Considere
dΦ
dy
(yt) =
[
dΦ1
dy
(yt), . . . ,
dΦn
dy
(yt)
]′
d2Φ
dy2
=
[
d2Φ
dy2
(yt), . . . ,
d2Φn
dy2
(yt)
]′
Los estimadores de momento se derivan como la solucio´n de la optimizacio´n
θˆT = Argmı´n
θ
T∑
t=1
(a · b)
donde
a =
[
µ(yt; θ)
dΦ′
dy
(yt) +
1
2
σ2(yt; θ)
d2Φ′
dy2
(yt)
]
b = Ω
[
µ(yt; θ)
dΦ
dy
(yt) +
1
2
σ2(yt; θ)
d2Φ
dy2
(yt)
]
y Ω es una matriz definida positiva.
Cuando esta matriz es una identidad, la optimizacio´n produce:
θˆT = argmı´n
θ
n∑
i=1
[
T∑
t=1
µ(yt)
dΦi
dy
(yt)
1
2
σ2(yt; θ)
d2Φi
dy2
(yt)
]2
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7.2.4. Descomposicio´n Espectral del Generador Infinitesimal
Como se puede observar, el me´todo anterior no permite la identificacio´n de todos los
para´metros de intere´s. Para evitar esta desventaja, se propone para analizar las carac-
ter´ısticas del generador infinitesimal, considerar la descomposicio´n espectral (ver Demoura
1993, Hansen, Scheinkman y Touzi 1998, Florenz y Gourieroux 1998; Chen, Hansen y
Scheinkman 1999). Ma´s au´n, esta aproximacio´n proporciona estimadores no parame´tricos
de las funciones de tendencia y volatilidad.
Bajo las condiciones mı´nimas de regularidad, el operador infinitesimal admite una descom-
posicio´n espectral, esto es, una sucesio´n de valores propios y funciones propias λj, Φj j ≥ 1
tales que:
i) AΦj(y) = λjΦj, j ≥ 1
ii) λj, j ≥ 1, son nu´meros reales positivos
Ahora se organizan los valores propios. Se denota por λ1 el valor propio ma´s grande y por
λ2 el segundo ma´s grande. Las condiciones que definen los pares (λj,Φj), j = 1, 2 son:{
AΦ1(y) = λ1Φ1(y)
AΦ2(y) = λ2Φ2(y)
o equivalentemente 
dΦ1(y)
dy
µ(y) +
1
2
d2Φ1(y)
dy2
σ2(y) = λ1Φ1(y)
dΦ2(y)
dy
µ(y) +
1
2
d2Φ2(y)
dy2
σ2(y) = λ2Φ2(y)
Este es un sistema equivalente bivariado con respecto a la tendencia y a la volatilidad. De
este modo, es equivalente estimar funciones µ y σ o estimar los dos primeros pares (λ1,Φ1)
y (λ2,Φ2) no parame´tricamente de las observaciones en tiempo discreto. La aproximacio´n
se basa en la interpretacio´n de la prediccio´n del generador infinitesimal
AΦ(y) = l´ım
h→0
1
h
E [Φ(yt+h)− Φ(yt)|yt = y]
el cual representa la tendencia infinitesimal del proceso transformado. Despue´s, se observa
que la descomposicio´n espectral de A esta´ relacionada con la descomposicio´n espectral del
operador esperanza condicional T , el cual esta´ asociado con la funcio´n Φ dada por:
T : Φ→ T Φ(yt) = E[Φ(yt+1)|yt]
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Las funciones propias del operador esperanza condicional coinciden con las funciones
propias del generador infinitesimal, mientras que sus valores propios esta´n dados por
λ˜i = exp(λi)
El sistema de ecuaciones anterior da la posibilidad de identificar no parame´tricamente,
las funciones de tendencia y volatilidad. Alternativamente, Ait-Sahalia (1996) propone
usar la funcio´n de densidad marginal para identificar no parame´tricamente la funcio´n
volatilidad bajo el supuesto de una forma restrictiva de afinar la funcio´n de tendencia.
7.2.5. Descomposicio´n Cano´nica no Lineal
La descomposicio´n espectral de un operador esperanza esta´ relacionado con la descom-
posicio´n cano´nica no lineal de la fdp conjunta de (yt, yt−1). Se denota por f(yt, yt−1) y
f(yt) a las fdp conjunta y marginal respectivamente, si∫ ∫ [
f(yt, yt−1)
f(yt)f(yt−1)
]2
f(yt)f(yt−1) dytdyt−1 <∞
la fdp bivariada se puede descomponer como (Lancaster 1968)
f(yt, yt−1) = f(yt)f(yt−1)
[
1 +
∞∑
j=1
λjΦj(yt)Ψj(yt−1)
]
donde las correlaciones cano´nicas λj, con j variando, son no negativas, y las direcciones
cano´nicas Φ y Ψ, con j variando, satisfacen la restriccio´n
E[Φj(yt)] = E[Ψj(yt)] = 0, ∀ j; V [Φj(yt)] = V [Ψj(yt)] = 1, ∀j
Cov[Φj(yt),Φk(yt)] = 0, ∀j 6= k; Cov[Ψj(yt),Ψk(yt] = 0, ∀j 6= k
En particular, se deduce
f(yt|yt−1) = f(yt)
[
1 +
∞∑
j=0
λjΦj(yt)Ψ(yt−1)
]
Si yt es un proceso de Markov de orden 1 se obtiene:
E[Φj(yt)|yt−1] = E [Φj(yt)] +
∞∑
k=1
λkE [Φj(yt)Φk(yt)] Ψk(yt−1)
= λjΨj(yt−1)
Los procesos de difusio´n unidimensionales son reversibles, esto es, sus propiedades dis-
tribucionales son ide´nticas en los tiempos ordinarios y reversos (Revuz y Yor 1990).
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Esto implica que las direcciones cano´nicas ordinarias y las rezagadas son ide´nticas, es
decir, Φj = Ψj, ∀ j. As´ı, la descomposicio´n cano´nica no lineal resulta ser:
f(yt, yt−1) = f(yt)f(yt−1)
[
1 +
∞∑
j=1
λjΦj(yt)Φj(yt−1)
]
Por otra parte, el operador esperanza condicional es tal que
E[Φj(yt)|yt−1] = λjΦj(yt−1), ∀ j
Esto sugiere que los elementos espectrales del operador esperanza condicional pueden ser
derivados de la descomposicio´n cano´nica no lineal de la distribucio´n bivariada.
7.2.6. Estimacio´n para la Descomposicio´n Espectral
En la literatura se proponen dos tipos de me´todos de estimacio´n no parame´trica. El
Me´todo del Filtro aproxima el operador esperanza condicional sobre un subespacio finito
dimensional y requiere descomposicio´n espectral para este operador aproximado. El se-
gundo acercamiento descansa en la descomposicio´n cano´nica no lineal de un estimador
basado en el kernel de la fdp de f(yt, yt−1).
Me´todo del Filtro
El primer paso de la aproximacio´n consiste en proyectar las funciones Φ sobre un espacio
dimensional (Chen, Hansen y Scheinkman 1999).
Se considera el espacio finito dimensional para las funciones
Φ(y) =
K∑
k=1
bk1[ak,ak+1](y)
donde [ak, ak+1] con k = 1, 2, . . . , K, es una particio´n dada de la recta real. Se puede
aproximar el operador esperanza condicional proyectando estas funciones sobre el espacio
generado por 1(ak,ak+1)(yt−1) con k = 1, 2, . . . , K.
Su contraparte emp´ırica se obtiene fa´cilmente estimando por Mı´nimos Cuadrados Ordi-
narios el modelo
Z(t) = BZ(t− 1) + ut
Z(t) =
[
1(a1,a2)(yt), . . . , 1(ak,ak+1)(yt)
]′
. Entonces, se realiza la descomposicio´n espectral
de la matriz de coeficientes estimada, Bˆ, para encontrar los primeros valores y vectores
propios asociados. Si ϕˆ1, . . . , ϕˆk son los vectores propios asociados, las correspondientes
funciones propias son aproximadas por Φˆk(yt) = Φˆ
′
kZ(t). (ver Chen, Hansen y Scheinkman
1999) para la escogencia de la particio´n y las propiedades asinto´ticas del estimador.
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7.2.7. Estimacio´n basada en el Kernel
Esta aproximacio´n, fue introducida por Darolles, Florenz y Gourieroux (1998), estos au-
tores proponen la aplicacio´n del ana´lisis cano´nico no lineal al estimador basado en el
kernel para la fdp bivariada. La fdp estimada es
fˆ(yt, yt−1) =
1
Th2
T∑
τ=1
K
(
yτ − yt
h
)
K
(
yτ − yt−1
h
)
donde K es un kernel univariado y h es la longitud de la banda.
Se hace referencia a Darolles 1998 para una escogencia o´ptima de la longitud de banda h
y las propiedades asinto´ticas de las correlaciones estimadas y las direcciones cano´nicas.
7.3. Me´todos basados en las funciones de escala y la
velocidad
Las aproximaciones basadas en las funciones de escala y velocidad consisten en reem-
plazar la parametrizacio´n inicial de una ecuacio´n de difusio´n con funciones de tendencia y
volatilidad por otra parametrizacio´n que sea ma´s fa´cil para estimar utilizando los datos en
tiempo discreto. Primero se definira´n las funciones de escala y velocidad y se explicara´ su
relevancia para la estimacio´n de los modelos de difusio´n. Posteriormente, se mostrara´ co´mo
estimar estas funciones de las observaciones valoradas discretamente.
7.3.1. Escala intr´ınseca y tiempo discreto
El objetivo es simplificar la dina´mica de un proceso de difusio´n aplicando escalas apropi-
adas y deformaciones del tiempo. La deformacio´n de la escala cambia la unidad de medida
en el espacio de todos los valores admisibles en el proceso, mientras que la deformacio´n del
tiempo modifica la unidad del tiempo de su trayectoria. Estas transformaciones, denotadas
por S y M respectivamente, son aplicadas en el siguiente orden:
yt
S
=⇒ zt = S(yt) M=⇒ xt = zM(t) = S[yM(t)]
Proposicio´n 7.3.1. Existe un par de escala y de deformaciones del tiempo tales que
xt = zM(t) = W
∗
i es un Movimiento Browniano. La deformacio´n de escala puede ser fijada
como
S(y) =
∫ y
0
s(u)du donde s(y) = exp−
∫ y
0
2µ(u)
σ2(u)
du
La deformacio´n del tiempo puede ser seleccionada para obtener
M(t) =
∫ t
0
m(yu)du donde m(y) =
1
σ2(y)s(y)
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Demostracio´n
Primero, se estudiara´ el efecto de la deformacio´n de la escala S.
Si dyt = µ(yt)dt+ σ(yt)dWt, se obtiene, por fo´rmula de Itoˆ:
dzt =
[
µ(yt)S
′(yt) +
1
2
σ2(yt)S
′′(yt)
]
dt+ σ(yt)S
′(yt)dWt
La transformacio´n se establece para eliminar la tendencia:
µ(y)S ′(yt) +
1
2
σ2(y)S ′′(y) = 0
Se encuentra S(y) =
∫ y
0
s(u)du donde s(y) = exp − ∫ y
0
2µ(u)
σ2(u)
du.
De esta manera, el proceso zt satisface la ecuacio´n de difusio´n
dzt = σ(yt)S
′(yt)dt
= σ
[
S−1(zt)
]
S ′
[
S−1(zt)
]
dWt
Segundo, se introduce una deformacio´n del tiempo del tipo
M(t) =
∫ t
0
m(yu)du =
∫ t
0
m[S−1(zu)]
S ′[S−1(zu)]
dz
Se encuentra
dxt =
∣∣∣∣dMtdz
∣∣∣∣ 12 σ[S−1(zt)]S ′[S−1(zt)]dWt
= σ(yt)m(yt)
1
2 s(yt)
1
2dWt
La deformacio´n del tiempo se establece para transformar la volatilidad inicial en una
volatilidad igual a 1:
σ(y)m(y)
1
2 s(y)
1
2 = 1⇐⇒ m(y) = 1
σ2(y)s(y)
La proposicio´n anterior muestra que es equivalente conocer las funciones de tendencia y
volatilidad µ y σ2 a las dos funciones S y M , llamadas funcio´n de escala y medida de la
velocidad, respectivamente. Sin embargo estas funciones pueden ser dif´ıciles de estimar.
La siguiente proposicio´n proporciona algunas interpretaciones u´tiles en te´rminos de los
momentos condicionales que pueden facilitar la aproximacio´n.
Se define T (a), como el primer tiempo en el cual el proceso alcanza el valor (a), comen-
zando desde y en el tiempo t = 0. Considere dos constantes a < b y un valor inicial
y ∈ [a, b].
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Proposicio´n 7.3.2.
i) u(y) = P [T (b) < T (a)|Y0 = 0] = S(y)−S(a)S(b)−S(a) , a < y < b
ii) v(y) = E[mı´n[T (a), T (b)]|Y0 = y]
= 2
{
u(y)
∫ b
y
[S(b)− S(ξ)]m(ξ)dξ + [1− u(y)] ∫ δ
y
[S(ξ)− S(a)]m(ξ)dξ
}
Por otra parte las funciones u y v se pueden deducir del generador infinitesimal. Ma´s
precisamente ellos satisfacen las ecuaciones diferenciales dadas a continuacio´n.
Proposicio´n 7.3.3.
i) La funcio´n u es la solucio´n de la ecuacio´n diferencial
µ
du(y)
dy
+
1
2
σ2(y)
d2u(y)
dy2
= 0 para a ≤ y ≤ b
con las condiciones de frontera u(a) = u(b) = 1
ii) La funcio´n v es la solucio´n de la ecuacio´n diferencial
µ
dv(y)
dy
+
1
2
σ2(y)
d2v(y)
dy2
= −1 para a ≤ y ≤ b
con las condiciones de frontera v(a)=v(b)=0
7.3.2. Estimacio´n de observaciones de valor discreto
Considere un proceso en tiempo continuo yt, que satisface una ecuacio´n de difusio´n, y
suponga que se observan los datos en los cuales este proceso toma valores enteros, as´ı como
los valores asociados al proceso. Entonces, se pueden estimar fa´cilmente las expresiones
u(x) = P [T (x+ 1) < T (x− 1)|Y0 = x]
v(x) = E[mı´n[T (x+ 1), T (x− 1)]|Y0 = x]
asociado don a = x − 1, b = x + 1, para algu´n entero x. De hecho, se denota por τj(x),
j = 1, 2, . . . , Jx, a los datos para los cuales el proceso toma el valor de x, por Tj(x + 1)
y Tj(x − 1), al primer dato despue´s de τj(x) para los cuales el proceso toma los valores
(x+ 1) y (x− 1) respectivamente.
Los estimadores consistente son:
uˆ(x) =
1
Jx
Jx∑
j=1
1Tj(x+1)<Tj(x−1)
vˆ(x) =
1
Jx
Jx∑
j=1
[mı´n[Tj(x+ 1), Tj(x− 1)]− τj(x)]
7.4. ME´TODO DE MOMENTOS SIMULADOS 75
El sistema uˆ(x), proporciona una aproximacio´n a la funcio´n u para argumentos de valor
entero. Se puede hacer una suavizacio´n para aproximar a u para argumentos reales. La
misma aproximacio´n se puede aplicar a la funcio´n v. Finalmente, la proposicio´n anterior
se puede usar para derivar no parame´tricamente estimadores de las funciones de tendencia
y volatilidad resolviendo el sistema bivariado
µˆ(x)
duˆ(y)
dy
+
1
2
σ2y
d2uˆ(y)
dy2
= 0
µˆ(x)
dvˆ(y)
dy
+
1
2
σ2y
d2vˆ(y)
dy2
= −1
para algu´n valor y.
Este procedimiento fue aplicado por Darolles, Gourieroux, y Le Fol (2000) para datos
de alta frecuencia sobre la accio´n de Elf-Aquitaine negociada en la Bolsa de Paris. Los
autores consideraron contratos firmados, adheridos a o´rdenes de compra y encontraron
que ma´s del 92% de movimientos del precio eran ma´s pequen˜os de una sen˜al (la primera
sen˜al de los movimientos del precio es igual a −1, 0, 1). Los autores suponen que los
datos de negociacio´n valorados discretamente fueron obtenidos de un proceso de difusio´n
subyacente por el valor del espacio de discretizacio´n.
De este modo, es necesario aplicar primero una funcio´n convexa de aumento al proceso yt
para conseguir un Movimiento Browniano bajo una deformacio´n bien elegida del tiempo.
7.4. Me´todo de Momentos Simulados
Contrario a la aproximacio´n basada en el generador infinitesimal, el Me´todo de Momentos
Simulados, MMS, no requiere condiciones de momento en forma expl´ıcita (ver Duffie y
Singleton 1993 para una aplicacio´n particular). Se seleccionara´n a priori algunas funciones
gi(yt, yt−1, . . . , yt−p), para i = 1, 2, . . . n que dependan del presente y de p valores rezagados
del proceso. Si este proceso satisface la ecuacio´n diferencial estoca´stica
dyt = µ(yt; θ)dt+ σ(yt; θ)dWt
yt es estacionario, entonces el valor esperado
E[gi(yt, yt−1, . . . , yt−p)] = mi(θ) i = 1, 2, . . . , n
es una funcio´n de para´metros. En general, las mi tiene una forma complicada; as´ı el
estimador de momento esta´ndar (Hansen 1982)
θˆT = argmı´n
θ
T∑
t=1
[gi(yt, yt−1, . . . , yt−p)−m(θ)]′Ω
T∑
t=1
[gi(yt, yt−1, . . . , yt−p)−m(θ)]
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donde Ω es una matriz sime´trica, definida positiva, que no puede ser calculada incluso
nume´ricamente.
El principio del Me´todo de Momentos Simulados consiste en reemplazar en el criterio
pasado, la funcio´n desconocida m por una aproximacio´n obtenida mediante simulaciones.
Para este propo´sito, se requiere valores simulados ySt (θ) para t = 1, 2, . . . , ST , compatible
con el modelo de difusio´n anterior y el valor θ para el para´metro. Una buena aproximacio´n
para m(θ) es
mˆST(θ) =
1
ST
ST∑
t=1
g
[
ySt (θ), y
S
t−1(θ), . . . , y
S
t−p(θ)
]
donde ST es suficientemente grande. Entonces, el estimador MMS es definido por
θˆST = argmı´n
θ
T∑
t=1
[g(yt, yt−1, . . . , yt−p)− mˆST(θ)]′ Ω
T∑
t=1
[g(yt, yt−1, . . . , yt−p)− mˆST(θ)]
o equivalentemente por
θˆST = argmı´n
θ
[mˆT − mˆST(θ)]′ Ω [mˆT − mˆST(θ)]
donde mˆ =
1
2
T∑
t=1
g[yt, yt−1, . . . , yt−p]
Este me´todo es esencialmente un acercamiento a la calibracio´n que proporciona la mejor
semilla posible entre los momentos emp´ıricos, basado en las observaciones y e´stas a su vez
basadas en los valores simulados.
Esta aproximacio´n requiere solamente la posibilidad de generar observaciones artificiales
del modelo. De este modo, tambie´n puede ser usado en casos ma´s generales, tales como
modelos de difusio´n multivariados, modelos en tiempo continuo con volatilidad estoca´stica
o modelos que incluyen componentes de salto.
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7.5. Inferencia Indirecta
La inferencia indirecta tambie´n es un me´todo basado en la simulacio´n, aunque con una
diferente funcio´n de criterio. Con argumentos similares a los dados anteriormente, este
me´todo tambie´n puede ser aplicado a los modelos con volatilidad estoca´stica y difusiones
con saltos. Primero se presentara´ el principio general, seguido por una aplicacio´n a un
modelo en tiempo continuo univariado.
Suponga que se desea estimar el para´metros θ, de la funcio´n de log-verosimilitud
T∑
t=1
log f (yt|yt−1; θ) =
T∑
t=1
log ft(θ)
que no puede ser escrita en una forma expl´ıcita.
Emp´ıricamente, una aproximacio´n comu´n consiste en reemplazar la funcio´n de verosimil-
itud por una expresio´n simple, por ejemplo:
T∑
t=1
log g (yt|yt−1; θ) =
T∑
t=1
log gt(θ)
y luego maximizar esta funcio´n modificada de log-verosimilitud.
Obviamente, el reemplazo de f por g induce un error de especificacio´n y resultados proba-
bles en aproximaciones inconsistente para θ. La inferencia indirecta es una te´cnica basada
en simulacio´n disen˜ada para corregir el sesgo asinto´tico (ver Gourieroux, Monfort, and
Renault 1993; Galn and Tauchen 1996), la cual requiere dos entradas:
i) Datos simulados compatibles con el modelo real y el valor θ para el para´metro.
ii) Un modelo auxiliar (llamado un modelo instrumental)(Dhaene, Gourieroux, and
Scaillet 1998) con funcio´n de verosimilitud
T∑
t=1
log gt(β) que es fa´cil de optimizar
nume´ricamente.
La inferencia indirecta incluye los siguientes pasos:
i) La estimacio´n de para´metro auxiliar β del modelo instrumental y las observaciones:
βˆT = argma´x
β
T∑
t=1
log gt(β)
ii) La simulacio´n del modelo verdadero para el valor θ del para´metro, produciendo una
serie artificial de longitud ST : ySt (θ), paras = 1, 2, . . . , ST , y entonces la estimacio´n
del para´metro auxiliar del modelo instrumental y dato artificial es
βˆSST(θ) = argma´x
β
ST∑
t=1
log g[ySt (θ)|ySt−1(θ); β]
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iii) El u´ltimo paso es el paso de calibracio´n, construyendo por inferencia indirecta el
estimador para θ definido por:
θˆST(θ) = argmı´n
θ
[
βˆST − βˆSST(θ)
]′
Ω
[
βˆST − βˆST(θ)
]
donde Ω es una matriz de pesos.
7.6. Me´todo de los Momentos Eficientes
Una aproximacio´n alternativa fue introducida por Gallant y Tauchen (1996). Esta´ es
basada en un modelo auxiliar g(yt|yt−1; β) y hace uso del estimador de quiasima´xima
verosimilitud (QMV) βˆT. Este estimador satisface la condicio´n de premier orden
1
T
T∑
t=1
∂ log gt(βˆT)
∂β
= 0
La cual converge asinto´ticamente a la solucio´n β∗0 para la condicio´n de momento l´ımite
E
[
∂ log (yt|yt−1; β∗0)
∂β
]
= 0
que se conoce como“valor pseudo-verdadero”. La condicio´n de momento para la ecuacio´n
anterior se asemeja a la condicio´n del me´todo de momentos simulados. Ma´s precisamente,
Gallan y Tauchen consideraron las series ySt (θ), para s = 1, 2, . . . , ST , generado bajo el
modelo verdadero y encontraron la solucio´n de la siguiente optimizacio´n:
ˆˆ
θS = argmı´n
θ
[
1
ST
T∑
t=1
S∑
s=1
∂ log g(ySt (θ)|ySt−1; βˆT)
∂β
]
Ω
[
1
ST
T∑
t=1
S∑
s=1
∂ log g(ySt (θ)|ySt−1; βˆT)
∂β
]
donde Ω es una matriz de pesos. Se ha probado que los estimadores
ˆˆ
θS y θˆS dados anterior-
mente son asinto´ticamente equivalentes. Esta es una consecuencia de la aproximacio´n de la
funcio´n objetivo como el test estad´ıstico de Wald y un test estad´ıstico de multiplicadores
de Lagrange. La eficiencia del estimador se incrementa con el nu´mero de momentos con-
siderados. En el caso l´ımite para un modelo auxiliar con un nu´mero infinito de para´metros,
se alcanza eficiencia completa. Esto explica el te´rmino Me´todo de los Momentos Eficientes
(MME) usado como una referencia en la literatura (Gallant y Tauchen 1996).
7.6.1. Aplicacio´n a modelos de tiempo continuo
Considere un proceso en tiempo continuo que satisface en la ecuacio´n diferencial estoca´sti-
ca
dyt = µ(yt; θ)dt+ σ(yt; θ)dWt
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donde Wt es un Movimiento Browniano Esta´ndar.
Cuando las observaciones disponibles son muestreadas para datos enteros 1, 2, . . . , T , es
generalmente imposible determinar la forma anal´ıtica de una funcio´n de verosimilitud.
Una aproximacio´n comu´n consiste en reemplazar el modelo en tiempo continuo inicial por
su discretizacio´n de Euler
yt = yy−1 + µ(yt−1; β) + σ(yt−1 : β)²t
donde ²t es un ruido blanco Gaussiano. A continuacio´n, se estimara´ β por el me´todo
de la ma´xima verosimilitud estudiado anteriormente y probablemente se concluya que el
para´metro estimado βˆ proporciona una buna aproximacio´n del θ desconocido. Sin em-
bargo, puesto que la discretizacio´n de Euler es una aproximacio´n al modelo anterior, e´ste
es inespec´ıficado causando un sesgo asinto´tico para este estimador, el cual puede ser ar-
bitrariamente grande. Sin embargo, la discretizacio´n de Euler puede ser usada como un
modelo instrumental en el me´todo de inferencia indirecta, la idea es introducir una se-
gunda discretizacio´n de Euler que involucra a cada unidad corta de tiempo, por ejemplo
δ = 1
10
. Ma´s precisamente, se define el proceso yδt , t = kδ, k variando tal que
yδ(k+1)δ = y
δ
kδ + δµ(y
δ
kδ, θ) + σ(y
δ
kδ, θ)
√
δ²δk
donde ²δk, k variando, es un ruido blanco Gaussiano. Esta discretizacio´n de Euler ma´s fina
puede ser usada para simular los procesos en tiempo continuo. Se denotara´ por yδ,Skδ (θ),
con k = 1, 2, . . . , T
δ
, a la trayectoria simulada correspondiente al valor del para´metro θ y
ySt (θ), t = y
δ,S
t (θ), t, t = 1, 2, . . . , T a los valores correspondientes de los datos observados.
La aproximacio´n por Inferencia Indirecta, incluye los tres pasos de estimacio´n listados a
continuacio´n:
i) Estimacio´n para β de las observaciones
βˆT = Argmı´n
β
T∑
t=1
{−1
2
log σ2(yt−1, β)− −1
2
[yt − µ(yt−1, β)]2
σ2(yt−1, β)
}
ii) Estimacio´n para β de las simulaciones
βˆST(θ) = argmı´n
β
T∑
t=1
{−1
2
log σ2(ySt−1(θ), β)−
−1
2
[ySt (θ)− µ(ySt−1(θ), β)]2
σ2(ySt−1(θ), β)
}
iii) Calibracio´n θˆST(θ) = Argmı´n
β
[
βˆT − βˆST(θ)
]′
Ω
[
βˆT − βˆST(θ)
]
donde Ω es una matriz de
pesos dada.
80CAPI´TULO 7. ESTIMACIO´N DEMODELOS DE DIFUSIO´N:LA CONEXIO´N CON ELMUNDO “REAL”
Cap´ıtulo 8
Aplicacio´n: el caso del aluminio
Como se expreso anteriormente, y luego de estudiar algunos me´todos de estimacio´n de
modelos de difusio´n, se presentara un caso de aplicacio´n en el cual se implementara´ el
me´todo de ma´xima verosimilitud para estimar los para´metros de la Ecuacio´n Diferencial
Estoca´stica asociada al proceso de reversio´n a la media del tipo Ornstein Uhlenbeck.
Considere la Ecuacio´n Diferencial Estoca´stica dada por:
dyt = (φ− λyt)dt+ dWt (8.1)
Donde φ, λ > 0 y k =
√
2λθ son constantes y Wt es un Movimiento Browniano Esta´ndar
Unidimensional. Suponga que yt sigue un proceso con especificacio´n GARCH(1,1), es decir
yt = α+ βyt−1 + εt,
donde εt = atht y at ∼ iidN(0, 1). Adema´s h2t = δ0+δ1ε2t−1+θ1h2t−1 con δ0 > 0, δ1, θ1 ≥ 0.
Para resolver e´sta Ecuacio´n Diferencial Estoca´stica Lineal No Homoge´nea, es muy u´til
considerar primero una ecuacio´n determin´ıstica asociada sin ruido, esto es, bajo la suposi-
cio´n k = 0.
La ecuacio´n dyt = (φ − λyt)dt, es una Ecuacio´n Diferencial Ordinaria Lineal en yt. De
esta manera, dicha ecuacio´n admite una solucio´n general de la forma
yt = ce
−λt +
φ
λ
,
donde c es una constante arbitraria.
Para resolver la Ecuacio´n Diferencial Estoca´stica inicial, se introduce un cambio de vari-
able como sigue:
yt = ξte
−λt +
φ
λ
.
81
82 CAPI´TULO 8. APLICACIO´N: EL CASO DEL ALUMINIO
Al utilizar el lema de Itoˆ se obtiene
dyt = dξte
−λt − λξte−λtdt
= dξte
−λt − λ
(
yt − φ
λ
)
dt.
Adema´s
dξte
−λt + (φ− λyt)dt = (φ− λyt)dt = (φ− λyt)dt+ kdWt,
en consecuencia dξt = k exp(λt)dWt.
De esta forma, para cualquier par de datos t < t′, se puede expresar ξt como una funcio´n
de ξt′ y de las realizaciones del ruido entre t
′ y t:
ξt = ξt′ +
∫ t
t′
keλudWu, t
′ < t.
Como yt = ξte
−λt + φ
λ
, se obtiene
yt = ξt′e
−λt +
∫ t
t′
keλudWue
−λt +
φ
λ
pero ξt =
(
yt′ − φλ
)
eλt
′
entonces
yt =
(
yt′ − φ
λ
)
eλt
′
e−λt +
∫ t
t′
keλudWue
−λt +
φ
λ
=
[
yt′e
λt′ − φ
λ
eλt
′
]
e−λt +
φ
λ
+ ke−λt
∫ t
t′
eλudWu
= yt′e
−λ(t−t′) +
φ
λ
[
1− e−λ(t−t′)
]
+ ke−λt
∫ t
t′
eλudWu.
Proposicio´n 8.0.1. Las soluciones de la Ecuacio´n Diferencial Estoca´stica dyt = (φ −
λyt)dt+ kdWt para cualquier valor t < t
′, esta´n dadas por el proceso solucio´n
yt = e
−λ(t−t′)yt′ +
φ
λ
[
1− e−λ(t−t′)
]
+ k
∫ t
t′
e−λ(t−u)dWu.
Corolario 8.0.2. Para un proceso del tipo Ornstein Uhlenbeck, yt − e−λ(t−t′)yt′ es inde-
pendiente de yt′.
Ahora suponga que se quiere describir la relacio´n anterior para el caso en que t′ = t− 1.
De esta manera se obtiene
e−λyt−1 +
φ
λ
[
1− e−λ]+ k ∫ t
t′
e−λ(t−u)dWu.
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Observe que la integral It = k
∫ t
t′ e
−λ(t−u)dWu, con t variando, es gaussiana e independiente
con media y varianza dadas como sigue:
E[It] = E
[
k
∫ t
t′
e−λ(t−u)dWu
]
= 0;
var[It] = var
[
k
∫ t
t′
e−λ(t−u)dWu
]
= E
[(
k
∫ t
t′
e−λ(t−u)dWu
)2]
= k2inttt′e
−2λ(t−u)du = k2
[
e−2λ(t−u)
2λ
]t
t′
=
k2
2λ
(
e−2λ(t−t) − e−2λ(t−t′)
)
=
k2
2λ
(
1− e−2λ) .
Se sigue que It ∼ N
(
0, k
2
2λ
(1− exp (−λ))
)
= k
(
1−exp (−2λ)
2λ
)
N(0, 1).
Luego se puede escribir yt como:
yt = e
−λyt−1 +
φ
λ
[1− e−λ] + (θ(1− e−2λ)) 12 εt,
donde (εt, t ∈ Z) es un ruido blanco Gaussiano con varianza 1.
Corolario 8.0.3. Para λ > 0, el proceso en tiempo discreto (yt, t ∈ Z) es un proceso
auto-regresivo Gaussiano de orden 1, con media φ
λ
, coeficiente auto-regresivo exp (−λ) y
varianza σ
2
2λ
(1− exp (−2λ)).
Este resultado puede ser extendido para probar que, para λ > 0, el proceso en tiempo
continuo (yt, t ∈ R) es tambie´n estacionario y Gaussiano. De este modo el proceso OU es
el ana´logo del tiempo continuo para un procesos auto regresivo Gaussiano AR(1).
8.1. Estimadores de Ma´xima Verosimilitud
Para aplicar el me´todo de Ma´xima Verosimilitud estudiado en el capitulo anterior al
modelo AR(1), primero se reparametriza la representacio´n auto-regresiva como
yt = µ[1− ρ] + ρyt−1 + ηεt. (8.2)
donde ρ = exp (−λ), µ = φ
λ
, η = (θ(1− ρ2)) 12 .
La ecuacio´n (8.2) puede escribirse como
xt = yt − µ[1− ρ]− ρyt−1 = ηεt.
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Observe que xt; t = 1, 2, 3, . . . , T son variables aleatorias independientes que se distribuyen
N(0, η2). En te´rminos de la funcio´n de densidad, puede escribirse:
f(x1;µ, ρ) =
1
(2piη2)
1
2
exp
(
− (y1 − µ(1− ρ)− ρy0)2
2η2
)
f(x2;µ, ρ) =
1
(2piη2)
1
2
exp
(
− (y2 − µ(1− ρ)− ρy1)2
2η2
)
...
f(xT ;µ, ρ) =
1
(2piη2)
1
2
exp
(
− (yT − µ(1− ρ)− ρyT−1)2
2η2
)
Puesto que cada xt es independiente, puede expresarse la funcio´n de densidad conjunta
como el producto de sus densidades marginales, es decir,
f(x1, x2, . . . , xT ) = f(x1;µ, rho)f(x2;µ, rho) . . . f(xT ;µ, rho).
En consecuencia, la funcio´n de verosimilitud esta´ dada por
L = f(ρ, µ | xt) = 1
(2piη2)
T
2
exp
(
1
2η2
−
T∑
t=1
(yt − µ(1− ρ)− ρyt−1)2
)
.
Si se toma logaritmo natural en ambos lados, se sigue que
log (L) = −T
2
log (2pi)− T
2
log (η2)− 1
2η2
T∑
t=1
(yt − µ(1− ρ)− ρyt−1)2 .
Ahora considere el problema de optimizacio´n:
GRAD (log (L)) =
〈
∂ log (L)
∂µ
,
∂ log (L)
∂ρ
〉
= ~0,
∂ log (L)
∂µ
=
1
η2
2
T∑
t=1
(yt − µ(1− ρ)− ρyt−1) (1− ρ) = 0
T∑
t=1
(yt − µ(1− ρ)− ρyt−1) (1− ρ) = 0
T∑
t=1
yt − µ(1− ρ)T −
T∑
t=1
ρyt−1 = 0
T∑
t=1
yt −
T∑
t=1
ρyt−1 = µ(1− ρ)T.
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Se puede afirmar que para T grande 1
T
T∑
t=1
yt ≈ 1T
T∑
t−1
yt−1, por tanto 1T
T∑
t=1
yt − ρ 1T
T∑
t=1
yt =
µ(1− ρ)⇒ 1
T
T∑
t=1
yt(1− ρ) = µ(1− ρ). De este modo µ = 1T
T∑
t=1
yt.
∂ log (L)
∂ρ
= − 1
η2
2
T∑
t=1
(yt − µˆ(1− ρ)− ρyt−1) (µˆ− yt−1) = 0
T∑
t=1
(yt − µˆ(1− ρ)− ρyt−1) (µˆ− yt−1) =
T∑
t=1
−(yt − µˆ)(yt−1 − µˆ) + ρ(µˆ− yt−1)2 = 0
T∑
t=1
ρ(µˆ− yt−1)2 =
T∑
t=1
(yt − µˆ)(yt−1 − µˆ)
ρ =
∑T
t=1(yt − µˆ)(yt−1 − µˆ)∑T
t=1(yt−1 − µˆ)2
.
Los estimadores de MV para los para´metros µ y ρ son independientes asinto´ticamente, y
equivalentes a
µˆT =
1
T
T∑
t=1
yt = y¯T ,
ρˆT =
1
T
(yt − y¯T )(yt−1 − y¯T )
1
T
∑T
t=1(yt−1 − y¯T )2
,
donde los residuales son definidos por εˆt = yt−y¯T−ρˆT (yt−1−y¯T ). Sus varianzas asinto´ticas
esta´n dadas por
Vasy(µˆT ) =
η2
T (1− ρ2) , Vasy(ρˆT ) =
1
T
(1− ρ2).
De los estimadores MV de los para´metros µ y ρ, se infieren fa´cilmente los estimadores
MV para los para´metros de intere´s
λˆT = − log ρˆT , φˆ = λˆµˆ y ηˆ =
(
θ(1− ρˆ2)) 12 .
8.2. Simulacio´n
Se realizo un estudio preliminar con una gran cantidad de series simuladas que siguen un
proceso con especificacio´n GARCH(1,1) con diferentes valores para los para´metros y con
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las restricciones propias para cada uno (ver tabla 8.1). El proceso solucio´n de la Ecuacio´n
Diferencial Estoca´stica (8.1), registra una buena explicacio´n de la dina´mica de estas series
simuladas cuando δ0 > 0,25 y el para´metro θ = var[yt]/E[h
2
t ].
Figura 8.1: Para´metros de cada simulacio´n
Figura 8.2: Simulaciones para cuatro procesos GARCH
La gra´fica 8.2 esta´ organizada de izquierda a derecha y de arriba a abajo; es decir, la
gra´fica 1 es la superior izquierda y la gra´fica 4, la inferior derecha.
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8.3. El caso del Aluminio
Como aplicacio´n de esta metodolog´ıa, se considero el comportamiento dina´mico del crec-
imiento diario de los precios del Aluminio para un total de 1405 datos.
Figura 8.3: Gra´fica de la serie de aluminio
Para poder encontrar un modelo apropiado, es necesario que la serie a analizar sea esta-
cionaria, y si no lo es debe diferenciarse las veces necesarias hasta que la serie sea esta-
cionaria en media.
Para encontrar el orden p del modelo AR(p) es necesario observar la autocorrelacio´n
parcial y la autocorrelacio´n.
Figura 8.4: Autocorrelacio´n del aluminio
Para determinar el orden del posible modelo AR(p) es necesario mirar los cortes signi-
ficativos en el PACF. Segu´n los resultados se observa claramente que este proceso es del
tipo AR(1) puesto que la correlacio´n presenta un decaimiento exponencial.
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Figura 8.5: Gra´fica de los residuales para la serie del aluminio
Para encontrar el mejor modelo, si es el caso, se eliminan los para´metros que son menos
significativos, para esto se observa el valor P de cada uno de ellos y se elimina la variable
con mayor valor P, y nuevamente se corre el modelo.
Luego de este procedimiento se obtuvo el proceso
yt = 10,44298 + 0,993045yt−1 + εt.
Dado que este proceso corresponde a un AR(1), se debe observar si este presenta hetero-
cedasticidad condicional. Este ana´lisis resulta de verificar el nuevo correlograma y observar
cuales valores de P son menores que 0.05.
Figura 8.6: Modelo GARCH para la serie del aluminio
Despue´s de este ana´lisis se observo un efecto GARCH(1,1) dado por
h2t = 5,790847 + 0,051336 ε
2
t−1 + 0,925821h
2
t−1
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Figura 8.7: Gra´fica del modelo GARCH
De este modo se pueden obtener los para´metros de intere´s δ0, δ1 y θ1 para ser utilizados
en la Ecuacio´n Diferencial Estoca´stica (8.1), obteniendo as´ı los estimadores de Ma´xima
Verosimilitud ρˆ = 0,9932 y ηˆ = 0,9925.
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8.4. Conclusiones
Los resultados de este trabajo corroboran una clara relacio´n entre los procesos de
reversio´n a la media del tipo Ornstein Uhlenbeck y los procesos auto-regresivos de
orden 1, AR(1).
Se establece un h´ıbrido entre las series de tiempo no lineales y las Ecuaciones Difer-
enciales Estoca´sticas Lineales que dan origen a procesos de reversio´n a la media con
efecto GARCH.
La implementacio´n del me´todo de Ma´xima Verosimilitud es muy apropiado para la
estimacio´n de para´metros de modelos de difusio´n, tambie´n se han explorado te´cnicas
de algoritmos gene´ticos y bu´squeda tabu que tambie´n ofrecen buenos resultados
aunque no se tienen claras las propiedades estad´ısticas de dichos estimadores. Estas
te´cnicas algor´ıtmicas no se incluyeron en este trabajo pero dan pie a investigaciones
futuras.
Este trabajo genera adema´s un panorama de investigacio´n importante en cuanto a
la correspondencia entre las series de tiempo, lineales y no lineales, y las Ecuaciones
Diferenciales Estoca´sticas,lo que puede ser una alternativa interesante en el estudio
de la dina´mica de algunas series de tiempo financieras.
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