and of course -the theory of wavelets, we came up with the more general concept of "nested sequence of discretization." Given discrete data which can be associated with a nested sequence of discretization we show that it has a multiresolution representation, i.e., a oneto-one correspondence between the given data and its scale-decomposition. This framework is a generalization of the theory of wavelets in the sense that under conditions of uniformity its natural result is wavelets.
In this paper we review the work in [HY] , [AC] , [ACD] , [H4-5] where the previously mentioned works on numerical solution algorithms with representation by wavelets are extended to the more general framework of nested discretization.
Nested Discretization
In this section we describe the class of discrete data for which we can obtain representation in terms of a scMe-decomposition. We start with two examples. Example 1.
Let us consider continuous functions f in the interval [0, 1] f y = c° [0,11, and let {xk}L= o be the following nested sequence of uniform grids
for some integer J0 with ho = 1/Jo. Here k = L is the finest grid and k = 0 is the coarsest.
Let us consider now the discrete values v k = {v_k}_J_0which are obtained from point value discretization of f E _" in the k-th grid 3b) e.g. we can take/k-l(x;
to be the piecewise-linear interpolation
Given v k-1 we can approximate v k by V k , '_ Ik-l(xk;vk- 
(2.8a)
We denote this transform by M, i.e.
Similarly it follows from (2.6) that the inverse MR transform tim _ v L can be expressed by 9a) and we denote
We refer to d k as the scale-coefficients of the k-th level of resolution. For the piecewiselinear interpolation (2.4) we get from (2.5c) that ltvk-, k-,); (2.10a) d_ = v_j_ a -2_ j-1 + vj in terms of f E 9_ for which v k = Dkf this can be expressed by 
and let
where {x_} are the gridpoints of X k in (2.1); observe that
Let v k l'v klak be discrete values which are obtained by taking the average over the cells
It follows from the additivity of the integral and (2.13b) that v k-1 can be obtained
e.g. we can take _kv k to be the piecewise-constant function
In the context of ENO schemes for the numerical solution of conservation laws we refer to _k as reconstruction from cell-averages and to (2.15) as "conservation" (see [HEOC] ).
Given v k-1 we can approximate v k by 
Here .T" is a space of mappings and V k is a linear space of dimension Jk.
In the next section we show how to obtain multiresolution representation of any discrete data v L = 79L f, where the scale-decomposition corresponds to the levels of resolution which are introduced in (2.22). This is a very general framework which allows for discretizations corresponding to unstructured grids in several space dimensions.
General Multiresolution Representation Schemes
In this section we consider discrete data which is associated with a nested sequence of discretization L {Ok }k=0 and show how to design schemes for its multiresolution representation.
First we show that a nested sequence of discretization comes equipped with a decimation operator D_ -1 which is a linear mapping
This decimation operator is defined as follows: For any v in V k there is at least one f E .T"
(3.1b)
It follows from (2.22b)
that Dkk-1 is well-defined by (3.1b), i.e. its definition is independent of the particular f. To see that let us take fl and f2 in _" such that
Since (3.1b) implies that
We would like to stress the point that, as in (2.2b) and (2.14b) in the previous examples, this decimation is done withoul_ explicit knowledge of f.
Since by (2.22a)
it follows that/)k has a right-inverse (at least one) which we denote by Rk:
where Ik denotes the identity operator in V k. Since (T_kv k) E _" is an approximation to any f E _" for which Dkf = v _, we refer to _k as a reconstruction of/)k; see (2.3)-(2.4) and (2.15)-(2.16) in the previous examples.
Next we show that any sequence of corresponding reconstruction operators {_k}_=0
We denote
and refer to it as prediction operator. It follows immediately from taking f = ?_k_lv k-1 in (3.3) and using (3.4) that P__, is a right-inverse of the decimation D_ -_ (3._b)
We observe that the prediction error e k (3.6a)
and therefore it is in the null space of the decimation operator
and d k we recover v k by
As in the previous examples this shows that 
Here Gk denotes the operator which assigns to e k E .Af(D_ -1) its coordinates d k in the basis
; observe that EkGk is the identity operator
EkGke k = e k for any e k E JV'(Dkk-1). (3.8b) where the direct MR transform flu = M • v L is given by the algorithm
We remark that in multigrid terminology D_ -1 is "restriction"
and Pkl is "prolongation."
In signal processing D_ -1 plays the role of "low-pass filter" while G D, which is defined in (3.10), plays the role of "high-pass filter." Example 3. Biorthogonal Wavelets.
In this example we derive the MR schemes which correspond to the bases of biorthogonal wavelets in [CDF] . These MR schemes are obtained from nested discretization of functions in L_oc(R ) by taking weighted-averages on a nested sequence of uniform grids of R, as follows:
where w E L2(R) is a weight-funcntion
In order to obtain a nested sequence of discretization we want to choose w(x) so that
where at, e = 0,..., N are real numbers. We observe that since 
is a basis of A/'(D_-') in (3.6b).
We reconstruct the discretization Dk in (3.12a) as follows:
We take a sequence {Be} of _(x) = _ Z_v(2x -_) (3.16b) which is normalized by
It is easy to see that the corresponding prediction operator P_-I = T_kTCk-1 is given by (P__,v), =: _ fl-2.,v., 
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Representation of a 2-Dimensional Array
In this section we consider functions f
which are discretized on the tensor-product grid of-' ----,
These matrix representations are obtained by taking v k and d k in (3.10)-(3.11) to be column- ; for simplicity we drop the index k.
Starting with A n we decimate to get
here (.)* denotes the transpose.
Given A k-1 we get an approximation to A k by and we store the scale-coefficients d k in three Nk-1 × Nk-1 matrices A1k, A k, A k.
Using the matrix identity
we show that if we take A k and A k-1 from the sequence (4.4) and define
then A k can be recovered from A k-1 and the above by
At'= PAk-'P * + EASE* + PA_E* + EAkzP *. (4.8)
This follows immediately from the identity
A k = (PD + EGD)Ak(PD + EGO) * = P(DA_'D*)P * + E[GDAk(GD)*]E * + P[DA_(GD)*]E * + E(G°AkD*)P*.
We conclude from (4.7)-(4.8) that A 5 has a multiresolution representation ,4M,
, .,{A_}: ,A°) (4.9) A L_AM=:
where the direct MR transform is given by A k = PAk-IP * + EASE* + PAIE* + EA_P*.
In Figure   1 , which is taken from [HY], we show the result of applying thresholding with tolerance e = 10 -7 to -4M in (4.9) where and we want to evaluate (5.1) to a specified tolerance which is taken to be of the order of the discretization error in (5.2).
The basic idea is that the product c = Ab, which is being set up as cL = ALb L, has a meaningful analog
corresponding to the k-th grid, and that 
from which we see that if we define
and denote
then we can rewrite the above identity as
Using this observation we get the following algorithm for the approximate (up to a specified (ii) Apply thresholding to AM in order to obtain a sparse representation.
(B) Multiplication:
Given any vector b
(this is done on the coarsest grid).
(iii) 
Using (6.2)-(6.3) to epxress (6.1b) with g = 0, we get 
BIAC_
Observe that the block B_AC_,
In the Appendix we show that 6eL = (/_)" where/_/is given by (6.2) for the dual MR scheme; hence We remark that when M in (6.1b) corresponds to Daubechies' orthonormal wavelets, As is identical to the standard form which was introduced in [BCR] . In this case the MR scheme is dual to itself, i.e. /_Lk = BLk and therefore M -1 = M*. It was shown in [BCR] that if A is a discretization of a Calderon-Zygmund operator, then data compression of each block in (6.5) results in a "diagonal" band, the width of which is independent of k and f. Consequently applying data compression to /is results in a finger-like structure of non-zero entries, and their total number is O(NL log 2 NL).
In [AC] and [ACD] the standard form of [BCR] was extended by (6.1b) to point value and cell-average discretizations.
It is shown there that, inspite of the lack of symmetry, the rate of compression compares favorably to that of orthonormal wavelets: It is about the same in the periodic case, but it is significantly better in presence of boundaries.
In Figure  2 , which is taken from [AC] , we show the nonzero entries of/Ls, the multiresolution form of the matrix in (4.12).
As in Figure  1 we use point value discretization which is reconstructed by piecewise-polynomial interpolation, however here NL = 64.
The presentwork extendsthe scopeof application of these algorithms to the general class of MR schemes in (3.9)-(3.11). 
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(7.1)Ŝ ince the T-sparseness of As is O(NL log_ Nt,) this is also the cost of the product AsbM; in addition we also have to apply the direct MR transform to b and its inverse to (3M. Hence, unless we are in a special situation in which (3M and/or bM are also T-sparse, it is more efficient to calculate integral transforms by the multilevel algorithm (5.5)-(5.6).
A situation of this type occurs in a matrix-matrix multiplication C = AB where both
As and J_s are T-sparse
Of particular interest is the case where the T-sparseness of
is uniform in n. In this case (¢i,s)'_ for n = 2m can be computed in m steps of squaring and In this case the gain in efficiency which is offered by algorithm (7.5) is based both on the compression of the operator A by
A ----* tr(ft,;e) (7.7) and using the fact that the T-sparseness of (As)" remains constant as n increases.
7.B. Initial
Value Problems.
Consider the evolution equation
u(x,0) = so (x) with boundary conditions, where £ is a differential operator.
typically takes the form (6.1a) As an example let us consider the simplest hyperbolic problem ut + u_ = 0 (7.10a) and its solution by the Lax-Wendroff scheme
where _ = At/hL.
The matrix A is a tridiagonal matrix and thus has 3NL non-zero entries.
On the other hand As, the multiresolution form of the scheme, has a finger-like structure with O(NL log2 NL) non-zero entries.
In Figure   3 , which is taken from [AC] , we show the mul- or by applying it to the numerical solution itself in order to reduce the number of quantities that need to be computed.
Appendix:
The Dual MR Scheme.
In this appendix we describe the MR scheme which is dual to the one in (3.10)-(3.11).
In order to better see the duality we rewrite (3.10)-(3.11) as follows: we express the direct In [H3] we also show that M is associated with discretization Ok and reconstruction _'k such that (RkI)k) : _ --* _" is the adjoint of (RkDk).
MR
[H2] A. (Inviscid Burgers' equation).
