Background: The enumeration of chemical graphs (molecular graphs) satisfying given constraints is one of the fundamental problems in chemoinformatics and bioinformatics because it leads to a variety of useful applications including structure determination and development of novel chemical compounds. Results: We consider the problem of enumerating chemical graphs with monocyclic structure (a graph structure that contains exactly one cycle) from a given set of feature vectors, where a feature vector represents the frequency of the prescribed paths in a chemical compound to be constructed and the set is specified by a pair of upper and lower feature vectors. To enumerate all tree-like (acyclic) chemical graphs from a given set of feature vectors, Shimizu et al. and Suzuki et al. proposed efficient branch-and-bound algorithms based on a fast tree enumeration algorithm. In this study, we devise a novel method for extending these algorithms to enumeration of chemical graphs with monocyclic structure by designing a fast algorithm for testing uniqueness. The results of computational experiments reveal that the computational efficiency of the new algorithm is as good as those for enumeration of tree-like chemical compounds.
Introduction
The enumeration of chemical structures satisfying given constraints is an important topic in chemoinformatics [1] [2] [3] . Applications of the enumeration of chemical structures include structure determination using massspectrum and/or NMR-spectrum [4, 5] , virtual exploration of the chemical universe [6, 7] , reconstruction of molecular structures from their signatures [8, 9] , and classification of chemical compounds [10] . The enumeration problem is also important for development of novel chemical compounds because virtual exploration of chemical universe and reconstruction of molecular structures from their signatures are considered to be important elementary technologies. The enumeration of chemical structures has a long history. Cayley [11] considered the enumeration of structural isomers of alkanes in the 19th century. The seminal work of Pólya on counting the number of isomers using group theory is also famous [12] .
In this paper, we consider the problem of enumerating chemical structures having monocyclic graph structures satisfying a given constraint, where a monocyclic graph is an undirected connected graph containing exactly one cycle (a graph is connected if there exists a path connecting every pair of vertices), and a constraint is given in the form of a set of feature vectors (i.e., a set of descriptors). We assume that each feature vector specifies the number of occurrences of each labeled path of length up to a given constant K , where a labeled path is an alternating sequence of atom names and bond types (see Figure 1 for an example of a feature vector). We also assume that a set of feature vectors is given by specifying the minimum and maximum numbers of occurrences of each labeled path. We develop an efficient algorithm for this enumeration problem by extending existing algorithms [13, 14] for enumerating tree-like chemical structures (i.e., chemical structures without cycles). In this extension, some novel concepts are introduced and rigorous mathematical analysis is performed in orer to guarantee the correctness of the algorithm. http://www.jcheminf.com/content/6/1/31 Figure 1 Example of a chemical structure and its feature vector. In this example, a feature vector consists of the number of occurrences of each atom type and each bond type (e.g., C2C denote the double bond between two carbon atoms). Note that the entry of C1C is 8 because each bond is counted for both directions. Since there may exist multiple structures with the same feature vector, enumeration of such structures is required.
In order to verify the computational efficiency of our proposed algorithm, we perform computational experiments using a set of some chemical compounds from the KEGG LIGAND database [15] . The results suggest that the proposed algorithm enumerates chemical structures having monocyclic graph structures as nearly efficiently as tree-like chemical graphs have been enumerated.
The rest of this paper is organized as follows. First, we review some mathematical definitions and give a formal definition of the enumeration problem for chemical structures with monocyclic graph structures. Next, we review background and related work. Then, we present the algorithm and the results of computational experiments. Finally, we conclude with future work. Mathematical proofs, pseudocodes for the algorithm, and some details on computational experiments are given in Additional file 1.
Preliminaries and problem formulation
This section reviews some basic definitions on graphs and formalizes the problem to be addressed in this work. Before providing formal descriptions, we briefly explain the problem definition using an example in Figure 2 . Figure 2 Example of a -colored multi-graph G and its feature vector f 1 (G). G represents a hydrogen-suppressed chemical graph, where deg(v; G) < val(c(v)) holds for some vertex v ∈ V(G). Since each path is counted for both directions, the entry for C2C is not one, but two.
Our basic problem is to enumerate all chemical structures each of which is consistent with a given feature vector and the valence condition. Each coordinate of a feature represents the number of occurrences of vertexand edge-labeled paths. In order to keep the size of a feature vector moderate, we restrict the length of paths to be no greater than a constant K . In the example of Figure 2 , we consider paths of lengths 0 and 1, where a path of length 0 corresponds to a single atom and a path of length 1 corresponds to a bond including its endpoint atoms. For example, the columns O, N, and C of feature vector f 1 (G) mean that each target structure must contain exactly one oxygen, two nitrogen, and three carbon atoms, respectively. The columns N1O, N1C, and C2C mean that each target structure must contain exactly one single bond connecting N and O, two single bonds connecting C and N, and one double bond connecting C and C. It should be noted that one single bond connecting N and O is counted by both O1N and N1O. Then, the chemical structure G is consistent with f 1 (G). However, another chemical structure may be consistent with a given feature vector. For example, the feature vector remains the same even if the double bond (along with the branching carbon atom) is moved into the backbone chain. Therefore, it is desirable to enumerate all chemical structures consistent with a given feature vector and the valence condition (specified by val(. . .)). On the other hand, there may not exist any consistent chemical structure if K is large; thus it may not be appropriate to uniquely specify a feature vector. Therefore, we assume in our target problem that upper and lower bounds of the number of occurrences of each labeled path are given as shown in Figure 3 .
A multi-graph is a graph that can have multiple edges between the same pair of vertices, where vertices correspond to atoms and multi-edges correspond to double and triple bonds in chemical compounds. We call a connected multi-graph a k-augmented tree if the number of adjacent vertex pairs (i.e., vertex pairs connected by edges) minus Figure 3 Example of an input of EULF and part of its output. The input includes upper and lower feature vectors, and the output includes multi-trees G 1 and G 2 and a 1-augmented tree G 3 . http://www.jcheminf.com/content/6/1/31 the number of vertices is k − 1 (hence a multi-tree is a 0augmented tree). That is, a k-augmented tree is a graph obtained by adding edges to k different pairs of nonadjacent vertices in a multi-tree (see Figure 4 ). The problem considered in this paper is to enumerate all 1-augmented trees satisfying specified upper and lower bound conditions on feature vectors. In the following, we provide the mathematical definition of the problem. We assume that readers have some familiarity with basic concepts in graph theory. For those who are not familiar with graph theory, we suggest referring to an appropriate textbook (e.g., [16] ). Readers not interested in mathematical details can skip this part.
A graph is defined to be an ordered pair (V , E) of a finite set V of vertices and a finite set E of edges, where an edge is an unordered pair of distinct vertices (thus no self-loop exists), where an edge with two end-vertices u and v is denoted by uv. A graph is called a multi-graph when E is not necessarily composed of distinct pairs of vertices (thus multiple edges are allowed in a multi-graph and E is no longer a set, but a multi-set), and is called a simple graph if no multiple edges are allowed. The multiplicity (the number of multiple edges) between two vertices u and v is denoted by m (u, v) . An edge in a multi-graph G Figure 4 Examples of k-augmented trees. A k-augmented tree is obtained by adding k edges to a multi-tree, where a multi-tree is a tree with multiple bonds (precisely, multiple edges between the same pair(s) of vertices).
is called simple if its multiplicity in G is one. We denote the vertex set and edge set of a graph G by V (G) and E(G), respectively. For a vertex v in a multi-graph G, let deg(v; G) denote the number of edges incident to vertex v (i.e., degree of v). In this paper, a cycle is a closed path with a length at least three (two edges with the same endvertices are not treated as a cycle), and a connected multi-graph (resp., simple graph) with no cycle is a multi-tree (resp., simple tree). A k-augmented tree is a connected multi-graph such that the number of adjacent vertex pairs (i.e., vertex pairs connected by edges) minus the number of vertices is k − 1. For two vertices u and v in a multi-graph G, let G + uv denote the multi-graph obtained by adding a new edge uv to G; when uv ∈ E(G), let G − uv denote the multi-graph obtained by removing uv from G. Let Z + denote the set of nonnegative integers, and let be a set of colors, which correspond to chemical elements such as H, O and C. Let each color c ∈ be associated with a valence val(c) ∈ Z + . A multigraph G is said to be − colored if each vertex v has a color c(v) ∈ . Chemical compounds can be viewed as -colored, self-loopless connected multi-graphs, where vertices and colors represent atoms and elements, respectively.
Let d ∈ Z + be a prescribed integer, which corresponds to the maximum multiplicity of chemical graphs, and k,d denote the set of all alternating sequences (c 0 , m 1 , c 1 , . . . , m k , c k ) consisting of colors c 0 , c 1 , . . . , c k ∈ and m 1 , m 2 , . . . , m k ∈ {1, 2, . . . , d}. We denote the union of 0,d , 1,d , 2,d , . . . , k,d by ≤k,d . Let F k ( , d) be the set of all mappings g from ≤k,d to Z + , i.e.,
is the multiplicity of edge v i−1 v i , the length of P is defined to be k = |V (P)| − 1, and the color sequence c(P) of P is defined to be the sequence c
Given a multi-graph G and a sequence t ∈ k,d for some k, let occ(t, G) denote the number of paths P in G such that c(P) = t. For an integer K ∈ Z + , the feature vector f K (G) of level K in G is defined to be the | ≤K ,d |dimensional vector f K (G) whose value at each entry t ∈ ≤K ,d is given by f K (G)[t] = occ(t, G). In this paper, we treat hydrogen-suppressed chemical graphs with carbon C, nitrogen N or oxygen O, which are represented bycolored multi-graphs G with color set = {O, N, C}. Figure 2 illustrates an example of -colored multi-graph G that represents a hydrogen-suppressed chemical graph and its feature vector f 1 (G).
Note that in hydrogen-suppressed chemical graph G, deg(v; G) < val(c(v)) may hold for some vertex v ∈ V (G). Let us define the residue degree res(v) of a vertex v to be val(c(v)) − deg(v; G). In a multi-graph G, we interpret http://www.jcheminf.com/content/6/1/31 res(v) of a vertex v as the number of hydrogen atoms attached to the vertex v (in our proposed procedure, we also interpret res(v) as the number of new edges/bonds that can be attached to v when G is being constructed by adding more edges).
For a vector g ∈ F K ( , d) of level K ≥ 1, a multi-graph G with f K (G) = g is a multi-graph such that the occurrence of each path t = (c 0 , m 1 , c 1 , . . . , m p , c p ) in G with length of at most K is completely specified by g [t] , in par-
edges of multiplicity m that join a vertex of color c and a vertex of color c ).
For two vectors g L , g U ∈ F K ( , d) and an integer k ≥ 0,
Our problem is to enumerate all k-augmented trees G on a given set of atoms each of which is consistent with one of the feature vectors between the lower and upper vectors
In what follows, we fix a color set and an upper bound d on multiplicity. We define the problem of enumerating k-augmented trees as follows.
Enumerating chemical graphs with given upper and lower path frequency (EULF) Given a maximum path length K ∈ Z + and feature vectors g U , g L ∈ F K ( , d) such that g L [t] = g U [t] for all t ∈ 0,d , enumerate all multi-graphs G ∈ G k ( g L , g U ). Figure 3 illustrates an example of an input of EULF with upper and lower feature vectors g L and g U and part of its output, multi-trees G 1 , G 2 ∈ G 0 ( g L , g U ) and a 1-augmented tree G 3 ∈ G 1 ( g L , g U ).
For k = 0, we have developed an efficient algorithm for EULF [13, 14] . The purpose of this work is to describe an algorithm for EULF with k = 1. We assume that the maximum valence is 4 and mainly enumerate a 1-augmented tree such that the cycle contains an edge of multiplicity one (a single bond), since otherwise a 1-augmented tree is a single cycle consisting of edges of multiplicity two, which can be separately handled as a special rare case.
Background
As mentioned in Introduction, enumeration of chemical structures has a long history and many studies have been done. In the field of machine learning, a similar problem, which is called the preimage problem, has been studied [17, 18] . In this problem, a desired object is computed as a feature vector in a feature space, and then the feature vector is mapped back to the input space, where this mapped back object is called a preimage. The definition of the feature vectors based on the frequency of labeled paths [19, 20] or small fragments [10, 21] has been widely used. Akutsu and Fukagawa [22] formulated the graph preimage problem as the problem of inferring graphs from the frequency of paths of labeled vertices and proved that the problem is computationally intractable (NP-hard) even for planar graphs with bounded degrees [22] . Nagamochi [23] proved that a graph determined by the frequency of paths with length one can be found in polynomial time if any exists.
The preimage problem has also been studied in the field of chemoinformatics as a part of inverse QSAR/QSPR (quantitative structure-activity relationship/quantitative structure-property relationship) studies. Indeed, the problem is essentially the same as reconstruction and/or enumeration of molecules from their descriptors in inverse QSAR/QSPR [8, 9, 24, 25] , where the descriptors correspond to feature vectors in the preimage problem. Wong and Burkowski developed a practical preimage based method and demonstrated that it actually generated the structure of a new drug candidate [26] . For enumeration of molecules from descriptors, useful tools such as MOLGEN have been developed [27] . However, they are not very efficient if large structures are to be enumerated because many of them treat general graph structures (under the valence constraint).
It might be possible to develop significantly faster algorithms for the preimage problem if we restrict the class of target chemical structures and employ recent techniques for enumeration of graph structures. Fujiwara et al. [28] studied enumeration of tree-like chemical graphs that satisfy a given feature vector which specifies frequency of paths of up to a prescribed length K in a chemical compound to be constructed. They proposed a branch-and-bound algorithm that consists of a branching procedure based on the tree enumeration algorithm by Nakano and Uno [29, 30] and bounding operations designed by properties on path frequency and atom-atom bonds. They showed by means of computational experiments on enumeration of alkane isomers that their algorithm works at least as efficiently as the fastest algorithm while using much less memory space.
To reduce the size of the search space, Ishida et al. [31] have introduced a new bounding operation, called the detachment-cut, based on the result of Nagamochi [23] . In this problem formulation, it is required that the path frequency of a chemical structure is exactly the same as the specified one. However, there does not exist such a structure in many cases because a mapping between http://www.jcheminf.com/content/6/1/31 chemical structures and feature vectors is not surjective and thus there are many vectors in a feature space that do not have preimages. To seek solutions effectively in a relaxed constraint, Shimizu et al. [13] recently introduced a problem of enumerating tree-like hydrogensuppressed chemical graphs that satisfy one of a given set of feature vectors which is specified by a pair of upper and lower feature vectors. They proposed a branch-andbound algorithm for the problem, called 1-Phase algorithm, and afterward Suzuki et al. [14] proposed a more efficient and effective algorithm, called 2-Phase algorithm. Implementations of these algorithms [13, 14] for enumerating tree-like hydrogen-suppressed/hydrogen-retained chemical graphs with given upper and lower bounds on path frequencies are available on a web server (http://sunflower.kuicr.kyoto-u.ac.jp/tools/enumol2/).
As shown by Nakano and Uno [29, 30] , the class of trees admits a nice scheme for computer representation of their structures (called "left-heavy trees") which enables us to generate trees significantly faster (in constant time per tree) without executing any explicit test on the uniqueness of structure representations of temporarily generated labeled graphs. Development of algorithms for enumerating chemical graphs with a "non-tree structure" is thereby a challenging task if we still wish to attain high computational efficiency as we have achieved for enumeration of tree-like chemical graphs, because no such effective representation scheme is known for general graphs. It should be noted that although polynomial-time algorithms have been developed for equivalence test and unique representation form problems for bounded degree graphs [32, 33] and chemical compounds [34] , they are not directly applicable to efficient enumeration of chemical graphs.
In the NCI database (http://cactus.nci.nih.gov/ncidb2. 2/), the ratio of the number of chemical compounds with k-augmented tree structures to that of all registered chemical compounds is approximately 9%, 22%, 28%, 20%, and 11% for k = 0, 1, 2, 3, and 4, respectively. This implies that we have been able to treat only 9% of all of chemical compounds with high computational efficiency. As the first step toward efficient enumeration of non-tree chemical graphs, we consider the problem of hydrogen-suppressed chemical graphs with 1-augmented tree (monocyclic) structure. If we can solve this problem, we can treat 31% (= 9% + 22%) of chemical compounds. Although no effective representation scheme is known even to 1-augmented trees, we can create a tree by removing one edge in the unique cycle in a 1-augmented tree (two multiple edges with the same endvertices is not called a cycle in this paper). Additionally, 2-Phase algorithm [14] , which enumerates tree-like hydrogen-suppressed chemical graphs, can be used without any major modification to enumerate such trees T = G − e with one edge deficit from 1-augmented trees G to be constructed. Thus the main task is to efficiently test the uniqueness of generated labeled 1-augmented trees. To design such a procedure, we use a well-reflected definition of a parent 0-augmented tree T = G − e of a 1-augmented tree G. As a result, we can combine the new procedure with 2-Phase algorithm to obtain an algorithm for enumerating hydrogen-suppressed chemical graphs with 1-augmented tree structure from upper and lower bounds on feature vectors.
Method
Our proposed algorithm is based on existing algorithms to enumerate colored trees [29, 30] and colored multitrees [13, 14, 28, 31] . The basic strategy of our algorithm is to generate a multi-tree first and then extend it to a 1-augmented tree by adding an edge. In enumeration algorithms, it is important not to miss any possible structures and not to duplicate identical structures. In order to efficiently cope with these conditions, the concept of the family tree has been widely employed in various enumeration algorithms. To define a family tree for graphs, we need to define a parent-child relationship between graph structures so that a parent structure is uniquely determined from a child structure, where each child structure is obtained by adding a vertex or an edge to its parent structure. Because extension of a multi-tree to a 1-augmented tree is the core part of our proposed algorithm, we need to provide a proper definition of the parent-child relationship between a multi-tree and a 1-augmented tree. As will be shown later, there may exist multiple possible ways of having a parent structure. How to define the unique parent of a given 1-augmented tree is one of the novel points of our proposed algorithm. Another important issue on generating 1-augmented trees is not to generate identical 1-augmented trees from the same multi-tree. As will be shown later, there is a case in which additions of different edges result in identical structures. How to efficiently prevent this kind of duplicate generation of identical structures is the other novel point of our proposed algorithm. In the following, we give a detailed description of the algorithm including these novel points. Again, readers not interested in mathematical details can skip this part.
Overview of a new algorithm for 1-Augmented trees
Let G 0 be the set of 0-augmented trees (multi-trees) T = G − e obtained from each 1-augmented tree G ∈ G 1 ( g L , g U ) by removing a simple edge e in the unique cycle of G.
Then we have G 0 ⊆ G 0 ( g L , g U ) for a modified lower vector g L in a vector set G L . We construct such a vector set G L from g L as follows: For each t ∈ k,d with k ≥ 2, let g L [t] = 0; and for each t ∈ 1,d , let http://www.jcheminf.com/content/6/1/31
Thus our first task is to generate all multi-trees T ∈ G 0 ( g L , g U ) by using fast conventional algorithms such as 2-Phase algorithm.
Our next task is to generate 1-augmented trees G from each multi-tree T ∈ G 0 ( g L , g U ) such that no 1-augmented tree in G ∈ G 1 ( g L , g U ) will be duplicated during the entire enumeration over all T ∈ G 0 ( g L , g U ). To attain this objective without storing all generated 1-augmented trees for a comparison with a newly generated 1-augmented tree, we define a mapping π :
For a multi-tree T, a 1-augmented tree G with π(G) = T is called a child of T (possibly T has more than one child), and is called a feasible child
Note that any of definition of such a mapping will suffice as long as π(G) is determined only by the information of an "unlabeled graph" G (i.e., topological structure) except for a possible difference in computational efficiency to avoid duplication of solutions.
In the following, we show the 2-Phase algorithm, present details of our definition of parents π and design an efficient procedure for generating all children G from a given multi-tree T ∈ G 0 ( g L , g U ).
Summary of 2-Phase algorithm for 0-Augmented tree
In this section, we summarize 2-Phase Algorithm [14] for generating all multi-trees in G 0 ( g L , g U ). In the first phase, we simplify input feature vectors by adding the frequencies of the paths that include multiple edges to the corresponding paths which consist of only simple edges and then enumerate simple trees for the simplified upper and lower feature vectors. Figure 5 illustrates feature vectors g U and g L and simplified feature vectors g u and g l .
In the second phase, we assign multiplicities of edges for each of the simple trees to satisfy the feature vector constraint and the valence constraint. The inputs and outputs of the first phase and second phase in 2-Phase Algorithm are described as follows: 
First Phase
Input: A color set , lower and upper feature vectors g L and g U , respectively; Output: All simple trees in G 0 ( g l , g u ) for g l and g u which are simplified from g L and g U , respectively.
Second Phase
Input: A simple tree T ∈ G 0 ( g l , g u ) obtained by the first phase, a color set , and lower and upper feature vectors g L and g U , respectively; Output: All multi-trees in G 0 ( g L , g U ) obtained by assigning a multiplicity to T.
From the given multi-tree T ∈ G 0 ( g L , g U ), our efficient procedure generates all 1-augmented trees in G 1 ( g L , g U ).
Parent-child relationship
In this section, to avoid duplication of a 1-augmented tree during the entire enumeration over all T ∈ G 0 ( g L , g U ), we introduce a parent-child relationship between a 0augmented tree and a 1-augmented tree.
Signature of rooted multi-trees
To define the parent π(G) of a 1-augmented tree G using only topological structure, we first introduce the concepts of "canonical form" and "signature" for a class of multigraphs.
We fix the total order of colors in arbitrarily, e.g., O<N<C, and regard each color c ∈ as a small integer in Z + . We define the lexicographical order among sequences with elements in ∪ Z + as follows. A sequence
A multi-graph is called labeled if each vertex has a unique name or an index such as v 0 , v 1 , . . . , v n−1 , and we usually record a multi-graph as labeled in our computer. Hence, testing isomorphism of two multi-graphs is to find labels for these "unlabeled graphs" such that the two labeled graphs completely match each other including the adjacency between every two vertices. For a class G of multi-graphs, if we have a way of choosing a label for each multi-graph G ∈ G that is unique up to automorphisms of G, then we can test the isomorphism of two graphs directly with their labels. Such a labeling for G http://www.jcheminf.com/content/6/1/31 is called the canonical form of G. Once such a canonical form is obtained, we can easily encode each multi-graph G ∈ G into a code σ (G) (which is an integer or a sequence of integers/colors), called the signature of G, such that two multi-graphs G, G ∈ G are isomorphic if and only if σ (G) = σ ( G ). Without loss of generality we assume a total order over {σ (G) | G ∈ G} by introducing, if necessary, a total order over all colors and a lexicographical (total) order over all sequences of integers and colors.
A rooted graph is a multi-graph in which a vertex is designated as the root, and two rooted graphs are isomorphic if there is an isomorphism that maps their roots onto each other.
Any tree T has either a vertex or a pair of adjacent vertices removal of which leaves no component with at least |V (T)|/2 vertices [35] , where the former is called the centroid and the latter is called the bicentroid.
In a rooted multi-tree T, the parent vertex of a non-root vertex v is denoted by p(v) and the depth of a vertex v is denoted by depth(v), where the depth of a vertex is its distance to the root.
For the class of rooted multi-trees, a canonical form of a rooted multi-tree T is given by an "ordered tree" τ of it (i.e., determination of a total order among children of each vertex). Let dfs(τ ) denote the total order of vertices in τ visited by the depth-first-search order according to the order for children in τ . For example, Figure 6 illustrates three ordered trees τ 1 , τ 2 and τ 3 , which are obtained from the same multi-tree T rooted at the centroid, where the number beside each vertex v indicates dfs(v).
We let δ(τ ) denote the alternating sequence (c 0 , d 0 , c 1 , d 1 , . . . , c n−1 , d n−1 ) such that c i and d i denote the color and depth, respectively, of the i-th vertex v i in dfs(τ ), and M(τ ) denote the sequence (m 1 , m 2 , . . . , m n−1 ) of the multiplicity m i = m(v i , p(v i )) of the edge joining the i-th vertex and its parent p(v i ) in T. For a vertex v, let dfs(v) denote the labeling number of v in dfs(τ ). For example, Figure 6 illustrates δ(τ i ) of ordered trees τ i , i = 1, 2, 3 and M(τ 2 ) and M(τ 3 ).
A left-heavy tree of a rooted multi-tree T is an ordered tree τ that has the maximum code δ(τ ) among all ordered trees of T (hence a left-heavy tree τ is a canonical form and δ(τ ) is a signature of it when we ignore the multiplicity of rooted multi-trees). We define the canonical form of a rooted multi-tree T to be the leftheavy tree τ that has the maximum code M(τ ) among all left-heavy trees of T, and let σ (T) denote a signature of T (a code of the canonical form τ such as (δ(τ ), M(τ ))). For example, in Figure 6 , τ 2 and τ 3 are leftheavy trees of T, since they have lexicographically maximum sequences δ(τ 2 ) = δ(τ 3 ) among all ordered trees τ of the rooted multi-tree T, and τ 3 is the canonical form of T and (δ(τ 3 1, 1, 2, 1, 1) ) is the signature of T since it is a left-heavy tree with the lexicographically maximum M(τ 3 ) among all left-heavy trees τ of T.
Using the canonical form for rooted multi-trees, we can define a canonical form for "unrooted" multi-trees T by regarding them as trees rooted at the centroid or bicentroid.
Defining parents π
We are now ready to define parents π for 1-augmented trees (note that there is no root for any 1-augmented tree). Let G be a 1-augmented tree with a unique cycle C of length p which by our assumption contains at least one simple edge. Then there are p possible choices G − e i , i = 1, 2, . . . , p, for the parent of G. We introduce a rule to choose one of them based only on the topological information on G and C. For each vertex v in C, let N(v) denote the set of vertices in V − V (C) adjacent to v. Removing an edge vw with v ∈ V (C) and w ∈ N(v) leaves a multi-tree containing w, which we denote by T w . For each vertex v in C, we encode all multi-trees T w , w ∈ N(v) into a signature σ * (v) using the signature σ for rooted multi-trees; we set
Note that two vertices v and v in C have the same color and an identical set of subtrees in N(v) and N(v ) if and only if σ * (v) = σ * (v ). For each simple edge e = uv in C, we define a code c * (e) as follows. We encode the unique path
The code c * (e) is defined to be lexicographically the maximum one between two sequences σ * (u, v) and σ * (v, u). Furthermore, let E * (C) be the set of simple edges e * in http://www.jcheminf.com/content/6/1/31 C such that c * (e * ) is lexicographically maximum among c * (e) for all simple edges e in C.
We call an edge vw with v ∈ V (C) and w ∈ N(v) a heavy edge if T w has at least |V (G)|/2 vertices. We distinguish two cases to define parent π . Case 1. There is no heavy edge around C: For an arbitrary edge e ∈ E * (C), we define π(G) to be G − e (note that when |E * (C)| ≥ 2, G is symmetric around C and G − e and G − e will be isomorphic for any two edges e, e ∈ E * (C)). Figure 7 illustrates how the parent π(G) of a 1-augmented tree G in Case 1 is determined on these signatures σ (u, v) and σ (v, u) of simple edges uv in the cycle C. Case 2. There is a heavy edge v * w * : Note that no other edge can be a heavy edge. Let e 1 and e 2 be the two edges in C that are adjacent to v * , where at least one of them is a simple edge since deg(v) ≤ 4. If exactly one of them, e.g., e 1 is a simple edge, then we define π(G) to be G − e 1 . When e 1 and e 2 are simple edges, we choose one of them as follows. We first ignore all trees T w with w ∈ N(v * ), which are symmetric at the vertex v * commonly shared by e 1 and e 2 and hence useless to construct a signature for distinguishing e 1 and e 2 . Without using T w with w ∈ N(v * ), we construct the code c * (e 1 ) and c * (e 2 ). Finally we choose any edge e i such that c * (e i ) is lexicographically maximum 
The code σ * for each pair of adjacent vertices in the cycle of G is given by σ * (w, u) = ((C, 2, 1), 1, (C, 2), 1, (C, 1), 2, (C)), σ * (u, w) = ((C), 2, (C, 1), 1, (C, 2), 1, (C, 2, 1)), σ * (v, z) = ((C, 1), 2, (C), 1, (C, 2, 1), 1, (C, 2)), σ * (z, v) = ((C, 2), 1, (C, 2, 1), 1, (C), 2, (C, 1)), σ * (w, z) = ((C, 2, 1), 1, (C), 2, (C, 1), 1, (C, 2)), and σ * (z, w) = ((C, 2), 1, (C, 1), 2, (C), 1, (C, 2, 1)). Then π(G) is defined to be T 1 = G − uw because σ * (w, u) is maximum over all of these six codes.
between c * (e 1 ) and c * (e 2 ), and define π(G) to be G − e i .
Generating children
Recall that our algorithm for enumerating 1-augmented trees consists of two major stages: the first stage enumerates all multi-trees T ∈ G 0 ( g L , g U ) by 2-Phase algorithm, and the second stage generates all feasible children G for each T ∈ G 0 ( g L , g U ), i.e., 1-augmented trees G ∈ G 1 ( g L , g U ) with π(G) = T. This section describes a procedure for generating all children G = T + e of a given multi-tree T by adding a new edge e. For simplicity, we consider the case where a given multitree T has the centroid (the case where it is rooted at the bicentroid can be treated with a minor technical modification). In the following, we assume that a given multi-tree T is represented as its canonical form (a left-heavy tree) τ rooted at its centroid, and that its sequences δ(τ ) = (c 1 , d 1 , . . . , c n , d n ) and M(τ ) = (m 2 , m 3 , . . . , m n ) over the labeling dfs(τ ) have been already computed after the first stage (2-Phase algorithm can deliver not only solutions T but also τ and these sequences together).
It should be noted that the canonical form of left-heavy trees enjoys the following recursive structure. For any vertex v in T, the subtree T v of T rooted at v induces an ordered tree τ v from the left-heavy tree τ and τ v is again the canonical form of T v , since dfs(τ v ) is a subsequence of dfs(τ ) with consecutive vertices and its ordered pair (δ(τ v ), M(τ v )) is also lexicographically maximized over all ordered trees of T v .
Testing generated 1-Augmented trees
Given the left-heavy tree τ of a multi-tree T, we add a new edge xy for two nonadjacent vertices x, y ∈ V (T) (dfs(x) < dfs(y)) to obtain G = T + xy. Let C denote the cycle created in G. We check the following condition to test whether T is the parent of G or not. Then, we have the following lemma, where the proof is given in S1.1 (of the Additional file 1).
Lemma 1. For a multi-tree T and two nonadjacent vertices x, y ∈ V (T), testing whether T = π(T + xy) can be done by checking the above condition in O(|V (C)| 2 )
time. http://www.jcheminf.com/content/6/1/31
Avoiding duplication of children
In previous sections, we have showed that all children (i.e., 1-augmented trees) of a given multi-tree T can be generated by the definition of the parent-child relationship between multi-tree and 1-augmented tree. However, if T has two isomorphic subtrees T u and T v then we would have two children T + xy and T + x y , which are isomorphic to each other. To avoid such duplication, we test if T + xy is isomorphic to T + x y for some other vertices x and y when we add an edge xy to T. In fact, we do not try to find other such pair x and y explicitly. Instead we introduce a rule that we do not generate T + xy by any edge xy that has such an "isomorphic" vertex pair x and y on the left hand side of x and y in T. To detect this situation efficiently, we first compute data on each vertex v in T that indicates whether the left hand side of v contains another vertex u such that its subtree T p(u)u is isomorphic to T p(v)v . Using such data, we show that given a vertex pair x and y whether there is an isomorphic pair x and y in the left hand side can be checked in constant time. In other words, we show an O(n 2 ) time algorithm extracting all the leftmost side vertex pairs from T.
Among all isomorphic vertex pairs, we call the leftmost one an "admissible pair", where "isomorphic" means here that the connection of vertices in each pair results in an isomorphic tree. Figure 8 shows an example of a case in which additions of different edges result in identical structures and the admissible pair.
In this section, we show the validity that we only need to add an edge between each admissible pair to avoid duplication and omission of 1-augmented trees generated from one multi-tree T. Finally, for a multi-tree, we provide an efficient algorithm extracting all vertex pairs to generate all children of the multi-tree.
Admissible pairs
We write T + uv ∼ T + u v if and only if T + uv and T + u v are isomorphic. For a tree T, let c T denote its centroid, which is either a vertex (unicentroid) or an edge (bicentroid). Let T be a left-heavy tree rooted at its centroid c T . When c T is a bicentroid rr , r and r will be the vertices that have no parent in the parent-child relationship in T. We shall now introduce "rooted-isomorphism" among 1-augmented trees obtained from T by adding a new edge. We regard a 1-augmented tree G = T + uv obtained by adding new edge uv between two nonadjacent vertices u, v ∈ V (T) as a graph rooted at c T . When c T is a vertex r, we say that Now we consider how to generate a set G T of 1augmented trees T + uv such that the 1-augmented tree T + uv for any pair of nonadjacent vertices u, v ∈ V (T) is isomorphic to exactly one 1-augmented tree G in the set G T . By Theorem 2, we only need to check the rooted-isomorphism among 1-augmented trees T + uv for all pairs of nonadjacent vertices u, v ∈ V (T). Based on this, we can modify a given tree T with bicentroid c T = rr into a tree T with unicentroid r * by inserting a new vertex on the edge rr . Since this does not change the rooted-isomorphism among 1-augmented trees T + uv or the left-heaviness of T, we assume in the following that a given tree T has a unicentroid c T = r.
Let T be a left-heavy tree. We shall introduce some terminology. Let x be a non-root vertex x in T. Denote by left(x) the immediate left sibling of a non-root vertex x (if any). We define data copy as follows. http://www.jcheminf.com/content/6/1/31 copy(x) = 1 if left(x) exists and T y ≈ r T x holds (i.e., x is a copy of y) for y = left(x), 0 otherwise.
Let u and v be two vertices in T. We denote by P(u, v) the unique path in T that connects u and v, where P(u, v) = P (v, u) . Let lca(u, v) denote the least common ancestor of u and v, i.e., the highest vertex in P(u, v) (where we define lca(u, v) to be the edge c T = rr when T is rooted at the bicentroid c T = rr , and u ∈ V (T r ) and v ∈ V (T r )). When dfs(u) < dfs(v), we define the greatest uncommon ancestor gua of u and v as follows:
We call a pair of nonadjacent vertices u, v ∈ V (T) with dfs(u) < dfs(v) admissible if it satisfies the following conditions (see Figure 9 for conditions (1) and (2) and Figure 10 for condition (3)):
(1) copy(w) = 0 for all vertices w ∈ V (P(lca(u, v) , r))−{r};
(2) copy(w) = 0 for all vertices w ∈ V (P(u, gua(u, v) Note that (3)-(i) implies that copy(gua(v, u)) in (2) needs to be 0 when lca(u, v) = u.
The next lemma indicates that we only need to add an edge between each admissible pair to avoid duplication of 1-augmented trees, where the proof is given in Additional file 1: S1.3.
Lemma 3. For a left-heavy tree T rooted at its unicentroid c T = r, let G T = {T + uv | admissible pairs u, v ∈ V (T)}. Then the 1-augmented tree T + uv for any pair of nonadjacent vertices u, v ∈ V (T) is isomorphic to exactly one 1-augmented tree G in G T .

Algorithm
In this section, we describe an algorithm of the second stage to generate all children of a given multi-tree T without duplication and omission, and show the computational complexity of the second stage. To generate all children of T, we first find all admissible pairs (u, v) for T and test whether T is the parent π(T + uv) of T + uv or not. Notice that a straightforward method would take O(n) time to check whether a pair (u, v) is admissible or not. Since there are at most n C 2 vertex pairs in a multi-tree T, finding all admissible pairs for T may take O(n 3 ) time. That is, from Lemma 1, we may need O(n 3 |V (C)| 2 ) = O(n 5 ) time to generate all children of T.
In what follows, we design a faster O(n 4 )-time algorithm to generate all children of a given multi-tree T. For this, we find only a subset of all admissible pairs, called the set of "candidate" pairs defined as follows (see also Figure 11 ). We see that no pair (x, y) generates a child T + xy of T if a heavy edge is created in T + xy and x is not an ancestor of y, since such (x, y) does not satisfy any of Cases I and II for generating children of T. Hence we are not interested in storing such pairs (x, y), and call an admissible pair (x, y) a candidate pair when (i) no heavy edge is created in T + xy; or (ii) x is an ancestor of y, where (i) (resp., (ii)) is a necessary condition of Case I (resp., Case II). By definition, every candidate vertex pair (x, y) is admissible, whereas any admissible pair (x, y) such that T + xy is a child of T is always a candidate pair. Therefore, to generate all children of T, we do not need to find all admissible pairs and only have to extract all candidate pairs.
To facilitate this, we examine all vertex pairs (u, v) (dfs(u) < dfs(v)) in T in a lexicographical order with respect to (dfs(u), dfs(v)), i.e., we choose each vertex v i from v 0 to v n−1 as u and then choose each vertex v j from v i+1 to v n−1 as v. We call the lexicographical order over vertex pairs a dfs order. For each of the generated vertex pairs, we check whether it is a candidate pair or not. Finally, for each candidate pair (u, v) , we test whether T + uv is a child of T in Case I or II.
We can find all candidate pairs for a multi-tree T in O(n 2 ) time in total as stated below. The proof is given in Additional file 1: S1.4.
Lemma 4. For a left-heavy multi-tree T, all candidate pairs of T can be found in O(n 2 ) time.
Finally, by Lemma 1 and Lemma 4, we can generate all children of a multi-tree T in O(n 4 ) time, as stated in the next lemma. 
Experimental and results
This section reports experimental results of our algorithm enumerating 1-augmented trees. Tests were carried out on a PC with an Intel Core i5 processor running at 3.20 GHz and the Linux operating system using the C language, employing instances based on chemical compounds selected from the KEGG LIGAND database [15] (http://www.genome.jp/ligand/).
(I) First we select four chemical compounds "C00062, " "C03343, " "C03690, " and "C07178" as chemical graphs with 0-augmented tree (acyclic) structure and four chemical compounds "C00095, " "C00270, " "C00645, " and "C00837" as chemical graphs with 1-augmented tree structure (see Additional file 1: Figure S21 for illustrations of these chemical graphs), wherein each benzene ring in chemical compounds "C03343, " "C03690, " and "C07178" is regarded as a virtual atom b of valence 6. These compounds are heuristically selected based on the following criteria: (i) each compound is a 0-augmented tree or 1-augmented tree (except benzene ri ngs), (ii) each compound consists of C,O,H (or, C,O,N,H) atoms, (iii) compounds are not very similar to each other, and (iv) compounds have varying sizes but are not too large.
The virtual atom b is treated as one atom so that we discard all possible regioisomers of benzene. Thus in our experiment, we consider the cycles not caused by benzenes but by other substructures in these 1-augmented trees. We remark that an efficient algorithm has been developed for generating all possible regioisomers of a given 0-augmented tree structure with virtual atoms b by Li et al. [36] , and an implementation of the algorithm is available on a web server (http://sunflower.kuicr.kyoto-u. ac.jp/tools/enumol2/).
To generate problem instances from each of the selected chemical graphs, we define w ∈ Z + to be a width between upper and lower feature vectors. From the feature vector g = f K (G) of a chemical graph G at level K , we construct two feature vectors g U and g L of width w as follows. For each entry t with g[t] ≥ 1, let g U [t] = g[t] +w and g L [t] = max{g[t] −w, 0}; and for each entry t with g[t] = 0, let g U [t] = g L [t] = 0. See Additional file 1: Figure S23 (resp., Additional file 1: Figure S24) for the lower and upper feature vectors g L and g U with K = 1 and w = 1 (resp., K = 2 and w = 1) created from C00062.
To examine the computational efficiency, we compare the time per output multi-tree/1-augmented tree by our algorithm and by 2-Phase algorithm [14] . Our algorithm enumerates not only the 1-augmented trees in G 1 ( g L , g U ) but also the multi-trees in G 0 ( g L , g U ). Therefore, if time per output graph of our algorithm is close to that of 2-Phase algorithm, then we can enumerate 1augmented trees as fast as 2-Phase algorithm enumerates multi-trees. http://www.jcheminf.com/content/6/1/31
Figure 10
Illustration of condition (3) for admissible pairs. The black dotted line joins two vertices u and v, which will be the edge to create a cycle in the 1-augmented tree T + uv. Condition (1) and (2) exclude any ancestor w of u or v such that copy(w) = 1 except for w = gua(v, u). The assumption copy(gua(v, u)) = 1 requires the rooted subtree T gua(u,v) to be isomorphic to T gua(v,u) and condition Table 1 shows the result of the comparison of 2-Phase algorithm and our algorithm for varying K with fixed w = 1, where the meanings of columns are as follows.
Note on tables:
(1) C00062, C00095, C00270 C00645, C00837, C03343, C07178, and C03690 are the chemical compounds in the KEGG LIGAND database, respectively; (2) in Table 1 , the width for constructing upper and lower feature vectors is 1; (3) n is the number of vertices without hydrogen atoms in an instance preprocessed by replacing each benzene ring with a new atom with six valences; (4) w is the width for constructing upper and lower feature vectors; (5) K is the level of given feature vectors; (6) "time (s)" is the CPU time in seconds; (7) T.O. means the "time over" (the time limit is set to be 1,800 seconds); (8) "time/graph" is the time per enumerating one graph; (9) "tree" is the number of all possible solutions of tree-like chemical graph in the time limit; (10) "cycle" is the number of all possible solutions of 1-tree chemical graph in the time limit; (11) "ratio" is a number such that "time/graph" of our algorithm is divided by that of 2-Phase algorithm; (12) for any real numbers x and y, let xEy denote x × 10 y .
It is to be noted that in some instances, the number of enumerated trees by 2-Phase algorithm and that of our algorithm are different because of the time limit. Hence, Figure 11 Illustration of candidate pairs. A graph G will be created by adding each edge shown by a black dotted line. However, no vertex pair for any of edges a, b and c is a candidate pair. We do not have to add edges a, b, and c to T 1 , T 2 , and T 3 , respectively because neither G − a, G − b, nor G − c can be the parent of G. http://www.jcheminf.com/content/6/1/31 the "tree" and "cycle" columns show the number of incomplete solutions in instances whose "time" column is "T.O. ". However, this is not a critical issue because we mainly want to know the "time per graph" and its "ratio" between 2-Phase algorithm and our algorithm. We can make use of them as beneficial results from "tree, " "cycle, " and "time" columns even if they are incomplete and "T.O. ". We find that almost all instances solved within the time limit by 2-Phase algorithm are also solved by our algorithm within the time limit. Moreover, the "ratio" of instances is less than 10 except 4 out of 38 cases, and that of many instances is less than 5. This means that the time per output by our algorithm is close to that by 2-Phase algorithm. Therefore, we have demonstrated that our algorithm maintains the high computational efficiency of 2-Phase algorithm even if K changes. Note that our algorithm does not output any 1-augmented trees in G 1 ( g L , g U ) in "C00062, " "C03343, " "C07178, " and "C03690" when K is large. This is because the instances are acyclic chemical compounds: 1-augmented trees become less able to satisfy the feature vector constraint as K increases and only multi-trees can satisfy the feature vector constraint. Table 2 shows the result of the comparison of 2-Phase algorithm and our algorithm for varying w with fixed K = 3. Just like with Table 1 , almost all instances solved within the time limit by 2-Phase algorithm are also solved by our algorithm within the time limit. The "ratio" of instances is less than 10 except 7 out of 48 cases, and that of many instances is less than 5. In particular, with respect to "C00095, " "C00645, " and "C00837, " which have 1-augmented tree structure, the "ratio" is less than 1 or close to 1. This implies that our algorithm can enumerate 1-augmented trees and multi-trees faster than 2-Phase algorithm enumerates multi-trees. These results mean that the time per output by our algorithm is close to that by 2-Phase algorithm. Therefore, we have demonstrated that our algorithm maintains the high computational efficiency of 2-Phase algorithm even if w changes.
Finally, from Table 1 and Table 2 , we compare 2-Phase algorithm and our algorithm in terms of varying n, where n is the size of an instance. Note that n is the number of vertices without hydrogen atoms in an instance preprocessed by replacing each benzene ring with a new atom with six valences. We notice that there is no large difference in the "ratio" between all cases in spite of the fact that the instance size of C03690 is almost twice as large as that of C00062. This implies that our algorithm maintains the high computational efficiency of 2-Phase algorithm even if the instance size becomes large.
(II) Next we select four chemical compounds, prostaglandin (D08040), allobarbital (D00332), gabapentin (D00555), and histamine (D00079) as chemical graphs with 1-augmented tree structure (see Additional file 1: Figure S22 for illustrations of these chemical graphs), all of which are existing drug compounds. We conducted the same experiment as we did for (I): Table 3 shows the result of the comparison of 2-Phase algorithm and our algorithm for varying K with fixed w = 1; Table 4 shows the result of the comparison of 2-Phase algorithm and our algorithm for varying w with fixed K = 3. In this experiment, we observe that there still is no large difference in the "ratio" between all cases except for the instance of D00079.
Discussions and conclusions
We considered the problem of enumerating all chemical graphs of 1-augmented tree structure from a given set of path-frequency based feature vectors specified by http://www.jcheminf.com/content/6/1/31 upper and lower feature vectors, and proposed a new exact algorithm by extending 2-Phase algorithm [14] . The experimental results reveal that the computational efficiency of the new algorithm remains high, considering the hardness of treating 1-augmented trees compared with 0-augmented trees.
One of our future works is to introduce new bounding operations for 1-augmented trees in 2-Phase algorithm and our procedure for creating a cycle. Additionally, it is important to extend the proposed algorithm for enumeration of k-augmented trees with k ≥ 2 because we can cover 59%, 79%, and 90% of chemical compounds by 2-augmented trees, 3-augmented trees, and 4-augmented trees, respectively. In this paper, we used the assumption that chemical graphs we treat contain only atoms with valence at most 4 (except benzene rings) in order to define the parent of a 1-augmented tree G as a 0augmented tree T that is obtained by removing an edge corresponding to a single bond in G. However, it is not difficult to extend our enumeration algorithm for chemical graphs possibly with atoms with valence more than 4 just by modifying the definition so that the parent of a 1-augmented tree G is allowed to be a 0-augmented tree T obtained by removing an edge that corresponds to a double or triple bond in G. Although benzene rings have already been treated as virtual atoms of valence 6, regioisomers are ignored in the proposed algorithm. As mentioned in "Experimental and results" section, an efficient algorithm for generating all possible regioisomers of a given 0-augmented tree structure with virtual atoms b has been developed [36] . Therefore, combination of the proposed algorithm with that algorithm is left as future work as well as further extensions for including atoms with valence more than 4 and furan and more general structures.
Although we do not aim to develop enumeration algorithms that are directly applicable to drug design, this is a future target of our research. In order to apply enumeration algorithms to drug design, considering features based on the path frequency is far from sufficient. Factors such as hydrogen bond donors, hydrogen bond acceptors, positive charges, negative charges, and hydrophobic centers should be taken into account. In addition, the binding site information of the target molecule and geometric information such as the occurrence of rotatable bonds should be reflected. In order to include these factors in enumeration algorithms, we should develop efficient methods that can relate chemical graphs with such physico-chemical and geometric factors. However, such a development is not an easy task even for one type of factor and thus is long-term future work.
