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Abstract
Deep Learning had been widely used in computational biology research in past few
years. A great amount of deep learning methods were proposed to solve bioinformatics problems, such as gene function prediction, protein interaction classification, drug
effects analysis, and so on; most of these methods yield better solutions than traditional computing methods. However, few methods were proposed to solve problems
encountered in evolutionary biology research. In this dissertation, two neural network
learning methods are proposed to solve the problems of genome location prediction
and median genome generation encountered in phylogenetic tree construction; the
ability of neural network learning models on solving evolutionary biology problems
will be explored.
Phylogenetic tree represents the evolutionary relationships among genomes in intuitive ways, it could be constructed based on genomics phenotype and genomics
genotype. The research of phylogenetic tree construction methods is meaningful to
biology research. In the past decades, many methods had been proposed to analyze
genome functions and predict genome subcellular locations in cell. However these
methods have low accuracy on multi-subcellular localization. In order to improve
prediction accuracy, a neural network learning model is defined to extract genome
features from genome sequences and evolution position matrix in this research. Experiment results on two widely used benchmark datasets show that this model has
significant improvements than other currently available methods on multi-subcellular
localization; deep neural network is effective on solving genome location prediction.
Phylogenetic tree construction based on genomics genotype has more accurate
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results than construction based on genomics phenotype. The most famous phylogenetic tree construction framework utilizes median genome algorithms to filter tree
topology structure and update phylogenetic ancestral genome. Currently, there are
several median genome algorithms which could be applied on short genome and simple evolution pattern, however when genome length becomes longer and evolution
pattern is complex these algorithms have unstable performance and exceptionally
long running time. In order to lift these limitations, a novel median genome generator based on graph neural network learning model is proposed in this research. With
graph neural network, genome rearrangement pattern and genome relation could be
extracted out from internal gene connection. Experiment results show that this generator could obtain stable median genome results in constant time no matter how
long or how complex genomes are; its outstanding performance makes it the best
choice in GRAPPA framework for phylogenetic tree construction.
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Chapter 1
Introduction
Phylogenetic tree shows the evolutionary relationships between species or genomes
in an intuitive way. The leaf nodes in the phylogenetic tree which are called taxa
represent species or genome sequences while the path between leaf nodes shows the
relation of genome sequence pairs, weighted tree path also shows the similarity between pairs. The taxa in a phylogenetic trees could be species, organisms or genomes
[1]. The research of phylogenetic tree construction and analysis is meaningful to biology research. For example, it could help understanding the mechanism of evolution,
tracing the origins of organisms, predicting the development of virus or diseases, and
so on [2]. Phylogenetic tree could be constructed based on two categories of genomics
information, genomics phenotype and genomics genotype. According to the phenotype of genomes, such as their appearance, functions or locations in a cell, they could
be clustered into multiple groups; genomes in the same group have similar function
and they are close to each other on the evolution path. Another category of phylogenetic tree construction methods are based on genotype, such as genome sequence
similarity, genome variants amount, genome evolution distance, and so on.
In the past decades, a lot of methods were proposed to analyze or predict functions or locations of genomes in a cell [3]. One major branch of genome function
analysis is subcellular localization. Subcellular localization plays an important role
in the research of genome function analysis. Traditional protein subcellular localization methods could accurately locate genomes in a cell by using fluorescent agent and
electron microscope device, however this kinds of methods are laborious and time-
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consuming because a lot of wet-lab experiments and expensive equipment should be
deployed to tag and trace genome development path in a cell. Although a lot of computational methods had been proposed to reduce the cost of traditional experimental
methods, they still have shortages on multiple subcellular prediction accuracy [4].
Many computational methods currently available take only gene sequence into consideration and use feature extraction algorithms to define features. Machine learning
algorithms predict the locations of genome sequences based on their extracted features. They treat each subcellular as an independent organelle, which results in high
accuracy of single subcellular prediction but low accuracy of multi-subcellular prediction [5]. In order to improve the prediction accuracy, a neural network learning
model which utilizes convolutional neural network and recurrent neural network as
feature extractor from genome sequence and evolution statistics is defined and evaluated in this research. Discussions about significance of genome information category
and importance of learning model parts are also developed in this dissertation, which
could be helpful to future subcellular localization research.
In order to construct accurate phylogenetic trees, many computation models, in
purpose of generating ancestral genomes based on gene distance and optimizing phylogenetic tree topology structures according to evolution costs, were proposed in the
past decades [6, 7, 8]. However, they have limitations on problem size because their
computing complexity is very high when genomes become longer. Currently, these
methods obtain the optimal ancestral for three genomes by utilizing heuristic search
strategy, which takes exceptional time to do computation when genome length is long
or evolution pattern is complex. In this research, I will try to lift these limitations
by using a graph neural network learning model. The major concern of phylogenetic tree construction is computing the similarity or difference between each pair
of genome sequences. The relations among genes in a genome sequence couldn’t be
defined as a Euclidean space data structure because each gene has different number
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of neighbors and genome distance don’t obey Euclidean rules; graph data structure
is a good solution to represent genome sequences. With graph data structure, a node
could represent a data sample and an edge could represent relation between a pair
of samples; nodes holds their own features and trainable parameters, edges could be
directed, undirected, weighted or unweighted.
Graph neural networks are good at graph structure data learning; different from
convolutional neural network, messages pass through graph paths and nodes update
their features according to adjacency local neighbors [9]. This is very useful for
biological data because the connections between each data sample are complex in
biology problems. Nodes update their states and parameters based on the difference
between generated states and target states at each iteration of graph convolution
[10]. GNNs could do node level, edge level and graph level learning tasks. Node level
learning models predict the states of nodes after training with a lot of graphs and
their target node states [11]. Edge level learning models can discover the connections
between pairs of nodes in a graph [12]. Graph level learning tasks focus on graph
encoding and dynamic graph generation [13]. In order to generate median genome
for phylogenetic tree construction, a graph level learning model will be defined and
discussed in this research. There are three major parts to fulfil this learning model,
the first one is the generation of training data samples which are pairs of three source
genomes and their corresponding median genome, the second one is the construction
of learning model framework composed of multiple graph convolution layers and graph
encoder-decoder layers, the third part is the definition of algorithm which translates
probability matrix back to genome sequence.
There are five chapters in the following part of this dissertation. Chapter 2 gives
out a brief literature review about computational methods on phylogenetic tree construction and genome location prediction. Chapter 3 proposes a neural network learning model for subcellular localization, evaluation and discussion about this model are
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also included. Chapter 4 fulfils the three parts of median genome generator, which
are median genome training samples generation strategy, graph learning model framework and probability matrix conversion algorithm. Multiple evaluation processes are
applied on this median genome generator and evaluation results are listed in detail.
Even more, the advantages and disadvantages of this generator and other median
genome algorithms are discussed based on these evaluation results. Chapter 5 talks
about the key points of phylogenetic tree construction framework GRAPPA and how
the median genome generator helps to improve its performance. At last, chapter 6
makes a conclusion of this dissertation. The major contributions of this research are
listed out and several future work directions are discussed in this chapter.
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Chapter 2
Brief Literature Review of Computational
Phylogenetic and Methods
2.1

Phylogenetic Tree

Phylogenetic tree is a relation tree of different species, organisms or genes which have
the same ancestral during the evolution process. It represents the evolutionary relationship between each leaf node, as shown in figure 2.1. Each leaf node represents a
specie, an organism or a genome and all the nodes have the same ancestral. They
developed and acquired different features and functions during the process of biological evolution with random mutations to their genomes and different phenotypes are
appeared. With the phylogenetic tree of specific species or specific genes, we could
gain insights about character obtain and character loss of their evolution process and
understand the underlying evolution mechanisms of these taxa[1].
There are two types of phylogenetic tree, rooted tree and unrooted tree, according
to whether there exists an ancestral taxa in the tree. As shown in figure 2.1(a), the
rooted phylogenetic tree has a group of taxa, which are different species or different
genomes and which we know their phenotypes or their genotypes in current environment, as the leaf nodes of the tree. The internal nodes of the tree are unknown and
they are inferred from the leaf taxa. Each internal node is assumed to be the common
ancestral of its children in the tree and there exists a root node which is the ancestral
of all the leaf nodes. For example, the rooted phylogenetic tree in figure 2.1(a) has
4 species and the root specie R is the ancestral of the species S1 , S2 , S3 and S4 .
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a

b

R
S3
I2

S1

I1

S4
S2

S1

S2

S3

S4

Figure 2.1 An example of rooted phylogenetic tree and unrooted phylogenetic tree
with four genomes

The species S1 and S2 are similar with each other and they are developed from an
ancestral I2 which has the same ancestral I1 with specie S3 . The rooted phylogenetic
tree shows the relationships between each species and shows the evolution steps from
their ancestral to themselves. Figure 2.1(b) is the unrooted phylogenetic tree of the
4 species S1 , S2 , S3 and S4 . The connections between each node in the tree represents the distance between two species, which is a variable to evaluate the difference
between them. There are no information about the ancestral of each specie and the
underlying biological evolution process isn’t clear. From this figure, we can see that
species S1 , S2 are similar with each other and specie S4 has more difference to S1 , S2
than specie S3 .
The phylogenetic tree of a group of taxa have many different forms and the number
of possible phylogenetic trees is very large. Assume we only consider the situation that
the internal node only has two descendants in the rooted phylogenetic tree and the
6

intersection only has three neighbors in the unrooted phylogenetic tree, the number
of possible rooted phylogenetic trees for a group of distinguishable species or genomes
is
(2n − 3)!
, (n ≥ 2)
2n−2 (n − 2)!
and the total number of possible unrooted phylogenetic trees of the same taxa is
(2n − 5)!
, (n ≥ 3)
− 3)!

2n−3 (n

in both of which, n is the number of leaf nodes[14]. For example, figure 2.2 shows
several different topology structures and node labels of the phylogenetic tree of four
taxa. Figure 2.2(a) lists out four out of the 15 possible rooted phylogenetic trees
in two different topology structures and figure 2.2(b) lists out the three possible
unrooted phylogenetic trees of these four taxa. When there are only specie or two
species, obviously the shape of the phylogenetic tree is identify. As the number of
species in the phylogenetic tree becomes larger, the topology structure and the node
label becomes complex. The topology structure of the rooted phylogenetic tree only
has one form when there are three taxa, however the node labels could have different
forms. The unrooted phylogenetic tree of three taxa is in the form of star tree which
has one joint node and the three taxa are the neighbors of this node.
Traditional phylogenetic tree construction methods based on the phenotype of
species or organisms. As the development of gene sequencing technology, more and
more genomics data becomes available and a bunch of computational methods based
on the organism genotypes were proposed in the past several years. These kind of
methods construct the phylogenetic trees according to the variation among a group
of genomes or gene sequences. The variation of two genomes could be the distance
defined for the genomes or the character which exists in the gene sequences[6].
Phylogenetic tree construction methods such as neighbor joining [15], Unweighted
Pair Group Method with Arithmetic mean(UPGMA) [16], Fitch Margoliash Algorithm [17], ClustalW [18] and the variation algorithms based on these methods, such
7
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S1

S3
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S3

S2

S1

S4

S2

Figure 2.2 Different topology structure examples of rooted phylogenetic tree and
unrooted phylogenetic tree with four genomes

as BIONJ [19], MISHIMA [20], SeaView [21] and so on, are distance dependent.
These methods make multiple sequence alignment on the target genomes to figure
out the same part of the sequences and then use the size of different pairwise as the
distance between genomes. Based on the calculated distance matrix, the genomes
are clustered together as a tree in an iterative manner[8]. Because multiple sequence
alignment couldn’t be estimated in an efficient way and the cluster algorithms don’t
consider the optimization of the whole generated tree, the distance based methods
have some limitations when they are applied on distantly related genomes.
Different from distance based phylogenetic tree construction methods applying
only the gene positions in a genome into consideration, character based phylogenetic
tree construction methods takes the statistic features of genomes as the classification
criteria which provide more meaningful information to help generating better phylogenetic trees. There are three categories of character based methods which are Max8

imum Parsimony(MP), Maximum Likelihood(ML) and Bayesian Inference(BI). The
maximum parsimony method considers multiple possible phylogenetic tree topologies
which are generated under certain assumptions about the evolution mechanisms and
takes the one which has the least evolutionary events as the target phylogenetic tree
topology. It ignores the evolution feature that there are different rates for the different evolution event and there exists diverse transitions rate among genome sites. The
Maximum Likelihood method builds up a statistical model with a group of adjustable
parameters to represent the evolutionary structure and then find out the values of
parameters with which the evolutionary structure gains the highest possibility to occur. A lot of phylogenetic tree construction methods take this strategy to achieve
the optimal phylogenetic tree topology because of the interpretability of model, such
as FastTree, IQ-Tree, PAML, Phyml, MP-EST and so on [22, 23, 24, 25, 26]. The
Bayesian Inference method also takes a statistical model and tries to maximize the
likelihood of the phylogenetic tree model with a series of Markov Chain Monte Carlo
processes. The methods MrBayes, PhyloBayes, BEAST and RevBayes belong to this
category [27, 28, 29, 30]. All of them are trying to select out the maximum posterior
probability tree from a group of simulation trees based on existing genome features.
The selected tree is the most reasonable phylogenetic tree given the genomes and the
Bayesian Inference model.

2.2

Subcellular Localization

The basic functional unit in an organism is cell and cells perform their function by
using a bunch of subcellulars enclosed in it. The genomes or proteins have different expression when they exist in different subcellulars. Figuring out the locations
of genomes and proteins in a cell is critical to understand their function and their
evolutionary process in the formation of cells. Traditional experimental methods to
identify the subcellular location of proteins with fluorescent agents and fluorescence

9

microscopes by tracking the fluorescent radiation emitted from proteins. This kind of
methods are expensive and time-consuming because of there is very high requirement
of equipment and operators to operate the experiments.
In past decades, many computational methods to identify the subcellular location of genomes and proteins were proposed in the purpose of reducing the cost of
traditional experimental methods[4]. Computational methods predict the location
of a protein or a genome in the cell according to the amino acid components and
sequence order of these amino acids in the protein or genome by applying machine
learning models or deep learning models. Besides the amino acid components and
their position information, some computational methods takes other kind of information into consideration, such as Gene Ontology(GO) annotations, physical-chemical
properties, evolution characteristics and so on.
The computational subcellular localization methods could be divided into two
categories, machine learning model based methods and deep learning model based
methods. Most of these methods take amino acid sequences as the only information
source to make predictions and other methods take extra property source of the target
protein to help improving the accuracy of prediction results[5].
The machine learning model based methods extract features from the gene sequences or the amino acid sequences and classify the extracted features into different
category. Based on the sequence features, the target sequence falls into one or more
subcellular in which this sequence has great chances exists. The subcellular localization methods SubLoc, MKSVM, FSVM-KNR, IMMMLGP, mGoF-Loc are machine
learning model based[31, 32, 33, 34, 35]. The general procedure of these methods is
that, applying several feature extraction functions to extract features from original
sequence inputs and then using kernel function as the inner product of the extracted
feature space to condense the features, at last classify the processed features into
different category.
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The method SubLoc uses Support Vector Machine(SVM)[36] to classify the basic
sequence vector of protein[3]. This method takes the encoded sequence vector as
the extracted features without other feature extraction methods and it only has one
kernel function to make classification. In order to improve the accuracy of prediction
results, the method MKSVM applies multiple kernel functions with the SVM classifier and adds PsePSSM and PsePP as extra feature extraction functions[32]. With
the PsePSSM and PsePP, the type of features expand to 6 categories and the number of total extracted features increase to 7931, which make the prediction accuracy
a great improvement. Variations of SVM classifier, such as Fuzzy Support Vector
Machine(FSVM) [37] and Bayesian Support Vector Machine(BSVM) [38], could play
the rule as classifiers to predict subcellular location. Adjustments to the weights of
samples in these variation classifiers could help the methods to make more accurate
predictions, for example the method FSVM-KNR which generates the membership
values of amino acid sequences and classifies their position with Kernelized Neighborhood Representation function and Fuzzy Support Vector Machine performs better
than other SVM based methods[33].
The GO annotations of genes or proteins are another form of gene description
along with the gene sequence. It has been utilized in the research of gene expression,
gene function prediction, gene classification and so on. The GO description of a gene
sequence is more specific, includes gene function and gene expression. Since the location and function of genes have correlation, classifiers could easily identify where
a gene exists in a cell based on its function. There are many subcellular localization
methods utilize the GO annotations of genes to supplement the gene sequence information in the prediction process. The methods mGOASVM include GO annotations
as extracted features for classification [39]. Sometimes the specific GO annotation of
a gene doesn’t exist in the GO database, then the GO annotation of its homologs
which could be obtained by using BLAST algorithm will be used as a replacement.
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The method mGOASVM takes this strategy to avoid the situation that some genes
absent in the GO database. Other subcellular localization methods utilized GO annotation have mLASSO-Hum[40], Hum-mPLoc[41, 42] and iLoc-Hum[43]. All these
methods have the similar procedure but with different properties in the classification
feature space. Although GO annotations have descriptions about gene function to
solve the difficulty encountered in gene feature recognition, they weren’t widely applied in prediction of gene subcellular locations since a great number of genes exists
in nature environment are not available in the GO annotation database at current
time.
Physicochemical Property is another very popular gene feature in the design and
implementation of subcellular prediction methods. Every nucleotide has its own specific physical properties and chemical properties, amino acid is the same. These
properties include molecular mass, hydrophobicity, polarity and so on. They could
act as the features of a gene sequence or a protein sequence in the prediction of its
subcellular location. When two molecular combined together to form a larger molecular, they exhibit other characteristics besides their own characteristics. Six physical
structural properties of two molecular combination had been identified, they are twist,
tilt, roll, shift, slide and rise. There are 16 types of possible combination of the four
nucleotide, so there are 16 possible values for each element of the six physical structural properties. With physicochemical properties as the sequence feature, a gene
sequence could be transformed into a 6 × (l − 1) matrix. This feature matrix expands
the feature space and helps classifiers to distinguish the function and location of gene
sequences.
Feature extraction algorithms, such as Discrete Wavelet Transform, Pseudo Amino
Acid Composition and Average Blocks, have been tested in subcellular prediction
methods. The experiment results of these methods shown that these feature extraction algorithms have great ability to condense the raw features of gene sequences and
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they are good at filtering out the insignificant properties from a large amount of raw
features. The Discrete Wavelet Transform (DWT) algorithm discretely sample the
raw feature matrices with temporal resolution and decompose them into two categories, approximation coefficients and detailed coefficients [44]. The approximation
coefficients will be transformed to cosine coefficients and the detailed coefficients will
get next level of wavelet transform. In a multiple level DWT, each level of transform
will generate a sampled feature vector. The features have high coefficients with gene
expressions could be filtered out at each level of transform. These sampled features
highlights the properties of gene sequence related to gene location, so the subcellular localization method which make classification based on these properties has high
prediction accuracy.
The Pseudo Amino Acid Composition (PseAAC) algorithm combines features
located at different position of a gene sequence into one feature [45]. It considers
higher level relations exist between distantly separated genes in genome and includes
the whole genome structure information in the classification features. For a m × n
raw feature matrix, the PseAAC algorithm could condense it into a m×(t+1) feature
matrix in which the t is the parameter to adjust the density level. The transformed
feature matrix is like:
h

n
P (Mm
) = p0 ,

p1 ,

p2 , · · · ,

pt

i

in which M is the raw feature matrix and t is the distance parameter to control the
density of feature matrix. The element p0 and pk (1 ≤ k ≤ t) are defined as:
n
n
n
n
X
X
X
1 X
i
Mm
M1i ,
M2i ,
M3i , · · · ,
p0 =
n i=1
i=1
i=1
i=1

"

#T

and
n−k
n−k
n−k
X
X
X
1
i
i+k
pk =
(M1i − M1i+k ) ,
(M2i − M2i+k ) , · · · ,
(Mm
− Mm
)
n − k i=1
i=1
i=1

"

#T

.

The experience value of t according to several previous experiment results of subcellular location prediction is around 10 as the distance of gene expressions in the
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secondary structures. Small t values couldn’t cover the distantly located genes and
too large t values would bring noise information into the condensed features.
The Average Block (AvBlock) algorithm has the similar idea as the algorithm
PseAAC but with different condense function [46]. This algorithm divides the features
into groups and combines the features in each group together to obtain their average
value. It keeps the local properties of a specific gene site while considering the global
properties of the whole gene sequence at the same time. For a raw feature matrix
M which has m × n elements, the condensed feature matrix generated by AvBlock
algorithm is
h

n
A(Mm
) = a1 ,

a2 ,

a3 , · · · ,

at

i

in which t the number of blocks the features divided into and the element ak (1 ≤ k ≤
(t − 1)) is defined as:
l
l
l
X
X
1 X
i+s
M1i+s ;
M2i+s ; · · · ;
Mm
;
a =
l i=1
i=1
i=1

"

k

#T 

, l=

n
, s = (k − 1) × l
t

 



and at is defined as:
n−r
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X
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M2 ; · · · ;
Mm
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By adjusting the value of t, the raw feature matrix could be condensed in different
densities. It is important to use a suitable t value in subcellular localization methods.
The influence of single site will be enlarged with small t values while with large
t values some significant properties in gene sequence would be concealed from the
location classifiers. Both of these situations will reduce the accuracy of subcellular
site prediction.

2.3

Convolutional Neural Network

Convolutional Neural Network (CNN) is a multiple layer perceptron algorithm with
regularization functions and activation kernels which could extract and condense features automatically from raw data like gene sequences or protein sequences. In the
14

past decades, the CNN algorithm had been successfully applied in computer recognition such as computer vision, image processing, medical image analysis, natural
language translation, time series data prediction and so on [47, 48, 49, 50]. As the
genome sequencing technology developed and plentiful biological datasets were assembled in the past several years, utilization of CNN algorithm in computational biology
research becomes available.Some biological problems, such as non-coding gene sequence function prediction [51], genome sequence methylation sites classification [52],
protein-protein interaction site identification [53] and raw Hi-C data noise reduction
[54], could gain accurate solution with the assistance of CNN algorithm.
The general framework of computational methods implemented based on CNN algorithm in purpose of solving the biological site prediction problems is that, extracting
features from raw biological data samples with multiple CNN layers and filtering out
the significant features with activation functions, then condensing the features together and generating the probability of each site by passing the condensed features
through Sigmoid function which has output value between 0 and 1. The learning
process adjusts the kernel parameters of CNN layers with an appropriate optimization algorithm based on the difference between target values and prediction values.
The target values of site prediction is a vector of binary values which represent the
existence or not of each site and the prediction values correspond to the probability
of each site [55].
The difference between target values y and prediction values ŷ are evaluated with
a binary cross entropy equation which is defined as:
n
1X
(yi × log ŷi + (1 − yi ) × log (1 − ŷi ))
L(y, ŷ) = −
n i=1

in which n is the number of sites should be predicted, yi is the binary value at site i
and ŷi is the prediction value of site i. During each learning epoch, function L(y, ŷ)
is passed back to CNN layers using backpropagation algorithm and optimization algorithms could adjust the kernel parameters of each CNN layer according to the
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derivative of L to reduce the difference between prediction values and target values [56]. A bunch of optimization algorithms, such as Stochastic Gradient Descent
(SGD) [57], Averaged Stochastic Gradient Descent (ASGD) [58], Adaptive Gradient
(AdaGrad) [59], Adaptive Moment Estimation (Adam) [60], Root Mean Square Propagation (RMSProp) [61], AdaDelta [62] and so on,could optimize the CNN parameters
with a selection of suitable hyperparameters.
There are a lot of subcellular localization methods take CNN layers as learning
kernel to pursue higher accuracy on the prediction of gene sequence location, some of
them utilize Recurrent Neural Network (RNN) and attention network structure as a
supplement. For example, the method DeepLoc uses attention mechanism to identify
the important regions in a gene sequence [63]. The method ImPLoc [64] applies CNN
layers on immunohistochemistry (IHC) images to predict protein subcellular locations
[64]. Some methods will also apply pre-processing like PseAAC transform on the raw
gene sequence in order to make up the limitation of local region convolution, such
as the methods pLoc_Deep-mHum, pLoc_Deep-mEuk and pLoc_Deep-mvirus [65,
66, 67]. Other transformations appeared in subcellular localization methods have
dipeptide composition of gene sequence used by DeepPSL [68], Gamma correction on
microscopy images used by DeepYeast [69] and human protein subcellular localization
[70, 70]. The multiple CNN layers framework and data processing strategy could
be applied in the methods of messenger RNA prediction and the methods of long
non-coding RNA prediction. The methods like IncLocator [71], RNATracker [72]
and DeepLncRNA [73] show that it is feasible to use CNN to predict subcellular
locations.

2.4

Genome Rearrangement

Biological evolution processes consists of a series of genome rearrangement events
in which the chromosomes of an organism acquire or loss a segment of genes. By
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these genome rearrangement events, the organisms could gain different genotypes
and phenotypes. Genome rearrangement events occurred on single genome could be
inversion, transposition and fission and the events occurred on two genomes include
transposition and fusion. The inversion event is that a segment of genes in a genome
is changed to the reverse order and the direction of genes in the segment is turned
around. Like the example shown in figure 2.3(a), the segment between point ga and
point gb in the sample genome is reversed as the head of the segment is connected
to point gb and the tail of the segment is connected to point ga . Figure 2.3(b) shows
an example of transposition event in which two segments sa and sb swap with each
other in the genome while the gene order and gene sequence of each segment keep
their original states. The translocation event exchanges the segments in two genomes
with each other as shown in figure 2.3(c). The fusion event and the fission event are
inverse operations of each other, as shown in figure 2.3(d). The fusion event merges
two separate genomes into one while the fission event split one genome into two parts.
Double-cut-and-join(DCJ) model defines the genome rearrangement events into
four categories [74]. The four categories, as shown in figure 2.4a, are break, merge,
replace, cross. The break operation breaks an adjacency into two end points, the
merge operation connects two separate end points into one adjacency point, the replace operation breaks an adjacency point then connects one of the generated end
points with a new end point and the cross operation breaks two adjacency points then
connects the end points with each other. When considering the genome as a linear
sequence of genes and only one genome involved in the rearrangement process, there
are two types of genome rearrangement events, which are inversion operation and
transposition operation, as shown in figure 2.4b. These two operations corresponds
to one or two DCJ cross operations.
The inverse rearrangement event changes the direction of a segment of genes into
the opposite direction. For example, there is a genome which consists of five genes
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b

c

d

Figure 2.3 Genome rearrangement operations: inversion, transposition,
translocation, fusion and fission

{g1 , g2 , g3 , g4 , g5 } and the direction of those three genes are from left to right. When
an inverse rearrangement event happened on gene segment g2 g3 , the direction of the
gene segment g2 g3 will change to right to left. In order to represent the direction of
a gene in genome, symbol ’+’ and ’−’ will be append to gene name. The symbol ’+’
means the direction of the gene is from left to right and the symbol ’−’ means the
direction of the gene is from right to left. So the inversion of g2 g3 is like
[+g1 , +g2 , +g3 , +g4 , +g5 ] ⇒ [+g1 , −g3 , −g2 , +g4 , +g5 ]
The inversion not only changes the direction of genes but also changes the position
of genes.
The inverse rearrangement event has one DCJ cross operation. For example, in
order to inverse the segment g2 g3 in genome [+g1 , +g2 , +g3 , +g4 , +g5 ], two adjacency,
adjacency between g1 and g2 and adjacency between g3 and g4 , are broken, then g1
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Figure 2.4 Double cut and join model operations demonstration

and g3 are connected together, g2 and g4 are connected together.
The transposition rearrangement event changes the position of two separate segments in a genome by swapping them with each other. For example, transposition of
gene g2 and g4 will move g2 to the fourth position and move g4 to the second position
in the genome. It looks like
[+g1 , +g2 , +g3 , +g4 , +g5 ] ⇒ [+g1 , +g4 , +g3 , +g2 , +g5 ]
After transposition, the gene segments will keep their original directions.
The transposition rearrangement event can also be fulfilled with two DCJ operations. For example, transposition of gene g2 and g4 consists of a DCJ cross operation
between adjacency ’g2 g3 ’ and adjacency ’g4 g5 ’, in which g2 connects to g5 while g3 and
g4 connect with each other in a circle, and a DCJ cross operation between adjacency
’g1 g2 ’ and adjacency ’g3 g4 ’, in which g1 connects to g4 while g3 connects to g2 . The
genome changes from [+g1 , +g2 , +g3 , +g4 , +g5 ] to [+g1 , +g4 , +g3 , +g2 , +g5 ].
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A series of inverse rearrangement events could trans the location of two genome
segments. In this research, only inverse rearrangement will be applied to simulate
the genome evolution process. To trans the location of two segments which are
adjacent to each other in the genome, three inverse rearrangement events are required. For example, in order to swap the locations of genes g2 and g3 in genome
[+g1 , +g2 , +g3 , +g4 ], firstly inverse segment ’g2 g3 ’ to get genome [+g1 , −g3 , −g2 , +g4 ],
then inverse g3 and g2 one by one to get genome [+g1 , +g3 , +g2 , +g4 ]. To trans the
location of two segments which are separated by another gene segment, four inverse
rearrangement events could fulfill it. Firstly inverse the three segments as a whole
segment to change their location, then inverse each segment one by one to change
their directions.
Double-cut-and-join distance is defined as the minimum number of DCJ operations needed to transform a genome into another one. It represents the difference and
distance between two genomes on the evolutionary tree. Small distance means there
are few number of gene rearrangement events while one genome evolved to another
one and these two genomes are close to each other on the evolutionary tree.
The distance between two genomes could be computed in linear time. Assume
there are two genomes G1 and G2 , they have the same number of genes and their gene
sets are identical to each other and each gene only appears one time in each genome.
To compute teh DCJ distance between genome G1 and G2 , as illustrated in figure
2.5, firstly starting from one end point p1i of gi in G1 draw a line between this end
point and the same end point p2i of g2 in G2 , then draw line between the adjacency
point of p2i in G2 and the corresponding end point in G1 , repeat this process until all
the end points in G1 are connected with their corresponding end points in G2 . The
DCJ distance between G1 and G2 is
∆(G1 , G2 ) = n − c + 1
in which n is the size of gene set of G1 and G2 and n = |G1 | = |G2 |, c is the number
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of cycles formed by the lines between end points from G1 and G2 . It takes linear time
to connect the corresponding end points in two genomes with n genes and linear time
to count the numbers of formed cycles, so the DCJ distance between two genomes
could be computed in linear time.

+g1

+g2

+g3

+g4

+g5

+g1

-g4

+g3

+g2

+g5

Figure 2.5 Genome distance computation method under double cut and join model

Given any two genomes {Gi , Gj } with identical gene set, the double cut and join
distance between these two genomes is ∆(Gi , Gj ) ≥ 0. When the genome Gi and
Gj are identical to each other, they have the same gene sequence and the same gene
directions, the DCJ distance is 0, otherwise the DCJ distance is greater than 0. At
the same time, ∆(Gi , Gj ) ≤ n in which n is the size of gene set. The distance from
Gi to Gj is equal to the distance from Gi to Gj because all the DCJ operations are
reversible. Since the DCJ distance is the minimum number of DCJ operations from
one genome to another one, it obeys the triangle inequality rules. For any three
genomes {Gi , Gj , Gk } which are identical with each other on the gene set, has the
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property
∆(Gi , Gj ) ≤ ∆(Gi , Gk ) + ∆(Gk , Gj )
when ∆(Gi , Gk ) + ∆(Gk , Gj ) equals to ∆(Gi , Gj ), Gk is on the gene rearrangement
path from Gi to Gj .
The median problem in evolution tree construction is to find the genome which
is the closet to a group of genomes. Given a genome set G in which the genome has
same gene set and same genome length, the DCJ distance between genome Gm and
G is defined as
X

D(Gm |G) =

∆(Gm , Gi ).

Gi ∈G

The solution of median problem is Gm and
Gm = argminGm D(Gm |G)
When G has three elements, Gm is the solution to the median of three problem.
For a genome set G with n genes in its genome, the candidate search space for Gm
is very large. The number of permutation of n genes is n!. Each gene could have 2
directions and the total number of direction combination will be 2n . So the size of
the search space is 2n · n!; it is not possible by computing the distance between G and
each possible genome to find the solution to median problem.
The distance D(Gx |G) from genome Gx to genome set G = {Ga , Gb , Gc } has a
lower bound. For Gx and each of G, as shown in figure 2.6.a there is
∆(Gx , Ga ) + ∆(Gx , Gb ) ≥ ∆(Ga , Gb )
∆(Gx , Ga ) + ∆(Gx , Gc ) ≥ ∆(Ga , Gc )
∆(Gx , Gb ) + ∆(Gx , Gc ) ≥ ∆(Gb , Gc )
and
X
Gi ∈G

∆(Gx , Gi ) ≥

∆(Gi , Gj )
.
2
i,j∈{a,b,c}
X
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So the half of distance sum between these three genomes in G is the lower bound
of distance between other genomes and G. Since the distance between genomes are
integer number,
'

&

∆(Gi , Gj )
.
D(Gx |G) ≥
2
i,j∈{a,b,c}
X

When D(Gx |G) = ⌈

P

∆(Gi , Gj )/2⌉, Gx is one of the medians of the genomes in G.

If Gx is on the three gene rearrangement paths between Ga , Gb and Gc at the same
time, as shown in figure 2.6.b, then ∆(Gx , Gi ) + ∆(Gx , Gj ) = ∆(Gi , Gj )(i, j ∈ a, b, c)
and Gx is a median genome of G. According to the triangle inequality rule and the
ceiling number rule, in order to reach the lower bound of distance between Gx and
G, Gx should be on two of the three gene rearrangement paths between Ga , Gb and
Gc at least.

a

b
Ga

Ga

Gx

Gc

Gx

Gc

Gb

Gb

Figure 2.6 Median genome of three homologous genomes and the lower bound of
median genome
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2.5

Graph Neural Network

Graph Neural Networks (GNN) could learn the patterns obscured under complex
graph structure data[9]. Different from CNN which operate convolution function
on a local range in the Euclidean Space, GNNs take convolution along the graph
edges and update node features according to the features and states of its neighbor
nodes[75]. Variation networks of GNN also consider the edge weights in node feature
propagation process. Figure 2.7 shows the difference between GNNs and CNNs with
figure 2.7(a) is the basic protocol of GNN and figure 2.7(b) represents the convolution
operation at each layer of CNN.

a

b

Figure 2.7 Differences between graph neural network and convolutional neural
network

For a graph G = (V, E) which has n nodes in V = [v1 , v2 , · · · , vn ] and m edges in E,
the adjacency matrix A of this graph is a n×n matrix with Aij = 1(eij ∈ E) and other
elements keeps 0. If graph G is a weighted graph, Aij is the edge weight between vi and
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vj . The node feature matrix of this graph is defined as X 0 = [x1 , x2 , x3 , · · · , xn ], (xi ∈
Rd ) in which d is the feature dimension of node. The label vector of this graph is
Y = [y1 , y2 , y3 , · · · , yn ], (yi ∈ R) with yi is the target label of node vi . So a graph could
be defined as G = (A, X 0 , Y ). The node feature matrix is updated after convolution
operation on each node’s neighbor at each layer of GNN. At layer i (i ≥ 1) the node
feature matrix
1

1

X i = D̂− 2 ÂD̂− 2 X i−1 Θi
in which Â = A + I is the adjacency matrix with self-loops, Θi is the trainable weight
matrix at layer i and


P


 n
j=t Âit ,

D̂ij = 


0,

i=j
i ̸= j

is the diagonal degree matrix of adjacency matrix Â.
GNNs could be applied in node level prediction, edge level prediction and graph
level transformation. In node level prediction, GNN is able to predict the states of
each node depending on the convolutional node features[11].Edge level prediction is
to discover the unrepresented connection between some pairs of nodes in a graph[12].
Graph level transformation encodes a graph into a matrix representation with the
help of convolution layers and feature propagation operation, then decode the matrix
into a new graph[13].
Figure 2.8 shows the procedure of node level prediction GNN. At each layer, a node
collects the features of its neighbors then updates its features according its current
feature and the collected features. After a number of layers of feature propagation, an
activation function like Softmax function or Sigmoid function generates the node’s
final state by using its features. The trainable parameters at each layer could be
optimized with backpropagation and loss value differentiation.
Figure 2.9 is the framework of graph level transformation GNN. The input graph
is transformed into a matrix representation Z after multiple layers of convolution
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Figure 2.8 Node level graph neural network model framework

and activation. The function f in the figure is a decoder function that takes encoded
matrix Z as input source and decode it into an adjacency matrix which defines the
connections in the new graph.
Applications of GNN and its variants have covered a great amount of research areas, such as social network analysis, natural language processing, graph mining, physical system modeling, chemical system modeling, new material design and biomedical
engineering[76, 77, 11, 78]. Especially in computational biology research, GNN has
shown its advantage over other machine learning models at solving complex problems related to biology structures, such as protein-protein interaction prediction and
gene function prediction. The variants of GNN have Graph Convolutional Network (GCN)[79], Graph Recurrent Network (GRN)[80], Graph Attention Network
(GAT)[81], Adaptive Graph Convolution Network (AGCN)[82], Dual Graph Convolutional Network (DGCN)[83], Diffusion Convolutional Neural Network (DCNN)[84],
Message Passing Neural Network (MPNN)[85] and Gated Graph Neural Network
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Figure 2.9 Graph level graph neural network model framework

(GGNN)[86]. All of these algorithms have shown their efficiency at specific application[10].
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Chapter 3
Predict Subcellular Location Based on Genome
Sequence Information
3.1

Genome Sequence Encoding

Genome sequences consist of a large number of genes and these genes perform their
functions after they are translated into protein complex. So genome sequences could
be transformed into protein sequences to evaluate their functions or identify their
locations in a cell. DNA or mRNA coden, which consists of three nucleotides, specifies
an amino acid. Since there are twenty types of amino acids defined by the genetic
code rules, the unit representation form of a genome sequence are more plentiful than
using nucleotides. In this research, the defined subcellular localization model will
take amino acid sequences which are translated from genome sequences as its input
and predict these sequences’ position in a cell.
Genome sequences or protein sequences need to be encoded into a vector or matrix
of numbers to be recognized by computational methods. The selection of encoding
methods has great effect to the results of computational methods. Some methods
takes raw genome sequences as input while some methods add feature extraction
algorithms into itself to generate features as input [87]. The most commonly used
encoding methods in computational biology research is one-hot-encoding. One-hotencoding method encodes a sequence of length n into a n × m matrix with m as the
encode dimension. Each unit in the sequence is converted into a m length vector and
the vectors of any two different unit are orthogonal to each other.
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Position Specific Scoring Matrix (PSSM) was introduced to measure the amount of
consensus sequences of a large group of genome sequences or protein sequences[88, 89].
It consists of substitution probabilities of the amino acids in a protein sequence, which
are computed out according to the positions of these amino acids in the sequence after
many times of BLAST iteration [90]. For a protein sequence that has n amino acids
in it, the PSSM of this protein sequence is like
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 s0
 1







s10

s20

······
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s20
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s20
1 
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in which sji is the logarithm of substitutions occurred at position i. Higher sji indicates
the amino acid at position i in this sequence has frequently substituted by amino acid
j among a large amount of protein sequence statistics. The PSSM generating tool,
Position Specific Iterated BLAST (PSI-BLAST), is publicly available on the National
Institutes of Health website [91].

3.2

Prediction Model Framework

The architecture of model in this research is based on Bidirectional Long ShortTerm Memory (LSTM) Network and CNN. Bidirectional LSTM Network encodes the
sequences further to include position information into the representation vectors and
CNN extracts features from the representation vectors. Sigmoid function transforms
the extracted features into probabilities of each subcellular location.

3.2.1

Network Layers

The LSTM network is good at processing time series data and could cover long-term
dependency in a sequence by combining previous states with current states[92]. Bidirectional LSTM (BLSTM) consists two LSTM networks. One of them processes a
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sequence from beginning to end and another one processes this sequence from end
to beginning[93]. In the past several years, Bidirectional LSTM had been successfully applied in natural language processing, temporal data processing and protein
sequence processing[94].
With a amino acid sequence, the LSTM network could figure out the dependency
relations between sites that are not adjacent with each other in this sequence. It will
output a state matrix which includes position information and relation information
of amino acid sites in the sequence. Because the complement sequence has reverse
direction with its couple sequence, so Bidirectional LSTM network is applied in this
subcellular localization model to processes amino acid sequences from two directions,
which could include comprehensive states in the encoded matrix.
Multiple layers of CNN discover under-level patterns in data samples by using a lot
of optimizable parameters. It had been widely utilized in many research areas, such as
image processing, nature language processing, financial data analysis, biology analysis
and so on[47, 48, 49, 50]. Different from traditional machine learning algorithms,
CNN could extract features from raw data automatically. During training stages,
convolution layers apply a bunch of kernel matrix ω on data volume to filter out
significant features from raw input. During backpropagation stages, the parameters
in the kernel matrix will be optimized by a gradient amount.
Activation layers in neural network transforms data in non-linear form. The active
operation brought in by these layers simulate the actions happened on biological
neurons, which only could be aroused when the stimulus signals are strong enough[95,
96]. For example, the rectified linear activation function (ReLU)
R(x) = max(0, x)
only pass strong signals or positive values[97]. It makes a non-linear transform to the
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internal data of neural network. The Sigmoid function
S(x) =

ex
1 + ex

converts x which could be any number to a value between 0 and 1. Because the
special properties of Sigmoid function, the output values of it always be used as a
representation of probability[98].

3.2.2

Model Architecture

The neural network model constructed in this research consists of one Bidirectional
LSTM network layer, two CNN layers, several activation layers and a concatenate
operation. Figure 3.1 shows the architecture of this model.
At the beginning of this model is a pre-processing layer which converts amino acids
sequences into an one-hot-encoding matrix and a position-specific scoring matrix. The
two converted matrices are passed to two separate neural network pipelines.
The first one takes the one-hot-encoding matrix as input and process this matrix
with a Bidirectional LSTM encoder and a CNN sequentially. This Bidirectional
LSTM encoder has two LSTM network which encode the one-hot-encoding matrix
in parallel and convert it into a 256 values vector. It is followed by a convolutional
neural network in this pipeline. This network is a stack of seven neural layers which
include four convolution layers and three maxpooling layers. The numbers of each
convolution layer kernels are 256, 128, 64, 32 and the kernel size of each layer is
4 × 3, 3 × 3, 3 × 3 and 3 × 3 correspondingly. These maxpooling layers filter out
significant features with 2 × 2 window size between every two layers in the previous
neural network.
The second pipeline takes the PSSM as data source and consists only one CNN.
Similar to the neural network in the previous pipeline, this neural network also has
four convolution layers and three maxpooling layers. The kernel size and maxpooling
window size are same as the previous ones. The output feature vectors from these
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Figure 3.1 The framework of subcellular localization model

two pipelines are concatenated together and flattened into a one dimensional vector.
Then features in this vector are condensed together to a small vector which has the
same size as target labels. At last Sigmoid function generates the corresponding
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probability that the input sequence exists at each location. According to the output
probabilities, the subcellular locations of a amino acid sequences could be identified
with a suitable threshold.
Every neural network in these two pipelines can work alone to predict a sequence’s
subcellular location. The Bidirectional LSTM network could encode a sequence and
generate its location probabilities. The convolutional neural network in the second
pipeline is able to extract features from position-specific score matrix and make predictions. In the following sections, the Bidirectional LSTM network will be named
as BLSTM, the network in the first pipeline will be named as ConvNet1 and the network in the second pipeline will be named as ConvNet2. So the combination of two
or more networks will use their names with plus symbol as its name. For example the
two networks in the first pipeline will be BLSTM + ConvNet1 and the combination
of all three networks will be BLSTM + ConvNet1 + ConvNet2.

3.2.3

Model Implementation

In this research, the subcellular localization model was implemented by using Keras
package. It’s a high-level neural network API developed based on tensorflow libraries
in purpose of enabling fast experimentation [99, 100]. With well defined network layers and user friendly API, this research’s network model could be easily implemented
and the code of this model is available online 1 .

3.3

Model Regularization

As shown in previous section, the Sigmoid function at the end of subcellular localization model transform the dense features into a vector probabilities. In order to
quantify the difference between prediction and real situation, binary cross entropy loss
1

https://github.com/Paeans/subcellular
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function is utilized in the model training process to compute the loss value between
the model prediction and the real sequence locations[55].
Model over-fitting could be happen after a bunch of parameter optimizations,
which reduces model’s ability to make accurate prediction on samples out of the
training dataset. A commonly used strategy to prevent model over-fitting is that
imposing a L2 regularization on model’s parameter scale. The L2 regularization is
appended to the loss function in the form of a L2 norm. The loss function with L2
regularization applied will be
L=−

n
1X
(yi × log ŷi + (1 − ŷi ) × log(1 − ŷi )) + λ||ω||22
n i=1

in which the first half is the binary cross entropy loss between prediction ŷi and true
situation yi and the second half is the L2 penalty on model’s parameters ω. The
coefficient λ could adjust the weight of parameter penalty.

3.4

Model Evaluation

3.4.1

Benchmark Datasets

There are two benchmark datasets used to evaluate the performance of computational
subcellular localization methods, dataset D3106 and dataset D4802. The benchmark
dataset D3106 contains 14 subcellular types and 3106 protein sequences [101]. The
dataset D4802 have 4802 protein sequences in it, which are located at 33 different
subcellulars.[35]. These two benchmark datasets were widely used by subcellular
localization research to do method evaluation.
Table 3.1 lists the subcellular types and number of sequences located at each subcellular location in dataset D3106 and dataset D4802. Some subcellular types are not
covered by dataset D3106 and the corresponding values in Table 3.1 are left as blank.
Since one sequence could be located at two or more positions in a cell, the protein
sequences in dataset D3106 covers 3681 positions and the sequences in dataset D4802
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covers 6198 positions. The ratio of position number to subcellular number shows that
dataset D4802 has more multi-subcellular sequences than dataset D3106. Figure 3.2
is the histogram of multi-subcellular sequences of dataset D3106 and dataset D4802,
which shows that dataset D4802 have a lot of two-subcellular sequences but with a
small number of sequences that located at three or more subcellular locations.

Figure 3.2 Histogram of multi-subcellular sequence numbers

3.4.2

Performance Evaluation

The prediction result of a sequence is a vector of probabilities of this sequence exists at
a group of subcellular locations. The accuracy of the prediction results could be evaluated as a single-labeled prediction results or a multi-labeled prediction results. The
evaluation metrics F1 score (F1 ), Matthews Correlation Coefficient (M CC) and Area
under ROC curve (AU C) are utilized to evaluate the accuracy of single subcellular
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Table 3.1 Number of sequences in benchmark datasets D3106 and D4802
Subcellular Location

D4802

Subcellular Location

D3106

D4802

Apical Plasma

16

Golgi Apparatus

161

272

Basolateral Plasma

29

Golgi Cisterna

7

Inner Mitochondrial

4

Golgi Trans Cisterna

3

836

Golgi Trans Face

11

4

Golgi Medial

7

Plasma Membrane

D3106

354

Cellular Component
Extra Cellular

385

487

Nucleus

Centrosome

77

81

Nucleolus

268

Lysosomes

77

125

Nuclear Envelope

47

6

Synaptic Vesicles

Melanosome

1021

22

1720

28

Peroxisome

47

67

Secretory Vesicles

5

Cytoplasm

817

1050

Transport Vesicles

4

Cytoplas Vesicles

46

Tight junction

9

Early Endosomes

52

Cytoskeleton

79

89

342

Endoplasmic Reticulum

229

120

Late Endosomes

16

ERGIC

Secretory Granule

10

Microtubule

Endosome

Mitochondria

24

364

4
24

26

407

1

total number of sequences in D3106 is 3681

2

total number of sequences in D4802 is 6198

location prediction and the metrics Ranking Loss (RL), Coverage (Cov) and Average
Precision (AP ) are applied from the aspect of sample level prediction accuracy.
The F1 score computes the harmonic mean of precision P P V and recall T P R.
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The definition of F1 score is
F1 = 2 ·

PPV · TPR
PPV + TPR

with
PPV =

tp
tp
, TPR =
tp + f p
tp + f n

in which tp, f p and f n are true positive, true negative and false negative respectively. For each subcellular location, the tested protein sequences have corresponding
probability values and the F1 score for this subcellular location could be computed.
The overall F1 score of the prediction model will be the weighted average of the F1
scores generated for each subcellular location, which reduce the effects of unbalanced
class labels[102]. The M CC metric is also a balanced average of all subcellular labels
[103]. The M CC of a single subcellular location is defined as
M CC = q

tp × tn − f p × f n

,

(tp + f p)(tp + f n)(tn + f p)(tn + f n)

tn in this function is true negative of prediction. Its value ranges from −1 to 1 and
higher value means the prediction results are more similar to the real results. The
AUC score is the area under the ROC curve which is drawn over true positive rate and
false positive rate with a bunch of classification thresholds. It evaluates the ability
to separate true instances and false instances of a classification model[104].
Ranking Loss, Coverage and Average Precision evaluates whether the subcellular
localization model finds out all the locations a sequence could be at and whether the
predict probabilities of positive locations are higher than the predict probabilities of
negative locations [105, 106]. Assuming the true location labels of n protein sequences
is Y which is a n × m binary matrix and the prediction location probabilities of these
sequences is Ŷ has the same size as Y . The Ranking Loss between Y and Ŷ is
RL =

i=1

n
o
|S|
1X
, S = (k, l) : Yik = 1, Yil = 0, Ŷik ≤ Ŷil .
P P
n n
Yi (1 − Yi )
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It counts the ratio of inverse pairs to all possible pairs in the prediction results. The
Coverage and Average Precision are defined as
Cov =

n
n
o
1X
max
k : Ŷik ≥ Ŷij
n i=1 {j:Yij =1}

and
n
1X
1 X
AP =
P
n i=1 Yi Yij =1

n

k : Yik = 1, Ŷik ≥ Ŷij
k : Ŷik ≥ Ŷij

o

.

Similar to Ranking loss, Coverage considers the lowest value of positive positions
among all the prediction values and Average Precision evaluates how many negative
positions are predicted as positive positions of a sequence.

3.5

Experiment Results and Discussion

The four subcellular localization neural network models constructed in Section 3.2
were tested on two benchmark datasets D3106 and D4802. The evaluation experiments were deployed from the aspect of single-subcellular location prediction and
multi-subcellular locations prediction. The experiment results show that the subcellular localization model utilizing evolution information and deep neural network has
good performance and could generate more accurate prediction results.

3.5.1

Performance on Single Subcellular Site

Table 3.2 lists out the F1 score, M CC and AU C of prediction results by four models
BLSTM, BLSTM + ConvNet1, ConvNet2 and BLSTM + ConvNet1 + ConvNet2
on benchmark dataset D3106. The values in this table is the average value of 14
locations prediction. The model ConvNet2 has the worst performance among these
four models while other three models have similar prediction accuracy. The best F1
score is 0.7843 and the best AU C is 0.9458, both of which are achieved by the model
BLSTM + ConvNet1 + ConvNet2. However the M CC value of this model isn’t the
highest, it is a little bit lower, 0.0009, than the M CC value of BLSTM + ConvNet1.
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Table 3.2 Single subcellular prediction performance of four
models on benchmark dataset D3106
F1

M CC

AU C

BLSTM

0.7473

0.6001

0.8841

BLSTM + ConvNet1

0.7775

0.6419

0.9064

ConvNet2

0.6475

0.4819

0.7685

BLSTM + ConvNet1 + ConvNet2

0.7843

0.6410

0.9046

1

values are the mean accuracy of 14 sites prediction

2

accuracy results are from five-fold cross validation

Figure 3.3 plots the ROC curves of 14 subcellular sites prediction of models
BLSTM, BLSTM + ConvNet1, ConvNet2 and BLSTM + ConvNet1 + ConvNet2
on dataset D3106. The highest AUC value achieved by model BLSTM is 0.9242 and
the average AUC value is 0.8733. Model ConvNet2 is worse than other three models and the best AUC value of this model is only 0.8785. For average AUC values,
the average AUC of model ConvNet2, 0.7641, is less than the average AUC values
of models BLSTM + ConvNet1 and BLSTM + ConvNet1 + ConvNet2 whose AUC
values are 0.9010
The average accuracy evaluations on benchmark dataset D4802 of these four models are shown in table 3.3. Same as the evaluations performed on dataset D3102, this
experiment also takes five-fold cross validation procedure as evaluation strategy and
records the average values of the F1 score, M CC, AU C values of 33 single subcellular
site predictions. According to the average F1 score, M CC and AU C, model BLSTM
+ ConvNet1 + ConvNet2 has the best performance on dataset D4802. Model ConvNet1 has great contribution to make accurate predictions since ConvNet1 in model
BLSTM + ConvNet1 increases the F1 score by 0.04, M CC value by 0.058 and AU C
by 0.02. Figure 3.4 is the plots of ROC curves of these four models on 33 subcellular
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a

b

c

d

Figure 3.3 ROC plot of four models on benchmark dataset D3106

sites prediction. This figure shows that model ConvNet2 has worse performance on
dataset D4802, especially on the prediction of several subcellular locations as there
are many curves that are under the plot figure diagonal. Model BLSTM + ConvNet1
is better than ConvNet2, however there are still two curves that are very close to the
diagonal line. Model BLSTM + ConvNet1 + ConvNet2 has a small improvement by
merging BLSTM, ConvNet1 and ConvNet2 together. The curve lines of this model
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are more concentrated.
Table 3.3 Single subcellular prediction performance of four
models on benchmark dataset D4802
F1

M CC

AU C

BLSTM

0.7419

0.5705

0.7696

BLSTM + ConvNet1

0.7801

0.6284

0.8543

ConvNet2

0.6696

0.4259

0.6806

BLSTM + ConvNet1 + ConvNet2

0.7842

0.6411

0.8594

1

values are the mean accuracy of 33 sites prediction

2

models are evaluated with five-fold cross validation

Model BLSTM + ConvNet1 + ConvNet2 has similar performance when tested
on dataset D3106 and dataset D4802. The F1 scores of this model on these two
datasets are very close with a difference of 0.001. The M CC values have the same
result. However, the AUC values of this model on dataset D4802 is much lower than
the value of this model on dataset D3106. In the dataset D4802, there are several
subcellular sites that model BLSTM + ConvNet1 + ConvNet2 has poor performance.
The AUC values of this model on these sites are close to 0.5 which significantly reduced
the average AUC result. From the plots of ROC curves in figure 3.3 and figure 3.4,
it is obvious that the curves on dataset D3106 are more concentrate than the curves
on dataset D4802. This result shows that model BLSTM + ConvNet1 + ConvNet2
is more suitable to make single subcellular location prediction on dataset which has
high correlation between each subcellular sites. Dataset D4802 has 33 subcellular
sites, some of these sites don’t have close relation with other sites, which introduce
noise data to evolution features and decrease the convolutional feature quality.
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a

b

c

d

Figure 3.4 ROC plot of four models on benchmark dataset D4802

3.5.2

Performance on Multiple Subcellular Sites

Subcellular localization models output multiple possible locations of a sequence in
a cell and the prediction ability could be evaluated as multi-label classifications. In
this research, the models defined in Section 3.2 were tested on benchmark datasets
D3106 and D4802 and the ranking loss, coverage, average precision values of their
prediction results were evaluated. When a model has high average precision, low
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ranking loss and low coverage, it is able to predict the subcellular locations of a
sequence with accurate results. Table 3.4 is the evaluation result of models BLSTM,
BLSTM + ConvNet1, ConvNet2, BLSTM + ConvNet1 + ConvNet2 when they are
trained and tested with benchmark dataset D3106. The ranking loss of model BLSTM
+ ConvNet1 + ConvNet1 is 0.0758 which is the best among all these four models. It is
very close to the ranking loss of BLSTM + ConvNet1, which is 0.002 higher. Coverage
and average precision have similar results, in which model BLSTM + ConvNet1 +
ConvNet2 has the best performance on multiple subcellular sites prediction and model
BLSTM + ConvNet1 is a little worse than it with a difference less than 0.1. The t-test
statistic of ranking loss, coverage and average precision shows that the difference of
ranking loss and coverage between model BLSTM + ConvNet1 and model BLSTM +
ConvNet1 + ConvNet2 is significant and the difference of average precision between
these two models is not significant with pv alue > 0.5. This result shows that model
ConvNet2 improves the model’s ability in multiple subcellular sites prediction when
it is appended to model BLSTM + ConvNet1, however the effect isn’t very large.
Table 3.4 Multi-subcellular localization evaluation results of
four models on benchmark dataset D3106
RL

Cov

AP

BLSTM

0.0967

1.5895

0.7523

BLSTM + ConvNet1

0.0778

1.3113

0.7876

ConvNet2

0.1294

2.0113

0.6430

BLSTM + ConvNet1 + ConvNet2

0.0758

1.2848

0.7901

1

values in this table is the average of 5-fold cross validation

2

low ranking loss, coverage means accurate prediction

Table 3.5 is the evaluation results of four models, BLSTM, BLSTM + ConvNet1,
ConvNet2 and BLSTM + ConvNet1 + ConvNet2, on benchmark dataset D4802.
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The evaluation process was took out with five-fold cross validation strategy and the
values in this table is the average value of five fold evaluation results. On benchmark
dataset D4802, model BLSTM + ConvNet1 outperforms other three models. The
ranking loss of this model is 0.0603 and the coverage is 2.9225, which are the lowest
ones among these four models. Its average precision, 0.7453, is the highest and is 0.12
higher than the average precision of model ConvNet2. From the aspect of ranking
loss and coverage, model BLSTM has the worst performance on subcellular location
prediction, however model ConvNet2 makes the worst prediction when evaluated
from the aspect of average precision. The t-test statistic of these results shows that
the difference between each model is significant and model ConvNet1 is not good at
dataset D4802.
Table 3.5 Multi-subcellular localization evaluation results of
four models on benchmark dataset D4802
RL

Cov

AP

BLSTM

0.0820

3.3916

0.6901

BLSTM + ConvNet1

0.0603

2.9225

0.7453

ConvNet2

0.0673

3.2868

0.6214

BLSTM + ConvNet1 + ConvNet2

0.0637

3.0528

0.7414

1

values in this table is the average of 5-fold cross validation

2

low ranking loss, coverage means accurate prediction

The performance of these four models on benchmark dataset D3106 and D4802
has great differences. Model BLSTM + ConvNet1 + ConvNet2 has best performance
on dataset D3106 while model BLSTM + ConvNet1 has best performance on dataset
D4802. The best ranking loss achieved on dataset D4802 is lower than the one
achieved on dataset D3106, however the coverage and average precision on dataset
D3106 are better than the corresponding ones on dataset D4802. When considering
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model ConvNet2 alone, it could learn and classify dataset D3106 more accurately.
The coverage of this model on D3106 is much better than the coverage of it on D4802
and the average precision has the same conclusion. These results are consistent with
the results of single subcellular site prediction. Model ConvNet2 introduces noise
data to the evolution features and reduces prediction accuracy when the correlation
between each subcellular site is low in a dataset.

3.5.3

Compare with Other Subcellular Localization Methods

The model BLSTM + ConvNet1 + ConvNet2 was compared with five currently
available methods as a multiple subcellular sites prediction model. The evaluations
was deployed on dataset D3106 and D4802 with five-fold cross validation strategy.
Table 3.6 and table 3.7 list the evaluation result of model BLSTM + ConvNet1 +
ConvNet2 and other five methods, IMMMLGP, Hum-mPloc, mGOF-loc, MKSVM
and FSVM-KNR. Table 3.6 is the ranking loss, coverage and average precision when
they are trained and tested on dataset D3106. The method mGOF-loc doesn’t have
evaluation values on dataset D3106. Model BLSTM + ConvNet1 + ConvNet2 has the
best performance on this dataset and it has great improvements than the other four
methods. It increases the average precision by 0.08 from 0.7108 of method FSVMKNR and decreases ranking loss and coverage by 0.032 and 0.42 correspondingly. The
t-test statistic on these values shows that the improvements on ranking loss, coverage
and average precision by model BLSTM + ConvNet1 + ConvNet2 are significant,
that this new model have better performance than other four methods on prediction
of dataset D3106.
The evaluation results on dataset D4821 of model BLSTM + ConvNet1 + ConvNet2 and other five methods, IMMMLGP, Hum-mPloc, mGOF-loc, MKSVM and
FSVM-KNR, are recorded in table 3.7. Model BLSTM + ConvNet1 + ConvNet2
doesn’t perform well on dataset D4812. It has the highest average precision and its
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Table 3.6 Multi-subcellular localization evaluation results of
proposed model and four currently available methods on
benchmark dataset 3106
RL

Cov

AP

IMMMLGP

0.4190

4.3030

0.5810

Hum-mPloc

0.4906

5.3170

0.5790

MKSVM

0.1085

1.7193

0.7065

FSVM-KNR

0.1071

1.7025

0.7108

BLSTM + ConvNet1 + ConvNet2

0.0758

1.2848

0.7901

value is 0.05 higher than the value of method FSVM-KNR, which is a great improvement when compared with previous methods. However, the ranking loss and coverage
of this model isn’t the best among these six methods. Its ranking loss is 0.003 greater
than the ranking loss of method mGOF-loc which archieves 0.0606 on this evaluation metric and its coverage value, 3.0528 is 0.42 greater than method FSVM-KNR’s
coverage result. From the aspect of average precision, model BLSTM + ConvNet1
+ ConvNet2 has better performance than other five methods, but it doesn’t show
advantages when evaluated from the aspect of ranking loss and coverage.
Previous discussion shows that model BLSTM + ConvNet1 has better performance than the model with an extra ConvNet2 on dataset D4802. The ranking loss
of model BLSTM + ConvNet1 on dataset D4802 is 0.0603, which is a little better,
with only about 0.0003 distance, than ranking loss of method mGOF-loc. The t-test
statistics on ranking loss values of this model and method mGOF-loc shows that
the difference between these two methods is not significant with a pvalue > 0.1, so
model BLSTM + ConvNet1 + ConvNet2 performs as better as method mGOF-loc
on dataset D4812 when they are evaluated with ranking loss. The coverage of this
model is still greater than the value of method FSVM-KNR and the t-test statistic of
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these two variables shows the difference is significant, which means it is not as good
as method FSVM-KNR on multiple subcellular sites prediction from the aspect of
coverage.

Table 3.7 Multi-subcellular localization evaluation results of
proposed model and five currently available methods on
benchmark dataset 4802
RL

Cov

AP

IMMMLGP

0.2436

4.9772

0.5725

Hum-mPloc

0.3145

5.6830

0.5644

mGOF-loc

0.0606

3.0227

0.6482

MKSVM

0.0662

2.9753

0.6889

FSVM-KNR

0.0971

2.6339

0.6916

BLSTM + ConvNet1 + ConvNet2

0.0637

3.0528

0.7414
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Chapter 4
Solve the Median of Three Problem by
Variational Graph Auto-Encoder
4.1

Dataset Generation

The supervised learning model requires dataset which includes data samples with input features and target labels to learn data feature patterns and train the model parameters. In order to train a supervised learning model to learn the median genomes
of a group of genomes, a dataset contains groups of three genomes and their corresponding median genomes is constructed according to the median problem rules
discussed in previous section.
The dataset is constructed by repeatedly filter out available genome groups and
median genomes after a number of random rearrangement events. With the gene set
Sg = {g1 , g2 , · · · , gn }, randomly append + or − to each gene and randomly arrange
these n signed genes in a sequence to form a genome G0 . Apply a sequence of
random rearrangement events to the genome G0 to generate a group of genomes G 1 =
i
{G11 , G21 , · · · , Gm
1 } in which G1 is the genome generated by applying rearrangement

event on genome Gi−1
at step i. Add the elements in G 1 to genome set G. Repeat
1
these process on G for t times to construct genome set G as

1
G1

G=



G1
 2

 .
 ..






G21
G22

··· ···

Gm
1 

··· ···
...


Gm
2 

G1t G2t · · · · · · Gm
t
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.






Choose three genomes Gxi , Gyj and Gzk from G as Gs0 , if it satisfies that i ̸= j ̸= k and
D(G0 |Gs0 ) = ⌈

P∆
⌉,
2

add (Gs0 , G0 ) to training dataset. Repeat the whole process to

construct (Gs1 , G1 ), (Gs2 , G2 ) and so on.
The adjacency format of genome represents the order of genes and the directions
of genes in the genome. With adjacency format, each gene is represented by two
numbers, one for head and another for tail. In the adjacency sequence of a genome,
two numbers are adjacent to each other only when these two numbers represent
the same gene or their corresponding gene end points adjacent to each other in the
genome. Assume a genome G, the number of genes is n and the gene set is Sg =
{g1 , g2 , · · · , gn }. Assign a unique number from 1 to n to each gene of Sg and translate
the genome into a sequence of numbers using the corresponding number of each gene,
then for each number i in this sequence, if sign(i) is + then replace it with two
number 2|i| − 2 and 2|i| − 1, if sign(i) is − then replace it with 2|i| − 1 and 2|i| − 2.
For example, genome [+g3 , −gn , · · · , −g1 , · · · , +g4 ] is translated into signed number
form as [+3, −n, · · · , −1, · · · , +4], then replace each item with two numbers to get
[3, 4, 2n − 1, 2n − 2, · · · , 1, 0, · · · , 6, 5] which is the adjacency format of this genome.
For a data sample (Gsi , Gi ) with Gsi = (Ga , Gb , Gc ), transform Ga , Gb , Gc and Gi
into adjacency form as Aa , Ab , Ac and At . The adjacency tuple set of Aa is
Aa = {(Aai , Aai+1 )|i ∈ [0, |Aa | − 2]}.
Combine the genome adjacency sequences {Aa , Ab , Ac } into one graph Gis ,
Gis = (Vs , Es ),
in which
Vs = {0, 1, 2, · · · , 2n − 1}
and
Es = {eij |(i, j) ∈ Aa ∪ Ab ∪ Ac }.
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Transform adjacency sequence At into graph Git = (Vt , Et ), Vt = Vs and Et =
{eij |(i, j) ∈ At }. The three-genome-graph Gis is the input graph of the model and
the graph Git is the target graph of the model.
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Figure 4.1 Demonstration of how to merge three genomes into one undirected
graph

4.2
4.2.1

Graph Encoder and Decoder
Graph Neural Network Model

The graph neural network model to compute the median genome of three genomes
contains a graph convolution network model and variational graph encoder model, as
shown in figure 4.2. This model takes a three-genome-graph as input. The embedding
layer at the top of it encodes the node index into a node feature vector which is fed
to the graph convolution layers to generate a higher level node features based on the
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edge connections. After 4 times of convolution along the graph edges, the output
node features contain the patterns of relations between the nodes.

Genome Graph
Graph Convolution Layer

Graph Convolution Layer

Deviation Value Layer

Mean Value Layer

Inner Product Decoder

Adjacency Matrix

Figure 4.2 Framework of median genome generation model

The variational graph encoder model takes the node features as input and uses
two separate graph convolution operations to compute the parameters of the node
feature distribution. After these series of convolution operations, the three-genomegraph is encoded as a feature distribution matrix in which each row represents one
node in the three-genome-graph. The relations between the graph nodes could be
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computed as the multiply of the feature distributions of the corresponding nodes.
So the decoder in this model applies the inner product of node feature distribution
and translate the distribution matrix into an adjacency matrix in which each element
means the probability of the connection between the corresponding two nodes.

4.2.2

Loss Function

Loss function evaluates the difference between prediction values and real values of a
learning model and provides support for the backward algorithm to make parameter
training. The training process is a series of steps in which an optimization algorithm
optimize the model by adjust the parameters in it according to the loss function value.
The output of the graph neural network model in this research is a matrix of
probabilities of connections between each graph node. The target of this model is the
median graph of the three input genomes, which could be represented in the form of
adjacency matrix. So the distance between the predicted connection matrix and the
target adjacency matrix could be defined as the binary cross-entropy of the element
values of these two matrix.
For an input data sample (Gs , G), the output matrix of the graph neural network
model on the three genome G∫ is named as M̃ and the target matrix which is the
adjacency matrix of G is named as M . If the connection between node i and j
in the graph G then it’s a positive connection and the loss value otherwise it’s a
negative connection. The loss function could be defined as a weighted sum of binary
cross-entropy loss of positive connections and loss of negative connections
n
1 X
(αMij log M̃ij + β(1 − Mij )log(1 − M̃ij ))
Lm = − 2
n i,j

in which n is the number of nodes and α, β are the weights of positive connections
and negative connections.
In order to prevent model over-fitting, L2 regularization could be appended to the
loss function to regularize the scale of model parameters. The L2 penalty is defined
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as ||ω||22 in which ω is the kernel of graph neural network model. So the loss function
with L2 regularization is defined as
L = Lm + λ||ω||22
with a coefficient λ of the L2 regularization penalty ||ω||22 .
4.2.3

Matrix to Graph

The output of variational graph auto-encoder is the encoded feature vector of each
graph node. The decoder in the graph neural network model takes two node feature
vectors and decode the features of these two graph node into a probability of connection between these two nodes. With an input graph which is generated from three
genomes, the graph neural network model computes feature vectors of all nodes and
decode them into an adjacency matrix which represented in the form of probability.
For a three genome set Gsi which is composed of n unique genes, the corresponding
input graph Gis has 2n nodes. After this graph is encoded and decoded by the
variational graph auto-encoder and the decoder in the graph neural network, we can
get the transformed graph adjacency matrix M̂ with size 2n × 2n. This matrix could
be converted into a gene order graph in following procedures. Firstly set the diagonal
of matrix M̂ to 0 since the self loops in the gene order graph is not necessary to be
considered about. Secondly for each row of M̂ , change the element adjacent to the
diagonal items to 0 based on the row number. For example, row i(i ∈ [0, 2n − 1]),
if i is even number then set M̂i,i+1 = 0 and if i is odd number then set M̂i,i−1 = 0.
Because nodes 2i and 2i + 1 are connected with each other in the genome graph when
i ∈ [0, n − 1], so the connections between these nodes could be ignored.
The next step is to define a graph G = (V, E), in which V = {0, 1, · · · , 2n − 1}
and E = {eij |i = [0, 1, · · · , n − 1], j = 2n + 1}. Find the index (i, j) of the max value
in M̂ , set E = E ∪ {eij } and set all the elements of row i, j and column i, j in M̂
to 0. Repeatedly update edge set E according to the max value in M̂ as shown in
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figure 4.3 until all the elements in M̂ is 0. The generated graph G shows the target
genome predicted by the graph neural network model based on the three genomes of
the input genome set Gsi .
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Figure 4.3 Conversion from probability matrix to genome sequence

Graph encoder model was implemented with PyTorch Geometric library.
1

https://github.com/pyg-team/pytorch_geometric
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1

The

python code for this model and related algorithms discussed in previous sections is
available online.

4.3

2

Evaluation Datasets

In order to evaluate the ability to generate the median of three genomes of method
discussed in Section 4.2, six training datasets and three validation datasets were
constructed. These datasets were generated with random sequences and random
evolution events. Detail information about these datasets is discussed in following
subsections.

4.3.1

Model Training Datasets

Six datasets were constructed to train the variational graph encoder model. Each
dataset corresponds to different genome sequence lengths and different sample numbers. Two datasets were constructed with genomes that contains 10 genes, one of them
has 9000 samples and another one has 45000 samples. Similarly, two datasets were
constructed for genomes of 50 genes and two datasets were constructed for genomes
of 100 genes. These datasets are named under the pattern as g3m + {length}g +
{sample number}k, in which ’g3m’ means this dataset is used to train model that
generates median of three genomes and ’length’ is the number of genes in samples
and ’sample number’ is the number of samples in this dataset. Statistic information
of these datasets is listed in table 4.1, 4.2, 4.3.
Evolution rates utilized in dataset construction are from 0.1 to 0.9 with a step of
0.1. For each evolution rate, 1000 samples or 5000 samples are included in the corresponding dataset. For example, when the evolution rate is r(r ∈ [0.1, 0.2, · · · , 0.9]),
genome length is n and sample number is l(l ∈ [1000, 5000]), l genome sequences
S = {s1 , s2 , · · · , sl } are constructed by randomly arrange n genes, then apply n × r
2

https://github.com/Paeans/phylognn
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steps of inversion operation to each genome sequence to get genome sequence set
{s11 , s12 , · · · , s1l }. Repeat this process for another two times to get sequence sets
{s21 , s22 , · · · , s2l } and {s31 , s32 , · · · , s3l }.

Test the distance between sequence si and

sequences {s1i , s2i , s3i }, if the distance equal to the lower bound of genome median
then (si , {s1i , s2i , s3i }) could be added into dataset with si as the target sequence and
{s1i , s2i , s3i } as the three source sequence. Repeat these steps until all the sequence in
S have found three source genomes.

Table 4.1 Statistic value of training dataset g3m10g1k and g3m10g5k
g3m10g1k
rate

g3m10g5k

max

average

min

deviation

max

average

min

deviation

0.1

6

6.000

6

0.0

6

6.000

6

0.0

0.2

12

8.729

4

1.6797

12

8.762

2

1.7988

0.3

18

11.026

2

2.6984

18

11.160

4

2.7235

0.4

22

13.264

4

3.4854

24

13.205

4

3.4282

0.5

25

14.489

4

3.8267

27

14.503

4

3.8023

0.6

25

15.289

4

4.0259

27

15.396

4

3.9484

0.7

29

16.152

6

3.9851

28

15.928

4

4.0675

0.8

27

16.147

6

3.9224

27

16.306

4

4.0864

0.9

27

16.553

4

3.9554

27

16.512

4

4.0061

Table 4.1 lists the statistic information about the two datasets generated with 10
genes genome sequences. The dataset g3m10g1k has 9 groups of samples and each
group corresponds to a different evolution rate between three source genomes and
the median genome of them. The max, average and min list the max value, average
value and min value of the data sample sequence distances among each evolution
rate group and the deviation value is the standard deviation of these median scores.
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When the evolution rate is 0.1, there is 1 inversion operation between the median
sequence and each vertex sequence. The distance between each vertex sequence is 2.
All data samples in this group have total distance of 6 and the deviation is 0.0. As
the evolution rate increases, the max distance sum and average distance sum increase
while the min distance sum keeps low. High evolution rate brings more evolution
operations to sequences of each data sample and the triangle of three source genomes
is enlarged. The max distance sum increased to 29 and deviation becomes 3.9851
when the evolution rate is 0.7. There is no big difference on the statistic values
between evolution rate 0.8 and 0.9, which shows the evolution coverage of these two
groups is similar. Dataset g3m10g5k contains 5000 samples in each evolution rate
group and the corresponding statistic values of each group are similar to the values of
dataset g3m10g1k. The deviation of this dataset is a little higher than the deviation
of dataset g3m10g1k when the evolution rate is higher than 0.6.

Table 4.2 Statistic value of training dataset g3m50g1k and g3m50g5k
g3m50g1k
rate

g3m50g5k

max

average

min

deviation

max

average

min

deviation

0.1

30

18.090

6

4.7923

30

17.867

6

4.8829

0.2

60

32.548

6

9.7163

60

32.689

6

10.0317

0.3

90

45.519

6

13.5668

87

43.688

8

13.6971

0.4

104

54.936

10

16.8704

107

49.704

6

15.7209

0.5

113

59.016

10

17.8732

115

53.501

8

16.0204

0.6

108

59.973

10

17.0699

112

60.116

8

17.7572

0.7

107

60.773

12

17.2984

119

61.177

8

17.5545

0.8

99

58.841

8

16.2481

111

60.251

6

17.1459

0.9

108

60.896

6

17.5259

104

58.795

10

16.6235
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Table 4.3 Statistic value of training dataset g3m100g1k and g3m100g5k
g3m100g1k
rate

g3m100g5k

max

average

min

deviation

max

average

min

deviation

0.1

60

33.498

6

9.7507

60

32.326

8

9.9052

0.2

116

61.176

8

19.9525

118

61.783

8

19.5505

0.3

164

88.487

10

28.7602

168

87.969

8

28.0855

0.4

195

98.094

14

30.8143

193

95.589

10

30.0308

0.5

196

110.734

14

32.9829

191

104.657

10

30.9927

0.6

215

105.948

22

32.0009

205

109.197

8

32.3795

0.7

185

109.401

16

31.2119

204

111.348

14

31.8980

0.8

205

108.538

18

32.6364

191

106.424

8

30.7078

0.9

195

112.629

10

32.9768

211

109.360

8

31.9528

The statistic values of datasets g3m50g1k, g3m50g5k, g3m100g1k and g3m100g5k
are shown in table 4.2 and 4.3. Since the genome sequence length of these datasets
is more than 10, the operation number of evolution events applied on each sequence
is more than 1 when the evolution rate is 0.1 and diversity of distance sum appeared
in group-0.1. The deviation values in these two tables show that the deviation of
distance sum on genomes with 100 genes are close to two times of the deviation
values of genomes with 50 genes. By enlarging the sample size of a dataset doesn’t
have great influence to the operation coverage since the deviation values of 5000
samples have no big difference with the deviation values of 1000 samples in both 50
genes datasets and 100 genes datasets. Figure 4.4 and 4.5 shows the distribution of
distance sum of 1000 samples and 5000 samples when the evolution rate is setting
as 0.9. These two distribution are very similar to each other. Experiment results
also shows that the average precision and AUC of model outputs are very similar no
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matter the the size of samples used to train the model is 1000 or 5000.
10 genes
50 genes
100 genes

Figure 4.4 Histogram of sample numbers in different evolution rate category of
training datasets g3m10g1k, g3m50g1k, g3m100g1k

These statistic values discussed in this section show that the dataset generation
method defined in previous section could cover almost all operations on genome sequences with 1000 samples and datasets with 1000 samples are suitable for model
training. Each sample is transform into a graph data object with adjacency matrix,
edge index, node features and so on. Three source genomes in a sample are combined
together and represented as one adjacency matrix. The target median genome is
transformed into a group of positive edge indexes which exists in the target median
genome and a group of negative edge indexes which are not.
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10 genes
50 genes
100 genes

Figure 4.5 Histogram of sample numbers in different evolution rate category of
training datasets g3m10g5k, g3m50g5k, g3m100g5k

4.3.2

Validation Datasets

Three validation datasets were constructed to evaluate the performance of median
genome model. These three datasets are named as v3m10g, v3m50g and v3m100g.
The length of genome sequences in these three datasets are 10, 50 and 100 respectively.
Each dataset contains 12 groups with different evolution rate. The evolution rates r
utilized in these datasets are ranged from 0.1 to 1.0 with step of 0.1 and two extra
rates [1.5, 2.0]. Each group in these datasets has 200 samples. The procedure to
generate each dataset is same as the procedure used to generate training datasets
which are described in previous subsection. One thing that different from training
dataset generation is that the source genomes and target genomes don’t have to be
transformed into graph data objects because these genomes are used to compute the
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median score and distance sum which are calculated with original genome sequences.

Table 4.4 Statistic value of validation datasets v3m10g, v3m50g and v3m100g
v3m10g
rate

v3m50g

v3m100g

max

avg

std

max

avg

std

max

avg

std

0.1

6

6.000

0.0000

27

18.250

4.4031

58

33.960

9.8203

0.2

12

8.220

1.8952

58

31.165

10.3411

106

63.700

19.0074

0.3

18

11.605

2.6625

78

45.490

13.9589

159

90.845

30.3130

0.4

24

13.725

3.4175

91

51.350

17.1935

162

91.015

29.0437

0.5

23

13.815

3.4250

95

55.895

17.2440

183

110.270

31.7669

0.6

25

14.910

4.3246

99

59.555

17.1676

169

100.645

30.3667

0.7

25

15.590

4.0227

89

56.475

15.7731

191

113.040

32.4387

0.8

26

17.110

4.1567

105

60.570

17.7886

175

108.775

29.9592

0.9

25

16.915

3.7826

100

57.250

18.0066

197

118.905

34.4956

1.0

26

16.080

4.1199

101

60.410

18.8011

176

112.565

31.1030

1.5

28

17.750

3.6562

96

64.930

15.1903

186

112.105

31.8142

2.0

25

17.750

3.7185

102

60.255

19.7775

189

107.740

35.1911

Table 4.4 lists the statistic values of these three validation datasets. The max
distance sum in dataset v3m10g is 28 which appeared in the group with evolution
rate 1.5 and the largest deviation of this dataset is 4.3246 when the evolution rate
is 0.6. In datasets v3m50g and v3m100g, the max distance sum samples appeared
in group-0.8 and group-0.9 respectively. The average distance sum and the standard
deviation of each dataset increases as the evolution rate increases. Since the maximum
distance between two genomes with n genes is n, so the max distance sum in each
dataset reaches two thirds of its possible maximum distance value.
Evaluation process will be deployed as three experiments. In the first one, a varia-
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tional graph encoder model will be trained with data samples of group-0.9 in dataset
g3m10g1k and evaluate the model performance with evaluation dataset v3m10g. The
second one will take datasets g3m50g1k and v3m50g as training dataset and evaluation dataset. The third one will evaluate model ability of median genome generation
when the genome sequence length reached to 100.

4.4

Experiment Results and Discussion

There are three major parts in this evaluation experiment. The first one is using data
samples with evolution rate 0.9 in dataset g3m10g1k to train a variational graph
encoder model then using this model to generate median graphs according to the
source sequences in validation dataset v3m10g. The second one tests the variational
graph encoder model on longer genome sequences which have 50 genes. The training
dataset and validation dataset used in second part is g3m50g1k and v3m50g. The
third one evaluates the model with dataset v3m100g after training it with dataset
g3m100g1k. The process of model training and performance evaluation of each part
is independent and the evaluation results will be computed separately in each part.
The structure and hyperparameters of the variational graph encoder model used in
this experiment are same across these three parts, the different things are the training
dataset and validation dataset.
During each part of this experiment, an encoder model will be trained with the
corresponding training dataset. After each epoch of training, use this model to generate the median genome of each data sample in the corresponding validation dataset.
Then compute the distance between the generated median genome and the target
genome included in the data sample and record the average value of these distance
values. For example, a data sample (si , {s1i , s2i , s3i }) with {s1i , s2i , s3i } as source genomes
and si as target genome in validation dataset and the generated median genome from
the trained graph encoder model is ŝi , distance of this sample will be ∆(si , ŝi ) and
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the mean distance of all these n samples in a validation dataset is
md =

n
1X
∆(si , ŝi ).
n i=1

This mean distance md shows the difference between model generate median genomes
and the real median genomes, so lower md means better model performance. In
order to figure out the performance of graph encoder model on different evolution
rate samples, the validation samples are separated into 12 groups according to their
evolution rate and the evaluation results are discussed in 12 separate groups.

4.4.1

Median of Genomes with 10 Genes

In this part of experiment, a graph encoder model was trained with the training
dataset g3m10g1k for 500 epochs. As the training process going, the mean distance
of validation dataset v3m10g decreases along with the training epochs. Figure 4.6
plots the mean distances of 12 evolution rate categories in validation dataset v3m10g
at each training epoch.
r 0.1
r 0.2
r 0.3
r 0.4
r 0.5
r 0.6
r 0.7
r 0.8
r 0.9
r 1.0
r 1.5
r 2.0

Figure 4.6 The trend of mean distance between generated median genome and
lower bound median genome at each training epoch when model is trained with
g3m10g1k
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At the beginning, the mean distances are as high as 9 and these values decrease
as epoch number increases. At around 200 epochs, all the 12 categories of validation
samples reach to their lowest mean distance. As shown in this figure, difference
evolution rate leads to different mean distance at same epoch point. At 200 epoch
point, the category with evolution rate of 0.1 has the smallest mean distance value
because there are only two evolution operations between each pair of source sequences
and it is easy to figure out the median genome of them. Other categories, except for
category of evolution rate 0.2, have very close mean distance values which are between
4 and 5.
After 50 epochs training, the mean distance of each evolution rate category fluctuates around a specific value. Even more, the model shows over-fitting after epoch 250
and the mean distances increase as training processing going. By adjusting the learning rate reduction parameter which reduces the learning rate after a specific number
of steps could prevent this situation. In this experiment, these kind of parameters are
not adjusted specifically, which are using the default parameters of learning model
library, in purpose of showing the ability of graph encoder model on solving median of
three genomes problem. In real applications, the hyperparameters could be adjusted
to most suitable situation to obtain more accurate results.
The plots in figure 4.6 show significant decrease of mean distance as training
processes going, which means that the defined variational graph encoder model could
effectively learn how to generate median genome, or a genome that closes to median
genome, from three homologous genomes. With as little as 50 epochs, the model
reaches an acceptable state that could be used to do median genome generation.
When using more data samples to train the model, for example all the samples in
training dataset g3m10g5k, training epochs could be smaller.
Table 4.5 lists the detail statistic values of 12 categories validation samples. In this
table, rate is the evolution rate of validation sequences, lower bound is the minimum
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Table 4.5 Statistic results of model trained and evaluated with
dataset g3m10g1k and v3m10g
rate

lower bound

median distance

ratio

deviation

accurate

0.1

3.0000

1.0200

0.3400

1.0998

87

0.2

4.1100

2.0350

0.4951

1.4470

33

0.3

5.8150

2.7950

0.4807

1.7038

19

0.4

6.9300

2.7600

0.3983

1.7270

22

0.5

7.0200

3.0500

0.4345

1.7051

17

0.6

7.6000

3.3750

0.4441

1.7648

15

0.7

7.9400

3.1250

0.3936

1.7057

14

0.8

8.7500

3.7050

0.4234

1.6637

4

0.9

8.6300

3.9050

0.4525

1.7709

7

1.0

8.2200

3.3600

0.4088

1.7721

8

1.5

9.1100

3.9650

0.4352

1.6321

5

2.0

9.1200

3.6100

0.3958

1.6876

6

possible distance between median genome and source genomes, median distance is
the distance between median genome generated by encoder model and target median
genome. The ratio column lists ratio of median distance value to lower bound value
and deviation column shows the standard deviation of median distances in a evolution rate category. Accurate number counts the number of model generated median
genomes which are identical to the target median genomes. All the values in this
table are the mean values of 200 validation data samples in each category.
As shown in table 4.5, the lower bound and the median distance increase as the
evolution rate increases. However, the ratios between median distance and lower
bound don’t change very much when the evolution rate changes and the standard
deviation of median distance also changes between small range. The smallest ratio
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in this validation experiment is 0.34 which is the ratio of median distance 1.02 and
lower bound 3.00 of validation category with evolution rate 0.1. When the evolution
rate is 0.2, the ratio is the largest one among 12 categories, which is 0.4951. The
ratio between median distance and lower bound doesn’t show significant correlation
with the evolution rate; the performance of graph encoder model on median genome
generation is stable on different evolution rate genomes.
When the evolution rate is low, the graph encoder model could generate a genome
which is identical to the median genome of source genomes on some situations. The
accurate column in table 4.5 is the number of model generations that are identical
to the target median genome. The values in accurate column show that the model
could get a lot of accurate generations on category with low evolution rate. For
example, the accurate generations are 87 when the category has evolution rate 0.1.
As the evolution rate increases, the accurate generations become less. Especially
when the evolution rate is higher than 0.7, the number of accurate predictions drops
significantly, which is lower than 10. It is obvious that the graph encoder model
performs better on categories with lower evolution rate.

4.4.2

Median of Genomes with Longer Genes

The variational graph encoder model was also tested with 50 genes genomes and 100
genes genomes. Same as the evaluation processes applied with 10 genes genomes,
validation data samples are group into 12 categories based on the evolution rate and
each category is evaluated separately. The training procedure and testing procedure
are also same as the 10 genes genomes validation process. In both of these two
validation experiments, the total training epochs are 500 and the mean distance of
each validation category is calculated and compared at each training epoch point.
The mean distance trend are plotted in figure 4.7 and 4.8 and the detail statistic
values are listed in table 4.6 and 4.7.
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r 0.1
r 0.2
r 0.3
r 0.4
r 0.5
r 0.6
r 0.7
r 0.8
r 0.9
r 1.0
r 1.5
r 2.0

Figure 4.7 The trend of mean distance between generated median genome and
lower bound median genome at each training epoch when model is trained with
g3m50g1k

Figure 4.7 plots the mean distances of validation samples at each training epoch
point when training and testing graph encoder model with dataset g3m50g1k and
dataset v3m50g. At beginning of training, the parameters of the graph encoder
model is randomly initialized and the mean distance between generated genomes and
target median genomes is close to 45. The mean distances of 12 categories reduce
shapely during the first 10 epochs and they reach to stable state at around epoch
point 50. After epoch point 50, these mean distance lines also show a little bit of
fluctuation. The over-fitting problem of this training isn’t as obvious as the training
on 10 genes genomes. During epoch 50 and 400, the model keeps a stable state and
the mean distances of 12 categories validation samples have no significant changes.
The trend of mean distances on validation dataset v3m100g have similar phenomenon as the ones of validation dataset v3m50g, which are shown from plots in
figure 4.7 and 4.8. However, the over-fitting problem are serious when training process reaches to epoch point 100. The reason of this problem is that there are a lot of
unchanged segments in the 100 genes genomes which lean the model parameters to
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r 0.1
r 0.2
r 0.3
r 0.4
r 0.5
r 0.6
r 0.7
r 0.8
r 0.9
r 1.0
r 1.5
r 2.0

Figure 4.8 The trend of mean distance between generated median genome and
lower bound median genome at each training epoch when model is trained with
g3m100g1k

balance the encoding of unchanged segments after specific number of epochs. This
could be prevented by adjusting model parameters and learning rate parameters or
by terminating the training processes earlier at epoch point 100.
Table 4.6 and 4.7 have the validation results of validation datasets v3m50g and
v3m100g. On validation dataset v3m50g, median distance increases significantly
when evolution rate changes from 0.1 to 0.2 and from 0.2 to 0.3. When evolution rate
is larger than 0.3, median distance has some changes but the range of changes is not
very large. The ratio of median distance to lower bound on this validation dataset
is smaller than the ratio on validation dataset v3m10g; the relative distance between
the generated median genomes and the target median genomes is closer. Different
from dataset v3m10g that has the smallest ratio when the evolution rate is 0.1, the
smallest ratio in this dataset is 0.2702 which is the validation result of evolution rate
0.7 category. There is still no significant correlation between the ratio value and the
evolution rate. The numbers of accurate generations in each category are very small,
especially, there are almost no identical generations but only close generations when
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Table 4.6 Statistic results of model trained and evaluated with
dataset g3m50g1k and v3m50g
rate

lower bound

median distance

ratio

deviation

accurate

0.1

9.1400

2.7400

0.2998

1.7614

17

0.2

15.6100

4.6050

0.2950

2.8194

13

0.3

22.8000

7.9950

0.3507

4.1467

3

0.4

25.7550

7.9550

0.3089

4.5785

7

0.5

28.0600

9.1250

0.3252

4.9909

3

0.6

29.9000

9.7550

0.3263

5.1415

3

0.7

28.3850

7.6700

0.2702

4.2428

8

0.8

30.4450

10.4850

0.3444

5.5884

6

0.9

28.7350

9.1650

0.3189

4.8371

5

1.0

30.3100

9.6300

0.3177

5.4665

2

1.5

32.6100

10.0100

0.3070

4.9416

2

2.0

30.2750

8.6800

0.2867

4.7820

6

the evolution rate is high. The results of dataset v3m100g have similar phenomenon.
The ratio values are more smaller with lowest one 0.2662 and largest one 0.3775.
However, the number of accurate generations reduces to zero on several categories of
this dataset; extra iterations of median genome generation could be applied.
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Table 4.7 Statistic results of model trained and evaluated with
dataset g3m100g1k and v3m100g
rate

lower bound

median distance

ratio

deviation

accurate

0.1

16.9800

4.5200

0.2662

2.6513

9

0.2

31.8550

9.1350

0.2868

4.8401

1

0.3

45.5200

15.1300

0.3324

8.1513

0

0.4

45.6200

14.2300

0.3119

7.4838

2

0.5

55.2900

17.9950

0.3255

8.8207

2

0.6

50.4500

13.9950

0.2774

7.3814

0

0.7

56.6950

17.7600

0.3133

8.1032

1

0.8

54.5050

16.2600

0.2983

8.3632

0

0.9

59.5550

18.7250

0.3144

9.2865

0

1.0

56.3900

21.2900

0.3775

8.2271

0

1.5

56.1900

16.6650

0.2966

7.9040

1

2.0

53.9900

15.6200

0.2893

8.5502

0
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Chapter 5
Phylogenetic Tree Construction
5.1

Grappa framework

The task of phylogenetic tree construction is to build up a rooted or unrooted tree
to represent the evolution relation between genomes which are located at leaf nodes.
These genomes are grouped together and connected to their ancestral genome with
tree paths according to their function similarity or evolution distance. Neighbor
joining algorithm is a classic bottom up method to cluster genomes based on the
evolution distance between each pair of taxa [15]. In this algorithm, a distance
matrix is initialized and updated in multiple iterative steps. At each step, two taxa
are grouped together and the ancestral is added into the distance matrix. After a
bunch of iterations, all taxa are grouped together and joined into a phylogenetic tree.
This algorithm assumes the distance between taxa is additive. When the distance
between genome a and c is equal to the sum of distance between genome a, b and
distance between genomes b and c, this distance property means it is additive. In real
situations, the distance between genomes doesn’t always obey the rule of additive;
the phylogenetic tree constructed with neighbor joining algorithm could not represent
the real evolution relation between genomes.
One standard of phylogenetic tree construction is that the total evolution length
in the tree, which is the sum of length of all the paths in a tree, lower is better. Both
tree topology structure and tree internal ancestral genome could affect the length
of a phylogenetic tree. The goal of phylogenetic tree optimization is to find out a
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tree topology structure and internal ancestral genome nodes that could minimize the
evolution length of a group of genomes. Currently, a great amount of phylogenetic
tree construction methods are based on heuristic search of all possible tree topology,
in order to find out the best tree topology. For the internal ancestral genomes,
some median genomes had been utilized, such as greedy median, break point median,
inverse median and so on.
Genome Rearrangements Analysis under Parsimony and other Phylogenetic Algorithms (GRAPPA) defines a framework to generate phylogenetic trees based on
evolution distance and median genomes [107, 108]. This algorithm could take break
point distance, inverse distance, double cut and join distance, computation of which
is linear complexity, as a measure of similarity of genomes when searching the optimal
tree topology structure. Many median algorithms could be utilized by GRAPPA to
infer the internal ancestral genomes and prune the search branches.

a

b

g9

g1
g2

g7

d2
d3

g9

g1

dn

d1

g3

g8

g8

1

g2

g4

dn-1
g6
g4

g3

g5

g6
g7

g5

Figure 5.1 Genome circular orders and lower bound phylogenetic tree distance

Algorithm GRAPPA uses lower bound of a candidate tree and upper bound of
1

https://www.cs.unm.edu/~moret/GRAPPA/
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initial tree to prune search branches, which significantly reduces the size of possible
tree space [109]. For a genome set S with n genomes {g1 , g2 , g3 , · · · , gn }, assume
these genomes formed a phylogenetic tree T and each genome located at one of this
tree’s nodes, no matter what topology structure this tree takes, the sum of tree paths
is greater than half of adjacency distances sum according to the triangle inequality
property. As shown in figure 5.1, all the nodes of the phylogenetic tree arranged in
a circular style and they are connected by dash lines one by one. The edges in the
phylogenetic tree represents the distance between two nodes in the tree, leaf nodes
or internal nodes. The circle dash line represent the distances between pair of leaf
nodes. Then
1
∆(g˜i , g˜j ) ≥ (d˜1 + d˜2 + d˜3 + · · · + d˜n )
2
eij ∈T
X

in which eij are the edges in tree T between node i and j, g˜i and g˜j are the genomes
at node i and j. If node i is internal node, then g˜i will be the median genome of its
three neighbor genomes. And d̃i (1 ≤ i ≤ n) is the distance between a pair of genomes
on the dashed circle. So, when the order of genomes in a tree is defined, no matter
which topology structure this tree has, its tree path length has a lower bound which
is half of the circular distance of all the genomes.
During the search process, algorithm GRAPPA generates a bunch of possible
genomes circular orders and considering the circular distance of each circular arrangement. If the circular distance is greater than two times of current tree path
length, then new generated trees on this arrangement order must have longer tree
path among all genomes; there is no necessary to make further searching on this
situation. At the beginning of algorithm, GRAPPA will generate a phylogenetic tree
using neighbor joining method as an initial tree, then utilize lower bound properties
to filter out a lot of impossible genome arrangements and topology structures. Since
the computation of distance between pair of genomes is linear complexity, this strategy could prune a great amount of search branches. As the search processes going

73

on, the initial tree and tree path upper bound will be updated when there are better
phylogenetic trees.

5.2

Median Optimization

Algorithm GRAPPA uses lower bound and upper bound to filter out impossible tree
leaf orders. Lower bound of a specific tree leaf order could be computed in linear
complexity. Upper bound is the sum of path lengths in a tree and it depends on
median algorithms to generate internal ancestral genomes and compute the distances
between them and their neighbors. Since the upper bound of a tree could be very
helpful on impossible tree filtering, it is better to reduce this value as early as possible
in the phylogenetic tree optimization process.
Median algorithms have great effects on the optimization of tree’s upper bound.
Algorithm GRAPPA takes a median algorithm to generate median genomes as internal nodes and optimize these nodes in multiple iteration updates until all the internal
nodes become are stable. Like the phylogenetic tree in figure 5.2(a), node g˜i is updated with the median genomes generated by median algorithm based on its neighbor
nodes and then nodes g̃(i+1) , g̃(i+2) , g̃(i+3) · · · and so on are updated. After multiple
iterations of updates, all the ancestral genomes located at each internal nodes become
stable and the upper bound of candidate trees could be updated.
As shown in figure 5.2(b), unrooted phylogenetic tree T has an internal node g˜i
and the three neighbors of this node is {g˜i 1 , g˜i 2 , g˜i 3 }. The path length between this
1

2

3

node and its neighbors will be li = (d̃i + d̃i + d̃i ) and this value is greater or equal
to half of the sum of distances between its neighbor nodes, such that
1
li ≥ (∆(g˜i 1 , g˜i 2 ) + ∆(g˜i 1 , g˜i 3 ) + ∆(g˜i 2 , g˜i 3 ))
2
and ∆( . ) is the function to compute the evolution distance between two genomes.
The ability of median algorithm to generate median genomes becomes significant to
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Figure 5.2 Updating the internal ancestral genome based on neighbor genomes in
a phylogenetic tree and median ratio between generated median genome and
optimal median genome

GRAPPA algorithm. If the median algorithm could generate a genome as close to the
ideal median genome as possible then GRAPPA algorithm could finish a candidate
tree’s optimization in less iterations and decrease the upper bound of candidate trees
sooner, both of these two benefits could help reduce tree construction search space.
For a ancestral genome g̃i and the ideal median genome, assume there exists one,
of its three neighbor genomes is m̃i , the ratio r of the distance between g̃i and m̃i to
the distance between m̃i and three neighbor genomes {g˜i 1 , g˜i 2 , g˜i 3 } is
r=

2 × ∆(g̃i , m̃i )
.
∆(g˜i , g˜i ) + ∆(g˜i 1 , g˜i 3 ) + ∆(g˜i 2 , g˜i 3 )
1

2

It shows how close this genome is to the ideal median genome which is the optimal
target ancestral genome. Smaller r values mean that the generated genomes are closer
to the ideal median genome and the path length is tree will also be smaller. So, this
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ratio value could be used to evaluate if a median algorithm is suitable for GRAPPA
algorithm.

5.3

Discussion

Median algorithms ASMedian [110], GAMedian [111], SAMedian [112] and IDQPSOMedian [113] utilize heuristic search strategy to find median genome of homologous
genomes. They use genetic algorithm or simulated annealing to generate next generation of population from current layer population. After multiple iteration of simulation, the result genomes of these algorithms reach to stable status and the generated
genomes are closer to their neighbor genomes than the initial genomes. All these four
median algorithms could be utilized in GRAPPA platform as tools to optimize tree’s
internal nodes.

5.3.1

Algorithm Stability

The median ratios of these four median algorithms on 1000 genes genomes are different
from each other. However, the difference between each other at the same evolution
rate category isn’t very large. As shown in table 5.1, among these four median
algorithms, ASMedian, GAMedian and IDQPSO-Median have similar ratios at the
same rate category and method GAMedian performs a little worse with a higher ratio
value than other three median algorithms. Since they have similar median distance
ratio, they will have same effects on GRAPPA platform optimization.
It’s obvious from table 5.1 that the ratio value of these four median algorithms
increase significantly as the evolution rate increases. When the evolution rate of
genomes is small, these algorithms have small ratio values and they performs very well
on median genome generation and searching; they become ineffective when evolution
rate is large and the evolution patterns in genomes are complex. The reason of this is
that these four algorithms utilize heuristic search strategy to optimize the generated
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Table 5.1 The average median ratio of proposed model and four currently
available methods on 1000 length genomes
median ratio
lower bound

ASM 1

GAM 1

SAM 1

IDM 1

0.1

143.390

0.3629

0.4408

0.3629

0.3629

0.4705

0.3799

0.2

289.185

0.3569

0.5286

0.3576

0.3570

0.4839

0.3351

0.3

405.135

0.4058

0.6265

0.4346

0.4240

0.4829

0.3756

0.4

430.610

0.6167

0.8000

0.6609

0.6269

0.5198

0.3649

0.5

463.405

0.7174

0.8525

0.7572

0.7159

0.4707

0.3684

0.6

424.370

0.9406

1.0529

0.9737

0.9303

0.4868

0.3643

0.7

471.355

0.8825

0.9646

0.9044

0.8643

0.4993

0.3662

0.8

454.540

0.9800

1.0530

0.9950

0.9569

0.5269

0.3564

0.9

429.675

1.0864

1.1548

1.1019

1.0615

0.4378

0.3495

1.0

476.515

0.9651

1.0237

0.9791

0.9401

0.4495

0.3711

1.5

437.295

-

-

-

-

0.4743

0.3820

2.0

454.360

-

-

-

-

0.4420

0.3363

rate

1

GN N M 2

data are from [113], categories 1.5 and 2.0 are missing, four columns
correspond to methods ASMedian(ASM), GAMedian(GAM), SAMedian(SAM), IDQPSO-Median(IDM) on 1000 genes genomes

2

two graph encoder models are evaluated, left column lists the ratio of
model trained by 50 genes genomes and right column lists the ratio of
model trained by 100 genes genomes

median genomes, considering the time complexity of algorithm running a iteration
limitation or target boundary is defined by these algorithms, which reduces the ability
of finding optimal median genomes among complex genome rearrangements.
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Median algorithms have robust performance on high evolution rate categories
is important in success generation of phylogenetic tree, otherwise their ratio values
raised quickly when evolution rate increases. High ratio leads to long running time of
GRAPPA platform to generate a phylogenetic tree [114]. Since high ratio will impact
GRAPPA platform effectiveness from two aspects, search branch pruning and internal
nodes updating, both of which could increase the running time. In such a situation,
GRAPPA platform will take an exceptionally long time to finish a phylogenetic tree
construction.
The graph encoder model discussed in chapter 4 has stable ratio performance on
different evolution rate genomes. One advantage of utilizing graph encoder model
as median genome generator is that there are no significant difference on ratio values when the evolution rate increases. In order to evaluate the performance of this
model on 1000 genes median genome generation, two trained models with 50 genes
genome dataset and 100 genes genome dataset are tested on 200 random samples,
all of which consist of 1000 genes. Considering the training time complexity and the
computing resource requirement, the graph encoder model wasn’t trained with 1000
genes datasets. The ratio results of 50 genes model and 100 genes model on 1000
genes genomes are listed in that last two columns of table 5.1. It’s obvious that the
ratio of these two models on high evolution rate categories has no big difference with
the result on low evolution rate categories. On some high evolution rate categories,
these two models have lower ratio. For example category of evolution rate 1.0 has
ratio results as 0.4495 and 0.3711, which is lower than evolution rate 0.1 category.
Models trained with shorter genomes will cut the long evaluation genome into
multiple segments; rearrangement patterns exists in these short segments could be
recognized by trained model and sub-optimal median genomes could be generated.
However, the inversions or transitions that cover long distances in genomes couldn’t
be recognized; the trained models will loss some accuracy on median genome gener-

78

ation when the testing genome is times longer than the training genome. As shown
in table 5.1, the ratio results on 1000 genes genomes of 100 genes model the last
column and 50 genes model the second last column are significantly higher than the
ratio results of these two models on 100 genes genomes and 50 genes genomes. The
increasing of ratio value is caused by long range inversions and transitions in long
genomes. The ratio will decrease as the training genomes become longer. For example, the ratio of 100 genes model is lower than the ratio of 50 genes model at every
evolution rate category. The smallest ratio difference between these two models is
0.07 when the evolution rate is 1.0 and the largest difference is 0.15 when the evolution rate is 0.4 and 0.8. It is obvious that by increasing the genome length of training
samples, trained model could generate genomes closer to the ideal median genomes.

5.3.2

Time Consuming

Another advantage of graph encoder model is that it could generate optimal median
genome from three genomes in definite time, no matter what is the evolution rate
of these three genomes from their ancestral, the computation time only depends on
the genome length. Median algorithms ASMedian, GAMedian, SAMedian, IDQPSOMedian need multiple iterations of genome generation and updating to optimize the
target genome. When the evolution rate of genomes becomes large, the arrangement
operations and genome variation patterns become complex, which requires more and
more optimization iterations to achieve acceptable results. Graph encoder model
utilizes neural network parameters to optimize the target genome based on genome
structure patterns learning from training samples. Different from other median algorithms, it doesn’t need iterations to obtain optimal results; even if the genome
rearrangement operations are complex, target genome could be generate in the same
time as simple ones.
The graph encoder model is suitable to be utilized in GRAPPA platform as me-
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dian genome generator because it takes less time on median genome optimization
and the time is definite. The running time of four heuristic median algorithms and
graph encoder model generating one 1000 genes genome on a 2.2GHz CPU core is
very different from each other. Graph encoder model has great advantages on median
generation capability when comparing with other four algorithms on time consuming. The graph encoder model could generate one 1000 length median genome in
4 seconds, which outperforms other four median algorithms, even when the genome
rearrangement pattern is very simple. Its advantage isn’t very obvious compared
with IDQPSO-Median which takes 5 seconds at evolution rate 0.1 category. As the
evolution rate increases, its excellence shows up because the time of other algorithms
increases so fast while its time consuming is remain 4 seconds.
In GRAPPA platform, the most time consuming part is median genome generation and tree nodes update, so the key factor of achieving faster phylogenetic tree
construction is reducing the median generation time costed by median algorithms.
With the advantages of stable low median ratio and outstanding time consuming on
long median genome generation, graph encoder model is the most suitable algorithm
to be utilized in GRAPPA platform for phylogenetic tree construction.
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Chapter 6
Conclusion
This dissertation talks about subcellular localization and phylogenetic tree construction by utilizing deep neural network and graph neural network. Subcellular localization predicts genome’s locations in a cell, which provides helpful information for
biology research in identifying of genome function and relation. Phylogenetic tree as
a representation of relationships among a group of genomes, could identify the evolution procedure among species. With phylogenetic trees, biologists could research the
development of genomes or species and predict their future genotype and phenotype.
In order to make accurate predict of subcellular location and generate optimal phylogenetic tree, two neural network learning models are proposed in this dissertation.
According to experiment results, these two learning models could outperform other
currently available methods on these two tasks.
The deep neural network learning model takes genome sequence information and
evolution information, in form of position specific score matrix, to obtain more accurate prediction results on multiple subcellular localization and it has significant
improvements on average precision and ranking loss when tested on two widely used
benchmark datasets; this learning model is suitable for subcellular localization and
could be considered as an alternative to traditional methods.
The graph neural network learning model generates the median of three homologous genomes with the goal of reaching the minimum distance between the median
and these three genomes. When compared with other four currently available median
algorithms, it is in evidence that this learning model has great advantages than them
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on median ratio achievement, especially on genomes with high evolution rate from
ancestral genome; its outstanding performance and stability take great improvement
to framework GRAPPA on phylogenetic tree construction.

6.0.1

Contribution

The major contribution of this dissertation is it proposes a novel method to generate median genome by utilizing graph neural network and variation graph encoder.
Genome median problem is NP-Hard and currently available methods on this problem take heuristic search strategy to find a sub-optimal solution. One significant
disadvantage of these methods is their stability and time consuming. The learning
model discussed in previous chapters takes a totally different computation framework
to generate median genome directly based on gene connections, in which gene rearrangement patterns are abstracted out in forms of kernel parameters and target
genome is generated from inner product of source genomes and kernel parameters.
These novelty aspects of this method promises its performance and stability on median genome generation.
Other contributions in this dissertation have that it defines a procedure to generate data samples for neural network training. Before this strategy, there are no
effective methods to obtain data samples for supervised training on median genome
problem. All the median algorithms start from derived genomes and probe the structure of ancestral genome iteratively. In this strategy, data samples are constructed
by starting from the assumed ancestral genome and filter out the ones meet the standard. At the same time, the simulation code of genome evolution is implemented out
in forms of matrix computation which could be benefit from parallel computing and
GPU computing. This makes the generation of large amount of training samples in
short time becomes possible.
The algorithm of converting probability matrix into a genome sequence, which
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discussed in section 4.2, is also a novelty in this dissertation. This algorithm bridges
the gap between probability distribution and genome adjacency connection; utilizing
graph neural network model to generate genome sequence becomes available.

6.0.2

Future Work

Besides the advantages and contributions of the graph neural network learning model,
many aspects this model are still imperfect, there are many feature works could
be attempted to improve model’s performance on median genome generation and
efficiency on phylogenetic tree construction.
Currently, the graph neural network learning model only takes relations between
gene pairs in the form of graph adjacency matrix into consideration. Learning model
convolution edge adjacency into node features and then decode the target graph
according to these features. Some kinds of information in a 3-genome graph, such
as the connection attributes, edge weights, gene features and so on, are not included
in the convolution process. For example, connection attributes could mark out one
edge comes out from which genome, edge weights could define which connection is
more likely to break, gene features could include gene properties beside its position
in a genome. If these kinds information are added into the learning model, it could
be able to affect the model’s performance.
The possible genome length could be processed by the learning model are limited
by many aspects, which is an important weak point of this model to be improved in
future. Since long genomes couldn’t be used to train a learning model because of high
requirement of computing resources and exceptionally long training time. Although a
median genome could be generated from long genomes with a learning model trained
with short genomes, some gene arrangement events that covers long distances in a
genome couldn’t be figured out and the quality of generated median genome will be
cut down. In order to lift the limitation of genome length, graph learning model
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that requires low computing resources should be developed. Another solution to this
problem could be that generate some short genomes which simulate the long range
genome rearrangements with discontinuous gene indexes. Or define a learning model
which could prepossess genomes with different length into an identified size data
structure to learn gene rearrangement patterns in long genome.
The algorithm used in this dissertation to translate probability matrix into genome
sequence could generate a candidate median genome, however the converted genome
sequences couldn’t be authenticated to be the best one from the probability matrix.
Further more, the computation complexity of this algorithm is O(n3 logn), it will be
slow down when genome becomes longer. Future works could be focus on reducing
the complexity of this algorithm and figuring out how to guarantee the generated
median genome is the best from the probability matrix.
Although the graph neural network learning model could generate accurate median genome in a short time, the computation time of phylogenetic tree construction
is still high because there are too many genome circular orders and tree topology
structures need to be evaluated by GRAPPA framework. If it is possible to build up
a model that could predict the connection strength of genome pair based on genome
sequences, a graph clustering model could be defined to dynamically generate phylogenetic tree from genome sequences directly and doesn’t need to predefined tree
topology structure. Further research works are necessary to fulfil these models.
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