where it is understood that W 2 (a h â 2 ) = S W 2 (a h a r ).
r*2
We shall assume that WCa^^O for all j.
We also define the conditional probabilities P k (a si 
^K)
To simplify the notation we shall use a without a subscript to denote a chosen and then fixed ay. We now established the following, almost trivial, formula 
and formula (2) follows at once if one also notices that
In view of the definition (1) of conditional probabilities it is sufficient to prove that
Using (2) we obtain
where from now on we shall use the abbreviation
Since Wn+is=w w+ 2 and the w's are non-negative we deduce that lim n^o o^w exists and hence lim O n+ i -w n+2 ) = 0.
n-»op
This together with (5) implies (4) and hence (3). The interpretation of (3) is almost immediate. In fact, Pfc42(a| â, • • • , â, a) is the probability that if the "state" a was observed at the beginning, then it will be observed again, for the first time, after k + 1 steps. Consequently,
is the probability that if a was observed at the beginning it will eventually be observed again (the events of observing a for the first time after 1, 2, 3, • • • steps are obviously mutually exclusive).
Theorem 1 can thus be restated as follows: with probability 1 each state is bound to recur. This is the "statistical" version of the "Wiederkehrsatz" and it will be seen in the next section that it implies the classical "Wiederkehrsatz."
If we think of the random variable x n as being associated with the observation of the system at time nr we can define the mean recurrence time of the state a as
/b=0
This is the statistical analogue of Poincaré's cycle. In this connection we have the following theorem.
It will be evident from the proof that (7) is also necessary for the validity of (8).
It is sufficient to prove that
Using (2) we have
(n + l)w» -raw w +i = w(w n -w n+ i) + w n and since we have assumed that w n ->0 it is sujfïicient to prove that lim n(w n -w n +i) = 0.
Since the partial sums of (9) form a nondecreasing sequence it follows that n(w n -w n+ i) -\-w n is a nonincreasing sequence. Since furthermore its terms are non-negative we deduce that lim {n(w n -Wn+i) + w w } n->oo exists. Moreover, lim nH>00 ze> n exists (this is true regardless of the assumption (7)) and hence lim n _»<"?*(w n --w n +i) exists. Now, the series of non-negative terms 00 X) (w" -w n +i) converges (since lim^eoWn exists) and hence (since lim n ^wn(w n -w n +i) exists)
lim n(w n -w n +i) = 0.
n-*oo
This completes the proof of (8).
3. The classical formulations. Let Q be a set in which a Lebesque measures has been established, and assume for the sake of simplicity that the measure of 0 is 1. Let co denote an element of 0 and let T be a one-to-one measure-preserving transformation of A into itself. Let furthermore A be a measurable subset of £2. The classical "Wiederkehrsatz" can now be stated as follows: Note that T$^+ 2 (l, 0, • • • , 0, 1) is nothing but the measure of the set of those co in A which return to A for the first time after k + 1 steps (that is, T k+1 oe is the first iteration to fall into A), Formula (4) thus asserts that the measure of the set of those co which eventually return to A is equal to the measure of A, and this is equivalent to the statement of Theorem 1'. It should be emphasized that if we were to rewrite the proof of Theorem 1 in the terminology of Theorem 1 ' the resulting proof would not differ essentially from the orthodox one. 3 We are led to a more interesting situation in trying to reformulate Theorem 2. The interest lies in the fact that condition (7) is essentially equivalent to the condition that T is metrically transitive.
For co£-4 let n(oe) denote the first w^l for which T n o)£:A. Thus n(oe) is the Poincaré cycle of co relative to the set A. We have now the following theorem. which is more reminiscent of (8).
It is clear that all one has to prove is that metric transitivity of T implies condition (7) which in the present terminology can be written as lim f n (1 -f(T k o>)W = 0.
n~»oo J ft fc^o
Let B denote the set whose characteristic function is na-/(2*«)).
We must prove that \B\ = 0. Consider the sets T n B. Since the characteristic function of T n B is
f[ (i -/(ry>)
k-n we see that the sets T n B form a nondescending sequence of sets all of which include B Moreover, | T n B\ =\B\. Let the set C be the limit of the sets T n B 1 that is,
n-»oo
Clearly TC-C and hence, by metric transitivity, | C\ is either 0 or 1, Since \c\ =|S| we have that either |B| =0 or \B\ = 1. If |S| =1 then noticing that B is contained in the complement of A we would have | A| =0, contrary to the assumption. Hence |2?| =0 and the proof of Theorem 2' is completed. An even shorter proof of the fact that \B\ =0 can be given by appealing to BirkhofFs ergodic theorem. In fact, this theorem asserts (T being metrically transitive) that for almost all o) we have we can replace (again in the limit as n->oo) the ratio k n (â)/l n (a) by
-W(a)

Wtfaa)
Smoluchowski considered the process of replacing limits of frequencies by probabilities as self-evident. Actually he tacitly assumed the validity of certain laws of large numbers. Fortunately, Smoluchowski applied his definition mainly to the process of fluctuations of concentration for which the necessary laws of large numbers can easily be established.
Smoluchowski's definition can be also introduced in an "a priori" fashion by setting It can then be shown using (2) and (7) that
W 2 (à, a) It is well to point out that in accepting this definition we agree not to count as a recurrence the event when a state is followed by itself.
By giving an "a priori" definition we have not eliminated the necessity for laws of large numbers. In facts, laws of large numbers are indispensable whenever we want to check predictions based on "a priori" results through calculations performed on actual sequences of observations.
The advantage of Smoluchowski's definition can be best appreciated if we consider the situation in which the random variables x n are derived from a continuous stochastic process x(t). In fact, in most applications x n = x{nr).
In many cases the limit, as r approaches 0, of W 2 (a, a) exists and is different from 0 (note that now Wi{a, a) depends on r). Thus it is often possible to define the mean recurrence time in the limit as observations are taken continuously.
If we use the definition of §2 we always get in the limit as r-»0 the trivial answer 0. The reason for this is quite obvious, inasmuch as for small r the probability of a state being followed by itself is very close to 1 and consequently too much weight is attached to what after all is only a fake recurrence.
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