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Abstract-Chaotic motions of non-linear dynamical systems are decomposed into mean components and 
fluctuations. The approach is based upon the concept that the fluctuations driven by the instability of the 
original (unperturbed) motion grow until a new stable state is approached. The Reynolds-type equations 
written for continuous as well as for finite-degrees-of-freedom dynamical systems are closed by using this 
stabilization principle. The theory is applied to conservative systems, to strange attractors and to turbulent 
motions. 
1. INTRODUCTION 
The interest in the problem of chaos and unpredictability in classical dynamics arose more than a 
hundred years ago in connection with the closure problem in turbulence theory, and has been 
emphasized by recent progress in dynamical systems theory, especially, after the discovery of strange 
attractors [I]. 
As shown by physical and numerical experiments, a complete description of chaotic motions is 
impractical since such motions are sensitive to small errors in initial conditions, and therefore, are 
non-reproducible no matter how precisely the experiment is repeated. However, the most striking 
characteristic of chaotic motions is the stability of certain averaged quantities, such as the mean 
velocity field of a turbulent motion. Indeed, despite the fact that the velocity at each particular 
point of a turbulent flow is unstable and unpredictable, the mean velocity profiles are usually stable 
and reproducible, while small changes in the Reynolds number lead to correspondingly small 
changes in these profiles. The same property can be found in strange attractors where each 
particular trajectory is not reproducible, but the global structure of the attractor is stable no matter 
how many times the experiment is repeated. Such a structural stability is also found in conservative 
systems whose chaotic motions are caused by the global exponential instability [2]. 
In view of these ideas it is reasonable to express the original mathematical models in terms of 
stable and reproducible quantities of chaotic motions. Practically the first step in this direction was 
made by Reynolds, who decomposed the velocity field in the Navier-Stokes equations into the 
mean and fluctuation components. After the averaging procedure he arrived at a new mathematical 
model which is expressed via averaged parameters: the mean velocity vector and the second rank 
tensor of the Reynolds stresses. As shown by physical experiments, these parameters are reproducible 
and, therefore, appropriate for describing turbulence. However, the Reynolds decomposition raises 
a formal mathematical problem: the Reynolds equations are not closed since they contain six 
additional unknowns-the Reynolds stresses. But before discussing the closure problem let us turn 
to the mathematical aspects of the Reynolds decomposition. 
It is a well-established fact that from a formal mathematical viewpoint the concept of stability, 
and consequently, the concept of chaos, are related to a certain class of functions. This means that 
the same physical phenomenon being described by different mathematical tools may be stable or 
unstable, in the same way that a sequence of elements may converge in one space and diverge in 
another depending on how the distance between these elements is defined. In other words, the 
concepts of stability and chaos are attributes of a mathematical model rather than of a physical 
phenomenon. 
Let us recall now that Newtonian dynamics is based upon the class of smooth (or piecewise 
smooth) functions which are differentiable “as many times as necessary”, while chaotic motions are 
usually characterized by functions with fractal dimension. This discrepancy leads to instability of 
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classical models in the domain of chaotic motions. In order to eliminate such instability one has 
to adjust classical models by incorporating more general structures in them, i.e. by enlarging the 
class of functions upon which they are based. Such an adjustment was made by Reynolds, who 
incorporated a microstructure into the smooth vector velocity field. The next logical step in this 
procedure is to select the microstructure in such a way that the original instability of the solutions 
is eliminated in the new class of functions. In other words, one has to find such a “feedback” 
between the averaged quantities-the mean velocity and the Reynolds stresses-which stabilizes 
their motions. This is a mathematical interpretation of the stabilization principle which effects the 
closure problem for the Reynolds equations. A physical interpretation of the stabilization principle, 
introduced and discussed in Ref. [3], is as follows: in an unstable laminar flow small velocity 
fluctuations driven by the same mechanism of instability grow until a new stable state is approached, 
while the stability is considered with respect o the averaged quantities (the mean velocity and the 
Reynolds stresses), i.e. it is related to a new (enlarged) class of functions. 
The meaningfulness of the stabilization principle was illustrated in Ref. [3] where the turbulent 
motion generated by a tangential discontinuity of the velocity field was described. In this study the 
equations of continuum mechanics and classical dynamics will be represented in Reynolds form, 
and in the domains of chaos these equations will be closed using the stabilization principle. 
2. LAGRANGIAN TURBULENCE IN CONTINUA 
One of the possible types of chaos in continua is associated with Lagrangian turbulence i.e. with 
instability of individualized particles in actual space. Criteria for the onset of such a chaos are 
derived in Ref. [4]. As shown there, chaos in elasticity occurs if at least one principal value, say 
#, of the elastic stress deviator ~7 is negative, while its absolute value is greater than the local shear 
modulus G: 
1 aoij #< _G= ---, 
2 dcij 
i #j, 
in which &ij are the strains. Under this condition, solutions to the governing equation 
2 
p~=v.*-VP, 
in which p, u and p are density, displacement and pressure, respectively, attain terms such as 
ij = -!- [exp(j.,J~)t] sin &Xi, 
i.: 
2, + co, 
which become unbounded within a finite time period despite the fact that the initial value of 
equation (3) is infinitesimal (Hadamard instability). Hence, the total solutions become non- 
differentiable (within the framework of a finite scale of observation 6 > l/&). 
Practically this effect can be observed in soft shells or membranes where the through-the- 
thickness shear modulus is small in comparison to in-plane stresses (wrinkling phenomenon [4,5], 
Fig. 1). 
In order to describe the post-instability behavior of the elastic continuum we will seek the 
Fig. 1 
solution to equation 
to the velocity field: 
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(2) in the enlarged class of functions by applying the Reynolds decomposition 
ro+‘! 
ci = ci + t’. 
1 
L) while Ci = t. 
I 
ri dt. (4) 
’ 0 
The modified momentum equation can be written in the form (2) if one includes the Reynolds 
stresses 6: 
pg = V.(o + 6) - vp. (5) 
Now according to the stabilization principle the additional unknowns 8’j must be coupled with 
the rest variables such that they suppress the original instability down to the neutral stability. This 
can be done by eliminating the inequality in condition (1): 
~~+~.$+oij=o, i#j, 
‘I lJ 
(6) 
while those stresses 
must be zero: 
The first term in 
Cm” which are not involved in the stabilization procedure, i.e. in equation (6), 
c7 -mn = 0. (7) 
equation (6) can be interpreted as an additional (dynamical) shear modulus 
which restores the elastic stability due to fluctuation velocity field. 
Thus, equation (5) together with equations (6) and (7) defines the mean motion of an elastic 
continuum in the domain of the Lagrangian turbulence. (Models which define not only the mean 
motion, but complete sets of the Reynolds stresses as well as higher order velocity correlations will 
be introduced in Section 5.) 
As shown in Ref. [2], a criterion for chaos in the form of Lagrangian turbulence for viscous flow 
can be obtained from condition (1) by setting G = 0 and assuming that crij are the viscous stress 
deviators. Hence, the closure (6) in this case reduces to 
!Z$+gii=o, j#j, 
LJ 
(8) 
while equations (5) and (7) remain formally the same. 
3. CHAOS ON STRANGE ATTRACTORS 
In the spirit of Reynolds’ ideas, in this item we will represent a strange attractor by the aggregate 
of properly weighted periodic orbits using the stabilization principle. 
Motion decomposition 
Let us consider the following dynamical system: 
ii = aj_+  bj,xjxm, i= 1,2 ,..., n, 
in which the variables xi are functions of time t, while aj and bj, are constants. 
In the case of a limit cycle the motion repeats itself during each period of time T: 
(9) 
x’(t + kT) = x’(t), k = 1,2 ,..., etc., T < CD. (10) 
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On the contrary, on a strange attractor there is no finite number T such that equality (10) holds, 
and therefore, x’(r + kT) is a function of k. Concentrating on the last case and following the 
Reynolds velocity decomposition in his theory of turbulence, we will introduce the mean motion 
x’(t) = ; ,$ x’(t + kT), k -+ oo, 
1-O 
and the fluctuations 
Z’(t, k) = x’(t + kT) - xi. (12) 
After substituting equation (12) in equations (9) and averaging the result, as shown in equation 
(11) one arrives at the Reynolds-type equations: 
,$ = a$’ + bj, 2~~ + bj,xJp, i= 1,2 ,..., n, (13) 
with the additional terms bf,,,Zj%” representing the Reynolds stresses. 
The ciosure problem 
Because of additional unknowns _?p in equations (13) the closure problem arises. As in the 
theory of turbulence, we will seek additional coupling between the mean motion and the fluctuations: 
(14) 
based upon the stabilization principle the application of which will be clarified below. 
Firstly, we recall that the solutions to equations (9) are chaotic, and consequently, some of the 
Lyapunov exponents of equations (9) are positive: 
i.,‘>O, m=l,2 ,..., S. (15) 
Secondly, we are looking for a decomposition (12) in which the mean motion is periodic, rather 
than chaotic. Hence, the fluctuations should be coupled with the mean motion such that all positive 
Lyapunov exponents become zero, while the rest of the exponents are unchanged. Indeed, in this 
case the mean motion is a regular motion which is the “closest” to the original chaotic motion. 
Since the Lyapunov exponents for the system (13,14) depend on the “feedback” coefficients a{*, 
a{: etc., the closure can now be formulated as follows: 
;.‘(a:“, a{;, . .) = 0, i = 1,2 ,..., S+, 
i.P(a{m, a{,“, . .) = i.p(O, 0,. . .), i = 1,2,. . , So, (16) 
1.; (a{“, a{:, . . ) = i.;(O,O ,... ), i = I,2 ,..., S-, I 
in which I.+ ,A0 and I.- are positive, zero and negative Lyapunov exponents, respectively. Obviously, 
those coefficients a:‘” which do not appear in equation (16), must be zero. 
Thus, the system (13, 14, 16) is closed. It defines the regular mean motion and fluctuations which 
represent he original chaotic motion. Since all the Lyapunov exponents for this system are not 
positive, the solution is stable and predictable in the sense that small changes in the initial conditions 
cause small changes in both the mean motion and the fluctuations. 
In the next subsection the application of this approach to the Rossler and Lorenz strange 
attractors is illustrated. 
Closure formulation for strange attractors 
We will start with the Rossler attractor generated by the following set of equations [6]: 
Ti+Y+Z=O, (17) 
Y-x-1/5Y=O (18) 
Representation of chaos with application to turbulence 603 
and 
2 - l/5 7 Z(X - p) = 0. (19) 
The strange attractor here appears for ~1 > po, while p0 = 4.2 can be associated with the neutral 
stability. Averaging equations (17)-(19) as shown in equation (1 l), one obtains 
it+ P+Z=O, (20) 
P- _z - l/SF = 0 (21) 
and 
i - l/5 - Z(X - ; > /&J - xz = 0, (22) 
in whigh X, 7, Z are the mean values, and z is the only fluctuation appearing in the system, 
while p > ,+. 
According to the stabilization principle, the fluctuation Xz should be selected such that the 
original instability is suppressed own to a neutral stability. This can be achieved if 
-- 
z’ - l/5 - Z(X - ;, - xz = i - l/5 - Z((R - PO), 
i.e. if 
zx = (; - p&T (23) 
Equation (23) effects the closure of equations (20)-(22), acting as a stabilizing feedback which 
couples the fluctuations and the mean motion. 
Thus, the system (17)-(19) at p = p. defines the mean component of the chaotic motion. In 
Section 5 we will introduce more complex models which will define not only the mean motion, but 
also a complete set of higher order correlations. 
A similar closure can be obtained for the Lorenz attractor [6]: 
s = -ax + OY, L= -XZ+rX-Y, i = XY - bZ; (24) 
where instead of equation (23) one arrives at 
ZX = (r - rO)X, (25) 
in which r0 = 24.06 corresponds to a state of neutral stability. In both cases the closures define 
explicitly only the ZX fluctuation. 
Probabilistic interpretation 
The representation of chaotic motions introduced above can be reinterpreted in terms of statistical 
mechanics. Indeed, adopting the ergodic hypothesis one can consider the chaotic motion as a 
random process. The 2 in equation (11) is identified with the mean value, and the fluctuations _I- 
x’xJ, x’xJxm etc. are identified with correlation functions characterizing the probability distribution. 
Hence, the stabilization principle allows us to relate the probabilistic characteristics of the chaotic 
motion as a random process and the original dynamical model. 
4. CHAOS IN CONSERVATIVE SYSTEMS 
There are at least two kinds of situations in which solutions to equations of analytical mechanics 
exhibit chaotic behavior. The first corresponds to PoincarC catastrophe, in which non-linear 
1111 9:8-c 
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resonances play a key role. The second is characterized by orbital instability and mixing of 
trajectories of the representative particle in a specially selected configuration space. In this section 
the analysis will concentrate on the latter [5,7]. The guiding principles for this type of chaos can 
be adopted from the orbital instability of an inertial motion of a particle M on a smooth surface 
S having a constant negative Gaussian curvature GO, Fig. 2. Remembering that trajectories of 
inertial motions must be geodesics of S, let us compare twb different trajectories assuming that 
initially they are parallel and that the distance between them, .sO, is very small. Then the distance 
between such geodesics will exponentially increase with time t: 
6 = EOW%~)t, Go -C 0. (26) 
If L is the accuracy to which eO is known, then these two trajectories, which cannot be 
distinguished for the time period 
----ln4 
1 
f - fo = 1-1 Eo’ 
will exponentially diverge. Hence, for r >> to, the solutions with “almost” the same initial conditions 
will fill up all the spacing between these trajectories. In other words solutions attain random 
properties and are characterized by positive Lyapunov exponents. For non-inertial motions the 
trajectories will deviate from the geodesics, and the rate of their deviation is characterized by the 
geodesic curvature x defined by the force field Q. As shown in Ref. [8], if the force field has a 
potential II, then the same exponential divergence of the solutions as in equation (26) occurs under 
the following condition: 
a2n 
2WG+- 
afaqn 
vmvn < 0, (27) 
in which W is the kinetic energy of the particle, q” are its Gaussian coordinates and ivrn is the 
principle normal to the trajectory. In analytical mechanics this exponential divergence of trajectories 
is associated with orbital instability [S]. 
The results described above relate to motions of a particle on a smooth surface. However, they 
can be generalized to motions of any finite-degree-of-freedom echanical systems by using the 
concept of configuration space: if a mechanical system has N generalized coordinates qi and is 
characterized by the kinetic energy W = Uij4”, then the configuration space is introduced as an N- 
dimensional space with the metric tensor gij = Uij and the motion of the system is represented by 
the motion of a unit-mass particle in the configuration space. Hence, all the results obtained for a 
particle can be easily reformulated for a mechanical system. 
As shown in Ref. [7], the motions of a mechanical system are chaotic if this system is orbitally 
G=Go<O 
v= IYI-COn5t 
6 = 60 exp J=qt 
div r>O 
Fig. 2 
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unstable. Consequently, condition (27) can be utilized as a criterion for chaos for conservative 
systems. 
Thus, under condition (27) solutions to the-governing equations describing multi-body dynamics, 
q + r;,~k~m = Qs, Q" = -$ (28) 
in which r;, are the connection coefficiencies expressed via the metric tensor Uij by means of the 
Christoffel symbols, are chaotic. 
As in the previous section, we will introduce the velocity decomposition (11,12) in order to 
predict the mean periodic motion of the system. The modified momentum equation will include 
the Reynolds-type forces p: 
4”+r;,qkqm=p+& &‘= _r;,41f4mz _g. 
Applying the stabilization principle, one should couple the additional unknowns p” with the rest 
variables such that they suppress the original instability [caused by inequality (27)] down to the 
neutral instability, i.e. the closure to equation (29) is formulated as 
aTl a*n aR 
aqmaqn VmV” + aqmaqn -v”‘v”+2WG=O, -=& 84s 
(30) 
while those forces Q’X which are not involved in equation (30) must be zero. 
Thus, equations (29) and (30) form a closed system, which defines the mean periodic motion of 
a conservative system in the domain of chaos. More complex models which define higher order 
velocity correlations will be discussed in the next subsection. 
Example: bending oscillations of a rotating rod 
Let us consider a rotating structure carrying a pin-ended rod AB simply supported, as shown 
in Fig. 3. Assuming that the rotation is not controlled, and therefore, the structure is conservative, 
we will analyze the dynamical interaction between the rigid rotation and one of the in-plane 
bending modes of the rod. Thus, we will introduce two-dimensional configuration subspaces with 
the coordinates q1 and qt.,. where 
q1 =$, q&=ug), n= 12 , ,... etc. (31) 
w 
n 
i ** 
I 
B 
0 
Fig. 3 
606 M. ZAK 
Here 4 is the angle of rotation, and a$” is the maximum transverse deflection of the rod AB, while 
the in-plane nth bending mode under consideration is presented as 
~(“1 = u$‘sin 7Ln x, 
1 
n = I,2 ,... etc., (32) 
in which x is the coordinate along the rod and I is the rod length. The contribution of the 
coordinates q1 and q2 to the kinetic energy of the system is expressed as 
w=;p u2d;’ + ti2 + 2(R - x)&j + c$’ R(I - x) - ;(12 - x2) 1 d2 
+ cj2(R - x)~ dx, R > 1, 
I 
in which p is the rod density, R is the radius of rotation of the point A and w’ = dujdx. 
The potential energy of the system depends only on the bending modes: 
EI is the flexural rigidity 
The metric coefficients 
7r4n4 
UC-- 
413 
EI ub”)2, ‘. ‘l-I2 te.-=$EI; 
dq*aq* 
of the rod. 
defined by equation (33) are 
.,,=p{RI(R-I)+;+u;[;+r(R-;I)]}. 
, a22 = d, 
while the Gaussian curvature, calculated using the coefficients aij, is [7]: 
q,, = - +J4 Cl21 
(33) 
(34) 
(35) 
+ 7r2n2(3R - 21)] < 0. (36) 
Let us assume that the undisturbed motion of the system is characterized by no deflections and 
constant rotation: 
u = 0, 4 = w = const at t = 0. 
Then the undisturbed kinetic energy of the system follows from equation (33): 
(37) 
W=;p 
The unit tangent to the undisturbed trajectory is defined by its contravariant components: 
i dq’ 1 
ie r2=0 5=x=, . . 
(38) 
(39) 
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The contravariant components of the unit normal to the undistributed 
the following conditions: 
a, 1T1V1 + 42(T1V2 + T’V’) + 422T2V2 = 0; 
whence 
1 1 v2v2 = - = - 
az2 d’ 
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trajectory are found from 
(40) 
(41) 
Substituting equations (38) (36), (34) and (41) into inequality (27), one arrives at the conditions 
for chaotic bending oscillations of the rotating rod: 
(42) 
As follows from this condition, lower modes are more sensitive to chaotic instability than higher 
modes since the r.h.s. of inequality (42) grows faster than the 1.h.s. when n increases. 
It should be emphasized that condition (42) was derived for small deflections of the rod and, 
therefore, the applications of this condition can be justified if all the deflections are bounded by 
arresting devices, so that 
lu”ol << 1. (43) 
Under this restriction, the mean motion will be sufficiently close to the undisturbed motion and, 
therefore, equations (38), (36), (34) and (41) can be substituted into the closure (30) which defines 
the Reynolds force (2’ and the potential if: 
a217 -= 
aq2aq2 
A, 0’ = -?!! = -Aq2, 
842 
in which 
(44) 
(45) 
For finite detlections the mean motion does not necessarily coincide with the undisturbed motion, 
and therefore, equations (29) and (30) are coupled. 
5. HIGHER ORDER APPROXIMATIONS 
As shown in the theory of turbulence, The Reynolds decomposition of the velocity field generates 
not only pair velocity correlations u’;i; but also velocity correlations of higher orders, such as triple 
correlations &&?, quadruple correlations v’DJu~u~ etc. The same is true for decomposition (11,12). 
Indeed, multiplying equations (9) by xk and averaging and combining the results, one obtain the 
governing equations for the pair correlations !??: 
&r = aj ?!? + ai XT + bj,,, (xkxJxm + X-X; + x-2) 
+ bj, (x’xix” + Xi;;~ + XixI”X7), 
which contain nine additional triple correlations m. 
(46) 
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Similar equations for the triple correlations will contain all the quadruple correlations etc. In 
general, one arrives at an infinite hierarchy of equations which are open, since any first N equations 
relate (N + 1) correlations. 
From this viewpoint all the closures discussed above can be considered as first-order approxi- 
mations which defined only the mean components of the chaotic motions. In order to define both 
the mean motion and the four correlations one should consider the Reynolds equations (13) together 
with equations (46). In this case the evolution of the four correlations is already prescribed by 
equations (46), and consequently, the stabilizing feedback must now couple the triple correlations 
with the mean and pair correlation components: 
li5P = F(P, xlxm). (47) 
The system (13, 46, 47) will define periodic mean and pair correlation components. It is possible 
that the mean components may be different from those found before (in the same way in which 
the second-order approximation may be different from the first-order one). 
The higher order approximations can be introduced using the same procedure. 
6. GENERALIZED MODELS 
In order to describe all the peculiarities of chaotic motions one should incorporate a certain 
microstructure into the corresponding mathematical models. The simplest type of such a micro- 
structure was introduced by the Reynolds equations discussed above. Since the stabilization 
principle allows one to close the governing equations, no matter how many additional unknowns 
are required for an enlarged model, we will consider below more complex microstructures. 
Quasiperiodic attractor 
The Reynolds decomposition (12) applied to equations (9) introduced a mean component (11) as 
an attracting periodic orbit (limit cycle). However, a limit cycle is not the only possible non-chaotic 
attractor. In more general cases, an attracting orbit can be quasiperiodic; it is represented by a 
collection of k periodic motions with periods Ti, T,, . . . , & (without rational relations between 7;). 
In this connection it should be mentioned that a quasiperiodic mean motion would be a better 
approximation for the Rossler and Lorenz attractors, discussed in Section 3, than a limit cycle. 
For simplicity, we consider here a mean motion with only two non-commensurating periods Tl 
and T2. 
Turning to equations (9) we represent he solutions in the domain of chaos as a double periodic 
mean motion and fluctuations. Hence, instead of equations (11) and (12), one obtains 
x’(t + k,T,,t + k2T2) = 2; + 2; + Z’(t + k,T,,t + k2T2), k, -+ cqk, + CC, (48) 
in which 
Z’(t) = $$ Xi, ki, k, -+ CO. 
1 
Since T, and T, are non-commensurating numbers, 
(50) 
Substituting equation (48) into equations (9), then averaging the results within the periods Tl and 
T,, respectively, and taking into account equations (50), one arrives at generalized Reynolds 
equations instead of equations (13): 
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Thus, there are two types of unknown Reynolds “stresses”, x?xm and 2xX. As in the case of 
equations (13), they must be found from the stabilization principle [see equations (14)-(16)]. 
Multiscale model 
Another way of generalizing the Reynolds equations is inspired by the fact that most chaotic 
motions exhibit fractal properties in actual or phase spaces. 
In order to describe these properties one can incorporate self-similar structures into the Navier- 
Stokes equations using the following velocity decomposition: 
v = v + i, + f2 + . . . . + t,, n + 00, (52) 
in which 
1 = =1 vi = _ 
s TO 
vi dt, 
1 3; = - 
T s 
vi dt, vi dt, 
1 0 
(53) 
while 
TN T, >> T2 D . . . >> T,, n + oo. (54) 
Here V and ti are the mean and fluctuation velocities over the period T, ff and $ are the mean 
and fluctuation velocities over the period T, etc. 
As follows from expression (54), 
Applying the same decomposition (52) for pressure p, then substituting the velocity and the pressure 
decompositions into the Navier-Stokes equation, 
dV 
r + vvv = -vp + vv2v (56) 
in which \’ is the kinematic viscosity, and averaging it successively over the periods (54), one obtains 
sv 
;r + VVV + ~ ViVVi = -V~ f VV2V 
i=l 
and 
- + 2(V + t,)Vi, + i vivvi = VjF, + vv%,. 
ai, 
St i=l 
(57) 
(58) 
This system of n Reynolds-type equations contains 6 x n Reynolds stresses from fluctuations of n 
different scales. As in previous cases, the stabilizing feedback coupling the Reynolds stresses and 
the mean velocity components can be found using the stabilization principle. 
7. COMPUTATIONAL STRATEGY 
As follows from the above, the closure, i.e. the stabilizing feedback between the Reynolds stresses 
and the mean components of the motion, can be written in the explicit form only if the criteria for 
the onset of chaos are formulated explicitly. Since such a situation is an exception rather than a 
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rule, we develop below a computational strategy which allows one to find the closure regardless 
of the complexity of the original equations. 
We will demonstrate this strategy using equations (9). The same strategy will be suitable for the 
Navier-Stokes equations, since after an appropriate discretization technique they reduce to the 
form (9). 
Turning to equations (13), which follow from equations (9) as a result of the Reynolds de- 
composition, let us linearize them with respect to the original (laminar) state XL: 
k = (a: + 2bj,&)Zj, with-=0 atxi=xi 0. (59) 
Introducing small laminar disturbances in the form 
X’ = 21 exp(i,t), (60) 
one arrives at a truncated analog of the Orr-Sommerfeld equations: 
j.O& = (a) + 2b$r)$, (61) 
where the local eigenvalues of equations (13) 
1.O = %;,A; )..., A.“, 
are the roots of the characteristic equation 
det(%O6j - aj - 2bj,,$;) = 0. (63) 
Applying the same procedure to the second-order Reynolds equations (46), one obtains. instead 
of equation (61), 
li”&. = (aj + 2bj,,,@? 
2 
(64) 
and, therefore, the local eigenvalues of equations (46) are twice as large as those for equations (13) 
i.e. instead of equation (60): 
x’x’ = -exp(2i.,t). (65) 
If the original laminar state I$, is unstable, i.e. there are $’ with positive real parts in equation 
(62), 
ae.Ay > 0, (66) 
then the pair correlations (65) will grow much faster than the mean motion disturbances (60) and 
one can assume that these correlations will be large enough to stabilize equations (13) while the 
mean motion wili remain sufficiently close to its original state ~?b. This property makes possible 
the following computational strategy. 
Let us seek a closure to equations (13) in the neighborhood of the original laminar state %b in 
the form 
in which Ci are to be found. 
(67) 
Representation of chaos with application to turbulence 611 
Substituting equation (67) into equations (13) and linearizing them with respect to the original 
laminar state ab, one obtains 
2’ = (af + 2bj,& + C$ij, (68) 
while the eigenvalues for this equation follows from 
&(lbj - aj - 2bf&’ - C$) = 0. (69) 
The sought coefficients Cj must be selected such that 
aei, = +& - pLfil). (70) 
Indeed, in this case all the positive real parts of the local eigenvalues causing the instability of the 
laminar flow become zero, while the rest of these eigenvalues remain unchanged. 
In order to find Cj from condition (70) we diagonalize the matrix 
aj + 2bj,$ = {Fij} 
such that 
8- ‘Fe = [ii,. . .) An]. 
Then the matrix of the sought coefficients 
Cj = (Cij} 
is found to be 
in which 
(71) 
(72) 
(73) 
(74) 
Substituting equation (74) into equation (68), one obtains a linearized governing equation for the 
turbulent motion at the very beginning of the transition from the laminar motion. Selecting a small 
time step At,, one can find the next state Xi,: 
xi;=xO+;oAt 1. (75) 
Repeating this procedure for xi, At,, xi, At etc. one arrives at the evolution of the turbulence. The 
process ends when the solution approaches a regular (static or periodic) attractor whose existence 
is assumed. 
8. CONCLUSION 
It has been demonstrated that chaos as well as turbulence are attributes of mathematical models. 
By expressing these models in terms of certain averaged quantities, i.e. by presenting the Newtonian 
dynamics in the Reynolds form and using the stabilization principle, the solu&ons in the domain 
of chaos can be represented in a stable and reproducible form. 
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