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Статья представляет собой продолжение исследований Больших Данных и инстрóментария, трансформирóемоãо в 
новое поêоление технолоãий и архитеêтóр платформ баз данных и хранилищ для интеллеêтóальноãо вывода. Рас-
смотрен ряд проãрессивных разработоê известных в мире ИТ-êомпаний. 
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Введение 
Появление Больших Данных (Big Data) — та 
отправная точêа, с êоторой началась трансфор-
мация инстрóментальной среды аналитиêи в 
решения, направленные на поддержêó соãла-
сованной обработêи информации ряда источ-
ниêов пóтем предоставления сервиса данных, 
затребованных аналитичесêим приложением. 
Êлючевой êритерий — моãóт ли аналитиче-
сêие выводы, направленные на поддержêó 
принятия решений, рассматриваться в êон-
теêсте Больших Данных, — есть именно соче-
тание широêоãо спеêтра типов данных с óче-
том нетрадиционных форматов [1, 7, 13–15, 
17]. Вместе с тем большие размеры наборов 
данных, их разнообразие и сложность вслед-
ствие нетрадиционных форматов, несопоста-
вимость 1,  êоротêий период аêтóальности не- 
                                                             
1 Несопоставимые данные — это данные, наêоплен-
ные по нестандартным методиêам. 
êоторых из них и разные требования обработ-
êи, моãóт привести ê невостребованности оã-
ромноãо êоличества наêопленной информа-
ции [27]. 
Преодолеть это препятствие и превратить 
информацию в аêтив с наиболее сóществен-
ными новыми поêазателями производитель-
ности и ценности информации — значит ре-
шить вопрос простоãо достóпа ê информации 
и возможность ее применения разными спо-
собами. Êонцепт лоãичесêоãо LDW 2-хранили-
ща (logical data warehouse) позволит анализиро-
вать и óправлять Большими Данными таê, что- 
                                                             
2 LDW — новая архитеêтóра óправления данными для 
аналитиêи, сочетающая сильные стороны традици-
онноãо хранилища с альтернативным óправлением 
данными и стратеãиями достóпа, имеет семь основ-
ных êомпонентов: óправление хранилищем; виртóали-
зация данных; распределенные процессы; óправле-
ние SLA; статистиêа аóдита и óслóãи по оценêе эф-
феêтивности, разрешение таêсономии и онтолоãии; 
óправление метаданными [23, 24, 26, 27, 30]. 
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бы единое предоставление разнообразных дан-
ных без их перемещения привело ê томó, что 
содержащаяся в них информация стала явной, 
достóпной и аêтóальной. Это один из новых 
перспеêтивных подходов ê хранилищам и 
óправлению аналитичесêими данными [23–
27, 30]. 
Этот подход соãласóется с высêазыванием 
IDC, определяющим методы обработêи Боль-
ших Данных êаê новое поêоление технолоãий 
и архитеêтóр, предназначенных для эêоно-
мичноãо извлечения выãоды из очень боль-
ших объемов различных данных, обеспечи-
вающих высоêóю сêорость съема, обнарóже-
ния и/или анализа [13, 14, 30]. 
Инфраструктурные решения  
Больших Данных 
Развивая темó [30] о тенденции формирова-
ния хранилищ данных для аналитиêи и стра-
теãии óправления различными информацион-
ными ресóрсами для предоставления эффеêтив-
ноãо достóпа ê ним, рассмотрим технолоãии, 
модели, методы и платформы аналитичесêоãо 
вывода. О неêоторых из них (массовые рас-
пределенные параллельные вычисления на 
êластерах, êолоночная (столбчатая) модель 
хранения данных) óже óпоминалось. Здесь 
óместно заметить, что óзêим местом аналити-
чесêих систем с подавляющим большинством 
операций чтение, извлечение данных с дисêов 
обычно — самая медленная часть запроса ê 
базе данных (БД). Êолоночные (column-store) 
БД, в сравнении с традиционными, позволя-
ют на аналоãичном оборóдовании полóчить 
прирост сêорости выполнения запросов от 
пяти–10 до 100 раз [28]. Вместе с тем они 
имеют недостатêи: плохо работают при тран-
заêционной наãрóзêе, медлительны в опера-
циях запись — запись часто осóществляется 
êрóпными блоêами (bulk load), — но очень хо-
роши для аналитичесêоãо достóпа ê большим 
наборам данных [29, 30]. 
Небезынтересно под этим óãлом зрения рас-
смотреть инфрастрóêтóрные решения с набо-
ром êлючевых технолоãий, положенных в ос-
новó Больших Данных и использóемых из-
вестными в мире ИТ-êомпаниями в новых раз-
работêах, ориентированных на задачи, в том 
числе расширенной, óãлóбленной аналитиêи. 
Распространенные промышленные системы 
хранения и обработêи Больших Данных и на-
правление дальнейшеãо их развития дано в 
[31], а в [23, 24] — приведена оценêа Gartner 3 
ряда из них о занимаемом положении в мире 
среди подобных себе. В [31] таêже предпринята 
попытêа êлассифиêации средств обработêи в 
виде трех ãрóпп: Быстрые Данные (Fast Data), 
Большая Аналитиêа (Big Analytics) и Ãлóбоêое 
Прониêновение (Deep Insight), т.е. способ-
ность ãлóбоêо прониêать в сóть, что позволи-
ло бы соотнести принятые технолоãии с ожи-
даемыми резóльтатами их обработêи. 
Технолоãии работы с Большими Данными 
реализóются êаê на специализированных ап-
паратно-проãраммных êомплеêсах (Greenplum 
Database, IBM Netezza, Vertica, Kdb, Teradata и 
др.), таê и в виде проãраммных сред, êаê пра-
вило, с отêрытым исходным êодом (напри-
мер, frameworks Hadoop, Hadoop YARN, Mahout, 
MapReduce, Spark, Spark-SQL, Storm, Tez), объе-
диняемых в системы обработêи данных и óс-
пешно работающие на стандартном сервер-
ном оборóдовании. В настоящем обзоре бóдóт 
рассмотрены неêоторые специализированные 
аппаратно-проãраммные системы хранения и 
обработêи из перечня [31] и проанализирова-
ны изменения инфрастрóêтóры, инстрóмен-
тальной среды и платформы для извлечения 
необходимой информации и новых знаний о 
Больших Данных [30]. Основное внимание 
óделено трансформации известной среды БД, 
СÓБД или хранилищ данных для интеллеêтó-
альноãо вывода, а начальные сведения о êон-
                                                             
3 Gartner, Inc. (NYSE: IT) — ведóщая мировая исследо-
вательсêая и êонсóльтационная êомпания. Предос-
тавляет стратеãичесêие реêомендации и проверен-
ные проãрессивные методы, способствóющие êли-
ентам преóспеть в решении важнейших приорите-
тов. Gartner имеет более 13 тыс. сотрóдниêов, обслó-
живающих êлиентов на 11 тыс. предприятий в 100 
странах. 
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êретном продóêте приведены в общей хараê-
теристиêе изделия. 
Специализированные  
аппаратно-программные  
решения 
Vertica. Общая хараêтеристиêа. Êолоночно-
ориентированная СÓБД предназначена для 
работы в ãоризонтально масштабирóемой сре-
де и основана на архитеêтóре с массовым па-
раллелизмом обработêи (Massively Parallel Proc-
essing — MPP), оптимизирована для записи [32]. 
Это позволяет при выполнении «тяжелых» ана-
литичесêих запросов решать аналитичесêие 
задачи в режиме, близêом ê реальномó време-
ни, работая с большими объемами стрóêтóри-
рованных данных. Обеспечивает праêтичесêи 
линейный прирост производительности в 
слóчае масштабирования от терабайт до пета-
байт и более данных, и при этом не нóждается 
в специализированных аппаратных решениях 
с использованием стандартной промышлен-
ной платформы x86. Поêолоночное хранение 
допóсêает возможность сильно êомпрессиро-
вать данные, таê êаê в одной êолонêе таблицы 
данные, êаê правило, однотипные. В Vertica 
применяется оптимизированная фóнêция 
хранения при запатентованной êомпрессии по 
столбцам, что дает возможность считывать с 
дисêов не всю запись, а тольêо нóжные поля, 
óчаствóющие в запросе. Для значительноãо 
óсêорения выполнения таêих запросов ó Ver-
tica дополнительно реализóются проеêции (pro-
jections) — оптимизированная êоллеêция êоло-
ноê таблицы, посредством êоторых можно 
описать дóблирóющие стрóêтóры хранения 
данных в виде нóжных полей таблиц со своей 
сеãментацией, сортировêой и, при необходи-
мости, ãрóппировêой полей, сохраняемых в од-
ном блоêе. Это позволяет определить различ-
ные типовые аналитичесêие запросы ê данным, 
и,  создав проеêции4,  выполнять  их достаточно 
                                                             
4 В общем слóчае на однó таблицó может быть не-
сêольêо проеêций. 
быстро (blazing-fast speed) — от 50 до 1000 раз 
быстрее, в сравнении с традиционными по-
строчными СÓБД, поêрывая весь спеêтр за-
просов любоãо óровня сложности [32–34]. Дан-
ные проеêций синхронно обновляются вместе с 
данными таблиц. Недостатоê таêоãо подхода — 
в дополнительных затратах на запись данных и 
хранение их избыточноãо объема. Однаêо при 
достаточном êоличестве типовых запросов по 
большим объемам данных проеêции оправды-
вают себя. 
Одновременная заãрóзêа из несêольêих ис-
точниêов данных чревата оãраничением на 
монопольнóю запись в таблицó, т.е. в один 
момент времени в таблицó может добавлять 
или изменять данные тольêо одна сессия. Ver-
tica использóет Write Optimized Store (WOS) — 
резидентнóю стрóêтóрó данных для их êратêо-
срочноãо хранения, размещаемóю в специ-
альной области оперативной памяти, êоторая 
позволяет выполнять заãрóзêó сессиям с под-
тверждением транзаêции без ожидания оêон-
чания работ по распределению и переносó 
данных на дисê [34]. Помимо сêорости встав-
êи данных, óлóчшается и êачество их хране-
ния в базе — по мере заполнения новыми 
данными от сессий, WOS их собирает, сеãмен-
тирóет, сортирóет и записывает в базó данных, 
снижая их дефраãментацию, неизбежнóю при 
большом êоличестве вставоê данных множе-
ством сессий [33, 34]. 
Новое в технолоãиях обработêи. Для работы 
с наêопленными данными Vertica снабжена 
стандартным SQL-интерфейсом (ANSI SQL-
99), имеющим расширения для работы с ана-
литичесêими запросами. С версии 7.0 HP Ver-
tica Analytics Platform интеãрировала в свою 
платформó эêосистемó продóêтов 5, состоя-
щóю из Apache Hadoop и ряда дополнительных 
модóлей, что позволило ей создать специаль-
нóю область хранения и обработêи нестрóêтó-
рированных данных — Flex Zone, основаннóю 
на технолоãиях ãибêих (flex or flexible) таблиц 
                                                             
5 Таêие êомпании êаê Cloudera, Hortonworks и MapR 
предоставляют êоммерчесêие óслóãи по поддержêе 
инфрастрóêтóры Hadoop. 
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[35]. Данные моãóт иметь неêоторóю стрóêтó-
рó (например, JSON 6 и файлы данных с разде-
лителями, например, файл с расширением 
CSV 7), быть полóстрóêтóрированными или 
строãо стрóêтóрированными, но методом, о 
êотором пользователю либо не известно, либо 
ó неãо нет соответствóющеãо инстрóментария. 
Термин ãибêие таблицы использóется для ох-
вата данных таêоãо рода. 
Flex Tables 8 и связанные с ними фóнêции 
хранения и óправления нестрóêтóрированными 
данными использóются для выполнения сле-
дóющих задач: создание ãибêих таблиц, заãрóзêа 
в них данных, применение стандартных SQL-
запросов для извлечения данных из ãибêих таб-
лиц. Таблицы Alter flex слóжат для добавления 
реãóлярных (материализованных) столбцов для 
интересóющих данных и создания ãибридной 
таблицы, содержащей êаê нестрóêтóрирован-
ные, таê и стрóêтóрированные данные. 
Использование ãибридных ãибêих таблиц 
приводит ê аналоãичной производительности 
для обычных êолоночных таблиц HP Vertica. 
Однаêо обработêа внешней таблицы происхо-
дит значительно медленнее, чем внóтренней 
HP Vertica. Поэтомó внешние таблицы ис-
пользóются тольêо для нереãóлярных запросов 
(например, ежедневных отчетов) [35]. 
Обработêó данных осóществляют совместно 
Apache Hadoop и HP Vertica. Их êлючевое раз-
личие — это тип данных, с êоторыми они ра-
ботают лóчше всеãо. Hadoop — проãраммная 
платформа для выполнения распределенной 
обработêи данных — подходит для задач, свя-
занных с нестрóêтóрированными данными, 
таêими êаê êонтент на естественном языêе. 
                                                             
6 JSON (JavaScript Object Notation) — теêстовый формат 
обмена данными широêо принят разработчиêами 
веб-приложений. В сравнении с XML он леãче в чте-
нии и написании для людей и проще для анализа и 
ãенерации для ЭВМ. 
7 CSV (comma-separated values — значения, разделённые 
запятыми) — теêстовый формат, предназначенный для 
представления табличных данных. 
8 Understanding Flex Tables — https://my.vertica. com/ 
docs/7.0.x/HTML/Content/Authoring/FlexTables/Under-
standing FlexTables.htm 
HP Vertica работает со стрóêтóрированными 
данными, заãрóженными в таблицы БД. При-
менение этих двóх платформ одновременно 
позволяет воспользоваться преимóществами 
êаждой из них. Например, можно порóчить 
Hadoop MapReduce извлечение и обработêó 
êлючевых слов из массы нестрóêтóрирован-
ных теêстовых сообщений с сайта социальной 
сети, превращение материала в стрóêтóриро-
ванные данные и затем заãрóзêó их в БД HP 
Vertica. После заãрóзêи можно выполнять 
множество различных аналитичесêих запро-
сов по данным значительно быстрее, чем в 
слóчае использования тольêо Hadoop. 
Обе эти платформы — Hadoop и HP Vertica — 
разделяют неêоторые общие фóнêции — ис-
пользóют êластеры хостов для хранения и рабо-
ты с большими наборами данных. Êоннеêтор, 
предоставляющий обмен данными междó 
Hadoop и HP Vertica, запóсêается на êаждом 
óзле êластера Hadoop и поэтомó еãо óзлы и óз-
лы HP Vertica взаимодействóют напрямóю. 
Прямые соединения позволяют передавать дан-
ные параллельно, что значительно óвеличива-
ет сêорость обработêи. Êоннеêтор написан на 
Java и совместим со всеми платформами, под-
держиваемыми Hadoop. 
Масштабирование êластеров Hadoop и HP 
Vertica. Óзлы в êластере Hadoop подêлючаются 
непосредственно ê óзлам HP Vertica при полó-
чении или хранении данных. Если êластер 
Hadoop больше êластера HP Vertica, парал-
лельная передача данных может неãативно 
повлиять на производительность БД HP Vertica. 
Хорошее эмпиричесêое правило заêлючается 
в том, что êластер Hadoop не должен быть 
больше êластера HP Vertica [35, 36]. 
Сóществóют дрóãие êомпоненты эêосистемы 
Apache Hadoop — Hive, HCatalog, WebHCat и дрó-
ãие в составе HP Vertica. Таê, Hive позволяет за-
прашивать данные, хранящиеся в распределен-
ной файловой системе Hadoop (HDFS), исполь-
зóя набор êлассов serializer и deserializer (SerDe) 
для извлечения данных из файлов и разбиения 
их на столбцы и строêи. Êаждый SerDe обраба-
тывает файлы данных в определенном формате. 
Например, один SerDe извлеêает данные из раз-
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деленных запятыми файлов данных, а дрóãой 
интерпретирóет данные, хранящиеся в формате 
JSON. Êонсоль HCatalog HP Vertica предоставля-
ет метаданные Hive достóпными для дрóãих 
êомпонентов Hadoop (таêих êаê Pig), позволяет 
полóчать достóп ê хранилищó данных Apache, 
аналоãично томó, êаê в родной таблице HP Ver-
tica, и мн. др. 
Таêим образом, несмотря на признание оã-
ромной потенциальной ценности больших дан-
ных, часто может быть особенно сложно най-
ти шаблоны или изóчить новые формы полó-
стрóêтóрированных данных, ãенерирóемых 
социальными сетями, веб-жóрналами, датчи-
êами, теêстовыми файлами с разделителями и 
пр. Эти новые, быстро растóщие и êритичесêи 
важные типы данных обычно нóждаются в 
длительном процессе заãрóзêи в традицион-
ные аналитичесêие платформы и хранилища 
данных, прежде чем они принесóт ожидаемые 
резóльтаты. Желание êаê можно сêорее про-
лить свет на эти «темные» (dark data) данные, 
чтобы исследовать, проанализировать, понять 
их потенциал и при этом исêлючить необхо-
димость интенсивноãо преобразования схем, 
êоторые в противном слóчае должны быть оп-
ределены и применены до тоãо, êаê данные 
бóдóт заãрóжены для исследования. Êонцеп-
ция ELT (извлечение, заãрóзêа и преобразова-
ние) стала возможной и распространенной 
вследствие появления эêосистемы продóêтов 
Hadoop, Hive, Pig и аêтивно использóется в 
разработêе HP Vertica. Возможности one-step 
schema™ позволяют создавать схемы заãрóзêи 
в реляционные БД и использовать их êаê не-
обходимые для высоêопроизводительной ана-
литиêи и леãêо справляться с постоянно из-
меняющейся стрóêтóрой данных. 
Flex Zone взяла на себя нестрóêтóрирован-
ные, или нечетêие (of schema-less data), иначе, 
«темные» данные без посредниêа NoSQL. Flex 
Zone наêладывает минимальное стрóêтóриро-
вание, в основном интерпретирóя необрабо-
танные данные êаê ряд пар êлюч–значение 
(основная стрóêтóра данных большинства БД 
NoSQL). Оттóда необработанные данные мо-
ãóт запрашиваться с помощью SQL, либо на-
прямóю, либо через инстрóменты BI и отче-
тов. Это позволяет полóчить полезное, хотя и 
неточное, прочтение данных. 
Посêольêó данные хранятся в êолонêах, а 
не в строêах, отсóтствóющие значения столбцов 
не занимают места. Flex Zone эффеêтивно ис-
пользóет архитеêтóрó хранилища столбцов Ver-
tica MPP и преобразóет ее в стрóêтóрó БД 
NoSQL семейства êолоночных СÓБД, таêой 
êаê, например HBase [35, 36]. 
Распространенная в настоящее время HPE 
Vertica (Hewlett Packard Enterprise, HPE's) бази-
рóется на ядре Vertica DBMS (СÓБД) и предла-
ãает интеãрацию с Hadoop для аналитиêи — 
SQL на Hadoop. В стеêе Hadoop использован 
фреймворê Apache Spark с интеãрированным в 
неãо модóлем Spark SQL [37] на основе опти-
мизатора Catalyst [34, 38]. Spark SQL — стан-
дартная библиотеêа, находящаяся поверх ядра 
Spark-core, — предназначена для стрóêтóриро-
ванной обработêи данных и реляционных за-
просов с использованием êаê SQL, таê и спе-
циальноãо API DataFrame. Они обеспечивают 
общий способ достóпа ê различным источни-
êам данных, например, êлассичесêим реля-
ционным СÓБД, инфрастрóêтóре хранилища 
(schema on read) данных Hive и дрóãих, а таêже 
интеãрацию SQL-запросов со всеми элемен-
тами фреймворêа Spark. DataFrame — распре-
деленная êоллеêция данных, орãанизованных в 
поименованных êолонêах. Это êонцептóально 
эêвивалентно таблице в реляционной БД или 
êадрó данных в R /Python. Для пользователей 
DataFrame API облеãчает проãраммирование 
Spark SQL. 
DataFrames моãóт быть построены из широ-
êоãо спеêтра источниêов: стрóêтóрированных 
файлов данных, таблиц во внешних базах дан-
ных или сóществóющих наборов данных RDDs 
(resilient distributed datasets). Источниêами дан-
ных таêже моãóт слóжить хранилища сырых 
данных в исходном формате Data Lake 9 и тра-
                                                             
9 Data Lake «озеро данных» — хранилище сырых, необ-
работанных данных разных форматов из различных 
источниêов, полóченных в ходе исследования, до их 
востребования потребителем. Это обходится значи-
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диционные êорпоративные хранилища дан-
ных — Enterprise Data Warehouse (EDW). Стан-
дарт подêлючения ê данным на сторонних 
носителях: JDBC или ODBC. По этим же ин-
терфейсам обеспечивается соединение для 
инстрóментов бизнес-аналитиêи (BI). HPE 
Vertica поддерживает BI основных ведóщих 
производителей и инстрóменты визóализации, 
а таêже встроенные аналитичесêие фóнêции. 
DataFrame API достóпен в Scala, Java, Python и 
R [39]. 
Оптимизатор Catalyst [34, 38, 40] основан на 
êонстрóêциях фóнêциональноãо проãрамми-
рования в Scala и использóет расширенные воз-
можности языêа проãраммирования (напри-
мер, сопоставление шаблонов Scala) в новом 
способе оптимизации запросов. Еãо расши-
ряемый дизайн имеет две цели: óпростить до-
бавление новых методов и фóнêций оптими-
зации в Spark SQL, особенно для решения 
различных проблем, наблюдаемых с больши-
ми данными (например, полóстрóêтóриро-
ванными данными и расширенной аналити-
êой); обеспечить возможность расширения 
оптимизатора сторонними разработчиêами, 
например, пóтем добавления специальных 
правил об источниêе данных, êоторые моãли 
бы вытеснить фильтрацию или аãреãацию во 
внешние системы хранения или поддерживать 
новые типы данных [40]. 
Catalyst поддерживает оптимизацию на ос-
нове правил и затрат (рис. 1). Имеются библио-
теêи, специфичные для обработêи реляцион-
ных запросов (например, выражения, планы 
лоãичесêих запросов) и несêольêо наборов 
                                                                                             
тельно дешевле традиционных хранилищ, в êоторые 
помещаются тольêо стрóêтóрированные данные. 
правил, обрабатывающих разные этапы выпол-
нения запроса: анализ, лоãичесêóю оптимиза-
цию, физичесêое планирование и ãенерацию 
êода для êомпилирования части запросов ê 
байт-êодó Java. Catalyst предлаãает несêольêо 
отêрытых точеê расширения, внешние источ-
ниêи и пользовательсêие типы данных. 
Дрóãой оптимизатор — Tungsten [41] на-
правлен на сóщественное повышение эффеê-
тивности памяти и процессора для приложе-
ний Spark, чтобы приблизить производитель-
ность ê пределам современноãо оборóдова-
ния. Эти óсилия предóсматривают три ини-
циативы: 
 óправление памятью: использование се-
мантиêи приложений для явноãо óправления 
памятью и óстранения наêладных расходов 
объеêтной модели JVM пóтем тонêой на-
стройêи сбора мóсора в Java; 
 cache-aware вычисления: алãоритмы и 
стрóêтóры данных построены таê, чтобы ис-
пользовать знания об иерархии памяти; 
 ãенерация êода: динамичесêая ãенерация 
êода для использования современных êомпиля-
торов и процессоров вместо тоãо, чтобы поша-
ãово проходить медленный интерпретатор êа-
ждой строêи. 
По мнению аналитиêов Gartner [23, 42], 
HPE Vertica ориентирóется на основные тен-
денции рынêа, поддерживая платформó для 
анализа больших данных в облаêе, лоãичесêие 
хранилища LDW (с Vertica SQL на Hadoop) и 
широêие возможности аналитиêи: проеêты по 
машинномó обóчению, статистичесêомó ана-
лизó и обработêе ãрафов; широêие возможно-
сти и фóнêции SQL, анализ тональности теê-
ста, проãнозный и ãеопространственный ана-
лиз, сопоставление шаблонов последователь-
 Рис. 1 
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ности событий, расширенные временные ряды 
и мноãое дрóãое. Это привело ê томó, что HP 
праêтичесêи пересеê ãраницó и занял место 
внизó êвадранта «Лидеры» Magic Quadrant 
Gartner 2014 ã. (рис. 2) для систем óправления 
хранилищами данных [42]. Óправление дан-
ными для аналитиêи основывается на êон-
цепции HAVEn (Хейвене), сочетающей множе-
ство решений в аналитиêе под одним именем. 
HPE Haven on demand предлаãает перспеêтив-
ный набор инстрóментов óправления облач-
ными данными и аналитичесêие óслóãи, но 
отдельно от размещения Vertica [43, 44], что 
демонстрирóет фраãментированнóю страте-
ãию междó этими двóмя решениями. 
Êаê отмечает Gartner [23, 42], HPE Vertica ши-
роêо использóется для различных слóчаев 
применения и типов данных, отличается от 
дрóãих представленных решений быстрым 
ответом на запрос. 
Kdb. Общая хараêтеристиêа. Database (DB) 
êомпании Êx Systems [45], ориентированная 
на индóстрию финансовых óслóã, основана в 
1993 ã. для решения одной из основных про-
блем высоêопроизводительных вычислений, 
возниêших в связи с эêспоненциальным рос-
том объемов данных и неспособностью тра-
диционной технолоãии реляционных БД 
обеспечить требóемые быстродействие и про-
изводительность в этой сфере. Êлассичесêие 
реляционные СÓБД, по мнению разработчи-
êа, не моãóт эффеêтивно принимать и сохра-
нять миллионы записей в сеêóндó, не исполь-
зóют специальные подходы ê обработêе óпо-
рядоченных по времени данных. 
Технолоãия Kx изначально была воплощена в 
высоêопроизводительной êолоночно-ориен-
тированной БД с использованием собствен-
ноãо языêа проãраммирования Ê [46]. Этот 
языê реализован на парадиãмах матричноãо и 
фóнêциональноãо проãраммирования, что обе-
спечивает êомпаêтнóю и быстрóю обработêó 
массивов данных. Kx расширяет наследие веê-
торных языêов проãраммирования и еãо фóнê-
циональность [45, 46]. Ориентирован для ра-
боты с математичесêим анализом и финансо-
вым проãнозированием, предназначен для 
работы с базами данных и создания финансо-
вых приложений. Позднее Kx дополнительно 
вводит БД историчесêих данных и выпóсêает 
64-битнóю версию10 базы kdb под названием 
kdb+, вêлючающóю в себя языê Q, êоторый 
объединил возможности K и ksql — SQL-по-
добноãо языêа запросов. В настоящее время 
распространяется тольêо языê Q. С дрóãой 
стороны, собственный встроенный языê Q — 
проприетарный, êоммерциализированный êаê 
и сама kdb+.10 
Обе базы относятся ê типó in-memory data-
base, IMDS (система баз данных в оператив-
ной памяти) [47]. Kdb+ подходит ê обработêе 
данных в памяти и на дисêе с единых позиций. 
Таêая же архитеêтóра использóется для дан-
ных в реальном времени и ретроспеêтивных 
данных, обеспечивая вычисления в оператив-
ной памяти с высоêой производительностью. 
Ãлавное ее преимóщество — обработêа данных 
больших объемов. Допóсêается вертиêальное и 
ãоризонтальное масштабирование: Kx способ-
на работать на êластерах, выполненных на 
                                                             
10 32-разрядная версия достóпна для неêоммерчесêоãо 
применения. 
Рис. 2 
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стандартных серверных платформах на основе 
современных аппаратных мноãоядерных ар-
хитеêтóр, Grid-сетях, на приложениях, испол-
няемых на облачных инфрастрóêтóрах. Дизайн 
обеспечивает плавнóю масштабирóемость с 
ростом объемов данных до петабайт и выше 
без потери производительности. 
Сочетание архитеêтóрных и проãраммных 
решений сóщественно óпростило быстрый ана-
лиз временных рядов, хараêтеризóемых высо-
êой сêоростью постóпления. Встроенная под-
держêа операций временноãо ряда повысила 
сêорость выполнения и ãибêость запросов, 
аãреãации, объединений и анализа деловой ин-
формации — стрóêтóрированной или полó-
стрóêтóрированной. Работа ведется непосред-
ственно с данными, óстраняя необходимость 
отправêи резóльтатов запроса дрóãим прило-
жениям для анализа. Решение Kx обеспечило 
наилóчшие допóстимые задержêи обработêи 
даже с предлаãаемыми API-интерфейсами для 
прямой поддержêи сложной аналитиêи при 
высоêосêоростных потоêах входных данных. 
Использование мóльтипарадиãмальноãо язы-
êа Q óдешевило разработêó DB Kdb+. Дистрибó-
тив kdb+ полностью, вместе с интерпретато-
ром Q и примерами, имеет чрезвычайно ма-
лый размер и занимает всеãо несêольêо сотен 
êилобайт, что óпрощает óстановêó и обслóжи-
вание. DB Kdb+ достóпна для Solaris, Linux и 
Windows [45]. 
Новые технолоãии обработêи. В марте 2017 ã. 
Kx Systems объявила о выпóсêе новой версии 
(kdb+ ver. 3.5.) своей базы данных и техноло-
ãий аналитиêи. В это же время рассматрива-
лось соãлашение о êрóпномасштабной обра-
ботêе ãеопространственных данных с исполь-
зованием платформы аналитиêи Kx [45]. 
За ãоды развития и продвижения техноло-
ãии êлиентами Kx Systems, несмотря на доро-
ãовизнó kdb+, стали êрóпнейшие биржи и фи-
нансовые óчреждения, инвестиционные банêи 
и êомпании мира, дрóãие отрасли промыш-
ленности за пределами финансов, в том числе 
телеêоммóниêационные, фармацевтичесêие, 
нефти и ãаза, софтверные êомпании и др. [45]. 
Все эти óчреждения стремятся собирать, хра-
нить, обрабатывать, распространять и, в êо-
нечном счете, монетизировать свои данные. 
Однаêо нет óверенности, что эти разобщен-
ные данные моãóт быть использованы различ-
ными системами в дальнейшем. Причина в 
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том, что мноãие сохраняют даже внóтри одно-
ãо предприятия отдельные изолированные 
области данных. Это не тольêо óвеличивает 
общие затраты, вызванные поисêом и сохра-
нением множества êопий данных, но таêже 
создает рисê несоãласованности. В то же вре-
мя, данные должны быть постоянно достóпны, 
леãêо потребляемы с ãарантированно вноси-
мыми исправлениями, что значительно óсêо-
рило бы разработêó приложений. 
Поэтомó в настоящее время Êx Systems по-
зиционирóет свое решение Kx for DaaS êаê 
платформó предоставления данных. DaaS (Data 
as a Service) — динамичесêая доставêа, или 
óслóãа предоставления данных по запросó. 
Решение Kx — это проãраммный дизайн, объ-
единяющий весь опыт и передовóю техноло-
ãию Kx, разработаннóю для финансовых рын-
êов, в современнóю платформó для сбора дан-
ных и аналитиêи в реальном времени с пре-
доставлением полноãо набора инстрóментов 
для óправления данными с момента их приема 
до потребления несêольêими сторонами со-
ãласованным, êонтролирóемым образом [48]. 
Техничесêая архитеêтóра Kx for DaaS приве-
дена на рис. 3. 
Следóет обратить внимание на надпись «Na-
tive Lambda / HTAP Архитеêтóра» во втором слое 
рисóнêа. Gartner [49, 50] объясняет HTAP (hy-
brid transaction/analytical processing) êаê ãибрид-
нóю транзаêционнóю / аналитичесêóю обработêó, 
êоторые понимают êаê возможность одно-
временно выполнять этó противоречивóю, с 
точêи зрения ориентации на эти принципи-
ально различные задачи, требóющие отлич-
ных подходов ê решению, формирóемым стрóê-
тóрам данных и видам наãрóзоê на вычисли-
тельные ресóрсы [18, 20, 30], обработêó запи-
сей в одной и той же базе данных. В настоя-
щее время это возможно при соблюдении оп-
ределенных óсловий. 
Транзаêционные системы (рис. 4), обычно 
операционные СÓБД (оперативная обработêа 
транзаêций — OLTP), êаê правило, отделены 
от аналитичесêих (OLAP) и основаны на раз-
ных архитеêтóрах, обóсловленных задачами и 
фóнêциями обработêи. С одной стороны, та-
êой подход позволил объединить данные не-
сêольêих источниêов в хранилище, с дрóãой — 
данные, нормализованные для производитель-
ности транзаêционной обработêи, должны 
быть извлечены из операционной БД, преоб-
разованы и заãрóжены в аналитичесêие БД — 
хранилища, витрины данных для поддержêи 
аналитиêи. Но последнее приводит ê задерж-
êе аналитичесêой обработêи (аналитичесêая 
задержêа), что может занять часы, дни или 
даже недели с момента обработêи данных 
приложением транзаêций до времени, êоãда 
они моãóт использоваться для аналитиêи. 
Аналитичесêая задержêа, в свою очередь, в 
операциях развертывания аãреãированных 
данных зачастóю приводит ê рассинхрониза-
ции извлеêаемых детализированных данных 
относительно исходных данных в операцион-
ной БД, использóемых для транзаêционной 
обработêи — TP (transaction processing). 
Таêим образом, разделение транзаêцион-
ной обработêи и аналитиêи, выполнение их на 
разных архитеêтóрах óсложняют информаци-
оннóю архитеêтóрó и соответствóющóю ин-
фрастрóêтóрó, а таêже привносит задержêó в 
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анализ данных. Блаãодаря технолоãичесêим 
достижениям, таêим êаê вычисления в памя-
ти (in-memory computing, IMC), стала возмож-
ной архитеêтóра ãибридной транзаêцион-
но/аналитичесêой обработêи — HTAP, позво-
ляющая приложениям анализировать «жи-
вые» данные по мере их создания и обновления 
фóнêциями обработêи транзаêций. Это означа-
ет, что для аналитиêи в режиме реальноãо 
времени запрашиваются данные, собранные 
непосредственно из необработанных транзаê-
ционных данных. При этом становится воз-
можным расширенная аналитиêа для приня-
тия решений в режиме реальноãо времени с 
использованием ãибридной потоêовой пере-
дачи и вычислений в оперативной памяти — 
IMC — для решения задач аналитиêи и обра-
ботêи транзаêций [49]. 
Расширенная аналитиêа в режиме реально-
ãо времени, таêая êаê проãнозирование и мо-
делирование, становится неотъемлемой ча-
стью самоãо процесса, а не позиционирóется 
êаê отдельное действие, выполненное после. 
Это позволит в рамêах действóющих процес-
сов выполнять ãораздо более совершенный и 
сложный анализ их бизнес-данных в режиме 
реальноãо времени, чем с использованием 
традиционной архитеêтóры. Более сложная 
диаãностичесêая и проãнозная аналитиêа в 
режиме реальноãо времени позволит принять 
решения о тенденциях и ситóациях в бизнесе, 
требóющих немедленноãо реаãирования. 
При введении в системó историчесêих дан-
ных (historical database, HDB) они совмещают-
ся с потоêовыми данными реальноãо времени 
(real-time database, RDB 11), при необходимо-
сти масштабирóются [49] и подверãаются об-
работêе в оперативной памяти, что обеспечи-
вает динамичесêое объединение данных раз-
ных временных измерений и их визóализацию 
в табличной и ãрафичесêой формах  в  режиме 
                                                             
11 Все чаще RDBs размещаются в оãромной энерãоне-
зависимой памяти, а HDBs хранятся на быстрых 
SSD [49]. 
реальноãо времени. При этом различные не-
зависимые аналитичесêие и TP-приложения 
совместно использóют одни и те же наборы 
данных в памяти, а их методы обработêи пе-
реплетены в одной и той же поддерживающей 
вычисления памяти (IMC-Enabled). RDB в опе-
ративной памяти отвечает за бизнес-потреб-
ности реальноãо времени, в то время êаê HDB 
является неизменяемой записью всех преды-
дóщих транзаêций. Выполнив запрос ê RDB и 
HDB, всеãда можно полóчить последовательное 
представление о мире и состоянии бизнеса. 
HTAP предоставит аналитиêам возможность 
«жить в своих данных», одновременно взаимо-
действóя êаê с историчесêими, таê и потоêо-
выми данными в реальном времени. 
Эта широêо использóемая архитеêтóра RDB / 
HDB была принята сообществом Big Data. Из-
менения в модели описаны êаê Архитеêтóра 
Lambda, ãибридная транзаêционная/аналити-
чесêая обработêа (HTAP) Gartner. Эта ãибрид-
ная архитеêтóра быстро развивается êаê ин-
новационная архитеêтóра обработêи и при-
ложений, поддерживаемых вычислениями в 
оперативной памяти (IMC). 
Óстранив проблемы с аналитичесêой за-
держêой и синхронизацией данных, HTAP 
позволит óпростить инфрастрóêтóрó óправле-
ния информацией, по êрайней мере, за счет 
дóблирования и пóтем соãласованности дан-
ных. В традиционной архитеêтóре êонтроль и 
óправление несêольêими êопиями одних и тех 
же данных должны поддерживаться соãласо-
ванно, в противном слóчае это может привести 
ê неточностям, временным различиям и несо-
ãласованности данных. 
Вместе с тем, имеются проблемы, связан-
ные с использованием технолоãии IMC — 
êлючевым фаêтором реализации инициатив в 
области HTAP: êод традиционных приложе-
ний, êаê правило, должен быть переработан, 
чтобы маêсимально использовать технолоãию 
IMC и обеспечить интеãрацию с расширен-
ными инстрóментами аналитиêи; переход на 
версию традиционноãо паêетноãо приложе-
ния, поддерживающеãо работó с IMC, необя-
зательно приводит ê архитеêтóре HTAP, если 
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не пройден процесс оптимизации êода про-
дóêта для IMC и не добавлена аналитиêа в ре-
жиме реальноãо времени и др. 
Индóстрия финансовых óслóã óспешно 
справлялась с аналоãичными проблемами в 
течение более двóх десятилетий. Банêи и тор-
ãовые фирмы использовали простóю масшта-
бирóемóю архитеêтóрó данных, состоящóю из 
базы данных реальноãо времени (RDB) и базы 
данных истории (HDB). Современные пред-
приятия нóждаются в быстром интераêтивном 
достóпе ê десятêам или сотням терабайт дан-
ных, извлеêаемых из оãромных озер и óста-
ревших систем данных. Они таêже требóют 
совмещения несêольêих источниêов данных 
êаê историчесêих, таê и полóчаемых в реаль-
ном времени, для динамичесêоãо объедине-
ния данных разных измерений и их визóали-
зации в табличной и ãрафичесêой форме. 
Аналитиêи, работающие с данными, должны 
иметь возможность «жить в своих данных», 
одновременно взаимодействóя êаê с истори-
чесêими, таê и с потоêовыми данными в ре-
альном времени. 
Внóтрисхемная RDB адресóет бизнес-потреб-
ности в реальном времени, в то время êаê 
HDB является неизменной записью всех пре-
дыдóщих транзаêций. Посредством запросов 
ê RDB и HDB всеãда можно полóчить целост-
ное представление о мире и состоянии бизне-
са. Подход основан на ãибриде потоêовой пе-
редачи, RDB внóтрисхемных вычислений (IMC) 
и неизменных записей HDB. Эффеêтивная 
работа с современными решениями памяти 
позволяет запрашивать все свои данные в ре-
жиме, близêом ê реальномó времени, обеспе-
чивающем целостнóю êартинó, собраннóю 
непосредственно из исходных данных требóе-
мых транзаêций [49, 50]. 
Gartner [49] полаãает, что архитеêтóры хра-
нилищ данных останóтся необходимыми для 
поддержêи расширенноãо анализа, êоторый 
содержит большой объем историчесêих дан-
ных или Больших Данных, постóпающих из 
множества внóтренних и внешних, стрóêтóри-
рованных и нестрóêтóрированных источниêов. 
Отдельные системы HTAP бóдóт вносить вêлад 
в лоãичесêие или физичесêие хранилища дан-
ных, но не бóдóт полностью их заменять. 
Заключение 
Сопоставив изложенное с архитеêтóрным ре-
шением Kx Systems (kdb+), видим подобие в 
реализации êлючевых технолоãий IMC и сли-
янии потоêов RDB и HDB. Принимая во вни-
мание, что стоящее первым в выражении «Na-
tive Lambda / HTAP Архитеêтóра» слово под-
черêивает исêонное свойство, изначально за-
ложенное в архитеêтóрó разработêи Kx Sys-
tems, можно быть óверенным, что êонцепция 
HTAP Gartner основана на реалиях и kdb+ 
здесь не на последнем месте. Таê, она допóс-
êает создание простых форм HTAP-приложе-
ний с использованием традиционных СÓБД и 
считает, что большинство реализаций HTAP 
должны и бóдóт поддерживать IMC. Технолоãии 
IMC, таêие êаê СÓБД в оперативной памяти 
(IMDBMSs) и высоêомасштабирóемые, отêа-
зоóстойчивые хранилища данных (ХД) в опера-
тивной памяти Grid-среды — in-memory data 
grids 12  (IMDGs), поддерживают единое ХД с 
достóпом ê еãо памяти с низêой латентностью, 
êоторое может обрабатывать большие объемы 
транзаêций. Эти технолоãии таêже моãóт под-
держивать теêóщóю аналитиêó с нóлевой за-
держêой в отношении тех же самых данных, 
вêлючая расширеннóю аналитиêó, таêóю êаê 
проãнозирование и моделирование, а таêже 
более традиционные стили описательноãо 
анализа [49]. 
Дальнейшее исследование материала бóдет 
представлено в последóющих пóблиêациях. 
 
 
 
                                                             
12 IMDGs — тип распределенноãо проãраммноãо хра-
нилища, отличноãо от реляционной БД в памяти, БД 
NoSQL или реляционной СÓБД. Модель  данных не 
является  реляционной или объеêтно-ориентирован-
ной. Стрóêтóра данных хранилища – êлюч / значение. 
Данные распределены по мноãим серверам êластера 
и хранятся в их оперативной памяти. Хранилище 
отличается высоêой производительностью [51]. 
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BIG DATA. ANALYTICAL DATABASES AND WAREHOUSE: VERTICA, KDB 
Introduction. The article is a continuation of the research on the Great Data and the toolkit that transforms into a new genera-
tion of technologies and architectures of databases platforms and Warehouse for the intelligent output. The progressive indus-
trial developments of the world-famous IT companies, including some specialized hardware-software storage and processing 
systems described in Hinchcliffe Dion, are presented. The opportunity of Big Data: the closing of the “clue gap” are presented, 
the changes in the infrastructure, tools and platforms for obtaining the necessary information and new knowledge of the Big 
Data are analysed. The material is presented in such a way that the focus is on the transformation of a known database envi-
ronment, databases or Data Warehouse for intelligent output, and initial information about a specific product is given in the 
general product characteristics. The second part of the review is represented by the database Vertica and Kdb. 
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Purpose. It is necessary to consider the infrastructure solutions for the new analytics-oriented developments and 
evaluate the effectiveness of their application in the studies of the Great Data for new knowledge, the discovery of implicit 
connections and in-depth understanding. 
Methods. Information-analytical methods and technologies of data processing, the methods of their estimation and 
forecasting, taking into account the development of the most important branches of informatics and information tech-
nologies. 
Results. The column-oriented DBMS Vertica, based on the MPP architecture, is designed to work in a horizontally 
scalable environment. 
From version 7.0, the HP Vertica Analytics Platform integrated into its platform ecosystem products consisting of 
Apache Hadoop and a number of the additional modules, which allowed to create a special area of storage and processing - 
Flex Zone, based on flex or flexible tables. Flex Zone has assumed the unstructured or fuzzy (of schema-less data) data 
without the NoSQL intermediary. Flex Zone imposes minimal structuring, basically interpreting raw data as a series of key-
value pairs. From it the raw data can be requested using SQL, either directly, or through BI tools. It provides useful, 
though inaccurate, reading of data. HPE Vertica is currently based on the Vertica DBMS core and offers the integration 
with Hadoop for analytics - SQL for Hadoop. The Hadoop stack uses the Apache Spark framework with the Spark SQL 
based on its Catalyst and Tungsten optimizers. The first supports cost-based optimization, the second-Tungsten aims to 
increase memory efficiency and processor performance for Spark applications to bring performance up to the limits of 
state-of-the-art equipment. 
Kdb High-performance column-oriented DB company Kx Systems uses its own programming language K. This lan-
guage is implemented on the paradigms of matrix and functional programming, which provides a compact and fast proc-
essing of data arrays. It is Oriented to the work with mathematical analysis and financial forecasting, and it is designed for 
databases and financial applications. Later, Kx additionally inserts a database of historical data and releases a 64-bit ver-
sion of the kdb database called kdb +, which includes the language Q, which combines the capabilities of K and ksql - SQL-
like query language. Currently only Q is propagated and commercialized as kdb +. 
The database belongs to the type of in-memory database. Kdb + is suitable for data processing in memory and on a 
single position disk. The same architecture is used for real-time data and retrospective data. 
At present, Kx Systems proposes its Kx for DaaS solution as a dynamic delivery or data provision service upon request. 
The Kx solution is a modern real-time data and analytics platform providing a set of tools for managing data from the moment 
they are received to the consumption by several parties, coordinated and controlled. 
The Kx solutions are discussed in comparison with the HTTP Gartner architecture, which allows the applications to 
analyze data directly from their receipt and update the functions of transaction processing. In this case, it is possible both 
to transact the processing, and to expand analyst, to make decisions in real time using hybrid streaming and computing in 
RAM. Analysis - forecasting and modeling, becomes an integral part of the process, rather than being positioned as a sepa-
rate action. 
Conclusion. According to analysts, Gartner HPE Vertica focuses on the main market trends, supporting the analysis of 
large data in the cloud, logical Warehouse LDW (from Vertica SQL to Hadoop). Data management offers a promising set of 
tools, but they are separated from the placement of Vertica, demonstrating a fragmented strategy between these two solu-
tions. As Gartner points out, HPE Vertica is widely used for different application cases and types of data and is different 
from other submitted solutions by fast response to a request. 
Gartner believes that individual HTAP systems will contribute to logical or physical storage, but will not completely re-
place them. At the same time, the data warehousing architecture will remain necessary to support the extended analysis that 
contains a large amount of historical data or large data coming from internal and external, structured and unstructured 
sources. 
Keywords: MPP — architecture, HTAP — hybrid transactional/analytical processing, LDW — logical data warehouse, cloud 
storage, database platform as DBPaaS service, SaaS model analyst, data management environment, IMC technology. 
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ВЕЛИÊІ ДАНІ. АНАЛІТИЧНІ БАЗИ ДАНИХ І СХОВИЩА: VERTICA, KDB 
Встóп. Стаття є продовженням досліджень Велиêих Даних і інстрóментарію, що трансформóється в нове поêо-
ління технолоãій і архітеêтóри платформ баз даних і сховищ для інтелеêтóальноãо висновêó. Розãлянóто проãре-
сивні промислові розробêи відомих ó світі ІТ-êомпаній, зоêрема деяêі спеціалізовані апаратно-проãрамні сис-
теми зберіãання і обробêи, наведені в роботі Hinchcliffe Dion. The enterprise opportunity of Big Data: Closing the “clue 
gap”, та проаналізовано зміни інфрастрóêтóри, інстрóментальноãо середовища і платформи для отримання необ-
хідної інформації та нових знань з Велиêих Даних. Матеріал подано таê, що основнó óваãó приділено питанням 
A.А. Óрсатьєв 
 
70  ISSN 0130-5395, Control systems and computers, 2018, № 1 
трансформації відомоãо середовища БД, СÓБД або сховищ даних (Data Warehouse) для інтелеêтóальноãо виснов-
êó, а початêові відомості про êонêретний продóêт подано ó заãальній хараêтеристиці виробó. Ó дрóãій частині 
оãлядó представлено БД Vertica і Kdb. 
Мета. Досить доцільно розãлянóти інфрастрóêтóрні рішення нових розробоê, орієнтованих на аналітиêó, і 
оцінити ефеêтивність їх застосóвання в дослідженнях Велиêих Даних для отримання нових знань, виявлення неяв-
них зв'язêів і поãлибленоãо розóміння, прониêнення в сóтність явищ і процесів. 
Методи. Інформаційно-аналітичні методи і технолоãії обробêи даних, методи їх оцінêи та проãнозóвання з 
óрахóванням розвитêó найважливіших ãалóзей інформатиêи та інформаційних технолоãій. 
Резóльтати. Êолоночно-орієнтованó СÓБД Vertica, заснованó на архітеêтóрі MPP, призначено для роботи в 
ãоризонтально масштабованомó середовищі і оптимізовано для записó та зберіãання даних. 
З версії 7.0 HP Vertica Analytics Platform інтеãрóвала в свою платформó еêосистемó продóêтів, що сêладається з 
Apache Hadoop та додатêових модóлів, що дозволило їй створити спеціальнó область зберіãання і обробêи даних — Flex 
Zone, заснованó на технолоãіях ãнóчêих (flex or flexible) таблиць. Flex Zone взяла на себе нестрóêтóровані або нечітêі (of 
schemaless data) дані без посередниêа NoSQL і наêладає мінімальне стрóêтóрóвання, в основномó інтерпретóючи необ-
роблені дані яê пари «êлюч-значення». З неї необроблені дані можна запитóвати за допомоãою SQL безпосередньо або 
через інстрóменти BI. Це дає êорисне, хоча і неточне, прочитання даних. Поширена в даний час HPE Vertica базóється 
на ядрі Vertica DBMS і пропонóє інтеãрацію з Hadoop для аналітиêи — SQL на Hadoop. Ó стеêó Hadoop виêористано 
фреймворê Apache Spark з інтеãрованим модóлем Spark SQL на основі оптимізаторів Catalyst і Tungsten. Перший під-
тримóє оптимізацію на основі правил і видатêів, дрóãий —Tungsten спрямований на підвищення ефеêтивності пам'яті і 
процесора для додатêів Spark, щоб наблизити продóêтивність до меж сóчасноãо обладнання. 
Kdb. Висоêопродóêтивна êолоночно-орієнтована БД êомпанії Êx Systems з виêористанням власної мови 
проãрамóвання Ê. Ця мова реалізована на парадиãмах матричноãо і фóнêціональноãо проãрамóвання, що забез-
печóє êомпаêтнó і швидêó обробêó масивів даних. Орієнтована для роботи з математичним аналізом і фінансо-
вим проãнозóванням, призначена для баз даних і створення фінансових застосóнêів. Пізніше, Kx додатêово вво-
дить БД історичних даних і випóсêає 64-бітнó версію бази kdb під назвою kdb +, що вêлючає в себе мовó Q, яêа 
об'єднала можливості K і ksql — SQL-подібної мови запитів. Зараз поширюється тільêи мова Q — пропріетарна, êо-
мерціалізована яê і сама kdb +. 
БД належить до типó in-memory database. Kdb + підходить до обробêи даних в пам'яті і на дисêó з єдиних пози-
цій. Таêа ж архітеêтóра виêористовóється для даних в реальномó часі і ретроспеêтивних даних. 
В даний час Êx Systems позиціонóє своє рішення яê динамічна доставêа або послóãа надання даних за запи-
том. Рішення Kx — це сóчасна платформа для зборó даних і аналітиêи в реальномó часі з наданням наборó ін-
стрóментів для óправління даними з моментó їх прийомó до споживання деêільêома сторонами óзãоджено і êон-
трольоване. 
Обãоворюються рішення Kx в порівнянні з HTAP-архітеêтóрою Gartner, яêа дозволяє застосóванням аналі-
зóвати дані безпосередньо за їх надходженням і оновленням фóнêціями обробêи транзаêцій. При цьомó стає 
можливим яê обробêа транзаêцій, таê і розширена аналітиêа, для прийняття рішень в режимі реальноãо часó з 
виêористанням ãібридної потоêової передачі і обчислень в оперативній пам'яті. Аналітиêа — проãнозóвання і 
моделювання, стає невід'ємною частиною процесó, а не позиціонóється яê оêрема дія. 
Висновоê. На дóмêó аналітиêів, Gartner HPE Vertica орієнтóється на основні тенденції ринêó, підтримóючи 
аналіз велиêих даних в хмарі, лоãічні сховища LDW (з Vertica SQL на Hadoop). Óправління даними пропонóє пер-
спеêтивний набір інстрóментів, але оêремо від розміщення Vertica, що демонстрóє фраãментованó стратеãію між 
цими двома рішеннями. Яê зазначає Gartner, HPE Vertica широêо виêористовóється для різних випадêів застосó-
вання і типів даних та відрізняється від інших поданих рішень швидêою відповіддю на запит. 
Gartner вважає, що оêремі системи HTAP зроблять внесоê в лоãічні або фізичні сховища даних, але не бóдóть 
повністю їх замінювати. Разом з тим, архітеêтóри сховищ даних залишаться необхідними для підтримêи розши-
реноãо аналізó, яêий містить велиêий обсяã історичних або Велиêих Даних. 
Êлючовi слова: MPP — архiтеêтóра, HTAP — ãiбридна транзаêцiйна/аналiтична обробêа, LDW  — лоãiчнi сховища 
даних, хмарне зберiãання, платформа баз даних яê послóãа DBPaaS, аналiтиêа за моделлю SaaS, середовище 
óправлiння даними, технолоãiя IMC. 
