Abstract: Sensor networks are increasingly used for acquiring data on the basis of which other mathematical tools, such as system identification methods, may infer valuable information regarding the monitored object. This is especially important within the context of monitoring for civil structures, where minor variations in environmental and operational conditions bear a pronounced effect on structural response. In order to accurately monitor engineered systems these effects should be discernible in the acquired response, which inevitably mandates the transmission of large volumes of data. Such a task is oftentimes prohibitive for the case of wireless sensor networks (WSNs), a solution which enjoys an increasing share of popularity for the monitoring of large-scale infrastructure due to its low cost and ease of deployment. The work presented herein proposes an amendment to this shortcoming by merging the herein introduced concept of a leading node with a recently surfaced compressive sensing paradigm, relying on robust signal reconstruction techniques. The concept builds on the fact that fusion of a minimal number of tethered sensors with wireless nodes in a so-called hybrid sensor network, improves the information content of the transmitted data. The latter allows for dense, yet low-cost, and sufficiently accurate deployments featuring wireless nodes. To this end, this work outlines, in a step-by-step process, the separate stages for time-series recovery from the partially transmitting nodes of the WSN.
Introduction
The use of wireless sensor networks (WSNs) for civil engineering applications was originally introduced by Straser et al. (1998) , who proposed the integration of radio with a sensing unit in order to remotely connect to a data logging device. Since then, this idea has been wildly explored by both the scientific and the industrial communities. Important work in this field has been delivered, among others, by Lynch et al. (2001) , Wang (2007) and Nagayama et al. (2009) . A broad review of currently available wireless sensor solutions and corresponding algorithms can be found in the works of Lynch and Loh (2006) and Spencer et al. (2004) .
Although much of the existing literature focuses on the implementation of WSNs for the monitoring of civil structures in a more general context, some implementations in particular, focus on the aspect of exploiting newly surfaced compressive sensing (CS) schemes for cutting down on the transmission costs, thereby extending the energy sustainability of such nodes. The latter is the primary issue withholding this technology from broad applicability in the monitoring domain. Amongst the works employing CS techniques for recovery of acceleration signals, within the context of structural health monitoring (SHM), Bao, Zou, O'Connor and Lynch, provide significant findings towards the reduction of the transmission load. Specifically, Bao et al. (2011) were the first to demonstrate the potential of CS techniques for recovery of incomplete time series obtained from a SHM system, installed on a highway bridge over the Yellow River in Shandong Binzhou. In that work, an assessment of the most suitable sparsifying basis was performed, where both a Fourier and wavelet basis approach were cross-compared.
It was concluded that the latter is more beneficial when implemented with acceleration signals obtained in typical civil engineering deployments.
In subsequent work, Bao et al. (2012) demonstrated a framework for the recovery of missing data for SHM applications. Bao et al. considered a case in which the node level pre-treated data were partially lost during the transmission process and subsequently recovered via CS at the base station level. The assessment of the proposed framework was performed on actual data from the Jinzhou West Bridge in Northeast China and the National Aquatics Center in Beijing. In further work, relating to this paper, Bao et al. (2014) addressed the issue of data loss in WSNs via transmission of a transformed signal generated via projection onto a random matrix. This approach yields an increased robustness of transmission, i.e., it allows for some data-loss without affecting the resulting accuracy of estimation. This framework was implemented on a network of Imote2 wireless sensors and validated via an on-site implementation on the Songpu Bridge in Harbin, China.
One of the first complete long-term field deployments adopting CS techniques was carried out by O'Connor et al. (2013) on the telegraph road bridge (TRB) in Monroe.
In that work, a Narada-based implementation of a random time-domain sampling scheme enabled successful recovery of the measured signals. Additionally, the obtained signals were used for further processing with the purpose of appropriately calibrating a finite element model of the monitored system. In more recent work, O'Connor et al. (2014) employed CS to simultaneously reduce data sampling rates, on-board storage requirements, and communication data payloads. The carried out field-deployment of low power wireless sensors on the TRB in Monroe, Michigan, applied sub-Nyquist sampling rates via random triggering of standard analogue to digital converter (ADC) acquisition hardware. Randomly selected samples were further transmitted to an off-site server to perform recovery via a compressive sensing matching pursuit (CoSaMP) algorithm. Next, the recovered signals were used for extraction of the structure's mode shapes and frequencies using system identification tools. O'Connor concluded that the first structural natural frequencies and modal shapes can be recovered by using as little as 20% of the initially transmitted data. In recent work, Zou et al. (2015) presented an implementation of a CS-based framework for data loss recovery into a wireless smart sensor Imote2 platform. In that work, random demodulation is utilised to obtain power-efficient reconstructions. The framework was tested in a series of experiments, attesting the successful practical implementation of CS techniques.
An interesting insight into the data compression problem is offered in Yang and Nagarajaiah (2014) where a novel lossy data compression scheme for structural seismic responses, based on principled independent component analysis (PICA), is presented. Independent component analysis (ICA) proves adept in transforming a multivariate data-set into a sparse representation optimal for coding and compression. As pointed out therein, efficient data-compression schemes offer benefits in numerous implementation domains, including rapid and reliable data transfer, communication (e.g., multihop WSN), storage, and retrieval in online or post-disaster (e.g., earthquake) monitoring and assessment of civil infrastructure.
The aforementioned works, delivering successful implementations of the CS paradigm for monitoring purposes, lack a formal error assessment and the definition of accompanying and explicit error bounds. This implies that one may not quantify the confidence to be attributed in the recovered signals. This uncertainty is then propagated in the further processed results, such as modal quantities, which are typically employed for condition and performance assessment. In this work we address this issue by deriving error estimation bounds for the proposed hybrid sensor network (HSN) setup, i.e., a network fusing a limited number of tethered sensors with wireless nodes in an optimal manner.
To this end, a re-weighted basis pursuit de-noising (rwBPDN) problem is herein set up and the Nesterov Algorithm (NESTA) is herein employed as a solver leading to signal recovery and a series of numerical experiments is performed prior to signal reconstruction, for delivering the aforementioned error bounds. In previous work of the authors (Klis and Chatzi, 2015) , rwBPDN is successfully employed for signal recovery of partially transmitting WSN nodes, and is demonstrated to outperform the BPDN alternative currently employed in the state-of-the art. In this paper the reconstruction error variance is additionally assessed for varying levels of three main input parameters, namely the level of noise contaminating the target signal, the information content (harmonics) present in the signal, referred to as k-sparsity, and the amount of samples used for recovery, referred to as transmission level. Implementation of the proposed framework for monitoring purposes, following this initial configuration stage, necessitates the calculation of the input parameters. The level of transmission is preassigned by the user, however in order to estimate the k-sparsity and noise variance, one of the tethered nodes of the HSN, referred to as the leading node (LN), need be exploited. The LN not only provides the necessary inputs to the signal reconstruction algorithm but additionally, provided it is appropriately selected, allows for narrowing down the signal support on the basis of which the recovery is performed, further reducing required transmission levels. Up to the knowledge of the authors this is the first work in the field of civil engineering in which such a combination of HSN, CS with restricted recovery support, and error assessment is presented.
Structural monitoring via partial transmissions: framework description

Structural systems as signal filters
Structural systems operating in the linear range under operational loads essentially comprise time-invariant n degree of freedom (DOF) systems governed by the following equation:
where M ∈ R n×n is the mass matrix, C ∈ R n×n is the damping matrix, K ∈ R n×n is the stiffness matrix and
T is the system response vector when the system is driven by an external force
T . As is widely known, the structural response vector z(t) may be calculated via use of modal expansion as:
where q(t) = [q 1 (t), q 2 (t), ..., q n (t)] T denotes the vector of modal coordinates and
T n ] denotes the matrix of mass-normalised modal shapes, for which ϕ T i Mϕ i = δ ij . By performing the change of variables in equation (1), i.e., z(t) = Φq(t) one may recast the original equation of motion into the following form:
where Ω is referred to, as the generalised stiffness matrix and Γ as the modal damping matrix, defined via the corresponding modal damping coefficients ζ i . When mass-normalised eigen-vectors are employed for the transformation, as implied above, then the transformed system degenerates into a set of decoupled equations:
The solution to the above equations is attained via use of the Duhamel integral, also known as convolution integral:
where h i (t) is the impulse response of the system and the (· * ·) operator indicates convolution. Thus, the recorded displacement response on the i th DOF is obtained as:
By employing the Fourier transform on equation (8) and via subsequent application of the convolution theorem it holds that:
The result indicates that the trigonometrical components of the response can be grouped into two categories, based on their spectral contents. F j (ω) corresponds to the contribution of the forcing term in the response vector q j (t), resulting as the particular solution of the differential equation, whereas component H j (ω) is linked to the characteristics of the system (natural frequencies, damping and modal shapes), resulting as the homogeneous part of the solution of the differential equation.
Referring to equation (9), it should be noted that the time domain response y i (t) recorded on the i th DOF comprises a combination of all forcing and system response components {f j (t), h j (t), j = 1 . . . n}. Therefore, a DOF l will exist for which the spectral support of the response signal recorded on this particular DOF is widest, i.e., the following holds:
where the support of a vector is defined as the subset of components where the vector is not zero-valued:
In what follows, such a DOF will be referred to as a LN. In practice, the support is selected in terms of a user specified threshold, as opposed to its strict theoretical definition in terms of zero entries. The support selected via the LN allows for reconstruction of the signal from sparse observations, as illustrated in the next section. It should additionally be noted, that for the i th DOF, the support supp(Y i (ω)) is bounded, implying that the spectral representation Y i (ω)) of the response is sparse. The statement that y i (t) is in turn K-sparse, or compressible, denotes that it can be exactly or accurately reconstructed using K << N non-zero coefficients, or otherwise K salient harmonic components.
The missing data estimation problem
The formulation of the missing data problem is adopted from the work of Selesnick (2012) and additionally draws influence from the works of Candès et al. (2006) , Candès and Romberg (2007) , Candès and Plan (2010) and Becker (2011) . Let
T ∈ R N designate the complete i th signal recorded by the i th sensor of length of N . Then, the missing data estimation problem can be expressed as:
where
M is the observed sample vector of length of M , which comprises a sub-vector of x i , and S ∈ R M ×N is a zero-one selection matrix, selected a-priori. Therefore the problem may be expressed as the task of inferring the full response time-series x i , given the incomplete observations y i and the selection matrix S, so that (12) holds.
To this end, let us first define the discrete Fourier transform (DFT) orthonormal basis matrix A as:
Based on the observation made in the previous section regarding the sparse spectral representation of the response signal, it is safe to assume that a response signal x i , recorded on the i th DOF, can be sparsely represented via a DFT orthonormal basis A, i.e.,
N is a vector of coefficients corresponding to the signal's representation in the sparse domain. By plugging equation (12) into equation (14), the observed vector y i may be reconstructed via use of only few (sparse) c i coefficients:
It should be noted that if the dimension of the observed vector y i is smaller than the dimension of c i the problem (15) is ill-conditioned, i.e., any set of coefficients satisfying equation (15) can be treated as a valid solution. However, for the purposes of the problem investigated herein, the sought solution pertains to the most sparse vector c i which fulfills the given conditions. This may be obtained via solution of the following optimisation problem:
However, the major hindrance in solving the problem of equation (16) is that this comprises an NP-Hard combinatorial problem, which may not be solved efficiently via existing state-of-the-art approaches. Candés addressed this issue by investigating an equivalent problem under relaxed ∥·∥ 1 constrains and conditions, which would lead to a unique solution of equation (15). He concluded that solving a relaxed ∥ · ∥ 1 convex optimisation problem known as the basis pursuit problem, and defined as follows,
is equivalent to solving the ∥ · ∥ 0 NP-Hard combinatorial problem, once the so-called restricted isometry property (RIP) condition holds (Candès and Romberg, 2007) . This implies that both the combinatorial selection of coefficients c and the result of the convex optimisation under the RIP condition lead to the same unique result. The second approach however is significantly simpler in terms of computational toll, and at the same time efficient, since it guarantees that the original response signal x is fully recovered provided that the matrix product SA obeys the RIP condition.
Definition -restricted isometry property:
For each integer K = 1, 2, ... let us define the isometry constant δ K of matrix SA as the smallest integer such that,
holds for all k-sparse vectors. A vector is characterised as k-sparse if it contains at most k non-zero entries. Then, matrix SA satisfies the K-restricted isometry property under a restricted isometry constant δ K . The K-restricted isometry property indicates how close a subset of SA is to an orthonormal system, when restricted to sparse linear measurements. As Candès et al. (2006) demonstrate, the RIP yields the condition δ 2K < √ 2 − 1 for ensuring that a solution to (17) also solves (16), and additionally renders a good quality of approximation.
An issue pertinent to the case of SHM, lies in the quality of the recorded signals, which typically are contaminated with some level of instrument noise. Therefore, in the more realistic case, where we allow for noise contamination of the recorded signals commonly modelled as additive white Gaussian noise η i ∝ N (0, σ 2 ), i.e., y i = SAc i + η i , a convex optimisation problem known as the basis pursuit de-noising (BPDN) problem is formulated:
The BPDN is the approach adopted so far in CS implementations for WSN networks within the civil infrastructure domain (O'Connor et al., 2013 (O'Connor et al., , 2014 Wang, 2007; Zou et al., 2015) . In enhancing the current state-of-the-art, this work adopts its re-weighted variant, known as the rwBPDN problem, also referred to as l 1 analysis Becker et al. (2011) , which is defined as:
is a weighting matrix whose role is to direct the solution towards a desired c i structure. Formulations (19) and (20) are central to the signal recovery problem and alllow a solution of the RIP condition holds. Unfortunately, the task of verifying whether a given SA meets the RIP is combinatorially complex, since it requires verifying equation (18) for each possible combination of the K entries in c i . Within this context, derivation of a theoretical maximal error bound is not straightforward, since the derivation of an appropriate value for constant δ K is NP-hard. In tackling this issue, the framework proposed herein employs an empirical approach in which, prior to recovery, a numerical assessment of the algorithm's performance is carried out. Acquiring an insight on pertinent error bounds is extremely important as it furnishes a straightforward quantification of the confidence allocated in the recovered signals. This is crucial in system identification applications, where several classes of identification algorithms, e.g., the Kalman filtering framework, require an a-priori assumption on the amplitude (typically covariance) of the measurement error.
A second practical issue is tied to the sparsity of the recorded signal, i.e., the k-sparsity of c i . In general, it is not possible to obtain this information prior to the actual acquisition. In this paper we propose a remedy to this problem by introducing the LN concept, which serves for estimating the sparsity level of the recorded signal. By treating the estimated sparsity level as a common feature describing the entire sensing network, it is possible to dynamically adjust the required number of transmitted samples ensuring recovery within given error bounds. This approach permits robust reconstruction of the partially transmitted signals, even when these originate from time-varying sources. The latter is of particular importance for SHM applications in large-scale civil structures, given the time-varying actual nature of most loading sources, including wind and traffic. Figure 1 provides an overview on the types of nodes and connections used in a hybrid sensing network (HSN). The configuration is termed hybrid in the sense that it relies on the fusion of both tethered, i.e., wired, and wireless sensor nodes. Tethered nodes are naturally related to a minimal transmission, or communication, cost and are herein referred to as COST free nodes (CFN). To the contrary, communication via wireless nodes is constrained both in terms of time as well as energy consumption, due to the limited capabilities of radio transmission. These nodes are therefore herein referred to as cost bounded nodes (CBN). An additional characteristic of the proposed HSN lies in the selection of a LN among the CFN set, based on some preliminary selection criteria, as described in the next section. Figure 2 provides an overview of the work-flow and actions performed by each component of the framework. Firstly, all nodes perform a time synchronised measurement. Next, the LN transmits the recorded data to the server where the support, on the basis of which recovery will be performed, is selected. Once the parameters and transmission pattern are determined, the server requests the remaining data from the CBNs and proceeds to reconstruction of partially transmitted signals, relying on the provided support. It should be noted that since transmissions are assumed as highly incomplete, the reconstruction task essentially comprises a problem of missing data estimation. The proposed approach not only provides a means of signal reconstruction, but additionally furnishes maximal error bounds for quantifying the confidence to be allocated in the reconstructed signals. The latter further enables the estimation of the uncertainty to be propagated in the subsequent processing of this data.
The HSN
LN selection
LNs play a critical role in the proposed framework. As mentioned in the first section, these are responsible for selecting the support based on which the signal is to be reconstructed. Therefore, the selection of an appropriate node should be carried out based on the amount of information that the node may provide. In the proposed framework the following metric is used for selection of a LN, among L candidate nodes:
where τ (·, ϵ l ) is a comparator function returning a binary vector of entries, where a value of one is assigned to those indices i for which c i,l is larger than a prescribed threshold ϵ l (with a value of zero otherwise assigned), and c l is the sparse representation vector of the LN reference signal x l , as obtained through equation (14). This results in selecting as a LN the candidate node which provides the larger amount of information on the structure, i.e., its signal contains the broadest support. In this work, ϵ l is chosen as
N where C ϵ > 0 is specified prior to the recovery process. When investigating the issue of vibration-based monitoring in particular, information on as many structural modal shapes as possible need be ensured. Therefore, it becomes apparent that a sensor located close to a structural node, may not be utilised as a LN.
The NESTA algorithm
Although the compressive sensing framework is relatively recent, the number of available solvers capable of dealing with the problem formulations of equations (17), (19), (20) is already quite vast. Most of the methods derived for solving equation (19) fall into the category of convex problem relaxation, i.e., replacement of the L1 norm with an equivalent formulation of the problem, or via a greedy pursuit for obtaining a sparse and approximate solution. The most popular relaxation-based solvers are gradient projection for sparse reconstruction (GPRS) (Figueiredo et al., 2007) , sparse reconstruction by separable approximation (SpaRSA) (Wright et al., 2009) , l 1 regularised least squares problems (l 1 ls) (Kim et al., 2007) , spectral projected gradient (SPGL1) (Birgin et al., 1999) , fast iterative soft-thresholding algorithm (FISTA) (Beck and Teboulle, 2009 ) and the Nesterov algorithm (NESTA) . Among the greedy-based algorithms the most popular ones pertain to compressive sensing matching pursuit (CoSaMP) (Needell and Tropp, 2009) , orthogonal matching pursuit (OMP) (Tropp, 2004) , regularised orthogonal matching pursuit (rOMP) (Needell and Vershynin, 2009 ).
For solving the problem stated in equation (20) the NESTA solver is herein applied. The NESTA is based on the work of Nesterov (1983) who initially introduced an algorithm allowing for minimisation of a convex smooth function f (c), specified on a convex bounded set Q p , referred to as the primal feasible set.
The function f is assumed to be differentiable and its gradient ∇f is Lipschitz, with L specifying an upper bound on the Lipschitz constant. Nesterov's algorithm minimises f over Q p by iteratively estimating three sequences {c i }, {ȳ i } and {z i }. The outline of the NESTA per the work of Becker et al. (2011) is provided below:
The scalar sequences α i , β i appearing in the above description are defined as
and β i = 1 2(i + 1)
, as specified in Nesterov (2005) . Moreover, p p (c)
is the so-called prox-function for the primal feasible set Q p . This function is strongly convex with parameter σ p , set to σ p = 1 herein. In more recent work, Nesterov (2005) extended this method for the minimisation of non-smooth convex functions f , assuming this can be expressed as:
where c ∈ R n , u ∈ R p , and W ∈ R p×n . Q d is referred to as the dual feasible set and is assumed as convex. A smooth approximation f µ (c) of the original function f (c) is then employed as:
where, p d (u) is a prox-function for Q d and µ → 0 is a smoothing approximation parameter. The detailed description of the algorithm is given in Becker et al. (2011) who implemented the algorithm within the CS framework, as suitable for solving equation (20) . Following the NESTA formulation, Becker et al. assumed that the l 1 norm of the coefficient vector c may be written as:
where W is defined in equation (20), and the dual feasible set is defined as the l ∞ ball, i.e., Q d = {u : ∥u∥ inf ≤ 1}. Due to the fact that function ∥c∥ 1 is convex but non-smooth, an approximation per equation (24) is adopted. The aim is to solve the following optimisation problem:
According to Nesterov, the latter is equivalent to implementing the previously outlined NESTA algorithm on the smooth constrained optimisation problem:
The ability of the algorithm to efficiently solve the rwBPDN problem largely relies on the weighting matrix W, whose role lies in emphasising a desired structure for the vector of the sparse domain coefficients c. The calculation of the re-weighted product ∥Wc∥ 1 results in penalising the coefficients c j corresponding to high weighting values w j . This forces the solution of equation (20) to concentrate on elements where c i is non-zero and the corresponding weights w i are low. As shown next, the construction of this matrix is herein furnished via use of the support delivered by the LN.
Recovery error estimation
In order to define an estimate of the recovery error, let us assume that the reference signal x, which is to be reconstructed, can be decomposed via use of the sparsifying matrix as indicated in equation (14):
The same can be applied to the reconstructed estimate of the reference signal, obtained via solution of equation (20) or (19):
The reconstruction error is defined as the difference between the reference signal and its estimate:
By calculating the variance of both sides of equation (30) the following equation is obtained:
which can be further simplified to:
In practice, the term var(c −ĉ) is not known prior to the actual processing, therefore in this work an approximative function is numerically calculated as:
where the error approximation function E(m, k, σ 2 ) is characteristic to the algorithm used (NESTA) and the type of signals this is implemented upon. The latter is obtained as a function of the transmission level m, defined as the ratio of transmitted samples M over the full dimension, N , of the target reconstruction signal; the relative sparsity k, defined as as the ratio of the number of harmonic components in the signal K over its full dimension N ; and σ 2 is the variance of the additive noise assumed as
). An approximation of the recovery performance is then attained as:
Under the assumption that the reconstruction error follows a normal distribution, its boundsx up ,x low may be defined as:
Support selection
The selection of support U and its complementary set U c is critical for determining the variance σ 2 of the contained noise. Firstly, the signal of the LN is projected onto the sparse domain via the corresponding coefficient vector c l , as c l = A −1 x l . In the implemented framework the following approach for separating c l into its pure and noisy components is proposed:
where τ (·, ϵ l ) is the comparator function of equation (21). This results in a diagonal binary selection matrix U, where a value of one is assigned to those coefficients of c l , which are larger than C ϵ
N . Based on the selected support, a corresponding diagonal weighting matrix W is subsequently formed, where the off-support elements are penalised via assignment of a high weight value:
where a << 1. The weighting matrix then drives the algorithm towards the desired sparse solution. Once the support is established, the remaining part of the LN signal c l , i.e., U c c l , is modelled as noise, whose variance is obtained by projecting U c c l back into the time domain as:
Evaluation of the error approximation function E(m, k, σ 2 )
This process may be carried out prior the actual implementation of the algorithm by executing parametric simulations for a fixed signal dimension N , and for varying sparsity k, transmission level m, and noise contamination level σ 2 . To this end, in what is presented herein, a number of synthetic signals comprising K single harmonic terms, K = {6, 10, 16, 20, 40, 50}, contaminated with additive Gaussian noise of diverse variance σ 2 = {1e − 6, 3.7e − 6, 1.3e − 5, 5.1e − 5, 1.9e − 4, 7.23 − 4, 2.7e − 3, 1e − 2} is generated. The full signal has a length of N = 256 samples and is reconstructed using a varying number of partially transmitted samples, M = {25, 50, 75, 100, 150}, corresponding to different levels of transmission m. The test is repeated ten times for every data point. An assumption of known support for performing the signal reconstruction is made as explained in 2.7. The selection of the support U relies on the K dominant elements of the signal c. The results are illustrated in the left subplot of Figure 3 , where each data point indicates the variance of the recovery error for the sparse coefficients, c. The histogram plots of the variance of the recovery error, illustrated in the right subplot of Figure 3 , correspond to two specific input parameter configurations, which are indicated via black and blue cross markers in the left subplot. It is evident that the variance follows a normal distribution and, therefore, the fitted mean is employed herein as its estimate for each input parameter configuration. For configurations lying outside the set of nodes of the grid specified for the parametric simulations, linear interpolation has been employed. 
Illustrative example -rwBPDN vs. BPDN
In order to illustrate the applicability of rwBPDN for signal reconstruction in civil engineering, applications let us consider the case of a signal x with a full dimension of 512 samples, comprising four harmonic components f = [110.15, 120.15, 144.15, 246 .15] Hz with corresponding amplitudes A s = [6.1, 1.9, 3.2, 1.0], recovered using both the BPDN and herein proposed rwBPDN schemes. Let us now, for demonstration purposes, use the reference signal itself as a LN in order to calculate the required support. Following the process described in Section 2.7, the diagonal elements of U are indicated in Figure 4 (b), utilising a green cross marker, while the utilised support threshold is indicated via a solid black line. For the particular signal a relative sparsity k = 46/512 is attained, corresponding to an absolute sparsity K = 46. Figure 3 , a reconstruction of the signalx is attained, using both rwBPDN and BPDN. As illustrated in Figure 4(a) , the recovery is shown to indeed lie within the prescribed error boundsx up ,x low , calculated via equation (35). The key difference between two schemes lies in the recovered frequency content, as illustrated in Figure 4(b) . It is evident that the rwBPDN recovers the designated harmonic content accurately, whilst the BPDN fails in this task. Specifically, BPDN omits the 2nd and 4th harmonic component. Interestingly, the time domain recovery error plotted in Figure 5 does not indicate incorrect recovery of BPDN.
Recovery experiments
In this section the proposed framework is implemented and verified on both synthetic and experimental datasets. The NESTA algorithm is used for signal reconstruction in both examples, i.e., firstly for the response signals corresponding to a synthetic lumped mass 3-DOF system, and secondly, for experimental datasets acquired from an operational Wind Turbine.
Recovery on synthetic datasets from a 3 DOF frame structure
For illustration purposes let us consider a 3 DOF frame structure governed by the equations of motion (1) 
A sampling frequency of 100 Hz is used. Additionally, let us assume a sparsifying matrix A is formed according to equation (13), which essentially corresponds to a DFT. The response signals of the system, driven by broadband white noise excitation f (t), are presented in Figure 7 . The LN is selected according to (21), where ϵ l = C ϵ ∥c∥1 N , and C ϵ = 1.5 are assigned. The selection results are shown in Table 6 and they essentially correspond to the sparsity K of the coefficient vector. The second DOF is selected to act as the LN since it offers the widest support, i.e., x l = x 2 and K l = K 2 :
Next, the signal obtained from the LN is transformed into the sparse domain via the transformation c l = A −1 x l and is utilised for estimating the variance of the noise present in the responses via equation (38) . In order to achieve this, the coefficient vector c l is decomposed according to (36) into its pure and noisy component. The latter is illustrated in Figure 8 , where the top row corresponds to the pure component and the bottom row reflects the noisy component. The indices of the selected support, indicated in the figure using green colour, are used to form the diagonal binary support selection matrix U, which is further employed for the calculation of weighting matrix according to W = (U + aI) −1 . In this work a value of a = 0.001 is adopted. 
Once the estimate of the noise variance σ 2 u is established, sub-vectors of the recovered signals are formed via a uniformly distributed random selection matrix S ∈ R M ×N comprising binary elements, under the constraint that each column contains only a unique entry equal to 1. The unit entries correspond to the indices of the utilised sparse samples. Next, M samples are drawn from x 1 and x 3 according to:
It has to be noted that the sparse selection matrix S could in fact be separate for different CBN signals, however this lies beyond the objective of this study. The partially transmitted signals y 1 , y 3 are used for solving the rwBPDN problem using the NESTA solver as: Next, the error variance of the recovered signals is estimated via use of equation (34):
and the maximal error bounds are established according to equation (35) . The recovery results together with the estimated error bounds, corresponding to a 99% confidence interval, are demonstrated in Figure 9 .
Recovery on experimental datasets from a wind turbine facility
The recovery of data obtained from an actual sensor deployment on an operational wind turbine is now demonstrated for illustrating the strength of the proposed framework within a real setting. This example is of particular importance since it attests the applicability of the framework on non-stationary response signals. A wind turbine tower, located in Lübbenau Germany, was instrumented via use of five wired high-accuracy MEMs accelerometer sensors. A cross-section of the tower at a height of 80m was instrumented via three tri-axial accelerometers, while a second cross-section at 100 metres was instrumented using two bi-axial accelerometers. The data acquisition system sampled at a rate of 200 Hz during regular operation of the wind turbine. Figure 10 displays the wind turbine sensors instrumentation layout. For the simulations presented herein, a dataset composed out of two sensor channels is used, namely locations P80Nz, P100Nz. The locations of the sensors are marked in Figure 10 in red. A portion of the full signal comprising a length of 512 samples is utilised for both channels. The recovery experiment is performed for two cases. In the first case, two transmission levels are explored m = M /N = {0.3, 0.45}, whereas in the second case, two support thresholds are utilised, namely C ϵ = {0.5, 2.5}. This results in the modification of the sparsity k and the estimated noise variance level σ 2 u . The LN is selected according to equation (21), where the support threshold is set as ϵ l = C ϵ ∥c∥1 N . The investigation indicates that channel P100Nz provides a wider support than the alternative P80Nz for both cases of C ϵ . Specifically, for C ϵ = 0.5 an absolute sparsity K P 100N z = 117 is obtained versus K P 80N z = 107 for C ϵ = 2.5. Figure 11 illustrates the separate threshold values ϵ P 100N z = {0.0447, 0.2236} corresponding to each case. The signal obtained from the LN is used to determine the support U and the corresponding noise variance σ The result of the first test case for the two different levels of transmission is illustrated in Figure 12 . As is evident, the increase in the number of transmitted samples results in narrowing the estimated maximal error bounds. Figure 13 demonstrates the impact of the selected support threshold on the estimated maximal error bounds. As indicated therein, the higher this threshold is, the higher is the number of terms attributed to noise U c . This leads to higher noise variance estimations σ u and, thus, to higher error bounds.
Parametric analysis for validation
Due to the fact that the proposed framework for error bounds estimation employs a synthetically constructed approximation function E(m, k, σ 2 ), as indicated in equation (33), a more extensive numerical analysis is required to validate the efficacy of the derived bounds. To this end, a parametric simulation is executed comprising 100 recovery attempts in which parameters are drawn from a uniformly distributed set of sample values M ∝ N · U(0.5, √ 2), C ϵ ∝ U(0.3, √ 0.2). The wind turbine data used in the previous section is employed herein as well, and 100 time histories are created as sub-vectors of the full signal corresponding to a length of 512 samples. Additionally, the quality of the reconstruction is assessed using two different measures, namely the residual sum of squares (RSS) given as:
and the number of out-of-bounds samples, denoting the samples lying outside the error bounds, as estimated via the proposed framework. The results are summarised in Figures 15 and 16 . Based on the histograms provided for the out-of-bounds samples and RSS values, it is concluded that over 90% of the recovered signals lie within the estimated error bounds, which corroborates the efficacy of the method. Further tuning of the pre-assigned function E(m, k, σ 2 ) could potentially improve the attained results. On the basis of the plot of the RSS and outliers in the m, k, σ u space, it can be concluded that these do not reveal signs of strong correlation with any of the parameters of the defining the error bounds, m, k, σ u . 
Conclusions
In this work a framework for recovery of dynamic response signals from WSNs, with a synchronous estimation of the recovery error bounds, is presented and validated. Both synthetic data, obtained from a linear 3DOF system, as well as field-deployment data, obtained from the tower of an operating wind turbine are utilised toward this end. The latter is of particular importance as it demonstrates applicability of the proposed method to data of non-stationary nature. Adoption of the developed approach not only allows for robust data reconstruction, even at low transmission levels, but further reveals the degree of confidence in the recovered signals for further processing tasks. To this end, recovery error estimation bounds are delivered via fusion of prior knowledge with respect to the monitored signal, gained via utilisation of a LN. This LN is considered as a tethered (or fully transmitting) node of the system. The resulting configuration comprising primarily wireless sensors fused with a minimal number of tethered nodes, is herein termed a HSN. The framework seems highly promising in devising dense, yet low-cost, and sufficiently accurate deployments for large-scale infrastructure systems.
