, and a sequential approach for controlling the false discovery rate proposed by Benjamini and Hochberg (1995) 
often, each comparison will be a simple difference between two separately estimated quantities. The present report focuses on (a) above, particularly in cases where the number of comparisons is large. It expands on concepts introduced by Tukey (1991 Tukey ( , 1993 and by Benjamini and Hochberg (1995) .
Assume that statistical procedures are required to control a Type I error rate at a conventional value (a = .05, perhaps). For a single comparison, ~/2 provides a bound related to the probability of deciding with confidence that a population comparison goes in one direction when that population comparison actually goes in the opposite direction (has the opposite sign). This formulation assumes, as experience has taught us, that no population comparison is exactly zero (to many decimal places). Nonetheless, the conventional emphasis on the "null" hypothesis is not surprising. The importance of the null hypothesis is not that it is null, but rather that (a) as a lira!t, it is the least favorable case, and (b) situations with small non-zero values of the population comparison ("perinull" situations) behave much as if they were at that limit.
The probability of erroneous confidence, defined more generally than above, differs by a factor of two depending on whether the population comparison is zero or near-zero. This is so because confidence in either of the two directions is erroneous if a population comparison is exactly zero, but only one direction is erroneous when the population comparison is not precisely zero. In addition, so long as the true difference is close to zero, values beyond the selected critical value are very nearly as likely to be of one sign as the other.
The probability, c~, is the maximum probability of the traditional Type I error. Frequently--and rather misleadingly--it is considered to be the probability of deciding to be confident about the direction of an observed comparison when the population difference is exactly zero. Instead, we recommend thinking of e~, in the simplest case, as "a bound on twice the probability of being erroneously confident about the direction of the population comparison."
Multiplicity arises in situations where more than one comparison is evaluated. Unless some correction is incorporated, the overall (simultaneous) Type I error rate--the probability that the decision for any one or more comparison will be in error--will exceed (often very substantially) the nominal ~ (which still would apply to any single comparison whenever that comparison can be appropriately assessed alone). With multiplicity, it is appropriate--and usually essential--to adjust for the increased probability of simultaneous Type I error, that is, the probability of finding at least one erroneous confident direction. Shaffer (1994) reviews the range of multiple comparison adjustments that have been proposed to control one kind or another of overall Type I error rate.
The Bonferroni adjustment is a simple and trustworthy statistical procedure for assuring simultaneously that the probability of any Type ] error is no greater than oc. However, power is severely restricted when the simultaneous error rate is made no greater than oc by the use of the Bonferroni adjustment. L Power becomes extremely low when the number of comparisons is very large, that is, for very large family sizes. Moreover, conclusions from the Bonferroni procedure are highly sensitive to differences in family size. Family size is always the number of contrasts under consideration. However, there may be legitimate ambiguities about family size for a particular set of data. A desirable feature for an otherwise satisfactory multiple comparison procedure is that it provide decisions about significance that are reasonably invariant over alternative choices of family size.
Two sequentially-rejective techniques described in Benjamini and Hochberg (1995) provide greater statistical power than the Bonferroni correction while still attempting to control the rate of erroneous declarations of confidence. The Hochberg procedure (Hochberg, 1988) , controls the familywise error rate at et, which is then a bound on the probability of making any (one or more) Type I errors in a given family of comparisons; this bound is very nearly sharp when all population comparisons are zero. In contrast, the Benjamini and Hochberg technique (B-H) attempts to control the fraction of t'alse discoveries, roughly, the average fraction of erroneous assertions among all confident directions asserted; therefore, et/2 provides an approximate bound for a given family of comparisons on the expected value of the ratio of (a) the number of erroneous declarations of confident differences to (b) the maximum quantity of either the total number of declarations of confidence or I. In other words, the B-H approach is designed to maintain at et/2 or below the probability that a confident direction will be asserted when, in fact, the population difference is in the opposite direction. When tests are independent, the B-H approach has been proven to control not only the false discovery rate, but also---when all population differences are zero--the familywise error rate.
Let Pcrit be the tail area (usually for each of two tails) of the null sampling distribution of the test statistic for any single comparison being judged by a multiplicity-respecting procedure. Each procedure will stipulate a probability of error or average fraction of error that is bounded by et when judging confidence of direction. The value of Pcrit will depend on the sort of confidence to be attained. Let m be the number of comparisons and i --1 ..... m be the rank of the p-value associated with the t-statistic for the comparison concerned when ordered from smallest to largest, so that the observed p-values--pi for the i th comparison--are Weakly increasing from i = 1 to i --m. Four distinct approaches are defined as follows:
Bonferroni: the critical value of the statistic is such that Pcr~, = PBON = et/2m in each tail of the distribution of that statistic. Hochberg (1988) : be confident of the observed direction of the i 'h comparison when, beginning with i = m and continuing toward i = 1, p,, -< Pcrit = PHOC(i) = cd2(m -i +' 1); then stop and declare a confident direction for all comparisons for which j -< i. Thus, PHoc(i) = mpBorq/(m --i + I ). Benjamini and Hochberg (1995) : be confident of the observed direction of the i th comparison when, beginning with the mth comparison, P~i) -< Pcr~, = PB.H(i) = ia/2m; then stop and declare a confident direction for all comparisons for which j <--i; in this case, pn..(i) = ipBON.
Unadjusted: be confident ifp.) -< Pcrit = PtJNA = a/2; PUNA = mpBON' Because I <--m/(m-i+ I)--< i<m, it must be true that PaON -< PHoc ~ PB-H -~< PUNA; the four collections of confident directions corresponding to these four approaches are nested, with the unadjusted Pcrit value the largest and the Bonferroni the smallest.
To illustrate the calculations for the four procedures, we present those calculations for the Main Effects for Region (below) using data from the National Assessment of Educational Progress (NAEP).
An Example: The NAEP Trial State Assessment
Data from the NAEP Trial State Assessment (TSA) were subjected to an analysis parallel to the Election Example described by and analyzed further by Tukey, Mosteller, and Hoaglin (1991) and by Williams, Jones, and Tukey (1994) . The data are average eighth-grade mathematics proficiency scores for the 34 states that participated in both the 1990 and 1992 NAEP TSA (Johnson, Mazzeo, & Kline, 1993; E. Johnson, personal communication, July 29, 1993) . 2 The states are classified into four geographical Regions of eight or nine states each: Central, Northeast, Southeast, and West. The four conditions of Type I error control are compared for the main effects for (a) Region (Central, Northeast, Southeast, and West); (b) Year (1990 and 1992) ; the effects for (c) State nested within Region; and (d) the Year x Region interaction, each with ct = .05.
Main Effects for Region
The first set of pairwise tests involves the six comparisons of the four geographical Regions, each with each other. Regional mean scale scores are: Central X = 274.1, Northeast X = 266.9, West X = 263.7, and Southeast X = 256.4. To compare rates of confident decisions about the direction of differences, t-statistics were computed for each comparison, using differences of States within Region as a basis for error, and ordered from i = 6 (largest p-value, smallest absolute value of t) to i = 1 (smallest p-value, largest absolute value of t), as presented in Table 1 .
The critical values for each approach--unadjusted, B-H, Hochberg, and Bonferroni--are displayed in the respective columns, PUNA, Pa-H(i), PHOC(i), and PaON. Recall that PUNA = ct/2, and PBON = ct/2m, regardless of i. The unadjusted approach leads to confidence for five of the six differences---only the (here, i --6) and then work toward the most significant. With the Hochberg technique, beginning at i = m = 6 comparing the Northeast and the West, the p-value(6) --. 14206 > pilot(6) = ct/2(m --i + I) = .025, SO we may not infer a confident direction of difference between the Northeast and the West. For the comparison of the Central states and the Northeast, i = m -1 = 5, the observed p-value(5) = .01037 < PHOC(5) = .0125; we conclude with confidence that average eighth-grade mathematics proficiency scores for the students of the Central states that could have participated in the TSA were greater than students from the Northeast. At this point, we end the Hochberg procedure without testing any further comparisons because all remaining comparisons in the specified family, together with the one last tested, have confident directions.
Applying the B-H technique, we again begin with i = m = 6 for the Northeast versus West comparison. The observed p-value for this comparison, p-value(6) --.14206 > pB.H(6) = ict/2m = .025; therefore, we are not confident about the direction of this difference. We test next the comparison between the Central states and the Northeast, i = m -1 = 5; because the p-value(5) = .01037 < PB_H(5) ----.02083, we are confident of the direction of this difference. We conclude, as for the Hochberg technique, that this difference (i --5), together with the remaining comparisons (i = 4, 3, 2, i), represent confident directions of differences.
For this example, the Hochberg technique and the B-H technique yield the same conclusions as the unadjusted approach: We are confident that the average mathematics proficiency of students from the Central states differs from the average mathematics proficiency of students from the other three geographical regions (Northeast, Southeast, and West) , and the average scores of students from the Southeast differ from scores of students from the Northeast and from the West. Of the six differences, only the difference in average mathematics proficiency of students from the Northeast compared to students from the West did not differ in a confident direction, according to the Hochberg, B-H, and unadjusted techniques. Figure 1 represents the six comparisons graphically:
• on the vertical scale is the average proficiency score for each Region;
• the two 45" lines emanating (to the right) from the location of each Region on the vertical scale are lightly drawn;
• there are six intersections of upward 45 ° and downward 45 ° lines, one representing each comparison;
• the three intersections marked with solid circles (O) are for comparisons that are Bonferroni-confident of direction;
• the two intersections which represent confident directions at Hochberg, B-H, and unadjusted levels are marked with a circle and a plus sign (~);
• the intersection corresponding to the single difference which does not • achieve statistical significance is unmarked. With equal degrees of freedom, the narrow gray stripe indicates the interval of unadjusted confidence, but not B-H confidence; the unshaded area between the stripes represents the interval of unadjusted and B-H confidence, but not Hochberg confidence; the broad gray stripe is the interval of unadjusted, B-H, and Hochberg confidence, but not Bonferroni confidence. The lower boundary of each band is the point on the scale of mean differences that corresponds to the largest critical value ofp in Table 1 .
Main Effects for Year
Because there are only two Years of data--and therefore only one possible comparison of Years--it is not necessary to adjust for multiplicity. We are highly confident that average mathematics performance was better for 1992 eighthgraders (X9z = 266.6) than for 1990 eighth-graders (X9o --263.4), t33 = 9.73. In fact, the 95% confidence interval for the mean improvement is from 2.6 to 3.8 scale score points.
States within Region
Differences among States within Region were investigated by considering all pairwise comparisons within Regions, m = 128 comparisons in all. 3 The results show considerable variation in student mathematics performance among States within Region: The unadjusted per comparison approach (PUN^ --.025) is confident about the direction of 100 differences, of which 96 are also found by the B-H technique, 74 are found by the Hochberg procedure, and 71 are found by the Bonferroni adjustment (PnoN = .025/128 = .000195). In a format similar to that of Tukey and Hoaglin (1991, p. 362) , Table 2 
Year x Region Interaction Effects (Y x R)
The Year × Region interaction effects were not statistically significant when tested by an overall F-test. Nevertheless, it was appropriate to apply the four multiple comparison procedures to probe their application to weakly-structured data. No cell mean differences were found to be statistically significant using any one of PUNA, PB-H(i), PHoc(i), or PBON-
Differences between All Pairs of States for 1992 Eighth-Grade Math Scores
All pairwise mean differences between the states' 1992 eighth-grade mathematics achievement scores were compared. There were 41 states which participated in the 1992 assessment, resulting in a family size ofm = 41 × 40/2 = 820. Figure 2 presents the graphical comparison of the four multiplicity treatments. By the Bonferroni adjustment, there are 480 confident directions between states; the Hochberg technique admits 13 more confident directions; and the use of the B-H technique results in an additional 159. The unadjusted analysis increases the number of confident directions beyond the B-H technique by only 6.
If we ask what fraction of pairs is assigned a confident direction, we find for:
• Regions, 5/6 = 83.3%;
• States within Regions, 96/128 = 78.3%;
• all states, 652/820 = 71.8%. These fractions need not have come out so similarly. The fact that they did indicates that the differential effect of Region is not strong.
Assessing State-by-State Change
One way of assessing year-to-year change in state mathematics achievement involves directly testing the significance of change in each of the 34 states. An ordinary Bonferroni adjustment for control of Type I error, as used by NAEP (Johnson et al., 1993) , results in an effective critical p-value of PBoN ----.000735 for a = .05. Table 3 contains the computed difference between 1990 and 1992 mathematics achievement means for each state and the computed pooled standard error. 4 The table also includes the statistical decision about confidence in direction with confident direction indicated by "*" in each column, for each state under the four multiplicity treatments. (For this and previous examples, we have chosen to present critical p-values as a basis for comparison of the adjustment procedures. The cutoff critical t-value for each procedure is also displayed in the bottom line of Table 3 . See Williams, Jones, and Tukey (1994) for comparisons based on critical values of P rather than critical values of p.)
The unadjusted per comparison approach is confident about the direction of 15 differences, whereas the B-H procedure is confident about 11 of these, and Hochberg's technique is confident about the direction of four of the differences, the same four as the Bonferroni correction.
Assessing Differences between State Change and Average Change
The results for the main effects for Year show that the average mathematics proficiency improved substantially for the 34 states combined, X9o --263.4 and X92 = 266.6. The state changes can also be evaluated with this average increase removed. In fact, when this change is subtracted out, there is no state for which we can be confident of differential change (from the average change) when an adjustment for multiplicity is made by using any one of the three procedures, confidently conclude an average gain from 1990 to 1992 for the participating states as well as a confident gain for each of 15 states, we cannot be confident that any state gained more or less than the average. Another way to look at our examples is to ask, "How trustworthy are the additional confidences-in-direction statements discovered by the B-H?" After all, the Bonferroni-confidence statements are mostly free of error, so perhaps the additional supplementary confidences about directions are shot full of error! To answer this question, we must first answer three other questions: (a) How many more comparisons are we confident about with the B-H than with the Bonferroni? (b) What is the corresponding increase in erroneous statements (which at most should be the increase for pure chance for the various perinull situations)? Table 4 presents mean NAEP mathematics scale scores (and standard errors) for both 1990 and 1992 at three grades, for various demographic subgroups that differ by Gender, Race/Ethnicity, Type of Community, and Region of the country (Mullis, Dossey, Owen, & Phillips, 1993, p. 18) . Of the 45 contrasts between the 1990 and 1992 results, Mullis et al. reported 21 to represent significant change at a = .05, without adjustment for multiplicity. 5 To reduce the number of erroneous conclusions, as well as to control the probability of such errors, a multiple comparison procedure should be employed. Defining the family of comparisons conservatively as all tests in Table 4 , m --45. Using either the Bonferroni adjustment or the Hochberg procedure with m = 45, while we find 7 confident directions of change, the B-H procedure yields 14 confident directions of change.
A NAEP Example Bearing on the Invariance of Findings over Differing Family Sizes
It might be argued that three separate families of comparisons are involved here, one family for each grade level, each with m = 15. Based on this approach, the Bonferroni adjustment and the Hochberg procedure both yield 10 confident directions; the B-H procedure results in the same 14 confident directions as before.
As still another alternative, it might be decided that there are four families of comparisons, one for each background variable presented in the table: Gender,. Race/Ethnicity, Type of Community, and Region. For Gender, there are m = 6 contrasts (for 1990 to 1992 change for Females and Males at each of three grade levels); for Race/Ethnicity, there are m --15 tests (for change for each of five 
Findings for various demographic subgroups from the NAEP 1992 Mathematics Report
Card for the Nation and the States (Mullis, Dossey, Owen & Phillips, 1993, p. 18 >The value for 1992 was significantly higher than the value for 1990 at about the 95 percent confidence level. <The value for 1992 was significantly lower than the value for 1990 at about the 95 percent confidence level. !Interpret with caution--the nature of the sample does not allow accurate determination of the variability of this estimated statistic. The standard errors of the estimated proficiencies appear in parentheses. It can be said with 95 percent confidence for each population of interest, the value for the whole population is within plus or minus two standard errors of the estimate for the sample. In comparing two estimates, one must use the standard error of the difference (see Appendix for details).
Race/Ethnicity groups--White, Black, Hispanic, Asian/Pacific Islander, and American Indian--at each grade level); for Type of Community, there are m = 12 tests (for four community types--Advantaged Urban, Disadvantaged Urban, Extreme Rural, and Other--at each grade); and for Region, there are m = 12 tests (for four Regions--Northeast, Southeast, Central, and West--at each grade level). Accumulating results for each of these four farfiilies over all 45 comparisons (6 + 15 + 12 + 12), the Bonferroni procedure results in the same 10 confideflt directions as above, the Hochberg procedure results in 12 confident directions, and the B-H procedure results in 16 confident directions (14 as before with 2 additional).
As anticipated, the B-H procedure was the most consistent multiplicity adjustment across the four different definitions of family. With one large family of m = 45 or with three families corresponding to student's grade level (m = 15), the same 14 confident directions appeared using the B-H. When the 45 comparisons were divided into four families (m = 6, 15, 12, and 12), the B-H produced two additional confident directions. The Hochberg and Bonferroni procedures were more conservative as well as. less consistent. The Bonferroni adjustment produced 7, 10, and 10 confident directions, and the Hochberg procedure produced 7, 10, and 12 confident directions for the three alternative family definitions. Of course, when no adjustment is made there are no inconsistencies--whatever the family size--because Pcrit = .05 iS applied throughout. It is noteworthy that even with the largest family size, m = 45, the B-H procedure admitted more confident directions than the number provided by the conventional Bonferroni applied to the smaller--and more lenient--family definitions. This corresponds, once again, to a substantial increase in statistical power from the use of the B-H.
Applications to Simulated Data
When applying adjustment procedures to real data, we can count how many differences are discovered to have a confident direction, but we cannot know how many of these are erroneous. We also can compare the statistical power of various procedures anecdotally in terms of their performance on observed differences--population value plus random perturbations. But, to learn about erroneous discovery, in particular about false discovery rates, we must turn to some form of simulation.
We have chosen first to simulate two sets of analyses for the 48 contiguous "states" of the U.S., where perturbed values from a simple configuration of 48 population values are either (a) compared to a fixed national value (m = 48 "uncorrelated differences") or (b) compared among themselves as differences of all possible pairs (m --1128 "pairwise differences," with about 4% of pairs correlated). The simple configuration used in the simulation is that of an idealized sample from a normal distribution. We have assumed large samples within "states," taking the degrees of freedom for s 2 as infinite.
The structure of the simulated data is designed to be similar to the data from the NAEP TSA. For each of the 48 "states," average "achievement levels," Pi, are defined to approximate the expected median values of each of 48 ordered random observations from a normal (0, trA) distribution. So long as we have Gaussian errors whose variance is either known or independently estimated, the performance of a multiple comparisons procedure depends only on:
• the pattern (location and scale) of the population means;
• the stability of the variance estimate (number of degrees of freedom);
• the ratio of the error variance to the variance over the population means. Our stimulations involved the following choices:
• pattern = a nearly Gaussian distribution of smoothly-separated values, Yt, where Yi = Gau exp "1(3i -1)/(3n + 1), with variance between 0.95 and 1.0 for our adopted values of n;
• population means Pl --O'Ayi, where ~r A is the effect size;
• sets of errors, random samples drawn independently from a unit normal distribution, and added in parallel to the population means to generate sample means, X~ = trAYi + error.
(Other stylized Gaussian patterns with approximately the same variance would produce quite similar results.)
Five conditions of effect size are studied. For the perinull condition of negligible differences among the Pi, the value of trA is set to 0.001; four non-null conditions are considered, with trA set tO values of 0.3, 1.0, 3.0, and 5.0, respectively. In each case, for each of 10,000 replicates, an observed mean for each state, Xi, is generated as described above.
In the first of two families studied, each tray ,. represents the difference of a state mean from the national mean, which is treated as a known constant. This produces m = 48 uncorrelated values of tray~ for each of which we wish to establish confidence about the sign of la~. The second family is comprised of all pairwise comparisons where each X~ is compared with each Xj, resulting in m = 1128 comparisons about which we wish to establish confidence about the sign of la i -pj.
The numbers of confident conclusions for the B-H technique and Hochberg's adjustment technique are compared with those resulting from conventional Bonferroni-adjusted p-values, in all cases with et = .05. 
error rates by effect size for the B-H, Hochberg, and Bonferroni techniques, 48 uncorrelated differences (above) and 1128 pairwise differences among the 48 (below)
In our perinull conditions for both uncorrelated-differences and pairwisedifferences families, the B-H, the Hochberg, and the Bonferroni techniques maintain the familywise error rate at approximately a/2 or below, as expected. With negligible differences among the X i, claims of confident direction occur about lOOa% of the time, and half of these claims are in the incorrect direction.
For all three techniques, the familywise error rate is less than a/2 in the small (or A = 0.3) and moderate (o" A = 1.0) effect-size conditions for the uncorrelateddifferences family, and in the small (o" A --0.3) effect conditions for the pairwisedifferences family. Only in the large (o" A = 3.0 and o" A = 5.0) effect-size conditions for the uncorrelated-differences family, and in the moderate (or A = 1.0) and large (o" A > 3.0) effect conditions for the pairwise-differences family does the B-H technique fail to maintain the familywise error rate (which it was never designed to maintain). The Hochberg and Bonferroni techniques maintain this error rate at or below a/2 throughout.
False Discovery Rate
Tabled values of false discovery rates for the unadjusted, B-H, Hochberg, and Bonferroni techniques, and plots of the logs of those rates against effect size appear in Figure 4 . (By plotting logs, the unadjusted results more easily fit on the vertical scale, and the four methods relate more smoothly to one another). Results for the 48 uncorrelated comparisons are shown in the upper half and results for the 1128 pairwise comparisons are in the lower half of Figure 4 . All three of the adjustment techniques maintain a false discovery rate below .025 for both the uncorrelated and the pairwise comparisons. We confirm the finding of Benjamini, Hochberg, and Kling (1994) that for the B-H, Hochberg, and Bonfertoni procedures, the false discovery rate is close to its maximum, a/2, in the case of negligible differences among the la i (tr A = 0.001), where there are the fewest claims of confident direction but proportionally more (up to 50%) in the wrong direction. Note that all three procedures become overly conservative as effect size departs from the negligible. For effect sizes of 3.0 and 5.0, even the unadjusted procedure yields false discovery rates lower than .025.
Power
Figure 5 presents plots of the statistical power against effect size for each of the three adjustment techniques. Power is defined as the average probability of claiming confident direction for a true difference, averaged over all true differences. This is what Hochberg and Tamhane (1987) refer to as per-pair power; the average probability (over pairs) of claiming confident direction for true differences among all pairs. It is here calculated as the average proportion of confident directions claimed over the 10,000 replications.
Under all effect-size conditions, for both uncorrelated and pairwise families, the B-H technique results in greater power than that for the Hochberg or Bonferroni procedures. The relative advantage in power for the B-H technique is greatest for the larger (pairwise) family and for large effect sizes. Effect size FIGURE 5. Average statistical power by effect size for the B-H, Hochberg, and Bonferroni techniques, 48 uncorrelated differences (above) and 1128 pairwise differences among the 48 (below) in power of the Hochberg technique over the Bonferroni becomes detectable only for large effect sizes, cr A >-3.0.) These results are consistent with the findings of Benjamini and Hochberg (1995) and Benjamini et al. (1994) .
Some Further Simulation Results
Two more sets of simulated data were studied to try to tease apart the effects on error rates and statistical power of the partial dependence of pairwise comparisons, on the one hand, and of family size, on the other. In one condition, each of 1128 values of Xi is compared to a fixed known constant, the "national mean," yielding a family of uncorrelated differences of the same size as the family of pairwise differences that was studied and reported on above. In a second condition, I0 "state" mean values are compared among themselves as differences of all possible pairs (m --10 × 9/2 = 45), with a family size similar to that for the 48 uncorrelated differences above. The same five conditions of effect size are studied, cr A = 0.001, 0.3, 1.0, 3.0, and 5.0, and et --.05, also as before. Results are based on 10,000 replications. Figure 6 presents the familywise error for the B-H, the Hochberg, and the Bonferroni techniques for the five effect sizes. The upper plot is for the family of 1128 uncorrelated comparisons of state means with a constant national mean, and the lower plot is for the family of all m = 45 pairwise comparisons. The B-H technique does not maintain the familywise error rate at a in the large family of uncorrelated comparisons (upper plot); however, the B-H appears to provide ample protection against familywise error in the smaller family of all pairwise comparisons (lower plot). These results, compared with the familywise error rates displayed in Figure 3 , suggest that the large family size rather than the nonindependence is driving the increased error rate.
The false discovery rates for unadjusted and for the three adjustment techniques are tabled in Figure 7 , with the logs of the false discovery rates plotted against effect sizes. As in Figure 4 , each multiplicity adjustment maintains a false discovery rate at or below a/2, for both the uncorrelated comparisons (upper plot) and the pairwise comparisons (lower plot) under all effect sizes. By comparing Figures 4 and 7 , it is seen that for m --1128, the false discovery rates are much the same for pairwise and for uncorrelated comparisons. Likewise, the results for m -~ 48 uncorrelated comparisons are similar to those for 45 pairwise comparisons. For the pattern of population means used in these simulations, the false discovery rate for each effect size depends more on the number of comparisons rather than on whether they are uncorrelated or partially correlated and linked pairwise comparisons. In Figure 7 , as in Figure 4 , as the effect size increases, the adjustment techniques become overly conservative in their control of false discovery rate, and when the effect size is 3.0 or even 5.0, the unadjusted results assure a false discovery rate smaller than 0.025. Effect size FIGURE 8. Average statistical power by effect size for the B-H, Hochberg, and Bonferroni techniques, 1128 uncorrelated differences (above) and 45 pairwise differences among 10 (below) tions, for both the 1128 uncorrelated comparisons (upper plot) and the pairwise comparisons among 10 (lower plot). The relative advantage in power for the B-H technique is greatest for the large effect sizes. Comparing the results in Figure 8 with those presented in Figure 5 , it is clear that the B-H advantage in power is associated with the large family size and is little affected by the dependence or the independence of the contrasts tested.
Conclusions
Results from the analyses of the NAEP TSA data are summarized in Table 5 . The recovery ratio--(#B-H-confidences -#BON-confidences)/(#UNA-confidences -#BON-confidences), or relatively how far the B-H technique moves from the most conservative Bonferroni rate toward the most liberal unadjusted rate--is plotted against the ratio (#BON-confidences + l)/m in Figure 9 for these examples. The figure shows a strong increasing trend in the recovery ratio with increases in the proportion of definite Bonferroni confidences; the gain in number of confident directions by the B-H procedure is greater when there are more confident directions by the Bonferroni, generally when family size is very large.
As expected, the change from the Bonferroni adjustment to the Hochberg procedure in total number of confident directions is small: 18 added to 558. The effort involved is small, but the fact that the Bonferroni also generates matching (#UNA-confidence intervals, while the Hochberg procedure does not, may be an important desideratum for some applications. There is no logical reason why confidence intervals cannot be variable in size, decreasing in width with increasing significance, as they would with a strict application of B-H or Hochberg adjusted p-values in the general formula for a confidence interval (p = X + ts.~);
however, a reasonable alternative may be to employ in this formula the test statistic corresponding to the largest B-H significant p-value in the family, and use a single interval width for all comparisons. (It may prove necessary to move one-half step between the largest significant p-value and the smallest nonsignificant p-value, and use the test statistic corresponding to that point.) The behavior of confidence intervals reflecting such possibilities will be investigated in future simulation studies.
The 206 confident directions added by the B-H technique to the 558 from the Hochberg procedure are much more numerous and, therefore, more valuable. If we are to give up the Bonferroni adjustment and dare not use an unadjusted approach, moving to the B-H technique seems an attractive choice.
The B-H procedure demonstrates a large gain in power over the simple Bonferroni adjustment. As indicated from the results shown both here and in Benjamini and Hochberg's (1995) simulation studies, the power advantage of the B-H procedure increases with the number of comparisons when the true differences remain about the same size: The loss of power with increasing m for the B-H technique is slower than the corresponding loss of power for the Hochberg and the Bonferroni adjustments. The conservatism of the Bonferroni and Hochberg procedures is due to the small Pcr~t required for strong protection against Type I error.
Both the B-H and the Hochberg techniques are easily implemented and becoming available in standard software packages. 6 The sizable gain in power with the B-H procedure makes it an approach worth considering whenever it is acceptable to entertain the particular redefinition of a that the B-H procedure invokes: Under the unrealistic null situation, a becomes the average ratio of the number of erroneous declarations of confidence to the total number of declarations of confidence; under the perinull situation, it is expected that no more than 50a% of the total number of declarations of confident direction will be erroneous, i.e., will occur when the population comparisons differ in the opposite direction. 7
Some may find that moving completely to B-H confidence about direction is too drastic a step. Because "Not all confidences about direction were created equal!" they might prefer to go ahead with two or more cut-offs instead of one. A simple and quite conservative choice would be: (a) if a direction is Bonferroni-confident, report it as "clearly confident"; (b) if a direction is B-Hconfident but not Bonferroni-confident, report it without using any strengthening qualifier; (c) otherwise, do not mention. For example, when considering the six differences between Regions in ~e NAEP TSA data (see Table I and Figure I ), we would report "clearly confident" differences between Regions for those three comparisons with the largest absolute values of t, we would'claim two confident directions for those with intermediate values of t, and we would say nothing about the one remaining difference. (Instead of only confident directions, there would be little or no loss in presenting confidence intervals based on the Bonferroni procedure.)
To date, the choice among pure methods for general application to practical work would seem to be the B-H procedure on the one hand and either the Bonferroni or Hochberg procedure on the other. Each of the three authors believes that the B-H procedure is the besi'available choice.
Notes
A useful alternative to the Bonferroni adjustment, applicable to all paired comparisons, makes use of the (one-sided) a point on the distribution of the Studentized range; this controls, at c~, the chance of making one or more errors--if confidence intervals are stated for all simple comparisons or, a fortiori, if confidence statements are only made about directions. This chance is slightly smaller than the average number of errors, so that such a procedure need not control the average number to be -< or, but, if only directions are considered, is nearly sure to do so. While many of our examples are of the "differences-among-all-pairs" form, so that the Bonferroni could be improved upon by the use of the Studentized-range approach, we have not, for simplicity, replaced the Bonferroni technique by the Studentized range where we might have done so.
: The published results were insufficiently precise for our purposes, rounded to only one decimal. We are grateful to Eugene Johnson for providing the more precise data, to two and three decimals for means and standard errors, respectively, that are analyzed here.
~ 128 ~ (Central: 8 x 7/2) + (NE: 8 × 7/2) + (SE: 9 x 8/2) + (West: 9 x 8/2). 4 For results in Table 3 , the number of students sampled within states is generally close to 2000; however, because of the clustered nature of the sample design and the use of plausible values in NAEP, the effective degrees of freedom per state is estimated to be about 30, so that the degrees of freedom for a pairwise mean comparison is about 60.
5 When reporting achievement differences between states and the nation, as well as differences among states, NAEP has employed the Bonferroni correction. When reporting other comparisons, such as those of Table 4 , NAEP does not adjust significance levels for multiplicity (Mullis et al., 1993) . In our attempt to replicate the findings of Table 4 , we find only 20 confident directions, most likely because we used the (rounded) published values for means and standard errors, rather than the more precise values used for computation by the original investigators.
6 Within PROC MULTI'EST, SAS 6.12 provides computations for both the Hochberg and the B-H techniques.
7 Because of the discontinuity in the number of erroneous detections at the exactly null situation (when all differences are exactly zero), perinull situations with trivially small differences have half the error rate of the (unrealistic) null situation. Holding any form of error rate to 100a% in the unrealistic null situation requires holding the corresponding error rate for the more realistic perinull situations to half of this ratio, 500t%.
