Abshct-We provide a crosstalk analysis of optical interconnects via single-mode waveguides with asynchronous transmission. Our crosstalk model is general and can be used for any type of waveguide network. The analysis takes into account the coupling-induced crosstalks between adjacent waveguides, the laser linewidth, the shot noise and the dark current generated by the photodiode, and the postdetection thermal noise. A comparison to synchronous transmission is also provided.
I. INTRODUCTION
E consider the problem of crosstalk impact in an optical interconnect system using a single-mode waveguide network [1]- [7] . An optical interconnect consists of two or more terminal nodes which are interconnected by a single optical path or a high-density parallel optical network which preserves the parallel nature of the data generated at the nodes. Such an interconnect would consist of chip-to-chip or board-to-board interconnections [8] . The use of optical singlemode waveguides provides a potential of integrating the entire system of transmitter and receiver on the same substrate [9] .
We consider a mathematical approach that includes more than two interfering channels. The modulation format used in our analysis is on-off keying (OOK) with direct detection. Our emphasis will be on the impact of coupling-induced crosstalk between adjacent waveguides in a waveguide network. The additional parameters that determine the performance of the interconnect system are the laser linewidth, the shot noise and the dark current generated by the photodiode, and the postdetection thermal noise. To be general, we consider the receiver to be an integrate-and-dump filter with integration time T , where T is the bit time. Also, we denote No as the spectral density of the postdetection thermal noise current. The spectral density NO can be easily computed for a given low noise amplifier type given the effective noise temperature and the matched resistance load.
The optical interconnect system is given in Fig. 1 for OOK with direct detection. The waveguide network consists of many single-mode waveguides. It can be a planar array with uniform waveguide separation or any other structure. The envelope of the output lightwave of a given waveguide is detected by the photodiode, which also generates shot noise and dark current. The output current of the photodiode is further corrupted by the amplifier thermal noise current. The total signal current plus crosstalk, shot noise, dark current, and thermal noise current is integrated over one bit time T , and the resulting bit energy at the end of each integration time is determined by the slicer to be either bit one or bit zero. We assume that the waveguide bandwidth is much larger than the bit rate and the signal spectrum.
As in [8] , we will consider three cases of laser sources. In case one, each channel operates with an independent laser source. In case two, all laser sources have the same mean wavelength but with different phase noise processes. In case three, all channels share the same master source with possibly the exceptions of the initial phases. This paper is organized into four sections. Section Il provides the theoretical framework for the performance analysis when the bit transmission is assumed to be asynchronous; that is, bit streams in all channels are not time-aligned. Section 111 discusses the numerical results, and a summary of the study appears in Section IV.
ANALYSIS
For mathematical convenience, we adopt the complex envelope notation of a real signal. Thus, for a given transmitted ith bit bo of a given channel 0 whose laser phase noise process is Oo(t), the signal at the input of the photodiode is designated as Let R = n,q/hf be the photodiode responsitivity [ 1014 121, where ne 5 1 is the quantum efficiency, q is the electron charge ( 1 . 6~ 10-19C), h is Planck's constant ( 6 . 6 2 6~ 10-34J. s), and f is the frequency. Then the output of the photodiode is R l s ( t ) 1 2 + W s ( t ) + W d k ( t ) , where w s ( t ) is the shot noise current generated by the photodiode, and W d k ( t ) is the dark current noise. The output of the photodiode plus the postdetection thermal noise current n(t) is integrated by the integrate-anddump filter with the normalization constant R to provide the decision variable Y as follows: The dark current noise spectral density function is qI&, where I& is the dark current. The variance of the dark current noise is aLdk = TqIdk/R2. The random variable X in (2b) consists of the signal term, the signal-crosstalk terms, and the crosstalk-crosstalk terms.
The statistics of the crosstalk terms are extremely difficult to obtain (if possible). Therefore, for tractable analysis, we model Y as a Gaussian random variable. Such a Gaussian approximation has also been used in [SI with a different mathematical approach for the synchronous transmission case. Gaussian approximations are commonly used to obtain the bit error probability for lightwave systems when the exact statistics of the decision variable cannot be analytically obtained [ 141-[ 161. The Gaussian approximation is conservative and normally overestimates the bit error probability for small laser linewidths or channel spacings. For the Gaussian approximation to be accurate, the laser linewidth or the channel spacing must be at least twice the bit rate. From (2b), the mean of X conditional on a given bit pattern b is given by
k=l From (6) and (A5) of the Appendix, the conditional variance of X can be calculated as follows:
-e -2 T v (2Tu sin 2T6k + 27T6k cos 2 r 6 k ) + 4T2(62 -u2) [ 2 T U -4 T 2 ( 2 + 6;) (2T6k sin 2T6k -2Tv cos 2T6k) (7) 1) 1 + e -2 T u where U = PT and 6 k = w k T / 2~. Here, p is the laser linewidth. In summary, the Gaussian approximation allows us to consider the decision variable Y in (2) as a Gaussian random variable with conditional mean Y(b) = X ( b ) in (6) and conditional variance a$(b) given by (8) For a threshold a, the conditional bit error probability given The bit error probability Pb is obtained by taking the expectation of P~( b l , -l , . .~, b~~, -l .   b l , 0 7 . . -, b~l , o ) with respect to the bit patterns ( b l , -1 . . . . . b.jf. -1 . b l , 0 , . . . , b~, 0 ( b l , -1 , . . . , b~, -l , bl, o, . . . , b M , 0) . The optimal threshold that minimizes the bit error probability is the value that satisfies the following equation:
which is obtained by setting dPb/da to zero.
In the case when all laser sources have the same mean wavelength but are uncorrelated, the above results apply by setting 6k = 0, k = 1, 2,. ' . , M in (8) . Furthermore, when all channels are identical, that is, having the same wavelength and phase noise process with possibly the exception of the random initial phases, then Pb can be calculated exactly as follows: 
NUMERICAL RESULTS
In this section, numerical results are presented for a system with a bit rate SOOMb/s. The responsibility of the photodiode is taken to be 0.5 and the laser extinction ratio is 1/20. The dark current I& = 10nA. We assume a low noise amplifierintegrate and dump-slicer receiver with an effective noise 
Power penalty versus crosstalk as a function of normalized laser
channels. It is observed that asynchronous systems perform better than synchronous systems. Fig. 2 shows the power penalty versus crosstalk as a function of the laser linewidth-bit rate ratio v (normalized linewidth) assuming the frequency spacing-bit rate ratios (normalized spacing) to be b1 = 62 = 0. For 1 dB power penalty, the required crosstalk is -20.5, -18.5, and -15.5 dB for v = 3, 5 , and 10, respectively, for asynchronous transmission. When the normalized spacing is increased to five times the bit rate, 61 = 62 = 5, the crosstalk is reduced to about -16 dB for v = 3 and v = 5 , and -14.5 dB for v = 10 as shown in Fig. 3 . It is seen that both large normalized linewidth and spacing help reduce substantially the crosstalk requirement. Fig. 6 shows the power penalty versus crosstalk for synchronous transmission for the case when all channels share the same master source, with the possible exception of the initial phases. This also serves as an upper bound for the asynchronous transmission case whose result is not shown due to prohibitive computer time. For 1 dB power penalty or less, the maximum crosstalk is about -25.5 dB. Comparing this to the results when the laser sources are not correlated, it is seen that a much stricter requirement for crosstalk is needed when the laser sources are correlated.
IV. CONCLUSION
We have presented a mathematical framework to analyze the performance of asynchronous optical chip interconnects in terms of the bit error probability versus the received peak power or power penalty as a function of the crosstalk level, frequency spacing, and laser linewidth. Our analysis can handle any number of adjacent channels. The conclusion drawn from this investigation is that adjacent channels must use laser sources of different wavelengths to reduce the effect of crosstalk. Laser sources with a large linewidth also help, as long as the waveguide bandwidth is much larger than the resulting signal spectrum. In fact, this is the only way to reduce the effect of a given crosstalk when all laser sources have the same mean wavelength. When all laser sources are locked to a master source, the performance depends explicitly on a crosstalk level given a received peak power. Similar conclusions on synchronous transmission appear in [SI via a different mathematical approach that applies to two adjacent channels only. Another conclusion drawn from this study is that asynchronous systems seem to perform better than synchronous systems in all cases. In the derivations of (A4), we have used the fact that all &, k , 1, 2, . . . , M are uniform random variables over (0, 2n). 
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