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Abstract
Real-time lane detection or localization is a crucial problem in modern Advanced
Driver Assistance Systems (ADAS), especially in Automated Driving System. This
thesis estimates the possibility to implement a lane detection system in the available
low-power embedded hardware. Various state-of-the-art Lane Detection algorithms
are assessed based on a number of proposed criteria. From the result of the evalu-
ation, three different algorithms are constructed and implemented in the hardware
using OpenCV library. The lane detection stage is done with different methods:
using Hough Transform for line detection or randomly sampling hypotheses which
are straight lines or cubic splines over the pre-processed binary image. Weights of
the hypotheses are then calculated based on their positions in the image. The hy-
pothesis which has highest weight or best position will be chosen to represent lane
marking. To increase the performance of the system, tracking stage is introduced
with the help of Particle Filter or Kalman Filter. The systems are then tested with
several different datasets to evaluate the speed, performance and ability to work in
real-time. In addition, the system interfaces with CAN bus using a CAN interface,
so that the output data can be sent as messages via the CAN bus to other systems.
Keywords: lane-position detection, lane tracking, image processing, em-
bedded system
v
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1 Introduction
1.1 Motivation
Each year, car accidents kill thousands of people around the world. Only in
Germany, the number is 3459 people in 2015 and 88% of these accidents are caused
by driver faults [27]. This huge number may be reduced significantly by using
Advanced Driver Assistance Systems (ADAS). ADAS has been developed to assist
the driver and enhance the safety of driving with the help of several different modern
technologies. One of them is lane-position detection. For the last few decades, this
useful technology has received a considerable amount of attention from researchers
in the field around the world.
A lane-position detection system mostly uses image processing techniques to find
lane markings from the input video captured by a single camera on the dashboard of
the vehicle. There are three main objectives of a lane-position detection algorithm,
which are: (i) Lane Departure Warning System, (ii) Driver Attention Monitoring
System, (iii) Automated Vehicle Control System. Among them, the last objective is
considered to be the most complicated one and has emerged as the top technology
trend recently. The common challenges in lane detection can be listed as below:
• The system is mostly required to work in real-time. In fact, recent researches
always firstly mention the ability to work in real-time before discussing the
accuracy of the system.
• Lane markings are faded or covered by other vehicles. Some examples of this
challenge are in Figure 1.1.
• Road surface is not flat. A popular approach in most of researches is using
the assumption that the road surface is flat. Until the present moment, there
are only a few researches try to deal with the problem of 3D road surface
like Leonard et al. [19], because it normally requires input data from different
types of sensors.
• Road with high curvature. The curvature of the road is one of the crucial
factors that needs to be taken into account in lane detection. Several researches
assume that lane markings are straight lines, for example in Kuk et al. [18]
and Voisin et al. [29], some use more complicated models such as B-Spline
to represent lane markings Wang et al. [30]. Other researches like [5] try to
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reduce the curvature of lane markings in the image by using bird’s-eye view
created by applying a technique called Inverse Perspective Mapping (IPM).
• Other challenging scenarios: high variation of lane width, crossroads, etc.
(a) (b) (c)
(d) (e) (f)
Figure 1.1: Examples of different scenarios in lane-position detection and tracking. a)
Road with curving lane markings; b) Lane markings in night condition; c)
Road with solid lane marking in yellow color and dash-line lane marking in
white color; d) Road with no or faded lane markings; e) Road in critical
shadow condition; f) Lane marking is covered by other vehicle.
With these conditions in mind, this thesis aims to:
• Estimate the possibility that a lane detection system may be implemented in
our available low-power embedded hardware.
• Implement in the hardware a lane-position detection system that uses input
images from a monocular vision camera. The system then needs to be able to
work in real-time to find positions of lane markings in the images.
1.2 List of Contributions
Contributions of the thesis to the topic are as follow:
• Evaluate several different state-of-the-art researches in lane-position detection.
• Estimate the possibility of implementing a lane-position detection system in a
embedded low-power hardware.
• Develop C++ code for three different lane detection algorithms using the
techniques: Inverse Perspective Mapping, Hough Transform, lane tracking
with Particle Filter, modeling lane markings with straight line and cubic spline,
etc.
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• Test the lane-position detection system in several datasets with different road
scenarios and varying light conditions.
1.3 Structure of the Thesis
This thesis is organized as following:
• Chapter 2: Background
This chapter describes the background concepts to understand the lane detec-
tion and tracking algorithms in the thesis.
• Chapter 3: State of the Art in Lane Detection
In this chapter, we present several different models and approaches from rele-
vant literature of lane detection and tracking. In addition, the advantages and
disadvantages of each methods are also discussed.
• Chapter 4: Concepts
Methods of each algorithm and techniques used in the thesis will be explained
in detail in this chapter.
• Chapter 5: Implementation
This chapter describes the implementation of each algorithm at length. It
also provides comprehensive information of the tools and software used in the
thesis for implementing lane detection system.
• Chapter 6: Testing and Evaluation
This chapter provides the information on datasets and testing criteria used
in the thesis. Besides, it presents and discusses the results under testing and
evaluation of each algorithm.
• Chapter 7: Conclusion and Future Work
This chapter ends the thesis with some concluding remarks and proposes the
direction for future development.
3
2 Background
This chapter describes several general concepts in image processing techniques as
well as lane detection and tracking algorithms.
2.1 Computer Vision and Digital Image Processing
Computer Vision
Computer vision is an interdisciplinary field, in which we are trying to ”describe
the world that we see in one or more images and to reconstruct its properties, such as
shape, illumination, and color distributions” [12]. In other words, computer vision
provides us the understanding of the scene.
Figure 2.1: Domains of Computer Vision
http://miracleeyegroup.com/imaging-solutions/
In general, machine vision tasks include methods for:
• Acquiring: How do the sensors, for example cameras, acquire images of the
surrounding world? The way those images encode characteristics of the scene,
such as vertices, edges, materials, illumination, etc.?
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• Processing: Based on how the information about the surrounding world is
encoded, the images are processed by applying several techniques of signal
processing.
• Analyzing: What are the methods or algorithms used to extract meaningful
information from the processed images and provides the descriptions of the
scene?
• Understanding: How are the descriptions of the objects and surrounding
world stored and represented?
Nowadays, computer vision is being used widely in various kinds of applications
in real life, for instance, optical character recognition (OCR), medical imaging, au-
tomotive safety, surveillance, etc.
(a) (b)
Figure 2.2: Some applications of computer vision in real life. a) Automotive safety
http://www.continental-automotive.com/ ; b) Surveillance and traffic mon-
itoring http://www.trafficvision.com/
Digital Image Processing
Image processing is a type of signal processing, which has an image, series of
images or video frames as the input, while the output is processed images, maybe
in a different format. Image processing is often exploited in computer vision to
manipulate digital images.
Vision can be considered the most important part of human perception and it
plays the same role in machine sensing. However, unlike human, machines ”see”
the world as digital images of 2D or 3D scenes produced by sensors. The 2D digital
image, which, in many cases, represents a projection of a 3D scene, may be defined
as a two-dimensional array of intensity samples called pixels (Figure 2.3). Pixel
values typically represent gray levels, colors, opacities, etc. 2D digital image can
be processed and manipulated by computer programs to produce useful information
about the world.
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Figure 2.3: Digital image [24]
Several techniques in digital image processing are noise removal, image blur, image
sharpening, object recognition, etc.
2.2 OpenCV Library
Most of the image processing techniques in this thesis, for example image reading,
grayscaling, thresholding, etc., are realized by using Open Source Computer Vision
Library (OpenCV), which is the most popular open-source library in computer vi-
sion. From the OpenCV Reference Manual [25]: ”OpenCV (Open Source Computer
Vision Library) is an open-source BSD-licensed library that includes several hundreds
of computer vision algorithms”. OpenCV is written in optimized C/C++ language
and has a modular structure.
Figure 2.4: OpenCV logo http://opencv.org/
Four modules used in the thesis are listed as below:
• core: this module defines basic data structures and basic functions used by
all other modules.
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• imgproc: this is the image processing module, which includes functions to
manipulate images, for example image filtering, resizing, color space conver-
sion, etc.
• video: this module provides some tools for analyzing videos such as motion
assessment and object tracking.
• highgui: this module provides several simple UI capabilities, video capturing
and video recording.
Listed below are several examples of using OpenCV in image processing:
• Gaussian Smoothing or Gaussian Blurring: the most commonly used blurring
method which blurs an image using a Gaussian filter.
1 void GaussianBlur(InputArray src , OutputArray dst , Size ksize
, double sigmaX , double sigmaY=0, int borderType=
BORDER_DEFAULT)
(a) Original image (b) Blurred image
Figure 2.5: Gaussian Blur with kernel size 13× 13
• Grayscaling: converts an image from RGB color space to grayscale.
1 void cvtColor(InputArray src , OutputArray dst , CV_BGR2GRAY ,
int dstCn = 0)
(a) Original image (b) Grayscale image
Figure 2.6: Grayscaling
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• Thresholding: transforms a grayscale image to a binary image
1 double threshold(InputArray src , OutputArray dst , double
threshold , double max_value , CV_THRESH_BINARY)
(a) Original image (b) Thresholding image
Figure 2.7: Thresholding with threshold = 150,max value = 255
2.3 Kalman Filter
Kalman Filter is an extremely famous algorithm in signal processing. It was first
introduced in 1960 by Rudolph E. Ka´lma´n and is considered as ”optimal recursive
data processing algorithm” [21] under ”a strong but reasonable set of assumptions”
[8]. Bradski and Kaehler [8] have mentioned three important assumptions in Kalman
Filter:
1. The system being modeled must be linear.
2. The noise that measurements are subject to is ”white”, or in other words, ”not
correlated in time”.
3. The noise is Gaussian in nature.
Under those assumptions, Kalman filter has the ability to estimate in current
time step a new model for the state of the system that is most possibly accurate,
taking into account the model in the previous time step with its uncertainty and
the current measurement with its uncertainty (Figure 2.8).
The state x of the system at time step t is generalized by the following function
of the state at time step t− 1:
xt = Axt−1 +But + wt (2.1)
with
• xt and xt−1 are n-dimensional state vector at time step t and t− 1.
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• ut is an c-dimensional control vector at time step t.
• A is an n × n matrix that associates the state at previous time step t − 1 to
the state at current time step t.
• B is an n× c matrix that associates the control input u to the state x.
• wt is a random variable that represents the noise of state transition. The
components of wt are assumed to have Gaussian distribution N(0, Q), with Q
is a n× n covariance matrix.
Figure 2.8: The new estimate N(xˆt, σˆt) is the combination of prior knowledge
N(xt−1, σt−1) and measurement observation N(zt, σt) [8]
The measurement z in time step t is given by:
zt = Hxt + vt (2.2)
with
• zt is m-dimensional vector.
• vt is measurement error which is assumed to have Guassian distributionN(0, R),
with R is a m×m covariance matrix.
• H is an m× n matrix that associates the state x to the measurement z.
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In general, the Kalman Filter algorithm can be divided into two big steps: time
update (or ”predict”) and measurement update (or ”correct”) [31] (Figure 2.9). The
former estimates the state at current time, the latter obtains measurement errors
and then updates them to the estimate.
1. Time update
The a priori estimate of the state x−t which is the estimate right before the
new measurement is computed by the equation:
x−t = Axt−1 +But (2.3)
The a priori estimate of the error covariance at time step t is given by:
P−t = APt−1A
T +Q (2.4)
Figure 2.9: The operation of Kalman Filter [31]
2. Measurement update
The following equation calculates the Kalman gain which is then used to find
the weight of new information against the already known one:
Kt = P
−
t H
T (HP−t H
T +R)
−1
(2.5)
Using the gain and the new measurement zt to update the estimate of the
state:
xt = x
−
t +Kk(zt −Hx−t ) (2.6)
Updating the estimate of the error covariance:
Pt = (I −KtH)P−t (2.7)
where I is the identity matrix.
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The set of equations 2.3, 2.4, 2.5, 2.6 and 2.7 completes the picture of Kalman
Filter algorithm. In this report, we are using Q as a constant, but in reality, there
are sometimes the case that the process noise covariance Q is changed during the
time Kalman filter is working - becoming Qt. In that case, we need to choose Q
reasonably, so that it takes into account the uncertainty of the system.
2.4 Particle Filter
Particle filters, also known as Sequential Monte Carlo methods (SMC), are a
class of simulation-based methods which offer a convenient approach to estimate
the posterior density distribution of the state-space model.
The filters do not require a fixed functional form of the posterior, such as Gaussian
distribution, but only the information of periodic measurement of true state. A finite
number of particles are used to approximate posteriors. Those particles are random
samples which are drawn from the given density distribution and each is assigned
an importance weight to represent its possibility to be sampled from the density
distribution. The quality of the approximation depends on the number of used
particles, higher number gives a better approximation but more calculation.
By Gordon et al. [13], Particle filters realize the Bayesian theorem which is math-
ematically stated by the following recursion equation:
P (X|Y ) = P (Y |X)P (X)
P (Y )
(2.8)
where X represents the state of the system and Y is the observation or measurement.
• P(X): the probability density prior to taking measurements.
• P(Y): the evidence or the overall probability of measurements.
• P(X|Y): the posterior probability density of state X with the given measure-
ment Y.
• P(Y|X): the probability of measurement Y in the state X.
The filter implements equation 2.8 by sampling N particles from prior distribution
i = 0, 1, 2, ..., N − 1, each has a state vector Xi.
Then, to compute P (Y ), we apply the law of Total Probability:
P (Y ) =
N−1∑
i=0
P (Y |Xi)P (Xi) (2.9)
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The equation 2.9 turns into:
P (Xi|Y ) = P (Y |Xi)P (Xi)
P (Y )
=
P (Y |Xi)P (Xi)∑N−1
i=0 P (Y |Xi)P (Xi)
(2.10)
Each particle is assigned an importance weight wi to represent its possibility to
be sampled from the density function. In other words, wi describes how closed the
particle is to the true state of the system with the given measurement Y, hence we
have wi = P (Y |Xi)P (Xi).
Inserting wi to equation 2.10:
P (Xi|Y ) = wi∑N−1
i=0 wi
(2.11)
Figure 2.10: Illustration of Particle filter iteration
Equation 2.11 describes simply how a Particle filter is implemented. Basically, it
consists of four consecutive steps:
• Initialization: in this step, initial particles with equal weights are generated
from the given density distribution.
• Prediction: Particle filter predicts next positions of the particles based on
the expected change of the true state.
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• Importance weight update: each particle will be evaluated in the new
position. Its importance weight will also be calculated and updated according
to an error function.
• Resampling: this step is the most important part of a Particle filter. It is
introduced to avoid the degeneracy problem and to guarantee the convergence
of the algorithm. Thus, particles with high importance weight have a tendency
to be kept in the next iteration of the filter, while ones with low weights tend
to be discarded.
The Particle Filter algorithm is summarized in pseudo code by Thrun et al. [28]
as shown in Algorithm 1. Here Xt is the set of M particles
Xt := x
[1]
t , x
[2]
t , · · · , x[M ]t (2.12)
and ut, zt are respectively the control and the measurement at time t.
Algorithm 1: Particle Filter Algorithm [28]
1 X¯t = Xt = ∅
2 for m ← 1 to M do
// Prediction
3 sample x
[m]
t ∼ p(xt|ut, x[m]t−1)
// Importance weight update
4 w
[m]
t = p(zt|x[m]t )
5 X¯t = X¯t + 〈x[m]t , w[m]t 〉
6 end
// Resampling
7 for m ← 1 to M do
8 draw i with probability ∝ w[i]t
9 add x
[i]
t to Xt
10 end
11 return X¯t
Because of its simplicity in setup and effectiveness in tracking object, Particle
filter recently has become a promising tool for lane tracking.
2.5 Cubic Spline Interpolation
Spline
In mathematics, a spline is a numerical function which has intervals between
data points are defined by polynomial functions. Thus, spline interpolation is the
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process of interpolating each interval of the spline (with the given data points) by a
polynomial. The most general form of a n-degree polynomial is :
Pn(x) = anx
n + an−1xn−1 + ...+ a1x+ a0 (2.13)
To determine all n + 1 coefficients of Pn(x), we need at least n + 1 different data
points.
Cubic spline
Cubic spline is the most popular type of spline because it is widely considered
the optimal degree for spline. A cubic spline has control points reside on the curve,
therefore they can be used as data points in interpolation. Each interval between
control points of a cubic spline is defined by a cubic function. Hence, in the case
there are n+ 1 control points, the function of cubic spline S(x) is:
S(x) =

C1(x), x0 ≤ x ≤ x1
Ci(x), xi−1 ≤ x ≤ xi
Cn(x), xn−1 ≤ x ≤ xn
(2.14)
where each Ci is a cubic function.
Figure 2.11: Illustration of a cubic spline with 4 control points
The most general form of cubic function which defines the ith interval is:
Ci(x) = ai + bix+ cix
2 + dix
3 (2.15)
To finish the cubic spline interpolation, it is required to define all the coefficients ai,
bi, ci and di of each interval. The spline has n intervals, therefore there are totally
4n coefficients that need to be determined. In other words, we need at least 4n
equations.
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First, we have the value of spline at each control point:
Ci(xi−1) = yi−1
⇔ ai + bixi−1 + cix2i−1 + dix3i−1 = yi−1
(2.16)
and
Ci(xi) = yi
⇔ ai + bixi + cix2i + dix3i = yi
(2.17)
Notice that we have 2n equations of this type.
Next, conditions to make the spline smooth at the control points are:
C ′i(xi) = C
′
i+1(xi)
⇔ bi + 2cixi + 3dix2i = bi+1 + 2ci+1xi + 3di+1x2i
(2.18)
and
C ′′i (xi) = C
′′
i+1(xi)
⇔ 2ci + 6dixi = 2ci+1 + 6di+1xi
(2.19)
We have equation 2.18 and 2.19 at all internal points x1, x2, ..., xn−1. Therefore,
there are 2(n− 1) equations of this type.
Finally, we use the conditions called natural boundary conditions at two end
points:
C ′′1 (x0) = C
′′
n(xn) = 0 (2.20)
By combining the equations 2.16, 2.17, 2.18, 2.19 and 2.20, we have a system of
equations with respect to the unknowns are 4n coefficients. This system of equations
can be solved easily to get the function which exactly defines the cubic spline.
2.6 Hough Transform
The Hough Transform is a popular and relatively fast method for finding simple
mathematical forms such as lines and circles in an image. It was originally developed
by Hough [16] (1962) to recognize straight lines in a binary image, and later has
been developed to detect more general shapes such as curves in [3] and [10]. The
basic idea behind the Hough line transform is that each point in the binary image
can belong to some sets of possible lines [8]. In general, each line is represented
uniquely by a slope a and an intercept b in the slope-intercept form:
y = ax+ b (2.21)
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We consider a point (x0, y0) in the original image that belongs to line 2.21. Now,
by changing a and b, we have a set of many lines passing through the point (x0, y0).
Thus, moving to the plane (a, b), the point (x0, y0) is transformed into a locus of
points (here, become a curve) which corresponds to the above set of lines. If we
apply this procedure to all nonzero pixel of the original image and accumulate all
such curves, the local maxima in the output (i.e., (a, b) plane - commonly called
accumulator plane) will represent lines in the input (i.e., (x, y) plane).
The slope-intercept form however is not able to represent vertical lines. Hence,
the preferred representation is polar form (ρ, θ) with θ is the angle of the line and
ρ is the distance from the line to the coordinate origin. The equation of polar form
is:
ρ = x cos(θ) + y sin(θ) (2.22)
Figure 2.12: A point in the original image (a) can be passed through by many lines (b),
each is parameterized by a different (ρ, θ). In (c), these lines are represented
by the points in the (ρ, θ) plane. [8]
The line detecting algorithm with the Hough Transform can be divided into several
steps:
1. Edge detecting.
2. For each edge point, we can define a set of lines passes through it and map it
to the Hough space ((ρ, θ) plane) as a curve. An accumulator is used to store
those curves.
3. Several different methods such as thresholding can be applied to extract the
local maxima from the accumulator. These maxima represent straight lines of
the original image.
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This chapter describes the common system flow of almost all lane detection sys-
tems. We also discuss several different theoretical approaches which are current
state of the art in lane detection research.
3.1 Initial Concerns in Lane Detection
Before jumping into the details of including steps in lane detection algorithms,
there are several initial concerns that we firstly need to consider to discover an ap-
propriate approach. These concerns include system objectives, working environment
and sensing modalities.
3.1.1 System Objectives
The direct information provided by a lane-position detection system is the relative
positions of lane boundaries with respect to the position of the vehicle. From this
information, we may extract several useful inputs, such as lane crossing point, lane
keeping performance, etc., to many kinds of automotive safety systems.
Figure 3.1: Illustrations of main objectives in lane-position detection [22]. a) Lane De-
parture Warning; b) Driver Attention Monitoring; c) Automated Vehicle
Control.
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In [22], McCall and Trivedi describe three main objectives of lane detection algo-
rithms:
• Lane Departure Warning System: Based on the information about lateral
deviation of the vehicle to the lane’s center, speed, etc., we have to predict the
trajectory of the vehicle: whether it is leaving the lane or not and where the
crossing point is.
• Driver Attention System: In monitoring task, there are many factors that
need to be considered to manage the attentiveness of the driver. One important
information can be provided by lane detection algorithms is the smoothness
in lane keeping.
• Automated Vehicle Control System: This is the most complicated one
in all three objectives and recently has received a considerable attention from
researchers around the world. It requires from lane detection algorithms the
accurate lateral deviation at the moment and predictions in distance ahead.
For a specific objective, different algorithms and sensors will have different per-
formances. That is why we have to consider carefully our requirements to the lane
detection algorithm, what role we want it to play in a bigger system, and then we
can choose an appropriate approach for our needs.
3.1.2 Working Environment
Besides the system objectives, there is another important concern in lane detection
we need to pay attention to, which is the working environment of the algorithm, or in
the other words, which scenarios will our system have to deal with? Characteristics
of roads and road markings can vary greatly depending on such diverse scenarios,
for example in urban streets, suburb streets, highway, etc. In figure 1.1, we provide
illustrations of several different scenarios that lane detection algorithms might have
to deal with in reality.
Even after taking into consideration that our system only works in a particular
scenario, there are still many things that need our attention. The performance of the
system is changed even on the same road if it works in different light conditions and
traffic intensities. Color of the roads can alter significantly within a short distance.
Additionally, road surface may consist of slopes with different angles or use different
types of barriers. Lane markings can also vary greatly on the same road. They
can be in many sizes and different colors such as white or yellow, or combination of
solid lines, long and short dash lines, circular reflectors, etc. Figure 3.2 illustrates
the variation of road and lane marking on a same highway in Korea. Figure 3.2(a)
shows the change in color of the road surface and left lane marking in yellow color.
Figure 3.2(b) shows where the road branches with a turn-right sign and Korean
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letters on the surface. Figure 3.2(c) depicts the place where the right road marking
is faded. Figure 3.2(d) shows a road marking which is a combination of different
types.
(a) (b)
(c) (d)
Figure 3.2: Illustration of the variation of lane markings in a road
3.1.3 Sensing Modalities
Many different types of sensors have been used to provide inputs for lane detection
algorithm, some of them are cameras, Global Positioning System (GPS), RAdio
Detection And Ranging (RADAR) sensor, LIght Detection And Ranging (LIDAR)
sensor, etc. Each type of sensors provides different kind of information such as vision,
distance and position. That is why a sensor can work well in a certain condition
but fail in others. The following table shows the advantages and disadvantages of
each type of popular sensors:
Sensors Advantages Disadvantages
Vision sensors This type of sensors can
work well independently in
a large variety of situa-
tions without requiring the
aid from external infrastruc-
tures or map data.
Vision sensors cannot
perform well in situations
where lane markings are
totally covered or faded or
the system is working in
critical light conditions.
Internal vehicle-
state sensors
Playing the only role of pro-
viding supporting informa-
tion for other types of sen-
sors.
This type cannot be utilized
independently but has to
collaborate with other sen-
sors in the system.
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Line sensors This type of sensor can pro-
vide accurate value of cur-
rent lateral deviation of the
vehicle.
It cannot provide informa-
tion in distance ahead which
is used to predict trajectory
of vehicle.
LIDAR and
RADAR
These sensors are utilized
to detect objects and calcu-
late distance. They are very
useful in defining the road
boundaries, especially in ru-
ral areas where there are no
marked roads.
These sensors do not per-
form well in lane detecting,
so most of them require the
assistance of vision sensor.
GPS and digital
maps
Enhanced type of GPS (Dif-
ferential GPS) can provide
location of vehicle with the
accuracy of about 10cm,
therefore it is very useful
in monitoring the vehicle’s
movement.
This sensing modality re-
quires proper implementa-
tion and support from a
modern external infrastruc-
ture to achieve good enough
accuracy. Additionally, dig-
ital map data have to al-
ways be updated.
Table 3.1: Advantages and disadvantages of different types of sensors
Because of its wide utilization, vision has become a notable research area in lane
detection. This thesis will focus on the lane detection algorithms that use input
data from one monocular vision camera.
3.2 General Model of Lane Detection Algorithms
In 2006, after taking an extensive survey in many lane detection algorithms that
have been developed, McCall and Trivedi [22] proposed a common diagram to gen-
eralize the system flows of those algorithms (Figure 3.3).
This flowchart can still be applied for almost all lane detection algorithms until
now. It includes several steps:
1. First, a system of input sensors is used to collect the information about sur-
rounding environment. As described in Section 3.1.3, there are various types
of sensors that can be used and each provides a different kind of data, for
example camera - the most popular type or GPS in [19] or LIDAR in [9].
However, in this thesis, we focus only on the methods using input data from
one monocular vision camera.
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Figure 3.3: Generalized flowchart of lane detection systems [22]
2. Next, a model of roads or lane markings is proposed. It could be a simple
straight line as in the research of Apostoloff and Zelinsky [2] or a more complex
model like spline in [4] and [30].
3. The input data is then processed with the aid of the proposed road model to
extract the information about road features such as edges, textures.
4. Depends on the scenarios we are dealing with, a linear approximation or a real
steering motion model can be utilized to improve the estimation of tracking
stage.
5. Finally, a tracking stage can be applied to help in predicting and smoothing.
Two most popular techniques used in this stage are Kalman Filter as in [7]
and [29] and Particle Filter in [4].
In general, most of algorithms until now follow this common flow. But depends
on the objectives and working scenarios, there may be variations between them, for
example several systems like [1] and [5] works only on single frame instead of using
lane tracking stage.
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3.3 Comparison of the State-of-the-Art Approaches
Comparison of the current state-of-the-art researches is based on the general
flowchart in Figure 3.3. There are four main points that all researches pay attention
to, which are road modeling, lane feature extraction, post-processing/lane detection
and lane tracking. This section discusses the advantages and disadvantages of each
approach with respect to those points.
3.3.1 Road Modeling
Most approaches propose at least one road model, either simple or complex, to
represent lane marking. Road modeling can help significantly in boosting the perfor-
mance of lane detection system by eliminating the outliers and ignoring the evidences
created by noises. Several road models mainly used in all studies are discussed in
this section.
Straight Line
A straight line is the most simple model that can be used to represent lane mark-
ing. Although its representing ability is limited, it has the advantage of low com-
putation time. The approaches that use straight line model mostly work in roads
with smaller curvature, due to the fact that they are based on a simple assumption,
which is lane marking in Region Of Interest (ROI) can be approximately described
by a straight line.
Several researches tries to find straight lines in the perspective binary image such
as Kuk et al. [18] and Voisin et al. [29] (Figure 3.4).
Figure 3.4: A simulation result from [18]
Some other approaches such as Borkar et al. [7] and Bertozzi and Broggi [5] convert
the original image to IPM image (bird’s-eye view) to reduce the curvature of lane
marking. The line detection is then carried out in IPM image. Here, the assumption
of a flat road is shared among these researches.
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(a) Camera perspective view (b) IPM image (bird’s-eye view)
(c) Fitting lines in IPM image
Figure 3.5: Using straight lines to represent lane markings in IPM image [7]
Curve
Because of the limitation of straight lines in describing lane marking, especially in
the case where roads have high curvature, the recent researches focus on the method
of using curve as lane-marking representation. There are many kinds of curves that
may be utilized as lane-marking model such as Bezier spline, cubic spline, clothoid,
etc. In general, these curves are defined by choosing 3 or 4 control points in a
specific way, for instance, the approaches described in researches [1], [4], [17] and
[30]. The number of control points used can be explained by the same reason as the
overfitting problem in regression analysis. Using too many control points increases
not the representing ability, but the computation time.
Figure 3.6: B-Snake based lane model [30]
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In a famous research published in 2004, Wang et al. [30] proposed using B-Snake
model for lane representation: ”B-Snake can describe much wider range of lane
shapes while retains compact representation, since B-Spline has local controllability
and can form arbitrary shape.” [30] (see Figure 3.6). B-Snake model is considered
to be robust against shadow, noises, faded or lost lane marking, etc.
In 2008, Kim [17] published a highly appreciated research which uses cubic spline
with the control points located on the curve to represent lane marking. In his
research, Kim compares his model to the B-Snake model of Wang et al. [30] and
points out: ”In a B-spline representation, control points reside outside of the curve,
and its fitting procedure requires a significant number of iterations. On the other
hand, the uniform cubic-spline fitting is much faster...” [17]. Under testing, Kim’s
method runs faster and shows a better result than Wang et al.’s in most cases, but
does not performs as well in the cases of missing or false lane markings.
Discussion
By the advantages and disadvantages of each lane model that are described in the
above researches, it is hard to say which model is the best for all cases. The choice
of lane model depends on the situation that the lane-position detection system has
to deal with. For example, highway roads normally have fairly simple structure,
therefore it is more reasonable to use simple models. Besides, if the vehicle is
moving in low speed, the safety system might require only about 10m of the road
ahead, therefore a linear lane model can satisfy the requirements in this case. But
considering a more complex situation, for the system like Lane Departure Warning
System or Automated Vehicle Control System, it is necessary to predict precisely
the trajectory of vehicle in the next at least few seconds. In the situation of highway
road, the vehicle is moving in high speed, the concern should be at least 30− 40m
ahead. In this case, a more complex model like parabolic curve or spline would be
essential (see Figure 3.6).
3.3.2 Lane Feature Extraction
This is the first stage, which plays an extremely important role, in three main
stages of lane-position detection system. While the proposed lane model is only
considered to be a supporting step for lane detection process, Lane Feature Extrac-
tion is indispensable and can totally change the final result of the whole system.
A bad result of lane feature extraction will definitely lead to a bad final result, re-
gardless how good the other stages are. On the contrary, if the extraction stage can
perform perfectly, we do not even need a lane model to make the system work well.
Similar to road modeling, the choice of lane feature extraction method can also vary
depending on the type of system and working environment. This section discusses
several different methods used for lane feature extraction.
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Edge-based techniques
Edge-based lane feature extraction is the most popular approach in all the re-
searches. It is based on a fact that, there is always a contrast in color of lane marking
and road surface. Therefore, edge-based techniques are effective in most of cases,
especially with solid and dashed lane marking. Here, there are various edge detec-
tion techniques in image processing can be utilized for lane feature extraction such
as Canny, Sobel, Prewitt, etc. Several auxiliary steps may be additionally applied
to increase the effectiveness of edge detection, for example, blurring or thresholding.
(a) Grayscaling image (b) Edge-detected image
Figure 3.7: Example of using Canny edge detector by Wang et al. [30]
(a) Grayscale source image (b) Resulting edge point image
Figure 3.8: Using Canny edge detector with gradient information in the output by Lind-
ner et al. [20]
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Although the edge detection techniques work effectively with fairly good speed
in most cases, they still show limitation in more complex situations, for example,
Figure 3.7 shows too many false evidences that are left in the image of road with
critical shadow condition.
Horizontal intensity-bumped filters
These filters can be considered as the improved version of edge detection for lane
feature extraction. They are based on the idea that lane marking in general has
vertical direction in ROI, especially in IPM image. Instead of detecting edges in all
directions of the image, they compare the intensity value of each pixel to its right
and left neighbors. Therefore, the filters produce high responses to the pixel which
has higher intensity value than those neighbors. Using the filters is much faster and
can help in overcoming the limitation of ordinary edge detection techniques. Several
researches use this approach can be listed out [1], [5], [23].
Figure 3.9 shows the method of Aly [1], which uses a two dimensional Gaussian
kernel to filter the IPM image. Figure 3.10 illustrates the result of Nieto et al. [23]
by applied their customized filter.
Figure 3.9: Image filtering and thresholding by Aly [1]. Left: the kernel used for filtering.
Middle: the image after filtering. Right: the image after thresholding
(a) (b)
Figure 3.10: Result when applying filter in perspective image of Nieto et al. [23]
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Machine learning
Although performing well in many cases, the horizontal intensity-bumped filters
still easily confuse false evidences caused by other vehicles or unwanted marks on
road surface with the evidences of weak lane markings. To overcome this limitation,
some researches propose applying machine learning and the most notable research
recently uses this approach is Kim [17]. First, Kim collects different image patches
of lane marking and non-markings for learning (see Figure 3.11).
Figure 3.11: Example of image patches of lane markings and non-markings [17]
Then he tests several different machine learning classifiers in IPM image which in-
clude: Intensity-Bump Detection, Artificial Neural Networks (ANNs), Naive Bayesian
Classifiers (NBC), Support Vector Machine (SVM). The graph in Figure 3.12 and
the table in Figure 3.13 show the testing result of Kim for all the classifiers. Based
on this result, SVM has the best accuracy but it is not fast enough for real-time
classification, therefore finally ANNs with the accuracy in second place and the
classification time around 100ms is chosen to use.
Figure 3.12: Classification performance of the classifiers [17]
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Figure 3.13: Computation time of the classifiers [17]
The result of Kim is highly appreciated because of its effectiveness and its ability
to handle many complex situations. However, the method requires the training set to
be chosen carefully in different conditions such as good/bad weather, daytime/night-
time light, etc. to produce a good result.
Stereo vision
Recently stereo algorithms have been used by several researches to further im-
prove lane feature extraction performance. For example, in the case of using left
and right camera, by comparing 2 images captured by the cameras, lane markings
can be extracted quite easily and the distances in the images can be calculated
more precisely. The notable researches that utilize this approach are Danescu and
Nedevschi [9], Leonard et al. [19] and Hattori [15]. Although in this thesis, we only
focus on algorithms using monocular camera, using stereo camera still is a promising
direction for further research in the future.
3.3.3 Post-processing
This stage is also called Lane Detection stage. Based on the knowledge about lane
markings that we receive after the lane feature extraction stage plus the proposed
road model, post-processing stage is necessary to estimate the lane-marking posi-
tions. The most common techniques that are used in this stage are Hough Transform
and RANdom SAmple Consensus (RANSAC).
Hough Transform
Hough Transform is an extremely popular technique used for lane detecting be-
cause of its high speed and effectiveness in line detecting. The researches of Aly [1],
Borkar et al. [6] (see Figure 3.14), Voisin et al. [29] and Wang et al. [30], all apply
Hough Transform in their approaches. The disadvantage of Hough Transform is
that this technique is only useful for straight line detecting in the image, therefore it
should be used in combination with other techniques to improve the result. For ex-
ample, Wang et al. [30] use an algorithm called CHEVP (Canny/Hough Estimation
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of Vanishing Points), which is the combination of Canny edge detector and Hough
Transform for effectively vanishing points detecting.
Figure 3.14: Applying Hough Transform in [6]
RANSAC
RANSAC is a highly effective method for model robust fitting and data outlier re-
moval. In some researches, RANSAC is used in combination with Hough Transform
for line or spline fitting, such as the approach of Aly [1] (see Figure 3.15).
Figure 3.15: RANSAC spline fitting [1]
Kim [17], in his famous research, uses RANSAC to find the hypotheses of lane
markings among many noises (Figure 3.16).
Figure 3.16: Example of using RANSAC by Kim [17]. a) Detected lane features; b)
Applying Gaussian smoothing; c) Line-segment grouping; d) Selected hy-
potheses from RANSAC algorithm.
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Random hypotheses
This is a fairly simple and effective method to find the best lane marking hypothe-
ses in the processed image. The idea is to generate many hypotheses of lane marking
over the image and assign a weight to each hypothesis to describe its possibility to
represent the lane marking. The weight can be calculated through a function based
on position of the hypothesis in the image. The number of hypotheses used may be
reduced significantly by applying tracking algorithm. The most notable advantage
of this method is that the hypotheses later can be used as input for the tracking
stage. In the research [17], beside RANSAC, Kim uses Particle Filter to generate
another set of hypotheses. Berriel et al. [4] also chooses Particle Filter for lane
detecting (see Figure 3.17).
Figure 3.17: Running Particle Filter several times to detect lane marking [4]
Multi level grouping and Classification
In [20], Lindner et al. propose a special approach for lane detection which is
based on the resulting edge point images from Canny edge detector (Figure 3.8).
This method not only detects evidences of lane markings, but also can classify lane
markings into different classes which are the official directives for lane markings in
Germany. Each types of roads, like highways or urban streets, has different kind of
lane markings. Therefore, this information is, in fact, extremely useful for ADAS
system in assessing situations and traffic rules. The basic idea of the method is
dealing with different levels of lane marking abstraction, from simple to complex.
For example, lines are detected from the edge points in the resulting edge point
image, then a fitting value is calculated to group lines into curves, and so on, to
finally get closed objects (Figure 3.18).
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(a) Result image of grouped objects (b) Grouped objects in source image
Figure 3.18: Result of multi level grouping in [20]
3.3.4 Lane Tracking
The lane tracking stage is not always used in all researches, for example the sys-
tems of Aly [1] and Bertozzi and Broggi [5] work on single frame instead of using
tracking stage. However, in most researches recently, by applying tracking algo-
rithms, the speed and accuracy of the systems have been improved significantly.
Normally, tracking algorithms are used in the combination with lane feature ex-
traction to form a closed-loop feedback system. The two most popular tracking
algorithms used in lane-position detection system are Kalman Filter and Particle
Filter, whose theories are presented in Section 2.3 and 2.4. In this section, we only
discuss their applications in some studies.
Kalman Filter
Working under a strong set of assumptions, Kalman Filter is able to handle rel-
atively well most of the common cases. Besides, it has the massive advantage of
computation time and speed. This is the reason why Kalman Filter is chosen to use
in many researches such as McCall and Trivedi [22], Borkar et al. [7], Danescu and
Nedevschi [9], Voisin et al. [29], etc.
However, in reality, a lane-position detection system has to deal with many com-
plex situations, for example road has high curvature, noises left after lane feature
extraction, false or missing evidences of lane markings, etc. In these cases, the result
of Kalman Filter will become inaccurate after only few iterations.
Particle Filter
The result of lane position sometime needs to be extremely precise so that it can
be provided to safety system of vehicle. Therefore, to overcome the limitation of
Kalman Filter, some researches choose to use Particle Filter for lane tracking. The
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effectiveness and speed of Particle Filter depend on the number of particle used. In
general, Particle Filter requires more calculations compared to Kalman Filter, but
it is much more effective and less prone to noises.
Several notable researches that apply Particle Filter are [2], [4], [17], [26]. Among
them, Berriel et al. [4] and Kim [17] use Particle Filter for both lane detecting and
lane tracking, while the others utilize the results of lane detecting stage as the input
for Particle Filter.
3.3.5 Common Assumptions
The assumptions are an important part of a real-life problem such as lane-position
detection. They are necessary because they are helpful not only in improving the
overall performance of lane-position estimation, but also in restricting the scope of
the problem that the algorithms have to deal with, so that we know, out of that
scope, the systems may fail. The common assumptions are summarized by McCall
and Trivedi [22] as below:
• Texture of the road or lane is considered to be nearly constant.
• Width of the road or lane is locally constant.
• Appearance and placement of lane markings follow strict rules.
• The road surface is considered to be almost flat or has elevation change follows
a strict model.
• There is a limit for the road/lane curvature.
All of the available lane-position detection algorithms until now use at least one or
more of the above assumptions, therefore they may focus on solving only a specific
problem. However, to take the full advantage of the assumptions, their role in
lane-position detection problem needs to be well understood and used reasonably.
3.4 Conclusion
This chapter presents current state of the art in lane detection research. The
general flowchart, which is followed by most of the existing researches, includes
three main stages: lane feature extraction, post-processing/lane detection and lane
tracking. Besides, a road model and a vehicle motion model are proposed to provide
more information for the calculation and estimation.
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There are a huge number of algorithms that can be applied to deal with the lane
detection problem. However, firstly there are three main factors that need to be
considered in each research before deciding which algorithm should be used. They
include system objectives, working environment and sensing modalities. Under a
careful consideration of these factors, each research will have a different approach
to the problem.
The chapter examines each approach regarding four main points: road modeling,
lane feature extraction, post-processing and lane tracking. For each point, several
most popular used methods are presented and compare with each other to iden-
tify their advantages and disadvantages. Finally, we introduce the most common
assumptions used by the researches in lane-position detection.
Based on the in-dept research into state-of-the-art lane detection algorithms in
this chapter, three different algorithms have been constructed and implemented in
our available hardware. To guarantee the working speed of the system, we try only
the straight line and cubic spline model to represent lane marking. Then a fast and
effective filter is applied to extract lane feature. Besides, the techniques of Hough
Transform and random hypotheses are chosen for post-processing. Finally, for lane
tracking, both Kalman Filter and Particle Filter will be tested. The details of each
algorithm are presented in the next chapter.
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After an in-depth research on the current state-of-the-art work in lane detection,
we made a comparison among them and, based on the requirement of the thesis on
a system working real-time in a low power embedded hardware, implemented three
different lane-position detection algorithms in our real hardware - Raspberry Pi 3
- to evaluate their performances. This chapter describes in detail the concepts and
workings of each algorithm.
4.1 Overview
The general flow of all three algorithms in the thesis is represented in Figure 4.1.
Figure 4.1: General workflow of approaches in the thesis
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Before going to the main stages of the system workflow, we need to mention
several important supporting models. First, camera calibration is not a part of
the working of the system but for all computer vision systems, it actually has an
extremely large influence on the result. The parameters include position, view angle
and the internal parameters of the camera. The internal parameters of a camera
are the position of image center on the image, focal length, scaling factors and lens
distortion. Defining these parameters correctly can help significantly in increasing
the accuracy of the system. Most researches do not mention this step because it
is the same and compulsory in all situations. Only in the research of Wu et al.
[32], the team has proposed a method which is applied to dynamically calibrate
camera parameters to adapt to different situations. We also do not discuss camera
calibration in the thesis. Second, because of the limitation of hardware power, we
only use straight line or cubic spline for lane marking model. The detail of this
choice will be discussed in following sections. Third, the vehicle motion model will
be represented by a random variable with normal distribution. In the common
scenarios, this assumption does not significantly reduce the accuracy of the final
result.
The workflow includes three main stages:
1. Pre-processing: The input data of the system, which can be a video or a
stream of image frames from a dashboard camera, will go directly into this
stage. Each frame of image is then processed to extract the evidence of lane
markings and provide to Lane Marking Detection stage. The Pre-processing
stage may consist of five phases: choosing the ROI, IPM, grayscaling, lane
feature extraction, thresholding. In our three proposed algorithms, Algorithm
1 and 3 do not use IPM in their Pre-processing stage.
2. Lane Marking Detection: this stage finds the positions of the lane mark-
ings in the processed image provided by Pre-processing stage with the aid of
the information about lane-marking model. Normally, the Lane Marking De-
tection stage performs whenever the estimation of the lane markings is not
available, for example in the very first frame of video stream. Besides, this
stage consumes a lot of resource of the system, therefore, it only runs when
the tracking stage is not able to track lane markings.
3. Lane Tracking: this stage uses a tracking algorithm such as Particle Filter to
track the positions of lane markings in processed image. The main difference
of Lane Tracking and Lane Detecting stage is that, Lane Tracking stage uses
estimation from the previous frame to predict the position of lane markings
in the current frame. Hence, this stage performs whenever the information
from the previous frame is available. In general, because of its low resource
consumption, Lane Tracking stage is important in helping increase speed and
performance of the system and in any cases, we try to use Lane Tracking as
much as possible.
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During the implementation process, in each stage, we have tried many different
algorithms for the purpose of testing and evaluating. The thesis only describes the
best result we have. In the next three sections, three algorithms that have been
implemented will be explained in detail.
4.2 Line-based Lane Detection Algorithm
In the first algorithm of this thesis, to guarantee a high working speed for the
system, we choose the approach that uses simple straight lines to represent lane-
marking model. This straight-line choice is based on the assumption that, in com-
mon scenarios, the lane markings appear on ROI do not have high curvature and
can be adequately approximated by straight lines. After that, Lane Detection stage
is realized by a technique called line normal random sampling. Finally, a Particle
Filter is exploited to track the positions of lane markings in tracking stage.
4.2.1 Pre-processing
The pre-processing stage extracts the evidences of lane markings from the raw
input image to provide to the next stage. In this first algorithm, pre-processing
stage includes four smaller consecutive steps: choosing the ROI, grayscaling, lane
feature extraction and thresholding. The flow of the stage is illustrated by Figure
4.2.
Figure 4.2: Flow of Pre-processing stage in the first algorithm
Choosing Region of Interest (ROI)
The choosing ROI step crops the raw image to a specific area, which likely contains
the evidence of lane markings. This very first step is necessary because of the fact
that, in general, the road region is quite small compared to the whole image. This
step simply removes unexpected noises from other things like sky, pavements or trees
and therefore, it is important to increase the speed of the system by reducing the
amount of data that needs to be processed.
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Figure 4.3: Example of choosing ROI step
Grayscaling
This step converts the ROI image in RGB color format to grayscale format. Nor-
mally, the input image is provided in RGB color format. It means each pixel includes
three primary color channels: red, green and blue. Various colors of the pixel can
be produced by changing the value of those channels. Now, that makes the problem
of finding the evidences of lane markings in RGB color space become extremely
challenging. For example, to detect a specific color in RGB color space which is
composed of three color channels, we must compare all three channels by turns.
Therefore, in the case of white or yellow color of lane markings, the wide range in
RGB color space of these two colors has to be covered completely.
(a) Gaussian smoothing ROI image with kernel size 9× 9
(b) Grayscaling ROI image
Figure 4.4: Example of grayscaling step
Because of this reason, we will want to detect lane marking in grayscale image.
Contrary to RGB image, grayscale image (also called black-white image) contains
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only different shades of gray. It requires less information to be provided by specifying
only one single intensity value for each pixel. Besides, a feature of lane markings is
that it is always in a contrast color to road surface, for example, the most popular
colors of lane markings are white and bright yellow in contrast to the dark gray
color of the road. Therefore, the gray image can perfectly enhance this contrast and
greatly help in improving the detection.
Before grayscaling, we try to smooth (also called blur) the ROI image a little by
using the most popular smoothing method called ”Gaussian Smoothing” or ”Gaus-
sian Filtering” with the kernel size 9 × 9. This step can help in intensifying the
evidence of lane markings and eliminating unwanted noises from road surface. An
example of smoothing or blurring image using OpenCV is in Figure 2.5. The result
of the grayscaling step is illustrated in Figure 4.4.
Lane Feature Extraction
This thesis does not use some popular edge detection techniques such as Canny
or Sobel edge detector but utilizes a fast and more effective technique proposed
by Nieto et al. [23]. This technique is based on the assumption that, in a row of
image, the pixels which belong to lane markings tend to have ”high intensity value
surrounded by darker regions” [23]. Thus, the detector independently filters each
row of image by its pixels’ intensity values.
We assume the values of pixels in a row of the image are {xi}wi=1 (w: width of the
image), then the filtered values {yi}wi=1 are given by:
yi = 2xi − (xi−τ + xi+τ )− |xi−τ − xi+τ | (4.1)
where τ is the parameter that approximates the width of lane marking in the image.
Figure 4.5: Grayscale ROI image after filtering
The filter highly responses to the pixels, which have higher intensity values than
their left and right neighbors in the same row at distance τ (Figure 4.5). The last
term of equation 4.1, |xi−τ − xi+τ |, is removed from filtered value yi to help the
filter less prone to errors, especially in the case that the difference between intensity
values of left and right neighbors is too high.
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Figure 4.6: The detailed flow of lane feature extraction step
The disadvantage of the mentioned filter is that the filtering result for lane mark-
ing in yellow is not as good as in white, especially when the yellow color is not
bright enough. Therefore, we apply an additional step called ”yellow thresholding”
to detect yellow color in RGB ROI image before grayscaling. The yellow thresh-
olding image then is added with the filtered image to produce the result image of
edge detection step. The detailed workflow is illustrated in Figure 4.6. Figure 4.7
demonstrates the result images in each step of edge detection in the case that there
is a lane marking in yellow color.
(a) Road with lane marking in yellow
(b) Filtered image (c) Yellow thresholding image
(d) Result image of lane feature extraction step
Figure 4.7: Example of lane feature extraction step
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Thresholding
After many layers of Pre-processing stage, thresholding is the final one we use to
decide which pixels we want to keep while discard the others based on their intensity
values. In the image output from edge detection step (Figure 4.7(d)), the pixels that
belong to lane-marking evidence tend to have higher intensity values. Besides, the
disturbances may leave in the image many lower intensity pixels represented as thin
and weak edges. Binary thresholding can help significantly in removing these noises
and enhancing the ”good” pixels. The basic idea behind binary thresholding is that
all pixels that have intensity values higher than a certain threshold will be set to
maximum value maxVal, while the others with intensity values below the threshold
are set to zero [25]. The binary thresholding is given by the following formula:
dst(x,y) =
{
maxVal if src(x,y) ≥ Threshold
0 otherwise
(4.2)
where dst(x,y) and src(x,y) are respectively intensity values of the pixel in des-
tination image and source image.
The result image after thresholding is demonstrated in Figure 4.8. This binary
image is the final output of Pre-processing stage.
Figure 4.8: The final result of Pre-processing stage after thresholding
4.2.2 Lane Detection
Before diving into the details of Lane Detection stage, we should consider some
characteristics of lane markings that can help in reducing a considerable amount of
work and increasing detection accuracy. Those characteristics include:
• Left and right lane marking do not cross.
• Each lane marking only lies on a certain area.
• Lane markings should have a specific width.
The knowledge on lane marking characteristics may be exploited for lane detec-
tion. Initially, the binary image obtained from the Pre-processing stage (Figure
4.8) is split into two halves - left and right, each contains the evidences of one lane
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marking (Figure 4.9). The lane detection procedure is then performed on each half
image.
(a) Left half (b) Right half
Figure 4.9: Threshold image is split into two halves
As mention in section 4.1, Lane Detection is the stage that performs whenever
the estimation of the lane markings is not available, therefore it consumes a lot of
resource of the system. The stage is consisted of four consecutive steps as illustrated
in Figure 4.10. First, hundreds of lines are randomly distributed in the binary half
image. Each of them is then weighted with a score, which is calculated using an
error function. Next, those lines are sorted based on their score (or weight). The
best line, which has the highest score, will be the representation of lane marking.
Besides, 50 other highest-score lines are also saved as candidates of lane marking
and used as input for Lane Tracking stage.
Figure 4.10: Lane Detection flow of Line-based Lane Detection Algorithm
Line Sampling
In this step, we try to distribute hundreds of lines over the binary half image. The
more lines we use, the larger area in the image can be covered and the more chance
we can find the correct lane marking.
Any lines can be define precisely by two different points. In this case, we only
care about the area inside the binary half image, therefore, we choose the first point
in the first row of the image - called start point with coordinate sp(xsp, 0) - and
the second point in the last row of the image - called end point with coordinate
ep(xep, h), where h is the height of the image. Line position now is defined by
X = {xsp, xep} (4.3)
The work then is sampling x coordinates of each start point and end point. Assuming
that the vehicle is running on the road, the lane markings are expected mostly inside
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the two halves of ROI (Figure 4.9). Each set of x - xsp and xep - is then chosen from
a Gaussian (also called normal) distribution, which has the mean µ at the center of
image row and the standard deviation σ equals to half of image’s width that is large
enough to cover the whole image, even for some cases start point or end point lies
outside the image.
(a) Left half (b) Right half
Figure 4.11: Line sampling in two binary half images with 200 lines for each half
Figure 4.11 demonstrates line sampling in two halves of the ROI binary image.
In this example, there are 200 lines distributed in each half, but in fact, to ensure
a good detecting result, it requires using at least around 600 lines. Keep in mind
that the number of lines used is the compromise between the accuracy and running
speed. Larger number means better result but more calculation time.
Line Weighting
After line sampling, we try to weight all the lines by assigning each of them a score
to measure the goodness. The score of a line is calculated as the number of white
pixel in the binary image that the line and its neighbors contain. Here, because
lane marking always has a certain width, the neighbors are included to increase the
effectiveness of the score in measuring the goodness.
Figure 4.12 explains how to calculate the number of white pixels in a line. The
slope s of the line is given by
s = tan(θ) =
xep − xsp
h
(4.4)
where θ is the angle between the line and image row, h is the height of the image,
xsp and xep are the x coordinates of start point and end point respectively.
To get the intensity value of each pixel of the line, we examine the line by each
row of the image. Giving the current row of the image ycurrent, the column of the
current point xcurrent is defined by
xcurrent = xsp + s · ycurrent (4.5)
where s is the slope of the line.
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Figure 4.12: Line score calculation
By using fairly simple equations 4.4 and 4.5, we can easily calculate the score of
each line distributed in the binary half image.
Line Weight Sorting and the Best Line Extracting
After finishing line weighting, all lines need to be sorted based on their scores.
Thus, we have the lines in the order of how important they are. The most important
line, which is the line with highest score, is the best representation of lane marking,
as shown in Figure 4.13. Besides, not only the best line is kept, 50 lines that
have the highest scores are stored as candidates of lane marking for being used
later by Particle Filter in Lane Tracking stage. Note that the number of lines kept
as candidates is adjustable, depending on how many particles the Particle Filter
requires to work effectively.
(a) Left half (b) Right half
Figure 4.13: The best line is chosen as representation of lane marking
The result of Lane Detection stage in RGB image is demonstrated in Figure 4.14.
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Figure 4.14: Lane detection result in RGB ROI image
Algorithm 2 shows the summary of Lane Detection stage in pseudo code.
Algorithm 2: Lane Detection stage in Line-based Lane Detection Algorithm
// Calculating score of each line
1 for i ← 0 to NUMBER OF ROLLS - 1 do
2 y start point = 0
3 y end point = image height
4 x start point = mean+Gaussian sample
5 x end point = mean+Gaussian sample
6 slope = (x end point− x start point) / image height
7 for j ← 0 to image height - 1 do
8 x current = x start point+ j · slope
9 score += intensity value at(j, x current)
10 end
11 end
// Sorting lines
12 sort(vector of lines.begin(), vector of lines.end(), compare score)
13 return line with highest score
4.2.3 Lane Tracking
Lane Detection stage is slow and expensive to the system because it detects lane
marking in current frame afresh without using any historical information. It is also
easily distracted by noises and generates unstable results if running alone. Therefore,
Lane Tracking stage is introduced to fix those problems. It is designed to be fast and
to not consume too much resource of the system by using the information from the
previous frame to estimate the position of lane marking in the current frame. Hence,
in any cases, we will want to run it as much as we can. In fact, Lane Tracking stage
performs whenever the estimated information of the previous frame is available.
In the first algorithm implemented in the thesis, we choose to use Particle Filter
for Lane tracking stage because of its advantages as provided in Chapter 3. In
some researches, Particle Filter can be utilized for both lane detection and lane
tracking by running it for several iterations in detecting phase such as the algorithm
described by Berriel et al. [4]. However, in this first algorithm, Particle Filter is
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used for the only purpose of tracking the positions of lane markings in the current
frame. The theory of Particle Filter has been presented in Section 2.4, and the
detailed implementation of Particle Filter for lane tracking task will be discussed in
this section.
Figure 4.15: Lane Tracking flow
The Lane Tracking stage using Particle Filter includes three main steps in each
iteration, which are prediction, measurement update and resampling, as shown in
Figure 4.15. In Section 2.4, Particle Filter is introduced with four main steps includ-
ing the initialization. However, in this case, we are allowed to skip the initialization
step because there are already an input set of particles to represent the prior dis-
tribution of Particle Filter. This set is 50 ”good” lines saved as candidates for lane
marking from Lane Detection stage. Here, the number of particles used to track
the position of lane marking in each side is adjustable. Again, it is the trade-off
between the computation time and the accuracy of the result. Beside the set of
”good” lines, the information from binary image provided by Pre-processing stage
is used as measurement of Particle Filter in current frame.
Prediction
From the previous frame to the current frame, vehicle’s position may change a
little, therefore the lane marking should also move slightly to a new position. The
particles need to follow this change to keep tracking lane marking. In Prediction
step, filter tries to move each particle an appropriate distance based on its position in
previous frame. Thus, the set of particles is still able to represent prior distribution
in the new frame.
(a) Left half (b) Right half
Figure 4.16: Prediction step of Particle Filter in binary image
In our case, we adjust each particle by moving its start point and end point in
the same row of the image. It means we add a random amount to the x coordinate
of start point and end point. The random amount is sampled from a Gaussian
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distribution with the mean is being the current value in x coordinate of start or end
point and a small standard deviation σ = 10/3. Note that the standard deviation
here is chosen empirically based on the width of lane marking in the binary image.
Measurement Update
This step is also called Weight Update. After Prediction step, we have all particles
in new positions and they have the same weight. The work now is to assign a new
weight to each of them to illustrate how important or how ”good” it is in representing
the lane marking with its new position.
First, to calculate the weight of a particle, we need to specify an error function.
The error function should be capable of measuring how good a particle is by fitting
it to the evidences of lane marking. Next, because each particle is a line with start
point and end point as described in Lane Detection stage, then we can use the
same technique presented in section 4.2.2 Line Weighting to calculate how many
white pixels each line contains in the binary image and the line which has the
largest number of white pixels should be the best representation of lane marking.
Additionally, we realize that the maximum number of white pixels that a line can
has is equal to the height of the image. Then the error E(p) for a particle p can be
given as
E(p) = h− score (4.6)
where h is the image height and score is the number of white pixel that the line
contains.
The error E(p) implies exactly how good a particle is in representing lane marking.
Now we calculate the weight of a particle based on its error. Keep in mind that for
each particle, its weight needs to be inversely proportional to its error, as shown in
the equation 4.7.
W−i =
1
1 + eE(p)
(4.7)
The weight of a particle is a probability, therefore we need to ensure that the total
of all weights equals to 1 or ΣW = 1 by normalizing the weights we have received
from equation 4.7.
Wi =
W−i∑
W−
(4.8)
Wi is the new weights of particles in the current frame.
Resampling
This step is extremely important in helping the filter avoid the degeneracy problem
and assure the convergence. The weights of particles calculated in the previous
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step is used as sampling probability in Resampling. Thus, the particles with high
weights have higher chance to be kept, while others which have low weights tend to
be discarded.
In Line-based Lane Detection Algorithm, we use an algorithm called Low Variance
Sampling described by Thrun et al. [28] for Resampling because of its easy imple-
mentation and robustness. This sampling algorithm is represent in pseudo code as
shown in Algorithm 3. It uses a random number to sample from X, which is a set
of M particles with corresponding weights W , and yet the probability of a particle
to be sample is still proportional to its weight.
Algorithm 3: Low Variance Sampling [28]
1 X¯t = ∅
2 r = rand(0;M−1)
3 c = w
[1]
t
4 i = 1
5 for m ← 1 to M do
6 u = r + (m− 1) ·M−1
7 while u > c do
8 i ++
9 c += w
[i]
t
10 end
11 add x
[i]
t to X¯t
12 end
13 return X¯t
Figure 4.17 demonstrates the result after Lane Tracking stage. Based on the infor-
mation of lane marking positions, we are now able to calculate a greatly important
parameter which is lateral deviation of the car from the lane middle.
Figure 4.17: The final result of Line-based Lane Detection Algorithm
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Lane Tracking stage is summarized by pseudo code in Algorithm 4.
Algorithm 4: Lane Tracking stage in Line-based Lane Detection Algorithm
1 Xt[NUMBER OF PARTICLES] // Set of particles
2 for i ← 0 to NUMBER OF PARTICLES - 1 do
3 y start point = 0
4 y end point = image height
// Prediction
5 x start point += Gaussian sample
6 x end point += Gaussian sample
// Measurement update
7 slope = (x end point− x start point)/image height
8 for j ← 0 to image height - 1 do
9 x current = x start point+ j · slope
10 score += intensity value at(j, x current) / 255
11 end
// Weight update
12 weight[i] = 1 / (1 + exp(image height− score))
13 end
// Weight normalization
14 for i ← 0 to NUMBER OF PARTICLES - 1 do
15 weight[i] /= total of weights
16 end
// Resampling
17 for i ← 0 to NUMBER OF PARTICLES - 1 do
18 draw i with probability ∝ weight[i]
19 add i to Xt
20 end
21 return Xt
4.2.4 Re-detection
Finally, in order to guarantee a good detecting and tracking result, several re-
detection criteria are introduced. These criteria make sure that the best lines are
good enough as representations of lane markings. They also check if the detected
lane-marking positions are reasonable comply with the characteristics of lane mark-
ings as described in Section 4.2.2.
The re-detection criteria includes:
• Left and right lane marking do not cross.
• The distance between two lane markings muss be bigger than a threshold.
This threshold may be changed in different roads.
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• For each lane marking, at least 30% of it should lie inside the ROI. This
criterion is useful when the vehicle is changing lane, both lane markings are
shifting out of their ROI, system should re-detect lane markings in ROI instead
of continuing tracking.
• The best line should have the score bigger than a threshold. This criterion is
to avoid the situations in which Particle Filter tracks the wrong evidences or
the number of evidences in the image is too small because the road temporarily
has no lane markings.
In case at least one of these criteria is violated, the system will stop the Lane
Tracking stage and trigger again the Lane Detection stage. Therefore, re-detection
criteria help the system define when to perform lane detection, while run lane track-
ing all other time.
4.3 Spline-based Lane Detection Algorithm
In the second algorithm of the thesis, we implement a more complicated lane-
position detection algorithm. The chosen approach uses more complex model that
is cubic spline with four control points to represent lane markings. Particle Filter
algorithm is still utilized for lane tracking with multi-dimensional particles corre-
sponding to four control points of the cubic spline. Besides, the Inverse Perspective
Mapping (IPM) technique is applied in Pre-processing stage to improve the result
of the algorithm.
4.3.1 Pre-processing
Figure 4.18: Flow of Pre-processing stage in the second algorithm
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Basically, in this Spline-based Lane Detection Algorithm we use the same Pre-
processing procedure as in Line-based Lane Detection Algorithm, the only difference
is the IPM step is introduced after choosing ROI (Figure 4.18). Therefore, this
section only discusses the concepts of IPM technique and how to use it in our
algorithm.
Inverse Perspective Mapping (IPM)
Inverse Perspective Mapping is a technique that transforms the original perspec-
tive image captured from camera to a bird’s-eye-view image, therefore it is sometimes
called bird’s-eye-view mapping. The benefit of this step is that it removes the per-
spective effect in the original image and so that lane markings in IPM image now
appear to be vertical and parallel. The transformation then allows us to work with a
constant lane width in the IPM image and provides a mapping from original image
pixels to real-world distances.
To realize the IPM transformation, first we assume that the road is flat. Next,
we need to define the 3× 3 homography matrix H that maps the point (u, v) in the
original image to the corresponding point (x, y) in the IPM image.λxλy
λ
 = H
uv
1
 (4.9)
There are two ways to obtain matrix H:
• The first method, which was proposed by Bertozzi and Broggi [5], is based on
the position and angle of camera in the real-world coordinate system. This
method uses many complicated calculations but has an advantage of having
no required measurement in real world.
• The second way, which is described in [14], is much simpler and more popular.
It uses four reference points to externally calibrate the camera. To get the
best result, this method requires the correct distances of four corresponding
points in real world. By solving the equation 4.9 for four couples of points, we
can easily obtain matrix H.
For both methods, matrix H only needs to be calculated once and then it can
be reused to transform all other images. In the case that we want to transform the
IPM image back to the perspective image, simply use H−1.uv
1
 = H−1
λxλy
λ
 (4.10)
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In this thesis, we choose to use the second method to find matrix H. Four reference
points are selected manually in the original image. Figure 4.19 and 4.20 demonstrate
several results in Pre-processing stage of Spline-based Lane Detection Algorithm.
(a) Original image with the chosen ROI (b) The IPM image
Figure 4.19: Applying IPM transformation to the ROI image
(a) Left half (b) Right half
Figure 4.20: Result of Pre-processing stage
4.3.2 Lane Detection
Lane Detection stage of Spline-based Lane Detection Algorithm is performed in
the IPM binary images output from Pre-processing stage (Figure 4.20). Keep in
mind that, this time we use cubic spline to represent lane markings and it is a much
more complex model in compare with straight line. The theory about the cubic
spline is presented in Section 2.5.
In general, the Lane Detection stage of Spline-based Lane Detection Algorithm
follows the same procedure as the one of Line-based Lane Detection Algorithm
(Figure 4.21). However, because of the complexity of cubic spline model, we should
use additionally Particle Filter to support detection process.
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Figure 4.21: Lane Detection flow of Spline-based Lane Detection Algorithm
Spline Sampling
By using cubic spline model, the first thing we need to care about is how many
number of control points we should use and where to place them. Kim [17] in his
research tests the usage of two, three and four control points and points out that
using four control points is not only better in representation but also can maintain
the robustness of the system. The nearest control point is put at the bottom of IPM
image, while the furthest one is at the image’s top row. Two other points are chosen
so that they lie between two first points and the spacing between them is as equal
as possible. To make it simple, in this thesis, control points are chosen as following:
assume we use N control points ci = (xi, yi) where xi and yi are the coordinates of
control points in the image, then the yi value of each control points is given by
yi = i ·
( h
N − 1
)
(4.11)
where i is an integer and 0 ≤ i ≤ N − 1, h is the height of IPM image. Now the
cubic spline is defined by the x coordinates of control points:
X = {x1, x2, · · · , xN} (4.12)
Now, the situation becomes the same as in Line-based Lane Detection Algorithm.
Each xi will be sampled from a Gaussian distribution, which has the mean µ at the
center of IPM image row and the standard deviation σ equals to half of image’s
width.
(a) Left half (b) Right half
Figure 4.22: Spline sampling in two binary half images with 100 splines for each half
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Figure 4.22 shows an example of sampling 100 splines in each half of the IPM
binary image. In fact, because of the complexity of cubic spline model, the number
should be thousands to ensure a good detecting result . A different way using less
number of splines is running few iterations of Particle Filter in Lane Detection stage.
This method could be slightly slower but very useful in case lane markings are in
unusual positions.
Spline Weighting
Similar to Line Weighting in Line-based Lane Detection Algorithm, now we try
to assign a weight for each spline to describe how good it is in representing lane
marking. First, we define the equation of each cubic spline, after that we are able to
calculate its score which is the number of white pixels it and its neighbors contain.
Unlike the simplicity of line equation, cubic spline equation is the combination of
three cubic polynomials. The process of defining these polynomials is called spline
interpolation that is described in Section 2.5. After calculating equation of the
spline, we can easily obtain its score by examining each pixel of it in the binary
image.
Spline Weight Sorting and the Best Spline Extracting
The final step in the Lane Detection stage is sorting the splines we have distributed
in the IPM image based on their scores, then choosing the one with highest score
as the final result of detecting stage to represent lane marking. Similar to the first
algorithm of this thesis, a number of splines which have highest scores are kept as
candidates of lane marking and will be used as input for Particle Filter in Lane
Tracking stage.
Figure 4.23: 50 splines with highest scores (in blue) each side are kept for next stage,
the best line (in red) is the result of Lane Detecting stage
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Lane Detection stage of Spline-based Lane Detection Algorithm is summarized as
following:
Algorithm 5: Lane Detection stage in Spline-based Lane Detection Algorithm
// Calculating score of each spline
1 for i ← 0 to NUMBER OF ROLLS - 1 do
2 control point1 = (mean+Gaussian sample, 0)
3 control point2 = (mean+Gaussian sample, image height / 3)
4 control point3 = (mean+Gaussian sample, 2 · image height / 3)
5 control point4 = (mean+Gaussian sample, image height)
6 spline interpolation(control point1, control point2, control point3,
7 control point4)
8 for j ← 0 to image height - 1 do
9 score += intensity value at(j, x current)
10 end
11 end
// Sorting splines
12 sort(vector of lines.begin(), vector of lines.end(), compare score)
13 return spline with highest score
4.3.3 Lane Tracking
Spline-based Lane Detection Algorithm also uses Particle Filter for Lane Tracking
stage with a very similar flow as described in Section 4.2.3 (Figure 4.15). The main
difference is the stage performs in IPM binary image using cubic splines as particles.
The set of ”good” splines saved in Lane Detection stage is used as candidates of
lane-marking representation in this stage. These candidates can be considered to be
inputs of the Particle Filter that represent prior distribution. The steps of Particle
Filter is described as following:
• Prediction: in this step, the new particles, here are cubic splines, are gen-
erated by moving the control points of the old particles from previous frame.
Thus, the x coordinate of each control point is added an amount which is ran-
domly sampled from a Gaussian distribution with the mean being the current
x value and a small standard deviation. The standard deviation is different for
each control point of a spline. The further control point tends to move a lot,
therefore it requires a bigger standard deviation, while the closest one mostly
stands still.
• Measurement Update: in this step, the new particles will be scored based
of their goodness in representing lane marking. The technique is the same as
described in Section 4.3.2. That means we also need to define the equations of
the new particles using cubic spline interpolation (Section 2.5). After obtaining
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the score of each particle, we can calculate its weight by using the set of
equations 4.6, 4.7 and 4.8.
• Resampling: Finally, the set of particles is re-sampled to avoid degeneracy
problem and guarantee the convergence of the filter. The return is a new set
of particles in which the particles with low weight have been discarded and
replaced by better ones. In the new set of particles, the one with the highest
score will be chosen as the final result (Figure 4.24). This step exploits the
algorithm Low Variance Sampling as described in Algorithm 3.
Figure 4.24: The result of Lane Tracking stage
After obtaining the results in IPM image, we need to convert them back to per-
spective space of the original image to receive the final result. Here, we discard
the furthest control point because of its nature to be unstable and secure the most
accurate and stable result.
Figure 4.25: The final result of Spline-based Lane Detection Algorithm
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4.4 Hough-based Lane Detection Algorithm
In the third algorithm of this thesis, we choose a totally different approach which
models lane markings by straight lines and uses Hough Transform integrated with
Kalman Filter in lane-marking detection and tracking. This approach can help
lane detection system achieve higher speed with an adequate accuracy in common
scenarios. Deriving from general workflow (Figure 4.1), the more specific flow of
Hough-based Lane Detection Algorithm is shown in Figure 4.26.
Figure 4.26: Workflow of Hough-based Lane Detection Algorithm
Hough-based Lane Detection Algorithm uses the same Pre-processing stage as
Line-based Lane Detection Algorithm (4.2.1), therefore, in this section, we only
discuss Lane Detection and Lane Tracking stage.
4.4.1 Lane Detection
The Lane Detection stage of this third algorithm is realized using Hough Trans-
form and is performed on ROI binary image outputs from Pre-processing stage
(Figure 4.8). The theory of Hough Transform is presented in Section 2.6.
Unlike lane detection technique using in Line-based Lane Detection Algorithm
(Section 4.2.2), lines detection method using Hough Transform does not require
splitting binary image into two halves. Hough Transform executes pretty fast in the
whole image, and after the process, the output is a set of lines in the image which
are expressed in polar form:
ρ = x cos(θ) + y sin(θ) (4.13)
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where with θ is the angle between the line and x axis of the image and ρ is the
distance from the image origin to the line (see Figure 4.27).
Figure 4.27: Lines expressed in polar form (ρ, θ)
The threshold used in Hough Transform is extremely important, from definition,
it is ”the minimum number of intersections to ”detect” a line” [24]. The threshold
is chosen based on the dimensions of image in which Hough Transform performs, a
larger image should have a higher threshold. A suitable threshold can help a lot in
discarding wrong lines.
Beside choosing the threshold, we can do several other refinements on the output
set of lines from Hough Transform based on characteristics of lane markings (as
presented in Section 4.2.2):
• A maximum value of θ is proposed to remove the lines which have unreasonable
positions for lane markings.
• Lines which have θ ≥ 0 are considered as candidates of left lane marking, while
ones with θ < 0 are candidates of right lane markings.
Figure 4.28: Output of Hough Transform in ROI binary image: left lane-marking can-
didates in blue, right lane-marking candidates in red
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In each line outputted from Hough Transform, only the line segment inside ROI
area is our concern. Therefore we take one more step to fit these line inside ROI.
This step only needs a few basic operations with line equation, but it is significantly
useful in helping calculate the score of each line. The same technique used in Section
4.2.2 is applied here to compute line scores. Lines from set of left and right lane-
marking candidates will be compared separately. Two lines which have highest
scores of each set are chosen as final output of Lane Detection stage.
Figure 4.29: The best Hough line each side is chosen as final output of Lane Detection
stage
4.4.2 Lane Tracking
Lane Tracking stage of Hough-based Lane Detection Algorithm is made by apply-
ing Kalman Filter. Working under Markov assumptions, Kalman Filter can provide
a more time-effective solution to the system. The theory of Kalman Filter is pre-
sented in Section 2.3.
Lane Tracking stage using Kalman Filter can be divided into two big steps:
Kalman Filter Update and Kalman Filter Prediction (see Figure 4.26). The mea-
surement used to update the filter each frame is the best line each side outputs
from Lane Detection stage (Figure 4.29). The details of each steps and the set of
equations used are the same as described in Section 2.3. In this specific situation,
to predict parameters of best lines in polar form (ρ, θ) in both sides using Kalman
Filter, the state vector x(t) and observation vector z(t) are defined by
x(t) = z(t) =
[
ρl(t) ρ˙l(t) θl(t) θ˙l(t) ρr(t) ρ˙r(t) θr(t) θ˙r(t)
]T
(4.14)
where ρl and θl are position parameters of left-side line in polar form, ρ˙l and θ˙l are
the derivatives of ρl and θl which are approximated by the differences between two
consecutive time frames. ρr, ρ˙r, θr and θ˙r are similar parameters to track right-side
line.
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The state transition matrix A should be a 8× 8 matrix:
A =

1 0 1 0 0 0 0 0
0 1 0 1 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 1 0
0 0 0 0 0 1 0 1
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

(4.15)
and the matrix H which associates the state x to the measurement z is the identity
matrix. Additionally, keep in mind Kalman Filter performs under the assumption
that noises of the process and and measurement are ”white” or not correlated in
time and with each other. Therefore, we can make the noise covariance matrices of
the process and measurement to be diagonal and constant.
The final result of Hough-based Lane Detection Algorithm is demonstrated as
Figure 4.30.
Figure 4.30: The final result of Hough-based Lane Detection Algorithm
4.5 Conclusion
In this chapter, we present in-detail concepts of three different approaches we
have chosen to implement in this thesis. These choices are based on the in-depth
research on the prior work on lane detection systems as presented in Chapter 3. We
also take into account the requirements of this thesis for a lane detection system
that is able to work in real-time based on a low power embedded hardware. The
methods used in the thesis are the trade-off between the computation time, so that
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the system can run at a speed at least 20 FPS, and an acceptable accuracy of final
result in common working scenarios.
All three approaches in the thesis follow the general flow as shown in Figure 4.1
with three main stages: Pre-processing, Lane Detection and Lane Tracking. Pre-
processing stage includes several low-level image processing steps. Its output is a
binary image containing white pixels which are the indicators of lane markings. Lane
Detection and Lane Tracking stage are performed on the binary image outputs from
Pre-processing stage using the information of lane-marking model. While Lane De-
tection stage tries to estimate the position of lane marking without knowledge from
previous frames, Lane Tracking stage uses prior estimation to predict the position
of lane marking in current frame. Therefore, in compare to Lane Detection, Lane
Tracking process is much faster and inexpensive to the system.
In the first approach, Line-based Lane Detection Algorithm, the lane markings
are modeled by simple straight lines. Lane Detection stage is realized by sampling
hundreds of lines over the whole area of the binary image and finding the best line
that matches the evidence of lane marking. Finally, a Particle Filter is utilized for
Lane Tracking stage. The second approach, Spline-based Lane Detection Algorithm,
is the most complicated one in all three algorithms. It uses IPM technique in Pre-
processing stage to remove perspective effect in the original image, the algorithm
then works on IPM image. Lane marking in Spline-based Algorithm is modeled
by a more complex model - cubic spline with four control points. Particle Filter is
still the choice for Lane Tracking stage of this algorithm. The last approach of the
thesis, Hough-based Lane Detection Algorithm, focuses on improving the speed of
the system with an adequate accuracy. It uses a method called Hough Transform to
find the candidate lines of lane-marking representation, the one with highest score
will be chosen as the best measurement. In Lane Tracking stage, a Kalman Filter
will use this measurement to estimate the final position of lane marking.
The next chapter will discuss the in-depth implementation in real hardware of all
three approaches.
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This chapter discusses the details of system structure and its relation to other
components. The in-depth implementation of all three lane-position detection algo-
rithms in the thesis are also presented.
5.1 General Structure of the System
The final goal of the thesis is an lane-position detection algorithm running on
our available embedded hardware Raspberry Pi 3. The detail of this hardware is
presented in Chapter 6. Illustration of the general system structure is shown in
Figure 5.1.
Figure 5.1: General system structure
First, a monocular video camera is used to provide the input frames of image
for the system. The price of a device like camera has been enormously reduced
recently, but it is recommended to use an above-average video camera which is able
to provide enough details of lane markings in a good contrast image. Our algorithm
has been tested to work with input video at quality 240p and frame ratio 16 : 9, but
we recommend to use at least 360p input video for the system to guarantee the best
detecting result.
Next, the input data is processed by the lane-position detection program imple-
mented on Raspberry Pi 3, an extremely popular embedded platform. The output
which is the relative position of the vehicle with respect to lane markings will be
sent through a Controller Area Network (CAN) interface to the system CAN bus
and may be used by other systems such as Automated Vehicle Control System.
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5.2 General Component Diagram
The general component diagram illustrates the implementation of general work-
flow as described in the Section 4.1. The details of each component will be discussed
in following sections.
Figure 5.2: General component diagram
Components Description
VideoCapture The component to control the input video stream
PreProcessing The image processing module using OpenCV
LaneDetecting Lane detecting in the processed images
LaneTracking Lane tracking with Particle Filter or Kalman Filter
TextLogger Output data in text files for later evaluation
DisplayResult Display detected lanes as overlay on output video
CANInterfaceDriver The driver to communicate with CAN interface
Table 5.1: Components of implemented main program
62
5 Implementation
5.3 Descriptions of the Components
This section describes in detail each component of the implemented main program.
Except LaneDetecting and LaneTracking, the descriptions of other components are
shared by all three thesis algorithms.
VideoCapture
This component includes several functions to control input video stream, for example
start, stop, count number of frames, etc.
Return Functions Description
constructor VideoCapture(const string&
filename)
Capture video stream from a file
constructor VideoCapture(int device) Capture video stream from a de-
vice
bool isOpened() const Check if the video stream is
opened successfully
bool read(cv::Mat& image) Read a frame from the video
stream
double get(int propId) Get the value of the property with
the ID number propId
bool set(int propId, double
value)
Set the value value to the prop-
erty with the ID number propId
Table 5.2: Functions called in VideoCapture component
PreProcessing
PreProcessing includes several low-level image processing functions such as grayscal-
ing, blurring, thresholding, etc. Its parameters are described in Table 5.3.
Parameters Description
src Source image
dst Destination image
laneDetectorConf Configuration of a particular dataset
Table 5.3: Parameters of PreProcessing
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Functions used in PreProcessing component are given as below
Return Functions Description
void GaussianBlur(cv::Mat& src,
cv::Mat& dst, Size ksize,
double sigmaX, double
sigmaY, int borderType)
Apply Gaussian blur to the src
image, the result is stored in dst
void cvtColor(cv::Mat& src,
cv::Mat& dst, int code, int
dstCn)
Convert image from one color
space to another, code =
CV BGR2GRAY or CV RGB2HSV
void inRange(cv::Mat& src,
cv::Scalar& lowerb,
cv::Scalar& upperb,
cv::Mat& dst)
Mask elements of src that do
not lie between the elements of
lower boundary lowerb and up-
per boundary upperb
void FilterImage(cv::Mat& src,
cv::Mat& dst, int tau)
Filter the src image by the filter
described in Section 4.2.1
void addWeighted(cv::Mat& src1,
double alpha, cv::Mat&
src2, double beta, double
gamma, cv::Mat& dst, int
dtype)
Compute weighted sum of two
arrays dst = alpha · src1 +
beta · src2 + gamma
void threshold(cv::Mat& src,
cv::Mat& dst, double
thresh, double maxval, int
type)
Apply a fixed threshold to the src
image
Table 5.4: Functions called in PreProcessing component
TextLogger
TextLogger is a simple module of the main program. It helps in exporting output
data to text files, this data then can be used for testing and evaluating the lane-
detection algorithm. The output data includes left and right lane positions, lane
width and frame number. Figure 5.3 illustrates the structure of an output text file,
the first column includes frame numbers, the second and third column are left and
right lane-marking positions with respect to the frame number, and finally, the lane
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width is calculated from the positions of left and right lane marking in the last
column.
Figure 5.3: Example of the structure of output text file
DisplayResult
DisplayResult is the component that is responsible for drawing lane-position
detection results onto the image frame as overlay by using several built-in drawing
functions of OpenCV, for example circle, line, rectangle, fillPoly, etc. The
information drawn includes left and right lane markings, frame number, frame di-
mensions, time required to process each frame and lateral deviation of the vehicle
(see Figure 4.17, 4.25 and 4.30).
CANInterfaceDriver
This is the driver to control the communication with CAN interface hardware
(Tiny-CAN II-XL). The output of lane detection program will be sent to the CAN
system bus as messages and used by other systems. For example, the most impor-
tant parameter that the lane-position detection system sends through CAN bus is
the distance between the vehicle and lane center. This parameter is calculated as an
integer to measure the distance in centimeter. The number is converted to hexadec-
imal and then divided into the high 8 bits and the low 8 bits to send through CAN
bus. For instance, the number 300 is represented in hexadecimal as 012C. The low
8 bits are 2C and the high 8 bits are 01 (see Figure 5.4).
Figure 5.4: Example of the structure of CAN message
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5.3.1 Line-based and Spline-based Lane Detection Algorithm
LaneDetecting and LaneTracking of Line-based and Spline-based Algorithm
have the same description as the following.
LaneDetecting
LaneDetecting implements the flow described in Figure 4.10. Its parameters are
given as below
Parameters Description
img The image in which the lane marking is being detected
candidates Best lines are saved as candidates of lane marking for
the next stage
Table 5.5: Parameters of LaneDetecting of Line-based and Spline-based Lane Detection
Algorithm
LaneTracking
The LaneTracking of Line-based and Spline-based Algorithm is implemented us-
ing Particle Filter. The name of the function is Particle Filter(), and its param-
eters are described as in Table 5.6.
Parameters Description
img The image in which the lane tracking is performing
particles The particles of the filter which uses candidates from
LaneDetecting as arguments
maxWeight The maximum score of the all particles
Table 5.6: Parameters of LaneTracking of Line-based and Spline-based Lane Detection
Algorithm
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5.3.2 Hough-based Lane Detection Algorithm
LaneDetecting
The LaneDetecting of Hough-based Algorithm is implemented using Hough Trans-
form. Its parameters are given in Table 5.7.
Parameters Description
img The image in which the lane detecting is performing
laneDetectorConf Configuration of a particular dataset
hfLanes The detected lane markings in form of Hough lines (po-
lar form)
imgRGB The image img in RGB color space in which results of
Hough Transform are drawn
Table 5.7: Parameters of LaneDetecting of Hough-based Lane Detection Algorithm
Functions called in LaneDetecting of Hough-based Algorithm are given in Table
5.8.
Return Functions Description
void HoughLines(cv::Mat& image,
std::vector<cv::Vec2f>
lines, double rho, double
theta, int threshold,
double srn=0, double stn=0)
Apply Hough Transform to
image, results are saved in a
vector of lines
void HfLanetoLane(const
cv::Mat& laneMat, const
std::vector<cv::Vec2f>&
hfLanes, std::vector<Lane>&
lanes)
Convert lane lines from Hough
form to normal form defined by
two points
void CalculateLanePoints(const
cv::Mat& img, Lane& lane)
Fit lane lines inside ROI image
img
void CalculateLaneScore(const
cv::Mat& img, Lane& lane)
Calculate the score of each line
detected by Hough Transform
Table 5.8: Functions called in LaneDetecting of Hough-based Lane Detection Algorithm
67
5 Implementation
LaneTracking
The LaneTracking of Hough-based Algorithm is implemented using Kalman Fil-
ter. The name of the function is Kalman Filter(), and its parameters are described
as in Table 5.9.
Parameters Description
img The image in which the lane tracking is performing
laneKalmanFilter The Kalman Filter object of the OpenCV class
cv::KalmanFilter
laneKalmanMeasureMatThe measurement matrix of the filter
hfLanes The measurement in current time frame
lastHfLanes The tracking result of the last time frame
preHfLanes The predict result of current time frame
postHfLanes The final result after update with the measurement
Table 5.9: Parameters of LaneTracking of Hough-based Lane Detection Algorithm
5.4 Applied Software
The software and library used in the thesis are introduced in this section.
5.4.1 C++ and OpenCV Library
As introduced in Section 2.2, OpenCV is a C++ open-source library for im-
age processing and computer vision. Originally developed by Intel, the library is
considered the most efficient way to manipulate images. Therefore, in this the-
sis, we have chosen OpenCV library to realize all low-level image processing steps
such as reading image frame, blurring, grayscaling, thresholding, etc. The sta-
ble version of OpenCV used in the thesis is 2.4.13.0. Homepage of OpenCV li-
brary can be visited at the address http://opencv.org/, and its inclusive docu-
ments can be found online at http://docs.opencv.org/2.4/modules/refman.html and
http://docs.opencv.org/2.4/doc/tutorials/tutorials.html. An great book that has
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helped us a lot in using OpenCV and image processing is of Bradski and Kaehler
[8].
All software in the thesis is written in C++ programming language to exploit its
efficiency and convenience with OpenCV library.
5.4.2 Visual Studio Community 2015
The software of the thesis is developed using Visual Studio Community 2015,
a popular Integrated Development Environment (IDE) from Microsoft. Announced
from 2014, Visual Studio Community is not only a new free version of Visual Studio,
but also fully-featured IDE for students, open-source and individual developers. Its
newest version can be downloaded from https://www.visualstudio.com/vs/community/.
5.4.3 CMake
CMake is an open-source and platform-independent build tool which is designed
to build, test and package software. It helps in creating appropriate project files from
source files based on a specific template for the users’ desired platform. In the thesis,
CMake is utilized to help in building OpenCV library for Windows environment
before the library can be used in Visual Studio projects. Besides, the project files of
each lane-detection algorithm in Raspbian environment of Raspberry Pi 3 are also
created with CMake. The CMake homepage can be visited at https://cmake.org/.
The version used in the thesis is 3.6.2.
5.5 Conclusion
In this chapter, we present thoroughly the implementation of the system in the
thesis. The general system structure includes a video camera that provides input
video stream to the lane-position detection program running on Raspberry Pi 3.
The output data can be sent to other systems as messages through a system CAN
bus.
The realization of lane-position detection program implemented on Raspberry Pi 3
is also discussed. The software is developed using C++ programming language with
the support of OpenCV library. The main program includes several main compo-
nents such as PreProcessing, LaneDetecting, LaneTracking and DisplayResult.
The chapter also presents the detailed descriptions of each component with param-
eters and functions called.
The next chapter covers testing results and evaluations of each algorithm with
several given datasets.
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The final step after the implementation of all three lane detection algorithms is
testing and evaluating. This chapter presents the steps of testing procedure, along
with the testing results of each algorithm in the given datasets. Based on these
results, each algorithm is then analyzed and evaluated to consider its capability to
satisfy the initial requirements of this thesis.
6.1 Datasets and System Test-Bed Configuration
This section presents the details of the used datasets and the system setup for
testing and evaluation.
6.1.1 Datasets
Our algorithms are tested with different datasets from many sources, all of them
are published on the Internet so that people are free to access. Each dataset in-
cludes from hundreds to a few thousands of frames and was recorded in different
scenarios such as highways or urban streets. The details of each algorithm are pre-
sented in Table 6.1. The first dataset is taken from KITTI1 datasets [11] (homepage
http://www.cvlibs.net/datasets/kitti/ ) which is captured in the streets of the city of
Karlsruhe, Germany; the next one is recorded in a highway in Taiwan and last one
is at night in a highway of Toronto, Canada.
Name of the
Dataset
Type
Light
Condition
Number
of
Frames
Dimensions
KITTI Urban street Day 339 1242× 375
HwTaiwan Highway Day 3000 640× 360
HwNight Highway Night 5000 640× 360
Table 6.1: Datasets used for testing and evaluating
1Karlsruhe Institute of Technology (KIT) and Toyota Technological Institute at Chicago (TTI-C)
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Most of situations in these datasets are quite common in daily-life driving with
normal traffic intensity. There are only some challenging scenarios with critical light
intensity or when lane markings are faded or covered by other vehicles. Some images
drawn from the datasets are shown in Figure 6.1.
(a) KITTI
(b) HwTaiwan (c) HwNight
Figure 6.1: Some images from four datasets
6.1.2 Setup
The setup of the system for testing and evaluation is as shown in Figure 6.2. First,
a PiCAN CAN-bus board is plugged to the GPIO pins of Raspberry Pi 3. PiCAN
CAN-bus board is a product of SK Pang Electronics (homepage http://skpang.co.uk/ ),
which provides CAN-bus capability for Raspberry Pi. Next, the PiCAN CAN-bus
board is connected to a CAN interface hardware - Tiny-CAN II-XL - which is a CAN-
USB adapter from MHS Elektronik (homepage http://www.mhs-elektronik.de/ ).
This CAN interface is then connected to the system CAN bus and helps in sending
the messages output from Raspberry Pi 3 to the other systems.
For testing purpose, the datasets are stored in the microSD card of Raspberry
Pi 3 and used by the lane-position detection program. These datasets have been
already processed to reduce the resolution to the quality as presented in the section
6.1.1. However, in reality, Raspberry Pi 3 uses input video stream from a connected
camera and the process to reduce the resolution of the video captured by the camera
can cost a lot of system resource. Therefore, if it requires to adjust the resolution of
input video, we recommend to perform this process in another CPU before providing
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the video to Raspberry Pi 3, so that the working speed of lane-position detection
may be assured to be the same as we present here.
Besides, to compare the working speed of the system between using a real camera
and using datasets from its microSD card, we also connect the system to a Raspberry
Pi Camera Board v1.3 which is a 5-Megapixels camera module for Raspberry Pi (the
details about this camera module can be found at https://www.raspberrypi.org/docu-
-mentation/hardware/camera/ ). The dimensions of input video from the camera
are set at 640 × 480. The camera is directed to a screen where the testing video is
being played. The result shows no difference between using a real camera and using
datasets from microSD card.
Figure 6.2: Setup of the system for testing and evaluation
6.2 Evaluation criteria
Lane-position detection has been studied for a few decades and results are quite
extensive. However, there is a big gap in this research field which is the lack of
an effective way to evaluate and compare different researches due to the variation
in used datasets. Unlike other research topics in computer vision, such as object
or human recognition which use almost identical datasets to test and learn, each
lane-position detection algorithm mostly comes with its own datasets. Therefore,
the comparison among the studies becomes much more difficult. Some studies have
mentioned this problem and tried to propose their solutions such as in the research
of McCall and Trivedi [22] and Kim [17].
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In this thesis, we try to use criteria and datasets that are able to evaluate the three
algorithms based on the initial requirements of the thesis. Besides, these criteria
can help in comparing our implemented algorithms with other available algorithms.
The criteria include:
1. Processing speed: This is the criterion mentioned by all researches. It
evaluates the ability to process data and the running speed of the system. This
criterion is expressed by two parameters. The first one is the dimensions of
input image frames. The second one is the amount of data that the system can
process in an unit of time Frames Per Second (FPS). Besides, the processing
speed depends heavily on the hardware configuration of the system, therefore
this information also needs to be mentioned in the final testing result.
2. Accuracy: Two tests are executed for this criterion. First, comparing the
output lane marking positions from each algorithm in the same image frame.
Second, testing the lane width outputs from each algorithm in a piece of road
which has a constant width.
3. Special cases: This is a very popular and ”open” criterion and used in most
researches. It shows the ability of the algorithm to handle challenging scenar-
ios. In the thesis, the workings of three algorithms are compared in different
specific situations such as when road surface has many kinds of markings or
when lane markings are faded or covered, etc.
6.3 Results
This section presents the test results and evaluation with regard to each criterion.
6.3.1 Processing Speed
As mentioned earlier, processing speed is affected heavily by the system hardware
configuration. In this thesis, software is implemented in Raspberry Pi 3 Model B,
which is the third generation of the famous single-board computer Raspberry Pi,
running the operating system Raspbian. The Raspberry Pi 3 comes with a 1.2GHz
64-bit quad-core ARMv8 CPU and 1GB of RAM. Thesis algorithms are developed
using C++ programming language and OpenCV library.
Table 6.2 provides the reference processing speeds of some researches for compar-
ison.
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Research
Frame
Dimensions
Processing
Speed
Configuration
Bertozzi and
Broggi [5]
512× 256
10fps for both
lane and ob-
stacle detec-
tion
the parallel processor for
image checking and analysis
(PAPRICA) system
Wang et al. [30] 240× 256
4s for detec-
tion and 2fps
in tracking
Intel Pentium 3 computer
with 128MB of RAM
Kim [17] 176× 120 10fps
Intel Pentium 4 3GHz
computer; algorithm im-
plemented in C++ using
OpenCV
Borkar et al. [7] 640× 480 0.8s/frame
a custom-built Intel-based
computer; algorithm imple-
mented in Matlab
Aly [1] 640× 480 50fps
Intel Core2 2.4GHz com-
puter; algorithm imple-
mented in C++ using
OpenCV
Table 6.2: Comparison of the processing speed of some researches
The algorithms in the thesis are tested with the 640 × 360 input images, the
dimensions of ROI are 360 × 95. The testing results of processing speed are given
in Table 6.3.
From the results shown in Table 6.3, the processing speeds of our implemented
algorithms in Raspberry Pi 3 are comparable to other algorithms, even the slowest
one - Spline-based Algorithm - can reach around 19 FPS. This result is important in
showing the ability to work totally in real-time of a lane-position detection system
implemented in hardware with equivalent configuration.
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Algorithm
Processing
Speed
Line-based
Algorithm
25fps
Spline-based Al-
gorithm
19fps
Hough-based Al-
gorithm
27fps
Table 6.3: Testing results in processing speed of three algorithms in the thesis
6.3.2 Accuracy
For the accuracy criterion, lane positions output from each algorithm are com-
pared to each other. Because of the lack of ground truth data for each dataset, the
result of Line-based Algorithm, which is the best one under observation, is used as
the standard, with which the results of Spline-based and Hough-based Algorithm
are compared for evaluation. The metrics that are chosen to quantify the errors
of Spline-based and Hough-based to Line-based Algorithm are mean absolute er-
ror in position and standard deviation of error in position. In each dataset, some
parameters such as ROI dimensions are adjusted to obtain the best results.
KITTI Dataset
Figure 6.3 shows the working of the three algorithms in KITTI dataset. The green
rectangle is the ROI with dimensions 506 × 164. Two red lines are detected lane
markings, the white line is the center of detected lane.
(a) Line-based and Hough-based Lane Detection Algorithm
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(b) Spline-based Lane Detection Algorithm
Figure 6.3: Working of the algorithms in KITTI dataset
The graph in Figure 6.4 presents the lane-marking positions detected by three
algorithms in each image frame of KITTI dataset. The lower group is the results of
left side lane marking, and the upper one is for right side lane marking.
Figure 6.4: Lane position result in KITTI dataset
Table 6.4 describes the quantified comparing result in lane-marking position of
Spline-based and Hough-based to Line-based Algorithm. Here, the lane-marking
positions output from Line-based Algorithm is considered as ground truth data,
and the errors of the output from Spline-based and Hough-based Algorithm are
calculated with respect to it.
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Algorithm
Mean
Absolute
Error (cm)
Standard
Deviation of
Error (cm)
Spline-based Al-
gorithm
3.161 11.395
Hough-based Al-
gorithm
12.924 26.931
Table 6.4: Comparing result of Spline-based and Hough-based Algorithm to Line-based
Algorithm - KITTI dataset
As we can see in the Figure 6.4, Hough-based Algorithm shows the worst result
in the case of KITTI dataset, especially it fails from frame 200 to frame 280 (see
Figure 6.5). This result can be explained by the susceptible to noises from the
environment such as tree shadows, undesired marks on the road surface, of Kalman
Filter. While Line-based and Spline-based Algorithm, both use Particle Filter for
lane tracking, present quite closed results. The graph of the former is smoother
because its lane-marking model - straight line - is simpler than cubic spline model
of the latter.
(a) Line-based Lane Detection Algorithm (b) Hough-based Lane Detection Algorithm
Figure 6.5: Comparing the working of Line-based and Hough-based Lane Detection Al-
gorithm in frame 235 of KITTI dataset
HwTaiwan Dataset
Figure 6.6 shows the working of the three algorithms in HwTaiwan dataset. The
ROI is chosen with dimensions 360× 95.
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(a) Line-based and Hough-based Lane Detection Algorithm
(b) Spline-based Lane Detection Algorithm
Figure 6.6: Working of the algorithms in HwTaiwan dataset
Figure 6.7: Lane position result in HwTaiwan dataset
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The lane-marking position results of three algorithms in HwTaiwan dataset are
compared together in Figure 6.7. HwTaiwan dataset can be considered as an ”easy”
one, so that the results from all algorithms are quite closed together. We can
easily realize the advantage of Kalman Filter in Hough-based Algorithm that is the
smoothness of its output in compare to Particle Filter, but when the vehicle changes
lane, Kalman Filter requires more time for measurement updating, before it can
continue to produce good result. Table 6.5 presents the quantified comparing result
of Spline-based and Hough-based to Line-based Algorithm in HwTaiwan dataset.
Algorithm
Mean
Absolute
Error (cm)
Standard
Deviation of
Error (cm)
Spline-based Al-
gorithm
4.387 21.567
Hough-based Al-
gorithm
4.141 35.431
Table 6.5: Comparing result of Spline-based and Hough-based to Line-based Lane De-
tection Algorithm - HwTaiwan dataset
HwNight Dataset
Figure 6.8 shows the working of the three algorithms in HwNight dataset. The
ROI is chosen with dimensions 530× 155.
(a) Line-based and Hough-based Algorithm (b) Spline-based Algorithm
Figure 6.8: Working of the algorithms in HwNight dataset
The most notable characteristic of HwNight dataset is that, at night, the contrast
between lane markings and road surface is better due to their natures of reflection.
Besides, there is the lack of unwanted noises caused by shadows of trees or other
vehicles. However, the fast changing light intensity is the biggest problem in the
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dataset. Light with different colors comes from too many sources such as street
lamps, other vehicles, etc. Figure 6.9 presents the output lane-marking positions of
the three algorithm.
Figure 6.9: Lane position result in HwNight dataset
The quantified comparing result is shown in Table 6.6. Hough-based Algorithm
works quite well in this dataset in compare to Line-based and Spline-based Algo-
rithm due to the good extraction of lane-marking evidences at night and road with
complicated lane branches. The result of Spline-based Algorithm shows the weak-
ness of IPM technique in the case road has many bumps, this is because of the fact
that bumping effect is amplified when image is converted to bird’s eye view.
Algorithm
Mean
Absolute
Error (cm)
Standard
Deviation of
Error (cm)
Spline-based Al-
gorithm
5.910 27.502
Hough-based Al-
gorithm
3.725 22.295
Table 6.6: Comparing result of Spline-based and Hough-based to Line-based Lane De-
tection Algorithm - HwNight dataset
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6.3.3 Special Cases
The thesis three algorithms are tested in some special cases and the results are
presented as shown in Figure 6.10. These cases include:
• Road surface has unwanted mark as shown in Figure 6.10a, which may be easily
confused with lane marking, is handled well by Particle Filter in Line-based
and Spline-based Algorithm. Hough-based Algorithm fails in this case.
• Figure 6.10b shows the car stops by traffic jam. All three algorithms still work
well and output correct positions of the lane markings.
(a)
(b)
(c) (d)
Figure 6.10: The results in some special cases
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(e) (f)
(g)
Figure 6.10: The results in some special cases (cont.)
• Road markings with curvature as shown in Figure 6.10c and 6.10d can be
represented fine by both straight line and cubic spline model.
• All algorithms are able to handle well the situations that lane marking is
complicated as shown in Figure 6.10e or lane marking is covered by other
vehicle in Figure 6.10f.
• Hough-based Algorithm performs better in the situation when the car is mov-
ing to branch road (Figure 6.10g).
Limitations
In the process of testing, we learn several common limitations of three algorithms
in this thesis:
• The lack of an effective method for initialization which is able to handle well
all situations when the tracking is failed and the re-detection is triggered,
especially for Line-based and Spline-based Algorithm.
• The lack of the precise vehicle motion model and lane width in calculation of
all three algorithms. These problems cause the failure of the algorithms when
the evidences of lane markings are totally lost.
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Some cases of failed detection are shown in Figure 6.11. Most of failed cases are
caused by the false evidences from objects on the road such as other vehicles, lane
barriers, etc. like in Figure 6.11a, 6.11c and 6.11d. In Figure 6.11b, the solid lane
marking of branching lane creates stronger evidences than dash-line lane marking
of the main lane. This problem can be solved by detecting multiple lanes at the
same time instead of detecting only two lane markings in ROI which create strongest
evidences. In Figure 6.11e, the detection of left side lane marking fails because the
critical shadow condition makes the evidences of lane marking almost disappear
after pre-processing stage.
(a) (b)
(c) (d)
(e)
Figure 6.11: Few cases where the algorithms in the thesis failed
83
6 Testing and Evaluation
6.4 Conclusion
The tests and the received results as presented in this chapter show the ability
of our implemented algorithms to meet the initial requirements of the thesis. The
lane-position detection system implemented in Raspberry Pi 3 performs well with a
good accuracy and a speed enough for real-time working.
During testing process, the advantages and disadvantages of each algorithm are
analyzed and compared to each other. Line-based Algorithm is the optimal algo-
rithm in all three because of its good speed and the most accurate result. Meanwhile,
Spline-based Algorithm, which uses cubic spline model, shows the best ability of rep-
resenting lane marking. Besides, it is extremely promising method to focus on in the
future development. The workings of both Line-based and Spline-based Algorithm
prove the advantage of Particle Filter in lane tracking when they work well even
in noisy binary images. Hough-based Algorithm has the highest working speed and
a smooth result thanks to Hough Transform and Kalman Filter, however it is the
most susceptible to noise. Apparently it performs better than the other algorithms
in ideal working condition.
Although the priority of algorithms in the thesis is the speed, which should be good
enough to run in real-time in a low-power embedded platform, while the working
scenarios are common, in fact, all algorithms under testing show their ability to
handle several quite complicated situations such as road with many unwanted marks,
lane marking is covered by other vehicles.
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In this thesis, three main tasks have been accomplished:
• Evaluating available state-of-the-art researches in lane-position detection.
• Constructing three different lane-position detection algorithms based on the
above evaluation and the initial requirements of the thesis.
• Developing C++ code for the three algorithms and running them in the avail-
able hardware.
In the first task, we did extensive research on the current available approaches of
lane-position detection problem, focusing on the methods, which use input data from
a monocular vision camera. Besides sensing modalities, system objectives and work-
ing environment are also important initial considerations in lane detection. Based
on the general flowchart proposed by McCall and Trivedi [22], each approach is
examined regarding four main points: road modelling, lane feature extraction, post-
processing or lane detecting and lane tracking. In each point, we have presented
several different notable methods, comparing and discussing their advantages and
disadvantages. In fact, the best choice in each point heavily depends on the objec-
tives of the system and the intended working environment. For example, regarding
road modeling, a complex road model should not be used in a lane-position system,
which is designed to work on highways with moderately simple structure.
In our case, the initial requirement of the thesis is estimating the possibility of
implementing a lane-position detection algorithm in our low-power embedded hard-
ware. The intended working environment is rather common, without challenging
scenarios. Therefore, the working speed of the algorithm is the top priority. It leads
to our choice of used methods. Road modelling is tested with the choice between
straight line and cubic spline. A tracking stage is necessary to improve the speed
and accuracy of the system. Here, we test both Kalman Filter and Particle Filter.
In our all three algorithms, instead of using common edge-based methods, a fast
and effective filter is applied for lane feature extraction. The filter is less vulnerable
to noises and is highly responsive to horizontal intensity bumps.
In Line-based Algorithm, straight line is chosen to model lane markings. After lane
features have been extracted, lane detection is realized by distributing thousands
of lane marking hypotheses over the pre-processed image. Each hypothesis is then
85
7 Conclusion and Future Work
assigned a weight using an error function to describe how good it is in representing
lane marking. A Particle Filter is utilized for lane tracking. 50 best hypotheses
each side from previous step are kept as input for Particle Filter. In each iteration,
Particle Filter generates new hypotheses by moving start points and end points
based on random numbers from a specific normal distribution. The hypothesis with
highest weight will be chosen as the representation of lane marking.
Spline-based Algorithm is the most complicated one in all three algorithms im-
plemented in this thesis. Its realizing steps are relatively similar to Algorithm 1
with the same procedure in lane detecting and lane tracking, which also applies
Particle Filter. The difference is that lane marking is modeled by using cubic spline
with four control points instead of straight line. Four control points are chosen as
following: the first point is in the first row of ROI image, while the fourth point is
in the last row, the second and third point are chosen so that the distances between
the control points as equal as possible. Additionally, instead of perspective image,
the whole process of Spline-based Algorithm is realized in IPM image (or birds-eye-
view image), which is generated by using IPM transformation. The benefit of using
IPM image is that it removes the perspective effect in the original image, hence, the
problems with high curvature and different dimensions of lane markings, together
with changing lane width are solved. The IPM transformation is realized through
a homography matrix, which is calculated only once and then can be applied to all
the other image frames. Therefore, the accuracy in the calculation of homography
matrix will greatly affect performance of Spline-based Algorithm.
In all three algorithms of the thesis, Hough-based Algorithm is a very different
approach with the highest priority being working speed. To achieve high working
speed, Hough Transform is applied to detect lines in the pre-processed image. The
best line will be chosen as measurement for lane tracking stage, which is realized by
using Kalman Filter. Hough-based Algorithm works effectively in common scenarios
with fewer noises such as highways, but fails more in complex situations, in which
many unwanted noises are still left after pre-processing stage.
The algorithms implemented in the thesis are tested with three different datasets,
which are captured in both highways and urban streets in day and night time.
There are three criteria used to evaluate each algorithm, including processing speed,
accuracy and special cases. Based on these criteria, the algorithms are compared
to each other and evaluated to show their advantages and disadvantages, which
algorithm matches the requirements of the thesis and which algorithm should be
focused on for further development in the future.
The application of Particle Filter in Line-based and Spline-based Algorithm, in-
stead of Kalman Filter, brings the flexibility and greatly increases the accuracy of
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the system. This method is a promising direction for future development. Espe-
cially, by being integrated with the information of vehicle motion model, lane width,
path planning and GPS, it can handle many challenging situations such as missing
lane markings, changes in direction of the vehicle, sudden changes in lane width,
crossroads etc. and be able to be applied to Automated Vehicle Control System in
reality without significantly increasing in calculation.
The main limitations of the algorithms implemented in the thesis are pointed out
as following:
• There is no precise information of vehicle motion model integrated into the
calculation.
• The lack of information about lane width in the calculation can make the
system failed in cases where lane width changes significantly.
• The lack of an effective method for initializing the system, especially in cases
where lane markings are missing for a long period of time, which may lead to
an inaccurate result.
• The pre-processing stage in the thesis is fast and effective in most cases, but in
challenging situations such as extremely critical light conditions, bad weather,
it may be not able to extract the information about lane marking well, and
that may lead to the incorrect results of subsequent stages.
Some directions for future development are listed as below:
• Integrating the information about lane width and vehicle motion model into
the calculation to increase the performance of the system.
• Developing an effective method for initializing the system
• Extending the lane feature extraction method to handle more challenging sce-
narios.
• Increasing working speed of the system by applying parallel programming,
especially in Spline-based Algorithm.
• Integrating the information of GPS, path planning, etc. in the calculation
of the algorithms, so that they can be applied in Automated Vehicle Control
System in the further future.
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