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Abstract
In this article we show that extendability from one side of a simple an-
alytic curve is a rare phenomenon in the topological sense in various
spaces of functions. Our result can be proven using Fourier meth-
ods combined with other facts or by complex analytic methods and a
comparison of the two methods is possible.
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1 Introduction
In [2] it is considered the space C∞([0, 1]) endowed with its natural Frechet
topology. It is proven that the set A of functions f ∈ C∞([0, 1]) nowhere an-
alytic contains a dense and Gδ subset of C
∞([0, 1]). In the present paper we
strengthen the above result by showing that the set A is it self Gδ. Further-
more, we prove a similar result in the space of C∞ periodic functions, that
is in C∞(T ), where T is the unit circle. In order to do this we combine the
fact that non extendability is a generic phenomenon for the space A∞(D),
where D is the unit disk ([8]), with some elements of Fourier Analysis. More
precisely, using the Cauchy transform, C∞(T ) is a direct sum of A∞(D) and
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another space Y . This space Y contains functions holomorphic outside the
open unit disk, which extend smoothly on T . A careful observation of the
above facts enables us to prove that generically all functions in C∞(T ) are
nowhere extendable from neither side of the unit circle T . We notice that
extendability from one only side of the domain of definition has already been
considered in [4] and the references therein. There one investigates sufficient
conditions so that, if all derivatives of a function at a point of the boundary
vanish one can conclude that the one side extension is identically equal to
zero. It is, as far as we know, the first time where the phenomenon of one-side
extendability is noticed to be a rare phenomenon.
Next, we tried to extend the previous results from the whole circle T to a
subarc of it (or equivalently to a segment). To do this we combined the pre-
vious result with a theorem of Borel ([7]) saying that any complex sequence
appears as the sequence of derivatives at 0 of a C∞ function and with a simple
version of Michael’s selection theorem [11]. The latter allows us to assign in a
continuous way a C∞ function f to every complex sequence an, n = 0, 1, 2, ...
so that f (n)(0) = an for all n. It was also necessary to localize a necessary
and sufficient condition for non extendability of holomorphic functions in
the open disk D. More precisely, it is known [8] that a holomorphic function
f ∈ H(D) is nowhere extendable if and only if Rζ = dist(ζ, ∂D = T ) for all
ζ ∈ D, where Rζ demotes the radius of convergence of the Taylor expansion
of f with center ζ . The localized version of it is the following: A holomorphic
function f ∈ H(D) is not extendable at any open set containing 1 ∈ T = ∂D
if and only if Rζ ≤ |ζ − 1| for all ζ ∈ D (or equivalently for a denumerable
subset of ζ ’s in D clustering to 1). In this way, the Fourier method, combined
with other facts, yields the results for any circular arc, segment, the circle T,
the real line R for the space C∞ and Ck.k = 0, 1, 2, ..., where C0 denotes the
space of continuous functions and on some variations of these spaces. Fur-
thermore, composing with a conformal map, we can transfer the above result
at any injective analytic curve (replacing T, R or [0,1]). We also prove that,
if a domain Ω in C is bounded by a finite number of disjoint analytic Jordan
curves, then generically in A∞(Ω) every function f is nowhere real analytic
on the boundary of Ω. When we say real analytic we mean with respect to a
conformal parameter of the boundary analytic curves γi, i = 1, 2, ..., n. But
then naturally the following question arises. What happens if we parametrize
γi in a different way, for instance, by the arc length parameter? In order to
answer this it has been proven in [9] that the arc length parameter is a global
conformal parameter for any analytic curve, thus, nothing changes if we use
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the arc length parameter.
At the last section of the present paper we present a complex analytic
approach, based on the Hardy space H∞(D) and Montel’s theorem, which
yields all previous results in a much simpler and natural way. Thus, although
in general the complex method works in less cases than the real-harmonic
analysis method, but with simpler and less combinatorial arguments, in the
present case the complex method initially was going much further than the
Fourier method and with a much more natural and easy way. In order to push
the Fourier method to give almost as many results as the complex method, we
are led to combine it with Michael’s selection theorem, with Borel’s theorem
and to localize non extendability results from [8]. The procedure is not simple
but clearly interesting and beautiful.
2 Preliminaries
Proposition 2.1. Let L ⊂ C be a closed set and Ω ⊂ C be an open set. Let
f : Ω → C be a continuous function on Ω, which is holomorphic at Ω \ L.
Then, if L satisfies one of the following conditions i), ii), iii), iv) and v),
automatically it follows that f is holomorphic at whole Ω.
(i) L = {x+ ig(x) : x ∈ [a, b]}, where g : [a, b] → R is continuous and of
bounded variation (that is L has finite length) and a < b.
(ii) L is the boundary of a convex body in C
(iii) L is a straight line or circle or segment or circular arc.
(iv) L is an analytic Jordan curve or a compact simple analytic arc.
(v) L is a conformal image of a set of the previous types.
Proof. i) Let z0 ∈ L. We denote the open square of center z0 and side r > 0
as E(z0, r). We can find r0 > 0 such that ∂E(z0, r0)) \ L has two connected
components E1 and E2. We denote by γ the boundary ∂E(z0, r0) of E(z0, r0),
and define the function
F (z) =
1
2πi
∫
γ
f(w)
w − z
dw,
which is holomorphic at C\γ. We will prove that F (z) = f(z) for z ∈ E(z0, r)
and thus f will be holomorphic at E(z0, r). Since z0 was arbitrary at L we
will have proved that f is holomorphic at Ω.
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In order to prove that F (z) = f(z) for z ∈ E(z0, r) we first notice that
F (z) =
1
2πi
∫
γ1
f(w)
w − z
dw +
1
2πi
∫
γ2
f(w)
w − z
dw,
where γ1 = (E(z0, r) ∩ L) + E1, γ2 = (E(z0, r) ∩ L) + E2 and γ1, γ2 are
counterclockwise oriented.
Let z ∈ E(z0, r) \ L and ε > 0. If z belongs to the interior of γ1, then we
will prove that
1
2πi
∫
γ2
f(w)
w − z
dw = 0.
We can find a t0 ∈ R such that f is holomorphic at the interior of γ2,t0 =
γ2+ it0, where ”+” means translation in C, and the curves γ2,λt0 = γ2+ iλt0
do not intersect γ2 for 0 < λ ≤ 1. For this it is sufficient to choose t0 > 0 or
t0 < 0. From the uniform continuity of
f(w)
w − z
at any compact set uniformly
away from z we can find a 0 < λ0 ≤ 1 such that∣∣∣∣ f(w)w − z − f(w + λt0)w + λt0 − z
∣∣∣∣ ≤ πεM
for 0 ≤ λ ≤ λ0 and w ∈ γ2, where M <∞ is the length of γ2. Then∣∣∣∣∣ 12πi
∫
γ2
f(w)
w − z
dw −
1
2πi
∫
γ2,λt0
f(w)
w − z
dw
∣∣∣∣∣ = 12π
∣∣∣∣
∫
γ2
( f(w)
w − z
−
f(w + λt0)
w + λt0 − z
)
dw
∣∣∣∣ ≤
≤
1
2π
∫
γ2
∣∣∣∣ f(w)w − z − f(w + λt0)w + λt0 − z
∣∣∣∣ dw ≤ 12π
∫
γ2
πε
M
dw =
1
2π
πε
M
M =
ε
2
< ε
for every 0 < λ ≤ λ0. Thus
lim
λ→0
λ>0
1
2πi
∫
γ2,λt0
f(w)
w − z
dw =
1
2πi
∫
γ2
f(w)
w − z
dw.
But by Cauchy’s Integral Formula
1
2πi
∫
γ2,λt0
f(w)
w − z
dw = 0
for every 0 < λ ≤ 1. Similarly,
lim
λ→0
λ>0
1
2πi
∫
γ1,λs0
f(w)
w − z
dw =
1
2πi
∫
γ1
f(w)
w − z
dw
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. But by Cauchy’s Integral Formula
1
2πi
∫
γ1,λs0
f(w)
w − z
dw = f(z)
for suitable s0 and every 0 < λ ≤ 1. Consequently
F (z) = f(z).
A similar argument shows that F (z) = f(z) for every z in the interior of the
curve γ2. Finally, it follows from the continuity of F, f that, if z ∈ E(z0, r)∩L,
then F (z) = f(z).
ii) If L is the boundary of a convex body, then its projection to the x-
axis is a compact interval [a, b], a < b. A vertical line x = x0, a < x0 < b
intersects L at two points and in this way two continuous functions g, h
on (a, b) are defined, where g(x) ≤ h(x) for x ∈ (a, b). Both g, h can be
extended continuously at a, b and their graphs have finite length, since g is
convex and h concave. The vertical lines x = a and x = b intersect L at
a point or at a vertical segment. For the points (x0, g(x0)) and (x0, h(x0)),
where a < x0 < b, case i) holds and thus f will be holomorphic at those
points. If L contains a vertical segments, then the proof of case i) can be
used to prove the desired for the interior points of the segment. It remains
a finite number of points, at least 2 and up to 4. By Riemann’s theorem
on removable isolated singularities f will also be continuous at those points.
Therefore, f will be holomorphic at Ω.
iii) It follows from cases i) and ii).
iv) For an analytic Jordan curve there exists a conformal function which
maps the curve to a circle and an open neighbourhood of the curve to an
open neighbourhood of the circle. The same holds true for a compact simple
analytic arc and an arc. The result follows now from case iii).
v) Obvious.
The previous conditions are sufficient conditions. M. Papadimitrakis in-
formed us that a sufficient and necessary condition is that the continuous
analytic capacity a(L) [5] is equal to 0.
3 The Fourier method on the circle and non extendability
The basic result of this section is that generically at Ck(T ) every function
is not extended holomorphically both at the interior and the exterior of the
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unit circle T . Another result is that generically in Ck(T ) every function is
not holomorphically extendable at any open disk intersecting the unit circle
T . We note that this is the first time it is proved that the phenomenon
of holomorphic extension from one side is topologically rare. For one-sided
holomorphic extensions we refer to [4] and at the articles contained at its
bibliography.
Let Ω ⊂ C,Ω 6= C be a domain and z0 ∈ ∂Ω for which there is a δ > 0
such that every open set D(z0, r) ∩ Ω, r ≤ δ is connected (*). The space of
holomorphic functions at Ω is denoted by H(Ω). The topology of H(Ω) is
defined by the uniform convergence on compact subsets. The space H(Ω) is
now a Frechet space. From now on, the symbols Ω, z0 are as above, unless
something else is stated.
Definition 3.1. Let Ω ⊂ C,Ω 6= C be a domain, f ∈ H(Ω) and z0 ∈
∂Ω. The function f belongs to the class U1(Ω, z0) if there is no open disk
D(z0, r), r > 0 and there is no holomorphic function F : D(z0, r) → C such
that F |Ω∩D(z0,r) = f |Ω∩D(z0,r).
If Ω ⊂ C,Ω 6= C is a domain, f ∈ H(Ω), with Rζ ∈ (0,+∞) we will
denote the radius of convergence of the Taylor development of f of center ζ ,
which always satisfies Rζ ≥ dist(ζ, ∂Ω).
Our purpose is to characterize the class U1(Ω, z0).
Proposition 3.2. Let Ω ⊂ C,Ω 6= C be a domain, z0 ∈ ∂Ω such that (*)
holds and f ∈ H(Ω). Then the following are equivalent:
(i) f ∈ U1(Ω, z0)
(ii) for every w in Ω ∩D(z0, δ) the radius of convergence Rw ≤ |w − z0|.
(iii) for every z in a dense subset A of Ω∩D(z0, δ) the radius of convergence
Rz ≤ |z − z0|.
(iv) for some zn ∈ Ω ∩D(z0, δ), n = 1, 2, 3, ... converging to z0 the radius of
convergence Rzn ≤ |zn − z0|.
Proof. (i)⇒ (ii). We assume that Rw > |w − z0| for some w ∈ Ω ∩D(z0, δ)
and we notice that z0 ∈ D(w,Rw). Since Ω ∩ D(z0, δ) is open there exists
a s > 0 such that D(z0, s) ⊂ D(w,Rw). Let G be the holomorphic function
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in D(w,Rw) defined by the Taylor series of f at w. Then G coincides with
f at the open disk D(w, dist(w, ∂Ω)) and by analytic continuation coincides
with f in D(z0, s) ∩ Ω, because D(z0, s) ∩ Ω is also connected. Besides,
G is holomorphic in D(z0, s) and therefore f does not belong to the class
U1(D, z0), which is absurd.
(ii) ⇒ (i).If (i) does not hold, then there is an open disk D(z0, s), 0 <
s ≤ δ and a holomorphic function F : D(z0, s) → C such that F/Ω∩D(z0,s) =
f/Ω∩D(z0,s). Let t be a point in Ω such that t 6= z0, |t − z0| <
s
2
, then, since
F (l)(t) = f (l)(t) for every l = 0, 1, 2, ... the Taylor Series of center t of F coin-
cides with the Taylor Series of center t of f . Hence Rt ≥ dist(t, ∂D(z0, s)) ≥
s−
s
2
=
s
2
, but on the other hand Rt = dist(t, ∂Ω) <
s
2
, which is absurd.
(ii)⇒ (iii).Obvious.
(iii) ⇒ (i). Same as the direction (ii) ⇒ (i), because for every s > 0
there is a z ∈ A such that |z − z0| <
s
2
.
(ii)⇒ (iv).Obvious.
(iv)⇒ (i). Same as the direction (ii)⇒ (i), because, if zn ∈ Ω∩D(z0, δ)
converges to z0, then for every s > 0 there is an m ∈ {1, 2, 3, ...} such that
|zm − z0| <
s
2
.
Definition 3.3. Let Ω ⊂ C,Ω 6= C be a domain, z0 ∈ Ω and z ∈ Ω. A
function f ∈ H(Ω) belongs to the class F (Ω, z, z0) if the radius of convergence
of the Taylor expansion of f of center z is less than or equal to |z − z0|.
We will now try to find a nice description for the class F (Ω, z, z0), but
previously we remind from [8] that if Ω ⊂ C,Ω 6= C is a domain and z ∈ Ω
then the set of functions which are holomorphic exactly in Ω is a dense and
Gδ subset of H(Ω).
Proposition 3.4. Let Ω ⊂ C,Ω 6= C be a domain, z0 ∈ ∂Ω such that (*)
holds and z ∈ Ω ∪D(z0, δ). Then the class F (Ω, z, z0) is a dense and Gδ in
H(Ω).
Proof. Since z0 ∈ ∂Ω, if a function f ∈ H(Ω) is holomophic exactly in Ω
then the radius of convergence of the Taylor expansion of f with center z is
exactly equal to dist(z, ∂Ω) and thus it is also less than or equal to |z − z0|.
Therefore, the above set is subset of F (Ω, z, z0) and thus F (Ω, z, z0) is dense
in H(Ω).
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Let dz = |z − z0| > 0. Since the radius of convergence
Rz(f) =
1
lim sup
n
n
√
|f (n)(z)|
n!
,
we can deduce that
F (Ω, z, z0) =
∞⋂
s=1
∞⋂
n=1
∞⋃
k=n

f ∈ H(Ω) : 1dz −
1
s
<
k
√
|f (k)(z)|
k!

 .
From the continuity of the map H(Ω) ∋ f → f (k)(z) ∈ C, k = 1, 2, ... it
follows that F (Ω, z, z0) is Gδ and the proof is complete.
We now have all the prerequisites to prove the next theorem:
Theorem 3.5. Let Ω ⊂ C,Ω 6= C be a domain and z0 ∈ ∂Ω such that (*)
holds. Then the set of functions which are non extendable at z0, U1(Ω, z0),
is a dense and Gδ subset of H(Ω).
Proof. Let A = (Q+ iQ) ∩Ω, which is a countable dense subset of Ω. From
Proposition 3.2 the set
⋂
ζ∈A
F (Ω, ζ, z0) = U1(Ω, z0) and from Baire’s theorem
it is a dense and Gδ subset of H(Ω).
We will now use Theorem 3.5 to prove some nice results.
The open unit disk and the unit circle will be denoted by
D = {z ∈ C : |z| < 1}
and
T =
{
eit : t ∈ R
}
respectively.
Remark 3.6. We can easily see that for Ω = D, z1 ∈ D and Ω = C \D, z2 ∈
C \D the open sets D(z1, r1)∩D and D(z1, r1)∩C \D are connected. Thus
Proposition 3.2 holds true for the domains D,C \D and for every z0 ∈ T.
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A function u : T → C belongs to the space C(T ) = C0(T ) if it is contin-
uous. The topology of C(T ) is defined by the seminorms
sup
θ∈R
∣∣∣∣dlf(eiθ)dθl
∣∣∣∣
The same topology can be defined by the seminorms
sup
θ∈R
∣∣∣∣dlf(eiθ)d(eiθ)l
∣∣∣∣
A function u : T → C belongs to the space Ck(T ), k = 1, 2, ... if it is
k times continuously differentiable with respect to θ ∈ R. The topology of
Ck(T ) is defined by the seminorms
sup
θ∈R
∣∣∣∣dlf(eiθ)dθl
∣∣∣∣ , l = 0, 1, 2..., k
The same topology can be defined by the seminorms
sup
θ∈R
∣∣∣∣dlf(eiθ)d(eiθ)l
∣∣∣∣ , l = 0, 1, 2..., k
The above spaces are Banach spaces and thus Baire’s Theorem is at our
disposal.
A function u : T → C belongs to the space C∞(T ) if it is infinitely
differentiable with respect to θ ∈ R. The topology of C∞(T ) is defined by
the seminorms
sup
θ∈R
∣∣∣∣dlf(eiθ)dθl
∣∣∣∣ , l = 0, 1, 2...
Also, the same topology can be defined by the seminorms
sup
θ∈R
∣∣∣∣dlf(eiθ)d(eiθ)l
∣∣∣∣ , l = 0, 1, 2...
Equivalently the same topology can be both defined by the seminorms∑
n∈Z
|an|,
∑
n∈Z\{0}
|n|l|an|, l = 1, 2, 3, ...,
9
and the seminorms
sup
n∈Z
|an|, sup
n∈Z\{0}
|n|l|an|, l = 1, 2, 3, ...,
where
an = uˆ(n) =
1
2π
∫ 2pi
0
f(eiθ)e−inθdθ
is the Fourier coefficient of f ∈ C∞(T ). Moreover, one can easily see that a
continuous function u : T → C is of class C∞(T ) if and only if its Fourier
coefficients an,n ∈ Z satisfy P (|n|)an → 0 for every polynomial P when n ap-
proaches ±∞. An easy result of the above is that trigonometric polynomials
are dense in C∞(T ), since
N∑
n=−N
ane
inθ −−−−→
N→∞
∞∑
n=−∞
ane
inθ
for every f(eiθ) =
∞∑
n=−∞
ane
inθ ∈ C∞(T ).
Another interesting space is the space of holomorphic functions at D, for
which every derivative extends continuously at T, which will be denoted as
A∞(D). The topology of A∞(D) is defined by the seminorms
sup
z∈D
∣∣∣∣dlf(z)dzl
∣∣∣∣ , l = 0, 1, 2, ...,
Equivalently, it can be defined by the seminorms
sup
θ∈R
∣∣∣∣dlf(eiθ)dθl
∣∣∣∣ , l = 0, 1, 2, ...
If
f(z) =
∞∑
n=0
anz
n, |z| < 1,
then the topology of A∞(D) is also induced by the seminorms
∞∑
n=0
|an|,
∞∑
n=0
|n|l|an|, l = 1, 2, 3, ...
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In addition, the same topology is defined by the seminorms
sup
n=0,1,...
|an|, sup
n=1,2,...
|n|l|an|, l = 1, 2, 3, ...
Also, as above, if f(z) =
∞∑
n=0
anz
n, |z| < 1, then f belongs to A∞(D) if and
only if P (n)an → 0, as n → ∞ for every polynomial P . It follows that a
continuous function u : T → C is extended as f ∈ A∞(D) if and only if
uˆ(n) = 0 ∀n < 0 and u ∈ C∞(T ). Since C∞(T ) and A∞(D) are Frechet
spaces, Baire’s theorem is at our disposal. Moreover, it is easy to see that
polynomials are dense in A∞(D), although the same question is open in the
case of an arbitrary simply connected Ω ⊂ C, such that (C ∪ {∞}) \ Ω is
connected and Ω
o
= Ω.
At this moment, we define the classes A∞0 (D) = {f ∈ A
∞(D) : f(0) = 0}
and
A∞0 ((C \D) ∪ {∞}) =
{
f ∈ A∞(C \D) : lim
z→∞
f(z) = 0
}
,
which will be needed afterwards.
Let u : T → C, then the functions
f(z) =
∞∑
n=0
a(n)zn
and
g(z) =
−1∑
n=−∞
a(n)z−n
belong to the classes A∞(D) and A∞0 (D) respectively and u = f |T + g|T .
Since A∞(D) ∩ A∞0 (D) = {0} we have that
C∞(T ) = A∞(D)|T ⊕ A∞0 (D)|T ,
because also π1 : C
∞(T ) → A∞(D), π2 : C
∞(T ) → A∞0 (D), π1(u) =
f, π2(u) = g, where f, g as above, are continuous. Lets see for example the
continuity of π1. If u ∈ C
∞(T ) and the sequence um ∈ C
∞(T ), m = 1, 2, ...
converges to u, then
lim
m→∞
∑
n∈Z
|am(n)− a(n)| = 0,
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lim
m→∞
∑
n∈Z\{0}
|n|l|am(n)− a(n)| = 0,
l = 1, 2, 3, .... Consequently,
∞∑
n=0
|am(n)− a(n)| ≤
∑
n∈Z
|am(n)− a(n)| −−−−→
m→∞
0,
∞∑
n=1
|n|l|am(n)− a(n)| ≤
∑
n∈Z\{0}
|n|l|am(n)− a(n)| −−−−→
m→∞
0,
l = 1, 2, 3, .... Thus we deduce that π1(un) converges to π1(u) and that π1 is
continuous. Similarly we can see that π2 is continuous.
If we think about h = f+ g¯, we will notice that the function h is harmonic
in D and, if every differential operator
Lk,l =
∂l
∂zl
∂k
∂z¯k
is applied on h, it defines a harmonic function in D which extends contin-
uously in D. Thus the space H∞(D) is the space of harmonic functions
h : D → C such that Lk,l(h) extends continuously in D. We see that for
k ≥ 1 and l ≥ 1 Lk,l(h) = 0, since h is harmonic. The topology of H∞(D) is
defined by the seminorms
sup
|z|≤1
|Lk,l(h)(z)|, k, l ≥ 0,
and equivalently, either by the seminorms∑
n∈Z
|a(n)|,
∑
n∈Z\{0}
|n|l|a(n)|, l = 1, 2, 3, ...
or by the seminorms
sup
n∈Z
|a(n)|, sup
n∈Z\{0}
|n|l|a(n)|, l = 1, 2, 3, ...
In this way, the space H∞(D) becomes Frechet space. Also, we can see that
H∞(D)|T = A
∞(D)|T ⊕ A∞0 (D)|T = C
∞(T ).
12
However, the aforementioned analysis is not the only interesting analysis
of C∞(T ). Let u : T → C, then the functions
f(z) =
∞∑
n=0
a(n)zn
and
g(z) =
−1∑
n=−∞
a(n)zn,
where f, g belong to the classes A∞(D) and A∞0 ((C \D)∪{∞}) respectively
and u = f |T + g|T .
Also, we notice that
f(z) =
1
2πi
∫
T
u(w)
w − z
dw, |z| < 1
and
g(z) =
1
2πi
∫
T
u(1/w)
w − 1/z
dw − uˆ(0), |z| > 1.
We point out that we already know that f and g can be extended continuously
at T , so the functions f |T and g|T are defined as limits of the above integral
expressions.
Since A∞(D)∩A∞0 ((C\D)∪{∞}) = {0} and the functions p1 : C
∞(T )→
A∞(D), p2 : C
∞(T ) → A∞0 ((C \D) ∪ {∞}),p1(u) = f ,p2(u) = g, where f, g
as above, are continuous, we have that
C∞(T ) = A∞(D)|T ⊕ A
∞
0 ((C \D) ∪ {∞})|T .
We return now to Ck(T ).
Definition 3.7. Let z0 ∈ T ,k = 0, 1, 2, ... or ∞. A function u ∈ C
k(T )
belongs to the class U2(T, z0, k) if there is no pair of a domain Ω(z0, r) =
D(z0, r)∩{z ∈ C : |z| > 1}, r > 0 and a continuous function λ : T∪Ω(z0, r)→
C which is also holomorphic at Ω(z0, r) and satisfies λ|D(z0,r)∩T = u|D(z0,r)∩T .
Definition 3.8. Let z0 ∈ T ,k = 0, 1, 2, ... or ∞. A function u ∈ C
k(T )
belongs to the class U3(T, z0, k) if there is no pair of a domain P (z0, r) =
D(z0, r) ∩D, r > 0 and a continuous function h : T ∪ P (z0, r)→ C which is
also holomorphic at P (z0, r) and satisfies h|D(z0,r)∩T = u|D(z0,r)∩T .
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Definition 3.9. Let z0 ∈ T ,k = 0, 1, 2, ... or ∞. A function u ∈ C
k(T ) be-
longs to the class U4(T, z0, k) if there are neither a pair of a domain Ω(z0, r) =
D(z0, r)∩{z ∈ C : |z| > 1} , r > 0 and a continuous function λ : T∪Ω(z0, r)→
C which is also holomorphic at Ω(z0, r) and satisfies λ|D(z0,r)∩T = u|D(z0,r)∩T
nor pair of a domain P (z0, r) = D(z0, r) ∩D, r > 0 and a continuous func-
tion h : T ∪ P (z0, r)→ C which is also holomorphic at P (z0, r) and satisfies
h|D(z0,r)∩T = u|D(z0,r)∩T .
Remark 3.10. At the definitions 3.7, 3.8, 3.9, if u ∈ C∞(T ) automatically
follows that every derivatives of λ and h is continuous at the sets (D(z0, r)∩
T ) ∪ Ω(z0, r), (D(z0, r) ∩ T ) ∪ P (z0, r) respectively. To see that, if for a
u ∈ C∞(T ), u = f |T+g|T there is an open disk D(z0, r) and λ as in Definition
1.7, then f extends continuously at D(z0, r) and holomorphically at Ω(z0, r).
From a well-known result f extends holomorphically at D ∪ D(z0, r) and,
since every derivative of g extends continuously at T , every derivative of λ is
continuous at (D(z0, r)∩T )∪Ω(z0, r). Similarly we deduce the corresponding
result for h.
The classes
⋂
z0∈T
U2(T, z0, k),
⋂
z0∈T
U3(T, z0, k),
⋂
z0∈T
U4(T, z0, k) will be de-
noted as U2(T, k), U3(T, k), U4(T, k) respectively, where k = 0, 1, 2, ... or
∞.
If u ∈ Ck(T ), k ≥ 2 or ∞, then the functions
f(z) =
∞∑
n=0
a(n)zn
and
g(z) =
−1∑
n=−∞
a(n)zn
are holomorphic at D,C\D respectively, continuous at T and u = f |T + g|T .
Since g is holomorphic at C \ D, if u extends continuously at D(z0, r) ∩
{z ∈ C : |z| ≥ 1} and holomorphically at D(z0, r)∩ {z ∈ C : |z| > 1}, where
z0 ∈ T, r > 0 then f |T = u − g|T extends holomophically at D(z0, r). On
the other hand, it is obvious that, if f extends holomorphically at D(z0, r),
then u extends continuously at D(z0, r) ∩ {z ∈ C : |z| ≥ 1} holomorphically
at D(z0, r) ∩ {z ∈ C : |z| > 1}. On the following theorems, when we use f, g
are as above.
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Theorem 3.11. Let z0 ∈ T . The class U2(T, z0,∞) is a dense and Gδ subset
of C∞(T ).
Proof. From the above and Propositions 3.2 and 3.4
U2(T, z0) =
∞⋂
l=1
∞⋂
s=1
∞⋂
n=1
∞⋃
k=n

u ∈ C∞(T ) : 1dzl −
1
s
<
k
√
|f (k)(zl)|
k!

 ,
where zl ∈ D is a dense sequence of D.
We will at first prove that the sets
A(l, s, k) =

u ∈ C∞(T ) : 1dzl −
1
s
<
k
√
|f (k)(zl)|
k!


are open. Let up, p = 1, 2, 3, ... be a sequence at C
∞(T ) converging to a
u ∈ A(l, s, k) at the topology of C∞(T ). Then
|fp(e
iθ)− f(eiθ)| ≤
∞∑
i=0
|ap(i)− a(i)| =
∞∑
i=1
1
i2
|a
′′
p(i)− a
′′
(i)| ≤
≤ (
∞∑
i=1
1
i2
) sup
θ∈R
∣∣∣∣d2(up(eiθ)− u(eiθ))dθ2
∣∣∣∣ −−−→p→∞ 0
where a
′′
p(i), a
′′
(i) are the Fourier coefficients of
d2up(e
iθ)
dθ2
,
d2u(eiθ)
dθ2
respec-
tively. Thus fp converges uniformly to f at T and from maximum modulus
principle, fp converges uniformly to f at D. Therefore, there exists a n0 ∈ N
such that
1
dzl
−
1
s
<
k
√
|f
(k)
p (zl)|
k!
for every p ≥ n0. Thus, up ∈ A(l, s, k) for p ≥ n0. It follows that the set
A(l, s, k) is open at C∞(T ) and the class U2(T, z0) is Gδ subset of C
∞(T ).
From [8] we can prove that U2(T, z0,∞) is also dense at C
∞(T ). Indeed,
let v ∈ C∞(T ),v = f |T + g|T then f belongs to A
∞(D) and thus there is a
sequence of functions fn ∈ A
∞(D), n = 1, 2, 3, ... which are also holomorphic
exactly at D converging to f at the topology of A∞(D). Then fn|T + g|T
converges to v at the topology of C∞(T ). But fn|T + g|T ∈ U2(T, z0) and
now we can conclude that the class U2(T, z0) is dense subset of C
∞(T ). The
proof is complete.
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Theorem 3.12. Let z0 ∈ T ,k = 0, 1, 2, .... The class U2(T, z0, k) is a dense
and Gδ subset of C
k(T ).
Proof. For k ≥ 2 the same procedure as at Theorem 3.11 shows that the
class U2(T, z0, k) is a Gδ subset of C
k(T ). The space C∞(T ) is dense at every
Ck(T ). To see that, let u ∈ Ck(T ). Then the function
duk
dθk
is continuous
and thus there exists a sequence un ∈ C
∞(T ) converging to
duk
dθk
. We can
assume that a0(un) = 0, since a0(un) → a0
(
duk
dθk
)
= 0. Then the sequence
of functions
Un(e
it) =
∫ t
0
un(e
iθ)dθ + c
converges to ∫ t
0
duk(eiθ)
dθk
dθ + c =
duk−1(eit)
dθk−1
for a constant c ∈ C. If we repeat this procedure we will prove the desired.
The class U2(T, z0,∞) is dense at C
∞(T ) and the class U2(T, z0, k) con-
tains the class U2(T, z0,∞). Therefore, the class U2(T, z0, k) is a dense subset
of Ck(T ).
Let Ck0 (T ), k = 0, 1, 2, .. be the set of functions u ∈ C
k(T ) such that
a0 = 0. Then the above procedure shows that the class U2(T, z0, 2) ∩ C
2
0(T )
is a Gδ subset of C
2
0 (T ). To see that it is also a dense subset of C
2
0(T ), let
v ∈ C20 (T ),v = f |T + g|T . Then f belongs to A
∞(D) and thus there is a
sequence of functions fn ∈ A
∞(D), n = 1, 2, 3, ... which are also holomorphic
exactly at D converging to f at the topology of A∞(D). The sequence
fn|T + g|T converges to v at the topology of C
∞(T ). But the sequence
fn|T + g|T − a0(fn) also converges to v and belongs to U2(T, z0) ∩ C
2
0(T )
and now we can conclude that the class U2(T, z0) ∩ C
2
0(T ) is dense subset
of C∞0 (T ). The function ϕ : C
2
0(T ) → C
1
0(T ), ϕ(u) =
du
dθ
is continuous,
linear, 1-1 and onto C10 (T ). From the open mapping theorem its inverse is
also continuous. It is easy to see that
ϕ(U2(T, z0, 2) ∩ C
2
0(T )) = U2(T, z0, 1) ∩ C
1
0 (T ), (1)
which combined with the nice properties of ϕ and the fact that the class
U2(T, z0) ∩ C
2
0(T ) is a dense Gδ subset of C
2
0(T ) indicates that the class
U2(T, z0, 1) ∩ C
1
0 (T ) is a dense Gδ subset of C
1
0(T ).
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The function F : C1(T ) → C10(T ), F (u) = u − a0 is continuous, linear
and onto C10(T ) and thus open map. Also,
U2(T, z0, 1) = F
−1(U2(T, z0, 1) ∩ C
1
0(T )).
Since F is continuous, the class U2(T, z0, 1) is Gδ subset of C
1(T ) and since
F is an open map, it is also dense at C1(T ). By applying the last method
once again, it can be proved that the class U2(T, z0, 0) is a dense and Gδ
subset of C(T ).
Remark 3.13. In order to prove (1) we use the fact that if f : D → C is
holomorphic and I is an open arc in T and f extends continuously on D ∪ I
and if f |I ∈ C
1(I), then the derivative
df
dθ
extends continuously on D ∪ I
as well. This fact is true and its proof is complex analytic. Thus, Fourier
method works for C∞ and Cp(T ), p ≥ 2 without a complex analytic help,
while for p = 0, 1 we need something from complex analysis.
Theorem 3.14. Let z0 ∈ T , k = 0, 1, 2, ... or ∞. The class U3(T, z0, k) is a
dense and Gδ subset of C
k(T ).
Proof. Let ϕ : C∞(T )→ C∞(T ),ϕ(f) = F where F : T → C,F (z) = f(1/z)
for z ∈ T . Then obviously ϕ is 1-1,onto C∞(T ),continuous and ϕ = ϕ−1.
Also, u ∈ U2(T, z0) if and only if ϕ(u) ∈ U3(T, z0), and thus ϕ(U2(T )) =
U3(T ). Since the class U2(T, z0) is a dense and Gδ subset of C
∞(T ), it
follows from the above that U3(T, z0) is a dense and Gδ subset of C
∞(T ).
At the same way it can be proved that the class U3(T, z0) is a dense and Gδ
subset of Ck(T ).
Since U4(T, z0, k) = U3(T, z0, k) ∩ U2(T, z0, k) and the classes U2(T, z0, k)
and U3(T, z0, k) are dense and Gδ subsets of C
k(T ), it follows from Baire’s
theorem the next theorem:
Theorem 3.15. Let z0 ∈ T , k = 0, 1, 2, ... or ∞. The class U4(T, z0, k) is a
dense and Gδ subset of C
k(T ).
We will now define another class, which we will prove that shares the
same properties with the above classes.
Definition 3.16. Let z0 ∈ T , k = 0, 1, 2, ... or ∞. A function u ∈ C
k(T )
belongs to the class U5(T, z0, k) if there is no pair of disk D(z0, r), r > 0 and
holomorphic function f : D(z0, r)→ C such that f |D(z0,r)∩T = u|D(z0,r)∩T .
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We will use the notation U5(T, k) for the class
⋂
z0∈T
U5(T, z0, k).
We can easily see now that the class U5(T, z0, k) contains U2(T, z0, k),
which is a dense and Gδ set. Although this is a satisfying result, we will
prove something even stronger.
Theorem 3.17. Let z0 ∈ T , k = 0, 1, 2, ... or ∞. Then class U5(T, z0, k) is
a dense and Gδ subset of C
k(T ).
Proof. We will first begin with C∞(T ). A function u ∈ C∞(T ), u = f|T + g|T
belongs to the class U5(T, z0,∞) if and only if f belongs to U1(D, z0) and g to
U1(C \D, z0). From the proof of Proposition 3.2 we can see that there exists
an open disk D(z0, r) such that, for every z ∈ D(z0, r)∩D f does not belong
to the class F (D, z, z0) and for every w ∈ D(z0, r)∩(C\D) g does not belong
to the class F (C\D,w, z0). Let zl ∈ D, l = 1, 2, 3, ...,wl ∈ C\D, l = 1, 2, 3, ...
be sequences converging to z0. Since both zl, wl converge to z0, there is an
m = 1, 2, 3, ... such that f does not belong to F (D, zm, z0) and g does not
belong to F (C \D,wm, z0). Thus,
U5(T, z0,∞)
c =
∞⋃
l=1
∞⋃
s=1
∞⋃
n=1
∞⋂
k=n
E(l, s, k),
where
E(l, s, k) =

u ∈ C∞(T ) : 1dzl −
1
s
≥
k
√
|f (k)(zl)|
k!
,
1
dwl
−
1
s
≥
k
√
|g(k)(wl)|
k!

 .
The method used at Theorem 3.11 proves that the class U5(T, z0,∞)
c is Fσ
subset of C∞(T ) with empty interior. Equivalently the class U5(T, z0) is a
dense and Gδ subset of C
∞(T ). Continuing as at Theorem 3.12, we can
prove that the class U5(T, z0, k) has the desirable property. The proof is
complete.
Theorem 3.18. Let k = 0, 1, 2, ... or ∞. The classes U2(T, k), U3(T, k),
U4(T, k) and U5(T, k) are dense and Gδ subsets of C
k(T ).
Proof. Let A be a countable dense subset of T . Then it holda that U2(T, k) =⋂
z0∈A
U2(T, z0, k), U3(T, k) =
⋂
z0∈A
U3(T, z0, k), U4(T, k) =
⋂
z0∈A
U4(T, z0, k) and
U5(T, k) =
⋂
z0∈A
U5(T, z0, k) and Baire’s Theorem completes the proof.
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4 Non extendability from any side of an analytic curve
The closed arc
Let I = {eit : a ≤ t ≤ b},0 ≤ a < b ≤ 2π be a compact arc of T. A function
u : I → C belongs to the space Ck(I), k = 0, 1, 2, ... or ∞, if it is continuous
and k times continuously differentiable. The topology of Ck(I) is defined by
the seminorms
sup
θ∈[a,b]
|
dlf(eiθ)
dθl
|, l = 0, 1, 2..., k
We can prove from Borel’s theorem [6] that every f ∈ C∞(I) extends at
C∞(T ). Indeed, if
pn =
1
n!
dnf(eia)
dθn
, qn =
1
n!
dnf(eib)
dθn
, n = 0, 1, 2, ...
we can find g : [b, a + 2π]→ C which is infinitely differentiable at [b, a + 2π]
such that g(n)(b) = qnn!, g
(n)(a+2π) = pnn!, n = 0, 1, 2, .... Then the function
F (eit) =
{
f(eit), t ∈ [a, b]
g(t), t ∈ [b, a+ 2π]
is well defined and belongs to C∞(T ).
Definition 4.1. Let z0 ∈ I, k = 0, 1, 2, ... or ∞. A function u ∈ C
k(I)
belongs to the class U2(I, z0, k) if there is no pair of a domain Ω(z0, r) =
D(z0, r) ∩ {z ∈ C : |z| > 1} , z0 ∈ I, r > 0 and a continuous function λ : I ∪
Ω(z0, r)→ C which is also holomorphic at Ω(z0, r) and satisfies λ|D(z0,r)∩I =
u|D(z0,r)∩I .
Definition 4.2. Let z0 ∈ I, k = 0, 1, 2, ... or ∞. A function u ∈ C
k(I)
belongs to the class U3(I, z0, k) if there is no pair of a domain P (z0, r) =
D(z0, r) ∩D, r > 0 and a continuous function h : I ∪ P (z0, r)→ C which is
also holomorphic at P (z0, r) and satisfies h|D(z0,r)∩I = u|D(z0,r)∩I .
Definition 4.3. Let z0 ∈ I, k = 0, 1, 2, ... or ∞. A function u ∈ C
k(I) be-
longs to the class U4(I, z0, k) if there are neither a pair of a domain Ω(z0, r) =
D(z0, r)∩{z ∈ C : |z| > 1} , r > 0 and a continuous function λ : I∪Ω(z0, r)→
C which is also holomorphic at Ω(z0, r) and satisfies λ|D(z0,r)∩T = u|D(z0,r)∩I
nor a pair of a domain P (z0, r) = D(z0, r)∩D, r > 0 and a continuous func-
tion h : I ∪ P (z0, r)→ C which is also holomorphic at P (z0, r) and satisfies
h|D(z0,r)∩I = u|D(z0,r)∩I .
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Definition 4.4. Let z0 ∈ I, k = 0, 1, 2, ... or ∞. A function u ∈ C
k(I)
belongs to the class U5(I, z0, k) if there is no pair of disk D(z0, r), r > 0 and
holomorphic function f : D(z0, r)→ C such that f |D(z0,r)∩I = u|D(z0,r)∩I
Remark 4.5. At the definitions 4.1, 4.2, 4.3, if u ∈ C∞(I), automatically
follows that every derivative of λ and h extends continuously at the sets
(D(z0, r)∩ I)∪Ω(z0, r) and D(z0, r)∩ I)∪P (z0, r) respectively. This follows
easily using Remark 3.10.
We will use the notation U2(I, k), U3(I, k), U4(I, k) and U5(I, k) for the
classes
⋂
z0∈I
U2(I, z0, k),
⋂
z0∈I
U3(I, z0, k),
⋂
z0∈I
U4(I, z0, k) and
⋂
z0∈I
U5(I, z0, k).
Theorem 4.6. Let z0 ∈ I, k = 0, 1, 2, ... or ∞. The classes U2(I, z0, k),
U3(I, z0, k), U4(I, z0, k) and U5(I, z0, k) are dense and Gδ subsets of C
k(I).
Proof. We will prove the theorem only for the class U2(I, z0,∞), but the same
method can be used for the other cases too. Let ϕ : C∞(T )→ C∞(I) defined
as ϕ(u) = u|I , u ∈ C
∞(T ), then ϕ is continuous, linear, onto C∞(I) and
C∞(T ),C∞(I) are Frechet spaces. Thus, from Michael’s theorem [11],there
exists a continuous function ψ : C∞(I)→ C∞(T ) such that ϕ(ψ(u)) = u for
u ∈ C∞(I).
It is easy to see that
U2(I, z0,∞) = ψ
−1(U2(T, z0,∞))
and
U2(I, z0,∞) = ϕ(U2(T, z0,∞)).
Since U2(T, z0,∞) is dense at C
∞(T ) and ϕ continuous and onto C∞(I),
U2(I, z0,∞) is dense at C
∞(I). Also,
U2(T, z0,∞) =
∞⋂
l=1
Gn,
where Gn, n = 1, 2, 3, ... are open subsets of C
∞(T ), and
U2(I, z0,∞) =
∞⋂
n=1
ψ−1(Gn)
.
Since Gn are open subsets of C
∞(T ), from the continuity of ψ we deduce
that the sets ψ−1(Gn) are open in C
∞(I). We conclude that U2(I, z0,∞) is
a dense and Gδ subset of C
∞(I).
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Let A be a countable dense subset of I. Combining the fact that the
classes U2(I, z0), U3(I, z0)), U4(I, z0) and U5(I, z0) are dense and Gδ sub-
sets of C∞(I) with the fact that U2(I, k) =
⋂
z0∈A
U2(I, z0, k), U3(I, k) =⋂
z0∈A
U3(I, z0, k), U4(I, k) =
⋂
z0∈A
U4(I, z0, k) and U5(I, k) =
⋂
z0∈A
U5(I, z0, k)
and Baire’s theorem we get the next theorem :
Theorem 4.7. Let k = 0, 1, 2, ... or∞. The classes U2(I, k), U3(I, k), U4(I, k)
and U5(I, k) are dense and Gδ subsets of C
k(I).
The closed interval
At next we will extend our results even more. We consider the compact
interval L = [γ, δ], γ < δ. Let k = 0, 1, 2, ... or ∞. The set of continuous
functions f : L → C which are k times differentiable is denoted by Ck(L).
The topology of the space is defined by the seminorms
sup
z∈L
|f (l)(z)|, l = 0, 1, 2, ..., k
. In this way Ck(L), k = 0, 1, 2, ... becomes Banach space and C∞(L) Frechet
space and Baire’s theorem is at our disposal.
Definition 4.8. Let k = 0, 1, 2, ... or ∞. A function u ∈ Ck(L) belongs
to the class U2(L, k) if there is no pair of a domain Ω(z0, r) = D(z0, r) ∩
{z ∈ C : Im(z) > 0} , z0 ∈ L, r > 0 and a continuous function λ : L ∪
Ω(z0, r)→ C which is also holomorphic at Ω(z0, r) and satisfies λ|D(z0,r)∩L =
u|D(z0,r)∩L.
Definition 4.9. Let k = 0, 1, 2, ... or ∞. A function u ∈ Ck(L) belongs
to the class U3(L, k) if there is no pair of a domain P (z0, r) = D(z0, r) ∩
{z ∈ C : Im(z) < 0} , z0 ∈ L, r > 0 and a continuous function h : L ∪
P (z0, r)→ C which is also holomorphic at P (z0, r) and satisfies h|D(z0,r)∩L =
u|D(z0,r)∩L.
Definition 4.10. Let k = 0, 1, 2, ... or ∞. A function u ∈ Ck(L) belongs
to the class U4(L, k) if there are neither a pair of a domain Ω(z0, r) =
D(z0, r) ∩ {z ∈ C : Im(z) > 0}, z0 ∈ I, r > 0 and a continuous function
λ : L ∪ Ω(z0, r) → C which is also holomorphic at Ω(z0, r) and satis-
fies λ/D(z0,r)∩L = u/D(z0,r)∩L nor pair of a domain P (z0, r) = D(z0, r) ∩
{z ∈ C : Im(z) < 0} , r > 0 and a continuous function h : L ∪ P (z0, r) → C
which is also holomorphic at P (z0, r) and satisfies h|D(z0,r)∩L = u|D(z0,r)∩L.
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Definition 4.11. Let k = 0, 1, 2, ... or ∞. A function u ∈ Ck(L) belongs
to the class U5(L, k) if there is no pair of disk D(z0, r), z0 ∈ L, r > 0 and
holomorphic function f : D(z0, r)→ C such that f |D(z0,r)∩L = u|D(z0,r)∩L
Remark 4.12. At the definitions 4.8, 4.9, 4.10, if u ∈ C∞(L), automatically
follows that every derivative of λ and h extends continuously at the sets
(D(z0, r)∩L)∪Ω(z0, r) and D(z0, r)∩L)∪P (z0, r) respectively. This follows
easily using Remark 3.10.
Theorem 4.13. Let k = 0, 1, 2, ... or ∞. The classes U2(L, k),U3(L, k),
U4(L, k) and U5(L, k) are dense and Gδ subsets of C
k(L).
Proof. We consider the function
µ : I0 → L, µ(z) = (δ − γ)
i+ 1
i− 1
z − 1
z + 1
+ γ,
where I0 =
{
eit : 0 ≤ t ≤
π
2
}
, which is continuous, 1-1 and onto L. Thus the
function
Π : C∞(L)→ C∞(I0),Π(f) = foµ
is continuous, 1-1, onto C∞(I0) and has continuous inverse. Also,
U2(L, k) = Π
−1(U2(I0, k)),
which combined with the nice properties of Π and the fact that U2(I0) is
a dense and Gδ subset of C
∞(I0) indicates that U2(L, k) is a dense and Gδ
subset of Ck(L), We can see using the above function that the same holds
true for the classes U3(L, k), U3(L, k), U4(L, k) and U5(L, k) .
Remark 4.14. The fact that the class U5(L,∞) is a dense and Gδ subset of
C∞(L) strengthens the result [2].
The line
Let k = 0, 1, 2, ... or ∞. At this point we will consider the continuous func-
tions f : R → C which are k times continuously differentiable. This space
of functions will be denoted by Ck(R) and becomes Frechet space with the
topology induced by the seminorms
sup
z∈[−n,n]
|f (l)(z)|, l = 0, 1, 2, ..., k, n = 1, 2, 3, ..
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We can see that every function f ∈ C∞([γ, δ]) extends at C∞(R). Indeed,
the use of Borel’s theorem help us find functions
f1 ∈ C
∞([γ − 1, γ]), f2 ∈ C
∞([δ, δ + 1])
such that
f1
(n)(γ−1) = 0, f1
(n)(γ) = f (n)(γ), f2
(n)(δ) = f (n)(δ), f2
(n)(δ+1) = 0, n = 0, 1, 2, ...
We can extend now f as
f˜(z) =


f(z), z ∈ [γ, δ]
f1(z), z ∈ [γ − 1, γ]
f2(z), z ∈ [δ, δ + 1]
0, z ∈ (−∞, γ] ∪ [δ,+∞)
Then the extension is well defined and belongs to C∞(R). Also, in this case
both the extension and every derivative of the extension are bounded and
converge to 0 as z converges to ±∞.
Definition 4.15. Let k = 0, 1, 2, ... or ∞. A function u ∈ Ck(R) belongs
to the class U2(R, k) if there is no pair of a domain Ω(z0, r) = D(z0, r) ∩
{z ∈ C : Im(z) > 0} , z0 ∈ R, r > 0 and a continuous function λ : R ∪
Ω(z0, r)→ C which is also holomorphic at Ω(z0, r) and satisfies λ|D(z0,r)∩R =
u|D(z0,r)∩R.
Definition 4.16. Let k = 0, 1, 2, ... or ∞. A function u ∈ Ck(R) belongs
to the class U3(R, k) if there is no pair of a domain P (z0, r) = D(z0, r) ∩
{z ∈ C : Im(z) < 0} , z0 ∈ R, r > 0 and a continuous function h : R ∪
P (z0, r)→ C which is also holomorphic at P (z0, r) and satisfies h|D(z0,r)∩R =
u|D(z0,r)∩R.
Definition 4.17. Let k = 0, 1, 2, ... or ∞. A function u ∈ Ck(R) belongs
to the class U4(R, k) if there are neither a pair of a domain Ω(z0, r) =
D(z0, r) ∩ {z ∈ C : Im(z) > 0}, z0 ∈ R,r > 0 and a continuous function
λ : L ∪ Ω(z0, r) → C which is also holomorphic at Ω(z0, r) and satis-
fies λ/D(z0,r)∩R = u/D(z0,r)∩R nor pair of a domain P (z0, r) = D(z0, r) ∩
{z ∈ C : Im(z) < 0} , r > 0 and a continuous function h : R ∪ P (z0, r) → C
which is also holomorphic at P (z0, r) and satisfies h|D(z0,r)∩R = u|D(z0,r)∩R.
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Definition 4.18. Let k = 0, 1, 2, ... or ∞. A function u ∈ Ck(R) belongs
to the class U5(R, k) if there is no pair of disk D(z0, r), z0 ∈ R, r > 0 and
holomorphic function f : D(z0, r)→ C such that f |D(z0,r)∩R = u|D(z0,r)∩R
Remark 4.19. At the definitions 4.15, 4.16, 4.17, if u ∈ C∞(R), automat-
ically follows that every derivative of λ and h extends continuously at the
sets (D(z0, r) ∩ R) ∪ Ω(z0, r) and D(z0, r) ∩ R) ∪ P (z0, r) respectively. This
follows easily from Remark 3.10.
Theorem 4.20. Let k = 0, 1, 2, ... or ∞. The classes U2(R, k), U3(R, k),
U4(R, k) and U5(R, k) are dense and Gδ subsets of C
k(R).
Proof. We will prove the theorem only for the class U2(R,∞) and the other
cases are similar. We consider the continuous linear maps
ϕN : C
∞(R)→ C∞([−N,N ]), N = 1, 2, 3, ...
defined as
ϕN(f) = f/[−N,N ],
which are also onto C∞([−N,N ]). Since C∞(R), C∞([−N,N ]) are Frechet
spaces, ϕN are also open maps.
Then we notice that
U2(R,∞) =
∞⋂
N=1
ϕN
−1(U2([−N,N ]),∞).
Since the sets U2([−N,N ]) are dense subsets of C
∞([−N,N ]) and ϕN are
open maps, the sets ϕN
−1(U2([−N,N ])) are dense subsets of C
∞(R).
Also, we have proved above that the classes U2([−N,N ],∞) are Gδ sub-
sets of C∞([−N,N ]) respectively. From the continuity of the functions ϕN ,
the classes ϕN
−1(U2([−N,N ]) are Gδ subsets of C
∞(R). Consequently, from
Baire’s theorem the class U2(R) is a dense and Gδ subset of C
∞(R). The
proof is complete.
The essential part of the proof of Theorem 4.20 is that the functions
ϕN are continuous linear onto maps between Frechet spaces. Thus, we can
define the space Ckb (R) as the space of functions f ∈ C
k(R), where f (l), l =
0, 1, 2, ..., k are bounded. C∞b (R) is a Frechet space. As we have proved,
every function in Ck([−n, n]), n = 1, 2, 3, ... can be extended at Ckb (R). It is
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not hard to see that the functions ϕN , as defined at the proof of Theorem
4.20 are continuous, linear, onto maps between Frechet spaces and thus open
maps. Therefore, if we retain the same notation the corresponding subsets of
Ckb (R) of non-extendable functions, namely U2(R, k), U3(R, k), U4(R, k) and
U5(R, k) are dense and Gδ subsets of C
∞
b (R, k).
Also, the subspace of Ckb (R), denoted as C
k
0 (R), which contains the func-
tions f ∈ Ck(R), where lim
z→±∞
f (l)(z) = 0, l = 0, 1, 2, ..., k. Ck0 (R) is a Frechet
space too. If we retain the same notation the above procedure shows that
the corresponding subsets of C∞0 (R) of non-extendable functions, namely
U2(R, k), U3(R, k), U4(R, k) and U5(R, k)
are dense and Gδ subsets of C
k
0 (R).
The open arc and the open interval
We return to the cases of the arc I = {eit : a < t < b} , 0 ≤ a < b ≤ 2π and
the interval L = (γ, δ), γ < δ, with the only difference that now they are open.
The space of continuous functions f : I → C which are k times differentiable
is denoted by Ck(T ) and the space of continuous functions g : L→ C which
are k times differentiable is denoted by Ck(L). Both spaces become Frechet
spaces with the topology of uniform convergence on compact sets of the first
k derivatives. Since there is an homeomorphism between I or L and R which
maps a neighborhood of I or L into a neighborhood of R, the corresponding
subsets of Ck(I) of non-extendable functions, namely
U2(I, k), U3(I, k), U4(I, k) and U5(I, k),
and the corresponding subsets of Ck(L) of non-extendable functions,
U2(L, k), U3(L, k), U4(L, k) and U5(L, k),
are dense and Gδ subsets of C
k(I) and Ck(L) respectively.
Similarly to above we define the spaces
C∞b (I), C
∞
b (L), C
∞
0 (I) and C
∞
0 (L),
which are Frechet spaces. Once again, if we retain the same notation, the
corresponding subsets of Ckb (I) of non-extendable functions, namely
U2(I, k), U3(I, k), U4(I, k) and U5(I, k)
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are dense and Gδ subsets of C
k
b (I), the corresponding subsets of C
∞
b (L) of
non-extendable functions, namely
U2(L, k), U3(L, k), U4(L, k) and U5(L, k)
are dense and Gδ subsets of C
k
b (L), the corresponding subsets of C
∞
b (I) of
non-extendable functions, namely
U2(I, k), U3(I, k), U4(I, k) and U5(I, k)
are dense and Gδ subsets of C
k
b (I) and the corresponding subsets of C
∞
0 (L)
of non-extendable functions, namely
U2(L, k), U3(L, k), U4(L, k) and U5(L, k)
are dense and Gδ subsets of C
k
b (L).
Jordan analytic curves
According to [1], a Jordan curve γ is called analytic if γ(t) = Φ(eit) for t ∈ R
where Φ : D(0, r, R) → C is injective and holomorphic on D(0, r, R) = {z ∈
C : r < |z| < R} with 0 < r < 1 < R.
Let Ω be the interior of a curve δ which is Jordan analytic curve. Let ϕ :
D → Ω be a Riemann function. Then ϕ has a conformal extension in an open
neighbourhood of D, W , and sup
|z|≤1
|ϕ(l)(z)| < +∞, sup
|z|≤1
|(ϕ−1)(l)(z)| < +∞
for every l = 0, 1, 2 . . . . Let γ : [0, 2π]→ C be a curve with γ(t) = ϕ(eit) for
t ∈ [0, 2π]. We extend γ to a 2π-periodic function. At the following, when we
use the symbols Ω, γ, ϕ,W , they will have the same meaning as mentioned
above, unless something else is denoted.
Definition 4.21. Let u : ∂Ω → C be a continuous function. Also, let ω :
T → C be the function ω = uoϕ. Then, for k = 0, 1, 2, . . . ,+∞ we have that
u ∈ Ck(∂Ω) if and only if w ∈ Ck(T ) and the function h : Ck(∂Ω)→ Ck(T )
with h(u) = uoϕ is an isomorphism. We denote that the topology of Ck(∂Ω)
is defined by the seminorms
sup
ϑ∈R
∣∣∣∣dl(u ◦ ϕ)dϑl (eiϑ)
∣∣∣∣ , l = 0, 1, 2, 3 . . . , k
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Due to the isomorphism h we can easily generalize some results of the
previous paragraphs.
Definition 4.22. For k = 0, 1, 2, . . . ,+∞, a function u ∈ Ck(γ∗) belongs to
the class U5(γ
∗, k) if there is no pair of a D(z0, r), z0 ∈ γ
∗ and a continuous
function λ : γ∗ ∪ D(z0, r) → C which is also holomorphic at D(z0, r) and
satisfies λ/D(z0,r)∩γ∗ = u/D(z0,r)∩γ∗ . We will simply write U5(γ
∗) for U5(γ
∗,∞)
Theorem 4.23. For k = 0, 1, 2, . . . ,+∞, the set of the functions f ∈ Ck(∂Ω)
which do not belong U5(γ
∗) is a dense and Gδ subset of C
k(∂Ω).
Proof. We will prove that for k = +∞ and the other cases can be proven
in the same way. We know that h : C∞(∂Ω) → C∞(T ) with h(u) = uoϕ
is an isomorphism. We will prove that h(U5(γ
∗)) = U5(T ) or equivalently
h(U5(γ
∗)c) = U5(T )
c. If f ∈ U5(γ
∗)c, then there exist γ(t0) , an open set
V with γ(t0) ∈ V ⊆ ϕ(W ) and a holomorphic function F : V → C such
that F |V ∩γ∗ = f |V ∩γ∗ . Therefore, Foϕ : ϕ
−1(V ) → C is holomorphic and
Foϕ|ϕ−1(V )∩T = h(f)|ϕ−1(V )∩T = foϕ|ϕ−1(V )∩T . As a result, f ∈ U5(T )
c and
h(U5(γ
∗)) ⊆ U5(T ). If f ∈ U5(T )
c, then there exist eit0 , an open set V with
eit0 ∈ V ⊆ W and a holomorphic function F : V → C such that F |V ∩T =
f |V ∩T . Thus, Foϕ
−1 : ϕ(V ) → C is holomorphic and Foϕ−1|ϕ(V )∩γ∗ =
foϕ−1|ϕ(V )∩γ∗ , h(foϕ
−1|∗γ) = f . Therefore, f ∈ h(U5(γ
∗)c) and h(U5(γ
∗) ⊇
U5(T ). From theorem 3.18 we have that U5(T ) is a dense and Gδ subset of
C∞(T ) and therefore U5(γ
∗) is a dense and Gδ subset of C
∞(∂Ω).
At this point we give some definitions which are generalizations of the
definitions of the previous paragraph.
Definition 4.24. For k = 0, 1, 2, . . . ,+∞, a function u ∈ Ck(γ∗) belongs to
the class U2(γ
∗, k) if there is no pair of a domain Ω(z0, r) = D(z0, r) ∩ B,
where B is the non-bounded connected component of C \ γ∗, z0 ∈ γ
∗, r > 0
and a continuous function λ : γ∗ ∪ Ω(z0, r) → C which is also holomorphic
at Ω(z0, r) and satisfies λ|D(z0,r)∩γ∗ = u|D(z0,r)∩γ∗ .
Definition 4.25. For k = 0, 1, 2, . . . ,+∞, a function u ∈ Ck(γ∗) belongs to
the class U3(γ
∗, k) if there is no pair of a domain P (z0, r) = D(z0, r) ∩ A,
where A is the bounded connected component of C \ γ∗, z0 ∈ γ
∗, r > 0 and
a continuous function h : γ∗ ∪ P (z0, r) → C which is also holomorphic at
P (z0, r) ∪ γ
∗ and satisfies h/D(z0,r)∩γ∗ = u/D(z0,r)∩γ∗ .
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Definition 4.26. For k = 0, 1, 2, . . . ,+∞, a function u ∈ Ck(γ∗) belongs
to the class U4(γ
∗, k) if there are neither a pair of a domain Ω(z0, r) =
D(z0, r)∩B, where B is the non-bounded connected component of C\γ
∗,z0 ∈
γ∗, r > 0 and a continuous function λ : γ∗ ∪ Ω(z0, r) → C which is also
holomorphic at Ω(z0, r) and satisfies λD(z0,r)∩γ∗ = u/D(z0,r)∩γ∗ nor a pair of a
domain P (z0, r) = D(z0, r)∩A,where A is the bounded connected component
of C \ γ∗,r > 0 and a continuous function h : γ∗∪P (z0, r)→ C which is also
holomorphic at P (z0, r) ∪ γ
∗ and satisfies h/D(z0,r)∩γ∗ = u/D(z0,r)∩γ∗ .
Now, we have the generalization of the theorems 3.18.
Theorem 4.27. For k = 0, 1, 2, . . . ,+∞, the classes U2(γ
∗, k), U3(γ
∗, k), U4(γ
∗, k)
are dense and Gδ subsets of C
k(γ∗).
Proof. Using the isomorphism h : Ck(∂Ω) → Ck(T ) with h(u) = uoϕ, the
theorem can be proven in the same way with the theorem 4.23.
Analytic curves
We will now extend the above results to more general curves.
Definition 4.28. We will say that a simple curve γ : [a, b]→ C is analytic if
there is an open set [a, b] ⊆ V ⊆ C and a holomorphic and injective function
F : V → C such that F |[a,b] = γ|[a,b].
By analytic continuity,it is obvious that for an analytic simple curve and
for specific V as above, there is unique F as above. For the following def-
initions and propositions γ will be an analytic curve and V, [a, b] as in the
definitions above.
Let k = 0, 1, 2, ... or ∞. The set of continuous functions f : γ∗ → C
which are k times differentiable is denoted by Ck(γ∗). The topology of the
space is defined by the seminorms
sup
t∈[a,b]
|(foγ)(l)(t)|, l = 0, 1, 2, ..., k
. In this way Ck(γ∗), k = 0, 1, 2, ... becomes Banach space and C∞(γ∗)
Frechet space and Baire’s theorem is at our disposal.
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Definition 4.29. For a curve γ as above, we define as K(γ,+) the open set
F ({z ∈ C : Im(z) > 0}∩V ) and asK(γ,−) the open set F ({z ∈ C : Im(z) < 0}∩
V )
We can imagine the above two sets as two different sides of a neighbour-
hood of γ.
Definition 4.30. Let k = 0, 1, 2, ... or ∞. A function u ∈ Ck(γ∗) belongs to
the class U2(γ
∗, k) if there is no pair of a domain W with W ∩ γ∗ 6= ∅ and a
continuous function λ : γ∗ ∪ (W ∩K(γ,+)) → C which is also holomorphic
at W ∩K(γ,+) and satisfies λ|W∩γ∗ = u|W∩γ∗.
Definition 4.31. Let k = 0, 1, 2, ... or ∞. A function u ∈ Ck(γ∗) belongs to
the class U3(γ
∗, k) if there is no pair of a domain W with W ∩ γ∗ 6= ∅ and a
continuous function λ : γ∗ ∪ (W ∩K(γ,−)) → C which is also holomorphic
at W ∩K(γ,−) and satisfies λ|W∩γ∗ = u|W∩γ∗.
Definition 4.32. Let k = 0, 1, 2, ... or ∞. A function u ∈ Ck(γ∗) belongs to
the class U4(γ
∗, k) if there is neither pair of a domain W with W ∩γ∗ 6= ∅ and
a continuous function λ : γ∗∪(W ∩K(γ,+))→ C which is also holomorphic
at W ∩K(γ,+) and satisfies λ|W∩γ∗ = u|W∩γ∗. nor pair of a domain W with
W ∩ γ∗ 6= ∅ and a continuous function λ : γ∗ ∪ (W ∩K(γ,−))→ C which is
also holomorphic at W ∩K(γ,−) and satisfies λ|W∩γ∗ = u|W∩γ∗.
Definition 4.33. Let k = 0, 1, 2, ... or ∞. A function u ∈ Ck(γ∗) belongs
to the class U5(γ
∗, k) if there is no pair of disk D(z0, r), z0 ∈ γ
∗, r > 0 and
holomorphic function f : D(z0, r)→ C such that f |D(z0,r)∩γ∗ = u|D(z0,r)∩γ∗
Remark 4.34. We observe that the above definitions do not depend on the
choice of V at definition 4.28.
Theorem 4.35. Let k = 0, 1, 2, ... or ∞. The classes U2(γ
∗, k),U3(γ
∗, k),
U4(γ
∗, k) and U5(γ
∗, k) are dense and Gδ subsets of C
k(γ∗).
Proof. The function f : Ck(γ∗)→ Ck([a, b]) with f(u) = uoγ is a topological
isomorphism. Using the function F of definition 4.28, as in theorem 4.23,
we can prove that f (U5(γ
∗, k)) = U5([a, b], k). Thus, U5(γ
∗, k) is dense and
Gδ subset of C
k(γ∗), because U5([a, b], k) is dense and Gδ subset of C
k([a, b])
according to the theorem 4.13.
In the same way we prove this result for the classes U2(γ
∗, k),U3(γ
∗, k),
U4(γ
∗, k).
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Locally analytic curve defined on open interval
Now we extend the results to some curves which are defined on open intervals.
Definition 4.36. We will say that a simple curve γ : (a, b) → C is locally
analytic if for every t0 ∈ (a, b) there exists an open set t0 ∈ V ⊆ C and a
holomorphic and injective function F : V → C such that F |(a,b) = γ|(a,b).
For the following definitions and propositions γ will be a locally analytic
curve and V, (a, b) as in the above definition.
Let k = 0, 1, 2, ... or ∞. The set of continuous functions f : γ∗ → C
which are k times differentiable is denoted by Ck(γ∗). The topology of the
space is defined by the seminorms
sup
t∈[a+ 1
n
,b− 1
n
]
|(foγ)(l)(t)|, l = 0, 1, 2, ..., k, n = 1, 2, 3, . . .
. In this way Ck(γ∗), k = 0, 1, 2, ... becomes Banach space and C∞(γ∗)
Frechet space and Baire’s theorem is at our disposal.
Definition 4.37. Let k = 0, 1, 2, ... or ∞. A function u ∈ Ck(γ∗) belongs
to the class U2(γ
∗, k) if there is no n ≥ 1 such that u|δ∗n ∈ U2(δ
∗
n, k), where
δn = γ|[a+ 1
n
,b− 1
n
].
Definition 4.38. Let k = 0, 1, 2, ... or ∞. A function u ∈ Ck(γ∗) belongs
to the class U3(γ
∗, k) if there is no n ≥ 1 such that u|δ∗n ∈ U3(δ
∗
n, k), where
δn = γ|[a+ 1
n
,b− 1
n
].
Definition 4.39. Let k = 0, 1, 2, ... or ∞. A function u ∈ Ck(γ∗) belongs
to the class U4(γ
∗, k) if there is no n ≥ 1 such that u|δ∗n ∈ U4(δ
∗
n, k), where
δn = γ|[a+ 1
n
,b− 1
n
].
Definition 4.40. Let k = 0, 1, 2, ... or ∞. A function u ∈ Ck(γ∗) belongs
to the class U5(γ
∗, k) if there is no pair of disk D(z0, r), z0 ∈ γ
∗, r > 0 and
holomorphic function f : D(z0, r)→ C such that f |D(z0,r)∩γ∗ = u|D(z0,r)∩γ∗
Theorem 4.41. Let k = 0, 1, 2, ... or ∞. The classes U2(γ
∗, k),U3(γ
∗, k),
U4(γ
∗, k) and U5(γ
∗, k) are dense and Gδ subsets of C
k(γ∗).
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Proof. The function f : Ck(γ∗) → Ck(a, b)) with f(u) = uoγ is a topo-
logical isomorphism. We will prove that f (U5(γ
∗, k)) = U5((a, b), k). If u ∈
U5(γ
∗, k) and f(u) /∈ U5((a, b), k),then there exists n such that f(u)|[a+ 1
n
,b− 1
n
] /∈
U5([a+
1
n
, b− 1
n
], k). Then,as we have seen at a previous proof, we have that
u|γ([a+ 1
n
,b− 1
n
]) /∈ U5(γ([a +
1
n
, b − 1
n
]), k) and therefore u ∈ U5(γ
∗, k), which is
a contradiction. So, f (U5(γ
∗, k)) ⊆ U5((a, b), k). Similarly, we prove that
f (U5(γ
∗, k)) ⊇ U5((a, b), k) and therefore, f (U5(γ
∗, k)) = U5((a, b), k) Thus,
U5(γ
∗, k) is dense and Gδ subset of C
k(γ∗), because U5((a, b), k) is dense and
Gδ subset of C
k((a, b)) according to the respective result of the paragraph
about the open interval.
In the same way we prove this result for the classes U2(γ
∗, k),U3(γ
∗, k),
U4(γ
∗, k).
Remark 4.42. In the previous results nothing essential changes if we cosin-
der a = −∞ and b = −∞.
5 Real analyticity as a rare phenomenon
Now, we will associate the phenomenon of non-extendability with that of real
analyticity. Using results of non-extendability, we will prove results for real
analyticity and we will see an application of the inverse.
Proposition 5.1. Let f : T → C and t0 ∈ R. Then the following are
equivalent:
(i) There exists a powerseries of real variable
∞∑
n=0
an(t− t0)
n, an ∈ C
which has strictly positive radius of convergence r > 0 and there exists
a 0 < δ ≤ r such that
f(eit) =
∞∑
n=0
an(t− t0)
n
for t ∈ (t0 − δ, t0 + δ).
(ii) There exists an open set V ⊂ C, eit0 ∈ V and a holomorphic function
F : V → C such that F/V ∩T = f/V ∩T .
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(iii) There exists a powerseries of complex variable
∞∑
n=0
bn(z − e
it0)n, bn ∈ C
w which has strictly positive radius of convergence s > 0 and there exists
0 < ǫ ≤ s such that
f(eit) =
∞∑
n=0
bn(e
it − eit0)n
for t ∈ (t0 − ǫ, t0 + ǫ).
Proof. (i)⇒ (ii) We consider
g(z) =
∞∑
n=0
an(z − t0)
n,
z ∈ D(t0, δ), which is well defined and holomorphic at D(t0, δ). We can
assume that δ < π, so that the function
ϕ : D(t0, δ)→ C, ϕ(z) = e
iz
is holomorphic and 1-1 and consequently there exists the inverse function
ϕ−1 : ϕ(D(t0, δ))→ C
which is also holomorphic. We define as
F = goϕ−1 : ϕ(D(t0, δ))→ C,
which is holomorphic function and
F (z) = f(z), z ∈ ϕ(D(t0, δ)) ∩ T.
(ii)⇒ (iii) Obvious
(iii)⇒ (i) Let
G(z) =
∞∑
n=0
bn(z − e
it0)n, z ∈ D(eit0 , ǫ).
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The function
ϕ : C→ C, ϕ(z) = eiz
is holomorphic, and as a result the function
Goϕ : C→ C
is holomorphic. Hence, there exists δ > 0 such that D(t0, δ) ⊂ ϕ
−1(D(eit0 , ǫ))
and an ∈ C,n = 0, 1, 2, ... for which
(Goϕ)(z) =
∞∑
n=0
an(z − t0)
n, z ∈ D(t0, δ)
and therefore
f(eit) = G(eit) =
∞∑
n=0
an(t− t0)
n, t ∈ (t0 − δ, t0 + δ).
Definition 5.2. A function f : T → C which satisfies the property (i) of
Proposition 5.1 is called real analytic at eit0 .
Definition 5.3. A function f : T → C which satisfies the property (ii) of
Proposition 5.1 is called extendable at eit0.
Proposition 5.1 can be also written as following:
Proposition 5.4. A function f : T → C is extendable at eit0 if and only if
it is real analytic at eit0.
Now, we want to generalize the previous Proposition to more general
curves, in order to associate the phenomenon of non-extendability with that
of real analyticity to these curves. We will use this connection in order to
prove results which show that real analyticity is a rare phenomenon. To
prove this connection, we need to use the Proposition 5.1 to these curves.
However, we will prove that this lemma is true only for Jordan curves which
are analytic.
Lemma 5.5. Let t0 ∈ (0, 1) and γ : [0, 1]→ C a Jordan curve for which the
following holds:
For every I ⊆ R open interval and for every function f : I → C where t0 ∈ I
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the followings are equivalent:
1) There is a power series of real variable
∞∑
n=0
an(t− t0)
n, an ∈ C
with a positive radius of convergence r > 0 and there is 0 < δ ≤ r so that
f(t) =
∞∑
n=0
an(t− t0)
n
for t ∈ (t0 − δ, t0 + δ).
2) There is a power series of complex variable
∞∑
n=0
bn(z − γ(t))
n, bn ∈ C
with a positive radius of convergence s > 0 and 0 < ǫ ≤ s so that
f(t) =
∞∑
n=0
bn(γ(t)− γ(t0))
n
for t ∈ (t0 − ǫ, t0 + ǫ).
Then γ is locally analytic at t0, meaning that there exists an open set V in
C containing an interval (t0 − δ, t0 + δ) ⊆ [0, 1] where δ > 0 and there exists
a conformal mapping ϕ : V → C such that φ|(t0−δ,t0+δ) = γ|(t0−δ,t0+δ).
Proof. We will use the implication 2) ⇒ 1) only to prove that γ is dif-
ferentiable at an open interval which contains t0. There exists β > 0 so
that I = (t0 − β, t0 + β) ⊆ [0, 1]. For every t ∈ I we choose f(t) = γ(t) =
γ(t0)+(γ(t)−γ(t0)) and so by the 2)⇒ 1) we have that there exists 0 < δ < β
so that
γ(t) =
∞∑
n=0
an(t− t0)
n
for some constants an ∈ C for every t ∈ (t0 − δ, t0 + δ). Therefore γ is
differentiable in this interval. Now, for g(t) = t = t0+ (t− t0) by 1)⇒ 2) we
have that there exists 0 < ǫ ≤ δ so that
t =
∞∑
n=0
bn(γ(t)− γ(t0))
n
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for some constants bn ∈ C for every t ∈ (t0 − ǫ, t0 + ǫ). We differentiate the
above equation at t = t0 and we have that 1 = b1γ
′(t0). Therefore b1 6= 0.
Now, because γ is not constant, the power series
∞∑
n=0
bn(z − γ(t0))
n has a
positive radius of convergence and so there exists α > 0 such that γ(t) ∈
D(γ(t0), α) for every t ∈ (t0− ǫ, t0 + ǫ) and the function f : D(γ(t0), α)→ C
with
f(z) =
∞∑
n=0
bn(z − γ(t0))
n
is a holomorphic one. Also, we have that f(γ(t)) = t for every t ∈ (t0 −
ǫ, t0 + ǫ). Because f
′(γ(t0)) = b1 6= 0 , f is locally invertible and let h = f
−1
in an open disk D(t0, η) where 0 < η < ǫ. Then, γ(t) = h(t) for every
t ∈ (t0 − η, t0 + η) and h is holomorphic and injection and the proof is
complete.
Remark 5.6. The above proof shows that if γ in lemma 5.5 belongs to
C1([0, 1]), then the conclusion of the lemma is true even if we suppose only
that 1)⇒ 2) is true. A simpler proof of the lemma which ,however, does not
prove the version of the lemma described in the previous sentence,can also
be made.
Now, if we have a Jordan curve which satisfies the assumptions of the
previous lemma at each of its point, then from this lemma we conclude that
the curve is locally analytic at each of its points. From [9] we conclude that
the curve is analytic Jordan curve. So, Proposition 5.1 cannot be generalized
for Jordan curves which are not analytic. Below we show that for Jordan
curves which are analytic the generalization is true.
Lemma 5.7. Let f : I → C be a function, where I is an open interval and
t0 ∈ I and γ : [0, 2π] → C an analytic Jordan curve. We extend γ to a
2π-periodic function. Then the followings are equivalent:
1) There exists a power series with real variable
∞∑
n=0
an(t− t0)
n, an ∈ C
with positive radius of convergence r > 0 and there exists a 0 < δ ≤ r such
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that
f(t) =
∞∑
n=0
an(t− t0)
n
for t ∈ (t0 − δ, t0 + δ).
2) There exists a power series with complex variable
∞∑
n=0
bn(z − γ(t0))
n, bn ∈ C
with positive radius of convergence s > 0 and there exists ǫ > 0 such that
f(t) =
∞∑
n=0
bn(γ(t)− γ(t0))
n
for t ∈ (t0 − ǫ, t0 + ǫ).
Proof. Because γ is an analytic Jordan curve, there is a holomorphic and
injective function Φ : D(0, r, R)→ C where 0 < r < 1 < R and γ(t) = Φ(eit)
for every t ∈ R. Thefore there is an open disk D(t0, ε) ⊆ C, where ε > 0 and
a holomorphic and injective function Γ : D(t0, ε)→ C with Γ(z) = Φ(e
iz).
(i)⇒ (ii) We consider the function
g(z) =
∞∑
n=0
an(z − t0)
n,
z ∈ D(t0, δ), which is well defined and holomorphic in D(t0, δ). We have that
Γ−1 : Γ(D(t0, ε))→ C
is a holomorphic function. We consider the function
F = goΓ−1 : Γ(D(t0, ε))→ C,
(where Γ(D(t0, ε)) is an open set) which is a holomorphic function and
(FoΓ)(t) = f(t), t ∈ D(t0, ε) ∩ I.
36
Therefore, there exist bn ∈ C,n = 1, 2, 3, ... and δ > 0 such that
F (z) =
∞∑
n=0
bn(z − γ(t0))
n
for every z ∈ D(γ(t0), δ) ⊆ Γ(D(t0, ε)) and so
f(t) = (Foγ)(t) =
∞∑
n=0
bn(γ(t)− γ(t0))
n
in an interval (t0 − s, t0 + s) where s > 0.
(ii)⇒ (i) We cosinder the function
G(z) =
∞∑
n=0
bn(z − γ(t0))
n,
z ∈ D(γ(t0), s). We choose a > 0 with a < ε such that Γ(D(t0, a)) ⊆
D(γ(t0), s). The function
GoΓ : D(t0, a)→ C
is holomorphic. Therefore, there exist an ∈ C,n = 1, 2, 3, ... such that
(GoΓ)(z) =
∞∑
n=0
an(z − t0)
n, z ∈ D(t0, a)
and consequently
f(t) = G(γ(t)) =
∞∑
n=0
an(t− t0)
n, t ∈ (t0 − a, t0 + a).
As we have seen before, if δ : [0, 2π]→ C is an analytic Jordan curve, Ω is
the interior of δ and ϕ : D → Ω is a Riemann function, then ϕ has a conformal
extension in an open neighbourhood of D, W , and sup
|z|≤1
|ϕ(l)(z)| < +∞,
sup
|z|≤1
|(ϕ−1)(l)(z)| < +∞ for every l = 0, 1, 2 . . . . Let γ : [0, 2π] → C be a
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Jordan analytic curve with γ(t) = ϕ(eit) for t ∈ [0, 2π]. We extend γ to a
2π-periodic function. At the following, when we use the symbols Ω, γ, ϕ,W ,
they will have the same meaning as mentioned above, unless something else
is denoted.
Definition 5.8. A function f : γ∗ → C is real analytic at γ(t0), if there
exists a power series
∞∑
n=0
an(t− t0)
n with a radius of convergence δ > 0 such
that f(γ(t)) =
∞∑
n=0
an(t− t0)
n for every t ∈ (t0 − δ, t0 + δ).
Definition 5.9. We will say that a function f : γ∗ → C is extendable at γ(t0)
if there exists an open set V with γ(t0) ∈ V and a holomorphic function
F : V → C such that F |V ∩γ∗ = f |V ∩γ∗ . If a function f ∈ C
∞(γ∗) is not
extendable at any γ(t0), then it belongs to U5(γ
∗,∞) .
The next proposition is , in fact, equivalent to the lemma 5.7.
Proposition 5.10. A function f : γ∗ → C is real analytic at γ(t0) if and
only if f is extendable at γ(t0).
Proof. ⇒: If f is real analytic at γ(t0), then from lemma 5.7
f(γ(t)) =
∞∑
n=0
bn(γ(t)− γ(t0))
n
for every t ∈ (t0 − ǫ, t0 + ǫ), for some bn ∈ C, ǫ > 0 and therefore,
F (z) =
∞∑
n=0
bn(z − γ(t0))
n
for t ∈ D(z0, ǫ) is an extension of f at γ(t0)
⇐: If f is extendable at γ(t0), where f is the extension, then
f(γ(t)) = F (γ(t)) =
∞∑
n=0
bn(γ(t)− γ(t0))
n
for every z ∈ (t0 − ǫ, t0 + ǫ), for some bn ∈ C, ǫ > 0 and as a result, again
from lemma 5.7 we conclude that f is real analytic at γ(t0).
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The previous Proposition and the theorem 4.23, immediately prove the
following theorem
Theorem 5.11. For k = 0, 1, 2, . . . ,∞ the set of functions f ∈ Ck(γ∗) which
are nowhere real analytic is dense Gδ subset of C
k(γ∗).
The following more general result was suggested by J.-P. Kahane.
Let zn, n = 0, 1, 2, · · · be a dense sequence of T and let M = (Mn), n =
0, 1, 2, · · · be a sequence of real numbers. For k, l ∈ N we denote the set
F (M, k, zl) =
{
f ∈ C∞(T ) :
∣∣∣∣dn(f)dϑn (zl)
∣∣∣∣ ≤Mnkn∀n = 0, 1, 2, . . .
}
Lemma 5.12. F (M, k, zl) is closed and has an empty interior in C
∞(T ).
Proof. It is obvious that this set is closed. Let suppose that there is f ∈
(F (M, k, zl))
o. Then, there exist m ∈ N and ε > 0 such that
V =
{
u ∈ C∞(T ) : sup
ϑ∈R
∣∣∣∣dn(u)dϑn (eiϑ)− d
n(f)
dϑn
(eiϑ)
∣∣∣∣ < ε
}
⊆ F (M, k, zl)
for all n = 0, 1, 2, · · · , m.
Let
A > km+1Mm+1 + sup
ϑ∈R
∣∣∣∣dm+1(f)dϑm+1 (eiϑ)
∣∣∣∣
with A > 0 and b ∈ N with A
b
< ε. Then, let a be the trigonometric
polynomial a(eiϑ) = A
bm+1
eibϑ. We have that
sup
ϑ∈R
∣∣∣∣dn(a)dϑn (eiϑ)
∣∣∣∣ < ε
for n = 0, 1, 2, · · · , m and ∣∣∣∣ dn(a)dϑm+1 (eiϑ)
∣∣∣∣ = A
Therefore, a+ f ∈ V ⊆ F (M, k, zl) and so we have that
A−
∣∣∣∣dm+1(a)dϑm+1 (zl)
∣∣∣∣ ≤ Mm+1km+1
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which is a contradiction.
As result of this Lemma we have from Baire’s theorem that the set
∞⋂
l=1
∞⋂
k=1
(C∞(T )\F (M, k, zl)) is a dense and Gδ subset of C
∞(T ). For Mn = n!
if f ∈
∞⋂
l=1
∞⋂
k=1
(C∞(T )\F (M, k, zl)) then we easily can see that f is nowhere
real analytic at T and therefore according to Proposition 5.10 we have that
U5(T ) contains a dense and Gδ subset of C
∞(T ).
Definition 5.13. Let f : Ω → C be a holomorphic function. We say that
f belongs to the set A∞(Ω) if for every l = 0, 1, 2, 3 . . . , f (l) can be extended
to a continuous function in Ω. The topology of A∞(Ω) is defined by the
seminorms
sup
z∈Ω
|f (l)(z)|, l = 0, 1, 2, 3 . . .
It can easily be proven that for a function g = foϕ we have that f ∈ A∞(Ω)
if and only if g ∈ A∞(D) and that the function h : A∞(Ω) → A∞(D) with
h(f) = foϕ = g is a linear one and a topological homeomorphism.
Definition 5.14. We say that an harmonic function f : Ω → C belongs to
the set H∞(Ω) if Lk,l(f) can be extended to a continuous function in Ω for
every k, l = 0, 1, 2 . . . , where Lk,l =
∂k
∂zk
∂l
∂zl
. We observe that if k ≥ 1 and
l ≥ 1 then Lk,l(f) ≡ 0, because f is harmonic function. The topology of
H∞(Ω) is defined by the seminorms
sup
z∈Ω
∣∣∣∣∂kf(z)∂zk
∣∣∣∣ , sup
z∈Ω
∣∣∣∣∂lf(z)∂zl
∣∣∣∣ , k, l ≥ 0.
As in the previous definition, we can see that for a function g = foϕ we
have that f ∈ H∞(Ω) if and only if g ∈ H∞(D) and that the function h :
H∞(Ω)→ H∞(D) with h(f) = foϕ = g is isomorphism.
At this point, we use the conformal function ϕ in order to extend a
previous result. Specifically, we easily can conclude that C∞(∂Ω) = A∞(Ω)⊕
A∞0 (Ω) = H∞(Ω), where A
∞(Ω) = {f ∈ A∞(Ω) : f(ϕ(0)) = 0}.
Now, we will consider the case of a domain Ω which is bounded by a
finite number of pairwise disjoint Jordan analytic curves γ1, γ2, . . . , γm. For
a function u : ∂Ω → C we denote that u ∈ C∞(∂Ω) if u|γ∗j ∈ C
∞(γ∗j ) for
every j = 1, 2, 3 . . . , m. Let φj : D → Vj a Riemann function, where Vj is the
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interior of γj for every j = 1, 2, 3 . . . , m. The topology of C
∞(∂Ω) is defined
by the seminorms
max
j=1,2,...,m
sup
ϑ∈R
∣∣∣∣dl(u(γjoϕj))dϑl (eiϑ)
∣∣∣∣ , l = 0, 1, 2, . . .
At the following the symbols Ω, γj, φj, Vj will have the same notion as above,
unless something else is denoted.
Definition 5.15. We say that a holomorphic function belongs to the class
A∞(Ω) if for every l = 0, 1, 2 . . . , f (l) is extended to a continuous function
in Ω. The topology of A∞(Ω) is defined by the seminorms sup
z∈Ω
∣∣f (l)(z)∣∣ , l =
0, 1, 2, 3 . . .
According to a well-known result ([3]) every holomorphic function f in Ω
can be uniquely written as f = f1 + f2 + · · ·+ fm−1 where fj is holomorphic
in W cj for j = 0, 1, 2, . . . , m − 1 and lim
z→∞
fk(z) = 0 for k = 1, 2, . . . , m − 1,
where Wj, j = 0, 1, 2, . . . , m − 1 are the the connected components of
(
Ω
)c
and W0 is the non-bounded connected component of
(
Ω
)c
. It is obvious that
if f ∈ A∞(Ω) then fj ∈ A
∞(W cj ) and as a result we have that A
∞(Ω) =
A∞(W c0 ) ⊕ A
∞
0 (W
c
1 ) ⊕ · · · ⊕ A
∞
0 (W
c
m−1), where A
∞
0 (W
c
k) = {f ∈ A
∞(W ck) :
lim
z→∞
f(z) = 0} for k = 1, 2, . . . , m− 1.
At this point, we want to examine if it is true that C∞(∂Ω) = A∞(Ω)|∂Ω⊕
X for a subspace X of A∞(Ω)|∂Ω in order to extend the corresponding result
for Ω = D. Unfortunately, we can prove that this is false, when m ≥ 2, in
other words, when Ω is not simply connected.
Indeed, let z0 be a point in a bounded connected component of
(
Ω
)c
. Also,
let u : C\{z0} → R be a function with u(z) = ln|z−z0| for z ∈ C\{z0}. This
function is an harmonic one and u|∂Ω ∈ C
∞(∂Ω). If there exist f, g ∈ A∞(Ω)
such that u|∂Ω = f |∂Ω + g|∂Ω, then we have that
u|∂Ω = Re(u|∂Ω) = Re (f |∂Ω + g|∂Ω) = Re(f)|∂Ω +Re(g)|∂Ω = Re(f + g)|∂Ω
So,we have that u,Re(f + g) are harmonic functions in Ω, continuous func-
tions in Ω and u|∂Ω = Re(f + g)|∂Ω. Therefore, from a known theorem we
have that u = Re(f + g) in Ω. The function z−z0
e(f+g)(z)
is holomorphic in Ω and∣∣∣∣ z − z0e(f+g)(z)
∣∣∣∣ = |z − z0|e(Re(f+g))(z) = |z − z0|eu(z) = |z − z0||z − z0| = 1
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for every z ∈ Ω and as a result, because Ω is a domain, we have that z−z0
e(f+g)(z)
is constant in Ω and so there exists c ∈ C with |c| = 1 and ce(f+g)(z) = z− z0
for every z ∈ Ω. Therefore, there exists a holomorphic logarithm of z− z0 in
Ω, while there is a Jordan curve in Ω which includes z0 in its interior, which
it is well-known that this is a contradiction.
Definition 5.16. We will say that a function f ∈ A∞(Ω) is extendable at
γj(t0) for some j ∈ {1, 2 . . . , m} if there exists δ > 0 and a holomorphic
function F : D(γj(t0), δ)→ C such that F |D(γ(t0),δ)∩Ω = f |D(γ(t0),δ)∩Ω.
At this point, we will need the following lemma:
Proposition 5.17. A function f ∈ A∞(Ω) is extendable at γj(t0) if and only
if f |γ∗j is real analytic at γj(t0).
Proof. If f is extendable at γj(t0) then f |γ∗j is real analytic at γj(t0) from
Proposition 5.10.
Conversely, if f |γ∗j is real analytic at γj(t0) , then from Proposition 5.10
there exists δ > 0 and a holomorphic function g : D(γj(t0), δ)→ C such that
f |γ∗j∩D(γj (t0),δ) = g|γ∗j∩D(γj(t0),δ). Let F : D(γj(t0), δ)→ C be a function with
F (z) =
{
f(z), z ∈ D(γj(t0), δ) ∩ Ω
g(z), z ∈ D(γj(t0), δ) ∩ (C \ Ω)
The function is well-defined since f |γ∗j ∩D(γj(t0), δ) = g|γ
∗
j ∩D(γj(t0), δ), is
holomorphic in D(γj(t0), δ)\γ
∗
j and continuous in D(γj(t0), δ). So, according
to Proposition 2.1, we have that f is holomorphic in D(γj(t0), δ) and so F is
an extension at γj(t0).
With the previous Proposition, we can prove the following theorem.
Theorem 5.18. The set of functions f ∈ A∞(Ω) such that for every j ∈
{1, 2 . . . , m}, f |γ∗j is nowhere real analytic, is a dense and Gδ subset of
A∞(Ω).
Proof. Because of the Proposition 5.17, the set of functions f ∈ A∞(Ω) such
that for every j ∈ {1, 2 . . . , m}, f |γ∗j is nowhere real analytic, is the same
with the set of functions f ∈ A∞(Ω) such that f is nowhere extendable in
∂Ω. However, the last set is a dense and Gδ subset of A
∞(Ω) according to
[8] and [10]. Therefore, the same is true for the first set.
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Remark 5.19. According to [6] if γ is a analytic Jordan curve, then the
same is true for the parametrization of γ by the arc length. Therefore, the
Theorem 5.18 is also valid for this parametrization of γ.
6 The complex method and non-extendability
At this paragraph we will use a complex method to prove that the results of
Paragraph 3.
Firstly, we will consider the segment [0, 1] and we will prove that for every
k = 1, 2, . . . or k =∞ the set of functions of Ck[0, 1] which are not extended
to a holomorphic function at a disk with center at any point of [0, 1] is a dense
Gδ subset of the respective C
k[0, 1]. The same is true for the continuous
functions or for semidisks instead of disks .
For the proof, we will need the following lemma.
Lemma 6.1. Let D(z0, r) be a disk with center t0 ∈ (0, 1) and radius r > 0
and let +∞ > M > 0. The set of continuous functions f : [0, 1] → C, for
which there exists a holomorphic function F at D(t0, r) where F is bounded
by M and F |D(t0,r)∩[0,1] = f |D(t0,r)∩[0,1],is a closed subset of C ([0, 1]) and it
has empty interior.
Proof. Let A be the set of continuous functionf : [0, 1] → C which are
extended to a holomorphic function F at D(t0, r) where F is bounded by
Mand F |D(t0,r)∩[0,1] = f |D(t0,r)∩[0,1]. If this set has not empty interior, then
there is a function f in the interior of A and δ > 0 such that{
g ∈ C ([0, 1]) : sup
t∈[0,1]
|f(t)− g(t)| < δ
}
⊆ A
We choose z0 ∈ D(t0, r)\[0, 1] and a > 0 with a < δ inf
t∈[0,1]
|t−z0|. The function
h(t) = f(t)+
a
2(t− z0)
for t ∈ [0, 1] belongs to A and therefore has a holomor-
phic and bounded extension G at D(t0, r) with G|D(t0,r)∩[0,1] = h|D(t0,r)∩[0,1].
However, G(z) = F (z) +
a
2(z − z0)
for z ∈ D(t0, r)\{z0} by analytic conti-
nuity since they are equal at [0, 1]. As a result G is not bounded at D(t0, r)
which is a contradiction. So, A has empty interior.
Let (fn)n≥1 be a sequence in A where fn uniformly converges at [0, 1] to
a function f . Then, for n = 1, 2, . . . there are holomorphic and bounded
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functions by M Fn : D(t0, r) → C with Fn|D(t0,r)∩[0,1] = fn|D(t0,r)∩[0,1]. By
Montel’s theorem, there is a subsequence of (Fn), (Fkn) which converges
uniformly at the compact subsets of D(t0, r) to a function F which is holo-
morphic and bounded by Mat D(t0, r). Because Fkn → f at D(t0, r) ∩ [0, 1]
we have that F |D(t0,r)∩[0,1] = f |D(t0,r)∩[0,1] and so f ∈ A. Therefore, A is a
closed set.
The above lemma immediately proves the following theorem.
Theorem 6.2. The class U5([0, 1], 0) is a dense Gδ subset of C[0, 1].
Proof. We denote A(M, t0, r) the set A of the above lemma. Then, if we con-
sider a dense sequence zl of (0, 1) , then the set
∞⋂
l=1
∞⋂
n=1
∞⋂
M=1
(C[0, 1]\A(M, t0, r))
is a dense Gδ subset of C[0, 1] due to Baire’s Theorem and coincides with
U5([0, 1], 0).
Remark 6.3. From the proof of the theorem we can see that we have the
same result for the classes U5([0, 1], k) for k = 1, 2 . . . ,∞.
Theorem 6.4. Let L be a closed set without isolated points. Then the class
of continouos functions at L for which there is no pair of disk D(z0, r), z0 ∈
L, r > 0 and holomorphic function f : D(z0, r) → C such that f |D(z0,r)∩L =
u|D(z0,r)∩L is dense Gδ subset of C(L).
Proof. The proof is the same with theorem’s 6.2 proof.
Now we will prove the result of the first theorem of this paragraph for
the case of a semi-disk. Now, we need the following lemma.
Lemma 6.5. Let D(t0, r) ∩ {z ∈ C : Im(z) > 0} be a semi-disk with t0 ∈
(0, 1) and radius 0 < r ≤ min(t0, 1−t0) and let M > 0. The set of continuous
functions f : [0, 1] → C, for which there exists a continuous function F at
(D(t0, r) ∩ {z ∈ C : Im(z) > 0}) ∪ [t0 − r, t0 − r] where F is bounded by M ,
F is holomorphic at D(t0, r) ∩ {z ∈ C : Im(z) > 0} and F |D(t0,r)∩[0,1] =
f |D(t0,r)∩[0,1],is a closed subset of C ([0, 1]) and it has empty interior.
Proof. Let B be the set of continuous functions f : [0, 1] → C for which
there exists a continuous function F at (D(t0, r) ∩ {z ∈ C : Im(z) > 0}) ∪
[t0− r, t0− r] where F is bounded by M , F is holomorphic at D(t0, r)∩{z ∈
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C : Im(z) > 0} and F |D(t0,r)∩[0,1] = f |D(t0,r)∩[0,1]. If this set has not empty
interior, then there is a function f in the interior of B and δ > 0 such that{
g ∈ C ([0, 1]) : sup
t∈[0,1]
|f(t)− g(t)| < δ
}
⊆ B
We choose z0 ∈ D(t0, r)\[0, 1] with Im(z0) > 0 and a > 0 with a <
δ inf
t∈[0,1]
|t − z0|. The function h(t) = f(t) +
a
2(t− z0)
for t ∈ [0, 1] be-
longs to B and therefore has a continuous and bounded extension G at
(D(t0, r) ∩ {z ∈ C : Im(z) > 0})∪[t0−r, t0−r] withG|D(t0,r)∩[0,1] = h|D(t0,r)∩[0,1]
which is holomorphic at D(t0, r) ∩ {z ∈ C : Im(z) > 0}. We easily can see
that G(z) = F (z)+
a
2(z − z0)
for z ∈ D(t0, r)\{z0} . Indeed, by Schwarz Re-
flection Principle there exists a holomorphic function H : D(t0, r)\{z0,−z0}
with H(z) = G(z)− F (z)−
a
2(z − z0)
at (D(t0, r) ∩ {z ∈ C : Im(z) > 0}) ∪
[t0− r, t0− r]. Therefore,by analytic continuity, because H = 0 at D(t0, r)∩
[0, 1], G(z) − F (z) −
a
2(z − z0)
= 0 at D(t0, r) ∩ {z ∈ C : Im(z) > 0}. As
a result G is not bounded at D(t0, r) which is a contradiction. So, B has
empty interior.
Now, we will prove that B is closed. Let (fn)n≥1 be a sequence in B where fn
uniformly converges at [0, 1] to a function f . Then, for n = 1, 2, . . . there ex-
ist continuous functions Fn at (D(t0, r) ∩ {z ∈ C : Im(z) > 0})∪[t0−r, t0−r]
where Fn are bounded by M and Fn are holomorphic at D(t0, r) ∩ {z ∈ C :
Im(z) > 0} with Fn|D(t0,r)∩[0,1] = fn|D(t0,r)∩[0,1]. There exists a bijective and
holomorphic function Ψ : I ∪ D → (D(t0, r) ∩ {z ∈ C : Im(z) > 0}) ∪ [t0 −
r, t0 − r], where I = {e
it : 0 ≤ t ≤ 1}. Then, if Gn = FnoΨ ,gn = fnoΨ and
g = foΨ for n = 0, 1, 2, . . . , we have that gn uniformly converges at I to
g. Also, gn, g, Gn are continuous functions and Gn are holomorphic at D
and bounded by M . By Montel’s theorem, there is a subsequence of (Gn),
(Gkn) which converges uniformly at the compact subsets of D to a function
G which is holomorphic and bounded by M at D. We can suppose with-
out loss of generality that (Gn) = (Gkn), because otherwise we can consider
the sequence (Wn) = (Gkn) and follow the same proof for this function.
Now, it is sufficient to prove that for any circular sector which has bound-
ary [0, eia] ∪ [0, eib] ∪ {eit : a ≤ t ≤ b} with 0 < a < b < 1, (Gn) converges
uniformly at this sector, because then we will have that the limit of (Gn)
, which is g at the arc and G at the other part of the circular sector, will
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be a continuous function. So, let K be a closed circular sector which has
boundary [0, eia] ∪ [0, eib] ∪ {eit : a ≤ t ≤ b} with a ≤ t ≤ b. We will prove
that (Gn) is uniformly Cauchy at K. From [6], we know that for every n,
the radial limits of Gn exist almost everywhere and so we can consider the
respective functions gn on the whole circle which are extensions of the pre-
vious gn. These gn are also bounded by M .
Let ε > 0 be a positive number. For the Poisson kernel Pr and for every
n = 0, 1, 2 . . . we have that Gn(re
iθ) =
1
2π
pi∫
−pi
Pr(t)gn(θ − t)dt. We choose
0 < δ < min{1 − b, a}. There exists 0 < r0 < 1 such that sup
δ≤|t|≤pi
Pr(t) <
ε
8M
for every r ∈ [r0, 1). Then, at K ∩ {z ∈ C : |z| ≤ r0}, (Gn) is uniformly
Cauchy and thus there exists n1 such that for every n,m ≥ n1,
sup
z∈K∩{z∈C:|z|≤r0}
|Gn(z)−Gm(z)| <
ε
2
In addition ,because gn converges uniformly to g at I there exists n2 such
that for every n,m ≥ n2, sup
z∈I
|gn(z)−gm(z)| <
ε
4
. So, for n,m ≥ max{n1, n2}
, for θ ∈ [a, b] and for 1 > r > r0
|Gn(re
iθ)−Gm(re
iθ)| ≤
1
2π
pi∫
−pi
Pr(t)|gn(θ − t)− gm(θ − t)|dt =
1
2π
δ∫
−δ
Pr(t)|gn(θ− t)−gm(θ− t)|dt+
1
2π
∫
δ≤|t|≤pi
Pr(t)|gn(θ− t)−gm(θ− t)|dt ≤
1
2π
δ∫
−δ
Pr(t) sup
z∈I
|gn(z)− gm(z)|dt+
sup
δ≤|t|≤pi
Pr(t)
2π
∫
δ≤|t|≤pi
2Mdt ≤
ε
4
1
2π
δ∫
−δ
Pr(t)dt+
ε
16Mπ
∫
δ≤|t|≤pi
2Mdt ≤
ε
4
1
2π
pi∫
−pi
Pr(t)dt+
ε
4
=
ε
2
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The inequality also holds for r = 1. Therefore (Gn) is uniformly Cauchy and
thus B is a closed subset of C([0, 1])
Theorem 6.6. The class U2([0, 1], 0) is a dense Gδ subset of C[0, 1].
Proof. We denote B(M, t0, r) the set B of the above lemma. Then, if we con-
sider a dense sequence zl of (0, 1) , then the set
∞⋂
l=1
∞⋂
n=1
∞⋂
M=1
(C[0, 1]\B(M, t0, r))
is a dense Gδ subset of C[0, 1] due to Baire’s Theorem and coincides with
U2([0, 1], 0).
Remark 6.7. From the proof of the theorem we can see that we have the
same result for the classes U2([0, 1], k) for k = 1, 2 . . . ,∞. Furthermore,
the same is true for the classes U3([0, 1], k),U4([0, 1], k),U5([0, 1], k) for k =
0, 1, 2 . . . ,∞
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