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Abstract
In this paper we explicitly determine the derivation algebra, automorphism
group of quasi Qn-filiform Lie algebras, and applying some properties of root vector
decomposition we obtain their isomorphism theorem.
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Solvable Lie algebras are very important in the study of Lie algebras by Levi
decomposition theorem. During the last decades, they have also shown their importance
in physics. But the classification of solvable Lie algebras seems to be feasible because
of the absence of their global structural properties. So one focuses on some specific
classes of solvable case. These specific classes are often related to specific classes of
nilpotent Lie algebras, such as Heisenberg algebras, filiform Lie algebras and so on.
Filiform Lie algebras is an important class of nilpotent Lie algebras. In recent years,
this class of algebras was studied in many articles. In [11] we study a class of nilpotent
Lie algebras which is related to filiform Lie algebras, we call them quasi Ln-filiform Lie
algebras. In [11] we obtain some of their structural properties. The natural idea is to
study the more nilpotent Lie algebras which are related to filiform Lie algebras. In this
paper we study quasi Qn-filiform Lie algebras, we explicitly determine their derivation
algebra, automorphism group, and obtain their isomorphism theorem.
In this paper, all nilpotent Lie algebras discussed are finite dimensional complex
nilpotent Lie algebras. We denote the central descending sequence by c0N = N ,
ciN = [N, ci−1N ].
1 Preliminaries
In this section we recall some elementary facts about nilpotent Lie algebras and quasi
L-filiform Lie algebras.
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Lemma 1.1 [12] If N is a nilpotent Lie algebra, the two following assertions are
equivalent:
(1) {x1, x2, . . . , xn} is a minimal system of generators;
(2) {x1 + c
1N,x2 + c
1N, . . . , xn + c
1N} is a basis for the vector space N/c1N .
If H is a maximal torus on N (a maximal abelian subalgebra of DerN which
consists of semi-simple linear transformations), then N can be decomposed into a direct
sum of root spaces with respect to H: N =
∑
α∈H∗ Nα. The scalar mult(α) :=dim Nα
is called the multiplicity of the root α. We also denote dim[x] = dimNα if x ∈ Nα.
Definition 1.1 [12] Let H be a maximal torus on N . One calls H-msg a minimal
system of generators which consists of root vectors for H .
Definition 1.2 [6] A nilpotent Lie algebra N is called quasi-cyclic if N has a subspace
U such that N = U+˙U2+˙ · · · +˙Uk, where U i = [U,U i−1].
Lemma 1.2 [9] Let N be a quasi-cyclic nilpotent Lie algebra, {x1, x2, . . . , xn} be an
H1-msg of N , {y1, y2, . . . , yn} be an H2-msg of N , then ∃θ ∈ AutN such that
( y1 y2 · · · yn )
t = A( θ(x1) θ(x2) · · · θ(xn) )
t,
where (y1 y2 · · · yn)
t is the transpose of the matrix (y1 y2 · · · yn), A is a n×n invertible
matrix. In particular, if dim[xi] = 1, ∀ i, then A is a monomial matrix (i.e., each row
and each column has exactly one nonzero entry).
Definition 1.3 [13] Let L be a n-dimensional Lie algebra, L is called a filiform Lie
algebra if dim ciL = n− i− 1 for 1 ≤ i ≤ n− 1.
Definition 1.4 [11] Let L be a (n + 1)-dimensional filiform Lie algebra, N is called
a quasi L-filiform Lie algebra if N = N1 +N2 + · · · +Nm, where Ni ∼= L (1 ≤ i ≤ m),
and [Ni, Nj ] = 0 (i 6= j). We denote N by N(L,m) or N(L,m, r), r = dim c
n−1N.
Remark 1.1 The sum in the decomposition N =
∑m
1 Ni is not necessarily direct, so
the subalgebras in the decomposition can have nontrivial intersection.
It is easy to know that N(L,m, r) also admits the following decomposition:
N(L,m, r) = N1(L,m1, 1) +N2(L,m2, 1) + · · ·+Nq(L,mq, 1),
where Ni ∩ Nj = [Ni, Nj ] = 0 (i 6= j),
∑q
1mi = m. This decomposition is called a
L-filiform decomposition.
Filiform Lie algebra Qn(n = 2d+1 > 3) is a (n+1)-dimensional Lie algebra defined
in the basis {x0, x1, . . . , xn} by
[x0, xi] = xi+1, [xi, xn−i] = (−1)
ixn, i = 1, 2, . . . , n− 1,
the undefined brackets being zero or obtained by antisymmetry. Obviously Qn has
another basis {e0, e1, . . . , en} given by e0 = x0 + x1, ei = xi, i = 1, . . . , n. This basis
satisfies
[e0, ei] = ei+1, i = 1, 2, . . . , n − 2,
2
[ei, en−i] = (−1)
ien, i = 1, 2, . . . , n− 1.
In following what we choose this basis in discuss.
Obviously Qn is a quasi-cyclic nilpotent Lie algebra. In general, we have the
following lemma.
Lemma 1.3 N(Qn,m) is a quasi-cyclic nilpotent Lie algebra.
Proof. Let {ei0, ei1} be a minimal system of generators of Ni, U be the vector space
spanned by {e10, e11, . . . , em0, em1}. Obviously N =
∑n−1
0 c
iU.
For x ∈ ckU ∩
∑k−1
0 c
iU, write x =
∑m
1 (ai0ei0 + ai1ei1 + · · · + ai,k−1ei,k−1). As
x ∈ ckU , we have
0 = [es1, [es0, · · · , [es0︸ ︷︷ ︸
n−3
, [es1, x]] = as0esn,
0 = [es1, [es0, · · · , [es0︸ ︷︷ ︸
n−2
, x] = −as1esn,
hence as0 = as1 = 0 for any s. Then x =
∑m
1 (ai2ei2 + . . .+ ai,k−1ei,k−1).
A same argument shows that asj = 0 for any s, j. Thus x = 0. This implies that
ckU ∩
∑k−1
0 c
iU = 0, 1 ≤ k ≤ n− 1. Hence N = U+˙c1U+˙ · · · +˙cn−1U .
✷
Lemma 1.3 means that {e10, e11, . . . , em0, em1} is a minimal system of generators of
N(Qn,m). It is easy to know that {e1j , e2j , . . . , emj} is linearly independent(1 < j < n).
May assume that {e10, e11, . . . , e1,n−1, . . . , em0, em1, . . . , em,n−1, e1n, . . . , ern} is a basis
of N(Qn,m, r), and ein =
∑r
j=1 bjiejn. Then we have(
e1n e2n · · · emn
)
=
(
e1n e2n · · · ern
) (
I B
)
. (1.1)
2 On DerN(Qn,m, r)
In this section we explicitly determine the derivation algebra of N(Qn,m, r).
Let δ be a linear transformation of N(Qn,m, r) such that
δest =
m∑
i=1
n−1∑
j=0
cstijeij +
r∑
i=1
cstinein, t = 0, 1,
δest = [δes0, es,t−1] + [es0, δes,t−1], 2 ≤ t ≤ n− 1,
δesn = −[δes1, es,n−1]− [es1, δes,n−1], 1 ≤ s ≤ r.
Then we have
δest = λs,t−1est +
n−t∑
j=2
cs1sjes,j+t−1 + (−1)
tcs0s,n−t+1esn, 2 ≤ t ≤ n− 1,
δesn = λsesn, 1 ≤ s ≤ r,
3
where λsi = ic
s0
s0 + c
s1
s1, λs = (n− 2)c
s0
s0 + 2c
s1
s1.
Theorem 2.1 Let δ be as above, ein =
∑r
j=1 bjiejn, then δ ∈ DerN if and only if
for any 1 ≤ s, p ≤ m,
bsj(λs − λj) = 0, s > r, 1 ≤ j ≤ r, (2.1)
δes0 = c
s0
s0es0 +
n−1∑
i=2
cs0si esi +
r∑
i=1
cs0inein, (2.2)
δes1 =
n−2∑
i=1
cs1si esi +
m∑
i=1
cs1i,n−1ei,n−1 +
r∑
i=1
cs1inein, (2.3)
cs1si = 0, i = 3, 5, . . . , n− 2, (2.4)(
−cs1p,n−1 c
p1
s,n−1
)( bp1 bp2 · · · bpr
bs1 bs2 · · · bsr
)
= 0. (2.5)
Proof. (⇒): As δ ∈ DerN , for any s > r, we have
λs
r∑
j=1
bjsejn = λsesn = δesn = δ(
r∑
j=1
bjsejn) =
r∑
j=1
bjsλjejn.
Then bsjλs = bsjλj , 1 ≤ j ≤ r, i.e., (2.1) holds.
For any 1 ≤ s 6= p ≤ m, 1 < t < n− 1, by
0 = δ[es0, es,n−1] = −c
s0
s1esn,
0 = δ[es1, est] = c
s1
s0es,t+1 + ((−1)
n−t − 1)cs1s,n−tesn,
0 = δ[es0, ep1] = c
s0
p0ep2 + c
s0
p,n−1epn +
n−2∑
j=1
cp1sj es,j+1,
0 = δ[es0, ep0] = −
n−2∑
j=1
cs0pjep,j+1 +
n−2∑
j=1
cp0sj es,j+1,
0 = δ[es1, ep1] = c
s1
p0ep2 − c
p1
s0es2 +
r∑
j=1
(cs1p,n−1bpj − c
p1
s,n−1bsj)ejn,
we have cs0s1 = c
s1
s0 = c
s0
p0 = c
s0
p,n−1 = c
s1
p0 = c
p1
s0 = 0, c
s1
s,n−t = 0, t = 2, 4, . . . , n − 3,
cp1sj = c
s0
pj = c
p0
sj = 0, 1 ≤ j ≤ n − 2, and c
s1
p,n−1bpj − c
p1
s,n−1bsj = 0, 1 ≤ j ≤ r. Then
(2.2), (2.3), (2.4) and (2.5) hold.
(⇐): We show that δ[x, y] = [δx, y] + [x, δy] for any x, y ∈ N . Set
x =
m∑
i=1
n−1∑
j=0
uijeij +
r∑
i=1
uinein, y =
m∑
i=1
n−1∑
j=0
vijeij +
r∑
i=1
vinein.
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Since [eis, ejt] = 0 (i 6= j), we have
δ[x, y] =
m∑
i=1
n−2∑
j=1
(ui0vij − vi0uij)δei,j+1 +
m∑
i=1
n−1∑
j=1
(−1)juijvi,n−jδein.
On the other hand, note that
n−1∑
j=2
uijδeij =
n−1∑
j=2
uij
(
λi,j−1eij +
n−j∑
k=2
ci1ikei,k+j−1 + (−1)
jci0i,n−j+1ein
)
=
n−1∑
j=2
uijλi,j−1eij +
n−1∑
s=3
s−1∑
t=2
uitc
i1
i,s−t+1es +
n−1∑
j=2
uij(−1)
jci0i,n−j+1ein,
we have
[δx, y] =
[
m∑
i=1
ui0δei0, y
]
+
[
m∑
i=1
ui1δei1, y
]
+
 m∑
i=1
n−1∑
j=2
uijδeij , y

=
m∑
i=1
ui0

n−2∑
j=1
ci0i0vijei,j+1︸ ︷︷ ︸
A1
−
n−2∑
j=2
ci0ijvi0ei,j+1︸ ︷︷ ︸
A2
−
n−2∑
j=1
(−1)jci0i,n−jvijein︸ ︷︷ ︸
A3

+
m∑
i=1
ui1
−ci1i1vi0ei2︸ ︷︷ ︸
B1
−ci1i1vi,n−1ein︸ ︷︷ ︸
B2
−
n−2∑
j=2
ci1ijvi0ei,j+1︸ ︷︷ ︸
B3
−
n−2∑
j=1
(−1)jci1i,n−jvijein︸ ︷︷ ︸
B4

+
m∑
i=1
ui1
m∑
j=1,j 6=i
ci1j,n−1vj1ejn︸ ︷︷ ︸
B
+
m∑
i=1
−
n−2∑
j=2
uijλi,j−1vi0ei,j+1︸ ︷︷ ︸
E1
+
n−1∑
j=2
(−1)juijλi,j−1vi,n−jein︸ ︷︷ ︸
E2

+
m∑
i=1

n−3∑
j=1
(−1)j+1vij(
n−j−1∑
t=2
uitc
i1
i,n−j−t+1)ein︸ ︷︷ ︸
E3
−
n−2∑
j=2
uij
n−j−1∑
k=2
ci1ikvi0ei,k+j︸ ︷︷ ︸
E4
 .
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Similarly we have
[x, δy] = −
m∑
i=1
vi0

n−2∑
j=1
ci0i0uijei,j+1︸ ︷︷ ︸
A′
1
−
n−2∑
j=2
ci0ijui0ei,j+1︸ ︷︷ ︸
A′
2
−
n−2∑
j=1
(−1)jci0i,n−juijein︸ ︷︷ ︸
A′
3

−
m∑
i=1
vi1
−ci1i1ui0ei2︸ ︷︷ ︸
B′
1
−ci1i1ui,n−1ein︸ ︷︷ ︸
B′
2
−
n−2∑
j=2
ci1ijui0ei,j+1︸ ︷︷ ︸
B′
3
−
n−2∑
j=1
(−1)jci1i,n−juijein︸ ︷︷ ︸
B′
4

−
m∑
i=1
vi1
m∑
j=1,j 6=i
ci1j,n−1uj1ejn︸ ︷︷ ︸
B′
−
m∑
i=1
−
n−2∑
j=2
vijλi,j−1ui0ei,j+1︸ ︷︷ ︸
E′
1
+
n−1∑
j=2
(−1)jvijλi,j−1ui,n−jein︸ ︷︷ ︸
E′
2

−
m∑
i=1

n−3∑
j=1
(−1)j+1uij(
n−j−1∑
t=2
vitc
i1
i,n−j−t+1)ein︸ ︷︷ ︸
E′
3
−
n−2∑
j=2
vij
n−j−1∑
k=2
ci1ikui0ei,k+j︸ ︷︷ ︸
E′
4
 .
We now prove that
[δx, y] + [x, δy] = B +B′ + δ[x, y]. (2.6)
In order to prove (2.6), we take
α = ui1B4 + E3 − vi1B
′
4 − E
′
3,
β = ui1B2 − vi1B
′
2 + E2 − E
′
2,
γ1 = −vi1B
′
1 + ui1B1 + ui0A1 − vi0A
′
1 − E
′
1 + E1,
γ2 = −vi1B
′
3 + ui1B3 −E
′
4 + E4,
γ3 = ui0A3 − vi0A
′
3.
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Since
∑m
i=1 ui0A2−
∑m
i=1 vi0A
′
2 = 0 is obvious, if we can prove the following equa-
tions: (2.7), (2.8) and (2.9), then (2.6) holds.
α = 0, (2.7)
β =
n−1∑
j=1
(−1)juijvi,n−jδein, (2.8)
γ1 + γ2 + γ3 =
n−2∑
j=1
(ui0vij − vi0uij)δei,j+1. (2.9)
In fact, note that (2.4), we have
α =
n−2∑
j=1
n−j−1∑
t=1
(−1)j+1uitc
i1
i,n−j−t+1vijein −
n−2∑
j=1
n−j−1∑
t=1
(−1)j+1vitc
i1
i,n−j−t+1uijein
=
n−2∑
j=1
n−j−1∑
t=1
((−1)j+1 − (−1)t+1)uitc
i1
i,n−j−t+1vijein = 0.
Since (2.1) implies that δesn = λsesn for any s, and note that
E′2 =
n−1∑
j=2
(−1)jvijλi,j−1ui,n−jein = −
n−2∑
j=1
(−1)jvi,n−jλi,n−j−1uijein,
then we have
β = −ci1i1(ui1vi,n−1 − vi1ui,n−1)ein
+
n−1∑
j=2
(−1)juijvi,n−j(λi,j−1 + λi,n−j−1)ein
=
n−1∑
j=1
(−1)juijvi,n−jλiein.
At last it’s easy to know that (2.9) holds because of the following equations:
γ1 = (vi1ui0 − ui1vi0)c
i1
i1ei2 +
n−2∑
j=1
(ui0vij − vi0uij)c
i0
i0ei,j+1
+
n−2∑
j=2
(ui0vij − vi0uij)λi,j−1ei,j+1
=
n−2∑
j=1
(ui0vij − vi0uij)λijei,j+1,
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γ2 =
n−2∑
j=2
ci1ij (vi1ui0 − ui1vi0)ei,j+1 +
n−2∑
j=2
n−j−1∑
k=2
ci1ik(vijui0 − uijvi0)ei,k+j
=
n−2∑
j=1
n−j−1∑
k=2
(ui0vij − vi0uij)c
i1
ikei,k+j,
γ3 =
n−2∑
j=1
ui0(−1)
j+1ci0i,n−jvijein −
n−2∑
j=1
vi0(−1)
j+1ci0i,n−juijein
=
n−2∑
j=1
(ui0vij − vi0uij)(−1)
j+1ci0i,n−jein.
Now if we can prove that B+B′ = 0, then we have δ[x, y] = [δx, y] + [x, δy]. Next
we prove this equation. As (2.5) it follows that
2(B +B′) = 2
m∑
i=1
m∑
j=1,j 6=i
(ui1vj1 − vi1uj1)c
i1
j,n−1ejn
=
m∑
i=1
m∑
j=1,j 6=i
(ui1vj1 − vi1uj1)c
i1
j,n−1ejn +
m∑
i=1
m∑
j=1,j 6=i
(uj1vi1 − vj1ui1)c
j1
i,n−1ein
=
m∑
i=1
m∑
j=1,j 6=i
((ui1vj1 − vi1uj1)c
i1
j,n−1ejn + (uj1vi1 − vj1ui1)c
j1
i,n−1ein)
=
m∑
i=1
m∑
j=1,j 6=i
(ui1vj1 − vi1uj1)(c
i1
j,n−1ejn − c
j1
i,n−1ein)
=
m∑
i=1
m∑
j=1,j 6=i
(ui1vj1 − vi1uj1)
(
ci1j,n−1
r∑
k=1
bjkekn − c
j1
i,n−1
r∑
k=1
bikekn
)
=
m∑
i=1
m∑
j=1,j 6=i
(ui1vj1 − vi1uj1)
(
r∑
k=1
(ci1j,n−1bjk − c
j1
i,n−1bik)ekn
)
= 0.
✷
By Theorem 2.1, it is easy to know that there exists an h1 ∈ DerN such that the
matrix of h1 relative to {e10, e11, . . . , em0, em1} is diag(−2, n − 2, . . . ,−2m,m(n − 2)).
Applying Lemma 1.2 we deduce the following proposition.
Proposition 2.1 Qn-filiform decomposition is unique up to isomorphism.
Remark 2.1 A similar argument as in [11] shows that N(Qn,m) is a nilradical of a
complete solvable Lie algebra (i.e., centerless with only inner derivations).
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By (2.2) and (2.3), we know that the matrix of δ relative to the basis Φ is a lower
triangular matrix, so DerN is a solvable Lie algebra. Let
T = {δ ∈ DerN | δ(es0, es1) = (c
s0
s0es0, c
s1
s1es1)},
N˜ = {δ ∈ DerN | δes0 =
n−1∑
i=2
cs0si esi +
r∑
i=1
cs0inein,
δes1 =
d−1∑
i=1
cs1s,2ies,2i +
m∑
i=1
cs1i,n−1ei,n−1 +
r∑
i=1
cs1inein}.
Then DerN = T +˙N˜ . Obviously T is an abelian subalgebra, N˜ is a nilpotent ideal.
Lemma 2.1 Let δ ∈ DerN , if N is indecomposable (i.e., cannot be decomposed into
a direct sum of ideals of N), then λ1 = λ2 = · · · = λm.
The proof of this lemma is similar to the proof of Lemma 2.2 in [10].
Lemma 2.2 If N is indecomposable, let τi ∈ T (0 ≤ i ≤ m) such that the matrices
of τ0, τi relative to {e10, e11, . . . , em0, em1} are
M0 = diag
(
0 1 0 1 · · · 0 1
)
,
Mi = diag( 0 0 · · · 0 0︸ ︷︷ ︸
2(i−1)
−2 n− 2 0 0 · · · 0 0︸ ︷︷ ︸
2(m−i)
),
respectively, then {τ0, τ1, . . . , τm} is a basis of T . Hence dimT = m+ 1.
Next we determine the dimension of N˜ .
Observe that N(Qn,m, r) admits the following Qn-filiform decomposition:
N(Qn,m, r) = N1(Qn,m1, 1) +N2(Qn,m2, 1) + · · ·+Nq(Qn,mq, 1).
Let si = 1 +
∑i−1
1 mj, s¯i = si +mi − 1 (1 ≤ i ≤ q). Then {esi0, esi1, . . . , es¯i0, es¯i1} is a
minimal system of generators of Ni(Qn,mi, 1). May assume that esin = esi+1,n = · · · =
esi+mi−1,n, and {e1n, es2n, . . . , esrn} is a basis of c
n−1N .
For any δ ∈ DerN , by (2.5), we have cs1p,n−1 = c
p1
s,n−1 = 0 if {esn, epn} is linearly
independent, cs1p,n−1 = c
p1
s,n−1 if {esn, epn} is linearly dependent (may assume esn = epn).
Obviously {esin, esjn} (i 6= j) is linearly independent, hence we have
δ

esi,1
esi+1,1
...
es¯i,1
 = C1i

esi,1
esi+1,1
...
es¯i,1
+ C2i

esi,2
esi+1,2
...
es¯i,2
+ C4i

esi,4
esi+1,4
...
es¯i,4

+ · · ·+ Cn−3i

esi,n−3
esi+1,n−3
...
es¯i,n−3
+ Cn−1i

esi,n−1
esi+1,n−1
...
es¯i,n−1
+ Cni

e1n
es2n
...
esrn
 ,
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where C1i , C
2
i , C
4
i , . . . , C
n−2
i are diagonal matrices, C
n−1
i is a symmetricmi×mi matrix.
Lemma 2.3 Let δlij , ε
l
ik, ζ
l
it, ξ
l
it ∈ N˜ , such that
δlij

ei1
ej1
es0
es1
 =

ej,n−1
ei,n−1
0
0
 , εlik

ei0
ei1
es0
es1
 =

0
esi,2k
0
0
 ,
ζ lit

ei0
ei1
es0
es1
 =

estn
0
0
0
 , ξlit

ei0
ei1
es0
es1
 =

0
estn
0
0
 ,
where 1 ≤ l ≤ q, 2 ≤ k ≤ d (n = 2d + 1), sl ≤ i < j ≤ s¯l, 1 ≤ t ≤ r. Then for any
δ ∈ N˜ , we have
δ =
q∑
l=1
s¯l∑
i=sl
∑
sl≤i<j≤s¯l
ci1j,n−1δ
l
ij
+
q∑
l=1
s¯l∑
i=sl
− n−2∑
j=1
ci0i,j+1adeij +
r∑
t=1
ci0tnζ
l
it + c
i1
i2adei0 +
d∑
k=2
ci1i,2kε
l
ik +
r∑
t=1
ci1tnξ
l
it
 ,
and
q⋃
l=1
{adeiu, δ
l
i, δ
l
ij , ε
l
ik, ζ
l
it, ξ
l
it | 0 ≤ u ≤ n− 2, 2 ≤ k ≤ d, sl ≤ i < j ≤ s¯l, 1 ≤ t ≤ r}
is a basis of N˜ . Hence dim N˜ =
∑q
l=1((2r+n+ d− 2)ml+
1
2ml(ml− 1)). In particular,
if N = N(Qn,m, 1), then {adei0, adei1, εik, δij , ζi1, ξi1 | 2 ≤ k ≤ d, 1 ≤ i < j ≤ m} is a
basis of N˜ , so dimDerN(Qn,m, 1) = (n + d+ 1)m+ 1 +
1
2m(m− 1).
3 Isomorphism theorem
In this section applying some properties of root vector decomposition we obtain iso-
morphism theorem of quasi Qn-filiform Lie algebras.
By (1.1) there exists a matrix A such that(
A Im−r
) (
e1n e2n · · · emn
)t
= 0.
Definition 3.1 Thematrix (A Im−r) as above is called a related matrix ofN(Qn,m, r)
with respect to {ei0, ei1 | 1 ≤ i ≤ m}.
Lemma 3.1 Let (A Im−r)(e1n e2n · · · emn)
t = 0, B a (m − r) × m matrix and
B(e1n e2n · · · emn)
t = 0. If (A Im−r) is a related matrix and rank(B) = m− r, then
there exists an invertible matrix E such that EB = (A Im−r).
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The proof of this lemma is similar to the proof of Lemma 9 in [9].
Theorem 3.1 If (Ai Im−r) is a related matrix of Ni(Qn,m, r) (i = 1, 2), then N1
is isomorphic to N2 if and only if there exist invertible matrix E and monomial matrix
K such that E(A1 Im−r)K = (A2 Im−r).
The proof of this theorem is similar to the proof of Theorem 3.1 in [11].
4 On AutN(Qn,m, r)
In this section we explicitly determine automorphisms of quasi Qn-filiform Lie algebra.
Let ρ be a linear transformation of N(Qn,m, r) such that
ρest =
m∑
i=1
n−1∑
j=0
bstijeij +
r∑
j=1
bstinein, t = 0, 1,
ρest = [ρes0, ρes,t−1], 2 ≤ t ≤ n− 1,
ρesn = −[ρes1, ρes,n−1], 1 ≤ s ≤ r.
Then we have
ρes2 =
m∑
i=1
n−2∑
j=1
(bs0i0 b
s1
ij − b
s0
ij b
s1
i0 )ei,j+1 +
m∑
i=1
n−1∑
j=1
(−1)jbs0ij b
s1
i,n−jein,
ρest =
m∑
i=1
n−t∑
j=1
(bs0i0 )
t−2(bs0i0 b
s1
ij − b
s0
ij b
s1
i0 )ei,j+t−1
+
m∑
i=1
n−t+1∑
j=1
(−1)jbs0ij (b
s0
i0 )
t−3(bs0i0 b
s1
i,n−j−t+2 − b
s0
i,n−j−t+2b
s1
i0 )ein, 2 < t < n,
ρesn =
m∑
i=1
bs1i1 (b
s0
i0 )
n−3(bs0i0 b
s1
i1 − b
s0
i1 b
s1
i0 )ein, 1 ≤ s ≤ r.
Theorem 4.1 Let ρ be as above, (e1n e2n · · · emn) = (e1n e2n · · · ern)(I B), then
ρ ∈ AutN if and only if the following conditions hold:
(1) For any s, there exists only one integer qs (1 ≤ qs ≤ m) such that
ρes0 = b
s0
qs0eqs0 +
n−1∑
i=2
bs0qsieqsi +
r∑
i=1
bs0inein,
ρes1 =
n−2∑
i=1
bs1qsieqsi +
m∑
i=1
bs1i,n−1ei,n−1 +
r∑
i=1
bs1inein.
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(2) There exists a permutation matrix T such that(
q1 q2 · · · qm
)
=
(
1 2 · · · m
)
T.
(3) For any 1 ≤ s, p ≤ m,
bs0qs0b
s1
qs1 6= 0,
bs1qs1b
p1
qs,n−1
eqsn = b
s1
qp,n−1b
p1
qp1
eqpn.
(4)
p∑
j=1
(−1)jbs1qsjb
s1
qs,p−j+1 = 0, p = 3, 5, . . . , n− 2.
(5) (
I B
)
T2K2 =
(
I B
)
T1K1B.
where T = (T1 T2), T1 is am×rmatrix,K1 = diag(k1, . . . , kr),K2 = diag(kr+1, . . . , km),
ki = (b
i0
qi0
)n−2(bi1qi1)
2.
Proof. (⇒): As ρ ∈ AutN , for any s,
ρesn =
m∑
i=1
bs1i1 (b
s0
i0 )
n−3(bs0i0 b
s1
i1 − b
s0
i1 b
s1
i0 )ein.
Note that ρesn 6= 0, there exists an integer qs such that
bs0qs0b
s1
qs1 − b
s1
qs0b
s0
qs1 6= 0. (4.1)
For any 1 ≤ s 6= p ≤ m, 0 ≤ t, k ≤ 1, by ρ[est, epk] = 0, we have
m∑
i=1
n−2∑
j=1
(bsti0b
pk
ij − b
st
ijb
pk
i0 )ei,j+1 +
m∑
i=1
n−1∑
j=1
(−1)jbstijb
pk
i,n−jein = 0. (4.2)
Now we prove that for any 1 ≤ p 6= s ≤ m,
bptqst = b
p,1−t
qst
= 0, t = 0, 1. (4.3)
By (4.2), we have bs0i0 b
p0
i1 − b
s0
i1 b
p0
i0 = b
s1
i0 b
p1
i1 − b
s1
i1 b
p1
i0 = 0, ∀i, then for t = 0, 1,
ρ(bstqstept − b
pt
qst
est)−
r∑
i=1
(bstqstb
pt
in − b
pt
qst
bstin)ein
= bstqst
n−1∑
j=0
bptqsjeqsj +
m∑
i=1,i 6=qs
n−1∑
j=0
bptijeij
− bptqst
n−1∑
j=0
bstqsjeqsj +
m∑
i=1,i 6=qs
n−1∑
j=0
bstijeij

=
n−1∑
j=2
(bstqstb
pt
qsj
− bptqstb
st
qsj)eqsj +
m∑
i=1,i 6=qs
n−1∑
j=0
(bstqstb
pt
ij − b
pt
qst
bstij)eij ,
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therefore
[ρ(bstqstept − b
pt
qst
est), ρes,1−t]
= −
n−2∑
j=2
(bstqstb
pt
qsj
− bptqstb
st
qsj
)bs,1−tqs0 eqs,j+1 +
n−1∑
j=2
(−1)j(bstqstb
pt
qsj
− bptqstb
st
qsj
)bs,1−tqs,n−jeqsn
−
m∑
i=1,i 6=qs
n−2∑
j=1
(bstqstb
pt
ij − b
pt
qst
bstij)b
s,1−t
i0 ei,j+1 −
m∑
i=1,i 6=qs
n−2∑
j=1
(bstqstb
pt
i0 − b
pt
qst
bsti0)b
s,1−t
ij ei,j+1
+
m∑
i=1,i 6=qs
n−1∑
j=1
(−1)j(bstqstb
pt
i0 − b
pt
qst
bsti0)b
s,1−t
i,n−jein.
But on the other hand, for t = 0, 1,
[ρ(bstqstept − b
pt
qst
est), ρes,1−t] = ±b
pt
qst
ρes2
= ±bptqst
m∑
i=1
n−2∑
j=1
(bs0i0 b
s1
ij − b
s0
ij b
s1
i0 )ei,j+1 +
n−1∑
j=1
(−1)jbs0ij b
s1
i,n−jein
 .
Comparing the coefficients of eqs2, we have
bptqst(b
s0
qs0b
s1
qs1 − b
s1
qs0b
s0
qs1) = 0.
By (4.1), we have
bptqst = 0, p 6= s, t = 0, 1.
Similarly by
[ρ(bstqstep,1−t − b
p,1−t
qst
est), ρes,1−t] = ∓b
p,1−t
qst
ρes2, t = 0, 1,
we have
bp,1−tqst = 0, p 6= s, t = 0, 1.
Thus (4.3) holds.
If ∃s 6= p such that qs = qp, by (4.3), b
i0
qs0 = b
i1
qs0 = 0, ∀i. This implies that
eqs0 6∈ ρ(N), a contradiction. So there exits a permutation matrix T such that(
q1 q2 · · · qm
)
=
(
1 2 · · · m
)
T. (4.4)
By (4.3), (4.4), and ρ[es1, es2] = 0, we have
0 =
n−3∑
j=1
bs1qs0(b
s0
qs0b
s1
qsj − b
s1
qs0b
s0
qsj)eqs,j+2
+
n−2∑
j=1
(−1)jbs1qsj(b
s0
qs0b
s1
qs,n−j−1 − b
s1
qs0b
s0
qs,n−j−1)eqsn.
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Hence bs1qs0 = 0, then
ρesn = (b
s0
qs0)
n−2(bs1qs1)
2eqsn,
so
bs0qs0b
s1
qs1 6= 0.
By
0 = ρ[e0, en−1] = −b
s0
qs1(b
s0
qs0)
n−2bs1qs1eqs,n,
we have
bs0qs1 = 0.
For t = 2, 4, . . . , n− 3, by
0 = ρ[es1, est] = (b
s0
qs0)
t−1
n−t∑
j=1
(−1)jbs1qsjb
s1
qs,n−t−j+1eqs,n,
we know that (4) holds.
By (4.2) and (4.3), when t = 0, k = 1, we have
n−2∑
j=1
bs0qs0b
p1
qsj
eqs,j+1 +
m∑
i=1
n−1∑
j=1
(−1)jbs0ij b
p1
i,n−jein = 0,
then
bp1qsj = 0, 1 ≤ j ≤ n− 2.
Hence
bs0qp,n−1b
p1
qp1
eqpn = 0,
so
bs0qp,n−1 = 0.
By (4.2) and (4.3), when t = k = 0, we have
bs0qpj = b
p0
qsj
= 0, 1 ≤ j ≤ n− 2.
By (4.2) and (4.3), when t = k = 1, we have
bs1qs1b
p1
qs,n−1
eqsn = b
s1
qp,n−1b
p1
qp1
eqpn.
Now we have showed that (1), (2), (3) and (4) hold.
At last we show that (5) holds. Let
K = diag(k1, k2, . . . , km), ks = (b
s0
qs0)
n−2(bs1qs1)
2.
Then
ρ
(
e1n e2n · · · emn
)
=
(
e1n e2n · · · emn
)
TK
=
(
e1n e2n · · · ern
) (
I B
)
TK.
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But on the other hand,
ρ
(
e1n e2n · · · emn
)
= ρ
(
e1n e2n · · · ern
) (
I B
)
=
(
eq1n eq2n · · · eqrn
)
K1
(
I B
)
=
(
e1n e2n · · · emn
)
T1K1
(
I B
)
=
(
e1n e2n · · · ern
) (
I B
)
T1K1
(
I B
)
where T = (T1 T2), T1 is an m× r matrix, K1 = diag(k1, . . . , kr). So we have(
I B
)
TK =
(
I B
)
T1K1
(
I B
)
.
Let K2 = diag(kr+1, . . . , km), then we have(
I B
)
T2K2 =
(
I B
)
T1K1B.
(⇐): We only prove that ρ[x, y] = [ρx, ρy] for any x, y ∈ N . Set
x =
m∑
i=1
n−1∑
j=0
uijeij +
r∑
i=1
uinein, y =
m∑
i=1
n−1∑
j=0
vijeij +
r∑
i=1
vinein.
For any s, by (5), we have
ρesn = (b
s1
qs1)
2(bs0qs0)
n−2eqsn.
If ρ[est, epk] = [ρest, ρepk] for any est, epk, then we have
ρ[x, y] = ρ
m∑
i=1
n−1∑
j=0
uijeij ,
n−1∑
j=0
vijeij

= ρ
m∑
i=1
ui0 n−2∑
j=1
vijei,j+1 +
n−1∑
j=1
(−1)juijvi,n−jein − vi0
n−2∑
j=1
uijei,j+1

=
m∑
i=1
n−2∑
j=1
(ui0vij − vi0uij)ρei,j+1 +
n−1∑
j=1
(−1)juijvi,n−jρein

=
 m∑
i=1
n−1∑
j=0
uijρeij ,
m∑
i=1
n−1∑
j=0
vijρeij

= [ρx, ρy].
We now prove that ρ[est, epk] = [ρest, ρepk] for any est, epk.
Obviously ρ[est, epk] = 0 = [ρest, ρepk] if t = n or k = n.
Obviously ρ[est, epk] = 0 = [ρest, ρepk] if s 6= p, and t 6= 1 or k 6= 1.
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If s 6= p, t = k = 1, by (3), we have ρ[est, epk] = 0 = [ρest, ρepk].
Next we prove that
ρ[est, esk] = [ρest, ρesk], 0 ≤ t < k < n.
Case 1: t = 0. This equation is obvious.
Case 2: t = 1. By (4) and note that
∑p
j=1(−1)
jbs1qsjb
s1
qs,p−j+1 = 0 when p is even,
this equation holds.
Case 3: t > d (n = 2d+ 1). This equation is obvious.
Case 4: t = d.
[ρesd, ρesk] = 0 = ρ[esd, esk], k > d+ 1,
[ρesd, ρes,d+1] = (−1)
d(bs0qs0)
n−2(bs1qs1)
2eqsn = ρ[esd, es,d+1].
Case 5: 1 < t < d and k < d. Obviously ρ[est, esk] = 0.
Set t = d− t′, k = d− k′. By (4) and note that
∑p
j=1(−1)
jbs1qsjb
s1
qs,p−j+1 = 0 when
p is even, we have
[ρes,d−t′ , ρes,d−k′ ]
=
n−d+t′∑
j=1
(bs0qs0)
d−t′−1bs1qsjeqs,j+d−t′−1,
n−d+k′∑
j=1
(bs0qs0)
d−k′−1bs1qsjeqs,j+d−k′−1

= (bs0qs0)
n−k′−t′−3
t′+1∑
j=1
bs1qsjeqs,j+d−t′−1,
k′+t′+2∑
j=k′+2
bs1qsjeqs,j+d−k′−1

+(bs0qs0)
n−k′−t′−3
k′+t′+2∑
j=t′+2
bs1qsjeqs,j+d−t′−1,
k′+1∑
j=1
bs1qsjeqs,j+d−k′−1

= (bs0qs0)
n−k′−t′−3
k′+t′+2∑
j=1
(−1)jbs1qsjb
s1
qs,k′+t′+2−j+1eqsn = 0.
Case 6: 1 < t < d and k ≥ d. Obviously ρ[est, esk] = 0. Set t = d− t
′, k = d+ k′.
If t′ + 1 ≥ k′,
[ρes,d−t′ , ρes,d+k′ ]
=
n−d+t′∑
j=1
(bs0qs0)
d−t′−1bs1qsjeqs,j+d−t′−1,
n−d−k′∑
j=1
(bs0qs0)
d+k′−1bs1qsjeqs,j+d+k′−1

=
t′−k′+2∑
j=1
(bs0qs0)
d−t′−1bs1qsjeqs,j+d−t′−1,
t′−k′+2∑
j=1
(bs0qs0)
d+k′−1bs1qsjeqs,j+d+k′−1

= (bs0qs0)
n−t′+k′−3
t′−k′+2∑
j=1
(−1)jbs1qsjb
s1
qs,t′−k′+2−j+1eqsn = 0.
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If t′ + 1 < k′,
[ρes,d−t′ , ρes,d+k′ ]
=
n−d+t′∑
j=1
(bs0qs0)
d−t′−1bs1qsjeqs,j+d−t′−1,
n−d−k′∑
j=1
(bs0qs0)
d+k′−1bs1qsjeqs,j+d+k′−1
 = 0.
✷
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