In [12] the study of Positive Modal Logic (PML) is initiated using standard Kripke semantics and the positive modal algebras (a class of bounded distributive lattices with modal operators) are introduced. The minimum system of Positive Modal Logic is the (∧, ∨, 2, 3, ⊥, )-fragment of the local consequence relation defined by the class of all Kripke models. It can be axiomatized by a sequent calculus and extensions of it can be obtained by adding sequents as new axioms. In [6] a new semantics for PML is proposed to overcome some frame incompleteness problems discussed in [12] . The frames of this semantics consists of a set of indexes, a quasi-order on them and an accessibility relation. The models are obtained by using increasing valuations relatively to the quasiorder of the frame. This semantics is coherent with the dual structures obtained by developing the Priestley duality for positive modal algebras, one of the topics or the present paper, and can be seen also as arising from the Kripke semantics for a suitable intuitionistic modal logic. The present paper is devoted to the study of the mentioned duality as well as to proving some d-persistency results as well as a Sahlqvist Theorem for sequents and the semantics proposed in [6] . Also a GoldblattThomason theorem that characterizes the elementary classes of frames of that semantics that are definable by sets of sequents is proved.
Introduction
The study of Positive Modal Logic (PML for short) was initiated by Dunn in [12] and continued in [6] . The main question addressed in [12] was, in Dunn's words, the following: what set of postulates characterizes the definition of the connectives ∧, ∨, 2, 3 in the usual Kripke semantics (that is, the semantics whose models are the usual structures W, R, V where W is a non empty set, R is a binary relation on W and V is a valuation)? This question was also addressed for the connectives
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the logic so obtained is not frame complete, i.e. it is not complete with respect to the class of frames where the axioms of the logic are valid.
In [6] the semantics that the consequence relation K + inherits from intuitionistic modal logic is considered and a Gentzen style calculus, G m , for K + complete for this semantics is presented. Moreover, several correspondence results, in particular, that the sequent 2p 22p is valid in a frame W, ≤, R iff the relation R • ≤ is transitive, and that the sequent 33p 3p is valid in a frame W, ≤, R iff the relation R • ≤ −1 is transitive 2 , are proved. This allows to show, among other results, that the deducibility relation defined by the Gentzen calculus obtained by adding the sequents 2ϕ 22ϕ to G m as axioms is frame complete (relative to the new semantics) and so is the deductibility relation defined by the Gentzen calculus obtained by adding the sequents 3ϕ 33ϕ to G m as axioms.
The mentioned frame completeness results are one reason in favor of the new semantics. But there are several other reasons. When Kripke consequence is restricted to the negation-free modal language the interdefinability of 2 and 3 and the Boolean character of its Tarski-Lindenbaum algebra are lost. The Tarski-Lindenbaum algebra obtained is only a bounded distributive lattice with two modal operators. Therefore the class of algebras needed to give an algebraic semantics for K + is a special class of bounded distributive lattices with two modal operators, the so called positive modal algebras in [12] . If one wants to obtain a Tarski-Jónsson type duality between positive modal algebras and general frames, then the general frames obtained turn out to be structures W, R, D where D is a family of subsets of W that contains ∅ and W and is closed under set-theoretic intersection and union and the operations naturally associated with the modal operators. These structures have some extra properties that relate the structure of D with R; for instance, if one defines a relation ≤ in W by declaring a ≤ b iff b belongs to every element of D to which a belongs, a quasi-ordering of W is obtained and it turns out that, for example, (≤ • R) ⊆ (R • ≤). Clearly the elements of D are ≤-increasing subsets of W . In order to characterize in a precise way the properties that a structure of the form W, R, D must have to be isomorphic to the structure obtained starting from a positive modal algebra, the explicit introduction of the quasi-ordering ≤ in the structure and the requirement that D must be a family of ≤-increasing subsets of W is very useful. Obviously, the quasi-order can be dispensed with since it is implicit in D, but then the expression of some conditions is more cumbersome. These considerations justify the introduction of a quasi-ordering in the general frames. But then naturally a frame will be a structure W, ≤, R with certain properties.
If we look at the Kripke frames for intuitionistic logic, that is, pairs W, ≤ where ≤ is a quasi-ordering, and the usual semantics that considers only ≤-increasing valuations, it turns out that one can equivalently consider as frames the structures W, D where D is a family of subsets of W closed under intersections and unions of arbitrary families that includes ∅ and W , that is, D is a complete sublattice of the lattice of all subsets of W 3 . Any such D defines a quasi-ordering in the way indicated before and D is precisely the family of all subsets of W that are increasing relative to this quasi-ordering. Therefore, even for intuitionistic logic the presence of the quasi-ordering in the frames can be dispensed with if one restricts the available valuations to functions that take values in D. D can be seen as the set of propositions of the frame; a proposition X will be true at a point a if a ∈ X. Then, given a valuation V taking values in D, the usual semantic clause for the intuitionistic conditional is equivalent to the following: a conditional ϕ → ψ is true at a point a iff for any point b at which all propositions true in a are true, if the proposition V (ϕ) is true in b, then the proposition V (ψ) is also true in b 4 . In these frames for intuitionistic logic, points do not represent complete states of information where for every proposition, the proposition is true or its negation is true, because the structure of propositions is not Boolean. The conclusion to be drawn from these considerations is that since in intuitionistic logic the Boolean character of the logic is lost, the valuations must be considered in some distributive lattice of sets instead of a Boolean algebra. One of the roles of the quasi-order in a frame is to specify the lattice. Turning to the negation-free fragment of Kripke consequence we know that the Boolean character of the logic is also lost, so it is reasonable to restrict, as in intuitionistic logic, the valuations to be considered in order to obtain smooth results. This is precisely what is done in [6] with the new semantics that uses quasi-orderings: They are a device to restrict the valuations to lattices of subsets of a given set W , lattices that include ∅ and W and are closed under intersections and unions of arbitrary families. And it is a useful device to express things in a clear way. Moreover, as it was shown in [6] the validity of some sequents in a frame of the new semantics corresponds to properties of relations obtained from the accessibility relation and the quasi-ordering, that is, depends on the combined structure given by the accessibility relation and the lattice where the valuations take their values. This opens the way to the general questions of correspondence theory for PML with the new semantics and to the questions about the modal characterization of classes of frames of it.
As we already mentioned, in [6] some correspondence results for the new semantics were proved. Moreover, in [17] and [18] a correspondence result for Partial Modal Logic is obtained for Geach sequents (sequents of the form 3 k 2 l ϕ 2 m 3 n ϕ) that, viewed from the perspective of Positive Modal Logic with the semantics we are considering, is a result that encompasses the correspondence results in [6] . The present paper is mainly devoted to proving some d-persistency results, a Sahlqvist theorem for Positive Modal Logic with the quasi-ordering semantics and the analog for it of GoldblattThomason's Theorem for classical modal logic. The proof we present of the Sahlqvist theorem is topological in the style of Sambin-Vaccaro's proof in [25] of Sahlqvist's theorem for classical modal logic. In order to have all the necessary tools available we present the duality between positive modal algebras (the algebras for PML) and descriptive general frames using topological means obtaining a so called Priestley type duality. In [14] Goldblatt develops a Priestley duality for bounded distributive lattices with arbitrary meet-hemimorphisms and arbitrary join-hemimorphisms. To each bounded distributive lattice with an arbitrary meet-hemimorphism (a 2 modal operator) and an arbitrary join-hemimorphism (a 3 modal operator) corresponds a Priestly space with two binary relations, one for each hemimorphism. In the case of positive modal algebras, the modal operators 2 and 3 are strongly related. This connection allows to use only one binary relation to deal with both operators in the frames and general frames. It turns out that in the dual space of a positive modal algebra A this relation is just the intersection of the binary relations of the dual space of A defined according to [14] . In Sections 2 and 3 the relation between our duality and Goldblatt's duality is made explicit. The duality we expose was discovered, in a slightly different format, independently of us by C. Hartonas, see [16] . Moreover, a Stone type duality for positive modal algebras can be extracted from Abramsky [1] . From this algebraic point of view, the present paper can also be seen as a contribution to the study of distributive lattices with operators.
Notice that a Sahlqvist theorem for PML with the semantics of Kripke frames is just a specialization of Sahlqvist theorem for classical modal logic. On the contrary, with the semantics we consider in the present paper the quasi-order of the frames has to be taken into consideration and, as we explain in Subsection 4.1, the Sahlqvist theorem we prove can not we reduced to the classical one.
The paper is divided in five sections. In Section 2 the preliminary notions are introduced and the representation theorem for positive modal algebras, established by M. Dunn [12] in the context of the usual Kripke semantics, is proved. Section 3 is devoted to the Priestley duality between positive modal algebras and K + -spaces, obtaining some results necessary to prove the main theorems of the paper. In Section 4 some d-persistence results as well a the Salqhvist theorem for PML with the new semantics are proved. Finally, Section 5 proves the Goldblatt-Thomason theorem for Positive Modal Logic.
Preliminaries
The negation-free, or positive, modal language L K + is defined by using a denumerable set of propositional variables V ar = {p 0 , p 1 , . . . , p n , . . .}, the binary connectives ∨ and ∧, two propositional constants ⊥ and , and two unary modal operators 2 and 3. The set of formulas as well as the formula algebra are denoted by F m. We will refer indistinctly to the variables by p, q, . . . A substitution is any homomorphism from the formula algebra into itself. A sequent is a pair (Γ, ϕ), usually denoted by Γ ϕ, where Γ is a finite set of formulas and ϕ is a formula. A substitution instance of a sequent Γ ϕ is any sequent σ[Γ] σ(ϕ) obtained from Γ ϕ by a substitution σ. A (finitary) deductive system is a set of sequents S closed under the following conditions:
2. If Γ ϕ ∈ S and for every ψ ∈ Γ, ∆ ψ ∈ S, then ∆ ϕ ∈ S. 3. If Γ ϕ ∈ S, then any of its substitution instances belongs to S. ¿From (1) and (2) it follows that:
We say that a formula ϕ is deducible in a deductive system S from a set of formulas ∆, in symbols ∆ S ϕ, if there is a finite set of formulas Γ ⊆ ∆ such that the sequent Γ ϕ belongs to S. A deductive system S is an extension of a deductive system S if S ⊆ S . Deductive systems are frequently axiomatized by Gentzen style calculi with all the structural rules. Any such Gentzen calculus defines a deductive system, namely the deductive system whose elements are the derivable sequents.
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In [12] and [6] the minimum system of Positive Modal Logic is introduced. It is the negation-free modal fragment of the minimum normal modal logic K with the local consequence relation. In this paper we call it S K + . In [6] that deductive system is axiomatized by means of the Gentzen calculus G m defined by the following rules:
and some of its extensions are studied obtaining completeness theorems and some correspondence results for the semantics we define below.
The pairs of sequents ϕ ψ and ψ ϕ are denoted by ϕ ψ. The sequents
are sequents of S K + and the rules
are derived rules of G m and so S K + is closed under them. We will call a deductive system that is an extension of S K + normal if it is closed under the rules of the Gentzen calculus. We consider only normal deductive systems.
The normal deductive system generated by a set of sequents Γ, in symbols S Γ , is the smallest normal deductive system that contains Γ.
Given a relational structure X, ≤ where X = ∅ and ≤ is a reflexive and transitive binary relation on X, that is, a quasi-ordering, let for Y ⊆ X,
The distributive lattice of all increasing subsets of X, ≤ will be denoted by P i (X) and P (X) will denote the power set of X.
Given a binary relation R on a set X, let for x ∈ X, R(x) = {y ∈ X : (x, y) ∈ R}.
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A frame is a relational structure F = X, ≤, R where X = ∅ and ≤ is a reflexive and transitive relation on X, a quasi-ordering, such that the following two conditions hold:
A valuation V on a frame F = X, ≤, R is a function V : V ar → P i (X). A valuation V can be extended recursively to the set of all formulas by means of the following clauses
As it is easy to check using conditions 1 and 2 of the definition of frame, for every formula ϕ, V (ϕ) is an increasing set.
A model is a pair M = F, V , where F is a frame and V is a valuation on it. For a set Γ ⊆ F m, we write V (Γ) = ϕ∈Γ V (ϕ), if Γ is non-empty, and
Let M = F, V be a model and x ∈ X. The notions of truth at a point, validity in a model and validity in a frame for formulas and sequents are defined as follows:
Moreover, given a frame F and one of its points x, we say that a formula ϕ (a sequent Γ ϕ) is valid in x, in symbols F , x |= ϕ (F , x |= Γ ϕ), if for every valuation on F , the formula (the sequent) is true at x.
We remark that the given notion of validity of a sequent on a frame is different from the one given by B.M. Kapron in [20] ; his notion corresponds to global consequence and ours to the local consequence relation.
Let K be a class of frames. Sq (K) denotes the class of all sequents that are valid in every frame in K, i.e., Γ ϕ ∈ Sq (K) ⇔ ∀F ∈ K, F¯Γ ϕ. It is easy to show that Sq (K) is a normal deductive system. If S is a normal deductive system, the class of all frames F such that for every Γ ϕ ∈ S, F¯Γ ϕ is denoted by Fr (S).
We say that a normal deductive system S is determined by a class K of frames, or is complete relative to K, if it is the deductive system of the class of frames K, i.e., S = Sq (K). Moreover, a deductive system S is frame complete if S = Sq (Fr (S)). In at Institute for Development Policy and management, University of Manchester on January 30, 2011 jigpal.oxfordjournals.org Downloaded from [6] it is proved that the deductive system S K + is determined by the class of all frames and that some sequent extensions are determined by particular classes of frames and are complete relative to them. These sequent extensions are all extensions by means of Geach sequents, i.e. sequents of the form 3 k 2 l ϕ 2 m 3 n ϕ. As we mentioned in the Introduction, J. Jaspars has proved, for partial modal logic, a general characterization result and a completeness result for Geach sequents whose proof, as he pointed out to us, can be straightforwardly turned into a proof for the normal extensions of S K + by Geach sequents.
The interderivability in S K + relation is a congruence relation on the formula algebra. The quotient algebra obtained, the Tarski-Lindenbaum algebra of S K + , satisfies several equations corresponding to the sequents displayed before that define the concept of positive modal algebra introduced by Dunn in [12] .
An algebra A = A, ∨, ∧, 2, 3, 0, 1 is a positive modal algebra if A, ∨, ∧, 0, 1 is a bounded distributive lattice and 2 and 3 are two unary operations such that:
Sometimes we will denote a positive modal algebra as A, 2, 3 . The variety of positive modal algebras will be denoted by K + . If A is a positive modal algebra and H ⊆ A, the filter and the ideal generated by the set H will be denoted by F (H) and I(H), respectively.
Given a frame F = X, ≤, R , for each binary relation S on X we can define the unary operations 2 S and 3 S on P i (X) as follows:
for every U ∈ P i (X). In particular, we have the operations 2 R and 3 R associated with the relation R of the frame; they have the property that for every U ∈ P i (X) , 2 R (U ), 3 R (U ) ∈ P i (X). These operations can be defined in terms of the relations R 2 = R • ≤ and R 3 = R • ≤ −1 , respectively, because for every
and the other inclusion is valid, as we will see, when we consider a general descriptive frame or K + -space. For every frame F = X, ≤, R , the algebra A (F ) = P i (X) , ∪, ∩, 2 R , 3 R , ∅, X is a positive modal algebra. It is called the positive modal algebra associated with the frame F . Now we will associate to every positive modal algebra A a frame F (A) and will prove a representation theorem by embedding A into the positive modal algebra associated with the frame F (A). The construction of F (A) derives from the construction in [14] of the dual space of a bounded distributive lattice with join-hemimorphisms and meet-hemimorphisms. In the present setting, the dual space given in [14] positive modal algebra A consists of the set X(A) of all prime filters of A, the inclusion relation, a topology that does not interest us at this point, and two relations R * 2 and R * 3 defined according to the clauses 2 and 3 in the next lemma (that is, for [14] ) of a positive modal algebra by considering a single relation, the intersection of the relations for 2 and 3. This idea is the guiding one in the definition of F (A) and was also used in the definition of the canonical model in the completeness proof in [12] and [6] . The exact relation between the frame F (A) associated with a positive modal algebra A and the corresponding dual space associated with it according to [14] will be explained in more detail in Section 3 where the duality is stated in topological terms.
Let A be a positive modal algebra. We associate with it the structure F (A) = X (A) , ⊆, R A where X (A) is the set of all prime filters of A and the relation R A ⊆ X (A) 2 is defined as follows:
for every P, Q ∈ X (A). The structure F (A) is a frame (as shown in 6 and 7 of the next lemma) and will be called the associated frame with A. As above, we shall also consider the relations R 2 = R A • ⊆ and R 3 = R A • ⊆ −1 . Next lemma gives the main properties of F (A) that will be needed. The proofs of clauses 2 and 3 are the algebraic version of the proof of Lemma 5.1 in [12] . Clauses 2, 4 and 6 of the lemma hold in any algebra A, ∨, ∧, 2, 3, 0, 1 satisfying axioms 1 and 4 of the definition of positive modal algebra and clauses 3, 5 and 7 hold in any algebra A, ∨, ∧, 2, 3, 0, 1 satisfying axioms 2 and 3 of that definition; thus this lemma illuminates the connections with the duality obtained according to [14] . Lemma 2.1 Let A be a positive modal algebra. Then
To arrive at a contradiction, suppose that there are elements a ∈ 2
Since 2a ∈ P and 3c / ∈ P , 2b ∈ P , which is impossible. Thus, by Birkhoff-Stone's theorem there is a prime filter D such that 2
The proof of the other direction is obvious.
3. Let P, Q ∈ X (A) be such that Q ⊆ 3 −1 (P ) and let us consider the filter 2 −1 (P ) ∪ Q . We prove that
Suppose the contrary. Then there are elements a ∈ 2
, and as 2a ∧ 3b ∈ P , then 3c ∈ P , which is impossible. Thus there is a prime filter D such that 2
The rest of the proof is easy. 5. Let 3a ∈ P . Consider the filter [a) generated by a.
is a prime filter Q such that Q ⊆ 3 −1 (P ) and a ∈ Q. From 3 above, (P, Q) ∈ R 3 and a ∈ Q. The rest of the proof is easy.
6. Let P, Q, D ∈ X (A) be such that P ⊆ Q and 2
Let A be a positive modal algebra and let us consider its associated frame
is a positive modal algebra. It is called the canonical extension of A or the canonical embedding algebra of A. Let A be a bounded distributive lattice. For each a ∈ A consider the set
and consider the family of sets
It is known that the structure
is a bounded distributive sublattice of the bounded distributive lattice
The application σ A : A → P i (X (A)) is an injective homomorphism of bounded distributive lattices whose range is the set β(A). Moreover, this result can be extended to positive modal algebras obtaining the following representation theorem given in [12] .
Theorem 2.2 (Representation theorem) For every positive modal algebra
Proof. It is easy to check that β (A) is a subalgebra of A (F (A)) and that the function σ A is injective. We prove that σ A is a homomorphism of positive modal algebras. We need only to see that 
An ordered-topological space X, ≤, O (X) is a Priestley space if it is totally orderdisconnected and compact. Let us recall that a space X, ≤, O (X) is totally orderdisconnected iff for all x, y ∈ X such that x ¢ y there exists a clopen increasing set
is a Priestley space, D (X) will denote the lattice of all increasing clopen subsets of X and D(X)
co the set of their complements. It is known that
co is a subbase for the topology O (X). The set of all closed subsets of X will be denoted by C (X) . The collection of the open increasing (open decreasing) subsets of X will be denoted by
, and the collection of the closed increasing (closed decreasing) subsets of X will be denoted by
The set of all prime filters of a bounded distributive lattice A will be denoted by X (A); in particular the set of all prime filters of a positive modal algebra A. This set ordered by inclusion and with the topology having as a subbase the collection of the sets of the form
for each a ∈ A, is a Priestley space. It was shown by H. A. Priestley that the mapping
) is a lattice isomorphism. Moreover, it was also shown by her that if we have a Priestley space X, ≤, O (X) , then the function ε X : X → X (D (X)) given by ε X (x) = {U ∈ D (X) : x ∈ U }, for every x ∈ X, is both a homeomorphism and an order isomorphism. Let X, ≤, D be a structure satisfying the following conditions:
If we consider the topology I D defined by the subbase D ∪ D co , we obtain, by the results in [10] , a Priestley space whose set of clopen increasing sets is D. By condition (2), X, ≤ is a poset and the space X, ≤, I D is totally order-disconnected and by condition (3) it is compact. Moreover, given a Priestley space X, ≤, I D (X) , if D is the lattice of all the clopen increasing subsets of X, then conditions (1) to (3) hold. Thus, when there is no room for a misunderstanding we will consider a Priestley space as a structure X, ≤, D that verifies conditions (1) to (3) above.
K + -spaces
There is a well known duality in classical modal logic between descriptive general frames and normal modal algebras, [15] . We present in this section the analogous duality for positive modal algebras. First of all we will introduce the notions of general frame and descriptive frame. As in classical modal logic the duality can be established in topological terms. The topological duality obtained is an extension of the Priestley duality for bounded distributive lattices, and can be considered as a contribution to the program of extending Priestley's duality to varieties of bounded distributive lattices with operators by means of relational Priestley spaces. Dualities of this kind are considered by Cignoli, Lafalce and Petrovich [9] , Petrovich [22] and Goldblatt [14] . In all these papers, in contrast with the present one, the operators considered have no relation between them. In [16] the duality we present is also described in a slightly different format. Also, a Stone type duality for positive modal algebras can be extracted from [1] , a work dedicated to applications to Theoretical Computer Science. The topological duality we present has strong connections with the one given in [14] . Our K + -spaces are closely related to the relational Priestley spaces in [14] in the same way as the frame associated with a positive modal algebra is related to its dual space as defined in that paper, that is, K + -spaces can be viewed as arising from the relational Priestley spaces by replacing the relations associated with the modal operators by a single relation, namely their intersection. We will state the exact relationship below.
at Institute for Development Policy and management, University of Manchester on January 30, 2011 jigpal.oxfordjournals.org Downloaded from Definition 3.1 A general frame is a pair F D = F, D such that F is a frame and D, 2 R , 3 R is a subalgebra of the positive modal algebra P i (X) , 2 R , 3 R . A general frame is said to be full, or, simply, a frame, if the algebra D is P i (X). Thus, we identify frames with full frames.
Obviously, the algebra D of a general frame F, D is a positive modal algebra, the positive modal algebra associated with the general frame; we denote it also by A ( F, D ) . Every model F, V determines a general frame, the general frame F, D V , where D V is the positive modal algebra defined by {V (ϕ) : ϕ ∈ F m} in the obvious way.
A valuation on a general frame F, D is just a valuation V on F such that for every propositional variable p, V (p) ∈ D. The extension to every formula of a valuation on a general frame F, D turns out to be a function from the set of formulas into D. If V is a valuation on a general frame F, D , F, D, V is called a model on the general frame F, D . The notions of formula and of sequent true at a point of a general frame, formula and sequent valid in a model on a general frame, the notions of formula and sequent valid in a general frame and the notions of formula and sequent valid in a point of a general frame are defined analogously as the corresponding notions for frames by restricting to the valuations on the general frame. We will use the notations F, D |= ϕ and F, D |= Γ ϕ to mean that ϕ is valid in F, D and that Γ ϕ is valid in F, D , respectively, and if S is a normal deductive system, F, D |= S means that F, D |= Γ ϕ for every Γ ϕ ∈ S. Moreover, given a frame F, D and one of its points x, F, D , x |= ϕ and F, D , x |= Γ ϕ will mean that ϕ and Γ ϕ are valid at x in F, D .
Given a general frame F, D the behavior of the function ε X from X into the set X(D) of prime filters of D defined by
for each x ∈ X, is crucial and can be used to define the descriptive frames. 
The first example of descriptive general frame is the general frame F (A) , β (A) associated with a positive modal algebra, as we prove below. Another example of descriptive frame is the canonical general frame determined by the canonical model of a normal deductive system, which is defined in [6] .
Proposition 3.3 The general frame F (A) , β (A) associated with a positive modal algebra A is descriptive.
Proof. It is clear that ⊆ is a partial order and it is immediate to see that ε X(A) is an order isomorphism. That it is onto follows from standard results on distributive lattices. To see that condition
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Hence, σ A (a) ∈ ε X(A) (Q) and a ∈ Q. We conclude that 2 −1 (P ) ⊆ Q. Similarly we can see that Q ⊆ 3 −1 (P ). Now we will proceed to recast the notion of descriptive frame in topological terms. If a structure X, ≤, R, D is such that: (1)-(4). Thus we can identify the descriptive frames with Priestley spaces with a binary relation that verify conditions (1), (3) and (4) above. We shall see in Propositions 3.4 and 3.6 that these conditions can be simplified.
We say that a general frame F, D is R-compact if for each x ∈ X the set R (x) is a compact set in the topology T D . We say that a relation R defined on a Priestley space X, ≤, D is closed if for all x ∈ X, R (x) is a closed set. We will denote by Y the closure of a subset Y of X.
Proposition 3.4 Let F, D be a general frame such that X, ≤, D is a Priestley space. Then the following conditions are equivalent: 1. R is closed and for all
, ε X (y)) ∈ R D and x ∈ 2 R (U ), then y ∈ U , which is impossible. If y ∈ R 3 (x), by a similar argument, we obtain also a contradiction.
3 ⇒ 1. We prove first that R 2 (x) ∩ R 3 (x) ⊆ R(x); the other inclusion always holds. Assume that y ∈ R 2 (x) ∩ R 3 (x). Then there exists z 1 , z 2 ∈ X such that
. Then, it is easy to check that (ε X (x) , ε X (y)) ∈ R D . It follows from the assumption 3 that (x, y) ∈ R. Therefore y ∈ R (x) . We now prove that R (x) is closed. Suppose that y ∈ R (x) and y / ∈ R (x). By the assumption 3., (ε X (x) , ε X (y)) ∈ R D . So, there exists U ∈ D such that 2 R (U ) ∈ ε X (x) and U / ∈ ε X (y), or there exists V ∈ D such that V ∈ ε X (y) and 3 R (V ) / ∈ ε X (x). In the first case R (x) ⊆ U and y ∈ U c . It follows that R(x) ∩ U c = ∅ and y ∈ U c , which is impossible, because y ∈ R (x). In the other case, y ∈ V and R(x) ∩ V = ∅, which is Guided by the above result we can introduce the following definition:
where R is a binary relation on X, is a K + -space if: We proceed now to prove that descriptive frames and K + -spaces are the same objects. Given a structure X, ≤, R , we notice that condition
Proposition 3.6 Every
Proof. By Proposition 3.4, it is enough to prove that X, ≤, R is a frame, that is, that for every
To prove the first inclusion, suppose that y ∈ R ([x)) and y / ∈ [R (x)). Then, since R (x) is closed, by a compactness argument, there exists U ∈ D such that R (x) ⊆ U and y / ∈ U.
On the other hand, since y ∈ R ([x)), there is an element z ∈ X such that
Then, ε X (x) ⊆ ε X (z), and since 2 R (U ) ∈ ε X (x), because R (x) ⊆ U , we get 2 R (U ) ∈ ε X (z). Then y ∈ R (z) and y ∈ U , which is impossible. Now we prove that R ((x]) ⊆ (R (x)] . Let us suppose that y ∈ R ((x]) and that y / ∈ (R (x)]. Then, as R (x) is closed, by a compactness argument, there exists U ∈ D such that R (x) ∩ U = ∅ and y ∈ U.
As y ∈ R ((x]), there exists z ∈ X such that y ∈ R (z) and z ≤ x. So, ε X (z) ⊆ ε X (x), and since
, which is not possible, because y ∈ R (z) ∩ U . Thus, y ∈ (R (x)]. According to the corollary we will use indistinctly the expressions "descriptive general frame" and "K + -space". Now we will introduce the notion of p-morphism between K + -spaces. As it is well known, under Priestley's duality, homomorphisms between bounded distributive lattices correspond to monotonic continuous functions between its associated Priestley spaces. In our case, homomorphism between positive modal algebras will correspond to p-morphism between its associated K + -spaces. According to the relation between K + -spaces and the relational Priestley spaces in [14] stated before, the natural definition of p-morphism is the following one which combines in clause 3 conditions (4) and (5) in the definition of bounded morphism in page 192 of [14] .
Since (4) is equivalent to saying that f is continuous.
The following two propositions hold because the spaces are relational Priestley spaces ( [14] ). The implications from left to right are proved in [14] , we give them for completeness sake. 
, is a homomorphism of positive modal algebras.
Proof. To prove the implication from left to right, we only prove that
To prove the other implication let (x, y) ∈ R 1 . We shall prove that (f (x), f(y)) ∈ R 2 . This is equivalent to prove that (
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Since R 1 is closed and X is compact, there exist {U z1 , U z2 , . . . , U zn } such that
But since y ∈ R 1 (f (x)), y ∈ U , which is a contradiction. Thus there exists z 1 ∈ X 1 such that (x, z 1 ) ∈ R 1 and f (z 1 ) ≤ y. The proof of the existence of the element z 2 is similar.
Proposition 3.10 A function h : A → B is a homomorphism between two positive modal algebras iff the function F (h) : X(B) → X(A) defined by
F (h)(P ) = h −1 (P ),
for each P ∈ X(B), is a p-morphism from the space F(B), β(B) into the space F(A), β(A) .
Proof. First we prove the implication from left to right. Condition 1 of Definition 3.8 is obvious and condition 4 is easily obtained. Condition 2 holds because from (P, Q) ∈ R B it follows that (h −1 (P ), h −1 (Q)) ∈ R A . To prove condition 3, let P ∈ X (B) and Q ∈ X (A). Assume that
We prove that 
Suppose the contrary. Then there are elements 2a ∈ P and b /
∈ Q such that a ≤ h (b). Then, 2a ≤ 2h (b) = h (2b),
Now, we prove that
If we suppose the contrary, there exist elements a ∈ Q and 3b / ∈ P such that h (a) ≤ b. Since 3 is monotonic and h is a homomorphism 3h (a) = h (3a) ≤ 3b. Then 3b ∈ P , which is impossible. Therefore, there is a prime filter Z such that Q ⊆ h −1 (Z) and Z ⊆ 3 −1 (P ). Using Lemma 2.1 a prime filter D 2 can be obtained such that
To prove the other implication Proposition 3.9 has to be used as well as the facts that σ A is an isomorphism between A and β(A), σ B are isomorphisms between A and β(A) and B and β(B), respectively, and that for a ∈ A, σ −1
B (A(F (h))(σ A (a))) = h(a).
¿From Priestley's duality for bounded distributive lattices the next proposition follows. 
Proposition 3.11 Let h be an homomorphism from a positive modal algebra A into a positive modal algebra B, and let f be a p-morphism from a K
+ space F 1 , D 1 into a K + space F 2 , D 2 .
If h is one to one, then F (h) is onto X(A). 2. If h is onto B, then F (h) is one to one. 3. If f is one to one, then
By an abuse of notation, we shall also denote by K + the category with positive modal algebras as objects and homomorphisms of positive modal algebras as arrows. The category with K + -spaces (or descriptive frames) as objects and p-morphisms as arrows will be denoted by 
Some useful properties
In this subsection we prove some properties which will be necessary in the next section. The ideas and techniques are extensions of techniques in Goldblatt's [15] .
Throughout this subsection when we consider a frame F = X, ≤, R we shall assume that the relation ≤ is a partial order.
Let X, ≤ be a partial order. For every binary relation R on X we define inductively two functions 2 n R : P i (X) → P i (X) and 3 n R : P i (X) → P i (X) by means of
It is easily seen by induction that for every n, 2
We also define for a binary relation R on a set X, the relation R n inductively as follows: R 0 = Id X and R n+1 = R n • R, where Id X is the identity relation on X. Then it is not difficult to show by induction that for every n, 2 R n (U ) = 2 n R (U ) and 3 R n (U ) = 3 n R (U ). Lemma 3.12 Let F be a frame. Then for every n > 0
In the future we will use this lemma without mention. The next proposition has an straightforward proof. Proposition 3.13 Let F be a frame. Then, for all U ∈ P i (X),
Lemma 3.14 Let F, D be a K + -space. Then:
Proof. The proof of each condition is by induction on n.
1. If n = 1, it is easy to see that the implication from left to right holds. The other implication follows from condition 2 in Lemma 2.1 and the condition of being a K + -space. Suppose now that the result holds for n and that 2
y). Let us consider the set
We prove that 2
On the contrary, let U ∈ 2
, which is impossible. Now, by the Birkhoff-Sone theorem there exists P ∈ X (D) such that 2
R n (P ) ⊆ ε X (y). As the function ε X is onto, P = ε X (z), for some z ∈ X. Therefore 2
. This implies that (x, z) ∈ R 2 and (z, y) ∈ (R 2 ) n , i.e., (x, y) ∈ (R 2 ) n+1 . The other implication is immediate. 2. If n = 1, it is easy to check that the implication from left to right holds. By condition 3 of Lemma 2.1 and the condition of being a K + -space the other implication follows. Suppose now that the result holds for n and assume that ε (y) ⊆ 3
Let us consider the filter F (3 R ε X (y)) and prove that
If we assume the contrary, there exists U ∈ ε X (y) and
, which is impossible. Then, by the Birkhoff-Stone theorem and since F, D is descriptive, there exists z ∈ X such that ε X (y) ⊆ 3
3 . The proof of the other implication is straightforward.
3. For n = 0 it holds because R 0 and R 0 D are both the identity relation and x = y iff ε X (x) = ε X (y). The inductive step is straightforward. 
Proof. Let y ∈ (R 2 ) n (x) and suppose that y / ∈ (R 2 ) n (x). By Lemma 3.14, 2
n (x) is closed. To see that it is increasing, if y ≤ z and y ∈ (R 2 ) n (x), then xR n u and u ≤ y for some u.
. Then, by Lemma 3.14, there exists U y ∈ D such that (R 3 )
n (x) ∩ U y = ∅ and y ∈ U y . This readily implies that y / ∈ (R 3 ) n (x). So (R 3 ) n (x) is closed. By an argument similar to the one given in the proof of 1 it is clear that this set is decreasing.
Lemma 3.16
Let F, D be a descriptive frame. Then for all G ∈ P i (X) we have:
n (x), by Lemma 3.15, V x ∈ C i (X), and since x ∈ 2 R n (V x ), then x ∈ {2 R n (V ) : V ⊆ G and V ∈ C i (X)}; the other inclusion follows from the monotonicity of 2 R n . Now we prove that
The other inclusion follows by the monotonicity of
The other inclusion follows from monotonicity. Now we prove that
By monotonicity the other inclusion is immediate.
d-persistent Deductive Systems
In this section we shall investigate the deductive systems that are d-persistent. A normal deductive systems S is said to be d-persistent if for every general descriptive F, D such that F, D ¯Γ ϕ, then F¯Γ ϕ. In the same way we can define the notion of d-persistent formula. We note that to determine which sequents are d-persistent is equivalent to determine which inequalities in the language {∨, ∧, 2, 3, , ⊥} are preserved in passing from a positive modal algebra A to its canonical extension E c (A).
The interest of investigating d-persistent sequents lies in the fact that the normal deductive system S Γ corresponding to a set of d-persistent sequents Γ is frame complete. The reason is that the sequents in Γ are valid in the canonical general frame of S Γ and then by d-persistency are valid in the canonical frame.
Related results on d-persistency but for distributive lattices with join-hemimorphisms (operators of 3 type) can be found in [13] . There it is proved that for these lattices any inequality that holds in one of them holds in its canonical extension. Our results deal with two modal operators (one 2 and one 3) and are more general.
Let A be a positive modal algebra. A formula ϕ (p 1 , p 2 , ..., p n ) induces a polynomial function ϕ A : A n → A defined recursively by means of the following clauses:
We shall say that a formula ϕ ∈ F m is valid in an algebra A, in symbols A¯ϕ, iff ϕ A (a 1 , a 2 , . .., a n ) = 1 for all a 1 , a 2 , ..., a n ∈ A. Similarly, an inequation ϕ º ψ is valid in A, in symbols A¯ϕ º ψ, iff ϕ A (a 1 , a 2 , . .., a n ) ≤ ψ A (a 1 , a 2 , ..., a n ), for all a 1 , a 2 , ..., a n ∈ A. Finally, we shall say that a sequent Γ ϕ is valid in A, in symbols A¯Γ ϕ, iff A¯ Γ º ϕ. Notice that with the above definitions a
. . , U n ) = X, and a sequent Γ ϕ such that the variables occurring in its formulas are among p 1 , . . . , p n is valid in a general frame
. . , U n ). We shall say that a formula ϕ is a 2-string iff ϕ = 2 n p, for some n ∈ ω and some p ∈ V ar. Similarly, ϕ is a 3-string iff ϕ = 3 n p, for some n ∈ ω and some p ∈ V ar. The following subsets of formulas in the positive modal language will be considered: P 2 = {ϕ ∈ F m : the only ocurrences of 3 in ϕ are within some 3-string} P 3 = {ϕ ∈ F m : the only occurrences of 2 in ϕ are within some 2-string} .
Let F = X, ≤, R be a frame and let ϕ(p 0 , . . . , p n−1 ) ∈ F m. By convenience we shall write 
Proof. By induction, using that if U ⊆ V are increasing subsets of the domain of a frame, then 2 R (U ) ⊆ 2 R (V ) and 3 R (U ) ⊆ 3 R (V ). Proof. The proof is by induction on the complexity of ϕ.
If ϕ is a propositional variable it follows because any open increasing set is equal to the union of all elements of D included in it. If ϕ is
or ⊥ there is nothing to prove since ∅ and X are both open increasing sets.
If ϕ is a conjunction or a disjunction it follows from the inductive hypothesis using the monotonicity of positive modal formulas (Lemma 4.1).
If ϕ = 3α, we have to prove that 3α (. . . , U, . . .) = U⊇G∈D (3α) (. . . , G, . . .). This readily follows by the the inductive hypothesis and the fact that 3 R distributes over arbitrary unions.
If ϕ = 2α, we shall prove that
)) .
By Lemma 3.16 and the fact that, by inductive hypothesis, α(. . . , U, . . .) is increasing, we have
, and since V is closed, the α (. . . , G, . . .)'s are, by inductive hypothesis, open increasing and the space is compact, there exist and V ⊆ α (. . . , G 1 , . . .) ∪ . . . ∪ α (. . . , G n , . . .) . By ⊆ α (. . . , G 1 ∪ . . . ∪ G n , . . .) α (. . . , G 1 , . . .) ∪ . . . ∪ α (. . . , G n , . . .) ) . 2 R (α (. . . , G, . . .) ), as desired. The other inclusion follows simply by monotonicity of 2 R .
Thus x ∈ U⊇G∈D
2. If ϕ is a propositional variable, the condition follows because any closed increasing set is the intersection of all elements of D in which it is included. Moreover, if ϕ is or ⊥ then there is nothing to prove because ∅ and X are closed increasing. If ϕ is a conjunction or a disjunction, it follows by the inductive hypothesis and the monotonicity of positive modal formulas (Lemma 4.1). If ϕ = 2α, then it follows form the inductive hypothesis and the distribution of 2 R over arbitrary intersections. To conclude the proof, if ϕ = 3α we have to prove that
Then, since, by inductive hypothesis, the sets α (. . . , G, . . .) are closed increasing and the space is compact, there are
Thus, x ∈ (3α) (U ) . The other inclusion follows by monotonicity of 3 R . F, D be a descriptive frame and ϕ(p 0 , . . . , p n−1 ) ∈ F m. Then: ϕ ∈ P 2 , then for all U 0 , . . . , U i−1 , U, U i+1 , . . . , U n−1 ∈ P i (X),
Corollary 4.3 Let
1. If ϕ ∈ P 3 , then for all U 0 , . . . , U i−1 , U, U i+1 , . . . , U n−1 ∈ P i (X), ϕ (. . . , U, . . .) = U⊇V ∈Ci(X) ϕ (. . . , V, . . .) .
If
Proof. 1. By induction. If ϕ is a propositional variable, it follows from the facts that for every U ∈ P i (X), U = y∈U [y) and the sets of the form [y) are closed increasing. If ϕ is ⊥ or it is obvious. If ϕ is of the form 2 n p i for some n > 0 then, by Lemma 3.16,
If ϕ is a conjunction or a disjunction it follows by inductive hypothesis and the monotonicity of positive modal formulas. Finally, if ϕ = 3α, it follows by inductive hypothesis and the distributivity of 3 R over arbitrary unions. 2. We only prove the case of ϕ = 3 n p i . By Lemma 3.16 we have:
For expository reasons we only formulate the following corollary for formulas with at most one variable, but it holds in general.
Corollary 4.4 Let
Proof. First apply Corollary 4.3 and then Theorem 4.2.
Theorem 4.5 1. Any positive modal formula is d-persistent. 2. Any sequent ϕ ψ such that
Proof. We prove it for formulas with one variable, but it holds in general.
1. Let F, D be a descriptive frame such that F, D ¯ϕ. Let U ∈ P i (X). By the monotonicity of positive modal formulas it is clear that for all
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As ψ ∈ P 2 , by Corollary 4.4,
, by (4.1) and (4.2), ϕ (U ) ⊆ ψ (U ). Therefore we conclude that F¯ϕ ψ. The proof of 2. is similar.
A Sahlqvist sequent is a sequent Γ ϕ such that Γ is a formula in P 3 . Condition 2 of the theorem says that Sahlqvist sequents are d-persistent. In the next section we prove a result on Sahlqvist sequents from which it also follows that Sahlqvist sequents are d-persistent; the result says that the validity of a Sahlqvist sequent Γ ϕ in a descriptive general frame is equivalent to the satisfaction in the frame of a first-order sentence in the language {R, ≤} effectively associated with Γ ϕ, and that the validity of Γ ϕ in a full frame is equivalent also to the satisfaction on the frame of the same first-order sentence in the language {R, ≤} effectively associated with Γ ϕ.
A Sahlqvist Theorem
The Sahlqvist Theorem for the standard semantics of Kripke frames is an inmediate consequence of the Sahlqvist Theorem for classical modal logic. If we want to prove its version for the semantics considered in this paper, the fact that the only valuations allowed in this semantics are the valuations that take as values increasing sets introduces a new feature to be accounted with when obtaining first-order correspondents for the negation-free modal sequents: the first-order language has to be of type {R, ≤}.
Let T be the first-order theory in the language of type {R, ≤} axiomatized by the sentences that express that ≤ is a quasi-ordering plus the sentences that describe the relationship between the relation of a frame and its quasi-ordering (conditions 1, 2 in the definition of frame). Given a Salqhvist sequent Γ ϕ consider the first-order formula Φ(Γ ϕ) obtained by the following procedure. Obtain first the first-order correspondent Ψ of the formula Γ → ϕ applying to it the standard algorithm but considering the operators 2 and 3 as independent. Then obtain Φ(Γ ϕ) by substituting in Ψ, R 2 = R • ≤ for the relation corresponding to 2 and
for the relation corresponding to 3 (writting it properly in the first-order language). It turns out that with many Salqhvist sequents Γ ϕ the first-order formula obtained by the algorithm provided by our proof of the Sahlqvist Theorem for PML is equivalent, modulo the first-order theory T , to the formula Φ(Γ ϕ), and, so, this last formula is also a first-order correspondent of the sequent Γ ϕ for the semantics of the present paper. But the procedure described does not work in general, for instance the firstorder formula that corresponds to the sequent 3p p is ∀xy(Rxy → y ≤ x) and the formula obtained by the procedure described is ∀xy(∃z(Rxz∧y ≤ z) → x = y) which is not a first-order correspondent for 3p p. Moreover, in the cases where it works, the algorithm provided by our proof gives usually a simpler first-order correspondent; for instance, the first-order correspondent for 32p p given by the algorithm provided by our proof gives the formula ∀xy(Rxy → ∃z(Ryz ∧ z ≤ x)) while the formula obtained by the other method is ∀xy(∃z(Rxz ∧ y ≤ z) → ∃z (Ryz ∧ z ≤ x) ).
An R 2 -term in the variable z is a union of terms of the form R n 2 (z), for n > 0, or of the form [z) or of the form ∅.
Each R 2 -term T (z) in the variable z corresponds to a first-order formula α T (x, z) in the language with similarity type {R, ≤} in the following sense. For every general frame F, D and every a,
This follows by observing first that R Notice that in every frame F, D , for each a ∈ X and every R 2 -term T (z), the set T (a) = {b ∈ X : F |= α T [b, a]} is a closed increasing set. We need this fact in order to be able to apply Theorem 4.2; for this reason we use R 2 instead of R. 
Proof. By an easy induction.
A formula is united if it is obtained from 2-strings, and ⊥ using only ∧ and 3. Notice that the formulas in P 3 are equivalent to disjunctions of united formulas. ϕ is ⊥, then a ∈ ϕ(U 0 , . . . , U n−1 ) iff a = a. In all these cases, to obtain the statement we are proving we have to use ∅ as an R 2 -term to be included in all the U k not eplicitly considered on the right of the 'iff'. Now if ϕ is ψ ∧ δ, then a ∈ ϕ(U 0 , . . . , U n−1 ) iff a ∈ ψ(U 0 , . . . , U n−1 ) and a ∈ δ(U 0 , . . . , U n−1 ). By inductive hypothesis we have that this holds iff ∃z 0 . . In the following we will write ∃z 0 . . 
Proof. Let p 0 , . . . , p n−1 be variables among which the variables occurring in the sequent ψ ϕ occur. We do the proof for the case when ψ is united. The general case is similar. Let F, D be a general frame which is descriptive or full and let a ∈ X. Then, using Lemma 4.7, there are R 2 -terms T 0 , . . . , T n−1 and a possibly empty conjunction θ of formulas of the forms Rzu, u = u, and u = u such that
In the case of a descriptive frame the last equivalence follows from part 2 of Theorem 4.2 and in the case of a full frame it follows by the monotonicity of ϕ and the fact that for a closed increasing set T , {Z ∈ D : T ⊆ Z} = T . Now, by Lemma 4.6, there is a first order formula β(x, . . .) that is satisfied by a iff a ∈ ϕ(T 0 , . . . , T n−1 ). Therefore, the formula ∀z 0 . . . z k (θ → β) is the desired one. that for every general frame F, D which is a descriptive frame or a full frame, and every a ∈ X,
Proof. If Γ ψ is a Sahlqvist sequent, then Γ is equivalent to a disjunction of united formulas and we can apply last theorem.
Sequent axiomatic classes of frames
In this section we use Duality theory to obtain for Positive Modal Logic the analogue of the well known Goldblatt-Thomason's theorem on modal definability for elementary classes of Kripke frames. For this purpose we need to introduce the necessary operations on frames that will be defined in the straightforward way.
The Goldblatt-Thomason's theorem for intuitionistic logic was proved by P.H. Rodenburg in [23] . In a sense our result can be seen as a combination of this result with the classical one, but since we do not have an intuitionistic conditional, the operations on frames we consider are not obtained by taking the suitable ones for the intuitionistic case and adding some extra conditions to deal with the modal operators. Weaker conditions are enough. For example, in the case of generated subframes we do not impose that the universe of the generated subframe is closed under the quasi-ordering and in the case of p-morphisms we do not impose the typical condition for the intuitionistic case: if f (x) ≤ 1 y, then there is z ∈ X 1 such that x ≤ 1 z and f (z) = y.
Operations on frames p-morphisms
Let F 1 and F 2 be frames. A function f : X 1 → X 2 is a p-morphism if it verifies conditions 1, 2 and 3 in Definition 3.8. An embedding from F 1 into F 2 is an injective function f : X 1 → X 2 such that
Notice that an embedding of frames is also a p-morphism. An isomorphism between frames is a surjective embedding of frames.
The proof of the next lemma is routine. It is like the proof of the analogous lemma for classical modal logic. 
. Then for any formula ϕ, and any
The next consequence follows. Generated subframes
. A frame F 1 is a generated subframe of a frame F 2 if it is a subframe and the following condition holds:
GS If x ∈ X 1 and (x, y) ∈ R 2 then there are z 1 , z 2 ∈ X 1 such that z 1 , z 2 ∈ R 1 (x), z 1 ≤ 2 y and y ≤ 2 z 2 .
Notice that if a structure F 1 = X 1 , ≤ 1 , R 1 is a substructure of a frame F 2 = X 2 , ≤ 2 , R 2 and condition GS holds then the structure is a frame. A model F 1 , V 1 is a generated submodel of a model F 2 , V 2 if F 1 is a generated subframe of F 2 and for each propositional variable p, V 1 
The proof of the next lemma is like the proof of the analogous lemma for classical modal logic.
Lemma 5.3
Let F 1 , V 1 be a generated submodel of F 2 , V 2 . Then for any formula ϕ, and any x ∈ X 1 ,
An analogous condition holds for sequents.
As a consequence we have the next proposition. 
Disjoint unions
Let {F i : i ∈ I} be a family of frames. Notice that if i = j, {i} × X i and {j} × X j are disjoint. Consider the set X = i∈I {i} × X i and define the relations R and ≤ on it by
It is easily checked that the structure X, ≤, R is a frame. It will be denoted by i∈I F i and it is called the disjoint union of the family
The next proposition is a straightforward consequence of the definitions involved. 
An analogous condition holds for formulas.
We will need the following interesting fact.
Proposition 5.8
For any family of frames {F i : i ∈ I}, the algebra A( i∈I F i ) is isomorphic to the algebra i∈I A(F i ).
Proof. The isomorphism is given by the function F defined by
for each Z ⊆ i∈I ({i} × X i ) and every i ∈ I. Clearly this function is a bijection between i∈I {i} × X i and i∈I P i (X i ). The reader can check that it is an isomorphism.
Prime extensions
The prime extension of a frame F is the frame E p (F ) = F (A(F )), that is, E p (F ) = X(P i (X)), ⊆, R A(F ) , where X(P i (X)) is the set of prime filters of the distributive lattice of all the increasing subsets of X and for any two such prime filters P, Q
Given a model F, V , if we consider the valuation V p defined in the prime extension E p (F ) by V p (p) = {P ∈ X(P c (X)) : V (p) ∈ P }, for every p ∈ V ar, then we have the following lemma. Proof. The proof is by induction on the complexity of ϕ. We consider only the case 2ϕ. The case 3ϕ is similar and the other cases are easy. If V (2ϕ) ∈ P and (P, Q) ∈ R p then, as 2 R (V (ϕ)) ∈ P , V (ϕ) ∈ Q. Therefore, by the inductive hypothesis, Q ∈ V p (ϕ). Hence P ∈ V p (2ϕ). For the other direction suppose that V (2ϕ) / ∈ P . The set 2
−1
R (P ) = {U ∈ P i ((X) : 2 R (U ) ∈ P } is a filter of P c (X). We prove that 2 −1 R (P ) ∩ (V (ϕ)] = ∅. Suppose the contrary. Then there exists U ∈ 2 −1 R (P ) such that U ⊆ V (ϕ). Then, 2 R (U ) ⊆ 2 R (V (ϕ)) = V (2ϕ) ∈ P , which is a contradiction. Therefore, by BirkhoffStone's theorem there is a prime filter Q ∈ X(P i (X)) such that 2 −1 R (P ) ⊆ Q and V (ϕ) / ∈ Q. By 2 of Lemma 2.1 there is Z ∈ X (P i (X)) such that (P, Z) ∈ R D and Z ⊆ Q. Since V (ϕ) / ∈ Q, V (ϕ) / ∈ Z and by inductive hypothesis Z / ∈ V p (ϕ). Therefore P / ∈ V p (2ϕ).
¿From the lemma the next proposition easily follows. Proof. If V is a valuation on F and a ∈ X is such that ϕ is false at a then consider the prime filter P = {U ∈ P i (X) : a ∈ U }. The formula ϕ is false at P in the model E p (F ), V p . An analogous reasoning applies in the case of sequents.
A Goldblatt-Thomason Theorem
Let F, D be a general frame. We can associate with it a first-order language whose non-logical symbols are two binary relational symbols, ≤ and R, and for each set U ∈ D a predicate symbol P U . We can view the general frame as a first-order structure = X, ≤, R , P U : U ∈ D where ≤ is the quasi ordering of F , R is its accessibility relation and for each U ∈ D, P U = U . It is not difficult to see that if a first-order structure = Y, ≤ , R , P U : U ∈ D is elementarily equivalent to the first-order structure associated with a general frame F, D , then the structure Y, ≤ , R , {P U : U ∈ D} is a general frame. This happens because the conditions "≤ is a quasi ordering", "(≤
and "P U is increasing" are first-order. Moreover, since D is a positive modal algebra, the first-order structure of F, D satisfies sentences that force {P U : U ∈ D} to be a subalgebra of the positive modal algebra P i (Y ).
The following lemma has a standard proof that only adapts to the preset setting the usual proof of the corresponding lemma for classical propositional modal logic. In fact it can be seen as a combination of the classical proof and the proof of the analogous lemma in [23] for the intuitionistic case. Proof. Let F = X, ≤, R be a frame and consider an ω-saturated elementary extension = X , ≤ , R , P U : U ∈ P i (X) of the first-order structure (F ) associated to F, P i (X) . Then the frame F = X , ≤ , R is elementarily equivalent to F . Define now the function f from X into the set X(P i (X)) of all prime filters of the positive modal algebra P i (X), whose elements are all the increasing subsets of X, by f (a) = {U ∈ P i (X) : a ∈ P U }.
Since is elementarily equivalent to (F ), it follows that for each a ∈ X , f (a) is a prime filter. Moreover f is onto X(P i (X)). To see it let P ∈ X(P i (X)) and consider the set of first-order formulas Γ = {P U z : U ∈ P } ∪ {¬P U z : U ∈ P i (X) \ P }. This set is finitely satisfiable in . By ω-saturation it is satisfiable. If b ∈ X satisfies Γ, then f (b) = P . To prove that f is a p-morphism we obtain using that the sets P U are ≤ -increasing that f is monotonic. Moreover, it is not difficult to see, using that and (F ) are elementarily equivalent, that if aR b, then f (a)R p f (b). Assume now that f (a)R p P , where P ∈ X(P i (X)). The sets ∆ 1 = {P U z : U ∈ P } ∪ {Raz} and ∆ 2 = {¬P U z : U ∈ P i (X) \ P } ∪ {Raz} are easily seen to be finitely satisfiable in . By ω-saturation, let b, c ∈ X that satisfy ∆ 1 and ∆ 2 , respectively. Then f (c) ⊆ P ⊆ f (b).
We have now at our disposal all the necessary ingredients to give the proof for PML of Goldblatt-Thomason's Theorem. For completeness sake we give the proof but the argument is entirely analogous to the one usually given for the corresponding result for classical propositional modal logic. To prove the other implication let
Let us see that Fr(T ) = K. If F ∈ Fr(T ) we first consider the class of algebras
The variety V generated by K + is HSP(K + ). As K is closed under disjoint unions, K + is closed under direct products. This follows from Proposition 5.8. So V = HS(K + ). Since F ∈ Fr(T ), it is not difficult to see that its associated algebra A(F ) satisfies the equations that hold in K + . Therefore A(F ) ∈ HS(K + ). Let F 1 ∈ K and B a subalgebra of A(F 1 ) be such that A(F ) is an homomorphic image of B. By the previous lemma let F 2 be a frame that is elementarily equivalent to F 1 and the prime extension E p (F 1 ) is a p-morphic image of F 2 . Since by assumption K is elementary, F 2 ∈ K. Therefore, since K is closed under p-morphic images, E p (F 1 ) ∈ K. Moreover, since B is a subalgebra of A(F 1 ), by duality (Propositions 3.10 and 3.11) we have that there is a p-morphism from F (A(F 1 )) onto F (B). Therefore, since F (A(F 1 )) = E p (F 1 ), F (B) ∈ K. But, since A(F ) is an homomorphic image of B, by Proposition 5.5, F (A(F )) = E p (F ) is isomorphic to a generated subframe of F (B). Therefore, E p (F ) ∈ K. Hence, as the complement of F is closed under prime extensions, F ∈ K.
