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The commercialization and the industries are incremented the
fuzzy logic implementations in common processes and machi-
nes [1], they are saying that these machines are intelligent sys-
tems [2]; however, a fuzzy control is only a nonlinear control
[3]; nevertheless, the knowledge of an expert can be used to
build the fuzzy control.
This paper shows a magnetic levitation system, this kind of
system has lower friction than the mechanical ones, so lessenergy must be used, some applications are the high speed
train and magnetic breaks, and it is possible to appreciate that
magnetic force is very important for the technological
development.
In [4] it is possible to see the design and implementation of a
magnetic levitation system, the control was with a feedback
linearization; however, the authors explain that the control is
sensible to model errors. By using this idea in [5] an external
loop with an integral part was used to reduce the steady-
state error, it was developed using the frequency response.
In the work of Challa [6] other control was developed to
control the magnetic levitation of an object in a determined
operation point, they were applied compensators in an analo-
gous way; here, the electronic development uses the optical
characteristics of sensors.
In the chapter 11 of [7] it is shown the design of an analog-
ical PID by using operational amplifiers, where it was not
needed an important economic investment.
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tem is tuned in order to improve the response in a levitation
system, in [9] the control used is also a fuzzy PID, a steady-
state error can be regarded in the results, the authors mention
that the problem was to tune the integral gain. In [10], where
there were used two control strategies, a classical PID [11]
with its fuzzy counterpart in two versions: a fuzzy P + I
+ D and a fuzzy PD + PI, the experimental results were pos-
sible with a OMRONFB-30AT (with a special processor for
algorithms FP 3000), here the authors had explained that the
best performance was by using the fuzzy P + I + D, due a
simplification in the multivariable structure as the decom-
posed fuzzy controllers presented in [12,13].
In [14] it was presented a comparison between the applica-
tion of a fuzzy control and a linear quadratic regulator for
magnetic levitation, in this paper the magnetic model is pre-
sented and it was used the Hilink platform board in the appli-
cation, the results show a better response for the fuzzy
controller due its robustness when a disturbance was pre-
sented, these results were to regulate the position not for track-
ing. In order to have tracking, the tuning of a PID by using a
linear quadratic regulator was presented in [15]. However, a
fuzzy control can be developed without having the mathemat-
ical model as Ishaque et al. [16] mentioned.
In order to improve the transient performance in magnetic
levitation, a two degree of freedom PID was presented by
Ghosh et al. [17] where two compensators were used to modify
the control robustness.
An application with radial basis function neural networks
was presented in [18] where an ARX model was tuned with
neural networks, and based in the model, a predictive control
was applied with a good accuracy, also it is possible to appre-
ciate its continuation in [19].
The aim of this paper is to implement an adaptive fuzzy
control for a magnetic levitation by using an electromagnet,
with a controller capable to track some trajectories, this con-
troller is an adaptive Mamdani PD, a similar control design
can be seen in chapter 6 of [3].
The actuator design was possible with a magnetostatics
analysis in ANSYS, this is a software that can predict the
physical characteristics and the response of real systems, so
this software is used in the development of physical products
in industry, this software can emulates mechanical systems,
electronic components, fluid, and electromagnets [22].
To simulate the electromagnet it was used the magnetic
core configuration, the coil current, and the number of turns.
The magnetic force is important for this kind of systems, in
[20] a similar analysis was shown and the control is a predictive
one that uses the nonlinear model.
The fuzzy control was implemented in a microcontroller
DsPIC that computes the error tracking to supply the required
voltage, by using other microcontroller and LabVIEW the
reference signal is selected and the movements measured are
plotted in a computer.
2. Materials and methods
To have an idea about the levitation system, its modeling is
now described, it helps to determine the discourses universes
used by the fuzzy controller; the levitation system is composed
by two parts, the actuator is a coil that supplied the magneticforce, and the entire model has the sphere and its reaction with
the magnetic field.2.1. Actuator design
The electromagnet has a core with a ‘‘T” shape, it is lam-
inated and built with silicon steel, the kind used in trans-
formers due its major magnetic permeability that produces
a better response for the hysteresis cycle; the laminated core
reduces the eddy current losses. The core shape selected was
due its capability of concenter the magnetic flow before its
dissipation to the opposite magnetic pole, and the reduced
dimension needed for the coil.
In Table 1 they are shown the values used to build the coil,
the wire characteristics were obtained from the specification
sheet given by the distributor, the reel dimensions can be seen
in Fig. 1. These values were used to get the model of the elec-
tromagnet in order to tune the fuzzy control used in the exper-
imental platform.
To have the theoretical coil parameters, the equations set
(1) was used
nc ¼ b=/;
nvpc ¼ a=/;
nvt ¼ ncnvpc;
LvpcðcÞ ¼ 4ððeþ 2fÞ þ j/Þ;
Lt ¼ Lvpcnvpc;
R ¼ LtRCU=S/;
ð1Þ
where nc is the number of layers, nvpc is the number of turns by
layer, nvt is the total of turns in the coil, Lvpc is the length of a
turn by layer, c is the layer number, j ¼ 0; 2; 4; . . . is an even
number that corresponds to the layer number, Lt it the total
length of the coil, R is the coil resistance, RCU is the copper
resistance and S/ is the transversal area section of the wire.
In Table 2 they are shown the theoretical parameters found
and the real values obtained in the electromagnet construction.
To analyze the magnetic force it was used ANSYS, the
specifications were: an empty sphere with 3 mm of thickness,
with a diameter of 60 mm, N= 1100 (number of turns in
the coil), I ¼ 2A (current applied). It is necessary to approach
the real system, therefore, it was used a structural steel for the
sphere and the magnet core in the model, this was in order to
have the more realistic results due the magnetostatic analysis
done. The simulation was for each millimeter in the operation
region to have a magnetostatic force curve and an inductance-
distance curve; these curves were used to build a mathematic
model, Fig. 2 shows a simulation for the model obtained.2.2. Magnetic force model
There are some approximations to compute the magnetic
force, they are shown four of them to approach the results
obtained by using ANSYS, due the CAD model is based in
the real actuator. The approximations used are the following:
Figure 2 ANSYS electromagnet analysis.
Table 2 Coil specifications.
Theoretic value Real value
nc ¼ 31 nc ¼ 29
nvpc ¼ 43 nvpc ¼ ½37 41
nvt ¼ 1333 nvt ¼ 1113
Lt ¼ 280 m Lt ¼ 224:39 m
R ¼ 9:56 X R ¼ 7:4 X
Figure 1 Reel dimensions.
Table 1 Actuator specifications.
Reel Wire
a ¼ 35 mm Gauge 20
b ¼ 25 mm / ¼ 0:812 mm
e ¼ 25:33 mm Imax ¼ 2 A
f ¼ 1:33 mm R ¼ 34 X=m
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Xe
i¼1
B2aidVi; ð2Þ
Fmðy; IÞ ¼ KðI=yÞ2; ð3Þ
Fmðy; IÞ ¼ KI2=y; ð4Þ
Fmðy; IÞ ¼ I2=ðanyn þ an1yn1 þ . . .þ a1yþ a0Þ ð5ÞEq. (2) describes the magnetic force by using a magnetic cir-
cuit, where it is used a sheet instead of a sphere, moreover, it
is considered a null fugue flow. In (2) l0 is the magnetic perme-
ability of free space, dy is the distance from the core to the bar,
e is the air gaps number, Bai is the magnetic flow density in the
air gap i, finally, dVi is the air gap volume i; now this equation
is developed.
From the Ampe´re’s law
fmm ¼
I
~Hð~rÞd~l ¼ Inet ¼ NI; ð6Þ
and now
fmm ¼
Xn
j¼1
Z
~Hð~rÞd~l ¼
Xn
j¼1
Z ~Bjð~rÞ
lj
d~lj; ð7Þ
they are used the following approximations:
~Bð~rÞd~l  j~Bð~rÞjjd~lj ¼ j~Bð~rÞjdl; ð8Þ
j~Bð~rÞj  wm
SðlÞ ; ð9Þ
by substituting (8) and (9) in (7), it is obtained
fmm ¼ wm
Xn
j¼1
Z
dlj
ljSðljÞ
; ð10Þ
here, the total reluctance is
R ¼
Xn
j¼1
Z
dlj
ljSðljÞ
; ð11Þ
thus
fmm ¼ wmR; ð12Þ
where fmm is the magnetomotive force, ~Hð~rÞ is the magnetic
field intensity, d~l is the path of integration, Inet is the total cur-
rent through the path of integration, N is the number of turns
in the coil, I is the current in the coil, n is the number of divi-
sions of the magnetic circuit, ~Hð~rÞ is the magnetic field density,
lj is the magnetic permeability of the reluctance j; m is the
magnetic flow, and SðljÞ is the transversal area section in func-
tion of the length of reluctance j.
If the transversal area section of the air gap i is Sai, the
magnetic flow density can be approached with (13)
j~Baið~rÞj  wm
Sai
¼ fmm
SaiRai
: ð13Þ
To determine the magnetic force, it was used the law of con-
servation of energy
dWmec ¼ dWelec  dWalm; ð14Þ
where dWmec is the mechanic work realized for the electromag-
net, dWelec is the energy supplied for the electric source when
the object is moving and dWalm is the change in the storage
of magnetic energy. This method is used if dWmec ¼ fbdy, and
it happens when dWelec. dWalm can be computed in terms of
dy, where fb denotes the magnetic force that produces the dis-
placement dy.
The change of the magnetic energy produced by the change
in the air gap volume is
Figure 3 Magnetic force approximations.
Figure 4 Inductance approximation.
2600 J.J. Herna´ndez-Casan˜as et al.dWalm ¼
Xe
i¼1
WmidVi ¼
Xe
i¼1
B2ai
2l0
dVi;
where e is the number of air gaps, dVi denotes the air gap vol-
ume i, and Wmi denotes the magnetic energy density for each
air gap, being
Wmi ¼ B
2
ai
2l0
:
As there exist an energy balance, if the object in levitation
has a displacement dy when the coil current has not variation,
i:e: the magnetic flow wm is constant, the electric energy sup-
plied to the coil will be null (as consequence of Faraday’s
law) [21],
dWmec ¼ fbdy ¼ 0 dWalm
thus,
fb ¼ dWalm=dy: ð15Þ
Now, by substituting dWalm in (15) it is obtained
fb ¼ 
1
2l0dy
Xe
i¼1
B2aidVi: ð16Þ
Finally, by applying (13) and (16) it is obtained an approx-
imation of the magnetic force generated.
In (3) and (4) it is noted that if y! 0 then Fm ! 0, in both
equations K is a constant to be determined; from Eq. (5) it is
possible to see that the term a0 avoids the problem mentioned
before; however, to find the polynomial coefficients it is
required to know Fm, to make this, the ANSYS simulations
[22] were used to compute (17), this software uses the Maxwell
equations as the starting point, and then, with a gridding pro-
cedure, a finite element method [23] is used to evaluate the
magnetic field in the space determined for simulation.
PðyÞ ¼ I2=Fmðy; IÞ;¼ anyn þ an1yn1 þ    þ a1yþ a0: ð17Þ
To find the inductance equation they were used the same
simulation results to approximate (18)
L ¼ LpðyÞ þ L0
LpðyÞ ¼ L L0
¼ bnyn þ bn1yn1 þ    þ b1yþ b0: ð18Þ
where L0 is the inductance without the sphere, that is the levi-
tation object. Fig. 3 shows the results obtained for the entire
displacement range of the sphere using the four
approximations.
From Fmðy; IÞ it is possible to see that: the response closer
to the ANSYS results were Eqs. (2) and (5), this last one
has a better accuracy due the polynomial was found with the
CAD simulation, whereas by using the magnetic circuit, the
result of Eqs. (3) and (4) have the inconvenient of implying
that if y! 0 then Fm !1.
The inductance estimation can be appreciated in Fig. 4, this
result was obtained by using the CAD simulations, so they will
be used Eqs. (5) and (18) to tune the PD controller.
2.3. Mathematical model
In Fig. 5 they are shown the mechanical and electrical schemes,
by using the second Newton’s law and the Kirchhoff voltages
law, they are obtainedMa ¼ Fg  Fm; ð19Þ
VðtÞ ¼ VR þ VL ð20Þ
where Ma is the inertia force, Fg is the sphere’s weight, Fm is
the magnetic force, VðtÞ is the voltage applied, VR is the volt-
age measured in the resistance and VL is the voltage generated
in the inductance (here the counter-electromotive force was
omitted) [24], thus the mathematical model is determined for
(21) and (22).
M
d2yðtÞ
dt2
¼Mg i
2ðtÞ
PðyðtÞÞ ; ð21Þ
VðtÞ ¼ RiðtÞ þ LðyðtÞÞ diðtÞ
dt
ð22Þ
where M ¼ 0:025 kg is the sphere weight, g ¼ 9:81 m/s2 is the
gravity constant, iðtÞ ¼ ½0–2:16 A is the range of applied elec-
trical current, PðyðtÞÞ is the polynomial used to describe the
magnetic force given by (17), VðtÞ ¼ ½0–16 V is the range of
voltage applied to the circuit, R ¼ 7–4 X is the coil resistance
that can varies due its heating, and LðyðtÞÞ is the electromagnet
inductance given by (18).
Figure 5 (a) Mechanical and (b) electrical schemes.
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equations
_x1ðtÞ ¼ x2ðtÞ; ð23Þ
_x2ðtÞ ¼ g x
2
3ðtÞ
MPðx1ðtÞÞ ; ð24Þ
_x3ðtÞ ¼ VðtÞ
Lðx1ðtÞÞ 
Rx3ðtÞ
Lðx1ðtÞÞ ; ð25Þ
where ½x1ðtÞ; x2ðtÞ; x3ðtÞT ¼ ½yðtÞ; _yðtÞ; iðtÞ.
2.4. Linearized model
By using the Jacobian Matrix [25] and linearizing in
x1ð0Þ ¼ yð0Þ due the nonlinearity in (25), we have the model
described by
_~x1ðtÞ ¼ ~x2ðtÞ; ð26Þ
_~x2ðtÞ ¼
_Pðyð0ÞÞg~x1ðtÞ
Pðyð0ÞÞ  2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g~x3ðtÞ
MPðyð0ÞÞ
s
; ð27Þ
_~x3ðtÞ ¼ VðtÞ
L0
 R~x3ðtÞ
L0
: ð28Þ
Being the position yðtÞ the output system and the input is
the voltage VðtÞ applied, by taking the Laplace transform,
the transfer function is
~yðsÞ
VðsÞ ¼
 2
L0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g
MPðyð0ÞÞ
q
s2  _Pðyð0ÞÞg
Pðyð0ÞÞ
 
sþ R
L0
  : ð29Þ
This system is unstable, their poles are in
s1;2 ¼ 136:21 31:86, and s3 ¼ ½37:27;53:47, in this last
pole, its variation depends on the evaluation of LðyðtÞÞ. It
means that it is difficult to control the sphere’s position close
to the electromagnet, i:e: when it is desired to have yðtÞ  0,
this problem can be solved if the distance is big enough, but
the magnetic force decreases with the distance.
For tuning the fuzzy controller and the inverse fuzzy model,
the linearized model (29) was used, in this paper the selection
of a gain gp in the inverse model was the key to adapt the fuzzy
PD with a learning machine as next section shows.3. Controller design
To control the levitation system, a model reference was used to
determine the desired behavior [3], this model is proposed
according to the system response, in this case, a second order
system was proposed to be the reference model due it is possi-
ble to specify the natural frequency xn and its damping coeffi-
cient f, this model reference is as a damping-spring system,
being its transfer function
ymðsÞ
yrðsÞ
¼ x
2
n
s2 þ 2fxnsþ x2n
;
where yrðsÞ is the reference signal, this reference model can be
seen as a filter applied to the reference signal in order to have a
smooth reference.
By applying the bilinear transform it is possible to find the
discrete transfer function in terms of f and xn, now the output
model is denoted as in (30)
ymðkÞ ¼
1
a
x2nT
2
s ðyrðkÞ þ 2yrðk 1Þ þ yrðk 2Þ  bymðk
 1Þ þ cymðk 2ÞÞ; ð30Þ
with the sampling time T, the constants are:
a ¼ T2x2n þ 4Tfxn þ 4;
b ¼ 2T2x2n  8;
c ¼ T2x2n  4Tfxn þ 4:3.1. Fuzzy PD
The control proposed is a variation of a fuzzy PD, in [27] it is
used a fuzzy PID, in that case the performance indices where
used to tune the controller, in this paper a model reference
[26] is used to modify the gains in the fuzzy control [3]; in
Fig. 6 it is shown the control scheme where the model reference
is used to compute the error in a discrete way, and the idea is
to approach the output yðkTÞ to the response of the reference
model ymðkTÞ by using a learning mechanism, being
eðkTÞ ¼ ymðkTÞ  yðkTÞ; ð31Þ
cðkTÞ ¼ eðkTÞ  eððk 1ÞTÞ
T
: ð32Þ
The first step is to execute the fuzzy controller to compute
the control signal VðkTÞ in order to get yðkTÞ ! ymðkTÞ as
k!1; the next step is to use the learning machine, it changes
the knowledge base of the fuzzy controller [28] by modifying
the fuzzy rules, this happens each time instant kT.
It is common to normalize the discourse universes, for
example between [0,1] for the control signal due non-
negative voltage will be applied to the system. Now, three
gains ge for the error, gc for the error derivative approach
and gv for the control signal (voltage), are used in the fuzzy
control in order to have these signals in their normalized dis-
course universes; for the model reference they are used
gye; gyc and gp, so it has the same inputs than the controller
has. To make fuzzy the input signals they were used 13 trian-
gular membership functions, so they were obtained 132 ¼ 169
fuzzy rules of the form:
If eðkTÞ is eE and cðkTÞ is eC; then vðkTÞ is eV
Figure 7 Membership functions.
Figure 6 Fuzzy controller with model reference.
2602 J.J. Herna´ndez-Casan˜as et al.where eE; eC and eV are linguistic variables represented by fuzzy
sets, the 13 membership functions used to evaluate eðkTÞ and
cðkTÞ are initially centered in zero and with a width of 1/6 in
the normalized space, for the control signal the range is [0,1]
so this signal can be scaled with [0, gv].
In this way, the gains mentioned above are selected in order
to do not saturate the control signal with ge. In an experimen-
tal way and without using the learning machine, the gain gc
was determined; finally, gv was determined to get the maximum
voltage as control signal. These values can be obtained from
the mathematical model (29).
An inverse fuzzy model is used with a similar structure to
the controller, in this case, 25 fuzzy rules were implemented
and they are shown in Fig. 7, this model has rules with the fol-
lowing form:
If yeðkTÞ is eYe and ycðkTÞ is eYc; then pðkTÞ is eP;
the same inputs for the controller are used in this case, here the
knowledge base for the inverse model Rinv 2 R1313 is given by
Rinv ¼
X6
i¼6
X6
j¼6
 ðiþ jÞ=12
where i; j 2 Z are the indices for eYc and eYe respectively.
To get the inverse model, two processes can be used to tune
the gains gye; gyc and gp:
1. The gain gye is selected to avoid that the signal yeðktÞ satu-
rates the first and the last membership functions, then it is
selected gp ¼ gv and it is proposed gyc ¼ 0. Now, by apply-
ing a step with a magnitude similar to the reference signal
to be applied, the system response is analyzed, here three
cases can occur:
 If they are inadequate oscillations, it is necessary to in-
crease gyc.
 If the system response is slower that the response of the
model reference, it is necessary to decrease gyc.
 If the system and the model reference have an adequate
behavior, the design is complete.
2. In many cases, the first procedure is enough, in this paper it
was necessary to tune the adaptation gain gp in the follow-
ing way. First, it is determined gp ¼ 0 (i:e: without the effect
of the learning machine) and it is simulated the control sys-
tem. With the system response, the inverse model gains aredetermined in order to avoid the saturation in the discourse
universes, then by increasing gp it is considered the system
response, if the system begins to oscillate, the inverse model
gains gye and gyc need to be changed.
It was used a singleton fuzzification, the minimum operator
denotes the intersection between fuzzy sets, the implication
operator was used to evaluate each rule, and the center of
gravity was applied in the defuzzification [29]; a similar proce-
dure to the shown in chapter 6 of [3] is presented in this paper,
in this way, it is produced a small change in the controller
gains.
The gains values used are ge ¼ 1=0:03 in order to have a
universe of discourse for eðkTÞ between [0.03,0.03], this
was made due the physical restrictions in the plant; the gain
gc ¼ 1=0:68 to normalize the membership functions used for
cðkTÞ between [0.68,0.68]. The voltage used for simulation
was 16 V and it implies gv ¼ 16 in order to have a maximum
current of 2.16 A; because in the mathematical model it was
neglected the electrical resistance due the heating in the coli
core, it was proposed gv ¼ 17. For the inverted model, the
gains used were gye ¼ 1=0:03; gyc ¼ 1=0:68; finally, for the
fuzzy controller, by increasing gp from zero it was proposed
to have gp ¼ 0:15gv.
However, the closed-loop performance is enhanced if it is
considered the delay presented in the system, for this reason,
it was used the Eq. (33) to modify the knowledge base, here
d denotes some sampling times until vðkTÞ can affect the out-
put system and bm is the center of the activated membership
function, here d ¼ 5.
3.2. Rules update
To update the knowledge base, it is necessary to change the
control signal by using pðkTÞ. If bm is the center of the mem-
bership function fired with the actual inputs, and if the mem-
bership functions are symmetric; the modification is given for
Characterization and fuzzy model reference control 2603a displacement of the centers bm of the membership functions
fired in the fuzzy control, it is made in two steps:
1. It is found the activated membership functions in the con-
troller, i:e:
liðeðkT dTÞ; cðkT dTÞÞ > 0; ð33Þ
it means that a control signal affects the output system after
dT seconds.
2. It is modified only the center of the fired membership func-
tions in the rules base by using
bmðkTÞ ¼ bmðkT dTÞ þ li eðkT dTÞð ;
cðkT dTÞÞpðkTÞ: ð34Þ
This displacement is bounded
bmin 6 bmðkTÞ 6 bmax;
also, to bound the rule adaptation it is used a small number 
jpðkTÞj < ! pðkTÞ ¼ 0: ð35Þ
In this way, the output of the inverse model pðkTÞ displaces
the center of the membership function fired dT sampling times
before, due the change in the control signal takes dT seconds in
modify the system behavior. For stability issues, the centers
displacements are bounded with ½bmin; bmax ¼ ½0; gv, some
results are reported for stability in fuzzy systems, they are
for Takagi–Sugeno fuzzy systems [30,31], where a fuzzy model
is used to approach the real system with linear subsystems in
the rules consequents, then by using Lyapunov’s theory, stabil-
ity can be guaranteed; a similar procedure to the presented in
this paper was shown by Passino and Yurkovich [3] and then
compared with a Lyapunov-based model reference adaptive
control, but this last method presents an important overshoot;
in this paper it was used a Mamdani fuzzy system where the
output is also fuzzy, for this reason the modification in the
fuzzy controller is bounded, but if the reference signal tries
to place the sphere near the electromagnet, the system attach
the sphere to it.
An study about Mamdani fuzzy systems is presented by
Precup et al. [31,32] where the fuzzy systems are divided in lin-
ear submodels, other approximation is to take them as nonlin-
ear autoregressive with extra input (NARX) models, in the
work of Ying [33] in Theorem 1 it is specified that if the fuzzy
system has linear or piecewise linear membership functions, a
Mamdani fuzzy model is a type-2 NARX model; as global sta-
bility analysis requires the explicit representation of the entire
model, it is determined local stability because it requires less
information.
For example, they are taken some membership functions
that are activated at the same time, as the equilibrium point
is the origin, the rules are defined with respect to Fig. 7 as
follows:
If eðkTÞ is eE1 and cðkTÞ is eC1; Then vðkTÞ is eV1
If eðkTÞ is eE1 and cðkTÞ is eC2; Then vðkTÞ is eV2
If eðkTÞ is eE2 and cðkTÞ is eC1; Then vðkTÞ is eV3
If eðkTÞ is eE2 and cðkTÞ is eC2; Then vðkTÞ is eV4
where eV1 ¼ 0; eV2 ¼ 0:0833; eV3 ¼ 0:0833 and eV4 ¼ 0:1666; in
the other hand, the membership functions are:eE1 ¼ eC1 ¼ 6xðkÞ þ 1eE2 ¼ eC2 ¼ 6xðkÞ
thus, in the point eðkÞ ¼ 0:1 and cðkÞ ¼ 0:15 around the origin
gives the type-2 NARX model:
vðkTÞ ¼ 0:4998eðkTÞ þ 0:4998cðkTÞ; ð36Þ
the same occurs for the inverse fuzzy model to obtain pðkTÞ.
The real system is unstable if the sphere touches the electro-
magnet, but stable in other points, so the fuzzy control will
put the poles in the roots of z2 þ ð2ð0:4998Þ  polesysÞþ
0:4998 if the gains ge and gc are selected as it was mentioned
above, here polesys is the pole of the linearized model of the
levitation system that varies according to the current position
of the sphere as (18) shows.
4. Application results
The control application has the following specifications: sam-
pling time T ¼ 4ms, samples time delay d= 5, application
time tfin ¼ 25 s; for the model reference they were proposed
f ¼ 1 and xn ¼ 6. As reference signals, they were used a step
and a sinus signal; a displacement of 4 mm was applied for
two seconds as disturbance in each case.
A scheme of the physical systems is shown in Fig. 8 where
the reference signal is selected in the computer, and the infor-
mation is send to a microcontroller PIC18F4550 [34], the ref-
erence signal is then send by using SPI to a DAC where a
DsPIC30F4011 [35] reads the information (this element is used
to compute the fuzzy control algorithm), here it is also cap-
tured the information given for the sensor to execute the con-
trol signal, this signal and the model reference simulation given
by (30) are send by SPI to a dual DAC that sends the control
signal to the power interface to be applied to the levitation sys-
tem. All the signals are filtered with an anti-aliasing analogous
filter and plotted in the computer by using LabVIEW.
In Fig. 9 it is shown the experimental platform, (a) shows
the user interface in LabVIEW [36] where it is presented
one of the experiments described in the following results,
Fig. 9 (b) shows the hardware used to build the platform used
in this paper. The physical system is shown in Fig. 9 (c) where
it is possible to appreciate the sphere and the electromagnet,
here the picture shows the sphere levitating.
The sampling frequency of the ADC was fs ¼ 378 KHz the
acquisition system has a resolution of 10 bits, the low pass fil-
ter was designed to have a cut frequency at fc ¼ 1 KHz and the
resultant attenuation of the third order filter was 91:2 dB.
For the sensor it was used an array of infrared phototransis-
tors, the signal measured with this sensor was characterized
due its nonlinear behavior shown in Fig. 10, it was used a tenth
grade polynomial, its computation takes some clock times of
the DsPIC, so T ¼ 4 ms.
For the power interface it was used a Darlington transistor,
and a precision resistance of Rs ¼ 0:03 X was used to measure
the current applied to the system because a compensation must
be done due the heating in the coil that augments its internal
resistance approximately 1 X.
The application was by using a sphere with a diameter of
U ¼ 60:2 mm filled with steel fiber with a mass of
M ¼ 0:025 kg as mentioned in Section 2; the gains used for
the control were ge ¼ gye ¼ 1=0:03; gc ¼ gyc ¼ 1=0:68 and
Figure 9 Platform used in the experiment.
Figure 8 Implementation scheme.
2604 J.J. Herna´ndez-Casan˜as et al.gp ¼ 0:15gv they were proposed according to the shown in the
Section 3.2, the initial conditions were zero. In Fig. 11 it is
shown the real experimental results by applying a constant ref-
erence of 15 mm, in this case it is possible to see an over-shoot
of 2.5 mm due the knowledge base have not been adapted
because all initial parameters in the fuzzy rules are centered
at zero (Fig. 7); with the sensor used the steady-state error
measured was 0.49 mm, it is also possible to see the response
after the disturbance. This result is by using the physical sys-
tem, the mathematical model was to obtain the discourse uni-
verses for the fuzzy control.
Now, a reference signal composed for steps of different
amplitudes are applied, here it is possible to see the use of
the model reference that makes smooth the signal to follow.
At the beginning of the experiment, the over-shoot takes place
for the same reason mentioned above; here the system can
recuperate the reference after the disturbance in a similar
way to the results in Fig. 11. The results of having this refer-
ence signal are plotted in Fig. 12, in this case the steady-state
error varies between 1:2 mm.
As the experimental results present some oscillations, now
the reference is yrðtÞ ¼ 0:015 0:004ðsinðtÞ þ sinð21tÞÞ, this
signal is filtered by the reference model (30) and ymðkÞ is
obtained; the same over-shoot takes place at the beginning
of the experiment, in this case the steady-state error varies
between 1:29 mm. The results are shown in Fig. 13 and it
can be appreciated the tracking action.
The errors criteria IAE, ISE and ITAE [11] are presented in
Table 3 to have an idea about the control performance, there
are shown two values, one for all the experiment time; another
for the system responses after the disturbance, when the system
recuperates the reference, it is due the ITAE will penalty the
error criterion due the disturbance, the errors criteria are
defined as follows.
IAE ¼
Z tend
0
eðtÞdt;
ISE ¼
Z tend
0
e2ðtÞdt;
ITAE ¼
Z tend
0
teðtÞdt:
From Table 3 it is possible to see that the smallest error was
obtained when the reference is a constant value i:e: the set
point; when the idea is tracking a desired trajectory the error
increase, to get an idea about the effect of the disturbance,
in the second part of Table 3, the errors criteria show thesteady-state error obtained after the disturbance, here it is pos-
sible to note a smaller error than the presented above in the
Table. It is also interesting to see that the ISE is smaller than
the IAE when the reference is a constant value, it is due the
error is a small value, thus its square is smaller; in the other
Figure 10 Sensor characterization for the DsPIC.
Figure 11 System response with a constant reference.
Figure 12 System response with step and model references.
Figure 13 System response with a sinusoidal reference.
Table 3 Errors criteria.
IAE ITAE ISE
Constant reference 1.2986 28.1910 2.3586
Steps reference 2.0722 61.1776 7.4157
Sinus wave 4.4776 186.5632 17.2563
Constant after disturbance 0.6523 24.7349 0.1145
Steps after disturbance 1.4653 57.6145 5.2885
Sinus after disturbance 3.8974 185.2811 15.9698
Figure 14 Voltage applied to the electromagnet to track a sinus
reference.
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ger between values shown in both parts of Table 3 due the
effect of time in the ITAE criterion.
Finally, the control signals for the steps and the sinus refer-
ence are pretty similar, in Fig. 14 it is shown the control signal,
2606 J.J. Herna´ndez-Casan˜as et al.i:e: the voltage, applied to the electromagnet in the experiment,
it is possible to see the peak voltage owned by the presence of
the disturbance, also it is noted that the voltage cannot be
higher than 18 V.
5. Conclusions
The simulation of the magnetic force was important to find a
function to describe this phenomenon in order to obtain the
magnetic circuit; however, the inductance value was different
to the obtained with the CAD model.
The system shows a better response by using the model ref-
erence, here, the fuzzy controller and the inverse model com-
pute its results by using the error obtained with the
difference between the model reference and the system’s out-
put. Also, it was observed that by taking the delay of d sam-
pling times helps to the system to improve the fuzzy rules
only when a change in the output can be noted, but this action
causes the over-shoot in the experiments due the delay
presented.
As the control was implemented in a DsPIC, a considerable
delay was presented between the acquisition in the ADC and
the control action, the sensor characterization also consumes
computing time because it was used a polynomial to get the
current position of the sphere, the use of other sensor can help
to the computing effort; fortunately, the power interface shows
an acceptable behavior, the problem is when the reference is
close to zero, it is an indetermination in the model and the
fuzzy control cannot follow this reference, also the actuator
is nonlinear in this region.
As future work, the disturbance rejection will be imple-
mented, and for this case, a stability analysis will be developed.
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