In the context of rough path theory (RPT), the theories of Hairer (2014) and Gubinelli-Imkeller-Perkowski (2015) (GIP theory) gave new methods for construction of Φ 4 3 model. Roughly, their results state that a quantum field in a Φ 4 3 model can be smoothly approximated. Consider the following question: Can RPT be applied to quantum Yang-Mills (YM) gauge field theories to show that any YM theory can be smoothly approximated? In this paper we consider this problem in the simplest case of Euclidean YM theory, i.e. YM on R 2 with the usual Euclidean metric, as a test case. We prove that a (quantum) SU (n) YM theory on R 2 in axial gauge can be smoothly approximated for some class of Wilson loops. While our study is inspired by the theories of Hairer and GIP, instead we use the RPT framework of Friz-Victoir (2010) in proving the theorem.
Introduction
In the context of rough path theory (e.g. [FV10, FH14] ), the theory of regularity structure of Hairer [Hai14] , and that of paracontrolled distributions of Gubinelli, Imkeller and Perkowski (GIP theory) [GIP15] gave new methods of construction of models of quantum scalar fields, including the Φ 4 3 model [CC13, Hai14, Hai15, MW16, MWX16] . Their results are summarized very roughly in one sentence: A quantum field in a Φ 4 3 model, which is represented by a distribution-valued random variable, can be approximated by smooth fields, which are C ∞ -vauled random variables. Thus the following natural (and naive) questions arise: Can these methods be applied to quantum Yang-Mills (YM) gauge field theories to show that any YM theory can be smoothly approximated? More generally, can the notion of 'rough gauge field' be rigorously established?
In this paper we consider this problem in the simplest case of Euclidean YM theory, i.e. YM on R 2 with the usual Euclidean metric, as a test case. Our main result (Theorem 11.5) states that a (quantum) SU (n)-YM theory on R 2 in axial gauge can be smoothly approximated; More precisely, it is stated as follows: Let g = su(n) be the Lie algebra of G = SU (n), and Ω 1 (R 2 , g) the space of smooth g-valued 1-forms on R 2 . For a curve c : R → R 2 and a 1-form A ∈ Ω 1 (R 2 , g), let U c,A (t) ∈ G (t ∈ R) denote the parallel transport along c. Suppose that a set of the curves {c i : i ∈ N} satisfy some regularity conditions. Then there exists a probability space (Ω, P) and a sequence of Ω 1 (R 2 , g)-valued random variables A (n) such that
and furthermore the set of the G-valued random variables {U c i } i∈N obeys the law the Wilson loops in the YM theory on R 2 . Note that this statement itself does not contain any term or notion specific to rough path theory (including the theories of Hairer and GIP). However, to prove the theorem, we shall make heavy use of rough path theory, as well as the Littlewood-Paley theory of Besov spaces, in this paper. While our study is inspired by the theories of GIP and regularity structure, we work in the framework of [FV10] , without those theories.
While YM on R 2 is called 'trivial' in the physical literature since this is a sort of free field theory in the sense that it does not describe any interaction, we find that this theory has highly 'nontrivial' aspects in the mathematical point of view; Although the above theorem can be viewed as a partial positive answer for the above questions, our result is yet too weak to establish the theory of 'rough gauge fields.' See Conjecture 12.1.
For the rigorous formulations of (Euclidean) quantum YM theories on a 2-dimensional Riemannian manifold, we refer to Driver [Dri89] , Sengupta [Sen92, Sen93, Sen97] and Lévy [Lév03] .
Littlewood-Paley theory and Besov space
For a general introduction to Besov spaces with the Littlewood-Paley theory, we refer to [BCD11, Gra09] (see also Appendix of [GIP15] ), and for Besov (and Sobolev) spaces without the Littlewood-Paley theory, we refer to [Tar07] .
Let F u =û denotes the Fourier transform of u: 
Lie algebra valued white noise
The following proposition will be used later. 
Lie algebra valued white noise
Fix n mat ∈ N and let Mat := Mat(n mat , C) ∼ = R HS . Let G := SU (n mat ) ⊂ Mat, and g := su(n mat ) ⊂ Mat, the Lie algebra of G. We define the inner product ·, · g on g by X, Y g := X, Y HS . Note that ·, · g is proportional to the Killing form on g = su(n mat ).
Let S (R d , g) denote the space of functions of rapid decrease from R d to g, and S (R d , g) ′ denote its dual space, consisting of the continuous linear
), the space of g-valued tempered distributions, which are continuous linear functionals from
or more explicitly,
and if we consider W :
While these views are compatible, we mainly regard W as W :
In the following we assume
) for all ω ∈ Ω, and we simply write this as W ∈ S ′ (R 2 , g). Define the jth smooth approximation
Classical gauge theory on R
Additionally we assume that any c ∈ C satisfies c 1 (t) > 0 for all t; this assumption is not essential, but this simplifies the calculations.
Let
In the notation A (ċ(t)),ċ(t) should be seen as a tangent vector in the tangent bundle T c(t) R 2 ; that is,
For t ≥ 0, define X t = X(t) to be the line integral of A along c ↾ [0, t]:
If c is a loop (i.e. c(0) = c(1)) , we call U c,A (1) ∈ G the holonomy along c. It is also called the Wilson loop, mainly when U c,A (1) is a G-valued random variable.
The most basic class of loops is that of the simple (Jordan) loops, i.e. loops c such that if s, t ∈ [0, 1) and c(s) = c(t) then s = t. However, it is useful to consider a slightly broader class of loops, called lassos ( [Dri89, Sen93] 
anticlockwise, and that
In this case, we write
A simple loop is also a lasso where c 1 is trivial (i.e. a constant map). The set of lassos based on x ∈ R 2 is denoted by Lasso(x), and let Lasso := ∪ x∈R 2 Lasso(x). Let D be the set of subsets D ⊂ R 2 such that there exists a simple loop c ∈ C enclosing D.
.., n, and
Proof. Easily shown by induction for n, using the relation
c k . From the definition of U , one can easily show the following:
2 , and suppose that for each ǫ 1 , ǫ 2 > 0, c ǫ1,ǫ2 is a lasso in C ∩ Lasso such that
where
The above
We see
However, in this paper we shall impose the axial gauge condition later, which implies [A, A] = 0. In this case the linear relation F = dA holds.
Axial gauge
Note that if c(0) = c(1), the holonomies U c,A (1) and U c,GuA (1) are conjugate. Since
naturally we define the gauge transform of F by
A k e θk ≡ 0 for some θ ∈ [0, 2π), then A is said to be in (θ-)axial gauge. In this case we have [A, A] = 0, and hence F = dA. This axial gauge fixing condition is not complete in that for a given
we have a unique A for any F . In this paper we say that A is in θ-gauge if these conditions are satisfied. We see that any A ∈ Ω 1 can be gauge-transformed to satisfy this condition. If θ = 0, A in θ-gauge is determined by F as follows:
We assume (5.2) in the following. We see
Let R 1 be the set of E ∈ D such that E is convex w.r.t. x 1 , i.e.
Then there exists c 1 , c 2 ∈ C ∩ Lasso such that D(c 2 c 1 ) = D, and that
Then corresponding parallel transportU c i is defined by (4.4):
, the holonomy of c τ . The following lemmas are easily shown from these definitions:
holds. Equivalently,
6 operator E Set F 12 := W (j) , jth approximation of the g-valued white noise W on R 2 defined by (3.1), then a unique
if the integral in the r.h.s. exists. Let
We shall see in Lemma 6.1 that Ê c 2,
, and hence we can define the bounded linear operator E c :
This integral is well-defined because
, and suppE c h is compact. We see the following relations:
We also see
Here define the g-valued random variable X(t) by
while the last expression is useful but rather formal because it is neither a L 2 inner product, nor a pairing of S ′ and S . Hereafter we use the notations such as
then these are unions of countable disjoint open intervals:
, we can check that E c h is explicitly expressed by
Therefore we have
Clearly we see
does not rotate (clockwise or anti-clockwise) infinitely many times around any point in R 2 , and Rot(c) is the maximum rotation number of c. Note that in our definition of 'smooth curve c,' possiblyċ(t) = 0 holds for some t ∈ (0, 1). Hence possibly the range c(R) = c([0, 1]) ⊂ R 2 is not a smooth curve in the usual sense. For example, we see that any (finitely) piecewise linear curves are in C ∞ (and C Rot ).
By these definitions we easily find the following:
Rough paths
For rough path theory, we refer to [FV10, FH14] . Let V be a finite-dimensional linear space, where V = g = su(n mat ) case is our main concern. Let
, or more readably,
1 (g), we write
x is a continuous path of bounded variation, define the truncated signature sig(x) :
Note
When x 0 = 0 (i.e. x 0,t = x t ), the path
It is shown that G (2) (V ) is expressed more explicitly as follows: FH14] . In this paper, the only information needed for d CC is the following:
where |·| is the usual norm on the linear space
and let 
Then, y (n) converges in uniform topology to a unique limit
In [FV10] , y in the above theorem is called the solution of the RDE (rough differential equation) 
is a sequence converging to some y 0 . Then,
0 ; x n )) converges in uniform topology to a unique limit y in
In [FV10] , y in the above theorem is called the solution of the full RDE 
, for γ > 1/h ≥ 1, and let
Then, the map
is uniformly continuous.
Proof. 
holds for some for some q ≥ q 0 , then we also have
Note that (7.6) is equivalent to
and (7.7) is equivalent to
Recall the definitions of X (j) and X (Eqs. (6.1), (6.2), (6.3)), and set
In this section we prove an estimate for X (j) s,t (Prop. 8.5).
Proof. By Lemma 2.1 and some elementary (but rather lengthy) calculations. 
Lemma 8.2. Let D ⊂ R 2 be a bounded domain s.t. the boundary ∂D is a curve with a finite length leng(∂D)
Proof. Let L = leng(∂D) and δ := diam(D). Let Leb(A) denote the Lebesgue measure of A ⊂ R 2 . Then
Hence we have
Hence if |x| ≤ δ,
and if |x| > δ,
Thus we have (8.2). Moreover, from
we have (8.3). 
In other words,
Proof. Suppose c 2 (s) ≤ c 2 (t). (The case where c 2 (s) ≥ c 2 (t) can be considered similarly.) Let
then by Lemma 6.2 we see
Define the intervals
and the rectangles R 1 , R 2 in R 2 by
Then we can check the following:
Suppose n = 1. Then we see
We also see that ∂D n (n = 1) consists of curve segments of c on [
, and hence we have
Hence by Lemma 8.2 we have
On the other hand we see 
Thus we have
Recall the definitions of X (j) , X (Eqs. (6.1), (6.2), (6.3)), and of X s,t , X 
Proof.
we obtain from Lemma 8.3, 
s,t is Gaussian, it suffices to show (8.5) only when q = 2. By Lemma 8.3, for any s ∈ (0, 1/2],
Fix an orthonormal basis e k (k = 1, ..., dim g) of g, and set
) and the following:
Lemma 9.1. For all j ≥ −1,
Lemma 9.2. For any c ∈ C Rot , there exists C = C(c) > 0 such that for all j ≥ −1 and r 1 , r 2 ≥ s,
≤ C, and hence
for ǫ ≃ 0. Since f t = 0 ifċ 2 (t) = 0, we supposeċ 2 (t) > 0 without loss of generality (ċ 2 (t) < 0 case is similar). Then we see for sufficiently small ǫ > 0,
Hence, using S j u =χ j * u and the inequality φ
Proposition 9.3. For any c ∈ C ∞ , there exists C = C(c) > 0 such that for all j ≥ −1, and
dr 2 ≤ C.
Proof. Let
, hence By Prop. 9.1, we have
where s c (t) := 0 ifċ 2 (t) = 0. Then by (9.4) and (9.5) we have,
=ˆR ċ 2 (r 1 )ċ 2 (r 2 )ˆc
Lemma 9.4. For any c ∈ C Rot , there exists C = C(c) > 0 such that for all j ≥ −1 and r 1 , r 2 ∈ [s, t],
Proof. We see [s,t] |c 2 (t 1 ) − c 2 (t 2 )| sup t1∈ [s,t] c 1 (t 1 ).
Proposition 9.5. For any c ∈ C ∞ and p ∈ [1, ∞), there exists C = C(c, p) > 0 such that for all j ≥ −1 and 0 ≤ s < t ≤ 1,
are equivalent by [Jan97, Theorem 3.50 p.39]. Hence it is enough to show the bound for p = 2. Using the equation
(9.6) for any Gaussian random variables A, B, C, D, we have
Estimate for X j s,t
22
By Lemma 9.2 we find
By Lemma 9.4 we find
Hence by Prop 9.3, we have
Notice the following properties of delta functions:
Lemma 9.6. Let δ ∈ S ′ (R 2 ) denote the Dirac delta function, and suppose that D ⊂ R 2 is bounded and measurable. Then
(iii) If 0 ∈ ∂D and ∂D is a smooth curve on some neighborhood of 0,
Proof. This result follows immediately from Lemmas 9.8, 9.13 and 9.16 below.
Lemma 9.8. For any c ∈ C,
(9.7)
Proof. By the definition (9.1) of X (j) , we see
and hence the bound easily follows from (9.6).
Lemma 9.9. For any c ∈ C, 
Proof. . By a straightforward calculation, using (9.6).
Lemma 9.10. For any c ∈ C Rot ,
Proof. By Lemma 9.6 and δ c,t =ċ 2 (t)´c
Hence by Lemma 9.2, and the dominated convergence,
and hence (9.15) holds.
Lemma 9.11. Define I 2 by (9.13). Then for any c ∈ C, lim j,j ′ →∞ I 2 = 0.
Then we have
Then from (9.16) we have
where (τ x f )(y) := f (y + x). Notice the fact that for any function G ∈ C(R 2 ) with compact support, lim j,j ′ →∞ R j,j ′ , G = 0 holds. We see that the function 
By Lemmas 6.2 and 9.6, we find that for almost all r, r ′ ∈ [s, t] and
and hence lim
Thus, by δ c,t =ċ 2 (t)´c 1(r) 0 δ (ξ,c2(t)) dξ and the dominated convergence, we have
Lemma 9.13. Define N 1 by (9.7). Then for any c ∈ C Rot , lim j,j ′ →∞ N 1 = 0.
Proof. Follows from Lemmas 9.9, 9.10, 9.11, and 9.12.
Lemma 9.14. For any c ∈ C, 
Then we havê
On the other hand we find
Lemma 9.16. Define N 2 by (9.8). Then for any c ∈ C ∞ , lim j,j ′ →∞ N 2 = 0.
Proof. By Lemma (9.14), it suffices to show that where the last inequality is by Lemma 9.15. Thus we have shown lim j,j ′ →∞ J 2 = 0. This completes the proof.
Rough path convergence
Lemma 10.1 (Uniform rough path bounds in L p ). Let c ∈ C ∞ , q ∈ [1, ∞) and α ∈ (1/3, 1/2). Then This completes the proof. 
