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Hp-THEORY OF GENERAL DIRICHLET SERIES
ANDREAS DEFANT AND INGO SCHOOLMANN
Abstract. Inspired by results of Bayart on ordinary Dirichlet series
∑
ann
−s,
the main purpose of this article is to start an Hp-theory of general Dirichlet
series
∑
ane
−λns . Whereas the Hp-theory of ordinary Dirichlet series, in view
of an ingenious identification of Bohr, may be seen as a sub-theory of Fourier
analysis on the infinite dimensional torus T∞, the Hp-theory of general Dirichlet
series is build as a sub-theory of Fourier analysis on certain compact abelian
groups, including the Bohr compactification R of the reals. Our approach allows
to extend various important facts on Hardy spaces of ordinary Dirichlet series
to the much wider setting of Hp-spaces of general Dirichlet series.
1. Introduction
Within the last two decades the theory of ordinary Dirichlet series
∑
ann
−s
saw a remarkable renaissance which in particular led to the solution of some long-
standing problems.
A fundamental object in these investigations is given by the Banach spaceH∞ of
all ordinary Dirichlet series D :=
∑
ann
−s which converge and define a bounded,
and then necessarily holomorphic, function on the open right half plane [Re > 0]
(endowed with the supremum norm on [Re > 0]).
One of the celebrated results in this ’ordinary’ theory is a result of Heden-
malm, Lindqvist and Seip from [15] which shows that H∞ equals the Hardy space
H∞(T
∞) on the infinitely dimensional torus as Banach spaces . Let us explain
this in more detail. The infinitely dimensional torus T∞ is the infinite product of
T = {w ∈ C : |w| = 1} which forms a natural compact abelian group on which
the Haar measure is given by the normalized Lebesgue measure. The characters
of this group are the monomials z 7→ zα, where α is a finite sequence of integers,
and H∞(T∞) denotes the closed subspace of all f ∈ L∞(T∞) such that the Fourier
coefficient f̂(α) =
∫
T∞
f(w)w−αdw = 0 , whenever α < 0 (in the sense that some
αk < 0). Then there is a unique linear isometry
B : H∞(T
∞)→ H∞ , f ∼
∑
α∈N(N)
f̂(α)zα 7→ D =
∑
n∈N
ann
−s ,
which preserves Fourier- and Dirichlet coefficients in the sense that
(1) f̂(α) = an whenever n = p
α.
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The crucial point here is the fact that each natural number has a unique prime
number decompostion (together with other nontrivial tools like e.g. Diophantine
approximation), and the result shows that the theory of ordinary Dirichlet which
generate bounded, holomorphic functions on the positive half plane is intimately
linked with Fourier analysis on the group T∞.
More generally, Bayart in [3] developed an Hp-theory of Dirichlet series. Recall
that the Hardy space Hp(T∞) , 1 ≤ p ≤ ∞, is the closed subspace of all f ∈
Lp(T∞) such that f̂(α) = 0 if α < 0. Then the Banach spaces Hp of ordinary
Dirichlet series by definition (!) is the isometric image of Hp(T∞) under the
identification from (1).
But all these ideas fail for general Dirichlet series. Given a frequency λ := (λn)
(i.e. a non-negative strictly increasing sequence of real numbers tending to ∞), a
λ-Dirichlet series is a formal sum ∑
ane
−λns
with complex Dirichlet coefficients an and a complex variable s. We point out
that making the jump from the ordinary case λ = (logn) to arbitrary frequencies
reveals challenging consequences.
Much of the ordinary theory relies on ’Bohr’s theorem’, the fact that for each
ordinary Dirichlet series the abscissas of uniform convergence and boundedness
coincide. This phenomenon fails for general Dirichlet series. Further due to the
fundamental theorem of arithmetics each natural number n has its prime number
decomposition n = pα and so the frequency (log n) can be written as a linear
combination of (log pj) with natural coefficients. This intimately links the theory
of ordinary Dirichlet series with the theory of holomorphic functions on polydiscs,
and in particular with the theory of polynomials
∑
cαz
α in finitely many complex
variables. One of several consequences is that m-homogeneous Dirichlet series∑
ann
−s, i.e. an 6= 0 only if n has m prim factors, are linked with m-homogeneous
polynomials. This way powerful tools enter the game, as e.g. polynomial inequal-
ities (like the Bohnenblust-Hille inequalities, hypercontractivity of convolution
with the Poisson kernel, etc.), m-linear forms, or polarization. So Fourier analysis
on the infinite dimensional torus T∞ and infinite dimensional holomorphy on the
open unit ball Bc0 of c0 enrich the theory of ordinary Dirichlet series considerably.
But unfortunately facing general Dirichlet series many of these powerful bridges
seem to collapse. New questions arise which make the theory of general Dirichlet
quite demanding.
We define the space D∞(λ) analogously to the space H∞. So
∑
ane
−λns belongs
to D∞(λ) whenever it converges and defines a bounded, and then necessarily
holomorphic, function on [Re > 0]. For instance, if λ = (n), then looking at the
transformation z = e−s we easily conclude that D∞((n)) is simply H∞(D), the
space of all bounded and holomorphic functions on the open unit ball D. And
if λ = (logn), then we are in the ordinary case. Hence, in both cases the space
D∞(λ) can be described in terms of Fourier analysis, that is, it can be considered
as a Hardy space, namely D∞((n)) = H∞(T) and D∞((log n)) = H∞(T∞). In view
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of these two examples the following question arises naturally: Given an arbitrary
frequency λ, is it possible to describe D∞(λ) in terms of a sort of Hardy space on
a compact abelian group?
Inspired by ideas of Bohr and Helson we show that in this much more general
situation, the so-called Bohr compactification R of the real numbers R is a suit-
able substitute for the infinite dimensional torus T∞. We note that R being a
compact abelian group carries a Haar measure, contains R as a dense subset, and
that its dual group may be identified again with R (see Section 3.3 for the precise
definitions). So in particular ordinary Dirichlet series can be described in terms of
functions on R. This might be surprising since in contrast to the infinitely dimen-
sional torus T∞ the Bohr compactification R is not metrizable and is moreover a
sort of one-dimensional object.
Motivated by this observation we introduce a Fourier analysis setting for the
study of general Dirichlet series. We restrict ourserlves to λ-Dirichlet series with
Dirichlet coefficients that actually are Fourier coefficients defined by functions
on compact abelian groups G of a certain type, namely compact abelian groups
allowing a continuous homomorphism β : R → G with dense range (this includes
T and T∞). Given a frequency λ = (λn), we call such a pair (G, β) a λ-Dirichlet
group whenever every character e−iλn· : R→ T has an ’extension’ hλn (which then
is unique) as a character on G:
G T
R
hλn
e−iλn·
β
To see a first non-trivial example, look at the continuous homomorphism
βT∞ : R→ T
∞ , t 7→ (p−itk ) .
Then by Kronecker’s approximation theorem the pair (T∞, βT∞) forms a λ-Dirichlet
group of the frequency λ = (log n).
Now given such a λ-Dirichlet group (G, β) and 1 ≤ p ≤ ∞, we define the Hardy
space Hλp (G) of all f ∈ Lp(G) having Fourier transforms f : Ĝ→ C supported in
{hλn : n ∈ N}. Then the Hardy space Hp(λ) consists of all Dirichlet series
D =
∑
f̂(hλn)e
−λns , f ∈ Hλp (G)
which together with the norm ‖D‖p := ‖f‖p forms a Banach space.
In fact it will turn out thatHp(λ) is independent of the chosen λ-Dirichlet group
(G, β). Looking at λ = (log n) and the λ-Dirichlet group (T∞, βT∞), Bayart’s
theory of Hardy space Hp of Dirichlet series is contained in the Hp-theory of
general Dirichlet series we intend to present.
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Assuming some restrictions on the frequency λ and given a λ-Dirichlet group
(G, β), we prove in Theorem 4.12 that Hλ∞(G) and D∞(λ) by means of the iden-
tification f 7→
∑
f̂(hλn)e
−λns coincide isometrically, and hence in particular
(2) D∞(λ) = H∞(λ) .
The crucial idea for the proof is inspired by Helson’s theorem 4.15 from [18] which
shows that almost all vertical limits of a general Dirichlet series
∑
ane
−λns with
square summable coefficients, converge pointwise on the positive half plane. In
[11] we extend this result to Hp(λ), 1 ≤ p < ∞, adding the relevant maximal
inequality. We point out that in [15] the equality H∞ = H∞(T∞) is derived by
first showing that H∞ equals the space H∞(Bc0) of all bounded and holomorphic
functions on the unit ball of c0 and then proving H∞(Bc0) = H∞(T
∞), which can
be seen as an ’infinite dimensional variant’ of the classical fact H∞(T) = H∞(D).
Here we give a somewhat direct proof of H∞ = H∞(T∞) using tools from Fourier
analysis on R.
Inspired by the isometric equality from (2), we start a sort of systematic struc-
ture theory ofHp(λ)-spaces of general Dirichlet series modelled along Bayart’s Hp-
theory of ordinary Dirichlet series. In Section 3 we invent our setting. In Section
3.6 we introduce frequencies λ of integer and natural type, and show how to repro-
duce important facts on ordinary Dirichlet series (due to Bohr, Bohnenblust-Hille,
Hedenmalm-Lindqvist-Seip, and Bayart) from their analogs on general Dirichlet
series (see e.g. Theorem 3.31 and Corollary 3.32). In Section 4 we extend some key
results on ordinary Dirichlet series to our more general setting. In Theorem 4.16
we show that the monomials e−λns form a Schauder basis of Hp(λ), 1 < p < ∞.
For p = 1 we give upper estimates of the basis constant of the e−λns in H1(λ)
(Corollary 4.17). In Theorem 4.19 we generalize Bayart’s Montel type theorem
from H∞ = D∞(log n) to Hp(λ), and in Theorem 4.22 we show how Dirichlet
series in Hp(λ) are determined by their Nth Abschnitte. And finally we in The-
orem 4.25 finish with a ‘brothers Riesz theorem’ identifying H1(λ) with certain
analytic measures on λ-Dirichlet groups.
2. General Dirichlet series
As already mentioned in the introduction a general Dirichlet series is a formal
sum of the form
∑
ane
−λns, where (λn) is a strictly increasing non negative se-
quence of real numbers (called frequency), (an) a sequence of complex coefficients
(called Dirichlet coefficients), and s a complex variable. All (formal) λ-Dirichlet
series are denoted by D(λ). The following ‘abscissas’ rule the convergence theory
of general Dirichlet series D =
∑
ane
−λns:
σc(D) = inf {σ ∈ R | D converges on [Re > σ]} ,
σa(D) = inf {σ ∈ R | D converges absolutely on [Re > σ]} ,
σu(D) = inf {σ ∈ R | D converges uniformly on [Re > σ]} .
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By definition σc(D) ≤ σu(D) ≤ σa(D) and in general all these abscissas differ.
Let us mention that general Dirichlet series always define holomorphic functions
on [Re > σc(D)] (see e.g. [14]).
In [26] we introduce the following two spaces of λ-Dirichlet series. The space
Dext∞ (λ) of all somewhere convergentD ∈ D(λ) allowing a holomorphic and bounded
extension f to the open right half plane [Re > 0] endowed with the norm ‖D‖∞ :=
‖f‖∞ = sup[Re>0] |f(s)| (this in fact is a norm, see [26, Corollary 3.8] or Corol-
lary 4.11). Moreover, D∞(λ) is the space of all λ-Dirichlet series which converge
and define a bounded (and then necessarily holomorphic) function on [Re > 0].
By definition we have D∞(λ) ⊂ D
ext
∞ (λ), and in [26, Theorem 5.2] it is shown that
in general this inclusion is strict and D∞(λ) fails to be complete.
But there are sufficient conditions on λ that forces D∞(λ) = D
ext
∞ (λ) and the
completeness of D∞(λ). Let us collect a few ’analytic’ conditions. The first one
was isolated by Bohr (see [6]), we denote it by (BC):
∃ l = l(λ) > 0 ∀ δ > 0 ∃ C > 0 ∀ n ∈ N : λn+1 − λn ≥ Ce
−(l+δ)λn ;
roughly speaking this condition prevents the λn’s from getting too close too fast.
Secondly a strictly weaker condition of Landau (LC) (see [22]):
∀ δ > 0 ∃ C > 0 ∀ n ∈ N : λn+1 − λn ≥ Ce
−eδλn .
Another important, say geometric, value associated to λ is the maximal width of
the strip of convergence and non absolutely convergence:
L(λ) := sup
D∈D(λ)
σa(D)− σc(D) = lim sup
N→∞
log(n)
λn
= σc(
∑
e−λns).
Much of the abstract theory of ordinary Dirichlet series is based on a fundamental
theorem of Bohr [5] which shows that every D ∈ Dext∞ ((log n)) converges uni-
formly on all half spaces [Re > ε] for all ε > 0, and this then easily implies that
Dext∞ ((logn)) = D∞((logn)). In [6] and [22] Bohr and Landau extended this result
to general Dirichlet series for frequencies satisfying (BC) or (LC), respectively.
Definition 2.1. We say that a frequency λ satisfies Bohr’s theorem, whenever
every D ∈ Dext∞ (λ) converges uniformly on all half spaces [Re > ε] for all ε > 0.
As in the ordinary case the identity principle implies that for every λ with
Bohr’s theorem we have
Dext∞ (λ) = D∞(λ) .
Some of the forthcoming results of this article hold under asumptions like ‘λ sat-
isfies Bohr’s theorem’ and/or ‘Dext∞ (λ) = D∞(λ)’ and/or ‘D∞(λ) is complete’.
Analyzing the works of Bohr and Landau, we in [26, Remark 4.8 and Theorem
5.1] collect a few conditions which in concrete cases allow to verify these conditions
for concrete frequencies.
Theorem 2.2. A frequency λ satisfies Bohr’s theorem if one of the following
conditions holds:
(1) L(λ) = 0,
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(2) λ is Q-linearly independent,
(3) (LC) (this includes (BC)).
Moreover, in each of these cases we have Dext∞ (λ) = D∞(λ), but non of these
conditions is necessary for Bohr’s theorem.
Let us face completeness.
Theorem 2.3. Let λ be a frequency. Then D∞(λ) is complete if one of the fol-
lowing conditions holds
(1) L(λ) = 0,
(2) λ is Q-linearly independent,
(3) L(λ) <∞ and Dext∞ (λ) = D∞(λ).
Moreover, non of these conditions is necessary.
For later use we finally recall that Dirichlet series D ∈ Dext∞ (λ) are approximated
by their so-called typical means (see again [26, §3]).
Proposition 2.4. Let D =
∑
ane
−λns ∈ Dext∞ (λ) with extension f . Then the
sequence of polynomials
Rx(D)(s) :=
∑
λn<x
an
(
1−
λn
x
)
e−λns , x > 0
converges uniformly to f on [Re > ε] as x→∞ for all ε > 0.
3. Fourier analysis setting
In this section we present a new abstract Fourier analysis approach to general
Dirichlet series. Basically we restrict ourselves to general Dirichlet series with
Dirichlet coefficients which actually are Fourier coefficients of functions on certain
compact abelian groups. This has several advantages. One is that the class of
all general Dirichlet series simply is too large to obtain a good understanding.
Assuming that the Dirchlet coefficients are Fourier coefficients gives more structure
and allows to use tools from harmonic analysis like the Hausdorff-Young inequality
or Plancherel’s theorem (among others). A further advantage of our setting is
that Bayart’s Hp-theory of ordinary Dirichlet series embeds in a natural way.
Whereas the Hp-theory of ordinary Dirichlet series is basically Fourier analysis on
the infinite dimensional torus T∞, this group fails to be the right model for general
Dirichlet series. In fact, the Bohr compactification R of R and products of Q̂d (the
dual group of the rationals endowed with the discrete topology) turn out to be
suitable substitutes. Finally, fixing some λ, regarding the different realisations of
λ-Dirichlet series of this type, another feature of our approach is that the Hp-
theory of general Dirichlet series we intend to present will be independent of the
chosen suitable group for λ.
3.1. Dirichlet groups. We start by introducing the type of groups we are inter-
ested in.
Hp-THEORY OF GENERAL DIRICHLET SERIES 7
Definition 3.1. Let G be a compact abelian group and β : R → G a homomor-
phism. Then we call the pair (G, β) a Dirichlet group if β is continuous and has
dense range.
We will frequently use the notion of dual maps of homomorphisms T : G→ H ,
where G and H are locally compact abelian groups. The dual map T̂ : Ĥ → Ĝ is
then defined by T̂ (h) := h ◦ T (see [25, §1.2.1, p.6] for the definition of the dual
group Ĝ). By Pontryagin’s theorem (see [25, §1.7.2, Theorem, p. 28]) we havê̂
T = T , and T̂ is continuous if T is continuous. Moreover, we need the following
fact from the theory of locally compact groups.
Lemma 3.2. Let T : G → H be a continuous homomorphism of locally compact
abelian groups. Then T is injective if and only if T̂ has dense range.
For the sake of completeness we give a proof. Given a locally compact abelian
group G with unit e and a subgroup U of G, we call U⊥ := {γ ∈ Ĝ | γ(u) =
e for all u ∈ U} the orthogonal group of U . Then (U⊥)
⊥
= U , where the closure
is taken in G (see [24, §1.5.2]).
Proof of Lemma 3.2. By definition ker T̂ = (ImT )⊥, and consequently (ker T̂ )⊥ =
ImT . Using
̂̂
T = T gives ker T = (ImT̂ )⊥, and hence (ker T )⊥ = ImT̂ which proves
the claim. 
With this, given a Dirichlet group (G, β), the dual map of β given by
β̂ : Ĝ→ R̂, γ 7→ γ ◦ β
is a monomorphism. Using R̂ = R (as topological groups) implies that for every
γ there is a unique x ∈ R such that γ ◦ β = e−ix·. Identifying β̂(γ) = x we obtain
an embedding
β̂ : Ĝ →֒ R.
Another property of Dirichlet groups we are going to use is that they are con-
nected (see the proof of Theorem 4.16); this is an immediate consequence of the
fact that, given a connected set, its image under a continuous map as well as its
closure are again connected.
Observe that every character e−ix· ∈ β̂(Ĝ), allows a unique ‘extension’ to G, say
hx, such that hx ◦ β = e
−ix·. Conversely, for every γ ∈ Ĝ there is some x ∈ R such
that e−ix· = γ ◦ β, which proves the following
Proposition 3.3. Let (G, β) be a Dirichlet group. The characters e−ix· : R → T
on R, where x ∈ β̂(Ĝ), are precisely those which allow a continuous ‘extension’ hx
to G. In particular
Ĝ = {hx | x ∈ β̂(Ĝ)}.
More precisely, we should denote the characters of G by h
(G,β)
x instead of hx,
but in most situations this in fact will not be necessary.
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Motivated by the equality G =
̂̂
G (Pontryagin’s duality theorem) for notational
convenience we for all ω ∈ G write
ω(x) := hx(ω), x ∈ β̂(Ĝ).
Let us consider some examples of Dirichlet groups. As explained, if (G, β) is a
Dirichlet group, then Ĝ ⊂ R (via β̂). In fact, the reverse of this implication holds,
which gives a handy criterion to establish a list of main examples of Dirichlet
groups. The proof of the following proposition is an immediate consequence of
Lemma 3.2; recall that the dual group Ĝ carries the discrete topology, since G is
compact (see [25, §1.2.5, Theorem, p. 9]).
Proposition 3.4. Let G be a compact abelian group. If there is an injective
homomorphism T : Ĝ →֒ R, then (G, T̂ ) is a Dirichlet group.
We write Gd for a group G with the discrete topology d. In the following we
give four central examples – and start with the ‘mother’ of all of them.
Example 3.5. Let U be a subgroup of R. Then the topological group Ûd together
with the mapping
βÛd : R→ Ûd, t 7→
[
u 7→ e−itu
]
forms a Dirichlet group. In particular, for U = Z and identifying T = Ẑd, we
obtain the Dirichlet group (T, βT), where
βT : R→ T, t 7→ e
−it.
Example 3.6. The compact abelian group R := (̂R, d) is the so-called Bohr com-
pactification of R which forms a Dirichlet group with the embedding
βR : R →֒ R, x 7→
[
t 7→ e−ixt
]
.
In Proposition 3.9 we will see that (R, βR) is in some sense the smallest Dirichlet
group.
Example 3.7. Let B := (b1, b2, . . .) be a Z-linearly independent (equivalently, Q-
linearly independent) sequence of real numbers of length N ∈ N∪{∞} (choose for
instance bn := log(pn) where pn is the nth prime number). Then
⊕N
n=1Z in view
of the injective homomorphism
N⊕
n=1
Z →֒ R, α 7→
∑
αjbj
is a subgroup of R, and hence the compact abelian group
TN =
N∏
n=1
Ẑd =
N̂⊕
n=1
Zd
together with
βTN : R→ T
N , t 7→ (e−itbj )Nj=1
forms a Dirichlet group.
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The density of βTN is nothing else than Kronecker’s theorem, which is a key
argument in the theory of ordinary Dirichlet series (choosing the Q-linearly inde-
pendent sequence B := (log pn), where pn is the nth prime number).
Example 3.8. Let B := (b1, b2, . . .) be a Q-linearly independent sequence of real
numbers of length N ∈ N ∪ {∞}. Then
(3) TB :
N⊕
n=1
Q →֒ R, α 7→
∑
αjbj
is an injective homomorphism, and its dual map
T̂B : R→
N∏
n=1
Q̂d, t 7→
[
(qj)j 7→ e
−it
∑
qjbj
]
has dense range. In short (
Q̂d
N
, T̂B
)
:=
(
N∏
n=1
Q̂d, T̂B
)
is a Dirichlet group.
To see the relevance of these examples within the study of general Dirichlet
series we refer to Section 3.5. In view of the preceding examples we explain in
which sense the Bohr compactification R is the ’smallest’ Dirichlet group. Later
this in particular allows to link Lp-spaces on different Dirichlet groups.
Proposition 3.9. For every Dirichlet group (G, β) there is a unique continuous
homomorphism
πG : R→ G
with dense range and such that β = πG ◦ βR. Moreover, R is the unique Dirichlet
group with this property up to isomorphisms of groups.
Proof. We define πG to be the dual map of ι : Ĝ → (R, d), ι(γ) := β̂(γ) (identi-
fying ̂(R, | · |) = (R, d)). Indeed, ι is injective, and consequently πG := ι̂ : R → G
has dense range by Lemma 3.2 (and Pontryagin’s duality theorem). To see the
second statement, assume that (H, βH) is another Dirichlet group with the de-
sired property. Then there are two continuous homomorphisms πR : H → R and
πH : R→ H with dense range and such that βR = πR ◦βH and βH = πH ◦βR. This
implies βR = πR ◦ πH ◦ βR and βH = πH ◦ πR ◦ βH . Since βH and βR both have
dense range, we get πR ◦ πH = idR and πH ◦ πR = idH , hence H = R. 
We close this section introducing several devices which transport tools from
Fourier analysis on R to Fourier analysis on Dirichlet groups. The first two show
how to ’restrict’ functions on G to R, and we here distinguish between continuous
functions and integrable functions.
Proposition 3.10. Let (G, β) be a Dirichlet group, and f ∈ C(G). Then∫
G
f(ω)dω = lim
T→∞
1
2T
∫ T
−T
f(β(t))dt .
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In particular, for every polynomial
∑N
n=1 anhxn with x1, . . . , xN ∈ βˆ(Ĝ) and 1 ≤
p <∞ ∫
G
∣∣∣∣ N∑
n=1
anhxn(ω)
∣∣∣∣pdm(ω) = limT→∞ 12T
∫ T
−T
∣∣∣∣ N∑
n=1
ane
−ixnt
∣∣∣∣pdt.
Proof. Obviously, the second equality in an immediate consequence of the first
one. On the left side of the first equality we have a bounded functional on
C(G), and the density of the range of β implies that the set of all function-
als f → 1
2T
∫ T
−T
f(β(t))dt, T > 0 is uniformly bounded on C(G). Then, by the
density of the polynomials in C(G) (see [25, §8.7.3]), it suffices to check the de-
sired equality for all characters hx, x ∈ β̂(Ĝ). For x = 0 the conclusion is triv-
ial, and for x 6= 0 this follows from the fact that limT→∞
1
2T
∫ T
−T
hx(β(t))dt =
limT→∞
1
2T
∫ T
−T
e−ixtdt = 0 . 
Note that Proposition 3.10 is a reformulation of an important fact of the theory
of almost periodic functions. Recall that a continuous and bounded function
f : R → C is almost periodic if and only if it has a continuous extension F to R
such that f = F ◦ βR (see [24, §1.5, Theorem 1.5.5 and Theorem 1.5.6]), and in
this case
lim
T→∞
1
2T
∫ T
−T
f(t)dt =
∫
R
F (ω)dm(ω).
To deduce a similar result for integrable functions one should have in mind that
β(R) may be a null set in G, hence the restriction of some function f ∈ L1(G) to
the subgroup β(R) of G in fact may equal 0. Indeed, choosing the Dirichlet group
G = T with β(t) := e−it we have β(R) = T, which is obviously not a null set in T.
But, if G = (R, βR) (Example 3.6), then βR(R) is a null set in R (see [21, Theorem
4.3] or [27]).
Lemma 3.11. Let (G, β) be a Dirichlet group and f : G→ C be measurable. Then
fω := f(ωβ(·)) : R → C is measurable for almost all ω ∈ G. If, additionally, f ∈
L∞(G), then fω ∈ L∞(R) with ‖fω‖∞ ≤ ‖f‖∞ for almost all ω ∈ G. Moreover,
for every f ∈ L1(G) and g ∈ L1(R) the convolution
g ∗ fω(t) :=
∫
R
f(ωβ(t− y))g(y)dy
is almost everywhere defined on R and measurable.
Proof. Denote by µ the product measure of the Lebesgue measure λ and the Haar
measure m on R×G. Since the map
(4) F : R×G→ C, (t, ω) 7→ f(ωβ(t))
is measurable, fω is measurable on R for almost every ω ∈ G by the Fubini-Tonelli
theorem.
For the proof of the second statement assume that f ∈ L∞(G). We claim that
F ∈ L∞(R × G) and ‖F‖∞ ≤ ‖f‖∞, which clearly finishes the argument. Let
Hp-THEORY OF GENERAL DIRICHLET SERIES 11
C > 0 and N ⊂ G be a null set such that |f(ω)| ≤ C for all ω ∈ G \N . Since the
map
M : R×G→ G, M(t, ω) := β(t)ω
is continuous, the set N˜ := M−1(N) is measurable. For any fixed y ∈ R the set
N˜y := Nβ(y)
−1 = {ω ∈ G | ωβ(y) ∈ N} is measurable. Since m is translation in-
variant, we still havem(N˜y) = 0 for all y ∈ R. Therefore µ(N˜) =
∫
Rm(N˜y)dλ(y) =
0. By definition, |F (y, ω)| ≤ C for all (y, ω) /∈ N˜ . Hence F ∈ L∞(R × G) and
‖F‖∞ ≤ ‖f‖∞.
It remains to show the third statement, i.e. there is a null set N ⊂ G such that for
all ω /∈ N the function g ∗ fω is defined almost everywhere on R and measurable.
Take the Poisson kernel P1(t) :=
1
pi
1
1+t2
on R. Then the map
F (ω, t, y) := g(y)f(ωβ(t− y))P1(t) : G× R× R→ C
is measurable, and since the Haar measure m on G is translation invariant (and
‖P1‖L1(R) = 1) we obtain∫
R
∫
R
∫
G
|F (ω, t, y)|dm(ω)dtdy ≤ ‖g‖L1(R)‖f‖L1(G).
So by the Fubini-Tonelli theorem there is a null set N ⊂ G such that the map
ω 7→
∫
R
∫
R
g(y)f(ωβ(t− y))P1(t)dydt
is defined on G \N and measurable on G. Let ω ∈ G \N . Since∫
R
∫
R
g(y)f(ωβ(t− y))P1(t)dydt <∞,
another application of the Fubini-Tonelli theorem implies that the map
t 7→
∫
R
g(y)f(ωβ(t− y))P1(t)dy = (g ∗ fω)(t)P1(t)
is defined for almost all t ∈ R and measurable. So multiplying with the measurable
function t 7→ P−11 (t) we obtain that
g ∗ fω(t) =
∫
R
g(y)fω(t− y)dy
is defined almost everywhere on R and measurable. 
The second device allows to interpret functions in L1(R) as measures on the
Dirichlet group G. Therefore we denote by M(G), G any locally compact group,
the Banach space of all bounded and regular complex Borel measures on G.
Lemma 3.12. Let (G, β) be a Dirichlet group. Then there is a contraction
Φ: M(R)→ M(G), ϕ 7→ µ
such that ϕˆ ◦ β̂ = µˆ. In particular, every f ∈ L1(R) defines a measure Φ(fdλ) on
G. Moreover, ‖f‖1 = ‖Φ(f)‖ provided f ≥ 0.
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Proof. Let ϕ ∈M(R). Then we define µ := Φ(ϕ) to be the push forward measure
of ϕ with respect to β. Indeed, the functional
Tϕ : C(G)→ C, g 7→
∫
R
g ◦ β dϕ
has norm ≤ ‖ϕ‖, which by the Riesz’s representation theorem implies that µ ∈
M(G) with ‖µ‖ ≤ ‖ϕ‖. Moreover, ϕ̂(x) = Tϕ(hx) = µ̂(hx) for all x ∈ β̂(Ĝ). For
the last statement of the lemma note that h0◦β = 1 so that ‖Φ(f)‖ ≥
∣∣∫
R f(t)dt
∣∣ =
‖f‖1 provided f ∈ L1(R) with f ≥ 0. 
Observe, that the choice (G, β) = (T, βT) and ϕ = (χ[0,2pi] − χ[2pi,4pi])dλ leads to
‖Φ(ϕ)‖ = 0 < 4π = ‖ϕ‖, so that in general Φ may fail to be isometric.
As a first application of Lemma 3.12 we interpret the Poisson kernel on R
Pu : R→ R, t 7→
1
π
u
u2 + t2
, u > 0,
as a measure onG. More precisely we define the ’Poisson measure’ pu := Φ(Pudt) ∈
M(G). Then ‖pu‖ = 1 and for f ∈ Lp(G) we obtain f ∗ pu ∈ Lp(G) with
f̂ ∗ pu(hx) = f̂(hx)e
−u|x| for all x ∈ β̂(Ĝ). See Lemma 4.8, where this convolution
is needed.
3.2. Hardy spaces over groups. The following definition is essential.
Definition 3.13. Let G be a compact abelian group G, E ⊂ Ĝ, and 1 ≤ p ≤ ∞.
Then we denote the subspace of all f ∈ Lp(G) which have Fourier transforms
f̂ : Ĝ→ C supported by E (i.e. f̂(γ) 6= 0 implies γ ∈ E) by HEp (G).
Note that HEp (G) ⊂ L
p(G) is closed by continuity of the Fourier transform,
and hence it is a Banach space. Additionally we define ME(G) as the subspace of
all regular and bounded complex Borel measures µ ∈ M(G) such that µ̂(γ) 6= 0
implies γ ∈ E. Further, we write PolE(G) := spanCE.
We need the following two tools (Proposition 3.14 and Proposition 3.17) which
follow from standard arguments from harmonic analysis. For the sake of com-
pleteness we give full proofs.
Proposition 3.14. Let 1 ≤ p < ∞, G be a compact abelian group and E ⊂ Ĝ.
Then PolE(G) is dense in (H
E
p (G), ‖ · ‖p), and dense in H
E
∞(G) with respect to
the weak star topology w(L∞(G), L1(G)).
Proof. Let f ∈ HEp (G). We claim, that there is a sequence (un) ⊂ L∞(G) such
that (f ∗ un) converges to f with respect to the norm of H
E
p (G). Then, since all
f ∗ un ∈ C(G), using the fact that every continuous function in H
E
p (G) can be
approximated with respect to the sup-norm on G by polynomials in PolE(G) (see
[25, §8.7.3]), the claim follows. Let ε > 0. Since the translation map T : G →
Lp(G), y 7→ fy := f(y − ·) is uniformly continuous, there is a zero-neighborhood
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V , such that ‖f − fy‖p < ε for all y ∈ V . Let m be the Haar measure of G. Then
m(V ) > 0 and uV :=
1
m(V )
χV ∈ L∞(G) with ‖uV ‖1 = 1. Since
(f ∗ uV )(x)− f(x) =
∫
G
(f(x− y)− f(x))uV (y) dy,
we obtain with Minkowski’s inequality
‖f − f ∗ uV ‖p =
(∫
G
∣∣∣∣∫
G
(f(x− y)− f(x))uV (y)dy
∣∣∣∣p dx) 1p
≤
∫
G
(∫
G
|(f(x− y)− f(x))uV (y)|
p dx
) 1
p
dy
=
∫
G
‖f − fy‖p|uV (y)|dy ≤ ε.
Further f̂ ∗ uV = f̂ ûV , which implies, that f ∗ uV ∈ H
E
p (G). Finally, for the case
p =∞ note that by the bipolar theorem
PolE(G)
w∗
= (PolE(G)
◦
L1 )◦L
∞
.
Then a direct calculation shows that PolE(G)
◦L1 = H
G\E
1 (G) and
(
H
G\E
1 (G)
)◦L∞
=
HE∞(G) which finishes the proof. 
For the proof of our second tool we need more abstract harmonic analysis.
Lemma 3.15. Let 1 ≤ p ≤ ∞, G and H compact abelian groups, and φ : G→ H
an injective continuous homomorphism with dense range. Then there are onto
isometries
(5) Tp : Lp(H)→ Lp(G) with f̂ = T̂p(f) ◦ φ̂
and
(6) T : M(H)→ M(G) with µ̂ = T̂ (µ) ◦ φ̂ .
Proof. Since G is compact, the dual group Ĝ carries the discrete topology, and so
by Lemma 3.2 the map φ̂ : Ĥ → Ĝ, γ 7→ γ ◦ φ is bijective. This implies that
Φ∞ : (C(H), ‖ · ‖∞)→ (C(G), ‖ · ‖∞), f 7→ f ◦ φ
is an onto isometry (to see this define Φ∞ first only for polynomials and extend by
density). Taking the transposed of Φ−1∞ , we by the Riesz representation theorem
get the onto isometry
T := (Φ−1∞ )
′ : M(H) = C(H)′ →M(G) = C(G)′ ,
which for all µ ∈ C(H)′ satisfies µ̂ = T̂ (µ) ◦ φ̂; indeed, for h ∈ Ĥ
T̂ (µ)(φ̂(h)) = [(Φ−1∞ )
′(µ)](h ◦ φ) = µ(Φ−1∞ (h ◦ φ)) = µ̂(h) .
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This proves (6). Next we check (5) for p = 1. Since the two embeddings
iG : L1(G) →֒ M(G) and iH : L1(H) →֒ M(H) are isometric, we from another
application of the fact that φ̂ : Ĥ → Ĝ is bijective and (6) obtain that the map
T0 : (Pol(H), ‖ · ‖1)→ (Pol(G), ‖ · ‖1), P 7→ P ◦ φ
is an isometric bijection; for this check that
(T ◦ iH)(h) = (iG ◦ T0)(h) for each h ∈ Ĥ .
Additionally, we have P̂ ◦ φ ◦ φ̂ = P̂ for all P ∈ Pol(H), and consequently by
density of the polynomials we find as desired the isometric bijection T1 : L1(H)→
L1(G), which indeed satisfies T̂1(f) ◦ φ̂ = f̂ for all f ∈ L1(H). In order to extend
this result to all Lp’s note first that
(7) Φ1 : (C(H), ‖ · ‖1) 7→ (C(G), ‖ · ‖1), f 7→ f ◦ φ
defines an onto isomorphism. Indeed, let us first check that Φ1 is an isometry.
Take f ∈ C(H), and PN ∈ Pol(H) such that limN PN = f in C(H). Then
f ◦ φ = Φ1(f) = limN Φ∞(PN) = limN PN ◦ φ in C(G) by continuity of Φ∞, and
hence in particular ‖f ◦φ‖1 = limN ‖PN ◦φ‖1 = limN ‖PN‖1 = ‖f‖1. It remains to
prove that Φ1 is onto. So let g ∈ C(G) and QN ∈ Pol(G) such that limN QN = g
in C(G). Define PN := Φ
−1
∞ (QN ). Then (PN) is Cauchy in C(H) with limit, say,
f := limN PN . This implies that ‖f‖1 = ‖g‖1, and we for all x ∈ G have
f ◦ φ(x) = lim
N
PN(φ(x)) = lim
N
QN (x) = g(x).
Now (7) in particular implies that
(Pol(H), ‖ · ‖p) 7→ (Pol(G), ‖ · ‖p), P 7→ P ◦ φ
is an onto isometry, and we as desired see that by density of the polynomials
the onto isometry Tp : Lp(H) → Lp(G) for all 1 ≤ p < ∞ exists. Finally, the
remaining case p = ∞ follows by duality from the case p = 1: Define T∞ =
[(T1)
′]−1 : L∞(H)→ L∞(G). 
Moreover, we need the following fact from the theory of idempotent measures
(see [25, §3.1.2, p. 59 and §3.1.3, Theorem, p. 60]).
Lemma 3.16. Let G be a compact abelian group and U ⊂ Ĝ a subgroup. Then
there is some µ ∈ M(G) with ‖µ‖ = 1 and µ̂ = χU , where χU is the characteristic
function on U .
Finally, we are prepared to prove the announced second tool; note that for
injective maps φ and E = Ĥ this is precisely Lemma 3.15.
Proposition 3.17. Let 1 ≤ p ≤ ∞, G and H two compact abelian groups, and
φ : G → H a continuous homomorphism with dense range. Then for all E ⊂ Ĥ
there are onto isometries
(8) Ψp : H
E
p (H)→ H
φ̂(E)
p (G) with f̂ = Ψ̂p(f) ◦ φ̂ ,
and
(9) Ψ: ME(H)→Mφ̂(E)(G) with µˆ = Ψ̂(µ) ◦ φ̂ .
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The construction of our proof shows that the mapping Ψ from (9) in fact is an
extension of the mapping Ψp from (8).
Proof. Since φ is continuous and has dense range, the map
[φ] : G/ kerφ →֒ H, [g] 7→ φ(g)
is injective, and it still has dense range. Hence by Lemma 3.15 we have that
Lp(G/ kerφ) = Lp(H) for all 1 ≤ p ≤ ∞ as well as M(G/ ker φ) = M(H), where
the Fourier coefficients are preserved with respect to [̂φ], and consequently
H [̂φ](E)p (G/ kerφ) = H
E
p (H) and M[̂φ](E)(G/ kerφ) = ME(H) .
Moreover, we have the bijective homomorphism
ι : Imφ̂ →֒ (G/ kerφ)̂, φ̂(γ)→
[
[g]→ γ(φ(g))
]
(see also the proof of Lemma 3.2, where we checked that (G/ kerφ)̂ = (ker φ)⊥ =
Imφ̂ = Imφ̂, since Ĥ carries the discrete topology), and hence it suffices to show
that for every K ⊂ Im φ̂
HKp (G) = H
ι(K)
p (G/ kerφ) and MK(G) = Mι(K)(G/ kerφ) .
Let π : G → G/ kerφ be the canonical surjection. Since the Haar measure mpi of
G1/ kerφ is the pushforward measure of π, the map
Lp(G/ kerφ)→ Lp(G), f 7→ f ◦ π
for all 1 ≤ p ≤ ∞ defines an into isometry. In particular, fixing K ⊂ Im φ̂, we
obtain the isometric mapping
(10) Ap : H
ι(K)
p (G/ kerφ)→ H
K
p (G), f 7→ f ◦ π.
Since PolK(G) is dense in H
K
p (G) (Proposition 3.14), we have that Ap is onto for
all 1 ≤ p < ∞. For p = ∞ let g ∈ HK∞(G). Then, since H
K
∞(G) ⊂ H
K
p (G) for all
1 ≤ p < ∞, by what we have proved so far, there is f ∈
⋂
1≤p<∞H
ι(K)
p (G/ kerφ)
such that ‖f‖p = ‖g‖p ≤ ‖g‖∞ for all 1 ≤ p < ∞. Hence, limp→∞ ‖f‖p ≤ ‖g‖∞,
and so f ∈ H
ι(K)
∞ (G/ kerφ), A∞(f) = g and ‖f‖∞ = limp→∞ ‖f‖p ≤ ‖g‖∞. This
completes the proof of (8).
For the proof of (9) we use, given a compact abelian group L and F ⊂ L̂, the
notation
C(L)′F := {ϕ ∈ C(L)
′ : ϕ(γ) 6= 0⇒ γ ∈ F} .
Then by the Riesz representation theorem MF (L) = C(L)
′
F .
Fix again some K ⊂ Imφ̂. Restricting the map A∞ in (10) to continuous
functions, we conclude that the map
B∞ : Cι(K)(G/ kerφ)→ CK(G), f 7→ f ◦ π
is also an onto isometry. Now consider the mapping
Φ: C(G)′K → C(G/ kerφ)
′
K , ϕ 7→ ϕ ◦B∞.
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Then Φ is defined and isometric; indeed, since ϕ is supported on K, we have
‖Φ(ϕ)‖ = sup
g∈C(G/ kerφ), ‖g‖∞=1
|ϕ(g ◦ π)| = sup
f∈CK(G), ‖f‖∞=1
|ϕ(f)| = ‖ϕ‖.
To prove surjectivity choose µ ∈ M(G) with ‖µ‖ = 1 and µ̂ = χImφ̂, where
χIm φ̂ denotes the characteristic function on Im φ̂ (Lemma 3.16). Then, given
η ∈ C(G/ kerφ)′K , the functional ϕ : C(G) → C, ϕ(f) := η(f ∗ µ) belongs to
C(G)′K and Φ(ϕ) = η (using again Cι(K)(G/ kerφ) = CIm φ̂(G) via B∞). So Φ is
an onto isometry, and now applying the Riesz representation theorem, the mapping
Ψ := Φ−1 fulfils the claim. 
3.3. Hardy spaces over λ-Dirichlet groups. The following notion will turn
out to be fundamental for our purposes.
Definition 3.18. Let λ be a frequency and (G, β) a Dirichlet group. Then G is
called λ-Dirichlet group whenever λ ⊂ β̂(Ĝ).
So for instance for ordinary Dirichlet series, λn = log(n), the groups T∞ and R
are log(n)-Dirichlet groups. But more can be said.
Example 3.19. From Example 3.6 we immediately deduce that the pair (R, βR)
forms a λ-Dirichlet group for any frequency λ.
We explain in Section 3.5 that for every frequency λ there is a suitable map
Tλ such that (Q̂d
∞
, Tλ) is a λ-Dirichlet groups, which can be seen as an analog
of (T∞, βT∞) from the ordinary case (see Example 3.7). Further in Section 3.6
we define classes of frequencies λ (natural and integer type) for which T∞ is a
λ-Dirichlet group (including λ = (logn)).
Let (G, β) be a λ-Dirichlet group and 1 ≤ p ≤ ∞. Then E = {hλn : n ∈ N} ⊂ Ĝ,
and we define
Hλp (G) := H
E
p (G).
So Hλp (G) is the Banach space of all functions f ∈ Lp(G) such that f̂(γ) 6= 0 only
if γ = hλn for some n. Note that, the definition of H
λ
p (G) also depends on the
choice of β, although our notation does not indicate this.
Theorem 3.20. Let 1 ≤ p ≤ ∞ and (G, β) a λ-Dirichlet group. Then
Hλp (G) = H
λ
p (R) isometrically.
More precisely, there is an onto isometry Ψ: Hλp (G) → H
λ
p (R), f 7→ g such that
f̂(h
(G,β)
λn
) = ĝ(h
(R,β
R
)
λn
) for all n ∈ N.
Proof. The result is immediate from Proposition 3.9 and Proposition 3.17. 
Corollary 3.21. Let λ be a frequency and (G, βG) and (H, βH) two λ-Dirichlet
groups. Then
Hλp (G) = H
λ
p (H) isometrically,
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where, if f ∈ Hλp (G) and g ∈ H
λ
p (H) are associated to each other, we have that
f̂(h
(G,βG)
λn
) = ĝ(h
(H,βH)
λn
) for all n ∈ N.
In the next result we show that every f ∈ Hλ∞(G) in a natural way defines holo-
morphic functions on the open right half plane; in Section 4.3 we take advantages
of this important feature.
Proposition 3.22. Let λ be an arbitrary frequency and f ∈ Hλ∞(G). Then for
almost all ω ∈ G the function
Fω : [Re > 0]→ C , Fω(u+ it) := (fω ∗ Pu)(t)
defines a holomorphic function on [Re > 0] which is bounded by ‖f‖∞.
Proof. By Lemma 3.11 we know that fω ∈ L∞(R) for almost all ω ∈ G (say, for
all ω not contained in a null set M ⊂ G). So Fω defines a continuous function on
[Re > 0] (actually a harmonic function on [Re > 0], see [19]). For polynomials
g =
∑N
n=1 bne
−iλn· we have that for all x ∈ R and u > 0 by Abel summation
FL1(R)
(
e−u|·|
∑
λn<·
bn
)
(x) =
1
u+ ix
N∑
n=1
bne
−(u+ix)λn =
(g ∗ Pu)(x)
u+ ix
.
Since the right hand side (as a function of x) is in L2(R), we apply the Fourier
transform on L2(R) and obtain
(11) FL2(R)
(
g ∗ Pu
u+ i·
)
(−·) = e−u|·|
∑
λn<·
bn in L2(R).
Now we want to apply this formula for fω. Therefore fix u > 0 and consider the
mapping
Ψu : L2(G)→ L2(G,L2(R)), g 7→
[
ω 7→
gω ∗ Pu
u+ i·
]
.
This operator is well-defined and bounded. Since the sequence fN :=
∑N
n=1 anhλn
converges to f in L2(G), we obtain some subsequence (Nk)k such that for almost
all ω ∈ G, say ω /∈ Nu ∪M , where Nu ⊂ G is a null set,
lim
k→∞
fNkω ∗ Pu
u+ i·
=
fω ∗ Pu
u+ i·
in L2(R) .
Then by the continuity of the Fourier transform on L2(R) and (11) we obtain for
all ω /∈ Nu ∪M
(12) FL2(R)
(
fω ∗ Pu
u+ i·
)
(−·) = e−u|·|
∑
λn<·
anω(λn) ∈ L2(R) .
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In particular for all u > 0 and ω /∈ Nu ∪M∥∥∥∥∥e−2u|·|∑
λn<·
anω(λn)
∥∥∥∥∥
L1(R)
=
∫ ∞
0
e−2ux
∣∣∣∣∣∑
λn<x
anω(λn)
∣∣∣∣∣ dx
≤
∫ ∞
0
∣∣∣∣∣
(∑
λn<x
anω(λn)
)
e−ux
∣∣∣∣∣
2
dx
 12 (∫ ∞
−∞
e−2u|x|dx
) 1
2
<∞,
hence e−u|·|
∑
λn<·
anω(λn) ∈ L1(R) for all ω /∈ Nu ∪M . Now we write Q+ :=
Q∩]0,∞[= {q1, q2, . . .} = (qn)n and choosing un = qn we obtain a null set N :=⋃
n∈NNqn ⊂ G such that e
−u|·|
∑
λn<·
anω(λn) ∈ L1(R) for all u ∈ Q+ and ω /∈
N ∪M . So for all ω /∈ N ∪M the function
gω : [Re > 0]→ C , gω(z) =
∫ ∞
0
(∑
λn<x
anω(λn)
)
e−zxdx
is well-defined and holomorphic. Now together with (12) we obtain for all u ∈ Q+
and ω /∈ N ∪M∫ ∞
0
( ∑
λn<x
anω(λn)
)
e−(u+i·)xdx = FL1(R)
(
e−u|·|
∑
λn<·
anω(λn)
)
= FL2(R)
(
e−u|·|
∑
λn<·
anω(λn)
)
= FL2(R)
(
FL2(R)
(
fω ∗ Pu
u+ i·
)
(−·)
)
=
fω ∗ Pu
u+ i·
.
So finally for all u ∈ Q+ and for all ω /∈ N ∪M and almost all t
(13)
Fω(u+ it)
u+ it
=
∫ ∞
0
( ∑
λn<x
anω(λn)
)
e−(u+it)xdx = gω(u+ it) .
Since both sides are continuous functions, equation (13) holds on [Re > 0]. So
since
Fω(z) = zgω(z) on [Re > 0] ,
Fω is indeed holomorphic on the open right half plane for all ω /∈ N ∪M . 
3.4. Hardy spaces of general Dirichlet series. We now come to the actual
goal of this work. Let 1 ≤ p ≤ ∞ and (G, β) be a λ-Dirichlet group, and consider
the following map which we call Bohr map:
B : Hλp (G) →֒ D(λ), f ∼
∑
γ∈Ĝ
f̂(γ)γ 7→
∑
n∈N
f̂(hλn)e
−λns.
The following definition is at the very heart of this work.
Definition 3.23. The Hardy space Hp(λ) of λ-Dirichlet series is the space of all∑
ane
−λns for which there is some f ∈ Hλp (G) such that an = f̂(hλn) for all n.
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Together with the norm ‖D‖p := ‖f‖p the space Hp(λ) clearly forms a Banach
space, and then by definition the Bohr map B gives an isometric onto isomorphism
from Hp(λ) onto H
λ
p (G). The following immediate consequence of Corollary 3.21
is crucial.
Theorem 3.24. Hp(λ) is independent of the chosen λ-Dirichlet group (G, β).
Recall that in the ordinary case λ := (log n), the groups T∞ and R are suitable
(logn)-Dirichlet groups, which immediately leads to the following consequence.
Corollary 3.25.
H log(n)p (R) = Hp(log(n)) = Hp(T
∞).
So the above definition of Hp(λ) actually coincides with Bayart’s definition of
Hp in the ordinary case (see [3]).
Dealing with concrete problems in Hp(λ) it suffices to restrict ourselves thinking
on R (or Q̂d
∞
, see Section 3.5) instead of considering an ’abstract’ Dirichlet group
G. The choice of the group may depend then on the problem we are interested
in. Of course considering particular frequencies like λ = (n) or λ = (log n) it has
advantages to work with the torus instead of R due to its connection to complex
analysis (on products of the unit disk D).
Note that now there are two ‘H∞-spaces of λ-Dirichlet series’ around, namely
D∞(λ) and H∞(λ). In Section 4.3 we show that they coincide if D
ext
∞ (λ) = D∞(λ)
and L(λ) < ∞ (Theorem 4.12), which answers the question posed in the intro-
duction.
We close this section by giving an internal description of Hp(λ) through λ-
Dirichlet polynomials without considering Dirichlet groups. We denote by Pol(λ)
the space of all λ-Dirichlet polynomials D =
∑N
n=1 ane
−λns. For such polynomials
we define
‖D‖p :=
(
lim
T→∞
1
2T
∫ T
−T
∣∣∣∣∣
N∑
n=1
ane
−λnit
∣∣∣∣∣
p
dt
) 1
p
,
where due to Proposition 3.10 this limit exists and gives a norm on Pol(λ). Then
the following result is an immediate consequence of Proposition 3.14.
Theorem 3.26. Let 1 ≤ p < ∞ and λ be a frequency. Then the space Hp(λ) is
the completion of (Pol(λ), ‖ · ‖p).
3.5. Several variables. As already mentioned in Corollary 3.25, in the ordinary
case λ = (log n) the Hp-spaces coincide with the Hardy space Hp(T∞) which
consists of functions in infinitely many variables. On the other hand by Theorem
4.12 ordinary Dirichlet series can be understood in terms of the ’one dimensional’
object R. So the (vague) question might arise where are all the variables gone in
the general case?
Recall the following notions going back to Bohr (see [7, §5]). An infinite matrix
R := (rnk )n,k∈N of rational numbers is called Bohr matrix whenever each row Rn =
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(rnk )k is finite, i.e. r
n
k 6= 0 for only finitely many k’s. Given a sequence λ := (λn) of
real numbers, a sequence B := (bn) in R is said to be a basis for λ if it is Q-linearly
independent and for each n there is a finite sequence (rnk )k of rational coefficients
such that λn =
∑
k r
n
k bk. In this case, R := (r
n
k )n,k is said to be a Bohr matrix
of λ with respect to the basis B. If λ is a frequency, such a basis always exists
(in fact it can be chosen as a subsequence of λ), and if R is the associated Bohr
matrix R, we write λ = (R,B).
Note that (log pj) is a basis of λ = (log n), where p = (pj) is the sequence of
prime numbers. In this case all finite sequences of natural numbers form the rows
of R.
We come back to Example 3.8 within the setting of λ-Dirichlet groups.
Example 3.27. Let B := (bn) be a Q-linearly independent sequence of length
N ∈ N ∪ {∞}. Then for every frequency λ = (R,B) we have that
(
Q̂d
N
, T̂B
)
is a
λ-Dirichlet group, where TB is the mapping defined in (3).
On the other hand, if R is a Bohr matrix and all rows Rn have length N ∈
N ∪ {∞}, then obviously each of these rows belongs to the dual of Q̂d
N
, and we
denote for 1 ≤ p ≤ ∞ the corresponding Hardy space (see Definition 3.13) by
HRp
(
Q̂d
N)
.
Then Example 3.27 and Theorem 3.20 show that in this case the three objects
HRp
(
Q̂d
N)
, Hp(λ), and H
λ
p (R) can not be distinguished in terms of Fourier- and
Dirichlet coefficients.
Theorem 3.28. Let 1 ≤ p ≤ ∞ and R be a Bohr matrix. Then for for every
frequency λ = (R,B) with a basis of length N ∈ N ∪ {∞}
HRp
(
Q̂d
N)
= Hp(λ) = H
λ
p (R) isometrically .
More precisely, there are unique onto isometries between these spaces such that if
F , D, and f are associated to each other, then for each n
F̂ (Rn) = an(D) = f̂(λn) .
Thinking of multi indices as rows in the Bohr matrix of (log n) the Hardy type
space HRp (Q̂d
N
) could be considered as the ’multi variable’ substitute of Hp(T∞)
in the general case. The difference of HRp (Q̂d
N
) and Hλp (R) lies in the kind of
perspective: Either the focus lies on the frequency λ itself or on its coefficients
with respect to some decomposition (R,B). Calculations are sometimes easier
in Hλp (R) than in H
R
p (Q̂d
N
), since we do not have to deal with ’infinitely many
variables’. On the other hand the spaces HRp (Q̂d
N
) decompose the frequency with
respect to the basis (’separates the variables’), and they are independent of a
chosen basis for λ. Moreover Q̂d
N
is metrizable (since its dual group is countable).
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An immediate consequence of Theorem 3.28 is the following (which may be is
not immediate considering Hλp (R)).
Corollary 3.29. Assume that 1 ≤ p ≤ ∞ and that λ = (R,B) and λ˜ = (R˜, B˜)
are two frequencies. If there is a permutation φ : N → N such that R˜n = Rφ(n)
for all n ∈ N, that is λ and λ˜ have the same Bohr matrix without regard to the
order of the rows, then Hp(λ) = Hp(λ˜) (as Banach spaces) and the coefficient are
preserved with respect to φ.
For instance choosing λ := (log 2n) and λ˜ = (log 3n), then Corollary 3.29 implies
D∞(λ) = H∞(T) = D∞(λ˜) (which of course can be deduced directly).
3.6. Frequencies of integer type. In this section we consider frequencies which
allow a decomposition (R,B) such that the Bohr matrix R consists exclusively of
integers or natural numbers. We call a Bohr matrix of integers or natural numbers
full, if any possible finite sequence of integers or numbers in N0 appears as a row.
This includes the Bohr matrix R generated by the ordinary case λ = (logn) and
its basis B = (log pn). If α is a row of R, then we shortly write α ∈ R. For
1 ≤ p ≤ ∞ we keep to the standard denoting by Hp the Hardy space of ordinary
Dirichlet series.
Definition 3.30. We call a frequency λ of integer (resp. natural) type if there is a
basis B for λ such that the Bohr matrix R only consists of integer (resp. natural)
numbers.
So for these frequencies λ = (R,B) of integer type the group TN is a λ-Dirichlet
group (use Example 3.7), where N ∈ N ∪ {∞} is the length of the basis B, and
we obtain the following
Theorem 3.31. Let 1 ≤ p ≤ ∞ and λ = (R,B) a frequency of integer type with
basis of length N ∈ N ∪ {∞}. Then there is a unique onto isometry
ψ : Hp(λ)→ H
R
p (T
N ), D 7→ F
such that Fˆ (α) = an(D) for all multi indices α ∈ R and λn =
∑
αjbj.
Theorem 3.31 also implies that the ordinary Hp is in the following sense the
’biggest’ Hardy type space of natural type.
Corollary 3.32. Let 1 ≤ p ≤ ∞ and λ = (R,B) a frequency of natural type.
Then there is a unique into isometry
ψ : Hp(λ) →֒ Hp,
∑
ane
−λns →
∑
bnn
−s
such that an = bpα for all α ∈ R, where λn =
∑
αjbj.
So, if λ is of integer or natural type, then the group T∞ is appropriate. The
following remark can be seen as a sort of converse.
Remark 3.33. If (T∞, β) is a λ-Dirichlet group, then λ is of integer type.
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Proof. By assumption and Lemma 3.2 there is a monomorphism T : ⊕Nn=1 Z →֒ R
such that λ ⊂ Im T . Denoting by ek the kth unit vectors in ⊕
N
n=1Z the sequence
(T (ek))k is Z-linearly independent and λ ⊂ spanZ(T (ek))k. 
3.7. On Bohr’s problem. A prominent problem in Bohr’s time was to determine
the maximal width of the strip of uniform but non absolutely convergence
S(λ) := sup
D∈D(λ)
σa(D)− σu(D).
Note that we always have S(λ) ≤ L(λ)
2
by the Cauchy-Schwarz inequality. In the
ordinary case, where L(log(n)) = 1, a celebrated result is that S(log(n)) = 1
2
(see [4, §5, Theorem V], [9], [16], or [24]). So the question may arise whether
S(λ) = L(λ)
2
always holds. But this is in general false due to a result of Neder
(see [23, §4], actually σextb , see [26] for definition, is considered instead of σu, but
Neder’s construction can easily be modified for σu).
Proposition 3.34. To every x > 0 and 0 ≤ y ≤ x
2
there is a frequency λ such
that L(λ) = x and S(λ) = y.
If λ satisfies Bohr’s theorem, then we may reformulate S(λ) as follows
S(λ) = sup
D∈D∞(λ)
σa(D),
which actually in a sense is one of the key steps for proving S((log n)) = 1
2
. This
motivates to define (like already done in the ordinary case, see [9, §12.2]) the
following ’p-version’ of S(λ):
Sp(λ) := sup
D∈Hp(λ)
σa(D).
Note that Sp(λ) is decreasing in p and that S1(λ) ≤ L(λ). In the particular case
p = 2 we have S2(λ) =
L(λ)
2
for all λ’s. Indeed, the Cauchy-Schwarz inequality
gives S2(λ) ≤
L(λ)
2
, and conversely Dε(s) =
∑
e−(
L(λ)
2
+ε)λne−λns ∈ H2(λ) satisfies
σa(Dε) =
L(λ)
2
− ε for all ε > 0.
Given λ, the exact value of Sp(λ) seems hard to determine. But at least if λ
is of full natural type, then we will show that S(λ) = L(λ)
2
as a consequence of
Theorem 3.32. For Q-linearly independent frequencies see Corollary 3.36.
Corollary 3.35. Let λ = (R,B) be a frequency of natural type, where R is full.
If limn→∞
log(n)
λn
exists, then Sp(λ) =
L(λ)
2
for all 1 ≤ p ≤ ∞. Further, if λ satisfies
(LC) and L(λ) <∞, then there is a Dirichlet series D ∈ D∞(λ) with σa(D) =
L(λ)
2
and S(λ) = L(λ)
2
.
Maximal width of uniform and but non absolute convergence of Dirichlet series
for frequencies λ as in the previous corollary were also studied in the recent article
[8]. There the authors look at the special case S(λ) = S∞(λ) assuming (BC),
but without assuming that limn→∞
log(n)
λn
exists. Their reasoning is based on the
fact the set monH∞(Bc0) of monomial convergence is included in ℓ2+ε ∩ D
N for
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all ε > 0, which is basically a consequence of a probabilistic argument (Kahane-
Zygmund inequality). Their proof extends word by word for λ’s satisfying (LC).
Using the fact that monHp(T∞) = ℓ2∩DN, 1 ≤ p <∞, and Hp(λ) = Hp(T∞) (see
[9, §12.4.2]) the same argument gives Sp(λ) =
L(λ)
2
without any assumption on the
λ’s. We feel that our proof of Corollary 3.35 (under the stronger assumption that
limn→∞
log(n)
λn
exists) is more elementary.
Proof of Corollary 3.35. By Corollary 3.32 we have that Hp(λ) = Hp((log n)),
where the isometry preserves the Dirichlet coefficients. Then by assumption for
all ε > 0 there is n0 such that λn(L(λ) − ε) ≤ log(n) ≤ λn(L(λ) + ε) for all
n ≥ n0. From this by an easy calculation we see that σa(D) = σa(E)L(λ) for
all D ∈ Hp(λ) and E ∈ Hp((logn)) associated to each other. This gives Sp(λ) =
L(λ)Sp((logn)) =
L(λ)
2
. By Theorem 4.10 and Theorem 4.12 (applied to (log n))
we have D∞(λ) ⊂ D∞((logn)) since λ is of natural type. Assuming (LC) and
L(λ) <∞ we actually have equality (again Theorem 4.12), and we obtain S(λ) =
S((logn))L(λ) = L(λ)
2
. Since there is E ∈ D∞((logn)) with σa(E) =
1
2
(see [9,
§4]), the claim is proven.

Now we consider the case of Q-linearly independent frequencies λ. Note that in
this case we already know from [26] that H∞(λ) = D∞(λ) = ℓ1(N) and therefore
that S∞(λ) = S(λ) = 0.
Corollary 3.36. Let 1 ≤ p < ∞ and λ be Q-linearly independent.Then the fol-
lowing isometric equalities hold:
Hp(λ) = H
(1)
p (T
∞) := {f ∈ Hp(T
∞) | f̂(α) 6= 0⇒
∑
αj = 1}
and
D∞(λ) = H
(1)
∞ (T
∞) .
In particular, Sp(λ) =
L(λ)
2
.
Proof. By Theorem 3.32 we know that Hp(λ) = B(H
(1)
p (T∞)) =: H
(1)
p ((log n))
is the space of 1-homogeneous ordinary Dirichlet series. Since H
(1)
p ((log n)) =
H2((log n)) isomorphically (by Khinchine’s inequality, see [9, §11.2.2]) we have
Hp(λ) = H2(λ) and so Sp(λ) = S2(λ) =
L(λ)
2
. 
We close this section by giving an example of λ which is not of integer type.
Example 3.37. Let (pn) be the sequence of prime numbers and define λ1 := 1,
λn :=
p2n+1
pn
, n ≥ 2. Then clearly B := (1, 0, . . .) is a basis with Bohr matrix
R :=

1 0 . . .
22+1
2
0 . . .
32+1
3
0 . . .
52+1
5
0 . . .
...
...
 .
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Assume that λ is of integer type. Then there is a basis X = (x, 0, . . .) of length
1 with an integer Bohr matrix (see [7], §5, pp. 121-122). Choose (kn) ⊂ Z \ {0}
such that
p2n + 1
pn
= kn x
for all n ∈ N. Hence x ∈ Q. Now write x = a
b
, where a, b 6= 0. Then
b(p2n + 1) = pnkna.
Since p2n + 1 is not divisible by pn, we conclude that b is divisible by pn for all
n ∈ N. Hence b = 0, a contradiction. Moreover,
λn+1 − λn = pn+1 − pn −
(
1
pn
−
1
pn+1
)
≥ 1−
1
2
=
1
2
,
implying that λ is strictly increasing and satisfies (BC) with l = 0.
4. Structure theory
Based on the Fourier analysis setting from the preceding section we extend some
important cornerstones of the Hp-theory of ordinary Dirichlet series to the range
of general Dirichlet series.
4.1. Translations. In this section we fix a frequency λ, and collect a few inde-
pendently interesting tools on translations of λ-Dirichlet series which also later
will be important.
Definition 4.1. Let D =
∑
ane
−λns be a λ-Dirichlet series and z ∈ C. Then we
call
Dz(s) :=
∑
ane
−λnze−λns
the translation of D about z.
We call the translation Dz horizontal if z ∈ R, and vertical if z = iτ , τ ∈ R.
Given a λ-Dirichlet group (G, β) and a Dirichlet series D =
∑
ane
−λns, we for
every τ ∈ R have
Diτ =
∑
ane
−iλnτe−λns =
∑
anhλn(β(τ))e
−λns .
More generally, we consider so-called vertical limits.
Definition 4.2. Given a λ-Dirichlet group (G, β) and a Dirichlet series D =∑
ane
−λns, we call Dirichlet series of the form
Dω(s) =
∑
anω(λn)e
−λns, ω ∈ G
vertical limits of D associated to G.
In the following we study in which sense λ-Dirichlet series belonging to Hp(λ)
are stable under taking vertical limits and horizontal translations.
The first observation shows that the translation invariance of the Haar measure
on G and the definition of Hp(λ) immediately imply that all mappings D 7→ D
ω
constitute onto isometries on Hp(λ).
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Proposition 4.3. Let (G, β) be a λ-Dirichlet group, 1 ≤ p ≤ ∞ and D ∈ Hp(λ).
Then for ω ∈ G we have that D ∈ Hp(λ) if and only if D
ω ∈ Hp(λ), and in this
case and ‖Dω‖p = ‖D‖p.
The following corollary applies the case p =∞ to polynomials.
Corollary 4.4. Let (G, β) be a λ-Dirichlet group. Then for all ω ∈ G and
a1, . . . , aN ∈ C
sup
s∈[Re>0]
∣∣∣ N∑
n=1
ane
−λns
∣∣∣ = sup
t∈R
∣∣∣ N∑
n=1
ane
−tλni
∣∣∣ = sup
t∈R
∣∣∣ N∑
n=1
anω(λn)e
−tλni
∣∣∣ .
Proof. Applying Proposition 4.3 to polynomials in Polλ(G) (and ’restricting’ them
to R) we obtain the second equality. The first equality follows from a standard
maximum modulus principle. 
Let us prove the analog of Proposition 4.3 for D∞(λ).
Proposition 4.5. Let (G, β) be a λ-Dirichlet group, D :=
∑
ane
−λns ∈ D∞(λ),
and assume that D∞(λ) is complete. Then for all ω ∈ G we have that D ∈ D∞(λ)
if and only if Dω ∈ D∞(λ), and in this case ‖D
ω‖∞ = ‖D‖∞.
Proof. Indeed, by Proposition 2.4 the Dirichlet series D =
∑
ane
−λns ∈ D∞(λ) is
approximated by typical means. Hence, given ω ∈ G and ε > 0, by Corollary 4.4
the sequence (∑
λn<x
an
(
1−
λn
x
)
ω(λn)e
−ελne−λns
)
x≥0
is a Cauchy sequence in D∞(λ). Then D
ω
ε ∈ D∞(λ) and ‖D
ω
ε ‖∞ = ‖Dε‖∞ for all
ω ∈ G and ε > 0. This immediately gives Dω ∈ D∞(λ) and ‖D
ω‖∞ = ‖D‖∞ for
all ω ∈ G. 
In the rest of this section we justify the chosen name ’vertical limit’.
Proposition 4.6. Let (G, β) be a λ-Dirichlet group, and D =
∑
ane
−λns a λ-
Dirichlet series with σa(D) ≤ 0. Then
(1) For every ω ∈ G there is a sequence (τk)k ⊂ R such that Diτk converges to
Dω uniformly on [Re > ε] for all ε > 0.
(2) Assume conversely that for (τk)k ⊂ R the vertical translationsDiτk converge
uniformly on [Re > ε] for every ε > 0 to a holomorphic function f on
[Re > 0]. Then there is ω ∈ G such that f(s) = Dω(s) for all s ∈ [Re > 0] .
Proof. (1) By Pontryagin’s duality theorem we have G = (̂Ĝ, d) (as topological
groups), where the right group carries the compact open topology. Hence in the
following we interpret ω ∈ G as a character on Ĝ. Since R is dense in G, by
definition of the compact open topology, for every N ∈ N there is τN ∈ R such
that
max
1≤j≤N
|e−iλjτN − ω(λj)| ≤
1
N
.
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Hence the sequence (e−iλjτN )j converges to (ω(λj))j in T∞ whenever N tends to
∞. For each N we define DiτN (s) :=
∑
aje
−iλjτN e−λjs and take ε > 0. Then for
all s = σ + it ∈ [Re > ε] and M,N ∈ N we obtain
|DiτN (s)−D
ω(s| ≤
∞∑
n=1
|an|e
−λnε|e−iλnτN − ω(λn)|
≤ 2
∞∑
n=M
|an|e
−λnε + max
1≤n≤M
|an|e
−λnε
M∑
n=1
|e−iλnτN − ω(λn)|.
Since σa(D) ≤ 0, we may choose M and N large enough to get the desired con-
clusion.
(2) We claim that there is ω ∈ G and a subsequence (τnk)k such that (e
−iτnkλj)j
converges to (ω(λj))j in T∞ whenever k tends to ∞. Then we may argue as
in the proof of (1) to show that Diτnk converges to D
ω uniformly on [Re > ε]
for all ε > 0, and consequently f = Dω on [Re > 0]. For m ∈ N we define
Tm := {β(τn) | n ≥ m}, where the closure is taken in G. Then
⋂
m∈A Tm for all
finite subsets A ⊂ N, and since G is compact, we find some ω ∈
⋂
m∈N Tm 6= ∅.
Consider now the following zero neighborhoods in G
UN :=
{
η ∈ G | max
1≤j≤N
|η(λj)− 1| ≤
1
N
}
, N ∈ N.
So for N = 1 there is τk1 such that β(τk1) ∈ ω+U1, since ω ∈ T1. Then for N = 2
there is τk2 , k2 ≥ k1, such that β(τk2) ∈ ω + U2, since ω ∈ Tk1. Inductively we get
a subsequence (τnk)k such that
max
1≤j≤k
|e−iτnkλj − ω(λj)| ≤
1
k
for all k ∈ N. This proves the claim. 
4.2. Hp(λ) equals H
+
p (λ). The next result shows that a Dirichlet series D :=∑
ane
−λns belongs to Hp(λ) if and only if all its translations Dz, z ∈ [Re > 0] do
with uniformly bounded norms. For ordinary Hp’s this was first proved in [10]
(see also [9, Theorem 11.21]).
Theorem 4.7. Let 1 ≤ p < ∞ and D :=
∑
ane
−λns. Then D ∈ Hp(λ) if and
only if Dz ∈ Hp(λ) for all z ∈ [Re > 0] and supz∈[Re>0] ‖Dz‖p <∞. Moreover, in
this case supz∈[Re>0] ‖Dz‖p = ‖D‖p.
We will give two important applications of this description of Hp(λ) in the
coming two sections.
For the proof it is convenient to define the Banach space H+p (λ) of all λ-Dirichlet
series such that ‖D‖H+p (λ) := supz∈[Re>0] ‖Dz‖p < ∞, and then the preceding
equivalence in short tells that Hp(λ) = H
+
p (λ) holds isometrically.
We show each of the implications of the preceding theorem separately. The
’if part’ is based on a lemma which relates horizontal translations of Dirichlet
series D ∈ Hp(λ) (i.e. the Dirichlet coefficients of D are Fourier coefficients of a
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function f ∈ Hλp (G)) with the convolution of f with the Poisson measure pu on G
(see Lemma 3.12).
Lemma 4.8. Let (G, β) be a λ-Dirichlet group and 1 ≤ p ≤ ∞. Moreover, let
f ∈ Hλp (G) and D ∈ Hp(λ) with B(f) = D. Then for each u > 0, we have
that pu ∗ f ∈ H
λ
p (G), Du ∈ Hp(λ) with B(pu ∗ f) = Du, and limu→0Du = D in
Hp(λ) (for p = ∞ with respect to the weak star topology generated by the duality
of L∞(G) and L1(G)).
Proof. Since p̂u ∗ f(hx) = p̂u(hx)f̂(hx) = e
−u|x|f̂(hx) for all x ∈ β̂(Ĝ), we have
pu ∗ f ∈ H
λ
p (G) with ‖pu ∗ f‖p ≤ ‖f‖p, and also B(pu ∗ f) = Du. For the second
statement notice that limu→0 pu ∗ f = f , where the limit for 1 ≤ p < ∞ is taken
in Lp(G), and for p = ∞ in the weak star topology (check for polynomials, then
use density). 
Proof of the ’if part’ of Theorem 4.7. Proposition 4.3 implies that ‖Dit‖p = ‖D‖p
(choose ω = β(t)). Then together with Lemma 4.8
sup
z∈[Re>0]
‖Dz‖p = sup
u>0
‖Du‖p = ‖D‖p . 
For the proof of the ’only if’ part of Theorem 4.7 we follow an idea which was
invented in [10]. Given a Banach space X , we denote by D∞(λ,X) the space of
all λ-Dirichlet series D =
∑
ane
−λns, which have coefficients an ∈ X and which
converge and define a bounded (and then necessarily holomorphic) function on
[Re > 0] with values in X . Together with the supremum norm this gives a Banach
space provided D∞(λ) is complete (see [12]).
Lemma 4.9. Let 1 ≤ p <∞, and assume that D∞(λ) is complete. Then the map
Φ: Hp(λ) →֒ D∞(λ,Hp(λ)),
∑
ane
−λns 7→
∑(
ane
−λns
)
e−λnz
is an into isometry.
In the ordinary case this was proved in [10, Theorem 2.4] (see also [9, Section
11.3]), and substituting T∞ by any λ-Dirichlet group (G.β) our proof follows the
same strategy.
Proof. We consider a λ-Dirichlet polynomial D =
∑N
n=1 ane
−λns. Then, by the ’if
part’ of Theorem 4.7, the map
F : [Re > 0]→ Hp(λ), z 7→
N∑
n=1
ane
−λnze−λns
is holomorphic and ‖F‖∞ = ‖D‖p. Hence Φ, defined as above on polynomials
only, is isometric. Let Φ be the unique extension of this isometry to all of Hp(λ)
(Theorem 3.26). We claim that this is the map Φ from the lemma. Indeed, given
D ∈ Hp(λ), let (D
N)N be a sequence of Dirichlet polynomials which in Hp(λ)
converges to D. We write Φ(D) =
∑
bne
−λnz, where bn ∈ Hp(λ). Then the
continuity of Φ implies bn = limN an(Φ(D
N)) = limN an(D
N)e−λns = an(D)e
−λns,
the conclusion. 
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Now we are prepared for the
Proof of the ’only if ’ part of Theorem 4.7. LetD =
∑
ane
−λns ∈ H+p (λ), i.e. Dε ∈
Hp(λ) for all ε > 0 and supε>0 ‖Dε‖p = ‖D‖H+p (λ) <∞. Hence by Lemma 4.9 the
maps
Fε(D)(z) := Φ(Dε)(z) =
∑(
ane
−ελne−λns
)
e−λnz : [Re > 0]→Hp(λ)
are holomorphic for all ε > 0, and bounded uniformly in ε by ‖D‖H+p (λ). Now the
function
F (z) :=
∑
ane
−λnse−λnz : [Re > 0]→Hp(λ)
is holomorphic and bounded. Let ϕ(z) := 1+z
1−z
: D → [Re > 0] be the Cayley
transformation (with inverse ϕ−1(s) = s−1
s+1
), and consider the function f := F ◦
ϕ : D → Hp(λ). Then limε→0 ϕ−1(ε+ it) =
it−1
it+1
=: w ∈ T and as a matter of fact
the so called Stolz region S(α,w) := {z ∈ D | |z − w| < α(1− |z|)} for any α > 1
contains the set {ϕ−1(ε+ it) | 0 < ε < ε0} for some ε0 > 0 (see [9, §11.4]). Since
Hp(λ), being a closed subspace of some Lp(G), has the analytic Radon-Nikodym
property, the limits limS(α,w)∋z→ it−1
it+1
f(z) exists for almost all t ∈ R. But then
lim
ε→0
F (ε+ it) = lim
S(α,w)∋z→ it−1
it+1
f(z)
exists in Hp(λ) for almost all t ∈ R and equals Dit (since the Dirichlet coefficients
of F (ε+ it) are given by (an(D)e
−λn(ε+it))). Now Proposition 4.3 (applied to some
admissible ω := β(t)) gives D ∈ Hp(λ). 
4.3. D∞(λ) equals H∞(λ). As already mentioned, there are now two ‘H∞-spaces
of λ-Dirichlet series’ around, namely D∞(λ) and H∞(λ). Note that by [26] there
are frequencies λ such that D∞(λ) is not complete, hence in these cases D∞(λ) 6=
H∞(λ). In this subsection we show that both spaces coincide isometrically for λ’s
satisfying Dext∞ (λ) = D∞(λ) and L(λ) <∞. See Theorem 2.2 as well as Theorem
2.3 for ’testable’ sufficient conditions on this.
Theorem 4.10. Let (G, β) be a λ-Dirichlet group, and λ a frequency. Then there
is an injective contraction map
(14) Ψ: Dext∞ (λ)→ H
λ
∞(G), D 7→ f
such that an(D) = f̂(hλn) for all n ∈ N.
An interesting by-product of Theorem 4.10 is that under no additional further
assumptions on the frequency λ, each Dirichlet series D ∈ D∞(λ) has Dirichlet
coefficients which are Fourier coefficients of an L∞-function on a compact abelian
group (e.g. the Bohr compactification of R). Hence the following corollary is an
immediate consequence of Parseval’s equality.
Corollary 4.11. Let D ∈ Dext∞ (λ) with Dirichlet coefficients (an)n. Then(
∞∑
n=1
|an|
2
) 1
2
≤ ‖D‖∞.
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In view of Theorem 2.2 the following results collects a couple of sufficient con-
ditions under which D∞(λ) and H∞(λ) even coincide isometrically.
Theorem 4.12. Let (G, β) be a λ-Dirichlet group, and assume that L(λ) < ∞
and that Dext∞ (λ) = D∞(λ). Then the mapping Ψ from Theorem 4.10 is an onto
isometry and its inverse is given by the Bohr map
(15) B : Hλ∞(G)→ D∞(λ), f 7→
∑
f̂(hλn)e
−λns.
In particular, D∞(λ) = H∞(λ) isometrically.
For polynomials the proof of the desired norm equality is rather easy. Since
β(R) is dense in G, a standard distinguished maximum modulus principle gives
the following
Lemma 4.13. Let (G, β) be a Dirichlet group. Then for all a1, . . . aN ∈ C and
λ1, . . . , λN ∈ R≥0
sup
Re s>0
∣∣∣∣ N∑
n=1
ane
−sλn
∣∣∣∣ = sup
t∈R
∣∣∣∣ N∑
n=1
ane
−itλn
∣∣∣∣ = sup
ω∈G
∣∣∣∣ N∑
n=1
anω(λn)
∣∣∣∣.
This gives the desired isometry between (Pol(λ), ‖ · ‖∞) and (Polλ(G), ‖ · ‖∞).
We have to prove that statement beyond polynomials.
Proof of Theorem 4.10. Let D =
∑
ane
−λns ∈ Dext∞ (λ) with extension F , and
consider for x, σ > 0 the polynomials
Rσx(ω) := Rx(Dσ)(ω) =
∑
λn<x
an
(
1−
λn
x
)
e−σλnω(λn)
from Theorem 2.4 which are associated to Dσ. Then by Lemma 4.13 the net (R
σ
x)x
for each σ forms a Cauchy net in Hλ∞(G) with limit, say fσ. Moreover, for all n, σ
f̂σ(hλn) = lim
x→∞
R̂σx(hλn) = ane
−σλn ,
and
‖fσ‖∞ = lim
x→∞
‖P σx ‖∞ = ‖Dσ‖∞ ≤ ‖F‖∞.
Now recall that the unit ball of L∞(G) together with its weak star topology is
metrizable and compact (by the Alaoglu-Bourbarki theorem and the fact that
L1(G) is separable). Hence, (f1/n)n has a weak star convergent subsequence
(f1/nk)k with limit f ∈ L∞(G), ‖f‖∞ ≤ ‖D‖∞. Then for each n
an = lim
k
ane
− 1
nk
λn = lim
k
∫
R
f 1
nk
(w)hλn(w)dw = f̂(hλn) ,
and moreover for each x /∈ (λn)n
f̂(hx) = lim
k
∫
R
f 1
nk
(w)hx(w)dw = 0,
since f 1
nk
∈ Hλ∞(G). Hence f ∈ H
λ
∞(G) and Ψ(D) = f . 
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The proof of Theorem 4.12 needs more preparation, and will be given after the
following result inspired by the work of Helson from [16].
Lemma 4.14. Let (G, β) be a λ-Dirichlet group and L(λ) <∞. For f ∈ Hλ∞(G)
consider the Dirichlet series D =
∑
ane
−λns, where an := f̂(hλn) for n ∈ N. Then
Dω ∈ Dext∞ (λ) for almost all ω ∈ G, and moreover
fω ∗ Pu(t) = D
ω(u+ it)
for almost all ω ∈ G and for all u+ it ∈ [Re > max{0, σc(D
ω)}] .
Proof. Since L(λ) < ∞ and (an)n is bounded, we have that σa(D
ω) ≤ L(λ) < ∞
for all ω ∈ G. We already know from Proposition 3.22 that there is a null set
N ⊂ G such for all ω /∈ N the function
Fω : [Re > 0]→ C , Fω(u+ it) := (fω ∗ Pu)(t)
is holomorphic and bounded by ‖f‖∞. On the other side D
ω defines a holomorphic
function on [Re > σc(D
ω)] for all ω ∈ G. So it suffices to verify that there is some
null set M ⊂ G which contains N and is such that Fω = D
ω on [Re = u] for
all u > max{0, σc(D
ω)} and ω /∈ M . Let u := L(λ) + 1 (note that L(λ) = 0 is
possible) and as in the proof of Proposition 3.22 we find a sequence (Nk) in N and
a null set Nu ⊂ G such that for all ω /∈ N ∪Nu we have limk→∞
f
Nk
ω ∗Pu
u+i·
= fω∗Pu
u+i·
in
L2(R). Hence for every ω /∈ N ∪ Nu there is a subsequence (Nkj )j such that for
almost all t ∈ R
Dω(u+ it) = lim
j→∞
Nkj∑
n=1
anω(λn)e
−uλne−λnit = fω ∗ Pu(t) = Fω(u+ it) .
But for ω /∈ N ∪ Nu both functions D
ω and Fω are continuous on [Re = u], and
so with M := N ∪ Nu we have D
ω = Fω on [Re = L(λ) + 1] for all ω /∈ M .
Finally, the identity principle from complex analysis implies that Dω = Fω on
[Re > max{0, σc(D
ω)}] for all ω /∈M . 
We obtain as an immediate consequence the following variant of an important
theorem on general λ-Dirichlet series in H2(λ) due to Helson from [18].
Theorem 4.15. Assume that L(λ) < ∞ and Dext∞ (λ) = D∞(λ), and let D ∈
H∞(λ). Then for all λ-Dirichlet groups (G, β) and for almost all ω ∈ G the
vertical limits Dω converge on [Re > 0].
Moreover, if f ∈ Hλ∞(G) in view of Bohr’s map B corresponds to D, then for
almost all ω ∈ G and all u+ it ∈ [Re > 0]
(16) Pu ∗ fω(t) = D
ω(u+ it).
In [11] we extend Theorem 4.15 to Hp(λ), 1 ≤ p < ∞, adding the relevant
maximal inequality.
Finally, we close the circle and prove
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Proof of Theorem 4.12. Take f ∈ Hλ∞(G), and let D ∈ H∞(λ) be the associated
λ-Dirichlet series under the Bohr map B. From Theorem 4.15 we know that there
is some ω ∈ G such that Dω ∈ D∞(λ) with ‖Dω‖∞ ≤ ‖f‖∞. Then, applying
Proposition 4.5 with ω−1, we obtain D ∈ D∞(λ) and ‖D‖∞ ≤ ‖f‖∞. 
4.4. Schauder basis. It is known that (n−s) is a Schauder basis for Hp(log(n))
in the range 1 < p <∞ (see [1]). This result extends to arbitrary frequencies λ.
Theorem 4.16. Let 1 < p < ∞ and λ be a frequency. Then the monomials
(e−λns) form a Schauder basis for Hp(λ).
Proof. Let (G, β) be any λ-Dirichlet group. We then claim that (hλn) is a Schauder
basis for Hλp (G). By Proposition 3.14 it suffices to verify, that there is a constant
C ≥ 1, such that for all m > n and for all a1, . . . , am ∈ C∥∥∥ n∑
n=1
akhλk
∥∥∥
p
≤ C
∥∥∥ m∑
n=1
akhλk
∥∥∥
p
.
By Proposition 3.3 there is a natural order on Ĝ: We call a character hx, x ∈ β̂(Ĝ),
positive if x ≥ 0. Then the ’Riesz projection’
Φ
(∑
akhxk
)
:=
∑
xk≥0
akhxk
is bounded on Pol(G) ⊂ Lp(G) with norm C = C(p) > 0 (see [25, Theorem
8.7.2.], here connectedness of G is needed), and hence for m > n and each f :=∑m
k=1 akhλk ∈ Polλ(G) we as desired have∥∥∥ n∑
k=1
akhλk
∥∥∥
p
≤
∥∥∥ m∑
k=1
akhλk
∥∥∥
p
+
∥∥∥ m∑
k=n+1
akhλk
∥∥∥
p
=
∥∥∥ m∑
k=1
akhλk
∥∥∥
p
+
∥∥∥hλn+1Φ
(
h−λn+1
m∑
k=1
akhλk
)∥∥∥
p
≤ (1 + C)
∥∥∥ m∑
k=1
akhλk
∥∥∥
p
. 
An equivalent formulation of Theorem 4.16 is that for 1 < p <∞ all projections
πNp : Hp(λ)→Hp(λ),
∑
ane
−λns 7→
N∑
n=1
ane
−λns
are uniformly bounded. But for the border cases p = 1 and p =∞ this in general
is false (e.g., for the frequencies λ = (logn) or λ = (n)). We give an upper bound
for the growth of the partial sum operators in H1(λ); thereby the quality of the
upper bounds depends on the quality of λ.
Proposition 4.17. Let λ be a frequency and p = 1 or ∞. Assuming (BC) for λ
there is a constant C = C(λ) such that for all N
‖πNp : Hp(λ)→Hp(λ)‖ ≤ CλN ,
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and, assuming (LC) and L(λ) <∞, for every δ there is a constant C1 = C1(δ, λ)
such that for all N
‖πNp : Hp(λ)→Hp(λ)‖ ≤ C1e
δλN .
The case p = ∞ follows from a careful analysis of results due to Bohr [6] and
Landau [22], and this was done in [26, §3]. The case p = 1, in a sense, reduces to
the case p =∞, and in the following we sketch this argument.
Remark 4.18. Given a Banach space X, a straightforward Hahn-Banach argu-
ment shows that for p =∞ Proposition 4.17 transfers to D∞(λ,X), i.e. under the
assumptions of (BC) or [(LC) and L(λ) <∞], the projection on D∞(λ,X) which
assigns to each D its N th partial sum, is bounded by a universal constant times
λN and e
δλN , respectively.
Proof of Proposition 4.17. Together with Lemma 4.9 and Remark 4.18 we obtain
assuming (BC) that for all D ∈ Hp(λ)∥∥∥∥∥
N∑
n=1
ane
−λns
∥∥∥∥∥
1
= sup
Rez>0
∥∥∥∥∥
N∑
n=1
(
ane
−λn·
)
e−λnz
∥∥∥∥∥
∞
≤ CλN‖D‖1 .
Under the assumption[(LC) and L(λ) <∞] the result follows similarly. 
4.5. Montel theorem. Bayart proved in [3, Lemma 18] that for every bounded
sequence (DN)N ⊂ D∞((log n)) there is a subsequence (D
Nk)k and some D ∈
D∞((log n)) such that (D
Nk)k converges to D on [Re > ε] for all ε > 0. In [26,
§4.4] we extend this Montel type theorem to D∞(λ). Here, using Lemma 4.9, we
transport this result to Hp(λ).
Theorem 4.19. Assume that λ satisfies L(λ) = 0, or [(LC) and L(λ) < ∞], or
is Q-linearly independent. Given 1 ≤ p ≤ ∞, let (DN)N ⊂ Hp(λ) be a bounded
sequence. Then there is a subsequence (DNk)k and some D ∈ Hp(λ) such that the
translations DNkε converge to D in Hp(λ) for all ε > 0.
Proof. We give a proof under the assumption that λ satisfies L(λ) < ∞ and
(LC). Let us write DN(s) =
∑
aNn e
−λns. Then by Lemma 4.9 the Dirichlet series
Φ(DN) ∈ D∞(λ,Hp(λ)) have the coefficients a
N
n e
−λns ∈ Hp(λ) and so |a
N
n | =
‖aNn e
−λns‖p ≤ ‖Φ(D
N)‖∞ ≤ supM∈N ‖D
M‖p := C < ∞ for all n,N . Hence by
a diagonal process there is a subsequence (Nk) such the limits limk→∞ a
Nk
n =: an
exist for all n. We define D :=
∑
ane
−λns and claim that D ∈ Hp(λ) and that
limk→∞D
Nk
ε = Dε in Hp(λ) for all ε > 0. By Lemma 4.9 and Theorem 4.16
(1 < p < ∞) as well as Proposition 4.17 (p = 1 or ∞) for all δ > 0 there is
C1 = C1(δ, λ) such that for all n, k
sup
z∈[Re>0]
∥∥∥∥∥
n∑
j=1
aNkj e
−λjse−λjz
∥∥∥∥∥
p
=
∥∥∥∥∥
n∑
j=1
aNkj e
−λjs
∥∥∥∥∥
p
≤ C1e
δλn‖DNk‖p ≤ C1e
δλnC.
Then the Bohr-Cahen formula for sequences of Dirichlet series from [26, Proposi-
tion 2.4.] (for vector valued Dirichlet series the formula follows as in the scalar case
replacing the absolute value by the norm) implies that E(z) :=
∑
ane
−λnse−λn
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converges on [Re > 0] and that Φ(DNk) converges to E uniformly on [Re > ε]
for all ε > 0. Hence E ∈ D∞(λ,Hp(λ)). Since Φ(D
Nk
ε )(z) = Φ(D
Nk)(ε + z) on
[Re > 0], this implies, again using Lemma 4.9, that (DNkε )k is Cauchy in Hp(λ)
with limit Dε ∈ Hp(λ) and ‖Dε‖p ≤ C for all ε > 0. Hence by Theorem 4.7 we
have as desired that D ∈ Hp(λ) and limk→∞D
Nk
ε = Dε in Hp(λ) for all ε > 0. The
remaining cases (λ satisfies L(λ) = 0 or is Q-linearly independent) follow with
the same strategy using the corresponding quantitative version of Bohr’s theorem
from [26]. 
As an immediate consequence we state the counterpart in Hλp (G).
Corollary 4.20. Assume that λ satisfies the assumptions of Theorem 4.19, and
1 ≤ p ≤ ∞. Then for every bounded sequence (fN)N ⊂ H
λ
p (G) there are a
subsequence (fNk)k and a function f ∈ H
λ
p (G) such that pσ ∗ f
Nk converges to
pσ ∗ f for all σ > 0.
4.6. Nth Abschnitte. As already mentioned the ’ordinary’ H∞ isometrically
equals H∞(Bc0), identifying Dirichlet and monomial coefficients. A cruicial ar-
gument in the proof of this result (see [9, §2.3]) is that a continuous function
f : Bc0 → C belongs to H∞(Bc0) if and only if all restriction maps fN : D
N → C
belong to H∞(DN) with supN ‖fN‖∞ <∞.
Formulated for ordinary Dirichlet series this says that D =
∑
ann
−s ∈ H∞ if
and only if all of its so-called N -th abschnitte D|N =
∑
ann
−s , where the sum is
taken over those n which have only the first N primes as divisors, belong to H∞
with uniformly bounded norms. In more vague terms, D ∈ H∞ if and only if all
its finite dimensional blocks are in H∞ with uniformly bounded norms.
This phenomenon is also true for general Dirichlet series. If λ is a frequency
with decomposition (R,B), then the N -th abschnitt D|N of a λ-Dirichlet series D
is
∑
an(D)e
−λns, where an(D) 6= 0 implies that λn ∈ spanQ(b1, . . . , bN). Looking
at the identification Hp(λ) = H
R
p (Q̂d
∞
), D 7→ F , given in Theorem 3.28, this
restriction D|N simply corresponds to
F |N : Q̂d
N
→ C , F |N(ω) :=
∫
Q̂d
∞
F (ω, η)dm(η) ,
the ‘restriction’ of F to the first N variables. Then an application of Ho¨lder’s
inequality gives ‖F |N‖p ≤ ‖F‖p, and so (again by Theorem 3.28) ‖D|N‖p ≤ ‖D‖p.
Remark 4.21. Let λ = (R,B), 1 ≤ p ≤ ∞ and D ∈ Hp(λ). Then D|N ∈ Hp(λ)
with ‖D|N‖p ≤ ‖D‖p for all N ∈ N.
Theorem 4.22. Assume that 1 ≤ p ≤ ∞, λ = (R,B) is a frequency satisfying one
of the conditions of Theorem 4.19, and D a λ-Dirichlet series. Then D ∈ Hp(λ)
if and only if D|N ∈ Hp(λ) for all N and supN ‖D|N‖p < ∞. Moreover, in this
case ‖D‖p = sup ‖D|N‖p.
Together with Theorem 4.12 we obtain as an immediate consequence the fol-
lowing
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Corollary 4.23. Assume that λ = (R,B) satisfies one of the conditions of The-
orem 4.19, and D is a λ-Dirichlet series. Then D ∈ D∞(λ) if and only if
D|N ∈ D∞(λ) for all N and supN ‖D|N‖∞ <∞. Moreover, in this case ‖D‖∞ =
supN∈N ‖D|N‖∞.
In view of the definition of the Hp(λ)’s from 3.23 we may reformulate Theo-
rem 4.22 in terms of Hardy spaces on λ-Dirichlet groups.
Theorem 4.24. Let λ = (R,B) be a frequency satisfying one of the condition
of Theorem 4.19, (G, β) a λ-Dirichlet group, and 1 ≤ p ≤ ∞. Then for every
sequence (an)n in C the following are equivalent:
(1) ∃ f ∈ Hλp (G) ∀ n ∈ N : f̂(hλn) = an
(2) ∀N ∈ N ∃fN ∈ Hλp (G) :
f̂N(hλn) =
{
an if λn ∈ spanQ(b1, . . . , bN),
0 else
and supN∈N ‖fN‖p <∞.
Moreover, in this case ‖f‖p = supN∈N ‖fN‖p.
Proof. Although the implication (1)⇒ (2) already follows from Remark 4.21, we
like to give another argument of different flavour. For each N we consider the
subgroup
UN := spanQ(b1, . . . , bN) ∩ Ĝ ⊂ Ĝ ,
and take, according to Lemma 3.16, some µN ∈ M(G) with ‖µN‖ = 1 such that
µ̂N = χUN . Then the functions fN := f ∗ µN ∈ H
λ
p (G) fulfill the claim.
It remains to prove that (2) ⇒ (1): Let us start with the case p = 1. Denote
by DN those Dirichlet series which correspond to the functions fN . Then by
Theorem 4.19 there is D ∈ H1(λ) and a subsequence (D
Nk) such that DNkε → Dε
in H1(λ) for all ε > 0. Then f := B(D) has the right Fourier coefficients and by
Theorem 4.7
‖f‖1 = ‖D‖1 = sup
ε>0
‖Dε‖1 ≤ sup
ε>0
sup
N
‖DNε ‖1
= sup
N
sup
ε>0
‖DNε ‖1 = sup
N
‖DN‖1 = sup
N
‖fN‖1.
In the case 1 < p ≤ ∞ the sequence (fN )N is bounded, and hence weakly bounded
in Lp′(G). Then by the Alaoglu-Bourbaki theorem there is f ∈ H
λ
p (G) with the
right Fourier coefficients and ‖f‖p ≤ supN ‖fN‖p. 
4.7. Brothers Riesz theorem. The aim of our last section is to discuss the
following brothers Riesz type theorem.
Theorem 4.25. Let λ be a frequency and (G, β) a λ-Dirichlet group. Then the
Bohr map
B : Hλ1 (G)→Mλ(G), f 7→ f dm
is an onto isometry preserving the Fourier coefficients.
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Note that for the frequency λ = (n) this result is the classical brothers Riesz
theorem on T, and for the ordinary case λ = (logn) it means that the Hardy
space H1(T∞) isometrically equals the space M+(T∞) of all bounded, regular and
analytic Borel measures on T∞ (due to Helson and Lowdenslager from [20], see
also [9, §13.1]).
The proof of Theorem 4.25 is an immediate consequence of [13, Theorem 4],
which in terms of Dirichlet groups states that every µ ∈ M(G) is absolutely con-
tinuous with respect to the Haar measure on G, whenever for every δ > 0 the set
Sδ(µ) := {hx | x < δ and µ̂(hx) 6= 0} is finite. Clearly, any µ ∈ Mλ(G) satisfies
this condition.
We now like to give a proof of Theorem 4.25 within the theory of Dirichlet
series by applying the Montel Theorem 4.19. But then we of course have to put
the additional assumptions on λ needed for that theorem. Moreover, we need the
existence of so called ‘local units’, which follows as an immediate consequence of
[25, Theorem 2.6.8].
Lemma 4.26. Let ε > 0 and G a λ-Dirichlet group. Then there is a sequence
of polynomials (kN)N ⊂ Pol(G) such that k̂N(hλj) = 1 for all N ∈ N and all
j = 1, . . . , N , and moreover supN ‖kN‖L1(G) ≤ 1 + ε.
Actually [13, Theorem 4] is an easy consequence of the generalized version of
the brothers Riesz theorem by Helson and Lowdenslager (see [25, §8.2.3.]) and
Lemma 4.26. So in this sense the Montel Theorem 4.19 replaces the former result
in the proof of Theorem 4.25 (but then for a smaller class of λ’s).
Proof of Theorem 4.25 under the assumptions on λ needed in Theorem 4.19. Take
some µ ∈Mλ(G) and ε > 0. We choose (kN)N from Lemma 4.26. Then (µ ∗ kN)N
is bounded in Hλ1 (G) by ‖µ‖(1 + ε). By Theorem 4.19 (more precisely Corol-
lary 4.20) there is a subsequence (Nk)k and f ∈ H
λ
1 (G) such that pu ∗ µ ∗ kNk
converges to pu ∗ f for all u > 0. This implies that f̂(hλn) = µ̂(hλn) for all n, and
so with Lemma 4.8 we get that
‖f‖1 = lim
u→0
‖pu ∗ f‖1 ≤ (1 + ε)‖µ‖
for all ε > 0. This proves the claim. 
We like to mention that Theorem 4.12, 4.25 and 4.22 have extensions to the
setting of vector valued general Dirichlet series (see [12]).
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