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ON POLYNOMIALS OF BINOMIAL TYPE, RAMANUJAN-SOLDNER
CONSTANT AND INVERSE LOGARITHMIC DERIVATIVE OPERATOR
DANIL KROTKOV†
Abstract. In this work we introduce interesting infinite series, related to Ramanujan-Soldner constant.
Our method uses general properties of polynomials of binomial type and Lagrange inversion theorem. Also
we study properties of the operator 1/dlog, acting on formal power series. In addition, several properties
of polynomials of binomial type associated to elementary functions are discussed.
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Introduction
The function li(x) =
∫ x
0
dt/ ln t is called a logarithmic integral function. Many mathematicians studied
this function primarily in the field of prime number theorem. But Ramanujan was one of the first, who
noticed this function has a unique zero µ on the real line and calculated the digits of this number in order
to check, if it is a known one (see [RS]). Since then different mathematicians only computed the new digits
without providing any infinite series, converging to this constant, as for example famous Leibniz series for
pi: pi
4
=
∑∞
n=0
(−1)n
2n+1
.
In this work we study the functional inverse to the function exp(Ei(x)− γ) in order to obtain interesting
infinite series including the one, converging to µ, the so-called Ramanujan-Soldner constant (here γ stands
for Euler-Mascheroni constant and Ei(x) = li(ex)).
When one wants to study ϕ(x) an inverse to an arbitary function f(x), it is often useful to look at
polynomials of binomial type generated by this function, i.e. polynomials with property pn(α + β) =∑n
k=0
(
n
k
)
pk(α)pn−k(β) and with generating function exp(αϕ(x)) =
∑∞
0 pn(α)x
n/n!. One of the use-
ful facts is that an operator f(∂/∂α) is a derivative operator for this sequence of polynomials, i.e.
f(∂/∂α)pn(α) = npn−1(α), as for example in case of falling factorials (α)n = α(α − 1)...(α − n + 1),
(exp(∂/∂α)− 1)(α)n = n(α)n−1 and
∑∞
0 (α)nx
n/n! = exp(α ln(1 + x)).
The problem in studying the polynomials, generated by the inverse of g(x) = exp(Ei(x) − γ) is that the
action of operator g(∂/∂α) is very difficult to understand compared to the action of (exp(∂/∂α)−1)f(α) =
f(α+1)−f(α). In order to avoid such a problem we study the operator T := 1/dlog acting on x+x2C[[x]]
(f(x)→ f(x)/f ′(x)).
In this paper some different topics are discussed. In the first section we present the values of functionM(s),
considered in the previous paper, at negative integral points and its residues at half-integral points. In
the second section we introduce the main properties of inverse of exp(Ei(x)− γ) and its Taylor coefficients
when expanded around zero. In the third section the general construction of polynomials of binomial
type is presented and several classical results are disscussed in order to provide the motivation for the
questions, raised in section 4. We also look at the basic properties of operator T and consider the sequence
...→ f → f/f ′ → ff ′/(f ′2−ff ′′)→ ... (which we call T-chain). In section 4 we use the methods of section
3 to study functional inverses of specific elementary functions. Also the connection between these functions
and the functions introduced in sections 1 and 2 is given. In the final section the equation TNf(x) = f(x)
is solved.
†Higher School of Economics, Faculty of Mathematics, e-mail: dikrotkov@edu.hse.ru
1
Preliminaries
Key Definitions
• Throughout the work the symbol γ denotes Euler-Mascheroni constant, i.e. the limit lim
N→∞
1 + 1
2
+
+...+ 1
N
− lnN .
• Ei(x) is the exponential integral, li(x) is the logarithmic integral, µ ≈ 1.451369... is the unique real
zero of li(x):
Ei(x) = −
∫ +∞
−x
e−t
t
dt = ln |x|+ γ +
∫ x
0
et − 1
t
dt
li(1 + x) = Ei(ln(1 + x)) =
∫ 1+x
0
dt
ln t
= ln |x|+ γ +
∫ x
0
[
1
ln(1 + t)
−
1
t
]
dt
li(µ) = Ei(lnµ) = 0
• Sequence of polynomials of binomial type is a sequence of polynomials {pn(α)}
∞
0 , such that the high-
est term of pn(α) is equal to α
n and the convolution property pn(α+ β) =
∑n
k=0
(
n
k
)
pk(α)pn−k(β)
holds (see [Dlt], [Gld]). As a corollary, their generating function is of the form
exp(αϕ(x)) =
∞∑
n=0
pn(α)x
n
n!
for some Taylor series ϕ(x) ∈ x+ x2C[[x]].
• By f inv(x) we denote the inverse function of f(x), i.e. f(f inv(x)) = f inv(f(x)) = x.
• The symbol
?
= is used when the convergence of the series is unknown, but in case of convergence it
has the suggested limit.
Key Tools
• Lagrange inversion theorem (see [Lag]). Consider the function f(x) =
∑∞
n=1 anx
n and a1 = 1.
Then Taylor series of its inverse is of the form
f inv(x) =
∞∑
n=1
xn
n
Res
t=0
1
fn(t)
dt
• For any power series f(x) =
∑∞
n=0 anx
n the action of operator f(∂/∂α) is well-defined on for-
mal series of the form
∑∞
n=0 bnα
s−n for any s and well-defined on exponents eαC , whenever f(x)
converges at point C, so f(∂/∂α)eαC = f(C)eαC . As a consequence, its action is well-defined
on polynomials. For polynomials of binomial type generated by the function ϕ(x) = f inv(x),
eαϕ(x) =
∑∞
n=0 pn(α)x
n/n!, there is an obvious shift property f(∂/∂α)pn(α) = npn−1(α), which
can be verified directly.
• Suppose ϕ(x) = f inv(x) generates polynomials pn(α). Consider γ(x) = (f(x)e
−x)inv. Then accord-
ing to Lagrange inversion theorem
eαγ(x) =
∞∑
n=0
αpn(α+ n)
α+ n
xn
n!
One of the main goals of this paper was to understand, which deformations of the initial function f(x) in
some sense preserve power series of the inverse functions. The transform f(x)→ f(x)e−x has been known
at least since Abel (see [Abel]), and as we see, acts nicely on polynomials generated by their inverses. But
to understand the motivation behind the study of transform f(x) → f(x)/f ′(x) we have to look at this
useful lemma.
• Proposition (T-operator):
f
f ′
(
∂
∂α
)
pn(α) = n
pn(α)
α
Proof :
∞∑
n=0
xn
n!
f
f ′
(
∂
∂α
)
pn(α) =
f
f ′
(
∂
∂α
)
eαϕ(x) = xϕ′(x)eαϕ(x) =
=
x
α
∂
∂x
eαϕ(x) =
∞∑
n=1
pn(α)
α
xn
(n− 1)!
This formula shows that even when we don’t understand how the operator f( ∂
∂α
) acts, but understand the
behaviour of the functions under the action of f( ∂
∂α
)/f ′( ∂
∂α
), the polynomials of such kind are expected
to have interesting properties.
2
1 Integral representation for M(s) and values of its analytic
continuation at negative integral points
Theorem 1.1: Consider the function
M(s) =
∞∑
n=1
e−n
ns
(
1 + n+
n2
2!
+ ...+
nn
n!
)
Then it has the representation
1
2
Γ(1 + s)M(s) =
∫ 1
0
(−t− ln(1− t))s
t3
dt
The proof is divided in a few parts. Consider the Lambert W -function which has the
properties:
W (x) = (xex)inv ⇒ eαW (x) =
∞∑
n=0
α(α− n)n−1xn
n!
; W ′(x) =
W (x)
x(1 +W (x))
Proposition 1.1:
n∑
k=0
nk
k!
=
+∞∫
0
(n+ t)n
n!
e−tdt (1.1)
Proof :
n∑
k=0
nk
k!
=
n∑
k=0
(
n
k
)
nk
n!
(n− k)! =
n∑
k=0
(
n
k
)
nk
n!
+∞∫
0
tn−ke−tdt
=
+∞∫
0
(n+ t)n
n!
e−tdt
Proposition 1.2:
∞∑
n=0
xn
n∑
k=0
nk
k!
=
1
(1 +W (−x))2 (1.2)
Proof :
∞∑
n=0
xn
n∑
k=0
nk
k!
=
+∞∫
0
e−t
∞∑
n=0
xn(t+ n)n
n!
dt =
=
+∞∫
0
e−t
(
∞∑
n=0
t(t+ n)n−1xn
n!
+
∞∑
n=0
n(t+ n)n−1xn
n!
)
dt =
=
+∞∫
0
e−t
(
e−tW (−x) +
x
t
d
dx
e−tW (−x)
)
dt =
= (1 + xW ′(−x))
+∞∫
0
e−t(1+W (−x))dt =
=
(1 + xW ′(−x))
1 +W (−x) =
1
(1 +W (−x))2
Proposition 1.3:
∞∑
n=1
xn
n
n∑
k=0
nk
k!
= −W (−x)− ln(1 +W (−x)) (1.3)
Proof : Take the derivative of (1.3) and use the differential equation of W (x), to obtain
(1.2). The result follows after comparing the values of LHS and RHS of (1.3) at 0.
Remark 1.1. The latter formula allows us to evaluate the following limit in much more
easier manner, than it was demonstrated in the previous paper:
∞∑
n=1
[
e−n
n
n∑
k=0
nk
k!
− 1
2n
]
= lim
x→1−
−W
(
−x
e
)
− ln
(
1 +W
(
−x
e
))
+
1
2
ln(1− x)
= 1− 1
2
ln 2
Remark 1.2. It follows from (1.2) that M(s) has the following integral representation in
terms of Mellin transform:
Γ(s)M(s) =
+∞∫
0
ts−1
(
1
(1 +W (−e−1−t))2 − 1
)
dt (1.4)
Now it is easy to derive from (1.4) the statement of Theorem 1.1.
Proposition 1.4:
Γ(s)M(s) =
∫ 1
0
(−t− ln(1− t))s−1
(
1 +
1
t
)
dt (1.5)
=
2
s
∫ 1
0
(−t− ln(1− t))s
t3
dt (1.6)
Proof : The first formula follows from (1.4) after the change of variable t→ −t− ln(1− t),
since W (xex) = x on the integration domain. The second equality follows from the first
one via integration by parts. The claim of the theorem follows immediately. 
This integral representation is useful, because it allows one to derive the values of M(−k)
in terms of the values of special polynomials. In order to do that consider the following
generating function:
[−t− ln(1− t)
t2/2
]s
=
[
1 +
2t
3
+
2t2
4
+
2t3
5
+ ...
]s
=
∞∑
k=0
Ak(s)t
k
(
A0(s) = 1, A1(s) =
2s
3
, A2(s) =
s(4s + 5)
18
, ...
)
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Theorem 1.2: Suppose N ∈ Z>0. Then the following holds true:
0)M(0) = A′2(0) −A0(0) = −
13
18
;
1)M(−N) = (−1)N−12N (N − 1)!A2N+2(−N), if (N > 0);
2) lim
s→−N
M
(
s+
1
2
)
(s+N) = (−1)N−1 (2N)!
2NN !
A2N+1(
1
2 −N)
2N − 1
√
2
pi
.
Proof : One can rewrite the formula (1.6) in the following way:
2s−1Γ(s+ 1)M(s) =
∫ 1
0
t2s−3
[−t− ln(1− t)
t2/2
]s
dt
=
∞∑
k=0
Ak(s)
∫ 1
0
t2s−3+kdt =
∞∑
k=0
Ak(s)
2s − 2 + k (1.7)
0) Substituting s = 0 in both sides of this equality, it is easy to see that only two terms
the 0-th one and the 2-nd one would appear to be nonzero, i.e.
1
2
M(0) =
A0(0)
−2 +
A2(s)
2s
∣∣∣∣∣
s=0
= −1
2
+
4s + 5
36
∣∣∣∣∣
s=0
= −13
36
(note: here we used the explicit formula for polynomial A2 which was presented on the
previous page)
1) Note that whether the series (1.7) converges or not, the following holds true:
lim
s→−N
2s−1
Γ(s+ 1)M(s)
Γ(2s − 2) = lims→−N
∞∑
k=0
Ak(s)(2s − 2)(2s − 1)...(2s + k − 3)
Γ(2s + k − 1)
= lim
s→−N
A2N+2(s)(2s − 2)(2s − 1)...(2s + 2N − 1)
This equality holds because the first 2N + 1 terms are equal to zero, since Γ-function has
poles at negative integer points, and the terms going after the one with index 2N+2 vanish
because of the zeroes of falling factorials. It is left to say that the following limit exists:
lim
s→−N
Γ(s+ 1)
Γ(2s− 2)
to obtain the desired result.
2) Similarly,
lim
s→
1
2−N
2s−1
Γ(s+ 1)M(s)
Γ(2s− 2) = −A2N+1
(
1
2
−N
)
(2N + 1)!
It is left to say that the limit
lim
s→
1
2−N
Γ(s+ 1)
Γ(2s − 2)(s +N − 12)
exists to obtain the desired result. 
Remark. It would be interesting to know if M(s) has poles at all negative half-integral
points or not, and does it have zeroes at negative integers or not.
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2 A few observations on Ramanujan-Soldner constant and
related number pyramid
Theorem 2.1: Consider Ramanujan-Soldner constant µ, Ei(lnµ) = 0, and Ei — expo-
nential integral function. Consider the sequence an:
an :=
1
n
Res
z=0
e−n(Ei(z)−γ) dz =
1
n
Res
z=0
exp
(
−n
∫ z
0
et − 1
t
dt
)
dz
zn
Then the following holds:
∞∑
n=1
ane
−γn ?= lnµ
∞∑
n=1
(−1)n−1ane−γn =∞
∞∑
n=1
an
n
e−γn = µ− 1
∞∑
n=1
(−1)n−1an
n
e−γn = 1
∞∑
n=1
(−1)n−1an
n2
e−γn = ln 2
The proof is divided in a few parts. Suppose
ψ(x) :=
(
x exp
(∫ x
0
et − 1
t
dt
))inv
Notice that ψ(z) is an inverse of holomorphic function, whose Taylor series around zero is
of the form x+ x2C[[x]]. That means ψ(x) also has the expansion of such a form around
zero by the Lagrange inversion theorem with some radius of convergence.
Proposition 2.1:
ψ(x) =
∞∑
n=1
anx
n (2.1)
Proof : The result obviously follows from the definition of an and Lagrange inversion for-
mula.
This approach allows us to obtain a representation of an, but unfortunately it is too
complicated to show some important properties of these numbers.
Proposition 2.2 (exact formula):
an =
1
n
n−1∑
k=0
(−n)k
k!
∑
m1+...+mk=n−1
mi>0
1
m1m1!...mkmk!
=
1
n!
n−1∑
k=0
(−n)k
k!
∑
m1+...+mk=n−1
mi>0
(
n− 1
m1, ...,mk
)
1
m1...mk
(2.2)
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Proof :
an =
1
n
Res
z=0
exp
(
−n
∫ z
0
et − 1
t
dt
)
dz
zn
=
1
n
Res
z=0
n−1∑
k=0
(−n)k
k!
(
∞∑
m=1
zm
m ·m!
)k
dz
zn
=
1
n
n−1∑
k=0
(−n)k
k!
∑
m1+...+mk=n−1
mi>0
1
m1m1!...mkmk!
Proposition 2.3 (inversion of the logarithmic integral):
(
xeli(1+x)−ln |x|−γ
)inv
= eψ(z) − 1 =
∞∑
n=1
an
n
zn (2.3)
Proof : Suppose T (x) = x exp (Ei(x)− ln |x| − γ) = ψinv. Then it follows that
T (x)
T ′(x)
= xe−x ⇒ xψ′(x) = ψ(x)e−ψ(x) ⇒ (eψ(x) − 1)′ = ψ(x)
x
Remark 2.1. It is interesting how properties of this function allow us to express the co-
efficients of (exp(li(1+ x)− γ))inv in terms of (exp(Ei(x)− γ))inv without using the direct
exponentiation. Such an approach also allows us to write down the following recurrence
relation for an.
Proposition 2.4:
(1− n) an =
n−1∑
k=1
n− k
k
akan−k (2.4)
Proof : This recurrence relation corresponds to the differential equation:
xψ′(x)
∫ x
0
ψ(t)
t
dt = −x2
(
ψ(x)
x
)′
By (2.3) the following holds:
xψ′(x)
∫ x
0
ψ(t)
t
dt = xψ′(x)(eψ(x) − 1)
= xψ′(x)eψ(x) − xψ′(x)
= ψ(x)− xψ′(x)
= −x2
(
ψ(x)
x
)′
This relation is invariant under the transform an → anCn. So using the property a1 = 1
and the induction it is easy to show that (−1)n−1an > 0:
(n− 1) (−1)n−1an =
n−1∑
k=1
n− k
k
(−1)k−1ak (−1)n−k−1an−k > 0
7
To move on it is necessary to find the radius of convergence of the series ψ(x).
Proposition 2.5:
∀z, |z| < e−γ :
∞∑
n=1
anz
n converges. (2.5)
Proof : (ψinv)′ = T ′ = exp(x+Ei(x)− ln |x| − γ). This function has zero only at the point
x = −∞. Since Ei(−∞) = 0 we obtain that T (−∞) = −e−γ . This means that Taylor
series for the function ψ(z) converges in the region |z| < e−γ .
Remark 2.2. Suppose bn = (−1)n−1ane−γn > 0. It follows from the property T (−∞) =
= −e−γ that the series∑∞1 bn diverges. But it is not that trivial in case of the alternating
series. The convergence of the series
∑∞
1 (−1)n−1bn would follow from the fact that the
sequence bn is strictly decreasing. Unfortunately, the author does’t know the proof of this
fact (hypothesis 2.1). Also the convergence would follow from the estimate bn = O(
1
n) by
Littlewood’s Tauberian theorem (hypothesis 2.2).
Hypothesis 2.1: ∀n ∈ N : bn > bn+1.
Proposition 2.6: bn
n→∞−−−→ 0. (2.6)
Proof : see Appendix A.
Hypothesis 2.2: The sequence {nbn}∞1 is strictly increasing to 1.
(note: from (2.6) it only follows that if the limit lim∞ nbn exists, then it is equal to 1)
Proposition 2.7: If the series
∑∞
1 (−1)n−1bn converges, then its value is lnµ.
Proof : If the series converges, then by Abel theorem the limit is the value of the function
at that point. T (lnµ) = e−γ ⇒ ψ(e−γ) = lnµ.
Remark 2.3. It follows from (2.6) that
∑∞
n=1 bnx
nn−ε converges if ε > 1 for all x, |x| 6 1.
It means that to finish the proof of the theorem it is left to find the values of the four other
introduced infinite series.
Proposition 2.8:
Γ(s+ 1)
∞∑
n=1
bn
ns
=
∫ +∞
0
(−Ei(−x))sdx (2.7)
Γ(s+ 1)
∞∑
n=1
(−1)n−1bn
ns
=
∫ lnµ
0
(−Ei(x))sdx (2.8)
Proof : The standard representations of these series in terms of Mellin transform follow
from the expansion xe−γψ′(−e−γx) =∑∞1 nbnxn. After the substitution t→ − ln(T (t)eγ)
they could be transformed to the desired ones.
Now it is left to say that from (2.7-8) one can easily derive the exact value of each of the
remaining series using integration by parts. 
Remark 2.4. We should also mention the following nice series:
∞∑
n=1
bn
n3
=
pi2
6
−
∞∑
n=0
1
22n(2n+ 1)2
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Theorem 2.2:
[
dn
dxn
eαEi(x)
]
e−αEi(x) =
n∑
k=1
n∑
m=k
(−1)k−mαkekx
xm
Ank,m
and the numbers Ank,m satisfy the relation
An+1k,m = kA
n
k,m + (m− 1)Ank,m−1 +Ank−1,m−1
In particular,
Anm,m =
{
n
m
}
;Anm,n =
[
n
m
]
;An1,m =
(n− 1)!
(n −m)! ,
where
{
n
m
}
stands for the absolute values of Stirling numbers of the second kind,
and
[
n
m
]
stands for the absolute values of Stirling numbers of the first kind.
Proof : For n = 1: [
d
dx
eαEi(x)
]
e−αEi(x) =
αex
x
Now use induction on n to obtain
d
dx
[
eαEi(x)
n∑
k=1
n∑
m=k
(−1)k−mαkekx
xm
Ank,m
]
=
= eαEi(x)
n∑
k=1
n∑
m=k
(−1)k−mαk+1e(k+1)x
xm+1
Ank,m+
+ eαEi(x)
n∑
k=1
n∑
m=k
(−1)k−mαkkekx
xm
Ank,m+
+ eαEi(x)
n∑
k=1
n∑
m=k
(−1)k−m−1αkmekx
xm+1
Ank,m =
= eαEi(x)
n+1∑
k=1
n+1∑
m=k
(−1)k−mαkekx
xm
(
kAnk,m + (m− 1)Ank,m−1 +Ank−1,m−1
)
Setting k = m, one can obtain the relation An+1m,m = mA
n
m,m + A
n
m−1,m−1. Since A
1
1,1 = 1,
we indeed deal with Stirling numbers of the second kind. The remaining claims can be
proved by the same argument. 
So the number pyramid, containing Ank,m, has the property that each of its faces coin-
cides with one of fundamental triangular arrays: Pascal’s and Stirling triangular arrays.
The slices of this pyramid for n = 1, ..., 6 are listed in Appendix B.
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3 Polynomials of binomial type and Ramanujan’s Master
Theorem
Remark. This section mostly consists of formal and trivial equalities. Polynomials of
binomial type are being studied in many articles on combinatorics and umbral calculus,
so the major part of conclusions in this section are not original and are given here only to
provide the motivation for this research.
Trivial theorems
Consider f(x) ∈ x + x2C[[x]]. Suppose ϕ(x) = f inv(x) and eαϕ(x) = ∑∞0 pn(α)xnn! . Then
the convolution formula holds pn(α+β) =
∑n
k=0
(n
k
)
pk(α)pn−k(β). As it was already men-
tioned in preliminaries, operator f(∂/∂α) has a well-defined action on the ring of polyno-
mials and more generally on the formal asymptotic series (series of the form αsC[[α−1]]).
Also f(∂/∂α)eCα = f(C)eCα.
Remark 3.1. Delta operator (see [Dlt]):
f
(
∂
∂α
)
pn(α) = npn−1(α) (3.1)
Remark 3.2. T-operator (see preliminaries):
f
f ′
(
∂
∂α
)
pn(α) = n
pn(α)
α
(3.2)
Example: Consider ψ(x), the function from section 2, i.e.
ψ(x) :=
(
x exp
(∫ x
0
et − 1
t
dt
))inv
Consider the expansions
eαψ(x) =
∞∑
n=0
νn(α)x
n
n!
; eα(e
ψ(x)−1) =
∞∑
n=0
µn(α)x
n
n!
Then ν ′n(α− 1) = n
νn(α)
α
;
∫ ∞
0
e−t
t
(µn(α) − µn(α− t)) dt = nµn(α)
α
Remark 3.3. Deformation by e−x (see preliminaries): Consider γ(x) = (f(x)e−x)inv.
Then
eαγ(x) =
∞∑
n=0
αpn(α+ n)
α+ n
xn
n!
(3.3)
Suppose one wants to continue the function f(n, α) = pn(α) as a function of n to the
fractional argument in the same manner as for f = ϕ = Id:
eαϕ(x) =
∞∑
n=0
αnxn
n!
and α−s =
1
αs
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or as in case f(x) = ex − 1, ϕ(x) = ln(1 + x):
eαϕ(x) =
∞∑
n=0
xn
n!
(α)n and (α)−s =
Γ(1 + α)
Γ(1 + α+ s)
In order to do that we can use Ramanujan’s Master Theorem (see [RM]):
Γ(s)p−s(α) =
∫ ?
0
ts−1eαϕ(−t)dt
Changing variables and integrating by parts one could then derive:
Γ(s)
p1−s(α)
α
=
∫ ?
0
(−f(−t))s−1e−αtdt
It should be mentioned that setting ? = +∞ in the first formula, we obtain incorrect
formula for (α)−s:
Γ(s)(α)−s =
∫ 1
0
ts−1(1− t)αdt 6=
∫ +∞
0
ts−1eα ln(1+(−t))dt.
But setting ? = +∞ in the second formula, we obtain correct equalities in both cases
whenever α > 0,ℜs > 0:
Γ(s)
α1−s
α
=
+∞∫
0
(−(−t))s−1e−αtdt
Γ(s)
(α)1−s
α
=
+∞∫
0
(1− e−t)s−1e−αtdt
Proposition 3.1. (formal). Suppose f(x) ∈ x+ x2R[[x]] and the series converges every-
where. Suppose
∫ +∞
0 (−f(−t))s−1e−αtdt converges for all α > 0, s > 0. Then the canonical
continuation of pn(α) as a function of n is given by the formula
p1−s(α) :=
α
Γ(s)
+∞∫
0
(−f(−t))s−1e−αtdt (3.4)
Remark 3.4. Of course, a continuation of the function g : N → C is not unique, that’s
why this proposition should be considered as a definition of “polynomials of binomial type
canonical continuation”, not as a theorem.
Remark 3.5.
p−1(α) = α
+∞∫
0
(−f(−t))e−αtdt = −αf
(
∂
∂α
) +∞∫
0
e−αtdt
= −αf
(
∂
∂α
)
1
α
So p−1(α) corresponds to Laplace transform of the function f . That means even if the
integrals diverge, binomial “polynomials” of negative index can be evaluated in the ring of
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formal Laurent series.
Proposition 3.5. (formal).
p1−s(α) = α
(
f
(
∂
∂α
)
∂
∂α
)s−1
α−s (3.5)
Proof : The derivation is similar to the previous one.
Proposition 3.6. (formal). Suppose f(x) ∈ x+ x2R[[x]], ϕ = f inv,
γ(x) = (f(x)e−x)inv. Suppose
eαϕ(x) =
∞∑
n=0
pn(α)x
n
n!
; eαγ(x) =
∞∑
n=0
qn(α)x
n
n!
Then the following holds:
q−s(α) = α
p−s(α − s)
α− s
Proof :
Γ(s)
q1−s(α)
α
=
+∞∫
0
(−f(−t)et)s−1e−αtdt = Γ(s)p1−s(α− s+ 1)
α− s+ 1
This way an approach through Laplace transform gives an intuitive explanation why
qn(α) =
αpn(α+ n)
α+ n
Remark 3.6. One can write pn(α) in the following manner:
1
(n − 1)!
pn(α)
α
= Res
t=0
eαt
fn(t)
dt =
1
2pii
∮
0
eαz
fn(z)
dz
to make this analogy clear.
It should also be mentioned that using this formal approach one can write down the general
sum by integer shifts of the argument of ps(α).
Proposition 3.7. (formal). Suppose f is entire and real-valued, R stands for Ramanujan
summation and ℑ stands for imaginary part. Then the following formal equality holds
true:
R∑
n∈Z
p1−s(n+ x)
n+ x
= − 2pi
Γ(s)
ℑ
∞∑
n=1
(f(2piin))s−1e2piinx−piis
Proof : Consider Hurwitz formula for Riemann ζ-function:
R∑
n∈Z
(n+ x)−s =
(2pi)s
Γ(s)
∞∑
n=1
ns−1 cos
(
2pinx− pis
2
)
Consider an action on both sides of this equality by operator
(
f
(
∂
∂x
)
/ ∂∂x
)s−1
. Its action
on cos(x) is known according to Euler’s formula and Taylor formula, and its action on the
powers (n+ x)−s is known according to (3.5).
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T-chains
Remark 3.7. Suppose f ∈ x+x2C[[x]]. Consider the action of inverse logarithmic deriva-
tive operator on f , i.e. Tf := 1/dlog(f) =
f
f ′
. Then Tf ∈ x + x2C[[x]]. Also the sine
function sin(x) has the image tan(x) under this action.
Proposition 3.8: Suppose
eα(f(x))
inv
=
∞∑
n=0
pn(α)x
n
n!
; eα(Tf(x))
inv
=
∞∑
n=0
tn(α)x
n
n!
Then the following equality holds true:(
f ′
(
∂
∂α
))n pn(α)
α
=
tn(α)
α
(3.6)
Proof : Since f ∈ x + x2C[[x]], we have f ′ ∈ 1 + xC[[x]]. It then follows that the action
of this operator is well-defined on the ring of polynomials. Also it does not change the de-
gree of any polynomial and preserves the highest term coefficient. Then the result follows
directly from the representations of pn(α) and tn(α) as residues.
(note: this equality formally holds even for fractional indexes, since we have representa-
tions as Laplace transforms)
Proposition 3.9: For an operator T : x+x2C[[x]]→ x+x2C[[x]] there exists a well-defined
inverse operator T−1 : x+ x2C[[x]]→ x+ x2C[[x]] and
T
−1f(x) = x exp
(∫ x
0
[
1
f(t)
− 1
t
]
dt
)
Proof : Suppose g/g′ = f and g′(0) = 1.
1) ∫ x
0
[
1
f(t)
− 1
t
]
dt ∈ xC[[x]], since f(0) = 0, f ′(0) = 1.
2) ∫ x
0
[
g′(t)
g(t)
− 1
t
]
dt = ln
g(t)
t
∣∣∣∣∣
x
0
= ln
g(x)
xg′(0)
= ln
g(x)
x
Now take the exponent of both parts of this equality to obtain the desired result.
Remark 3.8. The action of inverse operator may also be rewritten as
T
−1f(x) = f(x) exp
(∫ x
0
[
1− f ′(t)
f(t)
]
dt
)
So what would happen if we take the functions connected by the powers of T? Do they
have interesting properties? Consider chains of the following form:
...
T←−−−− f
f ′
T←−−−− f T←−−−− f(x) exp
(∫ x
0
[
1− f ′(t)
f(t)
]
dt
)
T←−−−− ...
In general case such chains may be highly nontrivial, although sometimes they surpris-
ingly have very consistent structure. But before investigating the stable chains, consider
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the following figure. In our case the transform f(x)→ f(px)e−Ax/p changes polynomials
of binomial type in understandable way. Also we should think of the chain for f(Ax)/A
like it is the same as the one for f(x), since Tkf(Ax)/A = ((Tkf) ◦ (Ax))/A. That means
that for general function f(x) it is enough to look at the properties of the deformation
· e−x by the exponent e−x, not necessary to look at all deformations by other eAx.
ω(x) ϕ(x)xinv xinv
...
T←−−−− f(x)
f ′(x)
T←−−−− f(x) T←−−−− f(x) exp
(∫ x
0
1− f ′(t)
f(t)
dt
)
y · e−x
...
T←−−−− f(x)
f ′(x)− f(x)
T←−−−− f(x)e−x T←−−−− f(x) exp
(∫ x
0
et − f ′(t)
f(t)
dt
)
yinv yinv
ω
(
x
1 + x
)
γ(x) : (xeγ(x))inv = xe−ϕ(x)
There are two trivial statements on this figure which connect two operators (·)inv and
(·)e−x. Let’s prove them and an additional one before considering the periodic chains.
Proposition 3.10:
1) (T(f(x)e−x))inv = (Tf(x))inv ◦
(
x
1 + x
)
(3.8)
2) xe(f(x)e
−x)inv =
(
xe−f
inv(x)
)inv
(3.9)
3) T2(f(x)e−x) = (T2f(x))(1 − Tf(x)) (3.10)
Proof : Let, as on figure ω := (f/f ′)inv, ϕ = f inv, γ(x) = (f(x)e−x)inv.
1) (T(f(x)e−x))inv =
(
f(x)
f ′(x)− f(x)
)inv
=
(
x
1− x ◦ Tf(x)
)inv
=
= (Tf(x))inv ◦
(
x
1 + x
)
= ω
(
x
1 + x
)
2) (xeγ(x))inv = (f(γ(x))e−γ(x)eγ(x))inv = γinv ◦ f inv = (f(x)e−x) ◦ ϕ = xe−ϕ(x)
3) T2(f(x)e−x) = T
f
f ′ − f =
f(f ′ − f)
f ′2 − ff ′′ =
ff ′
f ′2 − ff ′′
(
1− f
f ′
)
=
=
[
f
f ′
/(
f
f ′
)′]
(1− Tf) = (T2f(x))(1− Tf(x)) 
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4 Deformation of trivial T-chains
As it was already mentioned, the chains may be very nontrivial in general case. But
there are a few examples which are interesting, because their deformations are not too
chaotic, and so the Taylor coefficients of the inverse functions of some links may be written
down explicitly. Consider the main examples:
1-periodic chain and its deformation:
...
T←−−−− x T←−−−− x T←−−−− x T←−−−− ...y · e−x
...
T←−−−− x− x2 T←−−−− x
1− x
T←−−−− xe−x T←−−−− eEi(x)−γ T←−−−− ...
2-periodic chain:
...
T←−−−− e
px − 1
p
T←−−−− 1− e
−px
p
T←−−−− e
px − 1
p
T←−−−− ...
And non-periodic but stable chain with hyperbolic sine and tangent functions, appearing
with deformation · e−x from the previous one in case p = 2:
...
T←−−−− sinh(2px)
2p
T←−−−− tanh(px)
p
T←−−−− sinh(px)
p
T←−−−− ...
So one could ask if there is any other example of periodic T-chain. An answer to this
question is provided in section 5. For now consider the following functions:
∆p :=
epx−1
p (∆0 = x)
yp := ∆pe
−x (notice that y1 = 1− e−x; y2 = sinh(x); y0 = xe−x)
γp := y
inv
p (γ1 = − ln(1− x); γ2 = ln(x+
√
1 + x2); γ0 = −W (−x))
ωp := (Typ)
inv (“arctangent”)
Tp := T
−1yp (T1 = e
x − 1; T0 was already considered in section 2 as T )
ψp := Tp
inv
Notice that, according to (3.10), we have T2yp = ∆p(1 −∆−p) and consider the following
figure:
1
p
ln(1 + px)xinv
...
T←−−−− ∆−p T←−−−− ∆p T←−−−− ∆−py · e−x
...
T←−−−− ∆p(1−∆−p) T←−−−− yp
y′p
T←−−−− yp T←−−−− Tp
inv
y invy invy
ωp γp ψp
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The basic properties of considered functions are listed below.
Proposition 4.1 (see [APA], [Nwt], [Gld]):
γp(x) =
∞∑
n=1
(px)n
n
(n
p
n
)
eαγp(x) =
∞∑
n=0
α(px)n
α+ n
(α+n
p
n
)
Proof : Follows from (3.3)
Proposition 4.2:
ωp(x) =
∞∑
n=1
xn
pn
((p − 1)n − (−1)n) = 1
p
ln
(
1 + x
1 + (1− p)x
)
Proof : Follows from (3.8)
Proposition 4.3:
xeγp(x) =
(
x(1 + px)
− 1
p
)inv
Proof : Follows from (3.9)
Observation 4.1: yp(x) is a solution of differential equation of the second order y
′′
p =
(p − 2)y′p + (p − 1)yp with characteristic polynomial χ(x) = (x + 1)(x + 1 − p). It then
follows that
(Typ)
′ = 1 + (2− p)(Typ) + (1− p)(Typ)2 ⇒ ω′p(x) =
1
x2χ( 1x)
Observation 4.2:
(y′p + yp)(y
′
p + (1− p)yp)p−1 = 1
Observation 4.3: For suitable x, we have
ωp(x) =
∫ ∞
0
yp(xt)
t
e−tdt
Observation 4.4:
ωp(xγ
′
p) = γp ⇒ xγ′p =
(
x(1 + x)
− 1
p (1 + (1− p)x) 1−pp
)inv
Observation 4.5:
γ′p =
(
e(p−1)γp − x
)−1
or equivalently ln γ′p = (1− p)γp + ln(1 + xγ′p)
Observation 4.6:
yp(A+B) = y
′
p(A)yp(B) + yp(A)y
′
p(B) + (2− p)yp(A)yp(B)
y′p(A+B) = y
′
p(A)y
′
p(B) + (p− 1)yp(A)yp(B)
Observation 4.7. Notice the following invariants:
y p
p−1
(x) = (1− p)yp
(
x
1− p
)
γ p
p−1
(x) = (1− p)γp
(
x
1− p
)
y−p(x) = yp(x)e
−px
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And so the following holds true:
y p
p+1
(x) = (1 + p)y−p
(
x
1 + p
)
= (1 + p)yp
(
x
1 + p
)
e
px
p+1
It then follows that even if we don’t know the general expansion of γp, we still could obtain
the expansion of γ0 using the transforms p→ p/(p+1)→ p/(2p+1)..., since on each step
the corresponding polynomials of binomial type change in a predictable way, according to
(3.3).
Unfortunately, such an approach does not help in studying the functions related to ψp.
Proposition 4.4:
T p
p−1
(x) = (1− p)Tp
(
x
1− p
)
ψ p
p−1
(x) = (1− p)ψp
(
x
1− p
)
T−p(x) = Tp(x)e
p(ex−1)
Proof : Act with T on both sides of the proposed equalities and notice that 1+pype
x = epx.
Now the result follows from the previous observation.
Corollary 4.1:
T 1
n
(nx) = n∆1e
∆1+∆2+...+∆n−1
T 2
2n+1
((2n + 1)x) = 2(2n + 1) tanh
(x
2
)
e2∆1+2∆3+...+2∆2n−1
Observation 4.7:
Tn(x) = (e
x − 1)
n−1∏
k=1
(
ex+
2piik
n − 1
e
2piik
n − 1
)e− 2piikn
Although the expressions become rather complicated, it should be mentioned that there
are some intersections of this structure in the domain of inverse functions for small n. As
it was already mentioned, γ0(x) = −W (−x).
Proposition 4.5:
ψ1(x) = ln(1 + x) ψ−1(x) = ln(1 +W (x))
ψ2(x) = 2arcth
(x
2
)
ψ−2(x) = ln
(
1 +
(
x
1 + x2
e2x
)inv)
ψ 1
2
(x) = 2 ln
(
1 +W
(x
2
))
Proof : The result follows immediately from Proposition (4.4), Corollary (4.1) and Obser-
vation (4.7).
Remark 4.1. We have already met the expression for ψ−1(x) in (1.3), but it should
be considered as a coincidence, since there exists a canonical generalization of (1.3), pro-
vided below, which does not relate to ψp in a direct way. We will return two this topic soon.
For now consider the following two technical theorems, which generalize the construction,
considered in section 2 of this paper.
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Theorem 4.1 (exact formula for eαψp):
eαψp(x) − 1
α
=
∞∑
n=1
xn
n
n∑
k=1
pk−1αn−k
(n− k)!
k−1∑
m=0
(−n)m
m!
∑
∑m
1 qi=k−1
qi>0
Bq1(
1
p)...Bqm(
1
p)
q1q1!...qmqm!
where Bn(x) are Bernoulli polynomials.
Proof : See Appendix C.
Remark 4.2. Although this expression seems rather complicated, according to (3.2),
polynomials νpn(α) = n![xn]eαψp(x) have the following nice property:
α
νpn(α+ p− 1)− νpn(α− 1)
p
= nνpn(α)
Theorem 4.2:[
dn
dxn
Tαp
]
T−αp =
n∑
k=1
n∑
m=k
(−1)m−kαke(k+p(m−k))x∆−mp Ank,m(p)
[
dn
dxn
Tαp
]
T−αp =
n∑
k=1
n∑
m=k
(−1)n−kαkekx∆−mp Bnk,m(p)
where Ank,m(p), B
n
k,m(p) are expressions which satisfy the following relations:
An+1k,m (p) = (p(m− k) + k)Ank,m(p) + (m− 1)Ank,m−1(p) +Ank−1,m−1(p)
Bn+1k,m (p) = (pm− k)Bnk,m(p) + (m− 1)Bnk,m−1(p) +Bnk−1,m−1(p)
Proof : By induction as in (2.2). 
Theorem 4.3:
ln γ′p(x) =
∞∑
n=1
xn
n
n∑
k=0
(n
p
k
)
pk(1− p)n−k
The proof is divided in a few parts.
Proposition 4.6: Suppose f inv = ϕ, (f(x)e−x)inv = γ(x) and eαϕ(x) =
∑∞
0 pn(α)
xn
n! .
Then the following holds:
− ln(1−Axeγ(x)) =
∞∑
n=1
xn
n
n−1∑
k=0
pk(n)
k!
An−k (4.6)
Proof :
− ln(1−Axeγ(x)) =
∞∑
k=1
Akxkekγ(x)
k
=
=
∞∑
k=1
Akxk
k
∞∑
m=0
kpm(k +m)x
m
(k +m)m!
=
=
∞∑
n=1
xn
n−1∑
k=0
An−k
n− k
(n− k)pk(n− k + k)xm
(n− k + k)k! =
=
∞∑
n=1
xn
n
n−1∑
k=0
pk(n)
k!
An−k
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Proposition 4.7:
ln γ′p(x) = − ln(e−γp(x) − (1− p)x) (4.7)
Proof : Follows from Observation (4.5).
Proof of the theorem . According to (4.6) and (4.7), the following holds:
ln γ′p(x) = γp(x)− ln(1− (1− p)xeγp(x)) =
=
∞∑
n=1
pnxn
n
(n
p
n
)
+
∞∑
n=1
xn
n
n−1∑
k=0
(n
p
k
)
pk(1− p)n−k =
=
∞∑
n=1
xn
n
n∑
k=0
(n
p
k
)
pk(1− p)n−k 
For p = 0 this formula results in (1.3). Since the radius of convergence of this expansion
is equal to exp(1−pp ln(1− p)) one can use the same approach as in section 1 and raise the
question about the properties of the following series:
Mp(s) =
∞∑
n=1
(1− p) 1−pp n
ns
n∑
k=0
(n
p
k
)
pk(1− p)n−k
(note: M1(s) = ζ(s), M2(s) = 2
−sζ(s))
Theorem 4.4: (special case for the real pole of ln γ′p)
p ∈ [0; 1)⇒ lim
x→1−
ln γ′p((1− p)
1−p
p x) +
1
2
ln(1− x) = p− 2
2p
ln(1− p)− 1
2
ln 2
p = 1⇒ lim
x→1−
ln γ′p((1− p)
1−p
p x) + 1 ln(1− x) = 0
Proof : See Appendix C.
Remark 4.3. It then follows from this theorem that for p ∈ [0; 1) we have:
lim
n→∞
(1− p) 1−pp n
n∑
k=0
(n
p
k
)
pk(1− p)n−k = 1
2
Remark 4.4. As it was already shown, the deformation of the chain ...← ∆p ← ... results
in relation T2yp = ∆p(1 − ∆−p) = ypy′pe(2−p)x. According to (3.6) one can always write
down the exact formula for the polynomials corresponding to the power Tkyp since the
series for f ′(x) is known on each step, although it becomes more and more difficult to do.
Theorem 4.5:
eα(T
0yp)inv − 1
α
=
∞∑
n=1
pn−1xn
n
(α+n
p − 1
n− 1
)
eα(T
1yp)inv − 1
α
=
∞∑
n=1
xn
n
n−1∑
k=0
(α
p − 1
k
)(
n
k + 1
)
pk(p− 1)n−1−k
eα(T
2yp)inv − 1
α
=
∞∑
n=1
xn
n
n−1∑
k=0
(α
p + n− 1
k
)(
2n− k − 2
n− 1
)
pk(1− p)n−1−k
eα(ypy
′
p)
inv − 1
α
=
∞∑
n=1
xn
n
n−1∑
k=0
(α+2n−p
p
k
)(
2n− k − 2
n− 1
)
pk(1− p)n−1−k
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Proof : See Appendix D.
Going back to the deformation of 1-periodic chain, one should look closely to the Tay-
lor series of the inverses.
x− x2
1− 2x
T←−−−− x− x2 T←−−−− x
1− x
T←−−−− xe−x
inv
y invy invy invy
1 + 2x−√1 + 4x2
2
1−√1− 4x
2
x
1 + x
−W (−x)
The Taylor series are:
x+
∞∑
n=1
(
2n
n
)
(−1)nx2n
2(2n − 1);
∞∑
n=1
(
2n
n
)
xn
2(2n − 1) ;
∞∑
n=1
(−1)n−1xn;
∞∑
n=1
nn−1xn
n!
.
Remark. Rational functions Tk(x − x2) = ((e−xT)k+1(ex − 1)) ◦ (− ln(1 − x)) have the
property that the discriminants of their numerators form perfect squares. Also hypotheti-
cally for the exact exponent of 2 in factorization of discriminant the identity ν2(D) = 2
2k−3
holds. This question is discussed in more detail on mathoverflow by user “Asymptotiac K”.
(https://mathoverflow.net/questions/296328/)
General comment on section 4
When one wants to obtain “natural” generalization of some identity, different methods
of proving this identity should be considered as different ways leading to possibly different
generalizations (as for example the classical problem of interpreting natural logarithm as
an integral of function x−1 or as invertible power series at point 1). The method used in
section 1 to obtain the expression for ln γ′0 was directly related to the similarity:
nn =
∫ ∞
0
t(t+ n)n−1e−tdt ∼ n! =
∫ ∞
0
tne−tdt
In general case an integral
∫
pn(t)e
−tdt for binomial polynomials pn is related to func-
tion (1 − ϕ(x))−1, and such an approach could only allow us to derive different expres-
sions for (Tky0)
inv in case of small k, not the general case yp. As another example,
to generalize the classical expansion of arcsin2(x) one can consider the series related to
lnTp(ln(x(1 + x
p)−1/p)):
∞∑
n=1
(−1)n−1x(n−1)pΓ
(
1
p
)
Γ(n)
Γ
(
1
p + n
)
Or use another appoach noticing that the following formal equality holds true:
∞∑
n=1
xn
npn
(n
p
n
) = ∫ ∞
0
xe−t
1− xyp(t)dt
Each of these series provides different proof for the expansion of arcsin2(x) thus leading
to the different types of generalizations. It should also be mentioned that surprisingly the
function T0 could be met in literature and it has direct relation to the Dickman function.
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5 Uniqueness of periodic chains
Theorem 5.1: Suppose k ∈ N, f ∈ x+ x2C[[x]]. Then the following holds true:
T
2kf = f ⇒ T2f = f and there exists p : f = e
px − 1
p
;
T
2k+1f = f ⇒ Tf = f, i.e. f(x) = x.
In other words the periodic chains are either 1- or 2-periodic.
(note.: p may be equal to 0.)
It should be mentioned before providing the proof of this theorem that the first n co-
efficients of f determine the first n coefficients of Tf and so they determine the first n
coefficients of Tkf for any k.
Proposition 5.1: Consider all nonzero coefficients of f of higher-order terms and take xn
as the least of them. Suppose Tkf = f , and such a nontrivial term xn exists. Then k is
an even number.
Proof : Suppose f ≈ x+ αxn, α 6= 0 . Then
Tf ≈ x+ αx
n
1 + nαxn−1
≈ (x+ αxn)(1− nαxn−1) ≈ x+ α(1− n)xn
So it means, that
T
kf ≈ x+ α(1− n)kxn
f = Tkf and so α = (1− n)kα. Now if k is an odd number, then we have a contradiction,
since after division by α LHS and RHS of this identity have different signs.
Corollary 5.1: If the chain is periodic with odd period, then f(x) = x and the part
of theorem is proved.
Corollary 5.2: If the chain is periodic with even period and f(x) 6= x, then the coefficient
[x2]f(x) is not equal to 0.
So for the function T2kf = f suppose that f ≈ x+ x
2
2!
+Ax3+ ... without loss of generality.
Proposition 5.2. Suppose n > 1.
Suppose f ≈ x+ x
2
2!
+
x3
3!
+ ...+
xn
n!
+
θxn+1
(n + 1)!
.
Then T2kf ≈ x+ x
2
2!
+
x3
3!
+ ...+
xn
n!
+
(1− n2k(1− θ))xn+1
(n+ 1)!
.
Proof :
Tf ≈
x+
x2
2!
+
x3
3!
+ ...+
xn
n!
+
θxn+1
(n+ 1)!
1 + x+
x2
2!
+
x3
3!
+ ...+
xn−1
(n − 1)! +
θxn
n!
≈
21
≈
x+
x2
2!
+
x3
3!
+ ...+
xn
n!
+
θxn+1
(n+ 1)!
ex +
θxn
n!
−
(
xn
n!
+
xn+1
(n+ 1)!
+ ...
) ≈
≈ e−x
x+
x2
2!
+
x3
3!
+ ...+
xn
n!
+
θxn+1
(n+ 1)!
1 +
xne−x
n!
(
(θ − 1) + x
n+ 1
+ ...
) ≈
≈
(
x+
x2
2!
+
x3
3!
+ ...+
xn
n!
+
θxn+1
(n+ 1)!
)
e−x
(
1− (θ − 1)x
n
n!
)
≈
≈
(
x+
x2
2!
+
x3
3!
+ ...+
xn
n!
)
e−x +
(n+ 1− nθ)xn+1
(n+ 1)!
≈
≈ 1− e−x − x
n+1
(n+ 1)!
+
(n+ 1− nθ)xn+1
(n+ 1)!
≈
≈ x− x
2
2!
+
x3
3!
+ ...+
(−1)n−1xn
n!
+
(−1)nxn+1(1 + (−1)nn(1− θ))
(n+ 1)!
Using this operation 2k times we obtain the desired result.
Now suppose T2kf = f and θ is the least coefficient of xn+1/(n+1)! which is not equal to
1. Then θ = 1− n2k(1− θ)⇒ n2k = 1 and that is impossible since n > 1, k > 0. It is left
to say that the transform f(x)→ f(px)/p commutes with T to get the form epx−1p for an
arbitary p. 
Conclusion
The main goal of this study was to investigate the behaviour of functional inverses of
the functions f and f/f ′. The solution of the periodic equation and the fact that it is
the famous elementary function came as a surprise to me, since it is really hard to notice
using only the definition of logarithmic derivative. The natural step is to investigate the
“eigenfunctions” of operator T, such functions that f(x)/f ′(x) = f(px)/p, although it
goes far away from the initial problem, when one wants to understand the properties of
associated polynomials of binomial type.
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Appendix A
Proposition 2.6. bn
n→∞−−−→ 0.
Proof : Suppose T (x) = x exp (Ei(x)− ln |x| − γ) = ψinv.
1)
lim
x→−∞
T (x) + e−γ
ex/x
= −e−γ (1)
Then near the point −∞ we have the following asymptotic relation:
T (x) = −eEi(x)−γ ⇒
⇒ e−γ + T (x) ∼ −e−γ(eEi(x) − 1) ∼ −e−γEi(x) ∼ −e−γ e
x
x
2)
lim
t→0+
tψ′(−e−γ−t) = eγ (2)
After the change of variable x→ ψ(x) the limit (1) may be rewritten as
lim
x→(−e−γ)+
(x+ e−γ)xψ′(x) = −e−γ ⇒
⇒ lim
x→1−
−e−γ(x− 1)ψ′(−e−γx) = 1⇒
⇒ lim
t→0+
te−γψ′(−e−γ−t) = 1
3)
lim
N→∞
b1 + 2b2 + ...+NbN
N
= 1 (3)
According to the identity xe−γψ′(−e−γx) =∑∞1 nbnxn and (2), the following holds true:
As t ↓ 0 :
∞∑
n=1
nbne
−nt ∼ e
t
t
∼ 1
t
Since bn > 0 it follows from Hardy-Littlewood tauberian theorem [HL] that
lim
N→∞
b1 + 2b2 + ...+NbN
N
= 1
The result follows immediately. 
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Appendix B
n = 1 :
1 k = 1
n = 2 :
1 1 k = 1
1 k = 2
n = 3 :
1 2 2 k = 1
3 3 k = 2
1 k = 3
n = 4 :
1 3 6 6 k = 1
7 14 11 k = 2
6 6 k = 3
1 k = 4
n = 5 :
1 4 12 24 24 k = 1
15 45 70 50 k = 2
25 50 35 k = 3
10 10 k = 4
1 k = 5
n = 6 :
1 5 20 60 120 120 k = 1
31 124 287 404 274 k = 2
90 270 375 225 k = 3
65 130 85 k = 4
15 15 k = 5
1 k = 6
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Appendix C
Theorem 4.1.
eαψp(x) − 1
α
=
∞∑
n=1
xn
n
n∑
k=1
pk−1αn−k
(n− k)!
k−1∑
m=0
(−n)m
m!
∑
∑m
1 qi=k−1
qi>0
Bq1(
1
p)...Bqm(
1
p)
q1q1!...qmqm!
Proof :
eαψp(x) − 1
α
=
∞∑
n=1
xn
n
Res
t=0
eαt
tn
exp
(
−n
∫ t
0
[
peu
epu − 1 −
1
u
]
du
)
dt
=
∞∑
n=1
xn
n
n∑
k=1
αn−k
(n− k)! Rest=0
1
tk
exp
(
−n
∫ t
0
[
peu
epu − 1 −
1
u
]
du
)
dt
=
∞∑
n=1
xn
n
n∑
k=1
αn−k
(n− k)! Rest=0
1
tk
k−1∑
m=0
(−n)m
m!

 ∞∑
q=1
(pt)qBq(
1
p)
qq!


m
dt
=
∞∑
n=1
xn
n
n∑
k=1
pk−1αn−k
(n − k)!
k−1∑
m=0
(−n)m
m!
∑
∑m
1 qi=k−1
qi>0
Bq1(
1
p)...Bqm(
1
p)
q1q1!...qmqm!

Theorem 4.4. The case p = 1 is obvious. Suppose p ∈ [0, 1). Denote pip := (1 − p)
1−p
p .
Notice that γp(pip) = −1p ln(1− p).
lim
x→1−
ln γ′p(pipx) +
1
2
ln(1− x) = lim
x→pi−p
ln γ′p(x) +
1
2
ln(1− pi−1p x) =
= lim
− 1
p
ln(1−p)−
− ln y′p(x) +
1
2
ln(1− pi−1p yp(x)) =
= lim
x→0−
− ln
(
(1− p)pip
p
(1− epx)
)
+
1
2
ln
(
pex − epx + 1− p
p
)
=
= lim
x→0−
−1
p
ln(1− p) + 1
2
ln
p2ex − pepx + p− p2
1 + e2px − 2epx =
=
p− 2
2p
ln(1− p)− 1
2
ln 2 
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Appendix D
Theorem 4.5. The fourth identity follows from the third one, according to Remark (4.4).
The first identity is already known. It is left to prove the two remaining ones.
1)
eα(T
1yp)inv − 1
α
=
∞∑
n=1
xn
n
Res
t=0
eαt(1 + (p− 1)ept)n
(ept − 1)n dt
=
∞∑
n=1
xn
np
Res
t=0
e
αt
p (1 + (p − 1)et)n
(et − 1)n dt
=
∞∑
n=1
xn
n
Res
t=0
(1 + pt)
αt
p (1 + (p− 1)t)n
tn
dt
=
∞∑
n=1
xn
n
n−1∑
k=0
(α
p − 1
k
)(
n
k + 1
)
pk(p − 1)n−1−k
2)
eα(T
2yp)inv − 1
α
=
∞∑
n=1
xn
n
Res
t=0
eαt
∆np (1−∆−p)n
dt
=
∞∑
n=1
xn
np
Res
t=0
e
αt
p p2n
(et − 1)n(p− 1 + e−t)n dt
=
∞∑
n=1
xn
np
Res
t=0
(1 + t)
α
p
+n−1
p2n
tn(p+ (p− 1)t)n dt
=
∞∑
n=1
xn
n
Res
t=0
(1 + pt)
α
p
+n−1
(1 + (p − 1)t)−n
tn
dt
=
∞∑
n=1
xn
n
n−1∑
k=0
(α
p + n− 1
k
)(
2n− k − 2
n− 1
)
pk(1− p)n−1−k

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