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Re´sume´
Dans ce travail, nous pre´sentons un formalisme permettant de calculer, a` partir d’un ensemble de buts
assigne´s a` un groupe d’agents, les buts de chacun des agents du groupe. Pour cela, nous utilisons CO∗,
une logique des buts de´veloppe´e par Craig Boutilier qui se fonde sur la notion de pre´fe´rences. Nous
mode´lisons e´galement diffe´rentes notions se rapportant a` l’agent : compe´tence, engagement, connais-
sance du monde.
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1 Introduction
Lors de la phase de conception d’un produit
quelconque (bien mate´riel, logiciel etc), plusieurs
agents sont amene´s a` e´mettre des exigences vis-a`-
vis de cet objet (cf [15] pour une introduction ra-
pide a` l’inge´nierie des exigences). Les exigences
sont des phrases du type “l’agent A veut que l’ob-
jet a` concevoir satisfasse la proprie´te´ A”. A partir
de ces ensembles “he´te´roge`nes” d’exigences, il faut
construire un seul ensemble cohe´rent d’exigences.
En effet, les exigences d’un agent peuvent
eˆtre contradictoires avec celles d’un autre agent. Si
on veut construire un satellite par exemple, il se
peut que les inge´nieurs du de´partement e´lectronique
exigent un certain type de mate´riaux pour que les
composants soient correctement isole´s, mais que les
inge´nieurs du de´partement mate´riaux en choisissent
un autre, qui re´sistera mieux aux vibrations lors du
lancement. De plus, l’ensemble final d’exigences
doit eˆtre cohe´rent avec diffe´rentes notions, comme
par exemple :
– les contraintes du domaine, qui repre´sentent
les faits vrais dans le monde re´el. Ainsi, on
ne peut pas construire une maison de 5 e´tages
qui fait 5 me`tres de haut;
– la re´glementation, i.e. ce qui permis, inter-
dit, obligatoire. Par exemple, il est interdit
d’avoir une maison avec des murs bleus en
centre ville.
A la fin de ce processus d’e´licitation (qui im-
plique une phase de ne´gociation entre agents), on
obtient donc un seul ensemble d’exigences cohe´rent
(cf [8, 9, 11]). Il faut alors distribuer ces exigences a`
des agents exe´cutants. C’est a` cette phase que nous
allons nous inte´resser. On conside´rera donc un en-
semble consistant d’exigences mises sous la forme
de conditionnelles 1 pour rester assez ge´ne´ral. Le
proble`me qui se pose est de re´partir les exigences
entre les agents et donc de leur assigner des taˆches
individuelles.
On peut le´gitimement se poser la question sui-
vante : que deviennent les exigences du point de vue
des agents exe´cutants? Pour ceux-ci en effet, la no-
tion meˆme d’exigence n’a plus de sens, ils n’in-
terviennent pas dans le processus de´cisionnel qui
a e´licite´ cet ensemble. Pour eux, ces exigences de-
viennent des buts qu’ils doivent satisfaire.
D’autres notions sont e´galement a` mode´liser :
– chaque agent a des compe´tences particulie`res,
qui lui permettent de re´aliser telle ou telle
taˆche. Un agent peut eˆtre compe´tent pour
peindre une porte, mais pas pour percer un
trou par exemple;
– chaque agent s’engage ou ne s’engage pas
a` faire ou a` ne pas faire des actions. Par
exemple, un agent peintre peut s’engager a`
peindre une porte, mais peut ne pas s’enga-
ger a` peindre une feneˆtre;
– chaque agent a une certaine connaissance du
monde qui l’entoure, en particulier des autres
agents qui travaillent avec lui. Un agent doit
par exemple savoir si un autre agent va ame-
ner de la peinture pour pouvoir commencer a`
peindre la porte.
Dans ce travail, nous allons utiliser la logique
CO∗ de´veloppe´e par Boutilier [3, 2] pour pouvoir
distribuer un ensemble consistant d’exigences a`
plusieurs agents, et ceci suivant leurs compe´tences.
En effet, CO∗ est une logique de pre´fe´rences
conditionnelles, qui nous semble adapte´e pour pou-
voir repre´senter des exigences en terme de mondes
ordonne´s. Une phrase du type “je veux que l’objet
satisfasse la proprie´te´ A” peut se repre´senter par un
ordre sur les mondes tel que les mondes ou` A est
vrai sont pre´fe´re´s aux mondes ou` A est faux.
De plus, Boutilier introduit une caracte´risation
de la controˆlabilite´ des propositions qui est tre`s
proche de la notion de compe´tence pour un agent.
La principale difficulte´ qui se pose vient du
fait que les agents doivent tenir compte des enga-
gements des autres agents pour pouvoir de´terminer
quels seront leurs buts effectifs. On peut ainsi choi-
sir plusieurs strate´gies : coope´ration, concurrence,
“premier arrive´, premier servi” etc.
Dans la section 2, nous allons pre´senter la lo-
gique CO∗ de´veloppe´e par Boutilier pour raison-
ner avec des pre´fe´rences conditionnelles. Dans la
section 3, nous introduirons ensuite la mode´lisation
que nous proposons des exigences. Dans la sec-
tion 4, nous pre´senterons notre mode´lisation des
1. i.e. de phrases du type “si A est vrai, alors je pre´fe`re que B soit vrai”
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agents : compe´tences des agents, engagements des
agents et base de connaissances de chaque agent.
Nous de´finirons alors la notion de but effectif pour
un agent dans la section 5 et nous e´tudierons un
exemple dans la section 6. Enfin, nous pre´senterons
nos conclusions et les perspectives de poursuite de
ce travail dans la section 7.
2 La logique CO∗
Dans cette section, nous pre´sentons la logique
CO de´veloppe´e par Boutilier pour raisonner avec
des pre´fe´rences conditionnelles. Nous rappelons sa
se´mantique, l’axiomatique de CO e´tant de´taille´e
dans [2]. Nous pre´senterons alors CO∗, une restric-
tion de CO.
2.1 Se´mantique de CO
De´finition 1
On appelle PROP un ensemble de variables pro-
positionnelles.
Boutilier conside`re un langage propositionnel
bimodal LB sur PROP , avec les connecteurs
classiques et deux ope´rateurs modaux 2 et ←2. La
se´mantique de LB est base´e sur la de´finition des
mode`les suivante : M = 〈W, ≤ ,φ〉 ou` W est
un ensemble de mondes possibles, φ est une fonc-
tion de valuation 2, et ≤ est un pre´ordre total 3 sur
les mondes qui permet d’exprimer la pre´fe´rence
(v ≤ w signifie que v est au moins autant pre´fe´re´
que w).
Soit M = 〈W, ≤ ,φ〉 un mode`le. La valuation
d’une formule dans M est donne´e par la de´finition
suivante :
De´finition 2
– M |=w α ssi w ∈ φ(α) pour toute variable
propositionnelle α
– M |=w ¬α ssi M 6|=w α pour toute formule
α
– M |=w (α1 ∧ α2) ssi M |=w α1 et M |=w α2
si α1 et α2 sont des formules
– M |=w 2α ssi pour tout v tel que v ≤ w,
M |=v α
– M |=w←2 α ssi pour tout v tel que w < v,
M |=v α
2α est vrai dans un monde w si α est vrai dans
tous les mondes au moins autant pre´fe´re´s que w.
←2 α est vrai dans un monde w si α est vrai dans
tous les mondes moins pre´fe´re´s que w.
Les connecteurs duaux de “possibilite´” sont
de´finis comme d’habitude : 3α ≡def ¬2¬α et←3 α ≡def ¬ ←2 ¬α.
Boutilier de´finit de plus
↔2 α ≡def 2α∧ ←2 α
et
↔3 α ≡def 3α∨ ←3 α.
De´finition 3
M = 〈W, ≤ ,φ〉 satisfait la formule α ssi ∀w ∈
W M |=w α. On le note M |= α.
Pour un exemple, on peut se reporter a` la figure
ci-apre`s, ou` l’on a un mode`le M tel que M |=↔2 a
(car tous les mondes satisfont a) et M |=w2 2b (car















Soit E un ensemble de formules et α une formule
de CO. α est de´rive´e (ou de´duite) de E ssi tous les
mode`les M qui satisfont E satisfont e´galement α.
On le note E |= α.
2.2 Se´mantique de CO∗
Dans [2], Boutilier restreint CO pour pou-
voir tenir compte de tous les mondes possibles. Il
conside`re donc une classe de mode`les de CO dans
lesquels chaque valuation propositionnelle est as-
socie´e a` un ou plusieurs mondes possibles.
Cela le conduit a` la de´finition de CO∗ qui est
la plus petite extension de CO ferme´e par toutes les
re`gles de CO et qui contient l’axiome suivant :
–
↔3 A pour toute proposition satisfiable A.
2. i.e. φ : PROP → 2W et φ ve´rifie φ(¬ϕ) =W − φ(ϕ) et φ(ϕ1 ∧ ϕ2) = φ(ϕ1) ∩ φ(ϕ2)
3. ≤ est une relation reflexive, transitive et connecte´e
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Dans toute la suite de l’article, nous utiliserons
CO∗ au lieu de CO.
2.3 Pre´fe´rences conditionnelles
Boutilier de´finit un connecteur conditionnel
I(−|−) pour exprimer les pre´fe´rences condition-
nelles :
De´finition 5
I(B|A) ≡def↔2 ¬A∨ ↔3 (A ∧2(A→ B))
On peut comprendre ceci comme exprimant le
fait que “si A alors un agent doit s’assurer que B”.
De´finition 6
Une pre´fe´rence absolue A est de´finie par I(A|>) 4,
ce qui est e´quivalent a`
↔3 2A, et est note´e I(A).
Pour pouvoir de´terminer quels sont ses buts,
un agent doit avoir une certaine connaissance du
monde re´el. Boutilier introduit donc KB, un en-
semble fini et consistant de formules proposition-
nelles, pour pouvoir repre´senter la connaissance
qu’a l’agent du monde qui l’entoure. On appelle
KB une base de connaissances. Etant donne´s KB
et un mode`le de CO∗, les situations ide´ales sont ca-
racte´rise´es par les mondes les plus pre´fe´re´s qui sa-
tisfont KB. Ceci est de´fini de la fac¸on suivante :
De´finition 7
Soit KB une base de connaissance. Boutilier
de´finit :
Cl(KB) = {α ∈ PROP : KB → α}
Remarque 1
En fait, la de´finition que Boutilier donne a` Cl(KB)
est plus ge´ne´rale que celle ci, car plutoˆt que de
conside´rer la logique classique pour de´duire les
conse´quences logiques de KB, Boutilier conside`re
une logique non monotone qui permet de de´duire
les croyances par de´faut de l’agent. Nous ne nous
attarderons pas sur cette logique ici, car cela com-
pliquerait notre propos et nous pre´fe´rons simplifier
la pre´sentation en conside´rant la logique classique.
De´finition 8
Soit E un ensemble de pre´fe´rences conditionnelles.
Soit KB une base de connaissances. Un but ide´al
de´rive´ de E est une formule α de LCPL telle que :
E |= I(α|Cl(KB))
Exemple 1
Conside´rons un langage dont les variables propo-
sitionnelles sont T (l’agent traverse la rue) et V
(l’agent est a` ve´lo). Soient les deux pre´fe´rences
conditionnelles I(R|>) et I(¬R|V ) i.e. l’agent tra-
verse de pre´fe´rence la rue (pour aller a` l’universite´
par exemple), mais s’il est a` ve´lo, l’agent pre´fe´re ne
pas traverser la rue.
Les mondes possibles sont w1 = {R,¬V } 5,
w2 = {¬R,V }, w3 = {R,V }, w4 = {¬R,¬V }.
Du fait de I(R), les situations w1 et w3
peuvent eˆtre les mondes pre´fe´re´s. Mais, a` cause de
I(¬R|V ), w3 ne peut pas eˆtre le monde le plus
pre´fe´re´. Doncw1 est le monde le plus pre´fe´re´ et on a
w1 < w2, w1 < w3 et w1 < w4. De plus, on ne peut
pas avoir w3 ≤ w2, car on a I(¬R|V ). On a donc
w2 < w3. I(R) et I(¬R|V ) ne sont donc satisfaites
que par les mode`les de CO∗ suivants :
M1 w1 < w2 < w3 ≤ w4
M2 w1 < w2 ≤ w4 < w3
M3 w1 < w2 < w4 ≤ w3
M4 w1 < w4 ≤ w2 < w3
Supposons que KB1 = {¬V } (l’agent n’est
pas a` ve´lo). Alors Cl(KB1) = {¬V }. Les
buts ide´aux sont les α tels que ∀M M |=
I(α|Cl(KB1)). On a donc R comme but ide´al.
Comme l’agent n’est pas a` ve´lo, il pre´fe´re traver-
ser la rue.
Si maintenant on suppose que KB2 = {V } (je
suis a` ve´lo), on peut montrer que le but ide´al est¬T .
Comme il est a` ve´lo, l’agent pre´fe´re ne pas traverser
la rue.
4. ou` > repre´sente n’importe quelle tautologie propositionnelle
5. w1 = {R,¬V } est une notation pour repre´senter w1 ∈ φ(R) et w1 6∈ φ(V )
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2.4 Propositions controˆlables,
influenc¸ables et non-influenc¸ables
D’apre`s la de´finition pre´ce´dente, toute formule
α qui satisfait M |= I(α|Cl(KB)) est un but.
Comme Boutilier le note, cette de´finition n’est va-
lable que si KB est fixe´. Or, il se peut tre`s bien que
l’agent puisse changer la valeur de ve´rite´ de cer-
tains e´le´ments deKB. La de´finition des buts ide´aux
donne´e pre´ce´demment est ainsi trop restrictive. Par
exemple,KB2 exprime le fait que l’agent est a` ve´lo.
Supposons que l’agent change d’avis et qu’il de´cide
de laisser son ve´lo. Dans ce cas, il pre´fe´re ne pas
prendre son ve´lo pour remplir le but le plus pre´fe´re´,
i.e. traverser la rue.
Boutilier sugge`re donc pour calculer la ferme-
ture Cl(KB) de la base de connaissances de ne te-
nir compte que des formules dont la valeur de ve´rite´
ne peut pas eˆtre changer par les actions de l’agent.
De plus, certaines formules α caracte´rise´es par
la de´finition pre´ce´dente ne peuvent pas eˆtre ren-
dues vraies par l’agent. Par exemple, un agent peut
pre´fe´rer qu’il ne pleuve pas, mais c’est quelque
chose sur lequel il n’a aucun controle.
Pour mode´liser ces notions, Boutilier parti-
tionne les atomes de son langage en deux classes :
P = C ∪ C, qui vont lui permettre de caracte´riser
le fait que l’agent peut agir sur un atome ou pas. C
est l’ensemble des atomes que l’agent peut contro-
ler (l’agent peut changer la valeur de ve´rite´ de ces
atomes) et C est l’ensemble des propositions que
l’agent ne peut pas controler.
Par exemple, l’atome V repre´sentant le fait que
l’agent est a` ve´lo peut eˆtre conside´re´ raisonnable-
ment comme e´tant controˆlable. Par contre, l’atome
repre´sentant le fait “il pleut” peut eˆtre conside´re´
comme e´tant incontroˆlable.
Boutilier e´tend ces notions aux propositions, en
pre´cisant tout d’abord quelques de´finitions.
De´finition 9
Pour n’importe quel ensemble de variables propo-
sitionnelles P , on appelle V (P ) l’ensemble des va-
luations de P . Si v ∈ V (P ) et w ∈ V (Q) avec P et
Q deux ensembles disjoints, alors v;w ∈ V (P ∪Q)
est la valuation e´tendue a` P ∪ Q. L’e´le´ment neutre
de ; est V (φ) qui est la valuation vide.
De´finition 10
Soient C et C de´finis comme pre´ce´demment. Une
proposition α est controˆlable ssi, pour tout u ∈
V (C), il existe v ∈ V (C) et w ∈ V (C) tels que
v;u |= α et w;u |= ¬α
Une proposition α est influenc¸able ssi il existe
u ∈ V (C), il existe v ∈ V (C) et w tels que
v;u |= α et w;u |= ¬α
α est ininfluenc¸able ssi elle n’est pas
influenc¸able.
Ainsi, si A ∈ C, et B ∈ C alors A ∧ B
est influenc¸able, mais pas controˆlable. Comme B
n’est pas controˆlable, si B est faux, alors l’agent ne
peut pas rendre A ∧ B vraie, donc A ∧ B n’est pas
controˆlable. Par contre, si B est vrai, alors l’agent
peut changer la valeur de ve´rite´ deA∧B en rendant
A vrai ou faux, donc A ∧B est influenc¸able.
De´finition 11
L’ensemble des croyances non-influenc¸ables d’un
agent est de´fini par :
UI(KB) = {α ∈ Cl(KB) : α est ininfluenc¸able}
Dans un premier temps, Boutilier conside`re
que UI(KB) est un ensemble complet, c’est-a`-
dire que la valeur de ve´rite´ de tous les atomes in-
controˆlables est connue 6, ce qui peut se re´sumer
par :
∀ϕ non controˆlable ϕ ∈ UI(KB) ou ¬ϕ ∈ UI(KB)
Sous cette hypothe`se, Boutilier de´finit la notion
de CK-but :
De´finition 12
Soient E un ensemble de pre´fe´rences condition-
nelles et KB une base de connaissance telle que
UI(KB) soit complet.
Une proposition ϕ est un CK-but ssi M |=
I(ϕ|UI(KB)) avec ϕ controˆlable.
Exemple 2
Reprenons l’exemple pre´ce´dent E =
{I(R),I(¬R|V }. Supposons que l’agent ne soit
6. Dans une seconde partie de son travail, Boutilier examine e´galement le cas ou` UI(KB) n’est pas complet. Nous ne nous
inte´resserons pas a` ce cas.
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pas a` ve´lo parce qu’il a e´te´ vole´. On a donc V qui
est incontroˆlable et ¬V ∈ KB.
Supposons dans un premier temps que l’agent
peut encore traverser la rue. Dans ce cas R est
controˆlable. D’apre`s la definition 11, R est un CK-
but de´rive´ de E : l’agent devra traverser la rue.
Maintenant, supposons qu’il y ait des travaux
sur la rue et qu’elle soit impossible a` traverser. Cette
fois ci, R est incontroˆlable. Toujours d’apre`s la
de´finition 11, R n’est plus un CK-but pour l’agent,
ce qui est intuitivement correct, puisque l’agent ne
peut pas traverser la rue.
3 Les exigences
Les exigences seront repre´sente´es par des
pre´fe´rences conditionnelles en utilisant la logique
CO∗. Cela peut sembler le´gitime, puisque lorsque
quelqu’un e´met une exigence A, il veut que l’objet
satisfasse A, donc il pre´fe´re les mondes ou` A est
vrai aux mondes ou` A est faux. De plus, l’utilisa-
tion de conditionnelles va nous permettre de raffiner
cette notion. On pourra introduire des conditions
sur chaque exigence. En particulier, cela permet
de donner des alternatives : on pourra par exemple
donner A comme exigence et spe´cifier que si A
n’est pas re´alise´e (parce que les agents n’ont pas la
possibilite´ physique de le faire par exemple), alors
B doit eˆtre re´alise´e.
L’ensemble des exigences est note´ Σ. L’hy-
pothe`se que l’on va poser sur Σ est la suivante :
Hypothe`se 1
Σ est un ensemble consistant de formules de CO∗
sans disjonction en partie non conditionnelle 7.
On peut se demander si le fait de ne pas au-
toriser les disjonctions est contraignant. Il ne faut
pas oublier que le cadre de ce travail est la distribu-
tion d’exigences. Or on peut le´gitimement supposer
qu’a` la fin du processus d’e´licitation, la se´lection
aura e´te´ assez fine pour e´viter les disjonctions. Il
arrive tre`s rarement que l’on obtienne par exemple
des spe´cifications du type “l’objet doit satisfaire
a ∨ b”. On a plutoˆt des exigences du type “si c est
vrai alors l’objet doit satisfaire a, sinon il doit satis-
faire b”, d’ou` l’inte´reˆt d’utiliser des conditionnelles.
Exemple 3
Par exemple, si les exigences que doit satisfaire un
groupe d’agents quelconque sont les suivantes :
– la porte doit eˆtre ponce´e et repeinte;
– si la porte n’est pas ponce´e, elle ne doit pas
eˆtre repeinte.
On mode´lisera ce sce´nario avec CO∗ de la
fac¸on suivante : Σ = {I(p ∧ r),I(¬r|¬p)}.






























On peut remarquer qu’on n’obtient pas un CO∗-
mode`le unique. Cela peut paraitre ge´nant, puisque
c’est a` partir de ces mode`les que les agents vont
prendre des de´cisions, et la multiplicite´ des mode`les
ajoute une “incertitude” en ce qui concerne ces
de´cisions. Comme le souligne Boutilier dans [3],
on peut utiliser un syste`me de comple´tion comme
System Z [14] pour trouver un seul CO∗-mode`le.
4 Mode´lisation des agents
Un des proble`mes actuels de l’Intelligence Ar-
tificielle Distribue´e est de pouvoir mode´liser des
agents cognitifs, et donc des e´tats mentaux propres
a` chaque agent [21]. La distinction parfois in-
fime entre des notions telles que l’engagement,
l’intention [7, 6] est capitale, car elle permet de
repre´senter correctement les agents. De nombreux
travaux ont e´te´ re´alise´s dans ce domaine, en parti-
culier en logique modale. Singh par exemple s’est
beaucoup interesse´ a` la mode´lisation de notions
telles que l’intention, le savoir faire, l’engagement
etc [18, 19]. Il a de´veloppe´ une logique qui permet
d’exprimer ces e´tats mentaux, mais aussi de raison-
ner avec des strate´gies pour accomplir chaque but et
7. i.e. pas de formules du type I(a ∨ b|c)
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de communiquer avec d’autres agents. D’autres ap-
proches essayent de rapprocher ces notions d’autres
notions, comme l’obligation par exemple (cf [4],
[10]).
Nous allons mode´liser trois notions pour les
agents exe´cutants :
– les compe´tences de l’agent;
– les engagements de chaque agent;
– la base de connaissance associe´e a` chaque
agent, i.e. les connaissances qu’il a des autres
agents et du monde re´el;
De´finition 13
Dans toutes la suite du document, nous
conside´rerons un ensemble A de n agents
exe´cutants mis sous la forme A = {A1, . . . ,An}.
4.1 Compe´tences de l’agent
Pour pouvoir mode´liser le fait qu’un agent
est compe´tent pour re´aliser une action, nous al-
lons utiliser la partition sur les atomes pre´sente´e
pre´cedemment.
En effet, Boutilier se´pare les atomes en deux
classes : les atomes controˆlables par l’agent (les
atomes dont il peut changer la valeur de ve´rite´) et
les atomes incontroˆlables par l’agent (ceux dont il
ne peut pas changer la valeur de ve´rite´).
La notion de controˆlabilite´ correspond alors a`
la notion de compe´tence : un agent est compe´tent
pour a s’il peut changer la valeur de ve´rite´ de a.
Nous ne cherchons pas ici a` mode´liser des notions
telles que le savoir-faire par exemple, qui implique
une certaine connaissance pour l’agent [18]. La no-
tion de compe´tence pour un agent indique simple-
ment le fait que cet agent peut re´aliser l’action en
question.
De´finition 14
Pour chaque agent Ai ∈ A, on partitionne les
atomes en deux classes :
– CAi qui repre´sente les atomes qui sont dans
le domaine de compe´tence de l’agent;
– CAi qui repre´sente les atomes qui ne sont pas
dans le domaine de compe´tence de l’agent.
On ne va s’inte´resser ici qu’aux atomes du lan-
gage. En effet, on n’autorise pas les disjonctions en
partie non conditionnelle (cf hypothe`se 1), donc il
n’est pas ne´cessaire d’e´tendre ces notions aux pro-
positions. De plus, on peut supposer que l’on peut
raisonner avec des actions e´le´mentaires.
Nous allons maintenant e´noncer quelques hy-
pothe`ses a` propos des domaines de compe´tences
des agents. La premie`re que nous faisons mode´lise
le fait qu’on n’utilise pas d’agents qui ne servent
a` rien. Tous les agents seront compe´tents pour
re´aliser au moins une action.
Hypothe`se 2
∀Ai ∈ A CAi 6= φ
La deuxie`me hypothe`se que l’on fera porte sur
les domaines de compe´tence des agents : ils ne sont
pas force´ment disjoints. Il se peut tre`s bien que deux
agents diffe´rents soient compe´tents pour re´aliser la
meˆme action. Ils entrent alors en concurrence.
Hypothe`se 3
Les domaines de compe´tence des agents ne sont pas
force´ment disjoints.
4.2 Les engagements de l’agent
Nous allons maintenant nous inte´resser aux en-
gagements de l’agent. Nous ne nous inte´resserons
pas aux intentions de l’agents ou a` ses de´cisions (cf
[18], [7]). Dans le cadre de notre e´tude, nous cher-
chons juste a` savoir ce a` quoi s’engagent les agents
exe´cutants.
Soit Ai un agent et a une variable proposition-
nelle. On veut exprimer des connaissances de la
forme :
– l’agentAi s’engage a` faire en sorte que a (au-
trement dit, l’agent Ai a de´cide´ de faire a);
– l’agentAi s’engage a` ne pas faire en sorte que
a, (autrement dit, Ai a de´cide´ de ne pas faire
a);
– l’agent Ai ne s’engage ni a` faire en sorte que
a ni a` ne pas faire en sorte que a (autrement
ditAi n’a rien de´cide´ sur le fait de faire ou de
ne pas faire a).
Pour repre´senter cela, nous introduisons deux
ope´rateurs modaux :
– E qui est un ope´rateur d’action.EAi(a) signi-
fiera : l’agent Ai fait en sorte que a.
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– EI qui est un ope´rateur d’engagement.
EIAi(a) signifiera : l’agent Ai s’engage a` a.
4.2.1 Les ope´rateurs EAi
Nous allons tout d’abord de´finir le langage LE
qui sera compose´ des variables propositionnelles et
des ope´rateurs de type EAi :
De´finition 15
– si a ∈ PROP alors a ∈ LE
– si a ∈ PROP tel que a ∈ Cα et si Ai ∈ A
alors EAi(a) ∈ LE
– si a ∈ PROP tel que a ∈ Cα et si Ai ∈ A
alors EAi(¬a) ∈ LE
– si A ∈ LE et B ∈ LE alors ¬A ∈ LE et
A ∧B ∈ LE
La contrainte syntaxique que nous imposons
a` Eα nous permet d’eˆtre suˆr que l’agent ne peut
re´aliser que des actions qui sont dans son domaine
de compe´tence.
Chaque ope´rateur EAi est a` rapprocher de
l’ope´rateur stit (seeing to it that) de´fini par Bel-
nap et Perloff [1]. Ils ont de´crit pre´cisemment la
se´mantique de cet ope´rateur et ont e´tudie´ les inter-
actions qu’il pouvait avoir avec d’autres ope´rateurs
modaux.
L’axiomatique de stit est de´crite dans [10] et
nous allons l’utiliser pour de´crire l’axiomatique de
chaque EAi :
De´finition 16
SoitAi ∈ A. L’axiomatique de EAi est la suivante :





La se´mantique de stit se fonde sur un cadre
temporel inde´terministe, en particulier la the´orie
“branching time” [16], [20]. Cette the´orie ordonne
des moments sous la forme d’une structure d’arbre.
L’inde´terminisme du futur est repre´sente´ par la
multiplicite´ possible des branches partant d’un
moment, alors que le de´terminisme du passe´ est
repre´sente´ par le fait qu’il n’y a qu’une seule
branche arrivant a` un moment. Une branche de
l’arbre est appele´e une histoire.
Intuitivement, [Ai stit : a] (l’agent Ai fait en
sorte que a) est vrai pour un mode`le M a` un mo-
ment m pour une histoire h ssi il existe un moment
w, appele´ te´moin, ante´rieur a` m tel que :
1. un choix de Ai au moment w a e´te´ tel que on
peut garantir que a est vrai a` m
2. au moment w, on ne pouvait pas garantir que
a serait vrai, donc c’est l’action de Ai qui a
amene´ a a` eˆtre vrai a` m
On peut se reporter a` [10] pour plus de de´tails.
4.2.2 Les ope´rateurs EIAi
Nous allons maintenant introduire le langage
LEI qui va contenir en plus les ope´rateurs de type
EIAi .
De´finition 17
– si A ∈ LE alors A ∈ LEI
– si A ∈ LE alors EIAi(A) ∈ LEI
– si A ∈ LE alors EIAi¬(A) ∈ LEI
– si A ∈ LEI et B ∈ LEI alors ¬A ∈ LEI et
A ∧B ∈ LEI
Nous de´finissons maintenant l’axiomatique de
chaque ope´rateur EIAi pour Ai ∈ A :
De´finition 18
Soit Ai ∈ A, alors l’ope´rateur EIAi est un
ope´rateur modal de type (KD) (cf [5]).
Pour la se´mantique de EIAi , on pourra se re-
porter e´galement a` [5].
Le tableau suivant re´sume la mode´lisation que
nous proposons des phrases du type “l’agent Ai
s’engage a` faire en sorte que a” :
Phrase a` mode´liser Mode´lisation
Ai s’engage a` faire en EIAiEAia
sorte que a
Ai s’engage a` ne pas EIAi¬EAia
faire en sorte que a
Ai ne s’engage pas a` ¬EIAiEAia
faire en sorte que a
Ai ne s’engage pas a` ne ¬EIAi¬EAia
pas faire en sorte que a
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Il y a une diffe´rence importante a` souligner
entre une formule du type EIAi¬EAia et une for-
mule du type EIAiEAi¬a. La premie`re signifie que
Ai s’engage a` ne pas faire en sorte que a, alors
que la deuxie`me signifie que Ai s’engage a` faire
en sorte que ¬a, i.e. a` tout faire pour que a ne
soit pas re´alise´e. La deuxie`me formule est beaucoup
plus forte : si a signifie “peindre la porte”, alors
EIAiEAi¬a signifie que Ai va tout faire pour que
la porte ne soit pas peinte, en empeˆchant les autres
agents de la peindre par exemple.
Exemple 4
Supposons par exemple que l’agent Ai s’engage a`
re´aliser a, alors on e´crira EIAiEAia. Comme EIAi
est un ope´rateur de type (KD), on peut de´duire
¬EIAi¬EAia. C’est intuitivement correct, car siAi
s’engage a` faire en sorte que a, alors il ne s’engage
pas a` ne pas faire en sorte que a.
De meˆme, si Ai ne s’engage a` rien vis-a`-vis de
a, on e´crit ¬EIAiEAia ∧ ¬EIAi¬EAia, ce qui si-
gnifie que l’agent ne s’engage ni a` faire en sorte que
a, ni a` ne pas faire en sorte que a.
4.3 Base de connaissances
La base de connaissances d’un agent regroupe
les connaissances de cet agent a` propos :
– des engagements des autres agents;
– de ses propres engagements;
– des faits vrais et qu’aucun agent ne peut chan-
ger, c’est-a`-dire les faits qui sont hors des do-
maines de compe´tence des agents.
Dans ce travail, nous allons imposer une hy-
pothe`se forte : les agents ont la meˆme base de
connaissances (ce qui revient a` dire que les agents
partagent la meˆme connaissance). On notera la base
de connaissances commune KB.
De´finition 19
KB est un ensemble de formules de (LEI −
PROP ) et de (PROP − ⋃
Aj∈A
CAj ).
Une deuxie`me hypothe`se que nous allons po-
ser sur la base de connaissances est la suivante :
aucun agent ne s’engage a` faire quelque chose qui
irait a` l’encontre d’une exigence. Par exemple, si
un groupe d’agents doit peindre une porte, on im-
pose qu’aucun agent ne s’engage a` faire en sorte
que la porte ne soit pas peinte (c.-a`-d. empeˆche que
la porte soit peinte).
Hypothe`se 4
L’ensemble {a : ∃Ai ∈ A EIAiEAia ∈ KB} ∪
{a : Σ |= I(a|UI(KB))} 8 est consistant.
Munis de ces trois concepts (compe´tences, en-
gagements et connaissances), nous allons pouvoir
introduire la notion de but effectif pour un agent,
i.e. les buts individuels de chaque agent en fonction
des exigences initiales, de ses compe´tences et de sa
base de connaissances.
5 Buts effectifs
L’ensemble d’exigences, exprime´es sous la
forme de pre´fe´rences conditionnelles, de´finit les
buts globaux a` satisfaire pour un ensemble d’agents
A. Chaque agent ayant ses propres compe´tences, il
faut pouvoir exprimer quels seront ses buts “per-
sonnels” (individuels) . La notion de but effectif va
nous permettre de de´finir quels sont les buts d’un
agent a` partir de l’ensemble d’exigences initial, des
de´cisions des autres agents et des propositions in-
controˆlables par les agents.
5.1 De´finitions
La premie`re question que l’on peut se poser
est la suivante : de quoi de´pend un but effectif ? Il
est clair que les buts effectifs ne peuvent pas eˆtre
de´duits a` partir de faits dont la valeur de ve´rite´
peut changer par exemple. Par contre, pour un agent
Ai ∈ A, il paraıˆt le´gitime de de´river un but effectif
a` partir :
– de l’ensemble des engagements des agents ne
concernant pas Ai (i.e. les de´cisions portant
sur des atomes incontroˆlables par Ai, donc
les formules du type EIAjEAja, j 6= i et
a ∈ CAi);
– des propositions incontroˆlables de KB.
8. en reprenant la notation de Boutilier, i.e. UI(KB) est l’ensemble des propositions non controˆlables de KB
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On peut se demander pourquoi les enga-
gements de l’agent n’apparaissent pas dans cet
ensemble. Il nous parait plus judicieux de ne
conside´rer que les actions sur lesquelles l’agent
n’a aucune influence pour pouvoir selectionner les
mondes les plus ide´aux pour Ai. Ainsi, seul l’en-
vironnement exte´rieur a` l’agent va lui permettre de
choisir ses actions.
Nous allons appeler cet ensemble ensemble de
donne´es de l’agent Ai et le noter D(Ai).
De´finition 20
Soit Ai ∈ A. On de´finit :
D(Ai) = {ε : KB |= EIAjEAj(ε), j 6= i et
ε ∈ CAi} ∪ {ϕ : KB |= ϕ et ϕ ∈ L0}
D(Ai) va donc servir en partie conditionnelle
des buts.
La deuxie`me remarque que l’on peut faire est
la suivante : parmi les buts que l’on peut de´river
a` partir de D(Ai), certains doivent eˆtre e´limine´s,
tout simplement parce que, par exemple, on ne veut
qu’un seul agent pour re´aliser une taˆche. On va
donc introduire un nouvel ensemble de se´lection,
qui va nous permettre d’e´liminer une partie des
buts de l’agent Ai. On le note Sel(Ai). Bien
e´videmment, suivant la strate´gie de distribution que
l’on voudra, le contenu de Sel(Ai) sera diffe´rent.
Nous pre´sentons un exemple dans la section sui-
vante.
Nous introduisons maintenant la notion de but
effectif pour Ai :
De´finition 21
ϕ est un but effectif pourAi, note´ EGoalAi(ϕ) ssi :
Σ |= I(ϕ|D(Ai)), ϕ ∈ CAi et ϕ 6∈ Sel(Ai)
ϕ sera donc un but effectif pour Ai ssi :
– on peut de´river I(ϕ|D(Ai)) de Σ;
– ϕ est dans le domaine de compe´tence de
l’agent Ai;
– ϕ n’appartient pas a` l’ensemble de selection
de l’agent Ai.
Il est e´galement inte´ressant de pouvoir de´finir
une notion de non satisfaction d’une exigence ϕ.
Si aucun agent n’a pour but effectif de re´aliser une
action a telle que ` a → ϕ, alors ϕ n’est pas rem-
plie. Dans ce cas, il y a un proble`me et on recom-
mence une phase d’expression des engagements des
agents. Il faut bien suˆr exclure le cas ou` on est en
pre´sence d’une exigence de´ja` re´alise´e. On va intro-
duire un ope´rateur de non-satisfaction :
De´finition 22
Soit ϕ telle que Σ |= I(ϕ|UI(KB)) et telle que
KB 6|= ϕ. On dit que ϕ n’est pas satisfaite (note´
Nonsat(ϕ)) ssi :⋃
Ai∈A
{ε : EGoalAi(ε)} 0 ϕ
5.2 Un exemple de strate´gie
Supposons que l’on veuille e´viter les cas ou`
plusieurs agents se retrouvent avec la meˆme taˆche
a` exe´cuter (ceci peut se produire, puisque les do-
maines de compe´tences des agents ne sont pas for-
cement disjoints). Dans ce cas, il nous faut un
crite`re de se´lection entre les agents.
5.2.1 Ordre sur les agents
Pour chaque exigence, on pourrait par exemple
introduire un ordre sur les agents compe´tents pour
re´aliser cette exigence. On pourrait ainsi savoir quel
est l’agent pre´fe´re´ suivant des crite`res particuliers
pour satisfaire l’exigence.
Bien suˆr, cet ordre est totalement informel et
peut repre´senter diffe´rents crite`res de classement
des agents : couˆt ne´cessaire a` l’agent pour re´aliser
l’exigence, rapidite´ de l’agent etc. Il ne s’agit en au-
cun cas d’un classement par degre´ de compe´tence
des agents.
De´finition 23
Soient Ai ∈ A, Aj ∈ A et a ∈ PROP telle que
a ∈ CAi et a ∈ CAj . Si Ai est pre´fe´re´ a` Aj pour
re´aliser a, on le notera Ai <a Aj .
Bien suˆr, il se peut qu’il n’y ait aucune rela-
tion de pre´fe´rence pour certaines variables propo-
sitionnelles. Dans ce cas, par abus de notation, si
deux agents Ai et Aj sont compe´tent pour re´aliser
a et qu’il n’existe pas de relation pour a, on pourra
e´crire indiffe´remment Ai <a Aj et Aj <a Ai.
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Pour chaque couple (Ai, a), avec Ai ∈ A et
a une variable propositionnelle, on va de´finir l’en-
semble des agents pre´fe´re´s a` Ai pour re´aliser a.
De´finition 24
∀Ai ∈ A ∀a ∈ PROP qual(Ai,a) = {Aj ∈
A : Aj <a Ai}
Cela nous permettra de se´lectionner les
“meilleurs” agents pour re´aliser a.
5.2.2 Une de´finition de Sel
La strate´gie que nous allons mode´liser est la
suivante :
– si un agent Ai n’a rien de´cide´ par rapport a`
a, ou qu’il a de´cide´ de ne pas faire a et qu’un
autre agent Aj tel que Aj <a Ai a de´cide´ de
faire a, alors Ai est dispense´ de faire a;
– si un agent Aj tel que Aj <a Ai n’a pas
de´cide´ de ne pas faire a, alors Ai lui laisse
la priorite´.
L’ensemble des propositions ve´rifiant la
premie`re condition s’exprime sous la forme sui-
vante :
{ε : ∃Aj ∈ qual(Ai,ε), KB |= EIAjEAj(ε)∧
¬EIAiEAi(ε)}
Cet ensemble de´pend bien suˆr de Ai puisque
on ne choisit que les Aj qui appartiennent a`
qual(Ai,ε).
L’ensemble des propositions ve´rifiant la
deuxie`me condition s’exprime sous la forme sui-
vante :
{ε : ∃Aj ∈ qual(Ai,ε), KB |= ¬EIAj¬EAj(ε)}
On remarque que dans ces deux de´finitions,
ε ∈ CAi (cf. la de´finition de <ε).
L’ensemble Sel(Ai) correspondant a` notre
strate´gie va donc eˆtre :
Sel(Ai) = {ε : ∃Aj ∈ qual(Ai,ε),
KB |= (EIAjEAj (ε) ∧ ¬EIAiEAi(ε))
∨¬EIAj¬EAj (ε)}
6 Exemple
Dans tout l’exemple, nous allons utiliser la
strate´gie propose´e dans la section pre´ce´dente.
Prenons deux agents exe´cutants que l’on va
appeler 1 et 2. Le groupe {1,2} doit poncer et
repeindre la porte. Si la porte n’est pas ponce´e,
alors la porte ne doit pas eˆtre repeinte. 1 a les
compe´tences pour repeindre la porte et 2 a les
compe´tences pour repeindre la porte et pour la pon-
cer.
Avec CO∗, on va mode´liser ce sce´nario de la
fac¸on suivante : Σ = {I(r∧p),I(¬r|¬p), C1 = {r}
et C2 = {p,r}.





























6.1 Etude de diffe´rents sce´narios
• Supposons dans un premier temps que
l’agent 1 ait de´cide´ de faire r, que l’agent 2 n’ait
rien de´cide´ a` propos de r, mais qu’il ait de´cide´ de
faire p. On a alors :
KB = {EI1E1(r),¬EI2E2(r),¬EI2¬E2(r),EI2E2(p)}
D(1) = {p} D(2) = φ
Sel(1) = φ Sel(2) = {r}
Dans ce cas, on obtient EGoal1(r) et
EGoal2(p). L’agent 1 a pour but effectif de peindre
la porte et l’agent 2 a pour but effectif de poncer la
porte (l’aspect temporel de ce scenario n’intervient
pas : il faut bien suˆr que l’agent 2 ponce la porte
avant que l’agent 1 ne la peigne).
• Supposons que les agents n’aient rien de´cide´.
Dans ce cas, on a :
KB = {¬EI1E1(r),¬EI1¬E1(r),¬EI2E2(r),
¬EI2¬E2(r),¬EI2E2(p),¬EI2¬E2(p)}
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D(1) = D(2) = φ
Sel(1) = Sel(2) = φ
Donc on va pouvoir en de´duire EGoal1(r),
EGoal2(r) et Egoal2(p). C’est intuitivement
ge´nant : deux agents vont s’occuper de re´aliser r,
alors qu’un seul suffirait. On va donc introduire un
ordre de pre´fe´rence sur les agents.
Supposons que 1 <r 2 (i.e. pour la re´alisation
de r, on choisira plutoˆt l’agent 1 que l’agent 2, par
exemple parce que l’agent 2 doit aussi re´aliser p.).
On a maintenant qual(1,r) = φ et qual(2,r) = {1}.
On peut donc e´crire :
KB = {¬EI1E1(r),¬EI1¬E1(r),¬EI2E2(r),
¬EI2¬E2(r),¬EI2E2(p),¬EI2¬E2(p)}
D(1) = D(2) = φ
Sel(1) = φ Sel(2) = {r}
Comme pre´ce´demment, on peut de´duire
EGoal1(r) et EGoal2(p). Mais cette fois ci, on
ne peut pas de´duire EGoal2(r), la de´rivation est
bloque´e par l’utilisation de <r.
• Supposons que 1 ait de´cide´ de peindre la




D(1) = φ D(2) = φ
Sel(1) = φ Sel(2) = {r}
Dans ce cas, on va pouvoir en de´duire
EGoal1(r) et EGoal2(p).
• Supposons maintenant que ¬p ∈ KB et que
p soit incontroˆlable (on peut imaginer le cas ou` il
n’y a pas de papier de verre pour poncer la porte).
Dans ce cas, on a bien suˆr C2 = {r}. Supposons
de plus que 1 de´cide de peindre la porte et que 2 ne
de´cide rien. On a alors :
KB = {EI1E1(r),¬EI2E2(r),¬EI2¬E2(r)}
D(1) = {¬p} D(2) = {¬p}
Sel(1) = φ Sel(2) = {r}
Les buts effectifs sont EGoal1(¬r) et
EGoal2(¬r) meˆme si l’agent 1 s’e´tait engage´ a`
repeindre la porte. On n’a pas non plus Nonsat(r),
car on ne doit pas repeindre la porte si celle-ci n’est
pas ponce´e. Cela est intuitivement correct.
• Supposons que p ∈ KB (i.e. la porte est
ponce´e) et que p soit incontroˆlable. Supposons de
plus que les agents n’aient rien de´cide´ en ce qui
concerne r et qu’il n’y ait plus d’ordre sur {1,2}
pour r. Dans ce cas, on a :
KB = {¬EI1¬E1(r),¬EI1E1(r),¬EI2E2(r),
¬EI2¬E2(r)}
D(1) = {p} D(2) = {p}
Sel(1) = φ Sel(2) = φ
On ne peut de´duire aucun but effectif pour les
agents. En effet, p est de´ja` re´alise´e et les agents
ne se sont pas prononce´s sur la re´alisation de r et
l’ordre sur les agents n’existe plus. On a par contre
Nonsat(r). Il faut donc recommencer le processus
pour pouvoir satisfaire r.
6.2 Retour sur la se´mantique
L’ensemble Σ repre´sente´ sous la forme de
pre´fe´rences conditionnelles nous permet d’ordon-
ner les mondes possibles pour l’ensemble des
agents. Dans la plupart des cas, le monde ini-
tial pour les agents sera un des mondes le moins
pre´fe´re´, car rien n’est fait (sauf si bien suˆr,
une exigence est de´ja` re´alise´e par ailleurs). Pour
chaque agent, les de´cisions des autres agents et ses
propres de´cisions lui permettront d’e´liminer cer-
tains mondes. Il aura alors la possibilite´ ou pas d’al-
ler dans un des mondes les plus ide´aux qui res-
tent. Ce sont ces mondes qui vont nous permettre
de trouver les buts effectifs de l’agent.
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Reprenons l’exemple pre´ce´dent. Les mode`les






























Plac¸ons nous dans le cas ou` rien n’a e´te´ fait : le






























Supposons maintenant que l’agent 1 n’ait rien
de´cide´ sur le fait de peindre la porte et que l’agent
2 ait de´cide´ de la poncer. Supposons de plus que
1 <r 2. On a alors :
KB = {¬EI1E1(r),¬EI1¬E1(r),
¬EI2E2(r),¬EI2¬E2(r),EI2E2(p)}
D(1) = {p} D(2) = φ
Sel(1) = φ Sel(2) = {r}
• L’agent 1 va donc “e´liminer” les mondes
ou` p est faux graˆce a` D(1) (mondes entoure´s en
pointille´s). Il est donc obliger de se´lectionner ses
mondes ide´aux parmi {p,r} et {p,¬r}. Les mondes
ide´aux pour 1 vont donc eˆtre (les mondes les plus





























1 doit maintenant de´terminer ses buts effectifs.
Tous les mondes pre´fe´re´s ve´rifient p∧r, donc 1 peut
avoir comme but effectif p et comme but effectif
r. Or Sel(1) = φ, donc il n’a aucune interdiction.
Comme seul r est controˆlable par 1, r va eˆtre le seul
but effectif de 1.
• Prenons le cas de l’agent 2 maintenant.
Comme D(2) = φ, l’agent 2 ne va pas e´liminer
de mondes. Il peut donc rester dans {¬p,¬r} ou
aller dans n’importe quel autre monde. Les mondes





























p et r peuvent donc eˆtre des buts effectifs pour
2, car ces deux lite´raux sont vrais dans tous les
mondes pre´fe´re´s. Or Sel(2) = {r}, donc 2 ne peut
pas avoir r comme but effectif (car 1 est pre´fe´re´ a` 2
pour re´aliser r), donc p est le seul but effectif de 2.
La se´mantique nous permet donc de com-
prendre aise´ment ce que signifient les ensembles
de se´lection et quelle est leur influence sur les
mode`les.
7 Conclusion
Nous avons de´veloppe´ un formalisme qui per-
met de trouver, a` partir de buts donne´s a` un groupe,
quels sont les buts effectifs de chacun des agents
de ce groupe. Pour cela, nous proposons un mode`le
de l’agent qui comprend ses compe´tences, ses en-
gagements et sa connaissance du monde. On peut
d’ailleurs remarquer que le processus inverse a e´te´
e´tudie´ par Lafage et Lang dans [12]. Ils de´veloppent
deux approches logiques pour pouvoir de´terminer
quelles sont les pre´fe´rences d’un groupe d’agents a`
partir des pre´fe´rences des agents seuls.
On peut e´galement citer Shehory et Kraus qui
exposent dans [17] une me´thode d’allocation de
taˆches a` une coalition d’agents, lorsque un seul
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agent ne suffit pas pour re´aliser une taˆche. Ce cas
est exclu dans notre e´tude d’apre`s la de´finition des
domaines de compe´tence des agents.
Le premier axe de recherche qui s’offre a`
nous est bien suˆr une e´tude plus approfondie des
ope´rateurs EI et E. Nous utilisons des ope´rateurs
“exte´rieurs” avec leur se´mantique et leur axioma-
tique propre, mais nous pourrions essayer de les
inte´grer a` CO∗ directement. On pourrait s’inspirer
de [13] par exemple.
D’autre part, les de´finitions que nous avons
donne´es a` D(Ai), Sel(Ai) et induisent en fait une
certaine strate´gie de distribution des taˆches que
nous allons rappeler.
– Les buts effectifs d’un agent de´pendent des
engagements des autres agents qui ne le
concernent pas. On n’utilise pas par exemple
ce que les agents n’ont pas de´cide´ de faire.
On a donc une notion de “coope´ration posi-
tive” (l’agent utilise les de´cisions “positives”
des autres) qui apparait;
– Un ensemble de se´lection est de´fini : Sel(Ai).
Il permet de de´finir une politique de distribu-
tion des taˆches.
Nous avons propose´ un exemple de strate´gie
de distribution en de´finissant un ensemble Sel bien
particulier. Un crite`re de se´lection des agents en cas
de recouvrement des domaines de compe´tence nous
permettait de choisir les agents.
On aurait pu par exemple de´finir une politique
autoritaire de coope´ration en imposant Sel(α) = φ
dans tous les cas. Avec une telle de´finition, les
agents pourraient avoir des actions identiques et se-
raient oblige´s de re´aliser tout ce qui est dans leur
domaine de compe´tence.
Il serait donc tre`s inte´ressant de pouvoir ex-
primer des postulats vis-a`-vis de ces ensembles de
se´lection qui permettraient de qualifier une strate´gie
a` partir du contenu de Sel et ainsi d’obtenir un
“the´ore`me” de repre´sentation.
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