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A RESTRICTION THEOREM FOR ME´TIVIER GROUPS
VALENTINA CASARINO AND PAOLO CIATTI
Abstract. In the spirit of an earlier result of D. Mu¨ller on the Heisenberg group we
prove a restriction theorem on a certain class of two step nilpotent Lie groups. Our result
extends that of Mu¨ller also in the framework of the Heisenberg group.
1. Introduction
In this paper we examine the mapping properties between Lebesgue spaces of the op-
erators arising in the spectral resolution of the sublaplacian on the class of groups intro-
duced by G. Me´tivier in [M]. These are two-step nilpotent Lie groups, characterized by
the property that the quotients with respect to the hyperplanes contained in the centre
are Heisenberg groups. The groups of H-type, introduced by A. Kaplan [K], are examples
of groups satisfying the Me´tivier property, but there are Me´tivier groups which are not of
H-type (for an example see [MuS]).
Let G be a Me´tivier group equipped with a sublaplacian L. The operators PLµ , we
are interested in, are formally given by a Dirac delta δµ(L) at a point µ of the spectrum
of L. PLµ corresponds to a “generalized projection operator” in the sense introduced by
R. Strichartz in [Str]: its range consists of eigenfunctions of L, and the family {PLµ }
decomposes f , in the sense that for all Schwartz functions f on G
f =
∫ +∞
0
PLµ f dµ ,
where the integral converges in the sense of distributions, as we shall prove in Theorem
4.8.
On the Euclidean space Rd the spectral resolution of the Laplacian ∆ = −∂21 −· · ·− ∂2d
may be given in terms of convolutions with the Fourier transform of the measures dσr,
induced on the spheres centered at the origin by the Lebesgue measure, since ∆f ∗ σ̂r =
r2f ∗σ̂r. The celebrated Stein-Tomas theorem [St, Ch. 9] describes the mapping properties
of the convolution operator with σ̂r. Throughout the paper, we adopt the following
notation
p∗(d) := 2
d+ 1
d+ 3
, d ∈ N . (1.1)
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Theorem 1.1 (Stein-Tomas Restriction Inequality). Suppose that 1 ≤ p ≤ p∗(d) and let
1
p
+ 1
p′
= 1. Then the estimate
‖f ∗ σ̂r‖p′ ≤ Cr‖f‖p (1.2)
holds for all Schwartz functions on Rd and all r > 0.
According to the Knapp example [St], estimate (1.2) fails if p > p∗.
Strichartz suggested to study the boundedness properties of the operators arising in the
spectral resolution of other Laplacians. D. Mu¨ller, motivated also by the works of C. Sogge
on the spectral projections of the Laplace-Beltrami operator on compact Riemannian
manifolds [So1], [So2], proved an analogue of the Stein-Tomas theorem for the sublaplacian
on the Heisenberg group [Mu1].
Theorem 1.2. [D. Mu¨ller] Let 1 ≤ p ≤ 2 and 1
p
+ 1
p′
= 1. The inequality
‖PLµ f‖L∞t Lp′z ≤ Cµ‖f‖L1tLpz , (1.3)
holds for all Schwartz functions on Hn and all ρ > 0.
The theorem is stated in terms of the mixed Lebesgue norms
‖f‖LrtLpz =
∫
Cn
 ∞∫
−∞
|f(z, t)|rdt

p
r
dz

1
p
, 1 ≤ p, r <∞, (1.4)
(with the obvious modifications when p or r are equal to ∞), since, as shown by Mu¨ller,
the only available estimate between Lp spaces onHn is the trivial L1−L∞ one. In addition,
a counterexample produced in [Mu1] shows that PLµ is unbounded as an operator between
LrtL
p
z and L
r′
t L
p′
z , unless r = 1. The main reason for that is that the operators PLµ
operate on the t variable through the Fourier transform, but the Heisenberg group has
one dimensional centre and there are no nontrivial restriction estimates for the Fourier
transform on the real line. Indeed, S. Thangavelu proved in [Th1] that the inequality
‖PLµ f‖Lp′(G) ≤ C‖f‖Lp(G)
holds for 1 ≤ p ≤ p∗(n) on the direct product G of n copies of the three dimensional
Heisenberg group H1.
We extend Mu¨ller’s theorem in two ways. First, since the dimension of the centre
of Me´tivier groups is in general bigger than one (actually, in the Me´tivier class only
the Heisenberg groups have a one dimensional centre), we incorporate the Stein-Tomas
theorem in the estimate concerning the central variables. Secondly, we improve (1.3) by
replacing on the left-hand side p′ with an exponent q < p′. More precisely, we will prove
the following result.
Theorem 1.3. Let G be a Me´tivier group, with Lie algebra g. Let z and v denote,
respectively, the centre of g and its orthogonal complement.
If dim z = d and dim v = 2n, and if 1 ≤ r ≤ p∗(d), then for all p, q satisfying 1 ≤ p ≤
2 ≤ q ≤ ∞ and for all Schwartz functions f , we have
‖PLµ f‖Lr′(z)Lq(v) ≤ Cµd(
2
r
−1)+n( 1
p
− 1
q
)−1‖f‖Lr(z)Lp(v) , µ > 0 . (1.5)
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Here C is independent of f and µ and the definition of the norms is analogous to that
given in the Heisenberg framework.
To explain the strategy, we recall that the operators PLµ are given by the action in z of
the spectral projections of the twisted Laplacian, conjugated with the Fourier transform in
the central variable. The twisted Laplacian is a second order elliptic differential operator
on Cn with point spectrum. The estimates of the norms between Lebesgue spaces of its
spectral projections, which are an essential ingredient in the proof of (1.5), have been
progressively strengthened in the last twenty years (see for instance [RRaTh], [SteZ]);
eventually the sharp Lp −L2 bounds have been attained by H. Koch and F. Ricci [KoRi]
(see also [CCi1] for a different proof). By incorporating in our argument the optimal
estimates we obtain a result, which improves on that of Mu¨ller also on the Heisenberg
group (in fact, for a Schwartz function f on Hn we prove that
‖PLµ f‖L∞t L2z ≤ Cµ‖f‖L1tLpz ,
for all 1 ≤ p ≤ 2).
It is worth noticing that from the estimates for the operators PLµ one can deduce
estimates for the standard spectral projections of the sublaplacian, which could be used
to prove Lp summability results for Bochner-Riesz means associated to the sublaplacian
(see [Mu2] for the Heisenberg case). We shall address this problem in the framework of
Me´tivier groups in a forthcoming paper [CCi3].
The paper is organized as follows. In Section 2 we recall the spectral resolution of the
sublaplacian on the Heisenberg group, and use the Koch-Ricci estimates for the twisted
laplacian to strengthen Mu¨ller’s estimate. In Section 3 we present some restriction esti-
mates for the full Laplacian (defined by (2.1)) on the Heisenberg group. In Section 4 we
compute the spectral resolution of the sublaplacian on a Me´tivier group G. Following a
well known procedure (see [Str] and [T]), by taking the Radon transform in the central
variables and using the Me´tivier property, we reduce the computation of the spectral de-
compositon of a function on G to the spectral decomposition of its Radon transform on a
Heisenberg group. In Section 5 we prove the restriction theorem on the Me´tivier groups.
An essential tool is given by a conditional statement, based on the assumption that the
spectral projections of the twisted Laplacian are bounded between two Lebesgue spaces.
We conclude by showing that the range of r in (1.5) is sharp.
2. Restriction estimates for the sublaplacian on the Heisenberg group
In this section we discuss the case of the Heisenberg group. The Heisenberg group Hn
is the space Rn × Rn × R equipped with the product
(x, y, t)(x′, y′, t′) =
(
x+ x′, y + y′, t + t′ +
1
2
(x · y′ − x′ · y)
)
,
for x, x′, y, y′ in Rn and t, t′ in R. This product turns Hn into a two step nilpotent Lie
group with centre given by {(0, 0, t) : t ∈ R}.
The algebra, hn, of left invariant vector fields on Hn is spanned by
Xj =
∂
∂xj
− 1
2
yj
∂
∂t
, Yj =
∂
∂yj
+
1
2
xj
∂
∂t
, T =
∂
∂t
,
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j = 1, · · · , n. In terms of these vector fields we introduce on Hn the sublaplacian
L = −
n∑
j=1
(
X2j + Y
2
j
)
,
which is hypoelliptic since the set {X1 · · · , Yn} generates hn as a Lie algebra, and the full
Laplacian
∆H = −
n∑
j=1
(
X2j + Y
2
j
)− T 2 = L− T 2. (2.1)
We will use complex coordinates
zj = xj + iyj and zj = xj − iyj ,
j = 1, · · · , n. In these coordinates the Haar measure coincides with the Lebesgue measure
dzdt = dxdydt.
The operators L and −iT extend to a pair of strongly commuting self-adjoint operators
on L2(Hn). They therefore admit a joint spectral decomposition, that we now briefly
recall for the sake of completeness. For more details we refer the reader to the book
[Th2].
Given a nonzero real number λ and a point (z, t) = (x + iy, t) in Hn, we denote by
πλ(z, t) the operator acting on L
2(Rn) defined by
πλ(z, t)φ(ξ) = e
iλtπλ(z)φ(ξ) = e
iλ(t+x·ξ+ 12x·y)φ(ξ + y),
where πλ(z) = πλ(z, 0), so that πλ(z, t) = e
iλtπλ(z, 0) = e
iλtπλ(z). For each λ 6= 0 the map
πλ from Hn to the group of unitary operators on L
2(Rn) is an irreducible representation
of Hn. These maps are called Schro¨dinger’s representations. In terms of them we define
the group Fourier transform of a Schwartz function f on Hn, which is given by
R \ {0} ∋ λ 7→ πλ(f) =
∫
Hn
f(z, t)πλ(z, t)dtdz =
∫
Cn
f (λ)(z)πλ(z)dz,
where
f (λ)(z) =
∞∫
−∞
f(z, t)eiλtdt
is the ordinary Fourier transform of f(z, t) in the central variable t. The information
provided by πλ(f) suffices to reconstruct f , which is in fact given by
f(z, t) =
1
(2π)n+1
∞∫
−∞
e−iλt tr (πλ(z)∗πλ(f)) |λ|ndλ, (2.2)
where we denote by πλ(z)
∗ the adjoint of πλ(z) and by tr the trace of an operator on
L2(Rn).
The differential dπλ of πλ yields a representation of the Lie algebra hn. This representa-
tion extends to a representation of the universal enveloping algebra denoted by the same
symbol dπλ. The derivative with respect to the central variable, T , is represented in this
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picture by the multiplication by iλ. The sublaplacian L is represented by the rescaled
Hermite operator
dπλ(L) = ∆ + λ
2|ξ|2,
where ∆ = −∂21 − · · · − ∂2n and |ξ|2 = ξ21 + · · ·+ ξ2n.
The Hermite operator dπλ(L) has a pure point spectrum with eigenvalues |λ|(2k + n)
for k = 0, 1, · · · . The eigenspace corresponding to the eigenvalue |λ|(2k + n) has an
orthonormal basis given by
{Φ(λ)α : |α| = k},
where the functions Φ
(λ)
α are defined, for each multiindex α = (α1, · · · , αn) in Zn+ of length
|α| = α1 + · · ·+ αn = k, by
Φ(λ)α (ξ1, · · · , ξn) = |λ|
n
4 hα1(
√
|λ|ξ1) · · ·hαn(
√
|λ|ξn)
and the functions hi(t) are normalized one-dimensional Hermite functions in L
2(R, dt).
Therefore, dπλ(L) is represented by
dπλ(L) =
∞∑
k=0
|λ|(2k + n)P λk , (2.3)
where P λk : L
2(Rn) → L2(Rn) is the projection onto the eigenspace corresponding to
|λ|(2k + n).
Inserting in (2.2) the decomposition
∑∞
k=0 P
λ
k of the identity operator on L
2(Rn), we
obtain
f(z, t) =
1
(2π)n+1
∞∑
k=0
∞∫
−∞
e−iλt tr
(
πλ(z)
∗πλ(f)P λk
) |λ|ndλ. (2.4)
This decomposition may be thought of as the expansion of f in joint eigenfunctions,
e−iλt tr
(
πλ(z)
∗πλ(f)P λk
)
, of −iT and L.
To obtain a more explicit form for (2.4) we compute the trace of the operators πλ(z)
∗πλ(f)P λk ,
which is given by
tr
(
πλ(z)
∗πλ(f)P λk
)
=
∑
|α|=k
(
Φλα, πλ(z)
∗πλ(f)Φλα
)
L2(Rn)
.
The sum may be expressed in a close form, introducing the λ-twisted convolution on Cn.
Definition 2.1. Let λ be a nonzero real number. The λ-twisted convolution h ×λ g of
two Schwartz functions h, g on Cn is defined by
(h×λ g)(z) =
∫
Cn
h(z − w)g(w)e i2λℑmz·w¯dw . (2.5)
When λ = 1 we shall write × instead of ×1.
Then ∑
|α|=k
(
Φλα, πλ(z)
∗πλ(f)Φλα
)
L2(Rn)
=
1
(2π)n
f (λ) ×λ ϕλk(z)
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(see [Th2]), where
ϕλk(z) =
∑
|α|=k
(πλ(z)Φ
(λ)
α ,Φ
(λ)
α )L2(Rn) = ϕ˜k(
√
|λ||z|),
and ϕ˜k is the kth-Laguerre function normalized by ‖ϕ˜k‖L2(R+,tn−1dt) = 1. If g is a Schwartz
function on Cn and λ 6= 0, we set
Λλkg(z) =
1
(2π)n
g ×λ ϕ|λ|k (z), (2.6)
writing
tr
(
πλ(z)
∗πλ(f)P λk
)
= Λλkf
(λ)(z).
The operators Λλk are orthogonal projections in L
2(Cn, |λ|ndz), since
ϕj × ϕj = (2π)nϕj and ϕj × ϕk = 0 if j 6= k
(see [Th2, (1.4.30)]), which imply
|λ|2nϕ|λ|j × ϕ|λ|k = (2π)nδjk|λ|nϕ|λ|j .
Then (2.4) takes the form
f(z, t) =
1
(2π)n+1
∞∑
k=0
∞∫
−∞
e−iλt Λλkf
(λ)(z)|λ|ndλ.
This decomposition together with the allied Plancherel formula∫
Cn
∞∫
−∞
|f(z, t)|2dtdz = 1
(2π)2n+1
∞∑
k=0
∞∫
−∞
∥∥Λλkf (λ)∥∥2L2(Cn) |λ|2ndλ, (2.7)
is the starting point for the development of the joint functional calculus of L and T .
Indeed, given a bounded function m : R+ × R \ {0} → C, we define for a Schwartz
function f
m(L,−iT )f(z, t) = 1
(2π)n+1
∞∑
k=0
∞∫
−∞
m(|λ|(2k + n), λ)e−iλt Λλkf (λ)(z)|λ|ndλ. (2.8)
Then by (2.7) we have∫
Cn
∞∫
−∞
|m(L,−iT )f(z, t)|2dtdz ≤ ‖m‖2L∞(R+×R\{0})
∫
Cn
∞∫
−∞
|f(z, t)|2dtdz.
We shall use (2.8) to introduce the operators δµ(L) and δµ(∆H) for µ > 0, which are
defined for a Schwartz function f by
δµ(D)f = lim
ǫ→0+
1
2ǫ
χ(µ−ǫ,µ+ǫ)(D)f,
withD = L,∆H, where χ(µ−ǫ,µ+ǫ) is the characteristic function of the interval (µ− ǫ, µ+ ǫ).
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More generally, with the same techniques one can also consider operators of the form
δµ (m(L,−iT )) for a suitable function m. In the following, λ refers to the spectrum of
−iT , and |λ|(2k+n) to the spectrum of L. If m is an even function of λ, we may rewrite
(2.8) as
m(L,−iT )f(z, t) = 1
(2π)n+1
∞∑
k=0
∞∫
0
m(λ(2k + n), λ)
(
e−iλt Λλkf
(λ)(z) + eiλt Λ−λk f
(−λ)(z)
)
λndλ.
We also assume that m(λ(2k+ n), λ) is a differentiable function of λ on R+, with strictly
positive derivative, satisfying limλ→0+m(λ(2k+n), λ) = 0 and limλ→+∞m(λ(2k+n), λ) =
+∞. Then the equation m(λ(2k+n), λ) = µ may be solved for each k to give λ = λmk (µ).
For notational simplicity, we shall write λk(µ) instead of λ
m
k (µ) and denote by λ
′
k the
derivative of λk.
Replacing in the integral λ with µ, we obtain
m(L,−iT )f(z, t) = 1
(2π)n+1
∞∑
k=0
∞∫
0
µ
(
e−iλk(µ)t Λλk(µ)k f
(λk(µ))(z)
+ eiλk(µ)t Λ
−λk(µ)
k f
(−λk(µ))(z)
)
λk(µ)
nλ′k(µ)dµ,
which is the spectral decomposition of m(L,−iT ). Hence, the spectral resolution with
respect to m(L,−iT ) of a Schwartz function f is
f(z, t) =
1
(2π)n+1
∞∑
k=0
∞∫
0
(
e−iλk(µ)t Λλk(µ)k f
(λk(µ))(z)
+ eiλk(µ)t Λ
−λk(µ)
k f
(−λk(µ))(z)
)
λk(µ)
nλ′k(µ)dµ. (2.9)
Given a Schwartz function f , its spectral resolution is given in terms of the distributions
Pmµ f = δµ(m(L,−iT ))f = lim
ε→0+
1
2ε
χ(µ−ε,µ+ε)(m(L,−iT ))f.
Since tr (πµ(z, t)
∗πµ(f)) is a continuous function of µ, this limit exists and is given by
Pmµ f(z, t) =
∞∑
k=0
λk(µ)
nλ′k(µ)
(2π)n+1
(
e−iλk(µ)t Λλk(µ)k f
(λk(µ))(z) + eiλk(µ)t Λ
−λk(µ)
k f
(−λk(µ))(z)
)
.
(2.10)
The inversion formula (2.9) may be written
f(z, t) =
∞∫
0
Pmµ f(z, t)dµ,
where the integral converges in the sense of distributions.
In the case of the sublaplacian m(µ, λ) = µ, thus we have µ = |λ|(2k+n), which yields
λk(µ) = µ/2k + n. For notational simplicity, we shall write µk instead of λk(µ).
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Therefore,
PLµ f(z, t) =
µn
(2π)n+1
∞∑
k=0
1
(2k + n)n+1
(
e−iµkt Λµkk f
(µk)(z) + ei(µk)t Λ−µkk f
(−µk)(z)
)
. (2.11)
In the case of the full Laplacian m(µ, λ) = µ+ λ2, hence µ = |λ|(2k + n) + λ2 and
λk(µ) =
1
2
√
4µ+ (2k + n)2 − 2k + n
2
. (2.12)
Therefore,
P∆Hµ f(z, t) =
1
4nπn+1
∞∑
k=0
(√
4µ+ (2k + n)2 − 2k − n
)n
√
4µ+ (2k + n)2
×
×
(
e−iλk(µ)t Λλk(µ)k f
(λk(µ))(z) + eiλk(µ)t Λ
−λk(µ)
k f
(−λk(µ))(z)
)
.
The operators Λλk , defined by (2.6), are the spectral projection of the twisted Lapla-
cian on Cn, that we now introduce. Given a Schwartz function f , consider the Fourier
transform in the central variable of the functions Xjf and Yjf . Integrating by parts we
obtain
(Xjf)
(λ)(z) =
(
∂
∂xj
+
i
2
λyj
)
f (λ)(z),
and similarly for Yj. Hence, setting
X
(λ)
j =
∂
∂xj
+
i
2
λyj and Y
(λ)
j =
∂
∂xj
− i
2
λyj,
we have
(Xjf)
(λ) = X
(λ)
j f
(λ) and (Yjf)
(λ) = Y
(λ)
j f
(λ).
These formulas imply
(Lf)(λ) = −
n∑
j=1
(
(X
(λ)
j )
2 + (Y
(λ)
j )
2
)
f (λ) = ∆(λ)f (λ),
where ∆(λ), for λ 6= 0, is the λ-twisted Laplacian. Note that ∆(0) is the Laplacian on Cn.
From properties of the twisted convolution and of the Laguerre functions (see [Th2]),
it follows that for any Schwartz function g on Cn
∆(λ)
(
Λλkg
)
= |λ|(2k + n)Λλkg
and
g =
∞∑
k=0
Λλkg.
Therefore, for λ 6= 0 the operators Λλk are the spectral projections associated to ∆(λ).
When λ = 1, we will write for simplicity Λk, instead of Λ
1
k.
We now prove estimate (1.5) in Theorem 1.3 in the special case of the Heisenberg
group, thus improving on (1.3) in Theorem 1.2. The first step is a simple lemma that
easily follows from dilation arguments.
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Lemma 2.2. Suppose that Λk : L
p(Cn)→ Lq(Cn) for some p, q. If g lies in S(Cn), then
for all λ > 0 we have∥∥Λλkg∥∥Lq(Cn) ≤ λn( 1p− 1q−1)∥∥Λk∥∥Lp(Cn)→Lq(Cn)‖g‖Lp(Cn).
Remark 2.3. Observe that
∥∥Λ−1k ∥∥Lp(Cn)→Lq(Cn) = ∥∥Λ1k∥∥Lp(Cn)→Lq(Cn) = ∥∥Λk∥∥Lp(Cn)→Lq(Cn).
Then we prove the following conditional statement.
Proposition 2.4. Let µ > 0. If Λk is bounded from L
p(Cn) to Lq(Cn), then∥∥Pmµ f∥∥L∞t Lqz ≤ 2‖f‖L1tLpz(2π)n+1
( ∞∑
k=0
(λk(µ))
n( 1p− 1q )λ′k(µ)‖Λk‖Lp(Cn)→Lq(Cn)
)
(2.13)
for all Schwartz functions f on Hn.
Proof. To simplify the notations we write f as if it were the product of two functions,
that is f(z, t) = h(t)g(z). Then (2.10) becomes
Pmµ f(z, t) =
∞∑
k=0
(λk(µ))
nλ′k(µ)
(2π)n+1
(
e−i(λk(µ))t hˆ((λk(µ)))Λ
(λk(µ))
k g(z) + e
i(λk(µ))t hˆ(−(λk(µ)))Λ−(λk(µ))k g(z)
)
.
Since |hˆ(λ)| ≤ ‖h‖L1(R) for all λ, we obtain∣∣Pmµ f(z, t)∣∣ ≤ ‖h‖L1t ∞∑
k=0
(λk(µ))
nλ′k(µ)
(2π)n+1
(
|Λ(λk(µ))k g(z)|+ |Λ−λk(µ)k g(z)|
)
.
Therefore, the triangle inequality implies∫
Cn
|Pmµ f(z, t)|qdz
 1q ≤ ‖h‖L1(R)
(2π)n+1
∞∑
k=0
λk(µ)
nλ′k(µ)
(
‖Λλk(µ)k g‖Lq(Cn) + ‖Λ−λk(µ)k g‖Lq(Cn)
)
,
which by Lemma 2.2 and the subsequent observation, yields,∫
Cn
|Pmµ f(z, t)|qdz
 1q ≤ 2
(2π)n+1
‖h‖L1(R)‖g‖Lp(Cn)×
×
( ∞∑
k=0
(λk(µ))
n( 1p− 1q )λ′k(µ)‖Λ1k‖Lp(Cn)→Lq(Cn)
)
,
proving the statement. 
In order to control the convergence of the series in (2.13), we apply the sharp estimates
for the Lp−L2 norms, 1 ≤ p ≤ 2, of the operators Λk recently proved by H. Koch and F.
Ricci, stating that
‖Λk‖Lp(Cn)→L2(Cn) . C(2k + n)γ(
1
p
) , 1 ≤ p ≤ 2 , (2.14)
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where γ is the piecewise affine function on [1
2
, 1] defined by
γ
(
1
p
)
:=
{
n
(
1
p
− 1
2
)
− 1
2
if 1 ≤ p ≤ p∗,
1
2
(1
2
− 1
p
) if p∗ ≤ p ≤ 2,
with critical point p∗ = p∗(2n), defined by (1.1).
Lemma 2.5. If 1 ≤ p ≤ 2 ≤ q ≤ ∞, then
‖Λk‖Lp(Cn)→Lq(Cn) ≤ C(2k + n)γ(
1
p)+γ
(
1
q′
)
. (2.15)
Proof. By duality the estimates (2.14) are equivalent to
‖Λk‖L2(Cn)→Lq(Cn) ≤ C(2k + n)γ
(
1
q′
)
, 2 ≤ q ≤ ∞ ,
yielding (2.15).
It easily follows from [KoRi] that the above estimate is sharp for 1 ≤ p ≤ p∗(2n), p′∗(2n) ≤
q ≤ ∞ and for p∗(2n) ≤ p ≤ 2, 2 ≤ q ≤ p′∗(2n).

In the case of the sublaplacian, from (2.13) it follows that∥∥PLµ f∥∥L∞t Lqz ≤ Cµn( 1p− 1q )
( ∞∑
k=0
(2k + n)
γ( 1p)+γ
(
1
q′
)
−n( 1p− 1q )−1
)
‖f‖L1tLpz , (2.16)
for 1 ≤ p ≤ 2 ≤ q ≤ ∞. To study the convergence of this series, we need to distinguish
four cases according to the relative position of p and q with respect to the critical exponents
p∗(2n) and p′∗(2n). We collect the result in the following lemma.
Lemma 2.6. For any real number α we define
Sα =
∞∑
k=0
(2k + n)
γ( 1p)+γ
(
1
q′
)
−n( 1p− 1q )+α.
Then:
(I) For 1 ≤ p < p∗, 2 ≤ q ≤ p′∗ the series Sα converges if α < 2n+12
(
1
p′∗
− 1
q
)
.
(II) For 1 ≤ p < p∗ and p′∗ ≤ q ≤ ∞ the series Sα converges if α < 0.
(III) For p∗ ≤ p ≤ 2 and 2 ≤ q ≤ p′∗ the series Sα converges if α < 2n+12
(
1
p
− 1
q
)
− 1.
(IV) For p∗ ≤ p ≤ 2 and p′∗ ≤ q ≤ ∞ the series Sα converges if α < 2n+12
(
1
p
− 1
p∗
)
.
Proof. In order not to burden the exposition, we prove only (I), the other cases being
analogous. The series converges if
γ
(
1
p
)
+ γ
(
1
q′
)
− n
(
1
p
− 1
q
)
< −1− α. (2.17)
If 1 ≤ p < p∗, 2 ≤ q ≤ p′∗ we have
γ
(
1
p
)
+ γ
(
1
q′
)
− n
(
1
p
− 1
q
)
=
2n+ 1
2q
− 2n+ 3
4
.
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Thus, the condition (2.17) becomes
α <
2n+ 1
2
(
2n− 1
2(2n+ 1)
− 1
q
)
=
2n+ 1
2
(
1
p′∗
− 1
q
)
proving (I). 
Estimate (2.16) and Lemma 2.6 with α = −1 entail the following result.
Theorem 2.7. For all pairs (p, q) with 1 ≤ p ≤ 2, 2 ≤ q ≤ ∞, and (p, q) 6= (2, 2), there
is a constant Cpq, such that for all Schwartz functions f and all positive numbers µ we
have the inequality ∥∥PLµ f∥∥L∞t Lqz ≤ Cpqµn( 1p− 1q )‖f‖L1tLpz .
Remark 2.8. Note that in the four cases listed above we can insert a positive power of
k in the series still preserving the convergence. This amounts to study a derivative ∂−αt
of negative order of PLµ f and estimate its norm. In other words, instead of considering
the operator PLµ given by (2.11), we introduce the operator
∂−αt PLµ f(z, t) =
µn−α
(2π)n+1
×
∞∑
k=0
(n+ 2k)α−(n+1)
(
e−iλk(µ)tΛλk(µ)k f
(λk(µ))(z) + eiλk(µ)tΛ
−λk(µ)
k f
(−λk(µ))(z)
)
and prove estimates like those in the theorem for α small. It is easy to see that this yields
the spectral resolution of the operator(
n + 1− α
n+ 1
) 1
n+1−α
|T | αn+1−αL.
Then, retracing the argument that lead to (2.16), we obtain∥∥∂−αt PLµ f∥∥L∞t Lqz ≤ Cµn( 1p− 1q )−α
( ∞∑
k=0
(2k + n)
α+γ( 1p)+γ
(
1
q′
)
−n( 1p− 1q )−1
)
‖f‖L1tLpz .
From this estimate, using Lemma 2.6, we obtain the following theorem. We omit the
argument which is similar to that of the previous theorem.
Theorem 2.9. The estimate∥∥∂−αt PLµ f∥∥L∞t Lqz ≤ Cµn( 1p− 1q )−α‖f‖L1tLpz (2.18)
holds:
(I) When α < 2n+1
2
(
1
p′∗
− 1
q
)
+ 1 if 1 ≤ p ≤ p∗ and 2 ≤ q ≤ p′∗.
(II) When α < 2n+1
2
(
1
p
− 1
p∗
)
+ 1 if p∗ ≤ p ≤ 2 and p′∗ ≤ q ≤ ∞.
(III) When α < 1 if 1 ≤ p ≤ p∗ and p′∗ ≤ q ≤ ∞.
(IV) When α < 2n+1
2
(
1
p
− 1
q
)
if p∗ ≤ p ≤ 2 and 2 ≤ q ≤ p′∗.
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We remark that according to the above theorem α need always to be strictly smaller
than 1. This is consistent with Mu¨ller’s counterexample showing that in the estimate
(1.3) one cannot find nothing better than the L∞-norm in the central variable. Indeed, if
we had (2.18) with α = 1, then the t-antiderivative of PLµ f would be bounded.
3. Restriction estimates for the full Laplacian on the Heisenberg group
Similar to what we have done so far for the sublaplacian, we now study the case of the
full Laplacian on Hn. We consider here only the estimates for q = 2. A more detailed
discussion of restriction estimates for the full Laplacian in the more general framework of
Me´tivier groups may be found in [CCi2].
Theorem 3.1. For 1 ≤ p ≤ p∗ we have∥∥P∆Hµ f∥∥L∞t L2z ≤ Cµn( 1p− 12)− 14 ‖f‖L1tLpz (3.1)
and for p∗ ≤ p ≤ 2 we have∥∥P∆Hµ f∥∥L∞t L2z ≤ Cµ 2n−14 ( 1p− 12) ‖f‖L1tLpz . (3.2)
Proof. Plugging (2.12) in (2.13) we obtain∥∥P∆Hµ f∥∥L∞t L2z ≤ C‖f‖L1tLpz×
×
 ∞∑
k=0
‖Λk‖Lp(Cn)→L2(Cn)
(√
4µ+ (2k + n)2 − 2k − n
)n( 1p− 12)√
4µ+ (2k + n)2

≤ Cµn( 1p− 12) ‖f‖L1tLpz×
×
( ∞∑
k=0
‖Λk‖Lp(Cn)→L2(Cn)√
4µ+ (2k + n)2
(√
4µ+ (2k + n)2 + 2k + n
)−n( 1p− 12))
.
We split the sum into the sum over those k such that 2k + n ≤ 2√µ and those such
that 2k + n > 2
√
µ. Then we control the first term, say I, by
I ≤ Cµn( 1p− 12) ‖f‖L1tLpzµ
−n
2 (
1
p
− 1
2)− 12
 ∑
2k+n≤2√µ
‖Λk‖Lp(Cn)→L2(Cn)

≤ Cµn2 ( 1p− 12)− 12‖f‖L1tLpz
 ∑
2k+n≤2√µ
‖Λk‖Lp(Cn)→L2(Cn)

and the second, say II, by
II ≤ Cµn( 1p− 12) ‖f‖L1tLpz
 ∑
2k+n≥2√µ
‖Λk‖Lp(Cn)→L2(Cn)
(2k + n)1+n(
1
p
− 1
2)
 .
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When 1 ≤ p ≤ p∗ by (2.14) we have
I ≤ Cµn2 ( 1p− 12)− 12‖f‖L1tLpz
 ∑
2k+n≤2√µ
(2k + n)n(
1
p
− 1
2)− 12

≤ Cµn( 1p− 12)− 14‖f‖L1tLpz
and
II ≤ Cµn( 1p− 12) ‖f‖L1tLpz
 ∑
2k+n≥2√µ
(2k + n)−
3
2

≤ Cµn( 1p− 12)− 14 ‖f‖L1tLpz
proving (3.1).
When p∗ ≤ p ≤ 2 we have
I ≤ Cµn2 ( 1p− 12)− 12‖f‖L1tLpz
 ∑
2k+n≤2√µ
(2k + n)
1
2(
1
2
− 1
p)

≤ Cµ (2n−1)4 ( 1p− 12)‖f‖L1tLpz
and
II ≤ Cµn( 1p− 12) ‖f‖L1tLpz
 ∑
2k+n≥2√µ
(2k + n)−1−
2n+1
2 (
1
p
− 1
2)

≤ Cµ 2n−14 ( 1p− 12) ‖f‖L1tLpz
proving (3.2). 
4. Spectral resolution of the sublaplacian on Me´tivier groups
Let G be a connected, simply connected, two-step nilpotent Lie group, with Lie algebra
g. We denote the centre of g by z and set dim z = d. If ω ∈ z∗, the dual of z, we define
gω = g/kerω .
Since kerω, being a subspace of the centre, is an ideal in g, gω is a Lie algebra. The
connected simply connected subgroup of G with Lie algebra gω will be denoted by Gω.
Let v be a complement of z in g. We assume that G satisfies a non-degeneracy con-
dition, which is expressed in terms of the bilinear application Bω(X, Y ) = ω([X, Y ]),
with X , Y in v and ω in S. Recall that Bω is non-degenerate if the space {V ∈ v :
ω([V, U ]) = 0 for all U in v} is trivial.
Definition 4.1. [M] We say that G is a Me´tivier group if Bω is non-degenerate for all
ω 6= 0.
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In this case the dimension of v is even, say dim v = 2n, and Gω is isomorphic to the
Heisenberg group Hn with Lie algebra hn = R ⊕ vn, vn = R2n. Moreover, v generates g
as a Lie algebra.
Only for notational convenience we introduce an inner product 〈·, ·〉 on g, with the
property that z and v are orthogonal subspaces. Let | · | denote the norm induced by 〈·, ·〉
on z∗, the dual of z. We call S the unit sphere in z∗, that is,
S := {ω ∈ z∗ : |ω| = 1} .
For any fixed ω in S there is an element Zω in z such that ω(Zω) = 1 and |Zω| = 1.
Indeed, by definition
|ω| = sup
|Z|=1
|ω(Z)|
and, since ω is continuous, there exists Zω ∈ z such that |Zω| = 1 and ω(Zω) = 1.
The centre of the Lie algebra decomposes into the sum
z = RZω ⊕ kerω . (4.1)
Observe that for every Z ∈ kerω we have 〈Zω, Z〉 = 0. We shall systematically identify
the quotient z/kerω with RZω. Then RZω ⊕ v is a Lie algebra isomorphic to gω.
Since g is nilpotent, the exponential map, exp : g → G, is surjective. Thus we may
parametrize G by v⊕ z, endowing it with the exponential coordinates. More precisely, we
fix a basis {Z1, . . . , Zd, V1, . . . , V2n} of g, with {Z1, . . . , Zd} a basis of z and {V1, . . . , V2n}
a basis of v, and identify a point g of G with the point (V, Z) in Rk × Rd, such that
g = exp(V, Z) = exp
( 2n∑
j=1
vjVj +
d∑
a=1
zaZa
)
.
In these coordinates the product law is given by the Baker-Campbell-Hausdorff formula
(V, Z)(V ′, Z ′) =
(
V + V ′, Z + Z ′ +
1
2
[V, V ′]
)
,
for all V, V ′ ∈ v and Z,Z ′ ∈ z.
If we denote by dV and dZ the Lebesgue measures on v and z respectively, then the
product measure dV dZ is a left-invariant Haar measure on G. We shall denote by Lp(G)
the corresponding Lebesgue spaces.
Finally, we call S(G) the Schwartz space on G, that is, the space of functions f on G
such that f ◦ exp belongs to the usual Schwartz space on the Euclidean space g.
To any vector in g, thought of as the tangent space to G at the origin, we associate a
left-invariant vector field on G. If f ∈ S(G), V =∑2nj=1 vjVj, T =∑da=1 zaZa, we set
V˜jf(V, T ) =
d
ds
f
(
(V, T )(sVj, 0)
)∣∣∣
s=0
=
∂f
∂vj
(V, T ) +
1
2
d∑
a=1
〈Za, [V, Vj ]〉 ∂f
∂za
(V, T ) ,
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and
T˜af(V, T ) =
d
ds
f
(
(V, T )(0, sTa)
)∣∣∣
s=0
=
∂f
∂za
(V, T ) .
Then the vectors fields
V˜j =
∂
∂vj
+
1
2
d∑
a=1
〈Za, [V, Vj]〉 ∂
∂za
, T˜a =
∂
∂za
are left invariant.
In terms of these vectors we define the sublaplacian
L = −V˜ 21 − · · · − V˜ 22n ,
the Laplacian on the centre
∆z = −T˜ 21 − · · · − T˜ 2d ,
and the full Laplacian
∆G = L+∆z .
The operators L and ∆G are positive and essentially self-adjoint on L
2(G). Moreover,
since the set of vector fields {V˜1, V˜2, . . . , V˜2n} generates g as a Lie algebra, L and ∆G are
hypoelliptic.
We will obtain the spectral decompositions of L and ∆G from those of the sublaplacian
LH and of the full Laplacian ∆H on the Heisenberg group Hn, by means of a partial Radon
transform in the central variables.
Definition 4.2. For any function f in S(G) and for ω ∈ S, we set
Rωf(V, t) :=
∫
{Z′∈kerω}
f(V, tZω + Z
′) dZ ′ ,
where dZ ′ denotes the Lebesgue measure on the hyperplane kerω in z.
For each ω in S, Rωf is a function on the subgroup Gω, which is isomorphic to Hn. Ac-
cording to the Euclidean theory, the family of functions {Rωf}ω∈S completely determines
f .
Fix ω in S. If we choose the basis of z in such a way that Z1 = Zω, we have∫
kerω
∂f
∂za
(V, tZω + Z
′)dZ ′ = 0, (4.2)
for all a = 2, . . . , d, since f(V, Z) vanishes as the norm |Z| goes to infinity. Moreover,∫
kerω
∂f
∂t
(V, tZω + Z
′)dZ ′ =
∂
∂t
∫
kerω
f(V, tZω + Z
′)dZ ′ =
∂
∂t
Rωf(V, t).
Hence, setting T (ω) = ∂
∂t
, we have
Rω
(
Z˜1f
)
(V, t) =
∂
∂t
Rωf(V, t) = T
(ω)Rωf(V, t)
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and
Rω
(
Z˜af
)
(V, t) = 0,
for all a = 2, . . . , d.
We have also
Rω
(
V˜jf
)
(V, t) =
∫
kerω
(
V˜jf
)
(V, tZ1 + Z
′)dZ ′
=
(
∂
∂vj
Rωf
)
(V, t) +
1
2
〈Zω, [V, Vj]〉
(
∂
∂z1
Rωf
)
(V, t)
+
1
2
d∑
a=2
〈Za, [V, Vj]〉
∫
kerω
∂f
∂za
(V, tZω + Z
′)dZ ′ .
Since ω(Z) = 〈Zω, Z〉 for Z ∈ z, we have 〈Zω, [V, Vj ]〉 = ω([V, Vj]). Then it follows from
(4.2)
Rω
(
V˜jf
)
(V, t) =
(
∂
∂vj
+
1
2
ω
(
[V, Vj ]
) ∂
∂t
)(
Rωf
)
(V, t) . (4.3)
Setting
V
(ω)
j :=
∂
∂vj
+
1
2
ω
(
[V, Vj ]
) ∂
∂t
, j = 1, . . . , k,
(4.3) is equivalent to the following commutation relation
Rω
(
V˜jf
)
= V
(ω)
j (Rωf) , (4.4)
for all f in S(G). In other words the vector fields V (ω)j are the projections on the group
Gω of the vectors V˜j.
The vector fields {V (ω)1 , . . . , V (ω)2n } together with T (ω) = ∂∂t yield a basis of left-invariant
fields on the group Gω. In terms of them we introduce the sublaplacian
L(ω) = −(V (ω)1 )2 − . . .− (V (ω)k )2 , (4.5)
on Gω. We then have
Rω(Lf) = L
(ω)(Rωf), (4.6)
for all functions f ∈ S(G). From this relation we may easily obtain the spectral decom-
position of f from that of Rωf by means of the inverse of the Radon transform.
To carry out this plan, we introduce the partial Fourier transform in the central variable
of a function g in S(Gω),
F1g(V ;λ) =
∫ ∞
−∞
eiλtg(V, t)dt , (4.7)
λ ∈ R. An integration by parts then yields
F1
(
Vj
(ω)g
)
(V ;λ) =
∫ ∞
−∞
eiλtV
(ω)
j g(V, t)dt
=
(
∂
∂vj
− i
2
λω
(
[V, Vj]
))
F1g(V ;λ).
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Defining
V
(λ,ω)
j :=
∂
∂vj
− i
2
λω
(
[V, Vj]
)
, j = 1, . . . , k, (4.8)
we have proved that
F1
(
Vj
(ω)g
)
= V
(λ,ω)
j F1
(
g
)
, j = 1, . . . , k, (4.9)
which implies
F1
(
L(ω)g
)
(V ;λ) = ∆(λ,ω)F1g(V ;λ),
where
∆(λ,ω) = −(V (λ,ω)1 )2 · · · − (V (λ,ω)k )2 (4.10)
is the λ-twisted Laplacian associated to the group Gω.
In the Euclidean setting it is well known that the Radon transform factorizes the Fourier
transform. Correspondingly on the group G we have for ω ∈ S and λ ∈ R
F1
(
Rωf
)
(V ;λ) =
∫ ∞
−∞
∫
kerω
eiλ ω(tZω+Z
′)f(V, tZω + Z
′)dZ ′dt
=
∫
z
eiλ ω(Z)f(V, Z)dZ = Fzf(V, λω) , (4.11)
where Fzf denotes the Fourier transform of f along the central variables.
Similarly, setting ηa = η(Za) for η ∈ z∗, we obtain
Fz(V˜jf)(V, η) =
∫
z
eiη(Z)V˜jf(V, Z)dZ
=
∂
∂vj
Fzf(V, η) +
1
2
d∑
a=1
〈Za, [Vj, V ]〉
∫
z
eiη(Z)
∂f
∂za
(V, Z)dZ
=
∂
∂vj
Fzf(V, η)− i
2
d∑
a=1
ηa〈Za, [V, Vj]〉(Fzf)(V, η)
=
∂
∂vj
Fzf(V, η)− i
2
η ([V, Vj]) (Fzf)(V, η)
= V ηj (Fzf)(V, η) .
Defining
V ηj =
∂
∂vj
− i
2
η([V, Vj]), j = 1, . . . , k, (4.12)
we have showed that
Fz(V˜jf) = V
η
j (Fzf).
Writing in polar coordinates η as η = ρω, with ρ ≥ 0 and ω in S, we clearly have
V ηj = V
ρω
j = V
ρ,ω
j , (4.13)
where the vector fields V ρ,ωj have been defined in (4.8).
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Definition 4.3. Given η ∈ z⋆, the η-twisted Laplacian of G is
∆η = −
(
V η1
)2 − . . .− (V ηk )2 . (4.14)
Lemma 4.4. Take η = ρω with ω ∈ S and ρ > 0. If L(ω) is the sublaplacian defined by
(4.5) on Gω, we have
∆ρω = ∆
(ρ,ω) = (L(ω))ρ , (4.15)
that is, the (ρω)-twisted Laplacian of G, defined by (4.14), coincides with the ρ-twisted
Laplacian, ∆(ρ,ω) of the group Gω, defined by (4.10).
Proof. The first identity simply follows from (4.13) and the definitions (4.10) and (4.14).
For the second, using (4.11), (4.4), and (4.9), which here give
F1
(
RωV˜jf
)
(V ; ρ) = F1(V
(ω)
j Rωf)(V ; ρ) = V
ρω
j
(
F1
(
Rωf
))
(V ; ρ)
we obtain
V ρωj = (RωV˜j)
ρ =
∂
∂vj
− i
2
ρ ω(〈[V, Vj]〉),
whence ∆(ρ,ω) = (L(ω))ρ follows. 
We write, for j = 1, . . . , 2n,
V ρωj =
∂
∂vj
− iρ
2n∑
k=1
vk ω
(
[Vk, Vj]
)
=
∂
∂vj
− iρ
2n∑
k=1
vkB
ω
kj ,
where Bωjk = ω
(
[Vj , Vk]
)
= −Bωkj are the entries of the matrix Bω, introduced in Defini-
tion 4.1.
Since Bω is non-degenerate and skew-symmetric, there exists a 2n×2n invertible matrix,
Aω, such that
Bω (AωV1, AωV2) = J(V1, V2),
for all V1, V2 in v, where J(X, Y ) is the standard symplectic form corresponding to the
matrix
J2n =
(
0 In
−In 0
)
,
where In denotes the n-dimensional identity matrix. It follows that
(detAω)
2 =
1
| detBω| .
Since detBω, which is a polynomial function in the components of ω, never vanishes on
the unit sphere, there is a positive constant K such that
1
K
≤ | detBω|− 12 = | detAω| ≤ K, (4.16)
for ω in S.
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We introduce a new set of coordinates yωj , defined in terms of Aω by
yωj :=
2n∑
k=1
(Aω)jk vk , for j = 1, . . . , 2n,
where (Aω)jk denotes the (j, k)-entry of Aω.
Correspondingly we define the vector fields
Y ρωj :=
2n∑
k=1
(Aω)kjV
ρω
k , j = 1, . . . , 2n .
When only a point ω in S is considered, we shall often suppress the index ω from yωj and
Y ρωj , simply writing yj and Y
ρ
j .
One easily checks that
Y ρj =
∂
∂yj
+ iρ
2n∑
k=1
yk Jjk , j = 1, . . . , 2n ,
or, more explicitly,
Y ρk =
∂
∂yk
+ iρ yk+n , Y
ρ
k+n =
∂
∂yk+n
− iρ yk, k = 1, . . . , n .
Therefore, the operator
2n∑
j=1
(
Y ρj
)2
= −
2n∑
j=1
∂2
∂y2j
+ iρ
n∑
j=1
(
yj
∂
∂yj+n
− yj+n ∂
∂yj
)
+ ρ2
2n∑
j=1
y2j
coincides with the ρ-twisted Laplacian ∆ρ
H
associated to the Heisenberg group Hn.
From now on we shall consider the coordinates yj as a fixed coordinate system on vn, the
orthogonal complement of the centre in hn, interpreting Aω as a family of linear invertible
maps from v to vn depending on ω. Correspondingly, the family of vector fields {Y ρj }2nj=1
will be thought of as a basis of vector fields on vn.
Proposition 4.5. Let ω ∈ S and ρ > 0. If g is a function in S(v), set gω = g ◦ A−1ω .
a) The spectral projection Λρωk onto the eigenspace of the ρω-twisted Laplacian, ∆ρω
(defined by (4.14)), corresponding to the eigenvalue ρ(2k + n), is given by
Πρωk g =
(
gω ×ρ ϕρk
) ◦ Aω = (Λρkgω) ◦ Aω , (4.17)
where Λρk, defined by (2.6), is the spectral projection of the ρ-twisted Laplacian,
∆ρ
H
, on the Heisenberg group.
b) Moreover,
g(V ) = ρn
∞∑
k=0
(
gω ×ρ ϕρk
)
(AωV ) = ρ
n
∞∑
k=0
(
Πρωk g
)
(V ) . (4.18)
Proof. Since
V ρωk =
2n∑
j=1
(Aω)kjY
ρ
j ,
20 VALENTINA CASARINO AND PAOLO CIATTI
we have
∆ρω
(
g ◦ Aω
)
=
(
∆ρ
H
g
) ◦ Aω .
Thus, writing g = gω ◦ Aω, we obtain
∆ρωg = ∆ρω
(
gω ◦ Aω
)
=
(
∆ρ
H
gω
) ◦ Aω ,
which implies
∆ρω
((
Λρkgω
) ◦ Aω) = (∆ρH(Λρkgω)) ◦ Aω
= ρ(2k + n)
(
Λρkgω
) ◦ Aω .
Similarly, we obtain (4.18)
g(V ) = ρn
∞∑
k=0
(
Λρkgω
)
(AωV ) = ρ
n
∞∑
k=0
(
gω ×ρ ϕρk
)
(AωV ) .
This is the expansion of g in terms of the eigenfunctions of the ρω-twisted Laplacian and
the spectral projection onto the eigenspace associated to the eigenvalue ρ(2k + n) of ∆ρω
is thus given by (4.17). 
Remark 4.6. For each ω ∈ S the function gω = g ◦ A−1ω in (4.17) may be thought of as
a function on the fixed reference space vn.
We shall estimate the norms of the projections Πρωk in terms of those of Λk by means
of the following lemma.
Lemma 4.7. Fix ω in S. Suppose that Λk : L
p(vn)→ Lq(vn) for some p, q. The following
inequality holds ∥∥Πρωk g∥∥Lq(v) ≤ Cρn( 1p− 1q−1)∥∥Λk∥∥Lp(vn)→Lq(vn)‖g‖Lp(v)
for all g in S(v) and all ρ > 0.
Proof. Changing variables in the integrals, we obtain
‖Πρωk g‖Lq(v) = ‖Λρk(gω) ◦ Aω‖Lq(v) = | detAω|−
1
q ‖Λρk(gω)‖Lq(vn)
≤ | detAω|−
1
q ‖Λρk‖Lp(vn)→Lq(vn)‖gω‖Lp(vn)
= | detAω|
1
p
− 1
q ‖Λρk‖Lp(vn)→Lq(vn)‖g‖Lp(v).
From (4.16) it then follows that
‖Πρωk ‖Lp(v)→Lq(v) ≤ C‖Λρk‖Lp(vn)→Lq(vn) ,
which implies the statement by Lemma 2.2. 
We are now ready to work out the spectral resolution of the operator L. As in Section
2, to semplify the notation we set µk := µ/(2k + n).
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Theorem 4.8. If f is a Schwartz function on G, then
f(V, Z) =
∫ ∞
0
PLµ f(V, Z)dµ ,
where
PLµ f(V, Z) = µn+d−1
∞∑
k=0
(2k + n)−n−d
(∫
S
ĥµk(ω)
(
Πµkωk g
)
(V )eiµkω(Z)dσ(ω)
)
(4.19)
and
L
(PLµ f) = µPLµ f .
Proof. For the sake of simplicity, we suppose that f is a tensor function, that is f(V, Z) =
g(V )h(Z) with g and h Schwartz functions.
If V ∈ v, we have (
Fzf
)
(V, ρω) = g(V )
∫
z
e−iρ ω(Z)h(Z)dZ
= g(V )ĥ(ρω) = g(V )ĥρ(ω) ,
where ĥ is a simpler notation for the Fourier transform Fzh of h and hρ(Z) =
1
ρd
h
(
Z
ρ
)
.
From the expansion (4.18) we then get(
Fzf
)
(V, ρω) = ρn
∞∑
k=0
ĥρ(ω)
(
Πρωk g
)
(V ) .
Plugging this expression into the inversion formula for the Fourier transform on z, written
in polar coordinates, we obtain
f(V, Z) =
1
(2π)d
∫ ∞
0
(∫
S
eiρω(Z)
(
Fzf
)
(V, ρω)dσ(ω)
)
ρd−1dρ
=
1
(2π)d
∞∑
k=0
∫ ∞
0
(∫
S
ĥρ(ω)
(
Πρωk g
)
(V )eiρω(Z)dσ(ω)
)
ρn+d−1dρ . (4.20)
Since
∆z
(
eiρω(Z)
(
Πρωk g
)
(V )
)
= ρ2eiρω(Z)
(
Πρωk g
)
(V ) ,
we see that
∆z
(∫
S
ĥρ(ω)e
iρω(Z)
(
Πρωk g
)
(V )dσ(ω)
)
= ρ2
∫
S
ĥρ(ω)e
iρω(Z)
(
Πρωk g
)
(V )dσ(ω) .
Similarly, since
L
(
eiρω(Z)
(
Πρωk g
)
(V )
)
= ρ(2k + n)
(
eiρω(Z)
(
Πρωk g
)
(V )
)
,
we have
L
(∫
S
ĥρ(ω)e
iρω(Z)
(
Πρωk g
)
(V )dσ(ω)
)
= ρ(2k + n)
(∫
S
ĥρ(ω)e
iρω(Z)
(
Πρωk g
)
(V )dσ(ω)
)
.
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In the sum (4.20) replacing the eigenvalue ρ of
√
∆z by the eigenvalue µ = ρ(2k + n)
of L in the integrals, we obtain, as in the case of the Heisenberg group, the spectral
decomposition of L,
f(V, Z) =
∞∑
k=0
(2k + n)−n−d
∫ ∞
0
µn+d−1
(∫
S
ĥµk(ω)
(
Πµkωk g
)
(V )eiµkω(Z)dσ(ω)
)
dµ .
In particular, being
L
(∫
S
ĥµk(ω)
(
Πµkωk g
)
(V )eiµkω(Z)dσ(ω)
)
= µ
(∫
S
ĥµk(ω)
(
Πµkωk g
)
(V )eiµkω(Z)dσ(ω)
)
,
if we define PLµ as in (4.19), we see that
L
(PLµ f) = µPLµ f
and
f(V, Z) =
∫ ∞
0
PLµ f(V, Z)dµ .

5. Restriction estimates for Me´tivier groups
In this section we estimate the norms of the operators PLµ in the general framework
of a Me´tivier group G. As for the Heisenberg group, we first prove a conditional result,
guaranteeing the boundedness of PLµ from Lp(G) to Lq(G) on the assumption that the
projections Λk of the twisted Laplacian are bounded from L
p(vn) to L
q(vn).
Theorem 5.1. Assume that 1 ≤ r ≤ 2d+1
d+3
. If the projections Λk are bounded from L
p(vn)
to Lq(vn), with 1 ≤ p ≤ 2 ≤ q ≤ ∞, then the following inequality holds∥∥∥PLµ f∥∥∥
Lr
′(z)Lq(v)
≤ Cµd( 1r− 1r′ )+n( 1p− 1q )−1
×
( ∞∑
k=0
(2k + n)−d(
1
r
− 1
r′
)−n( 1
p
− 1
q
)
∥∥Λk∥∥Lp(vn)→Lq(vn))∥∥f∥∥Lr(z)Lp(v) . (5.1)
Proof. In order to simplify the notation, we write f(V, Z) = h(Z)g(V ), with h and g
Schwartz functions. However, in the proof we will never use this fact. We take α : v→ C
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and β : z→ C, α ∈ S(v), β ∈ S(z). Then
〈PLµ f,α⊗ β〉v⊕z =
∫
v
∫
z
α(V )β(Z)µn+d−1
∞∑
k=0
(2k + n)−n−d×
×
(∫
S
eiµkω(Z)ĥµk(ω)
(
Πµkωk g
)
(V )dσ(ω)
)
dZ dV
= µn+d−1
∞∑
k=0
(2k + n)−n−d
(∫
S
∫
v
ĥµk(ω)
(
Πµkωk g
)
(V )×
×
∫
z
eiµkω(Z)α(V )β(Z)dZdV dσ(ω)
)
= µn+d−1
∞∑
k=0
(2k + n)−n−d
(∫
S
〈
ĥµk(ω)
(
Πµkωk g
)
, β̂µk(ω)α
〉
v
dσ(ω)
)
.
Applying the Ho¨lder’s inequality to the inner integral we deduce that∣∣∣〈PLµ f,α⊗ β〉v⊕z∣∣∣ ≤ µn+d−1 ∞∑
k=0
(2k + n)−n−d×
×
(∫
S
∥∥ĥµk(ω)(Πµkωk g)∥∥Lq(v)‖β̂µk(ω)α‖Lq′(v)dσ(ω)
)
.
Using Lemma 4.7, we then obtain∣∣∣〈PLµ f, α⊗ β〉v⊕z∣∣∣ ≤ Cµn+d−1 ∞∑
k=0
(2k + n)−n−d
∥∥Λk∥∥Lp(vn)→Lq(vn) λk(µ)n( 1p− 1q−1)×
×
(∫
S
∥∥ĥµk(ω)g∥∥Lp(v)‖β̂µk(ω)α‖Lq′(v)dσ(ω)
)
≤ Cµd+n( 1p− 1q )−1
∞∑
k=0
(2k + n)−n(
1
p
− 1
q
)−d ∥∥Λk∥∥Lp(vn)→Lq(vn)×
×
(∫
S
∥∥ĥµk(ω)g∥∥Lp(v)‖β̂µk(ω)α‖Lq′(v)dσ(ω)
)
.
Then the Cauchy-Schwarz inequality implies∣∣∣〈PLµ f,α⊗ β〉v⊕z∣∣∣ ≤ Cµd+n( 1p− 1q )−1 ∞∑
k=0
(2k + n)−d−n(
1
p
− 1
q
)
∥∥Λk∥∥Lp(vn)→Lq(vn)
×
(∫
S
∥∥ĥµk(ω)g∥∥2Lp(v)dσ(ω)
)1
2
(∫
S
∥∥β̂µk(ω)α∥∥2Lq′ (v)dσ(ω)
) 1
2
.
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Since p ≤ 2 ≤ q, it follows that 2
p
≥ 1 and 2
q′
≥ 1. Therefore we can apply to the
integrals on the right hand side the Minkowski integral inequality, to attain∣∣∣〈PLµ f,α⊗ β〉v⊕z∣∣∣ ≤ Cµd+n( 1p− 1q )−1 ∞∑
k=0
(2k + n)−d−n(
1
p
− 1
q
)
∥∥Λk∥∥Lp(vn)→Lq(vn)
×
∫
S
∫
v
∣∣ĥµk(ω)g(V )∣∣pdV
 2p dσ(ω)

1
2
∫
S
∫
v
∣∣β̂µk(ω)α(V )∣∣q′dV
 2q′ dσ(ω)

1
2
≤ Cµd+n( 1p− 1q )−1
∞∑
k=0
(2k + n)−d−n(
1
p
− 1
q
)
∥∥Λk∥∥Lp(vn)→Lq(vn)∫
v
∫
S
∣∣ĥµk(ω)g(V )∣∣2dσ(ω)

p
2
dV

1
p
∫
v
∫
S
∣∣β̂µk(ω)α(V )∣∣2dσ(ω)

q′
2
dV

1
q′
.
The Stein-Tomas theorem, that for 1 ≤ r ≤ p∗(d) furnishes the bound∥∥∥ĥµ∥∥∥
L2(S)
≤ C∥∥hµ∥∥Lr(z) = Cµ− dr′ ‖h‖Lr(z) ,
may now be pressed into service to give∣∣∣〈PLµ f,α⊗ β〉v⊕z∣∣∣ ≤ Cµd−1+n( 1p− 1q )µ−2 dr′
×
( ∞∑
k=0
(2k + n)−
(
d+n( 1
p
− 1
q
)−2 d
r′
)∥∥Λk∥∥Lp(vn)→Lq(vn)
)
×
∫
v
∫
z
∣∣h(Z)g(V )∣∣rdZ

p
r
dV

1
p
∫
v
∫
z
∣∣β(Z)α(V )∣∣rdZ

q′
r
dV

1
q′
,
whence it follows that∥∥∥PLµ f∥∥∥
Lr
′(z)Lq(v)
≤ Cµd( 1r− 1r′ )+n( 1p− 1q )−1 ∥∥f∥∥
Lr(z)Lp(v)
×
( ∞∑
k=0
(2k + n)−d(
1
r
− 1
r′
)−n( 1
p
− 1
q
)
∥∥Λk∥∥Lp(vn)→Lq(vn)
)
,
proving the assertion. 
Implementing Theorem 5.1 with the Koch-Ricci estimates for
∥∥Λk∥∥Lp(vn)→Lq(vn), we are
finally able to prove Theorem 1.3.
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Proof of Theorem 1.3. To prove (1.5) we only need to discuss the convergence of the
series in (5.1),
∞∑
k=0
(2k + n)−d(
1
r
− 1
r′
)−n( 1
p
− 1
q
)
∥∥Λk∥∥Lp(vn)→Lq(vn) .
Comparing this sum with (2.16), the corresponding one in the case of the Heisenberg
group, we see that here we have the factor (2k + n)−d(
1
r
− 1
r′
) in place of (2k + n)−1. Since
d(1
r
− 1
r′
) > 1 for 1 ≤ r ≤ 2d+1
d+3
and d ≥ 2, the convergence is improved. This observation
alone suffices to prove the statement. Indeed, when (p, q) 6= (2, 2) the corresponding series
for the Heisenberg group converges in the prescribed range and, when (p, q) = (2, 2), our
series converges since d(1
r
− 1
r′
) > 1, as previously observed. 
Remark 5.2. The following example shows that the range of r cannot be extended. It
is manufactured by mixing the Knapp counterexample to the Stein-Tomas theorem and
Mu¨ller’s example, showing that estimates between Lebesgue spaces for the operators Pµ
are necessarily trivial. Let h be a Schwartz function on z and g(V ) = ϕ0
(
V√
n
)
= e−
|V |2
4n .
Define f(V, Z) = g(V )h(Z), then
PL1 f(V, Z) =
1
nn+1
g(V )
∫
S
ĥ (ω) e−iω(Z)dω =
1
nn+1
g(V )(R∗Rh)(Z),
where R and R∗ are the restriction and extension operator. Hence, an estimate
‖PL1 f‖Lr′(z)Lq(v) ≤ C‖f‖Lr(z)Lp(v)
with 2d+1
d+3
< r would violate the sharpness of the Stein-Tomas theorem which is guaranteed
by the Knapp example, since it would imply
‖R∗Rh‖Lr′(z) ≤ C‖h‖Lr(z) ,
for all Schwartz functions h on z = Rd.
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