This paper is concerned with the renormalized stochastic entropy solutions of stochastic scalar conservation law forced by a multiplicative noise on a bounded domain with a nonhomogeneous boundary condition. We first introduce a notion of renormalized stochastic entropy solution and then establish the existence and uniqueness of a renormalized stochastic entropy solutions for a general L 1 -data. Our results allow us to give a positive answer to an open problem posed by Bauzet, Vallet and Wittbold in [4].
Introduction
Let D be a bounded open set in R N with boundary ∂D in which we assume the boundary ∂D is Lipschitz in case the space dimension N > 1. Let T > 0 be arbitrarily fixed. Set Q = (0, T ) × D and Σ = (0, T ) × ∂D. Let (Ω, F, P; {F t } t∈ [0,T ] ) be a given probability set-up. In this paper, we are interested in the first order stochastic conservation laws driven by a multiplicative noise of the following type R → R N is a differentiable vector field standing for the flux, h : R → R is measurable and w = {w(t)} 0≤t≤T is a standard one-dimensional Brownian motion on (Ω, F, P; {F t } t∈ [0,T ] ).
The initial data u 0 : D ⊂ R N → R will be specified later and the boundary data a : Σ → R is supposed to be measurable. Problem (1.1)-(1.3) was studied recently by Kobayasi-Noboriguchi [16] and Lv-Wu [21] via kinetic solution approach and Kruzhkov's semi-entropy method, respectively. By introducing a notion of kinetic formulations in which the kinetic defect measures on the boundary of domain are turncated, Kobayasi-Noboriguchi [16] obtained the well-posedness of (1.1)-(1.3). Motivated by the deterministic case [1, 24] , Lv-Wu [21] (see also [22] ) introduced a notion of stochastic entropy solutions of (1.1)-(1.3) and obtained the existence and uniqueness of stochastic entropy solutions by utilising vanishing viscosity method and Kruzhkov's technique of doubling variables.
When h = 0, the deterministic problem (1.1)-(1.3) is well studied by many authors in the literature, see for example [1, 24] and references therein. The authors of [24] studied the problem (1.1)-(1.3) with h = 0 in the L 1 -setting. In order to deal with unbounded solutions, they have defined a notion of renormalized entropy solution which generalizes the definition of entropy solutions introduced by Otto in [23] in the L ∞ frame work. They have proved existence and uniqueness of such generalized solution in the case when f is locally Lipschitz and the boundary data a verifies the following condition: f max (a) ∈ L 1 (Σ), where f max is the "maximal effective flux" defined by f max (a) = {sup |f (u)|, u ∈ [−a − , a + ]}.
They gave an example to illustrate that the assumption a ∈ L 1 (Σ) is not enough in order to prove a priori estimates in L 1 (Q), and that the assumption should be f max (a) ∈ L 1 (Σ). Furthermore, in [1] , the authors revisited the problem (1.1)-(1.3) and introduced a notion of entropy solution to the problem (1.1)-(1.
3) with h = 0. Following [1] , an entropy solution of (1. 
|(f (r) − f (s)) · n(x)|
for any k ∈ R, a.e. x ∈ ∂D, and n denoting the unit outer normal vector to ∂D. Here and in the sequel, a ∧ k := min{a, k} and a ∨ k := max{a, k}. It is remarked that the above definition of entropy solution is a natural extension of the definition of that given by Otto [23] . On the other hand, Carrillo-Wittbold [5] obtained the existence and uniqueness of renormalized entropy solutions of (1.1)-(1.
3) with h = 0 = a.
Having a stochastic forcing term h(u)dw(t) in Equation (1.1) is very natural for problem modeling arising in a wide variety of fields in physics, engineering, biology, just mention a few. The Cauchy problem of equation (1.1) with additive noise has been studied in [15] wherein Kim proposed a method of compensated compactness to prove, via vanishing viscosity approximation, the existence of a stochastic weak entropy solution. Moreover, a Kruzhkov-type method was used there to prove the uniqueness. Furthermore, in [25] , Vallet and Wittbold extended the results of Kim to the multi-dimensional Dirichlet problem with additive noise. By utilising the vanishing viscosity method, Young measure techniques and Kruzhkov doubling variables technique, they managed to show the existence and uniqueness of the stochastic entropy solution.
On the other other, concerning the case of multiplicative noise, for Cauchy problem over the whole spatial space, Feng and Nualart in [11] introduced a notion of strong entropy solution in order to prove the uniqueness for the entropy solution. Using the vanishing viscosity and compensated compactness arguments, they established the existence of stochastic strong entropy solution only in one space dimensional case. We would like to mention [2] where Bardos-le Roux-Nédélec firstly proved the well-posedness of the initial-boundary value problem for multidimensional scalar conservation laws. Moreover, Chen et al. [7] considered high space dimensional problem and they proved that the multi-dimensional stochastic problem is well-posedness by using a uniform spatial BV-bound. Following the idea of [11, 7] , Lv et al. [19] considered the Cauchy problem of stochastic nonlocal conservation law. Bauzet et al. [3] proved a result of existence and uniqueness of the weak measure-valued entropy solution to the multi-dimensional Cauchy problem.
Using a kinetic formulation, Debussche and Vovelle [9] obtained a result of existence and uniqueness of the entropy solution to the problem posed in a d-dimensional torus, (also see [16, 14] ).
More recently, Bauzet et al. [4] studied the problem (1.1)-(1.3) with a = 0 (i.e., the homogeneous boundary condition). Under the assumptions that the flux function f and h satisfy the global Lipschitz condition, they obtained the existence and uniqueness of measure-valued solution to problem (1.1)-(1.3) with a = 0 in the L 2 -setting. Lv et al. [20] extended the result of [4] to the stochastic nonlocal conservation law. Meanwhile, Bauzet et al. [4] posed an open problem: whether there exists a renormalized stochastic entropy solution to problem (1.1)-(1.3) with a = 0. In the present paper, we aim to study this open problem and we end up with an affirmative answer.
Our object In this paper is the well posedness of renormalized stochastic entropy solutions of problem (1.1)-(1.3). Encouraged and inspired by the deterministic case, we first give a notion of renormalized stochastic entropy solution, and we then discuss the relation between the stochastic entropy solution with renormalized stochastic entropy solution. In the end, the existence and uniqueness of renormalized stochastic entropy solutions are established. We would like to point out that there are two big difficulties arisen here: one is how to get the limit of stochastic term in L 1 -setting, and the other is how to deal with the stochastic term in proving the uniqueness. The solution to the former difficulty is that one can use the Itô isometry and the relevant convergence in probability. The method used to solve the second difficulty is the Fubini's Theorem and the technique of doubling variables, which is stimulated by [4] . There are probably three methods to deal with the stochastic term in proving the uniqueness so far. The first method is defining the stochastic strong entropy solution [11] , which is used to control the noise-noise interaction. The second method is to use the regularity of viscous solution [4] , which is only suitable to one dimensional Brownian motion. The third method is to use the kinetic formulation [9] , which is suitable to cylindrical Brownian motion. Here we use a similar method to [4] , but there is a significant difference. Noting that in paper [4] , the authors established a comparison result for two solutions, one is stochastic entropy solution and the other is viscous solution. However, in this paper, we will establish a comparison result for two solutions (see Lemma 4.1), one is stochastic entropy solution and the other is renormalized stochastic entropy solution. Hence both solutions have little regularity. Fortunately, one should have a method to overcome it if one can clearly know how to get the stochastic entropy solution.
The paper is organized as follows. In Section 2, we introduce the notion of renormalized stochastic entropy solution for (1.1)-(1.3), then discuss the relationship between the stochastic entropy so-lution with renormalized stochastic entropy solution and lastly state out the main results. Section 3 is devoted to the proof of existence of renormalized stochastic entropy solution for (1.1)-(1.3). In Section 4, uniqueness of renormalized stochastic entropy solution for (1.1)-(1.3) is established by using Fubini's Theorem and the technique of doubling variables.
We end up this section by introducing some notations. For a given separable Banach space X, we denote by N 2 w (0, T, X) the space of the predictable X-valued processes. This space is the space L 2 ((0, T ) × Ω, X) for the product measure dt ⊗ dP on P T , the predictable σ-field (i.e. the σ-field generated by the sets {0} × F 0 and the rectangles (s, t) × A for any A ∈ F s , for t > s > 0).
Denote E + the totality of non-negative convex functions η in C 2,1 (R), approximating the semiKruzhkov entropies x → x + such that η(x) = 0 if x ≤ 0 and that there exists δ > 0 such that η (x) = 1 if x > δ. Then η has a compact support and η and η are Lipschitz-continuous functions. E − denotes the set {η := η(−·), η ∈ E + } and E = E + ∪ E − . Then, for convenience, denote
and for any η ∈ E,
Entropy solution
The aim of this section is to give a definition of renormalized stochastic entropy solution. We then discuss the relationship between the stochastic entropy solution with renormalized stochastic entropy solution and present our main results. To this end, we first recall the definition of stochastic entropy solution. In paper [21] , the authors gave the following definition of stochastic entropy solution of (1.1)-(1.3). For convenience, for any function u of N 2 w (0, T ; L 2 (D)), any real number k and any regular function η ∈ E + , denote dP-a.s. in Ω by μ η,k , the distribution in D defined by
where ω + (x, k, a(t, x)) and ω − (x, k, a(t, x)) are defined as in the introduction. Based on this, we have the following
We remark that for technical reasons, Bauzet et al. [4] gave a generalized notion of entropy solution. And then the uniqueness result implies the existence of entropy solution in sense of Definition 2.1. In fact, one can directly the existence of entropy solution in sense of Definition 2.1, for more details see [22] . Under the following assumptions (H 1 ): The flux function f : R → R N is of class C 2 , its derivatives have at most polynomial growth,
obtained the existence and uniqueness of stochastic entropy solutions of (1.1)-(1.3) in sense of Definition 2.1.
In our setting, for a continuos flux function f : R → R N and for any measurable boundary data
Now we give the definition of renormalized stochastic entropy solution.
to be a renormalized stochastic entropy solution of the conservation law (1.1)-(1.3) if there exist some families of non-negative random measures μ
l := μ l (ω; t, x) and ν l := ν l (ω; t, x) on [0, T ] ×D such that Eμ l (·; [0, T ] ×D) → 0, Eν −l (·; [0, T ] ×D) → 0, as l → +∞,
and the following entropy inequalities hold: for all
It is easy to see that the Definition 2.2 follows from Definition 2.1. In fact, by using the facts lim
It follows from the Definition 2.1 thatμ k (ξ) ≤ 0 almost surely. In addition, as in [5] , we can also define like this.
where μ It is not difficult to prove that Definition 2.2 is equivalent to Definition 2.3 by using the following decomposition
where we used the facts that for l > k,
Next, we consider the equivalence between the renormalized stochastic entropy solutions and stochastic entropy solutions.
Proposition 2.1 If u is a stochastic entropy solution in sense of Definition 2.1, then u is a renormalized stochastic entropy solution in Definition 2.2.
Proof. Let u be the stochastic entropy solution in sense of Definition 2.1. Notice that
and the decomposition (2.1) yield
where we used the fact thatμ k (ξ) ≤ 0 almost surely, which is obtained from the definition of stochastic entropy solution. Set
It remains to prove that Eμ
In a similar way, we one can prove the corresponding properties of ν l and thus u is a renormalized entropy solution of (1.1)-(1.3). The proof is complete.
Remark 2.1 In the Definitions 2.2 and 2.3, we consider the convergence of Eμ l (ω; [0, T ]×D). The reason is as followings: from the proof of Proposition 2.1, one can prove that by using Itô isometry (u is a stochastic entropy solution),
which implies that there exists a subsequence {l n } n such that
Therefore, we can not assume in the Definition 2.2 that
μ l (Ω; t, x) → 0, ν −l (Ω; t, x) → 0, as l → +∞, dP − a.s.,
Remark 2.2 Let u be a stochastic renormalized entropy solution and
Then it is not hard to get that μ η,k (ϕ) ≥ 0 almost surely for η ∈ O ⊂ E + . More precisely, we have the decomposition
As a consequence, for any
ξ ∈ D + ([0, T ) × R N ) μ k (ξ) ≤ μ l , ξ +μ l (ξ) + Q sgn + 0 (u − l)h(l)ξdxdw(t) + 1 2 Q [1 − sgn + 0 (l − u)]h 2 (l)dxdt + Σ [ω + (x, k, a ∧ l) − ω + (x, k, a) + ω + (x, l, a)]ξ, dP − a.s..
But the Definition 2.2 shows that
We take {l n } n such that l n → ∞ as n → ∞, and thus we have E μ ln , ξ → 0, as n → +∞, which implies that there exists a subsequence (still denoted {l n } n ) such that μ ln , ξ → 0, as n → +∞ almost surely. By using (2.2) , it is easy to see that when l > a L ∞ ,
Similarly, one can prove that there exists a subsequence (still denoted {l n } n ) such that Q sgn
. 
Since lim δ→0 μ η,k (ξ) = −μ k (ξ), using the properties of limit, there exists a family
The main result of this paper is: 
Existence
In this section, we prove the first part of Theorem 2.1. That is the following Theorem. 
, and u n be the entropy solution of (1.1)-(1.3) with (u n 0 , a n ). Then by Proposition 2.2, we have 
and for all k ∈ R, for all l ≤ k,
It is well-known that convergence in r-th order mean implies convergence in probability, where
as n → ∞, and thus we have u n converges in probability towards u, that is, for all ε > 0,
which implies that there exists a subsequence of {u n } n (still denoted {u n } n ) such that u n converges towards u almost surely. Therefore, we can assume that, u n and u stay in the same interval. More precisely, u n < k < l and u < k < l, k < u n < l and k < u < l, k < l < u n and k < l < u hold at the same time. It is easy to see that
and
By using Itô isometry, we have
where C depends on k, l, ξ and the Lipschitz constant of h. From the discussion of section 2, we know that if denotẽ
where we have used the similar analysis to the proof of Proposition 2.1. Actually, we can take
Hence, we have
Similarly, we have
By Lebesgue's theorem of dominated convergences, we can pass to the limit with n in the righthand side of inequalities (3.1) and (3.2). Moreover, from (3.4) and (3.5) it follows that μ n l and ν n l are bounded independently on n. Therefore, there exists a subsequence still denoted μ n l and a random measure μ l on Ω×[0, T ]×D such that μ n l converges to μ l with respect to the weak-topology on
). Then, passing to the limit in the right-hand side of (3.1), we conclude that u satisfies the renormalized entropy inequality of Definition 2.2. Moreover,
Arguing similarly, we prove that ν n l has the similar properties to μ n l . That is, we obtain the existence of renormalized entropy solution to problem (1.1)-(1.3) . The proof is complete.
Uniqueness
In present section, we complete the proof of Theorem 2.1. As said in Introduction, there are three methods to deal with the stochastic term. The method we used here is similar to that of [4] .
In order to use the method of [4] , we first consider the following problem
where we assume that
for some γ ∈ (0, 1) and for any p > 1. Following [21] , problem (4.1) admits a unique solution
where p ≥ 2 and C does not depend on ε. By using Young measure theory, we prove u ε converges an "entropy process" denoted by u in [21] .
The following comparison result plays a crucial role in proof of Theorem 2.1.
Let u 1 be the stochastic renormalized entropy solution of problem (1.1); u 2 be the stochastic entropy solution of (1.1). Then for any
Proof. As usual we use Kruzhkov's technique of doubling variables [17, 18] in order to prove the comparison result. We choose two pairs of variables (t, x) and (s, y) and consider u 1 as a function of (t, x) ∈ Q and u 2 as a function of (s, y) ∈ Q. 
Note that, for m, n sufficiently large
Let u ε 2 (s, y) be the solution of (4.1) with initial data u ε 02 and boundary data a ε 2 , and η δ ∈ E + satisfying η δ (·) → (·) + and η δ (·) → sgn + 0 (·) as δ → 0. Here we assume that the limit of u ε 2 (s, y) is the stochastic entropy solution u 2 (s, y) of (1.1). Then taking ϕ = ζ m,n (t, x, s, y) in Definition 2.2, for a. e. (t, x) ∈ Q, we have
In order to keep pace with the Definition of stochastic entropy solution, we need to rewrite the above inequality. By using the facts lim
again, we can rewrite the above inequality as
Since u 1 is a renormalized stochastic entropy solution, it is easy to see that Fibula's theorem can be applied to the above inequality. In other words, the above inequality is bounded uniformly with respect to δ. Multiplying the above inequality by r (k − u ε 2 ) and integrating in k and (t, x) over R and Q, respectively, and taking expectation, we have
As u ε 2 is a viscous solution, the Itô formula applied to D η δ (k − u ε 2 )ζ m,n dy yields that for a.e.
where we used the fact that for any fixed (t, x) ∈ Q, ζ m,n (t, x, s, y) ∈ D(Q). Meanwhile, using (4.2), it is easy to verify the above inequality is bounded uniformly with respect to ε. And thus Fubini's theorem can be applied to the above inequality. Multiplying the above inequality by r (u 1 ∧ l − k) and integrating in k over R and in (t, x) over Q, respectively, and taking expectation, we have
Noting that m (t) = 0, t ∈ [0, T ], we have
And thus we have lim m,n,ε,r,δ
and the compact support of ζ m,n , we know that the convergences in above inequality hold, see [3] for the similar proof.
By using the fact ∂ t m (t − s) + ∂ s m (t − s) = 0 and changing variable technique, we get
By using again the fact that for any fixed (t, x) ∈ Q, ζ m,n (t, x, s, y) ∈ D(Q) and Hölder inequality, we obtain
where we used E sup 0≤t≤T u ε 2 L 2 (D) is uniformly bounded for ε > 0, see (4.2) .
Now, we come to the estimate of most interesting part, the stochastic integrals. Since α(t) = r (u 1 (t, x) ∧ l − k) is predictable and if one denotes
we have that
Thus, we have
, by Itô formula, we arrive that
Therefore,
Let us evaluate the limits of L 1 , L 2 and L 3 . Following [12, 13] , we know that the solution u ε
By using the properties of the heat kernel, one can prove that u ε 2 ∈ W 2,p (D), see [8, 10, 26] . That is, A ε ∈ L p (D). The proof of this part is similar to that of [4] . We first consider L 1 :
where we have used the facts EX = x X(ω, x)dP x and
3) thanks to the condition (H 2 ). Similarly, by using (4.3), we get Lastly, we consider I 6 and I 7 . By the assumptions of a ε 2 , we have Similar to the above discussion, for any k ∈ R, one can prove exactly that u 1 , u 2 satisfy the following local comparison principle: for any ξ ∈ D + (Q),
In particular, the above inequality holds with ξ = ϕφ r 0 . Summing over i = 0, 1, · · · , m r , taking into account the local inequality for i = 0, we find, for any ξ ∈ D([0, T ) × R N ), In other words, the proofs of (3.3) , L 1 and L 3 will be simpler. In addition, it is not difficult to find our method is also suitable to the whole space, that is, D = R N .
