Due to the increased demand of wireless sensor networks for their characteristics like low energy consumption, robustness, and low cost in several demanding and complex applications like smart grid, health and safety, traffic and weather updates, there is need of monitoring the infrastructure in a timely manner with high reliability. In this article, a cross-layer data communication scheme target-aware cross-layer technique is proposed to enhance reliability and to reduce the latency in wireless sensor networks. The proposed scheme uses connected dominating set at network layer where nodes in the connected dominating set are directly connected to all the other nodes in the network. Each sensor node sends the data to the nodes present in the connected dominating set, which forwards it to their respective destinations. The proposed scheme reduces the chances of collision resulting reduced delays. Higher packet delivery ratio is achieved with the proposed scheme results in improved reliability. The proposed scheme is outperforming other state-of-the-art schemes in terms of packet delivery ratio, latency, and data throughput with the default 802.15.4 and delay-responsive cross layer in both static and mobile scenarios using network simulator tool.
Introduction
Wireless sensor networks (WSNs) are becoming a prevailing technology nowadays. This is due to their wonderful features like robustness and their vast applications in real-life scenarios. The applications are control processes, monitoring smart grids, and various applications of Internet of Things (IoTs). However, to achieve this target, WSNs must have to promise to provide a certain set of characteristics, which includes a robust Quality of Service (QoS) support. In smart grids, reliable online information becomes the key aspect for reliable transfer of power from the generation unit to the end users. The effect of equipment failure, capacity limitations, and natural accidents generally lead to power failure. This can be avoided to a large extent by online power monitoring, control, diagnostics resulting in power system protection. In a critical application like smart grid, utilities and customers are considered as intelligent nodes of a communication network that are able to distribute real-time information. For this reason, the existence of an efficient communication system becomes the main factor in the successful working of the smart grid. Recent developments [1] [2] [3] [4] [5] in wireless technologies have made WSNs a prime candidate for smart grid communication.
However, issues like packet loss due to either failure of coordinator in star topology or unreachable destination in WSNs still need to be resolved effectively. Similarly, another issue is packet delay. In a time-critical application like fault monitoring or protection, if a packet reaches its destination after the specified threshold time, the damage is done and the packet is of no use.
The rest of the article is presented as follows: In ''Related work'' section, the related work along with their limitation is presented. In ''Materials and methods'' section, we have discussed the methods and techniques to overcome the limitations and proposed a comprehensive algorithm, TACT (target-aware crosslayer technique). Further, in ''Simulation and results'' section, the simulation methodology and results are presented and discussed. The article is concluded in ''Conclusions and future directions'' section.
Related work
To address the problem of delay in WSNs, two medium access schemes are presented in Al-Anbagi et al.'s work, 1 which target the service requirement and delay. These schemes are delay-aware cross layer (DRX) and fair delay-aware cross layer (FDRX). FDRX induces fairness in DRX. It is done to limit some specific nodes to occupy and dominate the communication channel. However, the concept of implementing cross-layer approaches among the network and the MAC (medium access control) layers was not investigated in their work. Second, the authors have used star topology, in which all transmission is through the coordinator. If the coordinator fails or breaks down, all the transmission in the network would fail, hence, causing reliability issues.
In the last few years, WSNs have been used in smart grids in using various communication protocols and different network topologies. [2] [3] [4] 6 In Tahir and Mazumder's work, 5 the authors have presented an approach to achieve balance between demand and supply for congestion control of packets by employing a deadline-ordered scheduler with packet concatenation.
A network structure by organizing sensor nodes into different size of clusters, which communicate with fusion center, has been proposed in Cheng et al.'s work. 7 Reduction in latency is showed by their results. However, the effect of packet arrival rate is not considered by the author.
To guarantee QoS in smart grid communication network, an adaptive wireless resource allocation (AWRA) algorithm has been proposed 8 in which resources are allocated adaptively, assuming that if the delay of packets is higher than the predefined delay threshold then the packet will be discarded. However, the problem of retransmission of the packet was a major limitation that the author did not discuss. In Lee and Ke's study, 9 authors deployed 19 LoRa mesh networking devices and achieved an average of 88.49% packet delivery ratio (PDR), whereas the star network topology used by LoRa achieved only 58.7% under the same settings.
Dong et al. 10 presented a protocol that is based on data gathering on the necessities of a sensing application. This is through trade-offs between the source-tosink transport latency and energy consumption. Ding and Hong 11 proposed an algorithm that determines the node and network parameters by taking real-time requirements and length of data of periodic messages. One of the major limitations of the algorithm is that the author did not take network size into account.
To avoid congestion, broadcasting periodic control data packets were used by Bhuiyan et al., 12 which allows neighbors to utilize that data. Their protocol performed better than previous techniques for congestion control.
To support service differentiation, a QoS-awarebased MAC protocol for WSNs was designed and implemented in Yigitel et al.'s work 13 that used fragmentation, adaptive duty cycling, and intraqueue prioritization. The advantage of their work was that one can allocate resources dynamically. But, the author laid the foundation of their protocol on RTS/CTS operation, but IEEE 802.15.4 14 does not support this operation. To reduce collisions, CSMA/CA is used with slotted back-off (BO) approach in IEEE 802.15.4 protocol. [15] [16] [17] There are two channel-access schemes that are defined in the standard of IEEE 802.15.4. A stable model for slotted IEEE 802.15.4 has been presented and its performance is analyzed by Park et al. 18 To improve the throughput in WSNs, a multiple channel approach is analyzed by Simon et al. 19 Different smart grid applications have different network requirements in terms of data payloads, sampling rates, latency, and reliability. 20 To effectively address the smart grid communication requirements the use of WSNs in smart grids is investigated in U.S. Department of Energy. 20 All the work done by the respective authors have focused on either of the issues faced by a WSN. No cross-layer approach has been deployed to optimize each and every layer of the network. An approach is much needed that can tackle maximum number of issues. This research article addresses the issues of reliability, throughput, and delay in WSNs using a crosslayer data transmission technique. The effectiveness of our proposed technique is validated through its application in static scenarios like smart grids and mobile scenarios for IoT.
Materials and methods
The proposed, TACT, aims to reduce the end-to-end delay by using connected dominating set (CDS) on the network layer, which is applied to the adaptive MAC layer techniques used in Al-Anbagi et al. 1 Minimal CDS (MCDS) makes a set from a given number of nodes. Each and every node in the whole network is connected to at least one member of this MCDS set. This ensures fast route discovery and thus delay is minimized. TACT also ensures reliability, and makes it suitable to be used in the most critical scenarios where a packet loss or delay cannot be tolerated. To ensure reliability, data are communicated on multiple channels as shown in Figure 1 . This results in reduction in the number of collisions and reduction in the latency of data propagation, by enabling different nodes to use different channels for transmission of data packets. Two major issues in the multichannel scheme need to be addressed. First is the requirement that nodes have to advertise and request data among each other so that they can take decision at the time of transmission, and personal area network (PAN) coordinator should have the knowledge and control over them. Second, issue is that all nodes need to agree on the same channel for the transmission of data between them. The McTorrent protocol 17 is used in our proposed technique, and it helps to bypass both these issues. Different steps of the proposed technique are discussed below.
CDS
The issue of finding a CDS can be mapped into a set covering problem. The set covering problem is in essence a problem, concerning bipartite graphs. The CDS algorithm and its working can be better understood by an example, shown in Figure 2 .
CDS algorithm:
1. Calculate the total number of covering paths. 2. Select a node B with maximum covering paths. 3. Remove the selected node B and all other nodes that are connected to B. 4. Select a node C from the nodes that remained unused in the previous step. 5. Remove that node C and all nodes connected to it. 6. Repeat steps 4 and 5 unless all the nodes in a network are covered.
Multichannel protocol description
Each node in a multichannel network is able to change its channel for communication, from the list of available channels. Thus, it can transmit and receive packets, on any of the channel available in the network, except the shared channel for control messages. For better understanding, we denote the total number of channels available with Ƈ . This Ƈ includes the shared channel (Cs) for control messages between all nodes and PAN coordinator. Four types of messages are used in McTorrent protocol used for our multiple channel communication. These messages are advertisement (ADV), request (REQ), channel (ch), and Data. The first three messages are control messages and are transmitted over the shared channel Cs. Data are sent on a channel, defined by the transmitting node, after getting all the information from all the nodes and coordinator in the WSN. So McTorrent is a four-phase data exchange protocol. Initially, a node that needs to transmit some data sends an ADV packet. On reception of ADV, the sink/coordinator replies with REQ packet. Information of the source addresses, that is, the address of the node that will transmit, and the channel ( Ƈ j) (where j is any channel) are sent to PAN coordinator in ADV, which is forwarded as broadcast in the network. This Ƈ j will be used by that specific node for transmission. Similarly, destination address along with the address of source is sent in the REQ packet. Echoed REQ contains Ƈ j that is received in ADV packet. During this process, no other node will try to transmit on that channel. Hence, number of collision and latency of the network is reduced.
Channel selection
In McTorrent protocol, before transmitting an ADV, the transmitter must choose a channel for the data transmission. Ideally, the transmitter should choose a channel that does not match with the channels already being used by transmitters one or two hops away. A contention-based scheme is used here, in which every node monitors the ADV and CHANNEL messages, broadcast by its neighbor nodes to keep record of the channels that are in use. Then the transmitting node tries to choose an unused channel for its transmissions.
If there is no such unused channel, it selects the channel that was recently least used, by another node. Every node updates a counter for all the channels. Counter keeps the track that how many times a channel is used. So when channel selection is required, a channel with 0 counter is randomly selected from the available ones. If no channel with 0 (zero) counter is present, then channel with minimum counter is used.
Proposed TACT
The proposed technique TACT, initially builds a set of nodes known as connected dominating set (CDS). The members of these nodes are connected to all other nodes directly. This is done at network layer. Then on the MAC layer, our scheme performs estimation of delay (D). If the estimated delay is beyond the delay necessities of the critical application, then a flag is placed in application layer, so that the MAC layer understands that the delay is high for that particular application node. Then by reducing clear channel assessment (CCA) duration, from 128 us to 64 us, that specific node gets high priority of transmitting data. In addition, the proposed scheme uses the phenomena of multiple channel data communication. There are three channels. One is shared for all nodes, for all the time, for control messages to PAN coordinator. The other two channels are for data traffic. If a node finds out that no channel is available and all are busy in transmission, it initiates the slotted back-off CSMA/CD algorithm as explained by Erol-Kantarci and Mouftah. 2 We have assumed that no other devices are transmitting at the same frequency, 2.4 GHz in our case. This assumption is made to avoid problems of any possible coexistence. FTACT induces fairness into TACT. Similar to TACT, FTACT starts by building a set of nodes known as Connected Dominating Set (CDS). Then it estimates delay. The node specified higher priority to access the channel if the estimated delay is higher than the delay necessities of the application. To stop one node occupying the channel for a long period of time, FTACT induces fairness, by periodically permitting all other nodes in the PAN to fairly access the channel. The proposed TACT algorithm is summarized as follows. Here, TH represents the minimum threshold for delay and is different for different components. 16 The value of TH is equal to 1 ms for initial simulations.
Simulation and results
For evaluation of the performance of the proposed schemes, the TACT and FTACT schemes are implemented with the Network simulator NS 3.19 in Ubuntu 12.04 LTS installed on a virtual machine VMware. Our two modified schemes are tested with different number of nodes and traffic conditions. Mesh topology having N nodes and a single coordinator is used. Assuming that all sensor nodes are working in the 2.4 GHz band and maximum bit rate is 250 kbps. Initially, one node is assumed to receive high priority packets during the simulation time. The transmission range for all the nodes in the same PAN is 30 m. Simulation time for each scenario is 50 s. The threshold delay [D] is taken as 1 ms. All nodes in the PAN can hear each other. In all simulations, each node is given 1 joule of energy. Noise factor is kept constant throughout the whole simulation. Default parameters used in the simulations are shown in Table 1 . Based on actual critical scenarios, network densities are selected in our work, (i.e., numbers of nodes vary from 10 to 50 nodes). Moreover, simulation settings are being varied as per application and scenario. More details can be found out later in ''Scenarios'' section.
Performance metrics
To validate the performance of our proposed technique TACT, following metrics are used.
Power consumption. The average energy consumed in transmitting a packet (E total ) is computed by adding the average energy consumed during BO (beacon order) (E BO ), channel sensing (E sc ), packet transmission (E t ), idle state (E Q ), buffering (E B ), and wake-up (E W ). The energy consumed in transmitting a packet from an end node is given by
PDR. This is the ratio of data packets successfully delivered to the number of data packets sent by sources. We transmitted fixed number of known packets from a transmitting node, applied our settings, and then counted the total number of received packets at the destination node. In this manner, PDR is calculated for different scenarios. As PDR is a ratio of same quantities, hence, it is unitless and thus presented as a percentage.
End-to-end delay. The average end-to-end delay for a successful packet transmission is defined as the duration from the instance when the packet reaches the head of MAC layer queue until an ACK from the destination is received. Now if due to either reaching the maximum BO limits or the maximum retry limits, a packet is dropped, its delay is not included into the average delay.
Scenarios
We considered two scenarios for validation of effectiveness of our proposed techniques. First scenario is in which the sensor nodes are at rest and in second case, sensor nodes are in motion. To prove and validate our work, default 802.15.4, DRX, FDRX, 1 TACT, and FTACT are applied on the same scenario and the results are collected from the simulations. Scenario with respect to number of nodes and their mobility are discussed below.
Static scenario. A scenario is considered in which numbers of sensor nodes is varied from 10 to 50 as discussed above. The sensor nodes are taken from 10 to 50 and applied Default 802.15.4; DRX, FDRX, TACT, and FTACT with all nodes as well as their coordinator are at rest. The results are discussed below.
The results in Figures 3-5 and Table 2 show that our schemes TACT and FTACT outclass the previous techniques with respect to reliability, latency, energy efficiency (in some cases), and throughput. In the scenario where there were 10 nodes, TACT improved the reliability 21% from Default IEEE 802.15.4 and 7% from DRX. Latency is reduced by 5% from Default IEEE 802.15.4 and 15% from DRX. Throughput has increased by 25% from default and 9% from DRX. Similarly in case of 20 nodes, TACT reduces the latency by 32% and 45% from Default 802.15.4 and DRX, respectively. Reliability has improved by 25% and 10% from Default 802.15.4 and DRX respectively. Energy efficiency is improved by 14% and 10% from Default 802.15.4 and DRX, respectively. TACT performed better than the schemes used before. Overall packet loss in a network is reduced, thus reliability has Figure 3 . Impact of number of sensor nodes on packet delivery ratio for static scenario.
improved. There was minimum packet loss because there was more than one channel for control and data packets. Similarly, latency has reduced by average 20% to 40%. This was achieved because of the use of CDS. Thus, by keeping the energy consumption low, the latency has been reduced and reliability and energy efficiency of the network is improved.
Mobile scenario. The number of nodes is varied from 10 to 50 and Default 802.15.4, DRX, FDRX, TACT, and FTACT were applied, considering random way point mobility model. This means that all nodes as well as their coordinator are at mobile in random directions in the grid. The results are discussed below.
In the scenario where the nodes were mobile, the results in Figures 6-8 and Table 3 show that our schemes TACT and FTACT outclass the other compared techniques, with respect to reliability, latency, energy efficiency (in some cases), and throughput. In the scenario where there were 30 nodes, TACT improved the reliability by 13% from Default IEEE 802.15.4 and 11% from DRX. TACT reduced the latency by 29% and 5% from Default 802.15.4 and DRX, respectively. Throughput has increased by 18% from default and 14% from DRX. Similarly, when there were 40 nodes, there is 20% and 2% more reliability than Default 802.15.4 and DRX, respectively. There is about 3% and 26% reduction in end-to-end delay of the packet from Default IEEE 802.15.4 and DRX, respectively. Energy consumed at each node is same in all the schemes. It means that with the same energy, when the sensor nodes are mobile, our scheme reduced the latency and improved the reliability and throughput of the network. Hence, energy is more efficiently utilized.
Case study
To validate our proposed schemes and their results, some critical scenarios of smart grid and IoT are chosen. In smart grid, majority of nodes are static. So most of the scenarios discussed above are static. In IoT, most of the applications are composed of nodes that are mobile. So performance with respect to mobility is discussed in IoT applications.
Smart grid applications. For smart grid scenario, where majority of nodes are static, different applications are considered. The applications are capacitor bank control, fault current indicator, line protection and control, emergency response, and transformer monitoring. To study our scheme, these applications are taken one by one.
Our simulation results has showed that in static nodes scenario, node density is increased from 10 to 50, the delay in every respective scenario, our proposed scheme performs better than the compared schemes. In scenario of 40 nodes, there is zero packet loss thus packet delivery ratio is 100%, showed in Table 4 . In other scenarios showed in Table 5 , our proposed scheme shows better results. Delay has been reduced in our scheme. Figure 4 shows the end-to-end delay with respect to increasing number of nodes.
IoT applications. For IoT scenario, majority of nodes are mobile, two applications are considered. The Figure 8 . Impact of number of sensor nodes on throughput (kbps) for mobile scenario. applications are health safety and traffic update. In health safety, consider a scenario where a patient gets unconscious and now has to be taken to the hospital by an ambulance. So the ambulance in charge will put a smart jacket on the patient. This jacket has different sensors in it like heart beat sensor, blood pressure sensor etc. So these sensors will take the readings in this WSN in the ambulance toward the hospital. Then, these data are transmitted to a coordinator, which sends it to the doctor who is on duty in hospital, by an application through the Internet. So before the arrival of patient at the hospital, the doctor can have an idea about the condition of the patient and thus time is saved to check and take all the readings in the hospital. The WSN for health monitoring is shown in Figure 9 . Similarly, in our second application, that is, traffic update is shown in Figure 10 . Suppose there is accident or traffic jam on a highway. But the people coming to highway do not know about the traffic blockage. This can create a huge traffic mess. To avoid such a scenario, sensors are placed across the roads, which take periodic readings to check if there is a jam or not. Then these data are sent to a coordinator in this WSN. The coordinator forwards this information to the Internet. In both these applications, nodes are mobile. To study these applications, Default IEEE 802.15.4, DRX, FDRX, TACT, and FTACT are applied one by one.
We choose random way point motion model for these cases. Nodes and coordinator can move anywhere in the specified grid. Results have showed that in such a scenario where nodes are in random motion, TACT has a much better overall performance. The results in Tables 6 and 7 show that in comparison with the previous protocols, latency is reduced with the increase in reliability and throughput with approximately the same amount of energy consumed.
Conclusions and future directions
A TACT for data communication was proposed in this article with a goal to achieve low latency, lower end-toend packet delay, lower energy consumption, and good throughput with enhanced reliability in WSNs. To check the effectiveness of the proposed technique, TACT was applied to both mobile scenario like IoT and static scenarios like smart grid with variable number of sensor nodes. Results in terms of PDR, data throughput, end-to-end delay and energy consumption per transmission showed that the proposed scheme TACT/FTACT performed better than Default IEEE 802.15.4, DRX, and FDRX. In TACT and FTACT, overall packet loss in a network is reduced; thus reliability has improved by average of 18% and 6% in static scenario and 21% and 8% in mobile scenario from Default 802.15.4 and DRX, respectively. The reduction in packet loss is due to the availability of multiple channels. Latency has been reduced by average 30% by the implementation of CDS. Throughput has increased by 20% and 7% from default and DRX, respectively, in static scenario and 29% and 10% in mobile scenario. Thus, by keeping the energy consumption low or same as before, latency and packet loss have been reduced. Thus, energy efficiency of the WSN is enhanced. In future, we are building a test bed to optimize the cost of the proposed schemes on the basis of mentioned performance metrics.
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