



























































Daten  zu  ermöglichen.  Zudem werden Benutzereingaben  durch  die 
Eingabegeräte wie Maus und Tastatur eingeschränkt, da diese in vie‐
len Fällen keine einfache Steuerung zulassen. 
Diese  Diplomarbeit  beschäftigt  sich  mit  der  Umsetzung  intuitiver 
Interaktionskonzepte  für den alltäglichen klinischen Gebrauch durch 
Verwendung  von  intuitiven  Eingabegeräten  (3D Maus, Wii  Control‐
ler). Die Entwicklungen basieren auf dem Medical Imaging Interaction 
Toolkit  (MITK) des Deutschen Krebsforschungszentrums  (DKFZ). Da‐
bei  wurden  von  einer  einfachen  Kamerafahrt  in  einer  Volumen‐
visualisierung über die Realisierung eines Headtracking in einer virtu‐


































































teilhaft  erwiesen. Heutzutage werden  Autofahrten  durch Navigationssysteme  unterstützt, 
vom digitalen Fernsehen werden zusätzliche Infos neben dem reinen Bildmaterial angeboten 
und  in vielen  technischen Bereichen  lassen sich durch Computersimulationen Gefahrenpo‐
tenziale erkennen. Auch in Medizin hat diese Technologie Fuß gefasst; dort sollen Ärzte und 
das klinische Personal in ihrem routinierten Alltag unterstützt werden[LD05]. Aber aufgrund 
der  hohen  Komplexität  der Computerverfahren  und  den Anforderungen  an  die Hardware 
erweist sich eine schnelle und verständliche Bedienung schwer realisierbar. 











möglich,  da  jegliche  Eingabe  zusätzlich  durch das  Eingabegerät  selbst  eingeschränkt wird. 
Mit einer normalen Maus kann eine Interaktion mit einem 3D Objekt dargestellt werden, ist 
aber normalerweise keine leicht verständliche oder einfach ausführbare Variante. Das führt 

















Devices) und ein Wii  controller  (Nintendo,  Japan). Damit  soll gezeigt werden, dass bereits 
mit einem  low‐cost Eingabegerät und einfachen  Interaktionskonzepten die Kommunikation 




























dar.  Zu  Beginn  wird  in  Kapitel  2.1  auf  das  allgemeine  Konzept  der  Mensch‐Computer‐
Interaktion eingegangen. Daraufhin werden in Kapitel 2.2 und 2.3 die technischen Details der 
verwendeten Eingabegeräte  (Wii controller, Space Navigator) näher betrachtet. Kapitel 2.4 
beschreibt die  Software,  auf  deren Basis  die  Ergebnisse  implementiert worden  sind. Dort 
vorhandene Konzepte einer virtuellen Realität  (VR), Augmented Reality  (AR), Mixed Reality 














































cken, Nacken,  Ellbogen, Handgelenk  und  der Hand  selbst  anhand  des  Schweregrades  des 
subjektiven Schmerzes gemessen.  


























































































In  der  Wiimote  wurde  ein  3‐Achsen  Sensor  der  Kategorie  Differential‐Capacitance 


























skope  verbaut. Das  IDG‐600  von der  Firma  InvenSense  für die X‐ und Y‐Achse. Mit einem 
messbaren Intervall für die Winkelgeschwindigkeit von[Inv08]: 







Aufgrund  der  enormen  Beliebtheit  der  Wiimote  und  deren  einfach  anzusprechende 

































































Das  MITK  kann  dafür  verwendet  werden,  neuen  Applikation  zu  entwickeln,  die  aktuelle 
Open‐Source Version zu erweitern oder einfach die existierende Anwendung zu nutzen. Für 














































































zung  für  asynchrone  Events.  Dadurch  können  threadübergreifend  Funktionen  aufgerufen 
und Parameter übergeben werden. So kann ein Prozess einen anderen Prozess die Anwei‐


















































































Die  Imaginärteile werden mit ݅, ݆, ݇ bezeichnet und die  jeweils darauf  folgenden Variablen 
ݔ, ݕ, ݖ stellen den vektoriellen Anteil dar. Gleichzeitig bilden ݔ, ݕ, ݖ den Vektor mit dem die 
Rotationsachse beschrieben werden kann. Der reelle Wert ݏ ist der Skalarteil eines Quater‐
nion. 
ݍ ൌ ݏ ൅ ݅ݔ ൅ ݆ݕ ൅ ݇ݖ 
Formel 2.3: Grundform eines Quaternion im komplexen Zahlenraum 













݅ଶ ൌ ݆ଶ ൌ ݇ଶ ൌ െ1 
  ݅ כ ݆ ൌ ݇ 
݆ כ ݇ ൌ ݅ 
 ݇ כ ݅ ൌ ݆ 




Die Länge ԡݍԡ eines Quaternions  ist  in Formel 2.6 definiert und  für ein Einheitsquaternion 
stets 1. Diese Sonderform von Quaternionen erlauben eine Vereinfachung von Rechnungen 
und werden deshalb oft verwendet. 








                                        ݍଵ כ ݍଶ ൌ ሾݏଵ, ݒଵሿ כ ሾݏଶ, ݒଶሿ 
                                                      ൌ ሺݏଵ ൅ ݅ݔଵ ൅ ݆ݕଵ ൅ ݇ݖଵሻ כ ሺݏଶ ൅ ݅ݔଶ ൅ ݆ݕଶ ൅ ݇ݖଶሻ 
ൌ ݏଵ כ ݏଶ െ ሺݔଵݔଶ ൅ ݕଵݕଶ ൅ ݖଵݖଶሻ 
൅݅ כ ሺݏଵݔଶ ൅ ݏଶݔଵ ൅ ݕଵݖଶ െ ݖଵݕଶሻ 
൅݆ כ ሺݏଵݕଶ ൅ ݏଶݕଵ ൅ ݖଵݔଶ െ ݔଵݖଶሻ 
 ൅݇ כ ሺݏଵݖଶ ൅ ݏଶݖଵ ൅ ݔଵݕଶ െ ݕଵݔଶሻ 








einen  Winkel ߠ  und  eine  entsprechende  Rotationsachse ݎԦ ൌ ሼݔ, ݕ, ݖሽ  darzustellen  (siehe 
Formel 2.8). 
ݍ ൌ cos ߠ2 ൅ sin
ߠ




Prinzipiell  kann  aus  Einheitsquaternion ݍ eine  Rotationsmatrix ܴ gemacht  werden[Kor10]. 
Dabei wird ܴ durch die Formel 2.9 aus dem Quaternion ݍ erstellt. 
ݍ ൌ ݍ଴ ൅ ݅ݍଵ ൅ ݆ݍଶ ൅ ݇ݍଷ 
ܴ ൌ ቌ
ሺݍ଴ଶ ൅ ݍଵଶ െ ݍଶଶ ൅ ݍଷଶሻ 2ሺݍଵݍଶ െ ݍ଴ݍଷሻ 2ሺݍଵݍଷ ൅ ݍ଴ݍଶሻ
2ሺݍଶݍଵ ൅ ݍ଴ݍଷሻ ሺݍ଴ଶ െ ݍଵଶ ൅ ݍଶଶ െ ݍଷଶሻ 2ሺݍଶݍଷ െ ݍ଴ݍଵሻ














































sprechenden Indizes und die Translationskomponenten  ௫ܶ,   ௬ܶ,   ௭ܶ (Position). 
ܲ, ܶ ൌ ൮
ܴଵଵ ܴଵଶ ܴଵଷ ௫ܴܶଶଵ ܴଶଶ ܴଶଷ ௬ܶ











































he Abbildung  2.18).  Beide  bieten  neben  einer  hohen  Präzison  (Abweichungen  im  Bereich 




Im Bereich elektromagnetisches  Tracking  stellt NDI das Aurora  (siehe Abbildung  2.19)  zur 













dung  2.20).  Je nach Modell  kann  es  zur Kalibrierungsabweichungen  von  0.20 bis  0.35mm 
kommen. Bei Messungen mit einem statischen/bewegenden Objekt  sind es 0.007/0.07 bis 
0.015/0.14 mm13. Weiterhin gehört der Micron Tracker zur dritten Generation von optischen 



















zereingaben durch die Verwendung  von Gesten  vereinfacht werden. Durch die  integrierte 
Kamera (siehe Kapitel 2.3.2) der Wiimote konnten Merkmalextraktionen sowie das Erlernen 
und Wiedererkennen  von Gesten  realisiert werden. Die durch  eine  Evaluation  festgelegte 
Präzision der erkannten Gesten lag bei 72%. 
Durch die Kombination von zwei Wiimotes war es möglich, ein Stereokamerasystem zu kon‐













Im  Rahmen  dieser  Arbeit wurde  ein Design  zur  Integration  von  externen  Eingabegeräten 
basierend auf BlueBerry (siehe Kapitel 2.4.2) erarbeitet und anhand von zwei Anwendungs‐
beispielen  implementiert. Ziel war es zu zeigen, dass durch  intuitive  Interaktionen mit  low‐
cost  Eingabegeräten  die  Kommunikation  zwischen  Benutzer  und  Computer  im  klinischen 
Behandlungsprozess  vereinfacht  werden  kann.  Dabei  spielt  die  Genauigkeit  der  Anwen‐
dungsspiele eine untegeordnete Rolle, da eine benutzerfreundliche und intuitive Interaktion 
immer von der subjektiven Perspektive abhängig ist. 
In  Kapitel  3.1  wird  auf  die  entwickelte  Architektur  des  Designs  und  die  Integration  der 
Wiimote  (Game  controller, Nintendo,  Japan) und des  Space Navigators  (3D Maus, Analog 
Devices, USA)  ins MITK eingegangen. Dabei wurde ein Open‐Source Treiber  (siehe Kapitel 
2.3.5) verwendet und eigene Klassen zur Verarbeitung von Sensordaten, zum Erstellen von 










































Damit  ein  dynamisches  Aktivieren  sowie  Deaktivieren  von  Eingabegeräten  während  der 































































































schnittstelle  in  Form  einer  Eventverwaltung  zwischen  Treiber  und  dem  EventMapper  be‐
zeichnet. Der EventMapper sorgt dafür, dass jedes Event einer eindeutigen ID zugeordnet ist 
und übergibt diese Information an die globale Interaktionsverwaltung (siehe Abbildung 3.3). 
Deswegen muss  jedes AddOn  auch  von  der  Schnittstelle mitk::EventMapperAddOn  erben, 
damit es vom EventMapper als gültiges Objekt anerkannt wird. 
Innerhalb  des  Controllers  oder  der  Interactors  (siehe  Abbildung  3.2  WiiMoteVtk‐



















































Beschreibung, eine eindeutige  Identifikationsnummer  (ID) und einen  zugewiesenen 
Namen. Außerdem kann er den direkten Zugriff auf ein Input Device ermöglichen. 


























































































































Zu Beginn wird das Verfahren des  IR Tracking mit der  integrierten Kamera der Wiimote  in 
Kapitel 3.2.1 beschrieben. Die entwickelten Klassen  folgen den  in MITK  festgelegten Stan‐
dards  (Aufbau  und  Namenskonventionen)  und  verwenden  standardisierte  Mechanismen 
(Event – Listener) zur Weitergabe von Informationen. Zusätzlich wird in Kapitel 3.2.2 ein spe‐
ziell  entwickelter  Kalibrierungsprozess  mit  den  Zustandsmaschinen  des  MITK  umgesetzt. 
Damit  kann die  Sensitivität  für unterschiedliche Distanzen  zwischen Benutzer und Kamera 
oder  den  persönlichen  Präferenzen  entsprechend  eingestellt werden. Außerdem wird  die 
bereits entwickelte  Funktionalität um ein  Scrollen durch  transversale  Schichtbilder mit ei‐



























Die Kamera nimmt als Empfänger das  IR Signal als Punktquelle  in  ihrem eigenen Koordina‐
tensystem wahr. Die registrierten Punkte können mit einer x‐ und y‐Koordinate (Einheit: Pi‐
xel) von der Wiimote ausgelesen werden. Eine translationale Bewegung besteht aus einem 
Vektor  ሬܲԦ mit dem  Startpunkt  ௡ܲ und dem Zielpunkt  ௠ܲ. Die  zurückgelegte Distanz  von  ሬܲԦ in 
x/y‐Richtung  wird  für  eine  horizontale/vertikale  Rotation  als  ein  Winkel ߙ/ߚ interpretiert 
(siehe Formel 3.1).  
ߙ ൌ ݔ௠ െ ݔ௡ 







































































Als  Container  für  die  einzelnen  Zustände  wurden  die  Zustandsautomaten  von  MITK  ge‐
nutzt[Weg03]. Eine Zustandsmaschine (state machine) definiert konkrete Zustände (states), 











































Benutzer  gesendeten  IR Daten  gesammelt  und davon  das Minimum ݔ௠௜௡/ݕ௠௜௡ und Maxi‐
mum ݔ௠௔௫/ݕ୫ୟ୶ für die x/y‐Achse gespeichert. Bei der Eingabe der IR Daten spielt die Form 




Daraufhin  wird  die  Differenz  der  maximalen  horizontalen  Auflösung  der  Kamera ݔ௄ ௠௔௫/
ݕ௄ ௠௔௫ und der minimalen horizontalen/vertikalen Auflösung der Kamera ݔ௄ ௠௜௡/ݕ௄ ௠௜௡ mit 




















ܵ௄௔௟௜௕௥௜௘௥௧ ௫ ൌ ܵ௫ כ ሺݔ௄ ௠௔௫ െ ݔ௄ ௠௜௡ሻሺݔ௠௔௫ െ ݔ௠௜௡ሻ  
ܵ௄௔௟௜௕௥௜௘௥௧ ௬ ൌ ܵ௬ כ ሺݕ௄ ௠௔௫ െ ݕ௄ ௠௜௡ሻሺݕ௠௔௫ െ ݕ௠௜௡ሻ  
Formel 3.2: Berechnung der Kalibrierungsfaktoren für das Headtracking 




Die  transversalen Schichtbilder  spielen  sowohl bei der präoperativen Planung als auch bei 
der intraoperativen Behandlung eine wichtige Rolle. Damit werden Läsionen (Verletzungen) 
oder Karzinome  (erkranktes Gewebe)  in der anatomischen Struktur eines Menschen  lokali‐
siert. Deswegen wurde zur parallelen Verwendung neben dem Headtracking ein transversa‐
les Scrollen implementiert. Mit einem IR Stift können 2D Schichtbilder nach oben oder nach 
















































mera wahrgenommen werden. Das Resultat  sind  ruckartige Bewegungen  in der  virtuellen 





[RJC01]  eine  Evaluation durchgeführt.  Es wurde  geprüft, wie  schnell bestimmte Aufgaben 
von einem Benutzer mit Headtracking oder mit Maus und Tastatur absolviert werden konn‐
ten. Die Ergebnisse  zeigen, dass bei der Erledigung der Aufgaben der Gebrauch von Maus 

































































q  und  passendem  Index  für  die  Rotation  um  die  jeweiligen  Achsen  (x,  y,  z)  versehen. 
Imaginärteile werden mit  i,  j und  k bezeichnet.  ߠ ist der Winkel  für eine Rotation um die 
durch ܽ௫, ܽ௬ , ܽ௭ definierte Achse (siehe Formel 3.4). 
ݍ ൌ cos ߠ2 ൅ sin
ߠ
2 כ ሺ݅ܽ௫ ൅ ݆ܽ௬ ൅ ݇ܽ௭ሻ 
Formel 3.4: Eine allgemeine Definition für ein Quaternion 
Durch Einsetzen der  in Schritt 1 berechneten Winkel ߙ, ߚ, ߛ als Radianten ߠ, ߮, ߬ werden 
die relevanten Rotationen einzeln als Quaternion dargestellt (siehe Formel 3.5). 
ݍ௫ ൌ cos ߠ2 ൅ sin
ߠ
2 כ ሺ݅ܽ௫ ൅ 0 ൅ 0ሻ 
ݍ௬ ൌ cos߮2 ൅ sin
߮
2 כ ሺ0 ൅ ݆ܽ௬ ൅ 0ሻ 
ݍ௭ ൌ cos ߬2 ൅ sin
߬





















ሺݍ଴ଶ ൅ ݍଵଶ െ ݍଶଶ ൅ ݍଷଶሻ 2ሺݍଵݍଶ െ ݍ଴ݍଷሻ 2ሺݍଵݍଷ ൅ ݍ଴ݍଶሻ
2ሺݍଶݍଵ ൅ ݍ଴ݍଷሻ ሺݍ଴ଶ െ ݍଵଶ ൅ ݍଶଶ െ ݍଷଶሻ 2ሺݍଶݍଷ െ ݍ଴ݍଵሻ






















Ԧܽ ൌ Ԧܽ௚ െ Ԧ݃ 
Formel 3.9: Allgemeine Formel für die Zusammensetzung der Beschleunigung 
Da es sich bei diesem Accelerometer um ein 3 Achsen Sensor handelt, kann für jede Achsen‐
richtung  der  wirkende  Anteil  der  gesamten  Erdbeschleunigung  Ԧ݃ bestimmt  werden.  Dazu 





ܽ௚௫ െ ݃௫ܽ௚௬ െ ݃௬ܽ௚௭ െ ݃௭
൱ 
Formel 3.10: Darstellung der allgemeinen Formel mit Vektorkomponenten 
Die einzelnen Bestandteile ݃௫, ݃௬, ݃௭ werden nur  von der Orientierung des  Sensors beein‐
flusst,  da  die  Positionsänderung  im  Raum  keine  Wirkungsänderung  von  Ԧ݃ hervorruft.  Die 
Orientierung setzt sich aus drei Winkeln zusammen. Der Winkel ߠ/߮/߬ bezeichnet eine Ver‐
änderung der Orientierung durch  einen Pitch/Roll/Yaw. Weil die Richtung und der Betrag 
von  Ԧ݃ fest definiert sind, werden zwei Bedingungen  festgelegt  (siehe Formel 3.11 und For‐
mel 3.12). 






















und ߮ einen Einfluss auf ݃௫, ݃௬, ݃௭. Der Grund dafür  ist, dass eine Drehung um die Achse  in 
der  Ԧ݃ wirkt die  Lage des Accelerometers  verändert, aber der Betrag und die Richtung der 
existierenden Kräfte auf die Sensoren gleicht bleibt. 








größer |ߠ| wird,  desto  mehr  nähert  sich  der  Sensor  für ݃௫ einer  Parallelstellung  mit  Ԧ݃ an. 
Aber nur Beschleunigungen die orthogonal zum Sensor auftreten können registriert werden, 
d.h. mit  steigendem |ߠ| sinkt der Anteil von  Ԧ݃ für ݃௫. Umgekehrt wirkt  sich ein  steigendes 
|߮| aus. Dadurch wird der Sensor in die orthogonale Stellung zu  Ԧ݃ gebracht bis  Ԧ݃ vollständig 
durch ݃௫ abgebildet werden kann. Durch Parametrisierung von ݃௫ folgt: 





























Der  zurückgelegte Weg ݔ, ݕ, ݖ für  eine  Translation  um  die  jeweilige  Achse wird  über  eine 
zweifache  Integration über die Zeit erreicht. Die Beschleunigungen werden mit ܽ und den 
passenden Indizes für die Achsen des Accelerometers bezeichnet (siehe Formel 3.16). 
ݔ ൌ ඵܽ௫  ݀ݐ݀ݐ 
ݕ ൌඵܽ௬  ݀ݐ݀ݐ 










ܽ௚௫ െ cos ߠ כ sin߮ כ | Ԧ݃|
ܽ௚௬ െ ሺെ sin ߠ כ | Ԧ݃|ሻ
ܽ௚௭ െ cos ߠ כ cos߮ כ | Ԧ݃|
ቍ 
Formel 3.17: Parametriersierte Darstellung der Vektorkomponenten 
Daraufhin werden wie  in  Schritt  2  beschrieben ܽ௫, ܽ௬, ܽ௭ zweimal  integriert. Das  Ergebnis 















nen. Modus 1  führt  jede Bewegung  relativ zum Objekt aus, während Modus 2 eine Bewe‐
























































tierung) und  ௫ܶ,   ௬ܶ,   ௭ܶ die Translationskomponenten (Position). 
ܲ ൌ ൮
ܴଵଵ ܴଵଶ ܴଵଷ ௫ܴܶଶଵ ܴଶଶ ܴଶଷ ௬ܶ




































௔ܲ௟௧  und ∆ܶ  durch  eine  einfache  Matrixmultiplikation  dargestellt  werden  (siehe  Formel 
3.20). Die zuerst durchgeführte Transformation wird stets auf die rechte Seite der Multipli‐
kation geschrieben. 








Damit ∆ܶ aus  Kameraperspektive  durchgeführt  werden  kann,  wird  die  Pose  ைܲ ௔௟௧ auf  die 
Kamerapose  ௄ܲ mit der Transformation  ைܶ ௔௟௧௄  abgebildet (siehe Formel 3.21). Dadurch wer‐
den die Koordinatenachsen der Kamera auf die Koordinatenachsen des Objektes  verscho‐
ben. 
ைܶ ௔௟௧௄ ൌ ௄ܲି ଵ כ ைܲ ௔௟௧ 
Formel 3.21: Transformation der Koordinatenachse der Kamera auf die Koordinatenachse des Objektes 

























ைܲ ௡௘௨ିଵ ൌ ைܶ ௔௟௧௄షభ כ ∆ܶ כ ைܶ ௔௟௧௄ כ ைܲ ௔௟௧ିଵ  
Formel 3.22: Vollständige Transformation der neuen Pose aus Kameraperspektive 
Im Gegensatz  zum Modus 1 wird hier die  Inverse ausgerechnet, da bei diesem Verfahren 












Auch  für  die  Gyroskope  in  der  WiiMotion  Plus  wurde  in  einer  Evaluation  von  Yang‐Wai 
Chow[Cho09] zur Genauigkeit festgestellt, dass die verwendeten Sensoren im Vergleich zum 
















Die Anwendung  solcher VR Anwendungen  spielt eine  zentrale Rolle bei der Unterstützung 
von  medizinischen  Behandlungen[LMW+08]  [SNS+04]  und  präoperativen  Planun‐
gen[SMR+09]. Die Ergebnisse in diesem Bereich deuten darauf hin, dass sich diese Technolo‐






Im Rahmen dieser Arbeit wurde ein  flexibles  Integrationsdesign  für externe Eingabegeräte 














































weisung  die  richtige  Ansicht  auf  die  Daten  auswählt.  Bei  Trainingssimulationen  bedeutet 
eine inkorrekte Abbildung der Realität eine Verringerung des Lerneffekts. 












Interaktion mit medizinischen Daten  zu ermöglichen. Das VR Headtracking  stellt eine  frei‐






terhin  konnte durch die Verwendung  von  Extension Points und XML Dateien  ein dynami‐
















Interaktion  mit  3D  Oberflächen  für  die  Navigation  und  das  Scrollen  durch  transversale 







Eingabegeräten mit  innovativen  Technologien  könnte  eine  vollständige  Steuerung  der  VR 





























Unabhängig von der Darstellung  im virtuellen Raum muss der Benutzer  in der  realen Welt 
die Wiimote nach vorne gerichtet auf den Bildschirm bedienen. Da die Wiimote durch  ihre 
äußere  Form bereits eine  solche Haltung  impliziert,  ist die Verwendung  für den Benutzer 
dennoch intuitiv. Des Weiteren kann das Konzept so weiterentwickelt werden, dass das Sys‐
tem  unabhängig  von  der Haltung  in  der  realen Welt  funktioniert. Dazu  können  ebenfalls 
Quaternionen in Kombination mit den Beschleunigungssensoren verwendet werden. 
Je nach Modus kann eine Pose des Controllers aus der Realität in der VR abgebildet werden. 
Eine Pose  setzt  sich  zusammen aus Orientierung  (Rotation) und Position  (Translation). Zur 





netes  Modell  entworfen  werden,  dass  die  Handbewegungen  und  daraus  resultierenden 





















Navigator  und  der Wiimote  die  Schlüsselrolle  von  intuitiven  Interaktionskonzepten  in  der 









Eingabegeräte  zu  integrieren. Ein weiteres Projekt kann die Kinect von Microsoft  sein, die 




eingesetzt werden. Dadurch  können  bestehende  Entwicklungen wie  das  VR Headtracking 
















das bereits  in den  alltäglichen Gebrauch durch Touchpads umgesetzt wird. Damit  können 


















































2. Weil  die  Controller  Klasse  eine  Statemachine  ist,  muss  der  Parameter,  der  dem 






Ansonsten  kann  die  Statemachine  durch  Events  vom  Eingabegerät  keine 
Zustandsprünge machen. 
 Add‐on müssen die Eventkonstanten benutzen um Events  vom Treiber  zum Event‐
mapper weiterreichen zu können 





































gabegeräten  zu  erweitern.  Zum  Hinzufügen  eines  neuen  Eingabegerätes  muss  die  Datei 
plugin.xml vom Bundle nach folgendem Schema editiert werden: 
Das  Attribut  point  vom  Tag  extension  muss  zu  dem  Extension  Point  mit  der  ID 
org.mitk.core.ext.inputdevices  verweisen.  Ansonsten  kann  der  Extension  Point  das 
Eingaberät nicht  identifizieren. Das extension  Tag  folgt  festgelegten Regeln, die der Datei 
inputdevice.exsd  des  org.mitk.core.ext  Bundle  zu  finden  sind.  Dieses  Schema  enthält  Be‐
schränkungen  für die Struktur eines Tags  für Eingabegeräte. So kann ein Hinzufügen eines 
neuen  Eingabegerätes  dazu  führen,  dass  die  Regeln  geändert werden.  Bis  jetzt  ist  dieses 
Schema nur informativ und wird noch nicht validiert. Für ein einfaches Eingabegerät reichen 
3 Attribute aus: 
 id:    einzigartiger Kennung für jedes Eingabegerät 
 name:    reeller Name des Eingabegerätes 

























dem das Projekt einmal konfiguriert worden  ist, müssen die  folgenden  zwei Variablen ge‐
setzt werden: 
 
 PLUGIN ID:  einzigartige Kennung (z.B. org.mitk.inputdevices.myinputdevice) 





fügen  einer  Klasse,  die  alle  notwendigen  Abhängigkeiten  (Hinzufügen  der  Add‐ons  zum 
Eventmapper, Hinzufügen eines Listeners zu dem globalen Eventhandler) regelt. Diese Klasse 
muss das  Interface  IInputDevice von dem Bundle org.mitk.core.ext  implementieren, um er‐































OPTION(MITK USE MYINPUTDEVICE DRIVER "Use my input devicedriver" OFF) 
IF (MITK USE MYINPUTDEVICE DRIVER) 
ADD DEFINITIONS(-DMITK USE MYINPUTDEVICE DRIVER) 
ENDIF(MITK USE MYINPUTDEVICE DRIVER) 
MITK CREATEMODULE(mitkInputDevices 
INCLUDE DIRS MyInputDevice 
DEPENDS Mitk ) 




























2.   Erkennen des IR Senders durch Wiimote 
IR Kamera 
3.   Umwandeln  der  IR  Daten  in  Koordina‐
ten  
4.   Verwenden  der  Koordinaten  zur  Be‐
rechnung eines Bewegungsvektors 



















































































5.   Transformieren  der  Daten  der 
Wiimotesensoren  zur  Verwendung  im 



























5.   Transformieren  der  Daten  der 
Wiimotesensoren  zur  Verwendung  im 
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