Abstract. The successive Galerkin approximation (SGA) algorithm has recently been developed for approximating solutions to the Hamilton-Jacobi-Isaacs equation. The algorithm produces feedback control laws that are stabilizing on a well-de ned region of state space. The objective of this paper is to demonstrate the application of the SGA algorithm to two simple examples. The examples serve several purposes: rst they illustrate how the algorithm is applied in a setting that is simple enough to write out in detail, second they demonstrate the convergence of the algorithm in a setting where the actual solution can be derived analytically.
INTRODUCTION
Linear H 1 control has recently been extended to nonlinear systems (van der Schaft, 1992; Isidori and Astol , 1992; Ball et al., 1993) . Although the theory for nonlinear H 1 control is well developed, there have been very few applications, due to the lack of e cient numerical methods. To solve the nonlinear, state-feedback H 1 control problem requires the solution of the HamiltonJacobi-Isaacs (HJI) equation, which is a rst order, nonlinear partial di erential equation, that has proven to be impossible to solve in general, and very di cult to solve for speci c nonlinear systems. Since this equation is di cult to solve analytically, there has been a great deal of research directed toward approximating its solution (Wise and Sedwick, 1994; Huang and Lin, 1995; Fleming and Soner, 1993) . Recently, we have developed an approximation algorithm, called the Successive Galerkin Approximation (SGA) algorithm, for the Hamilton-Jacobi-Bellman (HJB) equation that has several desirable characteristics, namely (1) feedback control, (2) guaranteed stability, (3) a wellde ned region of state-space over which the approximation is valid, and (4) o -line computations (Beard, 1995; Beard et al., 1996; Beard et al., 1997; . In (Beard and McLain, 1998) this algorithm was extended to the Hamilton-Jacobi-Isaacs equation, however the convergence properties of the extended algorithm have not yet been studied in detail. The objective of this paper is to describe the SGA algorithm for the HJI equation and to demonstrate through two academic examples with known solutions to the HJI Equation, that the approximate solution converges to the solution of the HJI equation. The remainder of the paper is organized as follows. In Section 2, the successive Galerkin approximation (SGA) algorithm for the HJI equation is stated. Section 3 states what is currently known mathematically about the convergence of the algorithm. Section 4 demonstrates the convergence for two simple examples. Finally, Section 5 gives our conclusions.
THE ALGORITHM
This section gives a brief overview of the SGA algorithm applied to the HJI equation. See (Beard and McLain, 1998) for greater detail.
The nonlinear H 1 control problem is stated in terms of the L 2 gain of a system. Consider the system
(1) where x 2 I R n is the state, u 2 I R m is the control, w 2 I R q is the disturbance, y 2 I R p is the output and where h(0) = 0 and f is observable through h. System (1) is said to have L 2 gain less than or equal to if for all T 0 and w 2 L 2 (0; T),
where x(0) = 0. System (1) has L 2 -gain less than if there exists some 0 ~ such that equation (2) Two algorithms will now be stated: the successive approximation (SA) algorithm, and the successive Galerkin approximation (SGA) algorithm to the HJI equation. Since the derivation of the SA and SGA algorithms for the HJI equation appear in (Beard and McLain, 1998 ), they will not be derived here, only the main results will be stated. The SA algorithm is a duel iteration in policy space that reduces the HJI equation to an in nite sequence of nonlinear partial di erential equations.
Algorithm 1 (SA) Let u (0) be an initial stabilizing control law for the system _ x = f + gu (w 0), with stability region .
For i = 0 to 1 Set w (i;0) 0. For j = 0 to 1 Solve for V (i;j) from:
Update the Disturbance:
End j Loop Update the Control:
End i Loop
The di culty with Algorithm 1 is that Equation (4) is also di cult to solve. To approximation this equation, we employ a global Galerkin approximation to obtain the following algorithm.
Algorithm 2 For the standard optimal control problem, the successive approximation algorithm leads to the well-known Kleinman algorithm for solving the standard Algebraic Riccati Equation from optimal control theory (Kleinman, 1968) . By substituting V (i;j) = x T Q (i;j) x into Algorithm 1 we obtain the following algorithm which can be considered as an extension of the Kleinman algorithm to Equation (11). 
End i Loop
Using the results in Section 3 it is straight forward to show that Algorithm 3 converges to the solution of Equation (11) (for large enough ). In the next subsection we will show that for linear systems, Algorithms 2 and 3 produce the same results. To this point, the role of the parameter has been ignored. It is known that there exists a such that if , then there is no positive de nite solution to Equation (3), and if > , then there exist a unique positive de nite solution to Equation (3) (Basar and Bernhard, 1995) . We have observed that Algorithm 2 converges for min and does not converge otherwise. We conjecture that as the order of approximation increases, min ! . However, this remains to be shown.
In the following examples, min is found by using the following binary search algorithm, assuming that the input/output structure of the SGA/Kleinman algorithm where R = P = 1. According to (Green and Limebeer, 1995, p. 240) , for this system = 0:4472, and V = Q x 2 where Q = 0:4084:
A stabilizing control for this system is u = ?2x, therefore let L (0) = ?2. Letting = 1, Algorithm 3 is applied as follows:
The following table shows the values for Q, S, and L as functions of i; j. This is a general trait of the algorithm. The application of Algorithm 2 to the same system will now be described. Again, let the initial stabilizing control be u = ?2x, and let = ?1; 1]. Let there be one basis element, namely 1 (x) = x 2 . Then from Algo- We will now demonstrate the application of Algorithm 2 to this problem. Letting the basis functions be fx 2 ; x 4 g, and the initial stabilizing control be u = ?2x + x 3 , we obtain the following values for the integrals in the initialization step of Algorithm 2: The application of Algorithm 2 results in c 10;4 = (2:3180; ?0:6750) T which implies that V 10;4 (x) = 2:3180x 2 ?0:6750x 4 which is depicted in Figure 1 by a dashed line. Also plotted in Figure 1 are V 10;2 and V 10;6 . It is clear from the gure that V ;N is converging to V on .
CONCLUSIONS
The objective of this paper is to demonstrate the application of the successive Galerkin approximation algorithm to the Hamilton-Jacobi-Isaacs equation. In particular, the algorithms was applied to two rst order systems. Several conclusions can be drawn from these examples. First, it appears that the SGA algorithm converges to the optimal value function for a xed . The convergence is interesting in that there is an inner and an outer loop. The value function uniformly increases in the inner loop, and uniformly decreases in the outer loop. There is a game theoretic interpretation to this iteration. In the inner loop, the control is xed and the disturbance it iteratively \improved," in the sense that the value function is increasing. Once the disturbance is made as large as possible, without destroying the stability of the system, then one application of the outer loop improves the control for that particular disturbance. Further research is still needed to fully understand the convergence properties of Algorithm 2.
