ABSTRACT Joint 3D face reconstruction and dense alignment based on a single image has always been a challenge in computer vision. Recently, some work achieves these two goals simultaneously by adopting the position map to represent a 3D face. In this paper, we design a novel upsampling block, denoted as shortcut-upsampling block, to construct the position map. We first utilize the residual blocks to extract and downsample the feature maps from the 2D face image, and then utilize the proposed shortcut-upsampling blocks to convert the feature maps to the corresponding position map. Shortcut-upsampling block allows our model to be only 121M and achieve excellent performance on 3D face reconstruction and dense alignment. Compared with other deep learning methods based on 3D Morphable Model(3DMM), our model is the fastest when reconstructing a 3D face. In addition, through introducing a dynamic weight loss function, our model can converge the loss to a lower value and obtain a better performance on 3D face reconstruction.
I. INTRODUCTION
Three-dimensional facial reconstruction and face alignment based on a single view have always been two hot spots in computer vision, which affected by many factors such as large poses, illuminations, and occlusions. The researchers working on face alignment usually use the face datasets labeled in 2D space to train the face model and predict the landmarks. The classic Active Shape Model(ASM) [1] algorithm uses the same mechanism as mentioned above. Gradually, researchers no longer satisfied with the face alignment in 2D space. Many of them performed the face alignment in 3D space by utilizing the 300W-LP dataset. The 300W-LP dataset contains about 60k 3D face models, each of which corresponds to a 2D face image. Intuitively, once the reconstructed 3D face is consistent with the facial posture and shape in the source image, then dense face alignment is achieved.
Generally speaking, current methods for 3D face reconstruction can be classified into two categories, the modelbased methods and the model-free methods. Since the 3D
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faces generated via the model-based methods are limited by the amount of information contained in the model, they are usually missing in detail. In order to solve this problem, some researchers [2] designed follow-up work to refine the 3D face. In contrast, the model-free methods are less subject to this limitation. Both Position Map Regression Network(PRN) [3] and Volumetric Regression Network(VRN) [4] are the modelfree methods, their essence is to directly regress each point on the 3D face. They do not discard the context information of the points in the 3D face and are not restricted by the model. Compared with VRN, PRN gains great improvements in model size and face fidelity. An important advantage of PRN is that it uses the position maps extended from the 300W-LP dataset to represent 3D faces. Position map makes the representation of 3D face concise and explicit, and preserves more spatial information.
However, in the regression of position map, we observed that the upsampling structure in PRN produces a large number of parameters. To make the upsampling module of position map smaller, we tried other structures, but most of them are limited by their respective data characteristics. For example, U-Net [5] can achieve great results when the inputs and outputs of the network have similar image structures, but undesirable results can occur when the input images and the output images are not structurally maintained.
Inspired by [6] and [7] , we designed the shortcutupsampling block for position map with fewer parameters and better generality. We use the shortcut-upsampling blocks instead of the transposed convolutions in PRN to build a new network. Compared with the PRN we trained in the same experimental environment, our network achieves breakthroughs in both 3D face reconstruction and dense face alignment. Compared with the PRN model provided by [3] , it has some shortcomings in 2D face alignment and 3D face reconstruction, but it still achieves better results in 3D face alignment. We also apply shortcut-upsampling blocks in cycle-gan [8] to indicate the shortcut-upsampling block has better generality. In order to make the network converge better, according to the characteristics of position map, we introduced dynamic weights to improve the loss function of [3] and achieved better results.
In summary, our contributions in this paper are as follows:
• We propose a novelty convolution structure called shortcut-upsampling block for regressing position map.
And we design experiments to show that the network built by it has significant advantages in 3D face reconstruction and dense face alignment.
• We put forward a dynamic weight loss function for the position map, which effectively improved the performance of our model in 3D face reconstruction and dense face alignment.
• We apply the shortcut-upsampling blocks to cycle-gan to show that it can be used in other scenes requiring upsampling, not just the regression of position map.
II. RELATED WORK A. 3D FACE RECONSTRUCTION
Recent 3D face reconstruction works mostly focus on several spots: building a 3D face statistical model that contains more information for better performance; achieving more robust performance in more challenging contexts; trying to get a mathematical model with fewer parameters to meet the performance and running time requirements. 3DMM [9] has been widely used and Basel Face Model(BFM) [10] is a kind of 3DMM. There is no doubt that the BFM plays an important role. The researches based on the BFM gains many excellent achievements, such as FaceWarehouse [11] , which attaches a facial expression module with the BFM for richer emotions. The subsequent Large Scale Facial Model (LSFM) [12] learned from 10000 faces and contains statistical information of numerous human populations. Moreover, Liverpool-York Head Model(LYHM) [13] can represent the entire head model, which not only contains the facial shape but also the craniofacial shape. Therefore, the LYHM would have more research value.
Image processing in more extreme conditions has always been a challenge of computer vision. Complex lighting, environments, arbitrary face poses and exaggerated expressions all need to be addressed. Many researchers are working to solve these problems. Trần et al. [2] put forward a system for reconstructing the rotated and occluded faces with rich details. In addition, [14] handles faces in complex contexts by predicting the normals of face surfaces using a deep convolutional network. The classic image processing methods can also be embedded into recent neural network algorithms to improve 3D face reconstruction, just like [15] .
Given that the reconstruction effect is guaranteed, the model used to reconstruct the 3D face should be as small as possible, and the running time should be as short as possible so that the research results can be more easily converted into specific applications. In respect of model size, PRN is much smaller than VRN and has considerable advantages in terms of running time and 3D face reconstruction effect.
It is certain that some researchers attempt to solve all or more of the problems mentioned above in the meantime. As a result, their reconstructed 3D faces are getting more and more realistic.
B. FACE ALIGNMENT
The chief objective of traditional 2D face alignment is to accurately locate landmarks of the face. ASM [1] , Active Appearance Model(AAM) [16] , [17] and Constrained Local Model (CLM) [18] are quite classic methods at the primary stage. Traditional machine learning methods also need to meet the accuracy of landmarks location, robustness to various environments and running time requirement. Reference [19] is an outstanding machine learning algorithm, which achieved an excellent standard of running time and landmarks locating accuracy, but its robustness to face images is obviously insufficient compared with the recent methods based on neural network. CNN-based methods [20] , [21] have gained the state-of-the-art results in 2D face landmarks localization. However, it is evident that those methods for 2D landmarks can not accurately predict the shape of a face in 3D space. Occlusions and self-occlusions on the face, complicated illuminations, expressions, and facial postures would also increase the difficulty of landmarks localization. Thus 3D face alignment becomes a problem that requires to be immediately addressed.
With the exploration of 3D face alignment, fitting the 3DMM to the 2D face images [22] , [23] is attracting more and more researchers. It helps to locate the landmarks that are invisible on the human face and can handle arbitrary gestures, occlusions, and expressions. In fact, some researchers have put forward many effective methods [24] , [25] , [26] to deal with face images in-the-wild. However, there is a problem that can not be ignored, that is, the 3D annotated face images are scarce. To our knowledge, only the 300W-LP dataset is widely used for train, and the 2D annotated face images are more plentiful in contrast.
III. PROPOSED METHOD
In this section, we introduce the overall framework and implementation details for 3D face reconstruction and dense alignment. We first show the 3D face presentation, then we explain the shortcut-upsampling block and its superiorities in detail. At last, we would show the specially designed dynamic weight loss function for position map.
A. 3D FACE REPRESENTATION
In the process of 3D face reconstruction, the primary problem is how to represent a 3D face. 3D face is composed of a large number of planes formed by points at most times. Therefore, an intuitive idea is to make all the coordinates of points into a 1D vector, but it will undoubtedly lead to large computation work because these vectors need fully connected to regress. [27] , [28] use fewer points to generate 3D faces, but they are unable to accurately predict a delicate face due to the limitation of the number of points. [29] , [30] , [22] estimate 3DMM parameters by locating landmarks and some local features, which are dramatically limited by the locator of landmarks. Recently, there are more and more methods [31] , [32] , [33] apply CNN to regress 3DMM coefficients, most of them are complex and time-consuming, and they are unable to eliminate the restrictions of 3DMM. Although VRN performs CNN regression on faces represented by volumes, VRN has heavy network and time-consuming computation as well.
This paper adopts the position maps to represent 3D faces, which is the same as PRN. Since the texture of a 3D model can be expanded into the 2D plane, we map each point of a model to the UV space, which is a way of representing texture mapping including facial texture mapping. Then the values of points in the Cartesian coordinate system, including the x, y, z coordinates, would replace the values in three color channels of the corresponding pixels that belong to the texture. As shown in the Fig. 1 , the representation using position map is concise. This makes it possible for reconstructing 3D faces via the transformation between image to image. Position map simplifies the end-to-end generation network and preserves the spatial correlation between points, retaining more information. Fig. 1 gives a systematic overview of representing face by position map. The upper left image is a 2D image containing a face. The upper right image is the 3D face corresponding to the 2D face. The bottom left image is the texture of the 3D face expanded on a 2D plane. The bottom right image is the position map. It can be seen intuitively that these points p1, p2, p3, p4 actually point to the same position of the face. p1 and p3 are the projections of p2 on the 2D image and the UV space, respectively. The p4 and p3 are in the UV space, and p4 replace the values of three color channels from p3 with the values of coordinate from p2.
The set of position map is derived from the 300W-LP dataset based on BFM. BFM represents the 3D face shape as S ∈ R 3N , which is made up 3D coordinates of N points. A 3D face shape is formulated as: and S ∈ R 3N is a mean shape of a 3D face. A s ∈ R 3N ×40 and A exp ∈ R 3N ×10 are the PCA basis of identity and expression respectively. X s ∈ R 40 and X exp ∈ R 10 are the coefficients related to the shape principle basis and expression principle basis respectively. When rotating and translating in 3D space, the face is represented as:
where, R ∈ R 3×3 and t ∈ R 3×N refer to the rotation matrix and translation matrix of face shape respectively, and S ∈ R 3×N is reshaped from S. Since the number of points implied by S3D is not equal to the number of pixels in the position map, converting S3D to position map requires interpolation according to the mapping relations [3] between them. The deviations caused in the interpolation have minor impact.
B. SHORTCUT-UPSAMPLING BLOCK AND TRAINING NETWORK
The application of position map makes 3D face reconstruction an image-to-image process, thus we train dataset with a network similar to PRN. In the network, we utilize the same feature extraction module as PRN, which reduces the 256 × 256 × 3 image into the 8 × 8 × 512 feature maps. In PRN, the features extraction module that stacks 36 convolutions possesses fewer parameters than the upsampling module that stacks 17 transposed convolutions owing to residual blocks [9] . In fact, convolution play the role of a encoder and transposed convolution act as a decoder in many occasions. The difference is that encoders have a variety of ways to built, but decoders are constructed in fewer ways. Most decoders [34] , [35] are always simply stacking of transposed convolutions and convolutions. The U-Net [8] , [5] , [36] , [34] architecture allows the downsampling component to connect the subsequent upsampling component via a shortcut. However, U-Net is more suitable for the case where the input images and the output images are roughly identical in structure. Following [7] , which first enlarges the feature maps and then makes the convolutions to replace the transposed convolutions, we designed the shortcut-upsampling block using a similar structure as the residual block to replace transposed convolutions. Its structure is shown in Fig. 2 . Let the output of shortcut-upsampling block to be y, then the shortcutupsampling block perform the process y = F(x) + R(x). F(x) consists of transposed convolutions, which output the feature maps x to the required size and number. When the input feature maps and the output feature maps are consistent in number and size, R(x) is actually x, otherwise, R(x) convolves and resizes the feature maps x to the same size and number as F(x). In [7] , the researchers use the nearest-neighbor interpolation to resize feature maps for the best results, but we use bilinear interpolation instead, and we will compare the performance of the two methods later. As shown in Fig. 2 , the shortcut-upsampling block on the left is composed of transposed convolutions, convolutions and an image-resize block. When the size and number of feature maps need some changes after passing a shortcut-upsampling block, the left structure in Fig. 2 should be called, otherwise, the right structure in Fig. 2 should be called. Except that the intermediate transposed convolution kernel size is 4, the kernel size of other convolutions and transposed convolutions are all 1. Note that the intermediate transposed convolution and the convolution in shortcut should maintain the same stride.
Obviously, the shortcut-upsampling block produces fewer parameters than conventional transposed convolution in most practical cases.
Integrating hereinbefore description, Fig. 3 overviews the structure of the entire training network. The network inputs the 2D face images and outputs the corresponding position maps.
C. DYNAMIC WEIGHT LOSS FUNCTION
Like PRN, we set separate weight for each pixel of a position map, but the difference is that we calculate the loss of each batch during the training, and dynamically update the corresponding weight of a pixel according to the error accumulative total of a pixel in a batch. These weights are applied to form a weighted L1 loss function. We assign an initial weight to each pixel and use λ to divide the weight of each point into basic weight and dynamic weight. Let w(x, y) denotes the initial weight and (x, y) represents each pixel coordinate, then we gain the dynamic weight W (x, y) as below:
where, Here, p j (x, y) indicates the position map of the j th sample in a batch(batch size is m) outputted by the network; p j (x, y) represents the corresponding ground truth; M (x, y) represents the face mask(the face area pixels are set to 1, conversely to 0); represents the coordinates of all pixels in the position map. Therefore, our loss function is expressed as follows:
We set the experience value of λ to 0.2, and use a weight mask similar to [3] to initialize, which can be seen in Fig. 4 .
IV. EXPERIMENTS
We qualitatively and quantitatively evaluate the methods proposed in this paper on 3D face reconstruction and dense face alignment with various settings. 
A. TRAINING DETAILS AND TEST DATASETS
The 300W-LP dataset used for training includes the face images with different angles and matching 3DMM coefficients. We utilize the ground truth bounding box to cut out the face from 2D images in training set and adjust its size to 256 × 256, and then generate the corresponding 256 × 256 position maps. Our experiments are implemented on TensorFlow [37] . The batch size is set to 16. Our network starts from the learning rate of 0.0001 using Adam optimizer. If the value of validation loss in three consecutive periods does not decrease, the learning rate would be reduced by half. The algorithm stopped when the learning rate is less than 1e-07.
In terms of the data augmentation, the face images in the training set are rotated randomly in the range of [−45
The random translation in the x and y directions of the image is carried out as well, whose range is less than 10 percent of the input size. And the zoom factor of the image is between [0.9, 1.2]. In the aspect of image occlusion, we take a similar method to [26] to generate random rectangular patches as occlusions, whose height and width are from 12.5 percent to 50 percent of the input size. During the training period, the ratio of data without augmentation, data using only one FIGURE 6. This shows the face alignment of different methods. NME (%) is used as the evaluation criterion. In the figure, (a) and (b) are aligned on the 2D coordinates and 3D coordinates for 68 landmarks, (c) and (d) are aligned on the 2D coordinates and 3D coordinates for all points in the face area. The mean NME(%) of each method is next to the legend at the bottom right.
augmentation method, and data using all augmentation methods was set to 1:1:2. All augmentations made to the face images are applied to the position maps accordingly.
We utilize the following two data sets to evaluate 3D face reconstruction and dense face alignment separately: AFLW-2000 contains 2000 images from AFLW [38] . [39] fits the 3DMM parameters for it and annotates 68 3D face landmarks. We use it to evaluate 3D face reconstruction and dense face alignment of the method proposed in this paper. AFLW-LFPA is also an extension of AFLW, which contains 1299 test images selected by [40] in AFLW. The yaw angles of faces in the test images are evenly distributed between [0 • , 90 • ]. In addition, each image is annotated 34 3D landmarks. Therefore, this dataset would be served to evaluate the accuracy of our method on dense face alignment as well.
B. DENSE FACE ALIGNMENT
Since both our method and PRN use the position maps as training set, it is intuitive to compare our method with PRN. Although the ground truth of AFLW2000-3D is controversial [26] because that its annotations are derived from [41] , it is still a worthy benchmark. The annotations implemented by [41] maintains excellent stability in many images that is difficult to handle. This is what many algorithms are pursuing and not yet fully achieved.
For the convenience of description, the network we proposed in the following are written as Shortcut-Upsampling Network(SUNet). Fig. 5 shows some better face alignment FIGURE 7. Comparsion of SUNet, PRN, and PRN trained by us in 3D face reconstruction. NME(%) is used as the evaluation criterion. The mean NME(%) of each method is next to the legend at the bottom right.
results obtained by our method than the PRN of [3] . Nevertheless, our method is not always able to achieve better results. Here is just some evidence that is favorable for our method. We use the Normalized Mean Error (NME) as the assessment standards between the points of each generated 3D face and the points in the ground truth, which is the mean square error normalized by face bounding box size.
In order to demonstrate the performance of the shortcutupsampling block, we not only used the model of PRN provided by [3] for comparison, but also trained the PRN in the same data and equipment environment as the SUNet. We utilized 68 landmarks and all points of the face area [3] VOLUME 7, 2019 FIGURE 8. Some results of 3D face reconstruction using SUNet.
TABLE 1.
Performance comparison on AFLW2000-3D (68 2D landmarks) and AFLW-LFPA (34 2D visible landmarks). The best result of our method compared to other methods has been bolded, the lower is the better. ''-'' means there is no corresponding data.
(contains 43867 points) to perform face alignment evaluation. Whether the set of 68 landmarks or the points of the face area, their 2D and 3D coordinates are used for assessment. We also added 68 landmarks from the results of DeFA [33] for comparison. The results are shown in Fig. 6 using NME(%) as the evaluation scale. We can see that our method achieves the best performance on 68 landmarks and facial points in the 3D face alignment. In the 2D face alignment, the performance of our SUNet is not as good as the PRN model provided by [3] . Nevertheless, in the case of the same data and equipment, our method gains lower NME(%) than the PRN trained by us in every scene, and the poor performance of our SUNet may be due to the gap in the training data and equipment. Therefore, the method we proposed in this paper is undoubtedly effective. What is more valuable is that shortcut-upsampling block employs fewer parameters for upsampling, and the training model is bound to be smaller.
For more comprehensive investigate the performance of our method in face alignment, we calculate the NME(%) produced by SUNet and our trained PRN on the samples with different facial yaw angles from AFLW2000-3D respectively. Since the yaw angles in the AFLW-LPFA are roughly uniform,we calculate the corresponding NME(%) on the data set as well. These are all reported in Table. 1, from which we can see that SUNet outperforms PRN and our trained PRN in the case of large yaw angles. Especially in the [60 • , 90 • ], the NME (%) of SUNet is smaller compared to the latest proposed 2DASL method. Although not as good as PRN in other parts, it is believed that the more appropriate data augmentations and network training will improve SUNet.
C. 3D FACE RECONSTRUCTION
As with the [3] , the criterion for evaluating the 3D face reconstruction is still NME(%). We evenly select 877 points in the generated 3D face and the ground truth separately, and use the Iterative Closest Points (ICP) algorithm to align them in the 3D space, then calculate the NME(%) between the two selected point sets. The results are shown in Fig. 7 It can be seen that SUNet is still better than our trained PRN in 3D reconstruction. We believe that when more suitable data augmentations and network training are obtained, the results of SUNet would be better. Fig. 8 shows some 3D faces we reconstructed.
V. ANALYSIS
In this section, we would show the details of the shortcutupsampling block and the dynamic weight loss function while analyzing their effects on 3D face reconstruction and dense alignment.
A. DETAILS IN SHORTCUT-UPSAMPLING BLOCK
As we mentioned above, [7] uses the nearest-neighbor interpolation to interpolate the feature maps, and we use the bilinear interpolation. We apply these two interpolation methods to shortcut-upsampling blocks for 3D face reconstruction, and then show their comparison results in Fig. 9 . It can be seen that the shortcut-upsampling block using nearest-neighbor interpolation obviously leads to more artifacts, which is undoubtedly terrible for 3D face reconstruction.
In [3] , the model provided by PRN has about 13350k parameters, and SUNet with shortcut-upsampling block has about 10150k parameters. This makes SUNet's model about 121M, while the PRN model is about 160M in size, and our model is a quarter smaller than it. Furthermore, SUNet achieved similar results to PRN and even gained better in 3D face alignment. In the case of consistent computer load, SUNet takes 952s to process 61,216 images, while PRN requires 973s. The hardware we used for evaluation is an Nvidia GeForce GTX 1080 Ti GPU and an Intel(R) Core(TM) i7-7820X CPU @ 3.60GHz. As far as we know, in the BFM-based neural network models for 3D face reconstruction, PRN was the fastest, but it is obvious that our method is faster now.
In fact, the design purpose of shortcut-upsampling block is to perform better upsampling, hence it is not just for 3D face reconstruction and dense alignment using position map. Simply replace the transposed convolutions with the shortcutupsampling blocks, we apply it to the cycle-gan [8] and get great results shown in Fig. 10 .
B. ABLATION STUDY OF THE DYNAMIC WEIGHT LOSS FUNCTION
In our work, adding the dynamic weights to the loss function converges the loss to a lower value. While the other components of SUNet are unchanged, we use the dynamic weight loss function and the fixed weight loss function [3] to train separately in the training set and compare them in the validation dataset(AFLW-2000) using the same fixed weight loss function. Their losses in the validation dataset are shown in Fig. 11 . It can be seen that the dynamic weight loss function promotes the loss to be smaller. The comparison of the mean NME (%) between the dynamic weight loss function and the fixed weight loss function in 3D face reconstruction and face alignment is shown in Table. 2. Obviously, our method has a better performance in the 3D face reconstruction and face alignment after applying the dynamic weight loss function. And we can see that even using only the shortcut-upsampling block without dynamic weight loss function, the SUNet performs better than the PRN that we trained in the same environment.
VI. CONCLUSION
In this paper, we propose the shortcut-upsampling block, which is a novel upsampling structure, and apply it to form SUNet. SUNet has fewer parameters, runs faster, aligns and reconstructs the 3D faces well via the position map. We also propose a loss function with the dynamic weights for training. The performance of SUNet exceeds in all aspects than the PRN we trained in the same experimental environment, and SUNet performs better in the 3D face alignment than the PRN provided by [3] as well. We show some details of the shortcut-upsampling block and implemente the ablation studies on the dynamic weight function. Experiments show that the dynamic weight function can effectively promote the SUNet convergence, and we think that the shortcutupsampling block can play a role in more networks requiring upsampling.
