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Abstract
Given a 0′-computable real x we are interested in the relative complexity of the sets
Az = {i : zi < x} for possible computable sequences of rationals z = {zs} with
lims zs = x, with respect to a strong reducibility ≤r. It turns out that the r-degree
structure of these sets (excluding the trivial, i.e. the ﬁnite and co-ﬁnite ones) is
a substructure of the ≤r-degrees inside the Turing degree of x and it can be non-
trivial. In fact, we construct a real x = lims zs = limsws such that Az |wtt Aw. Also,
it can be trivial even for non-computable reals x: there is a non-computable c.e. real
x such that for all sequences z with lim zs = x the sets Az (if co-inﬁnite) have the
same m-degree . Assigning such a degree structure to each 0′-computable real we
propose the study of the complexity of a single real by means of the complexity of the
correspondent degree structure. The variety of these degree structures from real to
real indicates that a ﬁne classiﬁcation of the 0′-computable reals may be possible in
this way. Finally, we study the immunity properties of Az: we prove that it cannot
be (co-)hyperhyperimmune but it is always bi-hyperimmune or (co-)hypersimple if
x is non-computable.
1 Introduction
By a result of Ho[4], a real is computable relative to the halting problem (0′-
computable) iﬀ it is the limit of a computable sequence of rational numbers.
Suppose that lims zs = x for a computable sequence of rationals z = {zs}.
We consider the sets
Az = {t : zt < x}
Bz = {t : zt > x}
We are interested in the relative complexity (with respect to a strong
reducibility) of these sets. First of all it is not diﬃcult to prove
1 I wish to thank my thesis advisor S. B. Cooper for his support, and the referee for useful
hints concerning the presentation of the paper.
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Proposition 1.1 If x is 0′-computable then there is a (computable) sequence
z which tends to x and Az is inﬁnite and co-inﬁnite.
From now on we consider only such sequences and we use the letters z, w
to represent them; lim z, limw are their limits. Considering all such sets for
a given real x and ordering them with a strong reducibility ≤r, we give rise
to a degree structure Drx associated with the real. This structure turns out
to be a substructure of the one of all r-degrees inside the Turing degree of
x. Intuitively, the properties of such a structure give information about the
real. In particular, if it is rich it means that there are many diﬀerent ways
to approximate x. And if it is poor, e.g. consisting of a unique m-degree (as
in theorem 2.3), then all ways to approximate x look very similar. We note
that all Az contain the same information about x for various z with lim z = x
(see proposition 2.1). The diﬀerence may be that this information is arranged
in diﬀerent way. This is the case when Az ≡r Aw for lim z = limw = x. If
Az r Aw, the information in Az is so much rearranged from the point of view
of Aw, that a strong oracle procedure (based on r) is not enough to decode
Az from Aw.
The set Az (for a sequence z with lim z = x) can be regarded as a sort of
‘representation’ or ‘presentation’ of x, a term which is very popular in modern
computable analysis. Representations (/presentations) of reals can be deﬁned
in many diﬀerent ways, see e.g. [2], [3] and [10] for a general ‘theory of
representations’ (not restricted on reals). Also, work on recursion-theoretic
(and in some cases degree-theoretic) analysis of representations of reals has
been done, see e.g. Calude, Coles, Hertling and Khoussainov[2], Downey,
Laforte [3], Soare[9]. We note that no work has been done on the sort of
representations we are studying, yet their study seems to give rise to a ﬁne
classiﬁcation of the 0′-computable reals. The evidence for the last claim lie on
the variety of the structures Drx (the structure of representations of x under
≤r) for diﬀerent reals x. Connections with existing work on degrees of (other)
representations (anyway this is deﬁned, e.g. like in [2]) do not seem trivial
and they are certainly a good motivation for further research.
The second part of the paper deals with the immunity properties of these
sets. We show that the immunity properties of these sets are roughly the same
for all non-computable reals. In particular, such immunity concerns do not
give information about a particular real. However, the results are pleasing
in the sense that they are general: for example, hyperhyperimmunity never
occurs, while hyperimmunity is always present in one or another way (see
theorem 4.1, corollary 4.4).
For reference we give the following
Deﬁnition 1.2 A real x is called computably enumerable (c.e. or left com-
putable) if it is the limit of a computable increasing sequence of rationals; it is
called co-c.e. (or right computable) if it is the limit of a computable decreasing
sequence of rationals.
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Note 1 We write h-immune and hh-immune to denote hyperimmune and
hyperhyperimmune respectively. By semi-computable we mean c.e. or co-c.e.
The degree of a real is the degree of its binary expantion, when this is viewed as
a set. For background and terminology of computable analysis we refer e.g. to
the ﬁrst chapters of Pour-El and Richards[6]. Soare[7] and Odifreddi[5] cover
the computability (i.e. recursion) theory used in this paper (some familiarity
with priority arguments is assumed).
2 Degrees of Az
We consider the case where lim z = limw = x for two computable sequences
of rationals z = {zs}, w = {ws}. It is not diﬃcult to prove
Proposition 2.1 Az, Aw inﬁnite and co-inﬁnite ⇒ Az ≡T Aw ≡T x
A question is whether this holds for stronger reducibilities (e.g. wtt-
degrees). Of course the answer depends on the nature of the Turing degree
of x; for example if deg(x) contains a unique wtt-degree, then proposition 2.1
holds for wtt-degrees. The following theorem answers this question negatively
3 .
Theorem 2.2 There are reals x with lim z = limw = x for computable se-
quences z, w and Az |wtt Aw.
In the other direction we present without proof the following
Theorem 2.3 (Barmpalias[1]) There are non-computable c.e. reals x with
the property
lim z = limw = x
Az, Aw co− infinite

⇒ Az ≡m Aw
The contrast of the two theorems (and especially the extreme of the second)
indicates that the class
Sx = {Az : lim z = x ∧ Az infinite and co− infinite}
ordered by a strong reducibility ≤r 4 can vary a lot depending on the real
x. This makes the study of such structures interesting and also motivates the
following
Deﬁnition 2.4 To every real x we assign the degree structure
Drx = {degr(A) : A ∈ Sx}
with respect to a strong reducibility r (= m or wtt).
3 this theorem also holds for x c.e., Barmpalias[1].
4 One can prove (Barmpalias[1]) that ≤tt Sx =≤m Sx, i.e. that tt- and m-reducibility
coincide on such a class.
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According to proposition 2.1, Drx is a substructure of the one of all the
r-degrees in the Turing degree of x.
3 The proof of theorem 2.2
The proof is a ﬁnite injury argument.
3.1 About the construction
Our requirements are simply
R2e :¬[Φe(Az) = Aw with bound ϕe]
R2e+1 :¬[Φe(Aw) = Az with bound ϕe]
where (Φe, ϕe) is an eﬀective enumeration of all possible pairs of partial
computable functionals with values in {0, 1} and partial computable functions.
We adopt the usual convention that if Φe(A, n) is deﬁned at stage s, then
e, n,Φe(A, n) along with the use of the computation, are less than s (and a
similar statement for ϕe). R2e and R2e+1 are dual and satisﬁed in the same
way. So we feel free to focus on R2e later on. There are two problems here.
First we are forced to keep on deﬁning the terms of z and w during the
construction without any delay caused by the behaviour of some requirement.
So if we had x ﬁxed (but arbitrary), such a construction would not seem
possible since once we deﬁne a term zi, we automatically determine (for ever!)
whether i ∈ Az and thus we have no way to change our mind according to
the behaviour of Re (as in any typical priority construction). And such a
construction is indeed impossible by a remark made in the introduction (the
case when deg(x) contains a unique wtt-degree). But fortunately we can
actually build a suitable x during the construction which allows us to change
our mind about i ∈ Az when we need it. In other words, although we may
have already deﬁned zi we may not have made a ﬁnal decision about whether
x is on the right or left of zi. So we have a parameter βi assosiated with
zi (similarly ξi for wi) which changes values between 0 and 1 (according to
whether x > zi or x < zi) during the construction. After a particular stage,
βi, ξi will stop changing (lims β
s
i = βi and lims ξ
s
i = ξi) and the limits βi, ξi,
as i increases, will determine the exact position of x in the unit interval.
After we solved this problem, one diﬃculty remains; namely, we don’t have
complete freedom in changing the parameters during the construction. That
is because our ‘guesses’ on whether x is on the right or left of zi or wi must be
consistent at every stage s; in other words if it happens e.g. zi > zj we cannot
put βi = 0 and βj = 1 at any stage. So an action to change a βi or ξi may
force changes in the parameters of other terms (due to our requirement to
keep the guesses always consistent). This problem can be solved by choosing
suitable witnesses for Re as well as by the strategy for Re described later. In
particular we use the fact that if e.g. wi ∈ In (see deﬁnition 3.1) then a change
of ξi will not force any changes in βj, ξj for j ≤ n . We have
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βi = 0 ⇐⇒ zi ∈ Az
ξi = 0 ⇐⇒ wi ∈ Aw
We choose witnesses xe for Re from the column Ne = {〈e, t〉 : t ∈ N}
and we change it ﬁnitely times until we ﬁnd a suitable one (at stage s the
current witness is xse). At every stage we have the restraint r(e, s) for Re and
lims r(e, s) = r(e). Moreover R(e, s) = max{r(i, s) : i < e} is the restraint
which Re must respect at stage s (and R(e) = limsR(e, s)). We note that we
have one restraint for both Az, Aw; this is because putting elements into Az
in general aﬀects (directly) the set Aw (and vice-versa). Finally we will take
care so that the terms zi , wi are accumulated in smaller and smaller nested
intervals, a fact which gives the convergence of z, w to a unique real x.
Deﬁnition 3.1 In = (an, bn) where
an = max{zi, wj : i, j ≤ n ∧ βi = 0, ξj = 0}
bn = min{zi, wj : i, j ≤ n ∧ βi = 1, ξj = 1}
The interval Isn is deﬁned similarly, by substituting above the parameters
by their s-approximation (approximation by the s-th stage, e.g. βi by β
s
i ).
Moreover we say that we revise In so that y ∈ In when we put βi = 0 if
zi < y, ξj = 0 if wj < y and βi = 1 if zi > y, ξj = 1 if wj > y, for all i, j ≤ n.
Of course when we say that we put e.g. βi = 0 (at a particular stage s)
we mean that we deﬁne βsi = 0. In other words I
s
n is the guess interval where
we believe x lies in according to the s-guesses (available at stage s) for the
possition of zi, wi, i ≤ n with respect to x (if for all i ≤ n, βsi = ξsi = 0 we put
Isn = (0,min zi, wi : i ≤ n) and similarly in the dual situation we bound Isn by
1).
If a parameter (e.g. xse) is not redeﬁned at a stage s + 1 then it keeps its
last value (xs+1e = x
s
e).
3.1.1 The strategy for R2e
We use directly the bound ϕe ; suppose a current witness x
s
2e. There are two
parts of the strategy and when part 1 has been performed (for the current
witness) we set R12e ↓ (otherwise R12e ↑); and when part 2 has been performed
we set R22e ↓ (otherwise R22e ↑).
part 1. We wait until ϕe(x
s
2e) ↓ (if this never happens, ϕe is not total). Then we
revise Iϕe(xs2e) so that wxs2e ∈ Iϕe(xs2e). Note that wxs2e is already deﬁned since
xs2e < s and at stage s we deﬁne zs, ws. We also set r(2e, s) = ϕe(x
s
2e) to
protect the relation wxs2e ∈ Iϕe(xs2e) (which will be needed to complete part 2
succesfully) in later stages. Once we have completed part 1 (so R12e ↓) we
want to complete
part 2. We wait until Φe(Az;x
s
2e) ↓ (if this never happens Φe(Az) is partial). When
this happens check whether the use of this computation is bounded by
ϕe(x
s
2e); if not, we set r(2e, s) = u(e, Az, x
s
2e, s) to secure the computation.
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We then have evidence for the satisfaction of R2e since the particular com-
putation is not bounded appropriately. Otherwise set
Aw(x
s
2e) = 1− Φe(Az;xs2e) (i.e. ξxs2e = Φe(Az;xs2e))
and for all i, j ≤ s
zi, wj ≤ wxs2e ∧ ξxs2e = 1⇒ βi = ξj = 1
zi, wj ≥ wxs2e ∧ ξxs2e = 0⇒ βi = ξj = 0
thus creating a disagrement at xs2e and keeping the guesses consistent.
Note that the action of part 2 does not force any changes to (the parameters
of) the terms below ϕe(x
s
2e) (i.e. βi, ξi for i ≤ ϕe(xs2e)); and this is because
in part 1 we took care so that wxs2e ∈ Iϕe(xs2e). So, since the (use of) the
computation Φe(Az;x
s
2e) ↓ is bounded by ϕe(xs2e), the computation will not
be aﬀected by our action. We also set
r(2e, s) = max{u(e, Az, xs2e, s), xs2e}(1)
to protect the computation as well as the evidence for the disagreement.
The strategy for R2e+1 is similar to the one described above (replace z with
w (and vice-versa), 2e with 2e+ 1 and ξ with β (and vice-versa)).
Of course, each time we take action for Re (under part 1 or part 2 of
the strategy) we must respect the requirements of higher priority; because
any action may force changes to Az, Aw and possibly to elements which are
restrained by an Ri with i < e. We take care of this problem by choosing
suitable witnesses.
3.1.2 The choice of xse
The witness xse is going to work for Re and so it must take into account R(e, s).
In particular, we must always have zxse , wxse ∈ IsR(e,s) at any stage s+1 = xse (in
other words when zs+1, ws+1 are deﬁned at stage s+1 and it happens s+1 to
be the current witness of a requirement Re (s+1 = x
s
e) then zxse , wxse ∈ IsR(e,s)).
In this way, when action is taken for Re, the restraints of the requirements
of higher priority will not be violated. For the last relation it is enough to
have ∀s∀e zs+1, ws+1 ∈ IsR(e,s). At stage s+ 1 our best guess about where x is
located is the interval Iss and so, unless some Re, e < s acts at s, we deﬁne
zs+1, ws+1 to be in I
s
s (e.g. we divide it into 3 and take zs+1 to be the end
of the ﬁrst part, ws+1 the end of the second part). Note that we always have
R(e, s) < s and so
zs+1, ws+1 ∈ IsR(e,s)(2)
for all e as we wanted. And if R(e, s) changes later, xse will also be changed
(by initializing Re) so that (2) will continue to hold. Now we say that we
initialize Re (at stage s) when we set
1. r(e, s) = 0
2. xse = µt[t ∈ Ne ∧ t > s]
3. R1e,s ↑, R2e,s ↑
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Again it is worth giving some explaination here about this deﬁnition, in
order to simplify the veriﬁcation. When we deﬁne xse according to 2. above,
zxse , wxse are still undeﬁned. So when deﬁned later, they will be in IR(e,s) (unless
R(e, s) has changed, in which case the same procedure will happen with a new
witness).
Now in the case that some Re, e < s acts at s, we change the way we deﬁne
zs+1, ws+1. This change is imposed by our strategy to satisfy lim z = limw
(described in the following). But as we will see, we still have zs+1, ws+1 ∈ IsR(e,s)
(for all e).
3.1.3 A strategy for lim z = limw
In order to push the terms of z, w into succesively smaller intervals we have
to keep an eye on the injuries or, in other words, on the actions performed by
the requirements when we deﬁne zi, wi.
We now describe the deﬁnition of zs+1, ws+1. These terms are always de-
ﬁned at stage s + 1. If no Re acted at stage s, we use the normal deﬁnition
described before. If Re acts at s we take I
s
R(e+1,s) (instead of I
s
s ) and do the
same as in the normal deﬁnition; i.e. if IsR(e+1,s) = (a, b) we take
zs+1 = a+
b− a
3
ws+1 = a+
2
3
(b− a)
That this strategy succeeds lim z = limw we leave it for the veriﬁcation.
Here we explain why we still have zs+1, ws+1 ∈ IsR(e,s) at any stage s, for all e.
According to the strategy, zs+1, ws+1 ∈ IsR(e1+1,s) ⊆ IsR(i,s),∀i ≤ e1 + 1; and if
i > e1 + 1, then r(i, s) = 0 and so R(i, s) = R(e1 + 1, s).
3.1.4 More about the construction
According to the description of the strategy, we say that Re requires attention
at stage s in the following two cases:
(i) R1e,s−1 ↑ and ϕe∗(xe)[s− 1] ↓
(ii) R1e,s−1 ↓ ∧R2e,s−1 ↑ and Φe∗(Az;xe)[s− 1] ↓
where e∗ = t when e is 2t or 2t+ 1.
(as usual [s] in front of an expression denotes the s-approximation of the
expression ). The action associated with (i) is described (e.g. when e even)
in part 1 of the strategy above and the action of part 2 is for (ii). When an
action is performed for the sake of Re we say that this requirement receives
attention.
3.2 The construction
stage 0 Initialize all Re and deﬁne z0 =
1
3
, w0 =
2
3
.
stage s+1
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step A Deﬁne
(a, b) =


Iss , if no action taken at s,
IsR(e+1,s) , if Re acts at s
and zs+1, ws+1 to be in (a, b); in particular, deﬁne
zs+1 = a+
b− a
3
ws+1 = a+
2
3
(b− a)
and set βss+1 = ξ
s
s+1 = 0 unless their value is speciﬁed by the context (i.e.
the zi, wi, i ≤ s).
step B Look for the least Re (e < s) which requires attention and perform the
relevant action (described in the previous section). Initialize all Ri, i > e.
3.3 The veriﬁcation
Lemma 3.2 For all e
[lim
s
R1e,s = lim
s
R2e,s =↑] ∨
[lim
s
R1e,s =↑ ∧ lim
s
R2e,s =↓] ∨
[lim
s
R1e,s = lim
s
R2e,s =↓]
and
• ∃ lims xse = xe
• ∃ limsR(e, s) = R(e)
• if e even, ¬[Φe∗(Az;xe) = Aw(xe) with bound ϕe]
• if e odd, ¬[Φe∗(Aw;xe) = Az(xe) with bound ϕe]
Proof. It is easy to see that at every stage our guesses are consistent (so that
Ise has meaning). We prove the lemma by induction; assume that it holds for
all i < e and that beyond the stage s0 all the above parameters have reached
their limit (for all i < e). Suppose also that e is even (the other case being
similar) and that e∗ is t when e = 2t or 2t + 1. It is not diﬃcult to see that
all Ri, i < e are satisﬁed. According to the construction, no action is going to
be taken for the sake of Ri, i < e and so Re is not going to be initialized after
s0; so x
s
e = xe and R(e, s) = R(e) for s > s0. After the last action performed
for the Ri, i < e, xe was redeﬁned so that wxe ∈ IR(e) and since then xe, IR(e)
have remained (and will remain) constant (due to the induction hypothesis).
Now we consider the following cases
R1e ↑, R2e ↑ (at s0). If this remains for ever, then ϕe∗ ↑ and thus we are ﬁnished.
Otherwise we argue as in the following cases.
R1e ↓, R2e ↑ (at s0).Then R1e ↓ happened after the last action performed for some Ri, i <
e. So, according to the construction we have wxe ∈ Iϕe∗ (xe).
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if R2e ↓ at some later stage, in all this intermediate interval the last relation will
be preserved (due to the restraint we impose and the lack of actions below
e). So when Φe∗(Az;xe) ↓ we will preserve the computation for ever (by
protecting its use) and also, in case the use is less than ϕe∗(xe), we will
create a disagreement by changing (if necessary) ξxe . We emphasize again
that this change will not aﬀect the computation since wxe ∈ Iϕe∗ (xe). The
disagreement will be preserved due to r(e) which will remain the same for
ever.
if R2e ↑ from now on, we have r(e) constant and Re satisﬁed since Φe∗(Az) is not
total.
R1e ↓, R2e ↓ (at s0) then by similar arguments the parameters of Re remain constant and
Re is satisﬁed.
✷
Lemma 3.3 For all e ∃ lims Ise = Ie
Proof. From the previous proof it follows that ∃ lims IsR(e) = IR(e) since after
all Ri, i < e stabilize, all parameters βi, ξi, i < e will stop changing due to
R(e). So it remains to show that limeR(e) =∞. But due to deﬁnition r(e) in
(1), it is enough to show that for inﬁnitely many e, r(e) is deﬁned according
to (1). But this is easy to show if we consider that there are inﬁnitely many
pairs (ϕe,Φe) such that ϕe total and Φe doesn’t ask any questions to the oracle
(so the use is 0), and is total as a function. ✷
Lemma 3.4 lim z = limw
Proof.
To prove this part it is enough to deﬁne a sequence of nested intervals Jn
such that ∀n∃s0∀s > s0 zs, ws ∈ Jn and limn |Jn| = 0. We will just describe
how to pass from one term Jn to its successor Jn+1. Consider an IR(e0) = Jn
and s0 such that ∀s > s0 no Ri, i ≤ e0 acts at s (so R(e0) = R(e0, s)). Take
the least e1 > e0 such that Re1 acts after s0; and s1 the stage in which R(e1)
acts for the last time. It is R(e1) = R(e1, s) for s > s1 and IR(e1) ⊆ IR(e0)
(since R(e1) ≥ R(e0)). At s1 + 1, zs1+1, ws1+1 will divide IR(e1) into three
and after βs1+1, ξs1+1 take their ﬁnal value (according to lemma 3.3, say stage
s2) all zi, wi, i > s2 will lie on the one third of IR(e1) , an interval Jn+1 of
length at most 1
3
|IR(e0)|. To continue (for the deﬁnition of Jn+2) take e2 with
R(e2) > s1 + 1 and s3 such that ∀i ≤ e2 Ri doesn’t act after s3. Continue in
the same way we started with IR(e0). ✷
4 Immunity properties
We are interested in how immune the above sets are, depending on x. One
can prove
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Theorem 4.1 (Barmpalias[1]) If x is not semi-computable, Az, Bz are h-
immune and not hh-immune. If x is c.e. non-computable, then Az is h-simple
and if co-c.e. then Bz is h-simple.
(it is easy to see that x c.e. ⇐⇒ Az c.e.).
A natural question is whether Az or Bz can be hh-immune for semi-
computable reals (our proof for the case of non-semi-computable x cannot
be adapted for this case). We prove that this cannot happen. In fact we
prove something stronger, i.e. that (e.g. for the case of x c.e.) Az cannot
be fsh (ﬁnitely strongly hyper)-simple (which is a weaker property than hh-
simplicity). For reference we give the following
Deﬁnition 4.2 (Soare[8]) A set D is ﬁnitely strongly h–immune if (it is in-
ﬁnite and) there is no disjoint weak ﬁnite array Wg(n) (g computable, Wg(n)
ﬁnite for all n, and n = m ⇒ Wg(n) ∩Wg(m) = ∅ ) all of its members inter-
secting it and D ⊂ ∪iWg(i) . In other words, if Wg(n) is such an array then
∃n[Wg(n) ∩D = ∅]. B is fsh-simple if it is c.e. and N−Bz is fsh-immune.
Theorem 4.3 If x is c.e. then Az is not fsh-simple for any computable se-
quence of rationals z = {zs} with lim z = x.
Note that a dual version of theorem 4.3 holds for co-c.e. reals (by similar
proof). The above result together with theorem 4.1 gives
Corollary 4.4 If x = lim z for z = {zs} computable sequence of rationals,
then Az, Bz are not hh-immune.
The proof of theorem 4.3 is a recursion theoretic (ﬁnite injury priority)
argument without any diagonalization. We ﬁnish this paper with a sketch of
the idea behind that proof.
4.1 About the proof of theorem 4.3.
We want to deﬁne a weak array Wg(t) which shows that Bz is not fsh-immune.
The idea is to try to install a sequence of markers yi and witnesses wk = zik
on the right hand side of x and simultaneously dovetail an enumeration of the
(indices of the) terms of z so that the following holds:
x < . . . < w1 < y1 < w0 < y0
ik ∈Wg(k)
where g indicates a uniform enumeration of the (indices of the) terms of
z (and is deﬁned implicitely during the construction). In this way, our weak
array Wg(k) will be disjoint since (with ﬁnitely many exceptions) the elements
i we enumerate in Wg(k) will have the property yi+1 < zi < yi ; this will also
imply that |Wg(t)| < ∞ and ∪t∈ωWg(t) ⊇ Bz. Moreover, the witness wk will
ensure that Wg(k) ∩Bz = ∅ (since wk ∈Wg(k) ∩Bz). That N−Bz = Az is c.e.
it is easy to see.
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The diﬃculty is that since we assume that x is not computable (this case
is trivial) it is not easy to ﬁnd which terms of {zi} lie on the right of x. Also
it is not easy to ﬁnd rationals close to but greater than x. So we have to
approximate yi and wi by making guesses y
s
i , w
s
i . After ﬁnitely guesses, we
will have a suitable ysi (and w
s
i ) and the construction will not change it later.
So we will have lims y
s
i = yi, limsw
s
i = wi and the limits are ﬁnite (in the sense
that after some point the sequence becomes constant). Some of the ysi ’s may
lie on the left of x (we say that the guess is false) in which case the false guess
will be recovered (at some later stage s1) by a ﬁxed (increasing) sequence
{xk} which tends to x from the left (i.e. xs1 > ysi ). In this case we say that
ysi (or yi) is injured (at stage s1). And according to the construction we leave
it undeﬁned ; in symbols ys1i ↑. Now we make wsi dependent on ysi .
Deﬁnition 4.5 Deﬁne
wsi = max{zt : t ≤ s ∧ zt < ysi ∧ t /∈ ∪{Wg(j),s : j < s, j = i}}.
If ysi ↑ then wsi ↑ and max{∅} ↑.
Note that the s in Wg(j),s denotes the enumeration into Wg(j)’s deﬁned
in the construction and not a general enumeration of all c.e. sets. So t /∈
∪{Wg(j),s : j < s, j = i} means that t has not been enumerated in any of Wg(j)
for j < s, j = i by the s-th stage of the construction.
During the construction, if ysi ↑, we say that it requires attention (it wants
to be deﬁned). We say that it receives attention at stage s if action is being
taken at the particular stage for its (re)deﬁnition (and this happens according
to its priority). Unfortunately, in general we will not be able to (re)deﬁne it
at once, and it may take several stages. So, at the particular stage we start
taking action for its (re)deﬁnition. In order to indicate this (so that later
we know that we have started the (re)deﬁnition and continue and ﬁnish this
procedure) we associate with ysi a parameter σ
s
i . This is undeﬁned (σ
s
i ↑)
when action is not being taken for the satisfaction of ysi ; and when action
is actually being taken, we store in σsi a value relevant to the last stage of
its (re)deﬁnition which will enable us to continue and eventually ﬁnish the
procedure. Of course, the (re)deﬁnition of ysi may be interrupted by an injury
of a yj with higher priority (i.e. j < i). In this case we start from zero at a
later stage. Finally, when an injury occurs, say yi is injured, we initialize all
yj for j > i. This means that we set y
s
i ↑, σsi ↑ for all j > i.
This ends the sketch of the proof. The full proof of the theorem, including
the formal construction and the veriﬁcation, can be found in Barmpalias[1].
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