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La presente tesis es un estudio detallado de las propiedades estadsticas de
las imagenes naturales, con un especial enfasis en las llamadas propiedades de
Autosimilaridad. Se trata de investigar las regularidades que presentan las
imagenes que captamos del mundo, para poder explicar como se ha adaptado
nuestro sistema visual para interpretarlas.
El trabajo ha sido desarrollado dentro del Grupo de Neurocomputacion
del Departamento de Fsica Teorica de la Universidad Autonoma de Madrid,
cuyos intereses fundamentales son el estudio y la modelizacion de sistemas
biologicos. No obstante, no es el objetivo del presente texto explicar las
experiencias psicofsicas y siologicas acerca de la vision primaria de los
mamferos, sino denir las propiedades a priori del mundo visual. Es este
un necesario e ineludible paso previo si uno quiere llegar a entender los
mecanismos de la vision.
1.2 Motivacion. Tratamiento
La motivacion de esta tesis es, pues, jar las bases de la codicacion de
las imagenes naturales, pues conocida esta se podran saber cuales han de
ser las estrategias optimas para transmitir y almacenar mensajes con ellas
relacionados ( ver [1, 2, 3, 4, 5, 6] ). El objetivo ultimo sera la comprension de
las primeras etapas de la vision en mamferos, y de las estructuras neuronales
que habran de formarse en la primera corteza visual y antes de esta para








Nos vamos a centrar, exclusivamente, en las luminosidades, as que nues-
tras imagenes seran en blanco y negro. Trabajamos con imagenes naturales,
pues no nos interesan, al menos por ahora, las caractersticas visuales de
una dieta visual sesgada como la que introduce el hombre en sus ambien-
tes. Ademas, se asume que no hay implicado ningun mecanismo de atencion
( que implicara una actividad a alto nivel cortical ), por lo que los objetos
que aparecen en las escenas no ocupan un lugar distinguido en las mismas.
Nosotros abordamos la cuestion del aprendizaje en sistemas como las re-
des neuronales, de caractersticas notablemente estadsticas, desde el punto
de vista de la Teora Estadstica de la Informacion. Desde esta perspecti-
va, consideraremos una se~nal como una variable aleatoria ( ya escalar, ya
vectorial ) con una cierta distribucion dada. En particular, hablaremos del
campo de intensidades luminosas registradas en la retina ( denotado I(~x) )
como nuestra se~nal, representacion de una imagen del mundo real.
Desde el punto de vista de la Teora de la Informacion, podemos con-
siderar el contenido de informacion ( o Cantidad de Informacion ) de
una se~nal dada, como la entropa de su funcion de densidad de probabilidad.
Esto es, si la funcion de densidad de probabilidad de una se~nal S es 
S
(x),


















donde b es una base de logaritmo; cuando b = 2 se dice que esta Cantidad
de Informacion se expresa en bits. Muchas veces, por conveniencia al operar,
se usa la base natural, log
b
= ln y la entropa en tal caso de mide en nats.




(x) se le llama extra~neza del evento x.
Puede verse ( por ejemplo, en el libro de Cover et al, [7] ) que la entropa
de una distribucion caracteriza el menor numero medio de palabras que
puede tener un codigo que trate de representar los eventos de la se~nal S.
Para un universo de sucesos de tama~no dado, la distribucion que alcanza la
maxima entropa es aquella que asigna igual probabilidad a todos los sucesos,
y que por tanto ha de usar la misma cantidad de bits para hablar de cada
uno.
En el caso de las imagenes del mundo real, es evidente que no toda suce-
sion de puntos luminosos constituira una imagen que pudieramos calicar
de natural; nada mas tenemos que pensar en la imagen que nos proporciona
un televisor cuando no tiene puesta antena: una nube electronica aleatoria
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genera una imagen en la que cada punto se ilumina al azar e independiente-
mente de los demas, maximizando la entropa. Sin embargo, en las imagenes
del mundo real abunda la redundancia informativa: un punto proximo a
otro es muy probable que tenga una luminosidad muy similar ( posiblemente
se hallen ambos dentro del mismo objeto )
1.3 Adaptacion neuronal. Aprendizaje
Mas alla del formalismo matematico, existe cierta evidencia experimental
de que las redes neuronales biologicas siguen ciertas prescripciones de apren-
dizaje natural que las conducen a buscar el codigo optimo al ser sometidas
incesantemente a una se~nal. Este aprendizaje se ha visto conrmado a ser
el que maximiza la transferencia de informacion desde el mundo exterior, lo
que en determinados contextos equivale al que reduce la redundancia en la
representacion interna ( ver [8] ). En un celebre artculo ( ver [9] ), Atick
probo que las primeras etapas del procesado visual en los mamferos ( en
particular, monos ) decorrelan la se~nal que les llega, produciendo una se~nal
compacta. De ese modo, el sistema visual se ha adaptado a la se~nal recibida.
Existe, as mismo, abundante experimentacion que prueba que las primeras
semanas e incluso horas de la vida de un mamfero son fundamentales en la
adaptacion a su dieta visual, por ser la epoca de mayor plasticidad sinaptica;
y por ello se ve que hay pocos rasgos innatos en estas adaptaciones y que,
mas bien, cada individuo aprende de su entorno.
Es indudable que si se conociera el mejor codigo, aquel que en modo mas
eciente y compacto representase los sucesos visuales, tendramos una idea
clara de cual ha de ser la meta de todo sistema biologico: alcanzar, dentro de
las limitaciones funcionales, tal representacion. Y aqu es donde se inserta
toda la investigacion presente, pues obtener este codigo signica conocer al
menos lo suciente de la estadstica de nuestra se~nal como para calcular
su Contenido de Informacion. Tarea esta, sin duda, ciclopea, sobre todo
si se procede muy formalmente. Ahora bien, las imagenes poseen fuertes
propiedades geometricas que pueden sobremanera simplicar su tratamiento
y su descripcion estadstica. Del enfasis en algunas de esas propiedades
conseguiremos explorar espacios antes desconocidos.
Una de esas propiedades es la invariancia estadstica de traslacion, o
sea, tomada una subescena dentro de la imagen esta podra haber aparecido
igualmente en cualquier otro lugar; en denitiva, el observador puede encon-






tanto, la distribucion debe ser invariante bajo esta transformacion interna.
Evidentemente, con imagenes reales ( que son mallas nitas de puntos dis-
cretizados ) este tipo de propiedades fallan a escalas donde el tama~no o la
resolucion nita impidan extrapolar, pero nuestro punto de vista sera el de
aislar la region universal, que no depende del aparato que registra la se~nal.
Incluso, en ocasiones se impone la invariancia de traslacion para determi-
nados tratamientos, mejorando en ese aspecto un posible muestreo que se
hubiese tomado.
Un poco mas sutiles son las invariancias de escala, que se explican de-
talladamente en la siguiente SubSeccion. Adicionalmente, es conveniente en
lo que sigue tener en cuenta el denominado principio de Ergodicidad, y
que se formula del modo siguiente: Es equivalente promediar una magnitud
intensiva a lo largo de diversas imagenes del colectivo, que promediarla a
lo largo de una sola, sucientemente grande. Nuevamente, esto se relaciona
con la presencia o no de subescenas dentro de una dada, y es una hipotesis
sumamente razonable. Nosotros la utilizaremos continuamente, all donde
sea necesario.
1.4 Autosimilaridad en imagenes
Las imagenes tomadas del mundo poseen propiedades de diversa ndole
conocidas en conjunto como propiedades de Autosimilaridad. Todas ellas
se piensa que tienen un origen comun, a saber: que las imagenes no poseen
una escala denida, por razon de que cualquier subescena de una escena
dada podra aparecer con mayor o menor tama~no aparente, simplemente en
funcion de la distancia a la que se halle el obervador de la misma. As, en
el mundo visual no tiene sentido preguntarse por el tama~no absoluto de un
objeto, que es algo inalcanzable sin algun tipo de esteroscopa.
1
La mas conocida de la propiedades de Autosimilaridad es el comporta-
miento del espectro de potencias S(
~
f) ( ver, por ejemplo, [11] ). Denamos
este: dado el campo de luminosidades en la retina I(~x) denimos la correla-
cion a dos puntos de este campo C(~x; ~y) como :
C(~x; ~y)  hI(~x)I(~y)i   hI(~x)ihI(~y)i
1
No se ha explicitado, pero evidentemente nuestro tratamiento es monocular. La bino-
cularidad no es mas que dos monocularidades, y la estereocopa solo se consigue por un
tratamiento a alto nivel en la corteza visual.
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donde los parentesis triangulares denotan promedio sobre el colectivo de
imagenes. Si asumimos, como es natural, que hay invariancia de traslacion,
esta cantidad no dependera del par de puntos ~x , ~y considerados, sino de su
diferencia ~r = ~y  ~x. As hablaremos de C(~r) para denotar esta correlacion.
Mas aun, si hay ergodicidad es equivalente promediar sobre un conjunto de
imagenes que sobre todos los puntos de una imagen. Esto es muy interesan-
te porque permite interpretar C(~r) como la autocorrelacion del campo de




















f) en la imagen de Lena
a: En la direccion horizontal; b: En la vertical
El espectro de potencias S(
~
f) se dene como la transformada de Fourier
de C(~r) respecto de ~r. Es un hecho experimental bien conocido ( ver [12, 13] )
desde los primeros das de la television que esta funcion presenta una ley de
potencias en f  j
~







donde  es un exponente peque~no, y no universal puesto que presenta va-
riaciones apreciables entre imagenes y colectivos, y de algun modo mide la
anisotropa relacional del medio ( ver [14] para un estudio detallado de este






anisotropa y por ello las correlaciones son algo mayores en las direcciones
horizontal y vertical. En la gura 1.1 se representa el espectro de potencias
de la imagen de Lena ( ver gura 5.1 ) a lo largo de esas dos direcciones.
El comportamiento en ley de potencias del espectro de potencias indica
que, al menos en lo que a la correlacion se reere, no hay una escala ja; o
bien: la longitud de correlacion tpica es innita. Este tipo de fenomenos
revela mas bien la estructura macroscopica de la imagen, pues relaciona
elementos a grandes escalas. Ruderman ( ver [15] ) construye un modelo
de imagenes sinteticas ( que sera analizado mas tarde en el Captulo 6 ) en
el cual puede explicar satisfactoriamente esta ley de potencias, simplemente
por relaciones de tama~nos entre objetos colocados al azar.
La parte central de esta tesis lo constituye el analisis de otras propiedades,
tambien autosimilares, pero de un tipo completamente diferente. En ellas
intervendra toda una jerarqua de estadsticos ( que seran los momentos
de una distribucion ), cuya aportacion conjunta permitira caracterizar mas
bien la estructura relacional microscopica de las imagenes, determinando en
ultima instancia los bordes de los objetos que las constituyen.
1.5 Aspectos no gaussianos
Las correlaciones entre las luminosidades de los puntos que conforman
una imagen son tan fuertes que hacen que este sistema sea difcilmente
descriptible. En particular, una descripcion gaussiana de la estadstica de
imagenes naturales es absolutamente imposible.
Es facil darse cuenta de ello : tomando el contraste luminosos c(~x) =
I(~x) hIi, ya dijimos que la correlacion luminosa a dos puntos no es mas que
la autocorrelacion del contraste luminoso; por tanto, el espectro de potencias







( donde se ha hecho uso de la ergodicidad para promediar solamente sobre
una imagen )
Con una distribucion gaussiana para I(~x), se obtiene una distribucion
gaussiana de media nula para c(~x) ( ya que, por la invariancia de traslacion,
las marginales en cada ~x de c(~x) estan equidistribuidas ); y esta distibucion
queda caracterizada totalmente por la matriz de correlacion, o sea, por S(
~
f).
As que algo tan simple como decorrelar la se~nal producira una imagen
en la cual cada pixel se iluminara independientemente. Las imagenes con
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Figura 1.2: Imagen con distribucion de luminosidades gaussiana
y espectro de potencias de la forma 1=f
2
distribucion gaussiana que tienen el espectro de potencias conocido tienen
un aspecto muy uniforme, y no se distinguen estructuras relevantes en ellas.
( ver gura 1.2 )
Si bien, como es cierto, la decorrelacion es una buena estrategia para
eliminar redundancia a nivel de las celulas ganglionales del nervio optico
( precisamente en el artculo antes mencionado de Atick se concluye que
en primera instancia estas celulas decorrelan la se~nal, para compactar el
codigo ), tambien es cierto que tras la decorrelacion quedan multitud de es-
tructuras reconocibles, no independientes, en las imagenes: particularmente
perviven los bordes. No solo eso: si en una imagen real se suprime la es-
tadstica de mayor orden ( 3 y superiores ), manteniendo las correlaciones,
las imagenes obtenidas son irreconocibles, dando a entender que el mayor
contenido informacional esta precisamente en aquellas. Es, por tanto, lo que
diferencia y aleja a nuestra distribucion de la gaussianidad lo que, al n y a







Eliminando toda la estadstica de orden mayor que 2.
Figura 1.3: Imagen de Lena \blanqueada" y truncada a momento de orden 2
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En la gura 1.3 se muestra el resultado de aplicar dos truncamientos de
estadstica diferentes a la imagen de Lena ( quien puede ser contemplada
en su esplendor en la gura 5.1 ). La gura superior corresponde a la de-
correlacion de la imagen, conseguida sin mas que dividir por su modulo la
transformada de Fourier de c(~x). La gura inferior corresponde a eliminar
la estadstica de orden mayor que 2, y se consigue cambiando la fase de la
transformada de Fourier de c(~x) por una aleatoria.
Es evidente que la imagen tras la decorrelacion conserva suciente estruc-
tura como para ser reconocible; en ese sentido se puede decir que se elimina
la redundancia debida a los cambios suaves de luz sobre las supercies ilu-
minadas. Las correlaciones de ordenes mas altos se revelan como poseedoras
del mayor caudal informativo, pues sin ellas se pierde toda estructura. Mas
aun, de esto se concluye que la estadstica de c(~x) es no gaussiana, y son
los eventos raros, los que determina la cola de la distribucion y afectan fun-
damentalmente a los momentos de mayor orden, los informativamente mas
relevantes y estructurales.
Ruderman ( ver [16] ) analizo la distribucion de la luminosidad y del
modulo del gradiente de la misma, llegando a la conclusion de que las co-
las de ambas distribuciones decaan a un ritmo mucho menor que en las
distribuciones gaussianas. De este modo, la inuencia de estos aspectos no
gaussianos se revelan como factores estructurales profundos y evidentes. Por
medio de la variable que vamos a denir trataremos de acercarnos un poco
mas a las estructuras informacionalmente signicativas en las imagenes y al







Teora sobre las leyes de
escala
2.1 Escala en Turbulencia Completamente Desa-
rrollada
2.1.1 Introduccion
Introducimos la teora sobre leyes de escala destacando algunos aspectos
conocidos acerca del comportamientos de udos en regimen muy turbulen-
to. La observacion de estas propiedades y su prolijo estudio en este campo
sirvieron de inspiracion primera de nuestro trabajo, as que por completitud
y por lo provechoso de la analoga citamos aqu los aspectos clave que fueron
utiles en la presente tesis. No ha sido nuestra intencion hacer un estudio
detallado de estos sistemas; el lector interesado puede acudir por ejemplo al
libro de Frisch, [10], para ampliar su perspectiva de esta materia.
2.1.2 Turbulencia Completamente Desarrollada
El comportamiento de los udos depende crticamente en el numero de
Reynolds que posea el regimen en el que se encuentran.
 Para numeros de Reynolds bajos, el udo se comporta de una
forma tremendamente regular: es el denominado regimen laminar. En
este caso, el udo se organiza en capas que se deslizan las unas sobre
otras. Tales udos presentan invariancias exactas de traslacion y de






IA SOBRE LAS LEYES DE ESCALA
 En numeros de Reynolds altos, el udo experimenta subitos cam-
bios. La regularidad desaparece, dando lugar a la aparicion esporadica
de torbellinos, que rompen toda la simetra del mismo. Las laminas
de udo se quiebran y en algunos casos desaparecen.
 Para numeros de Reynolds muy altos, la estructura se vuelve
absolutamente caotica e impredictible. El udo cae en un estado de
caos determinista
1
. Por ello mismo, un tratamiento determinista
es inviable y absurdo en este caso. No obstante, tal udo tiene un
comportamiento absolutamente ergodico, as que es posible hablar de
magnitudes estadsticas sobre el. En este contexto se puede observar
que las invariancias de escala y de traslacion se reestablecen, en un
sentido estadstico.
Es este ultimo caso el que nos interesa, aquel que viene determinado
por la llamada Turbulencia Completamente Desarrollada. El valor
concreto del numero de Reynolds ya no es importante en absoluto en este
regimen; solo importan las magnitudes termodinamicas.
2.1.3 Variacion de velocidad y disipacion
En el contexto de udos en Turbulencia Completamente Desarrollada
( abreviada a veces por sus siglas en ingles, FDT ) dos magnitudes se mues-
tran relevantes para el analisis, generalizacion de las magnitudes de Euler
del udo laminar. La primera de tales es la llamada Variacion Local de
Velocidad: Dado un segmento orientado de longitud determinada, ~r, de-




v  jv(~x+ ~r)  v(~x)j
donde v(~x) se puede tomar como el campo de modulos de las velocidades o
como las proyecciones longitudinales del campo de velocidades.
Esta denicion pretende reejar la anisotropa y caoticidad del campo de
velocidades. Su dependencia en la escala r, sin embargo, permite comparar
estructuras a diversos tama~nos y deducir de ah aspectos microscopicos.
Otra variable ntimamente relacionada con la anterior es la disipacion
local de energia, denotada por 
r
. En el punto ~x esta magnitud viene dada
por :
1
Salvo que los efectos cuanticos sean relevantes a la escala disipativa, lo cual es mas
que probable; en tal caso el udo poseera probablemente verdadero caos
































(~x) denota la bola de centro ~x y radio r.
Para udos tridimensionales existe una relacion universal, de caracter













Esto permite facilmente comparar la estadstica de una y otra variable.
2.2 SS y ESS
Vamos a formular en esta Seccion las dos propiedades de escala mas
relevantes que pueden poseer ( y que en los casos que consideraremos de
hecho poseen ) variables estadsticas intensivas denidas a una escala interna
r. Denotaremos por e
~r
una variable generica de este tipo. Para hacer mas
simple posteriormente la transicion hacia el estudio de imagenes naturales,
llamaremos \imagen" ( con comillas ) a una realizacion del campo basico
considerado ( el campo de velocidades, para udos turbulentos; el campo








i, el momento de esta variable de orden p, ob-
tenido de promediar a lo largo de cada \imagen" y sobre todo el colectivo
( ensemble ) de \imagenes". Se dice que esta variable presenta la propiedad















Se dice que la variable e
~r
presenta la la propiedad de Autosimilaridad Ex-
tendida ( ESS ) si existen dos colecciones de constantes (p; q) , A(p; q) ( q









esto es, se expresan todos los momentos en funcion de uno jo, el q-esimo,
que es el que aporta toda la dependencia en r. La expresion anterior tambien

















donde (p; q) = lnA(p; q). Evidentemente, si se tiene SS se tiene ESS, pero
al reves no necesariamente. En el caso de tener SS, los coecientes de ESS
se calculan directamente segun las expresiones :

p




= A(p; q) 
(p;q)
q
Tambien esta claro que si (2.3) se verica para un q dado, se verica




; q) 6= 0. Los coecientes
centrados en el nuevo momento q
0

















lo que nos permite pasar de uno a otro. En el estudio de la Turbulencia
Completamente Desarrollada, es habitual jar q = 3 para la variable 
r
v
y q = 1 para la disipacion local de energa 
r
, pues es conveniente dada la
relacion dinamica, ec. (2.1). Para el caso de imagenes naturales, sin embargo,
tomaremos convencionalmente q = 2 para nuestra variable e
~r
( que sera












2.3 Acerca de la k k
p
Seguidamente, haremos una revision de diversos conceptos teoricos de
los que deberemos hacer uso mas adelante.
2.3.1 Denicion de k k
p
. El lmite de las normas-p, p!1
Empecemos esta seccion con la denicion usual de norma p de una va-
riable aleatoria ( en el caso general, se puede usar una funcion medible ). Se













donde F (a) = }(x  a), la funcion de distribucion de probabilidad y as
dF (x) es la densidad de probabilidad diferencial de la variable x. Esta
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denicion tiene sentido para 0 < p < 1, pero solo dene una norma para
1 < p <1. La denicion puede ser extendida para p =1 por :
k x k
1
 ess supjxj = inffa : }(jxj > a) = 0g
( ess sup signica \supremo esencial" ) De este modo, por denicion, para
cualquier numero estrictamente menor que k x k
1
, la probabilidad de obte-
ner valores de jxj mayores que este es positiva. A continuacion se da una
prueba sencilla de que esta denicion es una extension de la que se tiene









 Caso k x k
1
<1 :















( La segunda expresion es un abuso de notacion, ya que el \dF" para
la variable aleatoria jxj es una funcion diferente de la de x; el smbolo
debe ser entendido como : \La funcion de distribucion para la variable
argumento" )





















para cualquier M 2 <
+























IA SOBRE LAS LEYES DE ESCALA
Ahora, si tomamos  > 0 y M = k x k
1
   , automaticamente obtene-
mos que }(jxj > M) es mayor que cero, por denicion de k x k
1
. Por






M = k x k
1
  






 k x k
1
:
Pero por denicion jxj  k x k
1
( en casi todos los puntos ), as que
k x k
p







= k x k
1
:
 Caso k x k
1
=1 :
En este caso, para todo M > 0, }(x > M) > 0; analogamente a lo























= 1 = k x k
1
C.Q.D.
Como bonus interesante de la demostracion para k x k
1
< 1, se ve
que lo que regula cuan rapido la norma p esta a distancia  de k x k
1
es





. Esta parte es dominada por la cola de la distribucion
( la cola hasta el maximo valor posible de jxj, que es k x k
1
)
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2.3.2 El lmite de las normas p, p! 0
Tiene interes tambien el lmite de k x k
p
cuando p ! 0, aunque esas




























Siempre usaremos distribuciones con media nita, as que la unica diver-
gencia posible en hln jxji esta en x = 0 y de producirse hara que ese valor
esperado fuese  1. Por tanto, si tenemos un valor nito de hln jxji esto
signica que }(x = 0) = 0, o sea, no hay delta centrada en cero. Tambien
implica que lim
x!0
dF (x) = 0 ( mas aun, que dF (x) tiende a cero mas rapido
que 1= ln(x) )
2.3.3 El orden de las normas
Las normas p cuando 1 < p < 1 verican una desigualdad esencial,
conocida como desigualdad de Holder, y que puede expresarse de la forma
siguiente :
\Dada una medida positiva  y dos funciones medibles f y g y tales que
k f k
p
< 1 y k g k
q







= 1, entonces :
Z





La demostracion no es difcil, pero es un poco tecnica. No la reproduzco
aqu ( es facil de encontrar en cualquier libro de Analisis Funcional; p.ej,
[17] ). Si en particular la medida del espacio es 1 ( espacio de probabilidad )
se obtiene que :
k f k
p
 k f k
p
0
; p < p
0
; 8f




 k X k
p
 k X k
p
0
 k X k
1
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2.3.4 k k
1
en SS y ESS




de una variable e
~r
que
verique SS y/o ESS las expresiones son muy sencillas y de gran utilidad
para calculos posteriores.
 SS:
Si se tiene SS para e
~r
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2.3.5 La distribucion asociada a (p; 2) y (p; 2) lineales
Estudiamos en esta SubSeccion que variable aleatoria es compatible con
unos (p; 2) y (p; 2) de comportamiento exactamente lineal a partir de un
cierto p. Nuestro punto de partida sera una variable aleatoria y positiva x
distribuda de acuerdo a una distribucion desconocida (x). El momento
de orden p de la variable se llamara hx
p








; 8 p > p
0
(2.13)
y B, a y b son algunas constantes jadas.

















Ahora podemos desarrollar los primeros p
0
factores de ah , y para el


















































































Pero la funcion caracterstica es la transformada de Fourier de la densi-
dad de probabilidad, luego haciendo la antitransformada de Fourier de esta





























(f) signica la derivada p-esima de la funcion  de Dirac. Ahora
bien, la densidad de probabilidad ha de ser una medida positiva, por lo que
todas las derivadas de  deben desaparecer
2
. Observando que es lo que ha
de cancelarse se ve que es igual que imponer que (2.13) se da para todo p.
De hecho, esto es lo mismo que decir :
(x) = (1 B
b





O sea, solo hay una distribucion bajo esas hipotesis; y ademas, esa distribu-
cion da un peso no nulo al punto x = 0.
2.4 Modelos que describen ESS : Apuntes teoricos
La mas simple de las teoras desarrolladas para explicar la dependencia en
escala de las variables termodinamicas de FDT fue enunciada por Kolmogorv
en uno de los famosos artculos de 1941. ( ver [18] ). En la teora de
Kolmogorov, uno supone que existe un ujo constante de energa entre las
estructuras existentes a cada escala en cascada descendente ( en el caso de
turbulencia, esas estructuras son las \burbujas" turbulentas de un tama~no
dado por el parametro de escala r ). Por tanto, la energa promedio contenida
en una burbuja de una escala L sera la misma que la contenida a la escala r
salvo por una constante de perdida o rozamiento, que sera siempre la misma
entre dos escalas L y r dadas.
Esta teora resulta insatisfactoria para describir los udos turbulentos,
pues predice unos coecientes 
p
y (p; 2) que dependen solo linealmente en
p. Ademas, ambos coecientes resultaran no nulos en p = 1, en contra de las
restricciones fsicas
3
. Es posible enmendar esto concentrando la disipacion
energetica en un conjunto mas restrictivo que el total con dimension fractal
en general menor. De este modo, los coecientes que se obtienen son :
2
Si no fuese as, como siempre se puede construir una funcion positiva f con un numero
nito de derivadas arbitrarias en el origen, se podra ajustar convenientemente los valores
de esas derivadas para que
R
dx (x) f(x) fuese negativo, cuando debera ser positivo si
(x) es una densidad de medida positiva.
3




i no depende de r,
por simple conmutacion de la integral de la denicion y el tomar valor medio











En este contexto, el exponente  
2
puede interpretarse como la codi-
mension de la estructura disipativa del udo. El evidente problema de esta




Generalizaciones de esa teora pueden construirse facilmente suponiendo
que en realidad el ujo no es constante, sino que sigue un proceso estocastico
apropiado, estadsticamente independiente de los valores de las energas loca-
les a esas escalas y que solo depende de la relacion entre esas escalas. Puesto
que la transferencia entre dos escalas ha de ser la misma tanto si se verica
directamente que si lo hace en cualquier numero de pasos intermedios, el
proceso estocastico en cuestion ha de ser innitamente divisible. Como se
vera mas adelante ( Captulo 4 ) esto supone construir un multifractal sobre
la \imagen".
El mas simple de tales modelos es el que fue propuesto por She & Le-
veque ( S-L ), [19], que establece una jerarqua determinada en las razones























para cierta constante  que caracteriza la razon media de escalas en proceso.
( Como se sabe, esto corresponde a un proceso Log-Poisson para la razon de
escalas; ver [20] ). Bajo estas hipotesis se predice un coeciente (p; 2) dado
por :
















( El parametro (p; 2) no puede ser predicho en estos modelos, porque
tiene que ver con la distribucion intrnseca a una escala ja; el parametro
(p; 2), sin embargo, se ve que juega el papel relacional de mensajero entre
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Una posible generalizacion de este modelo se obtiene cuando se introduce
un parametro de ruido ( temperatura ) que permite distinguir entre las
diferentes posibles cascadas que en un She-Leveque conducen de una escala
superior a otra inferior dadas.

Este es el modelo de Castaing ( [21] ) :

























2.5 Representacion integral de SS
Tomamos como una de las posibles referencias bibliogracas en esta Sec-
cion el trabajo de Castaing, [21], en el que implcitamente se supone una
normalizacion adecuada de la variable considerada; por tanto, la dependen-
cia nal en p del (p; 2) asociado a la nueva variable ( el orden del momento )
en ese calculo no tiene la contribucion de mayor orden cuando p 1, y que
es la parte lineal en p. Para poder aplicar esa representacion aqu necesita-
mos proceder del mismo modo. De lo que se deduce de la SubSeccion 2.3.4 ,





y por tanto se ha de normalizar con esta cantidad para eliminar esa depen-
dencia.





es el caso, tanto en Turbulencia como en la variable que deniremos para











De este modo es trivial que 0  f
~r
 1. Ademas, si e
~r
vericaba tener ESS,




<1, los coecientes a y a de la ec. 2.11 asociados a
la norma innito han de ser nitos.
No solo eso, sino que ademas f
~r
















y donde se tiene que :
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(p; 2) = (p; 2)   ap +
2a
1 2a






1. Es importante hacer notar que, en contra de lo que pudiera parecer,
es posible reconstruir la variable e
~r
a partir de la variable f
~r
salvo por
una constante, que evidentemente tiene poco signicado a nivel fsico




































. En particular, es evidente que esa constante K no cambia
el comportamiento de (p; 2) y as se puede calcular sin mas (p; 2) a
partir de (p; 2),
(p; 2) =
1
2(1; 2)   1
[(1; 2)p  (p; 2)]








). Por tanto, no se esta perdiendo ninguna informa-
cion relevante por trabajar con esta variable, y en particular lo que se
diga para (p; 2) es inmediatamente traducible para (p; 2) .
2. Es tambien cierto que si e
~r
vericaba SS, entonces f
~r
tambien verica




en SS, ec. (2.9) y la denicion de
f
~r



















































IA SOBRE LAS LEYES DE ESCALA
De forma natural surge un esquema para relacionar la distribucion es-
tadstica de las variables que poseen ESS; lo mas simple, recuperando la idea
de Kolmogorov, es suponer que existe una determinada constante 
rL
que








( la igualdad no ha de ser entendida punto a punto, sino a traves del proceso
































Se supone, adicionalmente, que 
rL
no depende de las escalas r y L concretas
escogidas, sino mas bien de su cociente. Como se puede ver, en terminos de
las variables normalizadas la relacion adquiere un aspecto muy sencillo. El
calculo de (p; 2) para estas ultimas indica que (p; 2) = 0, puesto que de la
igualdad de funciones de densidad se ve que no hay dependencia de los mo-
mentos en la escala; esto implica que (p; 2) / p, lo cual puede comprobarse



























, en particular para p = 2; despejando en la relacion




















Fijada la escala L esto nos dice (p; 2) = p=2, como asegurabamos. El
esquema es demasiado banal y poco satisfactorio. Una generalizacion natural
es suponer que la 
rL
ya no es una constante, sino una variable aleatoria.
( Ver [22] )
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
Este es el punto de partida en los trabajos de Castaing ( tambien usado
en otros posteriores, como el de Dubrulle, [23] ). Sea 
f
~r
(x) la funcion de
densidad de probabilidad de la variable f
~r
; sean dos escalas colineales ~r ,
~
L



















( por ser ahora  una variable aleatoria, no se simplica trivialmente en las
variables normalizadas
4














representa el producto de convolucion. Por razonamientos acerca
de la cascada de escalas analogos a los que uso Kolmogorov, se establece
que G
rL




. Esto es una particularizacion que obligara a que f
~r
tenga que
seguir SS, como se vera mas adelante. Nos referiremos a la formula ec. (2.21)
como representacion integral de la SS.( Una representacion mas general es
discutida en la Seccion 2.6 )































































Pero como ya hemos dicho previamente G
rL









La razon fundamental al nal para usar las variables normalizadas, aparte de ser una
necesidad para la estimacion numerica de los densidades de probabilidad, es porque de
ese modo la dependencia en r se concentra en G
rL
; de otro modo, tambien habra que





IA SOBRE LAS LEYES DE ESCALA




) es una funcion de
r
L
. La unica posibilidad compatible










o sea, que los momentos de esta variable normalizada sean leyes de potencias
en r; en denitiva, la variable normalizada vericara SS ( ec. 2.2 )
Falta aun explicitar que condiciones son necesarias para que exista un
nucleo G
rL
que sirva para representar SS; estas seran explicitadas en la
Seccion 2.6, que aborda el problema de la forma mas general. Para los
modelos de She-Leveque y de Castaing, sin embargo, es sencillo construir
los nucleos, lo cual es muy interesante de cara a explicar la construccion de
imagenes por medio del proceso estocastico multiplicativo que estos denen.
Sin embargo, hay en apariencia una contradiccion teorica entre este esquema
y el comportamiento previsto para la variable e
~r
en el innito...
Efectivamente, tomando la formula (3.4) se concluye evidentemente que
para la variable f
~r




(x) = (x  1)







Pero, por otra parte por la ec. (2.23) esta claro que si r tiende a innito, f
2
~r
solo puede tender a 0 ( si t
2
es negativo ) o a innito ( si t
2
es positivo ).




Unicamente es aplicable SS en un cierto rango de distancias. Nada
tiene que ver con un problema de falta de estadstica como el apuntado
en la Seccion 3.4; con un muestreo sucientemente grande llegaramos
a ver que a ciertas escalas los momentos se desvan del comportamiento
predicho por la formula ec. 2.21 o sea, que solo hay un cierto intervalo
de r donde esta descripcion es adecuada. Como consecuencia, no sera
valida SS en general, sino tan solo es una buena aproximacion en ese
intervalo apropiado. ESS, por otro lado, es mas able y presumimos
que sera mas estable y mas propicia a calibrar correctamente a lo largo
de todas las escalas; no poseemos evidencia en este sentido, empero.
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2. La variable r tiene un margen de variacion limitado naturalmente,
y por ello el momento f
2
~r
jamas llega a alcanzar el valor 1 o solo
como caso extremo. Quiza de algun modo se pudiera explicar con la
curvatura de las imagenes, de modo que, al ser en realidad angular
nuestra variable r, tiene un verdadero maximo valor.
3. En realidad la variable e
~r
no es acotada. Esta posibilidad no descarta
la aplicabilidad del modelo de She y Leveque y de otros modelos en
los que los coecientes 
p
, (p; 2) divergen linealmente con p, pues la
no acotacion podra deberse al factor 
p
. La representacion integral
seguira siendo valida igualmente, aunque se debera de ser cuidadoso
con los lmites de integracion.

Este debe ser el caso, seguramente, en
el estudio de udos turbulentos. En todo caso, como se ve, no tiene
mucha importancia para el analisis de las leyes de escala, que no tienen
que ver con 
p
.
2.6 Representacion integral para ESS
Es posible generalizar la formula la relacion ec. (2.21) para que pueda
describir una relacion de ESS para la variable f
~r
con cualquier exponente
(p; 2), ec. (2.18). Tan solo hay que encontrar el G
s
(y) , si ello es posible,











para todo valor posible de s; y donde k es una constante, que se podria haber
omitido ( se contendra en s ), pero ha sido explcitamente separada porque
es la forma que toma el caso ya considerado, ec. (2.21). En el supuesto
de que una tal G
s
(y) pudiera ser construida, ella constituye el kernel de la































Es inmediato comprobar que esto reestablece la relacion de ESS: De modo





















































no depende de la escala L elegida como referencia. De este modo,
conocida la distribucion de f
~
L
a una escala de referencia L, usando la formula
ec. (2.25) podemos reconstruir la distribucion a cualquier otra escala, ya que
los momentos p la determinan unicamente.
Esta claro entonces que esta formula permite una representacion integral
compacta de toda la estructura ESS. Los datos mnimos que son necesarios
para construirla son la funcion de distribucion a una escala L ( determinada




(x) ; los exponentes (p; 2) y la funcion de
r que dene f
2
~r
. Ademas ha de ser cierto que nuestro (p; 2) permita la
construccion de un nucleo G
s
(y) segun las condiciones de la ec. (2.24), lo
cual impone ciertas restricciones sobre las posibles formas de (p; 2) ( por
ejemplo, ha de tener curvatura constante en signo, hacia abajo ), que por
otra parte ya deban vericarse en el anterior esquema, ec. (2.21), aunque
no se explicito entonces.
Es interesante destacar que si f
2
~r
verica SS, entonces trivialmente se
tendra SS para todos los momentos ( ya que se tiene ESS ) y ademas la











es el exponente de r para e
2
~r
, como en la ec. 2.23 ) que es la misma
que se usa en la Seccion 2.5, s / ln
r
L
. En realidad la generalizacion que aqu
se propone no es mas que establecer que s es un cociente de funciones de r
y de L que no tienen por que ser leyes de potencias.
Captulo 3
SS y ESS en Imagenes
Naturales
3.1 Introduccion
Nuestro objetivo es, por tanto, tratar de proponer una variable intensiva
con rango local r que posea las propiedades de SS o de ESS, para aprove-
charnos de todo el conocimiento teorico que fue desarrollado en el contexto
de la Turbulencia Completamente Desarrollada en particular y de las leyes
de escala en general.
Tras varios intentos, hemos propuesto una variable ( que denominaremos
Varianza Local de Bordes, VLB ) que trata de capturar el promedio de la
densidad lineal de bordes ( salto brusco de luminosidad ) en un punto dado y
a un tama~no ( escala ) determinada. La denicion, por mor de tener propie-
dades razonables a nuestros requerimientos, viene profundamente inspirada
por analoga con la disipacion local de energa denida en FDT. Y por ello
mismo pone en relieve el caracter fractal del colectivo de imagenes, pues esta
variable posee, como se vera, las propiedades de Autosimilaridad ( SS ) y
de Autosimilaridad Extendida ( ESS ) ( esta ultima con mayor rango de
validez ). Parte de estos resultados fueron expuestos en [24].
3.2 Denicion de VLB
La variable Varianza Local de Bordes sera denotada e
~r
y se dene



























es el vector unitario en la direccion denida por ~r ( horizontal,
vertical u otra ), y la derivada parcial se toma a lo largo de esa direccion.
Aqu, c representa el contraste de luminosidades ( intensidades luminosas )
de la imagen. Se ensayo tambien con el logaritmo de la intensidad luminosa,
aunque en conjunto fue mucho menos satisfactoria que esta denicion.
Una primera interpretacion de la variable es que mide la densidad de




(~x)j ), pesandolos tanto mas cuanto mas grande sea esta variacion. De
este modo, nuestra variable es un cierto promedio lineal de bordes luminosos.
Es muy importante rese~nar que los bordes evaluados son perpendiculares
( transversos ) a la direccion que dene e
~r
.
A diferencia de otras magnitudes usuales, no trata de separar los bordes
bruscos ( que delimitan los objetos ) de los suaves ( caractersticos de las
texturas o peque~nos saltos de luminosidad que se dan en la supercie de los
objetos ); por el contrario los integra a todos convenientemente escaleados.
De este modo trata de conservar una cierta estructura fractal que se cree
poseen las imagenes.
Por ultimo hay que hacer notar que esta variable es una variable orien-
tada ( hay que jar la direccion de los segmentos ). Cuando sepamos un
poco mas acerca de ella veremos que una denicion no dependiente de la
orientacion resultara mas interesante; sin embargo, tal denicion tiene el
inconveniente de ser mucho mas exigente con la estadstica ( se necesita un
volumen de datos mayor para determinar sus propiedades ). Todo esto se
discute en la Seccion 3.10 .
3.3 Propiedades a priori de la VLB
La misma denicion de e
~r
nos permite predecir algunas propiedades
de su distribucion de probabilidad, no importa cual sea la distribucion de
luminosidades del colectivo de imagenes sobre el que se dena.
Recurrentemente haremos uso de la siguiente propiedad de e
~r
, que es
inmediata a partir de la denicion, ec. (3.1): Sea una direccion unitaria ~u
r
;
sean r, s > 0 y sean ~r = r~u
r
, ~s = s~u
r
. Para cualquier punto ~x
0
de una
imagen se verica que :




















lo cual es inmediato por la linealidad de la integral que aparece en la deni-
cion.
3.3.1 Valor constante de e
1
~r
Primeramente, hay que destacar que el valor de e
1
~r
no depende de r.
















































































que es independiente de r. ( V representa el volumen de integracion )
1
Esto tiene consecuencias directas en los coecientes de la ESS, concreta-
mente :
(1; 2) = 0




(0; 2) = 0 ; (2; 2) = 1
(0; 2) = 0 ; (2; 2) = 0
(3.3)
1
El lector experimentado en el estudio de campos con dimensiones anomalas se habra
dado cuenta de que en la demostracion se ha supuesto que el soporte de la derivada de
c(~x) tiene dimension maxima. Efectivamente, as ha de ser, pero es mejor postponer ese
tipo de consideraciones a los desarrollos del Captulo 4
2
No se esta diciendo en ningun momento que (p; 2) o (p; 2) sean funciones continuas
de p; tan solo cuales son sus valores en unos puntos concretos para cualquier colectivo
posible de imagenes, naturales o no. De hecho, en los modelos de las Secciones (6.2.1) y
(6.2.2) las funciones no son continuas. Pero si uno obtiene una densidad de probabilidad
absolutamente continua, entonces (p; 2) y (p; 2) son por supuesto continuas, y esos puntos
de paso obligado implican importantes ligaduras.
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3.3.2 Comportamiento asintotico de e
~r
cuando r !1
De la suposicion de ergodicidad que se cree que poseen las imagenes
naturales, esta claro que cuando el camino tomado en la denicion de e
~r
,
ec. (3.1), tiende a ser innitamente largo, el promedio que dene e
~r
es cada
vez menos dependiente de el punto base ~x tomado para calcularlo, as que
en el lmite toma un valor constante a lo largo y ancho de la imagen; por
tanto, cuando r =1, e
~r























que es independiente de r, como se destaco antes. Por tanto, si denotamos













3.3.3 Comportamiento asintotico de e
~r
cuando r ! 0














En las imagenes reales eventualmente habra saltos de luminosidad tan
bruscos que no sean diferenciables siquiera ( por ejemplo, cuando se produce
una transicion desde un objeto a su exterior ), as que es natural pensar
que, salvo por los problemas de discretizacion, la distribucion de e
0
sea no
acotada, siendo el valor innito uno posible.
Parece, por tanto, que la distribucion de e
~r
pasa de no ser acotada en
absoluto, cuando r = 0, a ser acotada y constante, cuando r = 1. Nos
interesara saber que se puede decir sobre ella cuando r es un valor nito.






























3.3. PROPIEDADES A PRIORI DE LA VLB 43
luego podemos particularizar para el caso r = s, de donde obtenemos que :
min( e
~r
)  min( e
2~r
)  max( e
2~r
)  max( e
~r
)
analogamente se deduce que para todo n 2 N que :
min( e
~r
)  min( e
n~r
)  max( e
n~r
)  max( e
~r
)
y es facil extrapolar en general que si r < s, entonces :
min( e
~r
)  min( e
~s
)  max( e
~s
)  max( e
~r
) (3.7)
as que se pueden extraer dos conclusiones :
1) Es plausible que la varianza de la distribucion de probabilidad dismi-
nuya cuando la escala se hace mayor.


















nito a cada r para cualquier distribucion de luminosidades que se
propusiera : quiza esa norma sea +1 a cada escala )
Retomemos ahora la ecuacion ec. (3.2); llamemos
~
L = ~r + ~s; as pues,
L = r + s > r. ( Observacion: Recuerdese que por construccion todos



























































en la direccion de todos estos vectores ), de las desigualdades anteriores
obtenemos que :
H(r)  H(L)  H(r) + H(L  r)
de donde se pueden extraer algunas conclusiones mas :
3) La funcion H(r) es creciente en r. ( Primera desigualdad, ya que
r < L )
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4) Esta funcion tiene un crecimiento acotado ( por una de crecimiento
lineal si H(0) = 0. ) ( Segunda desigualdad )




en r = 0 es como mucho tan mal comportada como la de
1
r
. Esto se debe a
que al ser H(r) estrictamente creciente, entonces esta acotada por arriba en
un entorno del origen; y como H(r) > 0, esta acotada por abajo, luego H(0)
esta bien denido, no hay divergencia para H(r). Se concluye recordando

























Rombos: Horizontal ; Cruces: Vertical. El graco es Log-Log




( estimado de los e
p
~r
usando la relacion de ESS, ecuacion (2.10), que ya se explicara ) frente a r en
escala logartmica; se han representado los de las variables VLB horizontal
y vertical. Se ve que un ajuste lineal de la zona de r peque~no es razonable,




es aceptablemente similar a una
ley de potencias. El ajuste por regresion lineal dio un exponente en la ley
de potencias de -0.63 para la VLB horizontal y de -0.52 para la vertical, lo
cual esta de acuerdo con los argumentos teoricos anteriores.
Aunque el anterior graco procede de una estimacion grosera, sirve para
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ilustrar un punto que es clave en toda la derivacion, y es que para toda




<1. Esto nos permitira, en su momento, acercarnos
al modelo de She & Leveque.
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Todos los resultados experimentales se basan en el colectivo de
imagenes que se detalla en la Seccion 3.11
3.4 Limitaciones naturales del rango de distancias




, que en ellas
equivale a 256 256 pixels. El colectivo lo forman 45 de tales imagenes; ver
Seccion 3.11 para los detalles.
En la computacion experimental de nuestras variable e
~r
hemos necesi-
tado imponer un cut-o inferior y otro superior por las razones tecnicas que
ahora se exponen.
3.4.1 Cut-o inferior :
La determinacion del cut-o inferior en s misma ha sido objeto de cierta
especulacion. Por un lado, el gran crecimiento de la variable a medida que
r disminuye hace que los momentos considerados ( hasta p = 40 ) sean
realmente gigantescos comparados con los que se obtiene en un amplio rango
de r's mayores. Esto hace que uno debiera considerar ordenes de magnitud
muy diferentes y por comodidad es mejor imponer un mnimo ( que nosotros
hemos tomado de 8 pixels ).
Tambien es cierto que la imagen tiene una resolucion limitada y se podra
esperar que hubiese problemas si uno fuese a escalas tan bajas como para que
el \granulado" fuese perceptible. Por ultimo, estimamos el valor numerico de
las derivadas por incrementos de la luminosidad entre puntos muy proximos,
o sea, entre pixels adyacentes, y por ello mismo si la distancia entre pixels
es considerada \innitesimal", se debe trabajar a escalas mnimas sucien-
temente mayores que esta.
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De cara a determinar si el efecto de los dos regmenes observado al tratar
de ajustar SS ( ver Seccion 3.5.1 ) era debido a la presencia de un cut-o
inferior producido por la falta de resolucion, se sometio a las imagenes a
un proceso de reduccion de resolucion como se describe en la Seccion 3.17.
En tal caso, el comportamiento de e
~r
sobre las imagenes reducidas sera
comparable en distancias peque~nas, identicando r's en cada imagen por el
numero de pixels que en ella representa, independientemente de cual fuese
la verdadera distancia fsica recorrida. As, por ejemplo, se identican en la
graca de la gura 3.2 los puntos con 1 pixel de cada imagen, a pesar de que
sobre la imagen real 1 pixel de la imagen comprimida en un factor 16 equivale
la distancia de 2 pixels de la comprimida por 8, a 4 de la comprimida por 4,
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Figura 3.2: Comparacion de e
2
~r
a traves de colectivos a diferente resolucion.
a: Horizontal; b: Vertical. Rombos: Imagenes originales ( bloques de 1 pixel );
Cruces: Compresion en bloques de 2 pixels. Cuadrados: Bloques de 4 pixels. Aspas:
Bloques de 8 pixels. Triangulos: Bloques de 16 pixels.
Las guras muestran que, dejando a un lado las uctuaciones en el nivel
medio ( que se ven como un peque~no desplazamiento por una constante de
las gracas arriba o abajo ) el momento de orden 2 es el mismo en esas escalas
efectivas, lo cual nos indica que por el comportamiento a r peque~no viene
determinado por la resolucion y no por ninguna caracterstica intrnseca de
la imagen ( que usando estas escalas efectivas se vera modicada ).
Por ello, se hace necesario jar un cut-o inferior, que sera de al
menos 16 pixels para eliminar los efectos de granulado de la imagen; no
obstante, en ESS se ha visto que ya 8 pixels es bastante. En todo caso,
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nunca se consideraran r de valor inferior a 8 pixels. Como ultimo comentario,
este cut-o, al contrario que el superior no puede ser mejorado con una
ampliacion de la estadstica, o mejora muy lentamente. ( Esta armacion es
una observacion experimental. )
3.4.2 Cut-o superior :
El cut-o superior se debe al empobrecimiento de la estadstica cuando
uno llega a escalas comparables con el tama~no total de la imagen. Se debe
tener en cuenta que nuestra variable e
~r
es un promedio a lo largo de un
camino de tama~no r prejado. Cuando r sea comparable a la maxima longi-
tud de la imagen, el numero de caminos posibles sera cada vez menor y por














Figura 3.3: Determinacion del cut-o superior de la correlacion luminosa
Rombos: Correlacion luminosa a dos puntos horizontal sobre una unica imagen.
Cruces: Sobre un cuarto de esa imagen. Cuadrados: Sobre un dieciseisavo. Ambos
ejes son representados logartmicamente
De cara a dar una estimacion able de la escala en la cual se producen
estos efectos ( y a partir de la cual no se debera aceptar los valores estima-
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dos de los momentos de e
~r
) se propuso una sencilla prueba consistente en
calcular la correlacion luminosa a dos puntos.
La correlacion luminosa a dos puntos calculada sobre una sola imagen
presentaba una cola de decaimiento exponencial, que se desva del compor-
tamiento calculado experimentalmente sobre grandes conjuntos de datos, y
que debera de ser lineal en el logaritmo de la distancia. Esto es una conse-
cuencia de este empobrecimiento de la estadstica. Para comprobar que esta
era efectivamente la causa, se tomaron cuartos y dieciseisavos de la imagen
original, observando que entonces la saturacion tena lugar en escalas que












Figura 3.4: Correlaciones luminosas a dos puntos promediadas sobre todo el colec-
tivo.
Rombos: Horizontal; Cruces: Vertical. Se han tomado ambos ejes logartmicamente
Por denicion de la correlacion luminosa ha de ser una funcion positiva.
Ademas, si el espetro de potencias S(
~
f) es proporcional a f
 (2 )
, entonces
la correlacion ha de ser de la forma r
 
( donde r es la distancia ). Podemos,
por tanto, determinar en que momento los efectos saturativos han arruinado
este comportamiento. Como se ve en la gura 3.3 , este fenomeno se produce
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a escalas tpicamente en torno a un 10% de la longitud maxima de la imagen
que se tome, lo cual supone unos 30 pixels para una imagen entera de las
que usamos.
Al promediar sobre las 45 imagenes el efecto de saturacion se presenta
considerablemente mas tarde, alrededor de los 80 - 90 pixels en horizontal y
quiza un poco menos en vertical( ver gura 3.4 ). Por ello consideraremos que
podemos tomar una estadstica able si no pasamos de este cut-o. Siendo un
poco mas conservadores, tomaremos como ables distancias de hasta unos 70
pixels, aunque en ocasiones hemos usado magnitudes calculadas mas alla de
este valor para observar en ellas el efecto de saturacion directamente.
3.5 Comprobacion experimental de SS y ESS
3.5.1 1) SS :
En primer lugar, se trato de vericar si se produca SS. La gura 3.5 resu-
me la situacion para la VLB horizontal y vertical (Nota : Solo trabajaremos
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Figura 3.5: ln e
2
~r
como funcion de ln r
a: Horizontal; b: Vertical. Se observan dos regiones con comportamientos lineales
muy diferenciados
La graca de la gura 3.5 representa el logaritmo neperiano del mo-
mento de orden 2 frente al logaritmo neperiano de r ( distancia medida en
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Figura 3.6: Coecientes 
p
en el ajuste sistematico de SS.
a: Horizontal, b: Vertical
pixels ) entre el cut-o inferior, 8 pixels ( ln 8  2:08 ) y el superior, 64
pixels. ( ln 64  4:16 ) ( Para detalles sobre la eleccion de los cut-os ver
Seccion 3.4 ) Se verica SS ( ec. (2.2) ) si la graca es una lnea recta.
Se observa que la zona inicial y nal de la graca parecen poder ser
ajustadas independientemente con diferentes lneas rectas. Las pendientes
para el momento horizontal son de -0.32 y de -0.20 para los tramos inicial y
nal respectivamente; y para el vertical son de -0.35 y -0.26 . En ambos casos,
la zona de transicion parece situarse en los 16 pixels, aproximadamente.
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Figura 3.7: Comprobando SS para el momento de orden 3.
a: Horizontal; b: Vertical
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ln r ln r
Figura 3.8: Comprobando SS para los momentos de orden 4, 5 y 10.
a: Horizontal; b: Vertical
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Las guras 3.7 y 3.8 muestran el ajuste de diversos momentos, en los
cuales las dos regiones continuan estando presentes, y con una delimitacion
en escalas similar a lo apuntado con el momento de orden 2. Es por tanto
probable que alguno de los dos comportamientos sea espurio y por ello aisla-
ble. De hecho, por los razonamientos que se han expuesto en la Seccion 3.4,
la primera parte del graco es espuria ( no universal ). Por tanto, se ha
hecho un ajuste sistematico de la formula ec. (2.2) tomando como rango de
validez desde r = 32 hasta r = 64 pixels. De este modo se ha obtenido
la funcion 
p
que es representada en la gura 3.6. Sin embargo, a mayores
ordenes de momento el cut-o superior empeora, como tambien puede verse
por el aumento de las barras de error con p en esa gura.
La situacion, pues, respecto a SS es que se observa SS, toda vez que
se aslen los efectos enmascaradores debidos a los cut-os. Habra que estu-
diar a continuacion ESS, y si se revela mas robusta, todos los calculos que
puedan ser derivados con esta ultima seran llevados con ella, usando SS solo
cuando sea absolutamente imprescindible ( como p.ej., en el caso del analisis
multifractal del Capulo 5 )
3.5.2 2) ESS :
La gura 3.9 es una graca representativa de las usadas para comprobar
la posibilidad de ESS; por la ec. (2.4) el logaritmo del momento de orden p
debe ser representable como una funcion lineal del logaritmo del de orden
2, con pendiente (p; 2) y termino indendiente (p; 2). A continuacion se
graca el logaritmo neperiano del momento de orden 3 frente al del de orden
2.
Se observa en la graca de regresion, gura 3.9, que el ajuste lineal de los
logaritmos es bueno, sin que se observe ninguna zona de pendiente diferente
en el rango de r tomado. Aqu no es aparente ningun efecto de cambio
de comportamiento, al contrario que en SS. Para rearmar esto, se pueden
observar las gracas de diversos momentos escogidos. ( gura 3.10 )
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Figura 3.9: Ajustando el momento de orden 3 respecto del 2 en ESS.
a: Horizontal; b: Vertical
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Figura 3.10: Comprobando ESS para los momentos de orden 4, 5 y 10.
a: Horizontal; b: Vertical
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En este caso parece viable un verdadero ajuste por una unica recta de las
diversas regresiones representadas, aunque es de se~nalar que en el extremo de
la graca correspondiente a los r mayores, una peque~na desviacion saturativa
se observa, creemos que inuda por la proximidad del cut-o superior.
La mejora en el ajuste siguiendo ESS respecto a SS, y en particular
la desaparicion de los dos regmenes en r no tiene por que extra~nar: SS
implica ESS, por tanto ESS es mas facil de cumplir y de ah que el ajuste
tenga que ser mejor o igual que el otro: por lo que se ve, de alguna manera
el efecto de tama~no nito se distribuye igualmente a todas las escalas, y
as los coecientes ajustados de ESS parecen mas ables
En todo caso, la evidencia experimental encuentra mas aceptable ESS
que SS, y por tanto trabajaremos con la primera. Es posible que aumentan-
do la resolucion de las imagenes tuviera mayor rango de aplicabilidad SS; por
otro lado, determinados supuestos teoricos ( los que emanan de las conclu-
siones del Captulo 4 ) encuentran justicable SS y podra ser la verdadera
naturaleza de los estadsticos; pero como nuestro enfoque es mas amplio,
nada nos impedira, en las conclusiones, particularizar para el caso de tener
SS.
Por tanto, aceptamos que nuestra variable posee ESS.
Es interesante conocer los coecientes (p; 2) y (p; 2) como funciones de
p. Sus gracas experimentales se reejan en las guras 3.11 y 3.12 .
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Figura 3.11: Funcion (p; 2) experimental.
a: Horizontal; b: Vertical
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Figura 3.12: Funcion (p; 2) experimental.
a: Horizontal; b: Vertical
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A partir de p = 5, el comportamiento es muy proximo al lineal ( como se
ve en la parte nal de las gracas ) y por tanto no aporta gran cosa gracar
esa parte ( Los modelos sencillos que construiremos despues, en el Captulo
6, poseeran tambien este comportamiento asintotico lineal ).
Dos propiedades emergen como importantes acerca de estos gracos: son
lineales en el innito y tienden a cero cuando p tiende a cero. Ambas sirven
para determinar interesantes propiedades de nuestra variable.
3.5.3 Acotacion de la VLB
Ahora, podemos aplicar algunos de los resultados teoricos del Captulo
anterior a nuestro caso.
1. 1) De la Subseccion 2.3.1, se concluye que la variable aleatoria VLB










La observacion experimental ( ver SubSeccion 3.5.2 ) muestra que
(p; 2) y (p; 2) exhiben un comportamiento asintotico lineal , as que
















es un valor nito; y por la






. Por tanto, e
~r
es acotada.
2. De la Subseccion 2.3.2 podemos concluir que la distribucion de e
~r
a
partir de los datos experimentales verica que hlne
~r














Observacionalmente, ( SubSeccion 3.5.2 ) (p; 2) y (p; 2) tienen deri-


























son nitos, y ademas negativos con nuestros













i es nita ( y ademas negativo ). Por tanto, sabemos que
}(e
~r
= 0) = 0
3.6 Contraste experimental de los modelos de ESS
Las ecs. (2.16) y (2.17) nos permiten hacer una comprobacion direc-
ta sobre la funcion (p; 2) que obtenemos experimentalmente, buscando los
parametros (  en el caso de S-L;  y T en el caso de Castaing ) que hacen
un mejor ajuste a mnimos cuadrados de estos datos.
Identicando el c(x) que aparece en la denicion de e
~r
, ec. (3.1), con
el contraste luminoso, se observa experimentalmente que puede hacerse un
ajuste muy bueno de la curva (p; 2) usando el esquema de S-L, ec. (2.16).
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Figura 3.13: Ajustes de las curvas experimentales de (p; 2) segun She-Leveque.
a: Horizontal; b: Vertical
En la gura 3.13 puede verse el resultado del ajuste. ( Todos los detalles
acerca de los ajustes que se comentan a conntinuacion se pueden ver en la
Seccion 3.14 )
Los valores obtenidos de  para e
~r
fueron de :





= 0:50  0:03

10
= 0:46  0:05
Vertical : 
40
= 0:50  0:04

10
= 0:48  0:05
donde 
40
designa el valor estimado tomando todos los datos hasta p = 40,
y 
10
el que sale usando hasta p = 10; como se ven, son compatibles, y 
40
tiene una menor incertidumbre, al usar mas datos.
La graca de (p; 2) construdo segun S-L con ese  constituye un ajuste
aceptable de los datos, que es lo que se muestra en la gura 3.13.
Puesto que el ajuste a S-L es tan bueno en esta caso, el ajuste a Castaing
no puede ser mucho mejor, ya que en la formula de (p; 2) del modelo de
Castaing, ec. (2.17), uno recupera la ec. (2.16) jando T = 0; as que S-L
esta includo en este esquema. De hecho el ajuste experimental arroja unas
temperaturas T  10
 2
.
Muy diferente, sin embargo, es la situacion cuando se dene la variable
e
~r
usando el logaritmo de la intensidad luminosa; en tal caso el ajuste a la S-
L es peor, dando un error absoluto unas 1000 veces superior ( en las mismas
unidades que el equivalente anterior ) para un mejor   0:66 pesando y
sin pesar con las barras de error. Para este sistema es mejor un ajuste a un
(p; 2) como el de Castaing, ec. (2.17), dando errores absolutos similares al
S-L del caso anterior y unos valores de los parametros de   0:8 y T  0:13,
aunque aqu vara bastante de la variable en direccion vertical a la horizontal.
3.7 Contraste de la representacion integral
3.7.1 A la Castaing
Retomando la ec. (2.21), se puede escribir en terminos de las variables
lnf
~r






















o sea, la convolucion de G
rL
con la densidad de la variable lnf
~
L
. De aqu es
teoricamente muy simple obtener la funcion G
rL
a partir de los datos: Sin
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(x) son faciles de obtener, as que toda la operacion parece muy directa.
Tiene la ventaja adicional de no necesitar suponer nada especial sobre G
rL
,
que as puede ser cualquiera, incluso el de la representacion integral general;






















Figura 3.14: Vericacion de la representacion integral de SS
Las cruces denen la densidad a la escala L = 64; los rombos, a la escala r = 16 y
los cuadrados la funcion denida al transformar la de escala 64 siguiendo un G
rL
de parametro  = 0:5, y s(r; L) = A ln
r
L
. A fue estimado a ojo, A   1:5
Desafortunadamente, el importante grado de error en los histogramas
( ver Seccion 3.15 ) introduce suciente incertidumbre como para que este
metodo tan directo sea mal comportado y no sea posible en la practica
usarlo para despejar G
rL
; posiblemente la situacion cambiara aumentando
la estadstica de imagenes y mejorando as en consecuencia la resolucion
de los histogramas con los que construmos las funciones de distribucion
empricas.
En este estado de cosas, a lo unico que hemos podido recurrir es a una
aplicacion directa de la formula ec. (2.21) y comprobar si la funcion de
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densidad emprica de la variable f
~
L
se transforma apropiadamente en la de
f
~r
, para una eleccion de la funcion G
rL
. Para reproducir los resultados
de Castaing, uno ha de suponer que el proceso multiplicativo innitamente
divisible es Poisson Compuesto ( esto es, un proceso de Poisson determina
cual es el numero de veces que otro suceso elemental se verica, supuesto














donde s = A ln
r
L
, F (x) es el suceso elemental y F

n
(x) signica la convolu-
cion de F (x) n veces consigo misma; F
0
(x)  (x) por convenio. She y Leve-
que queda includo en este contexto del modo mas simple : F (x)  (x ln )
para S-L.
Hemos jado la constante A de forma que A   1:5. En realidad se vio
probando que A era conveniente que estuviera entre 1 y 2 en nuestro caso, y
esta eleccion de parametros es la que ha resultado mas satisfactoria a la hora
de transformar las funciones de densidad de una escala a otra para diversos
pares de escalas (r,L) propuestas; ciertamente, es caprichosa la jacion de
A as. El valor de  se jo aproximado a los obtenidos en la interpolacion
de (p; 2),   0:5; ver Seccion 3.6 . No se ha intentado una minimizacion
sistematica para determinar estos valores, sino simplemente comprobar por
otro metodo lo ya obtenido en aquella Seccion. Los datos de los histogramas
son muy ruidosos ( las barras de error tienen un radio de mas del 10% del
valor maximo en el entorno de este ), y la estimacion permite un cierto grado
de relajo en la jacion de esos valores dando resultados cualitativamente
iguales. A pesar de todo lo dicho, el resultado es muy satisfactorio.( ver
gura 3.14 )
3.7.2 Representacion integral general
Se ha trabajado tambien con la representacion integral mas general de
ESS, que es la que se explica en la Seccion 2.6. La forma para G
s
es la
misma que se da en la ec. (3.12), solo que aqu s se dene como en ec. (2.26).
Concretamente, como los momentos e
py












se obtiene que k = 
2
  1 y por tanto :
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( se ha invertido el orden en la fraccion para presentar todas las cantidades
como positivas ). Los primeros intentos de aplicar directamente esta formula
en los calculos resultaron muy insatisfactorios, como consecuencia de la gran
imprecision en la evaluacion de f
2
~r
. Como se detalla en la Seccion 3.8, hay
un grado de incertidumbre muy grande en la determinacion experimental
de los histogramas, debido a la dicultad de establecer con precision cual




, que resulta sistematicamente subestimado, y tanto
mas cuanto menor es la escala r que se trata. De este modo, el valor que
etiquetamos como f
~r
= 1 en el histograma es en realidad un valor menor.
Despreciando la contribucion de la cola ( que sabemos que es despreciable





), podemos considerar que en realidad estamos calculando momento










 1 y decreciente con r. De este modo, si el orden p de un momento












Por otra parte es inmediato extender la formula que dene s para cualquier





































( que es lo que podemos calcular












, una constante que mide el grado de distorsion experi-
mental relativa de los histogramas a las escalas L y r. Resulta entonces que
es posible despejar de los datos experimentales ( 

p
) los valores de , s y
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 una vez jadas las escalas L y r. Tomando los tres primeros multiplos
enteros de un momento p
0







































































































Lo cual nos permite hacer una mejor estimacion de s(r; L); por ende,










. Este metodo nos da
una primera intuicion de los errores cometidos por el trunque de la cola






escala L es sucientemente grande, debido a que la distribucion desplaza su
maximo a la derecha, es de esperar que el error en la estimacion del maximo
sea peque~no y as 
L








< 1 ) es el
punto donde se trunco el histograma teorico, es el maximo experimental de
la verdadera variable f
~r





Como se indico, no se pueden tomar valores de p
0
muy grandes, por la
signicacion de la cola, ni muy peque~nos, por problemas de precision nita
en los histogramas.
Datos experimentales : Se tomaron las escalas r = 16 y L = 64. Se
observo que la zona en la que los parametros estimados de este modo eran
mas estables corresponda al entorno de p
0
 0:5, y que este valor era donde
s alcanzaba el maximo valor posible. Para ese p
0























Lo cual, incluso en la hipotesis mas favorable de t
L







que supone un error importante en la estimacion de esa cola
3
( del 23:9%
en el primer caso y del 35:5% en el segundo ). Mientras que s y  son
practicamente constantes en un entorno de p
0
= 0:5, la variacion en  es
apreciable, y los valores estimados con otros p
0
cercanos son muy similares
a   0:5. Por ello no usaremos la estimacion de  que nos da este metodo,
sino que tomaremos un  = 0:5 de nuestra estimacion anterior por medio de
(p; 2).
En la gura g. 3.15 se reeja el resultado para  = 0:5 usando la es-
timacion de s calculada previamente para f
~r
horizontal y para las escalas
citadas, r = 16 y L = 64
En esa gura se ve que nalmente se puede conseguir dar una buena es-
timacion de los histogramas sin introducir elementos extra~nos, como es la
A de la SubSeccion anterior, cuyo valor habra que justicar. Precisamen-
te, como SS es un caso particular de esta representacion mas general, y as
necesariamente s verica la ec. (2.27), con k = 
2









El A que propusimos a ojo en el caso horizontal fue de A =  1:5; para
 = 0:5 esto implica ( t
2




Mas detalles sobre las consecuencias de esto se dan en la Seccion 3.8.




























Figura 3.15: Vericacion de la representacion integral de ESS
Las cruces denen la densidad a la escala L=64; los rombos, a la escala r=16 y los
cuadrados la funcion denida al transformar la de escala 64 siguiendo un G
rL
de















para esta VLB. Denotando como de costumbre 
2
el exponente SS de la
variable e
~r












, o sea, 
2
=  0:375, que no es
muy diferente del medido experimentalmente para la region de r peque~no
( ver gura 3.5 ), pero si del de r grande. Quiza una mejor estadstica, que
permitiera reforzar la hipotesis de SS, permitira mejorar esta estimacion;
pero en cualquier caso, si SS es correcta tendramos ( dentro de un razonable
margen ) que poder predecir el valor de A.
68 CAP

ITULO 3. SS Y ESS EN IM

AGENES NATURALES
3.8 Problemas numericos de la variable normali-
zada
La determinacion experimental de la variable f
~r
tiene un gran obstaculo
a tener en cuenta, y es la dicultad en dar una estimacion sucientemente




, lo cual es absolutamente indispensable de cara a cons-
truir esta variable, que ademas se muestra muy sensible a errores en este
































Figura 3.16: La larga cola de la distribucion de probabilidad.
Escala r = 64 pixels; variable f
~r
horizontal
Esta gura representa el histograma que se ha estimado empricamente
para la variable normalizada a la escala r = 64 para la direccion horizontal;
como esta esta relacionada con la variable e
~r
a traves de una constante
multiplicativa, esta funcion de densidad y la correspondiente a la variable
e
~r
tienen la misma forma. La gura presenta una larga cola hasta su maximo








); de la gura esta claro que
los valores comprendidos entre el 40% del valor maximo y este tienen un
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probabilidad de aparicion muy peque~na. Por ello, la probabilidad de que en
un conjunto aleatorio de medidas uno llegue a tomar una sucientemente
proxima al verdadero valor maximo puede ser excesivamente peque~na como
para que la estimacion directa sea able.
Por otro lado, sabemos que al aumentar la escala de la variable la es-
tadstica se reduce rapidamente, por lo que es de esperar en cuanto a este




) sea tanto peor cuando
mayor sea la escala r que consideremos. Sin embargo, tambien es cierto
que a medida que r aumenta el mayor peso de la distribucion se desplaza
hacia la derecha, como cabra de esperar de los argumentos teoricos de la
SubSecciones 3.3.2 y 3.3.4, y que ademas es observado experimentalmente.
De todos modos, en la competicion de ambos mecanismos parece ganar el
primero, por la aparicion de cortes y oscilaciones de la estimacion directa
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Rombos: Estimacion ESS; Cruces: Estimacion directa. a: Horizontal; b: Vertical




es aplicar la formula ec. (2.10); esta es-
timacion tiene la ventaja de que si se evalua con poco error las constantes
a y a, como el momento de orden 2 de e
~r
se puede obtener con bastante
precision ( es un momento de un orden relativamente bajo ) se podra esti-




y con una observacion
indirecta, de forma muy elegante. Lo malo de este metodo es que por razon
de la exponencial que dene la relacion, los errores se propagan exponen-
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cialmente y por tanto la calibracion de las pendientes asintoticas ha de ser
muy precisa. De hecho, observando la graca de la gura 3.17 se ve que esta
estimacion es peor que la directa ( queda por debajo )





Piensese que un error del 20% en su estimacion a una escala desplazara rela-
tivamente el histograma una cantidad similar a la izquierda, con importantes
consecuencias a la hora de tratar de aplicar la formula ec. (2.21), y quiza pue-
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Figura 3.18: Valores estimados de f
2
~r
Rombos: Estimacion ESS; Cruces: Estimacion directa. a: Horizontal; b: Vertical.
La graca esta representada con ejes logartmicos






tamente de los histogramas ( ver gura 3.18 ) presenta un fuerte nivel de
oscilaciones, sin duda de caracter estadstico por culpa de lo malo de la
estimacion, haciendose inviable la comprobacion de SS para esta variable.
En la misma graca, calculando f
2
~r
con el segundo momento de e
~r
dividi-




al cuadrado no se producen quiebros.
La situacion, sin embargo, empeora pues el checkeo directo de la existencia
de ESS sobre los momentos de f
~r
as obtenidos da como resultado que no
hay tal propiedad a partir de p ' 10, cuando teoricamente esta garantizada
por ec. (2.19)( gura 3.19 ). Tenemos comprobado que este efecto es me-
nos importante cuando se ampla la estadstica ( se aumenta el tama~no del
ensemble ), lo cual es logico, puesto que eliminamos el primer orden de la
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p p
Figura 3.19: Coecientes de regresion lineal del ajuste de la ESS para f
~r
.
a: Horizontal; b: Vertical. Se observa que en un entorno de p = 15 la regresion
lineal empieza a perder sentido; de hecho, el ajuste momento a momento revela
que en torno a p = 10 el momento esta ya demasiado perturbado y la regresion es
imposible
No obstante, se puede aplicar directamente la formula ec. (2.19) para
determinar el valor de (p; 2) sin mas que conocer el valor de la pendiente
asntotica de (p; 2). En la gura 3.20 se ha representado esta funcion.
El graco no es demasiado satisfactorio, pero hay que tener en cuenta
que al intentar apreciar el segundo orden en un desarrollo de (p; 2) en p,
las barras de error se disparan para esta estimacion. Ademas, esta claro
que los exponentes de ESS obtenidos no son muy ables, presentando un
cierto sesgo sistematico del que no pueden dar cuenta las barras de error. El
coeciente, para el caso de tener un (p; 2) de acuerdo al modelo de She &






que es tambien representado en la misma graca. Las barras de error son
tan inmensas que, al menos en el caso vertical, engloban esa posibilidad; y
en el caso horizontal no queda muy alejado.
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0 5 10 15 20 25 30 35 400 5 10 15 20 25 30 35 40
p p
Figura 3.20: Valor estimado del coeciente (p; 2)
Se representa con las barras de error estimadas y comparado con la prediccion de
She & Leveque,  = 0:5. a: Horizontal; b: Vertical.
3.9 Whitening y VLB
Se ha dicho que quiza con la estadstica de una variable que caracterice
a los bordes convenientemente elegida y la funcion de correlacion luminosa
a dos puntos se pudiera llegar a reconstruir la estadstica de las imagenes
naturales. Si la estadstica de las VLBs presenta una propiedad tan intere-
sante como es la ESS podramos llegar a dar una descripcion relativamente
simple de la de imagenes. La cuestion que surge es si son completamente in-
dependientes estas dos caractersticas, o bien a traves de la estadstica de las
VLBs ( y quiza con peque~nas suposiciones ) uno podra llegar a desarrollar
toda la estadstica del ensemble de imagenes naturales.
Para intentar comprender esto, y para avanzar en lo que pudiera ser
una futura expansion teorica de la densidad de probabilidad de este ensem-
ble, tomamos como punto de partida un ensemble gaussiano al que se le
incorporo como funcion de correlacion la conocida. En este ensemble se cal-
culo analticamente la funcion marginal de probabilidad de tener una VLB
de escala r a lo largo de una direccion dada en un punto concreto. Para
una funcion de correlacion cualquiera la expresion general es complicada y
desagradable, aunque reproduce facilmente los lmites conocidos ( r ! 0 y
r !1 ). La expresion de la funcion caracterstica ( transformada de Fourier



























Figura 3.21: Histogramas de f
~r
a diferentes escalas tras whitening.
A mayor escala, mas peque~no es el maximo. En la gura se representan los histo-
gramas de la variable horizontal a las escalas r = 8, 16, 32 y 64 pixels.



































(r) no es mas que la segunda derivada respecto de su argumento de la
funcion de correlacion a dos puntos C(r), que es funcion solo del modulo
del desplazamiento, r. Por supuesto se supone existe tal derivada, y en caso
de no tomar una correlacion ni siquiera contnua hay que rehacer el calculo
74 CAP

ITULO 3. SS Y ESS EN IM

AGENES NATURALES
desde el principio, pues para llegar a esta formula ( ec. (3.15) ) se hacen
lmites que precisan de esa continuidad.
Resulta interesante ver que si se decorrela el ensemble de imagenes pre-
viamente ( esto es, se hace whitening ), entonces la distribucion de e
~r
es
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emprico tras el proceso de decorrelacion
Por ello, aunque no mas sea a efectos de rechazar la hipotesis de ensem-
ble gaussiano de imagenes resulta conveniente aplicar el whitening. Por otra
parte, se ha visto experimentalmente que tras esta decorrelacion la variable
e
~r
obtenida de ese ensemble sigue poseyendo ESS , lo cual parece una pro-
piedad mas esencial. Mas aun, la curva de (p; 2) podra ser ajustada de
acuerdo con las ley propuesta por She-Leveque con un parametro  ligera-
mente diferente de 0:5, aunque las barras de error son muy considerables:
esto podra ser muy importante, si se conrmase que   0:5 tras la decorre-
lacion: indicara que las propiedades de la VLB dependen exclusivamente de
la estadstica de orden superior y no de la estructura redundante de la ima-
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gen. Nuestra variable sera una buena descripcion de la estructura intrnseca
de las imagenes.
Empero, el proceso numerico para la elaboracion de las imagenes blan-
queadas ha revelado ser una fuente importante de imprecision, por lo que
se requiere un analisis muy detallado y laborioso antes de dar una opinion
rme, posiblemente con imagenes de mayor tama~no para evitar aliasing. Lo
que en cualquier caso queda claro es que s que depende la variable de r, con
lo que se rechaza la hipotesis gaussiana. ( ver guras 3.21 y 3.22 )
3.10 Extensiones de la denicion de la VLB
3.10.1 La variable bidimensional
La generalizacion mas obvia de nuestra denicion consiste en tomar la
integral que dene e
~r
en dos dimensiones, eliminando al mismo tiempo la























(~x) es, como siempre, la bola de centro ~x y radio r=2, con una
norma dada; y jB
r=2
(~x)j su area. En las computaciones experimentales,
por comodidad, es usual tomar estas bolas como cuadrados centrados en el
punto.
Las ventajas de tal denicion son obvias: detectara la presencia de
bordes en un area, sin privilegiar ninguna direccion. De cara al analisis
multifractal ( a ser desarrollado sobre imagenes en el Captulo 5 ), tiene la
ventaja de permitir considerar la imagen como un todo, en vez de restringirse
a los subespacios de las lneas, como se tendra que hacer con la denicion
unidimensional.
Los inconvenientes son de naturaleza eminentemente experimental, pe-
ro no por ello ignorables: el numero de bolas independientes que pueden
tomarse sobre un muestreo de imagenes dado decrece cuadraticamente con
el radio r de tales bolas ( frente al decaimiento lineal en r que supone tomar
intervalos ). Esto quiere decir que de cara a una determinacion indirecta de
las propiedades de la imagenes a traves de los momentos de esta variable,
resultara imposible llegar a considerar momentos y distancias relativamente
grandes con esta denicion. De hecho, el cut-o superior disminuye tremen-
damente ( ver guras )
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Figura 3.25: Funcion 
p
2D experimental y comparacion con S-L

2
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Figura 3.26: Funcion (p; 2) 2D experimental y comparacion con S-L
 = 0:53 0:5
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En la gura 3.23 se han representado el logaritmo de diversos momentos
frente al logaritmo de r para esta nueva denicion de la VLB. El rango de
r tomado se ha ampliado por abajo, comenzando en r = 4 pixels, puesto
que con esta denicion parece que se mejora el cut-o inferior. No es de
extra~nar: 4 pixels corresponde, en esta variable, a promediar el valor de
jrcj
2
sobre 16 puntos ( frente al promedio a 4 puntos que supondra la
variable unidimensional ). Lamentablemente, el empeoramiento del cut-o
superior es dramatico: hace falta una gran fuerza de voluntad para acertar
con la region pretendidamente universal del ajuste. Sabemos, no obstante,
que se corresponde con esa zona pues se ha podido comprobar la evolucion
de la graca al aumentar la estadstica. As las cosas, la region universal de
validez observada para SS distiende aqu un segmento tan peque~no como el
que va desde los 8 hasta los 20 pixels.
Es razonable creer que estos problemas son debidos a la falta de es-
tadstica, y que con un numero mayor de imagenes y/o de mayor tama~no se
podra soslayar. Esta es una direccion proxima de trabajo. Es llamativo, no
obstante, que ESS parece vericarse con una tremenda robustez ( ver gura
3.24 ).
Se ve que, sin problemas, ESS resulta aceptable en todo el rango desde
los 4 hasta los 40 pixels, incluso para momentos tan grandes como p = 10.
Nuevamente, parece que ESS se transmite a todas las escalas de la forma
apropiada, mas alla de los efectos de tama~no nito.
En la gura 3.26 se representan los coecientes calculados para (p; 2)
entre p=0 y p=10. Sin ningun genero de dudas puede ajustarse segun el
modelo de She & Leveque, con un parametro  muy proximo a 0:5, como
en los casos unidimensionales. Mas aun, los coecientes 
p
computados en
la escasa region de validez contrastada para SS ( gura 3.25 ) corresponden
tambien al modelo de She & Leveque, con barras de error razonablemente
peque~nas ( revelando estabilidad y universalidad de esta propiedad a lo largo




Todo ello conduce a pensar que la variable bidimensional participa de
la misma estructura que la unidimensional, como se vera mas claro en el
Captulo 5 ; sin embargo, la exigencia de muestreo estadstico hace que la
evidencia indirecta sea muy restringida sobre el colectivo estudidado.
3.10.2 La variable modulada
Otra posible mejora de la denicion de e
~r
consiste en introducir una
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funcion  interpoladora o suavizadora en la integral, para disminuir los pro-
blemas creados a la escala baja por la resolucion. La redenicion, en su





















Es evidente que si  (s)  
[0;1]
(s) ( la funcion indicatriz del intervalo
[0; 1] ) se recupera la anterior denicion de e
~r
. Esta denicion tiene la ven-
taja de que se aproxima a lo que llamaremos analisis de singularidades
y permite eliminar el molesto cut-o inferior. No obstante, tiene la desven-
taja de que de nuevo se empeora el cut-o superior por culpa de las colas
de  . En principio podran ser admisibles  con media nula ( las cuales,
en particular, tendran regiones positivas y negativas ), con tal de incluir




y poder tomar cualquier momento de esta variable. No
obstante, comportamientos oscilantes ( ondiculares ) empeoran mas aun la
situacion respecto al cut-o superior. En las guras 3.27 y 3.28 se muestran
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a: Horizontal, b: Vertical

h
= 0:55 0:6, 
h;2
=  0:25 0:2 ; 
v
= 0:5 0:5, 
v;2
=  0:28 0:3
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Figura 3.28: Comprobando SS para los momentos de orden 2, 3 y 5.
a: Horizontal; b: Vertical
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En las guras se ha representado esas curvas para un rango de r = 4 has-
ta 64 pixels, de nuevo mayor que en las guras con la anterior denicion. De
este modo se hace claro la sensible mejora del cut-o inferior, que aun esta
presente, atenuado. Lamentablemente, este proceder lleva aparejado un em-
peoramiento del cut-o superior, que ha dado en manifestarse acusadamente
en la variable horizontal.
Nuevamente, la situacion es tremendamente mejor en el caso de ESS
( guras 3.30 y 3.29 ). Los parametros  y 
2
hallados estan en consonancia
con los resultados anteriores.
En conclusion, este parece un buen metodo para tratar de regularizar
el regimen de escalas bajas, que nunca es mejorado por un aumento de la
estadstica, al ser un efecto del caracter discreto de los saltos de luminosidad
entre pixels vecinos en una imagen real. He aqu que tenemos ya un metodo
para concentrarse en la region universal de la curva: modular la funcion,
para evitar dependencia en la discretizacion, y aumentar la estadstica, para
evitar ( hasta el tama~no maximo de las imagenes ) los efectos de tama~no
nito. Posiblemente este mecanismo de modulacion consigue eliminar el
componente de ruido de alta frecuencia, al modo de un ltro de paso bajo
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Figura 3.29: Coecientes (p; 2) para e
 
~r
a: Horizontal, b: Vertical. 
h
= 0:55 0:6, 
v
= 0:5 0:5
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Figura 3.30: Comprobando ESS para los momentos de orden 3, 5 y 7.
a: Horizontal; b: Vertical
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Hasta ahora, el tipo de variables estudiadas puede ser comprendido den-
tro del estudio de las llamadas medidas multifractales, y que sera abor-
dado en el proximo Captulo. Tales variables vienen denidas a traves de
una densidad de medida positiva que ha de ser integrada en un segmento o
area de un tama~no para ver los comportamientos de escala.

Este es el tipo
de variable que describe nuestra e
~r




Sin embargo, cabra preguntarse si no se podra denir sobre las imagenes
variables mas simples que fuesen analogas a la variacion local de velocidades
( 
r
v ) que se dena para udos turbulentos. En concreto, nos interesara
hallar un campo f(~x) que fuese un campo multiafn ( como por ejemplo
se explicita en [25] ). Esto signica que si denimos la variacion local de f
en el punto ~x como :

~r
f(~x) = jf(~x)  f(~x+ ~r)j
( nuevamente esta denicion esta orientada, segun el segmento ~r ), el campo







Tambien se dice, en este caso, que el campo f tiene exponente de Holder
h(~x) en el punto ~x.
A la postre, existe una equivalencia entre poseer exponentes de Holder
para todos los puntos y que la variable 
~r
f posea AutoSimilaridad ( en el
sentido de la ecuacion 2.2 ); una vez mas se remite al lector al Captulo 4
donde se explora este aspecto para las variables de tipo medida multifractal.
Es conocido que en situaciones simples existe una conexion inmediata
entre campos multianes y medidas multifractales ( puede consultarse el
excelente libro de Arneodo et al., [26], para este y otros aspectos que se
comentan a continuacion ). En udos turbulentos esto permite construir
la relacion dinamica, ec. 2.1, entre el campo multiafn de velocidades y la
medida multifractal relacionada con la disipacion de energa local.
En nuestro caso, si el campo de contrastes luminosos c(~x) fuese un campo
escalar multiafn, sin mas los campos de sus derivadas direccionales seran
multianes, pero por razon de la derivacion los exponentes de estos ultimos









siendo el campo de derivadas de c(~x) ).
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Tambien es cierto que si f(~x) es un campo multiafn y F (y) es una funcion
del tipo llamado bi-Lipschitz
4
, entonces el campo F (f(~x)) es tambien
multiafn con los mismos exponentes que f(~x). En particular, como \elevar
al cuadrado" es una funcion bi-Lipschitz en todos los puntos salvo en el
origen, da lo mismo hablar de c
0
que de su cuadrado, que es lo que aparece
en la denicion de e
~r
.
Usando los razonamientos de Arneodo se ve que promediar sobre una
bola de radio r una funcion multiafn tiene las mismas propiedades de escala
que la funcion. Juntando todo lo dicho anteriormente, concluiramos que, si
se supone que c(~x) es un campo multiafn, se establecera el equivalente de






( se establece que tienen la misma dependencia en la escala r, aunque es
necesaria una variable aleatoria no dependiente de la escala para escribir una
igualdad ). Esto nos hace pensar que c(~x) podra ser un campo multiafn,
puesto que denitivamente e
~r
exhibe propiedades de escala.
Desafortunadamente esto no es cierto. En realidad desde el principio
consideramos esta posibilidad, pero los resultados experimentales fueron
pauperrimos y era imposible hablar de SS y ESS. Tan solo con mucha pos-
teridad se planteo la posibilidad de que la parte irregular o responsable del
comportamiento de escala se viera enmascarada por una parte regular, una
componente espuria.



















(r) es una expansion polinomica que depende del punto. As,
aquellos puntos con exponentes mas singulares vendran dominados por el
segundo sumando, irregular y revelador de estructura microscopica; pero
aquellos en que la parte irregular tenga exponente mas alto podran verse
enmascarados por la componente de largo alcance que describe el polinomio.
Como vehculo para desembarazarse de la parte regular, Areneodo pro-
pone modular el campo multiafn con una ondcula, de modo similar a como
denamos la variable e
~r
modulada, pero eligiendo esta ondcula de modo
que anule los momentos enteros de ordenes inferiores al maximo exponente
4
Ver el Apendice Teorico para los detalles
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= ~a=a como es habitual. Puede demostrarse ( ver, por ejemplo, el









	(x) = 0 para todo
N  h
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en vez de a 
~r









y los resultados han sido satisfactorios, aunque por limitaciones numericas
y de tama~no de las imagenes no podemos tomar momentos muy grandes.









En la SubSeccion anterior se ha apuntado la propiedad de las funciones
bi-Lipschitz de no alterar los exponentes de singularidad de los campos esca-
lares multianes. Por un proceso de paso al lmite se podra hacer el mismo
tipo de transformaciones sobre densidades multifractales. En denitiva, si















donde g(~y) sera la densidad ( positiva ) de medida, entonces cabe esperar
que la variable 
F
r
, denida igualmente pero substityendo g(~y) por F (g(~y)),
y donde F fuera una funcion bi-Lipschitz ( y que respetara la positividad,
aunque esto tampoco sera estrictamente necesario ) tuviera las mismas pro-
piedades de escala.
Experimentalmente se ha comprobado para unos pocos casos que, efecti-
vamente, esto es cierto. En particular se han ensayado versiones de e
~r
donde
en vez de poner el cuadrado de la derivada ( o de su modulo, en la version
2D ) se ha puesto tan solo el modulo. Todas estas deniciones exhiban
SS y ESS, y podan ser descritas dentro del esquema de She & Leveque,
con   0:5. No obstante lo cual cada variable tiene sus virtudes y sus
defectos desde el punto de vista del analisis numerico: as, tomar el modulo
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de la derivada mejora ostensiblemente el cut-o inferior, hasta hacerlo casi
desaparecer, pero al precio de empeorar en mayor grado el superior.
Poco caso tiene probar academicamente una u otra denicion. Segun
el tipo de aplicacion en que se quiera usar, habra deniciones mas conve-
nientes por razon del procesado numerico, pero el principio teorico es el
mismo. Un principio teorico que habla de estructuras microscopicas orga-








3.11 Descripcion del ensemble de imagenes





en todas ellas. Este conjunto se debe a la generosa
cesion por parte de Daniel Ruderman
5
para la elaboracion de este trabajo.
Las imagenes estan tomadas en el interior de un bosque caducifolio de Nueva
Jersey (EE. UU.), y en las escenas se ven arboles, troncos, hojarasca en el
suelo, arroyos a diferentes distancias con rocas inscritas en ellos, etc.
Las caractersticas tecnicas mas relevantes de las fotos son las siguientes :
 Las imagenes fueron tomadas con una camara CCD con 8 bits de pro-
fundidad de color por color. Se ha sometido a las imagenes a una
reduccion cromatica adecuada para obtener unos perles de luminosi-
dad objetivos. Se han tenido en cuenta los efectos de saturacion de la
respuesta de la camara para producir una estimacion able de las lu-
minancias relativas en cada escena. Por ultimo, para eliminar diversas
fuentes de ruido, se han tomado 32 fotos de la misma escena y se ha
promediado las luminancias calibradas, obteniendo de ese modo una
profundidad de color efectiva para la luminancia de hasta 13 bits por
pixel.
 Las imagenes posean una resolucion de 640  480 pixels para una
celula de 35 mm. La distancia focal del sistema lente-objetivo fue de
35 mm. Se recorto el cuadrado central de 256 256 pixels para evitar





, como ya se ha indicado.
5
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 En todo momento se ha mantenido el objetivo enfocando al innito.
Se ha procedido de esta manera para no sesgar con poses determinadas
el colectivo. Se justica esto en el sentido de que se trata de enten-
der los mecanismos de percepcion visual previos a la atencion, la cual
evidentemente s sesgara las escenas.
 El azimuth de la camara se ha mantenido con un margen de variacion
muy peque~no, para preservar la sensacion de verticalidad.
 Se ha evitado introducir correlaciones espurias creadas por la presencia
de sombras. Para ello, los entornos considerados son por lo general
umbros
 Se ha evitado la presencia de zonas de gran luminosidad. Esto evita
que la distribucion de luminosidades se vea sesgada por la presencia
de pocos puntos con un gran valor. Ademas, esto evita que se sature
la impresion
Figura 3.31: Imagen representativa ( 71 1 ) del ensemble de Ruderman
El formato electronico de las imagenes es una representacion estandar
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decimal a 4 bytes de la luminancia de cada pixel. Para mas detalles, consultar
el artculo original de Ruderman ( \The statistics of natural images", [16] )
3.12 Determinacion de SS y ESS






se computo directamente sobre las imagenes, promediando sobre el
total de valores. Para cada escala r el punto base ~x
0
que aparece en la
denicion de e
~r
( ec. (3.1) ) variaba en la direccion en que se tomaba la
derivada desde el borde izquierdo para VLBs horizontales, superior para
VLBs verticales; hasta una distancia r del borde contario. Esto se haca
logicamente para poder evaluar con sentido la integral que dene e
~r
, pero
inevitablemente conduce a una disminucion del numero de puntos a medida
que r crece. En la otra direccion se tomaron coordenadas libremente. Se
variaba de 1 pixel en 1 pixel, computando as todas los posibles valores
que podran extraerse del ensemble, y as incluyendo el efecto de solapes de
bordes cuyos puntos base estuviesen contenidos dento del mismo intervalo
de anchura r en la direccion tomada para derivar.
Se tomaron todas las escalas de e
~r
posibles entre 8 y 64 pixels, de 1 pixel
en 1 pixel. Para p se tomaron todos los valores posibles entre p = 0:2 y
p = 40, con una diferencia de 0.2 entre un valor y el siguiente; as se obtuvo




3.12.2 Valoracion de SS
Para contrastar SS, se tomo para cada p jo los 56 valores de lne
p
~r
conocidos y se hizo regresion lineal de estos frente a ln r, tomando r desde
r = 32 hasta r = 64, y de forma que los valores seleccionados estuviesen
equiespaciados logaritmicamente. De ese modo, para cada p se obtuvo un
coeciente 
p
, que es lo que se representa en la gura 3.6. La eleccion r = 32
como punto de partida fue para excluir la region de r peque~no, que acusa
el efecto de la resolucion nita. Para conrmar visualmente la bondad del
ajuste, se representaron las gracas 3.5 , 3.7 y 3.8 ( SubSeccion 3.5.1 ),
conrmando que en ese rango SS es satisfactorio.
3.12.3 Valoracion de ESS
Analogamente a lo descrito para SS, se tomo cada p jo y se hizo la
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, con todo los 56 valores posibles ( todos
los r desde r = 8 hasta r = 64 ). Tambien aqu se hizo ajuste visual, como
se detalla en la SubSeccion 3.5.2. Por otro lado, los coecientes (p; 2) y
(p; 2) ( las guras 3.11 y 3.12 ) no son mas que la pendiente y el termino
independiente del ajuste por regresion a cada p.
3.13 Calculo de las barras de error de (p; 2) y
(p; 2)
Para determinar las barras de error de los datos experimentales se se-




independientemente, igual que en la SubSeccion 3.12.1 . Sobre
cada grupo se computo el valor de (p; 2) y el de (p; 2) al igual que antes
( SubSeccion 3.12.3 ); esto nos da 9 funciones (p; 2) diferentes, y otras tan-
tas de (p; 2) . Con estos 9 valores para cada punto p se calculo la dispersion
sobre el valor central; este valor era el correspondiente al ajuste de la ESS de
los momentos obtenidos al promediar las 45 imagenes conjuntamente, que
es lo que se calculo en la SubSeccion 3.12.3 , y las dispersiones nos dan el
valor de la barra de error en cada punto p para cada funcion.
3.14 Ajuste de (p; 2) segun She-Leveque: Deter-
minacion de 
Para ajustar la curva experimental de (p; 2), se probo con dos tipos
de ajuste que presentan peque~nas variaciones aunque esencialmente dan el
mismo valor de  . Ambos ajustes se realizaron tomando una funcion de coste































es el error que estamos computando.
 p
m
es el valor del maximo p en el ajuste, segun sea en cada caso; hemos
tomado p
m










es el numero de puntos en que se muestrea cada intervalo (p; p+1) ,
as que 1=p
f
es el paso elemental que tomamos en p . En nuestro caso,
p
f
= 5, luego el paso elemental fue de 0.2 .
 p
i













; 2) es el valor de (p; 2) en ese p
i
siguiendo la ec. (2.16)
 b
i
es el peso que se le asigna a cada punto experimental, y que es
diferente de un ajuste a otro : en uno de ellos se toma b
i
= 1 para todo
i y en el otro es igual a la barra de error en ese punto. Con este ultimo
metodo se trata de permitir menores desviaciones en aquellos puntos
que presentan un menor error experimental y en los que, por tanto,
tenemos una mayor certidumbre de su valor. Puesto que los valores de
 resultaron casi identicos, nos referiremos en exclusiva a este ultimo
Se efectuo una minimizacion numericamente de E

variando el  en ca-
da uno de los casos, arrojando los valores para  que son referidos en la
SubSeccion 3.6.
Se computo una estimacion del error cometido en la determinacion de ,
de forma simple: si denominamos 

(p; 2)  j
+
(p; 2)   

(p; 2)j, se






































































. Con esto calculamos
la incertidumbre de  ya referida.





Para calcular los histogramas, se tomaron las mismas 56 escalas que
anteriormente ( desde 8 hasta 64 pixels ). Para cada escala primero se deter-




, sin mas que muestrear sistematicamente
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todos los puntos ~x
0





) y anotando el maximo valor encontrado. Una vez cono-
cido ese valor para cada escala r, jada esta se construyeron los histogramas









computado, y al valor as obtenido, que
de seguro esta entre 0 y 1, asignarle a una caja de 4097 en que se frac-
ciono el intervalo [0,1]. Esto ultimo quiere decir que se construyo un vector
de 4097 componentes, cada una de las cuales representaba el numeros de su-
cesos registrados con un valor de f
~r
comprendido en el intervalo apropiado;
as, una vez conocida la \caja" correspondiente a un valor, se aumentaba la
componente correspondiente de este vector de frecuencias en 1. Finalmen-
te, se normalizo el vector de frecuencias absolutas para convertirlo en el de
relativas, esto es, las componentes sumaran 1.
Para computar las barras de error, se procedio analogamente a lo efectua-
do en la Seccion 3.13 , separando las imagenes en 9 grupos de 5, computando
del mismo modo que antes los histogramas de cada uno de esos grupos y es-
timando gracias a ellos la dispersion en torno al valor central ( el histograma
del parrafo anterior ).
3.16 Propagacion de las barras de error
3.16.1 Vericacion de la representacion integral
Para vericar las relaciones ecs. (2.21) y (2.25) se tomaron los histogra-
mas a las escalas r y L; en el caso mas extremo fueron r = 16, L = 64; mas
bajo de 16 pixels el histograma tena un problema de insuciente muestreo,
por ser el pico de la distribucion muy proximo a cero y la pendiente del lado
izquierdo muy abrupta; esto ademas perjudicaba a la rutina de aplicacion de
ambas formulas ( 2.21 y 2.25 ) si no se aumentaba el muestreo. Finalmente
se dejo as, sin ir a escalas menores, por un compromiso con el tiempo de
computacion y del tama~no maximo de muestreo en los histogramas, que no
sabemos cual es, pero que evidentemente depende de la cantidad de muestras
que tengamos.
Se transformo el histograma de la escala L usando la relacion que de-
ne la representacion integral de ESS de cada caso, computando de forma
numerica las integrales con los puntos que se tenan. Para ello, se extra-





a partir de nuestros histogra-
mas y poder as usar la expresion de la ec. (3.10), que es directa y aplicable
en ambos casos. Los histogramas de lnf
~r
8 r, por necesidad de excluir el
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= 0, tienen 4096 puntos, lo cual justica lo aparentemente capricho-
so de la cifra anterior, puesto que esta es potencia de 2 y ser as inmediato
efectuar FFT ( Fast Fourier Transform ), que es lo que uno necesita en la
aplicacion directa de la expresion de la ec. (3.11). Como se dijo antes, esto
ultimo resulto un asco por el nivel de ruido de los histogramas.













(x) como el  que genera G
s
( s segun la re-
presentacion integral de SS o segun la de ESS ) es inmediato; tomando esa




(x). En todo caso, esto solo nos permitira ver cuanto se
parecen los valores medios, pero sin aportar informacion acerca del error.
3.16.2 Barras de error en la representacion integral
Para este calculo se utilizo de nuevo la separacion de 9 grupos de imagenes
usada anteriormente, y para cada grupo se tomaron los histogramas a las
escalas r = 16 y L = 64.
Lo que en la gura 3.14 se representa en las barras de error no es el error
propagado en la aplicacion de la formula, sino cuan able es la hipotesis
de que esa formula sea valida. Ello se entiende por el procedimiento de
elaboracion de las barras de error, que se explica seguidamente.




el estimado por el procedimiento detallado antes ( SubSeccion 3.16.1 ). Con
las 9 funciones de diferencias se calculo una funcion de media cuadratica, que
es lo que se representa como barras de error. De este modo, lo que uno trata
de vericar es la bondad de la hipotesis de existencia de un nucleo integral
como G
s
, eliminando parcialmente con este metodo los sesgos sistematicos








(x). Aunque los histogramas sean realmente muy ruidosos, se puede
determinar con barras de error muy estrechas si la transformacion es buena
o no, por este motivo. El resultado es que las barras son peque~nas y engloban
perfectamente la funcion experimental 
f
~r
(x) tanto con un kernel como con
el otro.
3.17 Reduccion de la resolucion de las imagenes
Para analizar la posible presencia de un cut-o inferior en las imagenes,
se las sometio a un proceso de reduccion de la resolucion o agrupacion por
bloques. Dicho proceso consistio en que, una vez jado el tama~no b de los
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bloques de resolucion ( y donde b deba dividir la escala sobre la que se agru-
paba ), se produjeron a partir de nuestro ensemble de 45 imagenes otros dos
ensembles con identico numero de imagenes cada uno, uno correspondiendo
a una reduccion en horizontal y el otro a reducir en vertical.
La reduccion, por tanto, se hizo solo en una direccion, dejando la otra
intacta para perder la menor cantidad posible de estadstica. El valor de
luminosidad asignado a un bloque de la imagen contrada fue el promedio
de las luminosidades que quedaban comprendidas en el. Este proceso garan-
tiza que la luminosidad media permanece constante, y si las imagenes son
invariantes de escala, si nos referimos a estadsticos que solo operan en la
direccion contrada, la estadstica ha de ser la misma ( por supuesto que la
relacion con la otra direccion vara).
Se produjeron reducciones con b = 2; 4; 8 y 16, y se aprovecharon esas
imagenes para computar los e
~r
en las direcciones contradas, precsamente,
con los resultados reejados en la SubSeccion 3.4.1.
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4.1.1 Perspectiva historica. Ideas intuitivas
El concepto de multifractal es de reciente aparicion tanto en la Fsica como
la Matematica moderna: los primeros desarrollos en torno a esta idea datan
de mediados de los a~nos 80. Unido a la complejidad de la materia y lo
especializado de su campo de aplicacion, es facil de entender la falta de un
texto unicador y aclaratorio sobre el tema: en muchos sentidos, esta teora
esta en proceso de denicion.
La necesidad de esta nueva idea surge como medio para estudiar el com-
portamientos de variables muy estocasticas y caoticas, y donde se obser-
van ciertos efectos de periodicidad e invariancia de escala ( en sentido es-
tadstico ) que, sin embargo, no pueden ser tratados considerando el espacio
de valores de estas variables como un fractal convencional ( por ejemplo,
por presentar leyes de escala anomalas ). Uno piensa, entonces, que tales
variables denen un multifractal: una reunion de varios fractales, donde
cada uno de ellos se transforma de forma distinta bajo cambios de escala y
cuya combinacion justica un comportamiento invariante de escala pero mas
complejo de lo habitual.
Rigurosamente, para poder denir un multifractal es preciso contar con
una funcion que permita diferenciar puntos segun el comportamiento que ella









multifractales, que son la base de cualquier funcion que eventualmente
pudiera ser considerada como generadora de un multifractal.
4.1.2 Denicion
Caracterizacion microscopica
Una medida multifractal  es una medida positiva
1
soportada sobre
un conjunto F  <
d
de dimension fractal D y tal que cada punto ~x 2 F




Con esto se quiere decir lo siguiente: para cada punto ~x donde  no se























(~x)) = (~x) (4.3)
donde B
r
(~x) representa la bola de centro ~x y radio r, con alguna de las
distancias habituales en <
d
que se podran inducir con la medida de Lebesgue
lineal.
Observaciones:
 El rango de exponentes h permitidos es acotado; por lo general, nos
interesaran medidas tales que h
min
 h(~x)  h
max
8~x 2 F.
 En particular, si la medida  es positiva se tiene que 0 < h(~x) 8 ~x.
Ello viene implicado por la monoticidad de la medida, a saber: si dos
conjuntos A , B verican A  B, entonces (A)  (B). Aplicado
esto a bolas de radios r, r
0





, por lo que se concluye.
1
Precisando mas, esta medida esta denida sobre la -algebra Boreliana especializada
al soporte de  y ademas se considera que  es -nita
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 Por tanto, nos interesan medidas tales que h
min
 0. Si ademas
F  <
d
, en tal caso  es absolutamente continua respecto a la me-
dida de Lebesgue de <
d
; por tanto, es aplicable el teorema de Radon-
Nykodin
2




Esta funcion ha de ser por construccion c.p.t. () continua. Esto no
implica bajo ningun concepto que  ni h sean funciones continuas; in-
cluso se puede probar, tras la Caracterizacion Macroscopica, que h(~x)
es c.p.t. discontinua, como veremos. La evidencia experimental abun-
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vendra generada por un proceso estocastico. Esto nos
permitira introducir el concepto de ergodicidad para referirnos a la
medida.
2









 Conviene resaltar, por ultimo, que valores de la funcion exponente h(~x)




, considerada como funcion multiafn, tiene una singulari-
dad en el punto ~x.
Ello es as porque la integral de una funcion multiafn con exponente
h
0
en un punto ~x
0








( ver [26] ),




)); as que si llamamos h

a la funcion
de exponentes de  y h
d





(~x) d 8~x. Por tanto, donde h

< d se tendra que la densidad tiene
exponente negativo.
Caracterizacion macroscopica
La caracterizacion microscopica no basta para producir un multifractal
en el sentido que tiene interes desde el punto de vista experimental. Se
necesitan ciertas propiedades de isotropa y homogeneidad, en un sentido
estadstico, que no pueden ser denidas jandose exclusivamente en el com-
portamiento local.
Consideraremos que la funcion
d
d
(~x) ha sido generada a traves de un
proceso estocastico. Las propiedades macroscopicas que pediremos a este
proceso son dos:




(~x) jando el punto ~x para distintas realizaciones del proceso
( para diferentes imagenes ) que promediar en una unica realizacion
cambiando el punto base ~x ( o sea, a lo largo de toda la imagen ) siem-
pre que esta sea sucientemente grande. Esto es equivalente a decir
que hay invariancia (exacta) de traslacion en sentido estadstico para
este proceso.
 Invariancia de escala: El proceso ha de ser tal que una transforma-





(~x) en una variable homotetica de s misma ( en distribucion ) y
razon k
 d
. Esto es equivalente a decir que el proceso tiene una inva-
riancia (conforme) de escala en sentido estadstico
Una medida  vericando tanto la caracterizacion microscopica como la










4.2 Aspectos Geometricos y Topologicos
(A) Un multifractal puede ser descompuesto como reunion de variedades
fractales F
h
Efectivamente, se puede denir:
F
h
= f~x 2 F : h(~x) = hg (4.4)
En denitiva, clasicamos los puntos por el tipo de singularidad que
presentan. Debido al caracter terriblemente caotico e impredictible de
la se~nal h(~x) los conjuntos tienen una estructura fraccionada, fractal
4
Por denicion, las variedades tienen interseccion nula.
Llamaremos espectro de dimensiones del multifractal a la funcion
D(h) denida por ser D(h) la dimension fractal ( Hausdor ) de F
h
.
(B) Cada una de las variedades F
h
es densa en F
5
Esto es inmediato por la caracterizacion macroscopica: por la ergodi-
cidad, un abierto sucientemente grande de U esta estadsticamente
distribuido de forma identica que la variable estocastica; por tanto,
debe contener todas y cada una de las variedades, pues estas carac-
terizan la distribucion. Por la invariancia de escala, un abierto por
peque~no que sea posee la misma estadstica que este tan grande. Por
tanto, contiene puntos de cada una de las F
h
; es decir, hay puntos de
cada F
h
arbitrariamente proximos a uno dado.
(C) ( Como corolario del punto anterior )  no tiene puntos aislados salvo
que sea un monofractal ( i.e., solo haya un exponente h )
Por la propiedad de densidad enunciada en el punto anterior, todo
punto de F es lmite de sucesiones de puntos en F
h
para todo h; pero
si un punto ~x es aislado, las unicas sucesiones que pueden converger
caracter estocastico de esta denicion ( ver Falconer, [28] ); sin embargo, la que se presenta
en esta tesis tiene la ventaja de permitir entender mejor el sentido fsico de las hipotesis,
que se verican sin necesidad de mayor explicacion tanto en Turbulencia Completamente
Desarrollada como en Imagenes Naturales
4
No es este el lugar para discutir que es y como se caracteriza un fractal. El lector
interesado es referido al libro de Falconer, [28]. Los aspectos mas importantes de la teora
fractal son enunciados en el Apendice Teorico, en la Seccion A.2
5













a el son las que son constantemente iguales a ~x a partir de un cierto
momento. Esto implica que ~x 2 F
h
para todo h, o sea, que las varie-
dades tendran interseccion no nula, lo cual es contradictorio a menos
que solo haya un h posible.
(D) La funcion h(~x) es discontinua en todo F o bien  dene un mono-
fractal
Sea un punto ~x no aislado y supongamos que h(~x) es continua en un
entorno de el. Sea B una bola cerrada que contiene a ~x y tal que h
es continua sobre toda ella. Por tanto, B \ F
h
es un cerrado, pues F
h
es la antiimagen por una funcion continua ( en este dominio ) de un




\B es no vaco y ademas F
h
= B, y
esto es verdad para todo exponente h, lo cual es imposible al ser todas
las variedades disjuntas, a menos que solo haya un h posible. Luego




(h) como la probabilidad, tomando un punto al azar den-
tro de una imagen, de que tal punto estuviera en F
h
. Establecemos
aqu la siguiente conjetura:
log 
h
(h) = aD(h) + b (4.5)
para ciertas constantes a y b.
En realidad, esto es practicamente equivalente a suponer que 
h
vie-
ne determinado exclusivamente por las caractersticas geometricas del
multifractal, esto es, por el espectro de dimensiones D(h).












es la constante de normalizacion, que
por la denicion es un funcional de D(h). Entonces supongamos que
construimos un nuevo multifractal consistente en intersectar el origi-
nal con una variedad M de dimension d   d. Las dimensiones de





\M , seran casi por todo de dimen-
sion D
0
(h) = D(h)   d, siempre que este numero sea positivo; si
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dimension cero ( son puntos ) y tienen una cierta probabilidad dada
por ese factor de aparecer en esa interseccion. Pero la distribucion

h
debera ser la misma para este multifractal, pues la eleccion de la














( que es una
constante ), que
G(D(h) d) = K(d)G(D(h))
y que tal cosa se vericase para todo d posible. La unica funcion
G que verica eso es la exponencial, as que G(x)  Ae
ax
. Aplicando
esto a (4.6) se llega de inmediato a (4.5), donde b = ln[AN
D
]
Esta propiedad es muy interesante, y sera vericada numericamente
en el Captulo 5.
4.3 Funcion de particion y funciones relacionadas
4.3.1 La funcion de particion
Es habitual en la literatura matematica concerniente a multifractales
denir la llamada funcion de particion Z
p
(r) a cada escala r; dicha funcion
esta dise~nada para capturar aspectos geometricos esenciales del multifractal
y su interpretacion en ese contexto es inmediata. Sin embargo, en el contexto
de los sistemas fsicos resulta normalmente mas conveniente o accesible otro
tipo de funcion, como nuestra 
r
.
Afortunadamente, la relacion entre ambas es simple y exhiben leyes de
escala del mismo tipo: de hecho, hay una relacion directa entre los expo-
nentes de SS de una y otra. Por completitud y facilitar la lectura de los
dispersos textos en la materia escribire los desarrollos de ambas, para que el
lector pueda pasar facilmente de una representacion a la otra.
La funcion de particion se dene del modo siguiente: Se toma un
numero nito N(r) de bolas disjuntas de radio r contenidas en un conjunto
acotado y de modo que cada uno intersecte de forma no vaca a F y que la
recubran al maximo posible; a un tal recubrimiento se le denomina recu-




esa coleccion de bolas. Llamemos






































es calculable directamente a partir del espectro de
dimensiones del multifractal.
Hay que destacar que, por denicion, 
1
= 0 de forma trivial. Un poco
mas sutil es que 
0
=  D; ello se debe a que Z
0
(r) = N(r), el numero de
bolas del recubrimiento optimal. Cuando r es muy peque~no, N(r) / r
 D
( ver Apendice Teorico, Seccion A.2 ), pero no tiene nada de particular
porque es precisamente una de las formas de evaluar la dimension fractal de
un conjunto.




Este es un hecho bien conocido ( ver [26, 10] ), y es un sencillo ejercicio de
calculo: supongamos que r es sucientemente peque~no; entonces cada (U
i
)





. Podemos por tanto,
sustituir la expresion de Z
p


















(h) es la distribucion de probabilidad de los exponentes h, 
h
denota la funcion (~x) restringida a la variedad F
h
y los parentesis triangu-
lares denotan promedio a lo largo de esa variedad. El factor r
 D(h)
nos da la
dependencia en r del numero de puntos del fractal concreto F
h
implicados,




A partir de aqui, la conclusion es simple: Cuando r tiende a cero, por











pero al tiempo ese exponente deba ser 
p
. Por tanto, 
p
es la transformada
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4.3.3 Construccion de la variable 
r





, que surge de forma natural en el estudio de la Turbulencia
Completamente Desarrollada ( ver Captulo 2 ) y en nuestro analisis de la
estadstica de Imagenes Naturales ( donde la denotamos e
~r
, ver Captulo 3 ),
esta denida de modo muy simple en terminos de una medida multifractal



















(~x)j representa el volumen de esa bola, que evidentemente escala
como r
d
; as que prescindiendo de una constante geometrica dependiente de
la distancia que usemos para denir la bola escribiremos equivalentemente
r
d
para ese volumen d-dimensional.
Como ya hemos visto, los momentos de esta variable exhiben leyes de










La relacion que guardan estos momentos respecto a Z
p
(r) es bastante
sencilla desde aqu: cuando r sea sucientemente peque~no, Z
p
(r) se aproxima
a N(r) veces el valor del promedio sobre la imagen de la potencia p-esima de






























fp(h  d) +D  D(h)g (4.14)
( A la expresion D   D(h), que aparecera sucesivas veces, la llamaremos
codimension de F
h










se suele hablar de las singularidades de 
r
, que son tan solo un desplazamiento
por el factor constante  d de las de 
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(~x) = h(~x)  d (4.16)
Obviamente, las variedades fractales son las mismas para  y 
r
, con el




















Como norma general, suprimiremos las primas para no recargar la nota-
cion, sobreentendiendose que usamos las singularidades de la funcion 
r
. Es


















son conocidos a priori de
forma trivial, siendo 
0
= 0 y 
1
= D   d.
4.4 Multifractalidad en el modelo de She-Leveque








es el exponente de SS de h
p
r
i. Esta expresion puede usarse por
tanto para determinar 
p
cuando se conoce D(h) , pero mas aun: obser-
vando que esa expresion no es mas que una transformada de Legendre de
la funcion D(h) , se puede invertir la relacion, de modo que por medio de
otra transformada de Legendre obtendremos la envolvente convexa de D(h)






As pues se puede extraer el espectro de dimensiones D(h) de 
p
y vice-
versa ( ver [29] ). En los casos en que se tenga una funcion analtica para
describir 
p
esto puede resultar muy util.
Vamos a estudiar el espectro emergente del modelo de She y Leveque
para los exponentes de ESS ( explicado en el Captulo 2 ). Usando que





(p; 2) y con la expresion conocida para 

(p; 2) ( ec. 2.16 ) al ser





) !(h)[1   ln!(h)] (4.20)











































-0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1 1.2
Figura 4.2: Espectro de dimensiones en un She-Leveque bidimensional
de parametros  = 0:5 y 
2
=  0:25. Esto implica D
1
= 1:, como se puede ver
Varias observaciones son pertinentes sobre estas formulas :
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 En el esquema de She y Leveque (1; 2) = 0 y por tanto 0 = 
1
= D d.
Por tanto, D = d para este modelo, o sea, el soporte de  es todo <
d
.
En las formulas subsiguientes escribiremos d en vez de D.
 Como 
2
< 0 en todos los caso experimentales conocidos, tanto d D
1
como  son positivos, lo cual es fundamental para la interpretacion
geometrica que luego se va a dar de esos parametros.
 En la derivacion de la formula se ha extremalizado respecto a p la
expresion de la ec. (4.19). Esto ha impuesto ciertas restricciones al
rango de h validos, que son: no considerar logaritmos de argumentos
negativos y que 0  D(h)  d. Estas restricciones pueden expresarse












 !(h)[1   ln!(h)]  1
o sea :
0  !(h)  !
max









verica en un unico punto y !
max
> 1. Sin embargo, el rango de !'s
permitidos podra ser mas estrecho. La funcion ![1  ln!] presenta un
unico maximo en ! = 1, donde alcanza precsamente la cota superior ,
1. Esto hace que para cada dimensionD(h) haya asociados dos posibles
h, o sea, hay dos tipos de singularidad soportados por variedades de la
misma dimension ( ver gura 4.2 ). Esta suele ser la situacion en los
espectros de dimensiones.
 Tomando la expresion anterior en !(h), es inmediato comprobar que
el rango de h delimitado es :





Hay que tener en cuenta que 0 <  < 1, as que ln < 0, y por tanto el
lmite superior del rango efectivamente es mayor que el inferior. Queda
claro tambien de esta expresion que el mnimo valor posible de h, h
min
,
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es precisamente  . Por otro lado, puede expresarse el maximo valor









ln   (1  )]
Como d D
1
 0 por construccion, el signo de h
max
viene determinado
por el de  !
max
ln   (1   ), que es una funcion decreciente en 
para 0 <  < 1, y con mnimo en  = 1 donde vale exactamente 0 ;
por tanto h
max
> 0 en todos los modelos de S-L.
 Justamente cuando h = h
min





As pues, la dimension de la variedad mas singular del multifractal es
precisamente el parametro D
1
.
 Otro punto relevante del espectro es el valor de la singularidad donde
se alcanza la maxima dimension.

Esta se consigue para h = h
med
; =
 + (  ln)(d  D
1





 A modo de observacion suplementaria, retomando la denicion de D
1










y como el lado de la izquierda es la codimension de esa variedad mas
singular, se tiene que 0  d   D
1
 d; la primera desigualdad se
verica trivialmente con que 
2
 0; pero la segunda impone una





 d(1   )
2
(4.21)
En el caso discutido en el Captulo 3 sobre imagenes naturales, tenemos
que D = d = 2 y para un  =
1
2












para poder construir el multifractal.
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 Retomando la conjetura sobre la distribucion 
h
de las variedades, cabe
preguntarse si no se podra interpretar el concepto de dimension de una
forma mas amplia. En la curva del espectro de dimensiones, gura
4.2, hay un corte abrupto por la izquierda, debido a la divergencia del
logaritmo que aparece en la expresion de D(h), ec. 4.20. En particular,
eso hace que se consigan todas las posibles pendientes positivas de las
rectas tangentes a la curva, que son los que determinan la variable p
como variable conjugada de h a traves de la transformada de Legendre.
Esto es, con la parte a la izquierda del maximo de la curva de D(h) es
posible reconstruir todos los momentos positivos de la variable 
r
Sin embargo, esto no es cierto con la parte derecha de la curva, que no
presenta una divergencia abrupta. Esta parte debera de servir para
reconstruir los momentos negativos, que en un Log-Poisson como el
que describen She & Leveque son nitos ( y cuyos exponentes vienen
dados por la misma expresion (2.16) que los positivos ). Si truncamos
la curva, como propondramos si no permitimos dimensiones D(h) ne-
gativas, estos momentos seran teoricamente irreconstruibles, como si
fuesen divergentes. Esto parece contradictorio, y en nuestra opinion
solo podra salvarse interpretando D(h) a traves de 
h
como el loga-
ritmo de una probabilidad.
Para concluir, conmara nuestro punto de vista hallar un sistema fsico
en el cual la ec. 4.21 se violase, que como dijimos es consecuencia de
imponer que D(h) > 0.
Captulo 5
El multifractal en Imagenes
Naturales
En este captulo aplicaremos la base teorica del desarrollo multifractal a las
Imagenes Naturales ( y no tanto ), tratando de identicar las variedades F
h
.
El gran contenido geometrico de las mismas esbozara una nueva perspectiva
de la estructura de cada imagen, lo cual resulta clave tanto para la construc-
cion de modelos realistas de generacion de imagenes como para analizar el
contenido de informacion de cada parte y desarrollar algoritmos de recons-
truccion a partir de un mnimo subconjunto. Los resultados que se detallan
estan contenidos en un trabajo de proxima aparicion, [40]
5.1 Caractersticas a priori del multifractal
Tomamos como punto de partida la variable e
~r
dise~nada en el Captulo 3,
en la Seccion 3.10, SubSeccion 3.10.1; y que tal variable presenta un coe-
ciente de ESS (p; 2) que es bien descrito segun el modelo de She-Leveque




Por mor de la denicion de e
~r





usando que en nuestro caso todo punto pertenecera al multifractal, F  <
d
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, la que deseamos; ver Captulo 4, Seccion 4.3
Tomando la aplicacion al modelo de She y Leveque en la Seccion 4.4 del
Captulo antedicho, para los valores experimentales de  = 0:5 y 
2
=  0:25







( d = 2 ) Esto es muy importante, pues esta diciendo que la variedad mas
singular, que es la de exponente h =  , tiene dimension fractal 1, o sea,
que es esencialmente una curva o union de curvas, lo cual nos hace pensar
que posiblemente esta variedad es la identicacion de los bordes o contornos
de los posibles objetos presentes en las imagenes.
5.2 Separacion de los exponentes: ondculas
En las realizaciones experimentales, que son siempre discretizaciones, resul-
ta complicada la determinacion de las leyes de escala microscopicas que en
suma sirven para caracterizar el multifractal. Al proceso por el cual a cada
punto ~x se le asigna su exponente h(~x) se le conoce como analisis de singula-
ridades. El mejor metodo para ello es el uso de proyecciones sobre ondculas
( \wavelets" ) de la imagen.










). Esto supone imponer realmente muy pocas condiciones
sobre la funcion 	: tpicamente es suciente pedir que
R
	 = 0 ( ver [27] ).
De una funcion que verica eso se suele decir que es una ondcula admisi-
ble.
Esto supone que 	 no tiene un signo constante, pero es muy frecuente
que esta funcion no tenga muchos pasos por cero; en denitiva, oscila pero
poco ( y de ah el nombre de ondcula u onda elemental ).
Se les suele requerir a las ondculas otro tipo de propiedades, dependiendo
de a que problema se necesite aplicarlas. Sin embargo, de cara a hacer el
analisis de singularidades, no es preciso ni tan siquiera la condicion de media
nula, que es lo que nos permite hablar de ondcula admisible.
El analisis de singularidades se basa en que el operador de convolucion
con la ondcula es contnuo y bi-Lipschitz. De ese modo, la convolucion no
modica el exponente de singularidad de las medidas.
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lo cual no es mas que convolucionar la medida  con la dilatacion de factor a
de 	, invertido ( cambiado de signo ) su argumento. En el Apendice Teorico,








donde h(~x) es el exponente de la medida  en ese punto; la constante de
proporcionalidad, empero, se ve modicada respecto a la no proyeccion.
( ver [27, 26] ). Tambien pueden usarse, bajo otras condiciones, funciones 	
analizadoras que s seran ondculas admisibles ( de nuevo, ver [27] )
Hay dos razones fundamentales para aplicar ondculas al analisis de sin-
gularidades.
 Esta transformacion permite dar un tratamiento uniforme tanto a las
medidas multifractales como a las llamadas funciones multianes ( ver
Benzi et al, [36] )
Efectivamente, uno puede aplicar esta proyeccion a ondculas a una
funcion cualquiera ( simplemente, convolucionar ambas funciones ).
De este modo, se analizan igualmente las singularidades de las fun-
ciones multianes. Esto permite pensar que se puede construir una
medida multifractal soporte a partir de una funcion multiafn de for-
ma canonica; ver [26] para los detalles.
 Con esta transformacion uno puede tratar un muestreo discretizado
experimental.
Esto es cierto en los casos en los que se pueda considerar que el apa-
rato de muestreo experimental hace una convolucion con una funcion
apropiada de la se~nal fsica que se pretende medir: este es el caso en
imagenes, donde la intensidad de cada pixel es en realidad el promedio
de intensidades sobre el area que subtiende. As, uno tiene que los da-
tos del muestreo son una proyeccion previa sobre una wavelet a escala
ja. Formalmente, si ~x
n
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donde c(~x) es el verdadero contraste de luminosidades y C(~x
n
) es el
muestreo experimental. La funcion  es la indicatriz de la bola de
radio 1, que vale 1 sobre ella y 0 fuera,o sea,
(~x) = (jj~xjj   1)
y a
0











El calculo directo de los exponentes multifractales a traves de la formula
ec. 4.1 es poco satisfactoria en muchos casos por culpa del caracter
discreto del muestreo, que no permite tomar de forma contnua el ra-
dio de las bolas centradas en el punto a estudiar. Se puede hacer una
interpolacion lineal para emular esto, lo cual mejora el calculo nota-
blemente. Esta misma idea se puede extender con ventaja a otro tipo
de interpolacion.
Aprovechando la asociatividad de la convolucion, la proyeccion sobre




















representa el producto de convolucion ).
La ec. 5.6 nos explica por que funciona esta interpolacion y en que







parecido a una funcion delta de Dirac y por tanto 	
0
se aproximara
mas a 	 , con lo que uno puede recobrar el comportamiento local de
la funcion en ese punto siempre que no se mueva a escalas inferiores
a la de a
0
( el tama~no del pixel ). Por tanto, podremos estimar los
exponentes de singularidad de estructuras de tama~no, como mucho,
comparables al pixel.
5.3 Analisis experimental de singularidades
5.3.1 Metodologa
 Se desarrollo un programa para analizar las singularidades por medio
de la proyeccion en ondculas. Tras diversas pruebas, se escogio como
base de ondculas funciones de la forma :
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donde se consideraron los ordenes de derivacion n = 0; 1; 2 y los ordenes
de exponenciacion  = 1; 2; 3. Las funciones tiene simetra radial y
estan truncadas a una distancia R.
 Se escogieron estas funciones ya que para este problema pareca clave
tomar una interpolacion sucientemente suave, pero sin que el decai-
miento del interpolador fuese demasiado rapido. Los resultados con
ellas no variaban signicativamente al variar la funcion de proyeccion.
Ademas, los exponentes obtenidos quedaban ( salvo un peque~no por-
centaje - en torno al 2% - de anomalas ) comprendidos dentro del
rango esperado teorico.
 Para cada una de las 9 funciones ondcula madre antedichas se deter-




de escala menor y mayor, respectivamente,
de forma experimental. Dichas escalas oscilaron entre los .75 pixels pa-
ra la escala mnima (a
0
) del caso mas extremo ( aunque 1 fue el valor
mas usual ) y los 16 para el mayor a
1
( aunque los valores usuales no
pasaron de 8 pixels ). Los criterios de eleccion nuevamente fueron las
compatibilidades descritas arriba.




en cada 	, se tomo un muestreo de a com-
prendidos entre ambos y para cada punto ~x se hizo una regresion lineal
del logaritmo de T
	
(~x; a) frente al logaritmo de a. En virtud de la
ec. 5.4 esto nos permite determinar h(~x). Los escalas a del muestreo
fueron tomadas de forma uniforme exponencialmente, para que sus lo-
garitmos estuvieran equidistantes. El numero de tales escalas fue de
6; un muestreo mayor tiene la ventaja de producir mejores regresiones
( que se traduce en un mejor ajuste a las condiciones de compatibilidad
antes referidas ) pero aumenta terriblemente el tiempo de computacion.
 La propia regresion lineal permite comprobar la abilidad de la ec.
5.4 a traves del coeciente de regresion del ajuste. En particular, esto
establecio un criterio adicional de compatibilidad, que no es otro que
el tener el maximo posible de puntos con buen coeciente de regresion.
Con 6 puntos de muestreo se establecio la convencion de considerar
bueno un coeciente de regresion si su valor absoluto era mayor o
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igual que 0.9. Sobre las imagenes esto condujo a porcentajes de buenos
puntos, para los parametros escogidos, que oscilaban entre el 75% y
el 85%, siendo siempre mejores los ajustes hechos con funciones con
menor orden de derivacion.
 Las funciones de mayor orden de derivacion, sin embargo, mostraron
que tan solo podan usarse para captar rasgos en las imagenes del
tama~no de varios pixels, as que fueron desechadas para los analisis
nos.
 Por ultimo, para depurar se promediaron los exponentes h(~x) obtenidos
en cada punto ~x con cada una de las 9 funciones a n de tratar de
reducir cualesquiera factores de ruido o distorsion, consiguiendose as
que el porcentaje de puntos fuera de los lmites experimentales fuese
de tan solo el 1%. Para los analisis nos de las estructuras tan solo se
tomaron las tres no derivadas, que ademas son funciones positivas.
Es este ultimo tipo de analisis el que mostraremos a continuacion, pues
queremos precisar hasta el pixel y al tiempo analizar variedades menos y
menos singulares.
5.3.2 Resultados
Para experimentar esta herramienta, se trabajo intensamente sobre la ima-
gen de Lena Sjooblom
1
( gura 5.1 ), que es la referencia habitual en trabajos
relacionados con tratamiento de imagen.
En las guras siguientes pueden verse los diferentes conjuntos de puntos
que experimentalmente correspondieron a las variedades F
h
. Puede obser-
varse la progresion de los puntos desde la variedad mas singular ( gura 5.1 )
a medida que h aumenta; como se alcanza la maxima dimensionalidad, que
corresponde tambien a la maxima densidad de puntos en la imagen, en torno
a h  0:2 y despues se vuelven a rarecar, aunque mas lentamente.
1
Lena Sjooblom fue play-girl en el a~no 1972. Su foto fue escaneada por algun amante
de Playboy que se dedicaba a trabajar en tratamiento de imagen posiblemente ese mismo
a~no. La foto se hizo rapidamente muy popular entre esa comunidad de cientcos, en una
epoca en la que no haba mucho material similar. Hoy en da esta foto es un clasico.
Recientemente, Lena fue invitada de honor en una conferencia de Computer Vision.
Actualmente, Lena Sjooblom vive en su Suecia natal y es una funcionaria de un gabinete
de Proteccion de Medio Ambiente.
La foto no esta muy bien escaneada y presenta efectos de difraccion notables; sin embar-
go, tiene la ventaja de poseer un unico objeto ( Lena ) muy bien denido y contrastado.
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Figura 5.1: Imagen de Lena y su variedad mas singular.
Se ha tomado F
 
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Figura 5.2: Diferentes variedades fractales en la imagen de Lena
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Figura 5.3: Diferentes variedades fractales en la imagen de Lena ( y 2 )
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Una vez puesta a punto la herramienta, es el siguiente paso aplicarla a
vardaderas imagenes naturales. No deja de ser interesante que la imagen de
Lena tenga una descomposicion multifractal del mismo tipo, con los mismos
exponentes y con las variedades de las mismas dimensiones fractales. Parece
esto indicar que esta caracterstica podra ser notablemente robusta y pre-
sentarse para todo tipo de imagenes tomadas de la realidad. Esta cuestion
abre un campo de estudio muy amplio, a ser abordado con posterioridad.
En todo caso, la herramienta anada as nos permite analizar las imagenes
del colectivo de Ruderman, dando resultados consistentes y dibujando varias
lneas para proseguir el analsis.
Figura 5.4: Imagenes 71 1 y 71 15 y sus respectivas variedades mas singulares
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Para contrastar la conjetura acerca de la distribucion de las variedades,
ec. 4.5, calculamos una estimacion experimental de 
h
(h). En la gura 5.5 se
muestra el resultado. Para facilitar la comparacion con el espectro teorico,
se ha eliminado el termino independiente b de esa ecuacion trasladando el
valor de 
h
( ) hasta hacerlo coincidir con D
1
. El espectro experimental
de dimensiones, D
exp
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Figura 5.5: Espectro experimental de dimensiones de la imagen 71 15
Se ha representado segun ec. 5.7, con a  2.Se compara con el de un She-Leveque
bidimensional ( lnea de trazos ) de parametros  = 0:5 y 
2
=  0:25
El comportamiento de D
exp
(h) es muy similar al de D(h) para valores de
h inferiores al maximo, pero la densidad decae mas rapidamente que en la
proyeccion teorica para valores de h menos singulares. En principio creemos
que ello es debido al metodo de separacion de singularidades, que hace difcil
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discriminar puntos poco singulares que esten proximos a puntos de fuerte
singularidad.
Por otro lado, se ha observado que cuando se toma una mala eleccion de
parametros en el analisis el espectro acusa as mismo ese efecto, revelandose
como un ultimo criterio para jar la bondad del analisis.

Unicamente habra
que tratar de explicar el valor numerico del factor a de la ec. 4.5, a  2, y
tratar de mejorar la resolucion para los h mayores.
5.3.3 Conclusiones
Hemos separado la variedad mas singular, F
 
, por ser la que mas claro
contenido geometrico tiene. Segun la expresion del espectro de dimensiones
en She y Leveque, ec. 4.20, ya vimos que D( ) = D
1
, que en nuestro caso
es D
1
 1. No por casualidad, este conjunto parece identicar los contornos
de los objetos en la imagen. Esto es muy razonable, ya que la frontera de un
objeto ha de verse como una transicion muy abrupta, no contnua. Ademas,
un objeto regular es caractersticamente delimitado por una frontera de di-
mension 1. Parece que, de una forma absolutamente inintencionada hemos
encontrado un metodo canonico para separar objetos.
Se sabe que los bordes o contornos de los objetos que constituyen las
imagenes naturales son una caracterstica muy importante de las mismas, y
se piensa que las caracterizan ( ver el libro de Marr, [31] ). Por otro lado, esto
se complementa con un estudio reciente que sugiere que las imagenes podran
estar compuestas como bordes o algo similar estadsticamente independientes
( [32] ).
Tambien es conocida la presencia de columnas de dominancia en la cor-
teza visual primaria, especializadas en la deteccion de segmentos orientados
segun un angulo dado ( ver [33, 34] ). Es por ello muy importante que en este
acercamiento desde las propiedades estadsticas de las imagenes naturales,
sin necesitar suponer nada acerca del mundo real que las genera, podamos
llegar al concepto de borde, antesala del de objeto, de forma intrnseca. Nos
da pie esto a pensar que una teora ecologica de la informacion sera perfec-
tamente capaz de explicar la presencia de esas columnas de dominancia en
las primeras etapas del procesado visual.
Con respecto al signicado del proceso multiplicativo en el contexto de
las imagenes, es una cuestion abierta entender como se podra implementar
el mecanismo de \inyeccion energetica" ( el proceso multiplicativo ) entre
variedades y no entre diferentes escalas, si es que esto es posible. De ese
modo se podra entender que papel juega cada variedad en la imagen, mas
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alla de F
 
. Ademas, es interesante analizar que parte del contenido total
de informacion de la imagen posee cada parte: en ese sentido, parece que la
variedad mas singular es la informativamente mas relevante.
Por ultimo, destacar la gran similitud entre este analisis y el llamado
analisis multiresolucion, desarrollado por Stephane Mallat y Sifen Zhong
( ver [35] ). En ese artculo tratan de hacer reconstruccion de una imagen
a traves de los maximos de modulo de la transformada en derivadas de
ondculas de la propia imagen. Salvando los terminos ( nosotros aplicamos
transformada de los modulos de gradiente al cuadrado ) su trabajo apunta a
que estos maximos contienen informacion suciente acerca de toda la imagen,
y sobre la misma imagen de Lena el obtiene como conjunto de modulos
maximos uno muy similar a nuestra variedad mas singular.
Lo que claramente permitira acercar mas enfoques sera un tratamiento








Modelos de generacion de
Imagenes
6.1 Motivacion
Toda vez que hemos conseguido construir variables que recogen aspectos
estadsticos esenciales de las imagenes naturales, vamos a intentar ir un poco
mas alla. Trataremos de construir modelos para la generacion de imagenes
que recojan las propiedades que nosotros creemos que son fundamentales. De
este modo, podremos ver cuanta estructura queda todava no denida ( con
respecto a las imagenes reales ) y cuanta de la que describen nuestras varia-
bles puede ser explicada en terminos simples, tales como objetos, presencia
de focos de luz, aspectos geometricos, etc. De ese modo avanzaremos en la
interpretacion de los resultados desde un punto de vista intuitivo y asimi-
laremos las caractersticas observadas con posibles detectores de estructura
que bien podran estar presentes al nivel de la corteza V1 de los mamferos.
Algunos aspectos son tratados en un trabajo de proxima aparicion, [41]
6.2 Modelos monofractales
Un primer intento de generacion lo constituyen los llamados modelos ob-
jetivos monofractales.. En ellos se ha intentado generar imagenes siguiendo
modelos simples del mundo que podran dar distribuciones de imagenes simi-
lares a la real. La construccion se basa en el posicionamiento de objetos, ya









ya directamente sobre esta. Por objeto se entiende en este caso una gura
geometrica simple con iluminacion uniforme.
Hemos ensayado con estas dos posibilidades. En ambos casos, nuestra
variable presentaba ESS y se puede hablar de (p; 2) y de (p; 2).
6.2.1 Modelo de Ruderman
Descrito en su artculo \Origins of scaling in Natural Images", Daniel
Ruderman propone un modelo basado en la construccion de imagenes de
acuerdo con el espectro de potencias de la correlacion luminosa a dos puntos
experimental. Para ello, el tama~no de los objetos sigue una ley de distribu-
cion apropiada, y su ubicacion en la imagen se determina al azar segun una
distribucion uniforme. La luminosidad de cada objeto es determinada tam-
bien al azar e independientemente, siguiendo esta ultima una distribucion
gaussiana. Los coecientes (p; 2) y (p; 2) obtenidos se representan en las
guras 6.3 y 6.4 :
Figura 6.1: Imagen tpica segun el modelo de Ruderman
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6.2.2 Colocacion tridimensional de objetos que se ocluyen
unos a otros
En este modelo, se considera el angulo solido denido por nuestra panta-
lla y as se determina la porcion del espacio tridimensional que denen este
angulo solido y dos esferas de distancias mnima y maxima prejadas. En
la region del espacio as obtenida se colocan al azar objetos identicos unifor-
memente distribudos. Finalmente, se construye la imagen permitiendo que
los mas cercanos tapen ( ocluyan ) a los anteriores. La luminosidad se deter-
mina segun un decaimiento disipativo, siendo mas oscuros los objetos mas
lejanos. Tambien se le da una luminosidad caracterstica al medio optico no
ocupado por objetos; y cuando un objeto esta tan lejos que su luminosidad
es signicativamente mas peque~na que la del vaco, ese objeto no genera
imagen ( representando as efectos difractivos a larga distancia ). Para una
seleccion de parametros, los coecientes obtenidos fueron los representados
en las guras 6.3 y 6.4 :
Figura 6.2: Imagen tpica segun el modelo tridimensional
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Figura 6.3: Funcion experimental (p; 2) en los modelos monofractales
a: Ruderman ; b: Tridimensional
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Figura 6.4: Funcion experimental (p; 2) en los modelos monofractales
a: Ruderman ; b: Tridimensional
6.2. MODELOS MONOFRACTALES 129
6.2.3 Comparacion de los datos. Crtica de los modelos
Por construccion, los modelos presentan relaciones entre objetos carentes
de una escala caracterstica. No es por ello de extra~nar que los espectros de
potencias que poseen sigan leyes de potencias bien claras: de hecho, el mode-
lo de Ruderman fue dise~nado para vericar esta propiedad. Resulta simple
ajustar los parametros de los modelos para conseguir cualquier exponente
negativo que se desee para el espectro.
Ademas, ambos modelos presentan las leyes de escala SS y ESS dentro
del rango adecuado. Observando el coeciente (p; 2), en ambos casos los re-
sultados experimentales muestran un comportamiento lineal asintoticamente





ta. La pendiente de esta recta asintotica es diferente en cada modelo de la
experimental, y no se puede ajustar cambiando los parametros internos en
los modelos ( debido a la monofractalidad, como se vera )
Por otra parte, ambos modelos se diferencian de los datos experimentales
en que ni (p; 2) ni (p; 2) tienden a cero cuando p tiende a cero. Ello implica
que los modelos tienen una discontinuidad en el orden de los momentos
cuando este tiende a cero, puesto que el momento de orden cero es igual a 1
para cualquier distribucion. Esto signica que hay una hipotesis erronea en
el planteamiento de los modelos.
Ademas, es inmediato usando los resultados de la SubSeccion 3.5.3 que
< lne
~r
>=  1. Esto signica que 
e
~r
(x) tienen algun tipo de problema
alrededor de x = 0.
Observando las gracas obtenidas de los modelos de las Secciones 6.2.1
y 6.2.2, se ve que tenemos un comportamiento muy proximo al completa-
mente lineal. Por la SubSeccion 2.3.5 esto implicara una distribucion muy
concentrada entorno al cero y al maximo valor. De hecho, por la forma de
construir los modelos, la probabilidad }(e
~r
= 0) es distinta de cero, porque
la iluminacion dentro de un objeto es constante; por tanto, al calcular el
valor de e
~r
en un punto que quede dentro de un objeto, si todo el camino de
la integral que lo dene esta contenido dentro de ese objeto el valor de e
~r
sera cero. La probabilidad de tomar al azar un punto dentro de un objeto
sucientemente grande es diferente de cero y as ambos modelos tienen una
contribucion tipo  en torno a e
~r
= 0, lo que explica su fracaso.
Esto nos esta diciendo al mismo tiempo algo acerca de la textura de los
objetos: en las imagenes naturales la zona de texturas debiles ( la parte
interior de los objetos ) contribuye signicativamente a los momentos de
ordenes menores de nuestra variable e
~r
. Estos momentos reejan el com-
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portamiento de la distribucion cerca del cero, donde se producen peque~nos
e insignicantes saltos de la luminosidad. Esto es la textura de los objetos.
Las gracas de los histogramas experimentales de estos modelos conr-






















Ruderman model. Histogram of the normalized variable at scale r=64
Figura 6.5: Histograma experimental de f
~r
(r = 64) en el modelo generativo de
Ruderman.
Se ve una contribucion muy importante, tipo delta, en x = 0; y por ello mismo los
niveles inferiores aparecen como ruidosos y poco estimados
Como puede verse en ambas gracas ( guras 6.5 y 6.6 ), la probabilidad
se halla muy concentrada entorno a e
~r
= 0, dando a ese punto un peso
diferente de cero y considerable. Como se dijo, efectivamente e
~r
valdra cero
si todo el camino que lo dene queda dentro de un objeto, lo cual tiene una
cierta probabilidad no nula y calculable. Esto da lugar a la discontinuidad
en el origen observada en los coecientes (p; 2) y (p; 2).
Dejando al margen la delta centrada en el origen, el resto de la distri-
bucion es no trivial, y tiene que ver con la distribucion de posibles saltos
de luminosidad entre objetos y de objeto al vaco, que son caractersticos
de cada modelo y de los parametros elegidos en cada caso. Esto explica el
curvamiento de las curvas de (p; 2) ( ver guras 6.3 y 6.4 ), que es mas o





















Occluding objects model. Histogram of the normalized variable at scale r=64
Figura 6.6: Histograma experimental de f
~r
(r = 64) en el modelo de objetos
ocluyentes
Similar al de Ruderman, gura 6.5; aqu la delta en x = 0 es menos pronunciada
menos controlable. Lo interesante del caso es que los parametros elegidos y
aun el tipo de modelo no afectan al coeciente (p; 2).
Desde el punto de vista del analisis de singularidades, estos modelos
constituyen el tipo particular de multifractal que hemos denominado mono-
fractal. Efectivamente, aqu el soporte de nuestra medida d lo constituyen
exclusivamente los bordes de los objetos, ya que en el interior de estos se
anula. En ambos modelos de generacion puede verse, por ser los contornos
lneas rectas, que la dimension fractal de este conjunto es 1. Por otra parte,
debido a la ausencia de correlaciones entre las singularidades estas tienen el
exponente asociado a la funcion , o sea, h =  1.
Esto hace que la ley de escala que gobierna estos modelos no sea mas que
la simple relacion de Kolmogorov, o sea, el proceso multiplicativo constante.
Eso lleva inmediatamente a que 
p
/ p. Dado que (1; 2) = 0 (0; 2) = 1 se
concluye que (p; 2) = p  1, lo cual se verica trivialmente en la curva.
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Figura 6.7: Variedad mas singular en las imagenes monofractales
Los puntos representados tienen un h =  1  0:1, y constituyen la variedad mas
singular en estas imagenes. El analisis se efectuo sobre las imagenes de las guras
6.1 y 6.2, respectivamente.
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6.3 Modelos multifractales
6.3.1 El modelo de Benzi
Una de las implementaciones mas simples que pueden hacerse de un
campo escalar multifractal fue propuesta por Benzi et al. ( ver [36, 37,
38] ). La base teorica es relativamente simple: se trata de construir una
jerarqua diadica de vertices, de modo que la se~nal se componga en una
base de ondculas como una combinacion lineal de elementos de esa base
con coecientes los de la jerarqua: De ese modo, las relaciones entre las
distintas escalas seran las del multifractal. No haremos aqu el desarrollo
teorico completo del modelo, aunque escribiremos las relaciones mnimas
para entenderlo.
En principio, tomaremos una funcion 	(~x) de media nula como ondcula
madre; de ese modo genera una base supercompleta de funciones ( ver [27] ).

























A continuacion construmos un conjunto diadico de coecientes. Toma-






























escogen como variables aleatorias independientes e identicamente distribui-
das de una distribucion de probabilidad prejada.
Recursivamente, a cada paso de escala repetimos la operacion, hacien-




genere otros cuatro por multiplicacion con los



















] queremos simbolizar el vector cuyas componentes son la parte
entera, redondeando hacia abajo, de las de
~
k divididas por 2. Por ello, a la
escala j los vectores
~





didas en el rango de numeros enteros entre el 0 y 2
j 1
.













































donde, analogamente a como se dena en el caso de udos turbulentos,

~r
c(~x) = jc(~x+~r)  c(~x)j. Los coecientes 
p
se relacionan sencillamente con













Basta escoger correctamente la distribucion de la variable  para poder
tener un campo multiafn con SS de exponente deseado. Esta construccion
puede generalizarse simplemente para tener cualquier tipo de ESS ( no ne-
cesariamente proviniente de una SS ).
Supongamos ahora que generamos un campo de contrastes luminosos
c(~x) de acuerdo al modelo de Benzi. En tal caso, el campo de gradientes de
esta luminosidad dene una densidad multifractal que esta de acuerdo con
el multifractal de 
~r
c. > Por que ?
La respuesta nos lleva de nuevo a la relacion dinamica planteada en
la ec. 3.18: si ya sabemos que nuestro campo de contrastes es multiafn,
entonces e
~r
tendra las leyes de escala apetecidas y se vericara esa relacion
entre las variables.
Se ha simulado numericamente este modelo, escogiendo  con la distribu-
cion oportuna para obtener los valores correctos. En concreto,  = 2
 1
 ,














y donde s = (d  D
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, que es lo que se pretenda.
Hay una observacion importante que hacer sobre esta formula: en la
SubSeccion 3.3.1 se estableca que e
1
~r
no poda depender de r; sin embargo,
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a nuestro antojo, permitiendo en particular que 
1
6= 0. > Como es
posible compatibilizar estas dos armaciones ?
Figura 6.8: Imagen construda segun el modelo de Benzi




de acuerdo a un log-Poisson de parametros apropiados para
reproducir el modelo de She y Leveque con 
2
= 0:25,  = 0:5
La respuesta es simple: 
1
sera nulo en tanto en cuanto nuestro sistema no
tenga una dimension fractal anomala
1
. Pero cuando la variedad soporte de
d sea de dimension D estrictamente menor que la maxima, d, el exponente
1
En ese sentido, los sistemas generados por los modelos monofractales tienen de hecho
dimension fractal anomala ( el conjunto de los puntos que contribuyen a e
~r
es de dimension













sera no nulo y, de hecho,
1
= D   d ( ver SubSeccion 4.3.3 ). Esto per-
mitira explicar que sucedera en los casos en que por construccion forcemos
que 
1
< 0. Para poder explicar los casos 
1
> 0 nuevamente tendramos que
forzar la interpretacion de la dimension a traves de la densidad de probabi-
lidad 
h
(h), alegando que, superpuesto al multifractal, hay una componente
fractal desligada. La resolucion teorica posiblemente es abstrusa, pero esta
es una cuestion muy academica y notablemente compleja, por lo que no la
abordaremos aqu.
En la gura 6.8 se muestra una imagen generada de acuerdo a este mode-
lo. Es bastante interesante calcular sobre ella el espectro de singularidades,
en particular la variedad mas singular. Como se ve en la gura 6.9, este
conjunto de puntos tiene un cierto \recuerdo" del proceso de subdivision en
cuadrados que le dio origen, pudiendose reconocer trazas de los mismos.
Figura 6.9: Variedad mas singular en el modelo de Benzi
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Las curvas de SS y ESS no tienen mucho interes en este modelo, pues
salen lo esperado, dentro de los margenes de precision numerica. Mas intere-
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Figura 6.10: Espectro experimental de dimensiones en el modelo de Benzi
Se ha representado segun ec. 5.7, con a  2.Se compara con el de un She-Leveque
bidimensional de parametros  = 0:5 y 
2
=  0:25 ( lnea a trazos )
Aqu el acuerdo conseguido por la conjetura dimensional es parecido al
de las imagenes naturales, siendo de hecho ambas curvas experimentales muy
similares; lo cual no permite corroborar la conjetura ( sigue el enrarecimiento
a exponentes poco singulares ), pero hace plausible que verdaderamente 
h
venga determinado por los aspectos geometricos ( por el espectro dimensional
D(h) )
No obstante, el modelo de Benzi no cumple todos los requerimientos que
esperaramos de un modelo plausible de imagenes naturales. Ciertamente la










reere, pero la correlacion a dos puntos ( con la que se obtiene el espectro
de potencias ) sigue una ley diferente a la que debiera. Para un espectro
S(
~
f) que decae como f
 (2 )
, la correlacion luminosa debera escalear como
r
 
.( Si  = 0, entonces C(~r)  ln r. )
Sin embargo, no es as. Por construccion 
r
c es un campo multiafn;































> 0. Pero este no es el tipo de comportamiento que quisieramos
observar: si, por ejemplo, queramos 
S L
2




1:75, por lo que la correlacion decaera de forma casi cuadratica, e incluso
haciendose cada vez mas negativa segun r crece. Es preciso una modicacion
de este modelo que rompa hasta cierto punto la multianidad de c, porque
eso es lo que pasa en las imagenes naturales y ademas parece que es la unica
manera de conseguir un espectro de potencias correcto.
6.3.2 El modelo de Benzi diludo
En este modelo se propone diluir los coecientes del desarrollo en ondculas
del de Benzi para romper la coherencia a gran escala ( y acabar con la mul-
tianidad de c ), pero de un modo que preserve la coherencia a la microescala
( para que e
~r
siga siendo multifractal )
El procedimiento es simple : Inspirandonos en el procedimiento de di-
lucion que propone Field en [39], que se sabe que produce un espectro de
potencias correcto fruto precisamente de romper la coherencia entre los expo-





con el mismo proceso multiplicativo; pero al nal eliminamos, a cada es-
cala j, una fraccion 
F
de los mismos, de forma completamente aleatoria e
independiente. Una imagen tipo puede verse en la gura 6.11.





de 0.5 y mayores. Por otro lado,
SS y ESS resulta relativamente arruinado para 
~r
c
Lo mas interesante y sorprendente de todo es que SS y ESS se preservan
para e
~r
de una forma plena. La curva de (p; 2) puede, nuevamente, ser
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Figura 6.11: Imagen segun el modelo de Benzi diluido




como antes y un 
F
= 0:75
ajustada de acuerdo al modelo de She y Leveque si el proceso de construccion




fue el apropiado, el mismo que antes de la dilucion.
En la gura 6.12 se ha representado la variedad mas singular para una
imagen de este modelo. Las reminiscencias diadicas del proceso multiplica-
tivo son nulas ya, gracias al grado de incoherencia introducido. Es, en ese
sentido, mucho mas isotropo que su ascendiente. Tambien se ha representado
el espectro experimental de dimensiones, gura 6.13
La crtica negativa a este modelo es su falta de realismo y carencia de
objetos. Esta claro que ese aspecto ( la presencia de objetos ) no esta
presente en las leyes de escala analizadas hasta ahora. Queda la distribucion
subyacente de la que da cuenta el factor 
p
presente en la descripcion de SS;
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Figura 6.12: Variedad mas singular en el modelo de Benzi diluido
como vimos, tal factor puede relacionarse con una distribucion intrnseca,
independiente de la escala. Debe ser este el modo de introducir la presencia
de objetos en las imagenes. Por otro lado, en el modelo de Benzi se parte de
un unico vertice generador, con una estadstica independiente. Si se tomara
una poblacion inicial de vertices distribuidos, por ejemplo, constituyendo los
bordes de los objetos presentes, y luego se propagara del modo anterior, se
podra seguramente obtener una solucion mixta
6.3.3 Sobre futuros modelos
Los modelos multifractales, si bien consiguen ( en el caso del modelo
de Benzi con dilucion ) las caractersticas de escala deseada no se basan en
objetos u estructuras reconocibles. Es posible que con la exposicion de una
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Figura 6.13: Espectro experimental en el modelo de Benzi diluido
Se ha representado segun ec. 5.7, con a  2.Se compara con el de un She-Leveque
bidimensional de parametros  = 0:5 y 
2
=  0:25 ( lnea a trazos )
red visual a las vaporosas imagenes de estos modelos uno pudiese predecir
la formacion de campos receptivos en las celulas ganglionales. No obstante,
mas alla del formalismo matematico siempre sera interesante proponer un
tipo de imagen segmentable ( descomponible en objetos ).
Se ha probado a introducir variaciones de naturaleza aleatoria ( ruido )
sobre el nivel medio de la luminosidad en los modelos objetivos monofracta-
les, obteniendo gracas de (p; 2) mas aceptables ( ya tiende a cero cuando
p tiende a cero ). Tambien se ha probado con un esquema de sub-objetos
dispersos dentro de los objetos, cuya iluminacion se desva aleatoriamente un
porcentaje del nivel medio del objeto en que se inscribe; y estos sub-objetos
a su vez subdividos en otros mas peque~nos y as ad nauseam ; con este las
gracas tambien resultaron mas satisfactorias. Queda en ambos esquemas
de textura la duda de si variando convenientemente todos los parametros se
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podra conseguir un ajuste razonablemente exacto de (p; 2).
Lo que en ninguno de estos modelos se tiene en cuenta es la distribucion
intrnseca de las imagenes, el comportamiento de e
~r
a una escala dada ja.
De algun modo, es (p; 2) el que viene dando cuenta de ese grado de libertad
subyacente: es (p; 2) el que viene determinado por las relaciones inter-
objetos a escala ja, etc. Por ello, sera siempre mas concluyente el estudio
de los histogramas y su forma, que contiene no solo la informacion de escala
( como se pasa de una a otra ), sino toda la distribucion a una dada.
Sin hacer de menos a estos intentos, posiblemente se debera, volviendo
sobre la experiencia, tratar de determinar la estructura libre remanente en
las imagenes, la cual, posiblemente, tenga un mayor contenido de informa-
cion. Del estudio de las cantidades de informacion en esas estructuras y las
relaciones geometricas no consideradas se podra explorar un concepto mas
amplio y realista de modelo generativo. ( Parte de esta idea es comentada en
el siguiente Captulo de conclusiones ). Esto, sin embargo, es ya un objetivo




7.1 Conclusiones y aplicaciones
Despues de todo este estudio, podemos resumir los principales avances
del trabajo en los siguientes puntos:
 Se ha mostrado que las imagenes naturales, como sistema estadstico,
presentan propiedades de invariancia de escala.
 Se ha construido una variable ( e
~r
) que observa la estructura local de
la imagen, y que maniesta toda una jerarqua de leyes de escala, que
es la denominada SS.
 Ademas, en el analisis de dicha estructura se ha encontrado que las
imagenes pueden ser explicadas por medio de estructuras microscopicas
( las F
h
), que se realizan de forma geometrica en cada imagen.
 La variable e
~r
puede ser descrita como una composicion entre escalas
a traves de un proceso multiplicativo, que las genera en cascada.
 Esto permite describir toda la compleja transformacion de escala por
medio de tan solo dos parametros libres ( por ejemplo, 
2
y el  de
She-Leveque )
 Por ultimo, se han construidomodelos de generacion de imagenes
que permiten entender esta simetra de las imagenes y tratar de deli-
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Las posibles aplicaciones de estas conclusiones teoricas son entre otras :
 Separar la parte redundante, siempre presente en las imagenes y res-
ponsable de los comportamientos de escala, de su esqueleto generador,
informativamente mas relevante ( i.e., la variedad mas singular )
 Hacer inteligible desde la Teora Estadstica de la Informacion los pro-
cesos de separacion y deteccion de bordes, para los que suele haber es-
tructuras especializadas en el sistema visual primario de los mamferos.
( Esto se explica en la siguiente Seccion, dedicada a las perspectivas
de futuro )
 Explotar los modelos de imagenes mas simples para delimitar su in-
uencia en las adaptaciones sinapticas en dicho sistema visual. ( Ver
proxima Seccion )
 Establecer un laboratorio que permita exportar por analoga experi-
mentos sobre SS y ESS realizados en imagenes a otros contextos experi-
mentalmente menos manejables, como son los udos muy turbulentos.
7.2 Proyecciones para el futuro
Dentro de las posibilidades que se abren directamente del contenido de
esta tesis, ampliamos la observacion de aquellas dos que, por motivacion,
mas nos interesan.
7.2.1 Informacion
Nuestro estudio pone en evidencia unas estructuras emergentes ( que son
las variedades fractales F
h
) que estaran presentes en las imagenes naturales
y posiblemente tambien en cualquier imagen tomada del mundo real ( como
la de Lena ).
Son muy relevantes las propiedades estadsticas de estas variedades. En
un primer analisis, hemos analizado la distribucion del (~x)
1
residual del
comportamiento multifractal ( ver ec. 4.1 ) a lo largo de cada componente
1
En lo que sigue hemos tomado como denicion de d una ligeramente diferente:
d(~x)  jrcj(~x)d~x. Por los argumentos de bi-Lipschitzidad sabemos que posee las mis-
mas propiedades de escala y las mismas variedades F
h
, lo cual hemos comprobado. Ha
resultado mas conveniente para este calculo pues as los valores de (~x) resultaban menos
concentrados en valores peque~nos y los histogramas mas claros.
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El primer hecho signicativo observado es que si denimos A
h
como el
maximo valor de (~x) cuando se toman los ~x dentro de la variedad F
h
, la
variacion de este maximo al aumentar h es muy cercano al de un decaimiento








-0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4
h
Figura 7.1: Maximo de (~x) a lo largo de las F
h
No parece estar relacionado con el espectro dimensional D(h), y antes
bien podra estar manifestando un mecanismo propagatorio en cascada mul-
tiplicativa, al estilo del denido para e
~r
, entre las variedades fractales, desde
la mas singular hacia las estructuras menos singulares.
Reforzando esta hipotesis, se ha observado que el comportamiento de los






es similar al que se
observa en SS: se produce un desplazamiento del maximo hacia la izquierda
( valores menores ) a medida que h aumenta ( ver gura 7.2 )
En el estado actual del problema, sin embargo, la simple discriminacion
de las variedades es bastante imprecisa y ruidosa a medida que h aumenta;
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
h
Figura 7.2: Densidades de probabilidad de 
h
Se han representado para h = -0.5,-0.3,-0.1,0.1 y 0.3. A mayor h, mas se halla el
maximo de la distribucion desplazado hacia la izquierda
e inclusive el calculo directo de los momentos de 
h
se ve todava demasiado
afectado por estos problemas como para decir algo able.
Con todo, de conrmarse que existe ese proceso multiplicativo entre las
variedades uno podra pensar que quiza haya una realizacion geometrica de
tal proceso. De esta manera, sera cierto que determinando F
 
y  sobre
ella uno podra reconstruir toda la imagen ( quiza en un sentido estadstico )
Las consecuencias de tal armacion son muy directas :
 Se habra encontrado una codicacion tremendamente compacta y e-
ciente de las imagenes. Tal codicacion estara basada ademas en la
deteccion de bordes, que es una de las tareas que se sabe que acomete
el sistema visual primario.
 Sera tremendamente simple construir modelos realistas de generacion
de imagenes
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La primera conclusion llevara a que la cantidad de informacion contenida
en la variedad mas singular y en toda la imagen debera ser la misma, en
el supuesto de que la reconstruccion fuese determinista; o bien que habra
una diferencia constante dada por la entropa del proceso estocastico de
generacion. Por ello, un calculo directo de los contenidos de informacion
revelara cuan buena es nuestra intuicion acerca de la estructura ultima de
las imagenes.

Esta es una de nuestras proximas metas.
7.2.2 Adaptacion visual
Si las leyes de escala microscopicas presentes en las imagenes pueden ser
explicadas por medio de modelos simples, es de pensar que el sistema visual
adoptara estrategias oportunas para eliminar cuanto haya de irrelevante y
predictible en tal se~nal. No sera pues de extra~nar que parte de las estruc-
turas inmediatamente despues de la retina e incluso antes del nucleo lateral
geniculado ltren buena parte de esa redundancia, sobre todo teniendo en
cuenta que el nervio optico constituye un autentico cuello de botella para el
ujo de informacion.
Es por ello que una red neuronal con una arquitectura sucientemente
exible podra adoptar tales mecanismos de eliminacion de redundancia in-
cluso al ser sometida a un colectivo de imagenes generado de acuerdo, por
ejemplo, al modelo de Benzi diluido. Podra ser una buena manera de ha-
cer predicciones analticas acerca de la composicion de dichas estructuras
sinapticas hacer tales calculos con esa se~nal, por lo que este simple `modelo
de juguete' podra ayudar a establecer mecanismos reales de percepcion.
Por ultimo, destacar que este tipo de ideas podran exportarse para el
analisis estadstico de imagenes en color e imagenes en movimiento, y en




Con la colaboracion de Daniel Ruderman y de Thomas Cronin.
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Apendice A
Complementos teoricos
A.1 Exponentes de Holder. Funciones bi-Lipschitz
Damos en esta peque~na Seccion un par de deniciones convenientes acer-
ca de comportamientos locales de escala.




, decimos que es de Holder de exponente
h en un punto ~x si existe un cierto entorno de ~x y una constante K > 0 tales
que para todo ~y de ese entorno :
jf(~x)  f(~y)j < Kj~x  ~yj
h
(A.1)
Se verican las siguientes propiedades :
 Si en un punto ~x f es de Holder de exponente h > 0, entonces f es
contnua en ~x. Ademas, si h > N  1 con N entero, entonces f es N
veces continuamente derivable en ~x.




Usando esta ultima propiedad, denimos exponente de Holder de f
en ~x como el supremo de los exponentes de f en ~x. O sea, que es el mayor
de los h para los que la ec. A.1 se verica.




, decimos que es bi-Lipschitz si para
todo ~x 2 <
m




< 1 y un entorno de ~x
de modo que para todo ~y en ese entorno se verica :
K
1
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Las funciones bi-Lipschitz tienen la interesante propiedad de que al com-
poner una funcion con exponentes Holder dados generan funciones con los
mismo exponentes Holder en los mismos puntos, lo cual no es mas que una
aplicacion trivial de la denicion ec. A.2.
Por ultimo, destacar que el conjunto de funciones bi-Lipschitz es bastante
amplio : basta que la funcion F sea diferenciable de diferencial nula en todos
los puntos de una bola para que sea bi-Lipschitz en toda esa bola.
A.2 Fractalidad
En este apartado nos ocuparemos de los aspectos mas relevantes del
comportamiento fractal, y en particular de tres de ellos: que es un fractal,
como se le caracteriza y que propiedades posee. Nuevamente, el texto basico
que se ha seguido es el libro de Kenneth Falconer, [28].
A.2.1 Denicion
Es comun escuchar que un fractal es un conjunto de dimensionalidad no
entera; as, un conjunto fractal de dimension 1.37 sera algo con mas \cuerpo"
que una curva pero no con tanto como una supercie, y de algun modo mas
semejante al primero que al segundo. De hecho, lo que caracteriza a un
fractal es un numero positivo asociado que llamaremos dimension, y que
en los casos triviales coincide con el concepto usual.
Sin entrar en demasiados detalles, dare un breve repaso a los pasos para
denir la dimension de Hausdor de un fractal, que es la magnitud que
se considera rigurosa y bien comportada.
 Trabajaremos con conjuntos inmersos en un espacio afn de referen-
cia d dimensional <
d
. Este espacio lo consideraremos dotado de una
distancia, por ejemplo la eucldea; y llameremos diametro de un
conjunto A ( denotado diam(A) ) como la mayor de las distancias
entre dos puntos de A.
 Dado un conjunto acotado A  <
d
, y tomando un  > 0, conside-


























donde el nmo se toma sobre todas las posibles colecciones.
1
 Por construccion, H
s











A este lmite lo denominaremosmedida de Hausdor de exponen-
te s de A. Verica las siguientes propiedades
1. H
s
es una medida positiva sobre los borelianos de <
d
2. SiA es una subvariedad de <
d







es la medida de Lebesgue habitualD-dimensional.
3. H
s





(A) = 0 para todo t > s.
5. Si H
s
(A) > 0, H
t
(A) =1 para todo t < s.
Estas ultimas propiedades son la mas interesantes, pues establecen que
dado un conjunto A, H
s
(A) es trivial salvo para un s como maximo.
La curva H
s
(A) como funcion de s presenta una \transicion de fase"
que le lleva de valer1 a valer 0. Para cada conjunto A, el exponente s
donde se produce la transicion se denomina dimension de Hausdor
de A, y se denota dim
H
(A).
 La dimension de Hausdor presenta las siguientes propiedades:
1. Para todo conjunto A  <
d
, 0  dim
H
(A)  d










Hay que hacer notar que no es equivalente la premedida que resulta con la condicion
diam(U
i
)   que si hubieramos usado diam(U
i
) = ; esta ultima da lugar a una dimension
equivalente a la llamada box counting, que es mayor en general que la de Hausdor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 Estas propiedades, junto con otras de estabilidad, caracterizan la di-
mension de Hausdor de modo unico.
 Se ha establecido as una extension de la denicion clasica de dimen-
sion, que coincide con la usual en los casos triviales. Diremos que un
conjunto tiene estructura fractal o simplemente que es un fractal,
si su dimension de Hausdor es no entera.
 En lo que resta, trabajaremos con conjuntos A del tipo denominado






Por denicion es evidente que si uno toma la dilatacion por un factor 










pues esto es lo que mas caracteriza a un fractal, y es que la medida de-
nida con sentido sobre el escalea bajo cambios de escala con exponente la
dimension.
Es por ello que se ha denido en ocasiones la llamada medida de box
counting a traves de una de estas propiedades de escala. Lo malo es que
en ocasiones las propiedades que a continuacion se enuncian no son ciertas.





Algunas de estas propiedades son :
 Sea N

(A) el mnimo numero de bolas de radio como mucho  que
recubren A ( dim
H









( Esto es lo que se usa para denir la medida de box-counting )
2
Lo cual no verican por ejemplo nuestras variedades F
h
en que subdividimos el
multifractal.




















es siempre un abierto, luego es d dimensional y tie-












 Sea un fractal A y sea U el menor abierto que le contiene. Sea }

(A)
la probabilidad de que una bola de radio  contenida a U intercepte a
















En esta Seccion vamos a probar que la proyeccion de una medida multi-
fractal positiva sobre una funcion tambien positiva y bien comportada posee
las mismas propiedades de escala con los mismos exponentes caractersticos
que la medida original. Lo que se le requerira a la funcion analizadora sera
detallado despues.
Por tanto, como punto de partida asumiremos que tenemos una medida
multifractal , denida en <
d

























) signica la bola ( denida de acuerdo a una distancia dada )











cuando r es peque~no.
Son inmediatas dos propiedades :
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 La medida  es absolutamente continua respecto a la medida de Le-





)! 0, entonces (A
n
)! 0
Esto conlleva, por medio del Teorema de Radon-Nykodin, que existe
una funcion de densidad de medida
d
d








Por ello, una medida multifractal tiene singularidades con un compor-
tamiento muy controlado. Esta claro que la densidad puebe ser innita en
algunos puntos, pero aun as esa funcion ha de ser integrable.
Ahora, demostremos que el comportamiento de la proyeccion de  sobre
una funcion analizadora 	 no cambia por esa operacion. Por simplicidad
haremos la prueba para el caso unidimensional, aunque se puede extender
simplemente a mas dimensiones ( a costa de expresiones mas farragosas )
Asumiremos que la funcion 	(x) es no negativa, continua y que verica
que 	(0) 6= 0. Le requeriremos ademas que sea de decrecimiento suciente-
mente rapido, en un sentido que se explica mas adelante. Como la medida
 es obviamente -nita, esto debera ser suciente para que tanto 	 como
sus dilataciones por un factor a sean integrables respecto ; as, aceptamos
que las proyecciones T
	
(x; a) son nitas para cada x y a.
Por ultimo, centraremos nuestro estudio en la singularidad en x = 0, que
hace que las formulas sean menos recargadas, y siendo la extension al resto
de puntos completamente obvia. As, asumiremos que en x = 0 la medida 























Presentamos la prueba en tres etapas, para tres tipos diferentes de fun-
ciones: las funciones caractersticas, las funciones de soporte compacto y las
funciones genericas de decrecimiento rapido.







A.3.1 Analizando con la funcion caracterstica
Entonces, tomemos 	(x) como la funcion caracterstica de la bola cen-























































( la ultima aproximacion se da cuando a es peque~no ). Por tanto, para este
caso trivial los coecientes de proyeccion siguen las mismas leyes de escala
que las medidas de las bolas porque este es exactamente la forma de obtener
esas medidas por una proyeccion sobre una funcion.
A.3.2 Analizando con una funcion de soporte compacto
En este caso y en el siguiente nos limitaremos a intentar encontrar dos
























Un lmite inferior A como el de la ec. A.7 puede conseguirse facilmente
para este tipo de funciones y las de la proxima seccion por la condicion de
continuidad y que 	(0) 6= 0. En tal caso, existe un radio nito l tal que
	(x) 6= 0 para todo x 2 B
l
(0). Sea m > 0 el mnimo valor de 	(x) en B
l
(0);
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(0; a)  T
	
(0; a)




Analogamente, para una funcion de soporte compacto 	 se puede tomar
una cota superior como en la ec. A.7. Ya que 	 tiene soporte acotado,
sabemos que existe un radio nito tal que 	 es identicamente nula fuera de
B
L
(0). Dado que 	 es continua, alcanza un maximo nito M en B
L
(0). Por






y de modo similar de la otra cota concluimos que podramos tomar el lmite




A.3.3 Analizando con una funcion de decrecimiento rapido
De nuevo buscaremos una cota inferior y otra superior. Es inmediato
conseguir la cota inferior, por exactamente el mismo argumento de continui-
dad y positividad de la funcion en x = 0. O sea que lo unico que resta para
concluir es encontrar la cota superior.
Retomemos el radio l denido en la seccion previa, y denamos los con-
juntos R
i

















como el maximo valor de 	(x) para x 2 R
i
. As, se














es la funcion caracterstica del conjunto R
i
, analoga a la de la bola:
vale 1 en los puntos de R
i
y cero fuera de el ). Para concluir necesitamos
observar que T

(0; a) / a
h
0
cuando a es sucientemente peque~no. Para ello,





(K) tiende a cero cuando K va a innito mas rapido que cualquier
polinomio, o sea :












(K) = 0 8N > 0 (A.9)
Esta es una peque~na modicacion de la condicion usualmente requerida
a las funciones pertenecientes a la clase de Schwartz. Es necesario introducir
el radio L porque de otro modo la funcion tendra que ser estrictamente




como el menor entero mayor que log
2
(L=l). Por
medio de la relacion dada por la ec. A.8 se sigue que para todo i
0
> i > i
0












Considerando ahora a = 2
 J
































Si i > i
0








(x) ( usando la denicion de R
i
(x) );
de ese modo, la parte residual de la funcion, 
J
(x) verica un condicion de




















y as la dependencia de la parte residual de  en a tiende a cero muy
rapidamente, siendo despreciable comparada con cualquier potencia de a y





























































por lo que podemos acotar uniformemente cada T

J




constante B dada por :
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(0; a) < Ba
h
0
lo que termina la demostracion.
Indudablemente, esta demostracion es un tanto farragosa. La principal
razon para esto es la escasez de condiciones que se le exigen a la medida
, lo cual fuerza que las condiciones sobre 	 sean mas severas. Un mayor
conocimiento de la medida  podra permitirnos suavizar las exigencias sobre
	. Una posible relajacion concreta de estos requisitos que 	 ha de cumplir
es muy interesante : si se sabe que los exponentes h de  son acotados por
arriba, ec. A.9 puede relajarse pidiendo que ese lmite se anule solo para
los N  max( h ). La continuidad de la funcion y su caracterstica de no
anulacion en torno al origen podran as mismo relajarse; pero lo que parece
crucial es el caracter no negativo de 	.
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