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Abstract
For each composite number n 6= 2k, there does not exist a single connected
closed (n + 1)-manifold such that any smooth, simply-connected, closed n-
manifold can be topologically flat embedded into it. There is a single connected
closed 5-manifold W such that any simply-connected, 4-manifold M can be
topologically flat embedded into W if M is either closed and indefinite, or
compact and with non-empty boundary.
1 Introduction and some prerequisites
The celebrated Whitney embedding theorem states that any smooth n-dimensional
manifold can be embedded smoothly into the Euclidean space R2n, or equiv-
alently, any smooth n-dimensional manifold can be embedded into the sphere
S2n, the simplest closed 2n-manifold. If the target space is allowed to be other
closed manifolds, it is natural to wonder the following general problem:
Find the smallest nonnegative integer en, such that any n-dimensional con-
nected, closed manifold can be (topologically flat or smoothly) embedded into a
single connected, closed manifold of dimension n+ en.
Clearly 0 ≤ en ≤ n.
Examples. The only known ei’s are for i = 0, 1, 2, 3.
(i) e0 = 0 since a connected 0-manifold is a point;
(ii) e1 = 0 since a connected, closed 1-manifold is homeomorphic to S
1;
(iii) e2 = 1 since any orientable, connected, closed surface embeds into
S3, and any non-orientable, connected, closed surface can be presented as a
connected sum of an orientable, connected, closed surface and RP2 or RP2#RP2,
hence each connected closed surface can be embedded into S3#RP3#RP3 ∼=
RP3#RP3.
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(iv) e3 = 2 since each closed 3-manifold embeds into S
5, due to Hirsch in the
orientable case ([Hi], also [Ki]), and due to Rohlin andWall independently in the
non-orientable case ([Ro] [Wa], see [WZ] for a possibly more elementary proof,
in the sense that only Dehn surgery is involved, of this Hirsch-Rohlin-Wall’s
Theorem); and Kawauchi showed that there does not exist a single oriented,
connected, closed 4-manifold such that any connected, closed 3-manifold can
be topologically flat embedded into it by constructing signature invariants from
infinite cyclic coverings [Ka], and then Shiomi showed that Kawauchi’s result
is still true if the target 4-manifold is allowed to be non-orientable [Shi].
It is reasonable to guess that in general en > 1. The main result of the
present paper claims that this is the case for “most” n, and indeed we prove a
stronger version for those n’s.
Theorem 4.1. If n is a composite number and is not a power of 2, then
there does not exist a single connected, closed (n + 1)-manifold W , such that
any smooth, simply-connected, closed n-manifold M can be topologically flat
embedded into W .
We say that M can be topologically flat embedded into W if M × [0, 1] can
be embedded into W .
Besides [Ka] and [Shi], recently there are several papers studying the em-
bedding of a 3-manifold M into simply-connected 4-manifolds other than S4,
say [EL], [Fa1], [Fa2], and indeed the targets in those papers are connected
sums of CP2. This relates to finding uncountably many smooth structures
on the 4-manifold M × R (see [Di], [Fa1] and [Fa2]). Fang’s observation (cf.
[Fa2]) that there exists an obstruction to the embedding of 3-manifolds into a
simply connected definite 4-manifold was the first inspiration of our proof for
Theorem 4.1.
We expect that Theorem 4.1 still holds for all remaining positive integers
n ≥ 5. When n = 3, the only simply-connected, closed 3-manifold is S3 if
Poincare´ Conjecture is valid. When n = 4, the situation is still not clear, and
we have the following
Theorem 5.5. (a) There exists an oriented, connected, closed 5-manifold
W , such that for any simply-connected, closed 4-manifold M with indefinite
intersection form, M can be topologically flat embedded into W .
(b) Any simply-connected, compact topological 4-manifold M with ∂M 6= ∅
admits a topologically flat embedding into S2×˜S3.
Remark. There are indefinite 4-manifolds with arbitrarily large signatures.
Theorem 5.5 (a) tells us that the signature of 4-manifolds cannot be an ob-
struction for our codimension 1 embeddings. Note that any oriented, connected,
closed 4-manifold with non-zero signature does not bound a compact orientable
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5-manifold. It follows that the first Betti number of W in (a) must be positive
and that the condition ∂M 6= ∅ in (b) can not be removed.
Compared with Theorem 5.5 (b), it is worthy noting that there does not
exist a single oriented, connected, closed 4-manifold such that any compact
punctured 3-manifold can be topologically flat embedded into it (cf. [Ka]).
The organization of the paper and an outline of the proofs.
In Section 2, we first reduce the proof of Theorem 4.1 to the oriented case.
Then for any fixed (n+1)-manifold W , Proposition 2.1 claims that for each
topologically flat codimension 1 embedding Mn → W and each factorization
n = pq, there is a homological obstruction in terms of Hp+1(W ;R), Hp(M ;R),
the q-multiple cup product on Hp(M ;R) and so on. Since n is not a prime
number and is not a power of 2, we can assume that the factorization n = pq
has been chosen so that p ≥ 2 and q ≥ 3, and q is odd.
Let (∧qRm)∗ (resp. (∨qRm)∗) be the vector space of all skew-symmetric
(resp. symmetric) q-multilinear functions on the m-dimensional real vector
space Rm. Motivated by the homological obstruction in Proposition 2.1, in
Section 3 we define when a function in (∧qRm)∗ (resp. (∨qRm)∗) is special
so that the q-multiple cup product on Hp(M ;R) in Proposition 2.1 is a spe-
cial function. Then Proposition 3.1 claims that under certain circumstances,
such special functions are contained in a proper closed subset of (∧qRm)∗ (resp.
(∨qRm)∗). The conditions that q ≥ 3, and q is odd are used in proving Propo-
sition 3.1.
In Section 4, we first choose a suitable rational non-special function provided
by Proposition 3.1, and then Proposition 4.2 claims that there is a commutative
graded algebra A =
⊕q
i=0Aip over Q satisfying Poincare´ duality so that the
chosen non-special function is the q-multiple product on Ap. Next we verify
that A can be realized as the rational cohomology ring of a simply-connected
closed n-manifold M by invoking a celebrated result of Sullivan (the condition
p ≥ 2 is used here). Hence the q-multiple cup product on Hp(M ;R) is a non-
special function, and therefore M cannot be topologically flat embedded into
W by Proposition 2.1, which finishes the proof of Theorem 4.1.
Section 5 is devoted to the case n = 4, and we get Theorem 5.5 by explicit
constructions and the classification theorem for simply-connected, closed 4-
manifolds.
In the remaining of this section, We recall and fix needed notations and
conventions in tensor algebra based on [Sh].
Prerequisites on tensor algebra. Let V be a vector space of finite
dimension m over a field F of characteristic zero. The space ⊗pV , consisting
of contravariant tensors of order p, is defined for p = 2, 3, . . . to be the tensor
product V ⊗ V ⊗ . . . ⊗ V of p copies of V , and for p = 0, 1 to be F, V . We
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may identify (⊗pV ) ⊗ (⊗qV ) with ⊗p+qV . Thus given contravariant tensors
x, y of orders p, q we may form their product x ⊗ y, a contravariant tensor of
order p + q. Observe that the product of decomposable elements is given by
(x1⊗ . . .⊗ xp)⊗ (y1⊗ . . .⊗ yq) = x1⊗ . . .⊗ xp⊗ y1⊗ . . .⊗ yq. Form the direct
sum
⊗V = ⊕p(⊗
pV ) = F⊕ V ⊕ (⊗2V )⊕ . . .
of all the spaces ⊗pV, p = 0, 1, 2, . . .. If we extend the product operation ⊗ in
the obvious bilinear way to general elements of the vector space ⊗V , we make
⊗V into an associative algebra over F, called the tensor algebra of the space V .
Let Np(V ) denote the subspace of ⊗pV spanned by those tensors of the
form v1 ⊗ . . . ⊗ vp, where vi = vi+1 for some i = 1, 2, . . . , p − 1. For p = 0 or
1, Np(V ) is defined to be 0. The pth exterior power of V is defined to be the
quotient space ∧pV = ⊗pV/Np(V ). Observe that ∧0V = F, ∧1V = V . The
canonical projection πp : ⊗
pV → ∧pV is defined by πp(x) = x + N
p(V ) for
x ∈ ⊗pV . For v1, . . . , vp ∈ V , we will write πp(v1 ⊗ . . . ⊗ vp) as v1 ∧ . . . ∧ vp.
There is a product operation ∧ : (∧pV ) × (∧qV ) → ∧p+qV defined as follows.
If x ∈ ⊗pV, y ∈ ⊗qV , then the exterior product of πp(x) and πq(y) is defined by
πp(x)∧πq(y) = πp+q(x⊗y). Observe that the exterior product of decomposable
elements is given by (x1 ∧ . . .∧xp)∧ (y1∧ . . .∧ yq) = x1∧ . . .∧xp∧ y1∧ . . .∧ yq.
If we extend ∧ in the obvious bilinear way to general elements of the vector
space
∧V = ⊕p(∧
pV ) = F⊕ V ⊕ ∧2V ⊕ . . . ⊕∧mV,
we make ∧V into an algebra over F, called the exterior algebra on V .
Let Sp denote the symmetric group on the p symbols {1, 2, . . . , p}. Each
permutation σ ∈ Sp gives rise to a linear operator, still denoted by σ, on ⊗
pV
defined by its effect
σ(v1 ⊗ . . .⊗ vp) = vσ−1(1) ⊗ . . .⊗ vσ−1(p)
upon the decomposable elements of ⊗pV . Let Kp(V ) denote the subspace of
⊗pV spanned by those tensors of the form u− σu for some u ∈ ⊗pV and some
σ ∈ Sp. If p = 0 or 1 we define K
p(V ) to be 0. The pth symmetric power
of V is defined to be the quotient space ∨pV = ⊗pV/Kp(V ). Observe that
∨0V = F, ∨1V = V . The canonical projection ψp : ⊗
pV → ∨pV is defined by
ψp(x) = x+K
p(V ) for x ∈ ⊗pV . Then exactly parallel to the description in the
preceding paragraph (simply changing πp to ψp and ∧ to ∨), we see that there
is a product operation ∨ : (∨pV )× (∨qV )→ ∨p+qV which can be extended in
the obvious bilinear way to general elements of the vector space
∨V = ⊕p(∨
pV ) = F⊕ V ⊕ ∨2V ⊕ . . .
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to make ∨V into an infinite-dimensional algebra over F, called the symmetric
algebra on V .
Let ×pV denote the Cartesian product V × V × . . . × V of p copies of V .
Each multilinear function F : ×pV → F determines a unique linear function
L : ⊗pV → F such that for all v1, . . . , vp ∈ V , L(v1 ⊗ . . .⊗ vp) = F (v1, . . . , vp).
The correspondence F ↔ L establishes a natural isomorphism between the
vector space L(×pV ;F) of all multilinear functions and the dual space (⊗pV )∗
of ⊗pV . For any skew-symmetric (resp. symmetric) multilinear function F :
×pV → F, there exists a unique linear function Ls : ∧
pV (resp. ∨pV ) →
F such that for all v1, . . . , vp ∈ V , Ls(v1 ∧ . . . ∧ vp) = F (v1, . . . , vp) (resp.
Ls(v1 ∨ . . . ∨ vp) = F (v1, . . . , vp)). The correspondence F ↔ Ls establishes a
natural isomorphism between the vector space Sk(×pV ;F) (resp. Sym(×pV ;F))
of all skew-symmetric (resp. symmetric) multilinear functions and the dual
space (∧pV )∗ (resp. (∨pV )∗) of ∧pV (resp. ∨pV ). Thus we may consider a
skew-symmetric (resp. symmetric) multilinear function F : ×pV → F as an
element of (∧pV )∗ (resp. (∨pV )∗), and vice versa.
Let {e1, . . . , em} be the standard basis for the real vector space R
m, i.e.
ei = (0, . . . , 0, 1, 0, . . . , 0) has components 0 except for its i-th component,
which is equal to 1. Note that (∧qRm)∗ (resp. (∨qRm)∗) has dimension
(
m
q
)
(resp.
(
m+ q − 1
q
)
). Each element F ∈ (∧qRm)∗ (resp. (∨qRm)∗) is deter-
mined by
(
m
q
)
(resp.
(
m+ q − 1
q
)
) real numbers (Fi1...iq ), where Fi1...iq =
F (ei1 , . . . , eiq ) for 1 ≤ i1 < . . . < iq ≤ m (resp. 1 ≤ i1 ≤ . . . ≤ iq ≤ m). We call
Fi1...iq the (i1, . . . , iq) component of F .
2 Reduction to the oriented case and ho-
mological obstructions for the embedding
If any smooth, simply-connected, closed n-manifold M can be topologically
flat embedded into a non-orientable (n + 1)-manifold W , then M can also be
topologically flat embedded into the orientable double cover of W because M
is simply-connected. It follows that Theorem 4.1 is equivalent to the following
Theorem 4.1*. If n is a composite number and is not a power of 2, then
there does not exist a single oriented, connected, closed (n+1)-manifold W , such
that any smooth, simply-connected, closed n-manifold M can be topologically
flat embedded into W .
From now on all manifolds appearing in this paper are considered to be
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oriented and connected. βi(X) denotes the i-th Betti number of a compact
manifold X.
The following proposition sets up a property on the cohomology ring of
n-manifold M if it can be embedded into the (n+ 1)-manifold W .
Proposition 2.1. Let M and W be closed, connected, oriented n- and (n+1)-
dimensional manifolds respectively.
If M topologically flat embeds in W , then for any integer factorization
n = pq, where p, q > 0, there exists a subspace V of Hp(M ;R) and a linear
transformation ϕ : V → Hp(M ;R) such that
(i) ϕ has no fixed non-zero vectors, i.e. for any non-zero x ∈ V , ϕ(x) 6= x,
(ii) dimV ≥ 12(βp(M)− βp+1(W )),
(iii) for any x1, . . . , xq ∈ V , x1 ∪ . . . ∪ xq = ϕ(x1) ∪ . . . ∪ ϕ(xq).
Proof. All homology and cohomology groups in this proof are with coefficients
in R. We divide the proof into two cases.
Case 1. Suppose W\M is not connected. Denote the closures of the two
components of W\M by W1 and W2. By Mayer-Vietoris sequence, we know
that
Hp(W1)⊕H
p(W2)
f
→ Hp(M)
δ∗
→ Hp+1(W )
is exact. Here the first map is given by f(w1, w2) = i
∗
1(w1) − i
∗
2(w2) for w1 ∈
Hp(W1), w2 ∈ H
p(W2), where i1 and i2 are inclusions M →֒W1 and M →֒W2
respectively. Clearly
dim im(f) = dimker(δ∗) ≥ dimHp(M)− dimHp+1(W ) = βp(M)− βp+1(W ).
Since dim im(i∗1)+dim im(i
∗
2) ≥ dim im(f), we may set V = im(i
∗
1) and assume
that dimV ≥ 12(βp(M)− βp+1(W )).
For any x1, . . . , xq ∈ V , there exist y1, . . . , yq ∈W1 such that xi = i
∗
1(yi), 1 ≤
i ≤ q. Since M = ∂W1, we have i1∗[M ] = 0 ∈ Hn(W1), where [M ] denotes the
fundamental class of M . So
< x1 ∪ . . . ∪ xq, [M ] > = < i
∗
1(y1 ∪ . . . ∪ yq), [M ] >
= < y1 ∪ . . . ∪ yq, i1∗[M ] >= 0.
Therefore for any x1, . . . , xq ∈ V , x1 ∪ . . . ∪ xq = 0.
The result is thus proved by letting ϕ to be the zero map.
Case 2. SupposeW\M is connected. We identify a neighborhood W1 of M
in W with M × I and let W2 =W\int(W1), where int(W1) denotes the interior
of W1. Clearly, W1 ∩W2 = (M × {0}) ∪ (M × {1}).
Still by Mayer-Vietoris sequence, we get the exact sequence
Hp(W1)⊕H
p(W2)→ H
p(W1 ∩W2)→ H
p+1(W )
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and it is reduced to
Hp(M)⊕Hp(W2)
f
→ Hp(M)⊕Hp(M)
δ∗
→ Hp+1(W ).
Now f can be written as
f(x,w) = (x− i∗0(w), x − i
∗
1(w)),
where i0 and i1 are inclusions M ×{0} →֒W2 and M ×{1} →֒W2 respectively.
By the exactness,
dim im(f) = dimker(δ∗) ≥ dim(Hp(M)⊕Hp(M))−dimHp+1(W ) = 2βp(M)−βp+1(W ).
Let ∆ = {(x, x)|x ∈ Hp(M)} ⊂ Hp(M)⊕Hp(M) and U = {(i∗0(w), i
∗
1(w))|w ∈
Hp(W2)}, then ∆ + U = im(f) and therefore
dim(∆ + U) = dim im(f) ≥ 2βp(M)− βp+1(W ).
Since dim∆ = βp(M), there is a subspace S of U with dimS ≥ βp(M) −
βp+1(W ) such that S∩∆ = {(0, 0)}. Let π1, π2 : H
p(M)⊕Hp(M)→ Hp(M) be
the projections ofHp(M)⊕Hp(M) onto its first and second factors, respectively.
Since dimπ1(S)+dimπ2(S) ≥ dimS, without loss of generality, we may assume
that
dimπ1(S) ≥
1
2
dimS ≥
1
2
(βp(M)− βp+1(W )).
It follows from ∂W2 = −(M ×{0})∪ (M ×{1}) that i0∗[M ] = i1∗[M ]. Thus
for any w1, . . . , wq ∈ H
p(W2), < w1 ∪ . . . ∪ wq, i0∗[M ] − i1∗[M ] >= 0, and this
implies
< i∗0(w1) ∪ . . . ∪ i
∗
0(wq), [M ] >=< i
∗
1(w1) ∪ . . . ∪ i
∗
1(wq), [M ] > .
In particular, if (u1, v1), . . . , (uq, vq) ∈ S, then
u1 ∪ . . . ∪ uq = v1 ∪ . . . ∪ vq. (1)
Let {y1, . . . , yr} be a basis for π1(S). We can find z1, . . . , zr ∈ H
p(M) such
that (yj, zj) ∈ S, 1 ≤ j ≤ r. Then there is a unique linear transformation
ϕ : π1(S)→ H
p(M)
such that ϕ(yj) = zj , 1 ≤ j ≤ r.
One can write any y ∈ π1(S) as y =
∑
j cjyj, then ϕ(y) =
∑
j cjzj. Thus
(y, ϕ(y)) ∈ S. Since S ∩ ∆ = {(0, 0)}, if y 6= 0, then ϕ(y) 6= y. Now set
V = π1(S) and one gets the desired result from equation (1).
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3 Special multilinear functions
Proposition 2.1 motivates the following definition.
Definition. Let F be an element of (∧qRm)∗ (resp. (∨qRm)∗). We say that
F is special if there exist a subspace U of Rm with dimU ≥ m3 and a linear
map ϕ : U → Rm with no fixed non-zero vectors (i.e. for any non-zero x ∈ U ,
ϕ(x) 6= x) such that for all x1, . . . , xq ∈ U ,
F (x1, . . . , xq) = F (ϕ(x1), . . . , ϕ(xq)).
In the above equation, we consider F as a skew-symmetric (resp. symmetric)
multilinear function (cf. Section 1).
In this section, we want to show
Proposition 3.1. Suppose q ≥ 3 is an odd integer.
(a) If m is sufficiently large, then there exists a proper closed subset Xm of
(∧qRm)∗ such that if F ∈ (∧qRm)∗ is special, then F ∈ Xm.
(b) The result in (a) is still true if we substitute (∧qRm)∗ by (∨qRm)∗.
Remark. If q ≥ 2 is even, then each F ∈ (∧qRm)∗ (resp. F ∈ (∨qRm)∗) is
special. We may simply take U = Rm and ϕ : Rm → Rm to be the map sending
x to −x for all x ∈ Rm.
Before proving Proposition 3.1, we shall discuss some useful lemmas. The
first lemma describes the real Jordan canonical form.
Lemma 3.2. Any real square matrix is similar to a block diagonal matrix,
where each block takes one of the following two forms
Jk(a) =


a 1
a 1
. . .
. . .
. . . 1
a


, Cl(a, b) =


a b 1 0
−b a 0 1
a b
. . .
−b a
. . .
. . . 1 0
. . . 0 1
a b
−b a


.
The sizes of these two square matrices are k and 2l respectively, where k and l
are positive integers, a and b 6= 0 are real numbers.
Proof. This is Theorem 3.4.5 in [HJ].
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Now we sort the blocks described in this lemma into 6 types for later use.
Type 1: J1(1), Type 2: J1(−1), Type 3: J1(a), |a| > 1,
Tpye 4: J1(a), |a| < 1, Type 5: Jk(a), k > 1, Type 6: Cl(a, b).
Lemma 3.3. Let V be a subspace of Rm with dimV = l. Suppose that
{v1, . . . , vl} is a basis for V , and that {v1, . . . , vl, . . . , vm} is a basis for R
m.
Let ϕ : V → Rm be a linear map with no fixed non-zero vectors such that
the matrix of ϕ with respect to the above bases is
[
J
∗
]
, where J is an l× l block
diagonal matrix and all the blocks are of Type i0, i0 = 1, 5 or 6. Then there
exists a subspace V ′ of V such that dimV ′ ≥ l3 , ϕ(V
′) ∩ V ′ = {0} and ϕ is
injective on V ′.
Proof. First suppose that J only contains Type 1 blocks. LetW = span{vl+1, . . . , vm},
then Rm = V ⊕W . For any v ∈ V , since J = I, we have decomposition
ϕ(v) = v + w, v ∈ V,w ∈W.
Thus ϕ is injective. Suppose that x ∈ ϕ(V ) ∩ V , then x ∈ V and there exists
v ∈ V such that ϕ(v) = x. Now the decomposition of ϕ(v) under V ⊕W equals
both x+ 0 and v + w, so x = v, ϕ(v) = v. Since ϕ only fixes the zero vector,
we have v = 0. Therefore ϕ(V )∩ V = {0}, and we may simply choose V ′ = V .
Suppose now that J only contains Type 5 or Type 6 blocks. For a block
in J , let {w1, . . . , wk} be the subset of the basis {v1, . . . , vl} that corresponds
to that block. Note that k ≥ 2. Set W = span{w1, . . . , wk}, W0 = span{wj |
j even} and W1 = span{wj | j odd}. Clearly, W = W0 ⊕W1 and dimW0 ≥
k
3 . Denote the projection of R
m onto W1 by p1. (This projection is well-
defined as there is a natural decomposition Rm = W ⊕ W ′, where W ′ =
span({v1, . . . , vm}\{w1, . . . , wk}).) If the block is C k
2
(a, b), then
p1ϕ(w2i) = bw2i−1, 1 ≤ i ≤
k
2
, (2)
and if the block is Jk(a), then
p1ϕ(w2i) = w2i−1, 1 ≤ i ≤
[
k
2
]
, (3)
where [k2 ] is the greatest integer ≤
k
2 . Note that b 6= 0. In any case, p1ϕ(x) = 0
holds for x ∈ W0 only if x = 0. Thus ϕ is injective on W0. By equations (2)
and (3), ϕ(W0) ∩W0 = {0}. Now we may choose V
′ to be the direct sum of
these W0’s of all blocks in J .
The next lemma needs to use the transcendence degree of a field extension.
A good reference is [La].
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Lemma 3.4. Let g1(x1, . . . , xr), . . . , gs(x1, . . . , xr) be rational functions in r
variables x1, . . . , xr with coefficients in R. If s > r, then there exists a non-zero
polynomial P in s variables such that
P (g1(x1 . . . , xr), . . . , gs(x1, . . . , xr)) = 0.
Proof. Let K be the field of fractions of the polynomial ring R[x1, . . . , xr].
Clearly, {x1, . . . , xr} is a transcendence base of K over R. Since s > r,
{g1, . . . , gs} is not algebraically independent over R (cf. [La], Chapter VIII,
Theorem 1.1). Hence there exists a non-zero polynomial P in s variables with
coefficients in R such that P (g1, · · · , gs) = 0.
Proof of Proposition 3.1.
(a) Suppose that F0 ∈ (∧
qRm)∗ is special. Thus there exist a subspace U of
Rm with dimU = k ≥ m3 and a linear map ϕ : U → R
m with no fixed non-zero
vectors such that for all x1, . . . , xq ∈ U ,
F0(x1, . . . , xq) = F0(ϕ(x1), . . . , ϕ(xq)).
We will use the above equation to get expressions for coordinates of F0
under standard basis for (∧qRm)∗. The number of variables used will be less
than dim(∧qRm)∗ when m is large enough . Hence all special F0 lie in the zero
set of a single non-zero polynomial, which is a proper closed subset of (∧qRm)∗.
Choose vectors uk+1, . . . , um such that
U ⊕ span{uk+1, . . . , um} = R
m.
Let {u1, . . . , uk} be a basis for U , then {u1, . . . , uk, uk+1, . . . , um} is a basis for
Rm. Denote the matrix of ϕ with respect to these two bases by
[
J
∗
]
, where
J is a k × k square matrix. A suitable choice of {u1, . . . , uk} can make J in
real Jordan canonical form as in Lemma 3.2. The Jordan blocks have 6 types.
For some i0, the total size of blocks of Type i0 in J should be at least
k
6 ≥
m
18 .
Denote this total size by l. We change the order of u1, . . . , uk so that in the
block expression for J , Type i0 blocks appear first. From now on, vectors
u1, . . . , uk, . . . , um are fixed.
Case 1. Suppose that i0 = 1, 5 or 6. Then by Lemma 3.3, we may find a
subspace U ′ of span{u1, . . . , ul} with k
′ = dimU ′ ≥ l3 ≥
m
54 , ϕ(U
′) ∩ U ′ = {0}
and ϕ is injective on U ′. Let m1 denote [
m
54 ], the greatest integer ≤
m
54 . Let
{v1, . . . , vk′} be a basis of U
′. Then {v1, . . . , vk′ , ϕ(v1), . . . , ϕ(vk′)} is linearly
independent and there exists an isomorphism τ1 : R
m → Rm sending vi to ei,
ϕ(vi) to em−m1+i for 1 ≤ i ≤ m1. (cf. section 1 for definition of ei.)
Let L(Rm,Rm) be the vector space consisting of all linear maps from Rm to
Rm. L(Rm,Rm) has dimensionm2. Each element τ ∈ L(Rm,Rm) is determined
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by m2 numbers (τji), where τ(ei) =
∑m
j=1 τjiej for 1 ≤ i ≤ m. For each
τ ∈ L(Rm,Rm), τ induces a linear map τ∗ : (∧qRm)∗ → (∧qRm)∗ defined by
(τ∗F )(x1, . . . , xq) = F (τ(x1), . . . , τ(xq))
for F ∈ (∧qRm)∗ and x1, . . . , xq ∈ R
m.
Let R = {(i1, . . . , iq)|1 ≤ i1 < . . . < iq ≤ m}, R1 = {(i1, . . . , iq)|1 ≤ i1 <
. . . < iq ≤ m1} and R
′
1 = R\R1.
Now consider (τ−11 )
∗F0. Note that for (i1, . . . , iq) ∈ R1, we have
((τ−11 )
∗F0)i1...iq = ((τ
−1
1 )
∗F0)(ei1 , . . . , eiq )
= F0(vi1 , . . . , viq ) = F0(ϕ(vi1), . . . , ϕ(viq ))
= ((τ−11 )
∗F0)(em−m1+i1 , . . . , em−m1+iq )
= ((τ−11 )
∗F0)(m−m1+i1)...(m−m1+iq).
Let T denote the subspace of (∧qRm)∗ consisting of all F ∈ (∧qRm)∗
such that Fi1...iq = F(m−m1+i1)...(m−m1+iq) for all (i1, . . . , iq) ∈ R1. Note that
(τ−11 )
∗F0 ∈ T . As each element F ∈ T is determined by
(
m
q
)
−
(
m1
q
)
numbers
(Fi1...iq )(i1,...,iq)∈R′1 . Thus, T is a vector space of dimension
(
m
q
)
−
(
m1
q
)
.
Define Ψ1 : L(R
m,Rm) × T → (∧qRm)∗ by Ψ1(τ, F ) = τ
∗F for τ ∈
L(Rm,Rm) and F ∈ T . Since (τ−11 )
∗F0 ∈ T , we have F0 ∈ im(Ψ1). Observe
that for each (i1, . . . , iq) ∈ R, the (i1, . . . , iq) component of Ψ1(τ, F ), (τ
∗F )i1...iq ,
is a polynomial of τji’s and Fj1...jq ’s, where 1 ≤ i, j ≤ m and (j1, . . . , jq) ∈ R
′
1.
Identify (∧qRm)∗ with Ra0 through standard basis {e1, . . . , em}, where a0 =(
m
q
)
. Note that since q ≥ 3, if m is sufficiently large, then m2 +
(
m
q
)
−(
m1
q
)
<
(
m
q
)
. Thus by Lemma 3.4, we can find a non-zero polynomial P1
such that
im(Ψ1) ⊂ {x ∈ R
a0 |P1(x) = 0}.
Case 2. Suppose that i0 = 2, 3 or 4. Let τ2 : R
m → Rm be the isomorphism
sending ui to ei for 1 ≤ i ≤ m. Let m2 denote [
m
18 ], then m2 ≤ l and for
1 ≤ i ≤ m2,
(τ2ϕτ
−1
2 )(ei) = λiei +
m∑
j=m2+1
djiej ,
for some λi and dji’s. Let R2 = {(i1, . . . , iq)|1 ≤ i1 < . . . < iq ≤ m2} and
R′2 = R\R2. Note that for (i1, . . . , iq) ∈ R2, we have λi1 . . . λiq 6= 1. (If i0 = 2,
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then λi1 . . . λiq = −1 since q is odd; if i0 = 3, then |λi1 . . . λiq | > 1; if i0 = 4,
then |λi1 . . . λiq | < 1.) Denote (τ
−1
2 )
∗F0 by G. Then for (i1, . . . , iq) ∈ R2,
F0(ui1 , . . . , uiq ) = F0(ϕ(ui1), . . . , ϕ(uiq )),
implies
Gi1...iq = G(ei1 , . . . , eiq ) = G((τ2ϕτ
−1
2 )(ei1), . . . , (τ2ϕτ
−1
2 )(eiq ))
= λi1 . . . λiqGi1...iq +
∑
(j1,...,jq)∈R′2
ci1...iq,j1...jqGj1...jq ,
or equivalently,
Gi1...iq =
∑
(j1,...,jq)∈R′2
ci1...iq,j1...jqGj1...jq
1− λi1 . . . λiq
, (4)
where each coefficient ci1...iq,j1...jq is a polynomial of λi’s and dji’s. Hence for
any (i1, . . . , iq) ∈ R2, Gi1...iq can be expressed as a rational function of λi’s ,
dji’s and Gj1...jq ’s, where 1 ≤ i ≤ m2,m2 + 1 ≤ j ≤ m and (j1, . . . , jq) ∈ R
′
2.
Let ∆ denote the open subset of Rm2 consisting of allm2-tuples (λ1, . . . , λm2) ∈
Rm2 such that for each (i1, . . . , iq) ∈ R2, λi1 . . . λiq 6= 1. Let M(m−m2)×m2(R)
denote the vector space consisting of all (m −m2) ×m2 matrices with entries
in R. Denote
(
m
q
)
−
(
m2
q
)
by b0.
Define Ψ2 : L(R
m,Rm) × ∆ ×M(m−m2)×m2(R) × R
b0 → (∧qRm)∗ as fol-
lows: Let τ ∈ L(Rm,Rm), λ = (λ1, . . . , λm2) ∈ ∆, d = (dji)m2+1≤j≤m,1≤i≤m2 ∈
M(m−m2)×m2(R), f = (fj1...jq)(j1,...,jq)∈R′2 ∈ R
b0 . Then there is a unique F ∈
(∧qRm)∗ such that for each (j1, . . . , jq) ∈ R
′
2, Fj1...jq = fj1...jq and for each
(i1, . . . , iq) ∈ R2, F satisfies equation (4) (changing G to F in that equa-
tion). Define Ψ2(τ, λ, d, f) to be τ
∗F . Note that F0 ∈ im(Ψ2). Observe that
for each (i1, . . . , iq) ∈ R, the (i1, . . . , iq) component of Ψ2(τ, λ, d, f) is a ra-
tional function of τji’s, λi’s, dji’s and fj1...jq ’s. Identify (∧
qRm)∗ with Ra0 ,
where a0 =
(
m
q
)
. Note that since q ≥ 3, if m is sufficiently large, then
m2 +m2 + (m −m2)m2 +
(
m
q
)
−
(
m2
q
)
<
(
m
q
)
. Thus by Lemma 3.4, we
can find a non-zero polynomial P2 such that
im(Ψ2) ⊂ {x ∈ R
a0 |P2(x) = 0}.
For sufficiently largem, let P = P1P2 andXm = {x ∈ R
a0 |P (x) = 0}. Xm is
obviously closed. It cannot be the whole Ra0 since P is a non-zero polynomial.
Thus Xm is a proper closed subset of (∧
qRm)∗. If F ∈ (∧qRm)∗ is special, then
F ∈ im(Ψ1) ∪ im(Ψ2) ⊂ Xm, as desired.
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(b) We only need to substitute (∧qRm)∗ by (∨qRm)∗, substitute
(
mi
q
)
by(
mi + q − 1
q
)
where i = ∅, 1 or 2 and change the restriction 1 ≤ i1 < . . . <
iq ≤ m to 1 ≤ i1 ≤ . . . ≤ iq ≤ m in the definition of R, R1 and R2. 
4 Main Theorem
In this section we prove the main theorem.
Theorem 4.1. If n is a composite number and is not a power of 2, then
there does not exist a single connected, closed (n + 1)-manifold W , such that
any smooth, simply-connected, closed n-manifold M can be topologically flat
embedded into W .
We only need to prove
Theorem 4.1*. If n is a composite number and is not a power of 2, then
there does not exist a single oriented, connected, closed (n+1)-manifold W , such
that any smooth, simply-connected, closed n-manifold M can be topologically
flat embedded into W .
Definition. A graded algebra over Q is an algebra A over Q which as a vector
space can be expressed as a direct sum
A =
∞⊕
i=0
Ai,
and such that the bilinear multiplication ∪ : A × A → A maps Ar × As into
Ar+s for all nonnegative integers r, s. A is associative if (a∪ b)∪ c = a∪ (b∪ c)
for all a, b, c ∈ A, and is commutative if for all a ∈ Ar, b ∈ As(r, s ≥ 0),
a ∪ b = (−1)rs(b ∪ a). We always assume that A is associative, A0 = Q and
1 ∈ Q = A0 is a unit element of the algebra A.
Note that the rational cohomology ring H∗(X;Q) of a path-connected topo-
logical space X is a commutative graded algebra over Q (cf. [Sp], pp. 263-264).
Definition. Let
A =
∞⊕
i=0
Ai
be a commutative graded algebra over Q. Assume that there exists a positive
integer n such that An ∼= Q, Ai = 0 for i > n and Ai is finite dimensional for
i < n. Let ϕi be the map from Ai to Hom(An−i, An) defined by
ϕi(u) : v 7→ u ∪ v, ∀u ∈ Ai, v ∈ An−i.
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We say that A satisfies Poincare´ duality if ϕi is an isomorphism from Ai to
Hom(An−i, An) for any 0 ≤ i ≤ n.
Proposition 4.2. Suppose that p is a positive integer, q ≥ 3 is an odd integer.
F is in (∧qV )∗ or (∨qV )∗ according to p is odd or even, where V is a finite
dimensional vector space over Q.
There exists a commutative graded algebra
A =
pq⊕
i=0
Ai
satisfying Poincare´ duality such that
(i) Ap = V , Apq = Q, Ai = 0 if i > pq and Ai 6= 0 only if i is a multiple of
p,
(ii) for all v1, . . . , vq ∈ Ap = V , F (v1, . . . , vq) = v1 ∪ . . . ∪ vq.
Proof. First assume that p is odd. Let q = 2r + 1. We construct A by setting
Ai =


∧sV if i = sp and 0 ≤ s ≤ r,
(∧2r+1−sV )∗ if i = sp and r + 1 ≤ s ≤ 2r + 1,
0 otherwise
Now suppose u ∈ Asp, v ∈ Atp (0 ≤ s, t ≤ 2r + 1). We define u ∪ v, the
product of u and v, as follows. (We assume that s+ t ≤ 2r+1, since otherwise
u ∪ v = 0.)
Case 1. If s + t ≤ r, then u ∈ Asp = ∧
sV, v ∈ Atp = ∧
tV , and we define
u ∪ v ∈ A(s+t)p = ∧
s+tV to be u ∧ v.
Case 2. If s ≤ r, t ≤ r and s + t ≥ r + 1, then we define u ∪ v ∈ A(s+t)p =
(∧2r+1−s−tV )∗ by the equation (u∪ v)(w) = F (u∧ v ∧w) for w ∈ ∧2r+1−s−tV .
Case 3. If s ≤ r, t ≥ r+1 and s+ t ≤ 2r+1, then u ∈ Asp = ∧
sV, v ∈ Atp =
(∧2r+1−tV )∗, and we define u ∪ v ∈ A(s+t)p = (∧
2r+1−s−tV )∗ by the equation
(u ∪ v)(w) = v(w ∧ u) for w ∈ ∧2r+1−s−tV .
Case 4. If s ≥ r+1, t ≤ r and s+t ≤ 2r+1, then u ∈ Asp = (∧
2r+1−sV )∗, v ∈
Atp = ∧
tV , and we define u ∪ v ∈ A(s+t)p = (∧
2r+1−s−tV )∗ by the equation
(u ∪ v)(w) = u(v ∧ w) for w ∈ ∧2r+1−s−tV .
Routine calculation shows that this product makes A a commutative graded
algebra satisfying Poincare´ duality and conditions (i) except that Apq = Q
∗.
By the canonical isomorphism f : Q∗ → Q (i.e. for w ∈ Q∗, f(w) = w(1)) , we
can identify Apq with Q, then it is easy to see that condition (ii) holds.
If p is even, we can just change all ∧ in the above construction by ∨.
From [Su], Theorem (13.2), we have
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Theorem 4.3. Any commutative graded algebra A over Q satisfying Poincare´
duality and A1 = 0 may be realized as the rational cohomology ring of a simply-
connnected, closed smooth manifold of dimension n with possibly one singular
point when n = 4k. Moreover, when n = 4k, if A2k = 0, then we can remove
the singularity in a realizing manifold.
Proof of Theorem 4.1*. Suppose such an (n+1)-manifoldW exists. Since
n is a composite number and is not a power of 2, we have a factorization n = pq,
where p is an integer ≥ 2 and q is an odd integer ≥ 3. By Proposition 3.1, we can
select an integer m ≥ 3βp+1(W ) such that Xm can be constructed in (∧
qRm)∗
(when p is odd) or (∨qRm)∗ (when p is even). Since Xm is proper closed, we
can pick an F 6∈ Xm such that F (ei1 , . . . , eiq ) ∈ Q for any 1 ≤ i1, . . . , iq ≤ m.
Taking V = Qm, by Proposition 4.2, there exists a commutative graded al-
gebra A satisfying Poincare´ duality and conditions (i) and (ii). p ≥ 2 guarantees
that A1 = 0. By Theorem 4.3, there exists a simply-connected, closed, smooth
n-manifold M such that the rational cohomology ring H∗(M ;Q) is isomorphic
to A. (When n = 4k, A2k = 0 as 2k is not an integral multiple of p. Thus we
can remove the singularity in a realizing manifold.) Denote this isomorphism
by hQ, and define hR to be
hQ ⊗ id : H
∗(M ;R) = H∗(M ;Q)⊗Q R→ A⊗Q R.
Clearly hR gives isomorphisms H
p(M ;R) → Rm and Hn(M ;R) → R. Condi-
tion (ii) in Proposition 4.2 can be transformed to
F (hR(x1), . . . , hR(xq)) = hR(x1 ∪ . . . ∪ xq). (5)
Note that βp(M) = m ≥ 3βp+1(W ), hence
1
2(βp(M)−βp+1(W )) ≥
m
3 . Since
M can be topologically flat embedded into W , by Proposition 2.1, there exists
a subspace V of Hp(M ;R) and a linear transformation ϕ : V → Hp(M ;R) with
no fixed non-zero vectors such that
dimV ≥
1
2
(βp(M)− βp+1(W )) ≥
m
3
and for any x1, . . . , xq ∈ V ,
x1 ∪ . . . ∪ xq = ϕ(x1) ∪ . . . ∪ ϕ(xq). (6)
Let U = hR(V ). Define ψ : U → R
m by ψ(y) = (hR ◦ ϕ ◦ h
−1
R )(y) for y ∈ U .
Then dimU ≥ m3 and ψ : U → R
m is a linear map with no fixed non-zero
vectors. By equations (5) and (6), for any y1, . . . , yq ∈ U , we have
F (y1, . . . , yq) = F (ψ(y1), . . . , ψ(yq)).
Thus F is special. But F 6∈ Xm, a contradiction. 
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5 Embedding of 4-manifolds into 5-manifolds
We first list theorems about the classification of simply-connected 4-manifolds
according to their intersection forms. More details can be found in [Ki] or [GS].
For any compact, connected, oriented 4-manifold M , the cup product
∪ : H2(M,∂M)×H2(M,∂M)→ H4(M,∂M), (α, β) 7→ α ∪ β
gives a symmetric bilinear form QM over Z on H2(M) through the isomor-
phisms H2(M,∂M) ∼= H2(M) and H
4(M,∂M) ∼= Z. Clearly, QM (a, b) = 0 if
a or b is a torsion element. So QM descends to a symmetric bilinear form on
H2(M)/Torsion ∼= Z
r.
For a given integral symmetric bilinear form Q on a finitely generated free
abelian group A, the rank, signature and parity of Q are defined as follows: the
rank rk(Q) of Q is the dimension of A. Extend and diagonalize Q over A⊗ZR,
the number of positive entries and the number of negative entries are denoted
by b+2 and b
−
2 respectively, and the difference b
+
2 − b
−
2 is the signature σ(Q) of
Q. Finally, Q is even if Q(a, a) is even for any a ∈ A and Q is odd otherwise.
By choosing a basis for A, one can express Q as a symmetric matrix. The
determinant of this matrix does not depend on the choice of the basis, and thus
we denote it by detQ. If detQ = ±1, we say Q is unimodular. It follows from
Poincare´ duality that QM is unimodular if M is closed. We say Q is indefinite
if both b+2 and b
−
2 are positive.
Theorem 5.1. (cf. [GS], Theorem 1.2.21) Suppose Q is an integral, indefinite,
unimodular symmetric bilinear form. If Q is odd, then it is isomorphic to
b+2 〈+1〉⊕ b
−
2 〈−1〉; if Q is even, then it is isomorphic to
σ(Q)
8 E8⊕
rk(Q)−|σ(Q)|
2 H,
where E8 is an even form with rk(E8) = σ(E8) = 8 and H =
[
0 1
1 0
]
.
This theorem classifies indefinite unimodular forms, while the next theorem
is a classification result for simply-connected closed 4-manifolds.
Theorem 5.2. (cf. [Fr]) For every integral, unimodular symmetric bilinear
form Q, there exists a simply-connected, closed, topological 4-manifold M such
that QM ∼= Q.
If Q is even, this manifold is unique up to homeomorphism. If Q is odd,
there are exactly two different homeomorphism types of such manifolds. At
most one of these two homeomorphism types carries a smooth structure. Con-
sequently, simply-connected, closed, smooth 4-manifolds are determined up to
homeomorphism by their intersection forms.
In the odd case, the two manifolds are distinguished by their Kirby-Siebenmann
triangulation invariants KS ∈ Z2 . One has non-zero invariant and cannot be
smooth, while the other has zero invariant and is stably smoothable.
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For a compact, connected, topological 4-manifold M , its Kirby-Siebenmann
invariant (cf. [KS]) KS(M) ∈ Z2 is the stable smoothing obstruction. This
invariant is additive in the following sense (cf. [FQ], Section 10.2B): If there
is a homeomorphism of boundaries ∂M ∼= ∂N , then KS(M ∪∂ N) = KS(M) +
KS(N). Combined with the fact that D4 is smoothable, we have
Theorem 5.3. Suppose M1 and M2 are two connected, closed, topological 4-
manifolds, then
KS(M1#M2) = KS(M1) + KS(M2).
Next, we give a construction that will be used many times later.
Lemma 5.4. For any oriented, closed, connected 4-manifold M , there exists
an oriented, closed, connected 5-manifold W such that for any positive integer
r, #rM can be topologically flat embedded into W .
Proof. We first construct the double connected sum of M . Let D41 and D
4
2 be
two disjoint embedded 4−balls in M , and let X be
(M − int(D41)− int(D
4
2)) ∪ϕ (M − int(D
4
1)− int(D
4
2)),
where ϕ is an orientation-reversing homeomorphism of ∂D41
∐
∂D42 .
Figure 1
Clearly, X consists of 2 copies of M − 2 int(D4) and 2 copies of S3 × I.
We denote these two kinds of pieces by dots and arcs respectively as shown in
Figure 1.
Next, we apply surgeries on X × S1 by cutting out two disjoint copies of
(S3 × I) × I = S3 × D2 and replacing each of them by D4 × S1. The new
manifold is denoted by W .
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Figure 2
In Figure 2, W is depicted as a torus, where the X and the S1 factors
correspond to meridian and longitude respectively. In this picture, each point
in the two thickened longitudes represents M − 2 int(D4), any other point
outside the squares represents S3, and the two shaded squares are the surgery
region.
We claim that for any positive integer r, #rM can be embedded into W .
Figure 3
In Figure 3, a long curve is drawn with endpoints in the surgery region and
r dots on it. (The left picture is for even r, while the right picture is for odd
r.) Each dot represents M − 2 int(D4) and each arc in the curve that does not
meet the surgery region is S3× I. For an arc that goes into the surgery region,
its intersection with the boundary of the surgery region is S3, which bounds a
D4 in W . Hence the first and the last arc in the curve actually both denote
D4. Now this curve gives an embedding of #rM in W .
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Now we can state and prove our results.
Theorem 5.5. (a) There exists an oriented, connected, closed 5-manifold W ,
such that for any simply-connected, closed 4-manifold M with indefinite inter-
section form, M can be topologically flat embedded into W .
(b) Any simply-connected, compact topological 4-manifold M with ∂M 6= ∅
admits a topologically flat embedding into S2×˜S3.
Proof. (a) Clearly, CP2 and CP
2
are smooth manifolds with intersection form
〈+1〉 and 〈−1〉 respectively. And there are non-smoothable manifolds X1 and
X−1 that also have intersection form 〈+1〉 and 〈−1〉 respectively. Then
X1#(p− 1)CP
2#qCP
2
and X2#pCP
2#(q − 1)CP
2
have intersection form p〈+1〉⊕q〈−1〉 and non-zero KS invariant by Theorem 5.3
if the expressions are meaningful. Now it follows from Theorems 5.1 and 5.2
that any simply-connected, oriented, closed 4-manifold M with odd, indefinite
intersection form is homeomorphic to
k1X1#k2X−1#k3CP
2#k4CP
2
,
for certain nonnegative integers ki.
Let XE8 and X−E8 be 4-manifolds with intersection form E8 and −E8,
respectively. Clearly S2×S2 has intersection form H. Then it still follows from
Theorems 5.1 and 5.2 that any simply-connected, oriented, closed 4-manifold
M with even, indefinite intersection form is homeomorphic to
l1XE8#l2X−E8#l3(S
2 × S2)
for certain nonnegative integers li.
Choose M to be X1,X−1,CP
2,CP
2
,XE8 ,X−E8 and S
2 × S2 respectively
and construct corresponding 5-manifolds W1,W2 . . . ,W7 by Lemma 5.4. It
follows from the claim below that the desired manifold W can be chosen as
W1#W2# . . .#W7.
Claim. If there are topologically flat embeddings M1 →֒ W1 andM2 →֒ W2,
then M1#M2 can be topologically flat embedded into W1#W2.
Proof of the claim. Choose D4i in Mi. Since Mi × I is a part of Wi, D
4
i × I
is a 5-ball in Wi. Cut out these two 5-balls from Wi respectively and glue their
boundaries, then we have an embedding of (M1#M2)× I into W1#W2.
(b) We glue M and −M together by the identity map between ∂M and
∂(−M). The resulting manifold is usually called the double of M and denoted
by DM . Clearly DM is a simply-connected, closed 4-manifold with σ(DM) =
σ(M) + σ(−M) = 0 (cf. [Ki], Chapter II. Theorem 5.3) and KS(DM) =
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KS(M)+KS(−M) = 0. It follows from Theorem 5.1 that the intersection form
Q of DM is either
k〈+1〉 ⊕ k〈−1〉 or kH,
depending on whether Q is odd or even.
Hence the intersection form ofDM is isomorphic to that of either #kCP2#kCP
2
or #kS2 × S2. It is well known that
CP2#CP
2 ∼= S2×˜S2, S2×˜S2#S2×˜S2 ∼= S2 × S2#S2×˜S2.
Thus by KS(DM) = 0 and Theorem 5.2, DM is homeomorphic to either
#kS2 × S2 or #(k − 1)S2 × S2#S2×˜S2.
S2×˜S2 can be embedded into S2×˜S3 because the inclusion SO(3) →֒ SO(4)
induces isomorphism π1(SO(3)) ∼= π1(SO(4)) ∼= Z2. And S
2 × S2 can be em-
bedded into R5 through the standard inclusion S2 ×D3 →֒ R5. Therefore by
the claim in the proof of (a), both #kS2 × S2 and #(k − 1)S2 × S2#S2×˜S2
can be embedded into S2×˜S3.
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