This work proposes a novel method through which local information about the target density can be used to construct an efficient importance sampler. The backbone of the proposed method is the Incremental Mixture Importance Sampling (IMIS) algorithm of Raftery and Bao (2010) , which builds a mixture importance distribution incrementally, by positioning new mixture components where the importance density lacks mass, relative to the target. The key innovation proposed here is that the mixture components used by IMIS are local approximations to the target density. In particular, their mean vectors and covariance matrices are constructed by numerically solving certain differential equations, whose solution depends on the gradient field of the target log-density. The new sampler has a number of advantages: a) it provides an extremely parsimonious parametrization of the mixture importance density, whose configuration effectively depends only on the shape of the target and on a single free parameter representing pseudo-time; b) it scales well with the dimensionality of the target; c) it can deal with targets that are not logconcave. The performance of the proposed approach is demonstrated on a synthetic non-Gaussian multimodal density, defined on up to eighty dimensions, and on a Bayesian logistic regression model, using the Sonar dataset. The Julia code implementing the importance sampler proposed here can be found at https:/github.com/mfasiolo/LIMIS.
Introduction
The efficiency gains brought about by taking into account local information about the target density have been amply demonstrated in the context of Markov chain Monte Carlo (MCMC) sampling. For instance, the seminal paper of Girolami and Calderhead (2011) introduced variations of the Metropolis adjusted Langevin (MALA) (Roberts and Tweedie, 1996) and Hamiltonian Monte Carlo (HMC) (Duane et al., 1987) samplers which, by exploiting second order information, can efficiently sample highly dimensional non-Gaussian targets. This is achieved using an adaptive proposal, based on the local information contained in the gradient and Hessian of the target log-density. Notably, the state-of-the-art probabilistic programming language Stan (Carpenter et al., 2016) , uses the tuned HMC algorithm proposed by Hoffman and Gelman (2014) as its default sampler. This demonstrates that these ideas have changed MCMC sampling practice as well as theory. It is therefore surprising that these concepts have not been exploited nearly as widely in the context of Importance Sampling (IS).
In this paper we attempt to fill this gap, by extracting local information about the target density and using it to set up an efficient importance sampler. We accomplish this by considering ideas related to Langevin diffusions and adapting them to the context of IS. In particular, we demonstrate how linearized solutions to Langevin diffusions can produce Gaussian densities that often represent accurate local approximations to the target density. These local densities can then be combined to form a global mixture importance density that closely approximates the target. To achieve this, we exploit the Incremental Mixture Importance Sampling (IMIS) algorithm, originally proposed by Raftery and Bao (2010) . This is an automatic and non-parametric approach to IS, which constructs a mixture importance density by iteratively adding mixture components in areas where the importance density lacks mass relative to the target. As the examples will demonstrate, the proposed modification of the IMIS algorithm leads to a scalable and semi-automated approach to Importance Sampling (IS).
The literature related to the current proposal is quite sparse. Indeed, the use of local target information has been adopted mostly in the context of Sequential Monte Carlo (SMC) samplers and particle filtering, rather than IS itself 1 . In particular, Sim et al. (2012) and Schuster (2015) consider using MALA's adaptive proposal within SMC samplers. These proposals are quite different from our approach, because we iteratively construct a single mixture importance density, not a sequence of them. In addition, in our proposal the mean and covariance of the mixture components are not based on the derivatives of the target log-density at a single fixed location, as in MALA, but are obtained by numerically integrating certain differential equations, whose solution depends on the shape of whole regions of the target. Also, while in SMC each sample is generally perturbed individually, in our case the number of mixture components is much lower than the number of samples, which reduces the cost of constructing the importance distribution and of evaluating its density.
In the context of particle filtering, Bunch and Godsill (2016) propose a Gaussian particle flow method, which aims at approximating the optimal importance density of a class of non-linear Gaussian state space models. In particle flow algorithms (Daum and Huang, 2008) a particle is moved continuously in pseudo-time according to differential equations that depend on the underlying shape of the target density. The drawback of many particle flow algorithms is that, despite their theoretical elegance, implementing them for general models requires several layers of approximation, whose effect is not easy to quantify (Bunch and Godsill, 2016) . Even though we are not considering particle filtering here, our current work has been inspired by this literature. A critical distinguishing characteristic of our proposal is that we exploit local information about the target density, while not introducing any extra approximation or source of bias in the importance sampler.
The rest of the paper is structured as follows. In Section 2 we briefly describe the IMIS algorithm of Raftery and Bao (2010) . Then, in Section 3, we show how the solutions to linearized Langevin diffusions can be used to generate local approximations to the target density and we explain how these can be exploited within the IMIS algorithm. This results in the new Langevin IMIS (LIMIS) sampler. Calculating the mean vector and covariance matrix of each importance mixture component requires solving certain differential equations. This has to be done numerically, and in Section 4 we propose a novel statistically-motivated criterion for selecting the step-size of the numerical integrator. In Section 5 we compare the new sampler to IMIS, MALA and IS on two examples. The first is a multimodal mixture density, whose components are warped Gaussian densities, defined on up to 80 dimensions. In the second we sample the posterior of Bayesian logistic regression model, using the Sonar dataset of Gorman and Sejnowski (1988) . Section 6 contains some discussion of the computational cost of each method, while Section 7 explains how the pseudo-time of integration can be selected in an automatic fashion. We summarize the results and discuss possible future directions in Section 9.
Incremental Mixture Importance Sampling
The IMIS algorithm is an automatic and non-parametric approach to IS, which is particularly useful for highly non-Gaussian target densities (Raftery and Bao, 2010) . Let π(x) and p(x) be, respectively, the target and the prior densities, with x ∈ R d . Here we describe a slightly modified version of IMIS, which includes the following steps:
Algorithm 1: Nearest Neighbour IMIS (NIMIS)
(a) Sample n 0 variables, x 1 , . . . , x n0 , from p(x). (b) Calculate the weight of each sample
, for i = 1, . . . , n 0 .
2. Importance Sampling: for k = 1, 2, . . . , repeat (a) Let x j be the sample with the largest weight and define µ k = x j . Calculate the covariance, Σ k , of the b samples with the shortest Mahalanobis distance from µ k . The metric used to calculate the distance is the covariance of all the samples generated so far. (b) Sample b new variables from a multivariate Student's t distribution with mean µ k , covariance Σ k and ν > 0 degrees of freedom. (c) Update the importance weights of all samples generated so far
where n k = n 0 + kb and mvt(x|µ, Σ, ν) indicates the density of a multivariate Student's t distribution, with location µ, covariance Σ and ν degrees of freedom. (d) If a chosen criterion is met, terminate.
The above algorithm differs from the original IMIS procedure of Raftery and Bao (2010) in minor respects. In particular, in their version Σ k is a weighted covariance, where the i-th weight is proportional to (w k i + n k )/2. We have verified that these weights can be quite unstable, especially in early iterations and in high dimensions, hence we prefer using an unweighted covariance. In step 2(a) they use the covariance of the prior distribution, rather than the covariance of all the generated samples, to determine the distances. But this approach does not seem appropriate when the prior is not a good approximation to the target. Also, they also use multivariate Gaussian, rather than Student's t, densities. Our experience suggests that in IS it is better erring on the side of robustness, hence we prefer using Student's t densities to ensure that the proposal is heavier-tailed than the target.
The key idea behind IMIS is that it lets the importance weights determine where new mixture components should be placed. The fact that the covariance of the new components is estimated using a Nearest Neighbour approach is somewhat secondary. For this reason we use the acronym IMIS to refer to the overall approach, while we use NIMIS to refer to its Nearest Neighbour version.
In this work we use ideas related to Langevin diffusions to determine µ k and Σ k in step 2(a). As we will illustrate empirically in Section 5, this modification is particularly advantageous in high dimensions. However, the purpose of this work not so much improving upon the NIMIS algorithm, but rather showing how local information about the target can be exploited to set up an efficient mixture importance density.
Langevin Incremental Mixture Importance Sampling
Consider a d-dimensional Langevin diffusion, with stationary distribution π(x), which is defined by the stochastic differential equation
where ∇ log π(x) is the gradient of the target log-density and b t is a d-dimensional Brownian motion. The dynamics of the first two moments of x t are not available for most target distributions, but if we consider the discrete-time version of (2), that is
and we linearize the gradient around E(x t ), we obtain
and
where ∇ 2 log π(x) is the Hessian of the target log-density and I is a d-dimensional identity matrix. In continuous-time this leads to the following differential equationṡ
where we defined µ t = E(x t ) and Σ t = Cov(x t ). Notice that if the gradient is linear, that is if ∇ log π(x) = Fx for some matrix F, (5) and (6) are equivalent to the differential equations used to propagate the mean and covariance of the state process in the KalmanBucy filter (Bucy and Joseph, 1987) , under the special circumstance that the observation and control processes are absent. If π(x) is Gaussian then ∇ log π(x) is linear and, given any initial state x t0 , (5) and (6) can be solved analytically. In addition, µ t and Σ t will converge, as t → ∞, to the mean vector and covariance matrix of x under π(x). Hence, given that a Gaussian distribution is fully specified by its first two moments, a Gaussian target is recovered exactly. However, if the target is not Gaussian, several issues arise. Firstly (5) and (6) generally do not have analytic solutions. This is a relatively mild problem, which can addressed by using a numerical integrator, such as a Runge-Kutta method (Ascher and Petzold, 1998) . More importantly, the solutions to (5) and (6) will generally not converge to the true mean and covariance under π(x), even as t → ∞. To see this, assume that π(x) is unimodal. Given that the solution to (5) is a steepest ascent curve, µ t will eventually converge to the mode of π(x). However, unless π(x) is symmetric, its mode differs from its mean vector. (5) and (6).
The second issue entails that, unless ∇ log π(x) is linear, the quality of the approximation to the first two moments will typically degrade as t − t 0 increases, regardless of the numerical integrator used. This is not of great concern in our case, because we are interested in creating local, not global, approximations to π(x). In particular, let p(x t1 |x t0 ) be the distribution of x t1 , generated by integrating (2) between t 0 and a finite pseudo-time t 1 > t 0 . Also, let q(x t1 |x t0 ) be a Gaussian approximation to p(x t1 |x t0 ), with mean and covariance matrix derived by solving (5) and (6), with the initial conditions µ t0 = x t0 and Σ t0 = 0. Our proposal is based on the observation that, while q(x t1 |x t0 ) might not represent a good global approximation to π(x) for any value of t 1 or x t0 , it often provides an accurate local approximation to π(x). As an example, consider the highly non-Gaussian density represented in Figure 1 . In addition to the target, we show three Gaussian densities, obtained by numerically integrating (5) and (6) between t 0 = 0 and t 1 = 4, from three starting points. Notice how the covariance matrices adapt to the local shape of the target.
In the context of importance sampling, an accurate global approximation to π(x) is needed. We propose to create such a density using a mixture of local Gaussian approximations q(x t1 |x 1 t0 ), . . . , q(x t1 |x k t0 ). The IMIS algorithm provides a natural approach to determining the initial positions, x 1 t0 , . . . , x k t0 , because it places additional mixture components where the importance density is lacking mass, relative to the target. To use the new local linearization within IMIS, it is sufficient to modify step 2(a) of Algorithm 1 as follows:
2(a)* Let x j be the sample with the largest weight. Given the initial position µ t0 = x j , covariance matrix Σ t0 = 0 and a user-defined pseudo-time t 1 , obtain the approximate solutions,μ t1 andΣ t1 , by numerically integrating (5) and (6). Then, set µ k =μ t1 and Σ k =Σ t1 and proceed to step 2(b).
We refer to this modified version of Algorithm 1 as Langevin Incremental Mixture Importance Sampling (LIMIS). Note that for all practical purposes we can assume that t 0 = 0, so the user needs specify only the final time t 1 . This can be done manually or using the automated approach described in Section 7. LIMIS has several advantageous properties. Firstly,Σ t1 is guaranteed to be positive definite, even when π(x) is not log-concave. This is easily seen by considering discretetime case, and noticing that the r.h.s. of (4) is positive definite. Secondly, the resulting approximation does not use a non-parametric estimator, such as Nearest Neighbour, to determine Σ k . As will be shown in Section 5 this is especially advantageous in high dimensions. Thirdly, as t 1 increases, the mixture components move toward the nearest mode of π(x). This feature has been found to be advantageous by West (1992) , who noticed that mixture approximations are typically over-dispersed relative to the target density, and proposed to shrink the mixture components towards the sample mean. As noted by Givens and Raftery (1996) , West's method is less appropriate when the target is highly non-Gaussian. In contrast, we have found that shrinking toward the nearest mode of π(x), by following steepest ascent curves, leads to improved performance even when π(x) is far from Gaussian. Finally, the most important property of LIMIS is that it provides an extremely parsimonious parametrization of the mixture importance density. Indeed, the locations and covariances of the mixture components are determined by equations (5) and (6). Through these, LIMIS extracts local information about the target, which allows it to limit the number of free parameters that determine the shape of the mixture density to one: the final pseudo-time t 1 . 4
Step-size selection
As explained in Section 3, equations (5) and (6) can be used to propagate the mean vector, µ t , and covariance matrix, Σ t , of each mixture component between t 0 and t 1 . In general, the solutions will be approximated using a numerical integrator, such as a Runge-Kutta scheme. Let L µ (µ, δt) and L Σ (Σ, δt) be the operators used to update the moments, that isμ
, which depend on the numerical scheme used. Here µ t and Σ t represent the true solutions of (5) and (6), hence the local truncation errors of the numerical integrator are e µ = µ t+δt −μ t+δt , e Σ = Σ t+δt −Σ t+δt , which are generally O{(δt) ψ }, for ψ > 1 (Süli and Mayers, 2003) . While it is possible to choose δt so that numerical estimates of |e µ | and |e Σ | are below certain thresholds, here we propose a different approach. In particular, we describe a novel statistically-motivated measure of discretization quality, which we then use to determine the step-size δt.
Our proposal consists in quantifying the integration quality in terms of distance between two local Gaussian densities: q(x) = φ(x|μ t+δt ,Σ t+δt ) and q * (x) = φ(x|µ t+δt , Σ t+δt ). While there are several possible distance measures that could be adopted, such as the Kullback-Leibler (KL) divergence, we would like a measure that is easily interpretable. For this reason we consider the Population Effective Sample Size (PESS), which we define as
where
is the Effective Sample Size (ESS) measure proposed by Kong et al. (1994) and x i ∼ q * (x) for i = 1, . . . , n. As we show in Appendix A, when both q(x) and q * (x) are Gaussian densities, it is possible to obtain an analytic expression for the PESS
This distance measure has the advantage of having a clear statistical interpretation: it is the limiting value of the ESS, normalized by the number of samples n. Recall that we are solving (5) and (6) in order to construct an additional density to be added to the importance mixture. Hence, at each step of the numerical integrator, we are not interested in assessing the accuracy of the approximate solutions (μ t+δt ,Σ t+δt ) per se, but we want to quantify how the discretization error perturbs the corresponding density, q(x), away from q * (x). Therefore, we prefer using (9), rather the truncation errors e µ and e Σ , to determine the steps size. Notice also that PESS q(x), q * (x) ∈ [0, 1], as long as 2Σ q * − Σ q is positive definite, while KL{q(x), q * (x) ≥ 0. Most importantly, by looking at (7) it is simple to realize that the chosen criterion is invariant under transformation of x, which certainly is not the case for |e µ | and |e Σ |.
Having defined an appropriate distance measure, the step size δt can be selected at t 0 , and kept fixed afterward, or adaptively at each step. Here we follow the former approach. In particular, if we indicate with µ t0 and Σ t0 the initial moments, then the step-size is selected as follows
where the parameter α ∈ (0, 1) is user-defined. Increasing α reduces the step-size, which leads to more accurate, but computationally more expensive, solutions to (5) and (6). We generally use α = 0.99 as default value. While the true moments (µ t+δt , Σ t+δt ), needed to compute (10), are typically unknown, they can be approximated by propagating the moments between t 0 and t 0 + δt using a smaller step-size, such as δt/10. Finally, (10) can generally be solved in just a few iterations by a standard one-dimensional root-finding algorithm, such as Brent's method (Brent, 2013) .
Examples
Here we compare the new LIMIS sampler with NIMIS, IS and MALA. In particular, we use these algorithms to sample a highly non-Gaussian mixture density and the posterior distribution of a Bayesian logistic regression model.
Set-up
We compare the performance of the samplers using several criteria. While some of these, such as Root Mean Squared Errors (RMSEs), are well known, others are less well known and so specified here. In Section 5.2 we evaluate the methods using the marginal accuracy measure of Faes et al. (2011) , that is
where MA = 1 if π(x) andπ(x) are identical and MA = 0 if the two densities do not overlap anywhere. When weighted samples z 1 , . . . , z n , drawn from q(z), are available,
with κ h (x|z) being a kernel density, with bandwidth h. An additional criterion is efficiency (EF), by which we indicate the ratio of ESS to total number of samples n. For LIMIS, NIMIS and IS we use formula (8) to compute the ESS, while for MALA we use
where ρ t is the autocorrelation of the chain at lag t. Notice that under both definitions
We report RMSEs of estimated marginal means, variances and normalizing constant of the target ( π(x)dx). While estimating the normalizing constant is straightforward when importance samples are available, much more care is required when using MCMC methods. Hence, we do not estimate this quantity when applying MALA.
In terms of algorithmic parameters, for LIMIS and NIMIS we use ν = 3, which is the smallest integer value of ν such that the variance of a Student's t random variable is finite, and we follow Raftery and Bao (2010) who suggest the default values n 0 = 1000d, b = 100d. We use an equal number (n 0 + kb) of samples or iterations for IS and MALA. The step size of LIMIS is determined as explained in Section 4. The only LIMIS parameter that we chose manually is the final pseudo-time t 1 . However, we discuss how it can be selected in an automated fashion in Section 7. When applying MALA we discard the first tenth of each MCMC chain as the burn-in period, and we select the step size so as to approximately achieve the optimal 0.574 acceptance rate derived by Roberts et al. (2001) . The remaining settings will be detailed in Sections 5.2 and 5.3.
All the examples are implemented in the Julia language (Bezanson et al., 2012) . We developed our own implementation of LIMIS and NIMIS, while we use the MALA algorithm offered by the Klara Julia package.
Mixture of warped Gaussians
As a first example we consider a mixture target density
where each of the r mixture components is a shifted version of the banana-shaped density described in Haario et al. (2001) . In particular, let y ∼ N (0, Σ a ), where Σ a = diag(a 2 , 1, . . . , 1), and consider the following transformed random variables
where a, b, s 1 and s 2 are constants. Given that the determinant of the Jacobian of this transformation is 1, the density of x is simply
where φ(x|µ, Σ) is the p.d.f. of a multivariate normal distribution and 0 is a d-dimensional vector of zeros. We consider a mixture of r = 6 such densities, each with different values for parameters a, b, s 1 and s 2 . These are reported in Appendix B, together with formulas for the gradient and Hessian of log π(x). A slice of the target density across the first two dimensions is shown in top-left plot of Figure 2 . We sample π(x) using LIMIS, NIMIS, IS and MALA. In particular, we consider three scenarios where d is respectively equal to 5, 20 and 80. For LIMIS and NIMIS we use k = 200 iterations, and for the former method we let t 1 grow with d, by setting it to 1, 3 and 5. To initialize LIMIS and NIMIS we use a diffuse mvt(x|0, 100I, 3) prior distribution. To perform IS we use a weighted mixture of four multivariate Student's t distributions each centered at one of the modes of the target, x * 1 , . . . , x * 4 , and with covariances equal to −2{∇ 2 log π(x)}| −1 x=x * i , for i = 1, . . . , 4. The weights are reported in Appendix B. See Section 5.1 for additional information about the simulation setting. Table 1 reports the results obtained using 16 independent runs of each sampler. We do not report the efficiency of MALA, because the ESS was extremely low in all runs, even when the algorithm was mixing properly. In fact, sample autocorrelations are high when the sampler explores the same mode for several hundred iterations before jumping to another mode, which results in extremely low autocorrelation-adjusted ESS estimates. Hence, we consider the resulting efficiency estimates to be quite misleading.
In the five-dimensional scenario NIMIS closely follows LIMIS, which is the best performer on most criteria. However, the performance of NIMIS degrades rapidly as the dimensionality increases, to the point that it failed entirely in 80 dimensions. IS performed quite poorly in all scenarios, especially in terms of efficiency. LIMIS seems to be scaling well with d on most criteria, the estimated marginal variances, 
Logistic Regression
Here we consider a Bayesian logistic regression problem. Assume we have n i.i.d samples of binary labels y ∈ {0, 1} n and a corresponding n × d matrix of covariates X. Under a logistic regression model Table 1 : For each dimension: a) the first two rows report marginal accuracies along the first two dimensions; b) the following three rows contain RMSEs and, between brackets, the ratio between squared bias and MSE; c) the last row reports mean efficiencies and, between brackets, the lowest efficiencies on the 16 runs. For each row, the order of magnitute of the marginal accuracies, RMSEs and efficiencies is reported in the last column. where θ is a vector of model coefficients and X T i: is the i-th row of X. If X j1 = 1, for j = 1, . . . , n, then θ 1 represents the intercept. If we use a flat prior on θ 1 and a Gaussian prior on {θ 2 , . . . , θ d }, with mean zero and covariance Iλ −1 , where I is a d − 1 dimensional identity matrix and λ > 0, the posterior log-density of the parameters is
Formulas for the gradient and Hessian of log π(θ) are provided in Appendix C.
To verify how LIMIS performs on this model, we consider the Sonar dataset, which is freely available within the UCI repository (Lichman, 2013) . The dataset was originally considered by Gorman and Sejnowski (1988) , who used it to train a neural network to discriminate sonar signals bounced off a mine from those bounced of a rock. It includes n = 208 observations, where the response variable indicates whether the object is a mine (y = 1) or a rock (y = 0). Each covariate vectors contains d = 60 numbers ranging between 0 and 1, which represent the signal's energy within a specific frequency interval, integrated over time. See Gorman and Sejnowski (1988) for more details on the dataset.
We aim at sampling π(θ) using LIMIS, NIMIS, IS and MALA, for fixed λ. After standardizing the features X, we select λ ≈ 28, by k-fold cross-validation. For LIMIS and NIMIS we use k = 100 iterations, and for MALA we discard the first 10% of each chain as burn-in period. As importance distribution for IS we use a multivariate Student's t distribution with 3 degrees of freedom, centred at the posterior mode, θ * , and with covariance matrix equal to −2{∇ 2 log π(θ)}| −1 θ=θ * . We use the same density to initialize LIMIS and NIMIS. The remaining settings are as described in Section 5.1. Table 2 summarizes the results of 16 independent estimation runs. The first three rows report the RMSEs of the estimated marginal posterior means and variances, averaged over the 61 dimensions, and of the estimated normalizing constant or marginal likelihood. Notice that LIMIS is the best performing method here, followed by IS. IS does well because the chosen value of λ results in an approximately Gaussian posterior. Given the results obtained in Section 5.2, we expect that lowering λ would make the target less Gaussian, thus narrowing the performance gap between IS and MALA. As expected, NIMIS is the worst performing method, due to the high dimensionality of the problem.
Computational considerations
In the previous examples we have not reported the computing times of the different methods, because these are highly implementation dependent. However, here we make some general considerations about computational efficiency, which are less dependent on the software implementation.
Let n k = n 0 + kb be the total number of samples obtained using LIMIS and NIMIS, where k is the number of iterations, n 0 is the number of samples from the prior and b is the number of samples simulated at each iteration. Assume that the total number of samples obtained with MALA and IS is also n k . An important factor in determining the attractiveness of each method is the cost of evaluating log π(x) and its derivatives. MALA requires n k evaluations of ∇ log π(x). LIMIS evaluates gradient and Hessian several times when constructing the k mixture densities. The factor multiplying k depends on the number of steps used in the Langevin linearization of Section 3. For instance, using the default α proposed in Section 4 to determine the step size, δt, the linearization requires on average 50 integration steps in the twenty-dimensional warped Gaussian mixture example. In that scenario we used k = 200, b = 100d and n 0 = 1000d, hence a whole LIMIS run requires around kd = 10 4 evaluations of gradient and Hessian, which should be compared with the n 0 + kb = 42 × 10 4 gradient evaluations required by MALA. The Hessian of this example is highly sparse but, for a typical model, computing it should be O(d) times more expensive than evaluating the gradient. Hence, if the Hessian of this example was dense, the total cost of computing the derivatives under LIMIS and MALA would roughly match. However, notice that LIMIS outputs a mixture density which can be used to do further importance sampling, and this does not require any additional derivative evaluation.
A second factor is the cost of evaluating the importance density. At the j-th iteration of LIMIS or NIMIS, where j ∈ {1, . . . , k}, the cost of single evaluation is O(jd 2 ). While in the examples we ran these algorithms until a fixed k was reached, it might be preferable to stop when the increased cost of evaluating the importance mixture is not more than offset by gains in efficiency. In particular, let c π and c q be, respectively, the cost of evaluating the density of the target or of a single mixture component. Then the cost of an independent sample is approximately
where EF(j) is the efficiency of an importance mixture with j components. Figure 3 shows the behaviour of c(j) when running LIMIS on the mixture example. For more complex examples accurate time estimates would be required, but here the target is a mixture of six warped Gaussian densities, hence we assumed c π ≈ 6c q . The plot suggests that the computational budget could be used more efficiently by stopping LIMIS around the 25th iteration, and using the resulting mixture importance density to obtain more samples.
In the previous examples we have seen that, from the point of view of statistical efficiency, the performance of NIMIS is very unsatisfactory in high dimensions. IS scales better, as long as a good approximation to the target is available, as in the logistic example. IS is also computationally cheap, because it does not require derivative information. However, in high-dimensional non-Gaussian scenarios a good off-the-shelf importance distribution is, in most cases, not readily available. In these cases, using LIMIS to construct an efficient importance distribution might be advantageous. In fact, the output mixture density could then be used to obtain more importance samples, which would not require any further evaluations of the target's gradient and Hessian. Obviously, one has to be careful not grow the size of the importance mixture to the point that the increase in the cost of evaluating this density is not justified by the resulting statistical efficiency gains. This could be avoided by stopping LIMIS when a criterion such as (11) is approximately minimized.
7 Tuning the final pseudo-time t 1
In the examples presented in Section 5 we selected the final pseudo-time t 1 manually. In general we start from the default t 1 = 1 and check whether perturbing t 1 drastically improves a performance measure, such as EF. In the logistic regression example the performance did not seem to depend much on t 1 , hence we used its default value. In the mixture density example we increased t 1 with the dimensionality, d, of the target. Increasing t 1 inflates the covariance of the importance mixture components and it shinks their locations towards the closest mode of the target. Given that distances increase with d, this is a desirable behaviour. An alternative approach would have been to increase the number of LIMIS iterations with d, while keeping t 1 constant.
In this section we show how an initial choice of t 1 can be improved, using a fully automated procedure. Assume that the results of a preliminary LIMIS run are available, which include a weighted sample x 1 , . . . , x n k , where n k = n 0 + kb and k is the number of LIMIS iterations. Indicate withx 1 , . . . ,x k the samples that achieved the highest weight in one of the iterations, and hence resulted in the addition of a mixture component. The mean vectors, µ 1 t1 , . . . , µ k t1 , and covariance matrices, Σ 1 t1 , . . . , Σ k t1 , of these components are constructed using the Langevin linearization methods of Section 3, and thus depend on the pseudo-time t 1 . Here we denote q(x|t 1 ) as the resulting mixture density. In this section we aim at selecting t 1 so that q(x|t 1 ) is optimal, in a sense to be clarified shortly.
Suppose that we wish to estimate
where c = π(x)dx and h(x) is an R d → R function. If only the un-normalized target, π(x) = cπ(x), can be evaluated, then I can be estimated by self-normalized importance sampling, that iŝ
, where w j = π(x j ) q(x j |t 1 ) and x j ∼ q(x j |t 1 ), for j = 1, . . . , m. The asymptotic variance ofÎ is proportional to
hence, ideally, we would like to determine the value, t * 1 , that minimizes (12). In order to approximately achieve this, we need a reasonably cheap estimator of v(t 1 ). Let q(x|t I 1 ) be the mixture importance density in the final iteration of the pilot LIMIS run. Then (12) can be estimated bŷ
wherê
, and
for i = 1, . . . , n k . Here
, w i ,Î andĉ have already been simulated/computed and stored during the preliminary run. Hencev(t 1 ) is a deterministic function, which can be minimized using a one-dimensional optimizer, where only q(x i |t 1 ), for i = 1, . . . , n, needs to be recomputed as the optimizer explores different values of t 1 . If the normalized target,π(x), can be computed directly and I is estimated using
, where x j ∼ q(x j |t 1 ), for j = 1, . . . , m, then the finite-sample variance ofĨ is proportional tõ
which can be estimated bŷ
for i = 1, . . . , n k . Also in this case only q(x i |t 1 ) needs to be recomputed at t 1 varies. Notice that, if we set h(x) = 1 in (15), minimizingṽ(t 1 ) is equivalent to maximizing PESS{π(x), q(x|t 1 )} (7). This choice is useful when the practitioner is not interested in minimizing the variance under any particular integrand h(x), but wants to obtain an importance density that is adapted to the target. However, in the self-normalized case, setting h(x) = 1 leads to v(t 1 ) =v(t 1 ) = 0 for any t 1 , because this estimator is exact for constant h(x). Hence, if the normalizing constant is unknown and no specific h(x) is particularly relevant, then v(t 1 ) might not be the best criterion to use. An alternative is to consider the Kullback-Leibler (KL) divergence betweenπ(x) and q(x|t 1 ), that is KL(t 1 ) = log π(x) q(x|t 1 ) π(x)dx ∝ − log q(x|t 1 ) π(x) c dx,
as done, in a related context, by Cappé et al. (2008) . The r.h.s. of (17), which we indicate with g(t 1 ), can be estimated bŷ g(t 1 ) = − 1 c n k n k i=1 log q(x i |t 1 ) w i , where x i ∼ q(x|t I 1 ), for i = 1, . . . , n k ,
withĉ and the w i s being defined as in (14).
To provide a simple illustration, we consider again the mixture target density of Section 5.2. In particular, we set d = 5 and we run LIMIS for k = 50 iterations, using a grid of initial values for t I 1 . We then estimate the optimal value of t 1 by minimizingv(t 1 ) with 1 , as a function of initialization t I 1 . Right: mean efficiency (EF) when the mixture derived using the initial, t I 1 , or the optimized, t * 1 , pseudo-time is used for importance sampling.
h(x) = 1. To reduce the computational effort, we compute (16) using a sub-sample of size n k /10, drawn multinomially from the n k available samples. The left plot in Figure 4 shows, for each value of t 1 is set too low. This is to be expected, because for low t 1 the importance mixture density is composed of widely spaced and narrow modes, which leads to highly variable weights.
Conclusions
The LIMIS algorithm provides a simple but flexible iterative framework for concurrently constructing a mixture importance density and performing importance sampling using such a density. By exploiting the local information about the target density, LIMIS scales well with the dimensionality of the sampling space, especially if compared with the original NIMIS algorithm. The examples show that the performance of LIMIS compares favorably with that of a state-of-the-art MCMC sampler such as MALA, under either a nearly Gaussian (Section 5.3) and a multimodal (Section 5.2) target.
In Section 7 we showed how the final pseudo-time, t 1 , can be selected by minimizing a function-specific variance estimate. This requires post-processing the results of a preliminary LIMIS run. In addition, notice that in this work we assumed that the components of the importance mixture are equally weighted. Perhaps the most promising direction for future research would be adaptively selecting t 1 and, possibly, the mixture weights at each iteration of the sampler. Cappé et al. (2008) select weights and parameters of a mixture of Gaussian or multivariate Student's t densities, by adaptively minimizing an entropy criterion. We think that their approach could be adjusted to fit our context. We expect that the resulting adaptive algorithm would benefit greatly from the fact that the locations and covariance matrices of LIMIS mixture components are entirely controlled by the target's shape and by t 1 , which would drastically reduce the number of parameters that need to be optimized during the adaptation step.
9 Aknowledgments
