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Восстановление потенциала оператора Штурма–Лиувилля по
конечному набору собственных значений и нормировочных чисел
А. М. Савчук1
Мы изучаем классическую обратную задачу восстановления вещественного потенциа-
ла q оператора Штурма–Лиувилля L, заданного в пространстве L2[0, π] по спектральной
функции ρL(λ). Мы рассматриваем краевые условия Дирихле, хотя наш метод и все ре-
зультаты работы легко переносятся на случай краевых условий Дирихле–Неймана, т.е.
условий вида y(0) = y[1](π) = 0 (здесь y[1](x) = y′(x) − σ(x)y, σ = ∫ q(ξ) dξ). Случай
краевых условий Неймана имеет свою специфику (см. [1] или [46][Глава I, §2]) и требует
отдельного изучения. Наш подход позволяет получать результаты и как для классических
потенциалов, так и для потенциалов–распределений — мы предполагаем, что q принад-
лежит пространству Соболевва W θ2 [0, π], θ ∈ (−1,∞). Легко видеть, что поскольку мы
изучаем оператор на конечном отрезке, спектральная функция есть функция скачков.
При этом точки разрывов совпадают с собственными значениями {λn}∞1 оператора LD,
а величины скачков равны α−1n , где {αn}∞1 — набор нормировочных чисел оператора LD.
Таким образом, в качестве спектральной информации мы рассматриваем две последова-
тельности {λn}∞1 ∪ {αn}∞1 . Хорошо известно, что по двум данным вещественным последо-
вательностям (при условии положительности чисел αn и при выполнении определенных
асимптотических соотношений) потенциал q восстанавливается однозначно. Мы изучаем
вопрос о восстановлении потенциала по конечному набору спектральных данных. В ка-
честве такого набора мы используем числа {λn}N1 ∪ {αn}N1 и несколько дополнительных
коэффициентов в асимптотических представлениях для λn и αn (например, для случая
q ∈ L2[0, π] мы предполагаем известным среднее значение потенциала). Ясно, что такая
информация не позволяет найти потенциал q в точности, хотя хорошо известен явный
алгоритм, позволяющий построить функцию qN , приближающую потенциал. Цель этой
работы — дать оценки на норму разности ‖q − qN‖ в пространстве Соболева W τ2 [0, π] для
τ ∈ [−1, θ]. Оценки такого вида были известны давно, но были локальными — содержали
постоянные, зависящие от потенциала q, что делало их мало применимыми для практи-
ческого использования. С другой стороны, ясно, что при отсутствии вообще какой–либо
априорной информации норма ‖q − qN‖ может оказаться сколь угодно большой. Мы рас-
смотрим два вида априорной информации: информацию о потенциале или о полном наборе
спектральных данных.
Эта статья продолжает исследования авторов, начатые в работах [38]–[44]. Мы приве-
дем здесь лишь краткий исторический обзор — подробную информацию читатель может
найти в монографиях Левитана [25], Марченко [28], Чадана и Сабатье [6], Пошеля и Тру-
бовица [33], Фрайлинга и Юрко [9] и [46] и в статьях, цитированных ниже. Исследования в
области обратной задачи Штурма–Лиувилля восходят к работам Амбарцумяна [1] и Борга
[5]. В последней работе была исследована задача восстановления потенциала по двум спек-
трам. Задача восстановления потенциала по спектральной функции возникла в работах
Гельфанда и Левитана. Отметим, что с точки зрения вопросов разрешимости, эти зада-
чи эквивалентны (см. [24]) и являются частными случаями восстановления потенциала
1Работа поддержана грантом РНФ 14-01-00754.
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2по функции Вейля–Титчмарша (см. [46][Глава I, §3-5]). Не претендуя на полноту, приве-
дем здесь ссылки на работы Гельфанда, Левитана и Гасымова [10], [11], [25], Марченко и
Островского [27], [28] [30] и Крейна [22], [23]. В частности, в этих работах были найдены
необходимые и достаточные условия для существовании и единственности решения обрат-
ной задачи восстановления потенциала по спектральной функции для случая q ∈ W n2 [0, π],
n ∈ {0}∪N. Прямые и обратные спектральные задачи для операторов Штурма–Лиувилля
с потенциалами — распределениями q ∈ W−12 [0, π] изучались в работах авторов [38]–[44],
Гринива и Микитюка [16]–[20], Джакова и Митягина [7], [8]. Вопросы устойчивости реше-
ния обратной задачи (в локальной форме) исследовались в работах Марченко и Маслова
[29], Юрко [45], Рябушко [34], [35], Гринива [15] и МакЛафлин [26]. Отметим также близкие
по теме работы Хитрика [14] и Коротяева [21]. Равномерные оценки устойчивости были
получены авторами в работах [42] и [43]. В частности, результаты работы [43] являются
ключевыми для этой статьи. Вопросы восстановления потенциала по конечному набору
спектральных данных и вопросы численного моделирования этой задачи изучались в ра-
ботах [33], [2], [4], [13], [32], [36] и [37]. Отметим также работу Марлетта и Вайкарда [31],
в которой были доказаны оценки на норму ‖q − qN‖, близкие к доказанным здесь. В на-
стоящей статье (а также в работе [44], где был разобран случай обратной задачи по двум
спектрам) мы получаем явные оценки на скорость сходимости qN → q во всей шкале
пространств Соболева с равномерными константами.
Для удобства читателя мы начнем с формулировки результатов для классического слу-
чая q ∈ L2[0, π] — в этом случае нам не потребуется никаких дополнительных построений.
Во втором параграфе работы мы докажем эти результаты для общего случая q ∈ W θ2 [0, π],
θ > −1.
1. Случай q ∈ L2[0, π].
Рассмотрим оператор Штурма–Лиувилля, порожденный в пространстве L2[0, π] диф-
ференциальным выражением
l(y) = −y′′ + q(x)y
с потенциалом q ∈ L2[0, π]. В этой работе мы ограничимся случаем краевых условий Ди-
рихле2, обозначив через LD оператор, действующий по правилу LDy = l(y) на области
определения
D(LD) = {y ∈ W 22 [0, 1]| y(0) = y(π) = 0}.
Через W θ2 [0, π] здесь и далее мы обозначаем пространства Соболева (параметр
θ ∈ [−1,+∞)). Хорошо известно, что оператор LD имеет дискретный спектр. Мы обо-
значим через {λk}∞1 его собственные значения, причем нумерацию будем вести в порядке
возрастаний модуля и с учетом алгебраической кратности. При такой нумерации справед-
ливы асимптотические представления (см. [25] или [41])
(1)
√
λk = k +
q0
2k
+
bk
k
,
где остатки {bk}∞1 ∈ ℓ2, а
(2) q0 =
σ(π)
π
=
1
π
∫ pi
0
q(x) dx.
2Заметим, что полученные здесь результаты легко переносятся и на случай краевых условий
y(0) = y′(pi)− hy(pi) = 0.
3Здесь σ — первообразная потенциала q, удовлетворяющая условию σ(0) = 0 (удобство
выбора именно такого условия будет объяснено во втором параграфе). Заметим, что эти
асимптотические формулы эквивалентны
λk = k
2 + q0 + b˜k, где
∞∑
1
|˜bk|2 <∞.
В случае вещественного потенциала все собственные числа {λk}∞1 вещественны и про-
сты. В общем случае эти числа лежат внутри некоторой параболы Reλ = k · Imλ2+λ0, где
k > 0, а λ0 ∈ R. Договоримся, что в (1) и везде далее ветвь корня выбирается условием
Arg
√
λ ∈ (−π, π]. Обозначим теперь через s(x, λ) решение уравнения l(y) = λy, удовлетво-
ряющее начальным условиям s(0, λ) = 0, s′(0, λ) =
√
λ. Легко видеть, что нули функции
s(π, λ) совпадают с числами {λk}∞1 . В случае вещественного потенциала числа
(3) αk :=

∫ pi
0
s2(x, λk) dx, если λk 6= 0;
lim
λ→0
1
λ
∫ pi
0
s2(x, λ) dx, если λk = 0,
k > 1,
называют нормировочными константами. Мы сохраним это название и для случая, когда
потенциал принимает комплексные значения. Известно (см. [25] или [41]), что
(4) αk =
π
2
+
ak
k
, где {ak}∞1 ∈ ℓ2.
Заметим, что в классических работах нормировочные числа строятся по функции s(x, λ) с
начальными условиями s(0, λ) = 0, s′(0, λ) = 1. Легко видеть, что один способ сводится к
другому умножением на последовательность {√λk}∞1 . Объединение двух последователь-
ностей
{λk}∞1 ∪ {αk}∞1
мы назовем спектральными данными, отвечающими потенциалу q. Отметим, что в случае
вещественного потенциала задание набора спектральных данных эквивалентно заданию
спектральной функции оператора LD, определяемой суммой
ρ(λ) =
∑
λk<λ
1
αk
.
Хорошо известно (см., например, [27]), что спектральные данные однозначно определя-
ют потенциал, в частности, q0 = limk→∞(λk−k2). Мы рассмотрим вопрос о восстановлении
потенциала по конечному набору спектральных данных
(5) {q0} ∪ {λk}N1 ∪ {αk}N1 ,
где число q0 ∈ R произвольно, вещественные числа λk удовлетворяют соотношениям
λ1 < λ2 < · · · < λN ,
а все αk положительны. Заметим, что если q = q0 = const, то
λk = λ
0
k = k
2 + q0, а αk = α
0
k =
π
2
+
πq0
2k2
.
Пусть теперь q ∈ L2[0, π] — некоторый вещественнозначный потенциал, {λk}∞1 ∪ {αk}∞1
— его спектральные данные, причем нам известен только конечный набор спектральных
4данных (5). Согласно классической теории обратной задачи (см., например, [30] или [27]),
существует единственный потенциал qN , спектральные данные которого имеют вид
{λ1, . . . , λN , λ0N+1, λ0N+2, . . . } ∪ {α1, . . . , αN , α0N+1, α0N+2, . . . },
где λ0k и α
0
k — собственные числа и, соответственно, нормировочные числа оператора с
потенциалом q0 =
1
pi
∫ pi
0
q(x) dx. Более того, этот потенциал может быть найден в каче-
стве решения системы 2N линейных уравнений (такой вид принимает здесь уравнение
Гельфанда–Левитана, см., например [45]). Эту систему можно либо решать непосредствен-
но, либо применяя известную 2N–шаговую процедуру (см. [43] или [33]). Определенный
таким образом потенциал qN мы будем называть 2N–аппроксимацией потенциала q, по-
строенной по конечному набору спектральных данных (5). Естественно ожидать, что
qN → q по норме пространства L2[0, π] при N → ∞. Это действительно так, а именно,
справедливо следующее утверждение.
Теорема 1. Пусть q ∈ L2[0, π] — произвольная вещественнозначная функция, {λk}∞1 —
собственные значения, а {αk}∞1 — нормировочные числа оператора LD с потенциалом q.
Предположим, что нам известен конечный набор спектральных данных (5). Пусть qN
— 2N-аппроксимация потенциала q, построенная по этому набору. Тогда
‖qN − q‖L2 6 C(q)
(
∞∑
k=N+1
|ak|2 + |bk|2
)1/2
→ 0, при N →∞,
где ak и bk определяются потенциалом q в (2) и (4) соответственно, а число C = C(q)
также зависит от q. Более того, константа C может быть выбрана единым образом
в шаре ‖q‖L2 6 R, т.е.
(6) ‖qN − q‖L2 6 C(R)
(
∞∑
k=N+1
|ak|2 + |bk|2
)1/2
→ 0, при N →∞,
где C зависит только от R.
Первое утверждение этой теоремы (для случая q0 = 0) следует из результатов работ
[30] и [34], [35]. Второе утверждение следует из работы авторов [43] (мы докажем его во
втором параграфе в более общей ситуации).
С точки зрения практического использования теорема 1 бесполезна в отсутствии апри-
орной информации, позволяющей оценить скорость сходимости qN → q. Зависимость кон-
станты C от нормы ‖q‖L2 позволяет надеятся, что в качестве априорной информации мож-
но использовать условие ‖q‖L2 6 R. Оказывается, однако, что такое условие не позволяет
оценить скорость сходимости ряда
∑
∞
1 |ak|2 + |bk|2. Числа ak и bk являются нелинейными
функционалами, зависящими от потенциала, причем их линейные части — это коэффици-
енты Фурье функций q(x) и (π − x)q(x) соответственно. Таким образом, либо априорная
информация должна содержать два условия: ‖q‖L2 6 R и
∑
∞
k=N+1 |ak|2 + |bk|2 < ε, либо
нам нужна информация о скорости убывания коэффициентов Фурье потенциала. Тогда
подходящей априорной информацией является условие ‖q‖θ 6 R, θ > 0 (здесь через ‖ · ‖θ
мы обозначаем норму в пространстве Соболева W θ2 [0, π]). Еще одна возможность оценить
скорость стремления qN → q — ослабить норму в левой части (6), заменив норму ‖ · ‖L2
на ‖ · ‖τ−1, τ ∈ [0, 1).
5Теорема 2. Пусть q ∈ W θ2 [0, π], θ ∈ [0, 1/2), — произвольная вещественнозначная функ-
ция, причем ‖q‖θ 6 R. Пусть {λk}∞1 — собственные значения, а {αk}∞1 — нормировочные
числа оператора LD с потенциалом q. Предположим, что нам известен конечный набор
спектральных данных (5). Пусть qN — 2N-аппроксимация потенциала q, построенная
по этому набору. Обозначим σ(x) :=
∫ x
0
q(t) dt и σN(x) :=
∫ x
0
qN (t) dt. Тогда для любого
τ ∈ [0, 1], τ − 1 < θ, справедлива оценка
(7) ‖qN − q‖τ−1 6 ‖σN (x)− σ(x)‖τ 6 C(R)
N1+θ−τ
,
где C(R) зависит только от R, θ и τ . В частности, при τ ∈ (1/2, 1] выполнено
(8)
∣∣∣∣∫ x
0
(qN (t)− q(t)) dt
∣∣∣∣ = |σN (x)− σ(x)| 6 C(R)N1+θ−τ ,
где C(R) зависит только от R, θ и τ .
Мы докажем эту теорему в более общей ситуации во втором параграфе работы. Здесь
лишь отметим, что оценка (8) следует непосредственно из (7) в силу непрерывного вло-
жения W τ2 →֒ C[0, 1] с оценкой нормы ‖ · ‖C 6 C(τ)‖ · ‖τ для всех τ > 1/2 (см, например,
[3, Ch.5])).
Теорема 2 оставляет вопрос о скорости равносходимости открытым, поскольку в пра-
вой части (7) фигурирует неизвестная велечина C(R). Аккуратный анализ работы [15]
показывает, что C(R) 6 A exp(aR) с некоторыми абсолютными константами A и a. Од-
нако используя метод работы [39], эту оценку можно существенно уточнить — авторы
предполагают посвятить этому отдельную работу.
Предположим теперь, что у нас нет никакой априорной информации о потенциале q,
но есть информация об асимптотическом поведении последовательностей {αk}∞1 и {λk}∞1 .
Теорема 3. Предположим, что нам известен конечный набор спектральных данных
(5). Пусть дополнительно известно, что для полного набора спектральных данных
{λn}∞1 ∪ {αn}∞1 выполнены соотношения (1) и (4), причем
∞∑
k=1
(|ak|2 + |bk|2) 6 r, λk+1 > λk + h, λk > k2, и αk > h, k ∈ N.
Пусть qN — 2N-аппроксимация неизвестного потенциала q, построенная по этому на-
бору. Тогда
‖qN − q‖L2 6 C(r, h)
(
∞∑
k=N+1
|ak|2 + |bk|2
)1/2
.
Характер зависимости константы C от r и d также требует тщательного изучения и
здесь мы этот вопрос опускаем.
На практике при решении обратной задачи собственные значения λk и нормировочные
числа αk, k = 1, . . . , N известны нам лишь приближенно. Предположим, что каждое из
этих чисел измерено с некоторой точностью ε, а именно,
(9) |αk − α˜k| 6 ε, |λ1/2k − λ˜1/2k | 6
ε
k
, k = 1, 2, . . . , N,
где {α˜k}N1 и {λ˜k}N1 — данные измерений, а {αk}N1 и {λk}N1 — точные значения. Для упроще-
ния дальнейших формулировок мы будем считать, что ε достаточно мало, а именно, что
6ε < 1/e. Далее мы будем обозначать через qN аппроксимацию потенцциала, построенную
по конечному набору спектральных данных (5), а через q˜N обозначим 2N–аппроксимацию,
построенную по конечному набору приближенных спектральных даннных
(10) {q0}, {α˜k}N1 ∪ {λ˜k}N1 , q0 ∈ R, α˜k > 0, λ˜1 < λ˜2 < · · · < λ˜N .
Ясно, что q˜N 9 q при N →∞. Тем не менее, погрешность ‖q˜N − q‖ можно оценить.
Теорема 4. Пусть q ∈ W θ2 [0, π], θ ∈ [0, 1/2), — произвольная вещественнозначная функ-
ция, причем ‖q‖θ 6 R. Пусть {λk}∞1 — собственные значения, а {αk}∞1 — нормировочные
числа оператора LD с потенциалом q. Предположим, что нам известен конечный набор
приближенных спектральных данных (10). Пусть q˜N — 2N-аппроксимация потенциала
q, построенная по этому набору. Тогда для произвольного τ ∈ [0, 1], τ − 1 < θ, выполнено
‖q˜N − q‖τ−1 6 ‖σ˜N (x)− σ(x)‖τ 6 C(R)
(
ε
1− 2τ +
1
N1+θ−τ
)
при τ ∈ [0, 1/2);
‖q˜N − q‖−1/2 6 ‖σ˜N (x)− σ(x)‖1/2 6 C(R)
(
ε(lnN)1/2 +
1
N1/2+θ
)
при τ =
1
2
;
‖q˜N − q‖τ−1 6 ‖σ˜N (x)− σ(x)‖τ 6 C(R)
(
εN2τ−1 +
1
N1+θ−τ
)
при τ ∈ (1/2, 1],
где C(R) зависит только от R, σ(x) :=
∫ x
0
q(t) dt, а σ˜N (x) :=
∫ x
0
q˜N (t) dt.
Теперь поставим естественную задачу: найти номер N для которого 2N–аппроксимация
q˜N наилучшим образом приближает потенциал q и оценить величину ‖q − q˜N‖.
Следствие. В условиях теоремы 4
‖σ˜N(x)− σ(x)‖τ 6 C(R) ε
1− 2τ при N >
(
1− 2τ
ε
) 1
1+θ−τ
, τ ∈ [0, 1/2);
‖σ˜N(x)− σ(x)‖1/2 6 C(R)ε| ln ε|1/2 при N = ε−
2
1+θ , τ =
1
2
;
‖σ˜N(x)− σ(x)‖τ 6 C(R)ε
1+θ−τ
θ+τ при N = ε−
1
θ+τ , τ ∈ (1/2, 1].
2. Основной результат
Напомним определение оператора Штурма–Лиувилля с потенциалом q ∈ W θ−12 [0, π],
θ > 0. Пусть σ(x) — произвольная обобщенная первообразная функции q (известно, см.,
например, [12, Гл.1], что она определена с точностью до константы и лежит в пространстве
W θ2 [0, π]). Положим
y[1](x) = y′(x)− σ(x)y(x).
Теперь оператор LD мы можем определить выражением
Ly = − (y[1])′ − σ(x)y[1] − σ2(x)y
на области
D(LD) = {y, y[1] ∈ W 11 [0, 1] | Ly ∈ L2[0, 1], y(0) = y(π) = 0}.
Этот оператор является фредгольмовым оператором с нулевыми индексами (если q веще-
ственнозначна, то LD самосопряжен) и дискретным спектром. Подробный обзор свойств
оператора LD читатель может найти в работах [38] и [39]. Сразу же отметим, что добав-
ление константы к функции σ не меняет оператор LD. Поэтому далее мы будем считать,
7что функция σ принадлежит фактор–пространству W θ2 [0, π]/{1} (скалярное произведение
и норму мы определяем стандартным образом). Обозначим через s(x, λ) решение диффе-
ренциального уравнения
−(s[1](x))′ − σ(x)s[1](x)− σ2(x)s(x) = λs(x)
с начальными условиями s(0, λ) = 0, s[1](0, λ) =
√
λ (такое решение существует и един-
ственно, см. [39]). Пусть, как и в первом параграфе, {λk}∞1 — собственные значения опера-
тора LD (нули функции s(π, λ)), занумерованные в порядке возрастания модуля. В случае
вещественной функции σ оператор LD самосопряжен и все собственные значения λk ве-
щественны и просты. Через {αk}∞1 мы, по-прежнему, обозначаем нормировочные числа,
определенные в (3).
Наша цель — дать оценки погрешности между функцией σN , восстановленной по ко-
нечному набору спектральных данных, и истинной функцией σ. Для формулировки таких
результатов нам необходимо ввести пространства потенциалов (далее для краткости мы
называем потенциалом функцию σ) и пространства спектральных данных. Положим
(11) s2k−1 = αk − π
2
, s2k =
√
λk − k, k = 1, 2, . . . , .
Ясно, что последовательность {sk}∞1 обнозначно определяется и, обратно, однозначно
определяет спектральные данные {αk}∞1 ∪{λk}∞1 . Далее мы будем работать именно с после-
довательностью {sk}∞1 , которую назовем регуляризованными спектральными данными.
Теперь построим пространства, которым принадлежат регуляризованные спектральные
данные. Обозначим через l θ2 весовое l2-пространство, состоящее из последовательностей
комплексных чисел x = {x1, x2, . . . }, таких, что
‖x‖2θ :=
∞∑
1
|xk|2 k2θ <∞.
Заметим, что в случае θ = 1 из разложений (1) и (4) следует {sk}∞1 ∈ l θ2 ⇐⇒ q0 = 0,
т.е. пространство спектральных данных не совпадает с l12. С увеличением параметра θ
ситуация усложняется.
Теорема i. Пусть σ(x) ∈ Wm2 , т.е. q(x) ∈ Wm−12 , m ≥ 1. Тогда для собственных значе-
ний λk и нормировочных чисел α
2
k оператора LD справедливы следующие формулы. При
нечетном m = 2s+ 1√
λk = k +
h0
(2k)
+
h1
(2k)3
+ · · ·+ hs
(2k)2s+1
− (−1)s a2k
2(2k)2s+1
+
γ2k
k2s+2
,(12)
αk =
π
2
+
g1
(2k)2
+
g2
(2k)4
+ · · ·+ gs
(2k)2s
− (−1)s b˜2k
(2k)2s+1
+
gs+1
(2k)2s+2
+
γ′2k
k2s+2
.
При четном m = 2s√
λk = k +
h0
(2k)
+
h1
(2k)3
+ · · ·+ hs−1
(2k)2s−1
− (−1)s b2k
2(2k)2s
+
hs
(2k)2s+1
+
γ2k
k2s+1
,(13)
αk =
π
2
+
g1
(2k)2
+
g2
(2k)4
+ · · ·+ gs
(2k)2s
− (−1)s a˜2k−1
2(2k)2s
+
γ′2k−1
k2s+1
.
В этих формулах {γk} и {γ′k} — последовательности из l2 и их l2-нормы оцениваются
постоянной C, зависящей от R, но не зависящей от σ в шаре ‖σ‖m ≤ R. Числа al, a˜l, bl
8и b˜l (мы не указываем их зависимость от m) определяются формулами
al =
2
π
pi∫
0
σ(m)(t) cos ltdt, a˜l =
pi∫
0
(σ(t)(π − t))(m) cos lt dt,
bl =
2
π
pi∫
0
σ(m)(t) sin ltdt, b˜l =
pi∫
0
(σ(t)(π − t))(m) sin ltdt, l = 1, 2, . . . ,
а числа hj , gj, 0 ≤ j ≤ s + 1 являются непрерывными и равномерно ограниченными в
каждом шаре функционалами от σ ∈ Wm2 и их линейные части h0j , g0j при j ≤ s − 1
выражаются формулами
h0j = (−1)jπ−1
(
σ(2j)(π)− σ(2j)(0)) , g0j = (−1)j+1π−1 (σ(t)(π − t))(2j−1) |pi0 .
В случае m = 2s+ 1 эти формулы сохраняются и для j = s, а g0s+1 = 0. В случае m = 2s
h0s = 0, g
0
s = (−1)s+1π−1 (σ(t)(π − t))(2s−1) |pi0 .
В частности,
h0 =
1
π
(σ(π)− σ(0)), g1 = h0 + σ′(0) + π3h20 −
π
2
(σ2(π)− σ2(0)),
h1 = −1
π
(σ′′(π)− σ′′(0)) + 1
π
∫ pi
0
(σ′(x))2 dx− 2h20.
Доказательство. Формулы (12) и (13) с оценками {γk} ∈ l2 и {γ′k} ∈ l2 принадле-
жит В.А.Марченко, см. [27]. Более компактное доказательство с равномерными по шару
‖σ‖m 6 R оценками получено авторами в [41]. 
Для построения пространства спектральных данных мы рассмотрим специальные по-
следовательности
e2s−1 = { 0, 2−(2s−1), 0, 4−(2s−1), 0, 6−(2s−1), . . .} и(14)
e2s = {2−(2s), 0, 4−(2s), 0, 6−(2s), . . .}, s = 1, 2, . . . .(15)
Заметим, что последовательность ep принадлежит пространству l
θ
2 в точности тогда, когда
0 6 θ < p − 1/2. Для фиксированного θ > 0 положим m = [θ + 1/2] (здесь [·] — целая
часть числа). Для такого θ определим пространство ℓ θD как конечномерное расширение
пространства l θ2 следующим образом
ℓ θD = l
θ
2 ⊕ span{ek}mk=1.
Таким образом, ℓ θD состоит из элементов x+
∑m
k=1 ckek, где x ∈ l θ2 , а {ck}m1 — произвольные
комплексные числа. Скалярное произведение элементов из l θD определяется формулой
(x+
m∑
k=1
ckek, y +
m∑
k=1
dkek) = (x,y)θ +
m∑
k=1
ckdk,
где (x,y)θ — скалярное произведение в l
θ
2 . Построенное пространство свяжем с регуляри-
зованными спектральными данными для оператора LD. Хотя это пространство определено
как конечномерное расширение весового пространства l θ2 , его элементы удобнее записы-
вать в форме обычных последовательностей. При θ ∈ [0, 1/2) пространство ℓ θD совпадает с
9обычным весовым пространством l θ2 . При θ ∈ [1/2, 3/2) элементы пространства ℓ θD состоят
из последовательностей {xk}∞1 с координатами
xk = yk +
{
0, если k нечетно,
α1 k
−1, если k четно,
где {yk}∞1 ∈ l θ2 , α1 ∈ C, и т.д.
Легко видеть, что пространство ℓ ηD компактно вложено в пространство ℓ
θ
D при η > θ (это
сразу следует из компактности вложения l η2 →֒ l θ2 при η > θ).
Теперь определим отображение F , играющее центральную роль в нашей задаче:
(16) F (σ) = {sk}∞1 , σ ∈ W θ2 /{1}.
Теорема 5. Пусть {λk}∞1 и {αk}∞1 – последовательности собственных значений и
нормировочных чисел оператора LD с комплексным потенциалом q(x) ∈ W θ−12 (или
σ(x) ∈ W θ2 ), θ > 0. Пусть последовательность {sk}k∈Z0, определена равенствами (11).
Тогда F является отображением из W θ2 в ℓ
θ
D, причем
F (σ) = Sσ − Φ(σ),
где линейный оператор S определен равенствами
(Sσ)2k = −1
π
pi∫
0
σ(t) sin(2kt)dt, (Sσ)2k−1 = −
pi∫
0
(π − t)σ(t) cos(2kt) dt, k ∈ N,
и является унитарным изоморфизмом из W θ2 в ℓ
θ
D, а нелинейное отображение Φ отоб-
ражает W θ2 в ℓ
τ
2 , где
τ =
{
2θ, если 0 < θ 6 1,
θ + 1, если 1 6 θ <∞.
При этом отображение Φ : W θ2 → ℓτ2 является ограниченным в каждом шаре, т.е.
‖Φ(σ)‖τ ≤ C‖σ‖θ,
где постоянная C зависит от R, но не зависит от σ в шаре ‖σ‖θ ≤ R.
Доказательство этой теоремы см. в работе авторов [41].
Для формулировки результатов введем некоторые обозначения. Обозначим через W θ2,R
множество всех вещественных функций из W θ2 . Через Γ
θ обозначим множество функций
σ ∈ W θ2,R/{1}, для которых λk(σ) > k2, а через B θΓ(R) — пересечение множества Γ θ с
замкнутым шаром B θ
R
(R) радиуса R в пространстве W θ2,R.
Если σ ∈ Γ θ, то собственные значения оператора LD подчинены условиям λ1 < λ2 < . . . ,
λk > k
2. Для регуляризованных спектральных данных эти неравенства эквивалентны
следующим
(17) s2k > 0, s2k − s2k+2 < 1, k = 1, 2, . . . .
Условия неотрицательности всех нормировочных чисел эквивалентны условиям
(18) s2k−1 > −π/2, k = 1, 2, . . . .
Последовательность {sk}∞1 ∈ l2, поэтому для любой вещественной функции σ ∈ Γ θ най-
дется число h = h(σ) > 0, такое, что
(19) s2k > 0, s2k − s2k+2 6 1− h, s2k−1 > −π/2 + h, k = 1, 2, . . . .
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Фиксируем произвольные числа r > 0 и h ∈ (0, 1). Обозначим через Ω θ(r, h) совокупность
вещественных последовательностей {sk}∞1 , для которых выполнены неравенства (19) и
которые лежат в замкнутом шаре радиуса r пространства ℓ θD, т.е. ‖{sk}‖θ 6 r (здесь и
далее подразумеваем, что ‖ · ‖θ означает норму в пространстве ℓ θD). Через Ω θ = Ω θ(∞, 0)
обозначим множество всех вещественных последовательностей {sk}∞1 ∈ l θD, для которых
справедливы неравенства (17) и (18). Обозначим через Ω̂ θ множество последовательностей
{sk}∞1 ∈ ℓ θD, для которых числа λk = (s2k + k)2 образуют строго возрастающую последо-
вательность (при этом в случае λk < 0 координаты {s2k} будут невещественными), а все
числа αk = s2k−1 + π/2 положительны.
Теорема 6. Пусть θ > 0 фиксировано, а F — отображение, введенное в (16).
1) Отображение F : Γ θ → Ω θ есть биекция.
2) Отображение F : W θ2,R/{1} → Ω̂ θ также есть биекция. Иными словами, числа
{λk}∞1 и {αk}∞1 представляют спектр и нормировочные числа оператора LD если и толь-
ко если первая последовательность является строго монотонной, вторая состоит из
положительных чисел, а образованная из них по формулам (11) последовательность
{sk}∞1 принадлежит пространству ℓ θD.
3) Пусть R произвольное положительное число. Найдутся положительные числа
r = r(R), h = h(R), такие, что
F (B θΓ(R)) ⊂ Ωθ(r, h).
4) Справедливо обратное утверждение: для любых чисел r > 0 и h ∈ (0, 1) найдется
число R > 0, такое, что
F−1( Ω θ(r, h)) ⊂ B θΓ(R).
5) Справедливо представление
F−1 = S−1 +Ψ, Ψ : Ω θ →W τ2 ,
где число τ определено в Теореме 5. Отображение Φ : Ωθ →W τ2 , аналитично, причем
‖Ψy‖τ 6 C‖y‖θ для всех y ∈ Ω θ(r, h),
где постоянная C зависит только от r и h.
6) Пусть последовательности y,y1 регуляризованных спектральных данных лежат в
множестве Ω θ(r, h). Тогда прообразы σ = F−1y, σ1 = F
−1
y1 лежат в множестве B θΓ(R)
и справедливы оценки
(20) C1‖y− y1‖θ 6 ‖σ − σ1‖θ 6 C2‖y− y1‖θ,
где число R и постоянные C1, C2 зависят только r и h.
7) Обратно, если σ, σ1 лежат в шаре B θR(R), то последовательности y,y1 регуляризо-
ванных спектральных данных этих функций лежат в множестве Ωθ(r, h) и справедливы
оценки
(21) C1‖σ − σ1‖θ 6 ‖y− y1‖θ 6 C2‖σ − σ1‖θ.
Здесь числа r > 0, h ∈ (0, 1) и постоянные C1 и C2 зависят только от R.
Доказательство. Случай θ > 0 рассмотрен в статье авторов [43]. Случай θ = 0 изучен в
работе Р. О. Гринива [15]. 
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Число R и постоянные C2, C
−1
1 в (20) увеличиваются при r → ∞ или h → 0. Числа
r, h−1, C2 и C
−1
1 в (21) также увеличиваются при R → ∞. Оценки на рост этих констант
авторами получены, но доказательства соответствующих утверждений требуют значи-
тельной работы, и авторы намереваются посвятить этому отдельную статью.
С помощью результатов теоремы 6 мы получим теперь оценки погрешности в задаче
восстановления потенциала по конечному набору спектральных данных. Как и в пер-
вом параграфе мы предлагаем две постановки этой задачи: при наличии априорной ин-
формации о потенциале и при наличии априорной информации о спектральных данных.
Мы начнем с первого случая. Предположим, что нам известна априорная информация
σ ∈ W θ2,R/{1} для некоторого фиксированного θ > 0 и ‖σ‖θ 6 R для некоторого R > 0
(в наших обозначениях σ ∈ Bθ
R
(R)). Пусть {λk}∞1 — собственные значения, а {αk}∞1 —
нормировочные числа оператора LD с потенциалом σ. Обозначим через s = {sk}∞1 = F (σ)
регуляризованные спектральные данные — согласно теореме 5, s ∈ ℓθD. Это означает, что
(22) s = c1e1 + c2e2 + · · ·+ cmem + a,
где m = [θ + 1/2], последовательности ek определены в (14), а a = {ak}∞1 ∈ lθ2. Пред-
положим, что нами с погрешностью ε вычислены N собственных значений {λ˜k}N1 и N
нормировочных чисел {α˜k}N1 , а именно, выполнены неравенства (9). Предположим также,
что нам известны числа c˜j из представления (22) для всех 1 6 j 6 m. Конечным набором
приближенных спектральных данных мы назовем
{cj}m1 ∪ {λ˜k}N1 ∪ {α˜k}N1 .
Теперь по спектральным данным мы найдем 2N–аппроксимацию потенциала. Построим
вначале вспомогательную функцию σ0 — произвольную функцию из W
θ
2 с условием(
F (σ0)−
m∑
j=1
cjej
)
∈ lθ2.
В частности, при θ ∈ [0, 1/2) число m = 0 и σ0 = 0. При θ ∈ [1/2, 3/2) число m = 1 и
функцию σ0 можно выбрать равной c1x — легко видеть, что для такой функции αk = π/2,
а λk = k
2 + c1. При θ ∈ [3/2, 5/2) можно, например, взять
σ0(x) = c1x+ (c2 − 2c1 − π3c21/2)x(π − x).
Из приведенных в теореме 3 формул для функционалов h0 и g1 следует, что для такой
функции h0 = c1, а g1 = c2. При θ ∈ [5/2, 7/2)
σ0(x) = αx+ βx(π − x) + γx2(π − x),
где коэффициенты α, β, γ выражаются через c1, c2 и c3 в явном виде. Мы не приводим
здесь громоздкие формулы, поскольку вид функции σ0 не влияет на дальнейшие рассуж-
дения. При больших θ найти явный аналитический вид функции σ0 сложнее — для этого
требуется явно выписать функционалы hj и gj в разложениях (12) и (13). Нам важно лишь
то, что функцию σ0 всегда можно выбрать так, что ‖σ0‖θ 6 C(R). Для этого достаточно
положить σ0 = F
−1(e) (для краткости мы обозначили e =
∑m
j=1 cjej) и воспользоваться
неравенствами (21):
‖σ0‖θ 6 C−11 ‖e‖θ 6 C−11 ‖s‖θ 6 C2C−11 ‖σ‖θ.
Итак, функция σ0 построена. Через λ
0
k и α
0
k мы обозначим спектральные данные, а через
s
0 = e+a0 обозначим регуляризованные спектральные данные для потенциала σ0. Теперь,
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используя алгоритм, описанный в работе [43] (он восходит к работам Пошеля и Трубовица,
см. [33]) построим потенциал σ˜N , спектральные данные которого имеют вид
(23) {cj}m1 ∪ {λ˜1, . . . , λ˜N , λ0N+1, λ0N+2}N1 ∪ {α˜1, . . . , α˜N , α0N , α0N+1, . . . }N1 .
Функцию σ˜N мы назовем 2N–аппроксимацией потенциала σ. Естественно, данные изме-
рений должны быть согласованы с априорной информацией. В качестве такого условия
согласования мы потребуем ‖σ˜N‖θ 6 R.
Теорема 7. Пусть σ ∈ BθΓ(R) для некоторого θ > 0, а σ˜N — ее 2N–аппроксимация,
определенная выше, причем ‖σ˜N‖θ 6 R. Тогда для любого τ ∈ [0, θ) выполнены оценки
(24) ‖σ − σ˜N‖τ 6 C−11 ‖s− s˜‖τ 6 C(R)N τ−θ + εC(R)

N τ−1/2 если τ > 1/2,
(lnN)1/2 если τ = 1/2,
1, если τ < 1/2.
В частности,
(25) ‖σ(x)− σ˜N (x)‖τ 6 C(R)

εγ, γ =
2(θ − τ)
2θ − 1 , если τ > 1/2, а N = ε
−2/(2θ−1),
ε| ln ε|1/2, если τ = 1/2, а N = ε−1/(θ−τ),
ε, если τ < 1/2, а N > ε−1/(θ−τ).
Константы в (24) и (25) зависят только от R, θ и τ .
Доказательство. Пусть
s˜ = {s˜k = sk(σN)}∞1 , s˜ = c1e1 + · · ·+ cmem + a˜
— регуляризованные спектральные данные, построенные по функции σN . Тогда
‖s− s˜‖2τ =
∞∑
k=1
|ak − a˜k|2k2τ 6 ε2
2N∑
k=1
k2τ−2 +
∞∑
k=2N+1
|ak − a0k|2k2τ .
Первая сумма при τ > 1/2 оценивается величиной Cε2N2τ−1 с абсолютной константой
C. При τ = 1/2 эта сумма оценивается величиной Cε2 lnN , а при τ ∈ [0, 1/2) допускает
оценку величиной Cε2. Вторую сумму оценим, применив неравенство (21)
∞∑
k=2N+1
|ak − a0k|2k2τ 6 2
∞∑
k=2N+1
k2τ−2θ
(|ak|2 + |a0k|2) k2θ 6
6 2(2N)2τ−2θ
(‖a‖2θ + ‖a0‖2θ) 6 2C2 (‖σ‖2θ + ‖σ0‖2θ) (2N)2τ−2θ 6 C(R)N2τ−2θ.
Итак,
‖s− s˜‖τ 6 C(R)N τ−θ + εC(R)

N τ−1/2 если τ > 1/2,
(lnN)1/2 если τ = 1/2,
1, если τ < 1/2,
.
Вновь применяя (21), придем к оценке (24). Оценка (25) немедленно следует из (24). 
Рассмотрим теперь случай, когда в качестве априорной информации выбрано условие
на спектральные данные. Предположим, что нам известен конечный набор спектральных
данных {λ˜k}N1 ∪ {α˜k}N1 , измеренных с точностью ε: пусть выполнены неравенства (9).
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Мы будем предполагать, что для этого набора данных выполнены неравенства λ˜k > k
2,
k = 1, . . . , N . Эти условия не ограничивают общности, т.к. мы всегда можем сделать
преобразование спектральных данных
λ˜k −→ λ˜k + c, αk −→ α˜k ·
√
λ˜k + c
λ˜k
,
восстановить потенциал σ + c по новому набору спектральных данных, а затем вычесть
константу c. Кроме того, мы будем предполагать наличие априорной информации, а
именно, предположим, что регуляризованные спектральные данные искомого потенци-
ала s = {sk}∞1 лежат в множестве Ωθ(r, h) для некоторого θ > 0, r > 0 и h ∈ (0, 1).
Числа cj из представления (22) мы, как и ранее, будем считать известными. Функцию
σ0 и 2N–аппроксимацию σ˜N мы построим так же, как и ранее. Наконец, мы предполо-
жим, что априорная информация и результаты измерений согласованы: для вектора s˜
регуляризованных спектральных данных, построенных по набору (23), выполнено усло-
вие s˜ ∈ Ωθ(r, h).
Теорема 8. Пусть оба вектора регуляризованных спектральных данных s и s˜ лежат
в Ωθ(r, h) для некоторых θ > 0, r > 0 и h ∈ (0, 1). Пусть σ˜N — 2N–аппроксимация,
определенная выше. Тогда для любого τ ∈ [0, θ) выполнены оценки (24) и (25) с заменой
всех констант C(R) на величины C(r, h), зависящие только от θ, τ , r и h.
Доказательство. Как и в теореме 7 оценим
‖s− s˜‖2τ 6
∞∑
k=2N+1
|ak − a0k|2k2τ + εC

N τ−1/2 если τ > 1/2,
(lnN)1/2 если τ = 1/2,
1, если τ < 1/2,
с абсолютной константой C (числа θ и τ мы считаем фиксированными). Далее,
∞∑
k=2N+1
|ak − a0k|2k2τ 6 2
∞∑
k=2N+1
k2τ−2θ
(|ak|2 + |a0k|2) k2θ 6
6 2
(‖a‖2θ + ‖a0‖2θ) (2N)2τ−2θ 6 C(r)N2τ−2θ.
Применяя теперь (20), придем к (24) (с заменой C(R) на C(r, h)). Оценка (25) вновь сле-
дует из (24). 
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