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ABSTRAKT
Práce se v teoretické části zabývá postupy používanými při vyhledávání v databázi ob-
razů. Jsou rozebrány dva základní možné přístupy - hledání na základě textového popisu
a hledání dle popisu obsahu. Dále jsou uvedeny metody, pomocí kterých se určuje po-
dobnost dvou obrazů. V praktické části jsou podrobně popsány algoritmy výpočtu a
postup implementace tří vybraných příznaků používaných pří obrazovém vyhledávání. V
další části práce je uveden postup testovaní implementovaných algoritmů a jsou prezen-
továny dosažené výsledky. V závěru je uveden postup implementace operátoru prostředí
Rapidminer, který využívá všechny implementované metody. Operátor umožňuje porov-
návání podobnosti obrazů, vyhledávání nejpodobnějších obrazů v databázi a zkopírování
nejpodobnějších obrazů z databáze do výstupní složky.
KLÍČOVÁ SLOVA
CBIR, podobnost obrazů, barevný histogram, color layout deskriptor, color structure
deskriptor, barevný prostor HMMD, MPEG-7
ABSTRACT
Thesis in theoretical part deals with the procedures used in image databases searching.
There are discussed two basic possible approaches - text based searching and content
based searching. In next section there are described methods for image similarity de-
tection. Practical part deals with detailed description and implementation of three se-
lected image features used for image searching. In third part there are presented testing
procedure for implemented algorithms and test results. In conclusion implementation of
Rapidminer operator are described. This operator uses all implemented algorithms and
allows image similarity matching, searching for most similar images in database, and
copy these images to output folder.
KEYWORDS
CBIR, image similarity, color histogram, color layout descriptor, color structure descriptor,
HMMD color space, MPEG-7
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ÚVOD
Metody pro určování podobnosti obrazových dat se v posledních letech stávají stále
důležitějšími. Důvodem je rozrůstající se množství obrazových dat vznikajících při
většině lidských činností. V těchto datech je třeba rychle a efektivně vyhledávat.
Pro vyhledávání jsou vyvíjeny specializované systémy, ve kterých tvoří algoritmy
pro určování podobnosti obrazů hlavní roli.
Podobné obrazy se dají vyhledávat v zásadě dvěma způsoby. První možností
je slovní popis hledaného obrazu. Vyhledávání pak probíhá klasickými vyhledávači
v textových datech, které musí být k obrazovým datům manuálně připojeny. Další
možností je hledání podle vzorového obrazu nebo náčrtku. V takovém případě musí
být vizuální obsah obrazů vhodnou metodou popsán. Tento způsob je výhodnější,
protože lze popis obrazových dat dělat zcela automaticky. Základní princip vyhle-
dávacích systémů je popsán v první kapitole.
Aby se dalo v obrazových datech vyhledávat, musí být ve vyhledávacích systé-
mech implementovány metody, které určí míru podobnosti dvou obrazů. Pro tyto
účely bylo vyvinuto velké množství metod, které se snaží vhodným způsobem po-
psat vizuální obsah obrazu. Jsou založeny na popisu tří základních rysů obrazů.
První skupina popisuje obraz podle jeho barevné charakteristiky. Druhou možností
je popsat texturu obrazu a nakonec třetí popisuje obraz podle geometrických vlast-
ností. Takto získaná data se nazývají příznaky a jsou většinou tvořeny řadou čísel
tvořící tzv. příznakový vektor. Na tento vektor lze pohlížet jako na klasický víceroz-
měrný vektor a tomu odpovídají i metody jejich porovnávání. Jako míra podobnosti
dvou obrazů je tedy brána vzdálenost jejich příznakových vektorů. Pro výpočet
vzdálenosti se nejčastěji používá euklidovská nebo manhattonská metrika. Přehled
používaných příznaků a způsobů jejich porovnávání je obsažen v další části práce.
Druhá kapitola obsahuje podrobný popis implementace tří příznaků. Pro imple-
mentaci byl zvolen programovací jazyk Java tak, aby mohly být algoritmy použity
při pozdějším návrhu operátoru prostředí Rapidminer. Byly vybrány tři příznaky
popisující barevnou charakteristiku obrazu. První z nich využívá výpočtu barev-
ného histogramu obrazu. Jedná se o velmi jednoduchou a rychlou metodu, která
je svou podstatou robustní vzhledem k rotaci obrazu. Normalizací histogramu se
dá také docílit nezávislosti na velikosti obrazu. Nevýhodou této metody je, že dva
různé obrazy mohou mít velmi podobné histogramy. Dále byly implementovány dva
příznaky standardizované v MPEG-7 standardu. Příznak s názvem Color Layout De-
scriptor popisuje rozložení dominantních barev obrazu. Jedná se o velmi kompaktní
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příznak, jehož výpočetní náročnost také není vysoká. Posledním implementovaným
příznakem je Color Structure Descriptor. Tento příznak má stejnou podobu jako
barevný histogram, ale na rozdíl od něj dokáže zachytit prostorové závislosti mezi
jednotlivými barvami.
Nedílnou součástí implementace algoritmů je jejich testování. Pro testování byla
vytvořena databáze obrazů rozdělených do deseti různých kategorií. Každá katego-
rie obsahuje významově odlišné obrazy např. budovy, zvířata, hory atd. Z každé
kategorie byl náhodně vybrán jeden obraz a byla měřena preciznost jednotlivých
metod při vyhledávání podobných obrazů ve zbytku databáze. Naměřené výsledky
byly vyneseny do grafů, které jsou spolu s hodnocením všech testovaných metod
obsahem třetí kapitoly.
V poslední části práce je popsán postup implementace operátoru prostředí Rapi-
dminer, který umožňuje měření podobnosti obrazů vybranou metodou. Na základě
vstupního obrazu umožňuje také vyhledání nejpodobnějších obrazů v databázi.
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1 SYSTÉMY PROURČOVÁNÍ PODOBNOSTI OB-
RAZŮ
Systémy pro určování podobnosti obrazů se začaly rozvíjet ve druhé polovině 70. let
20. století. Úkolem těchto systémů je na základě vstupního dotazu prohledat obra-
zovou databázi a vybrat nejpodobnější obrazy. Na základě jejich funkce se označují
anglickým termínem image retrieval systémy.
Zpočátku se vyhledávání provádělo jenom v textových informacích přiložených
k obrazům. Při vkládání obrazů do databáze se k nim připojil textový popis. Takový
přístup začne být ale těžkopádný s rozrůstající se velikostí databáze a je také značně
subjektivní.
Proto se v 90. letech začal rozvíjet přístup založený na určování podobnosti ob-
razů na základě jejich obsahu. Textová informace je nahrazena automaticky genero-
vanou charakteristikou popisující vizuální obsah obrazů. Takovou charakteristikou
může být například barva, textura, tvar objektů nebo prostorový vztah objektů.
Tomuto přístupu bude věnována podstatná část této kapitoly.
1.1 Porovnávání obrazových dat na základě popisu
Pro systémy založené na porovnávání obrazových dat na základě textového popisu
se nejčastěji používá anglických termínů TBIR (Text Based Image Retrieval) nebo
DBIR (Description Based Image Retrieval) [12].
V těchto systémech jsou obrazová data popisována pomocí textové informace.
K tomuto popisu se užívají tzv. metadata, mezi které může patřit autor, datum
pořízení, klíčová slova, velikost obrázku a slovní popis obsahu. Metadata musí být
k obrazům přiřazena manuálně, což je při větším počtu obrazů časově i finančně
náročné. Dalším problémem je, že popis vizuálního obsahu obrazu je značně závislý
na subjektivním vnímání člověka. Člověk, který obraz popisuje, může pro popis
použít jiná data, než ten, kdo bude obraz hledat. Vyhledávání tak nemusí přinést
očekávané výsledky i přesto, že požadovaná data jsou v databázi obsažena [10].
Mezi výhody těchto systémů patří jednoduchost a relativně nízká výpočetní ná-
ročnost při hledání. Dále také to, že člověk dokáže popsat sémantický význam ob-
razu, což je pro současné systémy založené na automatickém indexování problém.
Proto při správně položeném dotazu dává spolehlivé a přesné výsledky. Na druhou
stranu je toto ruční indexování velice náročné, a proto nejsou tyto systémy vhodné
12
pro práci s velkými databázemi.
Při hledání podobných obrazů se využívá klasických textových vyhledávačů,
které mezi metadaty obrazů v databázi hledají vstupní dotaz. Tuto situaci zná-
zorňuje obrázek 1.1.
Vstupní textový 
dotaz
Podobné 
snímky
Vyhledání podobných 
snímku na základě 
metadat
Databáze snímku 
+ metadata
Obr. 1.1: Schéma TBIR systému
1.2 Porovnávání obrazových dat na základě obsahu
Výše zmíněné nedostatky systémů s textovým indexováním vedly k rozvoji systémů
s automatickým indexováním obsahu obrazů. Tyto systémy se nejčastěji označují
CBIR (Content Based Image Retrieval) [4].
Indexace probíhá zcela automaticky a je založena na hledání charakteristických
rysů (příznaků) v obraze 1. Příznaky se poté často formují do tzv. deskriptorů,
které jasně definují jejich strukturu vhodnou pro uložení do databáze a následné
porovnávání. Podobnost obrazů je poté určována porovnáváním těchto deskriptorů.
V oblasti výpočtu příznaků dochází k neustálému vývoji, vylepšují se již existující
metody, ale vznikají také zcela nové. Současné systémy jsou většinou zaměřeny jen na
určitou oblast, a proto se také pro danou oblast příznaky volí zvlášť. Snahou ovšem je
získat takové příznaky, které by byly univerzální pro jakoukoliv aplikaci. Standardem
v této oblasti je MPEG-7 (Moving Picture Experts Group) [13] vytvořený organizací
ISO (International Organization for Standardization) (skupinou IEC (International
1V anglické literatuře označovaných jako features.
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Electrotechnical Commission)) pod označením ISO/IEC 15938. Standard mimo jiné
ve své části číslo tři 2 popisuje vybrané obrazové příznaky a v části číslo osm 3 postup
jejich výpočtu a použití. Z těchto příznaků byly zvoleny dva, jejichž popis a postup
implementace v programovacím jazyce Java je uveden dále v této práci.
Příznak je reprezentován jako číselná hodnota, nebo spíše řada číselných hodnot,
někdy také označovaných jako příznakový vektor. Ten je pro každý obraz uložen
v databázi příznaků a jednoznačně svázán s obrazem, ze kterého byl vypočítán.
Podobnost obrazů určována jako vzdáleností těchto vektorů. Úkolem je pro vstupní
obraz Q nalézt v databázi takové obrazy Ti , jejichž příznakové vektory jsou od sebe
vzdáleny méně, než je zvolený práh t . Uvedenou závislost lze popsat nerovnicí [5]:
𝐷(𝐹𝑒𝑎𝑡𝑢𝑟𝑒(𝑄), 𝐹𝑒𝑎𝑡𝑢𝑟𝑒(𝑇𝑖)) ≤ 𝑡. (1.1)
Problémem při takovém hledání je správně určit velikost prahu. Příliš vysoká pra-
hová hodnota vede k velkému počtu vyhledaných obrazů, z nichž většina nemusí
být hledanému obrazu podobná. Pokud je zvolena příliš malá hodnota, nemusí být
naopak vyhledány některé podobné obrazy.
Dalším problémem je určení této hodnoty při použití různých příznaků a různých
algoritmů výpočtu jejich vzdáleností. Hodnoty vypočtené vzdálenosti se tak mohou
i výrazně lišit a je obtížné určit univerzální práh. Tento problém je možné částečně
eliminovat normalizací hodnot vzdáleností:
𝐷𝑖 =
𝐷𝑖
𝐷𝑚𝑎𝑥
pro 𝑖 = 1, 2, . . . , 𝑁, (1.2)
kde Di jsou jednotlivé vzdálenosti, Dmax je největší vypočtená vzdálenost a N je
počet obrazů, se kterými je vstupní obraz porovnáván.
V některých aplikacích může být požadavek na vyhledání pouze prvních n nejpo-
dobnějších obrazů. Odpadají tak výše popsané problémy s určením prahové hodnoty,
ale mohou být opět vyhledány i obrazy, které nejsou podobné vstupnímu.
Architektura typického CBIR systému je na obrázku 1.2 [5]. Pro každý obraz
v databázi jsou vypočítány zvolené příznaky. Ty jsou poté uloženy v databázi pří-
znaků a jsou jednoznačně svázány s obrazem, ze kterého byly vytvořeny. Při příchodu
požadavku na vyhledání obrazů podobných vstupnímu jsou také z něho vypočítány
stejné příznaky. Příznaky vstupního obrazu poté přicházejí do bloku porovnání, kde
jsou porovnávány se všemi záznamy v databázi. Porovnání se nejčastěji provádí na
2ISO/IEC 15938-3:2002 - Multimedia content description interface - Part 3: Visual
3ISO/IEC TR 15938-8:2002 - Multimedia content description interface - Part 8: Extraction and
use of MPEG-7 descriptions
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základě výpočtu vzdálenosti příznakových vektorů, jak bude popsáno v kapitole
1.2.1. Obrazy, které splňují rovnici 1.1, jsou vyhodnoceny jako nejpodobnější.
Hledaný 
obraz
Obrazy v 
databázi
Extrakce příznaků
Databáze 
příznaků
Příznaky 
hledaného 
obrazu
Porovnání 
příznaků a určení 
podobných 
obrazů
Podobné 
obrazy
Obr. 1.2: Schéma typického CBIR systému
1.2.1 Techniky porovnávání příznakových vektorů
Pomocí obrazových příznaků se snažíme o co nejlepší a nejstručnější popis obrazu.
Pro určení podobnosti musí ale CBIR systém obsahovat také vhodné metody pro
jejich porovnání.
Většina příznaků není tvořena pouze jednou hodnotou, ale jedná se o soubor
několika hodnot. Na takovýto soubor lze pohlížet jako na n-rozměrný příznakový
vektor. Techniky porovnání příznaků jsou proto většinou založeny na výpočtu vzdá-
lenosti těchto vektorů. Jako podobné jsou označeny příznaky, jejichž vzdálenost je
od hledaného co nejmenší.
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Pro výpočet vzdálenosti n-rozměrných vektorů existuje řada metod [12] [21].
V CBIR systémech je díky jednoduchosti a rychlosti nejčastěji používána euklidov-
ská a manhattonská 4 vzdálenost. Další možností je použít například Canberrskou
vzdálenost.
Euklidovská vzdálenost počítá vzdálenost objektů v n-rozměrném prostoru po-
dobně, jako se počítá přepona pravoúhlého trojúhelníku v 2-rozměrném prostoru
pomocí Pythagorovy věty. Pro použití v CBIR systémech ji lze vyjádřit takto:
𝑑 =
⎯⎸⎸⎷ 𝑛∑︁
𝑖=1
(𝑋𝑖 − 𝑌𝑖)2, (1.3)
kde d je výsledná vzdálenost, Xi je i -tá složka vektoru X a Yi je i -tá složka vektoru
Y .
Manhattonská vzdálenost (někdy také nazývána City Block) je vyjádřena jako
součet absolutních hodnot rozdílů jednotlivých složek vektorů:
𝑑 =
𝑛∑︁
𝑖=1
|𝑋𝑖 − 𝑌𝑖|, (1.4)
kde Xi je i -tá složka vektoru X a Yi je i -tá složka vektoru Y .
Canberrská vzdálenost (1.5) je variantou manhattonské vzdálenosti, kde výsled-
nou vzdálenost ovlivňují více rozdíly mezi malými čísly než mezi velkými. Tato
vlastnost může být výhodná pro výpočet vzdálenosti některých příznaků.
𝑑 =
𝑛∑︁
𝑖=1
|𝑋𝑖 − 𝑌𝑖|
|𝑋𝑖|+ |𝑌𝑖| (1.5)
Významy proměnných jsou stejné jako v předchozích rovnicích.
1.2.2 Příznaky používané v CBIR systémech
Na příznaky používané v CBIR systémech klademe obecně několik požadavků. Ne-
měly by být výpočetně náročné a algoritmus jejich výpočtu by neměl být příliš
složitý. Důvodem je to, že výpočet příznaků vstupního obrazu musí proběhnout
v co nejkratším čase, tak aby odezva celého systému nebyla příliš dlouhá. Měly by
mít co nejpodobnější hodnoty u podobných obrazů a naopak by měly co nejlépe
rozlišit různé obrazy. Požadavky by se daly shrnout do těchto vlastností [2]:
- efektivita - dobrá detekovatelnost, efektivní a rychlý výpočet, malé paměťové
nároky,
4Někdy také označována jako City Block vzdálenost.
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- robustnost - vzhledem k aditivnímu šumu a chybám předzpracování,
- invariance - podobné obrázky by měli mít podobné příznaky,
- diskriminabilita - příznaky musí být schopny co nejlépe odlišit různé obrazy.
Některé tyto požadavky jsou protichůdné, a proto se musí volit jistý kompromis.
Příznaky se dají rozdělit do tří základních skupin, podle druhu informace, kterou
v obrazových datech popisují [2]. Patří sem příznaky, které se počítají z:
- barevné charakteristiky obrazu,
- textury obrazu,
- tvaru objektů v obraze.
Příznaky vypočítané z barevné informace obrazu jsou nejjednodušší a nejčastěji
používané [17]. Jsou nezávislé na velikosti obrazu a jeho rotaci. Do této kategorie
lze zařadit zejména barevné histogramy (blíže v kapitole 2.2) a statistické metody
jako průměr, medián, směrodatná odchylka atd [2]. Modernější verzí je tzv. fuzzy
barevný histogram, který je robustnější a méně citlivý na změny jasu a kvantizační
chyby [22].
Mezi další používané příznaky popisující barvu obrazu lze zařadit příznaky defi-
nované ve standardu MPEG-7. Standard popisuje následující příznaky [13]:
- Dominant Color Descriptor - popisuje obraz pomocí několika dominantních
barev a jejich statistických vlastností, jako je pravděpodobnostní rozložení
nebo rozptyl. Je určen pro efektivní, kompaktní a intuitivní reprezentaci barev
v obraze.
- Scalable Color Descriptor - je odvozen z barevného histogramu vypočítaného
z rovnoměrně kvantovaného barevného prostoru HSV (Hue, Saturation, Va-
lue). Při výpočtu se využívá Haarovy transformace koeficientů, což umožňuje
škálovatelnost výsledného příznaku.
- Color Structure Descriptor - je také založen na barevném histogramu. Na
rozdíl od něho však popisuje prostorové rozložení jednotlivých barev, k čemuž
využívá tzv. strukturního prvku. Tento příznak byl vybrán pro implementaci
a jeho bližší popis je uveden v kapitole 2.4.
- Color Layout Descriptor - zachycuje prostorové rozložení dominantních barev
v obraze, jehož výpočet je založen na diskrétní kosinové transformaci. Je to
velmi efektivní a kompaktní příznak, který se hodí jak k popisu statických
obrazů, tak videosekvencí. Bližší popis spolu s postupem implementace tohoto
příznaku je v kapitole 2.3.
Nevýhodou výše popsaných příznaku je, že popisují pouze barevnou informaci
obrazu, což nemusí být v některých případech dostatečné. Proto se hledaly další
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metody. Jednou z možností jsou příznaky popisující texturu obrazu.
Mezi tyto příznaky patří například kookurenční matice. Tento příznak poprvé
představil ve svém článku Robert Haralick [7]. Kookurenční matice je definována
pro určitou orientaci 𝜃 a vzdálenost 𝑑. Pro tyto parametry potom matice 𝑀(𝑖, 𝑗)
udává četnost výskytu pixelu s jasem 𝑗 od pixelu jasu 𝑖. Příznak tak v podstatě
popisuje strukturu textury obrazu. Pro popis obrazu se spíše používají až příznaky
vypočítané z kookurenční matice. Haralick navrhl sadu 14 takových příznaků, které
jsou označovány jako Haralickovy příznaky. Patří mezi ně kontrast, entropie, korelace
a další.
Na podobném principu jako kookurenční matice jsou založeny barevné korelo-
gramy [8]. Korelogram může být definován jako tabulka indexovaná dvojicí barev
𝑖 a 𝑗, kde 𝑘-tá položka na pozici (𝑖, 𝑗) udává pravděpodobnost výskytu barvy 𝑗
ve vzdálenosti 𝑘 od barvy 𝑖. V jedné tabulce je tedy možné zachytit prostorovou
závislost mezi jednotlivými barvami v obraze.
Dalším možným popisem textury v obraze jsou Tamurovy příznaky [18]. Ty
popisují texturu tak, jak je vnímána člověkem. Bylo definováno šest základních typů
textury:
- hrubost,
- kontrast,
- směrovost,
- linearita,
- pravidelnost,
- drsnost.
Bylo dokázáno, že zejména hrubost, kontrast a směrovost dobře odpovídají způsobu
lidského vnímání.
Některé texturové příznaky jsou také součástí standardu MPEG-7 [13]. Homo-
genous Texture Descriptors je jedním z příznaků, které standard popisuje. Příznak
popisuje obraz jako mozaiku skládající se z několika homogenních textur. Při vý-
počtu se používají Gaborovy filtry, které se na obraz aplikují v několika směrech.
Dalším příznakem je Edge histogram, který popisuje obraz podle prostorového roz-
ložení pěti typů hran.
Pro odlišení obrazů lze také využít popis geometrických vlastností, například
počet a orientace hran v obraze [4].
V dřívějších studiích zabývajících se CBIR byl pro určení podobnosti většinou po-
užíván pouze jeden typ příznaků. Dosáhnout pomocí jednoho příznaku uspokojivých
výsledků je však velmi obtížné vzhledem k velké různorodosti obrazových vlastností.
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V novějších výzkumech jsou proto používány různé kombinace barevných a textu-
rových příznaků. Pro pokročilé CBIR systémy je důležité vybrat takové příznaky,
které se navzájem doplňují, a umožňují tak dosáhnout lepšího popisu obrazových
dat. Tím se také zvýší úspěšnost při vyhledávání.
Detailní popis spolu s postupem implementace vybraných příznaků obsahuje
kapitola 2.
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2 POPIS IMPLEMENTACE VYBRANÝCH PŘÍ-
ZNAKŮ
V této části je uveden podrobný popis vybraných příznaků. Tyto příznaky byly
implementovány v programovacím jazyce Java, tak aby byla možná jejich pozdější
implementace do prostředí Rapidminer.
Pro implementaci byly vybrány příznaky (deskriptory) barevný histogram, Co-
lor Layout deskriptor a Color Structure deskriptor. Jsou implementovány ve třídách
HistogramDescriptor, ColorLayoutDescriptor a ColorStructureDescriptor.
Všechny tři třídy implementují rozhraní IImageDescriptor, tak aby bylo umožněno
jednotné zacházení s deskriptory. Dále byla vytvořena třída GenerateMatrixes,
která slouží jako pomocná třída pro ColorLayoutDescriptor. Všechny třídy a roz-
hraní spolu s metodami, které implementují, jsou přehledně zobrazený v UML dia-
gramu na obrázku 2.1.
ColorLayoutDesriptor
+ ColorLayoutDescriptor(ImagePlus)
- createTinyImage(): void
- computeDominantColor(BueredImage): Color
- DCTTransformTinyImage(): void
- scanZigZag(): void
- computeEuclidDistance(double[], double[], int): double
<<interface>>
IImageDescriptor
+ distanceFrom(ImagePlus): double
+ distanceFrom(IImageDescriptor): double
+ getImageName(): String
HistogramDescriptor
+ HistogramDescriptor(ImagePlus)
- normalizeHistogram(Histogram, int): double[]
- manhattanDistance(double[], double[]): double
- euclidDistance(double[], double[]): double
GenerateMatrixes
+ generateDCTMatrix(int): Matrix
+ generateWHT(int): Matrix
- switchSigns(Matrix): Matrix
ColorStructureDesriptor
+ ColorStructureDescriptor(ImagePlus)
- computeSubsamplingFactor(int, int): int
- convertAndQuantizeImage(): void
- convertToHMMDandQuantize(int, int, int): int
- computeCSHistogram(): void
- normalizeCSHistogram(): void
Obr. 2.1: UML diagram implementovaných tříd
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2.1 Rozhraní IImageDescriptor
Rozhraní IImageDescriptor bylo navrženo za účelem jednotného zacházení se všemi
implementovanými deskriptory. Deklaruje celkem tři metody:
- distanceFrom(ImagePlus),
- distanceFrom(IImageDescriptor),
- getImageName(),
jak je také vidět v UML diagramu na obrázku 2.1.
Metoda distanceFrom slouží k výpočtu vzdálenosti mezi dvěma deskriptory.
Každý deskriptor využívá pro výpočet vzdálenosti jiný algoritmus, ale výstupem je
vždy reálné číslo (tedy double) vyjadřující podobnost deskriptorů. Metoda je zde
ve dvou verzích. Jednou přebírá jako parametr referenci na samotný obraz (třída
ImagePlus), ze kterého je nejprve vypočítán příslušný deskriptor a ten je porovnán
s deskriptorem aktuálního objektu. Ve druhém případě je parametrem metody přímo
objekt deskriptoru a dojde pouze k jejich porovnání.
Třetí deklarovanou metodou je getImageName(). Ta slouží k získání jména ob-
razového souboru, ze kterého byl deskriptor vytvořen. Tento název je zároveň použit
jako identifikátor deskriptoru.
2.2 Barevný histogram
Histogram je veličina hojně využívaná ve statistice, ale používá se také v oblasti
zpracování obrazů. Umožňuje stručným způsobem popsat barevné rozložení obrazu.
Histogram vyjadřuje počet pixelů jednotlivých barev obsažených v obraze. Většinou
se zobrazuje jako sloupcový graf, kde osa 𝑥 představuje úrovně a osa 𝑦 počet pixelů
dané barvy.
Histogram můžeme definovat například takto [2]: Nechť 𝐼 je obraz v barevném
diskrétním prostoru o 𝑁 barvách (nebo jasových hodnotách). Pak histogram obrazu
𝐻(𝐼) můžeme vyjádřit jako vektor 𝐻 = (ℎ[1], ℎ[2], . . . , ℎ[𝑖], . . . , ℎ[𝑁 ]), kde ℎ[𝑖] je
četnost pixelů barvy 𝑖 v obrazu 𝐼. Pokud má obraz 𝐼 velikost 𝑚×𝑛 pixelů, tak platí
rovnost
∑︀𝑁
𝑖=1 ℎ[𝑖] = 𝑚× 𝑛.
Z předchozí definice vyplývá, že histogram lze vypočítat pro obraz v jakémkoliv
barevném prostoru. Asi nejčastěji se používá histogram vytvořený z šedotónového
obrazu a obrazu v prostoru RGB (Red, Green, Blue) [6] nebo HSV (Hue, Saturation,
Value) [5].
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První jmenovaný je nejjednodušší, ale samozřejmě nenese informaci o barvě jako
takové. Trojice barevných složek musí být napřed převedena na jedinou hodnotu
vyjadřující například jas pixelu (jak ho vnímá lidské oko). Pro převod z barevného
prostoru RGB je možné použít rovnici [5]:
𝑌 = 0, 299𝑅 + 0, 587𝐺+ 0, 114𝐵.
Další možností je zachovat v histogramu informaci o barevnosti obrazu. Toho
lze dosáhnout buď vypočítáním trojice histogramů 1, kde každý bude obsahovat
informace o barevném rozložení jedné složky. Nebo výpočtem jediného histogramu,
který bude obsahovat informace o všech možných barvách daného prostoru. Pro
barevný prostor RGB, kde by byla každá složka vyjádřena pomocí 256 hodnot, by
měl výsledný histogram 256 × 256 × 256 .= 16, 8 miliónů sloupců. Porovnání takto
dlouhých histogramů by bylo výpočetně náročné, proto se barevný prostor výrazně
redukuje. Několik různých barev poté přispívá do jednoho sloupce histogramu.
Aby bylo možné porovnávat obrazy různých velikostí, musí se histogram nor-
malizovat [5]. Označíme-li normalizovaný histogram 𝐻 ′, jeho složky ℎ′[𝑖] a složky
původního histogramu ℎ[𝑖], pak normalizace probíhá dle následující rovnice:
ℎ′[𝑖] =
ℎ[𝑖]
𝑋𝑌
, kde 𝑋𝑌 je celkový počet pixelů v obraze.
V této práci byl pro implementaci zvolen histogram počítaný z barevného pro-
storu RGB kvantovaného na 64 úrovní. Postup výpočtu je graficky znázorněn na
obrázku 2.2.
Rovnoměrná 
kvantizace 
barevného 
prostoru RGB
Vstupní obraz
Výpočet 
histogramu
Histogram
Obr. 2.2: Postup výpočtu histogramu z obrazu v barevném prostoru RGB.
Implementace byla provedena ve třídě HistogramDescriptor (obrázek 2.3). Ta
1Platí pouze pro barevné prostory, které jsou definovány pomocí tří složek - tedy například
RGB nebo HSV. Při použití prostoru o vyšším počtu složek by bylo samozřejmě nutné vypočítat
příslušný počet histogramů.
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HistogramDescriptor
+ HistogramDescriptor(ImagePlus)
- normalizeHistogram(Histogram, int): double[]
- manhattanDistance(double[], double[]): double
- euclidDistance(double[], double[]): double
Obr. 2.3: UML diagram implementované třídy HistogramDescriptor.
jako základ pro výpočet histogramu využívá třídu Histogram.2 Tato třída vypočítá
ze vstupního obrazu barevný histogram o předem stanoveném počtu sloupců. Na zá-
kladě zvoleného počtu sloupců je také provedena rovnoměrná kvantizace barevného
prostoru. Toho je dosaženo násobením hodnoty aktuálního pixelu hodnotou 𝑠𝑐𝑎𝑙𝑒,
tedy měřítkem, které se vypočítá:
𝑠𝑐𝑎𝑙𝑒 =
𝑛− 1
−16777216 ,
kde 𝑛 vyjadřuje požadovaný počet sloupců histogramu. Hodnota -16777216 je ve
vztahu proto, že hodnota pixelu je uložena v proměnné typu int jako číslo v rozsahu
⟨0,−16777216). Pro účely této práce byl zvolen histogram se 64-mi sloupci z důvodu
rychlého výpočtu podobnosti histogramů.
Implementace byla doplněna o normalizaci hodnot histogramu počtem pixelů
obrazu. Normalizace je prováděna v metodě normalizeHistogram.
Dále byly implementovány metody z rozhraní IImageDescriptor, tedy zejména
ty pro výpočet podobnosti histogramů. Podobnost je určována pomocí manhatton-
ské (1.4) a euklidovské (1.3) vzdálenosti. Jako výhodnější pro histogramy se při
testování ukázala být manhattonská vzdálenost, proto je použita i ve výsledcích
prezentovaných v kapitole 3.
Příklad histogramu vypočteného pomocí implementované třídy je graficky zná-
zorněn na obrázku 2.4.
2Třída Histogram je součástí balíčku cz.vutbr.feec.imageprocessing.op.integralHistogram
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Obr. 2.4: Vstupní obraz a jeho normalizovaný histogram
2.3 Color Layout Descriptor
Příznak nazývaný CLD (Color Layout Descriptor) [19] popisuje rozložení barev
v obraze. Je součástí standardu MPEG-7, který se zabývá popisem multimediálních
dat. Jedná se o velmi kompaktní příznak, který je nezávislý na rozlišení. Postup
výpočtu příznaku se skládá ze čtyř částí, jak je vidět na obrázku 2.5 [9].
Vstupní obraz je nejprve nutné rozdělit na 64 bloků (obrázek 2.6), čímž se zajistí
nezávislost příznaku na velikost obrazů. Velikost každého bloku je 𝑊/8×𝐻/8, kde
𝑊 a 𝐻 odpovídají šířce a výšce vstupního obrazu.
V dalším kroku je vypočítána dominantní barva každého bloku. Je možné po-
užít jakoukoliv metodu zjištění dominantní barvy. Pří implementaci byla použita
metoda průměrování barvy v jednotlivých blocích (obrázek 2.7). Průměrná barva
se vypočítá tak, že jsou vypočítány průměrné hodnoty jednotlivých složek modelu
𝑅𝐺𝐵, z kterých je poté vytvořena nová barva. Tato metoda je poměrně výpočetně
náročná (z doby trvání výpočtu celého algoritmu zabírá asi tři čtvrtiny), ale dává
spolehlivé výsledky.
Ze 64 bloků dominantních barev je vytvořena matice velikosti 8× 8 pixelů, kde
je každý blok reprezentován jedním pixelem dominantní barvy v prostoru 𝑅𝐺𝐵.
Ve třetím kroku je obraz převeden do barevného prostoru 𝑌 𝐶𝑏𝐶𝑟 [5]. Pro převod
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Obr. 2.5: Postup výpočtu CLD
byly použity rovnice definované v doporučení ITU-R BT.601 [16]:
𝑌 = 0, 299𝑅 + 0, 587𝐺+ 0, 114𝐵, (2.1)
𝐶𝑏 = 0, 564(𝐵 − 𝑌 ), (2.2)
𝐶𝑟 = 0, 713(𝑅− 𝑌 ). (2.3)
Převod barevných modelů je proveden ve stejném cyklu jako rozdělení obrazů na
bloky (po výpočtu dominantní barvy), čímž je ušetřen jeden průchod maticí domi-
nantních barev. Barevné složky 𝑌,𝐶𝑏 a 𝐶𝑟 jsou ukládány do objektů třídy Jama.Matrix
z důvodu pozdější snadnější implementace diskrétní kosinové transformace.
V dalším kroku se provede 8× 8 DCT (Discrete Cosine Transform) pro každou
složku barevného modelu 𝑌 𝐶𝑏𝐶𝑟. Výsledkem jsou tři sady DCT koeficientů, tedy
celkem 3 × 64 = 192 koeficientů. Dvourozměrná DCT je obecně definována takto
[16]:
𝐺𝑖𝑗 =
√︂
2
𝑚
√︂
2
𝑛
𝐶𝑖𝐶𝑗
𝑛−1∑︁
𝑥=0
𝑚−1∑︁
𝑦=0
𝑝𝑥𝑦 cos
[︂
(2𝑥+ 1)𝑖𝜋
2𝑛
]︂
cos
[︂
(2𝑦 + 1)𝑗𝜋
2𝑚
]︂
, (2.4)
𝐶𝑓 =
{︃
1√
2
, 𝑓 = 0,
1, 𝑓 > 0,
pro 𝑓 = 0, 1, . . . , 𝑛− 1 (2.5)
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Obr. 2.6: Vstupní obraz rozdělený na 64 bloků
Obr. 2.7: Zobrazení dominantní barvy v jednotlivých blocích
kde 𝐺𝑖𝑗 jsou vypočítané DCT koeficienty, 𝑚 a 𝑛 jsou rozměry vstupních matice, 𝐶𝑖
a 𝐶𝑗 jsou koeficienty dány rovnicí 2.5, 𝑝𝑥𝑦 jsou vstupní data.
Pro snadnější implementaci DCT byl použit její maticový tvar, který je definován
[16]:
F = CfCT, (2.6)
kde F je výstupní matice obsahující DCT koeficienty, f je vstupní matice. Transfor-
mační matice C o rozměru 𝑁 ×𝑁 je definována rovnicí
C = 𝑐(𝑘, 𝑛) =
{︃
1√
𝑁
, pro 𝑘 = 0 a 0 ≤ 𝑛 ≤ 𝑁 − 1,√︁
2
𝑁
cos 𝜋(2𝑛+1)𝑘
2𝑁
, pro 1 ≤ 𝑘 ≤ 𝑁 − 1 a 0 ≤ 𝑛 ≤ 𝑁 − 1,
(2.7)
kde 𝑘 je index řádku a 𝑛 je index sloupce transformační matice. Každý řádek trans-
formační matice představuje jednu bázovou kosinovou funkci. Pro generaci trans-
formační matice byla vytvořena třída s názvem GenerateMetrixes. Třída obsahuje
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statickou metodu generateDCTMatrix(int size), která přijímá jako parametr po-
žadovanou velikost matice. Příklad transformační matice vygenerované pro použití
při výpočtu CLD:
C =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.35 0.35 0.35 0.35 0.35 0.35 0.35 0.35
0.49 0.42 0.28 0.10 −0.10 −0.28 −0.42 −0.49
0.46 0.19 −0.19 −0.46 −0.46 −0.19 0.19 0.46
0.42 −0.10 −0.49 −0.28 0.28 0.49 0.10 −0.42
0.35 −0.35 −0.35 0.35 0.35 −0.35 −0.35 0.35
0.28 −0.49 0.10 0.42 −0.42 −0.10 0.49 −0.28
0.19 −0.46 0.46 −0.19 −0.19 0.46 −0.46 0.19
0.10 −0.28 0.42 −0.49 0.49 −0.42 0.28 −0.10
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Pro násobení matic je v algoritmu využita třída Jama.Matrix, která poskytuje
základní operace nad maticemi, jako je násobení, transpozice atd.
Pro vyčítání DCT koeficientů je použito tzv. cik-cak čtení, při kterém jsou koe-
ficienty čteny od nejnižších frekvencí po nejvyšší. Právě v několika nejnižších frek-
vencích je soustředěna většina informace z celého obrazu. Soustředění informace do
několika koeficientů je s výhodou využito pro rychlé porovnávání podobnosti obrazů.
Při implementaci cik-cak čtení bylo využito konstantní velikosti matice, ze které
se vyčítá. Nebylo tak nutné navrhovat univerzální algoritmus, který by matici pro-
cházel cik-cak způsobem, ale navržená funkce scanZigZag() provádí kopírování
hodnot do výstupního vektoru s respektováním cik-cak pořadí. Správné umístění
hodnoty ve výstupním vektoru je vyčítáno z pomocného vektoru
zigZagOrder = [ 0, 1, 5, 6, 14, 15, 27, 28,
2, 4, 7, 13, 16, 26, 29, 42,
3, 8, 12, 17, 25, 30, 41, 43,
9, 11, 18, 24, 31, 40, 44, 53,
10, 19, 23, 32, 39, 45, 52, 54,
20, 22, 33, 38, 46, 51, 55, 60,
21, 34, 37, 47, 50, 56, 59, 61,
35, 36, 48, 49, 57, 58, 62, 63],
kde hodnota na konkrétním místě udává pozici ve výstupním vektoru. Tyto hodnoty
lze samozřejmě využít jenom pro vyčítání matic o velikosti 8 × 8, což je v navrže-
ném algoritmu zaručeno. Kromě jednoduchosti je další výhodou takového přístupu
rychlejší zpracování oproti použití univerzálního algoritmu.
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Při výpočtu podobnosti jsou koeficienty vyčtené metodou cik-cak porovnávány
na základě euklidovské vzdálenosti (1.3). Podle experimentálních výsledků nemusí
být pro porovnání použity všechny koeficienty, ale stačí pouze několik nejnižších
koeficientů. Konkrétně podle [9] stačí pro efektivní popis šest 𝑌 koeficientů a po
třech koeficientech z 𝐶𝑏 a 𝐶𝑟. Tyto hodnoty jsou také použity v navrženém algo-
ritmu. Při testování se ukázalo, že dávají dokonce lepší výsledky, než když se provádí
porovnávání všech koeficientů.
2.4 Color Structure Descriptor
Stejně jako CLD je také CSD (Color Structure Descriptor) součástí standardu
MPEG-7. Je velice podobný deskriptoru založeném na výpočtu barevného histo-
gramu. Má stejnou paměťovou náročnost, ale výrazně ho překonává v přesnosti
porovnání. Toho je dosaženo tím, že CSD nebere v úvahu jenom počet pixelů dané
barvy v obraze, ale zohledňuje i jejich vzájemnou polohu.
Výpočet CSD lze opět rozdělit do několika samostatných kroků, jak ukazuje
obrázek 2.8 [1]. Nejprve je nutné převést vstupní obraz z barevného prostoru RGB
do prostoru HMMD (Hue, Max, Min, Diff ). Poté je obraz v tomto novém prostoru
nerovnoměrně kvantován, aby se zjednodušily následné výpočty a zmenšila délka
deskriptoru. Posledním a zároveň nejdůležitějším krokem je výpočet tzv. CS (Color
Structure) histogramu, jehož hodnoty tvoří výsledný deskriptor. Jednotlivé kroky
budou blíže popsány ve zbytku kapitoly.
Převod z 
prostoru RGB 
do HMMD
Nerovnoměrná 
kvantizace
Vstupní obraz
Výpočet CS 
histogramu
CSD
Obr. 2.8: Postup výpočtu CSD.
Ještě před samotným výpočtem CSD je vhodné vstupní obraz horizontálně i ver-
tikálně podvzorkovat. To se provádí zejména z důvodu snížení výpočetní náročnosti
výpočtu celého CSD. Podvzorkování se provádí konstantou 𝐾, jejíž výpočet je dán
následující rovnicí [1]:
𝐾 = 2𝑝 , kde
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𝑝 = max(0,
⌊︁
log2
√
𝑊 ·𝐻 − 7, 5
⌋︁
),
kde𝑊 je šířka vstupního obrazu,𝐻 je jeho výška a operátor ⌊ ⌋ představuje useknutí
desetinné části neboli zaokrouhlení dolů na celé číslo.
Prvním krokem při výpočtu CSD je převod vstupního obrazu reprezentovaném
v barevném prostoru RGB do prostoru HMMD [13]. Tento barevný prostor, defino-
vaný také ve standardu MPEG-7, se ukázal být velmi efektivní pro aplikaci v CBIR
systémech. Je tvořen složkami hue, max, min, diff. K nim se někdy přidává složka
sum a pro popis celého prostor je tak k dispozici celkem pět komponent.
Složka hue - odstín má stejný význam jako v prostoru HSV [13], ostatní složky
max - obsah bílé barvy, min - obsah černé barvy, diff - barevnost a sum - odpovídá
jasu, jsou dány následujícími transformačními rovnicemi:
𝑚𝑎𝑥 = max(𝑅,𝐺,𝐵),
𝑚𝑖𝑛 = min(𝑅,𝐺,𝐵),
𝑑𝑖𝑓𝑓 = 𝑀𝑎𝑥−𝑀𝑖𝑛,
𝑠𝑢𝑚 = 𝑚𝑎𝑥+𝑚𝑖𝑛
2
.
Jelikož je prostor trojrozměrný stačí pro jeho popis tři složky z pěti, a to buď
hue, max, min nebo hue, diff, sum.3 Grafická reprezentace prostoru HMMD je na
obrázku 2.9.
Hue
Bílá
Černá
Min
Di
Max
Sum
Obr. 2.9: Reprezentace barevného prostoru HMMD.
3V této práci byla použita druhá možnost, tedy složky hue, diff a sum
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Dalším krokem při výpočtu CSD je nerovnoměrná kvantizace barevného prostoru
HMMD. Každý pixel vstupního obrazu je nyní reprezentován trojicí hodnot hue, diff
a sum. Hodnota hue je v rozsahu ⟨0, 360⟩ stupňů, ostatní v rozsahu ⟨0, 255⟩. Celkový
počet barev, který lze v tomto prostoru vyjádřit, je tedy 360 × 256 × 256 .= 23, 6
milionů barev. Práce s takto velkým prostorem by byla značně neefektivní, a také
výsledný deskriptor by měl 23, 6milionů hodnot. Proto se barevný prostor výrazným
způsobem redukuje kvantizací.
Kvantizaci trojrozměrného prostoru si lze představit jako rozdělení tohoto pro-
storu na 𝑛 trojrozměrných buněk. V případě CSD se barevný prostor kvantuje na
256 hodnot (𝑛 = 256), tak aby z něho bylo poté možné vypočítat CS histogram s 256
sloupci, jak je uvedeno dále. Osa diff je rozdělena nerovnoměrně na intervaly ⟨0, 6⟩,
(6, 20⟩, (20, 60⟩, (60, 110⟩ a (110, 255⟩. Tak vznikne pět podprostorů (značených 0
až 4), ve kterých jsou hodnoty hue a sum dále rovnoměrně děleny podle hodnot
v tabulce 2.1 [13].
Tab. 2.1: Počet kvantizačních úrovní při kvantizaci hodnot hue a sum
Podprostor Hue Sum
0 1 32
1 4 8
2 16 4
3 16 4
4 16 4
Počet kvantizačních 
úrovní
Způsob rozdělení celého prostoru ilustruje obrázek 2.10. Je v něm také nazna-
čen způsob číslování hodnoty pixelu po kvantizaci. Jako příklad lze uvést postup
kvantizace pixelu s hodnotami ℎ𝑢𝑒 = 10, 𝑑𝑖𝑓𝑓 = 50, 𝑠𝑢𝑚 = 240:
- Nejprve je nutné určit, do kterého podprostoru spadá hodnota diff. Dle inter-
valů uvedených výše patří hodnota 50 do podprostoru číslo 2.
- Dále se podle údaje v tabulce 2.1 provede rozdělení hodnoty sum na 4 úrovně
(číslováno 0 až 3). Velikost kvantovacího kroku bude tedy
255
4
= 63, 75.
Podělením kvantované hodnoty vypočteným krokem a následným useknutím
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Obr. 2.10: Způsob nerovnoměrné kvantizace prostoru HMMD na 256 hodnot.
desetinné části získáme pořadové číslo úrovně:
255
63, 75
.
= 3.
- Obdobně jako v předchozím případě se určí i číslo kvantovací úrovně hodnoty
hue - dle tabulky 2.1 se hodnota dělí na 16 úrovní (0 až 15):
10 · 16
360
.
= 0
.
- Výsledná kvantovaná hodnota se poté vypočítá jako součet všech hodnot
v podprostorech 0 a 1 a příslušný počet hodnot v podprostoru číslo 2:
32 + 4 · 8 = 64
0 · 16 + 3 = 3.
31
Hodnota uvažovaného pixelu bude tedy po nerovnoměrné kvantizaci 64 + 3 = 67,
což lze také vyčíst z obrázku 2.10.
V obraze kvantovaném v barevném prostoru HMMD je nyní nutné určit prosto-
rovou závislost mezi jednotlivými barvami. Toho je dosaženo použitím tzv. struk-
turního prvku. Namísto určování počtu pixelů dané barvy, jak je tomu u barevného
histogramu, se zde počítá, kolikrát byla daná barva obsažena uvnitř strukturního
prvku. Díky tomu lze pomocí CSD rozlišit mezi dvěma obrazy obsahujícími stejný
počet pixelů určité barvy, jejichž prostorové uspořádání je odlišné. Obrázky 2.11
a 2.12 zobrazují takové dva případy [14]. Pro jednoduchost je u nich barevný pro-
stor kvantován pouze do dvou úrovní. Oba obsahují shodně 150 pixelů červené barvy,
proto jsou z pohledu barevného histogramu shodné. Při určení prostorového rozlo-
žení červené barvy pomocí strukturního prvku velikosti 3 × 3 se však vypočtená
hodnota výrazně liší a obrazy lze tak bez problémů rozlišit.
pixely s barvou cm
strukturní prvek
Obr. 2.11: Strukturovaný obraz obsahující 150 px barvy 𝐶𝑚. Pro strukturní prvek
velikosti 3x3 tj. 𝑠 = 3 je ℎ𝑠(𝑚) = 324
Hodnota ℎ𝑠(𝑚) vypočtená u obrázků 2.11 a 2.12 odpovídá velikosti sloupce CS
histogramu pro 𝑚-tou barvu. Jednotlivé barvy jsou značeny 𝐶𝑚, kde parametr 𝑚
je v tomto případě v rozsah ⟨0, 1⟩, protože obrázky jsou kvantovány pouze do dvou
úrovní. Při výpočtu CSD nabývá parametr 𝑚 hodnoty z rozsahu ⟨0, 255⟩ - prostor
je kvantován na 256 hodnot, jak bylo popsáno výše. Parametr 𝑠 určuje velikost
použitého strukturního prvku. Na předchozích obrázcích je použit strukturní prvek
3× 3 px, proto 𝑠 = 3. U CSD se dle standardu používá prvek 8× 8, tedy 𝑠 = 8.
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Obr. 2.12: Nestrukturovaný obraz obsahující 150 px barvy 𝐶𝑚. Pro strukturní prvek
velikosti 3x3 tj. 𝑠 = 3 je ℎ𝑠(𝑚) = 589
CS histogram má stejnou podobu jako standardní barevný histogram, ale jed-
notlivé sloupce obsahují informaci o prostorovém rozložení dané barvy. Barevný
histogram lze v podstatě vypočítat stejně jako CS histogram s použitím struktur-
ního prvku velikosti 1×1. CS histogram je tedy zobecněním standardního barevného
histogramu. Oba jsou pak speciálním případem tzv. blob histogramu [15].
Výpočet CS histogramu probíhá tak, že strukturní prvek se posouvá pixel po
pixelu přes celý obraz (přitom musí zůstat celý uvnitř hranic obrazu). Na každé
pozici se prozkoumá, jaké barvy jsou uvnitř strukturního prvku obsaženy a jsou
inkrementovány hodnoty CS histogramu odpovídající těmto barvám. Inkrementace
hodnot je závislá pouze na tom, zda je barva ve strukturním prvku obsažena a ne
na počtu pixelů této barvy. Proto je na každé pozici strukturního prvku přičtena ke
sloupcům histogramu buď 0, nebo 1.
Jako příklad lze uvést situaci zobrazenou na obrázku 2.13 [1]. Uvedený obraz
je kvantován na osm barev 𝐶1, . . . , 𝐶8, a je v něm také vyznačena aktuální pozice
strukturního prvku. Uvnitř něho je nyní obsaženo několik pixelů s barvou 𝐶1, 𝐶4,
𝐶5 a 𝐶6, a proto bude k příslušným sloupcům histogramu přičtena jednička. Stejný
postup je zopakován pro každou pozici strukturního prvku, a tím vznikne výsledný
CS histogram.
Posledním krokem výpočtu CSD je normalizace hodnot jednotlivých sloupců
histogramu tak, aby byly v rozsahu ⟨0, 1⟩. Normalizace se provádí podělením hodnot
histogramu číslem 𝑅𝑚𝑎𝑥. To vyjadřuje počet míst, na kterých se mohl strukturní
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Obr. 2.13: Ilustrace způsobu výpočtu CS histogramu pro strukturní element 8x8
a barevný prostor kvantovaný na 8 barev.
prvek nacházet. Zároveň je to i nejvyšší hodnota, kterou může některý ze sloupců
histogramu nabývat. Lze ji vypočítat pomocí následujícího vztahu [1]:
𝑅𝑚𝑎𝑥 = (𝑊 − 7)× (𝐻 − 7),
kde 𝑊 je šířka vstupního obrazu, 𝐻 je jeho výška. Konstanta 7 je platná pouze při
použití strukturního prvku velikosti 8× 8.
Výše uvedený postup výpočtu CSD byl implementován ve třídě s názvem
ColorStructureDescriptor. Struktura této třídy je zobrazena na obrázku 2.14.
Kromě uvedených metod třída implementuje také metody deklarované v rozhraní
IImageDescriptor (obrázek 2.1).
Celý výpočet deskriptoru se provádí již při vytváření instance třídy, tedy v kon-
struktoru. Ten přebírá jako parametr referenci na objekt ImagePlus, což je sa-
motný obraz, ze kterého má být deskriptor vypočítán. Nejprve je pomocí metody
computeSubsamplingFactor vypočítán koeficient podvzorkování. Pomocí něho jsou
vypočítány nové rozměry obrazu a ty jsou předány metodě resize4, která provede
4Byla použita metoda resize z balíčku ij.process.ImageProcessor.
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ColorStructureDesriptor
+ ColorStructureDescriptor(ImagePlus): void
- computeSubsamplingFactor(int, int): int
- convertAndQuantizeImage(): void
- convertToHMMDandQuantize(int, int, int): int
- computeCSHistogram(): void
- normalizeCSHistogram(): void
Obr. 2.14: UML diagram implementované třídy ColorStructureDescriptor.
samotné podvzorkování.
Následně jsou připraveny datové struktury pro uchování kvantovaného obrazu
a samotného CS histogramu. Poté je zavolána metoda convertAndQuantizeImage,
která prochází celý obraz pixel po pixelu. Každý pixel je předán ke zpracování me-
todě convertToHMMDandQuantize, která provede jeho převod do barevného prostoru
HMMD a kvantizaci. Kvantované pixely jsou potom ukládány do připravené datové
struktury.
Dalším krokem je samotný výpočet CS histogramu. To je vykonáváno v metodě
computeCSHistogram a po vypočtení celého histogramu je provedena jeho normali-
zace v metodě normalizeCSHistogram.
Pro porovnání CS histogramů byly implementovány dvě metody distanceFrom
z rozhraní IImageDescriptor. Jako metrika pro porovnání byla zvolena manhat-
tonská vzdálenost [1], stejně jako v případě barevného histogramu.
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3 TESTOVÁNÍ IMPLEMENTOVANÝCHMETOD
V této kapitole je podrobně rozebrán postup testování metod popsaných v kapi-
tole 2. Dále jsou prezentovány výsledky úspěšnosti metod. Pro každou metodu byly
zaznamenány počty správně/chybně vyhledaných obrazů a z těchto údajů byla vy-
počítána preciznost metod. Výsledky jsou přehledně zaznamenány do grafů v části
3.1.1. V závěru je porovnána časová a paměťová náročnost implementovaných me-
tod.
3.1 Průběh a výsledky testování
Testování bylo provedeno ještě před implementací metod do prostředí Rapidminer
v pomocné třídě TestImageSimilarity. Důvodem bylo efektivnější provedení tes-
tování pomocí programu, než manuálně pomocí operátoru v Rapidmineru. Bylo tak
možné provést test každé metody vícekrát a průměrováním výsledků dosáhnout re-
levantnějšího posouzení přesnosti metod.
Pro testování byla vytvořena databáze digitálních obrazů, jejímž základem jsou
obrazy, které ve svých pracích používá profesor James Z. Wang [11] [20]. Jedná se
o databázi 1000 obrazů rozdělených do deseti kategorií. Každá kategorie obsahuje
100 sémanticky podobných obrazů, tedy takových, které by člověk zařadil do stejné
kategorie. Takové rozdělení je požadováno i po metodách určujících podobnost ob-
razů. Mezi jednotlivými kategoriemi jsou například fotografie hor, zvířat, květin,
budov atp.
Testování probíhalo tak, že byl z každé kategorie náhodně vybrán jeden obraz,
který byl použit jako hledaný. Ostatních 999 obrazů představovalo databázi pro
vyhledávání.
U vyhledaných obrazů bylo poté posouzeno, zda jsou vzhledem ke vstupnímu
obrazu relevantní nebo irelevantní. Nejlepšího posouzení relevance by bylo zřejmě
dosaženo subjektivním porovnáním vyhledaných obrazů. To by bylo vzhledem k po-
čtu obrazů a počtu testů značně náročné a zdlouhavé. Byla proto použita metoda
běžně používaná při testování takovýchto algoritmů - obraz byl hodnocen jako re-
levantní, pokud patřil do stejné kategorie jako hledaný obraz. Tato metoda není ve
všech případech spolehlivá, ale velkou výhodou je možnost programové implemen-
tace.
Pro hodnocení kvality algoritmu bylo použito parametru nazývaného preciznost.
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Je definován takto [12]:
𝑃 =
𝐼𝑟
𝐼𝑐
· 100 [%], (3.1)
kde 𝑃 je výsledná preciznost, 𝐼𝑟 je počet relevantních obrazů ze všech vyhledaných,
𝐼𝑐 je celkový počet vyhledaných obrazů.
Obrazy v některých kategoriích jsou podle subjektivního posouzení i značně roz-
dílné. Pro větší věrohodnost výsledků byl proto postup vyhledání a výpočtu preciz-
nosti proveden v každé kategorii desetkrát. Výsledná preciznost je dána aritmetickým
průměrem z těchto deseti měření.
Na úspěšnost metod má zásadní vliv nastavení parametru práh. Obrazy, jejichž
vzdálenost od hledaného obrazu je menší než práh, jsou považovány za podobné
(dle rovnice 1.1). Při výpočtu s použitím metody histogram byly použity hodnoty
prahu 0,15 a 0,3, pro metodu CLD hodnoty 0,2 a 0,25 a pro metodu CSD 0,18 a 0,2.
Při nastavení většího prahu je možné získat větší množství relevantních obrazů, ale
zároveň přibude i těch irelevantních. Optimální nastavení prahu má tak velký vliv
na preciznost dané metody. Správnou hodnotu prahové hodnoty lze získat pouze na
základě experimentů.
3.1.1 Výsledky testování
Při testování byl u všech metod zaznamenán počet relevantních, irelevantních a počet
všech vyhledaných obrazů. Z těchto údajů byly poté sestaveny grafy, které přehledně
zobrazují dosažené výsledky.
V grafu 3.1 jsou zobrazeny hodnoty preciznosti při použití metody histogram.
Preciznost byla měřena ve všech deseti kategoriích při dvou hodnotách prahu. Nej-
lepších výsledků bylo dosaženo při hledání v kategoriích číslo 5 a 7, kde se preciznost
pohybovala mezi 90% a 100%. V průměru dosahuje tato metoda preciznosti 75% při
prahu 0,15. Lze si také povšimnout jaký vliv má nastavení prahu na výslednou pre-
ciznost. Zvýšení prahu mělo u této metody za následek pokles preciznosti ve všech
kategoriích.
Na obrázku 3.2 je graf vyjadřující stejný parametr při použití metody CLD.
Preciznost přesahující 90% byla u této metody zaznamenána ve třech kategoriích -
číslo 5, 6 a 8. Průměrná preciznost se pohybuje okolo 77% při hodnotě prahu 0,2,
tedy o něco více než při použití metody histogram. Opět došlo ke zhoršení tohoto
parametru při vyšší hodnotě prahu.
Hodnoty preciznosti poslední testované metody - CSD - jsou zobrazeny v grafu
na obrázku 3.3. Při testování této metody byla naměřena největší preciznost u ka-
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Obr. 3.1: Preciznost vyhledávání při použití histogramu pro dvě různé hodnoty
prahu
0% 
10% 
20% 
30% 
40% 
50% 
60% 
70% 
80% 
90% 
100% 
Pr
ec
iz
no
st
 
Práh 0,2 Práh 0,25 
Obr. 3.2: Preciznost vyhledávání při použití CLD pro dvě různé hodnoty prahu
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Obr. 3.3: Preciznost vyhledávání při použití CSD pro dvě různé hodnoty prahu
tegorie číslo 5. Preciznost u ostatních kategorií nepřesahovala 90% a byla obecně
horší než u předchozích dvou metod - průměrná preciznost byla asi 60% při obou
hodnotách prahu. U této metody neměla vyšší hodnota prahu pouze negativní vliv
na preciznost. U kategorií 1, 3, 4 a 6 došlo dokonce ke zlepšení.
Vezmeme-li v úvahu pouze preciznost, dá se říci, že v průměru bylo dosaženo
nejlepších výsledků při použití metody CLD. Je ale vhodné vzít do úvahy i počty
relevantních a irelevantních výsledků, jak bude diskutováno dále.
Nejlepších výsledků bylo dosaženo při hledání v páté skupině, kde bylo při všech
měřeních dosaženo preciznosti téměř 100%. Tato kategorie obsahuje uměle vytvořené
obrazy, které mají všechny stejné výrazné pozadí a vizuálně se hodně liší od ostatních
obrazů v databázi. Naopak nejmenší preciznost vychází v kategorii tři. Ta obsahuje
reálné obrazy, které mají stejný sémantický význam, ale některé se od sebe výrazně
vizuálně liší.
Z grafů lze také vyčíst, jaký vliv má hodnota prahu na parametr preciznost.
Téměř ve všech případech bylo dosaženo větší preciznosti při menších hodnotách
prahu. Práh totiž ovlivňuje, do jaké vzdálenosti musí ležet posuzovaný vektor ob-
razu od vektoru hledaného obrazu, aby byl brán jako podobný. Při nižší hodnotě
prahu jsou proto vyhledány pouze vizuálně nejpodobnější obrazy, u kterých je velká
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pravděpodobnost, že patří do stejné kategorie jako hledaný obraz. Nízká úroveň
prahu má na druhou stranu negativní vliv na celkový počet vyhledaných obrazů,
jak bude ukázáno dále.
Zajímavým parametrem z pohledu úspěšnosti je také počet relevantních a ire-
levantních obrazů v celkovém počtu vyhledaných obrazů. Samotná preciznost ne-
poskytuje totiž žádnou informaci o tom, kolik obrazů bylo vlastně vyhledáno jako
podobných. Metoda, která vyhledá jeden obraz a ten je relevantní má sice preciznost
rovnu jedné, ale nedá se říct, že je úspěšná. Proto jsou u obou metod porovnány
také tyto parametry.
V následujících grafech jsou opět zobrazeny průměrné hodnoty z deseti měření
v deseti kategoriích při dvou hodnotách prahu. Každý sloupec v grafu je rozdělen na
dvě části, kde spodní modrá část určuje počet správně vyhledaných obrazů a horní
červená počet chybně vyhledaných. Jejich součtem potom dostáváme celkový počet
vyhledaných obrazů.
U počtu relevantních obrazů by ve většině případů mělo platit, že čím vyšší číslo
tím lepší daná metoda je. Některé obrazy ve stejné kategorii mohou být však vizu-
álně tak rozdílné, že by byla spíše chyba je označit jako podobné. I tento problém
byl částečně eliminován opakovaným vyhledáním různých obrazů z jedné katego-
rie a průměrováním výsledků. Počet irelevantních obrazů by naopak měl být co
nejmenší, a to bez ohledu na kategorii.
V grafu 3.4 je zobrazen počet relevantních a irelevantních obrazů při porovnávání
metodou barevného histogramu. Tato metoda nevykazuje moc dobré výsledky, co
se počtu relevantně vyhledaných obrazů týče. V průměru jsou v každé kategorii
vyhledány pouze 4 obrazy při použití prahu 0,15 a 16 obrazů při prahu 0,3. Při větší
hodnotě prahu ale výrazně narůstá počet chybně zařazených obrazů, což se projevilo
i na parametru preciznost.
Hodnoty stejných parametrů pro metodu CLD jsou zobrazeny v grafu na obrázku
3.5. Průměrný počet správně vyhledaných obrazů je 15 resp. 20 pro hodnoty prahů
0,2 a 0,25. Tento průměr ale výrazně zvedají výsledky v kategorii číslo 5, kde byly
správně vyhledány téměř všechny obrazy. Počty chybně vyhledaných obrazů jsou ve
srovnání s předchozí metodou menší a nenarůstají se zvětšující se hodnotou prahu
tak výrazně.
V grafu na obrázku 3.6 jsou počty relevantních a irelevantních hledání při pou-
žití metody CSD. Na první pohled vykazuje tato metoda největší průměrný počet
správně vyhledaných obrazů. Tato hodnota dosahuje 23 obrazů pro práh 0,18 a 28
pro práh 0,2. Na druhou stranu je vidět také velký počet chybně určených obrazů,
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Obr. 3.4: Počty relevantních a irelevantních obrazů při hledaní s využitím metody
barevného histogramu.
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Obr. 3.5: Počty relevantních a irelevantních obrazů při využití metody CLD.
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Obr. 3.6: Počty relevantních a irelevantních obrazů při využití metody CSD.
a proto je preciznost této metody menší než u předešlých dvou. Za zmínku stojí
ještě výsledky v kategorii číslo 7, kde byla naopak tato metoda jasně nejúspěšnější.
Porovnáme-li poměr mezi relevantními a irelevantními výsledky, nelze s jistotou
rozhodnout, která metoda je nejlepší. Spíše by se dalo říci, že každá metoda se
hodí pro jiný typ obsahu obrazu. Výjimku tvoří výsledky v kategorii 5, kde dosahují
všechny metody shodně nejlepších výsledků. Počty chybně určených obrazů dosahují
v této kategorii téměř nulových hodnot.
Důležitým parametrem metod pro porovnávání podobnosti obrazů je také doba,
za kterou dovedou provést indexaci 1 jednoho obrazu. Při reálné implementaci sys-
tému je také důležité, kolik dat je nutné uložit pro popis jednoho obrazu. Tyto dva
parametry se dají souhrnně nazvat jako časová a paměťová náročnost. Naměřené
hodnoty pro implementované metody jsou v tabulce 3.1 2.
Nejméně výpočetně náročnou metodou je výpočet histogramu, kdy indexace jed-
noho obrazu trvá 4 ms. Naopak nejpomalejší je výpočet CSD, který je skoro 100x
1Indexací se zde rozumí provedení algoritmu dané metody, jehož výstupem jsou hodnoty určené
k porovnání.
2Parametrem hodnota je zde myšlena proměnný typu double (64 bitů) u metody histogram
a CLD a proměnná typu int (32 bitů) u metody CSD.
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Tab. 3.1: Časová a paměťová náročnost implementovaných metod
 
Průměrná doba indexace 
jednoho obrazu [ms]
Paměťová náročnost 
[hodnot / 1 obraz]
Histogram 4 64
CLD 32 12
CSD 360 256
pomalejší. Metoda CLD vykazuje v průměru hodnoty 32 ms. Je ale nutné si uvě-
domit, že indexace se provádí pouze jednou (při ukládání do databáze) a poté se
již porovnávají pouze uložené hodnoty. Při porovnávání tedy hraje roli spíše délka
porovnávaných deskriptorů.
Z pohledu paměťové náročnosti je nejúspornější CLD, kdy pro uložení jednoho
deskriptoru je potřeba 12 × 64 = 768 bitů. Pro uložení deskriptoru vytvořeného
z barevného histogramu je zapotřebí 64×64 = 4096 bitů a pro CSD 256×32 = 8192
bitů.
Vezmeme-li do úvahy hodnoty z tabulky 3.1 spolu s výsledky prezentovanými na
předchozích grafech, je zřejmě nejlepší variantou použití metody výpočtu CLD.
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4 IMPLEMENTACE METOD DO PROSTŘEDÍ
RAPIDMINER
V této kapitole je popsán postup implementace metod z kapitoly 2 do prostředí
Rapidminer. Rapidminer je open-source systém pro tzv. data mining neboli dolování
znalostí. V této práci je však využito pouze povedeného grafického uživatelského
prostředí pro snadné ovládání implementovaných metod. Není vyloučeno ani použití
hodnot vypočítaných danými metodami pro účely data-miningu, ale to není součástí
práce.
4.1 Popis operátoru
Grafické uživatelské prostředí Rapidmineru (obrázek 4.1) je založeno na spojování
bloků, které jsou nazývány operátory. Každý operátor může mít několik vstupních
a výstupních portů. Například na obrázku 4.1 má operátor DecisionTree jeden
vstupní port označený tra a dva výstupní porty - mod a exa. Důležitým prvkem
jsou také výstupní porty celého prostředí označené res. Tyto porty umožňují zob-
razení hodnot z výstupů jednotlivých operátorů po skončení výpočtu. U každého
operátoru je také možné nastavit jeho parametry pomocí záložky Parameters.
Obr. 4.1: Jádro grafického uživatelského prostředí Rapidmineru
Pro práci s metodami pro porovnávání podobnosti obrazů byl implementován
operátor s názvem Image Similarity Measurement (obrázek 4.2). Operátor je sou-
částí balíčku Image Processing Extension, který rozšiřuje možnosti Rapidmineru
o dolování znalostí z obrazových dat. Funguje podle principů CBIR systémů, tedy
porovnává vstupní obraz s databází obrazů a vyhodnotí nejpodobnější dle nejmen-
ších vzdáleností, jak je popsáno v kapitole 1.2. Je velmi jednoduchý má pouze dva
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Obr. 4.2: Zobrazení implementovaného operátoru Images Similarity Measurement.
výstupní porty s názvy all a dis. Oba mají jako výstupní formát ExampleSet. Jedná
se vlastně o tabulku hodnot, jejíž sloupce jsou definované tzv. atributy.
Obr. 4.3: Zobrazení atributů výstupního portu s názvem all distances.
První výstupní port, celým názvem all distances, zobrazuje normalizované vzdá-
lenosti od všech obrazů v databázi. Její atributy jsou zobrazeny na obrázku 4.3.
První atribut Image name označuje název souboru a slouží zároveň jako jedinečný
identifikátor. Druhý atribut s názvem Distance from query má formát realného čísla
a slouží pro uchování vzdálenosti mezi obrazem z databáze s názvem uloženým
v atributu Image name a vstupním obrazem.
Druhý port - distances under threshold - má stejné atributy jako výstupní port
all distances (obrázek 4.4). Do této tabulky nejsou ovšem ukládány vzdálenosti od
všech obrazů, ale jenom ty, které jsou pod nastaveným prahem. Tato tabulka tedy
obsahuje názvy nejpodobnějších obrazů.
U implementovaného operátoru je před samotným výpočtem nutné nastavit ně-
kolik parametrů. Dostupné parametry jsou zobrazeny na obrázku 4.5.
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Obr. 4.4: Zobrazení atributů výstupního portu s názvem distances under threshold.
1. Parametr Query image představuje cestu k porovnávanému (vstupnímu) ob-
razu. Jedná se o povinný parametr, proto je kontrolováno jeho vyplnění. Dále
je kontrolováno, jestli vstupní obraz existuje a má podporovaný formát. 1
2. Jako parametr Set of images se volí cesta k adresáři obsahujícím obrazy, se
kterými má být vstupní obraz porovnáván. Jedná se tedy o výše popisovanou
databázi obrazů, která má však podobu adresáře namísto databáze jako takové.
U tohoto parametru je opět kontrolováno, zda je vyplněn, a pokud ano zdali
uvedená cesta existuje. Je také upozorněno na to, pokud je adresář prázdný.
Z adresáře jsou ke zpracování vybírány pouze soubory podporovaných formátů.
3. Dalším parametrem je Algorithm type. Je v podobě drop-down menu a vybírá
se pomocí něho metoda, kterou je počítána podobnost obrazů. Je na výběr
z metod Histogram, ColorLayout a ColorStructure (viz obrázek 4.6). Výchozí
metodou je Histogram.
4. Parametr s názvem Threshold slouží k nastavení prahu porovnávání. Jedná se
o tzv. expertní parametr, a proto se zobrazí pouze při zobrazení parametrů
v expertním módu. Využívá se ho při vytváření tabulky výstupního portu
dis. Do ní jsou uloženy pouze hodnoty, jejichž normalizovaná vzdálenost od
vstupního obrazu je menší než tento práh. Nastavení tohoto parametru má
velký vliv na správné určení podobných obrazů, jak již bylo uvedeno v kapitole
1Jsou podporovány obrazové formáty jpg, png, gif a bmp.
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Obr. 4.5: Dostupné parametry implementovaného operátoru.
Obr. 4.6: Dostupné metody pro měření podobnosti obrazů.
1.2. Práh je možno nastavovat v rozsahu ⟨0, 1⟩ a jeho výchozí hodnota je
nastavena na 0,25.
5. Posledním parametrem je cesta k výstupnímu adresáři - Output folder. Jedná
se opět o expertní parametr a navíc je volitelný. Pokud je cesta uvedena,
jsou do příslušného adresáře zkopírovány obrazy z databáze, které operátor
vyhodnotil jako nejpodobnější.
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4.2 Implementace operátoru
Navržený operátor Images Similarity Measurement byl implementován ve třídě
ImageSimilarityOperator. Každý operátor pro prostředí Rapidminer musí splňo-
vat několik podmínek [3]. Operátor musí:
- být odvozen ze třídy Operator,
- překrývat metodu doWork ze třídy Operator,
- definovat vstupní a výstupní porty,
- definovat nastavitelné parametry.
Struktura implementované třídy je zobrazena na obrázku 4.7. Třída obsahuje
ImageSimilarityOperator
+ ImageSimilarityOperator(OperatorDescription)
+ doWork(): void
+ getParameterTypes(): List<ParameterType>
- addMetaDataAttributes(ExampleSetMetaData): ExampleSetMetaData
- createDatabase(File, int): void
- createMemoryExampleTable(): MemoryExampleTable
- createMemoryExampleTable2(): MemoryExampleTable
- copyImageToOutputDir(String): void
- copyFile(File, File): void
- getDescriptor(int, ImagePlus): IImageDescriptor
Obr. 4.7: UML diagram třídy implementovaného operátoru.
několik pomocných metod, ale veškerá činnost po spuštění operátoru v grafickém
prostředí Rapidmineru se odehrává v metodě doWork. Nejprve je provedena kontrola
zadaných parametrů a jejich hodnoty jsou zaznamenány do logu. Poté je vypočítán
zvolený deskriptor ze vstupního obrazu a zavolána metoda createDatabase, která
vytvoří databázi deskriptorů ze všech obrazů v adresáři určeném parametrem Set of
images.
Pomocí metod createMemoryExampleTable a createMemoryExampleTable2 jsou
vytvořeny struktury pro uložení výsledků výpočtu. Tyto struktury jsou typu
MemoryExampleTable a jedná se o tabulky popsané v kapitole 4.1, které tvoří výstup
operátoru.
Následuje porovnání deskriptoru vstupního obrazu se všemi v databázi. Výsledné
vzdálenosti jsou ukládány do objektu typu TreeMap a jsou tedy při vkládání auto-
maticky řazeny. Ze všech vzdáleností je vybrána největší a pomocí ní jsou ostatní
normalizovány tak, aby byli v rozsahu ⟨0, 1⟩.
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Dále jsou ze všech výsledků vybrány pouze ty, jejichž vzdálenost je menší než
zvolený práh a odpovídající dvojce jméno obrazu a vzdálenost je uložena do tabulky
výstupního portu distances under threshold. Dále jsou tyto obrazy pomocí metody
copyImageToOutputDir resp. copyFile zkopírovány do výstupní složky (pokud je
specifikována).
Nakonec jsou z obou tabulek s výslednými hodnotami vytvořeny objekty typu
ExampleSet. Ty jsou vloženy na příslušné výstupní porty.
Metoda addMetaDataAttributes slouží k vytvoření náhledu výstupů jednotli-
vých portů, jak je vidět na obrázcích 4.3 a 4.4. Další pomocná metoda getDescriptor
slouží pro výběr správného algoritmu pro výpočet podobnosti dle zadaného para-
metru. Poslední implementovaná metoda getParameterTypes je překrytá metoda
ze třídy Operator a jsou v ní nastaveny všechny volitelné parametry operátoru.
4.3 Testování operátoru
Správná funkce implementovaného operátoru byla testována přímo v prostředí Ra-
pidminer. Zejména byla ověřena správná funkce všech použitých metod porovnání
a korektní zobrazení výsledků. Dále byla testována odolnost operátoru proti neko-
rektním vstupům. Případné problémy jsou uživateli zobrazeny ve formě dialogového
okna, kde je nalezený problém popsán.
Obr. 4.8: Příklad výpisu výsledků výpočtu pro výstupní port distances under thre-
shold.
Při testování metod byla použita stejná databáze obrazů jako v kapitole 3. Pří-
klad zobrazení výsledků výpočtu je možné vidět na obrázcích 4.8 a 4.9. Jako vstupní
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obraz byl zvolen obraz s názvem 300.jpg, podobnost byla určována metodou Color-
Layout a práh byl nastaven na hodnotu 0,2.
Na prvním obrázku je vidět tabulka na výstupním portu distances under thre-
shold. Je vidět, že operátor vyhledal v databázi pět podobných obrazů. Podobné
obrazy jsou seřazeny od nejmenší vzdálenosti, tedy od nejpodobnějšího. V databázi
byl obsažen i samotný hledaný obraz, proto má vzdálenost od něho hodnotu 0.
Na obrázku 4.9 je zobrazena část tabulky z výstupního portu all distances. Zá-
znamy v této tabulce jsou v pořadí, jak byly vypočítány a vzdálenosti nejsou nor-
malizovány. Z obrázku je patrné, že prohledávaná databáze obsahovala tisíc obrazů.
Obr. 4.9: Příklad výpisu výsledků výpočtu pro výstupní port all distances.
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5 ZÁVĚR
Cílem této práce bylo prostudovat metody pro zjišťování podobnosti obrazů a ně-
kterou z metod implementovat v programovacím jazyce Java. Tento jazyk byl zvolen
hlavně kvůli pozdější implementaci algoritmů do prostředí Rapidminer.
Metod pro určování podobnosti obrazů bylo vyvinuto velké množství a jsou vyu-
žívány hlavně v systémech vyhledávání v obrazových datech. Typy a charakteristiky
těchto systémů jsou popsány v úvodní části práce.
Metody porovnávání podobnosti obrazů jsou založeny na popisu barvy, textury
nebo geometrických vlastností obrazů. V této práci jsou stručně zhodnoceny pou-
žívané přístupy a uvedeny příklady reálně používaných příznaků z každé kategorie.
Jsou také popsány techniky porovnávání těchto příznaků za účelem nalezení nej-
podobnějších obrazů. Pro implementaci byly zvoleny tři metody, které k popisu
využívají barevnou informaci obrazu. Konkrétně je to výpočet histogramu obrazu
a výpočet Color Layout a Color Structure deskriptoru.
Metoda využívající k popisu histogram obrazu byla zvolena z důvodu jednoduché
implementace a rychlosti výpočtu. Podobnost je určována pomocí výpočtu manhat-
tonské vzdálenosti mezi histogramy posuzovaných obrazů. Tato metoda se ukázala
jako nejméně výpočetně náročná ze všech implementovaných metod. Její přesnost
se pohybovala v průměru okolo 75%, ale počet relevantně vyhledaných obrazů byl
nízký.
Další implementovanou metodou byl Color Layout deskriptor. Tento příznak je
součástí standardu MPEG-7 a poskytuje velice kompaktní popis rozložení dominant-
ních barev v obraze. Popis pouze dominantních barev má za následek skrytí všech
detailů obrazu, což se však pro porovnávání podobnosti ukázalo spíše jako výhoda.
Při výpočtu se využívá diskrétní kosinové transformace a pro popis celého obrazu
postačuje pouze asi dvanáct DCT koeficientů. Výpočet podobnosti je u této metody
prováděn pomocí euklidovské vzdálenosti. Při testování se ukázala tato metoda nej-
přesnější - v průměru bylo dosaženo přesnosti 77%.
Poslední implementovaná metoda je opět součástí standardu MPEG-7, její název
je Color Structure deskriptor. Pomocí této metody lze popsat prostorové rozložení
barev v obraze. K tomu se využívá tzv. strukturního prvku, kterým se daný obraz
„skenuje“ a zaznamenává se přítomnost jednotlivých barev uvnitř prvku. Metoda je
ze všech implementovaných výpočetně nejnáročnější, ale vyniká v průměrném počtu
správně vyhledaných obrazů.
Výsledky testů jednotlivých metod jsou shrnuty ve třetí kapitole. Byla zazname-
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návána úspěšnost všech metod při hledání ve vytvořené databázi reálných obrazů.
Obrazy jsou rozděleny do deseti kategorií, které obsahují skupiny podobných obrazů.
Pro zpřesnění naměřených výsledků bylo vyhledávání v každé kategorii desetkrát zo-
pakováno a výsledky průměrovány. Byl také ověřen vliv nastavení prahové hodnoty
na měřené parametry. Výsledky jsou přehledně zobrazeny pomocí grafů vyjadřují-
cích preciznost a počty správně a chybně vyhledaných obrazů. Bylo také provedeno
orientační měření výpočetní a paměťové náročnosti implementovaných algoritmů.
Implementované metody byly použity pro vytvoření operátoru do prostředí Ra-
pidminer. Toto prostředí má jednoduché grafické uživatelské rozhraní založené na
spojování bloků - operátorů a umožňuje dolování znalostí z dat vypočítaných těmito
operátory. Implementovaný operátor umožňuje porovnání podobnosti obrazů vybra-
nou metodou a pro vstupní obraz nalezení jemu nejpodobnějších obrazů v databázi
v závislosti na nastaveném prahu. Dále také umožňuje zkopírování nejpodobněj-
ších obrazů do výstupního adresáře a tím třídění obrazů z databáze v závislosti na
vstupním obraze.
Všechny implementované metody popisují pouze barevnou charakteristiku ob-
razu. Přesnost vyhledávání by tak mohla být zlepšena kombinací těchto metod
s metodami popisujícími například texturu obrazu a vhodným váhováním výsledků.
Dalšího zlepšení by mohlo být dosaženo preciznějším nastavením prahové hodnoty.
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SEZNAM ZKRATEK
CBIR Content Based Image Retrieval
CLD Color Layout Descriptor
CSD Color Structure Descriptor
DCT Discrete Cosine Transform
DBIR Description Based Image Retrieval
HMMD Hue, Max, Min, Diff
HSV Hue, Saturation, Value
IEC International Electrotechnical Commission
ISO International Organization for Standardization
MPEG Moving Picture Experts Group
RGB Red, Green, Blue
TBIR Text Based Image Retrieval
56
SEZNAM PŘÍLOH
A Obsah CD 58
57
A OBSAH CD
- DP-Metody pro zjišťování podobnosti obrazů.pdf - text diplomové
práce ve formátu pdf.
- DP-text - adresář obsahuje zdrojové soubory textu práce pro LATEX.
- ImageProcessingExtension - adresář obsahuje zdrojové soubory projektu
Image Processing Extension, jehož jsou třídy implementované v rámci této
práce součástí. Konkrétně jsou to třídy
- GenerateMetrixes,
- IImageDescriptor,
- HistogramDescriptor,
- ColorLayoutDescriptor,
- ColorStructureDescriptor,
- ImageSimilarityOperator,
které jsou součástí adresáře
/src/cz/vutbr/feec/imageprocessing/op/compare. Verze projektu je ze
dne 9. 5. 2012.
- RapidMiner_Vega - adresář obsahující zdrojové soubory prostředí Rapidmi-
ner. V adresáři lib/plugins lze nalézt zkompilovanou verzi projektu Image
Processing Extension aktuální ke dni 9. 5. 2012. Na stránkách
http://splab.cz/en/research/data-mining lze nalézt podrobnější popis a
návod na spuštění celého projektu.
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