Abstract-Testbeds are a stage between the simulation and the production stages. To this end they must be as close as possible to production environments (i.e. real hardware, on the field deployments) while also keeping the traits of experimentation facilities (i.e. fault tolerance, ease of deployment, testing and data collection). This paper presents WiBed, a FOSS platform for WiFi testbeds based on OpenWRT Linux made to run on commodity IEEE802.11 WiFi routers part of the Communitylab.net project, a global testbed for Community networks. WiBed has been designed to support realistic low layer network experiments (according to the OSI model). This work recollects the details of the architecture, design and implementation of WiBed consolidated during its operation as a testbed as well as two deployments where real experiments were performed.
I. INTRODUCTION
Current standard research facilities such as PlanetLab [1] or Community-lab [2] [3] (developed by the Community Networks Testbed for the Future Internet (CONFINE) [4] project), integrate virtualisation techniques to allow running experiments in parallel. Nonetheless, the adoption of virtualisation has the drawbacks of higher node costs due to increased requirements for computing resources, such as CPU and memory, and for ensuring proper isolation of experimentation resources, restricting access to the lower layers of the operating system and communication stack. As a result, cost increase entails a reduction of the number of experimentation nodes being deployed and restricted access to the low layers restrains the range of supported experiments. WiBed, the testbed platform presented in this paper, has been envisaged as a complement to the Community-Lab testbed facility to cope with these two problems at the cost of foregoing the virtualisation support.
The WiBed architecture has been conceived to diminish the hardware restrictions: the capability of running a GNU/Linux system and having two supported Wireless Network Interface Cards (WNICs) are the minimum conditions set by design. Currently these conditions are broadly fulfilled by many of the Commercial off-the-shelf (COTS) wireless routers available in the retail market for less than 100e, allowing the deployment of WiBed-like testbed of tenths of nodes for a few thousand Euros. Thanks to a minimised management system, WiBed allows experiments from link-layer to application-layer, focused though on L1-L3 experiments.
Currently, a WiBed testbed of 20 nodes has been deployed over two buildings of Universitat Politècnica de Catalunya (UPC) Campus Nord, Barcelona. The resulting testbed is available to the researchers as part of the CONFINE project. In addition, it has been successfully used as basis platform for the Wireless Battle of the Mesh 2014 [5] , where several routing experiments were executed.
The remainder of this paper is organised as follows. Section II reviews the related work and section III introduces the necessary background. Section IV presents the platform design. In section V we provide a more detailed view of the platform implementation and in section VI we describe the testbeds built based on the WiBed platform at UPC and during the Wireless Battle Mesh event. In section VII we discuss the current development status of the platform, the work pending, the replicability of the solution presented and costs entailed. Finally, section VIII presents the conclusions and the lessons learnt.
II. RELATED WORK

A. ORBIT
The Open-Access Research Testbed for Next-Generation Wireless Networks (ORBIT) [6] testbed is centred around the "radio grid emulator". It provides 400 programmable radio nodes for at-scale and reproducible emulation of nextgeneration wireless network protocols and applications located in a 460m 2 room at Rutgers University, New Jersey, USA. It can be accessed via an Internet portal, which provides a variety of services to assist users with setting up a network topology, programming the radio nodes, executing the experimental code, and collecting measurements. The testbed also supports end-to-end wired and wireless experiments using a combination of ORBIT and OpenFlow switch/router nodes under the same experimental execution framework. The radio grid is also supplemented by a number of outdoor and vehicular nodes (both WiFi and WiMAX) deployed on or around the university campus, to be used for real-world validation of results or for application trials. The ORBIT testbed has also been federated into the Global Environment for Network Innovation future Internet (GENI) research network and can be used for integrated global-scale Internet experiments involving wireless access networks. It has been operative since 2005. While Orbit offers a very comprehensive solution for wireless 978-1-4799-5041-6/14/$31.00 ©2014 IEEE 2014 The 3rd International Workshop on Community Networks and Bottom-up-Broadband network experiments, it is not really open to be used by the researchers which are targeted with WiBed, i.e. developers related to community networks and not necessarily linked the academic community.
B. NITOS
Network Implementation Testbed using Open Source code (NITOS) [7] offered by NITLab, is a wireless experimental testbed that is designed to achieve reproducibility of experimentation, while also supporting evaluation of protocols and applications in real-world settings. It has been developed in the city of Volos, Greece by OneLab partner CERTH, in association with NITLab, the Network Implementation Testbed Laboratory of the Computer and Communication Engineering Department at the University of Thessaly. NITOS consists of nodes based on commercial Wi-Fi cards and Linux-based open-source platforms, which are deployed both inside and outside of the University of Thessaly's campus building. Currently, three kinds of nodes are supported: ORBIT-like nodes, diskless Alix2c2 PCEngines nodes, and GNU/MIMO nodes. NITOS is remotely accessible and gives users the opportunity to implement their protocols and study their behaviour in a real-case environment. Users can perform their experiments by reserving slices of the testbed though the NITOS scheduler. The control and management of the testbed is achieved by using control Management Framework (OMF) open-source software. OMF simplifies the procedure of experiment defining and offers a more centralized way of deploying experiments and retrieving measurements. CERTH, as part of the OneLab project, collaborates with other European institutes and it is in the process of federating NITOS with other testbed facilities, in particular PlanetLab Europe, providing in this way access to a unified European experimental infrastructure. Currently the testbed has 40 nodes. NITOS as part of PlanetLab and Fed4Fire, is an open testbed, to be used by external researchers, and in this sense is similar to WiBed. WiBed, however, uses less-powerful hardware for its nodes, reflecting more realistically the typical hardware of ad-hoc networks and community network routers.
C. w-iLab.t
The w-iLab.t [8] testbed is an office indoor testbed covering three floors of a building owned by iMinds in Belgium. In addition to the WiFi mesh/ad-hoc experiments it also includes support for sensors. The node's hardware is based on PcEngines Alix boards with two 802.11a/b/g radios, dual band antennas and a set of sensors attached to the USB port. The nodes run a customized version of Voyage Linux, a Debian based distribution for embedded devices. The management infrastructure is provided by a wired Ethernet network which connects all the nodes to a central control server. The users of the testbed access the controller to prepare, deploy, monitor and obtain the results of the experiments through a web based interface based on the MoteLab software. To allow full experimentation (including changes in the Kernel) the wiLab nodes use Preboot Execution Environment (PXE) and Network File System (NFS) to select which disk partition boots (management or experimentation) and to transfer the experimentation filesystem. After a WiFi experiment completes, the node automatically reboots to be load with the initial management partition. W-iLab.t shares many characteristics with the WiBed testbed platform presented on this work with the main difference in the management network. Wibed can use either Ethernet or WiFi for this purpose becoming this way a more flexible and less expensive solution for testbed deployments.
D. BOWL
Berlin Open Wireless Lab Network (BOWL [9] ) is a hybrid testbed/hotspot WiFi network with more than 40 outdoor nodes which allows experimentation and Internet broadband user access at same time. The complexity of ensuring the privacy and reliability of broadband users while allowing experimentation makes the project very challenging. On the other hand, this feature gives an extra value to the research since the experiments can be performed in a completely real environment with real traffic. BOWL is built using three different kind of hardware (ARM, MIPS and x86) with multiple 802.11/a/b/g/n radio cards and at least one Ethernet interface which is attached to the TUB campus wired network for management purposes. One of the WiFi radios is used as Access Point to bring Internet connectivity to plain users, the others can be used for research purposes. The nodes run OpenWRT Linux, a very small Operating System for embedded devices (used in this work too). The central controller implements a web based front-end to a configuration database which can be pushed to the nodes (UCI?? style) by a researcher and which is applied in the first boot throw an auto-configuration mechanism. Custom filesystem binary images are also allowed, in this case the node is flashed from scratch with the new system. The BOWL testbed offers already many features WiBed aims to support. BOWL however is not conceived as an open testbed, and cannot be used by external people. WiBed, as part of Community-Lab, will be open to external developers and researchers. Table I summarises the main characteristics of the analysed testbed. While the WiBed testbed shares some of its features with other testbeds, it is the only WiFi testbed for L1-L3 experiments which is truly open to external developers and researchers (due its combination and integration to Communitylab). In addition, according to its design, the WiBed platform is the only one which can be deployed using low cost hardware (commodity routers) becoming thus the easiest solution for any research group that needs to perform network experiments. Finally the testbed deployed in UPC offers the possibility of experimentation in a real mesh network.
E. Comparison
III. BACKGROUND A. COTS IEEE802.11 routers
The router market is offering routers made from COTS components. These COTS routers (also know as commodity 
B. OpenWrt
OpenWrt[10] is a Linux distribution that has become the de-facto standard (over 200 specific devices are currently considered supported) for embedded devices thanks to its accurate design, frequent updates and small size. OpenWrt provides a complete Buildroot to easily generate both a crosscompilation toolchain and a firmware (root filesystem plus a kernel) for the target architectures. The toolchain consists of gcc as the compiler, binutils as the assembler and linker, and µClibc as the C standard library. The base system of the firmware consists of the Linux kernel as the operating system kernel and the following root filesystem components: BusyBox, mac80211, opkg [11] and Unified Configuration Interface (UCI) [12] . OpenWrt also provides a feeds system, to integrate additional packages (over 3.500 available by default) into the firmware, for instance LuCi [13] , the OpenWrt standard defacto web configuration interface is provided as an external feed.
IV. DESIGN
As shown in Fig.1 , testbeds based on the WiBed platform are composed by a set of COTS routers, the testbed nodes, forming mesh networks with access to an external testbed server reachable through one or more gateway nodes. The testbed management system follows a server-client model with the testbed controller (the server software) being the only means of external interaction with the whole testbed (thus, ideally, neither sysadmins nor researchers should ever log in to the nodes). The nodes receive orders from the controller (e.g. "install a new experiment") in a pull-based manner, by periodically sending it a request. The orders are embedded in the replies the controller issues for the node's requests. Controller orders are node-specific, making it possible, for instance, to stop the experiment execution on a single specific node but also in a set of nodes.
Experiments, as explained in V-A1, are filesystem overlays which are attached to the nodes firmware during the experiment execution. Nodes can run only a single experiment at a time but different nodes can run different experiments in parallel. The management system also allows the execution of commands in the nodes when an experiment is running.
Aside from the experiment deployment tools, WiBed includes a centralised storage system to ease data collection from experiments and an error reporting system for debugging purposes.
In order to relax deployment restrictions, the testbed management and related nodes-controller communication is established over a wireless mesh network, operating independent of the wireless experimentation network. Although it is recommended to include more wired nodes in order to increase the testbed resilience, this approach allows to significantly reduce the costly and time-consuming task of deploying wired network connection in the target experimentation zone. Therefore, if experiments demand low-level WNICs access and the tesbted is not fully wired, at least two WNICs are needed to fully isolate the management from the experimentation network.
V. IMPLEMENTATION
A. WiBed Node 1) Filesystem Architecture: Following the OpenWRT approach, the testbed nodes filesystem is composed by two parts: a SquashFS read-only LZMA compressed ROM containing the basic operating system (Kernel, a minimal root filesystem and the testbed management software) and a JFFS2 mounted as OverlayFS over the read-only partition to store filesystem changes.
The standard boot process of OpenWRT is as follows (for further information see http://wiki.openwrt.org/doc/techref/ filesystems): the Kernel boots from ROM and executes /etc/preinit which executes /sbin/mount root. Read-write partition is combined with the read-only to create a new virtual root filesystem. Then bootup continues with /sbin/init and loads the operating system. WiBed extends this approach by adding a new component: a second overlay aimed at allocating the experiment placed in an external storage device (which overcomes the common space limitation of the internal storage in current COTS routers) such as a USB stick. The experiment overlay is only mounted during the execution of an experiment as Fig.2 and Fig.3 show.
To perform an experiment the researcher must provide a set of files (filesystem) which will be copied to the experimentation overlay. The system synchronises the files of the standard overlay with the experimentation one. Finally the system is configured to boot with the new overlay and the node is rebooted.
2) Firmware Overview: A single generic firmware image is used for installation in all testbed nodes. To coordinate all the processes running in the node, a local UCI database is used. It is placed on /etc/config/wibed and contains some static predefined fields such as WiFi channel, BSSID or node hardware model, a set runtime dynamic fields such as status, last command executed or current experiment identifier (see https://wiki.confine-project.eu/wibed:config).
In the first boot the node configures itself writing the changes to the internal overlay. It detects the available WNICs and Ethernet interfaces. Then, it configures the Management Network (MGMT-NET) according to the parameters specified in predefined UCI sections. The IP assignment is organized according the last bytes of the MAC address. Finally, the node starts the pulling process from the controller and it is ready for experimentation. This way the only manual intervention needed from the testbed administrators is to configure properly the gateway nodes (a UCI configuration flag must be enabled).
The figure 4 shows a diagram summarizes the executed steps of a WiBed node from its initial boot to the end of an experiment. 3) Management System: The node states are detailed in Table II . Fig.5 shows the node finite-state machine with transitions resulting from a controller order tagged. The remaining transitions are the result of node's local operations. RUNNING and RESETTING are the only states where the experiment overlay is mounted. An unexpected behaviour in the node's side leads to the ERROR state directly or after a given number subsequent attempts. Recovery from the error state is formally an internal transition but can only be triggered externally via the execution of a command.
B. WiBed Controller
The WiBed controller works as a standard web server (implemented in Python with the Flask framework) providing a REST API endpoint for node management but also a web interface and a REST API for interaction with the users.
1) Node Rest API: The nodes of the testbed periodically send pull requests to the node API endpoint. The controller parses these requests and stores information about the nodes on a local database, sending only needed information and/or commands in response to a node request. Consequently, the The registration of new nodes on the controller is made in a totally reactive manner. When the controller receives an API request containing a new node id, it will consider that request as coming from a new node and will add it to the management database. Nodes are attached to the testbed in the INIT state and they revert back to that state after an upgrade. When nodes are in the INIT state they send their device model and firmware version along with the request. This allows the controller to always know updated hardware details of each node in this ad-hoc management operation. As a result, the delivery of compatible firmware to testbed nodes and the researchers to choose nodes with similar hardware and up-to-date firmware, among others.
Currently, the servicing of experiment and firmware images is done via a simple HTTP response to a GET request (to static/overlays/<overlayId> or static/firmwares/<firmwareId>). However, the system is designed in a flexible manner to allow future experimentation with other delivery mechanisms such as Bittorrent or wireless-mesh-optimized P2P technologies.
2) Web Interface and User Rest API: For researchers and administrators a web interface is provided as a front-end, where the state of the nodes can be checked, experiments started/finished, commands issued and experiment or firmware images uploaded. Attached to a controller's response to the node, a set of commands can be added. Commands can be grouped in two categories, the experimentation ones (executed during an experiment by a researcher) and the administration ones (executed by the testbed administrators at any time). The output of the executed commands (both stdout and stderr) are attached to the next communication message to the controller. This way all nodes can be managed from a single point, making unnecessary the individual remote access through Secure Shell.
A Rest API is under construction for these interactions so as to allow future integration with common management interfaces in the CONFINE project. Additionally to these services, the WiBed controller provides a repository of WiBed firmwares, an error logging system integrated with the nodes and an upgrading system for the nodes and a storage system where results of the experiments are stored automatically.
C. WiBed Management Network
The MGMT-NET is used to connect the research devices between them and with the testbed controller. Wired connectivity between research nodes is not a requirement for all WiBed nodes but for at least one (identified as gateway). Consequently, to ensure the controller-node communication, the MGMT-NET has to be built using WiFi 802.11 standards. Thus the primary WNICs radio is used to create a AD-HOC (IBSS) network between all deployed nodes.
The routing protocol BATMAN-ADV [14] handles the layer 2 routing by encapsulating Ethernet over Ethernet. As a result, all the nodes are in the same collision domain. This facilitates the management and administration of the nodes, since standard auto-configuration and node access techniques via IPv6 link-local addresses are possible.
The gateways make the interconnection between the WiFi testbed and the controller.
A proper operation of the nodes and experiments is essential for the usability of the testbed. Therefore, to clearly identify and handle the cases of correct and abnormal experiment execution, while coping with potential instabilities of the wireless and multi-hop management network, the system must combine robustness against temporary connectivity-failures with restrictive checks and recovery procedures. Only in case of long-term disconnection and unrecoverable failure, the node automatically returns to the initial state (even if there is an experiment running).
VI. DEPLOYMENTS A. UPC A6
The UPC-A6 Testbed consists of 20 nodes that are deployed over three buildings of Campus Nord of UPC, Barcelona. The buildings are in a 260 meters long and 20 metres wide area. Four of them are four storeys tall and the other two are five storeys tall. Three gateways are deployed to connect with the campus wired network. The outer walls and slab floors of the buildings, made out of rather thick reinforced concrete, are known to have strong WiFi attenuation effects. Thus the mesh network of UPC-A6 testbed is expected have not less than six hops of network diameter.
The specific hardware selected for the UPC-A6 testbed nodes is the TL-WDR4300 from the TP-LINK vendor that is available for around 60e, excluding VAT and shipping costs. Each node has a USB stick of 16GB of storage capacity, available for less than 10e.In addition, the second USB port could be used for connecting another WIFI WNIC or USBbased spectrum analyser to further extend experimentation capabilities.
The controller can be installed in any standard x86 compatible PC running any Linux distribution. In our case it has been allocated in a virtual machine (1GB of RAM, 200GB of storage capacity in Intel i7 shared processor) of the CONFINE project facilities. The controller can be reach throw the url http://wibed.ac.upc.edu.
B. Wireless Battle of the Mesh 7
The Wireless Battle Mesh (WBM), also known as the Battlemesh, is a totally horizontal event organised and driven by the participants who get together to test dynamic routing protocols on temporary testbeds deployed by themselves to that end. In the sixth edition (Aalborg, Denmark, April 2013) the experiment deployment system was redesigned from scratch. The resulting design partially set the precedents of the work presented here (WiBed). Both the code and the data sets of that edition are publicly available.
In the seventh edition (Leipzig, Germany 2014) the battle testbed was deployed using the WiBed platform. In this edition the project was announced to the international community and several experiments were executed. At the time of this writing the final results are being processed and will be published in the next months. The usage of the WiBed platform tested the usability of the system in deploy a low cost mesh testing environment, and provided feedback from the users to fix potential problems.
VII. DISCUSSION A. Limitations and problems of the platform
The main current limitation for the WiBed platform is the mandatory usage of a specific Linux Kernel (included in the base system). This issue might be solved by using Kexec, a tool which allows the execution of a new Kernel in run time. However using this approach would be dangerous for the testbed stability due the lack of control and the possibility of breaking the management system (as a result the node would be lost and only a manual intervention could recover it). Another current limitation is the lack of mechanisms to detect incompatibilities between the management system and the researcher system. As an example, if the researcher rewrites the entire file /etc/config/wireless which contains the configuration of the WiFi management network, the connection with the controller would be lost and the node would become unreachable. To this end, a script executed every five minutes has been implemented, it checks the connection with the central controller. In case of failure it would reset the node, remove the overlay and start from scratch loading the factory system. A more advanced mechanism to detect and fix these problems is a pending task for the development team.
B. Current status and further work
Regarding the platform, although development is still a work in progress, the main functionalities are implemented and tested. The main tasks pending are further testing, bug fixing and synchronising the documentation with the final implementation.
On the testbed deployment side, twenty nodes are already deployed and available for experimentation. However the first plan was to deploy 40 in the A1-A3 buildings. It has been not possible due to unexpected problems concerning WiFi management network, since the lower floors of UPC buildings have reinforced concrete walls making it very difficult for the WiFi signal to penetrate. Twenty more nodes are already ready to be installed in the next buildings in order to extend the testbed to forty nodes during the next months.
There have been already some experiments executed such as the INESC WiFiX as part of the CONFINE first Open Call. The experiments executed during the WBM in Leipzig demonstrate that WiBed is currently a useful platform for routing experimentation. Furthermore it was accepted by the community and now the main code is hosted under the official battlemesh repository in GitHub.
Our ongoing work involves supporting more devices (i.e TL-WDR4900 and ALIX), completing the user Rest API and evaluating the UPC A6 testbed. On the other hand, integration with Community-Lab at the controller level is a topic that has not yet been addressed because it requires modifications to Community-Lab's controller. This topic is planned to be dealt with after the testbed is fully deployed and operational.
C. Costs and replicability
As already mentioned, the entire WiBed platform is a free/libre-software project, and thus available to everybody. The total cost of the hardware of the presented 20-nodes UPC testbed is below 1.500e. The skills required for designing and implementing wireless experiments may suffice to install and operate a WiBed-based testbed. Thus, the solution presented here allows the deployment and execution of a fully opera- 2014 The 3rd International Workshop on Community Networks and Bottom-up-Broadband tional wireless testbed at a fraction of the cost required by most other available testbeds.
It is worth mentioning here that WiBed can also be used as a quick mesh network deployment solution for specific purposes. For example, the WiBed platform could be used to deploy fast a mesh network with internet access where the nodes would be turned into access points. In this case, the user would deploy an experiment that provides the utility he wishes to the network.
VIII. CONCLUSION
In this work we have presented WiBed, a platform for deploying and managing testbeds for experimenting on mesh networks built on top of COTS IEEE802.11 routers. We have presented its design, and how nodes evolve throughout the execution of an experiment and react to commands given by a central controller. We have also described how these nodes interconnect to one another and, eventually, to the controller server. By focusing on a very pragmatic and simple adhoc operation and management we have achieved to reduce both the budget and effort requirements for the setting up of link-layer to application-layer experiments over these wireless testbeds.
We have also presented details regarding an ongoing deployment of this testbed in a real-world scenario, encompassing 20 nodes spread throughout six buildings at the North campus at UPC. Once this deployment is complete and the platform matures, it is our objective to open it to other researchers, providing a physical testbed on which novel algorithms and systems designed for wireless mesh networks may be tested and verified.
According to the comparison made in this work, it has been seen that the WiBed UPC testbed is the only WiFi testbed for L1-L3 experiments which is truly open to external developers and researchers. In addition the implemented platform is free/libre open source, thus any individual or group of researchers can use it to quick deploy a low cost WiFi testbed.
