The most basic form of a Deep Neural Network is the Fully-connected Neural Network (FNN). In an FNN, each neuron in a layer of the network is connected to each neuron in the previous layer (see Figure 1 a) . Thus, the output of a neuron in a fully-connected layer is a linear combination of all outputs of the previous layer, usually followed by a non-linear function.
by the size of the kernel. Since the same kernels are applied along all outputs of the previous layer, a convolutional architecture is especially well suited for recognition of patterns in the input, independently of their exact position. Hence, CNNs are popular in image analysis tasks but were also successfully applied on sequence-based data. 
Recurrent Neural Network
A more tailored architecture for sequence-based data is the Recurrent Neural Network (RN-N). In contrast to FNN and CNN where all information flows in one direction, from the input layer through the hidden layers to the output layer (feed-forward neural networks), an RNN has an additional feedback loop (recurrence) through an internal memory state. An RNN processes a sequence step by step while updating its memory state concurrently. Hence, the activation of a neuron at step t is not only dependent on the input at t but also on the state at position t − 1. By including a memory cell, an RNN is in theory able to model long-term dependencies in sequential data, such as keeping track of opening and closing brackets in the SMILES syntax. The concept of a neural network with a feedback loop can be simplified by unrolling the RNN network over the whole input sequence (see Figure 1 c ). Unrolling the graph emphasizes that an RNN which takes long sequences as input becomes a very deep neural network suffering from problems such as vanishing or exploding gradients 3 . To avoid this problem, Hochreiter et al. proposed the Long short-term memory (LSTM) network, which extends the RNN architecture by an input gate, an output gate and a forget gate. 4 In this work we use a modified version of the LSTM: the gated recurrent unit (GRU).
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Baseline Molecular Descriptors
In this section we will introduce the basic concepts of the different molecular descriptors we used as baseline.
Circular fingerprints like the extended-connectivity fingerprints (ECFPs) were introduced for the purpose of building machine learning models for quantitative structure-activity relationships (QSAR) models. This class of fingerprints iterates over the non hydrogen atoms of a molecular graph and encodes the neighbourhood up to a given radius using a linear hash function. The resulting set of neighbourhood hash codes for a dataset can then be handled as a sparse matrix or folded to a much smaller size (1024 or 2048 are typical folding size choices). Folding such a potentially large bit space (2 32 ) to a much smaller space produces collisions in the final fingerprint vector, where two different neighbourhood codes could end up at the same position in the folded vector, resulting in a loss of information. Additionally, once folded, it is impossible to trace back important bits to actual compound substructures, and therefore the model interpretability is lost.
In the ligand-based virtual screening experiments we followed the benchmarking protocol proposed by Riniker et al. 6 In this protocol we benchmarked our proposed descriptor against the 14 fingerprints available in the pipeline. Accordingly Rinker et al., these fingerprints can be divided into four different classes: dictionary-based (e.g. Molecular ACCess System MACCS), topological or path-based (e.g. atom pair (AP) fingerprints or topological torsions (TT) ), circular fingerprints (e.g. ECFP) and pharmacophores (eg. FCFP). For a more comprehensive description of the different baseline fingerprints we refer to the work of Rinker et al..
QSAR modelling
We In addition to the classical machine learning methods trained on circular fingerprints we also trained graph-convolution models on the different QSAR tasks. Briefly, the architecture consists of two successive graph convolution layers, an input atom vector of size 75 and rectified linear units (ReLU) were used as non linearity. For each task a individual graphconvolution model were trained and optimized with respect to following hyperparameters:
• batch size: 64, 128 and 256
• learning rate: 0.0001, 0.0005, 0.001 and 0.005
• convolutional filters: 64, 128 and 256
• dimension of the dense layer: 128, 256, 512, 1024, and 2048
• number of epochs: 40, 60 and 100
Translation Model Architecture
As final translation model we selected the model with the best performance on the validation QSAR tasks (see Figure 2) . For the encoding part we stacked 3 GRU cells with 512, 1024
and 2048 units respectively. The state of each GRU cell is concatenated and fed into a fully- The classifier network consists of a stack of three fully-connected layers with 512, 128 and 9 neurons respectively, mapping the latent space to the molecular property vector. The model was trained on translating between SMILES and canonical SMILES representations. Both sequences were tokenized as described in the method section and fed into the network.
In order to make the model more robust to unseen data, input dropout was applied on a character level (15%) and noise sampled from a zero-centered normal distribution with a standard derivation of 0.05. We used an Adam optimizer 7 with a learning rate of 5 * 10
which was decreased by a factor of 0.9 every 50000 steps. The batch size was set to 64.
To handle input sequences of different length we used a so-called bucketing approach. This means that we sort the sequences by their length in different buckets (in our case 10) and only feed sequences from the same bucket in each step. All sequences were padded to longest sequence in each bucket. We used the framework TensorFlow 1.4.1 8 to build and execute our proposed model. Tables 1, 2, 3 and 4 show the detailed results for the hyperparameter optimized models.
QSAR results
For the baseline fingerprint models, only the result for the best performing fingerprint is shown. For each task we show the performance of an SVM on our descriptor (ours), the performance of a graph-convolution model (GC) and the best performing model-fingerprint combination (RF, SVM or GB). For the classification tasks we measure the area under the Receiver Operating Characteristic curve (roc-auc), the area under the precision-recall curve (pr-auc) accuracy (acc), F1-measure (f1). For the regression tasks we measure the coefficient of determination (r 2 ), Spearman's rank correlation coefficient (r), mean squared error (mse) and mean absolute error (mae). Tables 5 and 6 show the detailed results for the virtual screening experiments performed on the DUD and MUV databases. Our descriptor (ours) is compared to different baseline 
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