The present article is a continuation of [8] , where we discussed the classification of quantum groups with quasi-classical limit g and introduced a theory of Belavin-Drinfeld cohomology associated to any non-skewsymmetric r-matrix. Depending on the form of the corresponding double, there exists a one-to-one correspondence between gauge equivalence classes of Lie bialgebra structures on g ⊗ C K, where K = C(( )), and untwisted or twisted cohomology classes. In the present paper we investigate twisted cohomologies for sl(n) associated to generalized Cremmer-Gervais r-matrices, and twisted cohomologies for o(n).
Introduction
Let g be a simple complex finite-dimensional Lie algebra. According to results of Etingof and Kazhdan (see [3] and [4] Lie bialgebras with δ ≡ 0(mod ). Due to this equivalence, the classification of quantum groups whose quasi-classical limit is g is equivalent to the classification of Lie bialgebra structures on g ⊗ C C [[ ] ]. This in turn reduces to the problem of finding Lie bialgebras on g ⊗ C C(( )) since any cobracket over C[[ ]] can be extended to one over C(( )) and conversely, any cobracket over C(( )), multiplied by an appropriate power of , can be restricted to a cobracket over
For simplicity, let us denote K := C(( )), K the algebraic closure of K and g(K) := g ⊗ C K. As a first step towards classification, following ideas of [5] and [6] , in [8] we proved that for any Lie bialgebra structure on g(K), the associated classical double is of the form g(K) ⊗ K A, where A is one of the following associative algebras: K[ε], where ε 2 = 0, K ⊕ K or K[j], where j 2 = .
As it was shown in [8] , the classification of Lie bialgebras with classical double g(K[ε]) leads to the classification of quasi-Frobenius Lie algebras over K. This problem is quite wild and a complete classification has not been given yet.
Unlike this case, the classification of Lie bialgebras with classical double g(K)⊕g(K) can be achieved by cohomological and combinatorial methods. In [8] we introduced a Belavin-Drinfeld cohomology theory which proved to be useful for the study of Lie bialgebra structures. To any non-skewsymmetric r-matrix r BD from the Belavin-Drinfeld list [1] , we associated a cohomology set H 1 BD (g, r BD ) and proved the following Proposition 1.1. For any r BD , there exists a one-to-one correspondence between H 1 BD (g, r BD ) and gauge equivalence classes of Lie bialgebra structures on g(K) with classical double g(K) ⊕ g(K) and K-isomorphic to δ(r BD ).
In case g = sl(n), the investigation of the cohomology set led to the following Theorem 1.2. For any r BD , H 1 BD (sl(n), r BD ) is trivial, i.e. consists of the class of identity. Any Lie bialgebra structure on sl(n, K) with classical double sl(n, K) ⊕ sl(n, K) is of the form δ(a) = [r, a ⊗ 1 + 1 ⊗ a], where r is an r-matrix which is, up to a multiple from K * , GL(n, K)-equivalent to a non-skewsymmertric r-matrix from the Belavin-Drinfeld list.
For orthogonal algebras, the Belavin-Drinfeld cohomology set corresponding to the Drinfeld-Jimbo r-matrix r DJ was also computed.
1 BD (sl(n), r). If two twisted cocycles X 1 and X 2 are equivalent then the corresponding r-matrices j(Ad X 1 ⊗ Ad X 1 )(r) and j(Ad X 2 ⊗ Ad X 2 )(r) are gauge equivalent via Q. Consequently, one gets Proposition 1.7. There is a one-to-one correspondence between H 1 BD (sl(n), r) and gauge equivalence classes of Lie bialgebra structures on sl(n, K) with classical double sl(n, K[j]) and K-isomorphic to δ(r).
In our previous article, we studied the twisted cohomology corresponding to the Drinfeld-Jimbo r-matrix. Let us note that if X ∈ Z(sl(n), r DJ ), then the two conditions from the definition can be reformulated:
, where S denotes the matrix with 1 on the second diagonal and 0 elsewhere. Let us finally recall the main result obtained in [8] . Denote by J the matrix of GL(n, K[j]) with the following entries:
]. 2 Twisted cohomologies for sl(n) of CremmerGervais type
We have seen that H 1 BD (sl(n), r DJ ), where r DJ is the Drinfeld-Jimbo rmatrix, consists of one element. We will now turn our attention to other non-skewsymmetric r-matrices and analyse the corresponding twisted cohomology set. Let us recall from [1, 2] that any non-skewsymmetric r-matrix depends on certain discrete and continuous parameters. The discrete one is an admissible triple (Γ 1 , Γ 2 , τ ), i.e. an isometry τ :
The continuous parameter is a tensor r 0 ∈ h ⊗ h satisfying r 0 + r 21 0 = Ω 0 and (τ (α) ⊗ 1 + 1 ⊗ α)(r 0 ) = 0 for any α ∈ Γ 1 . Then the associated r-matrix is given by the following formula
Assume now that there exists X ∈ Z(sl(n), r). Then r and r 21 are gauge equivalent since (Ad X −1 σ 2 (X) ⊗ Ad X −1 σ 2 (X) )(r) = r 21 . Let S ∈ GL(n, K) be the matrix with 1 on the second diagonal and 0 elsewhere. Let us denote by s the automorphism of the Dynkin diagram given by s(α i ) = α n−i for all i = 1, ..., n − 1. Clearly, Ad S (e α ) = e −s(α) and Ad S (e −τ k (α) ) = e sτ k (α) . Thus
On the other hand, since r and r 21 are gauge equivalent, (Ad S ⊗ Ad S )(r) and r 21 must be gauge equivalent as well. The following condition has to be fulfilled for all k: s(α) = τ k (β) if β = sτ k (α). We get sτ = τ −1 s, s(Γ 1 ) = Γ 2 (and s(Γ 2 ) = Γ 1 ). In conclusion we have obtained Proposition 2.1. Let r be a non-skewsymmetric r-matrix associated to an admissible triple (Γ 1 , Γ 2 , τ ). If Z(sl(n), r) is non-empty, then s(Γ 1 ) = Γ 2 and sτ = τ −1 s.
The following two results will prove to be quite useful for the investigation of the twisted cohomologies for arbitrary non-skewsymmetric r-matrices. Lemma 2.2. Assume X ∈ Z(sl(n), r). Then there exists a twisted cocycle Y ∈ GL(n, K[j]), associated to r, and equivalent to X.
Proof. We have X ∈ GL(n, K) and for any σ ∈ Gal(K/K[j]), X −1 σ(X) ∈ C(r). On the other hand, the Belavin-Drinfeld cohomology for sl(n) associated to r is trivial. This implies that X is equivalent to the identity, where in the equivalence relation we consider
Thus Y is also a twisted cocycle associated to r.
Recall that J ∈ GL(n, K[j]) denotes the matrix with entries a kk = 1 for
].
Lemma 2.3. Let r be a non-skewsymmetric r-matrix associated to an admissible triple
On the other hand, by Lemma 4.11 from [8] 
We will now look for admissible triples which satisfy condition sτ = τ −1 s. Let us consider the Cremmer-Gervais triple:
Denote by r CG the Cremmer-Gervais r-matrix corresponding to the above triple and whose Cartan part is given by the following expression:
We intend to describe H 1 BD (sl(n), r CG ). Let us first analyse the case g = sl (3) . The centralizer C(r CG ) consists of diagonal matrices diag(a, b, c) such that b 2 = ac. Consider
. Then X = XSC, where C ∈ C(r CG ) if and only if X = RJdiag(p, q, r), with R ∈ GL(3, K) and prq
Proof. According to Lemma 2.3, there exist R ∈ GL(3, K) and Proof. Let X ∈ Z(sl(3), r CG ). According to the preceding lemma, X = RJdiag(p, q, r), with R ∈ GL(3, K) and prq −2 = k ∈ K. We distinguish the following cases:
, where l ∈ K. Then we have a particular solution to the equation prq
Case 2. Suppose k is not a square of an element of K. In this case, without loss of generality, we can set l = j and k = . We want to prove that
. We obtained that x = z and y = kj, with k ∈ K. Hence, we have to find x and k so that xx = k 2 . Clearly, it is sufficient to find α ∈ K[j] with norm . The latter is trivial because we can for instance choose α = ij (i 2 = −1). Thus the existence of R ′ ∈ GL(3, K) and C ′ = diag(x, y, z) is proved and therefore we conclude that X is equivalent to J.
The above result can be generalized to sl(n), n > 3. Let us first note that the centralizer C(r CG ) consists of diagonal matrices diag(
where r, q are such that r n−3 = qq.
Proof. According to Lemma 2.3, there exist R ∈ GL(n, K),
−1 (note that if this identity holds then the other identities are true for all i). The identity is also equivalent to the following: p
Remark 2.7. It follows from the above lemma that X = RJ, where R ∈ GL(n, K), is a twisted cocycle associated to r CG . All such cocycles are equivalent to J. Proof. Let X ∈ Z(sl(n), r CG ). According to the previous lemma,
, for i ≤ m and r n−3 = qq. We are looking for Q ∈ GL(n, K) and C ∈ C(r CG ) such that X = QJC. We get RJD = QJC. By taking the conjugate, we obtain RJSD = QJSC, which implies SD
for all i. Therefore c i must fulfill the following system
By making a change of variables c 1 = xy, c 2 = y, we immediately obtain xx = r and x n−3 yy −1 = q. The first equation clearly has solution in K[j]. Since q/x n−3 has norm 1, Hilbert's Theorem 90 implies that there exists a solution y ∈ K[j] to the equation y/y = q/x n−3 . Thus we find a solution to the system which in turn provides us with a matrix C ∈ C(r CG ) that satisfies SD −1 SD = SC −1 SC. Finally we note that if we let Q = XC −1 J −1 , then Q ∈ GL(n, K) because of the way C was chosen.
The Cremmer-Gervais case can be further generalized. We call a triple (Γ 1 , Γ 2 , τ ) generalized Cremmer-Gervais if Γ 1 is connected. Without loss of generality, such a triple has one of the forms:
Type 1:
Let us recall that a necessary condition for Z(sl(n), r) to be non-empty is that the corresponding admissible triple satisfies s(Γ 1 ) = Γ 2 and sτ = τ −1 s, where s is given by s(α i ) = α n−i for all i = 1, ..., n − 1. If the triple is generalized Cremmer-Gervais then this condition is satisfied.
Theorem 2.9. Let r be a non-skewsymmetric r-matrix corresponding to a generalized Cremmer-Gervais triple
Proof. Without loss of generality we may assume that Γ 1 = {α 1 , ..., α k } and the admissible triple has one of the following forms:
], since otherwise τ has fixed points.
Let us assume that X ∈ Z(sl(n), r), for a triple (Γ 1 , Γ 2 , τ ) of the first type. Then X = RJD, where R ∈ GL(n, K) and
Let us prove that X is equivalent to J. For this, it is enough to determine C ∈ C(r) which satisfies SD
The preceding condition is equivalent to the system: c i c ]+1 ,..., c k since one can solve equations of the type xx = λ i . The remaining unknown c n−i+1 are determined by the relation c k−i+1 c n−k+1 = c 1 c n−i+1 . Thus we have proved the existence of C ∈ C(r) and in conclusion X and J are equivalent. Now let us consider X ∈ Z(sl(n), r), where the triple (Γ 1 , Γ 2 , τ ) is of the second type. Again we have a decomposition X = RJD, where R ∈ GL(n, K) and
Let us show that X is equivalent to J. As in the preceding case, the problem is reduced to solving the following system: c i c
n+1−i . Thus C exists and therefore the twisted cohomology set consists of the class of J.
Twisted cohomologies for orthogonal algebras
On K n fix the bilinear form B(x, y) = n i=1 x i y n+1−i . Then O(n, K) consists of all X satisfying X T SX = S, where S is the matrix with 1 on the second diagonal and zero elsewhere. Using the same arguments as in the proof of Prop. 7.5 from [8] , one can show the following Proposition 3.1. Any Lie bialgebra structure on o(n, K) for which the classical double is o(n, K[j]) is given by the r-matrix j(Ad X ⊗Ad X )(r), where r is, up to a multiple from K * , a non-skewsymmetric r-matrix from the BelavinDrinfeld list and X ∈ O(n, K) satisfies (Ad X −1 σ 2 (X) ⊗ Ad X −1 σ 2 (X) )(r) = r 21 and, for any
Definition 3.2. Let r be a non-skewsymmetric r-matrix from the BelavinDrinfeld list. X ∈ O(n, K) is called a Belavin-Drinfeld twisted cocycle associated to r if (Ad X −1 σ 2 (X) ⊗Ad X −1 σ 2 (X) )(r) = r 21 and, for any
The set of Belavin-Drinfeld twisted cocycle associated to r will be denoted by Z(o(n), r). Let us first analyse Z(o(n), r DJ ). Proof. Let e α = e ij − e n+1−j,n+1−i , e −α = e ji − e n+1−i,n+1−j . On the other hand, r DJ = α>0 e α ⊗ e −α + 1 2
Ω 0 , where Ω 0 is the Cartan part of the Casimir element Ω. Since Ad S (e α ) = e n+1−i,n+1−j − e ji = −e −α and (Ad S ⊗ Ad S )(Ω 0 ) = Ω 0 , we get the conclusion.
Remark 3.4. Assume that X ∈ O(n, K) is a Belavin-Drinfeld twisted cocycle associated to r DJ . The identity
Let J ∈ GL(n, K[j]) be the matrix introduced in the previous sections.
Proof. We recall that C(r DJ ) = O(n, K) ∩ diag(n, K). It follows that for any
In other words, X is a twisted Belavin-Drinfeld cocycle for sl(n) associated to r DJ . According to Theorem 1.8, H 1 BD (sl(n), r DJ ) consists of one element, the equivalence class of J. Therefore is X equivalent to J and consequently, we have a decomposition X = RJD with R ∈ GL(n, K) and D ∈ diag(n, K).
Since X = RJD and 
We make the remark that if n is odd, say
Theorem 3.6. The following hold:
Proof. Suppose n = 2m. Assume X ∈ Z(o(n), r DJ ). According to the preceding lemma, X = RJD, where R ∈ GL(n, K) and D ∈ diag(n, K).
On the other hand, X must satisfy
On the other hand, det Y ∈ K and d i d n+1−i ∈ K, for all i. We get that m must be a square of an element of K. If m odd, this gives a contradiction. Thus Z(o(n), r DJ ) is empty.
Let us analyse the case of even m. Denote by
It is enough to prove that for even m, there exists an orthogonal basis
First, we may choose an orthogonal basis
The constants α ik are to be determined by imposing the conditions B(y m+i , y m+i ) = − A m+1−i , i ≤ m, and B(y m+i , y m+k ) = 0 for all i = k.
Denote by Q m the m×m matrix with elements α ik . Then the above conditions are equivalent to
Let us first note that A 1 ...A 2m is a square in K. Indeed, Let V denote the 2m × 2m matrix whose rows are
We will prove the existence of Q m by induction. First assume m = 2. Let
Since α or β is nonzero, we may suppose that β = 0. One can easily check that (
α. The question that remains is if there exist α and β in
= c 2 , with c ∈ K, then we may take α = 0 and β = ic 
. Thus we have proved the existence of Q for m = 2.
Assume now that Q m exists for m and let us construct Q m+2 . Recall that A 1 A 2 ....A 2m+4 is a square in K. The numbers A i are either squares or products of squares with . We may assume that A 1 ...A 2m is a square in K. Indeed, if this is not a square then, at least one of the factors is not a square.
Then this factor can be exchanged with one of A 2m+i which is a square.
If A 1 ....A 2m is a square in K, then by the inductive hypothesis, there exists a m × m matrix Q m satisfying
Denote by Q m+2 the matrix with diagonal blocks Q m and Q 2 . Clearly, this matrix satisfies
This shows that our desired orthogonal basis exists and consequently Z(o(2m), r DJ ) is non-empty for even m.
Proof. Let X ∈ Z(o(n), r DJ ). Again we may write X = RJD, with R ∈ GL(n, K) and
If y i denote the rows of Y , then they must satisfy the following system:
and B(y m+1 , y m+1 ) = c 2 . It is enough to prove that there exists an orthogonal basis y i in K 2m+1 which satisfies B(y 2m+2−i , y 2m+2−i ) = − B(y i , y i ) for all i ≤ m and such that B(y m+1 , y m+1 ) = c 2 with c ∈ K. In the case when m is even, by the same arguments we must have that d m+1 ∈ K. Let d m+1 = c with c ∈ K. It is enough to prove that there exists an orthogonal basis y i in K 2m+1 which satisfies B(y 2m+2−i , y 2m+2−i ) = − B(y i , y i ) for all i ≤ m and such that B(y m+1 , y m+1 ) = c 2 with c ∈ K. Let us consider m = 1. Let us choose an orthogonal basis v 1 , v 2 , v 3 in K 3 such that B(v 2 , v 2 ) = (it always exists). Let us also assume that B(v 1 , v 1 ) = 0 and B(v 3 , v 3 ) = 0. Let y 2 = v 2 , and y 1 = αv 1 + βv 3 , y 3 = γv 1 + δv 3 . Since B(y 1 , y 3 ) = 0 and B(y 3 , y 3 ) = − B(y 1 , y 1 ), we v 3 ). Consequently, we get (αδ − βγ)(γδ − αβ) = 0 which implies γδ = αβ, since the first factor is nonzero. We obtain ( γ β
. On the other hand, if V denotes the matrix with rows
. We may choose for instance α = B(v 3 , v 3 ), β = B(v 1 , v 1 ), γ = det V , δ = − det V and then the corresponding y 1 , y 2 , y 3 form the desired basis.
Assume now that m is arbitrary odd. We choose an orthogonal basis
We may assume that A m+1 = . Set y i = v i for i ≤ m, y m+1 = cv m+1 and y m+i+1 = α i1 v m+2 + ... + α im v 2m+1 , for i = 1, ..., m. Then the constants will be determined by imposing the following conditions: B(y m+i+1 , y m+i+1 ) = − A m−i+1 and B(y m+i+1 , y m+k+1 ) = 0 for all i = k. Denote by Q m the m × m matrix whose elements are α ik . Then the above conditions are equivalent to
Let us note that A 1 ...A m A m+2 ...A 2m+1 = hl 2 , with l ∈ K. Indeed, if V is the matrix with rows v i , then V SV T = diag(A 1 , ..., A 2m+1 ), which implies that (i det V ) 2 = A 1 ...A 2m+1 and since A m+1 = , we get the conclusion. The existence of Q m can be proved by induction on odd m, similarly to the one done in the preceding theorem. Definition 3.8. Let X 1 and X 2 be two Belavin-Drinfeld twisted cocycles associated to r DJ . We say that they are equivalent if there exists Q ∈ O(n, K) and C ∈ C(r DJ ) such that X 2 = QX 1 C. Definition 3.9. Let H 1 BD (o(n), r DJ ) denote the set of equivalence classes of twisted cocycles associated to r DJ . We call this set the Belavin-Drinfeld twisted cohomology associated to r DJ . Proof. By Theorem 3.6, if n ≡ 0(mod4), then Z(o(n), r DJ ) is non-empty. It follows from Lemma 3.5 that any twisted cocycle X can be expressed as X = RJD, where R ∈ GL(n, K) and
1 ) ∈ C(r DJ ). It follows that X = RJD ′ D ′′ and thus X is equivalent to the twisted cocycle
Without loss of generality, we may assume now that
1 . Since Q = Q, we then get that C must fulfill the following condition:
. Denote the quotient by k i ∈ K. The equation
2 is a square in K, then we may take λ = l. If k is not a square, then we may write k = − l 2 , with l ∈ K. Then λ = lj is a solution. Having obtained C, set Q = X 2 C −1 X −1
1 . Then, because of the way C was chosen, Q = Q, so Q has entries in K. Q is also orthogonal since X 1 , X 2 and C are orthogonal. Thus X 1 and X 2 are equivalent.
Theorem 3.12. Suppose n is odd. Then H 1 BD (o(n), r DJ ) has one element. Proof. Let n = 2m + 1. By Theorem 3.7, Z(o(n), r DJ ) is non-empty. According to Lemma 3.5, any twisted cocycle X is of the form X = RJD, where R ∈ GL(n, K) and
Moreover, recall from the proof of Theorem 3.7 that if m is even, then d m+1 ∈ K and in case m is odd, then d m+1 ∈ jK.
Assume m is even. We have a decomposition
and thus X is equivalent to the twisted cocycle
If m is odd, then d m+1 ∈ jK. Again we have a decomposition D = D ′ D ′′ as above, with the only difference that now the diagonal matrix D ′ has elements in K except for position m + 1 which is in jK. It follows that X is equivalent to the twisted cocycle
Without loss of generality, we may assume now that X 1 = R 1 JD 1 and
′ m+1 ∈ jK. We are looking for Q ∈ O(n, K) and C ∈ C(r DJ ) such that X 2 = QX 1 C. Set C = diag(λ 1 , ..., λ m , ±1, λ 1 , Q has entries in K and product of orthogonal matrices, so belongs to O(n, K). Thus X 1 and X 2 are equivalent.
We have obtained the complete description of the twisted cohomology set associated to r DJ . Let us now turn our attention to an arbitrary nonskewsymmetric r-matrix different from r DJ . We will prove that in this case the associated cohomology is empty. Proof. If X ∈ Z(o(n), r), then (Ad X −1 σ 2 (X) ⊗Ad X −1 σ 2 (X) )(r) = r 21 . It follows that r and r 21 are gauge equivalent over K. Consequently, (Ad S ⊗ Ad S )(r) and r 21 are gauge equivalent over K. On the other hand, if e α = e ij − e n+1−j,n+1−i , then Ad S (e α ) = −e −α . We recall that if r corresponds to the admissible triple (Γ 1 , Γ 2 , τ ) and some r 0 ∈ h ⊗ h satisfying r 0 + r Since (Ad S ⊗ Ad S )(r) and r 21 are gauge equivalent, we see from the above forms that the gauge equivalence should be given by a conjugation which preserves n + and n − . Such a conjugation is by a Cartan element and leaves Γ 1 unchanged. Since (Γ 1 , Γ 2 , τ ) is admissible, for any α ∈ Γ 1 , there exists k ∈ N such that τ k (α) / ∈ Γ 1 . The term e −τ k (α) ∧ e α cannot belong to (Ad S ⊗ Ad S )(r), even after applying a conjugation by a Cartan element. We obtain a contradiction. Thus Z(o(n), r) must be empty.
Finally, the number of classes of untwisted and twisted cohomologies for sl(n) and o(n), associated to either Drinfeld-Jimbo r DJ or generalized Cremmer-Gervais r GCG is illustrated by the following table. 
