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ON (NOT) COMPUTING THE MO¨BIUS FUNCTION USING
BOUNDED DEPTH CIRCUITS
BEN GREEN
Abstract. Any function F : {0, . . . , N − 1} → {−1, 1} such that F (x) can be
computed from the binary digits of x using a bounded depth circuit is orthog-
onal to the Mo¨bius function µ in the sense that 1
N
∑
06x6N−1 µ(x)F (x) → 0
as N → ∞. The proof combines a result of Linial, Mansour and Nisan with
techniques of Ka´tai and Harman-Kata´i, used in their work on finding primes
with specified digits.
1. Introduction
This note arose from a question posed by Gil Kalai on Math Overflow [8], and
discussed prior to that on the blogs [7, 11]. This question was motivated by a
general programme advanced by Peter Sarnak (see, for example [15]), the aim of
which is to rigorously establish instances of the Mo¨bius randomness principle [6, p.
338].
Recall that the Mo¨bius function µ : N → {−1, 0, 1} is defined as follows:
µ(n) = 0 if n has a nontrivial square factor, µ(1) = 1, and µ(p1 . . . pk) = (−1)
k if
p1, . . . , pk are distinct primes. For the purposes of this paper set µ(0) = 0. The
Mo¨bius randomness principle asserts that µ is asymptotically orthogonal to any
“low-complexity” function F : N→ [−1, 1] in the sense that
1
N
∑
x6N
µ(x)F (x) = o(1).
Of course, the notion of “low-complexity” is not precisely defined. Sarnak has
specifically asked about the case in which F arises from a zero-entropy dynamical
system; we note that already the most trivial case F ≡ 1 is equivalent to the prime
number theorem.
Suppose for simplicity that N = 2n. Our aim here is to establish the Mo¨bius
randomness principle for a class of “low-complexity” functions defined in a rather
different way, using bounded depth circuits on the n binary digits of x. By a
boolean circuit in this context we mean a directed acyclic graph in which every
node is either an input node of in-degree 0 labelled by one of the binary digits of x,
an AND gate, an OR or a NOT gate. The AND and OR gates are allowed to have
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arbitrary fan-in (number of inputs). One of these gates is designated as the output
gate. Such a circuit naturally computes a function F : {0, . . . , N − 1} → {−1, 1}.
The size of a circuit is the total number of gates it contains and its depth is the
maximal length of a path from an input gate to the output gate. The class AC0(d)
consists of all functions that can be computed using a circuit of depth at most d
and size at most nd.
Theorem 1. Suppose N = 2n. Let F : {0, . . . , N − 1} → {−1, 1} be an AC0(d)
function. Then
E06x6N−1µ(x)F (x) = O(ed logn−cn
1/6d
),
where c > 0 is an absolute constant.
Remarks. Here, and throughout the paper, we write Ex∈Xψ(x) for the average
of a function ψ over some finite set X . Note that the bound is o(1) for d 6
c′ logn/ log logn, and hence in particular for any fixed d.
Using a result of Linial, Mansour and Nisan [10], to be recalled in detail in the
next section, the problem can be reduced to that of estimating certain of what
Kalai calls the Fourier-Walsh coefficients of µ.
Definition. Suppose that N = 2n, and for x ∈ {0, . . . , N − 1} write x = x1 +
2x2 + · · ·+ 2
n−1xn in binary. Let f : {0, . . . , N − 1} → C be a function. Then we
define the Fourier-Walsh coefficients fˆ(S), S ⊆ {1, . . . , n}, by
fˆ(S) := E06x6N−1f(x)(−1)
∑
i∈S xi .
We remark that these are nothing more than the Fourier coefficients of f , consid-
ered as a function on the binary cube Fn2 instead of as a function on {0, . . . , N −1}.
The new content of this note is the following bound on Fourier-Walsh coefficients,
which (given the result of Linial, Mansour and Nisan) rather easily implies Theorem
1.
Proposition 1. Suppose that S ⊆ {1, . . . , n} has size |S| = k. Then µˆ(S) =
O(ke−cn
1/2/k), where c > 0 is some absolute constant.
This bound is nontrivial for k = O(n1/2/ logn), and gives a bound of shape
e− log
Ω(1) N as soon as k < n1/2−η.
It seems to be an interesting question in its own right to ask for a proof that
µˆ(S) = o(1) for all sets S. It seems that the methods of this paper cannot hope to
handle sets S with |S| bigger than about n1/2 unconditionally, although assuming
the Generalised Riemann Hypothesis (GRH) we obtain nontrivial bounds for |S| =
O(n/ logn). Interestingly, the most extreme case S = {1, . . . , n} follows from the
techniques of Mauduit and Rivat [12]. It is possible that by combining those ideas
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with the techniques in this paper one could indeed obtain a bound for all S, at
least on GRH, but this is by no means a trivial matter. We hope to return to it in
a future paper1.
In the author’s opinion it is very slightly more natural to consider, in place of the
Mo¨bius function µ, the Liouville function λ. This function is the unique completely
multiplicative function such that λ(p) = −1 for all primes p, or equivalently λ(x)
is ±1 according to the parity of the number of prime factors of x, counted with
multiplicity. All of the results in this paper hold equally well for the Liouville
function, with very similar proofs.
Finally let it be remarked that there is a considerable literature concerning
the difficulty of computing number theoretic functions. Of particular relevance to
this paper is the work [1], which shows that detecting primality does not lie in
AC0, and [3], which applies the result of Linial, Mansour and Nisan to show that
squarefreeness cannot be detected using bounded depth circuits.
Acknowledgements. It is a pleasure to thank Gil Kalai for bringing this question
to my attention and for encouragement, and for drawing attention to the work of
Linial, Mansour and Nisan. It is also my pleasure to thank Andrew Granville for
several helpful conversations concerning the distribution of primes in progressions.
Finally, I thank the anonymous referee and the editors of CPC for a careful reading
of the paper.
2. A result of Linial, Mansour and Nisan
The following result from [10] provides a link between functions in AC0, that is
to say computed by bounded depth circuits of polynomial size, and Fourier-Walsh
coefficients.
Theorem 2 (Linial, Mansour and Nisan). Suppose that F : {0, . . . , N − 1} →
{−1, 1} is computed using a circuit of depth d and size M . Then
∑
|S|>t
|Fˆ (S)|2 6 2M2−t
1/d/20.
Using this, and assuming Proposition 1, it is not a difficult matter to establish
Theorem 1. We do this now. Let F : {0, . . . , N − 1} → {−1, 1} be an AC0(d)
function; thus F is computed by a binary circuit of depth at most d and size at
most nd. Let γ > 0 be a small real number. By Parseval’s identity on the cube Fn2
we have
E06x6N−1µ(x)F (x) =
∑
S
µˆ(S)Fˆ (S).
1Added in proof: Jean Bourgain has since obtained such a bound.
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Using the trivial bound |Fˆ (S)| 6 1 for |S| 6 n1/6, this is bounded in modulus by
nn
1/6
sup
|S|6n1/6
|µˆ(S)|+
∑
|S|>n1/6
|µˆ(S)||Fˆ (S)|.
Applying Proposition 1 to the first term and the Cauchy-Schwarz inequality and
Parseval’s identity to the second, it follows that this is at most
O(e−cn
1/3
) +
( ∑
|S|>n1/6
|Fˆ (S)|2
)1/2
.
Finally, by the theorem of Linial, Mansour and Nisan, this is no more than
O(e−cn
1/3
) + (2nde−cn
1/6d
)1/2 = O(ed logn−cn
1/6d
),
as required.
3. An argument of Ka´tai
In this section we give a general version of an argument from [9] (see also [5]).
In the language of this paper, it gives a link between the Fourier-Walsh coefficients
fˆ(S) and the “traditional” Fourier coefficients
fˆ(θ) := E06x6N−1f(x)e(θx),
where θ ∈ [0, 1] and here, as always, e(u) := e2piiu. By a dyadic rational we mean
a rational number with denominator a power of two.
Proposition 2. Let f : {0, . . . , N − 1} → [−1, 1] be a function for which there
exists some S ⊆ {1, . . . , n}, |S| = k, for which the Fourier-Walsh coefficient fˆ(S)
has magnitude at least δ, 0 < δ < 1/2. Then there is a dyadic rational θ such that
the traditional Fourier coefficient fˆ(θ) has magnitude at least (δ/10k)4k. In fact, θ
can be taken to be a sparse dyadic rational in the sense that it may be written as
θ = r1
2i1
+ · · ·+ rk
2ik
with ri ∈ Z and |ri| 6 (10k/δ)
3 for all i.
Proof. We have
(1) fˆ(S) = E06x6N−1f(x)
∏
i∈S
ψ(
x
2i
),
where ψ : R/Z → [−1, 1] is the function defined by ψ(t) = 1 if 0 6 t < 12 and
ψ(t) = −1 if 12 6 t < 1.
We shall replace ψ by a smoothed version ψ˜ : R/Z→ [−1, 1] with the property
that
(2) E06x6N−1|ψ(
x
2i
)− ψ˜(
x
2i
)| 6 ε
for i = 0, 1, 2, . . . , n, and which has a Fourier expansion of the shape
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(3) ψ˜(t) =
∑
|r|6100ε−3
are(rt)
with |ar| 6 1 for all r.
Such a function may be constructed by a fairly standard type of smoothing
procedure, which we now describe. Consider first of all the function ψ0 := φ∗χ∗χ,
where φ : R/Z → [−1, 1] is defined by φ(t) = ψ(t + ε24 ), that is to say φ(t) = 1 if
− ε24 6 t <
1
2 −
ε
24 and φ(t) = −1 if
1
2 −
ε
24 6 t < 1 −
ε
24 , and χ :=
24
ε 1[−ε/48,ε/48].
Note that ψ0 takes values in [−1, 1] and that ψ0(t) = ψ(t) outside of the pairs of
intervals I1 = [
1
2 −
ε
12 ,
1
2 ] and I2 = [1−
ε
12 , 1].
The interval I1, being situated adjacent to but not including the point
1
2 , con-
tains at most its fair share (that is, ε/12) of rationals with denominator 2i for any
i. The same is true for I2. It follows easily that
(4) E06x6N−1|ψ(
x
2i
)− ψ0(
x
2i
)| < ε/3.
Now the Fourier coefficients of ψ0 are given by ψˆ0(r) = φˆ(r)χˆ(r)
2, and in particu-
lar (computing χˆ explicitly) we have the bound |ψˆ0(r)| 6 |χˆ(r)|
2 6 min(1, 24/εpi|r|)2.
It follows that ∑
|r|>100/ε3
|ψˆ0(r)| <
ε
3
.
Define ψ1(t) :=
∑
|r|6100/ε3 ψˆ0(r)e(rt); This clearly has the shape (3). Furthermore
from the preceding analysis we have the bound
(5) ‖ψ1 − ψ0‖∞ 6
∑
|r|>100/ε3
|ψˆ0(r)| < ε/3.
This also implies that ‖ψ1‖∞ 6 ‖ψ0‖∞ + ε3 6 1 +
ε
3 . Finally set ψ˜ := ψ1/(1 +
ε
3 ),
so that ψ˜ takes values in [−1, 1]. Then
(6) ‖ψ˜ − ψ1‖∞ = ‖ψ1‖∞
(
1−
1
1 + ε/3
)
6 ε/3.
This function ψ˜ is still of the form (3). Combining (4), (5) and (6) using the
triangle inequality gives the desired property (2).
Choose ε := δ/2k in this construction. Replacing each copy of ψ by ψ˜ in turn
in (1) and applying the property (2) repeatedly, we obtain
∣∣E06x6N−1f(x)
∏
i∈S
ψ˜(
x
2i
)
∣∣ > δ − kε > δ/2.
Now develop each ψ˜ in its Fourier series to get
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∣∣ ∑
|r1|,...,|rk|6100/ε3
ar1ar2 . . . arkE06x6N−1f(x)e
(
(
r1
2i1
+ · · ·+
rk
2ik
)x)
∣∣ > δ/2,
where S = {i1, . . . , ik}.
It follows immediately that there is some θ = r1
2i1
+ · · ·+ rk
2ik
such that
|fˆ(θ)| >
δ
2
(
ε3
300
)k > (
δ
10k
)4k,
which is the claimed bound.
The fact that θ is a sparse dyadic rational, in the sense claimed, is clear from
the proof.
On the assumption of the GRH, Proposition 2 already implies Theorem 1.
Indeed on that hypothesis it is known, by work of Baker and Harman [2], that
|µˆ(θ)| ≪ε N
−1/4+ε for all ε > 0. We note that this together with Proposition 2
gives a nontrivial estimate µˆ(S) = o(1) for all S ⊆ {1, . . . , n} with |S| 6 cn/ logn.
Without some unproved hypothesis, however, the best available bounds for gen-
eral θ are |µˆ(θ)| ≪A log
−AN for all A > 0, the implied constant being ineffective
as a function of A. This 1937 result of Davenport [4], whilst it leads to a nontrivial
bound on µˆ(S) for |S| 6 A log n/ log logn for all A, does not suffice for our main
application.
To proceed further, some special use must be made of the sparse dyadic structure
of θ. In this regard we will prove, in the next section, the following result.
Proposition 3. There is some c1 > 0 with the following property. Let N = 2
n,
suppose that k < n1/2, and suppose that θ = r1
2i1
+ · · ·+ rk
2ik
with |ri| 6 e
c1
√
logN for
all i. Then |µˆ(θ)| = O(e−c1
√
logN ).
Proof of Proposition 1. Suppose that Proposition 1 fails. Then there is some
S ⊆ {1, . . . , n} such that |µˆ(S)| > ke−cn
1/2/k. By Proposition 2 there is a sparse
dyadic rational θ = r1
2i1
+ · · ·+ rk
2ik
, |ri| ≪ e
3cn1/2/k, such that |µˆ(θ)| > e−4cn
1/2
. If
c is chosen small enough, this is contrary to Proposition 3.
4. Exponential sums over Mo¨bius at sparse dyadic rationals
In this section we complete our remaining task, which is to establish Proposition
3. We begin by quoting the following result, which would be well-known to experts
in analytic number theory, but for which it is hard to find a really concise reference.
Theorem 3. For some absolute constant c2 > 0 the following is true. Suppose that
χ is a Dirichlet character to modulus q = 2t, q 6 ec2
√
logN . Then
E06x6N−1µ(x)χ(x) = O(e−c2
√
logN ).
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Proof. By standard techniques of analytic number theory (Perron’s formula and
the classical zero-free region for Dirichlet L-functions) one may establish the bound
E06x6N−1µ(x)χ(x) = O(e−c2
√
logN )
for all Dirichlet characters χ to modulus q 6 ec2
√
logN , provided only that L(s, χ)
has no exceptional zero. This last possibility only occurs (if at all) when χ is real,
and the zero in question lies on the segment (1/2, 1].
For a proof of this bound the reader may consult the very comprehensive book
[13], in which this precise statement is Exercise 11.3.7; the key ingredient, other
than Perron’s formula, is the upper bound for 1/L(s, χ) given by Theorem 11.4 of
that book, and specifically equation (11.7).
We now specialise to the case q = 2t. Without loss of generality we may suppose
that q is the conductor of χ. To rule out the possibility of exceptional zeros note that
there are only three nonprincipal primitive real Dirichlet characters with conductor
a power of two: the character χ4 on (Z/4Z)
∗ with χ4(−1) = −1, and the characters
χ8 and χ4χ8, where χ8 is the primitive character on (Z/8Z)
∗ defined by χ8(3) =
χ8(5) = −1 and χ8(1) = χ8(7) = 1. This follows from the well-known fact that
(Z/2eZ)∗ ∼= {±1} × {1, 5, 52, . . . , 52
e−2−1}
for e > 3, which means that any Dirichlet character of conductor dividing 2e is
determined by its values at −1 and 5.
For each of these three characters it is known that there are no real zeros of the
corresponding L(s, χ) on (12 , 1]; see for example [14]. (In fact it suffices to know
that L(1, χ) 6= 0, which is of course true for all Dirichlet characters χ. This implies
that L(s, χ) 6= 0 for s ∈ [1 − c′, 1] for some c′ by continuity, which already means
that there are no exceptional zeros.)
Corollary 1. Let c3 := c2/2. Then we have the estimate
E06x6N−1µ(x)e(ax/2t) = O(e−c3
√
logN ),
uniformly for 2t 6 ec3
√
logN and a ∈ Z.
Proof. We use Fourier analysis on (Z/2tZ)∗. If x ∈ (Z/2tZ)∗ then
∑
χ χ(x)
equals 2t−1 if x = 1 and vanishes otherwise, where the sum is over all characters
χ : (Z/2tZ)∗ → C∗. It follows that
e(
ax
2t
) =
1
2t−1
∑
r∈(Z/2tZ)∗
∑
χ
χ(r)e(
ar
2t
)χ(x)
for all odd x.
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It follows from the preceding equation, the triangle inequality and Theorem 3
that
∑
06x6N−1
2∤x
µ(x)e(
ax
2t
) 6 2t−1 sup
χ
|
∑
06x6N−1
µ(x)χ(x)| = O(Ne−c3
√
logN ).
We could have estimated the Gauss sum here less trivially, but there is no need.
By the same argument (using the fact that µ(2x) = −µ(x) when x is odd) we have
∑
06x6N−1
2|x
4∤x
µ(x)e(
ax
2t
) = −
∑
06x< 12N :2∤x
µ(x)e(
ax
2t−1
) = O(Ne−c3
√
logN ).
This concludes the proof of the corollary.
Finally we give a further standard deduction, allowing us to bound µˆ(θ) when
θ is near a dyadic rational.
Corollary 2. Let c4 := c3/3. Suppose that |θ − a/q| 6 e
c4
√
logN/N , where q 6
ec4
√
logN is a power of two. Then µˆ(θ) = O(e−c4
√
logN ).
Proof. Let L, 1 < L < N , be a quantity to be specified. If P ⊆ {0, . . . , N − 1} is
any interval of integers of length L and if x0 lies in P then we have
|
∑
x∈P
µ(x)e(θx)| = |
∑
x∈P
µ(x)e(ax/q)e((x − x0)(θ − a/q))|
= |
∑
x∈P
µ(x)e(ax/q)|+O(
L2
N
ec4
√
logN )
= O(Ne−c3
√
logN ) +O(
L2
N
ec4
√
logN ),
the latter estimate following immediately from Corollary 1. Dividing {0, . . . , N−1}
into O(N/L) such progressions we obtain
µˆ(θ) = O(
N
L
e−c3
√
logN ) +O(
L
N
ec4
√
logN).
Choosing L := Ne−2c4
√
logN gives the result.
Next, we recall a standard estimate on exponential sums over the Mo¨bius func-
tion. This may be established using the method of Type I/II sums or bilinear
forms, perhaps most easily by utilising Vaughan’s identity. The estimate provides
an excellent bound for µˆ(θ) if θ is not well-approximated by a rational with small
denominator.
Proposition 4. Suppose that |µˆ(θ)| > δ. Then there is some q ≪ ( logNδ )
16 such
that |θ − a/q| ≪ ( logNδ )
16N−1.
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Proof. (Sketch.) LetQ = cN( logNδ )
−16 for some small c > 0 to be specified shortly.
By Dirichlet’s theorem on diophantine approximation there is some q, 1 6 q 6 Q,
such that |θ − a/q| 6 1/qQ. In particular |θ − a/q| 6 1/q2, and so we may apply
[6, Theorem 13.9] to conclude that δ(logN)−4 ≪ max(q1/4N−1/4, q−1/4, N−1/10).
If δ < N−1/12 (say) then the result is trivial, so we have either δ(logN)−4 ≪
q1/4N−1/4 6 Q1/4N−1/4 or δ(logN)−4 ≪ q−1/4. If c is small enough then the first
of these is impossible by the choice of Q, and so the second must hold. This implies
that q ≪ ( logNδ )
16, thereby concluding the proof.
Corollary 2 and Proposition 4 between them provide good estimates on µˆ(θ) in
two cases: when θ is close to a rational with denominator a power of two, and when
θ is not very close to any rational with small denominator.
Of course, there are values of θ (such as θ = 13 ) not covered by either proposition.
However we have the following key observation of Harman and Ka´tai [5], allowing
one to conclude that none of these exceptional values of θ are sparse dyadic rationals.
Here is a precise formulation of their idea.
Lemma 1. Suppose that θ = r1
2i1
+ · · ·+ rk
2ik
, where i1 < · · · < ik 6 n and |ri| 6 Q
for all i. Suppose furthermore that there is some q 6 Q and an a coprime to q such
that |θ − a/q| 6 Q/N , and that we have 2n/2k > 4Q2. Then q is a power of two.
Proof. Set i0 := 0 and ik+1 := n. By the pigeonhole principle there is some index
j ∈ {0, 1, . . . , k} such that |ij − ij+1| > n/2k. Now we note that θ is very close
to a rational with denominator q′ = 2ij ; specifically, writing a′ := r12ij−i1 + · · ·+
rj−12ij−ij−1 + rj , we have
|θ −
a′
q′
| 6 Q(2−ij+1 + 2−ij+2 + . . . ) 6 2−n/2k
2Q
q′
.
Note also that q′ 6 2−n/2kN , and so (by the hypothesis) Q/N < 1/4Qq′. It follows
that
|
a
q
−
a′
q′
| 6 |θ −
a′
q′
|+ |θ −
a
q
| 6 2−n/2k
2Q
q′
+
Q
N
<
1
2Qq′
+
Q
N
<
1
Qq′
6
1
qq′
,
which of course implies that q = q′ and a = a′.
We are now ready to prove Proposition 3 which, as we remarked earlier, com-
pletes the proof of our main theorem. Let us recall the statement.
Proposition 3. There is some c1 > 0 with the following property. Let N = 2
n,
suppose that k < n1/2, and suppose that θ = r1
2i1
+ · · · + rk
2ik
with |ri| 6 e
c1
√
logN
for all i. Then µˆ(θ) = O(e−c1
√
logN ).
Proof. Set δ := e−c1
√
logN and take c1 = c4/32. Suppose that there is some θ
of the above sparse dyadic form with |µˆ(θ)| > δ. By Proposition 4 (and the fact
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that δ is much smaller than 1/ logN) there is some q ≪ δ−32 = ec4
√
logN such that
|θ− a/q| ≪ ec4
√
logNN−1. Consider Lemma 1 with Q = ec4
√
logN . Clearly |ri| 6 Q
for all i, and the hypothesis 2n/2k > 4Q2 is satisfied. It follows that q is a power of
two.
But then Proposition 2 may be applied to conclude that µˆ(θ) = O(e−c3
√
logN ),
which is what we wanted to prove.
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