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Abstract
We present master formulas for the divergent part of the one-loop
effective action for an arbitrary (both minimal and nonminimal) op-
erators of any order in the 4-dimensional curved space. They can be
considered as computer algorithms, because the one-loop calculations
are then reduced to the simplest algebraic operations. Some test ap-
plications are considered by REDUCE analitical calculation system.
pacs nombers 11.10.Gh, 04.62.+v
1 Introduction.
Progress in the quantum field theory and quantum gravity in particular
depends much on the development of methods for the calculation of the
effective action. For a lot of problems the analyses can be confined to the
one-loop approximation. In this case
∗E-mail:pronin@theor.phys.msu.su
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1
Γ[ϕ] = S[ϕ] +
i
2
h¯ tr ln D +O(h¯2), where Di
j ≡ δ
2S
δϕi δϕj
. (1)
where latin letters denote the whole set of ϕ indexes.
Finding its divergent part is sometimes a rather complicated technical
problem, especially in the curved space. Unfortunately, the usual diagram
technique is not manifestly covariant. A very good tool to make calculations
in the curved space-time is the Schwinger-DeWitt proper time method [1, 2].
It allows to make manifestly covariant calculations of Feynman graphs if
the propagator depends on the background metric [3]. This approach was
successfully applied to obtain one-loop counterterms in theories with the
simplest second and forth order operators Di
j . We should also mention
other covariant methods, that in principle allow to get the divergent part of
effective action [4, 5, 6].
A different approach was proposed by t’Hooft and Veltman [7]. Instead
of calculating Feynman graphs for each new theory, they made it only once
for a rather general case. Nevertheless, if Di
j in (1) is not a minimal second
order oparetor, their results can not be used directly.
In this paper we extend t’Hooft and Veltman approach to the most general
case. We construct the explicit expression for the divergent part of the one-
loop effective action without any restrictions to the form and the order of
the operator Di
j in the 4-dimentional space-time. Then the divergent part
of the one-loop effective action can be found only by making the simplest
algebraic operations, for example, by computers.
Our paper is organized as follows.
In Sec. 2 we briefly remind t’Hooft-Veltman diagram technique and in-
troduce some notations and definitions.
In Sec. 3 we consider a theory with an arbitrary minimal operator in
the curved space-time. The main result here is an explicit expression for the
one-loop contribution to the divergent part of the effective action.
In Sec. 4 we describe a method for the derivation of a master formula
for an arbitrary nonminimal operator on the curved background and present
the result.
Sec. 5 is devoted to the consideration of some particular cases. We show
the agreement of our results with the earlier known ones. Here we proove
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the correctness of the method and that is why we do not consider here new
applications.
In Sec. 6 we give a summary of our results and discuss prospects of using
computers for the automatization of calculations.
In Appendix A we describe in details the derivation of the one-loop coun-
terterms for an arbitrary minimal operator.
In Appendix B we illustrate the general method presented in Sec. 4
by calculating the simplest Feynman graphs for an arbitrary nonminimal
operator.
Appendix C is devoted to the derivation of some useful identities.
2 Diagramic approach in the background
field method
We will calculate the divergent part of the one-loop effective action for a
general theory by the diagram tecknique. First we note, that
Di
j =
δ2S
δϕiδϕj
(2)
is a differential operator depending on the background field ϕ. Its most
general form is
Di
j = Kµ1µ2...µL i
j ∇µ1∇µ2 . . .∇µL + Sµ1µ2...µL−1 ij ∇µ1∇µ2 . . .∇µL−1
+ W µ1µ2...µL−2 i
j ∇µ1∇µ2 . . .∇µL−2 + Nµ1µ2...µL−3 ij ∇µ1∇µ2 . . .∇µL−3
+ Mµ1µ2...µL−4 i
j ∇µ1∇µ2 . . .∇µL−4 + . . . , (3)
where ∇µ is a covariant derivative:
∇αT βij = ∂αT βij + ΓβαγT γij + ωαikT βkj − T βikωαkj;
∇µΦi = ∂µΦi + ωµijΦj . (4)
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Here Γαµν is the Cristoffel symbol
Γαµν =
1
2
gαβ(∂µgνβ + ∂νgµβ − ∂βgµν) (5)
and ωµi
j is a connection on the principle bundle.
Commuting covariant derivatives we can always make K,S,W,N,M, . . .
symmetric in the greek indexes. This condition is very convenient for the
calculations, so we will assume it to be satisfied.
The operator is called minimal if L = 2l and Kµν...αi
j = K0
µν...αδi
j, where
K0 is a totally symmetric tensor, built by gµν :
K0
µναβ... =
1
(2l − 1)!!(gµνgαβ . . .+ permutations of (µναβ . . .)). (6)
If an operator can not be reduced to this form, we will call it nonminimal
one.
Commuting covariant derivatives we can rewrite a minimal operator in
the form:
Di
j = δi
j
✷
l + Sµ1µ2...µ2l−1 i
j ∇µ1∇µ2 . . .∇µ2l−1 + W µ1µ2...µ2l−2 ij
×∇µ1∇µ2 . . .∇µ2l−2 + Nµ1µ2...µ2l−3 ij∇µ1∇µ2 . . .∇µ2l−3
+ Mµ1µ2...µ2l−4 i
j∇µ1∇µ2 . . .∇µ2l−4 + . . . , (7)
where ✷ ≡ ∇µ∇µ.
The one-loop effective action (1) can be presented as a sum of one-loop
diagrams, say, for a minimal operator, as follows:
Γ(1) =
i
2
tr ln Di
j =
i
2
tr ln
(
∂2l + V
)
=
i
2
tr ln ∂2l
+
i
2
tr ln
(
1 +
1
∂2l
V
)
=
i
2
tr
∞∑
k=1
1
k
(
− 1
∂2l
V
)k
. (8)
where
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V = Sµ1...µL−1∂µ1 . . . ∂µL−1 + W
µ1...µL−2∂µ1 . . . ∂µL−2 + N
µ1...µL−3
× ∂µ1 . . . ∂µL−3 + Mµ1...µL−4∂µ1 . . . ∂µL−4 + . . .+O(h, ω). (9)
and we omit an infinite numerical constant.
Terms O(h, ω) can be found by a series expansion of the operator in
powers of hµν = gµν − ηµν and ωµij.
In the momentum space the propagator is δji /k
2l. The form of the vertexes
is rather evident, for example, the vertex with the external line of S type can
be written as
Sµ1µ2...µL−1kµ1kµ2 . . . kµL−1 ≡ (Sk). (10)
Similar notations we will use for other expressions, for example,
(W (k + p))α ≡W µν...βα(k + p)µ(k + p)ν . . . (k + p)β,
(Sk)αβ ≡ Sµν...γαβkµkν . . . kγ. (11)
Numerical factors for the Feynman graphs can be easily found by (8).
The number of diagrams in (8) is infinite, but most of them are conver-
gent. Really, it is easy to see that the degree of divergence of a one-loop
graph with s legs of S type, w legs of W type, n legs of N type, m legs of M
type and so on (k = s+w+n+m+ . . .) in the flat space (hµν = 0, ωµi
j = 0)
is
I = 4− s− 2w − 3n− 4m− . . . . (12)
Therefore, there are only a finite number of the divergent diagrams. They
are presented at the Fig. C. (We excluded divergent graphs, that give zero
contribution to the effective action, for example, some tadpole ones.)
The extension of this results to a nonminimal operator will be made
below.
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3 Effective action for the theory with mini-
mal operator.
Now we should calculate the divergent part of diagrams presented at the
Fig. C. We will do it using dimensional regularization. So, in order to find
the divergent part of an integral∫
ddk f(k, p) (13)
it is necessary to expand the function f into series, retain only logarithmi-
cally divergent terms and perform the integration according to the following
equations [8]
∫
ddk
1
k2m+5
kµ1kµ2 . . . kµ2m+1 = 0,∫
ddk
1
k2m+4
kµ1kµ2 . . . kµ2m = −
2ipi2
(d− 4) < nµ1nµ2 . . . nµ2m >, (14)
where nµ is a unit vector (nµn
µ = 1) and
< nµ1nµ2 . . . nµ2m > ≡
1
2m(m+ 1)!
×
(
gµ1µ2gµ3µ4 . . . gµ2m−1µ2m + permutaions of (µ1 . . . µ2m)
)
(15)
Using this prescription one can easily find the divergent part of the dia-
grams at the Fig C. The calculations are presented in details in the appendix
A.
Collecting the results for all graphs, we obtain the divergent part of the
one-loop effective action for the minimal operator (7) in the flat space:
(
Γ(1)
∞
)flat
=
1
16pi2(d− 4) tr
∫
d4x < (l − 1)∂µSˆ Wˆ µ −
(2l − 1)
2
∂µSˆ
µWˆ
+
l2
2(2l + 1)
∂µSˆ ∂
µSˆ − (2l − 1)(l
2 − 1)
2(2l + 1)
∂µSˆ
µν∂νSˆ +
(2l − 1)2l
4(2l + 1)
∂µSˆ
µ∂νSˆ
ν
6
+
(2l − 1)
3
∂µSˆ
µSˆ Sˆ − (2l − 1)
3
∂µSˆ Sˆ Sˆ
µ + Sˆ Nˆ +
1
2
Wˆ 2 +
1
4
Sˆ4 − Wˆ Sˆ2
− Mˆ > . (16)
where
Nˆ = (Nn) = Nµν...αnµnν . . . nα;
Sˆµ = (Sn)µ = Sµν...αnν . . . nα and so on. (17)
In order to extend this result to the curved space-time we first consider
a minimal operator in the form (7).
In this case we can not calculate all divergent graphs, because their num-
ber is infinite. (The matter is that the degree of divergence does not depend
on the number of hµν vertexes and there are infinite number of such vertexes
too). Nevertheless if we note that the answer should be invariant under
the general coordinate transformations, the result can be found by calculat-
ing only a finite number of graphs. Really, we should replace derivatives in
(16) by the covariant ones and add expressions, containing curvature tensors
Rσαµν and Fµν . The most general form of additional terms is
1
16pi2(d− 4) tr
∫
d4x
√−g < a1R2 + a2RµνRµν + a3Wˆ αβRαβ + a4WˆR
+ a5∇µSˆµαβRαβ + a6∇µSˆµR + a7Sˆ2R + a8RαβSˆαSˆβ + a9RαβSˆαβSˆ
+ a10Rµναβ Sˆ
µαSˆνβ + a11FµνF
µν + a12FµνSˆ
µSˆν + a13Fµν∇µSˆν > . (18)
where
Rαβµν = ∂µΓ
α
νβ − ∂νΓαµβ + ΓαµγΓγνβ − ΓανγΓγµβ ,
Fµνi
j = ∂µωνi
j − ∂νωµij + ωµikωνkj − ωνikωµkj ,
Rµν = R
α
µαν , R = g
µνRµν . (19)
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(We take into account that the expression RµναβR
µναβ − 4RµνRµν + R2 is a
total derivative and may be omitted).
Then the coefficients a1 - a13 can be found by calculating the diagrams
presented at the Fig. C. They conform to the first nontrivial approximation
in the counterterm expansion in powers of weak fields hµν = gµν − ηµν and
ωµi
j .
In the appendix A we present detailed calculation of the coefficients a3 and
a4. The other ones were found in the same way. After rather cumbersome
calculations we obtain the following formula for the divergent part of the
one-loop effective action for a minimal operator (7) in the curved space:
Γ(1)
∞
=
1
16pi2(d− 4) tr
∫
d4x
√−g < (l − 1) ∇µSˆ Wˆ µ − (2l − 1)
2
∇µSˆµWˆ
−(2l − 1)(l
2 − 1)
2(2l + 1)
∇µSˆµν∇ν Sˆ +
l2
2(2l + 1)
∇µSˆ ∇µSˆ +
(2l − 1)2l
4(2l + 1)
∇µSˆµ
×∇ν Sˆν + (2l − 1)
3
∇µSˆµSˆ Sˆ − (2l − 1)
3
∇µSˆ Sˆ Sˆµ + Sˆ Nˆ + 1
2
Wˆ 2 +
1
4
Sˆ4
−Wˆ Sˆ2 − Mˆ − (2l − 3)(l − 1)
6
Wˆ αβRαβ +
l
6
WˆR − (2l − 1)l
12
∇µSˆµR
+
(2l − 1)(2l − 3)(l − 1)
12
∇µSˆµαβRαβ − l
6
Sˆ2R +
(2l − 1)2(l + 2)
24(2l + 1)
Rαβ
SˆαSˆβ +
(2l − 1)(l − 1)
6
RαβSˆ
αβSˆ − (2l − 1)(l − 1)
2(l + 2)
12(2l + 1)
RµναβSˆ
µαSˆνβ
+l(
1
120
R2 +
1
60
RµνR
µν) +
l(2l − 1)
6
∇µSˆνF µν +
(2l − 1)2(l + 1)
4(2l + 1)
Fµν Sˆ
µSˆν
+
l
12
FµνF
µν > . (20)
It is more convenient sometimes to use a different form of the operator:
Di
j = δi
jK0
µ1µ2...µ2l∇µ1∇µ2 . . .∇µ2l + Sµ1µ2...µ2l−1 ij ∇µ1∇µ2 . . .∇µ2l−1
+ W µ1µ2...µ2l−2 i
j ∇µ1∇µ2 . . .∇µ2l−2 + Nµ1µ2...µ2l−3 ij ∇µ1∇µ2 . . .∇µ2l−3
+ Mµ1µ2...µ2l−4 i
j ∇µ1∇µ2 . . .∇µ2l−4 + . . . , (21)
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where K0 was defined in (6).
By the help of the same method we found the following answer for the
divergent part of the one-loop effective action:
Γ(1)
∞
=
1
16pi2(d− 4) tr
∫
d4x
√−g < (l − 1) ∇µSˆ Wˆ µ − (2l − 1)
2
∇µSˆµWˆ
+
l2
2(2l + 1)
∇µSˆ ∇µSˆ + (2l − 1)
2l
4(2l + 1)
∇µSˆµ∇νSˆν − (2l − 1)(l
2 − 1)
2(2l + 1)
∇µSˆµν
×∇νSˆ +
(2l − 1)
3
∇µSˆµSˆ Sˆ −
(2l − 1)
3
∇µSˆ Sˆ Sˆµ + Sˆ Nˆ +
1
2
Wˆ 2 +
1
4
Sˆ4
−Wˆ Sˆ2 − Mˆ − l
2(2l − 1)
6(l + 1)
∇µSˆµR + (2l − 1)(2l − 3)(l − 1)
6(l + 1)
∇µSˆµαβRαβ
+
l2(2l − 1)
3(l + 1)
F µν∇µSˆν + l
2
3(l + 1)
Wˆ R− (2l − 3)(l − 1)
3(l + 1)
Wˆ µνRµν
+
(2l − 1)(l − 1)(l + 2)
6(2l + 1)
Rµν Sˆ
µνSˆ − (2l − 1)(l − 1)
2(l + 2)
12(2l + 1)
RµναβSˆ
µαSˆνβ
−(2l − 1)
2(l − 4)
24(2l + 1)
Rµν Sˆ
µSˆν − l
2
2(2l + 1)
Sˆ2R +
(l + 1)(2l − 1)2
4(2l + 1)
SˆµSˆνFµν
+
l2(−7l2 + 4l + 12)
540
RµνR
µν +
l2(3l2 + 4l + 2)
1080
R2 +
l3
12
F µνFµν > . (22)
4 Effective action for theory with nonmini-
mal operator.
Let us consider a theory with an arbitrary nonminimal operator (3) first
in the flat space (gµν = ηµν , ωµi
j = 0). In this case
Γ(1) =
i
2
tr ln Di
j =
i
2
tr ln ((K∂) + V ) =
i
2
tr
∞∑
k=1
1
k
(
− 1
∂2l
V
)k
, (23)
where V is given in (9). There are the following differences from the minimal
operator:
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1. For the nonminimal operator the propagator in the momentum space
is (Kk)−1i
j, where
(Kk)i
j ≡ Kµν...αij kµkν . . . kα;
(Kk)−1i
m (Kk)m
j = δi
j . (24)
(We assume, that (Kk)−1i
j exists. Usually it can be made by adding gauge
fixing terms to the action).
2. For a nonminimal operator V depends on some additional fields φi
besides hµν and ωµi
j. It will be considered in details below.
The divergent graphs are the same as in the case of a minimal operator
(see Fig. C), but because of the difference of the propagators the calculations
are also different. They are considered in the appendix B. The result is
(
Γ(1)
∞
)flat
=
1
16pi2(d− 4)tr
∫
d4x <
1
4
Sˆ4 − Wˆ Sˆ2 + 1
2
Wˆ 2 + Sˆ Nˆ − Mˆ
+
1
3
(
(L− 1)∂µSˆµSˆ2 − L∂µSˆ KˆµSˆ2 − (L− 1)∂µSˆ Sˆ Sˆµ + L∂µSˆ Sˆ2Kˆµ
)
−1
2
∂µSˆ ∂νSˆ
(
−1
2
L(L− 1)Kˆµν + L2KˆµKˆν
)
+
1
2
L(L− 1)∂µSˆ ∂νSˆνKˆµ
−1
4
(L− 1)(L− 2)∂µSˆ ∂ν Sˆµν − L∂µSˆ Wˆ Kˆµ + (L− 2)∂µSˆ Wˆ µ > . (25)
where we use the following notations (compare with (17))
Wˆ ≡ (Kn)−1(Wn); Kˆα ≡ (Kn)−1(Kn)α;
(Kn) ≡ Kµν...βnµnν . . . nβ; (Kn)−1im (Kn)mj = δij (26)
etc.
The generalization of this result to the curved space-time can also be
made in the frames of the weak field approximation. We should substitute
derivatives in (25) by the covariant ones and add some terms, containing cur-
vature tensors. The additional terms can be found by calculating Feynman
diagrams, that conform to the first terms of their expansion over weak fields.
Nevertheless, in this case there are some difficulties, for example, now we do
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not know Kµν...αi
j and, therefore, how it depends on hµν . Thus, we do not
know expressions for vertexes in the weak field limit.
In order to overcome this difficulty we will use the following trick. Sup-
pose, that Kµν...σi
j does not depend on gµν , but depend on some external
fields φb. Also, we impose a condition
0 = ∇αKµν...σij = ∂K
µν...σ
i
j
∂φb
∂αφ
b + ΓµαβK
βν...σ
i
j + . . .
+ ΓσαβK
µν...β
i
j + ωαi
kKµν...σk
j −Kµν...σikωαkj , (27)
that is, of cause, satisfied if Kµν...σi
j depends only on gµν . From (27) we
conclude that ωαi
j should be considered as a weak field.
Thus, unlike the minimal operator, besides the diagrams with external
h and ω lines, presented at the Fig C we should consider also graphs with
external φ lines, presented at the Fig C.
Computing this diagrams we obtain expressions, containing ∂αK
µν...σ
i
j .
Substituting it by (27), we found the result depending on hµν and ωµi
j . The
calculation of graphs, presented at the Fig C gives results, that can not be
written as a weak field limit of a covariant expression. Nevertheless, the
covariant result should be found by adding a contribution of diagrams with
external φ-lines.
Therefore, for a nonminimal operator we can not calculate terms, con-
taining Rαβµν and Fµν separately.
We illustrate the above discussion in the appendix B by calculating the
simplest group of diagrams.
Summing up the results for all graphs, we find the divergent part of the
one-loop effective action for an arbitrary nonminimal operator
Γ(1)
∞
=
1
16pi2(d− 4) tr
∫
d4x
√−g < F lat+WR +
+ SR + SSR + FF + FR +RR >, (28)
where
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F lat =
1
4
Sˆ4 − Wˆ Sˆ2 + 1
2
Wˆ 2 + SˆNˆ − Mˆ − 1
4
(L− 1)(L− 2)∇µSˆ ∇νSˆµν
+
1
2
L(L− 1)∇µSˆ ∇νSˆνKˆµ −
1
2
∇µSˆ ∇νSˆ∆µν +
1
3
(
(L− 1)∇µSˆµSˆ2
− L∇µSˆ KˆµSˆ2 − (L− 1)∇µSˆ Sˆ Sˆµ +L ∇µSˆ Sˆ2Kˆµ
)
− L∇µSˆWˆ Kˆµ
+(L− 2)∇µSˆWˆ µ; (29)
WR = − 1
2
L2Wˆ Fˆµν(Kn)
µKˆν +
1
3
L Wˆ Kˆα∆µνnσR
σ
µαν +
1
3
L2(L− 1)
×Wˆ KˆµνKˆαnσRσµαν − 1
6
(L− 2)(L− 3)Wˆ µνRµν ; (30)
SR = − 1
6
L2(L− 1)Sˆ ∇µFˆαν(Kn)µνKˆα + 2
3
LSˆ ∇µFˆνα(Kn)α∆µν
− 1
12
(L− 1)(L− 2)(L− 3)Sˆαµν∇αRµν −
1
12
L2(L− 1)(L− 2)SˆKˆµναKˆβ
×nσ∇αRσµβν + L(L− 1)Sˆ Kˆµν∆αβnσ
(
5
12
∇αRσνβµ −
1
12
∇µRσανβ
)
−1
2
L Sˆ Kˆβ∆µναnσ∇αRσµβν ; (31)
SSR = −1
2
L(L− 1)SˆSˆµFˆµνKˆν + 1
2
L2Sˆ2Fˆµν(Kn)
µKˆν +
1
6
Sˆ2∆µνRµν
+
1
3
L(L− 1)SˆSˆµKˆνRµν +
1
12
(L− 1)(L− 2)SˆSˆµνRµν −
1
3
L2(L− 1)Sˆ2
×KˆµνKˆαnσRσµαν −
1
6
L(L− 1)(L− 2)SˆSˆµνKˆαnσRσµαν +
1
3
(L− 1)Sˆ
×Sˆα∆µνnσRσµαν −
1
3
LSˆ2Kˆα∆µνnσR
σ
µαν ; (32)
FF = − 1
24
L2(L− 1)2KˆµνFµαKˆαβFνβ + 1
24
L2KˆµFβν∆
αβKˆνFαµ − 5
24
L2
×KˆµFβµ∆αβKˆνFαν − 1
48
L2(L− 1)KˆµFβν∆νKˆαβFαν − 1
48
L2(L− 1)Kˆµ
×Fβµ∆νKˆαβFαν ; (33)
12
FR =
1
40
L2(L− 1)(L− 2)∆µKˆνKˆαβγFµαnσRσγβν − L2(L− 1)(L− 2)
×∆νKˆαβγKˆµnσ
(
1
60
RσβγµFαν +
1
12
RσβγνFαµ
)
+ L2(L− 1)2∆αKˆβγKˆµν
×nσ
(
1
60
RσβµγFαν +
1
20
RσαµγFνβ +
1
15
RσγµαFνβ +
1
60
RσµνγFαβ
)
+ L2
×(L− 1)∆αβKˆγδKˆµnσ
(
4
15
RσδβγFαµ − 1
30
RσβδαFγµ − 1
15
RσαγµFβδ
− 1
30
RσγαµFβδ
)
+ L2(L− 1)∆αβKˆγKˆµνnσ
(
7
60
RσαβµFγν −
11
60
Rσβµγ
× Fαν + 1
5
RσµαγFβν +
1
60
RσµανFγβ
)
+ L2∆µαβKˆγKˆνnσ
(
7
20
RσαγβFνµ
+
1
10
RσαβνFγµ
)
; (34)
RR =
1
10
L2Kˆδ∆µναβKˆγnσnρR
σ
αβγR
ρ
µνδ + L
2(L− 1)2(L− 2)Kˆβγδ∆α
×Kˆµνnσnρ
(
2
45
RραδνR
σ
βµγ −
1
120
RρδανR
σ
βµγ
)
+ L2(L− 1)Kˆδ∆αβγKˆµν
×nσnρ
(
− 1
10
RρµγνR
σ
αδβ +
1
15
RρδανR
σ
βµγ +
1
60
RρβδνR
σ
γµα
)
+ L2
×(L− 1)2Kˆγδ∆αβKˆµνnσnρ
(
− 1
20
RρµβνR
σ
δαγ +
1
180
RρανβR
σ
γδµ −
7
360
×RρµγνRσαδβ − 1
240
RρδβνR
σ
γαµ − 1
120
RρβγνR
σ
αδµ − 1
30
RρδβνR
σ
αγµ
)
+ L2(L− 1)(L− 2) Kˆδ∆µνKˆαβγnσnρ
(
− 1
30
RργνβR
σ
αδµ − 1
180
Rρµγν
×Rσαβδ + 1
180
RρµγδR
σ
αβν
)
+ L2(L− 1)2(L− 2) Kˆµν∆δKˆαβγnσnρ
×
(
1
45
RρµγνR
σ
αβδ − 1
80
RρβνγR
σ
µαδ +
1
90
RρβνγR
σ
δαµ
)
+ L2(L− 1)Kˆµν
×∆αβγKˆδnσnρ
(
7
120
RρβγνR
σ
µαδ −
3
40
RρβγδR
σ
µαν +
1
120
RρδγνR
σ
αβµ
)
+L2(L− 1)(L− 2)Kˆαβγ∆µνKˆδnσnρ
(
− 1
24
RρµγνR
σ
αβδ − 1
180
Rρνγδ
13
×Rσαβµ − 1
360
RρδγνR
σ
αβµ
)
− 1
120
L2(L− 1)(L− 2)(L− 3)Kˆµναβ∆δ
×KˆγnσnρRραβγRσµνδ − 1
80
L2(L− 1)2(L− 2)(L− 3)KˆαβγδKˆµνnσnρ
×RρβγµRσαδν + L2Kˆµ∆αβγKˆνnρ
(
−1
8
RβγR
ρ
ναµ +
3
20
RβγR
ρ
µαν +
3
40
×RαµRρβγν + 1
40
RσβγµR
ρ
νασ − 3
20
RσαβµR
ρ
γνσ +
1
10
RσαβνR
ρ
γµσ
)
+L2(L− 1)Kˆγ∆αβKˆµνnρ
(
1
20
RανR
ρ
γβµ +
1
20
RαγR
ρ
µβν +
1
10
RαβR
ρ
µγν
+
1
20
RσανγR
ρ
σβµ − 1
60
RσµανR
ρ
βσγ +
1
10
RσαβγR
ρ
µσν − 1
12
RσαβνR
ρ
µσγ
)
+L2(L− 1)2Kˆαβ∆γKˆµνnρ
(
1
60
RαµR
ρ
βνγ −
1
20
RαµR
ρ
γνβ +
1
120
Rαβ
× Rρµνγ + 3
40
RαγR
ρ
νβµ +
1
20
RσγµαR
ρ
νσβ +
1
120
RσαµγR
ρ
βνσ − 1
40
Rσαµγ
×Rρσνβ + 1
40
RσαµβR
ρ
σνγ − 1
20
RσαµβR
ρ
γνσ − 1
40
RσµβνR
ρ
γσα
)
+ L2
× (L− 1)Kˆαβ∆µνKˆγnρ
(
1
20
RσµνβR
ρ
γσα − 7
60
RσβµαR
ρ
γνσ +
1
20
Rσβµα
×Rρσνγ + 1
10
RσµβγR
ρ
νασ +
1
60
RσβµγR
ρ
ανσ +
7
120
RαβR
ρ
νγµ +
11
60
Rβµ
× Rρναγ
)
+ L2(L− 1)(L− 2)Kˆαβγ∆µKˆνnρ
(
7
240
RαβR
ρ
γµν +
7
240
Rαν
×Rρβγµ − 1
60
RαµR
ρ
βγν − 1
24
RσαβνR
ρ
σγµ +
1
15
RσαβνR
ρ
µγσ +
1
40
Rσαβµ
×Rρσγν + 1
40
RβγR
ρ
νµα +
1
48
RσβγµR
ρ
νασ
)
+ L2(L− 1)2(L− 2)Kˆαβγ
×Kˆµνnρ
(
− 7
240
RαµR
ρ
βγν +
1
240
RβγR
ρ
µαν −
1
40
RσαµβR
ρ
νγσ
)
+ L(L− 1)
×(L− 2)(L− 3)Kˆµναβ
(
1
180
RµνRαβ +
7
720
RσαβρR
ρ
µνσ
)
, (35)
and an exact form of ∆µ,∆µν ,∆µνα and ∆µναβ are given in (119).
We should note, that deriving (28) we omitted total derivatives, and
therefore we must make the following substitutions
RαβµνR
αβµν = 2RαβµνR
αµβν → 4RµνRµν −R2. (36)
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Although the result is very large, the calculations of the effective action
can be easily made by computers. For example, we considered particular
cases (see next section) using tensor package [9] for the REDUCE analytical
calculation system [10].
5 Applications
The presented algorithm can be applied for calculations of the effective
action for theories regularized by higher derivatives [11] and theories in the
nonminimal gauges. May be there are some other prospects. Here we con-
sider only the simplest test examples in order to check the correctness of the
method. We prove, that our results agree with the earlier known ones and
each other.
5.1 Arbitrary minimal operator
An arbitrary minimal operator of order 2l can be considered as a partic-
ular case of a nonminimal one, if L = 2l and Kµν...αi
j = K0
µν...αδi
j , where
K0 was defined in (6). Substituting it to (28) and taking into account (15),
we obtain (22).
So, we proved the agreement of the results for the minimal and nonmin-
imal operators.
5.2 The minimal second order operator
If l = 1 the operator (7) takes the form
Di
j = δi
j
✷+ Sµi
j∇µ +Wij . (37)
Using the following concequences of (15)
< 1 >= 1, < nµnν >=
1
4
gµν , (38)
15
< nµnνnαnβ >=
1
24
(gµνgαβ + gµαgνβ + gµβgνα),
it is easy to see that (20) gives then the following well-known result [7]:
Γ(1)
∞
=
1
16pi2(d− 4)tr
∫
d4x
√−g
(
1
12
YµνY
µν
+
1
2
X2 +
1
60
RµνR
µν − 1
180
R2
)
, (39)
where
Yµν =
1
2
∇µSν −
1
2
∇µSν +
1
4
SµSν −
1
4
SνSµ + Fµν ,
X = W − 1
2
∇µSµ −
1
4
SµS
µ +
1
6
R. (40)
5.3 The minimal forth order operator
A minimal forth order operator (l = 2) has the form
Di
j = δi
j
✷
2 + Sµναi
j ∇µ∇ν∇α +W µνij ∇µ∇ν +Nµij ∇µ +Mij . (41)
From (20) we obtained the result, that coincided with the one found in
[3] by Barvinsky and Vilkovisky up to the total derivatives. (We do not
presented it here because it is too large)
5.4 Vector field
As another example we consider the vector field operator
D = ✷ δα
β − λ ∇α∇β + Pαβ, where Pαβ = Pβα. (42)
In order to rewrite it in the form (3), we should make the second term
symmetric in α and β by the commutation of covariant derivatives. Then we
found, that
16
Dα
β =
(
gµνδα
β − λ
2
(gµβδα
ν + gνβδα
µ)
)
∇µ∇ν + Pαβ + λ
2
Rα
β. (43)
So, nonzero coefficients are
Kµνα
β = gµνδα
β − λ
2
(gµβδα
ν + gνβδα
µ);
Wα
β = Pα
β +
λ
2
Rα
β (44)
and, therefore,
(Kn)α
β = δα
β − λ nαnβ; (Kn)−1αβ = δαβ + γ nαnβ , (45)
where γ =
λ
1− λ .
After substituting it to (28) we found the following result
Γ(1)
∞
=
1
16pi2(d− 4)
∫
d4x
√−g
((
1
24
γ2 +
1
4
γ +
1
2
)
PµνP
µν +
1
48
γ2P 2
+
(
1
12
γ2 +
1
3
γ
)
RµνP
µν +
(
1
24
γ2 +
1
12
γ +
1
6
)
RP +
(
1
24
γ2 +
1
12
γ
− 4
15
)
RµνR
µν +
(
1
48
γ2 +
1
12
γ +
7
60
)
R2
)
, (46)
that is in agreement with [3] and [12]. (Here P ≡ Pαα.)
In order to check the result (28) we calculated one-loop counterterms for
the squared operator (42), that is a nonminimal operator of the forth order:
D2α
β = δα
β
✷
2 − λ∇α∇β✷+ 2Pαβ✷− λ✷∇α∇β + λ2∇α✷∇β
−λPαµ∇µ∇β − λPµβ∇α∇µ + (✷Pαβ) + 2(∇µPαβ)∇µ − λ(∇α∇µPµβ)
−λ(∇αPµβ)∇µ − λ(∇µP µβ)∇α + PαµPµβ . (47)
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By commuting covariant derivatives it can be rewritten in the form (3),
where
Kµνγδα
β = δα
β 1
3
(
gµνgγδ + gµγgνδ + gµδgνγ
)
+
1
12
(−2λ + λ2)
(
gµνδα
γgβδ
+ gµνδα
δgβγ + gµγδα
νgβδ + gµγδα
δgβν + gµδδα
νgβγ + gµδδα
γgβν + gνγδα
µ
×gβδ + gνγδαδgβµ + gνδδαµgβγ + gνδδαγgβµ + gγδδαµgβν + gγδδανgβµ
)
;
(48)
Sµνγα
β = 0; (49)
W µνα
β = 2Pα
βgµν − λ
2
Pα
µgνβ − λ
2
Pα
νgµβ − λ
2
P βµδα
ν − λ
2
P βνδα
µ
−2
3
Rµνδα
β; +
1
6
(λ− 2λ2)
(
Rα
µgνβ +Rα
νgµβ +Rβµδα
ν +Rβνδα
µ
)
+
1
6
(2λ− λ2)
(
Rα
µβν +Rα
νβµ
)
+
1
2
(2λ− λ2) gµνRαβ (50)
Mα
β = PαµP
µβ +
λ
2
PαµR
µβ +
λ
2
PµνR
µ
α
νβ +
1
4
(2λ− λ2)RαµνγRγµνβ
+
1
12
(4λ+ 7λ2) Rµαν
βRµν +
1
6
(λ− 2λ2)RαµRµβ − 1
2
RµνγαR
µνγβ . (51)
It is easy to see that in this case (Kn)−1α
β = δα
β + (2γ + γ2) nαn
β. Sub-
stituting this expressions to (28) we obtain by explicit calculation that an
identity tr ln D2 = 2 tr ln D is satisfied.
5.5 Gravity theory. The λ-family of gauge conditions
The gravitational field is described by the action
S =
∫
d4x
√−g R, (52)
Its second variation can be found by making a substitution gµν → gµν + hµν
and retaining terms quadratic in hµν . Due to the invariance under the general
coordinate transformations xµ → xµ + ξµ (Kn)αβµν has a zero mode
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hµν → hµν + nµξν + nνξµ, (53)
that should be deleted by adding to the action gauge fixing terms
Sgf = − 1
2
∫
d4x
√−g gµνχµχν , (54)
where
χµ =
1√
1 + λ
(
gµα∇βhαβ − 1
2
gαβ∇µhαβ
)
. (55)
Then the second variation of the action takes the form
δ2S
δhαβ δhµν
=
√−g Cαβ,γδ
(
δµνγδ✷+
λ
2(1 + λ)
gµν (∇γ∇δ +∇δ∇γ)
− λ
2(1 + λ)
(
δµγ∇δ∇ν + δνγ∇δ∇µ + δµδ∇γ∇ν + δνδ∇γ∇µ
)
+ Pγδ
µν
)
,(56)
where
δµναβ =
1
2
(
δµαδ
ν
β + δ
ν
αδ
µ
β
)
; Cαβ,γδ =
1
4
(
gαγgβδ + gαδgβγ − gαβgγδ
)
;
Pγδ
µν = Rγ
µ
δ
ν +Rγ
ν
δ
µ +
1
2
(
δµγRδ
ν + δνγRδ
µ + δµδRγ
ν + δνδRγ
µ
)
− gµνRγδ
−gγδRµν − δµνγδR +
1
2
gγδg
µνR. (57)
tr ln (
√−g Cαβ,µν) gives zero contribution in the dimensional regulariza-
tion. So, in this case
Dαβ
µν = δµνγδ✷−
λ
2(1 + λ)
(
δµγ∇δ∇ν + δνγ∇δ∇µ + δµδ∇γ∇ν + δνδ∇γ∇µ
)
+
λ
2(1 + λ)
gµν (∇γ∇δ +∇δ∇γ) + Pγδµν . (58)
and
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Kµναβ
γδ = gµνδαβ
γδ − λ
4(1 + λ)
(
δα
γδβ
µgδν + δα
γδβ
νgδµ + δα
δδβ
µgγν
+ δα
δδβ
νgγµ + δβ
γδα
µgδν + δβ
γδα
νgδµ + δβ
δδα
µgγν +δβ
δδα
νgγµ
)
+
λ
2(1 + λ)
gγδ (δα
µδβ
ν + δα
νδβ
µ) ; (59)
Wαβ
γδ = Pαβ
γδ − λ
2(1 + λ)
(
Rα
γ
β
δ +Rα
δ
β
γ
)
+
λ
4(1 + λ)
(
δα
γRβ
δ
+δα
δRβ
γ + δβ
γRα
δ + δβ
δRα
γ
)
; (60)
(Kn)−1αβ
γδ = δγδαβ +
λ
2
(
δα
γnβn
δ + δα
δnβn
γ + δβ
γnαn
δ + δβ
δnαn
γ
)
−λgγδnαnβ. (61)
The effective action is calculated by (28). For an arbitrary Pµν
αβ, sym-
metric in each pair of indexes, we found the following result:
1
16pi2(d− 4)
∫
d4x
√−g
(
1
48
λ2(P µµν
ν)2 + (−4λ2 − 12λ) PµνααPββµν
+ (4λ2 + 24λ+ 24)PαβµνP
µναβ + 4λ2PµναβP
νβµα + 4λ2Pµαν
αPβ
νβµ
+ 2λ2P ααµνPβ
βµν − 8λ2PµαναPββµν + (4λ2 + 8λ+ 8)PµνµνR + (−4λ2
− 4λ)P µµννR + 4λ2P µνααRµν + (8λ2 + 32λ)PαµανRµν + (−4λ2 + 8λ)
×PααµνRµν + (−8λ2 − 48λ)PµναβRµανβ + (44λ2 + 32λ− 88) RµνRµν
+ (−4λ2 + 24λ+ 28) R2
)
. (62)
Substituting here the expression (57) for Pµν
αβ we obtain
1
16pi2(d− 4)
∫
d4x
√−g
(
1
6
(
4λ2 + 4λ+ 7
)
RµνRµν
20
+
1
12
(
4λ2 + 7
)
R2
)
. (63)
Moreover, we should add the contribution of Faddeev-Popov ghosts with
the Lagrangian density
Lgh = c¯
α (δαβ∇µ∇µ +Rαβ) cβ. (64)
It can be easily found by (22). The result is
− 2× 1
16pi2(d− 4)
∫
d4x
√−g
(
7
30
RµνR
µν +
17
60
R2
)
. (65)
The sum of (63) and (65) gives the ultimate expression for the divergent
part of the one-loop effective action
Γ(1)
∞
=
1
16pi2(d− 4)
∫
d4x
√−g
(
1
60
(
20λ2 + 1
)
R2
+
1
30
(
20λ2 + 20λ+ 21
)
RµνRµν
)
, (66)
that is in agreement with the results, found in [13] and [3].
6 Conclusion
In this paper we calculate the divergent part of the one-loop effective
action for an arbitrary (minimal and nonminimal) operators without any
restrictions to their form and order in the curved space-time, using t’Hooft-
Veltman diagram technique [7, 14, 15].
Actually, we made some operations, that encounter in calculating Feyn-
man diagrams, namely, integration over a loop momentum, summation of
all divergent graphs and obtaining a manifestly covariant result by its weak
field limit in the general case. Then, in order to calculate the divergent part
of the effective action, one should only substitute the explicit expression for
second variation of an action.
Unfortunately, the master formula is very large and can hardly be used
for calculations without computers. Nevertheless, on the base of the general
21
algorithm we obtained one-loop counterterms for some examples, namely, an
arbitrary minimal operator, the vector field operator and the gravity theory in
the λ-gauge. Our results were in agreement with the ones found earlier. The
calculations were made by the tensor package for the REDUCE analytical
calculation system [9]. For the considered examples the required memory
and execution time were the following (we used IBM-486/DX-2/66/8Mb):
1. Calculation of the RR contribution for an arbitrary minimal operator
by (35) took 17 seconds. In this case the required memory was about 500
kb.
2. For the vector field operator and its square execution time was 174
and 515 seconds respectively. Required memory was 2 Mb.
3. The calculation of the one-loop counterterms for the gravity theory in
the λ-gauge took 170 minutes while the required memory was 8 Mb.
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Appendix
A Divergent diagrams calculation for a min-
imal operator
Let us consider first logarithmically divergent graphs (1a)-(1e). In order
to find the divergent part of the diagram in this case we should retain only
terms without external momentums and perform the remaining integration.
As an example let us calculate a diagram (1.d).
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(1.d) =
i
2(2pi)4
tr
∫
ddk
(Sk) (N(k − p))
k2l(k − p)2l . (67)
Using the method described above, we can easily conclude that
(1.d)
∞
=
i
2(2pi)4
∫
ddk
1
k4
tr < Sˆ Nˆ >=
1
16pi2(d− 4)tr < Sˆ Nˆ >, (68)
where
Sˆ = (Sn) = Sµν...αnµnν . . . nα;
Nˆ = (Nn) = Nµν...αnµnν . . . nα. (69)
and nµ = kµ/
√
kαkα is a unit vector. In a similar fashion we have
(1.a)
∞
=
1
64pi2(d− 4)tr < Sˆ
4 >;
(1.b)
∞
= − 1
16pi2(d− 4)tr < Wˆ Sˆ
2 >;
(1.c)
∞
=
1
32pi2(d− 4)tr < Wˆ
2 >;
(1.e)
∞
= − 1
16pi2(d− 4)tr < Mˆ > . (70)
The calculation of linearly divergent graphs is a bit more difficult. For
example, in order to find the divergent part of the diagram
(1.f) =
i
2(2pi)4
tr
∫
ddk
(Sk)(W (k − p))
k2l(k − p)2l (71)
we should retain only terms linear in external momentum p. Using the rule
(109) formulated in the appendix C we obtain
1
16pi2(d− 4)tr < 2l(pn)Sˆ Wˆ − (2l − 2)pµWˆ
µSˆ >
=
1
32pi2(d− 4)tr < (2l − 1)pµSˆ
µWˆ − (2l − 2) pµSˆ Wˆ µ > . (72)
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After a substitution pµSˆ → −∂µSˆ, the result for this diagram takes the
form
(1.f)
∞
=
1
32pi2(d− 4)tr < −(2l − 1)∂µSˆ
µWˆ + (2l − 2)∂µSˆ Wˆ µ > . (73)
The second linearly divergent graph
(1.g) = − i
6(2pi)4
tr
∫
ddk
(Sk)
(−p)
(S(k + q))
(−q)
(S(k − p))
(p+q)
k2l(k − p)2l(k + q)2l (74)
can be calculated in the same way. (Here indexes in the bottom point the
argument of S). The result is
(1.g)
∞
=
(2l − 1)
48pi2(d− 4)tr < ∂µSˆ
µSˆ Sˆ − ∂µSˆ Sˆ Sˆµ > . (75)
So, we should consider only the rest quadratically divergent diagram.
(1.h) =
i
4(2pi)4
tr
∫
ddk
(Sk)(S(k − p))
k2l(k − p)2l . (76)
Retaining logarithmically divergent terms we can easily find that
(1.h)
∞
=
1
16pi2(d− 4)tr
∫
d4x < −(2l − 1)(l
2 − 1)
2(2l + 1)
∂µSˆ
µν∂νSˆ
+
l2
2(2l + 1)
∂µSˆ ∂
µSˆ +
(2l − 1)2l
4(2l + 1)
∂µSˆ
µ∂ν Sˆ
ν > . (77)
The calculation of graphs in the curved space is much more difficult. Here
we consider as an example only the simplest group of diagrams, namely, we
find a3 and a4 coefficients in the equation (18) by calculating graphs (2.a)
and (2.b).
The vertex with hµν in (2a) should be found according to (9) by series
expansion of ✷l to the first order and has the form
l−1∑
m=0
k2m(k − p)2l−2m−2
(
−hµνkµ(k − p)ν + 1
2
hααp
µ(k − p)µ
)
. (78)
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Then the graph (2.a) can be written as
(2.a) =
i
2(2pi)4
tr
∫
ddk
1
k2l(k − p)2l (Wk)
l−1∑
m=0
k2m(k − p)2l−2m−2
×
(
−hµνkµ(k − p)ν +
1
2
hααp
µ(k − p)µ
)
. (79)
It is easy to see that it is quadratically divergent. So, retaining terms
quadratic in external momentum p we obtain the divergent part
1
16pi2(d− 4)tr < Wˆ
(
− l
2
hααp
2 − hµνnµnν
(
+
2
3
l(l + 1)(l + 2)(nαpα)
2
− 1
2
l(l + 1)p2
)
+ l(l + 1)(nγpγ)
(
hµνnµpν +
1
2
hαα(n
βpβ)
))
> . (80)
Using rules formulated in the appendix C, it can be written as
(2.a)
∞
=
1
16pi2(d− 4)tr < −
1
12
(2l − 3)(2l − 4)(2l − 5)Wˆ µναβhαβpµpν
− 1
12
(l − 1)(2l − 3)Wˆ µν(−p2hµν − pµpνhαα + 2pµpαhαν) +
l
6
Wˆ (−hαα
×p2 + hµνpµpν) > . (81)
Nevertheless, (81) can not be presented as a weak field limit of a covari-
ant expression. The matter is that the graphs (2.a) and (2.b) can not be
considered separately.
The vertex in the tadpole diagram (2.b) can be found by series expansion
of W µν...αi
j∇µ∇ν . . .∇α in powers of hµν to the first order. Then, retaining
only nontrivial contributions, we have
(2.b) =
i
2(2pi)4
tr
∫
ddk
2l−4∑
m=0
(2l − 3−m)(k + p)µ1 . . . (k + p)µmΓα (1)µm+1µm+2
×kαkµm+3 . . . kµ2l−2
1
k2l
W µ1µ2...µ2l−2 , (82)
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where
Γα (1)βγ =
1
2
(pβhγ
α + pγhβ
α − pαhβγ) (83)
is the Cristoffel symbol in the weak field limit.
By (107) after simple transformations the divergent part of (2.b) can be
written as
(2.b)
∞
=
(2l − 3)(2l − 4)(2l − 5)
192pi2(d− 4) tr < Wˆ
µναβhαβpµpν > . (84)
The sum of (81) and (84) unlike each of the graphs considered separately can
be presented as a weak field approximation of a covariant expression
1
16pi2(d− 4)tr
∫
d4x
√−g < l
6
WˆR− 1
6
(l − 1)(2l − 3)RµνWˆ µν >, (85)
that is the ultimate answer for the graphs (2.a) and (2.b).
B Divergent graphs calculation for nonmini-
mal operator
The flat space divergent graphs are the same as for a minimal operator.
Nevertheless, the calculations are a bit different. As earlier, we begin with
the consideration of logarithmically divergent graphs. For example,
(1.d)
∞
=
i
2(2pi)4
tr
∫
ddk (Sk) (Kk)−1(N(k − p)) (K(k − p))−1
∣∣∣∣
∞
=
1
16pi2(d− 4) tr < Sˆ Nˆ > . (86)
where
Sˆ ≡ (Kn)−1(Sn); Nˆ ≡ (Kn)−1(Nn), an so on (87)
26
(compare with (69)!)
The other logarithmically divergent graphs can be calculated in the same
way. A form of the result coincides with (70). (But the notations differ!)
Now let us consider linearly divergent graphs.
(1.f) =
i
2(2pi)4
tr
∫
ddk(Sk)(Kk)−1(W (k − p))(K(k − p))−1. (88)
We should expand this expression into series over external momentum p
and retain logarithmically divergent terms (It is easy to see that they are
linear in p). The expansion of (K(k − p))−1 is found in the appendix C. By
eq. (117) and (119) we obtain, that
(1.f)
∞
=
1
16pi2(d− 4)tr < −L∂µSˆ Wˆ Kˆ
µ + (L− 2)∂µSˆ Wˆ µ > . (89)
In a similar fashion we find the divergent parts of the diagrams (1.g) and
(1.h). The results are presented in (25).
As for a minimal operator we do not consider here all curved space dia-
grams. In order to illustrate the method we present only the calculation of
the WR contribution (or the graphs (2.a), (2.b), (2.o), (2.p) and (3.a)). The
other graphs are computed in the same way, but the calculations are much
more cumbersome.
If Kµν...α does not depend on metric, the vertexes with hµν should be
obtained by the series expansion of covariant derivatives in the operator (3)
to the first order. Then, retaining only logarithmically divergent terms and
performing the integration as described in the section 4, we find the divergent
part of a diagram.
By this method we obtain the following answer for the quadratically di-
vergent graph (2.a)
(2.a)
∞
=
1
16pi2(d− 4)tr <
1
3
L(L− 1)(L− 2)WˆKˆµναpαΓσµνnσ
+
1
2
L(L− 1)WˆKˆµνΓσµνpσ +
1
2
L(L− 1)WˆKˆµν∆αΓσµνnσpα >, (90)
where ∆µ is the first coefficient in the propagator expansion. Its explicit form
is found in the appendix C.
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Similarly we obtain
(2.b)
∞
=
1
6
(L− 2)(L− 3)(L− 4) < Wˆ µαβpµΓσαβnσ > . (91)
Using rules, derived in the appendix, it can be rewritten as
1
16pi2(d− 4)tr <
1
3
(
pαΓ
σ
µν + pµΓ
σ
να + pνΓ
σ
µα
)
Wˆnσ
(
1
6
L(L− 1)(L− 2)
×Kˆµνα + 1
2
L(L− 1)Kˆµν∆α + LKˆα∆µν
)
+
1
3
(
pσΓ
σ
µν + 2pµΓ
σ
νσ
)
Wˆ
×
(
1
2
L(L− 1) Kˆµν + L Kˆµ∆ν
)
> . (92)
Summing up the results (90) and (92), we obtain
1
16pi2(d− 4)tr <
1
2
L(L− 1)(L− 2)WˆKˆµναpαΓσµνnσ +
1
3
L(L− 1)Wˆ
×Kˆµν∆αnσ
(
2pαΓ
σ
µν + pµΓ
σ
να
)
+
1
3
LWˆ Kˆα∆µνnσ
(
pαΓ
σ
µν + 2pµΓ
σ
να
)
+
1
3
L(L− 1)Wˆ Kˆµν
(
2pσΓ
σ
µν + pµΓ
σ
νσ
)
+
1
3
L Wˆ Kˆµ∆ν
(
pσΓ
σ
µν + 2pµ
×Γσνσ) > . (93)
Diagrams, containing the connection ωαi
j are calculated in a similar fash-
ion. (We remind, that ωjαi should be considered as a weak field.) We should
consider 2 linear divergent graphs (2.o) and (2.p). By the same arguments
as above, it is easy to see, that
(2.o)
∞
=
1
16pi2(d− 4)tr < −
1
2
L(L− 1)WˆKˆµνωµpν − LWˆKˆµωµ∆νpν >;
(2.p)
∞
= − 1
16pi2(d− 4) tr < L(L− 1)Wˆ
µνωµpν >
= − 1
16pi2(d− 4)tr < Wˆ pνωµ∆
µν > . (94)
So, the whole contribution of this diagrams is
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116pi2(d− 4)tr < −
1
2
L(L− 1)WˆKˆµνpνωµ − L WˆKˆµpνωµ∆ν
−Wˆpνωµ∆µν > . (95)
As we mention above, (93) and (95) can not be presented as a weak field
limit of covariant expressions. The matter is that we should take into account
a contribution of fields φb. For this purpose we consider a quadratically
divergent diagram (3.a). It is written as
(3.a) =
1
16pi2(d− 4)tr
∫
ddk(Wk)(Kk)−1
∂(K(k − p))
∂φb
φb(K(k − p))−1. (96)
Expanding the integrant into series over external momentum p and re-
taining only terms, quadratic in it (they are logarithmically divergent), we
obtain
(3.a)
∞
=
1
16pi2(d− 4)tr <
1
2
L(L− 1)Wˆ (Kn)−1∂(Kn)
µν
∂φb
φbpµpν + L Wˆ
× (Kn)−1∂(Kn)
µ
∂φb
φb∆νpµpν + Wˆ (Kn)
−1∂(Kn)
∂φb
φb∆µνpµpν >, (97)
that can be written as
1
16pi2(d− 4)tr <
1
2
L(L− 1)Wˆ (Kn)−1∂ν∂µ(Kn)µν + L Wˆ (Kn)−1
× ∂ν∂µ(Kn)µ∆ν + Wˆ (Kn)−1∂ν∂µ(Kn)∆µν > . (98)
Taking into account (27) and using rules, formulated in the appendix C,
we find additional terms
(3.a)
∞
= − 1
16pi2(d− 4)tr <
1
2
L(L− 1)pνWˆ
(
(L− 2)ΓσµαKˆµναnσ + Γµµα
×Kˆνα + ΓνµαKˆµα + (Kn)−1ωµ(Kn)µν − Kˆµνωµ
)
+ LpνWˆ
(
(L− 1)Γσµα
29
×Kˆµαnσ + ΓµµαKˆα + (Kn)−1ωµ(Kn)µ − Kˆµωµ
)
∆ν + pνWˆ
(
LΓσµαKˆ
αnσ
+(Kn)−1ωµ(Kn)− Kˆ ωµ
)
∆µν >=
=
1
16pi2(d− 4)tr <
1
2
L(L− 1)pνWˆ
(
(L− 2)ΓσµαKˆµναnσ + ΓµµαKˆνα
+ΓνµαKˆ
µα − Kˆµνωµ
)
+ LpνWˆ
(
(L− 1) ΓσµαKˆµαnσ + ΓµµαKˆα − Kˆµωµ
)
×∆ν + pνWˆ
(
LΓσµαKˆ
αnσ − ωµ
)
∆µν > . (99)
Adding (99) to (93) and (95), we obtain the following result in the weak
field limit
1
16pi2(d− 4)tr <
1
3
L WˆKˆα∆µνnσ
(
pαΓ
σ
µν − pνΓσµα
)
+
1
6
L(L− 1)WˆKˆµν
×∆αnσ
(
pαΓ
σ
µν − pνΓσµα
)
+
1
6
L(L− 1)Wˆ Kˆµν
(
pσΓ
σ
µν − pµΓσνσ
)
− 1
6
L Wˆ
×Kˆµ∆ν
(
pσΓ
σ
µν − pµΓσνσ
)
− 1
2
L2Wˆ (pµων − pνωµ) KˆµKˆν >, (100)
that can be (unlike (93) and (95) !) presented as a first term in the expansion
of
1
16pi2(d− 4)tr < −
1
2
L2WˆFµνKˆ
µKˆν +
1
6
L(L− 1)WˆKˆµνRµν + 1
6
L2Wˆ
×KˆµKˆνRµν + 1
3
L WˆKˆα∆µνnσR
σ
µαν +
1
6
L(L− 1)Wˆ Kˆµν∆αnσRσµαν >
(101)
in powers of hµν and ωµi
j .
This expression is a final result for the considered group of diagrams.
Now we try to present it in the most compact form. Using rules, formulated
in the appendix, we find, that
− 1
2
L(L− 1)Wˆ KˆµνRµν + L2Wˆ KˆµKˆνRµν
= Wˆ∆µνRµν =
1
2
(L− 2)(L− 3)Wˆ µνRµν (102)
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Then, taking into account the following simple identities
(∇µ∇ν −∇ν∇µ)(Kn) = LnρRραµν(Kn)α + Fµν(Kn)− (Kn)Fµν ;
(∇µ∇ν −∇ν∇µ)(Kn)β = (L− 1)nρRραµν(Kn)αβ +Rβαµν(Kn)α
+ Fµν(Kn)
β − (Kn)βFµν ;
(∇µ∇ν −∇ν∇µ)(Kn)βγ = (L− 2) nρRραµν(Kn)αβγ +Rβαµν(Kn)αγ
+Rγαµν(Kn)
αβ + Fµν(Kn)
βγ − (Kn)βγFµν , (103)
we obtain the final result
1
16pi2(d− 4)tr < −
1
2
L2Wˆ Fˆµν(Kn)
µKˆν +
1
3
L Wˆ Kˆα∆µνnσR
σ
µαν
+
1
3
L2(L− 1)Wˆ KˆµνKˆαnσRσµαν −
1
6
(L− 2)(L− 3)Wˆ µνRµν > .(104)
The other diagrams are considered in the same way.
C Integration over angles
Let us first us start with (15):
< nµ1nµ2 . . . nµ2m > ≡
1
2m(m+ 1)!
×
(
gµ1µ2gµ3µ4 . . . gµ2m−1µ2m + permutations of (µ1 . . . µ2m)
)
(105)
It can be interpreted in the following way: In order to obtain the result of
the angle integration we should make pairs of nα by all possible ways and
add a numerical constant. Each pair of nα and nβ should be substituted by
gαβ.
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The sum contains (2m − 1)!! terms. Hence, if we contract (105) with a
totally symmetric tensor Aµ1µ2...µ2m ≡ A(2m) (here the bottom index points
the tensor rank) the result will be
< (A(2m)n) >=
(2m− 1)!!
2m(m+ 1)!
Aµ1...µmµ1...µm , (106)
Similarly one can find that for a symmetric tensor A(2m−1) with 2m − 1
indexes the following equation takes place:
< nα(A(2m−1)n) >=
(2m− 1)!!
2m(m+ 1)!
Aµ1...µm−1µ1...µm−1α
=
2m− 1
2(m+ 1)
< (A(2m−1)n)α >, (107)
In the more general case we will use the following consequence of (15):
< nµ1nµ2 . . . nµ2m >=
1
2(m+ 1)
(
gµ1µ2 < nµ3nµ4 . . . nµ2m > (108)
+ gµ1µ3 < nµ2nµ4 . . . nµ2m > + . . .+ gµ1µ2m < nµ2nµ3 . . . nµ2m−1 >
)
.
Making contraction with 2 symmetric tensors we find that
< nα(A(2m)n)(B(2p−1)n) >=
1
2(m+ p+ 1)
<
(
2m(A(2m)n)α(B(2p−1)n)
+(2p− 1)(A(2m)n)(B(2p−1)n)α
)
> . (109)
This equation can be easily generalized to a greater number of symmetric
tensors.
The rules (106), (107) and (109) are used in calculating Feynman graphs
for a minimal operator. For a nonminimal operator we should formulate
different identities.
Let us consider an integral ∫
ddk f(k) (110)
32
and assume, that all terms in it are more than logarithmically divergent.
Therefore in the dimensional regularization it is equal to 0.
A substitution kµ → kµ + pµ do not change the divergent part of the
integral. Nevertheless, on the other hand, we can calculate it explicitly,
using the method described above. For example, let us consider that f(k)
transforms as
1. f(k) → α−3f(k) if kµ → αkµ. Then, retaining only logarithmically
divergent terms, we obtain
0 =
(∫
ddk f(k + p)
)
∞
= − 2ipi
2
d− 4 < δµf(n) > p
µ, (111)
if
f(k + p) ≡ f(k) + δµf(k)pµ + δµνf(k)pµpν + . . . . (112)
(δµν... must be considered as symmetric in its indexes)
From (111) we have
< δµf(n) >= 0. (113)
2. If f(k) g(k)→ α−3f(k) g(k) we find
(∫
ddk g(k) f(k + p)
)
∞
=
(∫
ddk g(k − p) f(k)
)
∞
(114)
and therefore
< g(n) δµf(n) > = − < δµg(n) f(n) > . (115)
3. If f(k)g(k)→ α−2f(k)g(k), using an identity
(∫
ddk g(k)f(k + p)
)
∞
=
(∫
ddk g(k − p)f(k)
)
∞
it is easy to see, that
< g(n)δµνf(n) >=< δµνg(n)f(n) > . (116)
Other cases are considered in a similar fashion.
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In order to apply this rules for calculating Feynman graphs, we should
know coefficients of the propagator expansion in powers of the external mo-
mentum
(K(k + p))−1 = (Kk)−1 + δµ(Kk)−1pµ + δ
µν(Kk)−1pµpν + δ
µνα(Kk)−1
×pµpνpα + . . . ≡
(
1 +
1
k
∆µpµ +
1
k2
∆µνpµpν +
1
k3
∆µναpµpνpα +
1
k4
×∆µναβpµpνpαpβ + . . .
)
(Kk)−1. (117)
The coefficient ∆µ – ∆µναβ can be found by expanding the identity
1i
j = (K(k + p))i
m(K(k + p))−1m
j (118)
in powers of pµ. The result is
∆µ = −LKˆµ;
∆µν ≡ − 1
2
L(L− 1)Kˆµν + L2Kˆ(µKˆν);
∆µνα = − 1
6
L(L− 1)(L− 2)Kˆµνα + 1
2
L2(L− 1)Kˆ(µνKˆα) + 1
2
L2(L− 1)
× Kˆ(α)Kˆµν) − L3Kˆ(µKˆνKˆα);
∆µναβ = − 1
24
L(L− 1)(L− 2)(L− 3)Kˆµναβ + 1
6
L2(L− 1)(L− 2)Kˆ(µνα
×Kˆβ) + 1
6
L2(L− 1)(L− 2)Kˆ(βKˆµνα) + 1
4
L2(L− 1)2Kˆ(µνKˆαβ)
−1
2
L3(L− 1)Kˆ(µνKˆαKˆβ) − 1
2
L3(L− 1)Kˆ(αKˆµνKˆβ) − 1
2
L3(L− 1)
×Kˆ(αKˆβKˆµν) + L4Kˆ(µKˆνKˆαKˆβ), (119)
where
A(i1i2...in) ≡ 1
n!
(
Ai1i2...in + Ai2i1...in + . . .+ Ainin−1...i1
)
. (120)
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(Other coefficients is not needed for the calculation of the divergent part of
the effective action).
The coefficient ∆µ – ∆µναβ satisfy the following useful identities
∆µν +
1
2
L(L− 1)Kˆµν + LKˆ(µ∆ν) = 0;
∆µνα +
1
6
L(L− 1)(L− 2)Kˆµνα + 1
2
L(L− 1)Kˆ(µν∆α) + LKˆ(µ∆να) = 0;
∆µναβ +
1
24
L(L− 1)(L− 2)(L− 3)Kˆµναβ + 1
6
L(L− 1)(L− 2)Kˆ(µνα∆β)
+
1
2
L(L− 1)Kˆ(µν∆αβ) + LKˆ(µ∆ναβ) = 0 (121)
and so on.
Now we illustrate formulated rules by the simplest example. Let us con-
sider
< (L− 3)(Nn)α(Kn)−1 >, (122)
where Nµν...α is a totally symmetric tensor with L−3 indexes. (L−3)(Nn)α
can be presented as δα(Nn). Using (115), we obtain
< (L− 3)(Nn)α(Kn)−1 >= − < (Nn) δα(Kn)−1 > . (123)
Substituting here ∆α we find an identity
< (L− 3)Nˆα >= L < NˆKˆα > . (124)
Other cases can be considered in the same way.
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at space.
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Figure 2: Graphs for the eective action calculation in the curved space.
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