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A bstract
ABSTRACT
This thesis describes the design, development and implementation 
of a robot mounted active stereo vision system for adaptive robot arm 
guidance. This provides a very flexible and intelligent system that is able to 
react to uncertainty in a manufacturing environment. It is capable of 
tracking and determining the 3D position of an object so that the robot can 
move towards, and intercept, it. Such a system has particular applications 
in rem otely controlled robot arms, typically working in hostile 
environm ents.
The stereo vision system is designed on mechatronic principles and 
is modular, light-w eight and uses state-of-the-art dc servo-motor 
technology. Based on visual information, it controls camera vergence and 
focus independently while making use of the flexibility of the robot for 
positioning. Calibration and modelling techniques have been developed 
to determine the geometry of the stereo vision system so that the 3D 
position of objects can be estimated from the 2D camera information. 3D 
position estimates are obtained by stereo triangulation. A method for 
obtaining a quantitative measure of the confidence of the 3D position 
estimate is presented which is a useful built-in error checking mechanism 
to reject false or poor 3D matches.
A predictive gaze controller has been incorporated into the stereo 
head control system. This anticipates the relative 3D motion of the object 
to alleviate the effect of computational delays and ensures a smooth 
trajectory.
Validation experiments have been undertaken with a Puma 562 
industrial robot to show the functional integration of the camera system  
with the robot controller. The vision system is capable of tracking moving 
objects and the information this provides is used to update command 
information to the controller. The vision system has been shown to be in 
full control of the robot during a tracking and intercept duty cycle.
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INTRODUCTION
Chapter 1: Introduction
CHAPTER 1. INTRODUCTION
The ultimate goal of robotic engineers is to build intelligent systems 
that include sensors, manipulators and decision making capabilities. 
Generally robots used in industry today lack both advanced sensors and 
decision making capabilities. Eventually we can expect to see nearly all 
robots using external sensors so that they can operate autonomously in an 
advanced flexible manufacturing cell. This w ill demonstrate the 
intelligent connection of perception to action (Brady, 1988), figure 1.1. 
However, despite all the potential shown by robotics research around the 
world, the great majority of industrial robots being sold today remain 
senseless. Robots are highly flexible devices in that most robot controllers 
are fairly easily reprogrammed to cope with deliberate variations in the 
task but minimally adaptable in the sense of coping w ith accidental 
variations in an imperfect world (Davey, 1988). It is intelligent sensor- 
based robotics that will address these problems by providing robots with 
sensory information about the workcell allowing them to cope with  
unexpected events intelligently.
1.1 INTELLIGENT SENSOR-BASED ROBOTICS______________________
In their more traditional role, robots were seen as giving immediate 
benefits to production in carrying out tedious and repetitive tasks much 
more effectively, overcom ing operator inconsistencies and thus 
improving productivity and providing more consistent product quality. A 
further benefit arose from their use in hazardous environments, relieving 
the human operator from both unpleasant and unhealthy work. More 
recently, intelligent sensor-based robotics are seen as a key issue in 
advanced manufacturing technology (AMT) and flexible manufacturing
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systems (FMS). These philosophies must be implemented to achieve 
higher productivity and efficiency and to improve manufacturing 
competitiveness. Industrial automation can be incorporated relatively 
easily in terms of cost justification for large batch manufacturing but the 
flexibility demanded by small batch production makes it extremely 
difficult to implement and to make cost performance improvements. FMS 
integrates specialised flexible cells (FMC) allowing the workpiece to move 
between and within 'islands of automation'. Each FMC specialises in a 
particular task such as milling, routing, drilling, assembly or inspection. 
For tasks such as assembly, path following for w elding or where 
manipulation of the workpiece is required within the workcell robots 
provide the all-purpose tool of maximum flexibility.
Limited success can be achieved by using a robot without sensors, 
particularly in large scale batch manufacturing. The problems, however, 
are never far away. Such systems require highly accurate placement of the 
workpiece in the workcell and often require the cell or the production line 
to be halted while the robot and the workcell are reprogrammed. 
Additionally unforeseen events or occurrences such as variations in the 
workcell or imprecision and imperfections in the workpiece cannot be 
handled by the robot system. Other uncertainties are reported (Stanton, 
1991) and include the discrepancies in the relative locations of workpiece 
and robot, mechanical differences in the real robot structure compared 
with its design, variations in geometry from one workpiece to the next 
and distortions of the workpiece geometry during the manufacturing 
process. Stanton also reports on variations that can occur due to changes 
in the robots structural rigidity and dynamic properties as it moves 
throughout its workspace, short and long term drift in the robot due to
PhD. 1993 /. Pretlove
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environmental conditions and wear, and the use of over-simplified  
control algorithms.
In an attempt to address some of these problems and to furnish the 
robot system with information about the current state of the workpiece 
and workcell, external sensors can be employed^ The external sensor 
provides feedback information which is used by the robot control system  
to adapt the robots planned operation. The information from the external 
sensor needs to be integrated with the robot to effect a successful robot 
response to an uncertain and unpredictable world.
Perception
Intelligent
Sensor-Based
Intelligence
Robotics
Action
Figure 1.1. The intelligent connection of perception to action.
1.1.1. Sensors________________________________________________________
The selection of a sensor type is governed by the task or function 
that it must carry out. In the flexible manufacturing cell, tasks such as 
workpiece identification, the determination of workpiece location and 
orientation, and tracking are all important and are the only tasks 
considered here. Other sensor types would be employed during different
 ^ As opposed to internal sensors, such as optical shaft encoders, which provide the robot 
with information regarding its own joint positions.
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stages of the working cycle. Having determined the workpiece and its 
location and orientation other sensors possibly integrated into the gripper 
would detect whether it has been securely grasped. The important concept 
is the integration of different sensor types to accomplish the task of the 
FMC effectively and efficiently.
The capability of a sensor-based robotic system is dependent upon 
the level and the quality of the sensory information that is provided to the 
controller and it has to be able to do something intelligent with this 
information. There is a wide range of sensors available that can be used for 
different tasks and these have been classified in many different ways. One 
way is whether the sensor is contact or non-contact (Pugh, 1986). Contact 
sensors are typified by tactile and force transducers while non-contact 
sensors include ultrasonic, laser time-of-flight, thermal, acoustic and 
vision. Many of these non-contact sensors are intrusive in that they emit 
their own source of radiation and measure the returning energy. It is for 
this reason that they are often referred to as active sensors but this 
definition is now regarded by most as outdated and refers specifically to a 
passive sensor employed in an active (dynamic) sense (Bajcsy, 1988). 
Machine vision is the sensor system that promises to be the most 
powerful and effective sensing system for use in manufacturing cells 
because it can recognise and accurately locate a workpiece in 3D.
1.1.2. Machine Vision___________ _____________________________________
In broad terms there are three methods of using machine vision; 
single camera, structure light methods and stereo vision. In the case of the 
single camera, deductions can be made about the geometric properties of 
objects within the field of view. Early research in machine vision used the 
analysis of single images, finding features of interest and then reasoning
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about these features and their relationship with the world model. This 
research area enjoyed partial success with simple planar shapes and gave 
rise to the "blocks world" paradigm which sufficiently constrained the 
problem to allow it to be solvable. The problems w ith single camera 
machine vision are the difficulties in handling real-world irregularities 
such as reflections, shadows and specular highlights, the severe 
constraints placed upon reasoning about 3D objects from 2D data and the 
inability to cope with non-prismatic and curved objects.
Structured light techniques can overcome some of the problems 
suffered by single camera systems. They tend to perform best in highly 
structured environments such as those in a typical manufacturing cell. 
Perhaps the most well known example of this kind of technique is the 
Consight system developed by General Motors (Bauman and Wilmshurst, 
1982). Consight is a visually guided robot system that determines the 
position and orientation of parts moving on a conveyor belt and transfers 
them to a predetermined location. Consight can handle a continuous 
stream of randomly oriented parts as long as they do not touch each other. 
The vision system consists of a fixed overhead linear array camera and 
two planar light sources. The linear array camera is positioned such that it 
views a line of light falling on the conveyor belt. It is then capable of 
detecting an interruption to this line of light when an object passes along 
the conveyor. A two dimensional image is constructed by collating a 
stream of image strips synchronised to the motion of the conveyor and 
from this image of the part, area and centroid data can be calculated.
More advanced vision systems use structured light as a means of 
deriving depth data and these often rely on a mechanical scanning 
mechanism to build up the depth map (Marshall and Martin, 1992). The 
major disadvantage of such systems is the discrete form of the data which
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only provides depth data at certain points in the image and the time taken 
to process the depth maps.
Stereo vision represents the third general class of deriving 3D 
information by computer vision. The method relies on correctly mapping 
image points from two (or more) view s, the stereo correspondence 
problem. This problem has been approached in two ways; area matching 
and feature matching. Area matching is computationally expensive and 
results in a complete depth map of the common field of view. Feature 
matching is based upon detecting and then mapping features or primitives 
(edges, vertices). The PMF algorithm (Pollard et al., 1989) matched local 
edge points using edge orientations as the matching property. It is reported 
that the feature based matcher is more accurate and more robust to 
environmental changes than the area matcher. The advantage of stereo is 
the generality of the method while its disadvantage is the formidable data 
processing required. Structured light methods tend to be accurate but often 
only provide depth data (albeit directly). A full vision system should have 
the capability to employ all visual cues such as colour, texture, size 
perspective, binocular perspective, stereo disparity, motion parallax and 
surface shading.
It is machine vision in general that promises to be the most 
effective of all sensing capabilities in the identification of a particular 
workpiece and its location and orientation. It is also possible to inspect a 
workpiece for manufacturing defects, determine how to intercept it and 
grasp it, and even to navigate around it. Machine vision may be the most 
powerful sensing system but it is at the cost of being the most complex so 
that severe limitations must be imposed upon the vision system if it is to 
be realised in a real manufacturing environment. Such criteria as 
reliability, accuracy, repeatability, speed of operation and cost need to be
PhD. 1993 J. Pretlove 7
Chapter 1: Introduction
fulfilled by any sensor system but have been very difficult to achieve for 
machine vision systems. The bandwidth of raw image data generated by 
the camera is exceptionally high. A single camera image quantised to 8-bits 
per pixel and with a spatial resolution of 512 pixels square is generating a 
quarter of a megabyte of information typically at twenty five times a 
second with stereo systems doubling this figure. Having digitised an image 
it must be further processed to extract the desired information. Advanced 
algorithms often require of the order of thousands of operations per pixel 
to extract this information. It is clear that to achieve some semblance of 
"real-time" operation, w hich  is param ount to the successful 
implementation of these sensors, both parallel architecture's and data 
reduction techniques must be employed. Because of the inherently parallel 
nature of images, several research groups have taken the lead in applying 
transputer networks to image processing routines such as Oxford (Brady, 
1988) and Sheffield (Rygol et al., 1990).
Data reduction techniques have been realised in several forms. 
These techniques rely on sub-sampling the image and have been either 
through a reduction in quantisation levels often taking the image to a 
binary form or spatial reduction in resolution sampling images that might 
only be 256 pixels square or less. A reduction in image quantisation 
removes much of the information available from the sensor so tends to 
negate its usefulness; the gain in speed of processing is negated by a loss in 
accuracy and reliability of the sensor. More recently there have been 
alternative methods proposed for reducing the data. These techniques 
include image resolution pyramids, foveal sensing and the paradigm of 
active vision.
Image resolution pyramids employ techniques of reducing the 
resolution of pairs of stereo images to aid the matching of features ( Burt,
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1988). It is often possible to achieve efficiency in a given image processing 
task, such as edge detection or feature matching, by analysing the images 
represented at low resolution. Results of the initial analysis are then 
refined in a sequence of steps while moving progressively towards higher 
image resolution. Computational cost is minimised in this technique by 
representing the data initially at low  resolution and minimised at 
successive stages because the results at lower resolutions guide processing 
at the next higher resolution level. Such coarse to fine strategies are 
employed at the Turing Institute (Mowforth et al., 1990; Undbekken et al., 
1991) where image pyramids are blurred by a small Gaussian function at 
each pyramid level. This filtering allows for left and right image matches 
at each pyramid level by applying a small fixed size window on each 
image. This w indow  is then moved left and right searching for a 
correlation between the image windows. The best match window locations 
at any pyramid level is used as the starting offset for the search windows at 
the next lower level of the image pyramid. This process continues through 
the pyramid and the window offset which leads to the best correlation is 
used for the vergence control. This progressive search through image pairs 
is effectively a coarse to fine fovea which is reported as working to pixel 
accuracy in a time cycle of 80-100ms. Although some impressive results 
have been demonstrated with natural scenes the method < is sensitive to a 
lack of texture, occlusions and the presence of photogrammetric 
variations. One method of overcoming these problems, reported by 
Mowforth, is to enhance the stereo cameras with the projection of textured 
light into the scene.
Foveal sensing is a multi-resolution vision system which exhibits a 
space-variant sensor architecture. This is closely akin to the primate vision 
system where there is a high density of receptor cells in the central region
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and a decreasing density of receptor cells towards the periphery. This has 
advantages over vision systems which have uniform spatial resolutions 
because the sensor permits high resolution at the location of interest 
without the cost of uniformly high resolution over the full visual field. 
The output of a space variant sensor is often characterised by an 
exponential increase of the sampling distance and, with eccentricity, takes 
the form of a log-polar plot.
Foveal sensing techniques offer the possibility for small, cheap and 
high performance real-time vision systems to be developed but at the cost 
of developing appropriate image processing and pattern recognition 
methods for this specialised image architecture (Swain and Strieker, 1991). 
Techniques are also required to process objects whose image falls on the 
peripheral elements of the sensor that might be deemed objects of interest 
demanding rapid fixation to the centre of the high resolution fovea. There 
is great difficulty in manufacturing such complex sensors and so much of 
the research work to date has been carried out by simulation and mapping 
the output from a uniform resolution sensor. Some of the aspects of this 
work can be applied to uniform resolution images by employing a 
dynamic region of interest window on a uniform resolution sensor. The 
window is processed at high resolution while the remaining region of the 
image is processed at lower resolution. Foveal sensors, however, rely on 
an active, controllable vision system to bring areas of interest to lie on the 
central high resolution portion of the sensor.
1.1.3. Active Stereo Vision____________________________________________
Active vision is an emerging discipline that has been variously 
referred to as smart sensing (Burt, 1988), attentive vision (Clark and 
Ferrier, 1988), active perception (Bajcsy, 1988), purposive vision (Pahlavan
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and Eklundh, 1991), animate vision (Ballard, 1991) and reactive vision  
(Sharkey et al., 1992). The active vision paradigm seeks to dynamically and 
selectively gather scene information based upon the particular task at 
hand. It is a distinctly active task which is task oriented towards probing 
and exploring the entire visual field for the information that is salient to 
the current task. Bajcsy (1988) states that "active sensing is a problem of 
controlling strategies applied to the data acquisition process which will 
depend on the current state of the data interpretation and the goal or the 
task of the process". Active vision is closely related to the primate vision 
system in the sense that it is a dynamic system that selectively gathers 
information from the visual field depending on the current task. Images 
available to a vision system from a camera are characterised by far more 
data than can be analysed by existing vision processing systems in real­
time. The information that is important for the particular task tends to be 
episodic (gathered in space and time) and is often surrounded by much 
information that is redundant. Active vision aims to overcome these 
problems by focusing attention and sparse computational resources on the 
critical regions, ignoring the irrelevant data. This helps to ease the 
computational burden of early vision and to achieve the objectives of 
reliable extraction of information within certain time constraints. A good 
example is given of driving a car (Burt, 1988). The task is defined as locate 
and follow the road, observe on-coming traffic, read the appropriate road 
signs and avoid any obstacles. To perform the task, the driver does not 
examine the world in uniform detail. He moves his eyes to certain critical 
points in the visual field, in turn fixating upon the road, an on-coming 
car, a road sign. Two or three fixations per second are sufficient to drive 
the car yet he only "sees" a minute fraction of the world before his eyes. 
Thus while the driver fixates on the road he hardly notices individual 
trees or other features in the fields beyond. The remarkable skill is the
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selection of just the information required to drive the car while ignoring 
the vast flow of information not relevant to the task.
This example typifies the paradigm of active vision where there is a 
selective gathering of information for the current activity. Active vision is 
characterised by four elements which are clearly evident from the above 
example. These are foveal sensing, attention, gaze control and high level 
task oriented planning and control. Foveal sensing, as already discussed, 
serves as a probe by which the vision system can explore the world and, as 
a direct result, limit the amount of information that it must process at any 
given time. The lower resolution peripheral vision is equally important 
serving as an alerting and guidance mechanism for unexpected and 
unpredictable events or objects and acts as a cue to the high resolution 
foveal sensing region. Attention is the selection of potentially interesting 
regions of interest and is driven either by the higher level task 
information or from some event in the peripheral vision. Having 
determined that some object requires fixation then the vision system must 
be able to drive its foveal sensor towards the new fixation point. In active 
vision this requires gaze control which has two distinct functions. The 
first is to change a gaze point depending on a new region of interest and 
the second function is gaze stabilisation, being able to keep an area of 
interest on the foveal sensor. High level task oriented control is concerned 
with gathering specific information required for the task and reveals the 
tight coupling required between high level processes and low level image 
analysis. The high level process attempts to interpret the world and 
construct a model which it continually forms and reforms as it gathers 
information from the scene.
The advantages that active vision offer include the ability to 
overcome a limited field of view offered by a fixed configuration camera,
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to increase the spatial resolution of the vision system by being able to 
examine the full visual field and by reducing the computational burden by 
selecting portions of the scene containing potentially interesting features. 
Other advantages include the ability to stabilise the images, aiding motion 
estimation, figure-ground separation, better range estimates fused from 
stereo, focusing and sensor geometry, and lessening the effects of 
occlusions. These advantages come at the price of certain computational 
costs which include deciding that a change in camera parameters is 
necessary due to some event or occurrence in part of the visual field, 
effecting the change and adapting the camera parameters to the new  
configuration.
To achieve active vision, the sensor system must be equipped with 
the ability to vary imaging parameters to aid the performance of visual 
tasks. These include such parameters as the six degrees-of-freedom for the 
sensor position and orientation, lens parameters such as aperture, focus 
and zoom, and sensor parameters such as variable baseline and torsional 
control of the individual cameras. The choice of controllable parameters 
and their performance is largely made against the application although the 
cost of developing such systems often overrides this factor.
M ounting an active vision sensor on the end-effector of an 
industrial robot imposes design constraints on the active vision sensor. It 
must occupy a small volume and be light weight to lessen the effect it may 
have on the robots payload or dynamic performance. An advantage of this 
configuration is that the vision system can utilise the flexibility of the 
robot in providing the six degrees-of-freedom necessary to accomplish 3D 
positioning and orientation of the active device. The sensor can also be 
moved over the entire workcell avoiding difficulties of obscured views to 
give a complete view of the workcell. If any particular viewpoint provides
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inconclusive data then a new vantage point can be sought. The active 
vision sensor can also be brought closer to the various parts of the 
workcell to allow higher resolution images to be obtained.
To take full advantage of sensory information the robot controller 
and the sensory system must be integrated so that perception can be 
utilised efficiently in supporting robot tasks. This integration must be at 
both hardware and software levels to provide the necessary performance. 
The level of robot operation can be loosely classified according to the level 
of command at which the robot procedures can be made. The four levels 
of operation are joint level, manipulator level, object level and task level, 
see figure 1.2.
At the joint level commands specify the amount by which each 
joint must be moved. The commands are highly dependent upon the 
physical structure of the robot system and convert desired joint positions 
to torque at the motor shaft. This level offers point-to-point programming 
enabling a series of robot positions to be taught, from a device such as a 
pendant, and then endlessly repeated (unless something unexpected 
happens). At the manipulator level the user manoeuvres the end-effector 
by specifying its motion or position. The robot controller handles all the 
kinematics. Motion can usually be specified in Cartesian coordinates and 
can be relative or straight-line motion. This is the level at which most 
common robot languages, such as VAL, operate. At the object level, 
commands are specified in terms of objects rather than the position or 
motion of the end-effector. This level allows the user to describe the task 
in terms of objects and the actions that must be performed on them in a 
high-level language. Autopass, a language proposed by IBM (Bonner and 
Shin, 1982) is primarily intended for assembly and allows the user to issue 
commands such as "insert object_l in object_2". Task level commands
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operate at an even higher level, issuing commands such as "assemble 
valve A". The robot controller must then generate a sequence of actions 
that must be performed to satisfy the desired task. Such systems require 
dynamic world m odels of their working environm ent, artificial 
intelligence for task-oriented decision making and a high level of sensor 
integration.
Task
Level
Object
Level
Manipulator
Level
Joint
Level
"assemble valve A"
"insert objectJL in objectJl"
"move to point A "
"drive joint 6 bp 72 degrees"
Figure 1.2. Robot language command levels.
Operating at object or task level requires integration between the 
sensory system and the robot controller. Recently work has begun at 
Surrey (Chen, 1992) to develop an open architecture robot controller. This 
overcomes many of the problems of embedded robot controllers and their 
languages such as the Unimation 562 manipulator running VAL II. Not 
only do these systems exhibit poor computational power and limited 
communications for sensory information, but it is very difficult to reverse 
engineer the architecture or the controller. The hardware architecture and 
the software controller are oriented and optimised for point-to-point, 
teach and repeat operations and therefore offer limited sensory input. The 
open architecture controller developed by Chen, interfaces w ith the 
Puma's controller to take advantage of the motor drive boards and their
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associated hardware without using the Puma's software. This allows far 
greater parallel processing based computational resources to be employed 
for m otion and position control and the integration of sensory 
information to achieve a truly intelligent and integrated robot controller.
1.1.4. Summary______________________________________________________
The success of intelligent sensor-based robotics relies on the 
integration of intelligent sensors and advanced industrial robot controllers 
to achieve an autonomous robotic system capable of intelligently handling 
unexpected events or occurrences in the workcell without being explicitly 
programmed. Limited success has been achieved in the past with simple 
sensor technology which provide the robot with limited information 
about the task. The capability of the sensor-based robotic system is 
dependent upon the level and the quality of the sensor information that is 
provided to the controller. Although other sensing techniques have been 
incorporated into robotic-based systems such as ultrasonics and sonar, 
these only provide information regarding range. The advantage that 
vision offers is its potential for acting as a multi-modal sensor capable of 
identifying a workpiece and calculating its position and orientation. It also 
has the potential to detect other properties of the workpiece such as its 
motion, colour, shape, size, surface finish and texture.
Active stereo vision is a paradigm where the passive stereo sensor 
is employed in a dynamic manner to selective gather scene information by 
probing and exploring the visual field based upon the goal or the task of 
the process. Active stereo vision makes good use of the fact that most 
information for a particular task is episodic and as a direct result reduces 
the amount of information that the vision system must process at any 
given time. To achieve active vision requires the control of the active
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vision sensor so that it can direct its resources accordingly. Multi­
resolution processing and the ability to vary the imaging parameters such 
as position and orientation of the sensor, vergence control and focusing 
are important considerations to direct the sensor based upon task level 
decisions. Mounting the active stereo vision sensor on the end-effector of 
a robot manipulator requires the sensor to be light-weight and structurally 
stiff but utilises the robot to position the active sensor thereby gaining a 
more flexible sensing device. It also allows the stereo sensor to be moved 
closer to objects of interest to gain higher resolution images. To take full 
advantage of such a high performance intelligent sensing system, the 
robot controller must be capable of making use of its information. To 
achieve this, open architecture controllers which can act upon sensory 
information need to be employed.
1.2 OUTLINE OF STUDY___________________________________________
This research work addresses two of the areas described in the 
previous section for the development of an active vision system for real­
time adaptive robot arm guidance in an attempt to demonstrate the 
concept of a robot mounted active vision sensor for use within a flexible 
manufacturing cell. They are the development and control of a novel 
active vision sensor capable of being mounted on the end-effector of a six 
degree-of-freedom industrial robot and the developm ent of visual 
processing routines to effect the guidance. The work is intended to 
demonstrate the concept of an industrial robot with the capability to 
intelligently control its behaviour as a result of unexpected or unplanned 
events occurring within a flexible manufacturing cell without explicit 
reprogramming. Such events would include docking or intercepting with 
randomly positioned objects that entered the workcell. As well as the
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development of the active vision sensor it is necessary to incorporate and 
develop techniques for maintaining optimum sensor parameters such as 
gaze control and focusing. The active stereo vision sensor also requires 
extensive calibration of both the optical system and the geometric 
relationships between the imaging sensors and the end-effector. To 
achieve a capability of real-time operation, specialist computing 
architectures such as dedicated image processing boards are employed. 
Even with this formidable processing power it has been necessary to 
constrain the problem to recognising very simple 2D shapes. Solving the 
problem of recognising complex 3D shapes is not within the scope of this 
research work.
The major part of this research work has been the design  
development and integration of a light weight sensor and the associated 
calibration methodologies so that the position and orientation of a known 
object can be related to the robots coordinate system. It is assumed that the 
workcell contains an object placed or moving within the field of view of at 
least one of the cameras. Conceptually solving the problem relies on  
identifying the object, determining a strategy for actively, dynamically and 
adaptively generating a trajectory to the object to effect an interception 
while all the time maintaining the active vision sensor parameters, such 
as vergence and focus, in some useful state.
Throughout the course of this research, emphasis has been placed 
upon the experimental validation of the techniques at each stage. For the 
active stereo sensor calibration techniques have been developed and then 
validated in real-world conditions, not just by simulation. This has 
resulted in a better understanding of the techniques and methods and has 
also highlighted their behaviour and limitations. The culmination of this 
research work is an experimental demonstrator which employs the active
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stereo vision sensor to effect 3D trajectory generation and tracking to 
approach a known moving object. A slight offset is introduced into the 
control loop so that the robot tool remains a small distance from the 
object. A true docking manoeuvre is accomplished when the object 
becomes stationary.
1.3 OBJECTIVES____________________________________________________
The objective of this research is:
• To develop a generic real-time stereoscopic eye-in-hand 
active vision system for industrial robotic systems so that it 
can adaptively guide the robot arm at normal operational 
speeds to a known object imprecisely located within the robot 
workcell.
This is achieved by addressing the following tasks:
• The development of a new light-weight active stereo vision  
sensor integrally coupled with an industrial robot.
• The development of techniques for controlling the sensor 
parameters for optimum viewing conditions.
• The integration of specialist architectures to achieve real-time 
operation.
• The integration with an open architecture robot controller to 
achieve guidance of a six degree-of-freedom industrial robot.
• The experimental validation of the techniques culminating 
in a sensor based robot which can guide the robot arm to track 
and intercept a known moving object.
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1.4 ORGANISATION OF THESIS____________________________________
This thesis is organised as follows. In Chapter 2, image processing 
considerations for stereo vision are reviewed w ith the emphasis on 
architectures, their concepts and their limitations. In Chapter 3, active 
stereo head designs are reviewed with regard to mechanical, optical, 
control and the integration of these sub-systems.
In Chapter 4 the active stereo vision sensor that has been designed 
within this research work is described in detail with particular emphasis 
placed upon the mechanical, optical, control and mechatronic integration.
Chapter 5 describes the calibration procedures for calibrating the 
cameras, the end-effector to camera and the focus and vergence calibration. 
This chapter includes a review of existing methods and the results of 
experimental validation of the techniques.
Chapter 6 describes the techniques for control of the sensor 
parameters including robot guidance and gaze control. This chapter also 
describes the communications between the active stereo vision system and 
the open architecture robot controller.
Chapter 7 reports on the experimental validation of the active 
stereo vision system and the robot controller with experiments on visual 
servoing of the robot.
Chapter 8 presents a discussion of this work and how it could be 
em ployed in a manufacturing environment. The conclusions of this 
research work are presented in Chapter 9 along with suggestions for future 
developments that may enhance this research work.
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CHAPTER 2. COMPUTATIONAL CONSIDERATIONS FOR ACTIVE 
STEREO VISION CONTROL OF A ROBOT
2.1 INTRODUCTION_______________________________________________
Visual servo robot control systems can provide feedback on the 
relative end-effector position of a robot. This offers an interactive 
positioning and measuring mechanism which depends upon extraction 
and interpretation of visual information from the workcell. This has 
advantages for the robot workcell in being able to overcome uncertain 
robot m odels and unknown environments allowing it to adapt to 
uncertainties in the task without being explicitly reprogrammed. The 
actual robot geometry can be different from the robot model used in the 
robot controller so that the actual position and orientation of the end- 
effector differs from the ideal. Robot calibration can be used to identify the 
actual robot geometry and this can be used to compensate for uncertainties 
in the robot but cannot make allowances for variations in the workcell or 
the workpiece. In real systems there is no way of measuring this final 
positioning error since no measurement or feedback of the end-effector 
position is available. In this sense the control loop is never closed around 
the end-effector position leading to inherent limitations in the ability of 
such a system to compensate for inaccurate modelling of the robot or the 
world in order to derive error signals to compensate for these effects.
The addition of visual sensing as a measurement system for 
relative end-effector position provides the basis for overcoming some of 
these limitations. However the use of computer vision to identify objects 
and to infer their position and orientation relative to the robot, and to
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provide feedback control signals is in general a complex task requiring 
considerable computing resources.
This chapter considers these issues in terms of the computational 
requirements for image processing and control both in terms of hardware 
and software and the control of the active sensor and the robot 
manipulator. This chapter also outlines the development environment 
used in this research.
2.2 COMPUTING ISSUES FOR ACTIVE STEREO VISION_____________
Computer vision functions, by their nature, are computationally 
demanding to perform, none more so than in the case of stereo vision  
applied to real-time applications. There is currently widespread research 
into algorithms and architectures for vision processing (Burt, 1988; Nudd 
and Francis, 1989; Sheen and Greenaway, 1990; Rygol et al., 1990; Wang 
and Bowman, 1991).
Figure 2.1 shows the concept of vision based feedback. Such a system  
can be used in a robotic workcell to grasp a workpiece. A task level 
command specifies manipulation of the component even though the 
robot has no prior knowledge of the components position and orientation.
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Cameras
Vision
Processing
Robot
Controller
Figure 2.1. Conceptualised vision based feedback.
The stereo vision system acquires images which are processed to 
identify the object and its position and relay these to the robot controller. 
Computational resources must be provided in two distinct areas: those for 
image processing to extract just the right kind of information from the 
workcell and for control of sensor parameters such as focus and
vergence. Additional resources must be provided for control of the 
manipulator.
2.2.1 Image Processing Considerations_________________________________
Image processing is primarily concerned with the manipulation and 
analysis of images captured by a camera. The function of image processing 
is to make sense of the raw data generated by the camera and to process it 
in an intelligent manner so as to be able to obtain feature information 
from the scene and to provide this information to the robot controller. In 
active stereo vision systems the image processing system also controls the 
cameras geometry and other parameters in a dynamic way to obtain higher 
quality information. Robot vision may be defined as the process of 
extracting, characterising and interpreting inform ation from two
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dimensional images of a three dimensional world. This process can be 
categorised into five principal activities: image formation, image capture 
and digitisation, preprocessing, feature extraction and interpretation, 
figure 2.2.
Capture & Sensor &
Digitisation Object Models
Preprocessing
Feature
Extraction
Relative
position
estimate
Interpretation
Figure 2.2. Computer vision.
The basic mechanism for generating raw image data is the 
conversion of incident light energy into spatially distributed electrical 
signals. There are several sensing devices available which are all based 
upon differing technology. The older devices such as vidicon tubes have 
been superseded by solid state devices such as charge-coupled devices 
(CCD's). CCD's consist of a discrete number of photo-receptive charge 
storage sites on a rectangular grid and a charge transfer mechanism. This 
regular structure facilitates fabrication of the device and compatibility with 
existing serial video standards, such as RS170. CCD's have numerous 
advantages over other video sensing devices including fast response to 
changing light levels, minimum spread of illumination between adjacent 
photo-receptor sites, good low -level light performance, consistent 
performance, robustness, small size, and high reliability. They can
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however be prone to noise and to defects in the silicon during 
manufacture.
In order to be in a form suitable for computer processing, an image 
from the sensor must be digitised both spatially and in amplitude 
(intensity). Digitisation of the spatial coordinates is referred to as image 
sampling while amplitude digitisation is called grey-level quantisation. 
The number of samples and the level of amplitude quantisation required 
depends on the application although standard image digitisers provide for 
a 512 pixel square image quantised to 256 grey levels. Conforming to RSI70 
video standards requires digitisation of the analogue signal from the 
camera at very high rates and necessitates the use of high speed "flash" 
A /D  converters. In addition to this, the image digitisers need to be able to 
lock to the composite video signal and to strip it of timing and 
synchronisation information before supplying it to the A /D  converter. 
Most commercially available digitisers also provide some analogue signal 
conditioning in the form of gain and offset control, filtering and digital 
look-up tables (LUT) to preprocess the data.
Image preprocessing techniques are designed to improve the overall 
quality of the captured image prior to further processing to extract features 
and the interpretation of the image. The main preprocessing techniques 
are enhancement and restoration and tend to operate on the entire image. 
These techniques are generally image to image transformations. Typical of 
image preprocessing algorithms is noise reduction which aims to remove 
or reduce noise which is often characterised by its high spatial frequency 
and lack of spatial correlation. Noise can be reduced by image averaging by 
a summation of a series of images over time. This introduces a latency 
into the overall processing time depending on the number of images 
averaged but it can remove random noise quite successfully although it
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does tend to blur high spatial frequency features such as edges. This 
technique is not suitable for scenes where objects move or where there is 
variable lighting conditions. An alternative approach to image averaging 
is the use of mean or median filters which act as low-pass filters operating 
on local area computations involving small templates (kernels) of pixels 
ranging from 3x3 up to 15x15. These techniques can operate at real-time, 
with a slight latency, and are also quite successful at removing noise but 
do tend to distort high frequency features if large kernels are used. Other 
local area processes, based on using kernels, include filtering, 
convolutions and template matching.
Feature extraction is the process that segments the image into 
objects of interest and separates them from the general background 
information. The sim plest form of feature extraction is intensity  
thresholding and histogramming. Typically intensity thresholding 
converts a grey-scale image into a binary image selecting a threshold value 
which separates the object from its background. In uncluttered and simple 
scenes, histogramming w ill reveal a bi-modal form w ith  peaks 
representing object and background. This can provide the information to 
select a suitable threshold. Much more advanced feature extraction 
algorithms exist which extract lines, edges and other primitives. The 
output from feature extraction is a compact, typically list based, description 
of the features in an image and is therefore the first stage of reducing the 
data volume being an image to list transformation.
Image interpretation is typically concerned with understanding the 
contents of the feature list and aims to identify objects in the image and 
their relationships. This requires input from sensor and object models in 
an attempt to characterise the image. A typical output from this stage
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might be the identification of an object at a particular location and 
orientation.
The bandwidth of raw image data generated by a camera is 
extremely high. In a stereo camera configuration supplying two images 
quantised to 8-bits (256 grey levels) with a spatial resolution of 512 pixels 
square per image, information is arriving at the preprocessing stage at 
approximately 12.5 megabytes per second. Since no single general-purpose 
processor currently available on the market could yield the necessary 
throughput, the use of multiple processors that can share the workload 
and specialist, dedicated pipelined processors, provide an overall 
improvement to the system performance. Characteristically in image 
processing the data, and therefore the architecture, changes as the 
processing proceeds (Nudd and Francis, 1989), figure 2.3. Each of the three 
processing activities, preprocessing, feature extraction and image 
interpretation are now considered with respect to the ideal architecture 
and structure.
Preprocessing is characterised by little data dependency and very 
high throughput requirements with operations tending to be image to 
image transformations. These processes often require of the order of 10- 
1000 million operations per second (MOPS). Even a simple 3x3 local area 
operation over an entire 512 pixel square image, operating at framerate, 
requires of the order of 100 MOPS. If the kernel size is increased to 8x8 
then the processing requirement increases to nearly 1000 MOPS. This type 
of processing lends itself well to be carried out either on dedicated image 
processing boards or transputer arrays. Typical image processing boards, 
such as those supplied by Datacube (Datacube, 1988) can process image data 
of this kind at framerate although there is an initial latency. The second 
approach of using a parallel processing array is also ideally suited to this
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task due to the inherently parallel nature of the data. The image can be 
divided over many processors each carrying out the same instruction. 
There is however a practical limit to the number of processors that can be 
used because, for local area operations, there must be data overlap for each 
processor so that kernel operations can be executed. In the limit, 
performance is degraded because the individual processors spend more 
time communicating with their neighbours than processing the data. In 
addition one or more processors is required to decompose the image for 
processing and to reconstruct the image after processing.
Data <
Volume
Pixels
Features
Lists AcHon 1
Start Finish ^
Figure 2.3. Image processing data flow.
Feature extraction is similar to preprocessing as the process is 
invariably performed locally over small areas of the image. Processing of 
the order of 100-1000 MOPS is required. The throughput is typically of the 
order In^ *^ fN^  where I is the number of instructions per pixel, r is the order 
of the computation (r=l for edge detection or filtering and r=2 for moment 
computation), f is the framerate, N is the linear spatial resolution in pixels 
and n is the size of the local processing sub-array (Nudd and Francis, 1989). 
As with preprocessing, specialist image processing boards or a parallel 
processing array are equally suited due to the inherent parallel nature of
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the data. Some feature extraction algorithms output a list based description 
of image features and primitives and much of this data requires processing 
in a serial manner. This type of processing is highly data dependent and 
becomes a problem of featural parallelism (Rygol et a l, 1990). It is generally 
unsuited to specialist processing boards with parallel arrays performing 
significantly better. The data flowrates at this stage are considerably less 
than at previous stages.
Image interpretation is concerned w ith high level image 
understanding from a symbolic list of primitives. A significant aspect of 
this stage is the involvement of knowledge representation. The processing 
is highly data dependent and the computational architecture less clearly 
definable although parallel processing offers significant benefits.
There are clear benefits for using parallel architectures particularly 
on the low-level image processing routines although specialist, dedicated 
image processing boards improve the performance equally well. At the 
higher levels of processing^ such as feature extraction and image 
interpretation^ parallel architectures perform considerably better due to the 
high data dependency. At these levels different algorithms are often 
employed depending on the type of object or feature and this lends itself 
well to the use of parallel architectures. By splitting the image over N  
processors in operations where there is little data dependency, a speed 
increase by a factor of nearly N  is obtained. Although the greater N  is, the 
larger the interprocess communication overhead. There is little evidence 
however that similar performance improvements can be achieved with  
higher level operations. Traditional classification of parallel architectures 
has been made in terms of the parallelism of the data and the instructions 
giving rise to the terms single instruction, multiple data (SIMD) and 
multiple instruction, multiple data (MIMD). More recently there has been
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much debate about interconnection schemes such as nearest neighbour, 
hypercube, pyramid, butterfly, etc. (Fountain, 1987). The importance of 
interconnection is a consideration for larger arrays where global 
communication across the array is generally inefficient.
SIMD machines are generally connected on 4 or 8-way connected 
grids or arrays. These machines are highly suited to low-level pixel based 
operations where the same operation is generally applied to each data item 
(the pixel).
More recently MIMD machines have been gaining popularity, 
particularly with the advent of the INMOS transputer. This has made it 
much easier to construct sim ple MIMD machines exhibiting good  
performance. The transputer is a 32-bit processor with 4K bytes of on-chip 
RAM and four 20Mbit per second bi-directional serial communication 
controllers allowing transputers to communicate efficiently with each 
other. Some transputers, such as the T800 family incorporate floating 
point processing units. With additional support processors such as cross­
bar switches, large transputer arrays can be constructed and their 
interconnection schemes dynamically altered for different tasks although 
this is not a trivial undertaking.
Pipeline machines consist of processors linked in a serial manner 
carrying out a task on a stream of data that passes through the pipeline. 
Thus while the first result from the pipeline takes N  units of time (where 
N  is the number of processors) there appear results every unit of time 
thereafter. This is the format of specialised image processing boards such 
as the Datacube modular system where the result of one process, edge 
detection for instance, is passed directly to the next. This form of 
processing is ideal for low-level preprocessing that is typified by high data
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flowrates and little data dependency. It can however, be extremely 
inflexible.
As an indicator of the success of pipeline processors and parallel 
architectures, several researchers (Rygol et al., 1990; Sheen and Greenaway, 
1990; Wang and Bowman, 1991) report good results with an integration of 
both specialist image processing boards such as Datacube and parallel 
processing arrays. Rygol et al., as part of the University of Sheffield's 
vision research unit, have been instrumental in integrating a multi­
processor array into their mobile AGV project. The system, which consists 
of 25 T800 transputers is connected to Datacube image processing boards. 
This configuration is used to recover three dimensional scene geometry 
from a stereo camera pair. Sheen employs a 32 transputer array which is 
also connected to Datacube image processing boards as part of a real-time 
multi-target tracker. Wang and Bowman, at the University of Oxford, 
have integrated a 32 T800 transputer array with Datacube image processing 
boards to implement, amongst other things, a three dimensional structure 
from motion algorithm.
The necessity of employing the correct architecture for the image 
processing problem is obvious for real-time solutions. Both pipeline 
architectures such as the Datacube system and a more general purpose, 
dynamically reconfigurable processing array is desirable for achieving high 
performance real-time image processing. The importance of the 
interconnection scheme, processor load balancing and the number of 
processors need to be carefully organised to gain the maximum benefits 
from the equipment.
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2.2,2 Control Considerations__________________________________________
The 3D position of a object in the workcell is calculated by stereo 
triangulation from the two camera images. The geometry of stereo 
triangulation is described fully in Chapter 7. Having obtained the position 
information regarding an object in the workcell, the robot must be able to 
act upon this information in an intelligent manner to achieve the task. To 
do this the robot controller must be able to position the end-effector 
accordingly and, in the case of active vision, the stereo vision sensor must 
adapt its parameters to new circumstances. Both of these aspects have 
implications for the system as a whole. Particular attention must be paid to 
the control structure, adaptively updating the transformations from image 
to robot joint space and image to robot world modelling. An important 
and often overlooked constraint is that the image processing time is often 
much slower than the robot dynamics and, more importantly for control 
strategies, this time usually varies with the size and the complexity of the 
image.
Vision based servo control can be categorised according to the class 
of control structure and the tim ing of the image processing and 
manipulator control. The traditional approach of static look and move 
regime is shown in figure 2.4 and described in Dzialo and Shalkoff (1986) 
and Weiss et al (1987).
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Figure 2.4. Static "Took and Move" robot control.
In step 1, the vision system "looks" at the workcell or component 
and estimates the relative position between the component and the end- 
effector. In step 2 this relative position is sent to the robot controller which 
computes the difference between where the end-effector should be and 
where it is. This it converts into the desired joint motions to achieve this 
new position for the end-effector. In step 3 this motion is carried out to 
take the end-effector to the new position under the independent closed- 
loop robot positioning system. Step 1 is not repeated until the robot 
completes the motion specified by step 2.
If the combined accuracy of the robot positioning and vision  
systems are within tolerance for the task then this cycle need only be 
carried out once. However for rejection of external disturbances the 
sequence of operations must be repeated until the specified accuracy is 
achieved. The static look and move concept demonstrates interactive 
sensing for robot control but is not a dynamic control system since each 
step is executed independently and sequentially.
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In contrast, dynamic visual based servo control executes the vision 
based routines and control of the end-effector in parallel. The position 
estimates derived from the vision system are updated to the robot 
controller as fast as they are generated and are incorporated into the 
trajectory planner while the robot is moving. This relies on the camera 
acquiring images while being moved and the dynamic interaction between 
the vision system and the robot controller becomes critical. Although 
dynamic based control has the potential to achieve faster responses than 
the static case, it poses a number of difficulties for implementation. The 
vision system sampling time and delay in processing the data to obtain 
position information is not constant but depends upon the images being 
processed. Even with real-time image processing systems the generation of 
updated position information is considerably slower than the sampling 
time of the robots own dynamic controller and robot controller trajectory 
generators are not usually designed to handle instantaneous changes in 
position which can result in overshoots. For these reasons it is necessary 
to incorporate advanced trajectory planners capable of accepting data and 
dealing with it on-the-fly, possibly re-computing joint motions and to 
incorporate predictive controllers and interpolators to accommodate the 
variable cycle time of the vision system.
Control of the active stereo vision system is necessary to maintain a 
useful gaze point for the vision system and to keep the images that are 
generated in sharp focus. In computational terms both aspects of the 
control of the stereo vision system require considerable processing speed 
as the error signals controlling the stereo head are all derived from visual 
data.
In gaze control, the active stereo head can look in a given direction 
and bring a region of interest to lie on the centre part of the image. There
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are two distinctive tasks that need to be performed. The first is to 
determine where to look, the next look problem (Swain and Strieker, 1991) 
and the second is to effect the motion to look there. The first problem falls 
into the domain of the high-level image processing system while the 
second is a control problem. The motion regimes of active stereo vision  
system are saccades, pursuit and vergence^, and these together provide 
control over shifts and maintenance of attention. A saccade is a rapid 
motion of the vision system changing the gaze of the vision system to 
fixate on a new area or feature of interest. A vergence motion reduces the 
retinal disparity and taken together with a saccade allows the fixation 
point of the vision system to be arbitrarily controlled. Once an object or 
feature has been fixated by saccades and vergence the pursuit mechanism 
is then used to track the feature.
Various models are proposed for the control of stereo heads 
including models of the human oculomotor system (Perrier, 1992), 
predictive control (Brown, 1989) and parallel control (Du et al., 1991).
The primary problem with the control of the vision system is the 
effect of computational delays and the interaction between differing 
control regimes. Sharkey (1993) reports on delays causing instability and 
poor performance which are a result of latencies in the system being 
controlled. The source of these delays are in the vision processing and in 
the local actuator controller. There are two main solutions proposed. The 
first is to use positive feedback to cancel the negative feedback producing 
an open-loop system. The main disadvantage of this method is the loss of 
robustness under disturbances and plant variations although it is reported 
(Brown, 1989) that parameter adaptive control can be added to adjust the
^Terms shamelessly borrowed from physiology but so widely so that they now seem to be 
accepted by the vision research community.
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system parameters over a longer time scale. The alternative approach is to 
use predictive control and modelling techniques to anticipate the state of 
the plant by employing Smith predictors. Smith's principle is that the 
desired output from a controlled system with delay T is the same as that 
desired from a delay-free system, only delayed by T. This method does 
however rely on a precise knowledge of the delay and an exact model of 
the plant.
More recently work has been presented (Murray, 1993) that uses 
prediction in the feedback loop and a Kalman filter to drive local PID 
controllers local to each motor.
To minimise the delays and to accommodate the interactions 
between the control strategies Sharkey (1993) implements the stereo vision 
controller on a transputer array. The control architecture is divided into a 
low-level servo controller and a high level gaze controller. The key 
feature of this system being the communications between the controller 
and the visual sensors which allow information such as vision system  
state parameters and the precise delay of vision processing to be 
propagated through the array.
Control of the lens focusing is necessary to keep the cameras focused 
sharply on the current object or feature of interest. Defocussed images 
inherently contain less information than sharply focused images. The 
problem of focusing the cameras by image processing techniques is 
reported in Krotkov (1989). A defocussed image inherently contains less 
information than a sharply focused image and visual focus techniques 
employ methods to measure the high frequency content in the image. 
Krotkov reports on several techniques for measuring the high frequency 
content of an image such as Fourier techniques, gradient magnitude
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maximisation, high-pass filtering, histogram entropy, grey-level variance 
and sum-modulus-difference techniques.
Each of these methods use the information in the image and 
generally does this by measuring the high spatial frequency content in the 
image. Some of these techniques, particularly the Fourier transform 
technique, require special purpose hardware because of their high 
computational complexity but this can be achieved on a transputer array 
in real-time.
Krotkov reports reasonable success with some of these techniques 
although he reports a latency of approximately 15 seconds to compute the 
focusing distance and to servo the motor. He is however using no 
specialist computational architectures and has poor response actuators. 
Other problems reported include the selection of sub-windows in the 
image upon which the criterion of focus is evaluated and automatic 
tracking of these sub-windows as the object moves.
Alternative techniques do exist which use sensors such as sonar and 
ultrasonics to detect range and use this information to focus the lenses. 
Some commercial systems use through the lens focusing methods. 
Experience w ith  these sensors indicates that the control is very 
rudimentary and often tends to hunt, particularly on scenes with little 
contrast or texture. Such systems are also prone to scenes containing a 
great variability in depth and often have a minimum operating range of 
approximately half a metre.
Focusing the cameras is an important cue to the range of the object 
from the cameras and can be combined with other cues from the stereo 
vision calculation and from the geometry of the vergence mechanism. By
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combining these cues it may be possible to provide a more robust estimate 
of range if the processing can be executed fast enough.
The development environment is fully described in Appendix A. It 
consists of a Sun workstation which is linked via an industrial standard 
VME bus interface to the Datacube (1988) image processing system and to 
single board computer motor control boards. The Sun host is connected 
via a local area ethernet link to the robot controller UNIX and 0 8 /9  
systems.
The developm ent environment could be easily adapted to 
incorporate a transputer array which would interface directly to the Sun, 
the Datacube and the robot controller transputer array.
2.3 SUMMARY____________________________________________________
To take full advantage of a visual servo robot control system  
requires the careful management of limited computational resources. The 
task is extremely complex requiring image processing to identify an object 
and to infer its position and orientation and to provide feedback control 
signals to both the robot control system and to the active stereo sensor. 
Real-time image processing requires extensive computational resources 
both at the low-level stage of processing, which is characterised by high 
data rates and little data dependency, and at the high-level stages where 
data rates are lower but there is much greater data dependency.
In this work a state of the art dedicated image processing system has 
been employed which is capable of achieving a sustained throughput of 
12.5 Hz for the stereo images. To accomplish this it has been necessary to 
constrain the scenes such that they contain very simple 2D objects on a 
neutral background. To achieve similar throughputs with more realistic
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scenes it will be necessary to implement higher level vision routines on a 
transputer array.
The major issue for stereo vision is the formidable quantity of data 
that it generates and must therefore process. For it to be successful it is 
necessary to consider local data reduction techniques, which were 
discussed in Chapter 1, such as foveal sensing, image pyramids and active 
vision. It is necessary, for a real-time system, to reduce the data and to do 
some processing locally. With active vision it is possible to focus the 
resources more appropriately.
The control of the active vision system is based upon the visual 
information that is received by the sensor. It measures parameters from 
the scene, such as the 3D position of objects, which in turn are fed back to 
control the data acquisition process. In the active stereo vision system  
described in Chapter 4 the position, orientation, focusing and vergence are 
all under computer control.
The motor controllers consist of independent single board 
computers which receive command signals from the Sun host. The motor 
controllers are daisy-chained together on an RS-232 link which means, for 
the current configuration, that synchronised motion is not possible.
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3.1 INTRODUCTION
Active vision systems do not just sense; they act. The most 
fundamental property of all active vision systems is their interaction with 
their environment. An active vision system will seek an advantageous 
configuration of head parameters for any given situation. This alteration 
of the vision systems parameters is to aid the task in hand. Active vision 
systems look in a particular direction, changing their geometric and optical 
properties to provide a different viewpoint on the world in response to 
some stimuli or in an intelligent and controlled manner to explore their 
environment. To accomplish this task stereo v ision  heads require 
controllable degrees-of-freedom to vary the system parameters. These 
parameters may vary the geometric properties, such as a change in the 
direction of the cameras optical axis, or it may change the optical 
characteristics such as re-focusing to keep the cameras image in sharp 
focus.
The nature and complexity of the design is driven largely by the task 
that the vision system is expected to accomplish. As is often the case, the 
resulting system may be more or less capable of achieving the desired 
goals. This is for many reasons, not least of which is the complexity of the 
problem. The research arena of active vision is still very young and is still 
not fully understood so specifying the desired performance of a stereo 
vision system is a very challenging task.
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There has been an increase in the quantity and quality of stereo 
heads that have been developed during the last five years. Much of the 
early work was based around a desire to emulate, and further the 
understanding of, biological vision systems and, in particular, the human 
vision system. This led to many of the early stereo heads being designed by 
physiologists and computer scientists rather than engineers with the 
expected result that many of these systems exhibited very poor 
mechanical and control characteristics. More recently engineers have been 
involved with the design process and this is evident from an increase in 
the quality of the designs. Other factors have influenced and enabled 
stereo head designs to be im proved and these include a better 
understanding of the requirements based upon earlier research work, the 
availability of (relatively) cheap real-time image processing systems, small 
remote cameras, and off-the-shelf compact high-technology motors.
The design of a stereo head is an exercise in mechatronics. A whole 
range of technical competences are required in good mechanical design 
including w eight and size considerations, the integration of motor 
technology to achieve the required degrees-of-freedom , optical 
considerations and the implementation of a servo-control system to 
execute the required m otions. This requires a truly integrated, 
mechatronic design approach in order to solve the extremely complex 
problems in an elegant manner.
There have been several research institutes that have developed 
active stereo vision heads. Although each design exhibits features which 
distinguish them from the other designs, they do exhibit some similar 
features. A comparison between the designs can be based upon many 
factors including the number of controllable degrees of freedom, weight, 
size, accuracy, speed and resolution of the drives, quality and choice of the
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optics, stiffness of the mechanical design, working range of the system and 
the computational architectures employed in the control system. The 
single most important feature of a stereo head design is the ability to point 
the camera at a feature of interest in its environment. This commonly 
results in cameras w ith pan and tilt capabilities. Additionally some 
researchers include the ability to rotate the cameras about their own  
optical axis which can simplify binocular stereo matching as the epipolar 
lines can be changed to lie along a horizontal line. Often it is desirable to be 
able to control the cameras optical characteristics such as aperture, focus 
and zoom. More complicated systems also include the ability to vary the 
inter-camera distance to investigate the trade-off between the complexity 
of the stereo match and the reliability and accuracy of the depth estimate.
This chapter reviews the current state of research in stereo head 
design with the emphasis placed on the most advanced, interesting and 
relevant systems.
3.2 STEREO RESEARCH PLATFORMS_______________________________
Early vision systems allowed certain camera parameters to be 
computer controlled for different viewing conditions and/or different 
scenes such as the systems developed at Stanford University, the 
University of Waseda, and Carnegie Mellon University. These are briefly 
reviewed here as a precursor to the more recent systems.
As early as 1971, Stanford had developed a hand-eye system which 
consisted of a pan and tilt head, a lens turret for controlling focal length, 
colour filters mounted on a filter wheel and a single vidicon camera 
whose sensitivity was programmable (Tenenbaum, 1971). The system was 
supported by a very limited computer whose I/O  bandwidth was narrow
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and could only process images to 4-bit resolution. The University of 
Waseda developed the WABOT system in 1973 (Ohteru et al., 1973). This 
had two cameras with computer controlled zoom lenses and vergence 
control. This system was robot mounted but very little detail is available of 
the image processing system or the cameras controller.
By 1983 Carnegie Mellon University had developed its grey-level 
vision system, POPEYE (Bracho et al., 1983). This system, like Stanford, 
only had one camera but also had controllable pan and tilt and a 
motorised zoom lens. Unlike the Stanford system, it was supported by a 
very flexible microprocessor consisting of frame grabbers, an array 
processor and dedicated image preprocessing units.
Kuno (Kuno et al., 1985) reports on a stereo head system that has 
computer controlled yaw, tilt and interocular distance. The cameras are 
mounted on a specially designed linkage which allows the distance 
between them to be varied between 10-40cm. This flexibility could be used 
to ease the correspondence problem and to calculate the stereo disparity 
more accurately. No results are presented to indicate how this flexibility 
was exploited.
The Rochester Robot system (Ballard, 1988) consists of a three degree 
of freedom system. This system was inspired by earlier work at the 
University of Pennslyvania and aimed to overcome some of the 
limitations of that work, particularly the slow speed of the system. This 
work was a collaborative effort between computer scientists and 
mechanical engineers, particularly in the design of the stereo head. It 
consisted of two cameras which could move independently in pan but 
which were yoked in tilt. There is very little information available 
regarding the mechanics of the system except that it is capable of achieving 
a maximum velocity of 150 degrees per second on each axis with a
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resolution of 2500 positions per revolution. The system possesses servo- 
drives with position and velocity control based on position feedback. This 
three degree-of-freedom stereo vision system is capable of being mounted 
on a Unimation PUMA 761 robot arm that has a further six degrees-of- 
freedom and a maximum velocity of about one metre per second. The 
primary driving force behind this research was the study of eye and head 
movements and early vision, particularly kinetic^ depth. The system  
allowed the cameras to track moving targets and to fixate upon a point in 
the world, while undergoing self-motion.
Despite the fact that it now somewhat outdated, the stereo vision 
system designed by Krotkov at the University of Pennslyvania (Krotkov, 
1989), is one of the most flexible heads so far constructed , figure 3.1. The 
stereo head has a total of eleven degrees-of-freedom. Five of these are 
mechanical; six are optical. The stereo vision head consists of two CCD 
cameras which are mounted in a heavy steel gantry. The gantry provides 
four degrees-of-freedom; translation in the horizontal and vertical 
directions, and pan and tilt of the cameras sub-assembly, figure 3.1(a). Both 
of the translational degrees-of-freedom are actuated by AC servo-motors 
and a split-band pulley drive train. The vertical axis has a constant force 
spring attached to help compensate for the effects of gravity. The pan and' 
tilt mechanism is driven by two AC servo-motors which drive the 
cameras sub-assembly via gears rigidly attached to the sub-assembly frame. 
Positional feedback from these four degrees-of-freedom is provided by 
wire-wound potentiometers mounted on shafts driven by spur gears. The 
fifth degree-of-freedom is the vergence mechanism which is coupled and 
allows the cameras to be rotated towards or away from each other. The 
rotations are coupled and anti-symmetric. The vergence angle is governed
^Kinetic depth is the sensation of visual depth that one gets when moving the head while 
fixating a target.
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by the position of a cam follower that spreads the baseplates according to 
the profile of the curved bearing guide, figure 3.1(b). The cam follower is 
driven by a DC servo-motor driving a leadscrew. A spring is provided to 
keep the curved bearing guides in contact with the cam follower resulting 
in a positive response to motor movement in an attempt to reduce 
backlash. Positional feedback is provided by an optical shaft encoder.
e
(a) positioning mechanism (b) vergence mechanism
Figure 3.1. Functional layout of the Pennsylvania stereo head.
Each of the cameras has three degrees-of-freedom. These are zoom, 
focus and aperture. These are controlled by DC servo-motors and 
positional information is provided by optical shaft encoders.
Control of the stereo head is divided into two distinct device 
controllers; that which controls the AC servo-motors and that which  
controls the DC servo-motors. The AC motor controller consists of an 8085 
CPU which communicates both with the host computer (a VAX 11/750) 
and with the motor control boards. The motor controller receives 
commands from the host via a serial line and translates them into 
actuation signals for the motors. The low level control system is based on 
PD control in a position based feedback regime although velocities are
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calculated by differentiating the position information. An initial drive 
signal is calculated from this positional information using look-up tables. 
If the positional error is small, overshoot is avoided by reducing the 
velocity of the drive signal. The potentiometer output is converted to a 
digital signal by an 8-bit analogue to digital converter.
The DC motor controller is similar in many respects to the AC 
controller. It is based upon an 8088 single board computer which is the 
interface between the host computer and the motor drive boards. A second 
serial line provides manual control of the motors and a low level 
debugger which acts as a diagnostic terminal. The low level control is 
proportional control.
The stereo vision system described by Krotkov is certainly an 
important contribution to active vision research but the design and 
implementation suffer from many mechanical limitations. The accuracy 
of the system and the mechanical design is far from satisfactory. The 
extrem ely rudimentary mechanical design of the system s drive 
mechanisms and power trains, feedback devices and control structures 
would prevent this system from any realistic robotic applications. Krotkov 
reports positional errors of 2.5mm in horizontal and vertical translations 
and problems with friction in the gravity compensation spring. Angular 
errors for pan and tilt approach 1 degree and it is reported that an average 
positioning error in vergence is of the order of ±0.02 degrees. These errors 
arise, in the main, from poor encoder characteristics. The potentiometers 
are quantised to 8-bit digital data which Krotkov recognises as insufficient 
for high accuracy positioning. Additionally the AC motors used require 
high voltage (110 Vdc) which is a poor design feature and they also tend to 
vary their characteristics during operation due to the continual presence of 
the 110 Vdc reference voltage. Although unstated, these errors in the
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encoders and the poor mechanical design must cause immense problems 
for anything but the simplest kind of stereo vision research.
The Harvard stereo vision head (Clark and Perrier, 1988; Perrier, 
1992a; Perrier, 1992b) originated in 1987. It is a seven degree-of-freedom  
system consisting of controllable optical parameters, focus and aperture 
control in each camera sub-system, and mechanical degrees-of-freedom, 
coupled vergence, and global pan and tilt, figure 3.2. The pan axis is a 
direct drive DC servo-motor with an optical shaft encoder. It has a range of 
140 degrees with a positional resolution of 0.036 degrees. The tilt axis is 
also driven by a DC servo-motor via a belt drive with a range of 35 degrees 
and a positional resolution of 0.036 degrees. A belt drive was selected for 
space considerations. The vergence mechanism, figure 3.2(b), is coupled 
and allows the cameras to rotate towards or away from each other. The 
rotations are coupled and anti-symmetric. The mechanism for achieving 
the vergence motion consists of two kinematic chains that are attached to 
a slider that rides on a leadscrew. The leadscrew is powered by a DC servo­
motor with an optical shaft encoder. Through a fortunate design, the 
relationship between the linear motion of the slider and the angular 
position of the cameras approximates a linear relationship over the 
working range with a reported angular resolution of 0.002 degrees. The 
range of vergence motion is 15 degrees. The interocular distance is fixed 
and rotation is about an arbitrary point.
The cameras are housed in a sub-assembly manufactured from 
aluminium. The camera mountings have set screws to enable alignment 
of both optical axes and for rotational positioning of the camera. The 
mechanical design also incorporates limit switches on all degrees-of- 
freedom. On the pan and tilt axis these limit switches incorporate springs 
to act as dampers.
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(a) positioning mechanism (b) vergence mechanism
Figure 3.2. Functional layout of the Harvard stereo head.
Each of the cameras has two degrees-of-freedom. These are focus 
and aperture. Each camera sub-system consists of a Panasonic black and 
white camera and a Canon computer controlled lens. The Canon lens is 
available off-the-shelf but the information regarding the control of the 
lens is not available. The communications between a computer and the 
lens was successfully determined, allowing control of the lens from any 
host computer.
Control of the stereo head pan, tilt and vergence is carried out by 
motor control boards which accept demand signals from the host 
computer. The motor control boards are VME memory-mapped to the 
host computers memory. The signals from the encoders are sampled by 
the motor control board and from this a velocity can be obtained by 
differentiating the position information. The lens controller hardware 
com municates w ith the Canon lens integrated circuit w hich is 
incorporated within the lens housing. There are two motors encased in 
the lens housing; a stepper motor for aperture control and a DC servo­
motor for controlling the focus. The focusing motor incorporates an
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optical encoder. Communication with the lens IC is via a bi-directional 
asynchronous serial link. The lens is controlled by a single board computer 
which stores and executes the programs required to perform aperture and 
focus control. The single board computer also communicates with the host 
computer over a standard RS-232 serial link. The bandwidth of the system  
is approximately lOOHz, limited only by the RS-232 link from the host to 
the single board computer. The control of the lens requires two sets of 
software to run. The first is the high-level interface to the lens which runs 
on the host computer. The high-level commands are interpreted by a 
programs that reside on the single board computer. This then sends out 
the correct sequence of commands to the lens.
The stereo vision system described by Clark and Ferrier is a vast 
improvement on previous systems in terms of mechanical design and is 
one of the benchmarks by which other heads are compared. The use of DC 
servo-motors with optical shaft encoders on all degrees-of-freedom offers 
far superior positional resolution and accuracy. The design appears to be 
fairly compact although there is no comment about the total weight and it 
is very unlikely that the system could be robot mounted. It has been used 
for experiments in active vision and some experiments to track simple 
objects have revealed that it is capable of achieving this to within two 
pixels. As far as the design of the head is concerned, there are several 
problems which hamper its generic use.
The vergence motor is situated such that it causes an out-of-balance 
moment around the tilt axis. This causes the head to rotate and rest on the 
limit switch when the tilt axis is not being servoed which has the effect of 
cutting power to the motor. This undesirable effect could be avoided with 
a counter-balance weight but this is a poor design solution as it ultimately 
adds weight to the head. The preferred solution would be a better selection
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of the motor, possibly to include an electrically controlled brake, which 
would prevent rotation around the tilt axis when the motor was not being 
servoed. An even worse design feature is the inclusion of stiff spring 
dampers on the pan and tilt axes. On the pan axis, the spring is so stiff that 
bouncing occurs, by as much as 60 degrees. The calibration procedure of 
each axis involves moving in a specified direction until a limit switch is 
triggered. This then becomes the axis datum for all future motion. This 
calibration procedure is very difficult to achieve with bounce on the limit 
switches. It is reported that this is overcome in software but a far more 
elegant solution, and one proposed by Clark and Ferrier, is the use of non- 
contact limit switches such as Hall effect or optical sensors.
Although a large amount of work was expended at controlling the 
lenses and reverse engineering the communications protocol, it is now  
possible to use off-the-shelf controllable lenses. At the time of design these 
were either unavailable or very expensive. It is reported that there were 
problems with the aperture motor overheating and thus had a degraded 
performance.
The coupled vergence mechanism is a constraint that is easy and 
cheap to overcome by the addition of one extra controllable degree-of- 
freedom. This does not add greatly to the cost and provides a far more 
generic and flexible stereo vision system allowing fixation on points in the 
scene w ith a non-symmetric vergence angle. The kinematic link 
mechanism itself is prone to errors and requires considerable calibration.
As far as the design of the head is concerned its main drawbacks are 
the coupled vergence, the problems experienced with calibration and 
bounce on the vergence end-stops. The mechanical design is poor with the 
tilt axis driven via a toothed belt. It is also quite a large device occupying a 
volume of approximately 10"x6"x6".
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The stereo vision system developed at the Royal Institute of 
Technology, Sweden (Pahlavan and Eklundh, 1991; Pahlavan and 
Eklundh, 1992) is one of the most flexible stereo vision heads with 13 
degrees-of-freedom, figure 3.3. The stereo vision head consists of two 
camera sub-systems which have controllable zoom, focus and auto-iris 
aperture, pan and tilt and a zoom compensation motion. This slides the 
lens and camera back and forth along the camera's optical axis to ensure 
pan and tilt around the optical centre of the lens. The two camera sub­
systems are mounted on a linear slideway so that the interocular distance 
can be dynamically varied. This slideway and the camera sub-systems are 
then mounted on a pan and tilt platform.
©  J
Figure 3.3. Functional layout of the Swedish stereo head.
The camera sub-systems are totally independent of each other 
which allows them to verge towards a point in the scene with non- 
symmetric vergence angles. Both the pan and the tilt axes are driven by 5- 
phase stepper motors via anti-backlash harmonic drive gearboxes. This 
configuration is reported as capable of a velocity of 180°/second with a 
resolution of 0.0072°. The 5-phase stepper motors do not employ encoders
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so can only be operated in open loop control although the stepper motors 
are reported as having a high holding torque. An interesting concept 
employed in this design is the zoom compensation mechanism which  
displaces the camera and lens so that the pan and tilt takes place about the 
optical lens centre. This motion is carried out by a 4-phase stepper motor 
which can move the camera sub-system through a range of 90mm along 
the cameras optical axis. This adjusts the position of the optical lens centre 
to maintain it at the cross point of the pan and tilt axes. This displacement 
of the lens centre is as a result of changes in the focal length and the 
focusing distance.
The two camera sub-systems are mounted on a linear slideway 
which can dynamically change the interocular distance. The movement of 
the baseline is expedited by a direct drive 5-phase stepper motor, without 
encoder, which drives two leadscrews. The motor is situated in the middle 
of the chassis; one of the leadscrew having a reverse thread so that the 
motion of the two camera sub-systems movement is anti-symmetric. The 
distance from the two camera sub-systems and the motor being nominally 
equal. The range of the interocular distance is 150mm-400mm.
The overall pan and tilt platform carries the baseline slideway and 
the two camera sub-systems. Both pan and tilt axes are driven by 5-phase 
stepper motors via anti-backlash harmonic drive gearboxes. There are no 
encoders. Speeds of up to 180°/second with a resolution of 0.0072° are 
reported. The tilt axis incorporates a brake which is activated at power 
failure to prevent damage to the stereo vision head.
The lenses are off-the-shelf devices which incorporate motorised 
focus and zoom. The motors employed for zoom and focus are DC servo. 
No encoders are reported as being used. The lens has a minimum object 
distance of one metre. The aperture is automatic white balance. The
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performance of the lenses are reported as not being as good as the rest of 
the system.
This stereo vision head weighs approximately 15kg although 
without the neck pan and tilt mechanism this is reduced to 7kg and it 
requires about 12 amps to drive it.
The control of the stereo vision head is carried out by a transputer 
array which interfaces to the motors via an interface card. Control of the 
stepper motors is carried out by generating a pulse train and a signal to 
govern the direction of travel. Each motor has a process running on the 
transputer array which generates both the pulse train and the direction 
signal. These processes are run in parallel. The pulse trains are broadcast 
on two serial links from the transputer array to the interface board. The 
interface board has three functions; unbuffering the serial pulse trains, 
shifting the serial data into parallel channels and switching the video data 
from the cameras to the transputer based framestores. The transputer 
board is also the timekeeper for all the motors and is capable of keeping 
track of time to a resolution of one microsecond, adequate for good  
temporal control. The transputers are also responsible for interprocess 
communication and motor synchronisation. The control of the lens's DC 
servo motors is also carried out by the transputer array but requires an 
additional 8-bit processor comiected to the transputer via an RS-232 serial 
interface.
The head described by Pahlavan and Eklundh is a highly flexible 
research platform motivated by a desire to simulate, as closely as possible, 
the human vision system. It achieves most of the human head-eye 
degrees-of-freedom and actually incorporates degrees-of-freedom not 
found in humans through a complex and highly flexible system. Overall 
the mechanical design is very good with all the degrees-of-freedom, except
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the baseline being independent. Such a flexible system is very expensive 
both in terms of cost and computational resources. Additionally the 
weight of this system is very high, limiting its application to robotics. 
Extensive use is made of state-of-the-art 5-phase stepper motors with  
characteristically high holding torque's but the use of encoders would be a 
preferred solution to prevent any possibility of positional inaccuracies. It is 
not desirable to operate this system in open-loop control. Additionally no 
comment is made about mechanical or optical end-stops on any axis 
which may offer protection against mishaps and the ability to calibrate the 
system. The controller is extremely complicated requiring 11 transputers to 
be able to control the stereo head. The head has a large power 
consumption which may cause problems in the future on remote vehicles 
or robotic applications. The stereo head must also be very difficult to 
calibrate, particularly the zoom compensation. This needs to be done off­
line to establish the relationship between zoom and focus settings to the 
zoom compensation motor position. There is no information regarding 
the accuracy of this calibration or indeed whether the method of always 
rotating about the optical lens centre is valid.
The lenses are more primitive than the rest of the system, being 
operated by DC servo motors. It is not clear whether the motors are fitted 
with feedback devices but their control and speed of response are a 
limitation on the design of the stereo vision head. The stereo vision head 
is not designed around these particular lenses so more advanced lenses 
could be employed in the future.
The stereo vision system  developed at Aalborg University  
(Christensen, 1992) is a five degree-of-freedom system, figure 3.4. It consists 
of two optical sub-systems which allow control of focus, zoom and 
aperture. The optical sub-systems are mounted on a linear slideway so that
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the interocular baseline distance can be dynamically varied. The optical 
sub-systems and their linear slideway are then mounted on a pan and tilt 
platform.
Figure 3.4. Functional layout of the Aalborg stereo head.
The optical sub-systems consist of CCD cameras with off-the-shelf 
lenses. The lenses consist of DC motors with potentiometer feedback on 
the focus and zoom motors. The aperture is automatic white balance. The 
minimum object distance is one metre. Manual compensation for the 
optical lens centre location is provided by a slotted mount which must be 
aligned manually for different focusing distances. The vergence 
mechanism consists of a stepper motor and gearbox which rotates the 
optical sub-systems. This is independent for the two optical sub-systems 
allowing vergence of the optical axes to be non-symmetric. This is 
currently run in open-loop control mode with no encoders. The step size 
of the stepper motors is 0.05° at velocities of 10°/second. The maximum 
range of vergence is approximately 90° although it is limited by the 
distance between the optical sub-systems. Both optical sub-systems are 
mounted on a slider which offers little friction and high stability. Motion 
is achieved by a stepper motor and gearbox to a leadscrew. There are
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separate motors for each optical sub-system which are both operated 
without encoders in open-loop control. The resolution of the stepper 
motor is of the order of 10 pm although it is reported that there is backlash 
in the gearboxes of the order of 0.1mm. The baseline mechanism can vary 
the distance between the optical sub-systems between 100-350mm. It is 
reported that a linear potentiometer may be used in future to overcome 
the inaccuracy in this mechanism. The entire system is then attached to a 
pan and tilt platform. This uses synchronous motors with a maximum  
speed of 6 ° /second.
The control of the stereo vision head is carried out by a host 
computer which interfaces to two controlling sub-systems. The six DC 
motors in the lenses and the pan and tilt synchronous motors are 
controlled by an 8 chamiel, 8-bit D /A  converter and a custom developed 
interface card. The feedback from the potentiometers in the lenses and the 
pan and tilt platform are handled by a 12 channel, 12-bit A /D  converter. 
Both of these boards interface to a commercial bus system which can 
communicate with the host computer via a VME bus or an RS-232 serial 
line. Control of the four stepper motors which drive vergence and 
baseline separation are interfaced via dedicated stepper motor drive cards. 
Four of these cards are daisy-chained together via a serial line to the host 
computer. These cards provide a command interpreter and power drives 
for the motors. The host computer thus requires two different channels to 
control the stereo vision head.
The stereo vision head described by Christensen is a basic design 
solution which is sufficiently generalised to carry out simple experiments 
for geometric modelling and interpretation. Christensen stresses that this 
stereo vision head is merely a prototype to investigate the attributes 
required for a more elaborate, general purpose and accurate research tool.
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The mechanical design is very rudimentary with manual compensation 
required for rotating the cameras about the lens centre. Indeed this must 
be carried out off-line and be calibrated which is an iterative, and therefore 
time consuming, task. Because of this feature, it makes motorised zoom  
nearly useless; every time the zoom is changed, manual compensation is 
also required. Although stepper motors are employed for the baseline 
separation, backlash in the gearboxes reduces the overall accuracy in this 
degree-of-freedom by an undesirable amount. This is clearly a problem 
which Christensen reports; it will be overcome by fitting a linear 
potentiom eter. H ow the signal from the potentiom eter w ill be 
conditioned and processing for closed loop control is not discussed. The 
resolution and velocities of all the degrees-of-freedom are fairly poor if 
this system is to be used in a dynamic, real-time environment. It is also 
extremely heavy, weighing 10kg. There are problems reported with drift in 
the gearboxes and motors due to external loads on the motors which are 
greater than their holding torque's. There is no report of any limit 
switches or absolute position markers on any degrees-of-freedom. If this is 
the case then a calibration problem exists and is of particular importance 
in the degrees-of-freedom that use stepper motors.
The control system requires two channels to access the stereo vision 
system; one for controlling the DC motors the other for controlling the 
stepper motors. It is not clear whether both control sub-systems can 
receive commands simultaneously or even whether the stepper motors 
can be controlled simultaneously as they are daisy-chained together.
Overall the stereo head designed and developed at Aalborg 
University is a very rudimentary system which is neither very fast nor 
very accurate but it does allow researchers to investigate the behaviour of 
a controllable stereo vision system.
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The stereo vision head developed at the University of Toronto 
(Jenkin et aL, 1992) is a seven degree-of-freedom system. The stereo vision 
head consists of two camera sub-systems a fixed distance apart which can 
be independently rotated about a vertical axis to enable vergence and about 
a horizontal axis to enable independent tilt, figure 3.5. One novel 
characteristic is the ability to rotate each camera and lens about its own  
optical axis, figure 3.5(b). The camera sub-systems are mounted in a 
supporting frame which can undergo a panning motion, a rotation of the 
entire head about the vertical axis. It is reported that, although the stereo 
head provides seven degrees-of-freedom, typically it is operated as a six 
degree-of-freedom system with the independent tilt mechanism yoked 
together in software.
Rotation of the camera sub-systems about their own optical axis is 
im plem ented to provide cyclo-torsion which, it is reported, has 
advantages for correcting mechanical mis-alignment and for easing the 
search for epipolar lines. This rotation is carried out by a DC motor and 
gearbox with a magnetic shaft encoder. A magnetic encoder was employed 
to reduce the overall size of this sub-assembly. This provides a range of 
±180° with a velocity of 180°/second to a resolution of 0.09°. Set screws are 
provided on the mounting frame to align the camera and the lens relative 
to the torsion axis and to the pan and tilt axes. The vergence drive for each 
camera sub-system is mounted below the torsion assembly and is 
implemented by DC motor and gearbox with an optical shaft encoder. It is 
capable of a range of ±35° with a velocity of 100°/second and with a 
resolution of 0.0019°. The individual tilt assembly consists of a DC motor 
and gearbox with optical shaft encoders. It is capable of a range of ±45° with 
a velocity of 54°/second to a resolution of 0.003°. The final drive is via a 
belt and pulley and a tensioning device. It is reported that this design 
option was chosen to reduce the overall width of the head, allowing the
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motors to be positioned above and in-board of the main platform. The 
final degree-of-freedom is the neck pan motor which rotates the whole 
stereo head about a vertical axis. This is also driven by a DC motor, gearbox 
and optical shaft encoder. It is capable of a range of ±180° with a velocity of 
54°/second and a resolution of 0.003°. This drive assembly is mounted 
within the neck stanchion to reduce the overall size envelop of the head.
CD
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Figure 3.5. Functional layout of the Toronto stereo head.
The optical system consists of small, light-weight colour CCD 
cameras with wide-angle lenses. The focusing is not controllable.
Control of the head is implemented by seven single board 
computers which interface to each motor and encoder set. The seven 
single board computers are connected together and accept commands via a 
serial line from an external controller.
This stereo vision head is unusual in that it provides mechanical 
control over the torsion of the lenses. Other research groups compensate 
for this in software. The mechanical design is generally good although 
there are some problems. To overcome the out of balance forces in the tilt
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axis a counter-weight is suggested which is undesirable. The use of a belt 
and pulley arrangement for the tilt axis is also prone to inaccuracies and a 
better design could have been achieved. There are no reported mechanical 
end-stops on any of the degrees-of-freedom which would prevent damage 
to the system in any eventuality. There are also no absolute position 
indicators for calibration. The function of the end-stops could easily have 
been incorporated into the design and could have served as both a safety 
feature and a calibration indicator. Jenkin et al. recognise this as a problem 
and report on an extensive calibration procedure based upon visual 
feedback. A target is placed roughly in the field of view of both cameras. 
Each degree-of-freedom is then controlled to bring the target to the centre 
of the two cameras. Once this position is known in all degrees-of-freedom, 
it is set as the datum and safe regions of rotation can be established in 
software. This process has very low repeatability and is still not error free.
The stereo vision system developed at Oxford University (Sharkey 
et al., 1992; Sharkey et al., 1993) is a modular five degree-of-freedom  
system, figure 3.6. Cameras and lenses are specified which have 
controllable focus and zoom. The five degrees-of-freedom are independent 
vergence, independent tilt and a common pan axis. The modular design 
allows for alternative configurations, common elevation or the gun turret 
configuration. In the common elevation mode both cameras tilt up and 
down and verge independently about axes perpendicular to the elevation 
plane. In the gun turret configuration, each camera verges around an axis 
which remains vertical and elevates about an independent horizontal 
axis.
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Figure 3.6. Functional layout of the Oxford head/eye platform.
The design is highly modular and therefore versatile with each 
degree-of-freedom being implemented by an identical design of drive- 
train. Each drive train consists of a DC motor with 50:1 zero backlash 
harmonic drive gearboxes. Each drive train is equipped with a precision 
incremental encoder and an absolute position detector in the form of a 
magnet and Hall effect sensor. The output of the gearbox is coupled to the 
driven link by means of a torsionally stiff flexible coupling which admits 
slight misalignment between the gearbox and the driven link. Each drive 
train is provided with a boss as the final drive attachment. This is used to 
mount the camera and lens assembly or to mount directly to a mating 
socket on the next drive train. In this way the design allows for alternative 
configurations.
The choice of DC motors has provided for very high accelerations 
and deceleration's at the sacrifice of maximum velocity but it is clearly 
argued that for reactive vision systems, the requirements of acceleration 
and deceleration override those of maximum velocity. The specification is
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extremely high with the vergence axis capable of a range of 360°, an 
acceleration of 6000°/s^ , a maximum velocity of approximately  
400°/second and an angular resolution of 0.00036°. The baseline is 
nominally fixed for either configuration and there is no compensation for 
zoom to ensure that all rotations are about the optical lens centre. In the 
common elevation configuration, both elevation axes are mechanically 
coupled, thus reducing the degrees-of-freedom to four.
The camera and lens configuration is auto-iris w ith manual 
override, motorised focus and motorised zoom. The basic design of this 
stereo vision head is independent of camera and lens choice, the control of 
the lenses being independent.
Control of the stereo head is implemented by a general purpose 
transputer array. Standard D /A  converters interface directly between the 
transputer array and the motor amplifiers for command instructions. A 
similar arrangement interfaces the incremental encoders and the Hall 
sensors to the transputer array via a custom made interface board.
The stereo vision system designed and implemented at Oxford 
University is a very advanced mechatronic design and although it is not as 
flexible as other systems such as that developed at the Royal Institute of 
Technology, Sweden, it has many advantages in being very simple, elegant 
and yet highly accurate. Limiting the controllable degrees-of-freedom to 
four has resulted in a mechanically stiff system. The driving force behind 
the development of this head has been the task of surveillance where 
shifts of attention across the visual field are expected. This paradigm relies 
on reactive vision where accelerations, deceleration's and positional 
accuracy are more important than maximum velocities. Such a system  
requires considerable raw mechanical performance so that it is capable of 
rapidly redirecting its attention to new, possibly threatening targets.
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Although the performance is impressive there is no information available 
regarding the performance of the camera and lens assembly which should 
be able to match the stereo heads performance.
3.3 DISCUSSION___________________________________________________
This chapter describes, in some detail, six stereo vision research 
heads which represent the progress from the conception of controllable 
stereo vision research platforms to the state-of-the-art devices only 
recently built. The rapid growth in such platforms is perhaps an indicator 
of the direction of active vision research whose history only spans a period 
of some five years. The standard of mechanical integrity, optical system, 
and control system has increased measurably over this period and is 
clearly evident from the six systems studied in this chapter. These six 
active stereo vision systems cover a wide range of designs which have all 
contributed greatly to the understanding of active stereo vision and will 
drive the field of stereo vision research for several years to come. In many 
aspects they are the same; each allows the geometric properties and optical 
characteristics of the image capturing device to be under computer control 
and in this way they broaden the understanding of active stereo vision. 
The difference between each of the six systems are the degrees-of-freedom 
that each particular system exhibits and its controllability. Some of the 
designs exhibit good mechatronic design principles while others remain 
poor implementations of mechanical design. Such systems are typified by 
low accuracy drive trains, split-band pulleys, constant force springs to 
overcome the effects of gravity, springs to maintain contact with curved 
cam followers, stiff spring dampers on end-stops, and gearboxes with 
backlash. Most of the designs show little consideration for weight being 
designed primarily for static laboratory use. It is clear that bad mechanical
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design cannot be compensated for by extra image processing which is 
computationally expensive, neither is it a good policy to over-engineer the 
design and try to control all potentially interesting degrees-of-freedom. 
There are several systems, however, that have been well engineered and 
show good emphasis on mechatronic principles. These also tend to be 
modular in design with a good overall balance between mechanical design 
and control.
Most of the system s review ed in this chapter have used  
commercially available controllable lens systems although some have 
opted for static lens systems. Those that have employed commercially 
available lens systems have been limited by the availability of such lenses 
and there is currently not a wide choice of controllable lenses. This has 
had consequences for the stereo vision designs because the available lenses 
tend to have sluggish  responses and almost exclusively em ploy  
potentiometer feedback having been primarily designed for the CCTV 
market. Some of the designs employ lenses which can control zoom while 
others use fixed focal length lenses. Most of the controllable lenses allow 
control of the aperture by using a motor but also allow this to be internally 
controlled by automatic white balance. Most stereo vision systems 
reviewed here control aperture with automatic white balance although 
they do allow the computer systems to override this.
Each of the systems reviewed implements control of the stereo head 
in a different manner. Those systems that mix both stepper motors and DC 
motors w ithin the design tend to have two separate controlling 
computers; one for the stepper motors and one for the DC. This technique 
complicates matters by requiring some inter-communication between the 
two sub-systems and is likely that it involves a communications 
overhead. This is undesirable because of the tightly coupled nature of the
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control problem and the complex interaction between the various degrees- 
of-freedom. Some systems employ serial link communication between the 
control computer for each degree-of-freedom and the host computer. This 
m eans that the stereo head cannot operate degrees-of-freedom  
simultaneously. Even w hen systems are controlled by a transputer 
network there seems to be problems with the control of the lenses which 
are more primitive than the rest of the system. The most striking feature 
of most systems is the lack of feedback sensors. All of the systems that 
employ stepper motors are run in open loop control, with the controller 
relying on the motors not to slip or hop counts. With the exception of the 
5-phase steppers which are reported to have higher stability and higher 
holding torque's, this is an undesirable situation. Stepper motors are 
generally slow in their response but there are few examples of entire DC 
systems. Another closely related and linked problem is the lack of 
calibration sensors or end-stops. Those systems which do employ end- 
stops report problems with bounce because they are spring damped 
mechanical end-stops. The inclusion of end-stops which cut the power to 
that particular drive axis are a critical safety feature which cannot be 
overlooked. Only one of the heads reviewed used Hall effect sensors for 
calibration and it is indicated that this was very useful.
At this point it is worth considering the specification for an ideal 
robot mounted stereo vision head. The basic mechanical properties of the 
head are identified below. It can make use of the robot's flexibility for gross 
positioning but should have independent computer controlled pan and 
tilt for each camera. These should be capable of achieving velocities of at 
least 400°/s with resolutions and repeatabilities better than 0.001° over a 
range of at least ±75°. For these axes, smooth acceleration motors, anti­
backlash drives, position encoders and non-contact end-stops should be 
employed. The cameras should have computer controlled focusing, zoom
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and aperture. The minimum object distance should be approximately 
0,2m. In addition to these features the stereo head should be light weight 
(under 2.5 kg) and of small size and should have a simple geometry. It is 
also desirable that the head consume a minimum of power at relatively 
low DC voltages. A flexible, intelligent computer interface is essential that 
can communicate with all the degrees of freedom in parallel and it would  
be an advantage to incorporate some local intelligence on-board the head.
3.4 SUMMARY____________________________________________________
This review of stereo heads has covered six active stereo heads that 
have been developed in the last five years. The main deficiencies are in 
the integrity of the mechanical designs, the drive trains and the lack of 
controllability. None of them could be mounted on a standard robot 
manipulator because they are too heavy and bulky. The characteristics of 
an ideal head are also presented and it is clear from this chapter that there 
is a need for a very light weight head which will form an integral part of a 
robotic system by making use of the flexibility of the robot. Such a system  
is reported in the next chapter.
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CHAPTER 4. AN ACTIVE STEREO VISION HEAD DESIGN______________
4.1 INTRODUCTION_______________________________________________
The development of the active stereo vision system relies heavily 
on the design and development of the remote camera head. This has been 
an exercise in mechatronics requiring a w hole range of technical 
competencies in good mechanical design, the integration of appropriate 
motor technologies to deliver the required performance, optical 
considerations and the implementation of a close-coupled control system  
to execute the required motions. The system adopts a modular approach 
with independent controllable vergence and focus to enable the binocular 
camera system to fixate upon features of interest within the workcell in an 
elegant yet robust manner. The stereo vision system takes advantage of 
the flexibility of the industrial robot manipulator to which it is attached 
and can thus reduce the controlled degrees of freedom of the stereo head.
The design specification (Pretlove, 1990) requires a method of fixing 
the cameras at, or near, the end-effector of a robot so that the common 
field of view of both cameras cover the tool working area and allows the 
vision system to view the entire workcell by controlled movements of the 
end-effector. The lenses and cameras are motorised so that focus, aperture 
and vergence can be remotely controlled. Additionally, constraints of low  
weight and a compact size envelope are imposed to lessen the effect the 
sensing head may have on the dynamic performance of the robot. The 
sensing head, containing the binocular camera system and associated 
servo drives is directly attached to the toolpost of the robot. A displaced 
toolpost allows tools to be attached to the sensing head, in effect 
sandwiching the sensing head between the robot and the tool. This
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position affords optimum field of view for the cameras and also allows the 
sensing head to take full advantage of the robots flexibility to view the 
workpiece from many different viewpoints. By taking advantage of the 
flexibility of the robot and the degrees-of-freedom of the end-effector wrist, 
the overall complexity and therefore the weight and cost of the sensing 
head can be reduced. The target robot is a Unimation PUMA 562 although 
the sensing head can easily fit onto any standard toolpost. The cost of the 
stereo head is under £10,000. A photograph of the active stereo vision 
head is shown in figure 4.1.
Figure 4.1. A photograph of the Active Stereo Head.
This chapter considers the design in terms of mechanical 
construction, choice of drive trains, the sensors optics and the low-level 
head controller. A summary discusses the design and its advantages and 
disadvantages over those heads described in Chapter 3 and the 
improvements that would be desirable in any future stereo head design.
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4.2 MECHANICAL DESIGN
The stereo vision system has six controllable degrees-of-freedom. 
These are independent vergence, focusing control of both cameras and 
aperture control. In addition to these six, use is made of the robot to which 
it is attached for a further six degrees of freedom, these being 3D 
positioning within the robot workcell and three orientation degrees. This 
configuration limits the controllable degrees-of-freedom of the sensor 
which is an advantage from the control point of view, maximises the 
mechanical stiffness of the sensor system and yet can still provide an 
extremely versatile and flexible sensor by taking full advantage of the 
robots flexibility.
Figure 4.2. CAD generated 3D shaded model of the Active Stereo Head on
a PUMA 562 robot manipulator.
A CAD system and an advanced robotics simulation package, 
IG R IP\ was used throughout the design phase of this project allowing
^From Deneb Robotics, Inc.
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modifications to be made and the CAD information was utilised by our 
manufacturing facility. Using these simulation and design tools allowed a 
variety of alternative designs to be considered within the confines of the 
design specification which called for very low weight and a small size 
envelope. The overriding consideration for the design was to ensure that 
the design was as simple as possible even in the face of conflicting 
requirements, with a modular approach being adopted. This would allow 
for future developments, ease of replication and modifications to the 
design. A 3D shaded model of the sensor mounted on a PUMA 562 end- 
effector produced by the IGRIP simulation package is shown in figure 4.2.
During the design phase of the stereo sensor, different conceptual 
arrangements of the cameras and the drive trains were considered. These 
are all reported in Bonser (1991) and are primarily concerned with the 
arrangement of the vergence drive mechanism. Initially the design  
specification called for coupled vergence and led to six design options 
including reverse worm thread shafts driven by a single servo-motor, 
pinned kinematic linkages driven by a single servo-motor, a single 
leadscrew driving a nut and collar arrangement, curved guides driven by a 
cam follower running along a leadscrew, idler gears and belt drives. All of 
these concepts were disregarded as offering poor mechanical integrity and 
likely to cause backlash problems through the gear trains. During this 
development period it became apparent that independent control of' 
vergence was much more desirable than was first thought. Independent 
vergence control offered a much more generic solution allowing the 
vision system to fixate on features of interest away from a line midway 
between the two cameras for a very small increase in cost. The solution 
was then to use two servo-motors driving the vergence mechanisms 
independently. To reduce the effect it may have on the dynamic
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performance of the robot, the servo-motors, which constitute a large part 
of the weight of the sensing head, are located as near to the end-effector as 
possible.
The design consists of two camera and lens sub-assemblies which 
are mounted in a supporting frame. The functional layout is shown in 
figure 4.3, the general assembly drawing appears in Appendix B.
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Figure 4.3. A schematic of the supporting frame and vergence drive.
The frame is of crucifix form rigidly attached to the robot toolpost 
and extending in the end-effectors Z direction to an extension post 150mm 
from the robot mounting flange. Although the mounting flanges are 
designed for a PUMA 562 mark II, both the end-effector mounting flange 
and the displaced tool post could be very easily modified to suit an 
alternative robot. Half way along this post on both sides is a perpendicular 
spar which extends away from the toolpost. This supports the two camera 
sub-assemblies equidistant from the end-effectors Z axis. The
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supporting frame is a rigid, but at the same time, light weight structure 
manufactured from aluminium. At various points material has been 
removed in the form of holes to further reduce the weight without 
reducing the overall rigidity. The supporting frame also accommodates 
the bearing surfaces for the camera and lens sub-assemblies, is a mounting 
surface for the vergence motors and houses the optical limit switches. The 
nominal baseline distance, the distance between the two optical centres, is 
200mm.
The camera and lens sub-assemblies which are mounted directly 
onto bearing surfaces on the supporting frame also underwent many 
conceptualised designs before arriving at the final design. The sub- 
assemblies have three primary requirements. They must provide a rigid 
support for the lens, the camera and the focus motor, allow axial 
movement of the lens relative to the camera, apparent during focusing, 
and provide motorised control of the focusing ring. Several different 
concepts were considered which included using linear bearings to support 
the axial motion of the lens relative to the camera and using low friction 
bushes running on a ground steel shaft in various different 
configurations. These concepts were all considered against criteria such as 
complexity of the design, the accuracy required of manufacture, the 
stability of the sub-assembly under end-effector motion, weight of the sub- 
assembly, mass distribution about the point of rotation and the cost of 
manufacture. The chosen design, which is the sim plest, easiest to 
manufacture and probably the lightest is shown in figure 4.4. This was also 
deemed the easiest to fabricate and offered the smallest size envelop. 
Consideration was given at this time to the availability of alternative 
lenses which included motorisation. After exhaustive searches none were
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available that suited the requirements of light weight and a minimum  
object distance of 0.2m.
NOT TO SCALE focus motor & 
optical encoder
supporting frame
90mm
spur gear 
focusing ring
100mm
linear
slideway
Figure 4.4. A schematic of the camera and lens sub-assembly
The sub-assembly is entirely manufactured from aluminium and 
consists of a baseplate, camera and lens support and a short-stroke linear 
bearing. It is a very simple design allowing ease of manufacture and 
assembly and allows the camera and lens to be mounted on to the 
supporting frame or an existing optical table calibration rig. The baseplate 
attaches directly to the main drive shaft which, via an anti-backlash 
gearbox is driven by the motor. On to the baseplate is mounted the linear 
bearing which supports the lens allowing only axial motion of the lens 
and focus motor experienced during focusing while retaining rigidity and 
stiffness in all other directions. Attached to the linear bearing is the lens 
support and the focus motor. This consists of a split plate with a hole in 
the middle for the lens and a clearance hole for the focus motor. The
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motor is held in position by a grub screw. A similar arrangement is 
provided to mount the camera onto the baseplate. A location groove is 
provided on the camera body to allow registration of the sub-assembly. 
Any slight variation between the camera and the lens is accommodated by 
the linear bearing.
Both the focus drive mechanism and the vergence drive 
mechanism employ geared low-cost dc servo-motors with optical shaft 
encoders indicating the relative angular position. Optical limit switches 
are incorporated on all degrees-of-freedom for protection against over­
travel. In addition to this safety feature, they are also used as part of the 
calibration routine to establish a datum for each degree-of-freedom. The 
choice of dc servo-motor over other drive mechanisms was considered. 
The only other obvious choice, and one commonly found on other stereo 
head designs is the stepper motor. The stepper motor is often cited by 
other researchers as being more easily interfaced and while this may, to a 
certain extent, be true, it tends to suffer from low  acceleration 
characteristics, poor smooth velocity tracking performance and poor 
stiction characteristics. Additionally stepper motors tend to be employed in 
open-loop control operating purely on the basis that the motor will not 
hop steps. This was not considered a sound engineering solution. By 
employing low-cost, low-inertia dc servo-motors, the requirements of 
high accelerations and smooth velocity profiles can be obtained and with 
high resolution optical shaft encoders good positional accuracy can be 
achieved. With a good low-level integrated, intelligent controller there 
are no problems interfacing the drive trains to a computer.
The choice of a geared drive train overcomes some of the problems 
inherent in direct drive systems such as the effects of torque disturbances, 
generally a lower angular resolution and lower accelerations and can, with
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careful design, be matched to the required performance of the system. The 
advantages that a direct drive system may offer such as zero backlash and 
negligible friction are out-weighed by the advantages of a geared drive. 
The size (and hence the inertia) of the motor can be reduced to provide an 
optimum power to weight ratio. Additionally the resolution is increased 
by a factor equal to the gear ratio while the maximum velocity is reduced 
by the gear ratio. In an optical positioning system such as the stereo head, 
the criteria of higher angular resolution outweighs the need for greater 
maximum velocity. Backlash, which is never present in a direct drive 
system, is limited in the geared drive train by employing anti-backlash 
gearboxes and although these add to the weight and the cost, they keep the 
system within the repeatability specification.
The feedback devices used in this design are optical shaft encoders 
on all degrees-of-freedom. These were chosen over potentiometers which 
suffer from frictional wear, inaccuracies and an analogue output, and laser 
encoders and precision resolvers which are both very expensive. The 
optical encoders are high performance, low-cost incremental encoders 
which exhibit high reliability and high accuracy. They are self contained 
units, mounted directly onto the back of the motor, which output a two 
channel digital quadrature signal. They are easily incorporated into the 
low-level controllers, the output being standard TTL compatible.
The focus drive mechanism is capable of rotating the focus ring 
from infinity^ to the near point of 0.2 metres in approximately 2 seconds. 
This is based upon the end-effector having a maximum velocity of one 
metre per second. This requires the focusing ring to rotate through 
approximately 15 degrees. The angular resolution has been determined 
(Bonser, 1991) as 0.5 degrees bearing in mind the depth-of-field of the
^Effectively 2 metres in this application; the nominal size of the robot workcell.
PhD. 1993 J. Pretlove 78
Chapter 4: An Active Stereo Vision Head Design
lenses. The dc motor selected is the Minimotor 1624E024S with a 485:1 
reduction gearbox and a 16 line per revolution encoder. This gives a 
repeatability of the order of 0.05 degrees. The drive train for the focusing 
mechanism does not incorporate an anti-backlash gearbox. A lightweight 
spur gear is employed to reduce the cost due to the very low resolution 
required from this axis.
The vergence mechanism should be capable of rotating each camera 
and lens assembly through ±45 degrees with a resolution of 0.001 degrees. 
This is based upon a pixel spacing of 10 microns and a nominal focal 
length of 8mm. With the configuration selected, a range of approximately 
150 degrees is achievable, limited only by the lens coming into contact 
w ith the motor casing. A positional resolution of 0.00084 degrees is 
achievable with the motor, gearbox and encoders selected. The vergence 
drive train consists of a dc low rotor inertia motor, a Minimotor 
2842S012C, an anti-backlash gearbox with a ratio of 215:1 and a 500 line 
incremental optical shaft encoder, a HEDS5500500.
Full details of the stereo head are shown in table 4.1.
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General Mechanical Parameters
Controllable degrees-of-freedom 6
Working range
Extension post displacement from the end- 
effector flange 
Interocular distance
0.2 - 2m 
150mm
200mm
Overall weight 3kg
Size envelope 250mm x 150mm x 150mm
Lens Parameters
Supplier Cosmicar
Model _______  ______
Nominal focal length 
Minimum object distance
C814BEX________________________________
0.2m
Lens mount C-mount
Diagonal Angle 7030'
W eight 184g
Camera Parameters
Supplier
Model
Size
W eight
Elmo Co., Ltd
EM-102PAL 
017.5 X 54.5mm 
25g
Pick-up device 1/2" interline transfer colour CCD
Picture elements 579Hx583V
Iris control auto-white balance or computer override
Vergence Drive Mechanism
Supplier
Motor
McClennan Servo Supplies 
DC-micromotors, 2842S012C
Gearbox anti-backlash, ratio 215:1
Encoders Hewlett Packard 500 line HEDS-5500500
Range ±75“
Velocity =400“/ s
Resolution 0.00084“
Focus Drive Mechanism
Supplier McClennan Servo Supplies
Motor DC-micromotors, 1624E024S
Gearbox spur gear, ratio 485:1
Encoders Minimotor, 16 line 21B12
Range
Velocity
90“
45“/ s
Resolution 0.016"
Axis Control
Supplier McClennan Servo Supplies
Model Digiloop 300 series
Controller PM300, intelligent motor controller
Am plifie IS EM40 (focus), EM41 (vergence)
Table 4.1. Details of the active stereo sensor.
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4.3 OPTICAL CONSIDERATIONS___________________________________
The optics of the stereo head consist of a light weight colour CCD 
camera, weighing just 25 grams, and a C-mount lens. The camera was 
chosen for its light weight and its remote sensing device which is 
separated from the control electronics by a two metre cable. Although it is 
a colour CCD device, the signal is currently digitised to black and white. 
The lens, which has focus and auto-white balance was chosen because of 
its minimum object distance^ and its high quality optics. The capability of 
zoom was not considered as necessary with this configuration of robot 
mounted device and commercially available zoom lenses tend to have a 
minimum object distance of one metre. Motorisation of the focusing ring 
is necessary as this is an entirely manual lens and this is achieved with a 
dc motor drive train and a spur gear attached to the focusing ring. 
Although a commercially available motorised lens w ould have been  
preferable, none was available even though an exhaustive survey was 
carried out including the camcorder and personal hand-held video camera 
market.
4.4 LOW LEVEL HEAD CONTROL__________________________________
Both the focus drive m echanism  and the vergence drive 
mechanism employ low cost dc servo-motors, with optical incremental 
shaft encoders indicating angular position and allowing for the calculation 
of velocity and direction. The low -level controllers responsible for 
controlling the head and the amplifiers are integrated into a free standing 
industrial racking system allowing computer control via an RS-232 serial 
link. Additionally a hand held pendant has been designed and built which 
interfaces directly to the controllers and allows manual control of each
^The lens has a minimum object distance of 0.2 metres.
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degree-of-freedom and an emergency stop button which immediately 
stops motion on all axes.
Each degree-of-freedom has a separate single board computer 
controller capable of implementing proportional, integral, derivative and 
feed forward (P.I.D.F) control and a suitable power amplifier. To ease 
control and the integration of the low-level servo controllers, each servo 
drive channel is identical. A single control channel is shown in figure 4.5.
4 8 I/O  linesRS-232
manual control Up Fast Down
PM300 
motor control 
board
EM40 amplifier
encoder
loadservomotor
datum limitsRS-232 daisy 
chain
Figure 4.5. A single degree-of-freedom servo drive channel.
The FM300 is an RS-232 interfaced intelligent servo-motor 
controller which provides a highly flexible axis control system. It utilises a 
single board computer, the 68008 processor, an RS-232 interface, internal 
memory for storing look up tables or commonly used motion profiles, a 
closed loop digital monitoring circuit and a D /A  converter to provide 
±10V output suitable for controlling the dc motors via a drive amplifier. 
The PM300 has a bi-directional RS-232 interface to the host computer, in
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this instance the Sun 4/630, which is used to configure the control 
parameters, command the controller and to query the status of the system. 
Each PM300 controller can be uniquely addressed so that they can be daisy- 
chained together. The PM300 also receives signals from the full quadrature 
encoders and uses this in its closed loop digital control. With the 68008 
processor capable of counting up to one million counts per second, high 
positional accuracy is achievable without seriously affecting axis velocity. 
In addition to the encoder inputs, the PM300 accepts signals from the 
optical limit switches which prevent damage to the cameras and lenses in 
the unlikely event of axis over-travel. Protection against over-travel is 
also implemented in software during the calibration routine. Eight input /  
output digital channels are also provided by the PM300 to interface to 
other equipment although these are not used in the current configuration.
The PM300 is a P.I.D.F controller with all system constants being 
digitally mapped allowing for optimisation and re-configuration on the 
fly, from the host computer. All of the necessary control parameters can be 
programmed by a rich, yet simple command set. By using a dedicated 
single board computer per axis with a rich command set, the load on the 
host computer is considerably reduced.
A hand held pendant has been designed and built to provide 
flexible manual control. This is used primarily in the laboratory 
environment and provides coarse and fine motion control of each axis. 
The pendant also has a prominent emergency stop button to immediately 
stop the motion of all axes.
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4.5 SUMMARY____________________________________________________
The design and development of the active stereo vision head is a 
departure from previous research systems described in Chapter 3. The 
head is novel in its design, being robot mounted on a six degree-of- 
freedom industrial robot end-effector. This head has been specifically 
designed for use in industrial automation tasks where the requirements of 
low weight and a compact design have been achieved.
The stereo vision system described in this chapter has several 
advantages over those reviewed in Chapter 3. The overall weight of 
approximately 3 kg is about 75 per cent of the quoted maximum payload 
for the PUMA robot. This would allow a light-weight tool to be used 
without degrading the robots dynamic performance. At 3kg it is by far the 
lightest stereo head of those reviewed in Chapter 3 with the next lightest 
being the Aalborg head which weighs over 10kg. None of the other stereo 
vision heads reported in Chapter 3 could be mounted on an industrial 
robot. The advantage of designing a stereo vision head as an integral part 
of the robotic device is that the functionality of the stereo vision system  
can be reduced (and thus its weight and cost) because it can make use of 
the flexibility of the robotic manipulator. The stereo vision head designed 
in this work controls vergence independently. This gives a much more 
flexible vision system which is capable of fixating on objects which are 
away from a line midway between the two cameras. It also means that 
objects can be tracked even though the robot may be moving on a different 
trajectory. This is unlike other systems where the vergence is yoked 
together. The vergence and focus drives consist of dc motors with  
gearboxes and optical encoders on all degrees of freedom. Careful selection 
of drive systems and anti-backlash gearboxes have resulted in drive trains 
that satisfy the angular positioning requirements of all degrees-of-
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freedom. These provide better controllability, higher accelerations and 
smoother velocity profiles than those systems that use stepper motors or 
split-band pulleys. The motors are controlled from the host computer via 
dedicated, flexible low-level controllers on each axis which are fully 
software programmable for all system parameters. In addition to this, 
hardware limit switches, in the form of non-contact optical switches, have 
been incorporated to prevent damage to the head and to enable 
initialisation of the head. The choice of cameras and motors has allowed 
ancillary equipment, such as power supplies and control boards, to be 
located away from the end-effector. This reduces the all up weight 
considerably but means that some of the signal lines, particularly the 
image data and the encoder signals, are vulnerable to corruption from 
noise and interference, background noise being particularly bad in 
industrial environments. In the laboratory this has not been a problem 
although these data lines may require protection and line drivers to boost 
the signal when incorporated into a manufacturing environment. Most of 
the systems reviewed in Chapter 3 use off-the-shelf controllable lenses 
which have a minimum object distance of one metre. The lens employed 
in the Surrey system has a minimum object distance of 0.2 metres which is 
more suitable to a robotic workcell.
The main limitation of the Surrey stereo head is concerned with the 
independent motor controllers. The motor controllers are connected 
together by an RS-232 daisy chain and this limits multi-axis motion 
control. This can be overcome by making use of both of the host 
computers RS-232 ports although this is not an ideal solution. A preferred 
solution would be to incorporate a multi-axis controller.
Future improvements to this work would include a multi-axis 
controller and could also consider using controllable lenses which now
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appear commonplace in camcorders and video cameras^. These units are 
compact, light weight and self-contained. At this time it is not possible to 
purchase the controllable lenses separately but this may not always be the 
case. The quality of the lenses used in these devices is questionable and 
would have to be investigated, but they would help to reduce the all up 
weight of the stereo head and reduce the burden on the controllers.
^These devices also incorporate self focusing mechanisms which would further reduce (he 
load on the supervisory computer.
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CHAPTER 5. STEREO VISION SYSTEM CALIBRATION
5.1 INTRODUCTION
The capability of a robot system to operate autonomously and 
intelligently in an uncertain environment is significantly enhanced by the 
addition of visual feedback. In order for the visual system to provide the 
robot with useful information regarding objects within the workcell it is 
necessary to determine the relationship between 2D camera space and the 
robot 3D world space. In the case of a binocular vision system it is 
necessary to determine the relationship between the image point of a 
feature as seen by the left and right cameras and the feature points world 
coordinates. Stereo vision system calibration is the process of determining 
this relationship. Having determined this relationship, 3D information 
regarding objects and features in the robot workcell can be inferred from 
the 2D image information^.
The process of calibrating the stereo vision system falls into two 
distinct phases for a camera system that is mounted on the end-effector of 
a robot. The first phase is the camera calibration which determines the 
transformation from the 2D camera space to the 3D world space. The 
second phase is the hand-to-eye^ calibration which determines the 
transformation between camera space and the robot tool post. Calibration 
of the Surrey stereo vision system requires both phase one and two to be 
carried out for both left and right cameras.
1 Making the assumption, at this point, that the object or feature point is in the field of 
view of both cameras and that the correspondence problem has been solved.
2 The word eye is used through this chapter rather than camera to agree with the 
historical terms often used in references although, of course, what is really mecmt is camera
PhD. 1993 }. Pretlove
Chapter 5: Stereo Vision System Calibration
In addition to the phase I and phase II calibration procedures which 
are concerned with, the geometric mapping of representing world feature 
points, as detected in the two images, relative to the robots tool post, it is 
also necessary to calibrate motor positions of the active elements of the 
head, in particular the focusing drive mechanism.
The outcome of the entire calibration process is a list of model 
parameters which are used to determine the relative position of an object 
or feature point. This is most clearly demonstrated in figure 5.1, below. 
The calibrated model parameters, determined off-line, are used by the 
head model to determine world coordinates of a feature point from image 
coordinates in the left and right cameras. The calibrated model parameters 
are updated occasionally in a separate off-line calibration stage. Having 
installed the calibrated model parameters in the head model, the 3D 
position of a feature point relative to the robots end-effector is obtained by 
supplying left and right image coordinates and the left and right camera 
motor positions. The purpose of the stereo vision system calibration is to 
determine the calibrated model parameters.
Calibrated Model Parameters
Image points left (X;, }>i ) 
and right . .
Motor positions 
left and right ( 0;, 0,)
iHead
Model
Position of the feature 
relative to the TCP
Figure 5.1. The stereo vision system head model.
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This chapter details the strategies and methods adopted to calibrate 
the Surrey stereo vision system. It covers, in detail, both the camera 
calibration and the hand-eye calibration, detailing the models employed, 
the procedures adopted for determining the model parameters, the results 
of testing the models and error analysis to assess the accuracy of the 
calibration techniques. This chapter also covers the calibration of the 
vergence and the focus drive mechanism. It concludes with a summary 
and a discussion of these techniques.
5.2 CAMERA CALIBRATION_______________________________________
Camera calibration is the process of determining the internal 
camera geometric and optical characteristics and the three dimensional 
position and orientation of the camera frame with respect to (some 
arbitrarily defined) world coordinate system. In the literature there are 
different approaches to the definition of this transformation. Tsai (1987) 
classifies the calibration methods into five categories. These categories are:
1. Techniques involving a full-scale non-linear optimisation.
2. Techniques involving the perspective transformation matrix 
using linear equation methods.
3. The two-plane method.
4. The geometric technique.
5. Tsai's method.
The techniques in the first category involve full-scale non-linear 
optimisation. These methods employ a complex, large model, often 
incorporating up to 18 model parameters (Sobel, 1974) and require a good 
initial guess of the model parameters to begin the search. Because of the
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complexity of the model, the large number of unknowns and the use of 
large professional format photogrammetric cameras it generally exhibits 
excellent accuracy although it is reported that it is computationally time 
consuming to determine the parameters.
The second category includes techniques that involve solving the 
perspective transformation matrix w ith linear equation m ethods 
(Yakimovsky & Cunningham, 1978; Hall et al., 1982, Bowman 1987a). 
These methods compute the perspective transformation by assuming a 
pin-hole camera model but do not consider any lens distortion. The 
equations characterising the transformation from 3D world coordinates to 
2D image coordinates are non-linear functions of the extrinsic and 
intrinsic model parameters if lens distortions are ignored^ and if the 
elements of the 3 x 4  perspective transformation are regarded as unknown 
parameters. The elements of the perspective transformation matrix can be 
solved by a least squares solution of an over-determined system of linear 
equations (Sobel, 1974; Schalkoff, 1989; Bowman, 1987b; Forrest 1992). 
Having determined the perspective transformation matrix, the camera 
model parameters can then be computed (Ganapathy, 1984) in a non­
iterative manner.
The third method is the two-plane model (Martins et al., 1981; 
Izaguirre et al. 1987). This method, unlike the previous two, does not 
assume the pin-hole camera model. It defines two physical parallel planes 
in world coordinates and interpolates the coordinates of the points on 
these planes with the corresponding points in the image plane using
 ^ It appears from the literature (Liang et. al, 1989) and from the tests in section 5.2.1.4 that 
ignoring the lens distortion is a reasonable assumption and does not affect the accuracy. 
This is particularly the case with high quality lenses which are used in an active vision  
system where the feature points usually lie near the centre of die image plane.
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polynomials. The method of solving the equations is linear and does not 
need to know the intrinsic parameters of the camera.
The fourth method is the geometric technique (Fischler & Bolles, 
1980) and uses geometric construction to derive a direct solution for the 
location and orientation of each camera.
Tsai's method (Tsai, 1987) is based upon the pin-hole camera model 
used in category one, above. Although this method entails solving for a 
large number of calibration parameters requiring full-scale non-linear 
search, Tsai has determined a constraint which reduces the complexity of 
the problem. Tsai's method relies on the radial alignment constraint 
which is used to reduce the dimensionality of the unknown parameter 
space. Tsai approaches the calibration in three stages. In the first stage the 
elements of the rotation matrix and the translation vector, w ith the 
exception of the Z component, are determined in a simple and efficient 
manner. In the second stage a very good initial guess of the remaining 
parameters can be determined by ignoring lens distortions and by using 
linear equations with two unknowns (the Z component of the translation 
and the focal length) and solving for the normal projective equations. 
Having determined good initial guesses, the precise value of the three 
remaining parameters(lens distortion coefficient, Z component of the 
translation and the focal length) can be computed with a few iterations by 
minimising the non-linear perspective equation. Tsai's radial alignment 
constraint observations and the three stage approach substantially reduce 
the computational complexity of the camera calibration problem. Tsai's 
method is widely accepted within the vision research community and is 
commonly used by the Universities of Sheffield (Thacker, 1990), Oxford 
(Blake et al., 1990) and the Sowerby Research Centre (Hutber 1991). Batista 
et al. (1993) report on an improvement to the Tsai method which
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suppresses the need to have the calibration plane tilted by at least 30° with 
respect to the image plane. This method is a multi-step iterative approach 
w hich reports an im provem ent in the accuracy of parameter 
identification.
Liang et al. (1989) propose an adaptive self-calibration technique. 
This technique employs an adaptive self-learning process to dynamically 
and continuously learn the transformation between the camera and the 
robot workspace. This work relies on the Tsai model except that it employs 
a square root Kalman filter to apply recursive estimation techniques to the 
problem of system identification.
The choice of an appropriate calibration technique is governed by 
satisfying the following criteria. The technique should be accurate, 
autonom ous, reasonably com putationally efficient, versatile and 
applicable to commonly available off-the-shelf cameras and lenses. The 
most important consideration for a visually guided robot system is the 
accuracy of inferring the 3D position of an object or feature point as this 
forms the basis for positioning the end-effector of the robot. The required 
accuracy of the vision system is determined by the task that the robot 
system is expected to undertake. In the case of developing a generic robot 
vision system applicable to a variety of unspecified tasks it is difficult to 
specify the accuracy that is required of the vision system. Many factors 
affect the desired accuracy such as the accuracy of the robot system itself 
and the compliance of the gripper. In the absence of this kind of data the 
desired requirements, in terms of accuracy, are of the order of one part in a 
thousand of the working range (Tsai 1987). Although this is a fairly 
demanding accuracy figure to obtain it, nonetheless, provides a target for 
attainment. The calibration procedure should also be reasonably 
autonomous, not requiring operator intervention to provide initial
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guesses for certain parameters or requiring complex calibration set-up 
procedures. Ideally the calibration routine should be capable of being 
carried out w ithin a real robot workcell under normal operating 
conditions. Liang et al. (1989) suggests an adaptive self-calibrating strategy 
which dynamically adjusts the system parameters during operation. This, 
he reports, overcomes unexpected disturbances of both intrinsic and 
extrinsic parameters and could serve applications such as space or 
undersea autonomous vision guided robot systems where frequent static 
batch calibration is impossible.
The calibration procedure should be reasonably computationally 
efficient and should not require a high dimension non-linear search or a 
large number of iterations to converge to a solution. This factor is not as 
important as others as the calibration is often carried out off-line but the 
ability to re-calibrate autonomously within the workcell would require 
computationally efficient methods and code that could operate at, or near, 
real-time rates. The calibration procedure should also be fairly versatile 
and should operate uniformly over a wide range of operating conditions 
and optical configurations. Finally the calibration procedure should be 
applicable to commonly available lenses and cameras and not rely on large 
format photogrammetric quality cameras or lenses.
Tsai (1987) gives a thorough study of the alternative methods for 
camera calibration and outlines the advantages of his method. In 
summary Tsai discounts the full-scale non-linear optimisation methods as 
violating the principle of automation by requiring good initial guesses to 
start the non-linear search and notes that his method provides a similar 
degree of accuracy. The methods that involve the solution of the 
perspective transformation matrix by linear equation methods are 
discounted because they cannot consider lens distortions and the
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unknowns to be solved are not linearly independent with the possibility 
of finding a good fit for the model parameters w ith an erroneous 
combination of these parameters. The advantage however is that no non­
linear optimisation is required. The two-plane method is discounted by 
Tsai because of the large number of unknowns relative to the degrees of 
freedom. This method also requires calibration points on two planes 
which can be achieved by moving the calibration plane or by moving the 
robot carrying the camera but inaccuracies are then introduced as the 
system relies on the accurate movement of the robot end-effector. This 
violates the principle of automation. The geometric techniques are 
discounted because they cannot consider lens distortions and rely on 
knowledge of the focal length. These methods do not, however, require a 
non-linear search.
The Tsai method fulfils all the selection criteria and is favoured and 
used by many. By decomposing the problem with the radial alignment 
constraint this method becomes three-stage. The first stage which  
determines the solution for most of the parameters is simple and efficient. 
The second stage determines good initial guesses for the third and final 
stage which involves the non-linear perspective equations.
The approach adopted in this work is the Tsai method. Additionally 
the techniques involving the perspective transformation have also been 
carried out to provide a comparison. Both of these methods, their models, 
and the results are presented in the following sections.
5.2.1. Tsai's Method___________________________________________________
To determine the intrinsic and extrinsic parameters requires a large 
set of data applied to a complex model of the camera. The data set consists
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of three dimensional world coordinates and their associated two 
dimensional image coordinates. Tsai's (1987) approach relies on a radial 
alignment constraint to reduce the dimensionality of the unknown 
parameter space. This constraint is only a function of the relative rotation 
and translation between the camera and the calibration points and, 
although it is a non-linear function of the camera parameters, there is a 
simple and efficient way of computing these parameters ( translations, T 
and rotation, R). The rest of the calibration parameters are computed with 
normal projective equations. A very good initial estimate for these 
parameters can be obtained by ignoring lens distortion and using simple 
linear equations. The precise value of these remaining parameters can be 
determined with one or two iterations of a non-linear optimiser, by 
including lens distortions and using the estimates obtained with normal 
projective equations. The intrinsic and extrinsic parameters are shown in 
figure 5.2, below.
camera
( Cx/Cy).
world coordinate 
system
Figure 5.2. The intrinsic and extrinsic camera parameters.
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5.2.1.1. The Camera Model
The camera model used by Tsai is the same as those used by all 
calibration methods that rely on the pin-hole camera model. It is shown in 
figure 5.3. Figure 5.3 illustrates the basic geometry of the camera model. 
(Xw/Yw/Zw) are the three dimensional coordinates of the object point, F, in 
the world coordinate system. (x,y,z) are the three dimensional coordinates 
of the same point, P, in the three dimensional camera coordinate system  
which is centred at O, the optical centre, with the Z axis incident with the 
optical axis. (X,Y) is the image coordinate system centred at Oi, the 
intersection of the optical axis Z and the front image plane, and parallel to 
the X and y axes, f is the focal length, the distance between the front image 
plane and the optical centre. (X^,Y^) is the image coordinate of point 
P(x,y,z) if a perfect pin-hole camera model is used. (X^,Y^) is the actual 
image coordinate which differs from (X„,Y^) due to lens distortions. Since 
the unit for the coordinates used in the computer (Xf,Yf), is the number 
of pixels for the discrete image in the framestore memory, additional 
parameters the scale factor, s^  and the image centre, (C^,Cy) need to be 
calibrated.
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w
w
W world coordinate systemw
Figure 5.3. Camera geometry with perspective projection and radial lens
distortion.
As an overview to the development of the Tsai model, consider 
figure 5.4 which shows the overall transformation from to
(Xf,Yf). The remainder of this section develops the equations required.
The Tsai model parameters are shown in table 5.1, below.
Extrinsic Parameters
position T =
orientation
R = 1^1 1^2 1^3 2^1 2^2 2^3 
3^1 3^2 3^3
Intrinsic Parameters
effective focal length f
lens distortion coefficient «1
scale factor Sx
image plane origin
Table 5.1. Tsai intrinsic and extrinsic model parameters.
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w '  ^ 3D world coordinate system
(x,y,z) 3D camera coordinate system
(X ) Ideal image coordinates
Distorted image coordinates
▼ Computer image coordinate in
( f ) framestore
Parameters are
Step 3. Effects of radial lens distortion.
Step 2. Perspective transformation with pin-hole 
geometry.
Parameters are f
Step 1. Rigid body transformation from world coordinate 
system to camera coordinate system.
Parameters are T R
Parameters are
Step 4. CCD sampling, scanning, digitiser, scale 
factor, image centre
^y )
Figure 5.4. Four steps of the transformation from 3D world coordinate 
system to computer framestore.
Considering each step in turn. Step 1 is a rigid body transformation 
from one coordinate system to another.
X
y =  R . Yw
z _Zw_
+ T. (5.1)
[r„ 1^2 T.where R = 2^1 2^2 I" 23 ,T  = Ty3^2 Tz.
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The parameters to be calibrated are the elements of R and T; a total 
of twelve parameters.
Step 2 is the transformation from three dimensional camera 
coordinates (x, y, z) to ideal or undistorted image coordinates (X„,Yy) 
using perspective projection equations with pin-hole camera geometry,
X . = f . - ..............................................................................................................(5.2a)
Y „ = f .^ .............................................................................................................(5.2b)
The parameter to be calibrated is the effective focal length, f.
Step 3 transforms the ideal image coordinates to distorted image 
coordinates due to the effects of radial lens distortion. Radial lens 
distortion is given by:
X a + D ,= X , ................................................................................................. (5.3a)
Y d + D y= Y , ..................................................................................................(5.3b)
where
Dx =Xj.(oc^.r^ fa^.r'^ + •••)
D  —  Y j j . ( o t j . r ^  +  o t j - r ^  +  * • • )
r = Vx“,+Y
The parameters to be calibrated are the lens distortion coefficients, 
aj.Lens distortions are modelled as either radial or tangential. For each 
kind of distortion an infinite series is required to model it. Tsai only 
considers radial distortion and then only the first term.
Step 4 is the translation from real image coordinates (X^,Y^) to the 
computer image coordinate in the framestore (X^,Yj.
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X ,= - ^ .X ,+ C , .............................................................................................. (5.4a)
Y ( = | i  + Cy.................................................................................................... (5.4b)
y
d ( = d x . ^ ..................................................................................................... (5.4c)
where (^x/^y) is the row and column number of the centre pixel in 
the framestore memory, s^  is the scale factor introduced to overcome 
timing mismatches, d^is the centre to centre distance between adjacent 
pixels in the scan line, dy is the centre to centre distance between scan 
lines in the y direction, is the number of sensor elements in the X 
direction and Nf^is the number of pixels in a line as sampled by the 
computer.
The parameters dx/dy,Ncx,Nf^, are assumed given. The scale factor, 
s ,^ which is introduced to overcome any slight timing mismatches 
between the image acquisition hardware and the camera, and the row and 
column number of the centre pixel, are calibrated.
By combining the equations of these four steps, a relationship 
between the image coordinate of a feature point (X ,^Y )^ and its 3D 
coordinate (x^,y,^,z,y) can be developed.
Combining equations 5.3a and 5.4a:
...........................................................................................
similarly for equations 5.3b and 5.4b:
........................................................................................
combining equations 5.2a and 5.5a:
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 <“ •>
 " ' * >
Finally combining equation 5.1a with 5.6a and 5.1b with 5.6b gives 
two equations relating the 3D world coordinates of a feature to the 2D 
computer image coordinates of the same point.
( X , - C J . d ( ( l  +  g ,.r ^ ) ^ ^  r „ . x „ + r „ . y „ +  ri3.z „
3^1’^ w "^ 3^2'yw'^ 3^3*^ w
=  (5.7b)
, r3i-Xw+r32-yw+r33-Zw
The problem of calibration is to compute the camera intrinsic and 
extrinsic parameters based upon a number of points whose object 
coordinates are known in the world coordinate system, (x^,y^,z^), and 
whose image coordinates are measured in the framestore (X^,Yj.
5.2.1.2. The Calibration Technique
The previous section outlines the theoretical basis of the Tsai 
method. This section shows how the theoretical model was manipulated 
to allow ease of programming.
The fist part of the calibration procedure is to compute the distorted 
image coordinates (X^,Y^). This requires the digitisation and storage of 
the image containing N  calibration points. The parameters d^/dy/N^x/^fx/ 
can be obtained from the camera manufacturer and a value for s^  is 
calibrated along with a value for (^x/^y). Then, from equations 5.4a and 
5.4b:
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Xd, - (X ,-C J
Y,,=dy.(Yf^-Cy).
(5.8a)
(5.8b)
for i-1  to N, where N  is the total number of calibration points. This 
then gives an array [N x 2] of distorted image coordinates.
The second stage involves computing the five unknowns:
^11 £12, 2x_ £ 2 1  ^22
Ty'Ty'Ty'Ty'Ty
For each calibration point, i, with and the
following linear equation is developed. This is derived from equations 
5,2a, 5,2b, 5.3a and 5.3b by ignoring the lens distortion and arbitrarily 
selecting the world coordinate system such that z^  ^ =0.
'^ 11
d^N*^ WN ^dfj-y
w.
■Xci(^  * ^ vvn XjJ^  . X^ ^
■12
21
•22
Xdi
X. (5.9)
This is solved by using the least squares method for an over­
determined system (as long as N  is much greater than 5).
The next stage is to determine ri^ ,r 2^ /ri3 ,r2i,r22,r23,r3i,r 32,r33,T^,Ty. 
This is performed in three stages. The first is to determine the magnitude 
of Ty. C is defined as a 2 x 2 sub-matrix of the rotation matrix, R.
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£ il £ i i
Tvy y
£21 ^22
Tv Tv_ y y _
The elements of C are the upper left sub-matrix of the orthonormal 
1matrix R scaled by . The magnitude of Ty is then the cross product of C
yand is unique except for the sign of Ty. The sign of Ty is determined in the 
following manner. An object point is chosen that is away from
the centre (^x/Cy) with world coordinates The sign of Ty is
assumed positive and the following values calculated.
1^1 —
2^1 —
Tx =
1^1 r \
r
.Ty ri2 =
•21 Ty 2^2
1^2 •TvTv y
V
^22 •TvT yV y y
.T
Then the values of x and y are calculated: 
x = rii.x^+r^2-yw+T,
y = r2i'X  ^+ r22.yw + Ty
If (xandXfJ have the same sign and (yandY^J have the same sign, 
then the sign of Tyis correct; i.e. it is positive else it is negative. If it is 
negative the values of rn, ri2, r2 i, r2 2 / and Tx must be recalculated. These 
values are now unique and correctly determined.
The complete rotation matrix, R, can now be fully determined by 
using the outer product of the first two rows using the orthonormal and 
right-handed properties of R.
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■11 1^2
■31 ^32 •33
where sg = -sign(r^yr2i + r 21.1:22) where sign() signifies the sign of its 
argument.
The next stage is to determine approximate values for the focal 
length, f and T^  ignoring lens distortions. The following linear equations 
for each calibration point, i, must be established with f and T^  as 
unknowns.
Wj.dy.Yi
w^.dy.Y^
(5.10)
where + rgg.y^, +Ty and W; =
This can be solved by linear least squares m ethod of an 
overdetermined linear system (if N  > 2).
Finally the exact solution for f, Tz and a  can be determined by using 
standard non-linear optimisation techniques such as the Levenberg- 
Marquardt method (Press et al., 1990) in equation 5.7b. The approximations 
determined from equation 5.10 are used as initial guesses, w ith 0 as the 
initial guess for a.
This completes the camera calibration, having determined all the 
elements of R and T, the extrinsic parameters, determined a, the lens 
distortion and f, the focal length.
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5.2.I.3. Experimental Procedure
Single camera calibration requires matching world coordinates of a 
set of feature points to their corresponding image coordinates so that a set 
of (x^.,y^^,z^Jand(Xi,Yi) data can be used by the camera model to 
determine the model parameters. There are two practical aspects to camera 
calibration; accurately determining the location of the calibration points in 
the world coordinate system and deriving the image coordinates of the 
acquired image in the framestore.
For camera calibration a simple, but highly accurate calibration grid 
is employed to provide the calibration points. This generally consists of 
high contrast patterns, usually lines, at very precisely known positions. 
This grid is then placed in the cameras field of view and an image of the 
grid is digitised.
The majority of commercially available calibration grids consist of 
an array of black squares on a white background. The corners of these 
squares or the centres of the black squares are used as the calibration 
points. To determine the image coordinates of the calibration points an 
image of the grid is digitised and stored. It then requires further image 
processing to detect the corners and hence the pixel locations of the 
calibration points. The problem with this method is that, in almost all 
cases, by applying edge detection routines, the detected edges are not 
contiguous and require further processing to establish the true edge. Most 
edge detectors work by applying a convolution kernel to the image. This 
has the effect of shifting the true position of the line and tends to increase 
its thickness (according to the size of the kernel). Having introduced these 
errors very elaborate methods are used to try and resolve the corner pixel 
locations. Tsai reports on a method similar to this (Tsai, 1987). A
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threshold, that is manually selected^, is applied to a grey-scale image to 
produce a binary image. Edge points are then linked to extract a set of 
approximate boundary edges. A further improvement is then achieved by 
searching in a perpendicular direction to the approximate edge in the grey­
scale image to locate the true edges by interpolation. The feature points are 
then determined by the intersection of these lines.
An alternative approach is proposed that uses dark solid circles on a 
light background. In this case the centre of the circle, which is the 
calibration point, can easily be derived and is not generally affected by 
image processing routines. The image of the calibration grid is digitised 
and stored. A histogram is performed on the entire image which tends to 
yield a bi-modal form (the two predominant peaks representing the black 
calibration circles and a larger peak representing the white background). A 
threshold is then automatically calculated from the bi-modal histogram  
that segments the circles from the background. The centroid of each circle 
is then determined by calculating the moments of each feature. This is 
carried out by using the threshold to determine what is a feature and then 
by using eight-connect region growing. The pixel intensity value is used to 
w eight the moments analysis to improve the accuracy. Additional 
constraints are applied to the feature detector such that it w ill ignore 
features of less than a certain size. This helps to reduce the effect of 
reporting noise as features. There are, however, problems w ith using 
circles as opposed to lines on the calibration grid. The perspective 
projection of a circle, situated on a plane not parallel to the image plane, is 
an ellipse. The centre of an ellipse does not project onto the centre of a 
circle. This introduces certain errors which depend on the image size of 
the ellipse and the angle between the image plane and the calibration grid.
^Incidentally breaking Tsai's own maxim of automation.
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The calibration grid used in the following experiments consists of 64 
calibration points arranged on an 8 by 8 grid with a centre-to-centre 
horizontal and vertical spacing of 20mm.
For the Tsai calibration method, the world coordinate system is 
arbitrarily selected such that the plane of the calibration grid defines the 
XY plane. This conveniently allows all the Z values of the calibration 
points to be zero. The relative (X, Y) position of the calibration points can 
be measured by using a travelling microscope or a combination of a laser 
interferometer and a suitable optical nulling device.
To provide a platform to investigate the accuracy and performance 
of the calibration method, a test rig has been used. The calibration would  
normally be performed with the cameras mounted on the end-effector of 
the robot. The test rig provides a facility for investigating camera 
calibration which is highly accurate and stable. The test rig consists of a 
high accuracy, recirculating ball, linear slideway that carries the calibration 
grid, a Renishaw PCIO laser interferometer (Renishaw, 1989) to measure 
the relative displacement of the calibration grid as it moves along the 
slideway and a specially adapted camera mount which allows the cameras 
to be mounted on a rotary platform. These are all mounted on a vibration- 
isolated, slotted optical table. The experimental setup is shown in figure 
5.5.
A typical calibration test involves positioning the calibration grid at 
a variety of distances from the camera and storing an image of the 
calibration grid at each test position. By moving the calibration grid along 
the slide way and by measuring the distance with the laser interferometer, 
a whole series of calibration data can be obtained over the working range 
of the camera. The process of obtaining the 3D world coordinates of the
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calibration points for each test is simply obtained by varying the Z 
parameter according to the displacement along the slideway as measured 
by the laser interferometer.
-  r
calibration grid
stereo vision system
linear slideway with carriage \
Figure 5.5. A photograph of the experimental test rig.
The Tsai coplanar calibration method cannot evaluate the image 
plane origin (^x'^y), or the scale factor s^ . These parameters need to be 
calibrated by alternative means so that they can be used by the coplanar 
method. The calibration of the scale factor can be determined by 
modification of Tsai's coplanar calibration method (Tsai, 1987). The 
modified calibration method involves calibration of the camera using 
non-coplanar calibration points. The same experimental procedure is used 
as reported above by using the same calibration grid except that it is moved 
to several different positions in the Z direction. This is easily achieved 
with the experimental rig as described. It would also be possible to use a 
calibration pattern that is physically non-coplanar, such as a calibration 
cube (Bowman, 1987a) but it is much easier to fabricate a coplanar set of
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calibration points. Using a coplanar set of points also relieves the burden 
on the image processing that is required to determine the image 
coordinates and additionally the calibration software which must 
precondition the data and collate the correct image points to their 
respective world point. Since the is no longer identically zero for all 
calibration points, the linear matrix equation, (5.9), no longer holds true 
and a matrix equation of seven unknowns can be developed. This is well 
reported in Tsai (1987). This non-coplanar method is otherwise very 
similar to the coplanar case in terms of its solution and requires only 
minor modifications to the software.
Traditionally the image plane origin, (^x'^y), is chosen as the 
centre of the image framestore. For 3D vision this is reported as being an 
unacceptable assumption (Lenz & Tsai, 1987). It is necessary to calibrate the 
lens centre and Lenz and Tsai propose three different techniques for 
calibrating the image centre. These techniques are the direct optical 
method, the method of varying the focal length and the radial alignment 
and model fit method. The direct optical method is the simplest concept 
and can be done independently of all the other camera calibration 
parameters. It only requires a low powered laser and a four degree-of- 
freedom adjustment of the camera and lens orientation. The method of 
varying the focal length is also simple to perform and can be done 
independently of the other parameters but it is not as accurate as the other 
methods. The radial alignment and model fit method is very general 
purpose and is more accurate than the varying focal length technique but 
it requires calibration points whose positions are known very accurately. 
The direct optical method is as accurate as the radial alignment and model 
fit method and has been chosen in this work.
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The direct optical method for determining (^x'^y) is similar to 
auto-collimation. The experimental setup consists of the camera and lens 
assembly and a low-powered laser being mounted on a four degree-of- 
freedom stage. When the laser beam is pointed at the lens assembly, part 
of the light is reflected when the beam enters the glass and also when it 
leaves it. Multiple reflections occur when the beam is reflected within the 
lens and can be observed on a piece of paper attached to the front of the 
laser with a small hole for the primary beam. With adjustment of the 
lasers orientation, the reflections from the lens coincide with the primary 
beam, indicating that the laser is aligned with the optical axis. Once 
aligned the camera is turned on and the centre of the light spot observed 
in the framestore can be used as the image centre.
5.2.I.4. The Results
The test rig described in the previous section has been used to test 
the accuracy of the calibration technique. The accuracy of the calibration 
technique is assessed by how well it can measure the three dimensional 
world. To perform the accuracy assessment it is necessary to measure the 
3D position of feature points by using stereo triangulation. This requires 
the calibration of two cameras which are rigidly attached to each other. 
Having calibrated both cameras by using the coplanar method described, 
images are acquired for a set of test points whose coordinates are known 
relative to the same 3D world coordinate system used for the calibration. 
The 3D coordinates of the test points are then calculated based on stereo 
triangulation. The accuracy of the camera calibration can then be assessed 
by comparing the difference between the values obtained by stereo 
triangulation and the known 3D coordinates of the test points.
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Determining the 3D world coordinates of a feature point by stereo 
triangulation from a pair of 2D image points is covered more fully in 
Chapter 7, but an overview is presented here. The stereo camera geometric 
configuration is shown in figure 5.6. Each camera has its own local 
coordinate system. The origin of the local camera coordinate system is 
located at the optical centre of the lens system. The model uses the forward 
imaging plane which complies with the model used for the calibration. 
The distance from the local camera coordinate system's origin to the 
imaging plane along the local Z axis is the focal length of the camera. The 
choice of orientation of the local camera coordinate system is purely 
arbitrary but is conveniently chosen to lie along the optical axis of the 
camera and lens.
global coordinate system 
1C ► O Y
OZOX
LZ RXRZ
camera image plane
local coordinate system RY
Figure 5.6. General geometry of stereo triangulation.
The feature point (x^,y^,z^) is determined from the image points 
in the left camera frame, (x ,,y j  and the right camera fram e,(x ,,y j.
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Having calibrated the stereo camera system the relationship is known 
between the world coordinate system (OX, OY, OZ) and the left local 
camera coordinate system  (LX,LY,LZ) and the right local camera 
coordinate system (RX,RY,RZ). The calibration also gives the focal length 
of both camera^s and other optical characteristics so that the image points 
can be transformed into any coordinate system. For each camera the image 
point and the optical lens centre can be determined in terms of the world 
coordinate system. These two points must lie on the vector line of sight 
from the feature point to the image plane and can therefore be used to 
define the line-of-sight vector for each camera sub-system. These are 
denoted as V; and v .^ The nominal feature point position in three 
dimensional space, (x^,y^,z^), is evaluated by calculating the intersection 
of these two vector lines-of-sight. In theory, this is quite straight forward. If 
V, =a + |L i.c and v, =b + X,.d then the intersection is found by equating 
these two and finding unique values of \i and X which satisfy the 
simultaneous equations. In practice these lines are skew^ and do not 
intersect at all. A lthough this apparent dilemma requires some 
mathematical juggling to determine a nominal point of intersection 
(Pretlove, 1992) it also provides an interesting, and somewhat useful, side- 
effect because it computes a quantitative measure of the accuracy in 
determining the three dimensional position of the feature point. The 
nominal point of intersection is the mid-point of the vector which is
defined by the minimum distance between the two lines and the
>
minimum distance provides a measure of how good the accuracy is. This 
is explained in more detail in Chapter 7.
For the accuracy assessment, the Surrey active vision head is 
mounted on a specially designed flange which is fixed to the test rig optical
^Skew lines are defined as lines which are non-intersecting and non-parallel.
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table at one end of the slideway as shown in figure 5.5. The cameras are 
adjusted so that the calibration grid remains in their field of view while it 
travels over the entire length of the slideway. The tests consist of moving 
the calibration grid to eight positions, 0.1 metre apart, starting from a 
position approximately 0.3m from the cameras. At each position 2D 
images are acquired and stored from the two cameras and the precise 
position of the calibration grid Z component is determined by the laser 
interferometer. Each position in turn is used to generate the calibration 
parameters while using the image data for the other seven positions as test 
sites.
The experimental procedure for the test was as follows. The cameras 
were positioned such that they could view the calibration grid while it was 
moved along the length of the slideway. Eight positions were selected that 
were evenly distributed along the length of the slideway, the first being 
approximately 0.3m (test site 1) from the stereo vision system and the last 
approximately 1.0 metre (test site 8). At each position the image processing 
system acquired images from both the left and right cameras and 
determined the 2D image coordinates of the set of coplanar points. These 
were stored for later use. The world coordinates of the calibration grid 
were also computed, the x^,y^ being constant for the grid, the being 
obtained from the laser interferometer. These values were also stored on 
computer. This correspondence of image points and world coordinates 
continues until all the eight tests were complete. The results of the 
experiments are shown below.
For each test site the image data from the cameras and the 
knowledge of the world coordinates of all 64 calibration points was used to 
determine the calibration parameters for the left and right cameras for that 
test. The calibration parameters were then used with the image data for
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the same 64 points to compute the 3D coordinates of the calibration points 
by stereo triangulation which provides a measure of the confidence of fit 
of the model parameters. For all 64 points on the calibration grid the 
difference between the calculated 3D position and the known position was 
recorded as the residual for that calibration point. Figure 5.7 shows a plot 
of the maximum residuals for each of the eight tests against the position of 
the test with respect to the camera baseline. The three lines represent the 
maximum residuals in calculating the world coordinate of the test points.
0 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Distance from camera baseline (m)
Figure 5.7. Confidence of fitting parameters for the Tsai calibration method
over the range 0.3m-1.0m.
The maximum residuals in determining the X and Y component 
are consistently less than 0.001 m and are reasonably uniform across the 
working range of the camera system. The maximum residuals in  
determining the Z component are higher than those for determining the 
X and Y component and increase fairly uniformly across the working 
range, having a maximum residual of 2mm at a range of 0.3 metres rising 
to a maximum residual of 5mm at a range of 1.0m. It is to be expected that
PhD. 1993 J. Pretlove 115
Chapter 5: Stereo Vision System Calibration
the maximum residuals in calculating the Z value will be greater than 
calculating the X and Y component due to the geometry of the stereo head 
and the distance between the two cameras compared with the range over 
which Z is calculated. The gradual rise in the maximum residuals in 
calculating the X, Y and Z components can be accounted for by the image 
processing system. When the feature points are further away from the 
camera there is a larger error in determining the features centroid because 
the image size is reduced. This is more pronounced in determining the Z 
component.
Having established some confidence in the determination of the 
m odel parameters by the Tsai calibration technique, the accuracy 
assessment consists of using the calibrated model parameters determined 
at one calibration site in determining the 3D position of test data from the 
remaining seven test sites. At each test site the position of the test points 
are calculated by using the 2D image points in the left and the right 
cameras and the calibrated model parameters from the calibration site by 
stereo triangulation. The errors are calculated by comparing the difference 
between the calculated 3D position and the known 3D position. For each 
test site there are 64 points. The maximum error for each test site is 
recorded. Figure 5.8a shows the maximum errors in determining the X 
value of the test points.
The data presented in figure 5.8a shows that the errors in X are 
smallest at the calibration site and become progressively larger the further 
away the test site is from the calibration site. This is as expected. For the 
calibration at site 3, which represents a calibration of the system at a 
distance of 0.5 metres, the maximum errors are never larger than 10mm 
over the working range of the camera.
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Maximum error in X (mm)
60 T “ Figure Legendcalibrated at 0.3m -X • calibrated at 0,7m-+  calibrated at 0.4m calibrated at 0.8m
-O- calibrated at 0.5m -o - calibrated at 0.9m-X- calibrated at 0.6m calibrated at 1.0m
camera separation 200 mm camera angle=18° inwards
0.4 0.5 0.6 0.7 0.8
Range from the camera baseline (m)
Figure 5.8a. Maximum errors in calculating X.
Figure 5.8b shows the maximum error in calculating the Y 
component and figure 5.8c the maximum error in calculating the Z 
component.
Maximum error in Y (mm)
30 T
“ Figure Legend— - calibrated at 0.3m -X • calibrated at 0.7m-b  calibrated at 0.4m calibrated at 0,8m-O- calibrated at 0.5m -<>- calibrated at 0.9m-X calibrated at 0.6m _Q_ calibrated at 1.0m
camera separation 200 mm camera angle~18° inwards
20 - ■
0.5 0.6 0.7 0.8 0.9
Range from the camera baseline (m)
Figure 5.8b. Maximum errors in calculating Y.
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Maximum error in Z (mm)
140
—Figure Legend-----------------------------------------
—  c a lib r a te d  a t  0.3m -X • c a l ib r a te d  a t  0.7m
- +  • c a l ib r a te d  a t  0.4m c a l ib r a te d  a t  0.8m
- O -  c a l ib r a te d  a t  0.5m - o -  c a l ib r a te d  a t  0.9m
- X  ■ c a l ib r a te d  a t  0.6m _q _  c a l ib r a te d  a t  1.0m120 - -
camera separation 200 mm camera angle=18“ inwards100 - -
80 --
60 - -
0.5 0.6 0.7 0.8
Range from the camera baseline (m)
Figure 5.8c. The maximum error in calculating Z.
Figure 5.8b shows similar trends to those in figure 5.8a. The 
maximum errors for test 3, which was calibrated at 0.5m, are better than 
10mm over the working range. Figure 5.8c also shows similar trends with 
the maximum error for test 3 less than 20mm over the working range of 
the camera system.
Isolating test 3 from figures 5.8a-5.8c and combining them, it is 
possible to get a clearer picture of the behaviour of the maximum errors. 
Figure 5.9 plots the maximum errors in calculating X, Y and Z against the 
eight test sites.
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Maximum error (mm)
—Figure Legend— 
-O- X 
-6- Y
-O- Z
16 -r camera separation 200 mm camera angle«18° inwards
12 - -
10 -
0.7 0.8 0.90.6 1.00.3 0.4 0.5
Range from the camera baseline (m)
Figure 5.9. Maximum errors in calculating X,Y and Z over the range 0.3m
to 1.0, calibrated at 0.5m.
5.2.I.5. Summary
Camera calibration is the process of determining the internal 
geometric and optical characteristics and the three dimensional position  
and orientation of the camera frame with respect to the world coordinate 
system. Calibrating a pair of cameras allows the determination, by stereo 
triangulation, of the position of a feature with respect to the camera frame 
of reference, and this can then be used to guide the end-effector to that 
feature. Tsai's camera calibration technique has been implemented for 
both cameras on the stereo vision head. An accuracy assessment has been 
carried out to verify that the calibration produces model parameters that 
can be used to determine the 3D coordinates of test points whose actual 
positions are known. The results are presented in the preceding section. If 
the cameras are calibrated with a grid placed approximately half a metre 
from the cameras, which w ould be reasonable for a vision system  
mounted on the end-effector of an industrial robot, the maximum, errors
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in determining 3D position of an object are better than 20mm over a range 
of 0.3m to 1.0m from the camera. However the accuracy of the system at 
the calibration site is significantly better, typically better than 3mm. 
Improving the accuracy of the stereo vision system over the entire 
operational range requires minimising the errors of the system. The 
sources of potential errors are shown in table 5.2.
1. Choice of calibration model.
2. Accuracy of computer & roundoff errors.
3. Manufacturing tolerances in the camera.
4. Defects in the cameras sensing element.
5.
6.
Number of calibration points used. 
Distance the grid is from the camera.
7.
8. 
9.
io:
Experimental conditions.
Accuracy of the interferometer.
Flatness and design of the calibration grid.
Software in determining the centre of the calibration points.
11. Determination of the scale factor.
12.
137
Determination of the image centre.
Angle between the calibration grid and the imaging plane.
Table 5.2. Sources of error for the calibration process.
The sources of error in Table 5.2 are not in any particular order 
although some are worthy of note. The design of the calibration grid could 
be vastly improved. Currently there appear to be two problems with the 
calibration grid that would affect the accuracy of the calibration. The first is 
the flatness of the grid. The grid consists of circles that are created with a 
laser printer on to paper. This is then mounted on the slideway  
sandwiched between a sheet of glass and a cardboard sheet. This is not an 
ideal situation and could be improved by photographically etching the 
calibration points on to a thermally stable material, such as glass. The 
second problem, that has been briefly mentioned, is to do with the use of 
circles as the calibration points. The perspective projection of a circle, 
situated on a plane that is not parallel to the image plane is an ellipse. The
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centre of the circle does not project onto the centre of the ellipse and an 
error is therefore made in determining the centre of the calibration point. 
This error depends on the angle between the calibration grid plane and the 
image plane and upon the image size of the ellipse. This problem could be 
overcome by using alternative patterns as the calibration points, such as 
lines, but these often have their own problems. Tsai's coplanar calibration 
technique relies on the image plane and the calibration plane being non­
parallel. Tsai recommends that the calibration plane be tilted by at least 30" 
with respect to the image plane. In the experiments reported, the angle 
between the calibration plane and the image plane is considerably less, 
approximately 18° and this may have an impact on the results. Batista et 
al. (1993) reports that this does affect the results and they propose an 
improvement to the Tsai method which removes the need to have the 
calibration plane tilted by at least 30°. Their method is based on a multi- 
step approach and reports improvements in accuracy. Tsai reports that the 
accurate determination of the lens centre, which was previously thought 
not affect the accuracy, is in fact critical for accurate 3D measurement of 
object points away from the plane for which the camera was originally 
calibrated. The results presented in this section would seem to indicate 
this and an improvement in accuracy may be obtained by re-evaluating 
the lens centre, possibly by an alternative technique to the direct optical 
method employed.
5.2.2. Perspective Transformation Method
To provide a comparison between two different camera calibration 
techniques this section presents the perspective transformation method. 
This method involves solving the perspective transformation matrix with
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linear equations. It computes the perspective transformation by assuming 
a pin-hole camera model but does not consider lens distortion. The 
equations characterising the transformation from 3D world coordinates to 
2D image coordinates are non-linear functions of the extrinsic and 
intrinsic model parameters, if the lens distortion is ignored and if the 
elements of the 3 x 4  perspective transformation are regarded as unknown 
parameters. The elements of the perspective transformation matrix can be 
solved by a least squares solution of an over-determined system of linear 
equations if the number of calibration points is greater than six.
5.2.2.I. The Camera Model
The camera model used for the perspective transformation method 
is based on the pin-hole camera model and Figure 5.10 shows the basic 
geometric description of such a camera.
Image plane 
coordinate system
Centre of 
projectiony A
world coordinate 
system
Figure 5.10. Perspective projection camera geometry.
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(Xw/Yw/Zw) is the three dimensional coordinates of the object point 
in the world coordinate system (X,Y,Z). The image plane coordinate 
system origin is located at the intersection of the image plane and the 
optical axis with the axis coincident with the optical axis. The point located 
at a distance f in front of the image plane is the centre of projection. The 
image point formed on the image plane of the object point (x^,y^,z^) is 
(Xc,yc)-
The relationship between the object point measured in the world 
coordinate system and the image point of the same object is denoted, in 
homogeneous coordinates, by a 3 x 4 matrix:
W iX j ' a n a^2 ^13 a i4
w i y . ^21 ^22 ^23 ^24
_  _ ^32 ^33 ^34
Xw
Yw
Zw1 (5.11)
The form of equation 5.11 enables an estim ation of the a., 
parameters which is the basis of the camera calibration technique. A set of 
corresponding 3D object and 2D image point pairs yields an estimation of 
the a,j parameters. The elements ajj are not unique due to the use of 
homogeneous coordinates. This matrix has 12 elements, which are non­
linear functions of the seven parameters (3 rotation angles, 3 translations 
and the focal length, f) that determine the sensor system geometry. The 
non-uniqueness of the parameters in equation 5.11 require some 
normalisation to remove this ambiguity. It is common to set element 
a^  ^= 1 0  (Sobel, 1974; Schalkoff, 1989) although other normalisation^'s are 
possible and equally valid. Equation 5.11 can be re-written to express the 
image point in terms of the 3D object point.
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^  + a^ 2'Yw + a^ 4
asi'Xw +^32.7  ^+ ^ 33. z^ y + ag4
a21'Xw ■*■ a22*yw 2^3 • + a24Y c =
a s i - X w  +  & 3 2 'Y w  +  ^ 3 3 ' ^ w  +  a
(5.12a)
(5.12b)
34
Setting ag4 =1.0 and manipulating equations 5.12a and 5.12b each 
corresponding object and image point pair yields two equations that are 
linear for the a^ j parameters and are written in matrix notation, for N  
points in equation 5.13.
Yw, Zw. 1 0 0 0 0  -(X, .X,_) -(Xe^ .y„_) -(x. .Z^  )
0 0 0 1 -(y., ) -(yc, .y,v.) -(y^. -Zw.)
Vwh i  Ô 6  6  6  - ( x , ^ . x „ j  - ( X c , . y w J  " K - z ^ J
0 0 0  y„^ Zw» 1 “ ( yc„- x„„)  -(Yc. y w J  -(Yen ZwN )
which can also be more compactly represented as: 
Q.S = d ..........................................................................................
r a „ 1
3 j2
a i3
«14 Xc,
«21 y f .
«22 =
«23
«24 .y*=H.
«31
«32
.« 3 3 .
. (5.13)
(5.14)
where Q is a 2N x 11 matrix, â is the vector of unknown calibration 
parameters and d is a 2N x 1 vector of the form shown in equation 5.13. 
The 3 x 4  perspective transformation matrix has been converted by row 
concatenation to a vector a of parameters to be determined. Given N  
calibration point pairs, where N  is much greater than 6 a solution for a 
can be determined using a least squares approach such as Q-R 
decomposition (Press et al., 1990).
5.2.2.2. Experimental Procedure
The perspective projection camera calibration requires the solution 
of the vector a in equation 5.14. This requires N  (where N » 6 )  calibration 
points w hose 3D world coordinates and corresponding 2D image
PhD. 1993 f. Pretlove 124
Chapter 5: Stereo Vision System Calibration
coordinates are measured. Unlike the Tsai calibration technique, the 
perspective transformation technique requires the calibration points to be 
non-coplanar otherwise Q becomes degenerate.
The determination of the calibration world coordinates and the 
derivation of the image coordinates from the acquired image in the 
framestore are the same as for the Tsai technique and the comments made 
in section 5.2.1.3 still hold true for the perspective projection method.
The data collected for the Tsai technique was used for the 
perspective projection calibration. These tests consisted of determining the 
world coordinates of a coplanar set of calibration points and their 
corresponding image points acquired from the camera for eight positions 
of the calibration grid. Unlike the Tsai technique, the data from several 
different grid positions was combined so that the calibration data used by 
equation 5.14 did not have coplanar world coordinates. The test site 
numbering scheme, related to the distance from the camera baseline is 
shown in table 5.3.
Test Site Distance of the calibration grid 
from the camera baseline (m)
1
2
3-  4
0.3
0.4
0.5
0.6
5 0.7
6_
8
0.8 -
Table 5.3. The distance from the calibration grid to the camera baseline for
the eight test sites.
The data from the eight test sites must be combined to provide 
calibration data that is not coplanar. Five tests were carried out, each using
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a different combination of the calibration data from the test sites. The five 
tests and the calibration sites that they used are summarised in table 5.4.
Test
number
Name of 
the test
Number of 
planes used
Calibrated at 
site number
1 n ear 2 1,2
2 fa r 2 7,8
3
4
o u te r
in n e r
4
1:
1,4,5,8 
' ^2A6,7
5 all 8 1,2,3,4,5,6,7,8
Table 5.4. Perspective projection tests.
5.2.2.3. The Results
In a similar manner to the tests carried out with the Tsai calibration 
technique, the accuracy of the perspective transformation method is 
assessed by how well it can measure the three dimensional world. To 
perform the accuracy assessment it is necessary to measure the 3D position 
of test points by stereo triangulation. This requires the calibration of two 
cameras. Having calibrated the cameras as described in the previous 
section, images are acquired for the test points whose coordinates are 
known relative to the same 3D world coordinate system used to calibrate 
the cameras. The accuracy of the camera calibration method can then be 
assessed by comparing the difference between the values obtained by stereo 
triangulation and the known 3D coordinates of the test points.
Determining the 3D world coordinates of the test point by stereo 
triangulation from a pair of 2D image points is straight forward. With two 
cameras, two equations can be developed from equation 5.11, one for the 
left camera and one for the right. Equations 5.15a and 5.15b represent these 
two with the subscript 1 referring the left camera and the subscript r 
referring to the right camera:
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w,yi
w,
'111
*31,
« 12,
2^2,
3^2,
'13,
b3,
‘33,
‘ 14,
b4,
3^4i,
r -,
^12, ^13, ^14,
W rY r = ^21, ^22, ^23, ^24, •
W r  . _^31, ^32, ^33, ^34, _
w
Yw
Zw1
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(5.15a)
(5.15b)
Equations 5.15a and 5.15b represent four equations in three 
unknowns (x^,y^,z^). Given two image points (one in each image plane) 
corresponding to the same object point, it is possible to determine the 
world coordinates of that point. Equations 5.15a and 5.15b can be regrouped 
as coefficients of (x^,y^,z^) which are represented in matrix form in 
equation 5.16.
(5.16)
^11, “ ^31, ‘ ^1 ^12, “ ^ 3 2 ,-^ 1 ^13, - ^ 3 3 , ' X | -  -
^ 21, ~  ^ 31, • Y 1 ^ 22 , ”  ^ 32 , ■ Y I ^ 23, ” ^ 3 3 , - Y i x ^ ^ 3 4 ,‘ Y l ~ ^ 2 4 ,
^ 11 , ~ ^ 3 V ^ r ^ 12 , ” ^ 3 2 , ‘ ^ r ^ 1 3 , - ^ 3 3 / ^ r Yw ^ 3 4 / “ ^14 ,
_^ 21 , “" ^ 3 1 , ‘ Y r ^ 2 2 , “ ^ 3 2 ,- Y r ^ 2 3 , - a 3 3 / Y r
-  W J
_ ^ 3 4 / Y r  ~ ^ 2 4 , _
Equation 5.16 can be solved directly by a least squares approach to 
estimate (x^,y^,z^) given two image points (x,,y,) and (x „ y j .
As mentioned in the previous section, five tests were carried out 
and the results of these tests are presented here. In a manner similar to the 
results presented for the Tsai calibration, the error is calculated by 
determining the difference between the calculated world coordinates and 
the known world coordinates. Figure 5.11 shows the maximum residuals 
for test 5 which used all the data available from the eight test sites for both 
the calibration and the stereo triangulation. This gives a measure of the 
confidence of the model and the method. The maximum residuals in 
determining the X and Y parameters are very similar across the range of 
the tests and are consistently lower than 0.5mm, The maximum residual
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in determining the Z component of the test points was much higher, but 
still never exceeded 4.5mm. There is a gradual increase in the error the 
further away the test site is from the camera. This follows the same 
behaviour in the Tsai tests and can be accounted for by the geometry of the 
stereo head and the image processing system which has to determine the 
centroid of the feature even though, at greater distances, it forms a smaller 
image.
Maximumresidual(mm)
4.5 _
4.0 . .
3.5 . .
3.0 . .
2.5 --
2.0 . .
1.5 rr 
1.0 4-  
0.5
-Figure Legend- 
■A- Xdata 
-O- Y data 
-O- Zdata
camera separation 200 mm camera angle~18“ inwards
□
□
0.0 %
□
A
0.3 0.4 0.5 0.6 0.7 0.8
Range from tlie camera baseline (m)
0.9
Û
H
1.0
Figure 5.11. Confidence of the fitting parameters for the perspective 
projection calibration method over the range 0.3m-1.0m.
The five tests listed in table 5.4, generate the model parameters from 
different combinations of the eight calibration plane positions available. 
The results of these five tests are presented in figures 5.12a, 5.12b and 5.12c 
which show the maximum errors in determining x^,y^ and over the 
range 0.3m-1.0m.
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Maximum Error in X (mm)
1.0 ^
0. 6 .
■Figure Legend 
-D- near 
-O- far 
-A- inner 
-O- outer 
—F all
camera separation 200 mm camera angle»18° inwards
0.2 •  •
0.4 0.5 0.6 0.7 0.8
Range from the camera baseline (m)
Figure 5.12a. The maximum error in determining X.
Maximum error in Y (mm) -Figure Legend- 
-O- near camera separation 200 mm camera angle~18° inwards
0.4 0.5 0.6 0.7
Range from the camera baseline (m)
Figure 5.12b. The maximum error in determining Y.
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Maximum 
error in Z 
10 T ( m m )
8 t
'Figure Legend 
-Q- near 
-0“ far 
-ù r  inner 
-O- outer 
-+■ all
camera separation 200 mm camera angle«18“ inwards
0.4 0.5 0.6 0.7 0.8 0.9
Range from the camera baseline (m)
Figure 5.12c, The maximum error in determining Z.
The data presented in figure 5.12a, 5.12b and 5.12c exhibit some 
similar characteristics which are worthy of note. With the exception of the 
tests near and far, the data for the remaining tests are all fairly consistent, 
follow a similar shape and generally exhibit lower errors over the full 
range. This can be accounted for by the fact that the tests near and far  are 
calibrated at one end of the range while having to extrapolate for the test 
sites. For the tests outer, inner  and all, however, the model interpolates 
because the test sites lie between the calibration sites. The results from the 
tests outer, inner  and all show a maximum error in determining X and Y 
of less than 0.5mm while the maximum error in determining Z is better 
than 4.5mm.
5.2.2.4. Summary
Camera calibration is the process of determining the geometric 
relationship between the 3D world coordinates of a point and its 2D image 
point. In the perspective transformation method, the use of homogeneous 
coordinates allows the development of a 3 x 4 transformation matrix
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which represents the mapping between the world coordinates and the 
image coordinates. This 3 x 4  matrix consists of twelve elements which are 
non-linear functions of the seven parameters that determine the sensor 
system geometry. In this calibration method, the twelve elements of the 
matrix are considered as unknowns and are then solved as linear 
equations by a least squares approach with six or more calibration points. 
Unlike Tsai's method, the calibration data cannot be coplanar otherwise 
the model becomes degenerate. This requires a special calibration pattern 
which has calibration points that are not coplanar. In the experiments 
presented here, the calibration points are generated from a coplanar 
calibration grid that is moved in the z,y along a linear slideway. The 
position is measured with a linear interferometer. Although this is a 
cumbersome and impractical way of generating the calibration data it has 
allowed a thorough investigation to be made of the calibration method. 
Five tests are reported which differ only in the number and combination 
of calibration sites that they used to determine the 3 x 4  perspective 
transformation matrix. Tests using data within the calibration site (i.e. 
tests outer, inner and all) record a higher accuracy, typically better than 
0.5mm in X and Y and better than 4.5mm in determining Z. The potential 
sources of error are similar to those for the Tsai method and are shown in 
table 5.5. The comments made in section 5.2.1.5 about the sources of error 
for the Tsai calibration method, in particular the determination of the 
calibration image points from the 2D camera image hold true here. The 
accuracy may be improved slightly by modelling lens distortions. This is 
reported in Bowman (1987a) where the perspective transformation cannot 
be accurately described by a linear transformation. Bowman uses a second 
order polynomial to m odel the geometric lens distortions and this 
generates a correction that can be applied to the observed image data. No
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results were presented on whether this improved the accuracy of the 
system
1 .
2 .
Choice of calibration model.
Accuracy of computer & roundoff errors.
3. Manufacturing tolerances in the camera.
4.
5.
Defects in the cameras sensing element.
Number of calibration points used.
6 . Distance the grid is from the camera.
7.
8 .
9.
1 0 .
Experimental conditions. 
Accuracy of the interferometer.
Flatness and design of the calibration grid.
Software in determining the centre of the calibration points.
1 1 .
1 2
Angle between the calibration grid and the imaging plane. 
No compensation for optical distortions
Table 5.5. Sources of error for the perspective calibration process.
5.3 HAND-EYE CALIBRATION_____________________________________
Hand-eye calibration is the process of determining the relative 3D 
position and orientation between the robot end-effector and the camera. 
More specifically it is the task of computing the relative rotation and 
translation (the homogeneous transformation) between two coordinate 
systems; one centred at the end-effector of the robot, the other at the 
camera lens centre. It is necessary to compute this transformation so that 
objects identified in the binocular vision system can be related to the 
robots coordinate system to provide the robot controller with the position 
of the object. When vision is used to guide the robot end-effector to grasp 
objects for automated assembly or part transport the vision system can 
determine where the object is relative to the cameras but the robot 
controller must identify the camera position so as to be able to grasp the 
object.
If the vision system is also expected to measure 3D geometric 
relationships between different objects or between different features on an
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object, it is often necessary to use the robot manipulator to move the 
vision system to different viewing positions in the work space. At each 
position, the 3D position and orientation of the feature measured by the 
vision system is only relative to the vision system. As the end-effector 
moves the vision system to different positions, the relative measurements 
are not related to each other unless the end-effector to camera 
transformation is known.
These problems are resolved if the transformation between the 
robot end-effector and the camera coordinate system is determined.
5.3.1. The Head Model________________________________________________
The stereo vision head model is shown in figure 5.11.
LX
J y  left camera coordinate system
rx
left vergence coordinate system (VLX, VLY, VLZ)
Iz (-rz)
right camera coordinate system (RX,RY,RZ)
VRZ
Ixr
right vergence coordinate system (VRX, VRY, VRZ)
I robot end-effectorJ6Y W coordinate system
}6X
Figure 5.11. The stereo vision head geometric model.
Figure 5.11 shows the geometric arrangement of the stereo vision 
system with unnecessary detail removed for clarity. The robot mounting
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flange which mounts on to the end-effector of the robot at the robot tool 
centre point is denoted by the coordinate system (J6 X, J6 Y, J6 Z). The J6 Z 
axis is the tool centreline. The left and right camera coordinate systems are 
denoted as (LX, LY, LZ) and (RX, RY, RZ) respectively. The left vergence 
axis (the axis of left camera rotation) is centred at (VLX, VLY, VLZ) with 
the camera being rotated around the VLX axis. Similarly the right 
vergence axis is centred at (VRX, VRY, VRZ) with the right camera being 
rotated around the VRX axis. The transformation between the robot 
mounting flange coordinate system and the left vergence coordinate 
system is assumed to be a pure translation \hc ly  I z ^ • Similarly the 
translation between the robot mounting flange coordinate system and the 
right vergence coordinate system is \rx  ry r z Ÿ . The components of 
these two translations are obtained from the nominal dimensions of the 
stereo vision head which are assumed to be accurately known. The 
validity of this assumption is discussed in the summary. The left vergence 
angle, 9|, is defined as the angle between VLZ and LZ and the right 
vergence angle, denoted as 6 ,^ is defined as the angle between the VRZ 
and RZ. The cameras are not rotated about the optical lens centre (the 
origin of the camera coordinate system) and displacement between the left 
camera coordinate system and the left vergence axis is defined as d,. 
Similarly for the right camera coordinate system where the displacement 
is defined as .
The hand-eye calibration technique developed here determines the 
displacements d^  and d .^
5.3.2. The Calibration Technique_______________________________________
The calculation of the displacement of the camera coordinate 
system from the axis of camera rotation (the vergence axis) is carried out
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by viewing a point, P, from two different angles. Figure 5.12, a simplified 
plan view of figure 5.11, shows the geometry of the calibration technique 
for the right camera. The same principles are applied to both cameras to 
determine d| and d .^
The axis of camera rotation is denoted O. In the first viewing  
position, the camera coordinate system is at A, the forward imaging plane 
is a distance f in front of A. The image of point P on the image plane is at 
Xj. From this information, the internal angle OAP, denoted a ,  can be 
determined. The distance from the point P to the camera coordinate 
system AP is denoted by Zj. The camera is then moved through a known 
angle, 0 .^ The position of the camera coordinate system is now at B with 
the forward imaging plane a distance f in front of B. The image of point P 
on the imaging plane is now at Xg and thus the internal angle OBP, 
denoted by p, can be determined. The distance from the point P to the 
camera coordinate system BP is denoted by Zg.
Knowing the angles 0 ,^ a, P, and the distances z^  and Zg, can be 
calculated by considering the two triangles OAB and PAB. From triangle 
OAB:
AB = dj + d? -  2. d' cos 0 ,............................................................................... 5.17a
and from triangle PAB:
AB = Zj +Zg -2 .Z i.Z g.cosy ........................................................................... 5.17b
Combining these and solving for d^
 .................................................................5.18_ | zi +Zg -2.Zi.Zg.cosy
2 - 2 . cos 0 ^
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Figure 5.12. The geometry for calculating the rotation displacement.
Before this can be achieved, the distances and Zg must be 
calculated. These can be calculated by a two stage technique using the 
calibration test rig described in previous sections. The method of 
determining Zj and Zg relies on the movement of the point P through a 
known distance towards the camera. The geometry of the technique for 
determining Zg is shown in figure 5.13, the theory for determining z^  
being identical.
With the camera axis rotated by 9 ,^ the image point of point P, a 
point on the calibration plane, is recorded so that the angle p can be 
calculated knowing the focal length f. The calibration plane is then moved 
through a known perpendicular distance R. R is measured using the laser 
interferometer. Point P is now at P' and the image of this point is recorded
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so that the angle 9 can be calculated. By using the sine rule the distance 
ZgCan be calculated by considering the triangle BPP\ The equation is 
shown in 5.19, below.
s in (1 8 0 -(9  - 9 )) ^ ..............................................................................
s ln ( |i-9 )
P
Figure 5.13. The geometry for calculating Zg.
5.3.3. Experimental Procedure
Hand-eye calibration determines the relationship between the left 
and right camera coordinate systems and the tool centre point. The only 
parameter to be determined is the displacement of the optical lens centre 
from the camera rotation axis for both the left and right cameras. The 
theory required to calculate this displacement has been presented in the 
previous section.
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The experimental set-up adopted to calculate the displacement of 
the optical lens centre from the camera rotation axis is the calibration test 
rig used for the previous calibration work which is shown in figure 5.5. 
The cameras are mounted at the end of the linear slideway such that their 
optical axes are aligned with the linear slideway when the vergence angle 
is zero. The calibration grid, which has been used throughout the tests, is 
used and this is moved perpendicular to the cameras' optical axis by 
means of a leadscrew. A laser interferometer is used to measure the 
relative displacement of the calibration grid during calibration tests. The 
experiments are carried out using the calibration test rig so that very strict 
and repeatable measurements can be made under good experimental 
conditions.
Calculating the displacement between the optical lens centre and 
the axis of rotation for vergence is a four stage technique. It relies on 
obtaining the image of a calibration point viewed under four conditions. 
From these four images of the same calibration point it is possible to 
determine the required displacement using equations 5.18 and 5.19. The 
four viewing conditions are obtained by a combination of moving the 
calibration grid normal to the optical axis of the camera and by rotating the 
camera through a known angle about the vergence axis. This gives two 
images with the camera normal to the calibration plane and two images 
where the camera is oblique to the calibration plane. To improve the 
accuracy of determining the displacement between the optical lens centre 
and the vergence axis of rotation all 64 calibration points are used and an 
average value of the displacement is obtained. This is done for both 
cameras.
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5.3.4. The Results _________________________________________________
Having calibrated the hand-eye system it is necessary to perform 
two further tests and the results of these tests are presented here. The first 
test is identify the model parameter, in this instance the displacement of 
the optical lens centre from the vergence axis of rotation, and to ensure 
that the effects of noise on the identification of this parameter are reduced 
to an acceptable level. The second task is to validate and test the model 
parameter by using it to calculate the 3D position of test objects whose 3D 
position in the world is known. The errors between the actual 3D position 
and the calculated 3D position give an indication of the validity of the 
model parameter and an overall indication of the system accuracy.
The displacement between the optical lens centre and the camera 
axis of rotation can be obtained from the mechanical and optical design 
drawings of the stereo vision system although this can only really provide 
a nominal value. The nominal value obtained from the design drawings 
gives a value of approximately 30mm for both the left and the right 
camera. A series of 48 tests under different conditions have been carried 
out to determine the displacement of the optical lens centre from the 
vergence axis of rotation for each camera. The results are shown in figure 
5.14 and table 5.6.
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-Figure Legend--------------------------
-O- left camera displacement, dj 
-O- right camera displacement,d j.
Calculated displacement for the left and right camera
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Figure 5.14. The results of determining the optical lens centre 
displacement from the camera axis of rotation for the left and right
cameras.
Statistics
Camera
Left (dl) Right (dr)
Number of Tests 48 48
Mean (m) 0.032573 0.029172
Standard Deviation 0.001443 0.001147
Table 5.6. Test statistics for determining the optical lens centre 
displacement from the camera rotation axis.
The values obtained by calibration are far more reliable than the 
nominal value. The values obtained by calibration indicate a close 
agreement with the values that would be expected from the mechanical 
and optical drawings. Assuming that the errors introduced into the 
calibration procedure are gaussian the best estimate of the true model 
parameter is the mean. The standard deviation is low and indicates 
reasonable confidence in the data. Further tests over a wider range of 
initial conditions may improve the accuracy. The difference in the values 
obtained for the left and right cameras can be accounted for by slight
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variations in the mechanical assembly or differences in the optical set-up 
of the lenses.
To validate and test the model parameters determine above, they 
are used to calculate the 3D position of test objects whose 3D position in 
the world is known. The calculated 3D positions can then be compared 
with the known 3D position and a measure of the systems accuracy can be 
obtained by comparing these values. Ten tests each consisting of 64 test 
points on the standard grid have been carried out, each test calculating the 
3D position of the 64 test points. The ten tests represent different viewing 
angles and different camera to calibration grid distances and are shown in 
table 5.7.
Test
number
Angle of left camera 
measured from normal 
(positive inwards)
ei
Angle of right camera 
measured from normal 
(positive inwards)
0r
Distance of test 
grid from 
camera baseline 
(m)
1 0" 0° 1.0
2 0 0° 0.8
3 0° 0° 0.6
4 90 90 1.0
5 90 90 0.8
6 90 90 0.6
7 9 9 0.4
8 IS 18° 0.8
9 IS 18° 0.6
10 18° 18° 0.4
Table 5.7. Stereo head 3D position determination tests.
For each of the 640 test points the 3D position is calculated and is 
compared with the known 3D position. There is no absolute datum for the 
known 3D positional data with respect to the camera baseline as there is 
no way to measure the camera baseline to the test objects. However, the 
relative position of all the test points is known very accurately due to the 
use of a laser interferometer. The accuracy of the laser interferometer is of
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the order of microns which is certainly orders of magnitude more accurate 
than is expected from the stereo vision system.
Having obtained the calculated 3D world position and the relative 
position of each test object, a least squares fit is obtained to calculate the 
errors in each of the X, Y and Z directions. These results are presented in 
figure 5.14 which shows the maximum errors between the calculated and 
measured 3D position of test points for three different viewing angles.
—Figure Legend— 
-n- X
-O- Y
-O- Z
camera separation 200 mm camera angle = 0° inwardsMaximumerror(mm)
0.80.6
Range from tlie camera baseline (m)
0.4
Figure 5.15a. Maximum Errors in determining X, Y and Z plotted against 
range from the camera baseline for a camera rotation of 0 °.
Maximumerror(mm)35 T camera separation 200 mm camera angle = 9° inwards
Figure Legend—
30 -■
20 - -
Range from the camera baseline (m)
Figure 5.15b. Maximum Errors in determining X, Y and Z plotted against 
range from the camera baseline for a camera rotation of 9°.
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Maximumerror(mm)35 T Figure Legend—-D- X camera separation 200 mm camera angle = 18“ inwards
0.6 0.8 
Range from the camera baseline (m)
Figure 5.15c. Maximum Errors in determining X, Y and Z plotted against 
range from the camera baseline for a camera rotation of 18°.
Figure 5.15 shows the results of these tests. The tendency of error to 
increase with increasing distance away from the camera baseline is as 
expected and as shown earlier. One of the contributing factors of this 
increase is the equivalent pixel resolution. Objects (of the same size) 
further away from the camera baseline fall on a smaller area of the 
imaging device and are thus more prone to errors in calculating their pixel 
position.
5.3.5. Summary______________________________________________________
It is necessary to determine the displacement between the optical 
lens centre and the vergence axis of rotation so that objects determined In 
the camera frames can be related to the robot end-effector. To achieve this 
it is necessary to calibrate the cameras to obtain the geometric relationship 
between the world coordinate system and the camera frame of reference.
Because the stereo vision system described here is active and can 
rotate the cameras to effect a larger field of view and to concentrate scarce 
computing resources, it is necessary to identify the relationship between 
the camera optical coordinate system and the camera axis of rotation. This
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identification of the displacement parameter is obtained by analysing the 
geometry of the stereo head and observing a calibration grid placed in the 
camera's field of view. By straight forward geometric analysis this 
displacement has been calculated and a series of tests have been performed 
to verify the accuracy of the calibration. The assessment shows that the 
accuracy is dependent upon range from the camera baseline, the error 
increasing as the distance from the baseline increases.
Having conducted the accuracy assessment and used the stereo 
vision system in real experiments (described in Chapter 7) it is clear that 
such a simplified model and calibration method is unsuitable. It is also 
clear that the assumption of using the nominal head dimensions is 
inadequate. To improve the overall accuracy it would be necessary to 
develop further the strategy for head-eye calibration to include the full six 
degrees-of-freedom relationship between the robot end-effector coordinate 
system and the local camera coordinate system.
In considering certain applications of this system, such as pick-and- 
place, one approach to achieve an immediate improvement to the overall 
accuracy of the system over the entire working range is to adopt a multi­
stage intercept strategy. This would use the stereo vision system to 
estimate the 3D position of the target and use this value as a coarse 
measurement. On approaching the object, say at a distance of 0.4 metres or 
less, a second calculation is made to provide a much more accurate 
estimate of the target's position. In applications such as real-time tracking 
the errors associated with 3D measurements are improved continuously 
as the stereo vision system updates the target's position as it approaches 
the target.
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5.4 FOCUS CALIBRATION__________________________________________
Defocused images inherently contain less information than images 
that are sharply focused. It is therefore essential to provide the active 
stereo vision system with the ability to automatically focus the cameras. 
This is particularly important for a camera system mounted on the end- 
effector of a robot manipulator that is going to approach and intercept 
objects.
There are several approaches that can be adopted for automatically 
focusing lenses. These include optical techniques, image processing 
methods and external range sensors. The technique adopted for this work 
is to use the stereo cameras to estimate the range by triangulation and to 
use the value of range obtained to control the focusing motor for each 
camera.
Calibrating the focus motors involves determining the relationship 
between the focus motor position and the range. The procedure for 
calibrating the focus motors involves moving a known object through a 
series of 15 points in working range of the stereo vision system. At each 
point the cameras are re-focused and the range is then calculated.
Each camera is focused automatically using the same algorithm. 
The target object is selected as a white feature on a black background to aid 
the focusing algorithm. The focusing algorithm is based on the principle 
of measuring the sharpness of focus in an image which is achieved by 
studying the high frequency content of the image. The method used is the 
sum -modulus-difference measure proposed by Jarvis (1983) and is 
com puted by sum m ing the first intensity differences betw een  
neighbouring pixels along a scan line of the image:
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SMD, = 2 )  |I(x, y ) -  I(x - 1 ,  y )1................................................................... (5 .2 0 )
X
The criterion is to maximise 8 MD^. Although this is a very simple 
measure of the sharpness of focus under the conditions of a high contrast 
object, it performs reasonably well. At each object position during the 
calibration procedure, the SMD^ criterion is evaluated for a single 
horizontal line 400 pixels long across the middle of the image at eighty 
motor positions (corresponding to approximately 4 degrees of focus ring 
movement) from one limit to the other. The motor position that returns 
the largest SMD^ value is deemed to have obtained the sharpest focus. 
This is carried out for both cameras and then the range is computed using 
stereo triangulation. The results of such a calibration are shown in figure 
5.16 which shows the calibration data for both left and right cameras.
Object distance (m)1.2 _
1.0 -
Left focus motor 
Right focus motoi
0.6 _
0.4 A3
0.2
1000 4000 50002000
Focus motor position (Encoder counts)
3000
Figure 5.16. Computed range plotted against focus motor position.
Figure 5.16 shows the general relationship between the focus motor 
position and the range. The general trend is identifiable but at a range 
greater than approximately 0 .6 m noise in the system seems to prevail and 
results in uncertainty as to the relationship. There are several factors
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which compound this effect. Firstly the performance of the criterion 
function is difficult to quantify and is likely to be very sensitive to noise. 
Secondly the drive train gearbox consists of simple spur gears and is thus 
very prone to backlash. Thirdly the SMD^ algorithm is evaluated at fixed 
intervals across the whole range of possible motor positions. This is an 
extremely inefficient method of searching for the maximum value of 
SMD^. A more efficient method would be to implement the golden search 
algorithm (Press et al., 1990) because the focus criterion function is 
unimodal and is a function of one variable. Finally the depth of field of 
the lenses also has an effect. The depth of field is defined as the distance 
between the nearest and the farthest object plane at which satisfactory 
definition is obtained. The theoretical depth of field of the lenses can be 
obtained from the following formula:
f2
The near focusing distance, o'is given by o' =   (5.21a)
— +  X .F  
0
and the far focusing distance, o"is given by o" =   (5.21b)
-— x.F
Where f is the focal length of the lens, o is the object distance, F is 
the lens aperture number and x is the nominal pixel spacing. Thus the 
depth of field is calculated as o" -o '. The depth of field of the lenses used 
in the active stereo vision system is shown in figure 5.17. At an object 
distance of Im the nearest distance for sharp focus is 0 .8 m and the farthest 
distance is 1.333m. Thus a wide range of motor positions will satisfy the 
focusing criteria.
Having calibrated the focus motors by obtaining the relationship 
between the focus motor position and the object range it can be
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implemented either by identifying the model represented by figure 5.16 or, 
more simply, through the use of a look-up table.
Depth of field 
(m)
focal length, f= 8mm 
Lens aperture, F= 1.4
nominal size of pixel element, x = 0.011mm
0.6 0.8 
Object distance (m)
1.2
Figure 5.17. Depth of field for the active stereo system.
The focus calibration is an important aspect of the calibration for the 
vision system to perform autonomously, particularly at close range. The 
focusing of the camera lenses is an important task so that the image 
processing hardware continuously receives images that are sharply 
focused. The calibration consists of determining the relationship between 
the focus motor position and the range. During operation the 3D position 
of the target object is calculated by stereo triangulation. The range (the Z 
component) of the target is supplied to the focusing controller which  
determines the required motor position for both the left and the right 
cameras.
Future designs of stereo vision systems may incorporate self- 
focusing lenses which have progressed through the demands of the cam­
corder market. Alternatively a superior criteria for sharpness of focus 
could be implemented.
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5.5 SUMMARY____________________________________________ .________
Stereo vision system calibration is the process of determining the 
relationship between left and right 2D camera space and the 3D world so 
that objects, or features of objects, as seen by the cameras can be located in 
the world coordinate frame.
For an active stereo vision system the calibration process falls into 
three distinct phases; camera calibration, hand-eye calibration and focus 
motor calibration. The camera calibration process determines the 
relationship between the 3D world and the 2D camera. Two techniques 
have been presented in this chapter, the Tsai technique and the 
perspective transformation technique. The results of the Tsai technique 
show that the worse case error in determining the world coordinate of a 
test point is 0.02 metres. This compares, quite poorly, with the results 
obtained by the perspective transformation method, where the worse case 
error, under identical experimental conditions, was 0.0045 metres. 
Although the perspective transformation technique appears to be far more 
accurate in determining the 3D position of objects from 2D image data, it 
does have some considerable drawbacks. Firstly it is unable to extract the 
focal length of the camera so an additional calibration test is required. 
Secondly it requires the calibration data be non-coplanar which  
complicates the calibration process.
The Tsai method, although not exhibiting the same degree of 
accuracy as the perspective projection technique, has a great number of 
advantages. The method is very easy to implement and is computationally 
very efficient allowing recalibration to be undertaken in several seconds in 
the robot workcell. This is primarily because of the use of a coplanar 
calibration grid. It is also autonomous in the sense that it requires no
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operator intervention to provide initial estimates for any of the 
parameters. Tsai's technique could probably be enhanced by improving the 
quality and the design of the calibration grid, by improving the image 
processing routines that determine the calibration points from the camera 
images and by determining the centre of the image plane more accurately. 
One solution to minimise the error of the system  over the entire 
operational range would require the intelligent selection of the optimum  
parameter set for the particular target range. This is because the Tsai 
method achieves accuracy comparable to the perspective projection 
technique near the calibration site. This could be carried out by 
establishing a lookup table of model parameters based on range and 
selecting the model parameter set on the current best estimate for the 
range.
The hand-eye calibration process determines the relationship 
between the cameras and the robot end-effector. More specifically it is the 
task of computing the relative rotation and translation (the homogeneous 
transformation) between two coordinate systems; one centred at the end- 
effector of the robot, the other at the camera lens centre. It is necessary to 
compute this transformation so that objects identified in the binocular 
vision system can be related to the robots coordinate system to provide the 
robot controller with the position of the object. The accuracy assessment 
shows that the accuracy is dependent upon range from the camera 
baseline, the error increasing as the distance from the baseline increases. 
Although the accuracy could probably be improved by the use of higher 
resolution cameras and optics and the development of more robust 
calibration procedures to identify the actual stereo head dimensions, these 
figures are acceptable for initial demonstration tasks.
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The focus motor calibration process determines the relationship 
between the focus motor position and the range and is therefore essential 
to provide the active stereo vision system with the ability to automatically 
focus the cameras. The calibration procedure adopted uses the sum- 
modulus-difference criterion of sharpness to automatically measure the 
correct focusing distance. Having evaluated the relationship it can be 
implemented using a look-up table to focus the cameras.
The outcome of the calibration procedure is a list of model 
parameters representing the active stereo vision system. The model allows 
the position of objects to be calculated from the left and right image points 
and the left and right vergence motor positions. In considering certain 
applications of this system such as pick-and-place one approach to 
improve the overall accuracy of the system over the entire working range 
is to adopt a multi-stage intercept strategy. This would use the stereo 
vision system to calculate the 3D position of the target and use this value 
as a coarse measurement. On approaching the object, say at a distance of 0.4 
metres or less, a second calculation is made to provide a much more 
accurate estimate of the target's position. In applications such as real-time 
tracking the errors associated with 3D measurements are improved 
continuously as the stereo vision system updates the target's position as it 
approaches the target.
Experimental tests which demonstrate the accuracy of the stereo 
vision system calibration procedure are presented in Chapter 7.
PhD. 1993 /. Pretlove 151
CHAPTER 6 
ROBOT GUIDANCE
Chapter 6: Robot Guidance
CHAPTER 6. ROBOT GUIDANCE
6.1 INTRODUCTION
In order to make a robotic system function intelligently in its 
environment, feedback from sensors is essential. Common tasks in the 
m anufacturing environm ent include material handling, product 
processing, automated assembly and visual inspection. The sensing system  
allows the robot to deal with manufacturing uncertainty and unexpected 
events. The Surrey active stereo vision system is capable of processing 
images from its two cameras by computer to extract information from the 
common field of view. This could be recognising objects for inspection or 
taking measurements of the position of objects within the workcell. For 
tasks such as material handling, path tracking and assembly, it is necessary 
that the vision system provides 3D information which allows the robot to 
manipulate objects within the workcell. Such information typically 
includes the three dimensional position and orientation of the object and 
this must be further processed by a task management system to determine 
the post-processed information that the robot requires to undertake the 
task. For instance, intercepting and grasping an object requires a different 
procedure to the tracking of a three dimensional weld seam although the 
information provided by the vision system would be essentially the same.
For all manipulation tasks, the three dimensional position of the 
object with respect to the end-effector of the robot arm is reported to the 
task controller. This information is then used to effect robot guidance. For 
a simple, static object in an uncluttered workcell this is a relatively straight 
forward task. The accuracy of the position information is governed by the 
distance between the sensor and the object. Higher positional accuracy
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from the system can be achieved, at the cost of longer cycle time, by 
adopting a multi-stage trajectory. In this approach the first positional 
estimate of the object is used to place the stereo vision system at a 
predetermined stand-off from the object. A second, higher resolution 
image pair can now be obtained which will provide greater positional 
accuracy because the space resolution is improved with the shorter object 
distance.
If the object is moving, the situation is far more complicated. The 
motion of a moving object can be determined from a sequence of images 
but the storing and processing of the computer images is time consuming, 
causing inherent delays in the information flow. For example, when the 
position of a moving object is determined from the images, the computer 
specifies the location of the object some sampling periods ago. To 
overcome this problem requires the inclusion of predictive control 
techniques within the robot controller. Adopting a predictive control 
strategy allows the system to anticipate where the object will be at the next 
sampling time interval. Problems also arise because the image processing 
is slow and usually varies with the size and complexity of the images. 
These problems were discussed in Chapter 2. In the case of dynamic 
tracking where the robot manipulator (and thus the stereo vision system) 
is undergoing self motion it is necessary to know where the end-effector is 
at the moment that the images are captured so that the 3D position of 
objects can also be referred to the workcell coordinate system.
With an active stereo vision system it is also necessary to 
implement a gaze controller so that as the robot end-effector moves (and 
most probably the object as well) the object remains in the field of view of 
both cameras.
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The inherent delays in the active vision system are circumvented 
by predicting the position of the moving object. The dynamics of the object 
are not known so it is necessary to use an estimator to predict the object 
motion. This is used to plan and control the action of the stereo vision  
system.
This chapter considers robot guidance for both static and dynamic 
objects, gaze control of the active stereo vision system and system issues 
concerning the inter-relation between the vision processing system and 
the robot task computer.
6.2 STATIC GUIDANCE
There are some manufacturing tasks where the objects position is 
static and remains so for the duration of the robot motion. A typical 
scenario may be the palletising of products by a robot. The products come 
into a robotic workcell on a conveyor system which is triggered to stop 
when at least one object is within range of the robot. The product (or 
object) is now static and can be viewed by the stereo vision system which is 
mounted on the end-effector of the robot (which is, itself, static). The static 
vision-based robot control structure is shown in figure 6.1.
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request current robot position
calculate relative 3D object position
grab images
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Figure 6.1. Static vision-based robot control.
In the static, vision-based robot control regime, the system consists 
of a sequence of independent steps. Having received a signal to indicate 
that an object is within the workcell the first step is to recognise what the 
object is and to calculate its three dimensional position and orientation. 
This object position estimate is passed on to the task controller. The task 
controller is responsible for calculating the desired position of the robot 
end-effector or tooling, based upon the current task definition and the 
calculated relative position of the object from the end-effector. The task 
controller then issues a command to the robot controller which moves the 
end-effector to the desired position. This motion is carried out under the 
independent control of the robot positioning system. Having grasped the 
object and completed the task, the task computer returns the end-effector 
to its workcell home position before awaiting the next object to enter the 
workcell.
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In this control regime, each step is an independent event and thus 
the vision processing system and the manipulator controller are not 
interacting during the robots motion.
If the combined accuracy of the robot positioning device and the 
vision system measurements are within the allowable tolerances of the 
task, then this sequence need only be executed once. However, if 
im proved accuracy, noise reduction or the rejection of external 
disturbances is required, then the sequence of operations is repeated until 
a specified accuracy is achieved. A two stage approach would improve 
final positioning accuracy but this would be at the cost of increased cycle 
time. In such an approach, the first object position estimate would be used 
by the task computer to take the vision system and the end-effector to a 
pre-defined stand-off, reasonably close to the object. At this point the 
vision system would calculate the new relative position and pass this 
value to the robot controller via the task computer. This two stage 
approach makes use of the accuracy of the vision system at close range.
The static vision-based robot guidance m odel is suitable for 
applications where products have unknown or unreliable position and 
orientation and can be stopped while the robot carries out its task. These 
techniques are not suitable where the object may move. This static vision- 
based robot guidance paradigm demonstrates the concept of interactive 
sensing for robot positioning but it is not a dynamic control system since 
each step is executed independently and in sequence.
6.3 DYNAMIC GUIDANCE_________________________________________
In order for a manipulator to grasp an object moving along an 
unknown path, direct on-line interaction between the vision processing
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system and the robot controller is necessary. In a dynamic, visual feedback 
system the vision-based routines and control of the manipulator are 
executed in parallel, figure 6.2.
CëElD
grab images request current robot position
calculate relative 3D object position
update tlie robot trajectory
No atdesired osition ?
'es
CHEZ)
Figure 6.2. Dynamic vision-based robot control.
The position estimates derived from the vision system are updated 
to the robot controller as fast as they are measured and are incorporated 
into the trajectory planner while the manipulator is undergoing self 
motion. The open architecture robot controller developed by Chen (1993) 
employs a trajectory blender which smoothes the trajectory based on 
updated object position. This relies on the cameras acquiring images while 
they undergo self motion and the dynamic interaction between the vision  
system and the robot controller becomes a critical issue.
One of the main problems in designing a control system with visual 
feedback is in extracting and describing the vision information in a form
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that is suitable for the robot controller. The vision system sampling time 
and delay in processing the data to obtain position information is not 
constant and depends upon the images being processed.
Perhaps the most difficult problem to deal with is the inherent time 
delay in calculating the position of the object. This problem is aggravated 
by the need to propagate throughout the various systems, precise timing 
information. For example the vision system must interrogate the robot 
controller so that the vision system knows where the end-effector position 
is when it grabbed the two stereo images. The problems of this inherent 
delay can be partially overcome by using predictive robot controllers. 
Because the dynamics of the object are unknown, the predictive scheme 
can be based on least squares estimation.
Dynamic manipulator guidance is advantageous in at least two 
respects. In the case of static objects, dynamic manipulator guidance is 
necessary to achieve reduced cycle times and to improve overall spatial 
accuracy. For the case of a moving object, dynamic manipulator guidance 
becom es essential. This control regim e relies heavily  on the 
synchronisation between the vision system and the robot controller and 
on predictive control techniques to anticipate the future object motion.
6.4 GAZE CONTROL_______________________________________________
Gaze control, in its most general form, is the alteration of imaging 
parameters to aid the performance of visual tasks. The primary goal of 
gaze control is the active manipulation of the imaging system in order to 
acquire images that are directly suited to the task being performed. 
Historically the problems of gaze control have been divided according to 
their biological counterparts: vergence, smooth-pursuit, vestibulo-ocular
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reflex (Swain and Strieker, 1991; Brown, 1989; Sharkey, 1992). A simpler 
approach is to consider just two behaviours, gaze stabilisation and gaze 
change. Gaze stabilisation, often termed fixation, consists of controlling 
the imaging parameters to maintain clear images of an object that may be 
stationary or in motion with respect to the stereo vision system. For 
moving objects this involves target tracking. The second category, gaze 
change, is often as a result of changes within the task and is analogous to 
saccades within the human vision system.
Of particular interest in this work is gaze stabilisation and target (or 
object) tracking. This requires predictive control and an object tracker to 
predict the position of the moving object. It is assumed that the dynamics 
of the object are unknown. A least squares estimator has been  
implemented which is used on-line to generate the desired motion of the 
active stereo head.
6.4.1 Least Squares Estimator__________________________________________
A least squares estimator is used to predict the 3D motion of an 
object which is de-coupled and independent in X, Y and Z. The predicted 
3D position is then used as the demand signal for the FID head controller. 
The implemented least squares estimator is used to adjust the dynamic 
model parameters on-line as well as providing an estimate of the 3D object 
position. This is shown in figure 6.3.
PhD. 1993 J. Pretlove 160
Chapter 6: Robot Guidance
predictedposition
Stereo head
system
Model-based 
estimator & 
controlleri i
parameter
identifier ^ ........
measuredposition
Figure 6.3. Least squares adaptive position tracker utilising on-line
parameter identification.
The model used for object motion is an autoregressive (AR) process: 
x(k 4-1) = Ug. x(k) + . x(k  - 1 )  + Ui. x(k  -  2) + ^^2)
where x(k + l) is an estimation of the next position. The first 
problem is to determine the model coefficients a3 ,a 2 ,ai,ao- Having 
determined these coefficients a prediction for the position at time k+1 can 
be obtained.
The least squares estim ator and parameter identification  
methodology are popular and widely used as object trackers. In particular 
the Kalman filter is used by Brown (Brown, 1989). Least squares estimator 
techniques are widely documented (Willsky, 1979; Sage & Mels a, 1982; 
Deutsh, 1965; Nahi 1969)
The process for determining the next position estimate relies on 
estimating the model parameters at each sampling period. The formula of 
the recursive least square method is briefly presented here.
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The autoregressive model (equation 6.1) can be re-written in matrix
form:
x(k +1) = [x(k) x ( k ~ l)  x ( k -2 )  1],
a,
(6.2)
which can be represented as
x(k  + l) = Xk.âk
A gain coefficient, r^, is calculated as follows:
1 (6.3)l+Xfe.Pk-i.Xt
where is a 4x4 matrix. The new model parameter vector, is :
âfc = ^k-i + rj,.Pj,_i.Xk-(x(k) -  x (k ))............................................................ (6.4)
Finally the matrix is updated:
Pfc ~ ‘^k-lj.............................................................
where X is a scale factor.
The flowchart of the least squares estimator implementation is 
shown in figure 6.4.
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Calculate new weighting factor
jCalculate new covariance matrix
Calculate new model parameters
ySave new estimator parameters
—  Output-------------------------
predicted value
Figure 6.4. Functional Implementation of the least squares estimator for
position tracking.
On initialisation, the matrix, P, is set to the unity matrix scaled by 
1x10^ and the previous values of the position are all set to the first 
measured value. The model parameters can be randomly chosen based on 
the assumption that the current positions are close to the actual. Setting 
them as, =[0.5 0.3 0.2 0.1] gives a reasonable starting model.
6.4.2 Simulation Experiments________________________________________
The least squares estimator has been implemented and tested with 
simulated data. Three different simulations have been conducted and the 
results are presented here.
The first trial was the simulation of a linear system. Under 
conditions that are representative of the robot system, an object travelling 
at 200mm/ s has been simulated under a variety of noise conditions. The 
only assumption is that the simulated measurement noise is generated by 
a random number generator with a uniform distribution. The function 
call which generates the random numbers is an implementation of the
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standard ANSI C call but is based on the algorithm of Bays and Durham as 
described by Press et al (1990). The results are shown in figure 6.5.
Displacement (m)
0.3- -
0.1 -
generated displacement 
predicted displacement
Measurement noise 
amplitude = 0.0m
0 . 0 - f—i— I— I— I— I— I— I— I— I— I— I— I— I— I— I— I— I— I— I— I— I— I— I— I
0.1 0.6 1.1 1.6 2.1 Time (s)
Displacement (m)0.6 Measurement noise
0.4 . . amplitude = 0.05m
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-0.4 ±
Displacement (m) 
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0.4--
0.3--
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1.6 2.1 Time (s)
Figure 6.5. Simulation data for least squares estimator in tracking a linear 
motion with noise amplitudes of 0, 50 and 100 mm.
Each graph plots the measured and the predicted motion. In the top 
graph there is no measurement noise and it is clear that the 
autoregression model identifies and closely represents the actual motion 
within a short period of time. The middle graph shows the same situation 
but w ith  the addition of uniform distributed measurement error
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amplitude of 50mm. No assumption is made about the motion so that the 
predictor initially has difficulty finding a solution. During this stage the 
least squares is also under-determined. The compound effect can be seen 
by the inaccuracy at the start of the prediction and is not unexpected. After 
an initial period, the model predicts the general trend of the movement. 
The bottom graph shows similar results for 100mm measurement error. It 
is clear from this sim ulated data that an initial time delay of 
approximately 0.7 seconds is required to ascertain the correct model 
parameters.
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Figure 6.6. Simulation data for the least squares estimator in tracking a 
sinusoidal motion with noise amplitudes of 0, 10 and 20 per cent.
Figure 6.6 shows a similar simulation test for sinusoidal motion. In 
these graphs the amplitude of the motion is ±0.1m. The predicted and 
measured data is shown for the case of 0, 10 and 20 per cent measurement 
noise. Even with 20 per cent measurement error (in this case representing 
a measurement error of 20mm) the underlying sinusoidal motion is 
clearly tracked by the least squares estimator.
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Figure 6.7. Simulation data for the least squares estimator in tracking a 
circular motion with noise amplitudes of 0,10 and 20 per cent.
Figure 6.7 shows the least square estimator being used to track a 
circular motion of radius 0.1m. This simulation is based on using two 
estimator's; one for the motion in the X direction and one for the motion 
in the Y direction. Gaussian distribution noise of amplitude 0, 10 and 20 
per cent is applied to the measured signal and the results are presented 
w ith the predicted motion. Again it is clear that the predictor is 
functioning correctly and is tracking the underlying signal.
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The position of a m oving object is determined in the world 
coordinates and can be used by the stereo vision system to predict the 
optimal next look gaze position. Simulation results indicate that a variety 
of motion types can be successfully estimated and that by assuming the 
motion in X, Y and Z is independent, object tracking can be achieved. This 
compensates for the computational delay which is inherent in obtaining 
the objects position from the computer images.
6.5 SYSTEMS ISSUES_______________________________________________
To implement robot guidance the vision system and the robot 
controller must communicate with each other via the task controller. The 
information that passes between the two systems depends, to a large 
degree, on the task in hand. The information that the vision system  
supplies to the robot controller tends to be position information although 
other geometric parameters such as object orientation is also available. 
There must also exist a structure for other information types such as object 
identity. Other information can be made available to the task controller 
such as status information and error messages. This is useful information 
for the task controller in its overall workcell management and it may be 
able to take some positive action based on the status information received 
from the vision system. In the current implementation both position 
information and error signals are transmitted from the vision system. The 
position information includes object orientation and there is scope to add 
other geometric parameters in the communications structure. The error 
signals consist of information such as whether an object has been found in 
both cameras and this allows the task controller to do something sensible 
(in this case stop the robot moving during this cycle).
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Communications from the supervisory computer to the vision  
system are also dependent on the task at hand. Typically the information 
for the sensor consists of the current robot arm position and orientation or 
the joint angles. The task controller also monitors the health of the 
communications link to the vision system. If the link fails, the robot 
controller is instructed to stop all robot motion to provide fail-safe 
operation.
The communications link betw een the vision  system , task 
controller and the robot controller is currently a UNIX socket across a local 
area ethernet. This offers an extremely robust bi-directional asynchronous 
communications channel. However it is of low bandwidth and its 
availability to process sensor information can never be guaranteed because 
of its general purpose nature. A more dedicated communications channel 
would be an improvement to the existing method as it would be able to 
incorporate a high speed timing pulse that could be propagated 
throughout the various computer system s and w ould  provide  
synchronisation to help achieve dynamic tracking. Additionally a more 
comprehensive systems status and error message handling facility would 
be an advantage.
6.6 SUMMARY____________________________________________________
For manipulation and tracking tasks it is necessary to determine the 
3D position of an object or a feature on an object so that the robotic 
manipulator can be used to effect robotic guidance. This chapter has 
considered the two cases of static and dynamic guidance and has also 
discussed gaze control of the active stereo vision system.
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Static guidance consists of using the stereo vision system to 
determine the 3D position of the object and then instructing the robot to 
move. This control regime, the static look and move, consists of a 
sequence of independent steps. These can be repeated any number of times 
to improve the overall positioning accuracy at the cost of increased cycle 
time. This mode of operation does not result in any interaction between 
the vision system and the robot controller during robot motion so cannot 
be considered as a dynamic control system although it does demonstrate 
the concept of interactive sensing for robot guidance.
In dynamic guidance the vision-based routines and the control of 
the robot end-effector occur in parallel. The new object position estimates 
are updated to the robot controller as fast as they are generated and these 
immediately effect the motion of the robot arm. The technical difficulties 
associated with this control regime are concerned with the inherent delays 
in the vision system processing the data, which varies with the complexity 
of the images. To achieve smooth end-effector motion it is necessary to 
incorporate predictive filters to compensate for this image processing 
delay.
A least squares estimator has been implemented to achieve a 
predictive gaze controller and the simulation results are presented. The 
gaze controller calculates where an object is in the 3D world and uses this 
information to drive the stereo head so that it views the object in a 
comfortable configuration^ This helps to keep track of objects, lessens the 
effect of computational delays and allows the system to perform  
reasonably well in the presence of noise. It also allows the vision system to 
predict where the object is most likely to be in the event of it being
1 Comfortable, in this context is defined as the cameras pointing in such a direction that the 
object lies at the centre of the image plane of both cameras.
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obscured from one or both cameras. The least squares estimator is also 
computationally efficient and capable, with a four parameter auto­
regressive model, of generating on-line predictions.
Experimental tests which demonstrate all of these aspects of robot 
guidance are presented in the following chapter.
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CHAPTER 7. EXPERIMENTS
7.1 INTRODUCTION
A series of experiments have been conducted to validate the active 
stereo vision system. Each of the experiments demonstrates some aspect of 
the design, development and integration of the stereo vision system. The 
experiments culminate in a simulation of an industrial workcell capable 
of tracking and intercepting objects.
The experiments were conducted in the laboratory of the 
Mechatronic Systems and Robotics Research Group at the University of 
Surrey. All of the tests use the same facilities wliich consists of a robot, the 
stereo vision system and a robot work table. The robot is a six degree of 
freedom Unimation Puma 560 mark II industrial robot. This is controlled 
by an OS/9-based open architecture robot controller (Chen, 1993). The 
active stereo vision system is attached to the end-effector mounting flange 
of the robot and the cables to the vision systems host computer are 
attached to the robot arm at suitable positions. The active stereo vision  
system communicates with the open architecture robot controller via the 
laboratory local area ethernet. The robot work table is positioned in the 
robots working envelope so that the end-effector can reach all parts of the 
work table. For the experiments objects are used which are high-contrast 
cardboard shapes. The robot table is covered with black cardboard to 
enhance the contrast between the target objects and the background.
This chapter reports on the experiments that have been conducted. 
All of the experiments are based on the principle of determining the 3D 
position of a target object. The theoretical basis for stereo triangulation is
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first reviewed before reporting on the experiments. The experiments are 
divided into two groups; the look-and-move experiments and the 
dynamic head tracking experiments. The final experiment consists of a 
combination of the look-and-move and the head tracking to simulate an 
industrial workcell capable of tracking and intercepting target objects.
Puma 562 robot
motor controller
stereo vision system
simulated tool
Figure 7.1. A photograph of the experimental set-up.
7.2 3D POSITION DETERMINATION________________________________
Determining the 3D position of a target object in the field of view of 
both cameras is an essential requirement of the active stereo vision  
system. This enables it to obtain position information about features and 
objects in its environment.
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The image points corresponding to a particular feature point on the 
object are determined in the left and right image plane. This defines a 
lines-of-sight vector in each camera which passes through the image point 
and the focal point of the lens. The object point can now be determined by 
finding the intersection of these two lines of sight. This triangulation 
concept is the basis for the 3D position determination.
7.2.1. The Active Stereo Vision System Model__________________________
The stereo camera geometric configuration is shown in figure 7.2. 
Each camera has its own local coordinate system with its origin located at 
the optical centre of the lens system (its focal point). The left camera 
coordinate system is denoted (LX, LY, LZ) and the right camera coordinate 
system denoted (RX, RY, RZ). The model uses the forward imaging plane 
which agrees with the model used for the calibration. The distance from 
the local camera coordinate system's origin to the imaging plane along the 
local Z axis is the focal length of the camera. The choice of orientation of 
the local camera coordinate system is conveniently chosen to lie along the 
optical axis of the camera and lens. Each camera and lens is rigidly attached 
to its vergence axis which has its own coordinate system at (VEX, VLY, 
VLZ) for the left camera and (VRX, VRY, VRZ) for the right camera. The 
vergence axis rotates the camera and lens sub-assemblies about the VLX 
and VRX axes. The active stereo vision system is mounted onto the robot 
end-effector at the mounting flange denoted by the coordinate system (J6X, 
J6YJ6Z).
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RXLZ RZ ^
r ig h t  c a m e r a  
c o o r d in a te  s y s t e m
le f t  c a m e r a  LX  c o o r d in a t e  s y s t e m
LY R Y
VLZ l e f t  v e r g e n c e  
c o o r d in a t e  s y s t e mVLY V R ZVRY^
VLX r ig h t  v e r g e n c e  T y n v  
c o o r d in a t e  s y s t e m
76Z
r o b o t  e n d - e f f e c t o r  
c o o r d in a t e  s y s t e m
}6X
Figure 7.2. General geometry of stereo triangulation for the Surrey active
stereo vision system.
The feature point (x^y,y,^,z^) is determined from two image points 
in the left camera frame (x i,y ,) and the right camera frame (x^,y^). 
Having calibrated the stereo vision system the relationship is known 
between the robot end-effector mounting flange coordinate system (J6X, 
J6Y, J6Z), the left local camera coordinate system (LX, LY, LZ), and the right 
local camera coordinate system (RX, RY, RZ). The calibration data consists 
of, for each camera, the geometric transformation from the world  
coordinate system to the camera coordinate system and the optical 
properties of the lens and camera combination including the radial lens 
distortion and the focal length. This calibration data also includes the pixel 
location of the lens centre in terms of framestore row and column
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number, a scale factor to account for timing mismatches in the digitiser 
and framestore, and the inter-pixel distance in the x and y direction. The 
calibration data enables the image point to be converted from pixels (row 
and column positions) to a physical location in the local camera 
coordinate system. The head-eye calibration data gives the model 
parameters to transform the local camera coordinate system to the robot 
end-effector mounting flange coordinate system (J6X, J6Y, J6Z).
The image point and the optical lens centre define the vector line of 
sight from the feature point to the image plane and can therefore be used 
to define the line-of-sight vector for each camera sub-system. The nominal 
feature point in three dimensional space, (x^,y^^z^), is evaluated by 
calculating the intersection of these two vector lines-of-sight. In theory, 
this is quite straight forward. If Vj = a + ji.c denotes the vector from the left 
camera and v^  = b + X.d the vector from the right camera then the 
intersection is found by equating these two and finding unique values of \i 
and X which satisfy the equation.
Unfortunately, things in the real world aren't quite so well behaved; 
the two vector lines-of-sight do not actually intersect at all, they are skew 
linesh This is invariably the case with experimentally derived (real) data 
and thus a purely theoretical approach assuming that the vectors do 
intersect, cannot be applied. The disparity of the real system from the 
theoretical model is accounted for by the errors in the parameterisation of 
the model, the fitting of data to an imperfect model (the pin-hole camera 
m odel) and computational round-off errors. The nominal point of 
intersection can be determined by calculating the minimum distance 
between the two vectors, and taking the mid-point of this line. An 
interesting, and somewhat useful, side-effect of this technique is the
iSkew lines are defined as those lines which are non-intersecting and non-parallel.
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calculation of the minimum distance between the two vectors. This 
provides a quantitative measure of the confidence in determining the 
three dimensional position of the feature point.
7.2.2. Method________________________________________________________
Having carried out the camera calibration and the hand-eye 
calibration, the determination of the world coordinates of the object or 
feature point consist of 7 steps. These are:
1. The conversion of image points from computer framestore 
memory to the local camera coordinate system.
2. The transformation of the image point and the focal lens centre
from each local camera coordinate system to the (common) robot 
end-effector coordinate system.
3. The determination of the vector lines-of-sight of the feature point
for both cameras in the robot end-effector coordinate system.
4. The determination of the minimum distance between the two
lines-of-sight.
5. The projection of one line into a plane containing the other, the
plane being defined as that which has a normal in the direction of 
the minimum distance.
6. The determination of the point of intersection of the projected line
and the second line in the plane.
7. The determination of the mid-distance of the minimum distance
betw een these two original vectors, the nom inal point of 
intersection.
Considering each of these steps in turn.
Step 1 is the conversion of the image points from computer 
framestore memory to the local camera coordinate system. This takes into 
consideration the camera scanning mechanism, the sampling errors due 
to the mismatch between the size of the imaging device and the size of the 
computer framestore, and acquisition errors. The model parameters that
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are used in this step are obtained by camera calibration and are the scale 
factor of the imaging device in the x direction, , the pixel coordinates of 
the optical image centre of the sensing device (C^,Cy) and the inter-pixel 
distance in the x and y directions (d^,dy). Thus the distorted image 
coordinates (x^,y^), can be determined (referring to the transformation 
model, of figure 5.4) from the image points from computer framestore 
memory (Xf,yj.).
x  ^ = (Xf — Cjj ). —^ ........................................................................................... (7 .la)
Yd = ( y f - C y ) . d y ..............................................................................................................................................( 7 . 1 b )
The next stage takes into consideration the effects of radial lens 
distortions. The calibrated data which is used in this step is the radial lens 
distortion coefficient, a.
x„ =Xj.( l+a,(x^+y^)............................................................................ (7 2a)
y .  = y a . ( l + a . ( x j  +  y a ) ............................................................................................................................ ( 7 . 2 b )
Equations 7.2 represent the image point in the image plane. To 
represent them in the local camera coordinate system requires that the z 
value be set to the focal length of the lens. The focal length of the camera, 
f, which is the distance from the image plane to the optical centre of the 
lens (and the local camera coordinate systems origin) is a parameter 
obtained by calibration. Thus the image point in the local camera 
coordinate frame is:
x = x„; y  = y ^ ;  z = f ................................................................................. ( 7 . 3 )
Step 2 consists of transforming the image point and the focal point 
from the local camera coordinate system to the robot end-effector 
coordinate system. This is carried out by developing the transformation 
matrix from the local camera coordinate system to the robot end-effector
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coordinate system in the homogeneous coordinate representation. The 
homogeneous representation of points in three dimensional space is 
useful in developing matrix transformations that include rotations and 
translations ( Paul, 1981; Fu, Gonzalez & Lee, 1987; Foley & VanDam, 1982; 
A ngill & Griffith, 1987). The com posite matrix defin ing the 
transformation from the local camera coordinate system to the robot end- 
effector coordinate system is composed of basic homogeneous rotation and 
translation matrices. The composite homogeneous transformation is:
[H] = Ttrans_frame ' ^ y.O ' ^ trans.eye ' ^ z,-90............................................................ (7*4)
where T^ .^  ^ is the homogeneous rotation matrix rotating the local 
frame minus 90 degrees about the Z axis, is the homogeneous
translation matrix shifting the local coordinate system along its Z axis by 
the displacement of the lens centre from the vergence axis of rotation. Ty ^
represents the rotation matrix by the vergence angle 0 and finally 
Ttrans_frame represeiits the translation of the mounting frame. The calibrated 
parameters are the displacement of the camera coordinate system to the 
axis of rotation and the translations of the mounting frame. The vergence 
angle is measured from the vergence-drive encoders. Having obtained the 
composite homogeneous matrices for the left and right camera the image 
point and the focal point are transformed into the robot end-effector 
coordinate system.
Xj6
Yje
Zj6 = [H],
y  cam 
c^nm 1 (7.5)
where (x„„„,y^^^,z^,„^)represents any point in the local camera 
coordinate system and (Xjg,yje,Zjg)is the same point in the robot end-
effector coordinate system. The image point is calculated in equation 7.3. 
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The focal point is the origin of the local camera coordinate and is thus 
calculated by setting s  = 0 .
This completes the conversion of the image points from a pixel 
representation in the computer framestore to an absolute position  
measurement in the robot end-effector coordinate system. All of the data 
required to carry out this transformation is obtained by calibrating the 
stereo camera configuration, as detailed in Chapter 5.
Step 3 is the determination of two lines-of-sight vector which are 
defined by the image point and the focal point from each camera. Two 
lines-of-sight are to be determined, one for each camera system. Referring 
to figure 7.2, these two lines-of-sight are depicted as Vj and v^.
In general terms, for each camera system i (where i= left or right), 
w e have a vector line-of-sight Vj. These can be determined because two 
points, for each camera system, are known in terms of the robots end- 
effector coordinate system (J6X, J6Y, J6Z). These two points are the image 
point (x .,y .,z .) and the focal point (the origin of the local camera 
coordinate system) (Xoi,yoi,Zoi)- The vector representation of a line, in 
general terms is f  = b + p.d where b is the base vector and d is the 
direction vector.
Arbitrarily the focal point is defined as the base vector and the 
direction vector is defined by the line joining the focal point and the 
image point. The following notation is used to define the focal point and 
the image point.
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Point Position in robot 
end-effector 
coordinate system
Vector
description
Left focal point (Xi,yi,Zi) "^ fpi
Left image point (^oijyou^oi) i^P,
Right focal point (x^,y^,z^) VfPr
Right image point (^ or ?yor )^ or) Vip.
Table 7.1. Notation for stereo triangulation vector lines-of-sight.
So that the vector lines-of-sight are:
V, =V^,+^-|(v,p,-V^, )|.................................................................................(7.6a)
(7.6b)
The direction vectors, (vjp. -v^p. ), are normalised to give the unit 
direction vector.
To simplify the following equations, the vector lines-of-sight will be 
shown as follows. Vj = v^ ,^  4-p.|(V{p^  “ ^ f p , d e n o t e d  as Vj = a  + p.c and 
Vr = Vfp^  +À.|(Vjp  ^ -v^p )| is denoted as v,. = b + i&.d.
Step 4 is the determination of the minimum distance, d^ ^^ , between 
the two lines-of-sight vectors, a + |i.c and b + X.d. The two vector lines-of- 
sight are non-coplanar and non-parallel as shown in figure 7.3. The 
minimum distance between these two lines must be measured along a 
line perpendicular to both. This line must therefore be parallel to the 
direction 1 = c x d (where x denotes the vector product).
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minplane n
plane n.
projection of a + p. c 
into plane P2
Figure 7.3. The minimum distance between two planes.
Both a + |i.c and b + À.d are perpendicular to Î so must lies in 
planes with 1 as the common normal. These planes are denoted as and 
TCg,. Since points in these planes are known (points â and b), the planes 
can be uniquely identified as ï . ( v - â )  = 0 and î . ( v - b )  = 0 where v is a 
general point on the plane. The minimum distance is simply the distance 
from a point on one plane to the other plane. In general terms, 
considering figure 7.3, this can be developed as follows. The perpendicular 
distance, PN, is equal to the normal component of b - a .  A normal 
between the two planes has a direction vector Î = c x d and a unit normal
of c x dc x d
m^in -
The length of the common normal is then: 
( b - a ) . ( c x d )
| (cxd)  
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Step 5 consists of projecting one line into the plane containing the 
other line and is shown in figure 7.4.
plane n
a + p. c
plane k .
a - '" " " "
b + X. d
p + Y. q =projection of a + p. c
Figure 7.4. The projection of a line onto a plane.
The projection of the first line, a + p.c,  into the second plane Tig is 
shown as p + y.q. The direction vector q of the projected line must be the 
same as the origin vector, therefore q = c . A point on this projected line 
say, p, can be defined as the projection of point â. The normal vector 
Î = c X d and the minimum distance, d^ ^^  have already been calculated so 
that the point pcan be calculated as p = a + d^i„.(c xd). Thus the equation 
of the projected line is:
a + d ^ . ( c x d ) + y . c ....................................................................................... (7.8)
Step 6 is the determination of the point of intersection of the 
projected line, p + y.q and the second line-of-sight, b + X.d in the plane
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The point of intersection of the two lines p + y.q and b + A,.d is identified 
by finding unique values for y  and X which satisfy the vector equation:
p + y.q = b + fi.d............................................................................................. (7.9)
This gives three coordinate equations in two unknowns which 
implies that for the equations to be meaningful there must be at least one 
pair of equations which must be independent, and the remaining equation 
must be combination of these two. Taking the independent equations, 
values for y  and \i are determined and put in the third equation to check 
that they are consistent.
Expanding equation 7.9 gives
Pjj, . i  +  P y  , j  +  P j . . k  +  Y ( q x  . i  +  Q y  . j  +  • k )  =  . i  +  b y  . j  +  . k  +  p . ( d ^  . i  +  d y  . j  +  d ^ . . k )  . . . .  (7.10)
This gives three coordinate equations in two unknowns:
Px + Y- Qx = + p. <ix...................................................................................... (7.11a)
Py + y. qy = by + |i. dy......................................................................................(7.11b)
Pz+Y-qz=b,+|X.d, ...................................................................................... (7.11c)
The independent pair are found by selecting combinations of 
equations 7.11 and searching for a non-zero determinant of the matrix in 
7.13 below.
The equations 7.11 can be represented as follows:
Pn + T- q» = b n  + M-- (for n= X, y, z ) .................................................................................. (7.12)
rearranging, and in matrix form this becomes
for n,m = x,y,z; n?^m...............................(7.13)"qn - d n ' ' y ' 'b n  - P n "_qm ”~dm_ _bm ~Pm_
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A  non-zero determinant of the left-hand side indicates the 
independent pair of equations. Having found the determinant. A, the 
unique values of y and X can easily be calculated as follows.
_  [ ( - d m  )' (bn "  Pn ) ~  )• ~  Pm )] /y
 ^ A
^  ^  [(qn )• ( b m - P m ) - ( ^ m  )» (bn ~  Pn )]
A
where n and m are the values of x, y or z which determine the 
value of the non-zero determinant in equation 7.13 above.
The point of intersection, (p  ^ ,p  ^ ,p  ^ ), can then be calculated from 
any one of the equations in 7.11.
The final step is the calculation of the nominal point of 
intersection. This is calculated as the mid-distance of the minimum  
distance between the line of sight vectors. Figure 7.5, shows the geometry 
for determining the mid-point of the minimum distance between the two 
lines-of-sight vectors.
The point p^  is the intersection of the projected line, p + y.q  and 
the line-of-sight vector b + À.d in the plane %2 and has been determined 
in step 6, above. The minimum distance, d„i„, and the normal vector,
1 = c x d  has previously been determined. The mid-point is determined 
thus:
P ™ i d = P : + % - ( c x d ) ..................................................................................(7.16)
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Figure 7.5. The geometry of the mid-point of the minimum distance 
between the two vector lines-of-sight.
This completes the determination of the 3D position of a target 
object. The method is based upon the principal of intersecting lines-of- 
sight. In each camera a vector line-of-sight can be established which is 
defined as the line which passes through the image of the object feature on 
the image plane and the focal point. In practice a point of intersection is 
unobtainable because the lines are skew (i.e. non-coplanar). To overcome 
this difficulty the nominal point of intersection is calculated. The nominal 
point of intersection can be determined by calculating the minimum  
distance between the two vectors and taking the mid-point of this line. A 
very useful side effect of this method is the calculation of the minimum 
distance between the two vectors. This provides a quantitative measure of 
the confidence of determining the three dimensional position of the object 
or feature point and can be used to reject false 3 0  position estimates.
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7.3 LOOK AND MOVE EXPERIMENTS______________________________
7.3.1. Objectives______________________________________________________
The objectives of the look and move experiments are to validate the 
stereo vision system's ability to determine the 3D position of an object and 
to demonstrate the integration of the stereo vision system with an 
industrial robot manipulator.
7.3.2. Method________________________________________________________
The experimental set-up, described in section 7.1, consists of the 
active stereo vision system mounted on the end-effector of a Puma 562 
industrial robot. Joint six of the robot arm is positioned such that the 
vision system is downward looking with the robot work table in the field 
of view of both cameras. The end-effector of the Puma is approximately 
900mm away from the robot work table. The vergence angle of both 
cameras is fixed at approximately 9 degrees inwards. The stereo vision  
system has been calibrated as described in Chapter 5. The target for the look 
and m ove experiments consists of a white cardboard rectangle 
approximately 90x50mm which is placed on the robot work table. The 
robot work table is covered with black cardboard which extends to fill the 
entire field of view  of the cameras when viewed from the nominal 
distance. Having such a high contrast object against a neutral background 
aids the vision system in segmenting and identifying the object from its 
environment. This aids the image processing system and also removes the 
need to tackle the problem of stereo correspondence. Attached to the 
extended robot toolpost is a simulated tool which consists of a spring 
loaded pointer. This is used to visually check that the robot controller has 
moved the end-effector to the correct position.
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Four experiments have been performed to demonstrate the vision  
systems ability to determine 3D object position and to demonstrate the 
integration of the vision system with an industrial manipulator. Two 
experiments are concerned with assessing the repeatability of the vision  
system in determining the 3D position of objects and two are concerned 
w ith assessing some measure of the systems accuracy under the 
experimental conditions. In the first experiment the robot starts from a 
pre-determined position and attempts to touch the target's centroid in a 
single trajectory with the simulated tool. For the same static target this 
experiment is conducted 30 times with the same start point. In the second 
experiment, designed to assess a measure of the accuracy, random start 
points are generated. The start points are generated by adding a random 
number to the nominal X,Y,Z home position with uniform deviation and 
an amplitude of 100mm.
In the third and fourth experiments a two stage approach is adopted. 
These are similar to the first two experiments except that the first target 
position estimate is used to move the vision system to a closer, and more 
advantageous, viewing position. At this new position a new relative target 
position estimate is calculated before moving towards the target object. 
Again these experiments were repeated 30 times.
7.3.3. Results_________________________________________________________
The results of the four experiments are shown in figures 7.6 and 7.7. 
Figure 7.6 shows the static start position results in X, Y and Z of the 
simulated tool for the single and two stage approach. These give a good 
indication of the repeatability of the vision system which, under the 
experimental conditions described, are of the order of ±0.1mm in X and Y
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and ±0.5 in Z. The clustering of the data in the X-Y and X-Z graphs is likely 
to be caused by the quantisation of the robot's joint one encoder.
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0.00.1 - 0.10.1 
X (mm)
0.00.0- 0.1 X (mm)
-0.5---0.5--0.5--
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0.5 ^ 0.5 ^0^ 5 Y (mm)
0 .1 Î 0.2Y (mm)0.00.2 - 0.2- 0.2 X (mm)X (mm)
-0.S--L~ -0.3"
Two shot data (30 tests, same robot start point)
-0.5-L
Figure 7.6. The repeatability of single and two-shot robot guidance.
Figure 7.7 shows random start position results in X,Y,Z of the 
simulated tool for the single and two stage approaches. For the case of the 
single shot experiments, under the conditions described, the accuracy is of 
the order of ±5mm in X, Y and Z. For the case of the two-shot experiment 
the accuracy is of the order of ±lmm. Although the accuracy's are poor, 
this is a clear indication of the improvement that is obtained by a multi­
shot method.
The position of the end-effector is measured by the robot itself. This 
is not an ideal situation and only has an accuracy of the order of 0.1mm. 
The actual position of the target object was obtained by moving the
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simulated tool to the target's centroid by using the robot's teach pendant. 
The position of the robot can then be obtained from the robot controller.
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Figure 7.7. The accuracy results for single and two shot robot guidance.
The minimum distance between the camera line of sight vectors is 
calculated during each cycle and is used as a confidence value of 
determining the 3D position of an object. This value is tested against an 
arbitrary threshold (of 1.8mm) to decide whether to reject the 3D position 
estimate. If it is rejected then a warning message is passed to the host 
computer.
7.3.4. Conclusions____________________________________________________
As expected the accuracy of the two shot approach is considerably 
better than the single shot technique from the same starting conditions. In 
the experiments carried out the improvement is about five times. The
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disadvantage of the two shot method is the increased cycle time which is 
difficult to estimate due to the speed of the robot, the range, etc. The 
additional time consists of stopping the robot at a second position, grabbing 
two images and processing them (approximately 125ms), and then moving 
the robot for the intercept. With improved calibration techniques an 
improvement of the overall accuracy should be obtainable. For tasks 
where accuracy is more important than throughput the two-shot approach 
offers significant improvements. In the future it should be possible to 
execute the second viewing while the end-effector is still moving and this 
would be a major improvement. A second advantage of the two-stage 
approach is that it ensures that the target is still in the robot workspace. If 
the vision system cannot sense the target at the second shot then the 
whole cycle can be aborted, possibly saving the tooling from damage.
7.4 DYNAMIC HEAD TRACKING EXPERIMENTS___________________
7.4.1. Objectives______________________________________________________
The objectives of the dynamic head tracking experiments are to 
demonstrate the active stereo vision system's ability to vary the viewing 
and sensor parameters based on visual information to aid the 
performance of visual tasks. This is achieved by implementing a gaze 
controller for the active vision system so that even under conditions of 
relative motion between the sensor and the object, the object remains in 
the field of view of the cameras.
7.4.2. Method________________________________________________________
Two experiments are have been conducted to demonstrate the gaze 
controller. The experimental set-up, described in section 7.1, consists of the 
active stereo vision system mounted on the end-effector of a Puma 560
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industrial robot. Joint six of the robot arm is positioned such that the 
vision system is downward looking with the robot work table in the field 
of view  of both cameras. The robot performs no function during these 
experiments except as a convenient mounting platform. The stereo vision 
system has been calibrated as described in Chapter 5.
Both experiments consist of tracking a moving target in three 
dimensions. The target for these experiments consists of a white cardboard 
rectangle approximately 90x50mm which is mounted at the end of an 
extended black handle. The robot work table is covered with black 
cardboard which extends to fill the entire field of view of the cameras as 
before. The target can be moved around the robot workcell by hand. 
Having such a high contrast object against a neutral background aids the 
vision  system  in segm enting and identifying the object from its 
environment. This aids the image processing system and also removes the 
need to tackle the problem of stereo correspondence.
In the first experiment the active vision system calculates the 3D 
position of the target object relative to the end-effector of the robot, as 
described in section 7.2. It then uses this knowledge to determine the 
vergence angle so as to bring the centroid of the target to lie on the centre 
of the framestore. The active stereo vision system is then demanded to 
drive the vergence motors to these positions and the cycle is repeated.
The second experiment is identical to the first except that a least- 
squares estimator is used to predict the motion of the target. The least- 
squares estimator is described in section 6.4. The input to the least-squares 
estimator is the 3D position information obtained from the vision system. 
The least squares estimator uses this information to improve the model
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parameters and to predict the next 3D position. This predicted position is 
used to drive the vergence motors.
7.4.3. Results_________________________________________________________
For simple objects in such a highly constrained environment the 
vision system is capable of processing the images at frame-rate^. However, 
the calculation of the 3D position and the calculation of the desired 
vergence angle for the left and right cameras takes approximately 100ms 
for the target used in these experiments. Additionally there is the 
communication time between the vision system and the host and between 
the host and the motor control boards. The result is an overall rate of cycle 
time of approximately 125ms (8Hz). Improvements to the cycle time could 
be achieved by tighter coupling of the vision system and host computer 
and with faster communications to the motor controllers. A cycle time of 
approximately 60ms should be obtainable.
The effect of implementing the least squares estimator is shown in 
figure 7.8. Figure 7.8 plots the actual and predicted position, in X, Y and Z 
of the target object as it is randomly moved around the workcell for a 
period of approximately 7 seconds. It is evident from figure 7.8 that after 
an initial period, the model predicts the general trend of the underlying 
random motion. There is considerably more error in predicting the Z 
motion, particularly when Z changes slightly. This is likely to be as a direct 
result of the errors associated with determining Z which are larger than 
those errors for determining X and Y.
In these experiments the predicted gaze point is notusedto drive the 
stereo vision system for the first five cycles. This is to allow the predictor 
to determine the model parameters.
2 Frame-rate. Hie PAL video standard dictates a frame-rate of 25 frames per second.
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Figure 7.8. Three dimensional position data of a target showing the least
squares predictor in operation.
7.4.4. Conclusions____________________________________________________
It is desirable to implement a gaze controller in the active stereo 
vision system so that the effects of any relative motion between the vision 
system and the target can be minimised. Implementing a gaze controller 
also provides the vision system with a much larger effective field of view  
than a fixed configuration stereo system and this allows the vision system  
greater flexibility and a w ider operating range. The inherent 
computational delays in the image processing system can be circumvented 
by implementing a least squares estimator to predict the position of the 
target. This also has the effect of increasing the robustness of the active 
stereo vision system in the presence of noise and allows the active vision
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system to predict the position of the target even if the full stereo 
information is not available every frame time.
7.5 MANUFACTURING WORKCELL EXPERIMENT_________________
7.5.1. Objectives______________________________________________________
A preliminary manufacturing workcell experiment has been carried 
out as a demonstrator to indicate that the two previous tests can be 
integrated together. Due to the complexity of gathering data, no 
experimental data is captured.
The objectives of the manufacturing workcell experiment is to 
validate the stereo vision system's ability to track the 3D position of a 
moving target and to intercept the target when it stops moving. This 
experiment integrates the dynamic head tracking experiment with the two 
stage look and move experiment to achieve a realistic demonstration of 
how the active stereo vision system may be used in a manufacturing 
environment. It demonstrates the integration of the stereo vision system  
with an industrial robot manipulator such that the stereo vision based 
robot is capable of tracking and intercepting target objects. This experiment 
demonstrates the concept of interactive sensing for robot positioning.
7.5.2. Method________________________________________________________
The experimental set-up is as described in section 7.1.
The active stereo vision system is stationary and view s the 
workcell. When an object enters the field of view of both cameras the 
vision system calculates the 3D position of the target relative to the end- 
effector of the robot, as described in section 7.2, and begins to track the 
target by implementing the least squares estimator. The predicted 3D
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position is used to drive the vergence motors of the stereo vision system  
such that the centroid of the target is brought to lie at the centre of the 
framestore. This tracking process continues while the target is moving. 
Should the target become stationary for fifteen consecutive cycles 
(approximately 1.5 seconds) the vision system instructs the robot 
controller to begin a two stage move towards the target as described in 
section 7.3. The robot moves the vision system to a close and more 
advantageous viewing position. During the trajectory to this new viewing 
position the cameras are returned to a nominal viewing angle of 9°. At 
this new position a new relative target position estimate is calculated 
before moving towards the target object. Having achieved the final 
estimated object position the robot returns to a predetermined position 
and is ready to begin another cycle.
7.5.3. Conclusions____________________________________________________
This experiment demonstrates the ability of the active vision  
system to vary the active vision systems parameters (in this case the 
vergence angle) while still obtaining 3D position estimates. It also 
demonstrates the interaction and co-operation with the open architecture 
robot controller. Although the cycle time is increased by using the two 
stage approach, it ensures that a higher 3D positional estimate is obtained 
and also checks that the target has not moved since the first trajectory was 
initiated. If the target has moved but can still be seen by both cameras the 
stereo vision system can compensate for this and instruct the robot 
accordingly. If the target is not visible in both cameras the entire operation 
is aborted and the robot is returned to a predetermined position.
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7.6 SUMMARY____________________________________________________
A series of experiments have been conducted to demonstrate the 
capabilities of the active stereo vision system. All of the experiments are 
based on determining 3D position information of a target object in the 
robot's workcell.
The determination of 3D position from two disparate views is 
crucial to the operation of the active stereo vision system. The 3D position 
of a target is determined by considering the geometry of the active stereo 
vision system and by finding the intersection of the two lines-of-sight 
vectors for each camera. In practice the two lines-of-sight do not actually 
intersect but a nominal point of intersection can be calculated by finding 
the mid point of the minimum distance between the two vectors. The 
minimum distance between the two line-of-sight vectors also gives a very 
useful indication of the confidence of the estimated 3D position. In all the 
experiments described here the 3D position estimate is rejected if the 
minimum distance between the two lines of sight exceeds 1.8mm. This 
arbitrary value has been selected based upon experience.
The look and move experiments are designed to test the accuracy of 
static 3D object position from a variety of different starting positions. The 
vision system calculates the position of the object and then instructs the 
robot to move a tool to the centroid of the target. In the first experiment 
this is achieved in a single movement. In the second experiment the 
estimated 3D position is used to move the vision system to a more 
advantageous view ing position. The accuracy is improved in these 
experiments by an order of five times but at the cost of increased cycle 
time.
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The dynamic head tracking experiments demonstrate the ability of 
the stereo vision system to keep a moving object in the field of view of 
both cameras. This is achieved by 3D tracking of the object and using this 
information to determine the necessary camera vergence angles. A least 
squares estimator is used to predict the trajectory of the object which helps 
to overcome the inherent delays of the image processing system. It also 
reduces the effects of system noise and makes the system more robust to 
false 3D position estimates. The final experiment is a demonstration of the 
integration of dynamic head tracking and target interception. This 
simulates a manufacturing workcell where an object would come into the 
workcell and then stop. The active stereo vision system tracks the object 
once it has entered the workcell and continues to do so until the target 
stops moving. Once the vision system has detected that the object has 
stopped it begins a two stage approach to intercept the target. The target 
object used in all the experiments consists of a simple white object placed 
on a black background. Although this is not representative of a typical 
manufacturing environment, it constrains the problem in such a way as to 
demonstrate the concepts of interactive sensing for robot positioning.
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CHAPTER 8. DISCUSSION
Imagine, for one moment, trying to thread a needle or drive a car 
without making any head or eye movements. With only passive imaging 
these, and most of our daily activities, are (if not impossible) extremely 
difficult to achieve. Vision in an unrestricted environment must involve 
the control of imaging parameters. In this manner the active observer will 
seek an advantageous configuration of viewing parameters for any given 
situation. Active vision is defined as the purposeful control of the 
view point of the sensor based on the state of the environment as 
perceived by the sensor. The ability to control the imaging parameters in 
such a manner facilitates the close interaction of perception with action 
that is necessary for autonomous interaction with the environment.
Active stereo vision is a paradigm where the passive stereo vision  
system is employed in a dynamic manner to selectively gather scene 
information by probing and exploring the visual field based upon the 
current goal or task of the process. It is a task oriented process that makes 
use of the fact that most information for a particular task is episodic and is 
often surrounded by much information that is redundant. Active vision  
systems make use of this fact by directing scarce and limited computational 
resources where they are required. By controlling the focus of attention a 
multi-resolution image processing system can be developed so that only a 
small region of interest around the centre of the image needs to be 
processed at high resolution and at real-time. The lower resolution 
peripheral vision is equally important serving as an alerting and guiding 
mechanism for unexpected and unpredictable events.
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The research described in this thesis addresses some of the issues of 
applying active stereo vision to robot based manufacturing systems. In this 
work the active vision system forms an integral part of the robotic 
workcell and guides the robot based on vision feedback to overcome 
manufacturing uncertainty.
There are distinct advantages to be gained by mounting the active 
vision system on the end-effector of an industrial robot. The active vision 
system can be moved around the entire workcell exploring and probing 
and can thus avoid any difficulties of obscured views. If a particular 
viewpoint provides inconclusive data then a new vantage point can be 
sought. Perhaps the greatest advantage, however, is that the active vision 
system can also be brought closer to the object which allows higher 
resolution images to be obtained. This feature is essential if the robotic 
system is to perform high accuracy manipulation tasks.
The design and development of the active stereo vision system  
described in this research work has been designed specifically for 
manufacturing environments where it forms an integral part of an 
advanced robotic system. Because it is integrally coupled to the robot it can 
take advantage of the flexibility of the robot to position and orientate it. 
This reduces the controlled degrees of freedom required of the stereo head 
but still places severe constraints on the design in terms of weight, size 
and mechanical stiffness. The overall weight of the stereo vision system  
described in this thesis is approximately 3kg which is at least three times 
lighter than any other stereo vision system. The stereo vision system  
controls vergence independently which provides a much more flexible 
vision system that is capable of fixating on objects away from a line 
midway between the two cameras. It also means that objects can be tracked 
even if the robot is moving in a different direction. The stereo vision
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system design incorporates dc servo-motors for their generally higher 
accelerations and smoother velocity profiles over stepper motor 
configurations. These are connected to anti-backlash gearboxes and optical 
shaft encoders. Limit switches are incorporated on all degrees of freedom 
to provide a fail-safe system to prevent over-travel. This configuration can 
achieve angular resolutions in vergence that are sub-pixel (0.00084°) at 
velocities of approximately 400°/s over a range of ±75°. This specification 
is better than most systems reviewed in Chapter 3.
The main limitation of the stereo head is concerned with the motor 
controllers for vergence and focus. The motor controllers are connected 
together by an RS-232 daisy-chain and this limits multi-axis motion 
control. During tracking operations of the stereo head, as described in 
Chapter 7, the motion of the vergence axes is not synchronised because the 
host computer cannot communicate with both vergence controllers in 
parallel. In the experiments described this has not been too much of a 
problem because the vision system doesn't grab new images until the 
motion of the head and robot is complete. This limitation will need to be 
addressed before true dynamic tracking can be implemented. This can be 
overcome by making use of both of the host computers RS-232 ports 
although this is not an ideal solution. A preferred solution would be to 
incorporate a multi-axis controller.
Further improvements to this work would also consider using 
controllable focus lenses which now appear commonplace in camcorders 
and video cameras which incorporate self-focusing mechanisms. These 
units are compact, light weight and self-contained. At this time it is not 
possible to purchase the controllable lenses separately but this may not 
always be the case. The quality of the lenses used in these devices is 
questionable and would have to be further investigated, but they would
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help to reduce the all up weight of the stereo head and the complexity of 
the stereo head controller.
Computer vision functions, by their nature, are computationally 
demanding to perform, none more so than in the case of stereo vision  
applied to real-time applications. In this research the computational 
resources that have been available include specialist, dedicated image 
processing architecture's that can process image data in real-time, and a 
general purpose UNIX workstation. The dedicated image processing 
system consists of a family of Datacube (1988) VME boards which are 
entirely independent of the UNIX host for low-level image processing 
tasks The image processing system is capable of achieving frame-rate 
(25Hz) low-level tasks such as thresholding, edge detection and feature 
detection on 512 by 512 pixel images. It is configured as two parallel image 
streams of low-level processors which must be alternately passed through 
a feature detector. This causes a bottleneck at the feature detector and 
results in a throughput of 12.5Hz. Even with this level of implementation 
it has been necessary to constrain the problem to achieve reasonable 
performance. For all of the real-time experiments, the target has consisted 
of a high contrast shape on a neutral background. The image processing 
has consisted of segmenting the object by analysing the grey level 
histogram and automatically selecting a suitable threshold. The feature 
point of the target that is passed on to the robot controller is the centroid of 
the object. With the Datacube image processing equipment used, a feature 
list consisting of all the pixels of the object can be extracted at real-time 
rates but this data must be transferred to the Sun host where, after further 
processing, the centroid can be calculated. This reduces the overall cycle 
time of the vision system in calculating the 3D position of an object to 
approximately 8Hz.
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To improve the image processing system  it is necessary to 
incorporate another feature detector so that the two image streams from 
the left and right cameras can be processed in parallel. This would have an 
immediate effect on the system and would improve the throughput of the 
vision system to 25Hz which would half the overall cycle time (possibly to 
60ms). However there are now many vision systems on the market, such 
as the 20MHz Datacube MaxTower, which claim to be a significant 
improvement on the equipment used in this research and a review of 
these systems would be necessary. Even with such systems there is still a 
need to process "real" images and this implies the need for parallel 
processing arrays incorporating transputer networks such as the system  
used at the University of Sheffield (Rygol, 1990). Such a system would be 
used for higher-level image processing functions and would integrate into 
the existing image processing structure of this research. A transputer array 
could be directly connected to the Datacube system and also the open 
architecture controller and would form a high-speed link between the two.
In order for a vision system to provide a robot with information 
regarding objects within the workcell, it is necessary to determine the 
mapping between the 2D camera space and the 3D world space. For the 
case of a single camera this mapping provides a line of sight vector which 
passes through the world point, the centre of projection (the focal point of 
the lens) and the image point. With two (or more) cameras the 
intersection of these line of sight vectors determines the 3D position of the 
feature by stereo triangulation. Camera calibration is the process of 
determining the mapping between the 2D camera space and the 3D world.
A suitable technique for camera calibration needs to be selected by 
considering the following criteria. The technique should be accurate, 
autonomous, computationally efficient, versatile and applicable to the
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camera and lens combination used. With these criteria in mind, the type 
of camera model used is relatively unimportant as long as the selection 
criteria is satisfied.
There are five classes of calibration methods identified by Tsai 
(1987). Of these, two methods have been implemented which are the Tsai 
calibration technique and the perspective transformation technique. The 
results of the Tsai technique show that the worse case error in  
determining the world coordinate of a test point is 20mm. This compares, 
quite poorly, with the results obtained by the perspective transformation 
method, where the worse case error, under identical experimental 
conditions, was 4.5mm. Although the perspective transformation 
technique appears to be far more accurate in determining the 3D position 
of objects from 2D image data, other criteria must be considered as 
mentioned above.
The biggest drawback of the perspective projection technique is the 
requirement that the calibration data be non-coplanar. This was achieved 
in the tests by using an experimental rig that consisted of a coplanar 
calibration grid that was moved in the world Z direction to develop non- 
coplanar data. This, of course, cannot be carried out in the workcell of an 
industrial robot and so an alternative scheme would have to be adopted. 
Some researchers use a calibration pattern that is not coplanar; commonly 
a steel cube that has high contrast features etched on its surfaces. This 
often limits the number of calibration points and requires a heavy 
computational burden to resolve the match between the image points and 
the corresponding world points of the calibration pattern. Other 
researchers have proposed using the robot to move the camera through a 
known distance, and use this information to generate the calibration 
pattern from a coplanar grid but this is a poor solution for an articulated
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robot arm, such as the Puma 562, where the repeatability and accuracy of 
the end-effector is likely to be the dominant source of error.
The perspective projection technique has only determined the 
transformation matrix elements, modelling them as linear functions. To 
be useful for the active stereo vision system, it is necessary to determine 
the 3 rotation angles, 3 translations and the focal length which define the 
sensor system geometry. Further processing is required to determine this 
information (Ganapathy, 1984) which can be calculated in a non-iterative 
manner although the focal length cannot be recovered by this technique. 
The perspective projection technique is not very useful for active stereo 
vision systems although its benefit is that it is very simple and can 
demonstrate the order of magnitude that should be achievable by other 
techniques.
The Tsai method, although not exhibiting the same degree of 
accuracy as the perspective projection technique, has a great number of 
advantages. The method is very easy to implement and is computationally 
very efficient allowing recalibration to be undertaken in several seconds in 
the robot workcell. This is primarily because of the use of a coplanar 
calibration grid. It is also autonomous in the sense that it requires no 
operator intervention to provide initial estimates for any of the 
parameters. Tsai's technique could probably be enhanced by improving the 
quality and the design of the calibration grid, by improving the image 
processing routines that determine the calibration points from the camera 
images and by determining the centre of the image plane more accurately. 
One solution to minimise the error of the system over the entire 
operational range would require the intelligent selection of the optimum  
parameter set for the particular target range. This is because the Tsai 
m ethod achieves accuracy comparable to the perspective projection
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technique near the calibration site. This could be carried out by 
establishing a lookup table of model parameters based on range and 
selecting the model parameter set on the current best estimate for the 
range.
To make full use of the vision system it is also necessary to calibrate 
the relationship between the cameras and the robot mounting flange so 
that 2D features determined in the cameras can be related to the robot 3D 
coordinate system. Because the stereo vision system described in this 
thesis is active and can rotate the cameras, it is necessary to identify the 
relationship between the camera optical coordinate system and the camera 
axis of rotation. This has been achieved by considering a simplified 
geometric model for calibrating the displacement between the lens centre 
and the camera axis of rotation and assuming nominal stereo head 
geometry to represent the full relationship. Having used the stereo vision 
system in real experiments, described in Chapter 7, the worst case errors 
are of the order of 2 per cent of the range. It is thus apparent that such a 
simplified model and calibration procedure is unsuitable for interception 
and docking procedures where an accuracy of 0.1 per cent of range may be 
more appropriate. To improve the overall accuracy it would be necessary 
to develop further the strategy for head-eye calibration to include the six 
degrees-of-freedom relationship between the robot end-effector coordinate 
system and the local camera coordinate system.
For manipulation tasks the three dimensional position of the object 
is calculated with respect to the end-effector. The calculated 3D position of 
the object is then passed onto the supervisory computer and hence onto 
the robot controller. It is this information that is used to effect robot 
guidance. The estimated 3D position of the object is also used by the stereo 
vision system to adapt its focus of attention. It achieves this by varying its
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focus and gaze point which keeps objects of interest in the field of view of 
both cameras and also keeps them in sharp focus. In the case of a robot 
mounted vision system it is almost always the case that there will be some 
relative motion between the vision system and the object. To overcome 
these effects and the delays associated with determining the 3D object 
point, a least squares predictive tracker is employed which estimates 
where the object is likely to be in the next cycle time. The least squares 
predictive tracker can be implemented on-line and results from simulated 
and real experiments show that the tracker is capable of tracking the 3D 
motion of objects successfully. Even in the presence of noise predictive 
gaze controllers can achieve good results by keeping the object in the field 
of view of both cameras. It is also useful to be able to predict where the 
object is most likely to be should it be obscured from one or both cameras.
The lim itations of the least square tracker that has been  
implemented is that it requires an initial time delay of approximately 0.7 
seconds to establish stable model parameters. It is thus necessary to allow 
the tracker this time before it is given full control of the robot 
manipulator. Further work in this area is required to examine other 
techniques, such as Kalman techniques, to see if they reject noise better 
than the least squares technique but this must be balanced against the 
requirement of computational efficiency. Future work is also required to 
implement a high level gaze change mechanism. Changes in gaze are 
often motivated by the task and often result in changes of gaze to new  
areas within the scene. A gaze change may be necessary for instance if 
more than one object appears in the field of view and a higher level 
process must decide where to look next. In the wider context of active 
vision, gaze change may be driven in a reflexive action by the lower
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resolution peripheral vision system which is serving as an alerting 
mechanism for unexpected events.
The use of an active stereo vision system has many advantages over 
other sensor domains because it is capable of selecting the information 
that it processes so that it can explore and probe its environment 
depending on the type of information that is required. An active stereo 
vision system mounted on a flexible manipulator also provides a multi­
resolution sensor that can be positioned to achieve close up views over 
very large field of view.
Advanced robots with an integral active stereo vision system have 
opportunities in flexible manufacturing systems particularly in manual or 
automatic remote operations in, for example, hostile and hazardous 
environments. Such a system would be integrated with a manipulator and 
other sensor types, such as force, to achieve remote tasks. Broad example 
areas , include those applications that require remote sensing such as the 
nuclear industry for inspection, the chemical industry for hazardous 
materials handling, and those areas requiring 3D vision-based  
manipulation such as satellite repair and bomb disposal.
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The objective of this research was to develop a generic real-time 
stereoscopic eye-in-hand active vision system for industrial robotic 
systems so that it could adaptively guide the robot arm at normal 
operational speeds to a known object imprecisely located within a robot 
workcell.
To accomplish this objective the follow ing tasks have been  
achieved:
• The development of a light-weight active stereo vision  
sensor integrally coupled with a robot.
• The development of techniques for controlling the sensor 
parameters for optimum viewing conditions.
• The integration of specialist architectures to achieve real-time 
operation.
• The integration with an open architecture robot controller to 
achieve guidance of a six degree-of-freedom industrial robot.
• The experimental validation of the techniques culminating 
in a sensor based robot capable of tracking and intercepting a 
known object.
This chapter summarises the research work that has been presented 
in this thesis and considers how it has made a contribution to the overall 
objectives.
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9.1 THE ACTIVE STEREO VISION SYSTEM__________________________
The work described demonstrates the concept of mounting an 
active vision system on the end-effector of an industrial robot for use in a 
manufacturing workcell. This greatly enhances the ability of the robot 
system to cope with variations or unforeseen circumstances in the 
workcell or the workpiece. For example it could reduce the constraints on 
batch manufacture allowing such systems to cope with randomly oriented 
objects coming into the workcell on a conveyor system. Such a system may 
also have benefits in remote sensing and manipulative tasks.
The stereo vision system described in this thesis is a flexible light 
weight system mounted on the end-effector of an industrial robot so that it 
acquires image data which is used to guide the robot. The active vision 
system is a mechatronic device that allows independent vergence and 
focus to be dynamically controlled so that computational resources are 
directed at regions of interest in an optimal way. Mounting it on the robot 
provides the flexibility to place and orientate the vision system anywhere 
within the workcell. This has the effect of providing the vision system  
with a very large field of view allowing it to probe and explore the 
workcell. It also provides the robot system with the ability to seek a more 
advantageous viewing position should a particular view be inconclusive. 
The greatest advantage of mounting the vision system on a robot, 
however, is the capability to take the vision system closer to the object and 
thus be able to obtain higher resolution images.
The design and development of the active stereo vision system has 
been conceived as an integral part of the robot and it can thus take 
advantage of the flexibility of the robot to position and orientate it. 
Although this reduces the required degrees of freedom of the stereo vision
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head, it places a constraint on the maximum weight. The vision system  
weighs less than 3kg which is well within the payload of many current 
industrial robots. The design is such that in addition to being constrained 
by low weight, the vision system also occupies a very small volume. Both 
factors minimise the effect that the vision system has on the normal 
dynamic performance of the robot. The design has a modular structure 
with independent controllable vergence and focus to enable the stereo 
vision system to fixate upon features of interest within the workcell. By 
making the vergence motion independent, the vision system can fixate on 
objects away from a line mid-way between the cameras and can track 
objects even if the robot is moving in a different direction. The stereo 
vision design employs closed-loop feedback with dc motors, anti-backlash 
gearboxes and optical shaft encoders. This choice achieves high angular 
resolution and velocity in the vergence axis and is capable of achieving 
smoother motion profiles than stepper-motor configurations. Each axis 
has its own independent controller based upon a single board computer 
which are daisy-chained together. The controllers cannot communicate 
with the host computer in parallel and thus their motion cannot be 
synchronised. This is a limitation of the system which prevents true 
dynamic tracking from being implemented.
To be able to determine the position of objects in the workcell from 
the stereo vision system, it is necessary to determine the geometric 
relationship between the camera's 2D image plane and the robot's 3D 
world space. This has been determined by calibration, making use of the 
Tsai (1987) camera calibration technique and by developing additional 
techniques to identify the relationship between the camera's coordinate 
system and the end-effector coordinate system. It is apparent from the 
experimental work that further calibration is required to identify the
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actual geometry of the stereo head mechanical structure to achieve any 
further improvement in the overall accuracy. A precise figure for the 
accuracy of the vision system is difficult to define; it depends on so many 
factors. It is possible to say, however, that under the experimental 
conditions described in this thesis, the worse case errors in determining 3D 
object position were of the order of two per cent of the range. Preliminary 
results from an alternative and somewhat simpler technique, the 
perspective transformation method, show an improvement in accuracy to 
approximately 0.4 per cent of the range under the same experimental 
conditions. Although these figures cannot be compared for other reasons, 
there is scope for improving the overall accuracy and a target achievement 
would be 0.1 per cent of the range. Although accuracy is of importance 
there are other criteria that must be satisfied by the calibration routines. 
These include the computational efficiency and the autonomy of 
operation. Both of these criteria are met by the calibration methodology 
and implementation, although some operator intervention is required.
With a calibrated active stereo vision system the 3D position of an 
object can be inferred from 2D camera information. In this research work 
this estimation of the targets 3D position is used to guide the robot and 
also to vary the parameters of the stereo vision system. The controllable 
parameters of the stereo vision system are the control of the gaze direction 
of each camera and control of the focus motor position of each camera to 
achieve sharply focused images. Focus control is based upon focusing the 
cameras at the calculated range as determined by stereo triangulation. Gaze 
control is implemented by driving the cameras such that the centroid of 
the object falls onto the centre of the imaging plane. A least-squares 
predictor has been incorporated into the gaze controller to anticipate the 
(relative) motion of the target in 3D. An initial time delay of
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approximately 0.7 seconds is required for the tracker to establish the model 
parameters. This aids the tracking system and helps to alleviate the 
problems of computational delays in the vision system and can predict the 
next gaze point in the absence of image data.
Low-level image processing routines have been written and 
implemented on a specialist, pipelined image processing system. These 
routines segment a simple object from its background using both cameras 
at framerate. The images from left and right must then pass alternately 
through a feature detector board and so the throughput is reduced to half 
framerate. Further delays in communications between the dedicated 
image processing system and the host computer result in a final vision  
system cycle time of approximately 8Hz.
Robot guidance has been achieved by supplying an open  
architecture robot controller with the 3D position of the object relative to 
the end-effector of the robot. The 3D position of an object estimated by the 
vision system is passed to the robot controller at 8Hz and this information 
is used to update the robots trajectory. In one experiment, described in 
Chapter 7, the vision system calculates the 3D object position once and 
then instructs the robot to intercept it achieving an accuracy of ±5mm 
from a range of approximately Im. When this experiment is repeated with 
the vision system making a second 3D position estimate at approximately 
0.4m from the object, the improvement in accuracy increases to ±lmm. 
This clearly demonstrates the improvement that can be obtained by 
employing a multi-stage approach although the drawback is the increase 
in cycle time. Further experiments demonstrate the gaze controller 
tracking a moving object and these have been incorporated into a 
preliminary workcell experiment that combines both gaze tracking and a 
multi-stage intercept. These experiments have demonstrated the vision
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system in full control of the robot during a tracking and intercept duty 
cycle.
9.2 FURTHER IMPROVEMENTS____________________________________
Further possible improvements are mainly in the areas of the 
accuracy of determining 3D object position, tighter systems integration of 
the computational elements to achieve true dynamic manipulator 
guidance and improvements to the stereo head motor controllers.
Improving the accuracy of the vision system is a necessity if the 
vision system is expected to carry out manufacturing manipulation tasks 
where an accuracy of 0.1 per cent of the range may be required. This may be 
achieved by considering the sources of error for the calibration technique 
including the choice of calibration grid, the number of points used, the 
determination of the image centre and the angle between the calibration 
grid and the image plane. An improved technique for hand-eye calibration 
is also required to establish the full six degree-of-freedom relationship 
between the robot mounting flange and the camera coordinate system. It is 
also necessary to identify the actual stereo head geometry by calibration 
rather than by using the nominal values that have been used in this work.
The computational power of the existing vision  system  is 
formidable and is capable of achieving real-time image processing but, 
despite this, the overall cycle time of the system is about 8Hz. The main 
information bottleneck is the transfer of data from the image processing 
system to the host computer. A major improvement in cycle time could be 
achieved by enhancing the specialist image processing equipment so that it 
could carry out the geometric analysis that is currently executed on the
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host machine. Alternatively some of the image processing functions could 
be carried out on a parallel processing array.
To effect true dynamic vision based guidance, the vision based 
processing and the motion of the robot must occur in parallel. This will 
require a much greater integration between the sub-systems so that the 
vision system knows where it is in the robot's coordinate system at the 
instant that it captures the images. This necessitates high speed timing 
information to be propagated throughout the various sub-systems which 
implies a more substantial inter-networked system than is currently 
implemented.
The least-squares estimator implemented in the gaze controller 
requires an initial latency period of approximately 0.7 seconds while it 
determines the m odel parameters. A comparative study of other 
techniques, such as the Kalman filter, would be useful to see whether they 
were more appropriate to this system. The motor controllers for the stereo 
vision system receive command information from the host computer via 
a daisy-chained RS-232 communications line. This limits the stereo vision 
system as it is impossible to synchronise multiple channels. To overcome 
this it is necessary to implement a multi-axis motion controller.
With these improvements the active vision system could exhibit 
enhanced performance with an increase in the accuracy of 3D position 
estimates and a reduction of vision cycle time. With such as system, 
remote manual and automatic robot manipulation tasks could become a 
reality. For instance, in the case of remote telepresence, this active stereo 
vision system could be servo-controlled by the motion of the operators 
head. The goal would be to achieve realistic operator presence so that
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remote environments can be readily interpreted and complex 3D tasks can 
be accomplished by integrating a robotic manipulator.
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THE DEVELOPMENT ENVIRONMENT
The development environment consists of a number of tightly 
integrated computational units which are necessary to achieve real-time 
active vision control of a robotic manipulator. Different architectures and 
configurations are required to provide the computational resources for 
image processing and for control of both the robot manipulator and the 
active vision sensor. The key to achieving real-time control lies in the 
integration of these architectures while remaining reasonably open to 
future developments either in hardware or in algorithms. It is necessary to 
interface to the robot controller without this communication being a 
bottleneck and it is also necessary to consider an interface to industrial 
standard workcell supervisory systems across such interfaces as ethernet, 
via UNIX sockets or the fieldbus standard. Tight internal coupling and 
integration is required of the image processing system and the active 
vision controller so that they may interact with the minimum of delay to 
achieve the desired stable and robust control of the active vision sensor.
An overview of the development environment is shown in figure 
A.I. The main features of the development environment are shown on 
the right hand side of the figure. The units shaded on the left signify the 
major elements of the robot controller and are shown for completeness. 
At the heart of the active vision system is a Sun 4/630 UNIX workstation. 
This is linked via an industrial standard VME bus interface to the 
Datacube (1988) image processing system and to the motor control boards. 
Finally the various host workstations, the Sun 4 /630 and the robot 
controllers Sun 4/330 and O S/9 system are connected via a local area 
ethernet link.
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Figure A.I. Overview of the development environment.
At the centre of the development environment is a Sun 4/630 twin 
processor UNIX workstation. This machine is based around two 40MHz, 
64-bit SPARC RISC based processors with additional math co-processors to 
improve operational speed. This workstation also has 64 megabytes of 
system memory and a 1.3 gigabyte hard disk. It also has five industrial 
standard VME bus interface slots and four Sbus interface slots allowing for 
expansion and interfacing to other equipment. The Sun 4/630 offers a full 
multi-tasking ability with the UNIX operating system and has a suite of 
software languages such as a full implementation of the C programming 
language. All of the development work in this research project has been 
written in C to provide portable code to other architectures, keeping it in 
line with other developments in the research arena and the public 
domain and, in the long term, to the target industrial system.
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The Sun workstation has a VME bus interface directly to the 
Datacube dedicated image processing boards. These boards are double 
height VME based boards which are installed in an external VME crate. 
This crate is connected to the Sun via a VME repeater card which allows 
transparent command and control of the image processing boards from 
the Sun host. The Sun issues commands to the boards, which are memory 
mapped to the VME, by writing to the device driver's control registers. The 
Sun host can also monitor the status of the boards by reading certain status 
flags in the boards registers. The Datacube system uses a proprietary, and 
now somewhat standard, lOMHz data bus, the Maxbus, for transfering data 
among the various specialist boards. This provides a flexible and 
reconfigurable data path between all of the boards that is extremely robust. 
It also allows for a variety of processing paths, either straight pipelined, 
recirculation or multiple parallel paths. The full board set comprises two 
Digimax boards for digitising and displaying images, two framestores for 
storing up to three full 512 pixel square images each, a region of interest 
framestore capable of storing up to 2 megabytes of image data in any 
format and on a pixel boundary. The image processing boards include an 
8x8 convolution board, the VFIR_II; a systolic neighbourhood array 
processor, SNAP; a general purpose board, MAX_SP, used for image 
additions and look up table transformations; and a histogramming and 
feature detector board, Featuremax. In addition to these a 64 point 
multiplexor, the MAX_MUX, is used to dynamically reconfigure the 
image data paths oh a pixel boundary. The two digimax boards and the two 
framestores are used to capture the left and right images simultaneously 
before passing these images through to the rest of the system.
The development environment for programming the Datacube 
system is C. The software drivers that control the Datacube boards can
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operate in either interrupt or polled mode, depending upon the choice of 
libraries used during compilation. The former is used in this project so 
that the triggering of events during image processing occurs as expected 
and allows the multi-tasking UNIX host to perform other tasks while 
waiting for the interrupt. In this manner time consuming calculations can 
be spread over time while the image processing system operations are 
performed efficiently at time critical instances. This has been necessary to 
ensure that both framestores capture images at exactly the same time. An 
interrupt is requested at the beginning of the video retrace during which 
time both framestores are frozen. In interrupt driven mode this can be 
guaranteed. Additionally the software environment allows interleaved, 
multiple instruction queues to be developed which provide a way of 
achieving real-time performance by programming only a single cycle and 
having it executed over many frametimes. The device driver 
automatically manages the queues, pipeline initialisation and the 
allocation of the tasks. This technique is shown in figure A.2 and is 
compared with the more traditional alternative. In this example a process 
of acquiring an image, transfering it to memory, processing it and 
outputting some results is shown. Each operation takes 1 frametime 
(40ms) to complete. In this case there are four instruction queues so that 
after four frametimes results appear every frametime thereafter. Also it is 
very efficient since, after initialisation, no process is ever idle. This 
compares very favourably with the more traditional method shown below 
which only uses a single instruction queue where results only appear 
every four frametimes. These techniques are employed in this project to 
improve the efficiency and the throughput of the image processing 
system.
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Figure A.2. Comparison of Programming Techniques.
For the experiments discussed in chapter 7 the image processing is 
carried out using the Datacube system. The target object in the experiments 
is a piece of white cardboard that is moved against a neutral density 
background. This helps to segment the object from the background and 
considerably eases the computational burden. The image processing 
system must extract, in real-time and for images from the left and right 
camera's, the centroid of the object. In general terms, for each camera, this 
is achieved in the following manner. An image is digitised and grabbed 
into the framestore memory. A grey-level histogram is then calculated 
which exhibits a bi-modal shape, one peak representing the background, 
the other representing the object. The mid-point between these two peaks 
is selected as the grey-level threshold value which determines what is 
object and what is not. The image held in the framestore is then passed to 
a feature detector which extracts a list of the row and column value (the X 
and Y coordinate) of each pixel that has a grey-level value exceeding the 
threshold. This list, which represents the object, is further processed to 
extract the centroid by moments analysis.
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The image processing is implemented on the Datacube equipment. 
Two parallel image streams are created which consist of a digitiser and a 
framestore. These are used to simultaneously grab and store images from 
the left and right cameras. In the first cycle, as part of the initialisation 
routine, the images are passed through the histogramming board which 
sets the threshold for object detection. Because there is only one feature 
detector board the images from the framestores must be alternately passed 
through it. The output from the feature detector board is a list of feature 
points that is mapped to VME memory. This must be processed by the Sun 
host to calculate the centroid of the object . The output from the Datacube 
system is occurring at half framerate (12.5 Hz). This is a consequence of 
only having one feature detector board and causes a serious bottleneck.
The final element of the development system is the controller for 
the motors used to control the active vision sensor. The control of the 
four degrees of freedom is provided by demand signals from the Sun host 
computer via a serial link to a daisy chain of motor control boards. Each 
motor control board incorporates all the features necessary to provide axis 
control utilising a 68008 single board computer (SBC), an RS-232 interface, 
internal memory for storing look-up tables or commonly used motion 
profiles, closed loop digital control and a D /A  converter to provide ±10V 
output suitable for driving the DC motors via a drive amplifier. The 
system provides PID and feed forward control with all the constants being 
digitally mapped allowing for optimisation on-the-fly, remotely from the 
host which is ideal for a two-state control regime. The 68008 SBC enables 
count rates up to IMHz so that motor speed is not limited. The SBC also 
handles both hardware and software limits to prevent unexpected 
motions and over-travel.
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A  deliverable system would have no requirement of the Sun UNIX 
host and would instead have a single board real-time computer in an 
external VME crate. It may even be supported by a PC based machine.
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Appendix B: The General Assembly Drawing
Figure B.l. The General Assembly Drawing
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