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Abstract
Our principal purposes here are (i) to consider, from the perspective of applied mathematics, models of phenomena
in the biosciences that are based on delay dierential equations and for which numerical approaches are a major tool in
understanding their dynamics, (ii) to review the application of numerical techniques to investigate these models. We show
that there are prima facie reasons for using such models: (i) they have a richer mathematical framework (compared with
ordinary dierential equations) for the analysis of biosystem dynamics, (ii) they display better consistency with the nature
of certain biological processes and predictive results. We analyze both the qualitative and quantitative role that delays play
in basic time-lag models proposed in population dynamics, epidemiology, physiology, immunology, neural networks and
cell kinetics. We then indicate suitable computational techniques for the numerical treatment of mathematical problems
emerging in the biosciences, comparing them with those implemented by the bio-modellers. c© 2000 Elsevier Science B.V.
All rights reserved.
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1. Introduction
Retarded functional dierential equations (RFDEs),
y0(t) = f

t; y(t); y((t; y(t)));
Z t
−1
K(t; s; y(t); y(s)) ds

; t>t0; (1)
wherein (t; y(t))6t and y(t) =  (t); t6t0, form a class of equations which is, in some sense,
between ordinary dierential equations (ODEs) and time-dependent partial dierential equations
(PDEs). Such retarded equations generate innite-dimensional dynamical systems. RFDEs (1) where
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the integral term is absent are usually called delay dierential equations (DDEs) and they assume
forms such as y0(t)=f(t; y(t); y((t; y(t)))) with (t; y(t))6t. The introduction of the \lagging" or
\retarded" argument (t; y(t)) is to reect an \after-eect".
Two early references for DDEs are the books by Bellman and Cooke [4], and Elsgol’ts and Norkin
[8]. These are rich sources for analytical techniques and many interesting examples. Kolmanovskii
et al. [14,15] gave a rigorous treatment of a wide class of problems. Starting from the rst edition,
the monograph of Hale [12] (subsequently Hale and Verduyn Lunel [13]) is a standard source on
the theory of delay equations. Another substantial monograph is by Diekmann et al. [6]. Kuang
[16] and Banks [3] pay particular attention to problems in population dynamics; the former also
looked at \neutral" equations. Marchuk [18] presented various issues of numerical modelling with
delay equations in immunology. Gopalsamy [9] and Gyori and Ladas [10] addressed the question
of oscillations in delay dierential equations. Early books by Cushing [5], Driver [7], Halanay [11],
MacDonald [1, Ref. 111], [17], May [19], Maynard Smith [20], and Waltman [22] have been very
stimulating for the development of the eld.
An early use of DDEs was to describe technical devices, e.g., control circuits, where the delay is
a measurable physical quantity (for example, the time that the signal takes to travel to the controlled
object and return plus the reaction time). In most applications in the life sciences a delay is introduced
when there are some hidden variables and processes which are not well understood but are known to
cause a time-lag (see 3 Cooke and Grossman [1, Ref. 45], Murray [21]). A well-known example is
the phenomenon of Cheyne{Stokes breathing: some people show, under constant conditions, periodic
oscillations of breathing frequency [21]. This behaviour is considered to be caused by a delay in
the physiological circuit controlling the carbon dioxide level in the blood. However, in some cases,
e.g., in simplistic ecological models, it seems that delays have been introduced rather ad hoc, thus
putting subsequent researchers on the wrong track (Cushing [1, Ref. 49]). Research on qualitative
analysis of RFDEs has proted greatly by considering models from theoretical biology. In order to
develop appropriate computational strategies, numerical analysts should classify the various types of
mathematical problems with delay (there are point delays, distributed delays, state-dependent delays,
integrals within or taken over the delay) and it is helpful to follow recent developments in the life
sciences to see what problems require further study. We shall be somewhat selective in the areas of
biomathematics that we detail, describing qualitative and quantitative studies based on DDEs.
2. Delay equations and population dynamics
A standard delay model for population dynamics was introduced by Hutchinson [1, Ref. 93], when
he modied the classical model of Verhulst to account for hatching and maturation periods
y0(t) = ry(t)

1− y(t − )
K

: (2)
Here the nonnegative parameters r and K are known, respectively, as the intrinsic growth rate and
the environmental carrying capacity. Although Eq. (2) appears at rst sight to be simple, the solution
can display complicated dynamics and, in particular, an oscillatory behaviour. The basic assumption
3 As the list of publications referred to in this paper exceeds space limitations, we cite the bibliography in [1]: [1, Ref.
XX] refers to citation [XX] given in [1].
G.A. Bocharov, F.A. Rihan / Journal of Computational and Applied Mathematics 125 (2000) 183{199 185
underlying Eq. (2) is that the present change in population size depends exactly on the population
size of time  units earlier. Commencing with the early work of Volterra [1, Ref. 172], modellers
considered more general equations
y0(t) = ry(t)
 
1− 1
K
Z 0
−
y(t + s) d(s)
!
: (3)
One may formally ask: Why does the delay enter the removal term −y2=K and not the production
term y, or both terms, as suggested, for example, in [3]? This question was examined by applying
the theory of structured populations by Hadeler and Bocharov in [1, Ref. 35], where the connec-
tion between some models of population dynamics using neutral delay dierential equations and the
widely accepted Sharpe{Lotka{McKendrick model and its extension due to Gurtin and MacCamy
[1, Ref. 131],
ut(t; a) + ua(t; a) + (a;W )u(t; a) = 0; u(t; 0) =
Z 1
0
b(a;W )u(t; a) da (4)
was studied. This hyperbolic PDE provides the standard model in the theory of age-structured popu-
lations. In Eq. (4) u(t; a) stands for the density of the population with respect to age a, the mortality
 and the fertility b depend on age and on some functional W of the population density, traditionally
the total population size W (t) =
R1
0 u(t; a) da. Under the assumption that (i) there is a maturity age
> 0, separating juveniles from adults; (ii)  is a step function (a)=0 +(1−0)H(a); and (iii)
b is a combination of a step function and a sharp peak b(a) = b1H(a) + b2(a), where H(), ()
denote the Heaviside and delta function, respectively, it was shown that for t>, the populations of
juveniles U (t) =
R 
0 u(t; a) da and adults V (t) =
R1
 u(t; a) da satisfy a system of neutral DDEs:
U 0(t) = b1V (t) + (b2 − 1)(b1 + b21)e−0V (t − )
+ (b2 − 1) b2e−0V 0(t − )− 0U (t); (5)
V 0(t) = ((b1 + b21)V (t − ) + b2V 0(t − ))e−0 − 1V (t): (6)
For t 2 [0; ], the variables U (t) and V (t) satisfy a nonautonomous system of ODEs and this time
interval of length  is \needed" to \forget" the information contained in the initial data for the PDE
(4) (see [1, Ref. 35] for further details). The neutral character of Eq. (6) for the adult population is a
consequence of the fertility peak at age . If this peak is absent, i.e., b2=0, then one gets the standard
DDE: V 0(t)=b1V (t−)e−0−1V (t). A similar approach was applied to yield a nonlinear equation
with state-dependent b1, 1. For example, if one assumes that the birth and the death coecients
depend on W , dened above, and chooses W = V , then instead of the previous equation one has
V 0(t) = b1(V (t − ))V (t − )e−0 − 1(V (t))V (t):
An equation of this form has been used in modelling an oscillating insect population [1, Refs. 80,141].
A framework for deriving delay models for age-structured populations and further references can be
found in [1, Refs. 35,77,162,165].
3. Qualitative features of delay equations
It is generally accepted that the presence of delays in biological models is a potent source of
nonstationary phenomena such as periodic oscillations and instabilities. This can manifest itself as
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the loss of stability of an otherwise stable-steady state if the delay exceeds a certain threshold related
to the dominant time-scale of a system. However, there also exists evidence that a time delay
can sometimes enhance stability, and short delays were shown to stabilize an otherwise unstable
dynamical system discussed in [19], [1, Refs. 141,143]. Recently, it has been suggested that delays
can damp out oscillations; this was shown with models for coupled oscillators under the condition
that the delays in mutual interactions exceed a threshold value [1, Refs. 152,164].
A simple delay model of cell population growth is given by the linear DDE ([1, Ref. 13])
y0(t) = y(t) + y(t − ). This equation is used as a standard test equation in the analysis of
numerical methods for DDEs. Its qualitative behaviour is well understood and can be summarized as
follows: the equilibrium solution y(t)  0 becomes unstable when the value of the delay exceeds the
threshold given by =cos−1[−=]=(p2 − 2) and there is a solution that demonstrates oscillatory
behaviour, with a period T = 2=(
p
2 − 2).
For a long time, the classical delayed logistic equation (2) was a subject of qualitative and
numerical studies in mathematical biology (see [3,17,18,21]). Its solution y(t) converges monoton-
ically to the carrying capacity K for 0<r< e−1; it converges to K in an oscillatory fashion for
e−1<r< =2; it oscillates in a stable limit cycle pattern for > =2. Eq. (2) assumes (by a simple
re-scaling of the variables) the form
y0(t) =−(1 + y(t))y(t − ) (y(t)> 0; t>− ); (7)
known as Wright’s equation, which has been investigated in number theory. With x(t) = lnfy(t)g,
and f(x)= ex − 1, Eq. (7) can be further transformed into x0(t)=−f(x(t− )). In the early 1970s
equations of this form became the standard subject for qualitative analysis; see [1, Refs. 56,145,174].
Extending the last equation by a feedback term one arrives at the equation
w0(t) =−w(t) + f(w(t − )); (8)
which was used to explain bursting in neurons by delays and also used as a model of blood-cell
dynamics (see earlier work by an der Heiden, Glass, Mackey, Milton [1, Refs. 2,113,115]). For this
equation, the existence of nontrivial periodic solutions has been shown by Hadeler and Tomiuk [1,
Ref. 82]. For a xed > 0 and every >0, there is a critical  such that the zero solution is stable
for 2 (−; ), and unstable for >. For =1 and =0, the critical value is 0 ==2. Thus, for
>, the constant solution becomes unstable, and a stable periodic solution appears. This transition
can be treated as a Hopf bifurcation.
Gopalsamy [1, Ref. 74] considered the linear NDDE of the form
y0(t) + by0(t − ) + ay(t − ) = 0: (9)
He proved that if a; b; , and  are nonnegative constants and [a=(1+ b)](−)e> 1, then bounded
solutions of (9) are oscillatory. This result was extended to the nonlinear case y0(t) + f(y0(t −
))+g(y(t− ))=0, where f and g are continuous functions. Under the conditions yf(y)> 0 and
yg(y)> 0 for y 6= 0; 06f(x)=x<b61; g(x)=x>a> 0, and [a=(1 + b)]( − )e> 1, all bounded
solutions of this equation are oscillatory.
So far, we have discussed delay equations with constant time-lag . One can imagine situations
(e.g., remote control problems) where the delay is not constant but depends on the state of the system.
If such state-dependence is introduced, we get a state-dependent DDE, y0(t) = f(y(t − (y(t)))),
where  :R ! [0; ] is a given function, with some upper bound . It was shown by Mallet{
Paret and Nussbaum [1, Ref. 118] that for the main branch of periodic solutions, the equation
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with state-dependent delay behaves about the same as a constant delay equation. In some biological
applications the delay itself can be governed by a dierential equation that represents adaption
to the system state. Such systems of the form: y0(t) = f(y(t − (t))); 0(t) = g(y(t); (t)), with
g(y; ) = ~g(y)−  have been studied recently by Arino and Hadeler in [1, Ref. 4].
Although innite delays are biologically unrealistic, it is sometimes mathematically convenient to
allow for arbitrarily large delays, as in the RFDE y0(t)=f(
R 0
−1 y(t+ s) d(s)). A particular class of
problems consists of systems of equations where the weight function  is an exponential polynomial
(s) = e−s; these could be reduced to a system of ODEs: y0(t) =f(z(t)); z0(t) = y(t) + z(t), where
z(t)=
R 0
−1 e
−sy(t+s) ds; see Fargue [1, Ref. 66] and Worz-Busekros [1, Ref. 177]. We note in pass-
ing that distributed delay models with a gamma-distribution function Fm(t)= ((tm−1am)=(m− 1)!)e−at
used as the kernel function, with real-valued parameter a and integer-valued parameter m are quite
popular in biomodelling. One of the reasons is that the corresponding system of integro{dierential
equations can be transformed to an equivalent system of ODEs through a linear chain trick technique
[1, Ref. 111], [17].
The authors are indebted to Prof. Hadeler (Tubingen) for his input (private communication) to
the above.
4. Numerical studies
Numerical studies using mathematical models with delays are undertaken in various branches of
biosciences in order to understand the system dynamics, estimate relevant parameters from data,
test competing hypotheses, assess the sensitivity to changes in parameters or variations in data
and optimize its performance with the least possible cost. These objectives are associated with an
increasing complexity of the numerical procedures.
4.1. Ecology
Mathematical studies using delay models of ecological and chemostat systems are built upon
various generalizations of Volterra’s integro-dierential system of predator{prey dynamics:
y01(t) = b1y1

1− c11y1 − c12
Z t
−1
y2(s)k1(t − s) ds

;
y02(t) = b2y2

−1 + c21
Z t
−1
y1(s)k2(t − s) ds

;
(10)
where y1(t); y2(t) represent the populations of the prey and the predator 4 (see [5]). These equations
can be extended naturally to describe the dynamics of multi-species ecological systems. In chemo-
stat models the delay indicates that the growth of a species depends on the past concentration of
nutrients. One can, however, face some diculties in introducing delays in chemostat models as
reported in Cunningham and Nisbet [1, Ref. 47]. For early studies of the chemostat see references
cited in the book by Smith and Waltman [1, Ref. 163] and the recent exposition of delay models
given in Wolkowicz et al. [1, Ref. 180]. Numerical modelling was used to study the behaviour of
4 There are variations of these equations, including forms with diering limits of integration and forms that incorporate
Stieltjes integrals, in the literature.
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periodic orbits around the stability{instability boundary. It was reported that the numerical simula-
tions provided evidence that the models with distributed delays are more realistic and accurate in
reproducing the observed dynamics [1, Ref. 158].
Various classes of dierential equations are used as building blocks for increasingly complex
models, with a recent example from parasitology [1, Ref. 36]. The mechanism of oscillations in the
populations of hosts and parasitoids was studied with a mixed model that combines the McKendrick{
von Foerster equation (PDE) for the juvenile host population, an ODE for the adult hosts and a
DDE for the adult parasitoid population. Numerical simulations suggested that it is the delayed
density dependence in the parasitoid birth rate that can induce the cycles, in addition to the classic
Lotka{Volterra consumer-resource oscillations. Other examples are reaction{diusion systems with
delays in the reaction terms used to model the Lotka{Volterra competition system [1, Ref. 75]. It
was found numerically that the stability diagrams in the case of xed delays have a much more
complicated structure than for gamma-distribution delays.
4.2. Epidemiology
In modelling the spread of infections the population is usually considered to be subdivided into
disjoint epidemiological classes (or compartments) of individuals in relation to the infectious disease:
susceptible individuals, S, exposed individuals, E, infectious individuals, I and removed individuals,
R. The development of the infection is represented by transitions between these classes. The assump-
tion that individuals remain for a constant length of time in any of the compartments leads to DDEs.
There are examples of delay models using xed delays to represent the duration of the infectious
period (SIS-model [1, Ref. 91]), the immune period (SIRS-model [1, Ref. 92]), or the periods of
latency and temporary immunity (SEIRS-model [1, Ref. 44]). A distributed duration of the latent
period was considered in a distributed delay SIR-model [1, Ref. 23]. In epidemic models that seek
to take into account the age structure of the population, the delay represents the maturation period
[1, Ref. 79]. It is considered that the major eect of delays in the epidemic models is to make them
less stable than the analogous models without delays. Numerical studies are usually carried out to
support analytical results and provide some insight into more general situations which are dicult
to treat analytically. For references on epidemic models with delays we refer to the recent paper by
Hethcote and van der Driessche [1, Ref. 91].
4.3. Immunology
Immunology presents many examples of mathematical models formulated using DDEs (see [1,
Refs. 50,51,121,122,130,151] for references). Marchuk and associates [1, Refs. 9,121], developed a
hierarchy of immune response models of increasing complexity to account for the various details of
the within-host defense responses. The delays are used to represent the time needed for immune cells
to divide, mature, or become \destined to die". The numerical approaches to parameter estimation
allowed one to quantify relevant parameters of pathogen{host interactions for human infections
caused by inuenza A [1, Ref : 32], hepatitis B viruses [1, Refs: 124; 125; 161], bacterial infections
in lungs [1, Ref : 101], mixed infections [1, Ref : 127] and murine LCMV and inuenza infections
[1, Refs: 30; 59; 121]. In [1, Refs: 34; 121], two adaptive numerical codes were developed, based
(i) on embedded Runge{Kutta{Fehlberg methods of order 4 and 5 supplemented by the Hermite
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interpolation, and (ii) on Gear’s DIFSUB, with the Nordsieck interpolation technique to approximate
the variables with delays.
A recent example of xed time-lag equations in immunology is the nonlinear model of humoral
immune response to H. inuenzae by Rundell et al. [1, Ref : 160]. The parameter identication
problem was treated as a sequence of \reduced" parameter estimation problems by splitting the
observation interval into a sequence of smaller subintervals. The numerical approach to the opti-
mal control problem with a simpler version of the model [1, Ref : 159] suggested continuous drug
administration, as opposed to the standard approach based on periodic dosages.
In studies of lymphocyte migration through various anatomical compartments by Mohler et al. [1,
Refs. 68; 135] the delays represent (i) the time that cells reside in a particular compartment, or (ii)
the transit times through compartments, or (iii) the duration of inter-compartmental transfer. The
problem addressed numerically was the estimation of the lymphocyte intra- and inter-compartment
transfer rates (directional permeabilities) using experimental data on the dynamics of labelled cell
radioactivity distribution to various organs of the immune system. For other compartmental delay
models see Gyori and Ladas [10].
4.4. HIV infection
The key problem in mathematical studies of the within-host dynamics of HIV infection undertaken
by Nowak with associates and by Perelson with co-workers is to get reliable estimates for the turnover
of virus and infected cells [1, Refs. 89; 132]. It was shown that adding more realism to the models
by accounting for intracellular delay in virus production, either in the form of a xed delay or a
gamma-distributed delay [1, Ref : 132], could give better accuracy in estimating the viral clearance
rate provided detailed patient data are available. A similar problem of reliable estimation of the HIV
turnover rate has been addressed recently in the model by Grossman et al. [1, Ref : 76] that takes
into account that virus producing cells die after a certain time-lag rather than at an exponential rate.
4.5. Physiology
The great potential for simple DDEs to capture complex dynamics observed in physiological
systems was convincingly shown in a series of related works by an der Heiden, Belair, Glass,
Mackey and co-workers [1, Refs. 1{3; 113; 114; 142]. A key element in the models is an assumption
that either the production or elimination rates are nonlinear functions of the past state: f(y(t − ))
= ym(t − )=( + yn(t − )) with m6n and n>1. The delay models were used to study unstable
patterns (periodic solutions and chaotic regimes) of (i) the human respiration system and regulation
of blood concentration of CO2, (ii) the production of blood cells, (iii) hormone regulation in the
endocrine system, and (iv) recurrent inhibition in neural networks. In the respiratory system, delays
represent the transport time between the lung and the peripheral and central chemoreceptors [1, Refs.
43; 113; 153]. In the study of periodic haematological diseases, DDEs with time and state-dependent
lags have been used to formulate physiologically realistic mathematical models [1, Ref : 117], which
were solved by a modied fourth-order RK scheme with xed stepsize and a linear interpolation
for the delay variable. The same authors advanced a model of granulopoiesis using a non-linear
integro{dierential equation [1, Ref : 87]: y0(t)=−y(t)+M0(
R t−m
−1 y(s)g(t−s) ds), where the kernel
is dened by a gamma-distribution function. It was reported that use of a noninteger value of the
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parameter m in the gamma-distribution function provides a good t to real data. Mathematically,
the transition from a normal state to a disease can be associated with a loss of stability of the
unique steady state in the model and a supercritical bifurcation of a periodic solution. Numerical
examination of the model allowed the authors to test whether the realistic period and amplitude of
oscillations in cell numbers can be obtained under a systematic variation of parameters, within their
physiological ranges. To treat the model numerically a trapezoidal scheme was used both to advance
the time and to evaluate the integral term.
A model for neural reex mechanisms [1, Ref : 8] is an example of an implicit DDE: y0(t) =
−(y0(t))y(t) + f(y(t − )). The need for such models is related to the fact that neuromuscular
reexes with retarded negative feedback have dierent rates depending on the direction of movement.
Both the qualitative and numerical studies of such equations represent a challenge to be addressed.
4.6. Neural networks
The modelling of neural networks (NNs) is an important area of application of delay equations.
In the living nervous system the delays can represent the synaptic processing time or the time
for action potential to propagate along axons. In articial NNs the delays arise from the hardware
implementation due to nite switching and transmission times of circuit units. Marcus and Westervelt
were the rst to include the delay in Hopeld’s equations [1, Ref : 126] and various generalizations
have been suggested [1, Refs. 27; 41; 57; 90; 181]. A \standard" delayed Hopeld NN model assumes
the form
Ciy0i(t) =−
yi(t)
Ri
+
nX
j=1
Tijfj(yj(t − j)) + Ii; i = 1; : : : ; N: (11)
The origin of instabilities in NNs is in the focus of qualitative and numerical studies, which seek
to relate the values of the delay, the network structure=connection topology and the properties of
the function fj in Eq. (11) to the emergence of sustained or transient oscillations. For numerical
treatment of DDEs modications of Euler’s method and of Gear’s code are reported.
4.7. Cell kinetics
Cell growth provides a rich source of various types of delay models. A biochemical model of
the cell cycle, describing the dynamics of concentration of two peptides and their complex, which
transforms after some time lag into active maturation promoting factor (MPF), was formulated using
xed delay equations [1, Ref : 38], where the cell division was manifested by periodic uctuations
of MPF. In studies of tumor growth the standard avascular model was modied by incorporating a
time-delay factor into the net proliferation rate and numerical and asymptotic techniques were used
to show how the tumor growth dynamics is aected by including such delay terms [1, Ref : 39].
Cell populations are, in general, structured by their age, size, etc. The generic means for modelling
structured cell populations are provided by rst-order hyperbolic PDEs (4). Cell populations, which
are made synchronous, have the fertility peak (delta function) at some age  and exhibit a step-like
growth. Neutral DDEs have been shown numerically to provide a better qualitative and quantitative
consistency with the step-like growth patterns [1, Ref : 13] than do ODEs or DDEs with constant
time-lag.
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Attention has been paid [1, Refs. 46; 112; 154{156] to the analysis of cell-population dynamics
using retarded PDEs of hyperbolic type:
@u(t; a)
@t
+
@u(t; a)
@a
= f(t; u(t; a); u(t − ; h(a))) (12)
with > 0 and h(a)<a, for a> 0. The model considers proliferation and maturation processes
simultaneously, where the kinetic=reaction terms are dependent on the cell population at a previous
time represented by a delay  and at a previous maturity level specied by h(a). Numerical studies
proved to be instructive in getting some insight into the possible dynamics of (12), with a maturation
delay as a critical parameter. It was observed that many of the time-dependent modes of the retarded
PDE are directly associated with a limit-cycle behaviour in the pure birth-and-death cell population
balance equation z0 = f(t; z(t); z(t − )).
4.8. A stochastic approach
The random perturbations which are present in the real world imply that deterministic equations are
often an idealization [1, Refs. 116; 134; 141]. For example, neurological control systems operate in a
noisy environment, and the eect of noise needs to be considered in the analysis of the experimental
traces of the state variables (such as, the electro-encephalogram, pupil area, displacement of the
nger position in patients with Parkinson’s disease). To model the dynamics of delay systems under
random perturbations, stochastic delay dierential equations (SDDEs) are used:
dy(t) = f(t; y(t); y(t − )) dt + g(t; y(t)) dw(t): (13)
Such SDDEs can be driven by white noise (dw(t) = (t) dt, where (t) stands for a stationary
Gaussian white noise process) or coloured noise (dw(t) = (t) dt, here (t) is so-called Ornstein{
Uhlenbeck process) and the choices of driving processes depend on the real-life phenomenon being
modelled. There exist two frameworks, namely the Ito^ and Stratonovich calculus, to deal with (13).
If one argues that the SDDEs are serving as approximations to stochastic dierence equations with
autocorrelated noise, the Ito^ calculus may provide the more useful approximation. The Stratonovich
framework may be more appropriate when the white noise can be considered as the limiting case
of a smooth real noise process.
A well-documented example of a biological system where noise is an important component is
the pupil light reex, which displays complicated dynamics [1, Ref : 109]. Noise is introduced into
the reex at the level of the brain-stem nuclei. The noise correlation time, the system response
time and the delay in signal transmission are all of the same order of magnitude, and indicative of
coloured noise. The spontaneously occurring aperiodic oscillations in the pupil area were explained
with the mathematical model: y0(t) = −y(t) + c n=( n + yn(t − )) + k, by assuming the eect
of an additive noise (k = k + (t)) or multiplicative coloured noise (c = c + (t)). The numerical
simulations provided the only possible means to establish a major role of the noise in the dynamic
behaviour. The numerical approximations to sample trajectories y(t) were computed using a com-
bination of an integral Euler method for the equation dening the Ornstein{Uhlenbeck process (),
and a fourth-order RK-method with a linear interpolation formula for the delay terms. The eect
of additive white noise on the transitions between dierent limit-cycle attractors of human postural
sway was studied in [1, Ref : 65] using a scalar SDDE. Further discussions about modelling with
SDDEs can be found in [1, Refs. 119; 133; 169].
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5. Numerical methods for delay equations
We shall embark on a brief review of numerical strategies for DDEs. First we remark that some
of those undertaking numerical studies of delay equations in biology devise an indirect approach,
rather than use purpose-built numerical codes for DDEs; they try to reduce the study to that of a set
of ODEs. Thus they eliminate lag-terms from delay dierential equations by introducing additional
variables on one of the following bases:
(1) the methods of steps [4] allows one to represent a DDE on successive intervals [0; ]; [; 2]; : : : ;
[(N − 1); N] by successive systems of ODEs with increasing dimension;
(2) a process represented by a delay can be approximated by introducing a number of intermediate
stages using an ODE system to mimic the transition through the stages [1, Refs. 70; 121] (for
other strategies see [1, Ref : 69]);
(3) the eect of the time-lag can be modelled by using \gearing up" variables [1, Ref : 52].
We note, however, that the long-term dynamics of DDEs and of approximating nite-dimensional
ODEs can dier substantially. There are occasions when (2) (given above) may have appeal, but a
familiarity with numerical methods for DDEs will often reap dividends.
5.1. Dierence approximation
Numerical methods for ODEs provide approximate values ~y(ti) to the solution y(ti) at a sequence
of points (t0<t1<t2<t3   <tN ) using estimates of the local truncation error or of the defect.
Supplementary approximations provide dense output that denes approximate values ~y(t) (densely
dened) for t 2 [t0; tN ]. Such ODE methods can be modied, with varying degrees of success, to
provide approximate solutions for DDEs. To indicate the principal features, consider the initial
function problem for the system of DDEs with parameter p:
y0(t) = f (t; y(t); y(t − ); p); t>t0; y(t) =  (t; p); t 2 [t0 − ; t0]; (14)
in which > 0 does not vary with t and the initial function  is specied on the interval t 2 [t0 −
; t0]. A simplistic approach to solving system (14) numerically consists of replacing (14) by the
ODE: y0(t)= f (t; y(t); ~y(t− ); p); for t>tn, where we assume that ~y(t) for t6tn is computed using
dense-output techniques. At the risk of over-simplication, numerical methods for DDEs (derived
in this manner) amount, in essence, to a combination of two basic elements: a method q for
approximation of delayed variables with order q in the spirit of a dense-output routine, and an
ODE-based pth order method 	p to advance the solution with a step-size hn (on the assumption
>hn). This said, a third feature of an adaptive algorithm concerns the control of step-size and
adaptation of the formulae or their implementation. Some features of delay equations can seriously
aect the reliability and performance of a naive numerical method based on a pair (	p; q). In
general, the solution to (14) is not smooth and has jump discontinuities in its ith derivatives at
times i = t0 + i; i2N+. The eect and propagation of the jump discontinuities in the derivatives
of the solution have to be addressed when adapting any ODE solver to the problem with delays
[1, Ref : 16]. Theoretical analysis of the convergence and asymptotic error expansion issues of the
adapted method (	p; q) tells us that we require q>p − 1 in order to retain (asymptotically) the
global convergence order and (q>p) the error expansion form characteristic of the ODE method
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[1, Refs. 6; 28; 34]. The scenario outlined above can be modied to provide numerical methods
for a wide range of deterministic retarded dierential equations. Note that rigorous development of
eective numerical techniques for stochastic DDEs is a relatively unexplored area requiring further
attention from numerical analysts; see however [2].
5.2. DDE solvers
From a modeller’s viewpoint, two historical periods in the production of numerical codes for
delay equations can be distinguished. During the rst period, a number of experimental codes were
developed by modellers or numerical analysts. Fourth-order RK methods and two-point Hermite-type
interpolation polynomials were used by Neves [1, Ref : 140], and algorithms based on fourth- and
seventh-order Runge{Kutta{Fehlberg methods together with Hermite interpolation polynomials were
presented by Oberle and Pesch [1, Ref : 146]. Thompson [1, Ref : 167] developed a code based on a
continuously embedded RK method of Sarafyan [1, Ref : 168]. An algorithm based on a predictor{
corrector mode of a one-step collocation method at k Gaussian points has been constructed by Bellen
and Zennaro [1, Ref : 20].
The second period can be characterized by the availability of more sophisticated DDE solvers.
Recently, numerical analysts have developed a number of professional adaptive solvers (based on
LMMs, RK or collocation schemes) producing numerical solutions for a wide range of requested
tolerances and various classes of problems with delays. The major problems that the designers of such
codes try to accommodate are: automatic location or tracking of the discontinuities in the solution or
its derivatives, ecient handling of any \stiness" (if possible), dense output requirements, control
strategy for the local and global error underlying the step-size selection, the cost and consistency
of interpolation technique for evaluating delayed terms (to name but a few of them). The code
Archi [1, Ref : 149] is based on the successful Dormand & Prince fth-order RK method for ODEs
due to Shampine and a fth-order Hermite interpolant [1, Ref : 146]. In addition to Archi, which
is available from the internet, we mention DDESTRIDE (Baker et al. [1, Ref : 15]), DELSOL (Wille
and Baker [1, Ref : 179]), DRKLAG6 (Corwin, Sarafyan and Thomson [1, Ref : 42]), SNDDELM (by
Jackiewicz and Lo [1, Ref : 97]) and the code of Enright and Hayashi [1, Ref : 62]. The Numerical
Algorithms Group (Oxford) supported, in part, the construction of the codes written by Paul (Archi)
and Wille (DELSOL).
5.3. Stiness
Several authors have reported diculties, which they identied as due to \stiness", in the nu-
merical modelling of biological processes using delay equations. An example of a variable stiness
problem appearing in modelling the acute immune response is given [1, Ref : 34]. In simulating
hepatitis B infection, the \stiness" emerges at the peak of acute infection, and is associated with
the increase in sizes of lymphocytes and antibody populations (by a factor of about 105) that accel-
erates the damping of virus and infected cells by the same scale. The BDF-based codes performed
nicely, whereas the Adams- and explicit RK based codes failed to produce a numerical solution after
the day indicated because of very small step-sizes required. The recent model of immune response
by Rundell et al. [1, Ref : 160] also generates apparently sti computational problems as one can
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conclude by analyzing the values of parameters being used and they refer to the sti solver ode15s
from the SIMULINK collection.
Stiness is a phenomenon identied in the numerical solution of ODEs, and is variously dened.
It is often characterized in terms of the largest and smallest real parts of the zeros of the stability
function corresponding to a stable solution. The main symptom of \stiness" is that one requires a
highly stable numerical formula in order to use large step-sizes reliably [1, Ref : 28]. The same symp-
tom could be used to identify \stiness" in the delay case. Experimental solvers for sti DDEs based
on LMMs were suggested by Kahaner and Sutherland (see discussion of SDRIV2 in [1, Ref : 139]),
Watanabe and Roth [1, Ref : 176], and those using an implicit RK methods were developed by In
’t Hout [1, Ref : 94], and Weiner and Strehmel [1, Ref : 178].
The application of delay equations to biomodelling is in many cases associated with studies
of dynamical phenomena like oscillations, Hopf bifurcations, chaotic behaviour [1, Ref : 81]. The
analysis of the periodic orbits in delay equations and their discretizations based on the RK methods
showed that the discretizations possess invariant curves when step-sizes are suciently small [1,
Ref : 95]. Further studies of spurious numerical solutions of nite-dierence approximations to the
delay equations, which can be generated at critical (bifurcation) values of model parameters are
needed.
6. Fitting models and parameter estimation
6.1. Objective functions and their continuity
Suppose that the general form of a delay model is given by (14). The task of parameter es-
timation for such mathematical models is one of minimizing a suitable objective function (p)
depending on the unknown parameters p2RL and the observed data fyjgNj=1 that represent values
fy(tj; p)gNj=1. This can additionally include estimating , the position of the initial time point t0
and the parameters of the initial function  (; p). Possible objective functions are, for example, the
least squares (LS) function (p) =
PN
j=1
PM
i=1 [y
(i)(tj; p) − y (i)j ]2, or the log-least squares function
(p)=
PN
j=1
PM
i=1 [log((y
(i)
j )=(y(i)(tj; p)))]
2. The second choice provides metrics in RM+ and has been
used for parameter estimation of immune responses [1, Refs. 33; 137]. The numerical technique for
nding the best-t parameter values for a given mathematical model and objective function involves
solving the model equations for the current values of the parameters to compute (p) with high
precision. The parameter values are then adjusted (by a minimization routine, for example EO4UPF
in the NAG library, LMDIF from NETLIB or FMINS in MATLAB) so as to reduce the value of the ob-
jective function (see [1, Refs. 13; 14]). One obvious diculty with such procedures is that solutions
of DDEs are not, in general, dierentiable with respect to the delay [1, Refs. 11; 86; 108]. Disconti-
nuities in the solution of a DDE and its derivatives, at points fig, can come from the initial point
t0 and the initial function  (t; p), and may propagate into (p) via the solution values fy(i; p)g if
i 2ftjg. Consider for simplicity the scalar equation case. From the formula (and a similar one for
the second derivative)
@(j; p)
@pl


= 2
NX
j=1
[y(j; p)− yj]

@y(j; p)
@pl


; (15)
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Table 1
Best-t estimates p^, mean of perturbed parameters ~p and their nonlinear biases to the model
(16), NLB = (p^= ~p− 1) 100%
Best-t, standard deviation, nonlinear biases
^  ^1  ^2 
5.45 0.038 0.443 0.014 0.864 0.019
~ NLB() ~1 NLB(1) ~2 NLB(2)
5.446 0.0066% 0.4426 0.0284% 0.8645 0.0772%
it follows that, unless yj = y(j; p), jumps can arise in the rst (second) partial derivatives of (p)
with respect to pl, if the rst (second) partial derivatives of y(t; p), with respect to pl, has a jump
at t = j (one of the data-points). These jumps can also propagate into the second derivative of
(p) if the rst derivative of y(t; p) with respect to pl has a jump at one of the data-points t = j,
even when yj = y(j; p). Therefore, for correct numerical parameter estimation in DDEs attention
has to be given to the dierentiability of the solution y(t; p) with respect to the parameters p, and
the existence and position of the jump discontinuities.
6.2. Analysis of the best t: uniqueness, nonlinear bias
A fundamental dierence between DDE and ODEs is that solutions corresponding to dierent
initial function data can intersect. Of course, solutions that are computed with dierent parameters
can intersect in both the ODE and DDE case. In the context of the parameter estimation problem,
this implies that for a given set of ftjgNj=1 and an arbitrary function f in (14), there is no reason
to suppose that there exists a unique minimizer p^ of (p). A straightforward example is provided
by the Hutchinson equation (2): one can observe that for the same initial data a range of dierent
values of the carrying capacity parameter K gives solutions that intersect. If the data correspond to
the points of intersection, K is not uniquely determined.
The parameter estimation problem for DDE models is an example of nonlinear regression. The
nonlinear regression diers, in general, from linear regression in that the LS parameter estimates can
be biased, nonnormally distributed, and have a variance exceeding the minimum variance bound.
These characteristics depends on the model, the data and the best t estimates. It is important to
assess the eect of nonlinearity, i.e., the biases of parameter estimates. There is a convention that if
the bias is < 1% then the eect of nonlinearity is not signicant and estimates of both parameters
and their deviations are condent. We give an example of such analysis of estimated parameters for
a simple DDE growth model for ssion yeast [1, Ref. 13]
y0(t) = 1y(t − ); t>0;
y(t) = (2:25y02=1)E(t + 1:5); t 2 [− ; 0); y(0) = y0;
(16)
where y0 stands for the initial number of cells, E() is a bell-shaped initial distribution function.
Estimated are the components of p = [1; 2; ]. Fig. 1 shows the best-t solution and the shape of
the LS function in the vicinity of the minima and Table 1 provides an insight in how biased are the
best-t estimates of parameters.
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Fig. 1. (a) shows the best t solution of time-lag model (16) with three parameters, tted to the observed data. (b)
indicates local uniqueness of the best t and the dependence of  on parameters ; 1 for given 2  .
7. Sensitivity analysis: direct and adjoint methods
Sensitivity analysis (SA) of mathematical models is an important tool for assessing their properties.
The following types of sensitivity can be investigated: sensitivity of the solution y(t; p^) to changes
in the parameter values p^; sensitivity of the parameter estimates p^ to variations in the observation
data ftj; yjgNj=1; sensitivity of biologically meaningful functionals J (y) to variations in parameters
(see [1, Ref. 12]). The rst two types of SA are examined by direct methods and rely upon the
computation of the sensitivity coecients si(t; p) = @y(t; p)=@pi using the variational system
A(y(t; p^); p^)si(t; p^) =
@f
@pi
; t>0; si(t; p^) =
@ 
@pi
; t 2 [− ; 0]: (17)
The operator A  d=dt − [@f =@y]t − [@f =@y]tD, where [  ]t denotes a matrix-function evaluated at
time t; D is a backward shift operator. The overall sensitivity of the solution y(t; p^) is given by
the matrix-function S(t; p) = @y(t; p)=@p evaluated at p = p^, which characterizes the eect of small
variations in the ith datum yj on parameter estimates via the formula
@p^
@yj
=
"
NX
i=1
ST(ti; p^)S(ti; p^)
#−1
S(tj; p^):
Numerical sensitivity analysis by the direct method requires solution of the main system (14) and
the variational system (17) of M  L equations taken jointly. This implies that for large-scale
multiparameter models, numerical methods that take into account the structure of whole set of DDEs
at the linear algebra level are needed.
7.1. Adjoint equations
The sensitivity of nonlinear functionals J (y) depending on the solution to the delay models can
also be examined using an approach based on adjoint equations; see Marchuk [1, Ref. 120]. Consider,
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as an example, the quadratic functional and its rst-order variation caused by perturbations of the
basic parameter set p^ (where y^  y(t; p^)) J (y^)=R T0 hy^; y^i dt; J (y^)=2PLi=1 R T0 hy^; si(t; p^)pii dt, where
si(t; p^) is a solution to (17) on [0; T ]. The linear operator A in (17) acts on some Hilbert space H
with domain D(A). Given A, the adjoint operator A can be introduced satisfying the Lagrange
identity hA(y^; p^)s;wi= hs;A(y^; p^)wi, where h; i is an inner product in H; s2D(A); w2D(A).
Using the solution w(t) of the adjoint problem
A(y^; p^)w(t)  −dw(t)
dt
−

@f
@y
T
t
w(t)−

@f
@ y
T
t+
w(t + ) = y(t; p^);
06t6T; w(t) = 0; t 2 [T; T + ]; (18)
the variation of J (y) can be estimated via formula J =
PL
i=1 2
R T
0 hw; (@f =@pi)pii dt.
Thus, instead of solving an M  L-dimensional system of equations within a direct approach, one
needs to solve, only once, the main and adjoint systems, each being of dimension M . The adjoint
technique was used [1, Ref. 121] to select the parameters mostly aecting the severity of inuenza
and hepatitis infections from the set of 50 (=L) parameters. The experience with DIFSUB adapted for
constant DDEs indicates that numerical sensitivity analysis using adjoint equations requires particular
attention to the following issues: (i) the adjoint problem inherits the jump discontinuities of the
forward problem, so the smoothness of the matrix-function A decreases as t approaches 0; (ii)
the stiness properties of the main and adjoint problems are opposite and in general, both display
variable stiness behaviour; (iii) adaptive codes generate dierent step-size sequences for the main
and adjoint problems and y(t) has to be re-evaluated on every integration step of the adjoint problem;
therefore, numerical schemes with dense output would give an advantage.
8. Optimal control problems using delay models
Although there are many problems in the biosciences that can be addressed within an optimal
control (OC) framework for systems of DDEs (harvesting, chemostat, treatment of diseases, phys-
iological control), the amount of real-life experience is quite small. The general formulation of an
OC problem for delay system is as follows: For a system with the state vector y(t; u) governed by
a DDE, nd a control function u(t), dened on [ − u; T ], that gives a minimum to the objective
functional J0(u), where
y0(t) = f (t; y(t); y(t − y); u(t); u(t − u)); 06t6T; (19)
J0(u) = 0(y(T )) +
Z T
0
F0(t; y(t); y(t − y); u(t); u(t − u)) dt (20)
with the given initial function for the state vector. Additional equality or inequality constraints
can be imposed in terms of functionals Ji(u). The Pontryagin maximum principle and the Bellman
dynamic programming method are the frameworks being used to formulate computational approaches
to time-delayed OC problems (see [1, Refs. 17,104,166]).
Delay equations were used by Buldaev [1, Ref. 37] to nd the optimal control regimes of un-
favourable infectious disease outcomes. The objective functional was expressed in terms of the virus
population size, either at a given nal time t = T , or a cumulative amount over [0; T ]. Specic fea-
tures of the studies are: (i) delays appear only in state variables; (ii) linear scalar control functions
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appearing additively or multiplicatively in one equation (for the virus) were considered; and (iii)
unconstrained problems were treated. An algorithm based on nonclassical spike variations of the con-
trol function was developed, using a piecewise constant approximation of the control function on a
uniform mesh with the step-size being an integer fraction of the delay. The model and adjoint system
were solved by a fourth=fth order RK method with Hermite interpolation for the delayed terms.
An optimal intravenous drug delivery in AIDS patients has been considered recently by Rundell
et al. [1, Ref. 159]. The objective was to nd a control strategy that minimizes the total drug
administered, subject to the constraint that the patient recovers. The control function, appearing
nonlinearly in the equations, was obtained numerically by applying convex minimization techniques
based on linear matrix inequalities and the LMI toolbox from MATLAB was used to compute the
optimizer. The time-delay was approximated by a fourth-order Bessel lter, whereas the nonlinearities
were addressed by transforming the nonlinear model to a linear-fractional representation.
We refer in passing to another example of a formulation of a control problem with delay model
inspired by recently proposed nonconventional approach (compared to standard pharmacokinetics
models) to the anti-HIV drug administration by Beretta et al. [1, Ref. 22]. A cohort of drug-loaded
red blood cells (RBC) with density function u(t; a) at time t and age a2R+ is injected at time t=0
into a patient. The cells with age a>a (a> 120 days), called the senescent cells, are phagocytosed
by macrophages thus causing the drug to be absorbed (x4 stands for the average drug concentration
in macrophages). The drug has therapeutic eect as long as 0<m6x4(t)<M for t 2 [t1; t2]. The
delay represents the digestion time, which can be described by a xed or a distributed delay. The
initial age distribution of the RBC can be experimentally preassigned, i.e., u(0; a) = (a), is a
control variable, and only a fraction  of the total cell number
R +1
0 u(t; a) da are senescent cells.
The control function appears additively as a control function in the equation for RBC. The OC
problem is stated as: Choose the control function (a) in the interval [0; a] and the parameter
 such that t = t2 − t1 ! max, subject to (i) x4(t)<M for all t > 0, (ii) the condition that
u0 =
R a
0 (a) da=(1− ); u0 2 [n1; n2], be minimum. A qualitative analysis of the problem suggested
that a constant age distribution function should be a solution.
Further research in the numerical treatment of constrained nonlinear OC problems is needed to
provide biomodellers with user-friendly adaptive packages.
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