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In this thesis we used machine learning to detect the anomalous use of elevators by mea-
suring the behavior at any specific time. We examined the data for unusual patterns in
comparison with observed samples from the history of the elevator. We investigated fore-
casting the future use of the elevator to define an abnormal behavior for elevators and
tried to address this issue in two approaches. First, we used Long Short-Term Memory
to forecast future usage, and we optimized the result by extracting features and removing
the noisy part of the data. Then we compared actual usage with our prediction and used
99.7% confidence interval (three 𝜎 rule) to find out anomalies. The second approach used
a local outlier factor to find out the distance of each week’s usage of the elevator from
the other weeks. Then we took the intersection of these two methods, performed a set of
post-processing actions to decrease the ratio of false positives and remove anomalies which
were not sustained.
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11. INTRODUCTION
Predictive maintenance monitors the status of the system by performing a set of online
or periodic tasks on different types of equipment in order to predict the right time for
maintenance. The main goals are predicting the proper time for scheduling maintenance
operations, and preventing unexpected downtimes due to failures. If the maintenance
team has the right information in time, the maintenance plan can be optimized in different
aspects.
It has been proven that investing in predictive maintenance is beneficial for companies and
saves the budget. This has been experimented in a work undertaken by superior corporations
such as General Motors [1]. In addition to saving funds, the use of personnel and equipment
becomes more efficient. Small issues can be addressed before turning into failures; uptime
will then be raised while servicing costs will be reduced. Also, the end user who uses the
product will be more satisfied because there is less system failure or downtime.
Additionally, since the use of spare parts is becoming intelligent in predictive maintenance,
this can affect the environment by producing less waste andmanaging resource consumption.
For example, assuming the standard for changing the timing belts of engines is based on time
intervals, so with the intelligence provided from predictive maintenance, this standard could
be flexible based on different factors in different engines. For this thesis, the elevator system
has been chosen as a use case for studying predictive maintenance methods. Elevators
can be defined as electro-mechanical complex systems which are used to carry things
vertically [2] (or horizontally [3]). Figure 1.1 presents the basic model of the elevator.
Elevators are intertwined with people’s lives in such a way that life without them could not
be imagined. Experts estimate that there are more than one million elevators in the United
States and each of them serves up to 20 thousand persons on average, and 18 billion travel
per year [4]. Also, the market size of elevators and escalators will grow with a compound
annual growth rate(CAGR) of 6.01% and will be $ 125.22 billion by 2021 [5].
An elevator is a complex system which can consist of hundreds of pieces of equipment. The
maintenance of such a complicated system is challenging and needs to be addressed with
up-to-date techniques. Therefore, there is vast scope for building and developing predictive
maintenance frameworks in this area.
According to Skog et al. [6], in order to respond to increasing demand in the elevator market,
the industry has identified the need to collect data from elevators, and nowadays most
modern elevators are connected to the cloud, and collected data are utilized to implement
predictive and preemptive maintenance plans.
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Figure 1.1. Schematic view of a basic elevator. [2]
Predicting the future or forecasting is not a routine task and there are two significant
problems.
First, fully automatic forecasting methods are often complicated and have a lot of hyperpa-
rameters. Therefore, fine tuning these algorithms is a hard and resource/time-consuming
task. Second, the experts who are responsible for the analysis task in companies typically
have domain knowledge of and expertise in the services or products that they support in the
organization, but they often do not have knowledge of time series forecasting or anomaly
detection techniques. Experts in both domains are rare because prediction and anomaly
detection are specialized skills requiring considerable experience. [7]
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The demand for predictive maintenance raised expectations in some related areas, such as
the prediction of the behavior of equipment and anomaly detection. We intend to provide
a model for reaching this goal by building a continuous iteration which includes every
accessible source of tacit knowledge and information. This is the typical approach for
solving complex problems with machine learning algorithms and human knowledge. Figure
1.2 illustrates this continuous iteration. This study focuses on the part which is indicated
by the red rectangle.
Studying the
problem
Computing part, 
(Pre-processing the data, training the ML
algorithm,...)
Result
Lots of data
Inspecting the result
Business team 
Maintenance team
Continous
iteration
Better
understanding
of the problem
Optimizing the
elevator system
...
Figure 1.2. A common approach to solving complex problems with machine learning
algorithms and human knowledge. Adapted the idea from [8]
The following chapters are constructed as follows. Chapter 2 provides a theoretical back-
ground, which includes anomaly detection basics, machine learning, neural networks, deep
learning, recurrent neural networks and different types of these, evaluation methods, local
outlier factor and angle-based outlier detection. Chapter 3 talks about an overview of the
solution, input data and preprocessing. In Chapter 4 technical details of the implementation
and results are presented. Finally, conclusions and possible future work are provided in
Chapter 5.
42. THEORETICAL BACKGROUND
2.1 Anomaly detection
Anomaly detection is the action of finding sections of data which do not follow the regular
or normal pattern. Anomalies are notably different from the other data, and there is a high
possibility that they are generated by different routines. An anomaly is also called an outlier,
abnormality, discordant and deviant. Anomaly detection has different applications, such as
in intrusion detection [9], fraud detection [10], medical diagnosis [11], earth science [12]
and sensor events [13]. In all these applications, there is a usual pattern, which could be
a set of observations or actions, and the normal behavior of the model is defined based
on these patterns. In terms of anomalies, the generated pattern often contains valuable
information about the abnormal characteristics and entities that are involved in the process
of making this event. It should be noted that there are also some related concepts such as
novelty and noise. There are some terms related to anomaly domain which are defined in
the following.
• Novelty
Novelty is an updated and unseen behavior in the typical pattern of the system; for
example, removing a coffee machine to another floor can be considered as a novelty.
The pattern of daily usage of the elevator has been changed to organize having a
coffee: it is normal and unobserved in the data.
• Noise
Noise can be defined as an event in the data that is not of interest to the researchers but
acts as an impediment to unveiling new patterns; typically, noise is unwanted and does
not contain useful information. Noise removal is driven by the need to remove the
undesired points before any data analysis is performed. Noise accommodation refers
to immunizing a statistical model estimation against anomalous observations. [14]
• Outlier scores
Some outlier detection algorithms sort the severity of the outlierness of each point as
an output. The most far away data points have a high score in outlierness. Thus every
datapoint would be assigned to a decimal number as an output of the algorithm.
• Binary labels
The other type of output is a binary label that indicates whether a data point is an
outlier or not. By setting thresholds on outlier scores, outlierness can be converted
to binary labels. Also, the threshold is chosen according to the distribution of the
scores. [15]
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The separation between noise and an outlier is not precisely defined. Application
and analyst subjective are two important factors in distinguishing between noise and
outlier. As figure 2.1 illustrates, noise and outliers are also termed a weak and strong
outlier, respectively [15].
Figure 2.1. The spectrum of data, from normal to anomalies. [15]
2.1.1 Challenges in anomaly detection
This section discusses the different aspects of anomaly detection mentioned earlier. Various
factors such as the type of data, the existence of labeled data as well as the limitations and
requirements of the application domain and categorizing anomaly detection algorithms are
presented.
Generally, defining the normal behavior of data, then dividing the data into two different
sections is not a straightforward task, especially when the labeled data are not available.
Some challenges are addressed here.
• Defining a boundary as being an outlier or not is not trivial. Thus, should a data point
near to the border, on the borderline, be defined as normal or not?
• In some contexts, normal patterns keep updating and changing. So the current def-
inition of normal might not be acceptable for future works.
• Most of the time, generalization is not possible. The notation of anomaly is different
in various domains. For example, in the medical domain, a subtle fluctuation is an
anomaly, while in a stock market that might be considered as normal.
• The noise which comes with the original data and tends to be like an anomaly: how
could this be removed with less affect on valuable information?
• Lack of ground truth or labeled data. Without having any annotated data, validating/-
training a model is difficult.
Due to these facts, in most cases anomaly detection is not easy to solve. In fact, most of the
current anomaly detection techniques solve a particular type of problem. The problem is
affected by different factors, such as the availability of the ground truth data.
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In the application domain, the type of anomalies need to be detected. Figure 2.2 shows the
main factors associated with anomaly detection techniques.
Research Areas: 
● Machine learning 
● Data mining 
● Statistics 
● Information Theory 
● Spectral Theory 
● ...
Anomaly Detection 
Technique
Nature of 
Data
   Output
Anomaly Type
LabelsApplication Domain:  
● Intrusion Detection 
● Fraud Detection 
● Fault / Damage 
Detection 
● Medical Information
● ...
Characteristics of a problem
Figure 2.2. Main factors related to anomaly detection method. Adapted from [14]
Type of input data
The characteristics of the input data is an essential aspect of any anomaly detection algorithm.
Data input consists of a set of observations/samples which can be described by a set of
variables (fields, features). Variables can be binary, continuous or categorical. Data
instances can consist of only one variable or multivariable, univariate and multivariate,
respectively. The most typical data types are those which are related to each other: for
example, graph data, spatial data and sequence data. In graph data, the data instances
are modeled as a graph, the relationships are edges, and each vertex represents one data:
for example, social media streams like Twitter. In spatial data, each data is related to its
neighboring instances: for example, wireless sensor networks (WSN). In sequence data,
each data point is linearly ordered, such as protein sequences, time series data and genome
sequences.
2.1.2 Types of anomalies
Anomalies can be grouped regarding their types; thus, different anomaly detection tools
are appropriate for different types. The following are different types of anomalies.
• Point anomalies
If a particular data instance can be named as anomalous in comparison with the rest of
the data, then the instance is termed a point anomaly; this is the most straightforward
class of anomalies. For example in fraud detection of a credit card, if there is a
transaction that is highly different from others, this might be considered as an anomaly.
• Contextual anomalies
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If a data instance is anomalous in a particular context, but not otherwise, then it is
termed a contextual anomaly (conditional anomaly). For finding a contextual anomaly,
each data instance needs to has two types of attributes: contextual and behavioral.
Contextual attributes are used to identify the neighborhood of the desired instance. For
example, in time-series data, time is a contextual attribute that identifies the position
of an individual in the whole series, while all the non-contextual attributes are called
behavioral attributes. For example in spatial data, describing the average humidity on
the earth, the amount of humidity at any location is a behavioral attribute. Therefore,
the values of behavioral attributes within a different context can be considered as
normal or an anomaly. Contextual anomalies have been most commonly used in time-
series data. Figure 2.3 shows an example of the monthly temperature of a specific area
over the past few years. A temperature of 38∘𝐹 might be normal during the winter (at
time 𝑡1) at that place, but the same value at a different time, during the summer (at
time 𝑡2), would be considered as an anomaly.
Figure 2.3. Contextual anomaly 𝑡2 in a time-series (monthly temperature). The temperature
at time 𝑡1 (during the winter) is the same as that at time 𝑡2 (during the summer) but happens
in a different context and hence is not recognized as an anomaly. [14]
• Collective anomalies If a group of related data instances is anomalous concerning the
entire data set, it is termed a collective anomaly. Single data instances in a collective
anomaly may not be anomalies by themselves, but their accumulation is anomalous.
This type is valid for data types which are related to each other, sequence data. Figure
2.4 presents the human electrocardiogram. There is an abnormally long time existence
of low value which can be considered as a collective anomaly; note that the single
low value is reasonable.
The next concept is data labels. Data labels are correlated to data points and represent
whether the data is an anomaly or not. Annotating, which is the act of putting labels on
each data instance, is an expensive job, and sometimes impossible. For example, finding
abnormal behavior in an airplane engine in all fully operational circumstances. Moreover,
covering all possible anomalous behavior is impossible due to the dynamic nature of the
system. Based on the availability of the labels, algorithms can act in three modes:
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Figure 2.4. Collective anomaly detected in an atrial premature contraction of a human
electrocardiogram output. [14]
• Supervised anomaly detection
The assumption here is that there is a label for every training instance whether ab-
normal or normal. Then the problem becomes similar to classification problems. A
conventional approach is creating a model with train data and feeding the new data to
the model, compared against the model to identify which class it belongs to. Usually,
the number of anomalies is much less than normal instances; thus, the issues related
to imbalanced class distributions should be addressed carefully.
• Semi-supervised anomaly detection
In this mode, every data instance which belongs to the normal class has a label. Then
the model is built based on the train data, and new data is fed to that and the anomalies
identified. Labeling data in this mode is much cheaper than when supervised; thus,
many anomaly detection algorithms widely use this mode.
• Unsupervised anomaly detection
There is no label in this mode; thus, unlike supervised learning, there is no labeled
training dataset. The techniques in this mode make the implicit assumption that
normal instances are more frequent than anomalies in the test data. If this assumption
is not valid, then such algorithms suffer from a high false alarm rate.
In the machine learning area and this thesis, rather similar terminology will be used for
categorizing machine learning problems.
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2.2 Time series and similarity measures
A time series data is like a 1-dimensional array, whereas indexes are replaced with time-
stamps. Equation 2.1 defined a row representation of time series T, which is a sequence of
pairs
[(𝑣1, 𝑡1), (𝑣2, 𝑡2), ..., (𝑣𝑖, 𝑡𝑖), ..., (𝑣𝑛, 𝑡𝑛)](𝑡1 < 𝑡2 < ... < 𝑡𝑖 < ... < 𝑡𝑛) (2.1)
Where each 𝑣𝑖 is a data value in a d-dimensional data space, and each 𝑡𝑖 is the timestamp at
which 𝑣𝑖 occurs. And 𝑛 is the length of the input.
Two major factors for achieving effectiveness and high performance when managing time
series data are representationmethods and similarity/dissimilaritymeasures. Time series are
high dimensional data, and working with them is challenging and expensive, so the demand
for developing representation techniques which can reduce dimensionality without losing
fundamental information is high. Furthermore, the definition of distance in regular data
types (e.g., ordinal or nominal data types) is trivial. On the other hand, the distance between
time series needs to be thoughtfully addressed in order to indicate the hidden (dis)similarity
of the data. This is especially useful for similarity-based, clustering, classification and
other mining algorithms of time series. [16] The techniques that represent time series with
reduced dimensionality are not within the scope of this thesis, but this section discusses
two distance metrics: Euclidean distance and dynamic time warping. Figure 2.5 depicts
Euclidean distance and DTW difference in finding the similarities of two signals over the
time.
Figure 2.5. A comparison between the distance measurement of two time series in Eu-
clidean and DTW. [17]
• Euclidean distance
Euclidean distance is one of the most straightforward measure algorithms. Besides
being intuitive, Euclidean distance implementation is easy and parameter-free. Addi-
tionally, in terms of complexity it outperforms the DTW, especially in large datasets.
On the other hand, since Euclidean distance mapping between points is fixed, un-
like DTW, this distance measure is sensitive to the noise and cannot handle local
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time-shifting. Noise in this context can make some data points of time series be
dampened, or completely dropped, or cause misalignment. The Euclidean distance is
a well-known method of measuring the distance between two series, that is, the sum
of squared differences. For two series S and Q of the same length l, their distance is
defined as the following:
𝐷(𝑆;𝑄) =
𝑙
∑
𝑖=1
(𝑆𝑖 − 𝑄𝑖)
2 (2.2)
• Dynamic time warping
Dynamic time warping (DTW) is a classic, popular method for finding an optimal
alignment between two sequential series. DTW originated from the field of automatic
speech recognition. DTW has been successfully verified to automatically cope with
time deformation challenges and different speeds associated with time-dependent data
points. The program/pseudocode 2.1 illustrates the work of DTW algorithm, and the
following is an explanation of the pseudocode. The algorithm works by taking two
points as arguments to find out their distance. First, it sets the distance at each point
to infinity, and then for each point it seeks a way to match that to the point in other
time series, in such a way that the distance would be minimized. It gets the minimum
of either moving one forward, moving another point forward, keeping them matched
up and getting that minimum distance.
1 FUNCTION DTW(s1,s2)
2 D_ARR = Array []
3 lengthS1 = Array [0,length(s1)]
4 FOR I = 0 to lengthS1
5 ## at first, All the distances set to infinity.
6 D_ARR[(I, -1)] = float('inf')
7 lengthS2 = Array [0,length(s2)]
8 FOR I = 0 to lengthS2
9 D_ARR[(I, -1)] = float('inf')
10 D_ARR[(-1, -1)] = 0
11 FOR I = 0 to lengthS1
12 FOR J = 0 to lengthS2
13 distance = (s1[I]-s2[J])**2
14 Min=minimum(D_ARR[(I-1,J)],D_ARR[(I,J-1)],D_ARR[(I-1,J-1)])
15 D_ARR[(I, J)] = distance + Min
16
17 ret = sqrt(D_ARR[lengths1-1, lengths2-1])
18 RETURN ret
19 ENDFUNCTION
Program 2.1. An example implementation of DTW algorithm in pseudocode. The function
DTW() receives two input sequences and returns a dynamic time-warped distance.
The fact that DTW is not a standalone distance metric like Euclidean distance should
be taken into account. In other words, the only meaningful way of using DTW is in a
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comparative sense. DTW has one notable drawback which could found from this snippet,
namely that it is resource consuming and so does not get a good score regarding performance.
2.3 Machine learning
Machine learning (ML) is the process, where the machine learns from data and tries to
build a framework for producing reliable, accurate predictions and identifying patterns
from high-dimensional data. It is specially for sets of tasks, that are too hard, complex and
error prone for a human to do. Additionally, there is a rather old-fashioned classic definition
of machine learning by Mitchel [18]: ”A computer program is said to learn from experience
E with respect to some class of tasks T and performance measure P if its performance at
tasks in T , as measured by P , improves with experience E”.
Machine learning algorithms are often divided into the three groups of supervised learning,
unsupervised learning, and semi-supervised learning, depending on the type of available
data. There is also another group of machine learning algorithms in addition to these three,
called reinforcement learning, This learning method is different and done by interacting
with the environment and making actions and refinements with assigning punishments or
rewards [19].
• Supervised learning
Supervised learning is where the model has the chance to learn from a set of labeled
examples: it means every input(𝑥1, 𝑥2, ..) mapped with an output (𝑦1, 𝑦2, ..). The goal
is finding a proper function that approximates the model behavior in a generalizable
manner. Thus, the function receives 𝑥𝑖 as in input and predicts 𝑦𝑖 as an output.
Depending on a task, the output can be a real number, regression or a class label,
classification.
• Unsupervised learning
In the case of unsupervised learning, the model receives inputs without any target
labels. There is no supervision for the model to learn the right behavior; the algorithm
should learn from the hidden structure of the data. Density estimation (estimating
underlying PDF for prediction) and k-means clustering are two notable examples of
unsupervised learning.
• Semi-supervised learning
Semi-supervised learning is something in between; it uses both labeled and unlabeled
data for building the model. This method is motivated by the fact that labeled data is
often costly to produce, whereas unlabeled data is generally not expensive. Typically,
a mixture of data includes a large amount of unlabeled data and a small set of labeled
data. However, how to mix them is a challenging technical question that needs to be
addressed carefully. [20]
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2.4 Neural networks
Neural network (NN) algorithms are categorized as supervised machine learning algorithms,
so they try to find the patterns from the labeled datasets and build a model for prediction,
but in a similar manner to the human brain (when the brain performs similar tasks). In
other words, a neural network’s main function is to receive a set of inputs to perform
progressively complicated calculations and use the output to answer a specific question; for
example, does the input image belong to a cat or not?
The structure of the neural network is like any other kind of networks, there is an intercon-
nected network of nodes which are called neurons, and the edges that join them together.
Figure 2.6 shows an example of a single unit neuron.
X1
X2
X3
W1
W2
W3
Activation
Function H(X)
Figure 2.6. A single unit of neural network with an activation function and 3 inputs.
This single neuron has 3 inputs 𝑥1, 𝑥2, 𝑥3 and each input has its own weight. The activation
function will be explained later, and the equation is defined as:
x =
⎡
⎢
⎢
⎣
𝑥1
𝑥2
𝑥3
⎤
⎥
⎥
⎦
w =
⎡
⎢
⎢
⎣
𝑤1
𝑤2
𝑤3
⎤
⎥
⎥
⎦
ℎ(𝑥) = 𝑔(𝑥1𝑤1 + 𝑥2𝑤2 + 𝑥3𝑤3) = WTX (2.3)
where 𝑔 is the activation function, and this function transforms the input to a different range
( e.g.[0,1] ). Note that in this example bias is not considered.
A neural net can be thought of as the stack of classifiers together in a layered web, since
each node in the hidden and output layers has an embedded classifier (activation function).
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Take a node in the first hidden layer as an example: it gets input from the input layer
and activates, and its score is then passed on as input to the next hidden layer for further
activation. So it advances until it reaches the output layer, where the scores determine the
results of the classification at each node. This happens for each set of inputs and called
forward propagation. Figure 2.7 shows a feed-forward neural network, and this example
model utilizes a bias term in order to prevent zero-sum distorting the learning procedure.
Input
layer
Hidden
Layer
 
Hidden
Layer
Bias
Bias
Output
Layer
Figure 2.7. Example of a simple multilayer neural network with 2 hidden layers.
The reason this model is called feed forward is that there are no backward connections
which feed the outputs back to the network. The following equation is for calculating the
output for neuron 𝑗:
𝑡𝑗 =
𝑚
∑
𝑖=1
𝑤𝑗𝑖𝑥𝑖 + 𝑏𝑗, (2.4)
where xi’s are inputs, wji’s multiplied weights, 𝑚 is the number of inputs, and 𝑏 is the bias
term. The variable 𝑖 is the 𝑖𝑡ℎ layer of the network and 𝑗 the 𝑗𝑡ℎ hidden unit of the layer. In
order to simplify the above equation, let 𝑏𝑘 = 𝑥0, then we have:
𝑡𝑗 =
𝑚
∑
𝑖=0
𝑤𝑗𝑖𝑥𝑖 = wTkx, (2.5)
then the output will be produced by passing 𝑡𝑗 through the activation function 𝑔.
ℎ𝑗 = 𝑔(wTkx), (2.6)
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where ℎ𝑗 is the output. There is also backpropagation which does the reverse of forward
propagation, training the networks from the last layer to the first layer backwards.
2.4.1 Activation function
Activation functions are a set of functions which are working at the end of hidden units and
inject non-linear complexities to the network model. They can be thought of like switch
components which are operating on the data before the output. Figure 2.8 shows the most
popular activation functions.
Figure 2.8. Some of the most popular activation functions. [21]
2.4.2 Methods for learning in neural networks
In most supervised machine learning algorithms, including neural networks, there should be
a proper solution for estimating parameters based on training data. The ultimate objective
of all optimizers is to reach the global minima, where the cost function achieves the least
possible value/model error. A well-known, effective and easy-to-use method is gradient
descent. The gradient descent algorithm calculates the weights of the model in many
iterations by minimizing a cost function at each step. Figure 2.9 depicts a visualization of
an example of a cost function.
Figure 2.9. An example of cost function. [22]
2. Theoretical background 15
The following formula depicts how NN updates the weights during the training.
𝑊𝑗 = 𝑊𝑗 − 𝜆𝜕𝐹(𝑊𝑗)/𝜕(𝑊𝑗) (2.7)
where 𝑊𝑗 is a vector of parameters, 𝐹 is the cost function, 𝜕𝐹(𝑊𝑗)/𝜕(𝑊𝑗) is the derivative
with respect to 𝑊𝑗, and 𝜆 is the learning rate.
At each step, the expression finds the new values for weights (and biases) by taking the
gradient and reducing that from the old value, so by reducing it goes towards the global
minimum. There is a possibility of being trapped in a local minimum (instead of global) if
the derivative is not monotonic. In this situation, an easy way is repeating the process by
initializing different𝑊𝑗 and computing the cost function again. Also, it could happen from
applying a wrong learning rate. If a small value of a learning rate is selected, the model
will reach the local minima; however, it might take a long time to converge. On the other
hand, by assigning a big learning rate, the model could never be able to converge to the
global minima and will always fluctuate around the global minima. Figure 2.10 depicts
these two effects of choosing a bad learning rate.
Learning rate is a hyper-parameter that regulates how much adjustment would be applied
on the model with respect to loss gradient. The value of the learning rate can be assigned
or adaptively changed with methods such as Adam [23] or RMSprop.
Rmsprop is an optimizationmethod which works by holding amoving average of the squares
of last gradients and then using the root of this average to normalize current gradient [24].
The update equation for weight parameter 𝑤𝑖 (an alternative version of equation 2.7) is:
𝛥𝑤𝑖 ← −
𝜆
√𝑠
𝛿𝜀
𝛿𝑤𝑖
(2.8)
Where the 𝜆 is the learning rate and 𝑠 is the moving average that can be defined as :
𝑠 ← 𝛼𝛥𝑤𝑖 − (𝛼 − 1)(
𝛿𝜀
𝛿𝑤𝑖
)2 (2.9)
Where 𝛼 is a positive constant called the momentum and is usually fixed to the value 0.9.
Figure 2.10. Two critical situations: a big or small learning rate is selected. [25]
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2.5 Deep learning
Deep learning is a part of machine learning which has a rather different learning repre-
sentation of data and emphasis on learning consecutive layers of representations. The
deep learning model does not necessarily have to have a deep architecture; the word deep
here stands for the idea of hierarchical representation learning. The number of layers of
the model are termed as the depth of the model. Deep learning models are automatically
learned from training data. The other machine learning approaches which are focusing on
only one or two layers representation of data are named as shallow learning [26]. In deep
learning, these hierarchical layered representations are learned via neural networks.
In the following section, the theoretical knowledge of a few common deep neural networks,
such as the CNN and RNN families will be presented.
2.5.1 Convolutional neural network
This section begins by introducing a convolution operation and their application in deep
learning since a convolutional neural network holds on top of the definition of the convolu-
tion operation. A convolution is a mathematical operation between two signal/functions
which has the output of integral of the product of the two functions where one of them is
reversed [27]. The equation below shows the convolution operation.
𝑓 ∗ 𝑔 = ∫
∞
−∞
𝑓 (𝜏)𝑔(𝑡 − 𝜏)𝑑𝜏 = ∫
∞
−∞
𝑔(𝜏)𝑓 (𝑡 − 𝜏)𝑑𝜏 (2.10)
convolution is very similar to the correlation operation, the only difference they have is
no function is reversed in the correlation. The convolution operation can be generalized
to more than one dimension, and in fact in two-dimensional (2D) convolutions are also
notably useful in fields such as image processing. In image processing tasks, the reversed
function in convolution is termed as kernel or filter, so a kernel passes over the first function
(image).
Neural network models that use convolution operations are called convolutional neural
networks (CNN), or convnets. Convnets are a type of deep neural network that are used in
most computer vision applications. Convnets work very well for spatial data [28–30] and
are capable of encoding the data properties into layered architecture. Convnets have the
two following interesting properties.
• Translation invariance of features
Learning a specific feature or pattern does not relate to the location of that feature.
It can be recognized in the new images regardless of the location. For example, if
the task is bird detection, the system is learned from training images and builds the
model. The system knows about the feather pattern and can detect that in any new
image, like the real visual world. It happens for the human brain as well: the image
of a mountain is always mountain, no matter from which angle you are looking at it
or with one eye or from how far away you are looking at the picture.
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• Spatial hierarchies of patterns
The sequence of convolutional layers can learn sophisticated patterns since final
patterns are made on the top of the output of early convolutional layers. Figure 2.11
shows a flow which also refers to the concept of hierarchy of patterns.
Figure 2.11. The visual nature produces a spatial hierarchy of visual components: hyper-
local edges merge into local objects such as ears or eyes, which combine into high-level
entities such as “cat.” [31]
The following is an explanation of the CNN architecture by showing a classification example,
illustrated in figure 2.12. The convnet normally consists of three main components/layers:
fully connected, convolutional and pooling layers. Here, the assumption is that spatial data
is an image. CNN receives images as an input in three dimensions: width, height, and
depth. Depth is the number of channels, so if the image is in RGB format, this parameter
is equal to 3 (red, blue, green), and is transferred through the layers. A CNN is made up
of stacked layers: each layer has a simple shared task; it transforms a 3D input to a 3D
output with some procedures that may or may not have parameters. The input data is passed
through the network and reaches the convolutional layer. Feature extraction is performed
with dot product between filter weights and corresponding local input pixel window; the
weights for the convolutions at each location are shared. Then an activation map will be
produced by sliding each filter window across the width and height of the whole input
image. In most cases, a non-linear activation function, such as Relu or sigmoid, will be
added after each convolutional layer to introduce non-linearity into the convolutional (a
linear operation) layer output. The next layer is a pooling layer; it replaces a window in the
input with a single output: it could be the maximum of the input or average of the input; the
output of this layer is always downsampled. After many convolutional and pooling layers,
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the fully connected layers/dense layers appear. Dense layers are similar to hidden layers
in traditional neural networks, every input is connected to outputs and commonly have an
activation function and learn global patterns of the inputs.
There are three primary concepts in CNN architecture that should be taken into account
during to implementation: receptive fields, shared weights, and pooling technique.
Figure 2.12. Example of image classification with CNN. [32]
• Receptive field
Each neuron is only connected to a local region of the input volume. The spatial area
of this connectivity is a hyper-parameter called the receptive field of the neuron (or
filter size), and the size of this connectivity/filter/receptive field along the depth axis
is equal to the depth of the input volume. The connections are local alongside the
width and height but not along the depth of the input volume. Figure 2.13 depicts the
input volume an image with the size [32*32*3] and a receptive field/filter size 5 *5.
Each neuron in the convolutional layer will have 5*5*3 = 75 +1 bias parameter as an
input volume.
Figure 2.13. Example of receptive field, the input volume in red, an image. Also, an example
volume of neurons in the first convolutional layer. Each neuron in the convolutional layer
is connected only to a local area in the input volume spatially, but to the full depth (here,
all color channels). [33]
• Shared weights
Shared weights mean using the same weight vector (and same bias) to perform
the convolution operation between one filter and a local receptive field. The idea
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of translation invariance is behind the shared weights; a filter which can detect a
pattern is position independent, and regardless of their position in the spatial field the
feature can be detected. Shared weights also increase the generalization ability and
learning efficiency by decreasing the number of parameters that are required in the
convolutional layer.
• Pooling technique
It is common to regularly insert a pooling layer after a convolutional layer in CNN
in order to reduce the spatial size of the output’s of the previous layer and in general
the number of parameters and computation load in the model. Max-pooling is a
well-known and common pooling technique. Basically, a pooling filter/window fixes
a local pooling area, so there is no need to surf over the complete matrix at one time.
The max-pooling of a 2×2 window is a process of traversing over the field within the
pooling window and selecting the maximum element, which is depicted in figure 2.14.
The output of the max-pooling layer is downsampled into a half size matrix with a
2×2 pooling window/filter of stride 2.
Figure 2.14. An example of max pooling, here shown with a stride of 2 which means each
max is taken over 4 numbers (small 2x2 square). [33]
2.5.2 Recurrent neural network
Recurrent neural network (RNN) is the type of neural network that considers the temporal
aspect of data by having a memory for input data points. Thus, RNNs are suitable for
data points which have a temporal nature, such as time series or an entity of meaningful
words/objects like sentences and genome data sequences.
A recurrent neural network processes series by iterating through the series elements and
keeping a state of holding information about the relative output to everything the network
has fed until this time. In fact, an RNN is a type of neural network that has an internal loop.
Figure 2.15 illustrates this idea.
Program 2.2 shows a simple pseudocode implementation of RNN. The input is a 2-
dimensional tensor (timesteps, features ). Timesteps are the number of states in time
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Figure 2.15. A simple RNN unit. [31]
1 state_t_init = 0 // initial state at t
2 for input_t in input_sequence:
3 output_t = f(input_t, state_t_init)
4 state_t_init = output_t
Program 2.2. A simple RNN
that the RNN wants to keep in memory. It iterates over timesteps and at each time step t,
it combines two elements: the current state and input at the time t, then creates an output
at t. Then the output of t is set to be the (current) status of t+1. At the first time step, the
current status is hard coded as 0 since there is no t-1 status.
RNNs can be grouped by how they operate on sequences, as shown in figure 2.16. In the
picture, each box is a vector and the arrows denote functions. Inputs are in red, outputs in
blue, and green vectors hold the RNN’s current state. From left to right:
• One to one (Without RNN). For example, classification.
• One to many, like image captioning (getting an image and describing that image).
• Many to one, like sentiment analysis (what is the feeling behind the given sentence).
• Many to many, like machine translation (translating a sentence from English to another
language).
• Synched many to many, like video or time series classification.
According to Andrej Karpathy [34], one of the main tasks of RNN is to classify effectively
sequential data. The approach used in RNN for finding errors is a gradient-based approach
which is called Backpropagation through time (BPTT) [35]. The error is defined as the
difference between targets and predictions, and as shown in figure 2.17 it progresses as the
time goes forward.
In practice no simple RNN is in use. The primary issue is the memory limitation for
memorizing past timesteps that it has. For real cases, the sequence the model has to learn is
long-dependent and impossible to learn, due to the vanishing gradient problem. Vanishing
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Figure 2.16. Different examples of recurrent neural network sequential models . [34]
gradient is a fundamental problem that leads the model to have a long training time and low
accuracy score or stopping the process of training. The gradient at any point is equal to the
product of the previous gradients up to that point. When the gradients of early neurons are
small, between 0 and 1, then the neurons of the further layers will become lower and slow
in updating the weights and eventually stop updating the values. Various solutions have
been proposed for solving vanishing gradient problem, for example, initializing the weights
of the network with an appropriate weight [36], applying a different activation function
(RELU) [37], and evolving RNN to a new architecture like Long short-term memory,
LSTM and Gated recurrent unit, GRU [38]. The following section will discuss about most
common method for avoiding vanishing gradient in RNN, LSTM and GRU.
Figure 2.17. An unrolled LSTM over time. [31]
2.5.3 Long short-term memory and gated recurrent unit
Long Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU) are widely applied in
sequential data processing, and they can also help to avoid vanishing gradient [38]. The
following notations and equations were obtained by [32, 39].
Long Short-Term Memory (LSTM)
Hochreiter et al. [39] have proposed Long Short-Term Memory (LSTM) and it simply adds
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a way to transfer information over many timesteps. The information is saved for later usage.
Thus, the earlier data points in the sequence will not be dropped gradually due to vanishing
gradient effect. Additionally, it can forget information when it is necessary. Each LSTM
unit/cell includes four gates/sections:
• Input gate (𝑖𝑡), regulates the input to the unit.
• Forget gate (𝑓𝑡), decides when to reset/forget the LSTM unit state.
• Output gate (𝑜𝑡), regulates the output to the cell.
• Cell state gate (𝑐𝑡), it updates the state regarding information flow.
If data x = (𝑥1 ,𝑥2 , . . . , 𝑥𝑛 ) considered as feeding sequence input and ℎ𝑡 as an output
function, the following equations would calculate the output signal:
𝑓𝑡 = 𝜎(𝑤𝑓.ℎ𝑡−1 + 𝑏𝑓) (2.11)
𝑖𝑡 = 𝜎(𝑤𝑖.ℎ𝑡−1 + 𝑤𝑖.𝑥𝑡 + 𝑏𝑖) (2.12)
𝑐𝑡 = 𝑓𝑡 ⊙ 𝑐𝑡−1 + 𝑖𝑡 ⊙ 𝑡𝑎𝑛ℎ(𝑤𝑐ℎ𝑡−1 + 𝑤𝑐.𝑥𝑡 + 𝑏𝑐) (2.13)
𝑜𝑡 = 𝜎(𝑤𝑜.ℎ𝑡−1 + 𝑤𝑜.𝑥𝑡 + 𝑏𝑜) (2.14)
ℎ𝑡 = 𝑜𝑡 ⊙ 𝑡𝑎𝑛ℎ(𝑐𝑡) (2.15)
Where the elementwise multiplication operator is denoted by ⊙. 𝜎 indicates the logistic
sigmoid activation function. 𝑊 is the weight and as it is depicted, each gate in the model
has a specific weight and bias. Also, the bias is denoted by 𝑏.
Figure 2.18. The architecture of LSTM(a) and GRU(b). [32]
Gated recurrent unit
GRU is an alternative for LSTM and is shown in figure 2.18. The GRU unit does not have
to use a memory unit to control the flow of information like the LSTM unit [40]. GRU is
slightly faster than LSTM since it has fewer parameters. At each time step the update gate
𝑧𝑡 calculation is based on the input 𝑖𝑡 and ℎ𝑡−1, in order to decide about allocating memory
to ℎ𝑡 or forgetting it. The following are the GRU equations.
ℎ𝑡 = (1 − 𝑧𝑡).ℎ𝑡−1 + 𝑧𝑡.ℎ𝑡 (2.16)
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𝑧𝑡 = 𝜎(𝑤𝑧.𝑖𝑡 + 𝑢𝑧.ℎ𝑡−1) (2.17)
ℎ′𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑖𝑡 + 𝑟𝑡 ⊙ ℎ𝑡−1) (2.18)
𝑟𝑡 = 𝜎(𝑤𝑟.𝑖𝑡−1 + 𝑢𝑟.ℎ𝑡−1) (2.19)
where 𝑟 and 𝑧 gates are representative of the reset and update. 𝑊 and 𝑈 are weight matrices.
Activation and candidate activation operations are denoted as ℎ and ℎ′.
The GRU layer reduces the number of parameters and needs fewer data to generalize, thus
it is cheaper to run compared with LSTM. On the other hand, the representational power of
LSTM is better than GRU [31]. The GRU and LSTM layers both use the same principle
but they have differences in representational power and cost factor.
2.5.4 Recurrent dropout layer
This section discusses overfitting as a common issue in machine learning problems. Addi-
tionally, the section provides an explanation of dropout technique for both simple neural
networks and RNN. Dropout is widely utilized as a solution for overfitting.
Overfitting
Overfitting is a common problem for every machine learning algorithm. The balance
between optimization and generalization is a significant issue in machine learning. Opti-
mization tunes the model in order to get the best possible performance from the training data
in the train dataset, while generalization measures the performance of the test (never seen
before) dataset. There is no direct control in the generalization, although separating a part
of the train dataset as a hold-out validation dataset and validating the trained model could
be beneficial. During the training or so-called learning phase of a model, after a specific
number of iterations, generalization stops improving and the validation metrics start to fall.
This is the point that the model starts to learn from the noises and memorize the specific
patterns related to the training dataset and irrelevant to the test dataset. There is a set of
solutions to prevent overfitting. The best thing is to have more data from different variations
if there is any. Other solutions include, stopping training if the validation performance
starts to downgrade, putting a limitation on what information can be stored in the model so
the model can support focusing on the most outstanding patterns, which then give a better
possibility to generalize properly, and adding weight regularization penalties especially
dropout technique [41] which we are going to elaborate on more, both classic and RNN
dropout.
Dropout
Dropout is developed by G. Hinton et al [41] and nowadays has become one of the most
effective regularization ways for neural networks. Dropout operates on layers and when
randomly setting to zero a number of features of the layers during the training phase, the
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randomness is in choosing the features and not the amount of dropout. The amount of
dropout is chosen by a fraction rate parameter which is a number between 0 to 1. Equation
2.20 illustrates the concept after and before dropout on the output of one layer with an
example.
[0.2, 0.5, 1.3, 0.8, 1.1] >>> 𝐴𝑓 𝑡𝑒𝑟𝐷𝑟𝑜𝑝𝑜𝑢𝑡 ∶ [0, 0.5, 1.3, 0, 1.1] (2.20)
But applying the same task on recurrent neural networks is not an easy task. It has been
proved that adding and applying dropout before a recurrent layer prevents learning rather
than improving regularization. Yarin Gal and Ghahramani in 2015 [42] proposed a new
way of using dropout in recurrent networks. The same pattern of dropping units should
be applied in every time step, and no changes should have occurred from timestep to
timestep in order to aid the network to propagate its learning error through time. Moreover,
a temporally fixed dropout mask should be operated onto the inner recurrent activations
of the layer to regularize the representations made by the recurrent gates of layers such as
GRU and LSTM.
2.5.5 Bidirectional recurrent neural network
A bidirectional RNN is a common RNN model that can perform better in many ways than
a regular RNN, especially in the subfield of natural-language processing (NLP). Recurrent
neural networks are fundamentally dependent on the order. Reordering or shuffling the
input sequence can directly affect the result and representations of the RNN. This is the
reason they perform well on problems where the ordering aspect is essential, such as NLP
or time series forecasting problems.
A bidirectional RNN utilizes the order sensitivity of RNN to build a better model. It
includes two normal RNN, which process the input sequence in one direction: one of
them starts from the oldest (chronologically) and the other starts from the newest (anti-
chronologically). In the end, both representations will be merged. Figure 2.19 depicts the
working of a bidirectional RNN layer.
The idea is to obtain the patterns that may be missed in one direction processing. There is
no rule that can deterministically categorize problems to the chronological process version
or vice versa. In general, if the problem is forecasting the weather, chronological processing
of the layer performs better than the reversed-order version: and naturally so, because the
best prediction of tomorrow’s weather is today. On the other hand, when the input sequence
is a sentence anti-chronological processing might be more appropriate.
In machine learning, representations of the data that are different yet useful are always
worth utilizing. They provide a new angle of looking at the data and enable the model to
learn the features of the data that were dropped by other approaches; thus they can facilitate
increasing the performance of the model. [31]
2. Theoretical background 25
Figure 2.19. An example of bidirectional RNN. [31]
2.6 Evaluation metrics
Evaluation methods are used in order to determine howmuch the learned model fits different
data sets or measures their applicability. According to N Japkowice [43], the following
steps should be considered in the evaluation process:
• Determine the desired feature of the classifier that the evaluation metrics should work
with.
• In order to validate, choose the right confidence estimation method.
• Perform the evaluation method and analyze the results.
• Get insights into the results with the help of domain knowledge.
In the following section,mean squared error and the evaluation metrics which are derived
from the confusion matrix will be reviewed.
2.6.1 Mean squared error
Mean squared error (MSE) is the error that is computed by measuring the difference
between an estimated (predicted) value of the attribute and the estimator (predictor). This
is an error, thus less is better. As can be understood from formula 2.21, the error can not be
negative.
𝑀𝑆𝐸 =
1
𝑛
𝑛
∑
𝑖=1
( ̂𝑌𝑖 − 𝑌𝑖)
2 (2.21)
where ̂𝑌𝑖 is a vector denoting predictions of with the length of 𝑛 and 𝑌𝑖 an array representing
the grand truths (true labels).
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2.6.2 Metrics based on confusion matrix
It is essential to have a set of metrics to access the performance of a proposed classifier/di-
agnostic analysis since we can decide about the next step in the analysis by checking the
performance. One of the most common descriptive ways to measure the performance of a
built model/classifier is using a table called contingency table or confusion matrix which is
made by ground truths and predicted labels as is shown in figure 2.20. A confusion matrix
includes 4 major elements:
Figure 2.20. A confusion matrix
• True positive: if the prediction and sample are both positive.
• False positive: if the prediction is positive for a negative sample.
• True negative: if the prediction and sample are both negative.
• False negative: if the prediction is negative for a positive sample.
Different types of errors are not equal and depending on the domain they might have
different values. For example in a cancer detection system, the weight of having a false
positive is much higher than having a false positive.
A confusion matrix provides a set of useful metrics for measuring the model/classifier
performance in different aspects. Table 2.1 shows some of them.
Table 2.1. Error metrics derived from confusion matrix
Error metric Definition
Accuracy TP+TN /(All predictions)
Sensitivity: TP rate TP/(TP+FN)
Specificity: TN rate TN/(TN+FP)
Fall out: FP rate FP/(FP+TN)
• Precision
Precision is the number that tells the success rate of true positives in comparison
to the total number of positives. It can be reached by dividing true positives to the
number of all positives (TP + FP). This metric is useful in imbalanced classes, like
the cancer detection example.
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• Recall
Recall shows the portion of the real positive samples that have been detected. Real
positives consist of TP and FN. Thus it can be reached by dividing true positive
samples into true positive and false negative samples. The recall metric is meant to
measure the classifier performance regarding the detection of all the positive samples.
• Precision-Recall curve
Recall and precision are built for different purposes. A recall metric measures the
number of false negatives, while precision metric measures the number of false
positives. The balance needed between these two metrics is reached by a precision-
recall curve.
A precision-recall curve is a tool for visualizing the tradeoff between precision and
recall in each level of thresholds. An example is shown in the figure 2.21. In the
beginning, a high area under the curve represents high precision (low false positive
rate) and a larger area under the curve represents higher recall (low false negative).
So briefly, a system with high recall and low precision has a lot of results, but most of
the predicted results are incorrect. On the other hand, a system with high precision
and low recall has few results, but most of them are correct. Precision-recall curves
are typically used in binary classification to study the output of a classifier, like in the
works of Avati et al. [44]. They represent a deep learning based algorithm to predict
patients that need palliative care.
Figure 2.21. An example of a precision-recall curve for a classifier trying to distinguish
between the two first classes of the toy dataset (iris data). Inspired from [45]
.
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• Average precision
Average precision is a way of representing a summarized version of the precision-recall
curve. Average precision calculates the integral (average) of 𝑝(𝑟) over the interval
from 𝑟 = 0 to 𝑟 = 1; this is the area under the precision-recall curve. This integral is
in practice substituted with a weighted average of precisions at each threshold and the
weights are the recall from the previous threshold level. Here is the formula:
𝐴𝑃 = ∑(𝑟𝑛 − 𝑟𝑛−1) 𝑝𝑛 (2.22)
where 𝑟𝑛 and 𝑝𝑛 are the recall and precision at the 𝑛
𝑡ℎ threshold level. A pair (𝑟𝑘, 𝑝𝑘)
is named as an operating point.
• F1 score
Additionally, there is a metric which is called F1 score or F measure. The F1 score
can be thought of as a harmonic mean of the recall and precision, and utilized for
measuring the accuracy of a classifier. Precision and recall both contribute evenly in
the F1 score, while F1 score reaches its best value at 1 and worst score at 0. Here is
the formula:
𝐹 =
2𝑅𝑃
𝑅 + 𝑃
(2.23)
where 𝑅 is recall and 𝑃 is precision.
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2.7 Local outlier factor
Local Outlier Factor (LOF) was proposed by Breund et al. in 2000 [46], and it is based on
an idea that the density around an outlier object is considerably different from the density
around its neighbors.
LOF uses the relative density of an object compared to its local neighbors instead of global
distribution, and uses that as an indicator of the degree of the object being an outlier. Thus,
it was the first algorithm which shows the degree of being an outlier (outlierness) for each
object in the dataset. Also, before density based approaches most algorithms could not
identify local outliers. It is local in the sense that only a restricted neighborhood of the
object is taken into account. Figure 2.22 shows an example of LOF: note to the degree of
outlierness (red circles/outlier score) for each object.
Figure 2.22. Exmple of LOF with a random data. [45]
The followings are some definitions of this method which will be discussed with an expla-
nation of the algorithm.
• K-distance of an object
The distance between and object 𝑃 and its 𝑘𝑡ℎ nearest neighbor. K-distance(𝑃) is
defined as the nearest distance between 𝑃 (the object) and its 𝐾 𝑡ℎ nearest neighbor,
when 𝑘 is positive. The method of measuring the distance is flexible, but it affects the
result.
• Reachability distance of object 𝑂 from 𝑃
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The reachability distance of an object 𝑂 with respect to object 𝑃 is the distance of the
two objects: at least the 𝑘 distance of object 𝑃, when they are not far away from each
other. This could be described as:
𝑟𝑒𝑎𝑐ℎ_𝑑𝑖𝑠𝑡𝑘(𝑂, 𝑃) = 𝑚𝑎𝑥{𝐾 − 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑃), 𝑑(𝑂, 𝑃)}
Using reachability distance exerts a powerful effect upon reducing the statistical
fluctuations of the distance between object 𝑂 and 𝑃.
• Local reachability density (lrd) of an object 𝑃
The local reachability density, lrd of 𝑃 is defined as :
𝑙𝑟𝑑(𝑂) ∶= 1/ (∑𝑟𝑒𝑎𝑐ℎ − 𝑑𝑖𝑠𝑡𝑘(𝑂, 𝑃)/ ∣𝑁𝑘(𝑂)∣)𝑃 ∈ 𝑁𝑘(𝑂) (2.24)
In parentheses is the average reachability of an object 𝑃 that is based on 𝑘 nearest
neighbors of 𝑃. Intuitively, the local reachability density of an object 𝑃 is the inverse
of average reachability distance. If we take an object whose neighbors are quite far
away from it. Then the distance of the object from its neighbors would be significant,
meaning that we get small density, and that makes sense since all the neighbors of the
object are far away from each other. On the other hand, the closer the objects are, the
more the density of the object would be increased.
• (Local) Outlier factor for an object 𝑃
The local outlier factor for an object (lof) 𝑃 is defined as:
𝑙𝑜𝑓𝑘(𝑂) ∶= ∑(𝑙𝑟𝑑(𝑃)/𝑙𝑟𝑑(𝑂))/ ∣𝑁𝑘(𝑂)∣ 𝑃 ∈ 𝑁𝑘(𝑂) (2.25)
where 𝑙𝑜𝑓 is the average of the ratio of the local reachability density of 𝑃 and its nearest
neighbors, the outlier factor object 𝑃 obtains the degree indicating the outlierness of
on object 𝑃. If it approximately equals 1 then the object is not an outlier; in the case
when it is more significant than 1, it is an outlier.
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2.8 Angle-based outlier detection
Angle Based Outlier Detection algorithm (ABOD) is the algorithm for detecting outliers in
high dimensional data and was developed in 2008 by H.Kriegel et al. [47]. The most signif-
icant difference of ABOD from most algorithms for outlier detection in low dimensional
space is that it is not based on distance. A distance approach does not perform well on high
dimensional space due to the curse of dimensionality problem. The curse of dimensionality
is a concept which was introduced by Bellman in 1957 [48] and refers to different issues that
arise when analyzing data in high-dimensional spaces that do not occur in low-dimensional
environments. For example, the calculation of outliers with methods based on distance
becomes meaningless in high-dimensional space.
As the dimensionality of data rises, almost all pairs of points are equally far from each other,
so any solutions which rely implicitly or explicitly on distance would not be applicable for
high dimensional space. There are some solutions for dealing with this issue, including
finding a more robust distance function, finding outliers in the subspace of the original
features spaces, and ABOD algorithm, which will be discussed in the following.
ABOD proposes the use of directions and distances to find the outliers. Comparing the
angles between pairs of vector distances points out the difference of the normal datapoint
and outlier datapoint. Figure 2.23 explains the idea behind ABOD: the variance of the
outlierest point will be smaller than the variance of normal data. In other words, the object
is an outlier if most other objects are located in similar directions; and the object is not an
outlier if many other objects are located in a different direction. The formula for a given
point p and the angle between 𝑝𝑦 an 𝑝𝑥 where 𝑥 and 𝑦 are any points inside the datasets is
defined as
𝐴𝐵𝑂𝐷(𝑝) = 𝑉𝐴𝑅⎛⎜⎜
⎝
< ⃗𝑝𝑥, ⃗𝑝𝑦 >
∥ ⃗𝑝𝑥∥
2 ∗ ∥ ⃗𝑝𝑦∥
2
⎞⎟⎟
⎠
(2.26)
where the angle-based factor is a variance over the angles between point 𝑝 to all pairs,
weighted by the distance of the points.
If the spectrum of observed angles for a given point is broad, that means other points in
all possible directions will surround that point, therefore the point is inside the cluster and
𝐴𝐵𝑂𝐷(𝑝) is high. Thus, this point is not an outlier. If the spectrum of observed angles for
a point is rather small, other points will be positioned only in a specific direction and the
point is outside of some sets of outputs that are grouped together. Thus, this point will be
an outlier and 𝐴𝐵𝑂𝐷(𝑝) is small. Where there is no specific threshold, it is defined by the
domain space and sensitivity of the system.
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ABOD in some terms is a great algorithm: it is parameter free, does not rely too much
on distance, and gives a list of oultlierness for each point. On the other hand, there are
some weak points like specifying a threshold, which could be a challenging task, and
time-complexity.
Figure 2.23. The intuition of Angle-based outlier detection (ABOD). [47]
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3. IMPLEMENTATION
This chapter describes the approach studied in this thesis to predict and generate time series
signals based on history, then compare with actual data to find out the abnormalities. Some
of the methods which were described in the previous chapter were chosen for implemen-
tation, such as LSTM and LOF. The other methods are proposed for two reasons: future
work and if there is an improvement in the provided data (having a variant and satisfactory
set of annotated data).
3.1 Overview of solution
As shown in figure 3.1, after the preprocessing phase there are two different approaches
for finding anomalies: unsupervised and supervised. The supervised approach is a neural
network model which can predict the future usage of the elevator, then compares it with
actual usage and reports points of the actual usage which are too different from the prediction.
The unsupervised approach is a local outlier factor which determines abnormalities plus a
degree of oultlierness for each item in the dataset. Following that, there is a post-processing
component which includes a set of actions for reducing the number of false positives such
as obtaining the intersection of these two approach results and prioritizing anomalies based
on certain rules. The reason that we decided to have this model is to see what the results
are and to take into use two different approaches individually and together (while taking
the intersection of their results).
            Data
                 
Preprocessing
Unsupervised approach
Supervised approach
Input
Build the 
NN model Prediction
Anomalies
Post-processing:
● Reduce 
FPs.
● Prioritize 
anomalies.
● Intersection 
of two 
results.
Local outlier 
factor(LOF)
Possible 
anomalies
                 
Preprocessing
Possible anomalies
Prediction
OutputProcessing
Figure 3.1. The proposed solution for a robust model to deal with anomaly detection and
forecast the usage of an elevator.
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3.2 Input data and preprocessing
The data was fetched from a cloud server to a local computer and stored as Pandas data
frame object. Python pandas is a package/library which provides a flexible, fast, reliable
and high-level structure designed for working with ”labeled” or ”relational” data [49].
The data frame is a 2-dimensional data structure in Pandas that is similar to a SQL database
table. There are several features which are tracked when the elevator is working. Among
all these, the distance metric was chosen. Distance indicates how far between two floors
the elevator has traveled. The stored data could have been presented differently, but time
series representation was chosen.
Arguably, most of the problems in the world are represented by time series, or if not, could
be converted into times series: like Internet of things data, monitoring illnesses or industrial
devices, speech recognition and measuring cooperate business metrics. The main difference
between time series and non-sequential data is taking into account their internal sequential
nature and driven information, such as autocorrelation, trend and seasonal variation.
Figure 3.2. Samples of elevator usage in September 2017 for three different building types:
residential, office and medical.
Figure 3.2 illustrates different building type distances within September 2017. With a quick
visual inspection the difference in weekends can be identified. The data points out that the
plot is hourly based resampled data and this will be explained in the next section.
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Preprocessing
All the features are collected in the system when the event is triggered. The events are
acquired during elevator movements. Thus, data were resampled with hourly frequency.
Figure 3.3 shows one-week of data after resampling. Data cleansing was done to remove
some elevator movements.
Then the resampled data was quantized in weekly buckets. Weeks are appropriate since
there is a possibility to find patterns in different days of weeks and weekends. One of the
purposes of this study is to reveal patterns in different weeks and compare them to each
other. Then the train data were normalized by Scikit-learn python library [45]. Train dataset
of distance values are normalized by removing the mean and scaling to unit variance. The
unit and variance of the training data are also used for normalization for any new data set.
Figure 3.3. A regular time series which is made up of hourly resampled data, all of the
usages of each hour are summed up and stored (for one week/168 hour).
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4. EXPERIMENTS AND RESULTS
Our experiments have been done by Python 3 programming language and Keras which uses
Tensorflow as a back-end framework. Keras is a python open source library which has an
application in neural networks and was developed by François Chollet [50]. Keras can be
running on top of CNTK [51], theono [52] and Tensorflow [53]. In this study, Tensorflow
was chosen. Tensorflow is a symbolic math library which was developed by the Google
brain team and takes advantage of dataflow programming paradigm implementation for
performing the tasks. Data flow programming considers all the operators as a node in a
directed graph and tries to model everything based on that graph in order to use some
features of the functional programming paradigm: for example, a high capability of parallel
programming [54].
The rest of this chapter will describe the details of the experiments as follows. Section 4.1
will show the features and feature extraction from time indexes. Section 4.2 will discuss
about the model, the parameters, the input and training procedure and the results. Section
4.3 will discuss artificial anomaly scenarios and the result with faulty scenarios. Section 4.4
presents the result. Finally, section 4.5 discusses the implementation of the three sigma rule,
then the set of activities performed for removing false positives and increasing robusticity,
including LOF setup and a function which utilizes specific rules on the results.
4.1 Feature extraction
We want to have the best possible description of the data for feeding to the model, and one
of the main tools for doing this is feature extraction. The feature extraction here refers to
the means of building new features from an original set of data. These features should
represent the main properties of the initial data set while showing that from a different
aspect: this could provide a better learning opportunity for the model. Feature extraction
tries to find a new way of describing a non-trivial entity for a problem/system which finally
converges the model to gain a better understanding of the data.
Table 4.1. New features derived from timestamps
Feature Definition
”Daylight” (Boolean) the definition of a day: if 7:00 AM< time < 10:00 PM
”Hour” The hour part of timestamp.
”IsWeekDay” (Boolean) is it weekday or not?
”WeekNumber”, The number of week.
”Weekday” The day of the week index.
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We tried to find different features of time which appear useful for using as in input for the
model. Since the data is per week, we tried to find different time characteristics within the
week which could be more informative and relevant, such as weekend or weekday indicator.
Table 4.1 presents these features.
4.2 Training with long-short term memory model
During the experiments, different time slots were tried. Finally, we chose three months in
2017 and trained the model and tested within the same three months in 2018. Different
time intervals in a different location have their own effects of trend and seasonality: for
example, an elevator for a mall has a different pattern of traffic each year on Black Friday.
In order to reduce the effects of having trend and seasonality on the data, we chose the
same time for two different years. Table 4.2 depicts these times.
Table 4.2. Train and test dataset dates.
dataset Start End
Train(2017) 2017-03-01 00:00 2017-04-30 23:00
Test(2018) 2018-03-01 00:00 2018-04-30 23:00
After doing all the preprocessing including removing uncompleted weeks, the number of
data points was 1137 for both train and test. The input data should be transformed properly
to be a suitable format as an input for the LSTM model. In the LSTM algorithm, the basic
idea is looking back at a certain time, then predicting a certain time in the future. In other
words, if the current time is 𝑡, use 𝑡 − 1, 𝑡 − 2, 𝑡 − 3,..., 𝑡 − 𝑘 (here 𝑘=168) to predict 𝑡 + 𝑝
(in this case 𝑝=1); thus, the definition of the problem for the LSTM will be as follows.
Within the given data go as far as the lookback parameter specified and predict the output.
A lookback parameter is fixed to one week (168 hours) of observations and a target output
to 1 hour.
The reason that one week was chosen is that a week is a good time slot for preserving
seasonality and trend. It is also suitable for comparing different weeks in order to find any
differences and changes. Therefore, the way the algorithm works for training the model is
taking 168 hours and predicting the 169th hour, then going to the next step by shifting all
the looking back function one index forward, as it depicted in figure 4.1.
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0 1 2 . . . 167 168 169 170 ... N-2 N-1 N
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.........
Figure 4.1. Train and test steps in the data.
Figure 4.2 represents the architecture of the model. The model takes a 3-dimensional array
as an input. The input consists of the number of samples (1176), timestamps (168), and the
number of features (6). Then the model is followed by 50 units in the LSTM layer. After
that, there is a dropout layer which would randomly select 20 percent of neurons to ignore
during training. Then again an LSTM layer, but a different number of units, 100 units, and
after that a dropped out layer with the 20 percent of ignored neurons in training. This is
followed by a dense layer which has a linear activation function. Since the output here is a
number, the activation function is a linear regression.
Input
layer LSTM LSTM
Ac
tiv
at
io
n
Dropout Dropout Dense
Figure 4.2. The final LSTM network architecture which is used as a model.
The error function which is used for find out the amount of loss is minimum square error
MSE, which was explained in the chapter. Also, the model used ”RMSprop” as an optimizer.
We also take 20 percent of data for the validation part. Figure 4.3 illustrates the rate of loss
over the number of epochs.
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Figure 4.3. Training and validation loss over the number of epochs.
Figure 4.4 shows a visual representation of how close the prediction and real measured
values are.
Figure 4.4. The difference between prediction and real data (test dataset).
4.3 Artificial anomaly scenarios
The data which has been used in this study suffers from a lack of annotated anomaly or
faults. Therefore, we could not be sure whether the anomaly which is detected is true or not.
The absence of usage in the elevator is considered as a severe anomaly, and the simulation
of such an event needed to be tested in the model. Moreover, finding an increasing trend in
usage pattern would be interesting. Thus, similar situations were created and embedded in
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the test data. Two adjusted fault data are:
• Scenario 1: The elevator stopped working for two consecutive days. Scenario one
may not be considered as an anomaly during the holidays, but since it is compared
with a different year, the same date, it does make sense. This situation is simulated by
randomly assigning 48 hours of test data with zero.
• Scenario 2: The usage of an elevator receiving an increasing linear trend over time.
The situation is simulated by building an increasing linear trend and multiplying it by
test data pointwise. The increasing linear trend is built by plotting a line between two
points with the value 1 and 2, the first plot in figure 4.5.
For simplicity, the above fault scenarios will be mentioned by their number in this thesis.
Figure 4.5 shows the linear increasing trend that fitted the original data as a linear trend
and both original and trended. Notice the different scaling of the y-axis in the first plot.
Figure 4.5. Added linear trend, original and trended data, which are related to simulation
of fault scenario 2.
4.4 Result
Since the distribution of data was close to normal distribution, we could apply three sigma
rule for finding anomalies. We used the standard deviation of the difference of prediction
and real data for applying three sigma rule on the error, the difference of the prediction and
what really happened/grand truth.
Three sigma rule (also called the empirical or 68-95-99.7 rule)
Three sigma rule states that for a normal distribution, almost all of the data will happen
within three sigmas (standard deviations) of the mean. The empirical rule also states
that [55]:
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• 68% of data happen within the first standard deviation from the mean.
• 95% of data happen within two standard deviations.
• 99.7% of data happen within three standard deviations.
Figure 4.6 depicts the three sigma rule and the percentage of data which are normally
distributed inside the intervals.
Figure 4.6. Three sigma rules on a normal distribution. [56]
The next step is to find a point-wise distance for every predicted point and plot that distance.
The distance is found by plotting the subtraction of real data (which really happened) from
the prediction (what is predicted to have happened). Then, three 𝜎 rule is performed on
the subtraction and each data point considered above or below the threshold is an anomaly.
Figures 4.7 and 4.8 indicate three sigma intervals with red lines.
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Figure 4.7. Testing the model for fault scenario 1 and detecting the absence of usage and
weekend patterns.
Figure 4.7 shows the result when the model is tested with fault scenario 1 and figure 4.8
depicts the result when the model is tested with fault scenario 2.
Figure 4.8. Testing the model for fault scenario 2 and detecting the increasing trend.
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4.5 Post-processing actions
Post-processing actions are a set of actions which are built in order to reduce the number of
false positives and produce a more reliable model. All the points were detected as anomaly
using LSTM approach which is not necessarily true. Also, if they are correct, they do not
have the same importance. It was proved by Shipmon et al. [57], that by defining a set of
rules on the data, the number of false positives can be decreased. So rules depending on a
domain could be defined variously.
The rule function created here categorizes outlier data by their index, therefore those
anomalies which have a consecutive index have a higher possibility of being an outlier, like
figure 4.7. Also, anomalies can be prioritized in such a way that the groups which are more
crowded are more severe.
In addition, the result of LOF when the number of neighbors was set to two was as expected
in scenarios one and two. We used the default settings of LOF implementation in Scikit-
learn. So the intersection of these post-processing activities verified the results which were
reached by the supervised approach.
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5. CONCLUSION
Our study applies two different methodologies for detecting anomalies: one is based on
LSTM and predicts future usage, the other is unsupervised and identifies anomalies. The
idea is to announce the intersection of these two end-to-end solutions as an anomaly in
order to make the system more robust.
After preprocessing the data, the LSTM model predicts with 37% loss. Then a common
approach is used to indicate the index when the observed dataset value falls outside of a 99.7
% confidence in intervals of the prediction. The second method, which is unsupervised and
called LOF, identifies the outliers based on the distance they have with their neighbors. We
used March and April 2017 as a train dataset and the same months in 2018 as a test dataset.
Different building types were used, but the main one in the experiments was a residential
building. After testing with 2018 dataset a repeated different pattern was observed on
weekends. In order to find the casuality of this difference, the question raised was, is there
any correlation between weather condition and people’s tendency to go out? We could not
answer this question since we do not have the needed data for investigation.
In order to test the system with multiple unusual behavior examples, two anomaly scenarios
were artificially created: lack of usage and an increasing trend for elevator usage. Both
were detected successfully by the system when tested.
The fact is that the dataset is imbalanced and there is no particular label for the unusual
behavior of an elevator; thus, the high number of false positives should be taken into
account carefully. We set one of our goals as reducing the false positive(FP) rate to avoid
unnecessary on-call services while making sure that those real outages will be detected.
We were inspired by [57] and have a post-processing function to imply a set of rules for
data and to remove the possible false positives.
We can draw a conclusion from this study that it is feasible to predict a time series for
anomaly detection. By combining this with the unsupervised method and a set of rules,
we can achieve a more reliable result for different parties such as maintenance team and
customer. Providing the solutions for optimization and improvement of the elevator system
is beyond the scope of this thesis.
This master’s thesis was part of the OPENS-project funded by a public funding agency
for research called Business Finland and industrial partners. The university partners are
the Laboratory of Automation and Hydraulic Engineering and Department of Computer
Science of Åbo Akademi University. The aim of OPENS is to develop methodologies to
enable predictive maintenance solutions. The topic and orientation of this study were set
according to the OPENS objectives.
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Future work
During this study, some challenges were found that potentially could be considered as
future work. First, we have to utilize the information about special events like holidays from
the calendar. For example, if there is a national holiday, lack of usage of an office elevator
is expected. Also, measuring the uncertainty level of occurring unseen/new patterns in the
test data would be a firm step to increase the model reliability [58].
In addition, working more on LOF and investing in ABOD and the way of distance mea-
surement by approaching the data other than just time series could be of interest.
Moreover, An interesting direction for future work is fine-tuning the LSTM model and
trying newly published architectures for time series in order to increase the performance.
In addition, there is room for optimization of the model performance if we provide the
model with more data. Even investing in time series augmentation techniques for having
more data could be worth trying.
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