Hashing is widely applied to approximate nearest neighbor search for large-scale multimodal retrieval with storage and computation efficiency. Cross-modal hashing improves the quality of hash coding by exploiting semantic correlations across different modalities. Existing cross-modal hashing methods first transform data into low-dimensional feature vectors, and then generate binary codes by another separate quantization step. However, suboptimal hash codes may be generated since the quantization error is not explicitly minimized and the feature representation is not jointly optimized with the binary codes. This paper presents a Correlation Hashing Network (CHN) approach to crossmodal hashing, which jointly learns good data representation tailored to hash coding and formally controls the quantization error. The proposed CHN is a hybrid deep architecture that constitutes a convolutional neural network for learning good image representations, a multilayer perception for learning good text representations, two hashing layers for generating compact binary codes, and a structured max-margin loss that integrates all things together to enable learning similarity-preserving and high-quality hash codes. Extensive empirical study shows that CHN yields state of the art cross-modal retrieval performance on standard benchmarks.
Introduction
While large-scale, high-dimensional multimedia big data are pervasive in search engines and social networks, cross-modal retrieval has attracted increasing attention, which enables approximate nearest neighbors (ANN) search across different modalities with computation efficiency and search quality. As relevant data from different modalities (image and text) may endow semantic correlations, it is important to support cross-modal retrieval that returns semantically-relevant results of one modality in response to a query of different modality. A promising solution to the cross-modal retrieval is hashing methods [Wang et al., 2014a] , which transform high-dimensional data into compact binary codes and generate similar binary codes for similar data. This paper focuses on cross-modal hashing that builds data-dependent hash coding for efficient cross-media retrieval [Pereira et al., 2014] . Due to large volumes and the semantic gap [Smeulders et al., 2000] , effective cross-modal hashing remains a challenge.
Existing cross-modal hashing methods construct correlation across different modalities in the process of hash function learning and indexes cross-modal data into an isomorphic Hamming space [Bronstein et al., 2010; Kumar and Udupa, 2011; Zhen and Yeung, 2012a; Zhen and Yeung, 2012b; Song et al., 2013; Wang et al., 2014b; Liu et al., 2014; Wu et al., 2015; . They can be categorized into unsupervised methods and supervised methods. While unsupervised methods are general and can be trained without semantic labels or relevance feedbacks, they are restricted by the semantic gap [Smeulders et al., 2000] that high-level semantic description of an object differs from low-level feature descriptors. Supervised methods can incorporate semantic labels or relevance feedbacks to mitigate the semantic gap [Smeulders et al., 2000] and improve the hashing quality, i.e. achieve accurate search with shorter codes.
Recently, deep hashing methods [Xia et al., 2014; Lai et al., 2015] have shown that both feature representation and hash coding can be learned more effectively using deep neural networks [Krizhevsky et al., 2012; Lin et al., 2014] , which can naturally encode nonlinear hashing functions. Other cross-modal retrieval models via deep learning [Masci et al., 2014; Srivastava and Salakhutdinov, 2014; Wang et al., 2014b; Wan et al., 2014; Jiang and Li, 2016] have shown that deep models can capture nonlinear cross-modal correlations more effectively and yielded state-of-the-art results on many benchmarks. However, a crucial disadvantage of these crossmodal deep hashing methods is that the quantization error is not statistically minimized hence the feature representation is not optimally compatible with binary hash coding. Another potential limitation is that they generally do not adopt principled pairwise loss function to link the pairwise Hamming distances with the pairwise similarity labels which is crucial to close the gap between the Hamming distance on binary codes and the metric distance on continuous representations. Therefore, suboptimal representation and hash coding may be produced by existing cross-modal deep hashing methods. This paper presents Correlation Hashing Network (CHN), a hybrid deep architecture for cross-modal hashing. CHN jointly learns good image and text representations tailored to hash coding and formally controls the quantization error, which constitutes four components: (1) an image network with multiple convolution-pooling layers to extract good image representations, and a text network with multiple fullyconnected layers to extract good text representations; (2) two hashing layers to generate compact hash codes for each modality; (3) a cosine max-margin loss for capturing crossmodal correlation structure; and (4) a new quantization maxmargin loss for controlling the quality of the binarized hash codes. Extensive experiments show that CHN yields state-ofthe-art results on standard cross-modal retrieval datasets.
Related Work
Cross-modal hashing has been a popular research topic in machine learning, computer vision, and multimedia retrieval [Bronstein et al., 2010; Kumar and Udupa, 2011; Zhen and Yeung, 2012a; Zhen and Yeung, 2012b; Song et al., 2013; Wang et al., 2014b; Hu et al., 2014; Liu et al., 2014; . We refer readers to [Wang et al., 2014a] for a comprehensive survey.
Existing cross-modal hashing methods can be categorized into unsupervised methods and supervised methods. IMH [Song et al., 2013] and CVH [Kumar and Udupa, 2011] are unsupervised methods that extend spectral hashing [Weiss et al., 2009] to multimodal data. CMSSH [Bronstein et al., 2010] , SCM and QCH [Wu et al., 2015] are supervised methods, which require that if two points are known to be similar, then their corresponding hash codes from different modalities should be made similar. Since supervised methods can exploit semantic labels or relevance information to distill cross-modal correlation and reduce semantic gap [Smeulders et al., 2000] , they can achieve superior accuracy than unsupervised methods for cross-modal similarity search with shorter hash codes.
Prior cross-modal hashing methods based on shallow architectures cannot effectively exploit the correlation across different modalities. Deep multimodal embedding methods [Frome et al., 2013; Donahue et al., 2015] have shown that deep models can bridge heterogeneous modalities more effectively for image description. Recent deep hashing methods [Xia et al., 2014; Lai et al., 2015; have given state of the art results, but they can only be used for singlemodal retrieval. To our knowledge, Deep Visual-Semantic Hashing (DVSH) and Deep Cross-Modal Hashing (DCMH) [Jiang and Li, 2016] are the only two crossmodal deep hashing methods that use deep networks for representation learning and hash coding. However, our method shares the same problem setting with DCMH that only requires similarity labels across images and texts, while DVSH further requires bimodal image-text pairs to learn modalshared representation. As the most similar work to ours, DCMH adopts inner product between continuous representations as the approximation to the Hamming distance between binary codes, which is not appropriate since the former takes values in (−∞, +∞) while the latter takes values in [−b, +b] (b is the number of bits). Furthermore, DCMH adopts Iterative Quantization (ITQ) [Gong and Lazebnik, 2011 ] to generate binary codes, which may be not robust to outlier bits when the codes are unbalanced. Our CHN jointly maximizes cross-modal correlation and controls quantization error in a hybrid deep architecture with well-specified loss functions.
Correlation Hashing Network
In cross-modal retrieval, the database consists of objects from one modality and the query consists of objects from another modality. We uncover the correlation structure underlying different modalities by learning from a training set of n x images {x i } nx i=1 and n y texts {y j } ny j=1 , where x i ∈ R dx denotes the d x -dimensional feature vector of the image modality, and y j ∈ R dy denotes the d y -dimensional feature vectors of the text modality, respectively. Some pairs of images and texts are associated with similarity labels s ij , where s ij = 1 implies x i and y j are similar and s ij = −1 indicates x i and y j are dissimilar. In supervised hashing, S = {s ij } can be constructed from the semantic labels of data points or the relevance feedback in click-through data. The goal of CHN is to jointly learn two modality-specific hashing functions
which respectively encode each unimodal point x and y in compact b-bit hash code h x = f x (x) and h y = f y (y) such that the similarity information conveyed in the given bimodal object pairs S is maximally preserved. The Correlation Hashing Network (CHN) is a hybrid deep architecture for supervised learning to hash, as shown in Figure 1. The hybrid architecture accepts input in a pairwise form (x i , y j , s ij ) and processes them through the deep representation learning and hash coding pipeline: (1) an image network with multiple convolution-pooling layers to extract good image representations, and a text network with several fully-connected layers to extract good text representations; (2) two fully-connected hashing layers to generate modalityspecific compact hash codes; (3) a cosine max-margin loss for capturing cross-modal correlation; and (4) a quantization max-margin loss for controlling the quality of hash coding.
Hybrid Deep Architecture
The hybrid deep architecture for learning cross-modal hash functions are shown in Figure 1 , which constitutes an image network and a text network. In the image network, we extend AlexNet [Krizhevsky et al., 2012] , a deep convolutional neural network (CNN) comprised of five convolutional layers conv1-conv5 and three fully connected layers f c6-f c8. We replace the f c8 layer with a new f ch hash layer with b hidden units, which transforms the network activation u i in b-bit hash code by sign thresholding h Figure 1: Correlation Hashing Network (CHN) for cross-modal retrieval, which constitutes (1) a convolutional neural network (CNN) for learning image representations, (2) a multilayer perceptions (MLP) for learning text representations, (3) two hashing layers f ch for generating hash codes, (4) a cosine max-margin loss for capturing cross-modal correlations, and a quantization max-margin loss for controlling hashing quality. The max-margin losses enhance the robustness to outlier points or hash bits.
for cross-modal correlation learning and quantization error minimization, which enable effective cross-modal retrieval.
Cosine Max-Margin Loss
For a pair of binary codes h 
. Thus, we may use the inner product as a reasonable surrogate of the Hamming distance to quantify the pairwise similarity. However, note that h Figure 2 shows such a bad case, where points 1 and 2 (in red) have very different vector lengths and thus large Euclidean distance, but their Hamming distance is 0 since they are assigned to the same binary code (1, −1, 1). The gap between Hamming distance and inner product has raised a serious misspecification issue of existing inner product based deep hashing methods [Xia et al., 2014; Lai et al., 2015] .
To close the gap between Hamming distance and inner product for continuous representations, note that for a pair of binary codes h 
ui vj , and · is the vector length. Since cosine distance can mitigate the diversity of vector lengths and make the continuous representations u i and v j lie on the unit sphere (which is important for cross-modal data as they usually have very different vector lengths), it makes
y j especially for comparing continuous representations of different modalities. As can be seen in Figure 2 , the cosine distance between points 1 and 2 (in red) is close to zero and thus better approximates their Hamming distance. Hence in this paper, we opt to use the cosine distance as a good surrogate of the Hamming distance, which leads to new cosine-distance based structural loss functions.
To maximize the cross-modal correlation, we propose the following criterion: for each pair of objects (x i , y j , s ij ), if s ij = 1, indicating that x i and y j are similar, then their binary hash codes must be similar across different modalities, i.e. the Hamming distance should satisfy d H (h x i , h y j ) → 0, which implies the cosine distance should satisfy cos(u i , v j ) → 1. Correspondingly, if s ij = −1, indicating that x i and y j are dissimilar, then by derivation, the cosine distance should satisfy cos(u i , v j ) → −1. It is very important to note that, for other widely-used distance metrics (e.g. inner product, Euclidean distance, etc), it is very difficult to devise such a well-specified learning criterion because these distances are not good surrogates of the Hamming distance. A straightforward loss for achieving the above goal is the squared loss
2 , however, the squared loss is not robust to outlier pairs of points. Motivated by SVMs, the similaritypreserving criterion leads to a novel cosine max-margin loss for maximizing cross-modal correlation as
where 0 < δ ≤ 1 is the margin parameter. The range of cosine distance cos (u i , v j ) ∈ [−1, 1] is consistent with binary similarity labels s ij ∈ {−1, 1}, making the cosine maxmargin loss in Equation (1) a well-specified loss for preserving the pairwise similarity information conveyed in S. The cosine max-margin loss loss is powerful for cross-modal correlation analysis, since the vector lengths are very diverse in different modalities and may make other distance metrics (e.g. inner product) misspecified. In real retrieval systems, cosine distance is widely used to mitigate the diversity of vector lengths and significantly improve the retrieval quality, but to date, it has not been explored in deep hashing methods for cross-modal retrieval tasks [Wang et al., 2014a] .
Quantization Max-Margin Loss
Though we justify that cosine distance is a good surrogate of Hamming distance, such an approximation may fail when two similar points u i and v j with s ij = 1 (i.e. their cosine distance is small due to minimizing the cosine max-margin loss) lie on different sides of the hyperplane (i.e. their Hamming distance is large due to different signs of hash codes across the hyperplane). Figure 2 shows such a failure case, where points 3 and 4 (in purple) have small cosine distance but large Hamming distance because they are assigned with different binary codes (1, −1, 1) and (1, 1, 1), respectively. Such a gap between Hamming distance and cosine distance may result in an inaccurate surrogate approximation.
To close the gap between Hamming distance and cosine distance for continuous representations, note that for a pair of continuous representations u i and v j , if they are close (in cosine distance) to their signed codes h x i = sgn(u i ) and h y i = sgn(v i ) (i.e. far from the hyperplane), then they will lie in the same hypercube with high probability (i.e. with the same binary code and hence their Hamming distance is zero). Instead of using the squared loss (1 − cos (|u i | , 1)) 2 which is not robust to outlier bits especially for unbalanced encoding, we propose a new quantization max-margin loss
where 0 < δ ≤ 1 is the margin parameter. Note that, minimizing the quantization max-margin loss will not only close the gap between the Hamming distance and cosine distance, but also lead to lower quantization error when binarizing the continuous representations u i ∈ R b and v j ∈ R b to hash codes h 
Hash Function Learning
We perform joint representation learning and hash coding by integrating Equations (1)-(2) in a joint optimization problem
where Θ W , b is the set of network parameters, λ is the tradeoff parameter for the quantization max-margin loss. Finally, we can obtain b-bit binary codes by binarization using the sign function, h x ← sgn(u) and h y ← sgn(v), where ∀i, sgn(u i ) = 1 if u i > 0, otherwise sgn(u i ) = −1.
Learning Algorithm
We derive learning algorithms for CHN in Equation (3), and show rigorously that both cosine max-margin loss and quantization max-margin loss can be optimized efficiently via standard back-propagation (BP) algorithm. For brevity, we define the pointwise cost of the image modality (the pointwise cost of the text modality is the same and omitted) as O
We derive the gradient of pointwise cost O x i w.r.t. W x,k , the network parameter of the k-th unit in the -th layer for the image network as
is the point-wise residual term that measures how much the k-th unit in theth layer is responsible for the error of point x i in the network output. For an output unit k, we can measure the difference between the network's activation and the true target value, and use that to define the residual δ l x,ik as as an input, which is consistent with BP, where n −1 is number of units in ( − 1)-th layer. The residuals in all other layers can be computed by back-propagation. The overall computational complexity is O(|S|), where |S| is the number of cross-modal similarity pairs in S for training. , 2008] consists of 25,000 images collected from the Flickr website, where each image is labeled with some of 38 semantic concepts. We resize images of this labeled subset into 256×256. For our deep learning based approach CHN, we directly use the raw image pixels as the input. For fair comparison, for traditional shallow hashing methods, we use AlexNet [Krizhevsky et al., 2012] to extract deep fc7 features for each image in two benchmark datasets by a 4096-dimensional vector. For text modality, all the methods use tag occurrence vectors as the input. In NUS-WIDE, we randomly select 100 pairs per class as the query set, 500 pairs per class as the training set and 50 pairs per class as the validation set. In MIR-Flickr, we randomly select 1000 pairs as the query set, 4000 pairs as the training set and 1000 pairs as the validation set. The similarity pairs for training are constructed using semantic labels: each pair is similar (dissimilar) if they share at least one (none) semantic label.
We compare CHN with state-of-the-art cross-modal hashing and deep hashing methods, including three unsupervised methods IMH [Song et al., 2013] , CVH [Kumar and Udupa, 2011], and MMNN [Masci et al., 2014] , and five supervised methods CMSSH [Bronstein et al., 2010] , RaHH [Ou et al., 2013] , SCM , SePH [Lin et al., 2015] and DCMH [Jiang and Li, 2016] , where MMNN and DCMH are deep learning based methods. We follow Jiang and Li, 2016] to evaluate retrieval quality via three standard metrics: Mean Average Precision (MAP), precision-recall curves and precision@top-R curves.
We implement the CHN model based on the open-source Caffe framework [Jia et al., 2014] . For image network, we employ the AlexNet architecture [Krizhevsky et al., 2012] , fine-tune conv1-f c7 that were copied from the pre-trained model, and train hashing layer f ch, all via back-propagation. For text network, we employ a two layer multi-layer perceptrons (MLP), in which the f c7 layer has 4096 ReLU units with dropout rate 0.5, and the f ch layer have b tanh units. We use mini-batch SGD with 0.9 momentum, and cross-validate the learning rate from 10 −5 to 1 with a multiplicative stepsize 10, and fix mini-batch size as 64. For all methods, we select their parameters using cross-validation. Each experiment repeats five runs and average results are reported.
Results
We report in Table 1 the MAP of all methods with different code lengths, i.e. 16, 32, 64 and 128 bits. CHN substantially outperforms all state-of-the-art methods for all cross-modal retrieval tasks. Specifically, for NUS-WIDE dataset, CHN outperforms the best shallow method SCM by 9.19% / 6.44% in average MAP for I → T / T → I. For MIR-Flickr dataset, CHN outperforms the best shallow method SePH by 9.74% / 15.25% in average MAP for I → T / T → I. Compared to deep cross-modal hashing methods, CHN outperforms stateof-the-art DCMH by large margins of 6.15% / 6.49% and 5.51% / 6.53%. These results verify that CHN is able to learn high-quality hash codes for effective cross-modal retrieval.
We respectively report in Figure 3 (a)-(d) the precisionrecall curves with 32 bits for two cross-modal retrieval tasks I → T and T → I on two benchmark datasets NUS-WIDE and MIR-Flickr. CHN shows the best retrieval performance at all recall levels. Figure 3 the precision@top-R curves of all state-of-the-art methods, which further represent the precision changes along with the number of top-R retrieved results (R = 1000) with 32 bits on NUS-WIDE and MIR-Flickr datasets. CHN significantly outperforms all state-of-the-art methods under these metrics.
Discussion
To go deeper with the efficacy of CHN, we investigate four variants of CHN: CHN-M is the CHN variant without using the margin parameter, in other words, δ = 1.0; CHN-I is the CHN variant that replaces the cosine maxmargin loss (1) with the widely-used inner-product squared loss L = sij ∈S s ij − 1 K h i , h j 2 [Liu et al., 2012; Xia et al., 2014] ; CHN-Q is the CHN variant without using the quantization max-margin loss (2); CHN-B is the CHN variant without using binarization on hash codes, which may serve as the upper bound of retrieval performance. From Table 2 , we have the following key observations. (a) CHN outperforms CHN-M by large margins, demonstrating that the max-margin principle can significantly enhance the robustness of the hash codes to the outlier points. (b) By using the cosine max-margin loss, CHN outperforms CHN-I by large margins. The squared inner-product loss has been widely adopted in the previous works [Xia et al., 2014; Liu et al., 2012] . However, this loss cannot link well the pairwise distances between continuous representations (taking values in (−∞, +∞) when using continuous relaxation) to the pairwise similarity labels (taking binary values {-1,1}). In contrast, the proposed cosine max-margin loss (1) is inherently consistent with the training pairs. Besides, the margin parameter δ can also control the robustness level of the similarity-preserving procedure to the outlier points. The promising performance of CHN suggests that the proposed cosine max-margin loss can preserve cross-modal correlations and is well-specified to cross-modal retrieval scenarios. (c) By using quantization max-margin loss (2), CHN incurs small MAP decreases than CHN-Q when quantizing continuous representations into binary codes. Especially for shorter length of hash codes (16 bits), CHN-Q incurs huge decreases while CHN incurs negligible MAP decreases. This validates that quantization max-margin loss can effectively reduce the quantization error and obtain high-quality hash codes. The experimental results also imply that all components in CHN are important for achieving the promising performance, and missing any component will lead to huge performance drop.
In this paper, we have proposed a novel Correlation Hashing Network (CHN) for effective and efficient cross-modal retrieval. CHN is a hybrid deep architecture that jointly optimizes the new cosine max-margin loss on semantic similarity pairs and the new quantization max-margin loss on compact hash codes. Extensive experiments on standard cross-modal retrieval datasets show that the CHN model yields substantial boosts over the state-of-the-art hashing methods.
