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Abstract
The statistical matching problem is a data integration problem with structured missing data.
The general form involves the analysis of multiple datasets that only have a strict subset of vari-
ables jointly observed across all datasets. The simplest version involves two datasets, labelled
A and B, with three variables of interest X,Y and Z. Variables X and Y are observed in
dataset A and variables X and Z are observed in dataset B. Statistical inference is complicated
by the absence of joint (Y,Z) observations. Parametric modelling can be challenging due to
identifiability issues and the difficulty of parameter estimation. We develop computationally
feasible procedures for the statistical matching of non-Gaussian data using suitable data aug-
mentation schemes and identifiability constraints. Nearest-neighbour imputation is a common
alternative technique due to its ease of use and generality. Nearest-neighbour matching is based
on a conditional independence assumption that may be inappropriate for non-Gaussian data.
The violation of the conditional independence assumption can lead to improper imputations.
We compare model based approaches to nearest-neighbour imputation on a number of flow cy-
tometry datasets and find that the model based approach can address some of the weaknesses
of the nonparametric nearest-neighbour technique.
1 Introduction
The statistical matching problem is a data integration scenario where the set of available datasets
shares only a strict subset of variables. The pattern of missingness is such that some dimensions
are wholly unobserved in each dataset (D’Orazio et al., 2006). The simplest case involves two
datasets, dataset A and dataset B, and three groups of variables, labelled X, Y and Z. We assume
the data generating process is governed by a parametric model f(x,y, z;θ), for some parameter
θ ∈ Ω ⊂ Rp. Dataset A contains nA independent observations from the marginal distribution
f(x,y;θ) and dataset B consists of nB independent observations from the marginal distribution
f(x, z;θ). Table 1 represents the missing data pattern. A common objective in the statistical
matching problem is to impute the missing observations in each dataset so complete data techniques
can be used in downstream analyses (Ra¨ssler, 2002). The statistical matching problem occurs
in flow cytometry analysis due to technological limitations, and there has been recent interest in
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Dimensions X Y Z
Dataset A X X 7
Dataset B X 7 X
Table 1: Missing data pattern in the statistical matching problem.
developing appropriate statistical methods for integrating cytometry datasets (Pedreira et al., 2008;
O’Neill et al., 2015). Most previous work on the statistical matching problem for continuous data
assumes a multivariate normal model. Flow cytometry data typically have characteristics that make
a multivariate Gaussian model inappropriate. Observations are from a number of heterogeneous
cell subpopulations, and observations within a cell subtype often exhibit skewness and heavy tails.
Finite mixtures of skew-normal and skew-t distributions have shown excellent performance in the
analysis of flow cytometry data (Pyne et al., 2009; Lee and McLachlan, 2016). We study theoretical
aspects of the statistical matching of non-Gaussian data and propose new computationally efficient
algorithms for the statistical matching of skew-normal data, mixtures of Gaussians and mixtures of
skew-normal distributions.
A central issue in the statistical matching problem is that the lack of joint observations on the
Y and Z variables renders most statistical models nonidentifiable. For example, if f(x,y, z;θ)
is a multivariate normal distribution, the Y ,Z covariance parameters are not identifiable. In a
parametric framework, it is common to adopt restrictions on the parameters so that the generative
model remains identifiable. Under identification constraints it is possible to impute the missing data
using a parametric modelling strategy. Let θ̂ denote the maximum likelihood estimate of θ. The
missing Z values in dataset A can be sampled from f(z|x,y; θ̂), and the missing Y values in dataset
B can be sampled from f(y|x, z; θ̂).
Parametric strategies for Gaussian data typically involve reparameterising the model so that
the likelihood can then be factored into a mathematically tractable form (D’Orazio et al., 2006).
Reparameterisation and factorisation are powerful strategies in missing data problems, as it can
greatly simplify maximum likelihood estimation (Little and Rubin, 2002, Chapter 7). The repa-
rameterisation for the statistical matching of Gaussian data involves expressing the observed-data
likelihood in terms of a multiple response regression model. We show how the regression model
specification can be extended to cover skew-normal distributions, mixtures of Gaussians, and mix-
tures of skew-normal distributions through appropriate data augmentation schemes. Factorisation
of the complete-data log likelihood allows the EM algorithm (Dempster et al., 1977) to be used for
computationally efficient parameter estimation.
An alternative method for imputation is nearest-neighbour matching, a nonparametric method
based on the assumption that the Y and Z variables are conditionally independent given the X
variables. Nearest-neighbour imputation has been widely applied in the statistical matching problem
due to its ease of implementation and generality (D’Orazio et al., 2006). In particular, nearest-
neighbour matching has been advocated for the file matching of flow cytometry data (Pedreira
et al., 2008). An important finding is that the Y and Z variables are likely to be conditionally
dependent given the X variables if the generative model is a mixture model or a skewed distribution.
The violation of the conditional independence assumption can lead to nearest-neighbour imputation
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exhibiting undesirable behaviour.
The conditional independence assumption can be adopted for any data generating process, and is
the dominant approach to resolve the pathological missing data pattern in the statistical matching
problem. This conditional independence assumption is difficult to justify for a range of latent
variable models, and model based approaches can impose more coherent constraints. We compare
nearest-neighbour matching to model based imputation on a number of real datasets. The model
based approach showed a large improvement over the nearest-neighbour method, however there can
be issues when the identification constraints are violated. Parametric imputation strategies are a
flexible and computationally feasible option for statistical matching.
2 Background
2.1 Notation
We assume nA observations in dataset A and nB observations in dataset B, for a total of n = nA+nB
records. These datasets are combined to form a single data matrix, where rows 1 to nA contain the
records from dataset A on the X and Y variables and rows nB rows contain the observations from
dataset B on the X and Z variables. Let dX , dY and dZ give the dimension of the X,Y and Z
variables respectively and set d = dX + dY + dZ .
We assume the data generating process consists of n independently and identically distributed
observations from the parametric model (XTi ,Y
T
i ,Z
T
i )
T ∼ f(xi,yi, zi;θ) for i = 1, . . . , n. Let
xi, yi and zi represent the realised values for the Xi, Yi and Zi random vectors respectively
for i = 1, . . . , n. Observations zi are missing for i = 1, . . . , nA. Observations yi are missing for
j = nA + 1, nA + 2, . . . , nA + nB . The joint n × d data matrix of interest is represented in the
display (1). Observed values are shaded, with white cells indicating missing values in the joint
data matrix. Let xobs = (x1,x2, . . . ,xn) represent the observed X values over the n records. Let
xAobs = (x1, . . . ,xnA) represent the nA observed X values on dataset A.
x1 y1 z1
...
...
...
xnA ynA znA
xnA+1 ynA+1 znA+1
...
...
...
xnA+nB ynA+nB znA+nB

(1)
Let xBobs = (xnA+1, . . . ,xnA+nB ) denote the nB observed X values in dataset B. Let yobs =
(y1, . . . ,ynA) represent the nA observed values Y variables in datasetA, and let zobs = (znA+1, . . . ,znA+nB )
denote the nB observed Z values in dataset B. Likewise, let zmis = (z1, . . . ,znA) represent the nA
missing Z values in dataset A, and let ymis = (ynA+1, . . . ,ynA+nB ) represent the nB missing Y
values in dataset B.
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2.2 Gaussian data
The statistical matching problem has been explored in depth under the assumption of a multivariate
Gaussian generative model. Suppose that for i = 1, . . . , n we have observations from the multivariate
normal distribution XiYi
Zi
 ∼ N
µ =
µXµY
µZ
 ,Σ =
ΣXX ΣXY ΣXZΣY X ΣY Y ΣY Z
ΣZX ΣZY ΣZZ

 , (2)
where the mean and covariance parameters have been partitioned in an obvious fashion. With the
missing data pattern represented in (1), the only non-identifiable parameter is ΣY Z . The most
common identifiability constraint is that ΣY Z = ΣY XΣ
−1
XXΣXZ .
Parameter estimation under the identification constraint ΣY Z = ΣY XΣ
−1
XXΣXZ has a long history
in the literature (Lord, 1955; Anderson, 1957; Moriarity and Scheuren, 2003). As discussed in
D’Orazio et al. (2006, Chapter 2), the multivariate normal statistical matching problem has a useful
connection to linear regression modelling that can be used to obtain closed form maximum likelihood
estimates. The conditional distribution of Yi given Xi = xi can be represented as a regression model
Yi|Xi = xi ∼ N(αY + βY xi,ΩY ), (3)
for i = 1, . . . , n where
βY = ΣY XΣ
−1
XX , (4)
αY = µY − βY µX , (5)
ΩY = ΣY Y − ΣY XΣ−1XXΣXY . (6)
The same holds for the conditional distribution of Zi given Xi = xi
Zi|X = xi ∼ N(αZ + βZxi,ΩZ), (7)
for i = 1, . . . , n where
βZ = ΣZXΣ
−1
XX , (8)
αZ = µZ − µTXβZ , (9)
ΩZ = ΣZZ − ΣZXΣ−1XXΣXZ . (10)
Now let η = (ηX ,ηY ,ηZ), where ηX = (µX ,ΣXX),ηY = (αY ,βY ,ΩY ) and ηZ = (αZ ,βZ ,ΩZ).
The benefit of the regression parameterisation is that that the likelihood for each observation
factors into three components with distinct parameter blocks. We can write f(xi,yi, zi;η) =
f(xi;ηX)f(yi|xi;ηY )f(zi|xi;ηZ). The observed-data likelihood can be expressed as a product
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of three terms,
f(xobs,yobs, zobs;η) =
nA∏
i=1
f(xi,yi;η)
n∏
k=nA+1
f(xk, zk;η) (11)
=
n∏
i=1
f(xi;ηX)
nA∏
j=1
f(yj |xj ;ηY )
n∏
k=nA+1
f(zk|xk;ηZ) (12)
= f(xobs;ηX)f(yobs|xAobs;ηY )f(zobs|xBobs;ηZ). (13)
The first likelihood block f(xobs;ηX) involves the n observed X variables. The second likelihood
block f(yobs|xAobs;ηY ) involves the conditional likelihood for dataset A and the third likelihood block
f(zobs|xBobs;ηZ) involves the conditional likelihood for dataset B. Maximisation of the observed-data
likelihood
f(xobs,yobs, zobs;η) = f(xobs;ηX)f(yobs|xAobs;ηY )f(zobs|xBobs;ηZ) (14)
is straightforward, as we now have three separate maximisation problems over ηX , ηY and ηZ . Both
datasets are used to estimate ηX using the fully observed X variables. Dataset A is used to estimate
ηY and dataset B is used to estimate ηZ .
Using the regression specifications (3) and (7), we can express the likelihoods f(yobs|xAobs;ηY )
and f(zobs|xBobs;ηZ) as multiple response regression models. Recall the data structure in display
(1). Let YA give the nA × dY matrix of responses from dataset A. Row i in YA is given by yTi
for i = 1, . . . , nA. Let ZB give the nB × dZ from dataset B. Row i in ZB is given by zTi for
i = nA + 1, . . . , nA + nB . Let BA represent the design matrix for dataset A and let BB give the
design matrix for dataset B. Specifically,
BA =

1 xT1
1 xT2
...
1 xTnA
 ,BB =

1 xTnA+1
1 xTnA+2
...
1 xTnA+nB
 . (15)
Let ΓA and ΓB contain the regression coefficients for (3) and (7) respectively: ΓA = [αY βY ]
T and
ΓB = [αZ βZ ]
T. We will use the matrix normal distribution introduced by Dawid (1981) to specify
the regression models compactly. A random n × p matrix M is said to have the matrix normal
distribution MN(In,Σ) if each row is a draw from a p-variate normal distribution N(0,Σ). The
conditional regression models for each dataset can be written as
YA = BAΓA + A, (16)
ZB = BBΓB + B , (17)
where A ∼ MN(InA ,ΩY ) and B ∼ MN(InB ,ΩZ). Equation (16) is a representation of the
likelihood factor f(yobs|xAobs;ηY ) and equation (17) is a representation of the likelihood factor
f(zobs|xobsB ;ηZ) . The sufficient statistics for the regressions are Y TA YA,ZTBZB ,BTAYA,BTBZB ,BTABA
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and BTBBB . The maximum likelihood estimators of the regression parameters ΓA = [αY βY ]
T and
ΓB = [αZ βZ ]
T are given by
Γ̂A = (B
T
ABA)
−1BTAYA,
Γ̂B = (B
T
BBB)
−1BTBZB .
The maximum likelihood estimators of the error covariance matrices ΩY and ΩZ are given by
Ω̂Y =
1
nA
(YA −BAΓ̂A)T(YA −BAΓ̂A),
Ω̂Z =
1
nB
(ZB −BBΓ̂B)T(ZB −BBΓ̂B).
These results follow from general results on multiple response regression models, for example see
Rencher and Christensen (2012, Chapter 10). The maximum likelihood estimators of the ηX pa-
rameters are given by the sample mean and the sample covariance of the n observed X values
µ̂X =
1
n
∑n
i=1 xi, Σ̂XX =
1
n
∑n
i=1(xi − µ̂X)(xi − µ̂X)T. Inverting the transformations defined
in equations (5) to (10) gives the maximum likelihood estimates of the original parameters µ and
Σ. We thus obtain closed form maximum likelihood estimators under the identification restriction
ΣY Z = ΣY XΣ
−1
XXΣXZ .
3 Extensions
3.1 Overview
A parametric approach in the statistical matching problem requires the identification of suitable
identifiability constraints, and a feasible procedure for maximum likelihood estimation. One ap-
proach is to introduce the missing data yobs, zobs into the model as latent variables. In general,
we can form the complete-data likelihood f(xobs,yobs, zobs,ymis, zmis;θ) and define appropriate EM
iterations for parameter estimation. Lee et al. (2011) consider the statistical matching of flow cy-
tometry data with mixtures of PCA models and take this approach. Introduction of the missing
observations ymis and zmis into the complete data log-likelihood can be computationally demanding
on flow cytometry datasets with a large number of observations. Due to the non-identifiability of
the model, the fitted mixture model is only used to assign cluster labels to the observations. Lee
et al. propose to use nearest-neighbour matching within each group of labelled points.
We propose a different method, where we introduce appropriate parameter constraints so that
ymis and zmis do not need to be included in the complete-data log likelihood. This is to obtain
a more computationally efficient EM algorithm, and to avoid the identifiability issues with fitting
a completely unconstrained model. Secondly, we propose to impute the missing data using the
constrained fitted model. The strategy involves extending the linear regression connection that was
used for Gaussian data.
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3.2 Skew-normal
There are many forms of the skew-normal distribution, we will work with the same multivariate
version as in Pyne et al. (2009). For compact notation, let the vector wi represent the vector of
joint observations wi = (x
T
i ,y
T
i , z
T
i )
T. The density of the skew-normal distribution is
f(xi,yi, zi;µ,Σ, δ) = 2φp(xi,yi, zi;µ,Λ)Φ(α
T(wi − µ)), (18)
where Λ = Σ + δδT and αT = δTΛ−1/(1 − δTΛ−1δ). Let TN(µ, σ2, a) denote a lower truncated
normal distribution where µ and σ2 give the mean and variance of the underling normal distribution
and a gives the lower truncation bound. We say U ∼ TN(µ, σ2, a) if U d= [W |W > a] where
W ∼ N(µ, σ2). The model (18) has a hierarchical representation,XiYi
Zi
 =
µXµY
µZ
+
δXδY
δZ
Ui + V , (19)
where Ui ∼ TN(0, 1, 0) and Vi ∼ N(0,Σ), where µ and Σ are partitioned as in (2). The only non-
identifiable parameter is ΣY Z . The regression model specification also enables efficient inference
for the skew-normal distribution under the identification restriction ΣY Z = ΣY XΣ
−1
XXΣXZ . The
statistical matching problem for skew-normal data can be expressed in terms of a multiple response
regression model with latent unobserved variables in the conditional mean function. Using the
hierarchical model (19), conditional on knowing Ui = ui, it holds that,XiYi
Zi

∣∣∣∣∣∣∣Ui = ui ∼
µX + δXuiµY + δY ui
µZ + δZui
+ Vi, (20)
where Vi = N(0,Σ), for i = 1, . . . , n. Let βY = ΣY XΣ
−1
XX and βZ = ΣZXΣ
−1
XX . The conditional
mean of Yi given Xi and Ui, and the conditional mean of Zi given Xi and Ui are given respectively
by:
E[Yi|Xi = xi, Ui = ui] = µY + δY ui + βY (xi − µX − δXui), (21)
E[Zi|Xi = xi, Ui = ui] = µZ + δZui + βZ(xi − µX − δXui). (22)
We have that var(Yi|Xi, Ui) = ΣY Y − ΣY XΣ−1XXΣXY and var(Zi|Xi, Ui) = ΣZZ − ΣZXΣ−1XXΣXZ .
The augmented likelihood for dataset A and the augmented likelihood for dataset B can be expressed
as conditional regression models. Let αY = µY − βY µX ,ΩY = ΣY Y − ΣY XΣ−1XXΣXY and λY =
δY −βY δX . Collecting terms in (21), the distribution of Yi given Xi and the latent scaling variable
Ui can be represented as the regression model:
Yi|Xi = xi, Ui = ui ∼ N(αY + λY ui + βY xi,ΩY ). (23)
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Let βZ = ΣZXΣ
−1
XX ,αZ = µZ−βZµX ,ΩZ = ΣZZ−ΣZXΣ−1XXΣXZ and λZ = δZ−βZδX . Similarly,
collecting terms in (22) the conditional distribution of Zi given Xi and the latent scaling variable
Ui can be represented as a regression model:
Zi|Xi = xi, Ui = ui ∼ N(αZ + λZui + βZxi,ΩZ). (24)
Let ΓA and ΓB contain the regression parameters for (23) and (24) respectively: ΓA = [αY λY βY ]
T
and ΓB = [αZ λZ βZ ]
T. The regressions for dataset A and dataset B can be written as
YA = BAΓA + A, (25)
ZB = BBΓB + B , (26)
where A ∼ MN(InA ,ΩY ) and B ∼ MN(InB ,ΩZ). The design matrices for the regressions now
include the latent Ui terms. The complete-data design matrices are given by
BA =

1 u1 x
T
1
1 u2 x
T
2
...
1 unA x
T
nA
 ,BB =

1 unA+1 x
T
nA+1
1 unA+2 x
T
nA+2
...
1 unA+nB x
T
nA+nB
 . (27)
The complete-data sufficient statistics are again Y TA YA,Z
T
BZB ,B
T
AYA,B
T
BZB ,B
T
ABA and B
T
BBB .
Suppose that we impose the identification restriction ΣY Z = ΣY XΣ
−1
XXΣXZ . This corresponds to
a conditional independence assumption on the components of the latent random variable V in the
hierarchical skew-normal model (19). Under the the identification restriction, the Y and Z variables
are conditionally independent given X and the latent U . The augmented data likelihood for a single
observation then has the structure
f(xi,yi, zi, ui;θ) = f(xi,yi, zi|ui;θ)f(ui)
= f(xi|ui;θ)f(yi|xi, ui;θ)f(zi|ui;θ)f(ui). (28)
Using this property we can show the complete-data likelihood has a similar structure to the Gaussian
likelihood (14). Let η = (ηX ,ηY ,ηZ) represent the parameters for each likelihood block. We have
ηX = (µX ,ΣXX , δX), ηY = (αY ,βY ,ΩY ,λY ) and ηZ = (αZ ,βZ ,ΩZ ,λZ). Let u contain the latent
skewing variable for each observation, so u = (u1, . . . , un). Using the conditional regression models,
the complete-data likelihood can be expressed as
f(xobs,yobs, zobs,u;η) = f(xobs|u;ηX)f(yobs|xAobs,u;ηY )f(zobs|xBobs,u;ηZ)f(u). (29)
Equation (25) is a representation of the likelihood factor f(yobs|xAobs,u;ηY ) and equation (26) is
a representation of the likelihood factor f(zobs|xBobs,u;ηZ). The E-step involves calculating the
expected value of the sufficient statistics given the current parameter estimates, and can be carried
out using the results in Pyne et al. (2009). The M-step is simplified due to choice of parameteri-
sation for the regression model. There are three separate maximisation tasks over ηX , ηY and ηZ
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that have closed form solutions. The key point is that we do not have to introduce the missing
observations ymis and zmis to obtain a workable EM algorithm under the identification restriction
ΣY Z = ΣY XΣ
−1
XXΣXZ . The algorithm is given in Web Appendix A.
3.3 Mixture of Gaussians
We can also obtain an efficient EM algorithm for statistical matching of Gaussian mixture data using
the conditional regression specifications and appropriate identification restrictions. The matching
problem for Gaussian mixture data can be represented as a mixture of regression problem (Quandt,
1972). Recall the hierarchical model for the mixture model discussed in Section 4.2. For independent
observations i = 1, . . . , n:
Xi,Yi,Zi|Si = h ∼ f(xi,yi, zi;θh)
Si ∼ Categorical(pi1, . . . , pig).
Here f(xi,yi, zi;θh) denotes a multivariate normal density with parameters θh = (µ
(h),Σ(h)). The
vector µ(h) gives the mean vector for component h and the matrix Σ(h) represent the covariance
matrix of the hth component distribution for h = 1, . . . , g. We can partition each component mean
µ(h) and each component covariance matrix Σ(h) as in (2). An identification restriction is then
Σ
(h)
Y Z = Σ
(h)
ZXΣ
−1(h)
XX Σ
(h)
XY , for h = 1, . . . , g. (30)
Consider the augmented likelihood for a single observation given the latent cluster indicator Si.
Conditional on the latent cluster indicator Si, we can again use the regression model specification
from Section 2.2. Specifically,
Yi|X = xi, Si = h ∼ N(α(h)Y + β(h)Y xi,Ω(h)Y ), (31)
where β
(h)
Y = Σ
(h)
Y X [Σ
(h)
XX ]
−1, α(h)Y = µ
(h)
Y − β(h)Y µ(h)X and Ω(h)Y = Σ(h)Y Y − Σ(h)Y X [Σ(h)XX ]−1Σ(h)XY . The
conditional distribution of Zi given Xi obeys a similar regression equation:
Zi|X = xi, Si = h ∼ N(α(h)Z + β(h)Z xi,Ω(h)Z ),
where β
(h)
Z = Σ
(h)
ZX [Σ
(h)
XX ]
−1, α(h)Z = µ
(h)
Z − βZµX and ΩZ = ΣZZ − ΣZXΣ−1XXΣXZ . To describe
the complete-data log likelihood first let s represent the vectors of latent cluster indicators, so
s = (s1, . . . , sn), where si ∈ {1, . . . , g} for i = 1, . . . , n. Let pi = (pi1, . . . , pig) be a vector containing
the mixing proportions. We can show that complete-data likelihood has a similar structure to what
we obtained in for the Gaussian likelihood (13). For Gaussian mixture data, the complete-data
likelihood has the structure
f(xobs,yobs, zobs, s;η,pi) = f(xobs|s;ηX)f(yobs|xAobs, s;ηY )f(zobs|xBobs, s;ηZ)f(s;pi). (32)
The complete-data likelihood is the product of four components. The first likelihood block f(xobs|s;ηX)
is a standard Gaussian likelihood. The second and third likelihood blocks f(yobs|xAobs, s;ηY ) and
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f(zobs|xBobs, s;ηZ) correspond to regression likelihoods. The final likelihood contribution from
f(s;pi) is the usual multinomial likelihood seen in a finite mixture. The E-step and M-step for
f(xobs|s;ηX) follow from standard results on Gaussian mixture models. The E-step and M-steps
for f(yobs|xAobs, s;ηY ) and f(zobs|xBobs, s;ηZ) follow from results on mixtures of regression models
given in Jones and McLachlan (1992). The details are given in Web Appendix B. We avoid intro-
ducing the missing observations ymis and zmis into the complete-data log likelihood by using the
component-wise restrictions (30).
3.4 Mixtures of skew-normal
The statistical matching of data from a mixture of skew-normal distributions as a mixture of regres-
sions problem, with latent variables in the design matrix. For independent observations i = 1, . . . , n
we have that
Xi,Yi,Zi|Si = h ∼ f(xi,yi, zi;θh)
Si ∼ Categorical(pi1, . . . , pig).
Here f(xi,yi, zi;θh) denotes a skew-normal density with parameters θh = (µ
(h),Σ(h), δh). The
vector µ(h) gives the mean vector for component h, the matrix Σ(h) represents the scale matrix for
component h and δ(h) gives the skewness vector for component h for h = 1, . . . , g. We can partition
each component mean µ(h) and skewness vector δ(h) as in (19). Each component scale matrix Σ(h)
can be partitioned as in (2). An identification restriction is then
Σ
(h)
Y Z = Σ
(h)
ZXΣ
−1(h)
XX Σ
(h)
XY , for h = 1, . . . , g. (33)
Introducing the latent Ui and Si into the augmented likelihood, the complete-data model can be
expressed in terms of conditional regression specifications. Let β
(h)
Y = Σ
(h)
Y X [Σ
(h)
XX ]
−1,α(h)Y = µ
(h)
Y −
β
(h)
Y µ
(h)
X ,Ω
(h)
Y = Σ
(h)
Y Y − Σ(h)Y X [Σ(h)XX ]−1Σ(h)XY and λ(h)Y = δ(h)Y − β(h)Y δ(h)X .
Yi|Xi = xi, Ui = ui, Si = h ∼ N(α(h)Y + λ(h)Y ui + β(h)Y xi,Ω(h)Y ) (34)
Let β
(h)
Z = Σ
(h)
ZX [Σ
(h)
XX ]
−1,α(h)Z = µ
(h)
Z − β(h)Z µ(h)X ,Ω(h)Z = Σ(h)ZZ − Σ(h)ZX [Σ(h)XX ]−1Σ(h)XZ and λ(h)Z =
δ
(h)
Z − β(h)Z δ(h)X . Similarly, collecting terms in (22) the conditional distribution of Zi given Xi and
the latent scaling variable Ui can be represented as a regression model
Zi|Xi = xi, Ui = ui, Si = h ∼ N(α(h)Z + λ(h)Z ui + β(h)Z xi,Ω(h)Z ). (35)
The complete-data likelihood has the structure
f(xobs,yobs, zobs, s,u;η,pi) = f(xobs|s,u;ηX)f(yobs|xAobs, s,u;ηY )f(zobs|xBobs, s,u;ηZ)f(s;pi)f(u)
(36)
The first likelihood block f(xobs|s,u;ηX) corresponds to a skew-normal likelihood. The second and
third likelihood blocks are regression likelihoods with the latent u variables in the design matrices.
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We can again define an EM algorithm for parameter estimation under the identification constraint
(33). The E-step is carried out using existing results for the skew-normal distribution. The M-step is
again simplified by the choice of parameterisation. We have three separate maximisation tasks over
ηX , ηY and ηZ . The algorithm is given in full in Web Appendix C. Once again we do not introduce
the missing observations ymis and zmis into complete-data likelihood by using the identification
restriction (33).
4 Nearest-neighbour matching
Nearest-neighbour imputation is a popular alternative to parametric methods in data fusion prob-
lems (Aluja-Banet et al., 2007; Saporta, 2002). Nearest-neighbour methods rely on the conditional
independence assumption, that is Y and Z are conditionally independent given X. The nearest-
neighbour method matches observations in dataset A and dataset B based on the Euclidean distance
measured using the common X dimensions. Missing values are imputed by taking values from the
nearest-neighbour in the donor set. More formally, the missing Z values for observation i in dataset
A are set as
zi = zk, where k = argmin
k∈{nA+1, ...,nA+nB}
||xi − xk||2,
for i = 1, . . . , nA. Similarly, the missing Y values for observation i in dataset B are set as
yi = yk, where k = argmin
k∈{1, ...,nA}
||xi − xk||2,
for i = nA + 1, . . . , nA + nB . As discussed by Ra¨ssler (2002), each of the observations in imputed
dataset can be viewed as exchangeable draws from some distribution g(xi,yi, zi). The distribution
g(xi,yi, zi) is useful to characterise the behaviour of the nearest-neighbour method. Marella et al.
(2008) consider the asymptotic form of the nearest-neighbour imputation distribution and show that
as the size of the donor set tends to infinity,
g(xi,yi, zi)→ f(xi;θ)f(yi|xi;θ)f(zi|xi;θ). (37)
In equation (37) f(xi;θ), f(yi|xi;θ) and f(zi|xi;θ) are the marginal and conditional distributions
from the true generative model f(xi,yi, zi;θ). The nearest-neighbour strategy will only produce the
correct joint distribution if Y and Z are conditionally independent givenX. For multivariate-normal
data, the asymptotic form of the nearest-neighbour imputation scheme is
g(xi,yi, zi) = Np
µ =
µXµY
µZ
 ,Σ =
ΣXX ΣXY ΣXZΣY X ΣY Y ΣY XΣ−1XXΣXZ
ΣZX ΣZXΣ
−1
XXΣY X ΣZZ

 . (38)
The distribution g(xi,yi, zi) is equivalent to the distribution recovered by the maximum likelihood
parametric approach under the identification constraint ΣY Z = ΣY XΣ
−1
XXΣXZ . The asymptotic
equivalence between nearest-neighbour matching and a parametric methods may not necessarily
11
hold for non-Gaussian data.
It can be difficult to justify the conditional independence assumption for non-Gaussian data
as there may be no parameter θ∗ such that f(x,y, z;θ∗) = f(x;θ∗)f(y|x;θ∗)f(z|x;θ∗). This
problem is likely to arise when there is some latent structure in the generative model that links the
Y and Z variables. In these situations, the nearest-neighbour imputation distribution g(xi,yi, zi) =
f(x;θ)f(y|xi;θ)f(z|x;θ) may not be a good approximation for the true generative model f(x,y, z;θ).
Even in situations where the generative model is identifiable, the nearest-neighbour scheme may fail
to produce statistically sound imputations. We examine this issue for skew-normal distribution and
Gaussian mixtures.
4.1 Skew-normal
In general, the imputation of skewed data can be challenging relative to the multivariate normal
case (Sterne et al., 2009), and the statistical matching of skew-normal data presents some difficulties.
Assuming that all variables have some skewness, so all elements of δ are nonzero, it is not possible
for Y and Z to be conditionally independent given X (Azzalini and Capitanio, 1999). Contrary
to the normal case, there is no parameter constraint on µ,Σ, δ such that f(xi,yi, zi;µ,Σ, δ) =
f(xi;µ,Σ, δ)f(yi|xi;µ,Σ, δ)f(zi|xi;µ,Σ, δ). The absence of a conditional independence constraint
poses problems for nearest-neighbour imputation. To illustrate, we generated data from a three-
dimensional skew-normal distribution. The parameters were set as µ = 0, Σ = I and δ = (1, 3, 5)T.
The first, second and third dimensions were labelled as X, Y and Z respectively. We generated
two datasets with nA = nB = 5000. Panels (a) and (b) in Figure 1 compare the true joint (Y ,Z)
distribution to the nearest-neighbour asymptotic distribution. The nearest-neighbour distribution
shows a much weaker linear association between the Y and Z variables compared to the true
distribution. The contours in panel (b) are more square shaped than the skewed ellipse in panel
(a). We applied nearest-neighbour imputation to the simulated dataset to check the correspondence
with the theoretical distribution in (b). Panel (c) shows a smoothed scatter plot of the imputed
data along with contours from a kernel density estimate as red dashed lines. The contours of the
density estimate closely resemble the theoretical contours in (b), and are again more square shaped
than the contours of the true (Y ,Z) distribution in (a).
4.2 Finite mixture models
Finite mixture models are well suited for the statistical analysis of flow cytometry data. To describe
the model, let Ψ contain the mixing proportions pi1, . . . , pig and parameters θ1, . . . ,θg for each
component. The jth component distribution can be represented as f(x,y, z;θj) for j = 1, . . . , g.
The distribution function of the g-component mixture model is given by
f(xi,yi, zi; Ψ) =
g∑
j=1
pijf(xi,yi, zi;θj). (39)
It will be helpful to conceptualise the mixture model in terms of a latent cluster indicator Si ∼
Categorical(pi1, . . . , pig) for each observation i = 1, . . . , n. The generative model has the hierarchical
12
(a) True (Y,Z) distribution
Y
Z
−2 0 2 4 6 8
−
2
0
2
4
6
8
10
12
(b) Asymptotic nearest neighbour 
 (Y,Z) distribution
Y
Z
−2 0 2 4 6 8
−
2
0
2
4
6
8
10
12
−2 0 2 4 6 8
−
2
0
2
4
6
8
10
12
(c) Nearest−neighbour 
 imputed data
Y
Z
Figure 1: Analysis of nearest-neighbour imputation for skewed data. Panel (a) shows contours of
the true (Y,Z) joint distribution. Panel (b) shows contours of the nearest-neighbour imputation
distribution g(y, z). Panel (c) gives a smoothed scatter plot of the imputed data in the simulation.
The red-dashed lines given contours from a kernel density estimate using the imputed data. Nearest-
neighbour imputation underestimates the Y ,Z correlation.
representation:
Xi,Yi,Zi|Si = h ∼ f(xi,yi, zi;θh)
Si ∼ Categorical(pi1, . . . , pig).
It is unlikely for the conditional independence assumption to be appropriate when the generative
model is a finite mixture. Given a mixture model with well-separated components, it is not pos-
sible to find an appropriate restrictions on the mixture parameters Ψ such that f(xi,yi, zi; Ψ) =
f(xi; Ψ)f(yi|xi; Ψ)f(zi|xi; Ψ). Conditional on X, the remaining Y and Z variables are almost
certainly dependent due to the latent cluster indicator S. The violation of the conditional indepen-
dence assumption for finite mixture models means that the nearest-neighbour imputation may have
undesirable behaviour. The tendency for nearest-neighbour imputation to produce spurious clusters
has been demonstrated empirically in statistical matching problems in flow cytometry analysis (Lee
et al., 2011; O’Neill et al., 2015).
From the analysis of the asymptotic model, spurious clusters emerge when the nearest-neighbour
match originates from a different mixture component to the query point xi. The probability of
observing spurious clusters is related to how informative the common X variables are for classifica-
tion. If the clusters are poorly separated using the X variables, then there is a high probability of
mismatching observations across clusters and giving improper imputations.
To illustrate, we generated data from a equally weighted two component Gaussian mixture model.
The first, second and third dimensions were labelled as the X, Y and Z variables respectively. Com-
ponent 1 had a mean of (−0.1, 0, 0)T and component 2 had a mean of (0.1, 1, 1)T. Each component
had covariance matrix 0.01I. The components are well separated in the marginal Y and Z dimen-
sions and there is a large amount of overlap in the X dimension. We generated nA = nB = 500
13
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Figure 2: Analysis of nearest-neighbour imputation for Gaussian mixture data. Panel (a) shows
contours of the true (Y,Z) joint distribution. Panel (b) shows contours of the nearest-neighbour
imputation distribution g(y, z). Panel (c) gives a shows the imputed data from the simulation.
Nearest-neighbour imputation introduces spurious clusters.
observations in each dataset. Panels (a) and (b) in Figure 2 compare the true distribution on the
Y and Z variables to the asymptotic nearest neighbour distribution. The nearest-neighbour distri-
bution shows four clusters in the joint distribution when there should only be two. This is because
the X variables contain limited information for clustering. Panel (c) shows the results of applying
nearest-neighbour matching to the simulated dataset. The introduction of two spurious clusters is
consistent with the predicted behaviour from panel (b).
5 Examples
5.1 Skew-normal
We return to the skew-normal example in Section 4.1. We simulated another two datasets with
nA = nB = 500. The parameters were again set as µ = 0, Σ = I and δ = (1, 3, 5)
T. The first,
second and third dimensions were labelled asX, Y andZ respectively. We applied nearest-neighbour
matching and parametric imputation using the constraint ΣY Z = ΣY XΣ
−1
XXΣXZ . Parameters were
estimated using maximum likelihood. The results are shown in Figure 3. In this example, there is
a large difference between the nearest-neighbour imputations (b) and the parametric imputations
(c). The true sample correlation between the Y and Z variables is ρY Z = 0.83. Nearest-neighbour
imputation gives an underestimate, with ρ̂Y Z = 0.14. Parametric imputation gives much better
estimate ρ̂Y Z = 0.85. The (Y,Z) distribution is recoverable in this scenario, as the generative model
satisfies the identification restriction ΣY Z = ΣY XΣ
−1
XXΣXZ .
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(b) Nearest Neighbour imputed data
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(c) Parameteric model imputed data
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Figure 3: Comparison of imputation strategies on skew-normal data.
6 Data application
6.1 Iris dataset
We analysed a Anderson’s iris dataset (Anderson, 1935; Fisher, 1936) using a Gaussian mixture
model. Figure 4 shows a pairs plot of the dataset with colour and shape giving the species labels.
We considered two matching scenarios, under the assumption that the species labels were un-
available. These are described in Table 2. Nearest-neighbour matching was compared to parametric
imputation using the same identification constraints in Section 4.2. An important difference be-
tween the two scenarios is that in Scenario 1, the X single variable sepal with does not give enough
information to reliably classify the observations into species. In Scenario 2, the sepal length and
sepal width together give enough information to reliably classify the observations into species.
Figure 5 shows the results for Scenario 1. The asymptotic analysis showed that when the X vari-
ables are uninformative for clustering, we expect nearest-neighbour imputation to produce spurious
clusters. In this example, we encounter mismatched species labels across datasets A and B when
using sepal width to find nearest-neighbours. The parametric strategy does not create spurious clus-
ters. The restrictions on the model based clustering approach encode a different set of assumptions
that are more reasonable for a Gaussian mixture. As such, the parametric model imputed data
shows more fidelity with the true data.
X Y Z
Scenario 1 Sepal Width Petal Length Petal Width
Scenario 2 Sepal Width, Sepal Length Petal Length Petal Width
Table 2: Matching scenarios using the iris dataset. Clustering using the X variables is substantially
easier in Scenario 2.
Figure 6 shows the results for Scenario 2. In this case nearest-neighbour imputation does not
produce any spurious clusters. Spurious clusters are not expected here as the addition of sepal length
into the common X group gives enough information to cluster the observations. The additional
information should greatly reduce the number of mismatched species labels when finding nearest-
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Figure 4: Iris dataset. Black squares, red triangles and blue cirles denote observations from the
species ‘setosa’, ‘virginica’ and ‘versicolor’ repsectively.
16
neighbours across datasets. Parametric imputation gives very similar results to the nearest-neighbour
method in Scenario 2. In both scenarios the imputed data shows weaker correlations than in the
true dataset, this is because the component-wise identification restriction Σ
(h)
Y Z = Σ
(h)
Y X [Σ
(h)
XX ]
−1Σ(h)XZ
for h = 1, . . . , g is perhaps not appropriate for this dataset.
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(b) Nearest−neighbour imputed data
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Figure 5: Actual and imputed data in Scenario 1 for the iris dataset.
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Figure 6: Actual and imputed data in Scenario 2 for the iris dataset.
6.2 Flow cytometry data (single cell subpopulation)
We analysed a subset of flow cytometry data from a study on graft vs host disease (Brinkman et al.,
2007). See the supplementary material for more information on the dataset. The dataset is displayed
in Figure 7. The data subset has n = 1162 observations on p = 3 markers. The dataset was split
into two datasets of nA = nB = 681 observations. We took FL1.H, FL4.H and FL3.H as the X, Y
and Z variables respectively. We applied nearest-neighbour matching and parametric imputation
with a skew-normal model using the identification restriction described in Section 3.2. Figure 8
compares the imputed data to the actual data. Nearest-neighbour imputation gives different results
than the parametric approach. The nearest-neighbour imputed data seems to exhibit the broad
shape of the asymptotic imputation distribution that was studied in Section 4.1. If the skew-normal
17
X Y Z
Scenario 1 FL1.H FL4.H FL2.H
Scenario 2 FL3.H FL4.H FL2.H
Table 3: Matching scenarios using the two cell subpopulation flow cytometry dataset. Clustering
using the X variables is substantially easier in Scenario 2.
model is appropriate we expect to see weaker joint associations between the Y and Z variables in
the imputed dataset than in the true dataset. It appears that the parametric model does a better
job of recovering the general shape of the (Y ,Z) joint distribution. The true sample correlation
between the (Y ,Z) variables is ρY Z = 0.39. Parametric imputation gives a better estimate of the
correlation (ρ̂Y Z = 0.44) compared to nearest-neighbour imputation (ρ̂Y Z = 0.03).
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Figure 7: Flow cytometry dataset with a single cell subpopulation.
6.3 Flow cytometry data (two cell subpopulations)
We also consider another dataset from the graft vs host study. We extracted data on two cell
subpopulations that were not considered in the previous data example. The data subset has n = 1321
observations on p = 3 markers. The dataset was split into two datasets of nA = 660, nB = 661
observations, and is plotted in Figure 9. We considered two different matching scenarios described
in Table 6.3.
We applied nearest-neighbour matching and parametric imputation with a skew-normal mixture
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(c) Parametric model imputed data
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Figure 8: Actual and imputed data for the single cell population cytometry dataset
model in each scenario. Figure 10 compares the imputed data to the actual and data in Scenario one.
The matching variable FL3.H is not sufficiently informative for clustering in Scenario 1, and nearest-
neighbour imputation introduces spurious clusters. Focusing on panel (b), we see that the majority
of points from the second cell subpopulation (red diamonds) are no longer located in the top right
corner of the plot. Nearest-neighbour matching shifts most observations in cell subpopulation 2 to
either the top-left or bottom-right of the plot. This is a serious distortion of the joint relationship
between the FL4.H and FL2.H variables that is present in the original dataset. Looking at panel
(c) we see that parameteric imputation does not suffer from this problem. We recover the correct
general location of each cell cluster in the joint space of the FL4.H and FL2.H variables. Although the
location of the second cell subpopulation is recovered well, we do not preserve the correct orientation
of the second cell subpopulation.
Table 4 reports sample correlations for each cell subpopulation in Scenario one. Nearest-neighbour
imputation gives poor estimates of the subpopulation correlations due to the mismatching of ob-
servations across clusters. In this scenario the parametric imputation strategy underestimates the
Y ,Z correlation for both groups.
Figure 11 compares the imputed data to the actual and data in Scenario two. Groupwise cor-
relation estimates are also reported in Table 4. In Scenario 2, the matching variable FL3.H is able
to separate the two cell subpopulations. As such, nearest-neighbour matching produces the cor-
rect number of clusters, however the correlation estimate in component two (ρ̂Y Z = 0.13) is much
lower than the true correlation in the source dataset (ρY Z = 0.74). Parametric imputation also
produces two clusters, but seems to preserve more of the distributional shape than the nearest-
neighbour approach. Nearest-neighbour matching gives very small correlation estimates for each
component. Parameteric imputation gives a good estimate of the correlation in subpopulation 2,
but underestimates the correlation in subpopulation 1. It is interesting to compare the results in
the two scenarios. Both parametric imputation and nearest-neighbour matching produces different
correlation estimates in each scenario. The quality of results appears to be sensitive to the choice
of matching variable. The matching variable in Scenario 1 is not informative for clustering and this
appears to impact the faithfulness of the imputed data for both methods.
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Figure 9: Two cell subpopulation data. Black circles and red triangles denote observations from cell
subpopulations 1 and 2 respectively.
Scenario 1 Scenario 2
Correlation Component 1 Component 2 Component 1 Component 2
True sample 0.10 0.74 0.10 0.74
Nearest-neighbour -0.04 -0.69 0.03 0.13
Parameteric Model 0.16 0.04 0.01 0.81
Table 4: Estimates of the (Y ,Z) correlation ρY Z for the two cell subpopulation flow cytometry
dataset.
7 Conclusion
In the statistical matching problem, the identifiability of f(x,y, z;θ) does not necessarily imply the
conditional independence of Y and Z given X. As such, a parametric imputation strategy can give
different results to nearest-neighbour imputation. Although nearest-neighbour imputation is a non-
parameteric method, it is not assumption free. The nearest-neighbour method makes a conditional
independence assumption on the observed random variables that may not be appropriate if the
generative model has some latent structure.
We showed that a model based approach to the statistical matching problem for skew-normal data
and Gaussian mixture data can be implemented using data augmentation and the EM algorithm. By
reparameterising the complete-data likelihood we can establish a relationship between the statistical
matching problem and mixtures of regression models. The reparameterisation is important to give
closed form E and M steps. Additionally, we can impose identification constraints on the model to
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Figure 10: Actual and imputed data for the two cell population cytometry dataset in Scenario 1.
Black circles and red triangles denote observations from cell subpopulations 1 and 2 respectively.
l l
l
l
l
l
l
l
l
l l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l ll
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l l
l
l
l
l
l
l
l
l
l
l l
l
l l
l
l
l
l
l
l
l
l
l l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
l
l
l
l
l
l
l
l
l
l l
lll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
ll
l
l l
l
l
l
l
ll
l
l l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l l
l
l
ll
l
l
l
l
ll
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
0 200 400 600 800 1000
0
20
0
40
0
60
0
80
0
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Figure 11: Actual and imputed data for the two cell population cytometry dataset in Scenario 2.
Black circles and red triangles denote observations from cell subpopulations 1 and 2 respectively.
avoid introducing the missing Y and Z observations into the complete-data log likelihood. This is to
minimise the computational expense of each EM iteration. The statistical matching of non-Gaussian
data can be significantly more computationally demanding than non-Gaussian data, and this is an
important consideration when working with large flow cytometry datasets.
The artefacts introduced by the nearest-neighbour method can lead to potential issues in down-
stream analysis, as the imputer’s model and the analyst’s model should be compatible (Rubin, 1996;
Meng, 1994). For example, if nearest-neighbour matching introduces spurious clusters, a downstream
analyst using mixture models may overestimate the number of subpopulations in the dataset. The
conditional independence assumption is not a necessity in order to perform statistical matching,
and as such it may be worth exploring alternative non-parametric or semi-parametric imputation
methods.
The statistical matching of mixture models is particularly interesting as the group separation on
the common X variables appears to strongly influence parameter estimation. In some situations,
investigators may be able to engineer the data collection process such that informative variables are
21
assigned to the common X group. This situation may arise in survey research where respondents
are asked different sets of questions, with a smaller set of common questions given to every subject.
The selection of common questions X is interesting from an experimental design point of view.
The statistical matching problem is a challenging data integration scenario that can require spe-
cialised algorithms for missing data imputation. We have found that model based approaches can
give different results to nonparameteric imputation schemes. However, the pathological nature of
the statistical matching problem does limit the accuracy of any imputation scheme. The model
based approach can introduce some systemic bias into the imputed data when there is model mis-
specification. The identification restrictions adopted in this work are all inspired by the conditional
independence constraint for the Gaussian distribution ΣY Z = ΣY Z = ΣY XΣ
−1
XXΣXZ . This assump-
tion is quite strong, and is not testable. We have seen in the data applications that there is no
guarantee that it will hold on real data. As such, an important future research direction is the
identification of alternative parameter constraints that are testable.
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A Appendix
A.1 Conditional skew-normal
The conditional distributions f(yi|xi;θ) and f(zi|xi;θ) belong to a generalised family of skew-
normal distributions that also have a latent variable representation (Areallano-Valle and Azzalini,
2006; Arellano-Valle et al., 2006). Let TN(µ, σ2, a) denote a lower truncated normal distribution
where µ and σ2 give the mean and variance of the underling normal distribution and a gives the
lower truncation bound. We say U ∼ TN(µ, σ2, a) if U d= [W |W > a] where W ∼ N(µ, σ2). The
conditional distribution of Y and Z given X can be represented as[
Y
Z
]
=
[
µY |X
µZ|X
]
+
[
δY |X
δZ|X
]
UX +
[
VY |X
VZ|X
]
,
where UX has a truncated normal distribution TN(τX , γX , 0), and VY |X and VZ|X are jointly
normally distributed. The location parameters are given by[
µY |X
µZ|X
]
=
[
µY
µZ
]
−
[
ΣY X
ΣZX
]
Σ−1XX(x− µX).
The latent UX is distributed as a truncated normal TN(τX , γX , 0) random variable, where
τX = δ
T
X(ΣXX + δXδ
T
X)
−1(x− µX),
γX = 1− δTX(ΣXX + δXδTX)−1δX .
The latent VY |X and VZ|X have a normal distribution,[
VY |X
VZ|X
]
∼ N
([
0
0
]
,
[
ΣY Y |X ΣY Z|X
ΣZY |X ΣZZ|X
])
.
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The conditional covariance matrix is[
ΣY Y |X ΣY Z|X
ΣZY |X ΣZZ|X
]
=
[
ΣY Y ΣY Z
ΣY Z ΣZZ
]
−
[
ΣY X
ΣZX
]
(ΣXX + δXδ
T
X)
−1
[
ΣXY ΣXZ
]
− 1
γX
δXδ
T
X .
The conditional skewness parameters are[
δY |X
δZ|X
]
=
1
γX
([
δY
δZ
]
−
[
ΣY X
ΣZX
]
(ΣXX + δXδ
T
X)
−1δX
)
.
A.2 Asymptotic analysis of skew-normal
The hierarchical representation of a skew-normal random variable is useful to analyse the asymp-
totic behaviour of the nearest-neighbour method for skew-normal data. The asymptotic form of
the nearest-neighbour imputation distribution (37) will involve the true conditional distributions
f(yi|xi;θ) and f(zi|xi;θ). The true marginal (Yi,Zi) distribution can be expressed through a
hierarchical model
Yi,Zi|Xi = xi, UX = uX ∼ N
([
µY |X
µZ|X
]
+
[
δY |X
δZ|X
]
uX ,
[
ΣY Y |X ΣY Z|X
ΣZY |X ΣZZ|X
])
, (A.1)
UX |Xi = xi ∼ TN(τX , γX , 0), (A.2)
Xi ∼ f(xi;µX ,ΣXX , δX). (A.3)
We can also characterise the asymptotic nearest-neighbour imputation distribution through a hi-
erarchical model. Asymptotically, the effective model used by nearest-neighbour matching is that
conditional on Xi = xi,
Zi|Xi = xi, U (1)X = u(1)X ∼ N
(
µZ|X + δZ|Xu
(1)
X ,ΣZZ|X
)
, (A.4)
Yi|Xi = xi, U (2)X = u(2)X ∼ N
(
µY |X + δY |Xu
(2)
X ,ΣY Y |X
)
, (A.5)
U
(1)
X , U
(2)
X |Xi = xi i.i.d∼ TN(τX , γX , 0), (A.6)
Xi ∼ f(xi;µX ,ΣXX , δX). (A.7)
Comparing to (A.6) to (A.2) we see that an important difference between the nearest-neighbour
imputation distribution and the true marginal distribution is the use of two independent latent
scaling variables U
(1)
X and U
(2)
X instead of the single latent variable UX that appears in the true
model. A second difference is that Zi and Yi are sampled independently conditional on Xi. Levels
(A.4) and (A.5) are independent conditional on the lower layers. The conditional covariance ΣY Z|X
that appears in the true generative process (A.2) does not influence the nearest-neighbour imputation
distribution. With these systematic differences, it is reasonable to expect that nearest-neighbour
imputation will underestimate the level of dependence between the Y and Z variables. If we believe
that the skew-normal model (19) is appropriate, it is difficult to justify the use of nearest-neighbour
matching as the asymptotic behaviour is not consistent with our initial assumptions.
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A.3 Asymptotic analysis of Gaussian mixture
The true joint distribution on the (Yi,Zi) variables has the hierarchical representation:
Yi,Zi|Xi = xi, Si = h ∼ f(yi, zi|xi;θh), (A.8)
Si|Xi = xi ∼ Categorical(τ1, . . . , τg), (A.9)
Xi ∼ f(xi; Ψ), (A.10)
where for j = 1, . . . , g:
τj =
pijf(xi;θj)∑g
k=1 pikf(xi;θk)
. (A.11)
Although conventional to include the cluster indicator Si at the bottom of the hierarchy, for the
purposes of our analysis it is beneficial to sample it conditional on Xi = xi. We again analyse the
asymptotic behaviour nearest-neighbour matching by determining the form of the asymptotic impu-
tation distribution g(xi,yi, zi) (37). The true conditional distributions f(yi|xi;θ) and f(zi|xi;θ)
can also be expressed as finite mixture models. In full,
f(yi|xi; Ψ) =
g∑
j=1
τjf(yi|xi;θj)
f(zi|xi; Ψ) =
g∑
j=1
τjf(zi|xi;θj)
where the weights τ1, . . . , τg are given by (A.11). Asymptotically speaking, the nearest-neighbour
imputation distribution g(xi,yi, zi) has the hierarchical representation:
Zi|Xi = xi, Ti = j ∼ f(zi|xi;θj) (A.12)
Yi|Xi = xi, Si = h ∼ f(yi|xi;θh), (A.13)
Si, Ti|Xi = xi i.i.d∼ Categorical(τ1, . . . , τg) (A.14)
Xi ∼ f(xi; Ψ), (A.15)
An important difference between the nearest-neighbour imputation distribution and the true con-
ditional model is the introduction of a second latent variable Ti (A.14). If the sampled Ti is not
equal to the sampled Si at level (A.14), the Yi and Zi random variables will not be drawn from the
same component distribution in levels (A.13) and (A.12). The probability of a mismatch is related
to how reliably the X variables can be used to classify observations, entering through the τj terms
(A.11). The imputed joint distribution g(y, z) can introduce spurious clusters if the X variables are
not useful for clustering the observations.
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Web Appendix:Introduction
Here we give the E-step and M-step for the EM algorithms for the statistical matching of non-
Gaussian data. Recall the hierarchical model for the skew normal distribution:XiYi
Zi
 =
µXµY
µZ
+
δXδY
δZ
Ui + Vi (A.16)
where Ui ∼ TN(0, 1, 0) and
Vi ∼ N
µ =
00
0
 ,Σ =
ΣXX ΣXY ΣXZΣY X ΣY Y ΣY Z
ΣZX ΣZY ΣZZ

 .
The combined data matrix from dataset A and dataset B is partitioned as
x1 y1 z1
...
...
...
xnA ynA znA
xnA+1 ynA+1 znA+1
...
...
...
xnA+nB ynA+nB znA+nB

,
where shaded cells are observed and blank cells are missing.
Web Appendix A: Skew-normal distribution
E-step
Using the hierarchical model for the skew normal distribution (19), define the following conditional
expectations given the current parameter estimates:
e1,i =
E[Ui|xi,yi] if i = 1, . . . , nA,E[Ui|xi, zi] if i = nA + 1, . . . , n
e2,i =
E[U2i |xi,yi] if i = 1, . . . , nA,E[U2i |xi, zi] if i = nA + 1, . . . , n.
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Let
mi =

[
δTX δ
T
Y
]ΣXX ΣXY
ΣY X ΣY Y
+
δX
δY
[δTX δTY ]
−1xi
yi
−
µX
µY
 if i = 1, . . . , nA
[
δTX δ
T
Z
]ΣXX ΣXZ
ΣZX ΣZZ
+
δX
δZ
[δTX δTZ]
−1xi
zi
−
µX
µZ
 if i = nA + 1, . . . , nA + nB
Furthermore define the constants
c1 =
1− [δTX δTY ]
([
ΣXX ΣXY
ΣY X ΣY Y
]
+
[
δX
δY
] [
δTX δ
T
Y
])−1 [δX
δY
]
c2 =
1− [δTX δTZ]
([
ΣXX ΣXZ
ΣZX ΣZZ
]
+
[
δX
δZ
] [
δTX δ
T
Z
])−1 [δX
δZ
]
Let φ(·) denote the standard normal density function and let Φ(·) denote the cumulative distri-
bution function of the standard normal distribution. We have the closed form expressions for the
expectations (Pyne et al., 2009).
e1,i =
mi + c1[φ(mi/c1)/Φ(mi/c1)] if i = 1, . . . , nAmi + c2[φ(mi/c2)/Φ(mi/c2)] if i = nA + 1, . . . , nA
e2,i =
m2i + c21 + c1mi[φ(mi/c1)/Φ(mi/c1)] if i = 1, . . . , nAm2i + c22 + c2mi[φ(mi/c2)/Φ(mi/c2)] if i = nA + 1, . . . , nA
M-step
For i = 1, . . . , n let
Pi = (xi − µX) (xi − µX)T − e1,i(δX(xi − µX)T)− ((xi − µX)δTX)e1,i + e2,iδXδTX
Di = e1,i(xi − µX)
Li = (xi − e1,iδX).
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The maximisation of the X parameters follows from existing results on the skew normal distribution
(Pyne et al., 2009):
Σ̂XX =
(
n∑
i=1
Pi
)
µ̂X =
(
n∑
i=1
Li
)
δ̂X =
(
n∑
i=1
Di
){
n∑
i=1
e2,i
}−1
.
Recall that ΓA and ΓB contain the regression parameters for the conditional regression models:
ΓA = [αY λY βY ]
T and ΓB = [αZ λZ βZ ]
T. The regressions for dataset A and dataset B can be
written as
YA = BAΓA + A, (A.17)
ZB = BBΓB + B , (A.18)
where A ∼ MN(InA ,ΩY ) and B ∼ MN(InB ,ΩZ). The design matrices for the regressions now
include the latent Ui terms. The complete-data design matrices are given by
BA =

1 u1 x
T
1
1 u2 x
T
2
...
1 unA x
T
nA
 , BB =

1 unA+1 x
T
nA+1
1 unA+2 x
T
nA+2
...
1 unA+nB x
T
nA+nB
 . (A.19)
We need to calculate the conditional expectations E[BTABA] and E[BTBBB ] given the current
parameter estimates and the observed data. For i = 1, . . . , n let
Gi =
 1e1,i
xi
[1 e1,i xTi ]+
0 0 00 e2,i − e21,i 0
0 0 0
 .
From standard results on multiple outcome regression models(Rencher and Christensen, 2012), we
have a closed form M-step for the regression parameters
Γ̂Y =
(
nA∑
i=1
Gi
)−1 nA∑
i=1
 1e1,i
xi
yTi

Γ̂X =
(
n∑
i=nA+1
Gi
)−1 n∑
i=nA+1
 1e1,i
xi
 zTi
 .
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For i = 1, . . . , n let
Ri =

yiy
T
i − yi
[
1 e1,i x
T
i
]
Γ̂Y − Γ̂TY

1
e1,i
xi
yTi + Γ̂TYGiΓ̂Y ,
ziz
T
i − zi
[
1 e1,i x
T
i
]
Γ̂Z − Γ̂TZ

1
e1,i
xi
 zTi + Γ̂TZGiΓ̂Z .
The M-step for the error covariance matrices in the regressions (A.17) and (A.18) is as follows:
Ω̂Y = n
−1
A
(
nA∑
i=1
Ri
)
Ω̂Z = n
−1
B
(
n∑
i=nA+1
Ri
)
.
The estimates in terms of the original parameters of the skew-normal density can be obtained by
substituting into the following equations:
µY = αY + βY µX
µZ = αZ + βZµX
δY = λY + βZδX
δZ = λZ + βZδX
ΣY X = βY ΣXX
ΣZX = βZΣXX
ΣY Y = ΩY + ΣY XΣ
−1
XXΣ
T
Y X
ΣZZ = ΩZ + ΣZXΣ
−1
XXΣ
T
ZX
ΣY Z = ΣY XΣ
−1
XXΣ
T
ZX .
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Web Appendix B: Mixtures of Gaussians
E-step
For h = 1, . . . , g, define the posterior class probabilities as
τi,h =

N
xi
yi
 ;
µ(h)X
µ
(h)
Y
 ,
Σ(h)XX Σ(h)XY
Σ
(h)
Y X Σ
(h)
Y Y
∑gr=1N
xi
yi
 ;
µ(r)X
µ
(r)
Y
 ,
Σ(r)XX Σ(r)XY
Σ
(r)
Y X Σ
(r)
Y Y

−1
if i = 1, . . . , nA.
N
xi
zi
 ;
µ(h)X
µ
(h)
Z
 ,
Σ(h)XX Σ(h)XZ
Σ
(h)
ZX Σ
(h)
ZZ
∑gr=1N
xi
zi
 ;
µ(r)X
µ
(r)
Z
 ,
Σ(r)XX Σ(r)XZ
Σ
(r)
ZX Σ
(r)
ZZ

−1
if i = nA + 1, . . . , n.
M-step
For the maximisation of the X parameters we follow standard results for Gaussian mixture models.
µ̂
(h)
X =
(
n∑
i=1
τi,hxi
)(
n∑
i=1
τi,h
)−1
Σ
(h)
XX =
(
n∑
i=1
τi,h(xi − µ̂(h)X )(xi − µ̂(h)X )T
)(
n∑
i=1
τi,h
)
.
Recall the conditional regression specification for dataset A,
Yi|X = xi, Si = h ∼ N(α(h)Y + β(h)Y xi,Ω(h)Y ), (A.20)
where β
(h)
Y = Σ
(h)
Y X [Σ
(h)
XX ]
−1, α(h)Y = µ
(h)
Y −β(h)Y µ(h)X and Ω(h)Y = Σ(h)Y Y −Σ(h)Y X [Σ(h)XX ]−1Σ(h)XY . A similar
model applies for dataset B,
Zi|X = xi, Si = h ∼ N(α(h)Z + β(h)Z xi,Ω(h)Z ), (A.21)
where β
(h)
Z = Σ
(h)
ZX [Σ
(h)
XX ]
−1, α(h)Z = µ
(h)
Z −βZµX and ΩZ = ΣZZ−ΣZXΣ−1XXΣXZ . The maximisation
for the conditional regression parameters then follows from existing results on mixtures of regression
models (Jones and McLachlan, 1992). For i = 1, . . . , n define:
Gi =
[
1
xi
] [
1 xTi
]
.
The M -step for the regression coefficients is given by:
Γ̂
(h)
Y =
(
nA∑
i=1
τi,hGi
)−1( nA∑
i=1
τi,h
[
1
xi
]
yTi
)
, h = 1, . . . , g.
Γ̂
(h)
Z =
(
n∑
i=nA+1
τi,hGi
)−1( n∑
i=nA+1
τi,h
[
1
xi
]
zTi
)
. h = 1, . . . , g.
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For the residual error variances in (A.20) and (A.21) we have
Ω̂
(h)
Y =
1∑nA
i=1 τi,h
nA∑
i=1
τi,h
(
yi − Γ(h)TY
[
1
xi
])(
yi − Γ̂(h)TY
[
1
xi
])T
, h = 1, . . . , g.
Ω̂
(h)
Z =
1∑n
i=nA+1
τi,h
n∑
i=nA+1
τi,h
(
zi − Γ(h)TZ
[
1
xi
])(
zi − Γ̂(h)TZ
[
1
xi
])T
. h = 1, . . . , g.
For h− 1, . . . , g, the maximum likelihood estimates of the original parameters can then be obtained
by substituting into the following formulae:
µ
(h)
Y = α
(h)
Y + β
(h)
Y µ
(h)
X
µ
(h)
Z = α
(h)
Z + β
(h)
Z µ
(h)
X
Σ
(h)
Y X = β
(h)
Y Σ
(h)
XX
Σ
(h)
ZX = β
(h)
Z Σ
(h)
XX
Σ
(h)
Y Y = Ω
(h)
Y + Σ
(h)
Y X [Σ
(h)
XX ]
−1Σ(h)TY X
Σ
(h)
ZZ = Ω
(h)
Z + Σ
(h)
ZX [Σ
(h)
XX ]
−1Σ(h)TZX
Σ
(h)
Y Z = Σ
(h)
Y X [Σ
(h)
XX ]
−1Σ(h)TZX .
Web Appendix C: Mixtures of Skew-normal distributions
E-step
For h = 1, . . . , g, define the posterior class probabilities as
τi,h =

f
xi
yi
 ;
µ(h)X
µ
(h)
Y
 ,
Σ(h)XX Σ(h)XY
Σ
(h)
Y X Σ
(h)
Y Y
 ,
δ(h)X
δ
(h)
Y
∑gr=1 f
xi
yi
 ;
µ(r)X
µ
(r)
Y
 ,
Σ(r)XX Σ(r)XY
Σ
(r)
Y X Σ
(r)
Y Y
 ,
δ(r)X
δ
(r)
Y

−1
if i = 1, . . . , nA
f
xi
zi
 ;
µ(h)X
µ
(h)
Z
 ,
Σ(h)XX Σ(h)XZ
Σ
(h)
ZX Σ
(h)
ZZ
 ,
δ(h)X
δ
(h)
Z
∑gr=1 f
xi
zi
 ;
µ(r)X
µ
(r)
Z
 ,
Σ(r)XX Σ(r)XZ
Σ
(r)
ZX Σ
(r)
ZZ
 ,
δ(r)X
δ
(r)
Z

−1
if i = nA + 1, . . . , n
Where f(v;µ,Σ, δ) denotes the skew normal density with parameters µ, Σ and δ evaluated at the
point v. Using the hierarchical model for the skew normal distribution (A.16), define the following
conditional expectations given
e1,i,h =
E[Ui|xi,yi, Si = h] if i = 1, . . . , nA,E[Ui|xi, zi, Si = h] if i = nA + 1, . . . , n
e2,i,h =
E[U2i |xi,yi, Si = h] if i = 1, . . . , nA,E[U2i |xi, zi, Si = h] if i = nA + 1, . . . , n
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For h = 1, . . . , g, define
mi,h =

[
δ
(h)T
X δ
(h)T
Y
]Σ(h)XX Σ(h)XY
Σ
(h)
Y X Σ
(h)
Y Y
+
δ(h)X
δ
(h)
Y
[δ(h)TX δ(h)TY ]
−1xi
yi
−
µ(h)X
µ
(h)
Y
 if i = 1, . . . , nA
[
δ
(h)T
X δ
(h)T
Z
]Σ(h)XX Σ(h)XZ
Σ
(h)
ZX Σ
(h)
ZZ
+
δ(h)X
δ
(h)
Z
[δ(h)TX δ(h)TZ ]
−1xi
zi
−
µ(h)X
µ
(h)
Z
 if i = nA + 1, . . . , nA + nB
Furthermore define the constants
c1,h =
1− [δ(h)TX δ(h)TY ]
([
Σ
(h)
XX Σ
(h)
XY
Σ
(h)
Y X Σ
(h)
Y Y
]
+
[
δ
(h)
X
δ
(h)
Y
] [
δ
(h)T
X δ
(h)T
Y
])−1 [δ(h)X
δ
(h)
Y
]
c2,h =
1− [δ(h)TX δ(h)TZ ]
([
Σ
(h)
XX Σ
(h)
XZ
Σ
(h)
ZX Σ
(h)
ZZ
]
+
[
δ
(h)
X
δ
(h)
Z
] [
δ
(h)T
X δ
(h)T
Z
])−1 [δ(h)X
δ
(h)
Z
]
Let φ(·) denote the standard normal density function and let Φ(·) denote the cumulative distri-
bution function of the standard normal distribution. We have the closed form expressions for the
expectations.
e1,i,h =
mi,h + c1,h[φ(mi,h/c1,h)/Φ(mi,h/c1,h)] if i = 1, . . . , nAmi,h + c2,h[φ(mi,h/c2,h)/Φ(mi,h/c2,h)] if i = nA + 1, . . . , nA
e2,i,h =
m2i,h + c21,h + c1,hmi,h[φ(mi,h/c1,h)/Φ(mi,h/c1,h)] if i = 1, . . . , nAm2i,h + c22,h + c2,hmi,h[φ(mi,h/c2,h)/Φ(mi,h/c2,h)] if i = nA + 1, . . . , nA
M-step
For i = 1, . . . , n let
Pi,h = (xi − µ(h)X )(xi − µ(h)X )T − e1,i,h(δ(h)X (xi − µ(h)X )T)− ((xi − µ(h)X )δ(h)TX )e1,i,h + e2,i,hδ(h)X δ(h)TX
Di,h = e1,i,h(xi − µ(h)X )
Li,h = (xi − e1,i,hδ(h)X )
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The maximisation of the X parameters follows from existing results on mixtures of skew normal
distributions (Pyne et al., 2009). For h = 1, . . . , g:
Σ̂
(h)
XX =
(
n∑
i=1
Pi,h
)(
n∑
i=1
τi,h
)−1
µ̂X =
(
n∑
i=1
Li,h
)(
n∑
i=1
τi,h
)−1
δ̂X =
(
n∑
i=1
Di,h
){
n∑
i=1
τi,he2,i,h
}−1
The complete-data model can be expressed in terms of conditional regression specifications. Let
β
(h)
Y = Σ
(h)
Y X [Σ
(h)
XX ]
−1,α(h)Y = µ
(h)
Y − β(h)Y µ(h)X ,Ω(h)Y = Σ(h)Y Y − Σ(h)Y X [Σ(h)XX ]−1Σ(h)XY and λ(h)Y = δ(h)Y −
β
(h)
Y δ
(h)
X .
Yi|Xi = xi, Ui = ui, Si = h ∼ N(α(h)Y + λ(h)Y ui + β(h)Y xi,Ω(h)Y ) (A.22)
Let β
(h)
Z = Σ
(h)
ZX [Σ
(h)
XX ]
−1,α(h)Z = µ
(h)
Z − β(h)Z µ(h)X ,Ω(h)Z = Σ(h)ZZ − Σ(h)ZX [Σ(h)XX ]−1Σ(h)XZ and λ(h)Z =
δ
(h)
Z −β(h)Z δ(h)X . Similarly the conditional distribution of Zi given Xi and the latent scaling variable
Ui can be represented as a regression model
Zi|Xi = xi, Ui = ui, Si = h ∼ N(α(h)Z + λ(h)Z ui + β(h)Z xi,Ω(h)Z ). (A.23)
We need to calculate the conditional expectations of the predictors in the regressions given the
current parameter estimates and the observed data. For i = 1, . . . , nn and h = 1, . . . , g let
Gi,h =
 1e1,i,h
xi
[1 e1,i,h xTi ]+
0 0 00 e2,i,h − e21,i,h 0
0 0 0
 .
Recall that Γ
(h)
A and Γ
(h)
B contain the regression parameters for component h, so Γ
(h)
A = [α
(h)
Y λ
(h)
Y β
(h)
Y ]
T
and Γ
(h)
B = [α
(h)
Z λ
(h)
Z βZ ]
T for h = 1, . . . , g. We have a closed form M-step for the Y regression
parameters in (A.22) and the Z regression parameters parameters in (A.23):
Γ̂Y =
(
nA∑
i=1
τi,hGi,h
)−1 nA∑
i=1
τi,h
 1e1,i,h
xi,h
yTi

Γ̂X =
(
n∑
i=nA+1
τi,hGi,h
)−1 n∑
i=nA+1
τi,h
 1e1,i,h
xi
 zTi

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For h = 1, . . . , g define:
Ri,h =

yiy
T
i − yi
[
1 e1,i,h x
T
i,h
]
Γ̂Y − Γ̂TY

1
e1,i,h
xi
yTi + Γ̂TYGi,hΓ̂Y if i = 1, . . . , nA
ziz
T
i − zi
[
1 e1,i,h x
T
i
]
Γ̂Z − Γ̂TZ

1
e1,i,h
xi
 zTi + Γ̂TZGi,hΓ̂Z if i = nA + 1, . . . , nA + nB .
The M-step for the error covariance matrices in the regressions (34) and (35) is as follows:
Ω̂
(h)
Y =
1∑nA
i=1 τi,h
(
nA∑
i=1
τi,hRi,h
)
h = 1, . . . , g.
Ω̂
(h)
Z =
1∑n
i=nA+1
τi,h
(
n∑
i=nA+1
τi,hRi,h
)
h = 1, . . . , g.
The estimates in the original parameterisation for the skew-normal model can be obtained using the
following results. For h = 1, . . . , g we have the relationships:
µ
(h)
Y = α
(h)
Y + β
(h)
Y µ
(h)
X
µ
(h)
Z = α
(h)
Z + β
(h)
Z µ
(h)
X
δ
(h)
Y = λ
(h)
Y + β
(h)
Z δ
(h)
X
δ
(h)
Z = λ
(h)
Z + β
(h)
Z δ
(h)
X
Σ
(h)
Y X = β
(h)
Y Σ
(h)
XX
Σ
(h)
ZX = β
(h)
Z Σ
(h)
XX
Σ
(h)
Y Y = Ω
(h)
Y + Σ
(h)
Y X [Σ
(h)
XX ]
−1Σ(h)TY X
Σ
(h)
ZZ = Ω
(h)
Z + Σ
(h)
ZX [Σ
(h)
XX ]
−1Σ(h)TZX
Σ
(h)
Y Z = Σ
(h)
Y X [Σ
(h)
XX ]
−1Σ(h)TZX .
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