We present a framework for cross-layer optimized real time multiuser encoding of video using a single layer H.264/AVC and transmission over MIMO wireless channels. In the proposed cross-layer adaptation, the channel of every user is characterized by the probability density function of its channel mutual information and the performance of the H.264/AVC encoder is modeled by a rate distortion model that takes into account the channel errors. These models are used during the resource allocation of the available slots in a TDMA MIMO communication system with capacity achieving channel codes. This framework allows for adaptation to the statistics of the wireless channel and to the available resources in the system and utilization of the multiuser diversity of the transmitted video sequences. We show the effectiveness of the proposed framework for video transmission over Rayleigh MIMO block fading channels, when channel distribution information is available at the transmitter.
Introduction
The telecommunication industry is expected to benefit greatly from the transmission of video. Great portion of this video traffic will be real time, so, real time multiuser video transmission is expected to become a common service. The optimal real time video transmission over wireless channels is still an open problem. This is due to the complexity and requirements of the video coding process and the severity of the wireless channel. Namely, real time video requires variable bit rates and low delay, the wireless system has limited resources (bandwidth and power) and the wireless channel itself is time varying [1] . Previous research results [1] [2] [3] have shown that cross-layer adaptation can result in substantial performance improvement compared to treating the different layers as isolated entities. Here, we utilize the implementation of the cross-layer principle for real time H.264 single layer video encoding and transmission in systems that use capacity achieving codes presented in [4] and extend the concept to a multiuser MIMO TDMA system. It has been shown that the utilization of the multiuser principle can improve system performance in a video streaming scenario [5, 6] , but the joint cross-layer optimization for real time H.264/AVC single layer video encoding and transmission in a multiuser wireless system based on outage probability has not been addressed yet. The novelty of our work is in proposing a crosslayer framework for optimized real time transmission and encoding of video from multiple users in a TDMA wireless system using capacity achieving channel coding and single layer H.264/AVC video encoding in a MIMO block fading channel when channel distribution information is available at the transmitter. The similarities and differences to other publications will be explained in the next section.
The proposed cross-layer framework includes the application layer by changing the quantization level, the MAC layer by the allocation of the available time slots to different users and the physical layer by choosing the utilized number of bits per channel use. The video encoding and the transmission are carried out sequentially for every video frame. By taking into account the models utilized to describe different parts of the system, the proposed framework is most suitable for multiuser uplink video calls in a frequency division duplex 2 Advances in Multimedia (FDD) system or downlink multiuser transmissions combined with transcoding. To characterize the framework, we give a detailed description and explanation of the procedures in the source coding part, the rate distortion modeling, the channel transmission modeling, the multiuser coordination, and the resource allocation procedure. The multiuser system has a central coordinator. The coordinator receives information about the video coding parameters and channel statistics of different users and allocates the available resources (time slots) to appropriate users in order to minimize the expected sum end-to-end distortion per video frame. The video coding parameters of the users consist of pairs of distortions and rates for allowed quantization parameters, the maximal distortion due to propagation, and the maximal distortion due to concealment. Those parameters are obtained as explained in [4] where a modified two stage video encoding is used, which naturally fits in the multiuser concept with a central coordinator. The first stage of the video encoding allows for the calculation of the video coding parameters and mitigates the influence of transmission errors in the past on the future video frames. In the second stage the actual encoding takes place and allows for adaptation to the available resources. The considered communication system is MIMO TDMA, where a slot can be occupied only by a single user. During the transmission of a video frame several slots are available and, the users, based on their video coding parameters and channel statistics will obtain an appropriate number of slots. The channel of every user is described by the probability density function (pdf) of the channel mutual information. For our system with Rayleigh MIMO block fading channel with channel distribution information at the transmitter, the pdf of the channel mutual information is approximated as Gaussian. If a user is allowed to transmit in several slots, the pdfs of the individual slots can be combined into a new pdf. For the considered system, this process becomes very simple and the new pdf is also Gaussian. The resource allocation is based on a modified Lagrangian optimization. It allocates the available slots to different users and decides on the video parameters used in the encoding of the current video frame. Then, the second stage of the video encoding and the actual transmission take place. We test the proposed framework in various simulation scenarios with different available resources and users in the system using a Rayleigh MIMO block fading channel and show its superior performance to the video transmission frameworks when multiuser principle is not utilized and when the video encoding is not carried out in real time.
The rest of the paper is organized as follows. In the second section we give an overview of related work. In the third section we explain the cross-layer video transmission framework. In Section 4 we present the simulation results of our framework. Section 5 concludes the paper.
Related Work
The work presented in this paper is based on the work from [4] , where we proposed a cross-layer framework for video transmission for single user. In [4] the rate distortion (RD) modeling of the video is carried out on a frame by frame basis by modifying the approach in [7] , the end-toend distortion is calculated based on [8] and the physical layer characterization is done in a similar manner as in [5] for an environment where capacity achieving channel codes are utilized. It should be noted that the work in [4] is an extension of our previous work [9, 10] by replacing the H.263 source encoder with a single layer H.264/AVC and considering only the single input single output scenario without utilizing diversity. Here we adopt the framework from [4] and extend it to a MIMO TDMA system. The new framework for multiuser transmission allows investigating the influence of the different parameters and possibilities in the joint source channel coding for real time video transmission over MIMO TDMA systems.
Multiuser video transmission in a wireless environment has been extensively investigated in the literature [5, 6, . The publications in this area, when considering the video encoding, can be categorized into those that consider transmission of scalable video [11] [12] [13] [14] , transmission of preencoded single layer video [5, 6, [15] [16] [17] [18] [19] [20] [21] , smoothing based [32, 33] , video trace based system level simulations [22] [23] [24] , testbed oriented approach [31] (preencoded video is transmitted but the implementation issues are the main interest), and those that consider change of the parameter of the single layer video encoders immediately prior to transmission [26] [27] [28] [29] [30] . Only the work from the last category can be strongly correlated to our work, but the publications in this category use rate distortion models applicable only for long term rate adaptation, unsuitable for real time frame by frame adaptation due to their low precision and large complexity or do not explain how the adaptation is carried out. Here we consider transmission of video where the encoding parameters are adapted in real time based on a model with precision and complexity suitable for real time transmission (for detailed comparison of the RD models we refer the interested reader to [4] ). Also, we explain the adaptation process in detail. When considering the channel coding it should be noted that most of the publications in the field of multiuser video transmission do not consider transmission errors or use convolutional codes. Here we investigate the video transmission in a communication system that utilizes capacity achieving channel codes [5, 15, 19] where the outage probability is the main cause of packet errors.
Many authors consider video transmission over MIMO channels [10, 31, [34] [35] [36] [37] [38] [39] . Most of the algorithms considered there are intended for layered or preencoded video or single layer video divided into parts with different importance that naturally fit in the unequal error protection concept [35] [36] [37] [38] [39] [40] or even combine this concept with the cooperative communication concept [41] . Here we are interested in video transmission where the video rate is adapted on a frame by frame basis, where the concept of unequal protection is not important, and where the issue of cooperative communication is not addressed. Such approach can be found in [31, 34] for some practical MIMO schemes and in [10] as a theoretical concept compatible with the capacity achieving channel coding. The second concept is adopted here and it is extended to a multislot multiuser TDMA system and to H.264/AVC single layer video encoding.
Multiuser Cross-Layer Framework
The block diagram of both scenarios of the multiuser video transmission system considered here is shown in Figure 1 .
The two scenarios of interest are the FDD uplink communications system presented in Figure 1 (a) and downlink system with transcoding of uncoded video shown in Figure 1 (b). In those scenarios the transmitting entity should encode the video sequence during the transmission process and only the channel statistics is known at the transmitting entity. The delay limitations are very strict and retransmissions are not included. Generally, retransmissions are considered to be inappropriate for real time content delivery, where data reception is significantly time-constrained [24] , which is in line with our assumptions. Also, it is considered that the transmission over the backbone network is carried out without error. In both scenarios there exists a central controlling entity (central coordinator) at the base station that selects the encoder parameters and performs resource allocation for all the users. As seen in Figure 1 there is a feedback channel from the receiving to the transmitting entity to assist the video transmission by feedback information about the channel statistics, about the success of the reception of the video frames and about the transmission related parameters chosen by the controller for both scenarios and additionally, the information about the video coding parameters chosen by the controller for the uplink scenario. Next, we will explain the different parts of the system in a greater detail.
Video Source Encoder.
The video coding standard used here is a single layer H.264/AVC. A video encoder is associated with every user in the system and must supply the controller with information about the resulting distortion and the rate needed for the video encoding procedure for the appropriate user, and, after having the decision made by the controller, encode the video frame of that user according to the received information. In our framework this is solved by using the RD model based on the modified two pass approach from [7] for each user. In the first phase of this approach the video frame is passed through the motion estimation, mode decision, transform, quantization, dequantization, inverse transform, and reconstruction. We denote the quantization parameter in the first phase as 1 and the quantization parameter in the second phase as 2 . In the first phase the video frame is processed by setting the quantization parameter 1 equal to 2 of the previous video frame when no error is reported or to 2 of the previous video frame plus 3 if error is reported through the feedback channel. In this phase the accurate estimate of the header information and the Sum of Absolute Transformed Differences (SATD) can be obtained, and an accurate model for the number of bits used in the encoding procedure can be created. Then, in the second phase of the encoding process, a new value for the quantization parameter 2 that differs from the one used in the first phase by a maximum value of 3 is used:
The restriction in (1) is used since it leads to only a small degradation in overall coding efficiency and controls the quality variations between frames [7] . Both features are important. The first one allows for near optimal performance and the second one accounts for the temporal video quality variations which is impossible to be measured by the PSNR value but is considered as important in the subjective video assessment. The PSNR, and, more specifically, the Mean Squared Error (MSE), are used as optimization criteria in the proposed framework. The motion vectors and macroblock coding modes determined in the first phase are also used in the second phase. For the intercoded parts of the frame the operations of requantization, coding, dequantization, inverse transform, and reconstruction are carried out in the second phase. For the intracoded parts, the operations performed in the second phase are prediction, quantization, coding, dequantization, inverse transform, and reconstruction. These operations are performed only for the single mode chosen in the first phase. Having in mind that the highest complexity in the encoding process comes from macroblock mode decision and motion estimation, the extra computation only marginally increases the overall encoding complexity.
In the model from [7] , the number of source coding bits per frame required to encode the residual signal and the distortion due to source coding for each user are calculated as follows:
where and are model parameters that are specific to the video sequence and are calculated by the least squares approach based on the last five video frames, and are parameters specific to the video encoder and they are different for intra-and inter-coded video frames, SATD ( ) is the SATD of the 4 × 4 blocks that will be encoded at a quantization level , and skip ( ) is the distortion of the 4 × 4 blocks that will not be quantized and coded at this quantization level. is the quantization level associated with the quantization parameter . For further details we direct the interested reader to [7] .
During the macroblock mode decision in the first phase of the encoding process the correct number of header bits ( header ) must be known and sent to the controller for further optimization. The estimation of header can be carried out by encoding it or by using a model as the one in [7] . header is constant for different values of , so the model for the required number of bits is calculated as in [7] :
To consider video transmission over channels with errors, we split the overall distortion of each user as in [8] :
where is a constant corresponding to the error probability of video frame . In (5) , is the overall end-to-end distortion, is the source coding distortion, is the distortion due to error propagation, and is the distortion due to error concealment. The estimated distortion is calculated at a pixel or block level, but, by combining the appropriate parts it can be used at different scales. During the macroblock mode selection it will be calculated at a macroblock level and during the optimization of the quantization parameter and the utilized number of bits per channel use it will be computed at a frame level so the source coding distortion in this case will be equal to the one calculated in (3). In (5)̂stands for the value of the ith coded pixel of the nth video frame at the encoder, obtained by encoding the uncoded value of the ith pixel of the nth video frame, ref and̃r ef stand for the values of the jth pixel from the (ref)th video frame at the encoder and the decoder used as reference pixel during the encoding of the ith pixel of the nth video frame.̃− 1 is the kth pixel from the ( − 1)th video frame used to conceal the ith pixel in an error event.
−1 and̃r ef are not known at the encoder, and, thus, they are random variables that depend on the error probability of transmission of the video frames with number lower than . Equation (5) is based on the assumption of additivity of the distortion due to source coding at the encoder and the distortion due to transmission errors, evaluated at the decoder. The distortion due to error propagation and error concealment can be further decomposed until the values of all pixels needed to calculate the distortion are known.
The mode selection procedure for every macroblock is based on the Lagrangian optimization:
The choice of is based on the conclusions in [8, 42] ; that is, we set = (1 − ) 0 , where 0 is the value of the Lagrangian multiplier for error free environments. In order to make the video coding resilient to transmission errors we use the distortion from (5) in (6), which increases its complexity. This complexity increase comes from the recursive nature of the algorithm for calculating the distortion due to propagation and error concealment, and depends on the number of reference frames and the method (per pixel or per block) used in the specific implementation. Since is independent of the chosen mode for the current macroblock and is constant, according to [8] , (6) can be simplified to min with = + + 0 , where 0 is the value of the Lagrangian multiplier for error free environments. For the motion compensation procedure = is used. If additional complexity can be allowed in the system; then (6) can be also used in the motion compensation procedure.
At the end of the first phase of the video coding procedure, the video source encoder of each user obtains the pairs ( ( ), ( )) for associated with ∈ { 1 − 3, 1 − 2, . . . , 1 + 2, 1 + 3} and the values of and . These are the video coding parameters that are sent to the controller. After the optimization, the video encoder receives the value of 2 . Then, the second phase of the encoding process takes place. The bit stream obtained from this second phase is sent to the transmitter.
Transceiver.
The transceiver includes all the functionalities of the physical layer. Since feedback information is required for proper functioning of the system this system block should be capable of two-way communication. The communication part where only feedback information is sent is error free. This, for information precision close to perfect, can be achieved by using very low number of bits per channel use and since the feedback information has much lower rate Advances in Multimedia 5 than the video information this will not affect the system efficiency in a significant manner. We consider a system that utilizes capacity achieving codes. In such a system, according to [5] the outage probability is the main cause of packet errors, so that the frame error rate, that is, the error probability, is equal to the outage probability. In the transmitter, the channel mutual information can be described by its pdf ( ). Having determined the pdf of the channel mutual information, the outage probability, when utilizing bits per channel use, can be calculated as
We consider a TDMA MIMO system, where the base station communicates with a single user during a time slot. Also, we are interested in a transmission over a MIMO Rayleigh block fading channel where all users have antennas and the base station has antennas and only one user is in communication with the base station. In such case during each block, the channel between the communicating entities with transmit and receive antennas is described by × channel matrix H with independent and identically distributed zero mean circularly symmetric complex Gaussian entries with variance 2 . The utilization of a FDD uplink or a downlink system allows us to assume that only the channel distribution is known at the transmitter, and no information about the instantaneous values of the elements in H is available at the transmitter. It should be noted that there are such channel matrices describing the channels between the active users whose videos are transmitted in the system and the base station, but only one such matrix is of importance in one slot. For the considered channel equal power allocation to all transmit antennas is the optimal solution [43] . The mutual information of such a MIMO channel with additive white Gaussian noise (AWGN) can be evaluated as
where = min { , }, is the total transmit power available to all the transmit antennas of the MIMO system, 0 is the power spectral density of the AWGN, and are the singular values of the matrix H. For this channel we can define the channel signal to noise ratio as SNR = 2 / 0 . The elements of H and also and are random. In [44] it is shown that the pdf of the mutual information can be approximated using a Gaussian approximation:
In (9) and 2 are the mean and the variance of the mutual information, so in our system the channel of a user is represented by a pair ( , ). The values of and 2 can be calculated as [43] 
where ( , ) = ∑
is the associated Laguerre polynomial of order . In the formulas above = max { , } − . According to [44] this Gaussian approximation fits the actual mutual information pdf quite well and in our framework it is suitable for describing the channels since only a pair of parameters ( , ) or the value of the SNR for each user should be sent to the controller in order to optimize the transmission of the video.
Since we assume a block fading channel model, the channel is constant during one block and changes to an independent value in the next block. Here we consider that the duration of the block is equal to the duration of one time slot that can be allocated by the controller, but the analysis can be easily extended to the case when multiple blocks are contained in a slot. If slots are allocated to a user, then the channel mutual information when transmitting in those slots, according to the principles explained in [9] , can be also approximated by the Gaussian approximation, but the new parameters of the distribution will be , = and , = / √ . Since, only the channel distribution information is available at the transmitter, the positions of the slots are not important; that is, only their number is what matters.
After the optimization, parameters characterizing all the layers included in the transmission, in our case the chosen values of , the allocated number of slots , and the positions of the slots, will be sent from the controller to the transmitting and receiving entities. The positions of the allocated time slots will be also sent to the scheduler.
Controller.
The controller receives information from the video source encoders and the transceivers of all users. The main purpose of the controller is to achieve minimal sum end-to-end video distortion. This is carried out by allocating the available time slots to the users and selecting the appropriate parameter (which is related to the utilized source rate) for the second phase of the encoding process of every user. Since the system is intended for real time transmission, the allowed delay is equal to the time between the encoding of two consecutive video frames. It should be noted that this stringent delay makes the utilization of smoothing techniques [32, 33] in such system unsuitable. During this time there are time slots available for transmission. Combining the end-to-end distortion from (5) with the outage probability of every user from (7) and considering that users are present 6 Advances in Multimedia in the system, the controller will carry out the following constrained optimization:
where is the total number of channel uses (number of symbols) per slot, and, thus, the utilized number of bits per channel use is ( )/(
, Q represents the allowed values for the parameter of user according to (1) . , , , and are the video coding parameters for user and , is the outage probability of user when slots are allocated to her/him. The first constraints are due to the RD model and (1), and the last constraint comes from the available resources. We would like to emphasize that (11) accounts for frame drops in the system. Namely, if no slot is allocated to a user then its , will be equal to 1 and its video frame will be dropped.
The optimization of (11) is not an easy task since the distortion of a single user ,
is neither a convex nor a concave function on or . Generally it can be solved by using exhaustive search but the computational complexity of such solution is very high. To reduce the complexity we propose a solution that uses Lagrangian relaxation in order to decouple (11) to smaller problems connected by the Lagrangian parameter that comes from the last constraint in (11):
The problem (12) can be solved using an exhaustive search. This should not be computationally too complex, since the cardinality of Q is 7 and values of are used for evaluation of (12) . Thus, the complexity of the evaluation of a single value of for all users is equal to 7 . The estimation of the value of can be done using one of the well-known methods, such as the cutting-plane or the subgradient method. We propose to solve the optimization using the bisectional method [45] . The solution of the Lagrangian optimization is always on the convex operational rate distortion (ORD) curve of the solved problem. If the optimum point is not on the ORD curve we propose the use of a solution of the Lagrangian optimization with maximum ∑ =1 but such that ∑ =1 < and then allocate the rest of the available slots, one by one in a greedy manner according to max {max ( ( , ) − ( , + 1))} .
In (11) and (12) the error probability , ( ) is calculated according to the type of channel in use. For our system this value can be calculated as
Considering that , is several , 's apart from the value 0, the value of , ( ) can be very closely approximated as
After the optimization is carried out, that is, the values of and are obtained, those values are sent back to the transmitters, the receivers, the encoders of the appropriate users, and the scheduler in the base station. Then, the second phase of the encoding can take place. In order to keep the encoding rate as close to the one selected from the RD model, (in this phase) the rate control algorithm without bit allocation described in [7] is used at the encoders of different users. The bits obtained in the encoding procedure are sent to the appropriate transmitter and then transmitted in the wireless channel.
One interesting observation can be made about the power allocation to different antennas, that is, the antenna power profile. Here we assume that when slots are allocated to a user, it transmits at its peak allowed power level in each slot and uses equal power at each antenna. We can relax the constraint of using an equal power at each antenna and allow the controller to choose the antenna power profile. In such case, during the optimization (12) the controller would be able to choose this antenna power profile together with and . At this point the antenna power profile will depend on and only through the utilized number of bits per channel use = ( )/ . If we fix and , that is, fix , as long as
the antenna power profile that minimizes the outage probability at the utilized number of bits per channel use = ( )/ is the optimal one. For our observed channel according to [43] the desired power profile is the one using equal power at each individual antenna. If (16) does not hold then it is better for the system not to transmit anything, so any chosen antenna power profile will lead to a point that is not on the ORD curve and cannot be chosen in the Lagrangian optimization procedure. Obviously, in our case, the antenna power profile is independent of and . This discussion can be used to find the antenna power profile for Advances in Multimedia 7 an arbitrary channel, when channel information is available at the transmitter and in the general case it will depend on and .
An interesting situation arises if the feedback channel is able to obtain some partial information about the channel state at the transmitter. We will consider the case when there is at least one channel block between the beginning of the optimization and the transmission of the first block. This additional information by itself will not improve the performance of the system since the controller in the current setting is not aware of it. Additionally, the controller makes an estimate of the pdf of the channel mutual information before this information is available and as long as the antenna power profile remains the same, the pdf of the channel mutual information will also remain the same. If we want to improve the performance of the system, the transmitter should adapt the antenna power profile to the available partial channel state information and the influence of this adaptation must be calculated in the pdf of the channel mutual information. Namely, in such a scenario the antenna power profile in each block will depend on the partial channel state information and so will the pdf of the channel mutual information. Then, the controller should average the pdf of the channel mutual information over all the possible values of the partial channel state information according to its distribution and their associated antenna power profiles. This averaged pdf will depend on , and the SNR of the users, but in the general case it cannot be easily approximated by a Gaussian function as in (9) . In order to obtain the pdf of the channel mutual information over slots the controller should carry out −1 convolutions of the same averaged pdf of the channel mutual information. Then this pdf of the channel mutual information over slots can be used in (11) and (12) . The computation of the averaged pdf in the general case will be very involved and cannot be easily carried out by on-line methods.
Simulation
In order to evaluate the performance of our framework we used the JM 17.0 reference software [46] and made the necessary modifications to it. We used only luma encoding. The encoded video sequences were Foreman (user 1), Carphone (user 2), News (user 3), Stefan (user 4), Silent (user 5), and Mother and daughter (user 6) QCIF at a frame rate of 30 fps. The first video frame of each video sequence was encoded as I video frame and all the other frames were encoded as P video frames. We used the restricted intraencoding mode where the intraencoded macroblock is not predicted from inter encoded macroblocks. This allows avoiding the error propagation in the system when using intra encoding. We used the value of equal to 1.0 [7] for the intercoded parts of the video frame and we changed its value from 0.8 [7] to 0.55 for the intracoded parts for better estimation precision. We used the values of equal to 1.0 and 1.2 for the inter-and intracoded parts of the video frame, respectively [7] . The information about a frame been received or not is delayed for a single video frame; that is, when encoding the current video frame the encoder has no information if the previous video frame has been correctly received. For all video frames before the previous one this information was available. The results presented in this section, if not stated differently, were obtained by averaging the distortion at the decoder, calculated for 100 different channel realizations. In all figures the performance comparison among different users is shown using the PSNR which was calculated after computing the average distortion, and the average overall performance is obtained by averaging the PSNRs of different users and is labeled as average PSNR. In all simulations the base station and the users were equipped with 4 antennas. The channel statistics were considered to be equal for all users. The channels were Rayleigh block fading channels and the duration of the block was considered to be equal to a single time slot. As explained in Section 3.3 the transmitter had only channel distribution information.
We compare our proposed framework for multiuser video transmission (in the figures labeled to as "Proposed") with two other frameworks. The first one is called EqRes framework since all the users utilize equal resources, that is, equal number of time slots. The video encoder uses the same principle as in the proposed framework. It is intended to show the gain from utilization of the multiuser diversity of the video content. This framework does not need to communicate its parameters to the central entity and can locally decide on the optimal parameters for the video encoding. This algorithm also gives the performance limit of the algorithms that use constant pairs of error probability and bit rate from [4] in a multiuser scenario. The second framework used for comparison is called PreERes. It uses preencoded video obtained with Variable Bit Rate (VBR) encoding of the video sequence using a fixed quantization parameter and allocates the available slots to the different users according to the procedure used in our proposed framework, that is, the resource allocation is optimized. In order to allow error resilience, during the encoding, 9 macroblocks are intraencoded in every video frame of every user. This represents the algorithms from [5, 6, [15] [16] [17] [18] [19] [20] [21] , but instead of dividing the video frame in smaller slices, the whole frame is considered as a single slice. This slightly degrades the performance but is still an appropriate representative of this framework. It should be noted that this framework has the complexity of a basic video encoding algorithm which is lower compared to the proposed framework.
The first comparison of different frameworks is shown in Figure 2 , where each time slot consists of 150 symbols (channel uses), = 9 time slots are available for transmission of a single video frame, and 3 users are simultaneously transmitting video. The average SNR of each user is equal to 13 dB.
As shown in Figure 2 the proposed framework outperforms the models used for comparison. Performance gain compared to the EqRes framework is observed for all users and the average improvement is around 2 dB. This PSNR increase comes from utilization of the multiuser diversity due to the varying video content. The difference compared to the PreERes framework is more dramatic; that is, it is 10 dB on the average. This is due to inability of the VBR video encoding Number of available slots with fixed quantization parameter to adapt its rate to the channel. Also, in case of transmission errors, only the random intraencoded macroblocks are available for mitigating the error propagation, which is obviously not flexible enough.
In Figure 3 the comparison of the average performance of different frameworks is shown for the case when all 3 users experience average channel SNRs of 13 dB, the number of symbols in a slot is set to 150 and the number of available slots is varied. As the number of available slots is increased, the performance is improved for all frameworks. The performance gain for the proposed framework compared to EqRes remains approximately the same, and the performance gain compared to PreERes is always higher than 10 dB in the given region of . Similar behavior can be observed in Figures 4  and 5 . In Figure 4 the number of available slots, is set to = 9 and the number of symbols in the slot is varied and in Figure 5 the SNR value is varied for fixed number of users, available slots, and number of symbols in a slot. This shows the universality of the performance gain of the proposed framework compared to the other two frameworks.
In Figure 6 the performance of the three frameworks with different number of active users is shown. The number of available slots is set to = 12, the average SNR is set to 13 dB, and the available number of symbols per slot is set to 150. As the number of user increases, the average PSNR in the system decreases, which is expected since all the users share the same resources. As expected, in the case when sufficient resources are available, the performance of PreERes is close to the maximum which is 35.88 dB for the chosen settings, but as the resources become insufficient the performance difference is more obvious.
This behavior is due to the increased number of errors and the inability of the PreERes framework to adjust its source rate according to the available resources.
Conclusion
A new framework for multiuser cross-layer transmission and encoding of video signals using single layer H.264/AVC in a MIMO system is proposed. The cross-layer optimization is controlled by a central entity that receives information about the channel statistics and the video encoding parameters from every user. The framework thoroughly explains the process of the source coding adaptation, the MIMO channel description, and the optimization procedure. The framework is intended for real time uplink FDD TDMA MIMO system or downlink TDMA MIMO system with transcoding. The investigated wireless system utilizes capacity achieving channel codes. The performance of the proposed framework is superior to the performance of a system with equally allocated resources to all the users and a system with channel optimized allocation of the available resources, but using a preencoded video.
