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We present a computational algorithm for isotrigon texture discrimination. The aim of this method consists in
discriminating isotrigon textures against a binary random background. The extension of the method to the
problem of multitexture discrimination is considered as well. The method relies on the fact that the informa-
tion content of time or space–frequency representations of signals, including images, can be readily analyzed
by means of generalized entropy measures. In such a scenario, the Rényi entropy appears as an effective tool,
given that Rényi measures can be used to provide information about a local neighborhood within an image.
Localization is essential for comparing images on a pixel-by-pixel basis. Discrimination is performed through a
local Rényi entropy measurement applied on a spatially oriented 1-D pseudo-Wigner distribution (PWD) of the
test image. The PWD is normalized so that it may be interpreted as a probability distribution. Prior to the
calculation of the texture’s PWD, a preprocessing filtering step replaces the original texture with its localized
spatially oriented Allan variances. The anisotropic structure of the textures, as revealed by the Allan vari-
ances, turns out to be crucial later to attain a high discrimination by the extraction of Rényi entropy measures.
The method has been empirically evaluated with a family of isotrigon textures embedded in a binary random
background. The extension to the case of multiple isotrigon mosaics has also been considered. Discrimination
results are compared with other existing methods. © 2008 Optical Society of America
OCIS codes: 150.1135, 100.2000, 100.4992.f
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g. INTRODUCTION
extures whose third-order correlation functions are
qual to that of uniformly distributed noise patterns are
enoted as isotrigon. Isotrigon patterns are a wide variety
f binary (black-and-white) and ternary (black, white, and
ean luminance gray) texture patterns with spatial cor-
elation properties and reproducible characteristics [1]. In
his paper, we focus on the case of binary textures only.
pecifically, isotrigon textures are created by a recursion
rocedure in which the product of three pixels determines
he value of a fourth. Textures with correlation functions
ased on triplets of pixels (hence trigons) have been de-
cribed by Julesz et al. [1]. Systematic methods for pro-
ucing isotrigon textures have been developed by Mad-
ess et al. [2]. Purpura et al. [3] have suggested that
ncoding features such as edges or contours require cor-
elations among three or more points. Isotrigon textures
re useful for studying human sensitivity to these corre-
ations. Maddess and Nagai [4] determined human dis-
rimination performance for several classes of isotrigon
extures and compared these experimental results with
he outputs of two statistical discrimination models.
hese models employed versions of the Allan variance [5]
n order to incorporate early stages of orientation process-
ng into a scheme that examines fourth- or higher-order
orrelations in order to discriminate isotrigon textures.
ne of the models was based upon a global variance mea-
ure, and the other was based upon a localized variance
ith an orientation bias. To do this, they employed linear
iscriminant analysis (LDA) and quadratic discriminant
nalysis (QDA) [6]. LDA and QDA are used in statistics1084-7529/08/092309-11/$15.00 © 2or determining the combination of features that better
eparate two or more classes of objects or events. For a de-
ailed description of LDA and QDA, see [6]. They hypoth-
sized that an obvious way to improve texture detection
erformance by these statistical methods is to increase
he number of the orientations used to analyze texture
mages, but this would greatly increase the computational
ost. However, directionality is a fundamental feature in
he case of textures, and it will play a key role in our
nalysis. In recent years, various methods have been pro-
osed to tackle the problem of multiorientation analysis
f images [7–10].
This paper presents a new method for discriminating
sotrigon textures from a binary background. The exten-
ion to the case of multitexture discrimination has also
een considered. Here the discrimination is based not on
he statistics of the standard autocorrelation function but
n directional measurements of the entropy shown by the
llan variances of the textures. Entropy is measured
hrough the pseudo-Wigner distribution (PWD) of local
patially oriented variances of the textures. Allan vari-
nces have shown to be an efficient preprocessing step to
apture directional anisotropy when dealing with isot-
igon textures [4] and have been effectively used in the
xperimental examples described in this paper. The PWD
ncludes important features, being especially suitable for
ignal analysis, providing a straightforward pixelwise,
oint space–frequency representation of a given texture,
dding the possibility of being both spatially and direc-
ionally localized when used in a 1-D version. Moreover,
eneralized Rényi entropy measurements can provide008 Optical Society of America
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oint space–frequency information around a given pixel
ocation.
To summarize, the aim of our method is to achieve a
omputational algorithm for isotrigon texture discrimina-
ion, sharing some special characteristics with the visual
ystem, such as spatial localization, restricted spatial fre-
uency, and orientation tuning. We do not intend for our
ethod to reveal the way the visual system behaves; we
imply take recognized mathematical tools such as the
ényi generalized entropy and the PWD to implement a
orkable algorithm with the already mentioned visual
haracteristics.
This paper is structured as follows: The basic math-
matical description and theoretical background of the
ethod are described in Section 2. Experimental results
re given in Section 3. Discussions of several related as-
ects are presented in Section 4, and, finally, conclusions
re drawn in Section 5.
. DESCRIPTION OF THE METHOD
he isotrigon texture analysis method is based on three
onsecutive stages. The first is a processing stage that
rovides the Allan variance. Second, the PWD of the pre-
ious Allan variance is computed. Third, the Rényi en-
ropy is extracted from the PWD.
. Allan Variance
he simplest isotrigon textures have third-order statistics
dentical to those of coin-flip textures, i.e., textures whose
ixel values are jointly independent random variables
ith equal probability of taking the value 0 or 1. Globally
onsidered (the meaning of global refers to the association
f a single value of entropy for the whole image), there is
o difference between the entropy of a binary noise tex-
ure and the entropy of an isotrigon texture. The classic
efinition of Shannon entropy, HS=−i=1
q Psilog2Psi,
epends only on the probability of the different symbols
nd not in the way they are arranged. However, consider-
ng 2-D image data sets instead of single pixels and
quating the domain types with Shannon’s symbols, it can
e shown [4] that the entropy is much less for isotrigon
atterns. Many image transforms such as curvelets [7],
ountourlets [8], wedgelets [9], or directionlets [10] have
een proposed to better represent the directionality that
s inherent to images. By measuring the entropy in differ-
nt directions, that is, by measuring the anisotropy, sig-
ificant image differences can be determined. Hence, a di-
ectional entropy measure turns out to be an effective tool
or identifying such differences. Isotrigon textures usually
how some spatial anisotropic activity that can be re-
ealed by extracting local and oriented variances. The Al-
an variance has gained some interest as a measure of
haracterizing time series and 1/ f noise [5] and becomes
special case of local oriented variance when applied over
-D data sets. The conventional Allan variance is just the
alf-sum of the squared differences between adjacent
oints of a 1-D series of samples xk:AVn =
1
2N − 1 k=−N/2
N/2−1
xn + k + 1 − xn + k2. 1
he factor 1/2 ensures that if the random variables xk,
=n−N /2 , . . . ,n+N /2−1, are pairwise uncorrelated, each
ith variance 2, then EAVn=2. The estimator for
he Allan variance [Eq. (1)] is unbiased for division by
N−1 instead of N.
Introducing p ,q as a new notation for pixel n, the Al-
an variance can be extended to 2-D matrices as follows:
AV,p,q =
1
2N − 12 k=−N/2
N/2−1

l=−N/2
N/2−1
xp + k + ,q + l + 
− xp + k,q + l2. 2
The interpretation of Eq. (2) is actually the difference
etween the square contrast and the correlation [11].
Here a particular pixel p ,q represents the central one
f a set of pixels xk , l in the neighborhood. The values
f  , are limited to those indicated in Table 1 for the only
our orientations that result from considering adjacent
ixels exclusively when applied to 2-D discrete images.
The nature of isotrigon textures, whose pixel values are
alculated following a law that utilizes only adjacent pix-
ls, justifies the use of a short length sequence in the cal-
ulation of the Allan variance. Figure 1 compares the Al-
an variance of a particular example of an isotrigon
exture calculated using a horizontally oriented sample
ith that of a binary noise texture. Note that the Allan
ariance estimate (Fig. 1(d)) of the binary noise looks like
random product as well, whereas the Allan variance es-
imate of the isotrigon texture (Fig. 1(b)) seems to capture
he anisotropy of the original (Fig. 1(a)).
. One-Dimensional Pseudo-Wigner Distribution
pace–frequency information of a given image can be ob-
ained by associating the gray-level spatial data to one of
he well-known spatial/spatial-frequency distributions
12]. For this application, the Wigner distribution [13] has
een selected. The spatial/spatial-frequency representa-
ions configure a family of functions introduced by Cohen
n the 1-D signal analysis [14]. Any member of the family
an be regarded as a linearly filtered version of the
igner distribution [12]. We have based our preferences
n considering the Wigner distribution as the paramount
istribution among the Cohen class. Some of the proper-
ies of the Wigner distribution—such as its real character,
hich implicitly encodes the phase information—make it
asier to handle for practical applications than other
Table 1. Possible Parameter Values in Eq. (2)
Angle  
0° 0 1
45° 1 −1
90° 1 0
135° 1 1
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lex.
Once the PWD has been selected apparently as the
ost suitable for this application, any specific pixel n of
he image can be associated with a vector containing its
-D PWD, calculated in a window of length N. The use of
windowed 1-D transform for a 2-D signal can be justi-
ed by considering the three main aspects of the problem.
irst, by using a 1-D PWD, data can be arranged in any
esired direction over a 2-D image; second, calculation
ime is greatly decreased compared to a 2-D version of the
WD; and third, the 1-D PWD is an invertible function,
nd thus the information is preserved.
A discrete approximation of the Wigner distribution
roposed by Claasen and Mecklembräuker [15–17], simi-
ar to Brenner’s expression [18], has been chosen for this
roblem:
ig. 1. A. Particular sample of an isotrigon texture (even zigza
orizontal window analysis (note that the result reveals an aniso
llan variance of the binary noise calculated in the same horizo
inary noise is isotropic and all directionalities are equivalent)
8 pixels.Wn,k = 2 
m=−N/2
N/2−1
zn + mz*n − me−2i2m/Nk. 3
In Eq. (3), n and k represent the time- and frequency-
iscrete variables, respectively, and m is a shifting pa-
ameter, which is also discrete. Here zn is a 1-D se-
uence of data from the image, containing the gray values
f N pixels, aligned in the desired direction. Equation (3)
an be interpreted as the discrete Fourier transform
DFT) of the product zn+mz*n−m. Here z* indicates
he complex conjugate of z. This equation is limited to a
patial interval −N /2 ,N /2−1 (the PWD’s window), giv-
ng a local character to the information. By scanning the
mage with a 1-D window of N pixels, i.e., by shifting the
indow to all possible positions over the image, the full
12512 pixels. B. Allan variance of the given texture, using a
nature with a privileged direction tilted 45°). C. Binary noise. D.
heme (anisotropy is not detectable, as expected, indicating that
nce calculations have been obtained by applying Eq. (2) for Ng) of 5
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e tilted in any direction to obtain a directional distribu-
ion.
. Rényi Entropy Measures
ntropy is a measure of information in a given set of data.
ince textures can be considered as representations of the
urfaces of objects and it is well established that surfaces
re often composed of features with multiple orientations,
he question arises as to whether image-data-gathering-
riented channels transmit different amounts of informa-
ion about textures and real-world images. Entropy can
e applied as a global measure or as a local one, suggest-
ng that examining the entropy at different orientations
or directions) in an image may be a useful approach to
he problem of texture discrimination. The direct applica-
ion of directional entropy measures can reveal orienta-
ion biases in a given texture class, but in some cases, a
reprocessing step that involves the calculation of the Al-
an variances of the textures is required. Whether a pre-
rocessing step is necessary or not, directional entropy
easurements may be useful for detecting the anisotropy
f 2-D distributions. For this reason, the Rényi entropy
tands out as the most relevant entropic measure in this
ontext.
A thorough review of the existing Rényi measures,
hich we summarize here, can be found in [19]. The en-
ropy measure was initially proposed independently by
hannon [20] as a measure of the information content per
ymbol, coming from a stochastic information source, and
y Wiener [21] as a measure of randomness. Later, Rényi
22] extended this notion to yield the generalized entropy.
he use of the Rényi entropy measures in the context of
ime–frequency distributions was introduced by Williams
t al. [23,24], with a significant contribution by Flandrin
t al. [25] in establishing the properties of these mea-
ures. The Rényi entropy measure applied to a discrete
pace–frequency distribution Pn ,k has the form
R =
1
1 − 
log2
n

k
Pn,k	 , 4
here n and k represent the spatial and frequency vari-
bles, respectively; 2 are values recommended for
pace–frequency distribution measures. Although Rényi
easures of joint space–frequency distributions formally
esemble the original entropies, they do not have the
ame properties, conclusions, and results as the classical
hannon entropy. For instance, the positivity condition
n ,k0 will not be always preserved, along with the
nity energy condition, nkPn ,k=1, which are classi-
al requirements for considering P a regular probability
istribution. In order to reduce a distribution to the unity
ignal energy case, some kind of normalization must be
one [24]. The normalization can be done in various ways,
eading to a variety of possible measure definitions
19,25].
Quantum mechanics [26] inspires a normalizing step
y associating the space–frequency distribution P of a
iven position n with a wave function. We have selected
he already mentioned quantum normalization for thisarticular problem of isotrigon texture discrimination,
ue to its excellent response, as will be illustrated later in
ection 3.
A wave function is a mathematical tool used in quan-
um mechanics to describe any physical system. The val-
es of the wave function are complex numbers that, when
ultiplied by their complex conjugates, give the probabil-
ty distribution of the possible states of the system. In a
imilar way, we may derive a probability distribution by
nterpreting Wn ,k in Eq. (3) as the wave function of the
ixel states.
In such a case, W˘n ,k=Wn ,kW*n ,k is the probabil-
ty distribution of W. Here W* represents the complex con-
ugate of W. A normalizing step must follow to satisfy the
ormalizing condition nkW˘n ,k=1.
The general case in Eq. (4) with =3, identifying P
ith the normalized PWD [W in Eq. (3)], and interpreting
he measure on a pixelwise basis, leads us to
R3n = −
1
2
log2
k
W˘3n,k	 . 5
Here W has been normalized by
W˘n,k =
Wn,kW*n,k
kWn,kW*n,k
.
An accurate uncertainty measure, especially in situa-
ions when position and momentum are highly correlated,
as been proposed by Süßmann [27], known as the Rényi–
üßmann entropy. Süßmann proposed an entropy mea-
ure that employs the Wigner distribution after squaring
he distribution values [28]. Dealing with images, the
ypical variables are position and frequency. Images, con-
idered as random processes, show a high correlation be-
ween position and frequency in neighborhood pixels, the
xception being made at the borders of the objects in the
mage. These properties have to be considered when an
ppropriate model has to be built. The Wigner distribu-
ion was proposed by Wigner as a phase–space represen-
ation in quantum mechanics [13]. Subsequently, Ville de-
ived in the area of signal processing the same
istribution that Wigner derived some years before [29].
fter that, phase–space methods became widespread in
n increasing number of applications due mainly to their
ntuitive character and to their being comprehensively
road [30].
. EXPERIMENTAL RESULTS
he tests that are going to be described below have been
erformed by generating texture samples at random each
ime with a MATLAB function due to Maddess [4]. We as-
ume that there is enough image diversity, based in the
umber of trials and in the random differences among the
amples used in every particular experiment. Also, the
ethod previously described involves several parameters
hat must be set up to have accurate results. Anisotropy
ay present many different schemes. In particular, isot-
igon textures involve a strong correlation among neigh-
oring pixels. Presumably, the window size of the PWD
an be small and has been fixed after some experimental
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he directionalities available with the Allan variance.
The discriminating process requires a test image and
wo reference images. The test image contains the target
sotrigon texture embedded in a binary random back-
round. One of the reference images is an arbitrary
ample of the isotrigon texture under test; the second ref-
rence image is an arbitrary sample of the binary random
oise in the background of the test image. In the ex-
mples that follow, several digital images of 512
512 pixels with 8 bits/pixel have been considered. The
hree previously mentioned images are subjected to a pre-
rocessing step consisting of substituting their original
ixel values for their local Allan variances calculated ac-
ording to Eq. (2) for N=8 and using the right orientation,
hich is determined empirically (as described below). The
our possible orientations, 0°, 45°, 90°, and 135°, will be
eferred as AV0, AV45, AV90, and AV135, respectively. Also,
ombinations of the variances are examined by squaring
ig. 2. Example of detection of a test texture (even zigzag) of 5
round. B. Result of the application of the Allan variance to A wit
pplying the Rényi entropy over a PWD of B tilted 45° and a winums and differences. The results are biased to have a
inimum value over zero (+1 was determined to be a
uitable bias by trial and error). Biasing the values is not
trivial operation, because the PWD and the Rényi en-
ropy are nonlinear operations and the result depends
pon the range in which the values are set. Hence, bias-
ng the values influences the sensitivity of the process. It
s not critical, but operations with all values close to zero
re not recommendable.
Allan variances are then submitted to a PWD calcula-
ion process to obtain their joint spatial-frequency pixel-
ise distributions. The PWDs have been taken using a
-D scheme and calculated by a sliding window of N
8 pixels, as indicated by Eq. (3), and oriented according
o the spatial anisotropy shown by the Allan variances of
he textures. The PWD is oriented to have a minimum of
he Rényi entropy. Sometimes the orientation is visible
e.g., 45° for even zigzag texture in Fig. 1); in other cases,
easures must be compared among the possible orienta-
12 pixels. A. Texture embedded in a binary random noise back-
orizontal orientation N=8 pixels. C. Entropy map. D. DM after
f N=8 pixels.125
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ions have been measured, a decision map (DM) that de-
ermines the texture discrimination is derived.
The DM is derived as follows. Every pixel in the image
as a different N-component PWD vector associated with
t; the amount of information related to a given pixel of
he image is measured by the Rényi entropy of this PWD,
ccording to Eq. (5). Distances can be measured pixel to
ixel by using the Rényi entropies associated with the
est and the reference images, i.e.,
Din = 
Ri − RTnN
, i 1,2. 6
Here Ri is a matrix indicating the Rényi entropy of a
iven reference texture i (i=1 noise sample, i=2 texture
ample) in a pixelwise scheme. Brackets indicate mean
alues corresponding to the samples of the textures. Fi-
ally, RTnN indicates the mean value of the Rényi en-
ropy measured in the test image, calculated in the neigh-
orhood of NN pixels around the position n. The
aximum of D1n ,D2n is used to determine the DM:
DMn = arg
i
maxDin, i 1,2. 7
As only two results are possible, a binary DM is de-
ived. The white pixels can be set to indicate the location
f the isotrigon texture and the black ones to indicate the
inary noise. Figure 2 shows an example of a particular
exture. Here a 45° tilted PWD of AV0 has been used to
easure the entropy.
The algorithm can be summarized as indicated below:
Three images are involved: test image (TI), texture ref-
rence (TR), and noise reference (NR). For each image,
erform the following steps:
(1) Take a pixel n.
(2) Consider the neighborhood of pixel n, consisting in
pixels centered in n and aligned in any of the four pos-
ible directions, 0°, 45°, 90°, and 135°.
(3) Use Eq. (2) to calculate the four Allan variances and
heir derived squared sums and differences (see Table 2),
ssociated with pixel n.
(4) Repeat the calculations with all the pixels in the
hree input images.
(5) Use Eq. (3) to calculate the PWDs of all the AVs ob-
ained above, using the same set of orientations.
Table 2. Discrimi
Texture
Even
AV PWD S Sp
1 Box AV0 90° 0.9548 0.9986
Triangle AV45−AV902 90° 0.9490 0.9967
3 Cross AV45 135° 0.9755 0.9894
4 Zigzag AV0 45° 0.9698 0.9955
5 Oblong AV90 0° 0.9657 0.9931
6 Tee AV0−AV452 0° 0.9654 0.9823
7 Wye AV45−V1352 0° 0.9451 0.9966
8 Foot AV45−AV902 90° 0.9561 0.9959
9 El EV0−AV902 90° 0.9433 0.9624
aTextures used to determine the quality of the method, indicating the best directio
alues that are determined after the ROC process. S, sensitivity; Sp, specificity.(6) Draw a set of DMs by considering all the related
roducts (TI, TR, and NR after the same combination of
Vs and PWDs) by means of Eqs. (5)–(7).
(7) Select the most discriminating DM to perform the
egmentation.
The method has been applied to a set of isotrigon tex-
ures, of 512512 pixels in size, to determine its dis-
rimination capabilities. The textures used in this experi-
ental section belong to the nine families of isotrigon
extures tested by Maddess and Nagai [4]. Each member
f the nine families contains two version’s termed even
nd odd. Therefore, the total number of cases considered
s 18. The directionality of the different textures was dis-
overed after applying systematically all the possible Al-
an variances (or combinations) of them. Squaring of the
ums and differences of the AVs has been used when
imple Allan variances did not show a directional prefer-
nce. An example of this situation is illustrated in Fig. 3.
This experiment has been statistically evaluated by
onsidering 10 different samples of each of the 18 differ-
nt isotrigon textures selected. The local analysis has
een performed using a window of 88 pixels in the
eighborhood of the target pixel to evaluate the Allan
ariance N=8. Also a 1-D windowing scheme of N
8 pixels has been used to evaluate the Rényi entropy
hrough the oriented 1-D PWDs. The segmentation per-
ormance has been determined by comparing the DM with
he mask used to build the test samples. The quality pa-
ameter used has been the percentage of correct decision
PCD), defined as
PCD = 100
number of accurate pixels
total number of pixels
. 8
Texture and noise areas have been computed sepa-
ately. Two indices have been derived from the PCD mea-
ured in the DM, considering the two different areas (tex-
ure and noise) independently. The first one is called
ensitivity (S) and is defined as the probability of cor-
ectly recognizing an isotrigon field as a texture. The
ther is called specificity (Sp) and is defined as the prob-
bility of reporting random when the texture was ran-
om. The results have been interpreted through a re-
eiver operating characteristic (ROC) by plotting the
ensitivity versus (1−specificity). The last one is usually
n Performancea
Odd
AV PWD S Sp S&Sp
7 AV0 0° 0.9747 0.9960 0.9853
9 AV45−AV902 90° 0.9637 0.9893 0.9765
5 AV45−AV1352 45° 0.9602 0.9840 0.9723
7 AV45 0° 0.9663 0.9950 0.9807
4 AV90 90° 0.9742 0.9964 0.9853
8 AV45−AV1352 90° 0.9565 0.9943 0.9754
9 AV45+AV1352 0° 0.9700 0.9874 0.9787
0 AV45+AV902 90° 0.9684 0.9917 0.9801
9 AV0+AV902 90° 0.9624 0.9742 0.9683
observed and the maximum accuracy obtained for S&Sp, according to the thresholdnatio
S&Sp
0.976
0.972
0.982
0.982
0.979
0.973
0.970
0.976
0.952
nalities
r
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ally used for binary classifier systems when the dis-
rimination threshold is varied. Figure 4 shows the ROC
or the odd cross texture versus random noise. The high-
st simultaneous quality performance is selected (S&Sp)
o determine the threshold values [i.e., R  values in Eq.
quaring of the differences of Allan variances. A. Target isotrigon
f Allan variances AV45−AV02 obtained from A N=8 pixels. C.
lted 90° and a window of N=8 pixels.
ig. 5. Comparison of the results of this method for nine fami-
ies of even isotrigon textures versus the most relevant QDA re-
ults given by Maddess and Nagai [4].ig. 3. Example of detection of a isotrigon texture (even triangle) by s
exture embedded in a binary random noise background. B. Squaring oig. 4. Example of ROC for the odd cross texture versus random
oise. The highest simultaneous quality is selected to determine
he threshold values, i.e., Ri values in Eq. (9). The experiment
ndicated by a black circle provides the best threshold values to
iscriminate this texture from binary noise, using the direction-
lities indicated in Table 2 for this texture. i
(
w
t
v
c
s
l
m
f
p
s
d
v
t
i
F
t
R
e
b
l
F
l
r
f
D
2316 J. Opt. Soc. Am. A/Vol. 25, No. 9 /September 2008 S. Gabarda and G. Cristóbal6)] as, for example, the experimental result indicated
ith a black circle in Fig. 4. Note that to discriminate a
exture under test, we can choose among an infinitely di-
erse number of texture and noise representatives to be
ompared with the test texture. Which texture and noise
amples must be used is decided by the ROC process, se-
ecting among all the experiments the one with the maxi-
um S&Sp value. Table 2 shows the expected quality per-
ig. 6. A. Image consisting of five isotrigon textures. B. Segmen
riangle). D. Segmentation of region “2” (even zigzag). E. Segment
egions “2, 3, and 4” can be segmented straightforwardly by us
ntropy for the parameters given in Table 2 as region “4” but has
y eliminating the other four, as no suitable directionality was ob
ets method [33,34]. Figure 6(h) courtesy of M. G. Forero.
ig. 7. A. Image consisting of five isotrigon textures. B. Segmen
ong). D. Segmentation of region “2” (even wye). E. Segmentation
egions can be segmented straightforwardly by using the directi
ectly identified. Regions “0, 2, 3, and 4” have been recognized w
M by a complex wavelets method [33,34]. Figure 7(h) courtesyormances when using the optimal threshold values
reviously determined, after applying the method de-
cribed here to the same set of test textures used by Mad-
ess and Nagai [4]. Results for even isotrigon textures
ersus binary random noise are compared in Fig. 5 with
he most relevant QDA referenced by [4].
The method can be extended to the case of discriminat-
ng multiple isotrigon textures. For example, Fig. 6 pre-
of region “0” (even oblong). C. Segmentation of region “1” (even
f region “3” (even cross). F. Segmentation of region “4” (even box).
e directionalities indicated in Table 2. Region “0” has the same
solated by difference with this one. Region “1” has been obtained
. G. DM after previous single results. H. DM by a complex wave-
of region “0” (even El). C. Segmentation of region “1” (even ob-
on “3” (even tee). F. Segmentation of region “4” (even zigzag). All
es indicated in Table 2. Only regions “1” and “4” have been per-
e degree of uncertainty. G. DM after previous single results. H.
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S. Gabarda and G. Cristóbal Vol. 25, No. 9 /September 2008 /J. Opt. Soc. Am. A 2317ents a mosaic of five different textures. Using the dis-
rimination directions indicated in Table 2 for these
extures and the algorithm previously described, textures
ave been segmented. Figures 6(b)–6(f) present the seg-
entation results for such isotrigon mosaics. The input to
he algorithm consists of a set of the 18 isotrigon textures
onsidered (9 even and 9 odd) and the test image “A” that
ppears at the top left corner of Fig. 6. The result is a la-
eled DM indicating the position where every texture
atches the entropy of the test image. Differences in en-
ropy between textures are not always sufficiently dis-
riminative, hence textures as, for example, even triangle
Fig. 6(a), region 1) cannot be segmented, because the en-
ropy measured is similar to the entropy measured in
ther regions. Hence, it requires segmentation by elimi-
ation when the other regions have been already recog-
ized. Also, coincidence of entropy in a given Allan com-
ination is possible, as, for example, even oblong (region
) and even box (region 4). In this case, region “0” has
een isolated by subtracting region 4. Figure 7 presents
nother example of multitexture isotrigon discrimination.
ere regions 1 and 4 are clearly defined, but the remain-
ng regions present a certain amount of uncertainty.
ingle discrimination results have been combined to draw
he complete DMs for these examples (i.e., Figs. 6(g) and
(g)). A quantitative comparative study of the classifica-
ion accuracy has been performed by considering texture
airs as shown in Table 3. One alternative method chosen
as a Gabor filtering technique optimally designed
hrough a genetic algorithm for best performance in tex-
ure segmentation [31,32]. Each Gabor filter has been
uned to each texture to satisfy maximum discrimination,
here a preprocessing stage based on a second-order Sh-
nnon entropy has been considered for better perfor-
ance. This study does not pretend to be exhaustive and
nly illustrates the limitations of other traditional meth-
ds in the discrimination of those high-order textures.
able 3 shows that the above-mentioned Gabor-based fil-
ering method has been outperformed by the method in-
roduced in this paper for the textures indicated in the
able. A similar performance can be expected for other
exture pairs, including even/odd combinations. On the
ther hand, it is worth mentioning that the current
ethod can produce a few false positives located in the
ackground (see, e.g., Fig. 3(c)), which presumably could
e avoided by means of some modification of the method
hat has not been investigated yet. For example, one
ould use a measure other than maxD1n ,D2n, such
s a threshold difference, and then derive the ROCs by
Table 3. Percentage of Correct Decisions [PCD, Eq
Three Different S
Texture Pair Markov Method [35] Gabo
Cross–Zigzag 100
Zigzag–Oblong 88
Zigzag–El 87
Cross–El 71
Mean 86arying the threshold. However, the max criterion com-
ines the advantages of its simplicity and accuracy. In ad-
ition to that, some postprocessing could be applied for
liminating isolated points, such as through median fil-
ering. On the other hand, methods based on multiscale
ecompositions such as the complex wavelets failed to
ive an acceptable DM, as revealed by Figs. 6(h) and 7(h),
hich show the results obtained with such a technique
33,34].
The current method has been compared with the Meas-
ex test suite, which is a framework for quantitative com-
arisons of texture classification algorithms [35]. Three
ifferent texture classification algorithms have been con-
idered in this study: Gauss random Markov field, Gabor
nergies, and fractal dimension (see Table 3). Gray-level
o-occurrence matrices were not included in this study
ue to the bilevel characteristics of the isotrigon textures.
f all competing approaches, the Markov-based method
erforms the best. However, the current method outper-
orms other existing methods for the mean texture data
et (see Table 3).
. DISCUSSION
e have implemented a biological-inspired workable al-
orithm capable of discriminating isotrigon textures. Our
ethod mimics some simple properties of the visual sys-
em such as spatial/spatial-frequency localization and ori-
ntation tuning, and it displays some parallelism with the
onlinearities that have been observed in the visual path-
ays. Tyler [36] and later Schumer and Ganz [37] cor-
oborated that the human brain is performing spatial-
requency analysis as an initial stage before pattern
ecognition takes place. In this paper, discrimination of
nsembles of isotrigon textures is attained using fourth-
rder correlation approaches as described in [3]. Experi-
ental results due to Purpura et al. [3] show that there
xist mechanisms in the monkey visual cortex that can
iscriminate between textures differing in certain fourth-
rder spatial correlations. Purpura et al. [3] concluded
hat the visual cortex must have mechanisms capable of
etecting spatial correlations involving three or more
oints in the image. Linear spatiotemporal filtering can-
ot detect spatial correlations higher than second order.
owever, oriented filters, combined with a special set of
onlinearities, may be a key computational component in
he cortex area V1 for detecting these higher-order corre-
ations. Thus, the proposed method can be regarded as a
of Isotrigon Even Texture Pairs Corresponding to
ntation Methods
ring Method [35]
Fractal
Dimension
[35]
Allan/Rényi
Method
(This Paper)
87 68 92
81 58 91
81 65 88
81 59 88
82 62 89. (8)]
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2318 J. Opt. Soc. Am. A/Vol. 25, No. 9 /September 2008 S. Gabarda and G. Cristóbalomputational model that implements some essential sa-
ient features of the visual system, such as nonlinearity,
rientation selectivity, multiple spatial correlation mecha-
isms, and spatial/spatial-frequency localization.
We now consider the rationale behind our approach.
he rationale of the method described here is to imple-
ent such fourth-order mechanisms through the com-
ined use of the Allan variance and the PWD computa-
ion. The Allan variance constitutes a neurally plausible
ay to implement quadratic interactions [3]. The PWD
nalysis provides a quadratic nonlinearity order as well.
herefore our method provides a fourth-order spatial cor-
elation approach, which appears to be among the earliest
nformation extracted by our visual brain and that consti-
utes the basic core mechanism for isotrigon texture dis-
rimination [38]. Some criticism can be raised about the
ptimal window size to be used in the experiments. The
indow size is a compromise among spatial-frequency
ontents, spatial localization, and computational complex-
ty. The local entropy associated to each pixel is computed
sing a 1-D-oriented window of 8 pixels, extracted from
n 88 neighborhood of each pixel, and following a pre-
iously selected orientation. It could be possible that the
ptimization of the parameters involved in the algorithm
hould originate an even better discrimination, but this
tudy is beyond the scope of the present paper. Thus, the
umber of pixels used in our experiments has been chosen
ollowing an empirical procedure. Unless the local domain
s 88 pixels, calculations at the pixel level are per-
ormed using a 1-D-oriented window of 8 pixels. Hence,
nly 8 pixels are used to determine the entropy of a given
ixel and consequently to establish the discrimination
easure. The number of pixels used is an even number
ccording to the definition assumed for the PWD. The
omplexity of the calculations can be reduced by using
maller windows, but the accuracy of the method is not
xpected to be better. Herein, the pixel entropy is associ-
ted with spatial frequencies. Localized spatial frequen-
ies are measured by considering a neighborhood of pix-
ls. In such a sense, there is always an implicit
onfiguration of pixels, i.e., the oriented window used to
erform the calculations.
In summary, our method is a texture discrimination
ethod tuned exclusively for isotrigon ensambles. It has
een designed as a “blind method,” because it ignores how
he textures have been generated. Hence, the problem of
dentifying the textures when generating rules are known
n advance is not an issue here. A comparison with other
exture discrimination methods has been presented. We
ave selected the set of textures already studied by Mad-
ess and Nagai [4] in order to have a qualitative and
uantitative reference with our results. The examples
resented indicate that sharp boundaries are obtained for
oise–texture discrimination and comparable to the size
f the window in the texture mosaics (see Figs. 6 and 7).
. CONCLUSIONS
new method for discriminating isotrigon textures ver-
us binary noise and isotrigon textures of different types
as been developed and evaluated. This new method is
ased in a particular Rényi entropy measure, through thellan variances of the textures. The method has been
valuated by means of a systematic study applied to 18
ifferent textures, showing that this method makes pos-
ible a high discrimination performance similar to and in
ome cases better than other known methods such as
DA. The method has been extended to the multitexture
iscrimination task. Results have shown that the method
rovides a good discrimination performance even in such
ases. Although the multitexture discrimination problem
as not yet been completely solved by this technique, the
esults are significantly better than other discrimination
ethods, such as wavelets, indicating that further re-
earch based in this approximation may lead to a full dis-
rimination of isotrigon multitextures.
Also, this method provides new avenues to deal with
he problem of discriminating high-order textures in gen-
ral and, more important, shares relevant characteristics
ith the visual system. Some of the most commonly rec-
gnized properties of cortical cells are spatial localization,
estricted spatial frequency, and orientation tuning. Our
ethod relies on these properties, and it provides a
ourth-order correlation procedure. Although its psycho-
hysical validation is beyond the scope of the present pa-
er, it opens up new research directions to analyze the
sychophysical response of the Rényi directional entro-
ies for the discrimination of isotrigon stimuli. Compre-
ensive comparisons with other segmentation techniques
re left for further work. In addition to that, further re-
earch is required to analyze the new trilevel isotrigon
extures developed by Maddess et al. [2]. Also, compara-
ive measures other than the sensitivity and the specific-
ty that have been used here can be considered as valu-
ble.
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