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Abstract
Abstract
The challenge of understanding the mechanisms by which communication is achieved 
within the nervous system has intrigued scientists since the 18th century. It was then 
that Italian scientist Luigi Galvani demonstrated that muscles could be caused to 
twitch when stimulated using electricity. Later efforts, including the work of German 
biologist Emil du Bois-Reymond, gave rise to the concept of nerves being ‘wires’ that 
are capable of transmitting electrical signals to the brain as well as away from it. 
Advances in microengineering have made it possible to manufacture electrodes in the 
micrometer scale for studying the electrophysiological activity of nerve cells 
(neurons) and networks of neurons both in-vivo and in-vitro.
This thesis describes the development of microelectrodes and associated hardware, 
software, and protocols for studying the electrical activity of in-vitro neural networks. 
Networks of neurons with a specific geometry were organised on top of 4 x 4 planar 
microelectrode arrays (pMEAs) by dielectrophoretically loading the cells inside 
micro-chambers (located on top of the electrodes) that were fabricated using a 
negative photoresist (SU-8). Each micro-chamber was connected to its neighbours via 
micro-trenches that served the purpose of guiding the outgrowth of neurites in order 
for neurons to connect.
Spontaneous and evoked neural signals were successfully recorded using a 16-channel 
acquisition/stimulation unit. The results obtained from this work indicated good 
coupling between neurons and electrodes, and provided neural signals with high 
signal-to-noise ratios (up to 35). Unfortunately, SU-8 photoresist showed signs of 
toxicity, as neurons cultured on top of and adjacent to it did not grow processes and 
had irregular shapes. As a result neural network formation was inhibited, which 
necessitates the investigation of alternative materials (e.g. silicon, agarose, PDMS) for 
fabricating micro-chambers and micro-trenches.
Abstract
Nonetheless, this thesis presents a novel system that utilises the phenomenon of 
dielectrophoresis for loading a single neuron inside each micro-chamber of a pMEA 
for recording/stimulation purposes. This system provided a fast, effective and 
inexpensive way of assembling single-neuron-per-electrode neural grids, and could be 
used for creating large-scale geometrically defined networks comprised of hundreds 
of cells.
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Chapter 1 Introduction
Chapter 1: Introduction
1.1. Introduction to Neural Interfacing
The idea of interfacing the human brain to computers is certainly not a new one. The 
fact that they both function by electrical signal manipulation has intrigued the 
imagination of writers, artists and Hollywood directors (figure 1.1), and led to several 
novels, paintings, songs and movies with a common futuristic theme, 'Man and 
Machine".
MATERIAL REDACTED AT REQUEST OF UNIVERSITY
Even though the whole concept is usually considered as pure ‘science fiction’ and 
‘futuristic’, experiments that involved recording the electrical activity of cells of the 
nervous system {neurons) started during the 1940’s with the invention of intracellular 
micropipettes (Graham and Gerard, 1946). These are fine glass microelectrodes that 
penetrate the plasma membrane of a neuron and record membrane potentials. The idea 
has since expanded and moved from single cell recordings towards the study of whole 
networks of neurons involving more sophisticated neural interfacing.
However, the study of neural networks is not only about the implementation of a 
‘super-machine’ that will ‘download’ data into the human brain. A better 
understanding of how communication is achieved in the nervous system would aid
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other important areas of neuroscience such as neuroprosthetics and neurorobotics 
(figure 1.2); two technologies that are involved in restoring lost motor function in 
paralysed patients and amputees respectively. A neurorobotic system (figure 1.2-A) 
manipulates signals from motor control regions of the brain and transforms them into 
electrical signals suitable for controlling a robotic device (e.g. a robotic arm) (Chapin 
and Moxon, 2001). On the other hand, a neuroprosthesis achieves restoration of 
movement in paralysed patients through electrical stimulation of muscles or muscle 
nerves. As can be seen in figure 1.2-B, such a system, might use multichannel brain 
signals in order to control a computational device (neuroprosthesis controller) that 
would transform them into stimulating signals sufficient to activate several arm 
muscles and coordinate their movement. Sensory feedback from the nerves in the arm 
to the brain is also desirable in order to form a ‘closed-loop’ control that will allow 
the brain to control the movement of the arm more accurately. (Chapin and Moxon, 
2001)
A) NEUROROBOTICS NEUROPmOSTHETICS
Neuronal
Population
Recordings
Neurobotic
controiier
Sensory
prosthesis
controller
Neuroprosthesis 
controller
ROBOT ARM
SÜPillE
Figure 1.2: Neurorobotics & Neuroprosthetics. A: A neurorobotic system uses motor signals from the 
motor cortex of the brain in order to control a robotic part. B: A neuroprosthesis uses electrical 
stimulation to artificially restore the function of neural or muscle tissue. (Chapin and Moxon, 2001)
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The research project described in this thesis, is concerned with the study of the 
electrical activity of neural networks that have been cultured in vitro. Instead of using 
invasive microelectrodes to record from neurons, the cells ^ are placed on top of planar 
microelectrode arrays or pMEAs (Gross et al, 1977; Pine, 1980) that have been 
implemented on a substrate (e.g. glass) in order to record their electrical activity 
or/and stimulate them (figure 1.3).
Figure 1.3: A typical pMEA showing how neurons are randomly distributed on the electrode array. 
(Wagenaar et al, 2006)
Previous research has shown that cultures of neurons on pMEAs are quite sensitive to 
changes in their chemical environment (Gross et al, 1995; Gross et a l, 1997), which 
translates into changes in the recorded patterns of their signalling activity. Due to this 
observation, several research groups have been using such systems for 
pharmacological screening in order to reduce the need for animal experiments 
(Chiappalone et a l, 2003) and to identify substances on the basis of electrical activity 
(Gramowski et a l, 2004).
 ^Recordings have also been obtained from brain slices (Egert et al, 1998; Oka et al, 1999)
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Although this novel technique is promising, the pharmaceutical industry has not 
embraced it, as the experimental results have not been reproducible 
(Morin et ah, 2005). A possible explanation for this is that the neurons are placed 
randomly on the pMEA (as in figure 1.3). Hence, each time an experiment is carried 
out, the geometry of the network changes, which could result in different signalling 
patterns. In addition, it has been reported that neurons in culture are mobile (Maher et 
al, 1998), which means that the geometry of the network changes during the 
experiment.
A different approach to that of randomly dispersed neurons on pMEAs is that of 
forming networks with specific geometry. Several researchers developed techniques 
for confining neurons in the immediate vicinity of the microelectrodes and achieved 
standard network geometry. Techniques involving the implementation of three- 
dimensional microstructures over the pMEA electrodes (Jimbo et a l, 1993; Maher et 
al, 1999; Griscom et a l, 2002; Suzuki et al, 2004; Morin et a l, 2006), and 
chemically patterned growth substrates (Wyart et al, 2002; Nam et a l, 2004; 
James et a l, 2004) were used successfully. In the case of growth substrates, the 
pMEA is micro-stamped with proteins that promote neural adhesion to the substrate in 
order to organise them in a predetermined manner; however, it has been reported that 
cell survival is decreased due to the chemical modification of the substrate 
(Branch et a l, 2000). On the other hand, three-dimensional microstructures on 
pMEAs are essentially cell-scale holes created in an additional layer (such as silicon 
or agarose) that is embedded on top of the electrode array. Hence, there is a single 
electrode at the bottom of each hole (or micro-chamber) in order to accommodate a 
single neuron. Each hole is connected to its neighbouring holes via micro-trenches 
that guide the outgrowth of neurites. Nevertheless, these techniques are still under 
development and have limitations. For example, in most of these techniques each 
neuron is positioned on top of a microelectrode manually using pressure-driven 
micropipettes (Tooker et a l, 2004), however, this process is time-consuming and 
neurons often become stressed or damaged.
The advantage offered by geometrically defined networks over the randomly placed 
dense neural cultures is that they allow control of network activity at the single-cell 
level, which could lead to the development of advanced hybrid neuro-electronic
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devices that could be used in pharmacological screening, neurobotics (Marks, 2008), 
brain research, and neural computing (Ditto, 2003).
For the above reasons, the work described in this document aims to develop 
geometrically defined neural networks on pMEAs with a single neuron occupying 
each electrode in the array (figure 1.4). A typical experimental set-up for achieving 
this consists of the pMEA, the neurons that are confined on the electrodes of the array 
and bathed in culture medium, an incubator to maintain the physiological conditions 
necessary for the survival of the cells, electronic circuitry for signal amplification, 
filtering and conditioning, and a computer for data logging and analysis.
Incubator
Culture I 
m edlum V  .....^Neuron/
/ f
r
I Planar
I electrode \ /  \ f
Amplification 
& signal 
conditioning
Display &
Analysis
Stimulation
Figure 1.4: Experimental set-up of geometrically defined pMEAs. The signals acquired from a 
network of neurons are amplified and then fed into a PC for further analysis. Bi-directional 
communication is achieved via stimulation of cells.
As can be seen from the above figure, each electrode in the array hosts a single 
neuron. The signals detected by the electrodes are in the microvolt range; therefore, 
they are carried through tracks to the electronic circuitry where they are amplified and 
filtered to remove unwanted noise, and finally, they are digitised and transferred to 
the computer. The electronics unit consists of the same number of amplifiers and 
filters as the number of electrodes in the array in order to record simultaneously from 
all the neurons in the network, thus allowing one to observe the patterns of 
spontaneous electrical activity of the network. Each electrode can also be used for 
stimulating the cell that lies on top of it in order to establish bi-directional 
communication between the network and the electronics.
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1.2. Aims and Objectives of this Work
This work aims to develop novel pMEA devices and associated hardware, software 
and protocols in order to study the spontaneous and evoked electrical activity patterns 
of 16-cell neural networks with a defined geometry. In order to achieve this, the 
following objectives were set:
• Design and implementation of a 16-channel instrument for amplifying, 
filtering and acquiring neural signals as well as stimulating neurons.
• Design and implementation of 16-electrode pMEAs that are capable of hosting 
and confining a single neuron on top of each electrode in the array, and guide 
the outgrowth of neural processes to allow the formation of a network.
• Isolation of primary animal neurons from brain tissue.
• Devising a method for positioning neurons on top of each electrode of the 
pMEA and form cultured neural networks.
• Carrying out recording/stimulation experiments on neural networks in order to 
identify any repeatable patterns in their electrical activity.
The 16-channel instrument for recording from the 4 x 4 pMEAs was a modification 
from a circuit devised by Obeid et al. (2004) and the fabrication of pMEAs was 
achieved using standard photolithographic techniques. On the other hand, one of the 
novel aspects of this research would have been the implementation of three- 
dimensional microstructures (micro-chambers and micro-trenches) capable of 
confining a single neuron in the immediate vicinity of each electrode of a pMEA 
using SU-8 negative photoresist. However, Merz and Fromherz (2005) were the first 
to report the realisation of such microstructures using this particular photoresist.
Nevertheless, this document presents a novel system for positioning a single neuron 
inside each SU-8 micro-chamber of a pMEA for recording/stimulation purposes. The 
system operates by moving neurons towards each electrode site of an array using a 
dielectrophoretic force, checking for the presence of a neuron inside the micro­
chamber, which corresponds to each electrode site, using image processing, and
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stopping the dielectrophoretic force when detecting a neuron inside a micro-chamber 
in order to prevent more cells from being loaded.
This system eliminates the need for glass micropipettes guided by micromanipulators, 
which are the main tools for loading neurons inside micro-chambers, but are 
expensive to purchase and time-consuming when used, and managed to achieve fast 
loading of neurons (5 to 35 seconds for loading 16 micro-chambers).
1.3. Layout of the Thesis
Chapter two starts with a brief section on the structure and the physiology of neurons 
to familiarise the reader with the means by which neurons communicate and the 
terminology used. It then moves on to assess the various neural interfacing methods 
available in order to justify the approach that was followed in this research. Chapter 
three covers the instrumentation and software that was developed for neural signal 
acquisition, while chapter four describes the process and protocols used for 
manufacturing the pMEAs. Chapter five introduces the technique used for positioning 
single cells on pMEAs, along with the protocols used for neuron isolation and culture, 
and provides a detailed description of the neural recording experiments that were 
carried out. Chapter six presents and discusses the results obtained from all the 
experimental methods used, and finally, chapter seven concludes this work and makes 
suggestions for future work.
Journal articles submitted fo r  publication
Jaber F. T., Labeed F. H., Hughes M. P. (2008). “Action potential recording from 
dielectrophoretically positioned neurons inside micro-wells of a 4 x 4 planar 
microelectrode array” Journal of Neuroscience Methods. Submitted for review in 
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Chapter 2: The Nervous System & Neural 
Interfacing Techniques
2.1. Introduction
The first part of this chapter (section 2.2) aims to provide the basic information 
regarding the structure and function of the nervous system and the nerve cell or 
neuron. The information included in this section was taken fi*om Seeley et al (1995), 
Wilson and Waugh (1996), Stryer (1999), and Tortora and Grabowski (2000) (see 
Bibliography for details). The second part reviews the different types of electrodes 
that are used to interface neurons with external instrumentation for the purpose of 
recording or/and stimulation. A summary of these techniques is also provided at the 
end of this chapter highlighting the advantages and disadvantages of each technology 
in order to justify the approach adopted for this particular research.
2.2. The Nervous System
The nervous system can be portrayed as a network of billions of nerve cells (or 
neurons), linked together in a highly organised fashion in order to form the control 
centre of the body.
It is essential for the survival of a cell that it should remain within certain 
physiological limits. The nervous system is one of the two mechanisms (the other is 
the endocrine system) of the body responsible for maintaining stable conditions for 
cells. This is termed homeostasis.
hi order to achieve homeostasis, the nervous system has to first sense any changes 
that may occur in the internal or external environment of the body (sensory function). 
Then it has to process the sensory information, store any if required and then decide 
what sort of action should be taken (integrative function). Finally it has to execute its 
decision, which may include initiating muscle contractions or glandular secretions 
(Motor function).
8
Chapter 2 The Nervous System & Neural Interfacing Techniques
In general, the nervous system can be divided into two main parts (figure 2.1):
• The Central Nervous System (CMS), which includes the brain and 
spinal cord.
• The Peripheral Nervous System (PNS). This includes twelve cranial 
nerves arising fi-om the brain, which carry information to and from the 
brain, and thirty-one spinal nerves that originate from the spinal cord 
carrying information to and from the spinal cord.
r  Biüin -
Central
nervous
system
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Figure 2.1: Division of the Nervous System. The Central Nervous System (CNS) consists of the brain 
and the spinal cord. The Peripheral Nervous System (PNS) consists of 12 cranial nerves, which arise 
from the brain, and 31 spinal nerves, which arise from the spinal cord. (Seeley et al, 1995)
Within the CNS, incoming sensory information is processed and most actions are 
taken. The PNS is responsible for carrying information from peripheral parts of the 
body to the CNS via sensory receptors, muscles and glands, and for sending 
information from the CNS out to muscles or glands in order to trigger the appropriate 
responses.
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As can be seen from figure 2.2, the PNS is made of two divisions, the somatic 
nervous system (SNS) and the autonomic nervous system (ANS). The SNS is 
responsible for controlling voluntary actions (e.g. walking), while the ANS is 
responsible for homeostasis, maintaining a relatively constant internal environment by 
controlling such involuntary frmctions as digestion, respiration, and metabolism, and 
by modulating blood pressure. This involuntary system consists of sensory neurons 
that carry information from receptors towards the CNS and motor neurons, which 
convey information to smooth muscle, cardiac muscle and glands. On the other hand, 
the SNS transmits signals from the CNS to skeletal muscles.
The ANS is further divided into the sympathetic nervous system and the 
parasympathetic nervous system (figure 2.2). The sympathetic system is responsible 
for providing responses and energy needed to cope with stressful situations such as 
fear or extreme physical activity, whilst the parasympathetic system influences organs 
toward restoration and the saving of energy. For example, in response to stress, the 
sympathetic system raises the heartbeat rate. On the other hand, in order for the body 
to recover from stress, the parasympathetic system takes control and lowers the 
heartbeat rate.
Nervous System (NS)
t  ▼
Peripheral NS Central NS
Autonomic NS Somatic NS Brain Spinai Cord
j— '— I
Sympathetic NS Parasympathetic NS
Figure 2.2: Further division of the nervous system. The Peripheral Nervous System (PNS) is divided 
into the Autonomic Nervous System (ANS), which is responsible for homeostasis, and the Somatic 
Nervous System (SNS), which is responsible for controlling voluntary actions. The ANS has two 
subdivisions, the Sympathetic Nervous System, which responds to dangerous and stressful situations 
by increasing, for example, the heartbeat and blood pressure, and the Parasympathetic Nervous System, 
which operates in an opposing manner to the sympathetic system, by lowering the heartrate and the 
blood pressure.
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2.2.1. Neurons
As mentioned earlier, the nervous system consists of a vast number of cells called 
neurons. Unlike many other cells, neurons cannot divide after reaching a mature age 
and they can only synthesize chemical energy (ATP) from glucose, as opposed to 
ATP synthesis from lipids and proteins in other cell types.
Neurons have two important characteristics. The first is the ability to initiate nerve 
impulses (called action potentials) in response to stimuli that originate from both the 
outside (e.g. touch, light waves) and the inside (e.g. increase in heart rate) of the body. 
The second characteristic is that they have the ability to transmit an impulse from one 
part of the brain to another, or from the brain to other organs and parts of the body 
and vice versa.
A single neuron (figure 2.3) consists of a cell body (soma) and its processes, the axon 
and dendrites. Cell bodies form the grey matter of the nervous system and are found 
at the periphery of the brain and in the centre of the spinal cord. Cell body diameters 
range from 5 pm up to 135 pm according to the function of the cell. The soma 
contains all of the basic cellular organelles that can be found in most other cells but is 
conspicuously lacking centrioles that are responsible for cellular replication. Axons 
and dendrites are extensions of the cell bodies and form the white matter of the 
nervous system. They are found deep in the brain and in groups called nerve tracts, at 
the periphery of the spinal cord.
Each neuron has only one axon, which carries nerve impulses away from the cell 
body. On the other hand, a single neuron can have many dendrites. These are the 
processes that carry impulses towards cell bodies. They are usually shorter than 
axons, and have many branches. In addition, the dendrites of each neuron have 
enlarged ends called boutons, which can form connections with axons of other 
neurons called synapses.
A multi-layered covering of lipids and proteins surrounds most axons. This is called 
the myelin sheath and is produced by cells called neuroglia. These cells exceed 
neurons in number and account for more than half of the brain’s weight. The purpose
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of the myelin sheath is to electrically insulate the axon of the neuron and increase the 
speed of action potential conduction. Axons with myelin sheaths are termed 
myelinated while those without it are called unmyelinated or non-myelinated (figure 
2.3).
Nucleus 
of nerve 
cell
Axon
Myelin
sheauh
Nucleus ol
Scfiwann
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N odes of 
Ranvler
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Boutons
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neuron
Non-myelinated  
neuron
Figure 2.3: A Neuron has three main parts. The cell body or soma is a neuron's im in cellular space. 
The soma houses the nucleus, in which the neuron's main genetic information can be found. The axon 
sends messages to other neurons. The dendrites receive messages from other neurons. Two types of 
axons exist, myelinated (surrounded by a lipid and protein covering) axons -  left, and unmyelinated 
(without covering) axons - right. (Wilson and Waugh, 1996)
In general, there are five types of neuroglial cells of which two types are associated 
with the production of myelin sheaths, Neurolemmocytes or Schwann cells (in the 
PNS) and Oligodendrocytes (in the CNS). These cells wrap around the axon by 
spiralling many times around it. This forms multiple layers of glial plasma membrane. 
When the myelin sheath is viewed longitudinally, gaps can be seen every 0.1 mm to 
1.5 mm. These tiny unmyelinated areas are called the nodes o f Ranvier, which serve
12
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the purpose of increasing the speed of action potential conduction (see section 
2.22.5).
It should be also noted that Schwann cells aid the regeneration of axons in the PNS in 
the case of injury. This is achieved by forming a regeneration tube that guides and 
stimulates the re-growth of the injured axon.
The remaining three types of neuroglia perform numerous other functions, which 
include the secretion of cerebrospinal fluid {Ependymal cells), the regulation of 
substances that enter neurons from the blood (Astrocytes), and the elimination of 
microorganisms and foreign substances that invade the CNS (Microglia).
In the peripheral nervous system, bundles of parallel axons and their sheaths form 
nerves (figure 2.4), which transmit action potentials to and from the CNS, while 
collections of neuron cell bodies form ganglia. A single axon, whether myelinated or 
not, is surrounded by a connective tissue layer called the endoneurium. A heavier 
connective tissue layer, the perineurium, surrounds bundles of axons forming nerve 
fascicles. Finally, a third connective tissue layer, the epineurium, binds the nerve 
fascicles together to form a nerve.
Epineurium
Lymph
spoce
Artery 
a n d  vein
Fat
Axon
Foscicle Perineurium
Figure 2.4: Structure of the Nerve. A connective tissue layer called the Endoneurium surrounds each 
axon. A bundle of axons forms a Nerve Fascicle and is surrounded by another layer of connective 
tissue called the Perineurium. Finally, the Epineurium surrounds the whole nerve. (Seeley et al., 1995)
13
Chapter 2 The Nervous System & Neural Interfacing Techniques
Neurons can be classified according to their fonction, as well as their structure. The 
functional classification divides neurons into three categories according to the 
direction of action potential conduction. These are, afferent or sensory neurons that 
carry information from sensory receptors towards the CNS, efferent or motor neurons 
that carry information away from the CNS and towards muscles and glands, and 
association or inter-neurons that conduct action potentials from one neuron to 
another.
The structural classification (figure 2.5) takes into consideration the number of 
processes that extend from the cell body and divides neurons into three categories, 
multipolar neurons, which consist of many dendrites and a single axon, bipolar 
neurons, which have a dendrite for signal reception and an axon for signal 
transmission, and unipolar neurons that consist of only an axon.
Cell body
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Figure 2.5: Structural classification of neurons. A: Multipolar neurons have many dendrites and an 
axon. B: Bipolar neurons have only one dendrite and an axon. C: Unipolar neurons have an axon and 
no dendrites. (Seeley et al, 1995)
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Like all other cells, the neuron is surrounded by the plasma membrane (figure 2.6). 
This consists of two layers of phospholipids with some protein molecules embedded 
in them. Phospholipid molecules are amphipathic, this means that they have both 
hydrophilic (water-attracting) and hydrophobic (water-repelling) regions. As can be 
seen in figure 2.6, the head (blue sphere), which is the hydrophilic part, is facing out, 
whilst the tails (hydrophobic) orient towards each other creating a hydrophobic 
environment within the membrane.
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Figure 2.6: Portion of a plasma membrane of a cell and its components. The phospholipid bilayer is 
arranged like a sandwich with the heads (hydrophilic) of the phospholipid molecules aligned on the 
outer surface and the tails (hydrophobic) forming a central layer. The embedded protein molecule that 
extends all the way through the membrane acts as a channel for ion transport. (Seeley et al, 1995)
The embedded membrane proteins (or transmembrane proteins) perform important 
functions that include acting as receptors for hormones and other chemical 
messengers, and transporting ions across the plasma membrane.
2.2.2. Neuron Physiology
2.2.2.1. Resting Membrane Potential
When a neuron is not transmitting any impulses it is said to be ‘at rest’. In this state, 
the inside of the membrane is usually slightly more negative than the outside. The 
potential difference across the plasma membrane is 70 mV to 90 mV. This difference 
in potential is due to an asymmetric distribution of ions across the membrane
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(summarised in table 2.1), which is caused by the diffiision of ions down their 
concentration gradient, the selective permeability of the plasma membrane that allows 
some ions to pass through more easily, the electrical attraction between cations 
(positive ions) and anions (negative ions), and protein pumps that act as ion 
transporters in the membrane.
Table 2.1; Intracellular and extracellular concentrations of the main ions in an unstimulated neuron at
steady state. (Seeley et al, 1995)
Cations
Na^ 10 142
K" 148 5
Ca^^ <1 5
Others 41 3
Total 200 155
Anions
Proteins and inorganic 
phosphates (A)
196 52
c r 4 103
Total 200 155
As can be seen in table 2.1, the total number of anions and cations inside and outside 
of the membrane is equal. This implies that the extracellular and intracellular fluids 
are electrically neutral. However, ions tend to move along their concentration 
gradients, from an area of high concentration to an area of low concentration. With 
the exception of potassium ions (K ), which can cross through the membrane easily, 
chloride (Cf) and sodium (Na^) ions have more difficulty in crossing while other 
anions (A), such as proteins and inorganic phosphates, cannot cross the membrane 
(figure 2.7).
Since potassium ions tend to diffuse across the membrane from the inside (high 
concentration) to the outside (low concentration) and negatively charged ions fail to 
follow the positively charged ions, a small negative charge develops inside of the 
plasma membrane (i.e. the membrane is polarised). Nevertheless, this negative charge
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inside of the membrane attracts the positive When the negative charge is large 
enough to prevent any additional K"^  from diffusing out of the cell, equilibrium is 
established and there is very little movement of or other ions across the plasma 
membrane. The negative charge inside the neuron at equilibrium is termed the resting 
membrane potential and is typically between -70 mV and -90 mV.
Neuron
Interior
Neuron
Exterior
Figure 2.7: Concentration and movement of ions inside and outside of a neuron. ions can easily 
diffuse from the inside to the outside of the neuron, as the plasma membrane is permeable to them. On 
the other hand, the membrane is less permeable to Na^ and C f ions, which have more difficulty 
moving. Finally, proteins and inorganic phosphates (A ) cannot cross the membrane.
2.2.2.2. Ion Transport
Ion transport across the plasma membrane is achieved by two different ways, passive 
and active transport. In passive transport, some of the transmembrane proteins (often 
referred to as ion channels) create a pore through which a specific type of ions can 
move along their concentration gradient. This method of transport does not require 
any use of energy. There are two types of ion channels, gated and non-gated. Non­
gated channels remain always open in order to allow diffusion of ions and maintain 
the resting membrane potential. On the other hand, gated channels can be opened or 
closed in response to different types of stimuli. Depending on the type of stimulus that 
makes them respond they are classified as voltage-gated, ligand-gated, and 
mechanically-gated.
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Voltage-gated channels (figure 2.8-A) open or close in response to changes in the 
voltage across the plasma membrane. These channels are selective to particular ions 
(e.g. potassium voltage-gated channels are selective to potassium ions). Ligand-gated 
channels (figure 2.8-B) open or close in response to the binding of a small signaling 
molecule or ligand'. For instance, the binding of the neurotransmitter Acetylcholine 
(ACh) at certain synapses opens channels that admit Na^ and initiate an action 
potential. In contrast, the binding of Gamma Amino Butyric Acid (GABA), in the 
central nervous system admits Cf ions into the cell and inhibits the production of an 
action potential. Finally, mechanically gated channels respond to mechanical stimuli 
such as sound waves that can bend the cilia-like projections on the hair cells of the 
inner ear and open ion channels leading to the production of nerve impulses that the 
brain interprets as sound.
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Figure 2.8: Voltage-gated and ligand-gated channels in the plasma membrane. A: Change in the 
membrane potential causes the opening of a channel permeable to potassium ions. B: A ligand (in this 
case the chemical Acetylcholine) opens a ligand-gated channel. (Tortora and Grabowski, 2000)
In the case of active transport, special kinds of transmembrane proteins (called 
pumps) use energy in order to force the ions through the membrane against their 
concentration gradient. For example, the asymmetrical distribution of ions across the 
plasma membrane occurs because of a membrane protein pump called the
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Na^/K^ ATPase (or Sodium/Potassium pump), which uses ATP to move Na^ and 
across the plasma membrane against their concentration gradient. As a result of this 
pumping action, three Na^ ions are transported outwards for two ions inwards.
2.2.2.3. Local or Graded Potentials
This is a type of signal that arises mainly in the plasma membrane of dendrites when 
ligand-gated or mechanically gated channels are stimulated and opened. The 
activation of these channels permits the entry/exit of the specific ion the channel is 
permeable to. Thus, depending on the ion that is allowed in/out, it can cause either 
hyperpolarisation (the membrane potential becomes more negative, figure 2.9-A) or 
depolarisation (the membrane potential becomes more positive, figure 2.9-B). These 
signals are confined to a small region of the plasma membrane (thus local) and they 
decrease in magnitude as they spread over its surface. In fact, they cannot be detected 
more than a few millimetres fi'om the site of stimulation, which makes them useful for 
short distance communication only.
Local potentials are also called graded, as their magnitude is directly proportional to 
the strength of the stimulus. Therefore, the stronger the stimulus, the stronger the 
depolarisation/hyperpolarisation produced. Nevertheless, if several stimuli are applied 
in short time intervals, the local potentials produced are summed producing a stronger 
signal.
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Figure 2.9: Local or graded potentials. A: During a hyperpolarisation the membrane potential becomes 
more negative than the resting level. B: A depolarisation leads to a less negative membrane potential 
than the resting level. (Tortora and Grabowski, 2000)
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2.2.2.4. The Action Potential (Nerve Impulse)
When a local depolarisation of the plasma membrane reaches a certain threshold level 
(typically ~55 mV), it triggers a different type of signal, called an action potential. 
The action potential is initiated in the axon hillock and propagates along the axon 
without decreasing in magnitude. The fact that this type of signal propagates without 
change in its magnitude permits communication over long distances in the nervous 
system.
When the depolarisation of the plasma membrane by a local potential passes beyond 
the critical threshold level, it causes the ion transporters to alter the permeability of 
the membrane to ions. This change in charge across the membrane leads to the 
opening of two types of voltage-gated channels, one selectively permeable to Na"^  ions 
and the other to ions (a processes often referred to as activation). Although these 
two types of channels start to open at about the same time, channels open more 
slowly than Na^ channels.
As Na"*" enters, additional positive charge is accumulated inside the neuron, which 
causes further depolarisation of the membrane potential as even more Na^ channels 
open. The membrane potential becomes positive within about a millisecond and 
attains a value of about +30 mV. These events form the first phase of the action 
potential or the depolarisation phase (figure 2.10).
At this point, the negative charge outside the neuron is large enough to prohibit any 
further entry of Na^ ions. Hence, Na^ channels begin to close while channels 
continue to open. Consequently, the movement of ions out of the neuron increases
and the membrane potential returns to a negative value {repolarisation phase). 
However, the membrane potential falls below the resting potential {hyperpolarisation 
phase), as K'*’ channels do not close immediately. Eventually, the resting level of 
-70 mV is restored as the closure of the channels causes the ion conductance to 
decrease to the value characteristic of the unstimulated state.
The duration of the action potential varies from one cell type to another but it 
generally lasts between 1 to 2 ms.
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Figure 2.10: The action potential. A stimulus causes sodium channels to open and sodium ions enter 
the neuron making it more positive (depolarisation). When potassium channels open, potassium rushes 
out of the cell, reversing the depolarisation. Also at about this time, sodium channels start to close. This 
causes the action potential to go back toward -70 mV (repolarisation). The action potential goes past - 
70 mV (hyperpolarisation) because the potassium channels stay open a bit too long. Gradually, the ion 
concentrations go back to resting levels and the potential returns to -70 mV.
The closure of Na^ and channels is a result of a process called inactivation. Here, a 
part of the channel protein located on the cytoplasmic side contains a ‘balT connected 
to the rest of the channel protein by a chain of amino acids (figure 2.11). The opening 
of the ion selective pore, during activation, forms a binding site to which the 
inactivation ball can bind, either by electrostatic or by hydrophobic interactions, and 
stop the entry of ions.
o
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binding site
n a c t i v a t i o n
\
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Figure 2.11: Activation and Inactivation. A: Ion channel is closed. B: Activation produces a binding 
site for the inactivation ball at the cytoplasmic (inside) surface of the channel pore. C: Inactivation; the 
ball binds to the site and blocks the channel. (Stryer, 1999)
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The production of an action potential at a given point in the plasma membrane 
decreases the sensitivity of that area to further stimulation for a period of time termed 
the refractory period. During this period of time, the Na^/K^ pump restores the 
uneven ion distribution described earlier. The refractory period has two subdivisions 
(figure 2.12); first is the absolute refractory period (ARP), which exists from the 
beginning of the depolarisation phase until shortly after repolarisation. During this 
period, it is impossible for another action potential to occur at the same point, and 
therefore, the direction of action potential propagation is maintained. Following the 
absolute refractory period is the relative refractory period (RRP), during which only a 
stronger than the threshold level stimulus can produce an action potential.
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Figure 2.12: The absolute and relative refractoiy periods of the action potential. During the absolute 
refractory period (blue) no other action potential can occur, while during the relative refractoiy period 
(yellow) only a strong stimulus can initiate another action potential. (Seel^  et al, 1995)
The duration of the absolute refractory period varies according to the diameter of the 
axon. For instance, axons with a large diameter have a brief ARP; typically about 
1 ms, which allows up to 1000 action potentials to arise per second. On the other 
hand, axons with small diameters have a large ARP of about 4 ms. This allows the 
transmission of up to 250 action potentials per second.
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2.2.2.5. Propagation of Action Potentials
After an action potential is produced in the axon hillock of the neuron, it stimulates 
adjacent regions of the plasma membrane. As a result of this, Na^ channels of nearby 
regions begin to open. Hence, nearby regions also reach threshold, depolarise and 
produce an action potential, which then depolarises the next bit of axon membrane, 
and so on until the signal reaches the axons’ ending or bouton. This type of action 
potential conduction is called continuous conduction and occurs in unmyelinated 
axons (figure 2.13-left).
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Figure 2.13: Propagation of the Action Potential. Left (unmyelinated axon): Depolarisation during the 
action potential spreads to adjacent areas of the axon causing them to depolarise and produce an action 
potential (continuous conduction). Right (myelinated axon): Depolarisation leaps from one node of 
Ranvier to another as the myelin sheath prevents the movement of ions across the plasma membrane 
(saltatoiy conduction). (Seeley et al, 1995)
In the case of myelinated axons, the insulating properties of the myelin sheath prevent 
ions from leaving the axon. This occurs since myelin increases the resistance across 
the cell membrane (resistivity of myelin is 290 MQ mm (Fitzhugh, 1962)) and 
decreases the capacitance (myelin capacitance is 1.6 pF/mm (Fitzhugh, 1962)). 
Hence, electrical changes across the membrane can only occur at the unmyelinated
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gaps of the myelin sheath - the nodes of Ranvier. When an action potential occurs at 
one node, the depolarisation passes along the myelin sheath to the next node so that 
the flow of current appears to leap from one node to the other (figure 2.13-right). This 
type of conduction is termed saltatory and it is faster than continuous conduction as 
the action potential moves more rapidly by ‘jumping’ fi’om one node of Ranvier to 
another.
In general, the speed of action potential propagation is determined by the diameter of 
the axon (the larger the diameter of the axon the higher the speed of propagation) and 
the presence or absence of a myelin sheath. Temperature also plays an important role 
as axons conduct signals at higher speeds when they are warm and at lower speeds 
when they are cool.
2.2.2.6. Action Potential Transmission at Synapses
Each terminal bouton is connected to other neurons across a small gap called a 
synaptic cleft (figure 2.14), which is 20-50 nm wide. When the action potential 
reaches the terminal bouton of the presynaptic membrane (the signal sender), it 
triggers the release of certain chemicals contained inside the synaptic vesicles.
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Figure 2.14: Synaptic transmission. Vesicles release their neurotransmitters, which flow across the 
synaptic cleft into the special receptor molecules to unlock the pathway for the passage of ions, thus 
changing the electrical balance across the membrane of the receiving neuron and generating an action 
potential. (Seeley et a/., 1995)
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These chemicals, which are called neurotransmitters, diffuse across the synaptic cleft 
to the next neuron to find special sites on the plasma membrane of the postsynaptic 
membrane (the signal receiver) called receptor molecules. The neurotransmitter acts 
like a key that unlocks a passageway for ions, changing their balance between the 
outside and the inside of the next neuron. For example, some neurotransmitters bind 
to receptors on ligand-gated Na"*" channels in synapses, increasing the permeability of 
the postsynaptic membrane to Na^ ions. As a result, Na"^  ions diffuse into the 
postsynaptic cell and cause a local potential. If the magnitude of the local potential 
exceeds the required threshold level, an action potential is initiated. In some synapses, 
the neurotransmitter binds to receptors on ligand-gated channels, thus increasing 
the permeability of the membrane to potassium ions. In this case, ions diffuse out 
of the postsynaptic neuron and the membrane is hyperpolarised. As a result, action 
potential production is inhibited.
This type of synapse is termed chemical and it is the most common type in the human 
nervous system. The other type is the electrical synapse in which adjacent plasma 
membranes, seperated by a 3 nm gap (gap junction), allow the direct transfer of ionic 
current from one neuron to the next.
2.3. Neural Interfacing Techniques
The challenge of understanding the structure and function of the brain and nervous 
system has intrigued scientists since the fourth century B.C. However, it was midway 
through the nineteenth century that advances in scientific tools and techniques led to 
the conclusion that the brain consists of a network of complex cells (neurons), which 
have the ability to communicate with each other and enable living beings to function 
as they do.
Although many recording techniques have been developed since then, they can be 
classified into two main categories, intracellular and extracellular. Unlike the 
intracellular recording techniques (e.g. Intracellular micropipettes), extracellular 
recording (e.g. planar electrodes) has the advantage of not being invasive, as there is 
no penetration of the neurons’ plasma membrane. On the other hand, extracellular 
action potentials differ in shape and magnitude from intracellular ones.
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The difference in the shape of the action potential is because the signal is being 
recorded from the outside of the plasma membrane (figure 2.15). Hence, as sodium 
ions enter the neuron during the depolarisation phase, the outside of the neuron 
becomes more negative in respect to the inside and the signal falls below the resting 
membrane potential (Bear et al, 2007). On the other hand, when sodium channels 
close and potassium channels open (repolarisation), potassium ions will start moving 
outside of the neuron, which will make the extracellular environment more positive 
and the signal will start returning to the resting level (Bear et al., 2007). As sodium 
channels do not close immediately, the signal will become slightly more positive than 
the resting membrane potential for a brief period of time (hyperpolarisation) before 
returning to the resting level.
Since extracellular techniques do not penetrate the plasma membrane, but instead 
record local ionic fluctuations, the magnitude of the recordings will be smaller than 
that of intracellular techniques. Hence, while intracellular recordings are in the range 
of millivolts, extracellular signals are measured in microvolts. This of course does 
limit the application of extracellular electrodes as they often fail to detect these small 
signals. However, invasive techniques are impractical when performing multisite 
recordings, which are essential for studying neural networks.
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Figure 2.15: Difference between intracellular and extracellular recordings. The shape of the 
extracellular signal (lower right-hand side) looks like a mirror image of the intracellular action 
potential (upper right-hand side) because it is being recorded from the outside of the plasma membrane. 
The magnitude of the extracellular signal is measured in microvolts, while that of the intracellular 
signal is measured in milivolts. (Grybos, 2002)
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The following sections explore the different intracellular and extracellular techniques 
that have been used so far along with their advantages and drawbacks.
2.3.1. Intracellular Recording Techniques
In 1939 two American scientists, Cole and Curtis, discovered that the permeability of 
a neural membrane increased for specific ions during an action potential, without 
becoming permeable to all ions (Cole and Curtis, 1939). During the same year, 
Hodgkin and Huxley managed to obtain the first intracellular recording of an action 
potential from the axon of a squid (Hodgkin and Huxley, 1939; Hodgkin and Huxley, 
1945). The advantage of using a squid for this particular experiment was that its axon 
was so large (typically 1 mm in diameter) that the recording was achieved by inserting 
a glass capillary down the length of the nerve cell.
After being interrupted by the Second World War, Hodgkin teamed up with Katz in
1949 and carried out a series of experiments that demonstrated that the permeability 
of the plasma membrane to Na^ was responsible for the overshoot in the shape of the 
action potential (Hodgkin and Katz, 1949). The reunion of Hodgkin and Huxley in
1950 and the experiments that they conducted, introduced the voltage clamping 
technique, which enabled them to record the ionic currents firom the axon of the squid 
(Hodgkin 1952).
The large size of the squid’s axon was ideal for the experiments carried out by 
Hodgkin and Huxley; however, the recording technique used was not suitable for 
neurons of smaller dimensions. In 1942 Graham, Carlson and Gerard first reported the 
use of a fine-tipped glass capillary electrode for measuring the resting potential of 
firog muscle cells (Graham and Gerard, 1946).
In 1949 Ling and Gerard managed to improve the design of the electrode by filling it 
with salt solutions resembling those found in the extracellular environment (Ling and 
Gerard, 1949). These fine glass microelectrodes (often referred to as intracellular 
micropipettes) penetrated the plasma membrane in order to record electrical activity. 
Wires were connected to the back of the pipette in order to transmit the recorded 
signal into an amplifier, which was connected to an oscilloscope for display (figure 
2.16).
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Later advances in mechanical devices for producing these electrodes made it possible 
to fabricate very fine tipped pipettes that could even penetrate small cell bodies.
Amplifier and 
Osciiioscope
Intraceiiuiar
electrode
Extracellular
electrode
Nerve
Figure 2.16: Intracellular micropipette recording. The back of the pipette is connected via a wire to an 
amplifier to enhance the signal displayed by the oscilloscope. Electrodes can be placed on either side of 
the membrane to record both intracellular and extracellular activity. (Waser, 2003)
The invention of the patch electrode by Neher and Sakmann in 1976 made it possible 
to record current flow from single ion channels (Neher and Sakmann, 1976). The 
electrode was an intracellular micropipette made from fine tubing with a very small 
tip diameter (3-5 pm) in order to cause minimal damage when inserted into a cell. In 
addition, the micropipette was filled with a salt solution resembling the one found in 
the extracellular fluid (Fain, 1999a). The electrolyte inside the pipette was in contact 
with a metal electrode, which connected the pipette to an electrical circuit that 
measured the current flowing through membrane channels located under the tip of the 
pipette (Kaupp and Baumann, 2003a).
The measurement technique (figure 2.17) involved pressing the pipette against the cell 
body (or axon or dendrite) of a neuron and applying slight suction (by mouth). This 
formed a very high resistance seal between the inside and the outside of the pipette. 
The seal reduced the electronic noise and made it possible to measure the currents 
caused by the flow of ions through the membrane protein channels. This particular 
technique was termed cell-attached recording. (Kaupp and Baumann, 2003b)
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Other more powerfiil techniques were also developed including the excised-patch and 
whole-cell recording. In the excised-patch recording, the pipette, which was sealed 
onto the membrane, was gently lifted off This caused a piece of the membrane to be 
excised from the cell membrane underneath the pipette (termed inside-out) (Kaupp 
and Baumann, 2003b). This technique allowed perfusion of the inside surface of the 
membrane with substance like Ca^  ^ and protein kinases in order to study the 
regulation of channel gating (Fain, 1999b). The application of additional suction 
during the previous procedure ruptured the membrane patch underneath the pipette, 
establishing a direct contact between the interior of the cell and the solution in the 
pipette (Kaupp and Baumann, 2003b). This allowed the experimenter to alter the 
composition of ions inside the cell {whole-cell recording) (Fain, 1999b). After 
establishing a whole-cell recording, if the pipette was gently lifted off the cell, the 
excised membrane of the cell often flapped around and resealed on the pipette (termed 
outside-out) (Fain, 1999b). This method was particularly useful when investigating 
ligand-gated channels.
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Figure 2.17: Patch recording techniques. A: Suction is applied to form seal for a cell-attached 
recording. B: Whole-cell recording: additional suction applied causing the part of the membrane under 
the pipette to rupture. C: During cell-attached mode the pipette is pulled to form inside-out. D: During 
whole-cell mode the pipette is lifted to form outside-out. (Waser, 2003)
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The most recent advance to the patch clamp technique was that of planar patch 
clamping. Instead of positioning a micropipette on a cell using mechanical 
manipulators, cells were suspended on a chip, which contained an array of micron- 
scale apertures. A single cell was positioned on each aperture by suction forming a 
tight seal (figure 2.18). The bottom cavity of the chip was filled with an electrolyte 
solution and was connected to a recording amplifier, while cells on the surface of the 
chip were bathed in extracellular solution (Fertig et al, 2002).
O
Figure 2.18: Planar patch clamping. A: Cells are suspended on chip containing a micro-structured 
aperture. B: A single cell is positioned on the hole by applying suction. C: A tight seal is formed. 
(Behrends and Fertig, 2002)
The advantage offered by this configuration was that a large number of patch clamp 
recordings were achieved in parallel providing a high-throughput tool for drug 
screening. In addition, this method made life easier for researchers since it avoided 
the use of glass micropipettes. (Fertig et al, 2002)
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Although these techniques managed to reveal important information about membrane 
potentials they are not practical for the study of neural networks, which involves 
making simultaneous multisite recordings. This would mean that a large number of 
these electrodes would have to be inserted into a corresponding number of neurons, 
which makes control over them a difficult task. In addition, the manufacturing process 
of these electrodes is highly complicated and expensive. Finally, the fact that these 
techniques are invasive makes long-term recordings difficult, as neurons will 
eventually be damaged.
2.3.2. Extracellular Recording Techniques
Intracellular recording techniques have the disadvantage of being invasive and can 
damage cells. Extracellular electrodes on the other hand minimise this problem, as 
apart from a few exceptions (regenerating and penetrating electrodes, Dobelle Planar 
array) most of them are non-invasive. Early recordings were performed during the 
1950s by inserting gold/platinum plated tungsten wires through nerves. Since then, 
several different techniques have been developed, which include cuff electrodes, 
regenerating electrodes, penetrating electrodes, planar microelectrode arrays and more 
recently Field Effect Transistors (FETs).
2.3.2.I. Cuff Electrodes
This particular type of electrode was used for stimulation in order to activate nerves 
and muscles as well as recording for monitoring the electrical signals traveling along 
nerves. The term ‘cuff was used as the electrode surrounded the circumference of the 
nerve (Hoffer and Kallesoe, 2001). Initially, these were two to three loops of wire 
wrapped around the nerve in order to record from or stimulate the whole structure. 
Later types (figure 2.19) incorporated an array of electrodes positioned into an 
insulating sleeve in order to record from specific locations of the nerve (Hoffer and 
Kallesoe, 2001). The shape and size of the electrodes that were used depended upon 
the thickness and the natural arrangement of the nerve (Hoffer and Kallesoe, 2001).
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The first electrodes used were rather stiff and caused damage as they were pressing 
the nerve fibres; later models were manufactured using more flexible materials and 
had adaptable geometries allowing far better adjustment of the electrode to the nerve 
(Rozman, 1991).
™  - f i
Figure 2.19: Cuff electrode. A: A flexible cuff electrode with microelectrodes placed along the 
‘fingers’. B & C: The fingers bend to form a tube for the nerve. (Heiduschka and Thanos, 1998)
The main drawback associated with this type of electrode is that the recordings are the 
sum of the superficial potentials of the nerve (Heiduschka and Thanos, 1998). Hence 
any potential that is originating from the axons located in the centre of the nerve, does 
not contribute enough to the measured signal. This disadvantage limits the application 
of cuff electrodes as recording devices and is the main reason that they are mostly 
used for whole-nerve stimulation.
2.3.2.2. Regenerating Electrodes
In contrast to cuff electrodes, which are positioned around the nerve, regenerating 
electrodes are implanted within the nerve. The implant design is a sieve-shaped plate, 
which contains holes that have shapes according to the type of nerve under study.
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Microelectrodes are placed nearby or on the walls of the holes (figure 2.20) for the 
purpose of recording or stimulation (Heiduschka and Thanos, 1998).
Figure 2.20: Electron micrograph of regenerating electrodes. A: The device has nine iridium-lined 
active sites for recording and non-lined pores for supporting the growth of axons. B: Close-up of an 
active site (arrow) surrounded by non-active pores. (Mensinger et al, 2000)
In order to implant the device, the nerve is cut and the electrode plate is positioned 
inside the gap in such a way as to allow the nerve fibres to regenerate through the 
holes (figure 2.21). The opposite side of the electrode plate and the distal nerve stump 
are aligned in order to create a guidance path for the growth of nerve axons that are 
coming out from the holes in the electrode plate (Heiduschka and Thanos, 1998).
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Figure 2.21: The concept of regenerating electrodes. Axons regenerating from the proximal stump of a 
dissected nerve grow through a permissible array of electrodes moimted on a substrate. The opposite 
side of the array and the distal nerve stump provide guidance path for the out coming axons. 
(Heiduschka and Thanos, 1998)
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Unlike cuff electrodes, the advantage offered by this technique is that the electrodes 
are in direct contact with the nerve fibre, which allows accurate recordings to be made 
as well as efficient stimulation to take place. On the other hand, cutting the nerve 
causes irreparable damage and regeneration of the nerve fibres is achieved only after 
several weeks. It is only when the nerve axons are completely regenerated through the 
electrode holes that the success of the procedure can be evaluated. Another 
disadvantage of the technique is that some nerve axons fail to enter through the holes 
in the plate and therefore do not achieve regeneration. Finally, this method is only 
applicable in peripheral nerves, as central nerves do not regenerate spontaneously. 
(Heiduschka and Thanos, 1998)
2.3.2.3. Penetrating Electrodes
Penetrating electrodes come in different configurations, the simplest one being thin 
metal wires (figure 2.22-A). The whole wire was insulated except from its very fine 
tip (typically 0.25 pm -  5 pm), which could be inserted into the nervous tissue. 
Another simple type was the micropipette (figure 2.22-B) similar to the one used for 
intracellular recordings. As described earlier, micropipettes were filled with saline and 
recordings were achieved through a thin metal connector within the instrument. 
However, these two types were limited by the fact that simultaneous recordings were 
time-consuming and were difficult to perform, as a large number of electrodes had to 
be inserted into cells.
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Figure 2.22: Examples of penetrating electrodes. A: Thin Metal-wire electrode. The whole wire is 
insulated apart from the very fine tip, which is inserted into the nervous tissue. B: Electrolyte filled 
glass micropipette. Recording is performed through the metallic connector located inside the 
electrolyte-filled lumen. (Ferris, 1974)
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Despite this limitation, many of these electrodes had applications in fields of 
neuroscience. For example, the Longitudinal Intra-Fascicular Electrode or LIFE 
(figure 2.23) was a Kevlar flexible microwire electrode (coated with three metals - 
titanium-tungsten, gold and platinum) that was implanted in motor nerves and 
performed long-term recordings and stimulation with fairly stable results 
(McNaughton and Horch, 1996).
Figure 2.23: The recording/stimulating zone of an intra-fascicular electrode. At left is the etched 
region where the metallisation layer has been removed to provide a visual landmark. In the center is the 
recording/stimulating region where platinum black has been deposited onto the metallisation layer. 
(McNaughton and Horch, 1996)
For multisite recordings, multiple electrodes were implemented on a single probe. A 
popular type of device that was used by many research groups (Wise and Weissman, 
1971; Ensell et a l, 1996; Kewley et a l, 1997; Xu et al, 2001) was the wedge- or 
shank-shaped microprobe (figure 2.24). The shank was the part of the device that was 
inserted into the nervous tissue. It carried one- or two-dimensional electrode arrays 
for neural recording as well as for stimulation. Typically, the shank was 1-3 mm long, 
30-100 pm wide and 8-20 pm thick (Heiduschka and Thanos, 1998).
Output leads.
Bonding pads.
Carrier
Shank.
Interconnecting leads.
Electrode Sites.
Figure 2.24: Shank-shaped microprobe. This consists of a carrier area and a long thin shank, upon 
which the recording sites are situated. The recording sites are connected to bonding pads on the carrier 
area. The shank is the part of the probe that is inserted into the nervous tissue area of interest. 
(Ensell ei a/., 1996)
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Although single-shank devices managed to record signals from various nerve depths, 
they were not particularly useful for simultaneous recording from different parts of 
the nerve. This limitation along with advances in silicon microtechnology led to the 
design and implementation of three-dimensional array probes for in vivo 
measurements. These electrodes carried an array of planar shanks, which projected 
out from a thin substrate (e.g. silicon, glass) and penetrated the nervous tissue in order 
to record from or stimulate various positions on the nerve.
An example of such an electrode was an array of 128 microelectrodes, which 
consisted of silicon needles embedded in a glass carrier (figure 2.25). The needles 
varied in height from 250 pm to 600 pm with a spacing of 120 pm and had tip sizes 
of 15 pm X 15 pm. The electrode array was mounted on a CMOS chip, which 
performed multiplexing and amplification. In addition, it comprised current sources 
for stimulation purposes. Although all the fabrication steps for the electrode array 
were successful, it was reported that integration of the array with the CMOS chip was 
not (Rutten et al., 1999).
Peroneal nerve
Figure 2.25: A CMOS chip carrying a 3D array of 4x32 (128) microelectrodes to be inserted into a 
nerve for recording. (Rutten et al., 1999)
Bai and Wise (2001) also reported a similar three-dimensional penetrating electrode 
with on-chip circuitry (figure 2.26). Their device used iridium electrode sites 
separated by less than 20 pm, and managed to demonstrate low-noise recording 
capabilities (less than 8 pVrms) while recording neural activity from the guinea pig 
cochlear nucleus.
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Figure 2.26: Active 3D probe array. This device utilises 16 shanks arranged in a 4 x 4 matrix. Above 
the probes an on-chip circuitry performs amplification of recorded signals. (Bai and Wise, 2001)
Another available 3-D electrode is the Utah Intracortical Electrode Array or UDSA 
(figure 2.27-A), which was designed to provide a multichannel interface to the cortex 
(Nordhausen et a l, 1996). It had a large number of 1.5 mm long needle-like 
electrodes (typically 100 in a 10 x 10 square grid) that projected out from a very thin 
(0.2 mm) substrate, and that were separated from each other by 0.4 mm. The tips of 
the needles were platinum coated in order to form the active part, while the rest of the 
electrode was insulated. A similar electrode to the UIEA was the Utah Slanted 
Electrode Array (USEA), which is shown in figure 2.27-B. This device was slightly 
different from the UIEA as the needle-like electrodes were of varying length in order 
to achieve recordings from nerve bundles located at different depths of the nerve. 
(Branner et a l, 2000)
Figure 2.27: The Utah Arrays. A: The Utah Intracortical Electrode Array (UIEA) -  (Nordhausen et al, 
1996). B: The Utah Slanted Electrode Array (USEA) -  (Branner et al, 2000).
Research groups have used these devices in order to study neural network signaling 
codes in the motor cortex and other cortical areas of macaque monkeys (Hatsopoulos 
et a l, 1998; Nicolelis et a l, 2003) while the animals were engaged in various
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activities. In addition, the UIEA has been used to study patterns of neural activity in 
the visual cortex of cats (Maynard et al, 1997). A milestone was reached when 
Professor Kevin Warwick became the first human to receive a neural implant (the 
UIEA) and carried out a series of experiments by linking his nervous system to the 
Internet (Selim, 2002). However, the most recent success of this type of electrode was 
the development of a neuro-motor prosthesis, with a UIEA as the interface, which 
enabled a tétraplégie person to manipulate a cursor on a screen and perform various 
tasks (open emails, operate TV) by converting neuronal activity from his motor cortex 
into control signals (Hochberg et al, 2006).
Although penetrating electrodes managed to demonstrate good results, it is important 
to realise that they are invasive techniques, which cause irreparable damage to the 
nervous tissue upon insertion. Therefore in order to minimise any possible damage, 
shank sizes are and should be manufactured as thin as possible.
2.3.2.4. Planar Microelectrode Arrays
Most planar microelectrode arrays (pMEAs) have been used to provide a non-invasive 
approach for making long-term multisite recordings (Gross, 1979; Pine, 1980; Wilson 
et al, 1994; Potter and DeMarse, 2001; Hofhiann and Bading, 2006). These were 
essentially two-dimensional arrays of cell-scale planar electrodes and tracks 
incorporated into a substrate such as glass or silicon (figure 2.28). Neurons were 
cultured over the electrode array in order to record their extracellular activity. The 
advantage of having a number of electrodes was that one (or more) electrode(s) could 
be used exclusively for stimulation and the remaining ones for recording extracellular 
neural activity.
.f
Figure 2.28: Planar Microelectrode Array. A: pMEA. B: Neurons cultured on the electrode sites. 
C: A ring suitable for neuron culture is surrounding the electrode sites. (Hofhiann and Bading, 1994)
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Like all other neural interfaces, a typical system for extracellular recording using 
these arrays consists of the array itself, together with the amplifier and filter for each 
recording electrode (multichannel recording), and data acquisition system (figure 
2.29). Since extracellular recordings involve signals in the microvolt range, high 
performance low noise electronics are required to record and process such signals. In 
addition, signals acquired extracelluarly have a DC offset due to the movement of 
ions in the extracellular space (i.e. cell culture medium), which varies significantly 
fi'om electrode to electrode (Grybos, 2002). To eliminate DC offset voltages, the 
pMEA electrodes are AC coupled to the electronics (Grybos, 2002).
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Figure 2.29: Schematic of a typical recording system using pMEAs. Each electrode can have its own 
amplifier and filter in order to perform multi-site recordings. Software and hardware interface is 
employed for analysis and display of the recording.
The pMEAs are manufactured using photolithogrcq)hy. This process (figure 2.30) 
employs a mask, which defines the electrode and track patterns, a thin film of metal 
deposited on a substrate such as glass or silicon, and a photoresist, which is a light 
sensitive polymer that can be converted fi’om developable to non-developable^ by 
exposing it to UV light.
As can be seen from figure 2.30-A, a layer of photoresist was applied uniformly on 
top of the thin metal film. The mask was then placed on top of the photoresist layer 
and exposed to UV light. This exposure weakened the parts of the photoresist that 
were not being covered by the patterns on the mask. These were then removed in 
order to uncover the metal layer beneath them (figure 2.30-B). The metal was etched 
away (figure 2.30-C) and the remaining photoresist was removed leaving the desired 
electrode pattern (figure 2.30-D).
 ^ This conversion depends on the type of photoresist used.
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Figure 2.30: Photolithography. A: The mask is placed on top of the photoresist layer, which has been 
applied on the thin metal film, and e?q)osed to UV light. B: The exposed parts of the photoresist are 
removed uncovering the metal layer beneath them. C: The metal is etched away. D: The remaining 
photoresist is also removed uncovering the electrode pattern.
Two common metals that are used for pMEAs are gold (Au) and Indium Tin Oxide 
(ITO), as they are good electrical conductors, biocompatible, and resistive to 
corrosion. Gold electrodes are often platinised in order to reduce their impedance 
(typically from 4 MQ to 0.4 M O ) and obtain a better signal-to-noise ratio (Nisch et 
al, 1994). On the other hand, ITO electrodes yield impedances typically between 
8 MQ and 10 MQ that could be reduced below 3 M Q by being gold plated (Gross 
et a l, 1985). Reports on experiments that used these types of electrodes have 
demonstrated good quality recordings (Gross et a l, 1985; Wilson et a l, 1994; 
Stoppini et a l, 1997; Egert et a l, 1998). However, ITO electrodes had a main 
drawback when they were used for stimulating neurons. Gross et a l (1993) reported 
that the ITO conductors started to oxidize when excessive voltage pulses were applied 
to them. This phenomenon resulted in a dramatic increase in impedance (typically 
10MQ-30MQ) and reduced the quality of the recorded signals to unacceptable 
levels.
Aside from cell cultures, planar microelectrode arrays have been used for recording 
extracellular activity of brain slices. Figure 2.31 shows an array of 34 silicon nitride 
electrodes with platinum coated tips, which were implemented on a silicon substrate.
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The height of each electrode was 47 pm, of which 15 pm made up the exposed 
platinum coated tip (Thiebaud et al, 1999).
BA
Figure 2.31: Array for studying the electrical activity of brain slices. A: The 34-silicon nitride array 
with platinum coated tips. B: Electron micrograph of a platinum coated tip. (Thiebaud et al, 1999)
Long-term recordings were performed on fresh hippocampal brain slices from rats 
(figure 2.32). A tungsten electrode was used in order to provide the stimulus to the 
slice, while summed action potentials were recorded by both a sub-array of three 
electrodes and a glass micropipette (Thiebaud et al, 1999). It should be also 
mentioned that there were no reports of damage to the nervous tissue.
Figure 2.32: Extracellular recording from a hippocampal rat brain slice. The array is seen as black 
marks superimposed on the slice. (Thiebaud et aA 1999)
Another unit used for stimulating and recording from hippocampal slices used 64 
planar microelectrodes arranged in an 8 x 8 array with a separation of 150 pm. Each 
microelectrode was 60 pm x 60 pm and was coated with nickel and gold (figure
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2.33). Additionally, in order to protect the brain slices under investigation the array 
was covered with a non-toxic insulating layer. (Oka et al, 1999)
A iTiTng B M
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Figure 2.33; 64-pMEA for brain slice signal recording. A: Sixty-four planar microelectrodes arranged 
in an 8 X 8 array. B: Rat hippocampal slice positioned on the microelectrode array. (Oka et al, 1999)
During the experiments, a pair of the planar electrodes was used in order to stimulate 
region 3 (figure 2.33-B) while eight electrodes were recording the electrical activity in 
region 1. This configuration managed to demonstrate stability over long-term 
recordings, as the amplitude of the recorded signals was stable for a period of 7 hours. 
(Oka et al, 1999)
As mentioned in chapter 1, pMEAs became very popular as a tool for 
pharmacological screening and for identification of substances, as neurons cultured on 
top of them have shown to be very sensitive to the presence of chemicals in their 
culture medium (Gross et al, 1995). This sensitivity is reflected in the recorded 
patterns of their electrical activity.
In general, networks of neurons cultured over microelectrode arrays develop some 
sort of synchronous bursting activity (figure 2.34) during which most neurons 
experience a rapid increase of their electrical activity (Fromherz, 2003). The 
mechanisms through which synchronous bursting activity is generated remain 
unknown (Morin et a l, 2005), nevertheless, by defining their attributes (e.g. burst 
rate, duration, and amplitude) researchers managed to draw conclusions regarding the 
effect of the presence of chemicals in the culture.
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bursts
Figure 2.34: Typical bursts of neural electrical activity. (Arnold et al, 2005)
Figure 2.35 shows recording traces from murine spinal cord neural networks that were 
carried out by Gross et al. (1997) while investigating the effect of increasing the 
concentration of strychnine in the culture medium of the network. As can be seen 
from the recording below, as soon as strychnine was added to the network (10 nM), 
an instantaneous change in the firing rate took place, changing the burst rate from 3 
bursts per minute to 15 (Gross et al, 1997). Later research by the same group 
(Morefield et al, 2000) showed that the addition of the cannabinoid agonists 
anandamide and methanandamide inhibited action potential and burst production in a 
spontaneously active neural network.
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Figure 2.35: Changes in network electrical activity in response to increasing strychnine concentrations. 
(Gross et al, 1997)
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Moreover, Chiappalone et al. (2003) devised a series of protocols in order to identify 
the contribution of action potential promoting (cyclothiazide) and inhibitory (MK- 
801, NBQX) substances to the electrical activity of a spontaneously firing network of 
chick-embryo spinal cord neurons (figure 2.36).
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Figure 2.36: Electrical activity recorded from a single electrode in a pMEA. A: Typical spontaneous 
activity. B: Increase in burst number and duration during cyelothiazide treatment. C: Activity recorded 
after the addition of MK-801, and D: NBQX treatment. (Chiappalone et ah, 2003)
More recent research (Arnold et ah, 2005) showed that the presence of a drug that 
mimics epilepsy (bicuculline) in a network of hippocampal neurons resulted in a 
change in network activity from random firing without any recognisable patterns to 
highly organized and synchronous firing.
Finally, Gramowski et al. (2004) created a database of the electrical activity patterns 
that occurred due to the addition of five different drugs to a cultured network on 
pMEAs. These activity profiles were then used as ‘substance finger prints’ in order to 
identify the presence of these drugs in the culture in a series of blind experiments.
Nevertheless, the results obtained from research so far are not reliable since their 
repeatability has been poor (Morin et al, 2005). For this reason, the pharmaceutical 
industry is currently not very keen on adopting these techniques for drug screening. 
As mentioned in chapter 1, pMEAs suffer from random distribution of the target 
neurons with respect to the recording electrode sites (Tatic-Lucic et a l, 1997). Hence, 
the geometry of the network is different in each experiment and accessing a neural 
network becomes non-specific, as there is no one-to-one relationship between an 
electrode and a neuron. In addition, it was noticed that neurons in a culture tend to
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move over time (Maher et ah, 1998). This implies that recordings made from a 
specific neuron with a nearby electrode may not be stable over time as the geometry 
of the network is changing. These observations could provide a reasonable 
explanation regarding the lack of experimental result reproducibility that was 
mentioned earlier.
In order to compensate for the problem of changing network geometry and neuron 
immobilisation, several techniques have been explored. One of these methods was 
devised by the group in the California Institute of Technology (Caltech, Pasadena, 
US) led by Professor Jerome Pine. The group introduced the so-called ^Neurochip" 
that incorporated Neuro-well structures (figure 2.37) in which cultured neurons were 
implanted and kept in close proximity to the electrode at the bottom of the well by a 
trapping grillwork structure, thus, providing the desired one-to-one relationship 
between each neuron and each electrode (Maher et a l, 1999). This structure 
prevented the neuron from escaping from the well and allowed the growth of 
processes in order to form a network with neighbouring neurons. For the task of 
neuron implantation, a micropipette was used to position individual cells. The pipette 
was attached to a micromanipulator, which was used to position it over the neuro­
wells where the neurons were released (Maher et al, 1999).
As can be seen in figure 2.38, arrays of neuro-wells were developed in order to host 
several neurons into position. After eight days in culture, it was noticed that the 
implanted neurons had grown processes (extending out of the wells) that formed a 
network on the surface of the chip (Maher et al, 1999).
Although neuro-wells succeeded in holding neurons into position and provided good 
quality of recordings, they failed to guide the growing processes of the cell into 
neighbouring neurons. As figure 2.38 depicts, the processes were growing in random 
directions, which did not guarantee a connection with nearby cells. Another problem 
associated with this type of technology was that the process of planting neurons inside 
the wells was slow and the cells often became stressed and damaged.
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Figure 2.37: Schematic drawing of cross-sectional views of a Neurochip. At the top is a view from 
below of the entire 1 cm square chip. Gold wire interconnects are on the bottom. The lower half of the 
figure shows expanded views of the well region. (Maher et al, 1999)
Figure 2.38: Picture of Neurowells hosting neurons. As can be seen the neurons seem to have grown 
processes, which reach out into the hosting environment and form a network. The scale bar is 100 pm 
long. (Maher et al, 1999)
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A similar well technology reported prior to that of Maher et al (1999) is the one by 
Jimbo et al (1993) in which 16 polyamide wells (10 pm deep) were implemented on 
the substrate of the planar array. Each well (figure 2.39) was 150 pm^ and had a pair 
of platinum coated ITO electrodes located in the bottom. Each of the two electrodes 
had dimensions of 20 pm x 100 pm and could be used for stimulation or recording 
purposes. All the wells were connected through 20 pm wide channels in order to 
guide the outgrowing processes.
W ell and 
Channel
Pt coated ITO electrode
polyimide silica substrate 
aluminum oxide
Figure 2.39: Schematic of the well structure. A pair of platinum coated ITO electrodes is embedded in 
each well, which is connected to four other wells via four channels located on each of its sides. 
(Jimbo et al, 1993)
Even though this technique incorporated channels for guiding the growing processes 
of the cells, the channels were not sealed from the top, which allowed the processes to 
divert from their path and grow randomly.
Another method for achieving cell isolation and organisation was introduced by 
Griscom et al (2002). This work was based on physicaly confining neurons in an 
array of wells that were fabricated using PDMS and aligning the array with a 
commercial pMEA (figure 2.40). Each well was 50 pm x 50 pm and was connected to 
its neighbours via buried micro-channels of 40, 20 or 10 pm widths. The buried 
channels offered the advantage of guiding the outgrowing processes of each neuron 
directly where desired and prevented them from growing randomly.
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To place the neurons inside the wells, the cells were simply positioned on top of the 
wells in order for them to fall inside. An optimal cell concentration was determined in 
order to ensure that a single cell fell inside each well. Nevertheless, the actual number 
of cells falling down each well was slightly higher (Griscom et al, 2002). This 
particular configuration was successful in guiding neurite outgrowth. Unfortunately, 
extracellular recordings were not presented by the group until 2006 where they 
reported limited spontaneous activity (they used primary cells from chick embryos) 
and no synaptic transmission of spikes from one cell to another (Morin et al, 2006).
•  •
Figure 2.40; PDMS array. A: PDMS grid is aligned on top of 64 planar electrodes. B: Fixed cell 
culture on top of electrodes. (Griscom et al, 2002)
An interesting technique that managed to achieve cell organisation was that of the 
University of Tokyo group. In this series of experiments, a planar array was coated 
with an agarose layer (polysaccharide polymer extracted from seaweed) and micro­
chambers and micro-channels for organising the network were implemented by 
melting the agarose layer with an infrared laser beam (Suzuki et al, 2004). The 
agarose micro-chambers (AMC) were the structures in which the neurons were placed 
and were formed above the electrode sites of the array (platinised ITO electrodes) 
(Suzuki et al, 2004). On the other hand, the micro-channels were formed underneath 
the agarose layer (buried channels) and served as guides for growing processes. In 
order to insulate the electrodes and their tracks from the micro-channels a layer of 
silicon-based positive photoresist (SPP) was incorporated between the agarose and
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electrode layers (Suzuki et a l, 2004). This method managed to successfully create the 
desired network patterns. In addition, action potential conduction between 
neighbouring neurons was recorded. However, the group reported neural recordings 
for a period of 13 days and did not provide any explanation regarding the state of the 
network or the device beyond this period of time. Although this method demonstrated 
satisfactory results, it was not considered for the research project described in this 
document, as the infrared laser required for fabricating the chambers and channels 
was not available.
AMCNeurite
-Agarose
_____________________________________  Layer
Pt/Pt-black ITO SPP
Glass substrate
Figure 2.41: Schematic drawing illustrating the cross section of the planar array with agarose micro­
chambers and micro-channels incorporated. (Suzuki et al, 2004)
Apart from creating well-defined networks at the single-cell level, other research 
groups experimented with recordings from clusters of cells with constrained 
connections between them. In a study by James et al (2004), grids of poly-L-lysine 
(PLL) were used in order to position several neuron bodies on top of each electrode 
site of a pMEA, by aligning the PLL grid with the microelectrode array (figure 2.42). 
The PLL grids had 2-25 pm wide lines spaced by 50-200 pm with 15-25 pm nodes at 
intersection points. The channels between the nodes at the intersection points served 
as guides for process outgrowth. A spike-sorting algorithm was used in order to 
distinguish between individual neurons within the recorded spike trains by statistically 
examining the waveforms of a catalogue of extracellular spikes and assigning similar 
recorded spikes to a single cell-electrode coupling event (James et a l, 2004). 
Nevertheless, it should be noted that errors may arise when using such algorithms. For 
instance, if two nearby neurons fire in synchrony or with a small delay, the recorded 
spike shape will be the sum of the two signals, which might look like the firing of a 
third neuron. On the other hand, if two neurons are firing spikes similar in shape and 
amplitude they might be recognised by the algorithm as a single cell.
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Figure 2.42: PLL array. A: Electron micrograph of the PLL grids. B: The recording sites of the 
microelectrode array are aligned with the grid structures in order to record from the neurons that are 
enclosed inside of them. C: Electron micrograph of a 16 day-old neuron culture on a microelectrode 
array patterned with a PLL grid. (James et al, 2004)
A similar technique to that of James et al. (2004) employed an array of 60 platinum 
electrodes (30 pm in diameter) distributed in five micro-chambers (11 to 12 
electrodes per chamber), which were realised using a negative photoresist material 
(SU-8). Each chamber was 30 mm in diameter and was connected to its neighbour via 
an 800 pm long and 300 pm wide micro-channel. (Berdondini et al, 2005)
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Figure 2.43: SU8 array. A: Optical views of a pMEA chip with integrated SU-8 structures. B: The 
packaged device. (Berdondini et al, 2005)
The previous two configurations were used for studying the electrical activity of 
interconnected sub populations of neurons. However, the geometry of each 
sub-network was still random.
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An alternative to micro-well and micro-chamber defined networks was offered by the 
use of chemically patterned growth substrates (Branch et al, 2000; Wyart et a l, 2002; 
Griscom et al, 2002; Nam et al, 2004). Using standard photolithographic techniques, 
substrates carrying pMEAs were coated with hydrophilic (e.g. PLL) and hydrophobic 
(e.g. fluorosilane. Bovine serum albumin) substances in order to confine neurons in 
the vicinity of the hydrophilic regions of the substrate (figure 2.44), Through this 
technique, networks at the single-cell level were created, however, the geometry of 
the network was maintained for a limited period of time (Wyart et al, 2002). In 
addition, it appeared from published images, such as the one in figure 2.44, that there 
was no full control over the direction of neurite outgrowth since several neurites 
extended outside the pattern.
i
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Figure 2.44; Neural network created on gold-coated pMEA. A hydrophilic molecule (polylysine) was 
used in order to encourage the growth of cells at specific locations on the microelectrode array and 
create a network with specific geometry. The scale bar is 200 pm long. (Nam et al, 2004)
Finally, it should be mentioned that some pMEAs have been used for in-vivo 
applications, like the array used for artifieial vision for the blind (Dobelle and 
Mladejovsky, 1974). This pMEA consisted of 64 platinum disk electrodes that were 
implanted into the visual cortex of blind subjects. The visual cortex was stimulated 
via the electrodes using signals from a camera, which was positioned on a pair of 
glasses worn by the subject, and thereore, feeding the image directly to the brain 
(Dobelle, 2000).
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2.3.2.S. Field Effect Transistors
A more sophisticated method for recording from neurons simultaneously was 
achieved by employing field effect transistors or FETs (Fromherz, 2001). These 
transistors are voltage-controlled devices that consist of three terminals, the gate, the 
source and the drain. When the voltage at the gate of the transistor exceeds a certain 
threshold level there is a flow of current between the source and the drain, which is 
proportional to the voltage at the gate. In this particular method the gate terminal was 
replaced by a neuron (figure 2.45). Hence, voltage ehanges in the neuron during an 
action potential modulated the source-drain current in a manner analogous to the 
voltage changes at a metal gate (Galla, 1992).
As with planar arrays, FETs were arranged in an array-like configuration in order to 
record fi'om a network of neurons (figure 2.46). For instance, the array developed by 
Weis et al. (1996) consisted of 16 FETs arranged in two rows. The transistors were 
separated by 5.2 pm and the area of the transistor channels was 1.8 pm x 1.8 pm.
GRAIN p SOURCE
G a te  term inal is replaced  >
by a neuron
Figure 2.45; The gate terminal, that a normal field effect transistor would have, is replaced by a 
neuron. The membrane potential of the neuron is now controlling the flow of current between the drain 
and the source. (Jenkner and Fromherz, 1997)
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Figure 2.46: Electron micrograph of an array of 16 transistors. (Weis et al, 1996)
This technique offered a higher quality of recordings than that of the planar 
microelectrode array. However, the coupling between the neuron and the FET was not 
always successful (Fromherz et al, 1991). As with pMEAs, FET arrays also suffered 
from random distribution of neurons with respect to their recording transistors. 
Therefore, it was also necessary to immobilise the neurons in order to establish the 
one-to-one relationship between each FET in the array and its corresponding neuron. 
This was achieved by introducing microscopic ‘picket fences’ of polyamide 
(figure 2.47) onto the silicon chip (Zeck and Fromherz, 2001). Nevertheless, picket 
fences lacked the guidance of growing neural processes. This was corrected by the 
introduction of SU-8 pits that were fabricated on top of the transistors. Each pit was 
connected with neighbouring ones via 14 pm wide grooves capable of guiding the 
outgrowth of processes (figure 2.48) (Merz and Fromherz, 2005).
Figure 2.47: Picket fence. A: Silicon chip with transistor is surrounded by picket fences of polyamide. 
B: Electron micrograph of a neuron in a picket fence after 3 days in culture. The scale bar is 100 pm 
long. (Zeck and Fromherz, 2001)
53
Chapter 2 The Nervous System & Neural Interfacing Techniques
The work by Merz and Fromherz (2005) demonstrated repeatable spontaneous and 
evoked neural activity patterns recorded from snail neurons; however, they reported 
that out of more than two hundred devices used, synaptic connection between four 
neurons out of 16 was observed in only one. In addition, the percentage of neurons 
that managed to successfully elongate neurites along the grooves was very low (23%).
I
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Figure 2.48: SU-8 pits and grooves implemented on top of 16 FETs. Magnified inset shows a neuron 
with extended processes. (Merz and Fromherz, 2005)
Apart from neural networks, FETs were also used for investigating cultures of 
hippocampal brain slices (Besl and Fromherz, 2002; Hutzler and Fromherz, 2004). As 
can be seen from figure 2.49, an array of 12 capacitors was used in order to stimulate 
a particular region of the brain slice while another array consisting of 12 FETs was 
used to record the electrical activity in a different region (Hutzler and Fromherz, 
2004).
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Figure 2.49: FETs used for recording from brain slice. A: An array of 3 x 4 capacitors and an array of 
3 x 4  transistors were used for stimulation and recording of hippocampal brain slices respectively. 
B: Typical hippocampal shce on silicon chip after 10 days in culture. (Hutzler and Fromherz, 2004)
The group reported that evoked neural activity was successfully recorded from the 
CAl region of a rat hippocampal brain slice after stimulating the CA3 region with 
triangular voltage pulses. It was found that the amplitude of the recorded neural 
signals in CAl depended on the amplitude of the stimulus applied to CA3 (the larger 
the stimulus amplitude, the larger the evoked signal amplitude). (Hutzler and 
Fromherz, 2004).
Finally, the most recent technology in the silicon-neuron interfacing area was the use 
of CMOS {Complementary Metal Oxide Semiconductor) transistors. This recording 
device (figure 2.50) had a CMOS array of 128 rows and 128 columns with a sensor 
pitch of 7.8 pm. The whole recording system was enhanced by the presence of a 
decoder, which selected a particular column for recording or calibration. Each of the 
128 rows was connected to a separate amplifier whose output was fed into output 
drivers or dummy loads via a multiplexer. The output current fi'om the drivers was 
then converted to voltage and digitised for further analysis. (Eversmann et a l, 2003)
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Figure 2.50: CMOS array. A: Snail neuron on top of the CMOS chip in culture. B: Schematic diagram 
showing the various components of the CMOS chip. (Eversmann et al., 2003)
Experiments carried out produced fairly good results by recording signals of the order 
of 100 pV to 5 mV peak-to-peak. Future plans include modifying the device in order 
to perform recordings and stimulation as well as on-chip analog-to-digital conversion. 
(Eversmann et a l, 2003)
2.4. Summary
Table 2.2 provides a summary of the electrodes reviewed in this chapter. The key 
characteristics that are of interest here are the amplitude and the quality of the 
recorded signal, and the capability of multisite recordings, which is essential for this 
research.
Table 2.2: Summary of different electrode characteristics. TD: Tip Diameter, D: Diameter, A; Area.
1. Intracellular 
Micropipettes
3-5 jum TD Excellent Yes No No
2. Cuff electrodes 500 jum D Poor No Yes Yes
3. Regenerating electrodes 5-20 fitn D Good Yes Yes Yes
4. Penetrating Electrodes 0.25-5 fimTD Good Yes Yes Yes
5. Planar Extracellular 
Microelectrode Arrays 
(pMEAs)
10-80 jum D Good No Yes
6. Field Effect Transistors 4 pmT A Very good No Yes No
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Since the main concern of this research is to perform multisite recordings from neural 
networks, intracellular micropipettes carmot be a valid choice. On the other hand, 
cuff electrodes, regenerating electrodes and penetrating electrodes can perform 
multisite recordings from a whole nerve but not from individual neurons. This 
restriction narrows the technique to be adopted down to two choices, planar 
microelectrode arrays and Field Effect Transistors. Although FETs have 
demonstrated a better quality of recordings than planar arrays, they are extremely 
difficult and expensive to manufacture, which led to the adoption of the planar 
microelectrode arrays as the tool for this particular project.
For the pMEAs used in this study, the metal that was chosen to create the electrode 
sites is gold (Au) since it is a very good conductor of electricity and resistant to 
corrosion. In addition, gold was preferred to other material that are commonly used 
for the production of pMEAs (Pt, Ir, ITO), as it has been reported that the thickness of 
the protein layer adsorbed by Au after 28 days incubation in rabbit plasma was thinner 
and smoother than Pt, Ir, and ITO (Selvakumaran et al, 2008). A thinner protein layer 
between neurons and pMEA electrode sites would provide a more intimate physical 
contact and increase the signal-to-noise-ratio of acquired neural activity 
(Selvakumaran et a l, 2008).
As mentioned earlier, the main challenge that arises from using pMEAs is to 
implement a geometrically defined neural network with a single cell on each electrode 
of the array. The technique used in this work for tackling this problem involved the 
implementation of topographical 3-D microstructures such as the ones by 
Maher et al. (1999), Griscom et al. (2002), Suzuki et al. (2004) and is described in 
detail in chapter 4. Chemically patterned substrates (Branch et al., 2000; Wyart et al., 
2002; Griscom et a l, 2002; Nam et al, 2004) were not considered as images from 
this type of work revealed that there were cells and neurites growing outside the 
defined pattern boundaries. The next chapter is concerned with the design and 
implementation of the electronic circuitry that were used for the purposes of recording 
from and stimulating a 16-cell neural network.
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Chapter 3: Instrumentation & Software for 
Recording & Stimulation
3.1. Introduction
The design and implementation of the instrumentation and software for recording 
neural signals from a 16-cell network, as well as allowing for stimulating specific 
neurons has been one of the most important and time-consuming tasks of this 
research. The reason that a 16-cell network was selected for this research was that the 
mask for this configuration was already available. The nature of neural signals and the 
impedance of the electrodes were the most important factors regarding the technical 
requirements of the instrument. These design requirements are covered in section 3.2 
of this chapter, while section 3.3 describes the instrument’s design and provides 
analysis of its performance. Section 3.4 gives a brief description of the software that 
was implemented for signal acquisition, and finally, section 3.5 describes the neural 
recording results obtained when using the instrumentation.
3.2. Design Considerations & Requirements
The design challenge for neural interfacing electronics begins at the source of the 
signal. At the electrode-neuron interface, extracelluarly recorded action potentials can 
range between 50 and 500 pV in amplitude, with frequency content from 100 Hz to 
about 100 kHz (Hetke and Anderson, 2003) and a critical frequency band from 
500 Hz to 5 kHz (Moxon et a l, 2001). It is therefore important to include a band pass 
filter in the amplifier design in order to eliminate low and high frequency common 
mode noise sources. However, the cut-off frequencies of the filter have to be chosen 
carefully, as a small pass band will alter the shape of the recorded action potential 
significantly.
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In addition to these considerations, the electrode interface with the neural signal is a 
high impedance source (Moxon et a l, 2001), Although the electrode itself has a small 
resistance (the resistivity of gold is 2.1xlO'^Qm) there is also a capacitive element, 
which contributes to the total impedance of the electrode. This capacitance is formed 
when the electrode is in contact with the medium (electrolytic solution) in which the 
neurons are cultured.
Electrolyte
C =
P p  A en: permitivity of free sp aceCqC, M
d e, : relative permitivity of the
Helmholtz layer
A : Area of the electrode
d : thickness of Helmholtz layer
B
c =
A ^0- Permitivity of free sp ace
e, relative permitivity of material 
between the plates
A : Area of plate 
d : plate separation
Figure 3.1: Electrode immersed in electrolyte. A: Helmholtz layer formed because of the attraction 
between positive ions in the electrode and negative ions in the electrolyte. B: A parallel plate capacitor 
is the simplest model for this reaction.
As can be seen from figure (3.1-A), a positively charged electrode is immersed in an 
electrolyte. As a result, negative ions from the electrolyte are being attracted at the 
electrode surface forming a layer that was first described by Helmholtz in 1879. This 
can be modelled (figure 3.I-B) as a parallel plate capacitor (Kovac, 1994). The 
magnitude of the capacitance, and hence the impedance, is dependent on the metal 
used in the electrode and the size of the electrode site. More detailed theoretical 
models of the electrode/electrolyte impedance can be found in Robinson (1968) and 
Kovac (1994).
The high impedance of the electrodes immediately puts another requirement on the 
amplifier to be used. Figure 3.2 shows a simple diagram of the interface between the 
electrode and the amplifier, where Vcdi is the potential of the cell membrane, Ze is the 
impedance of the electrode, Zm is the input impedance of the amplifier and Vin is the 
input voltage of the amplifier.
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Figure 3.2: Interfacing the electrode with the amplifier. The input impedance of the amplifier has to be 
much larger than the impedance of the recording electrode in order to achieve maximum voltage 
transfer to the input of the amplifier.
The input voltage of the amplifier is given by the following equation:
= Kei, X „ (Equation 3.1)
Equation 3.1 shows that in order to achieve maximum voltage transfer from the 
electrode to the input of the amplifier (i.e. Vin = Vceii) the input impedance of the 
amplifier has to be much larger than that of the electrode (Zin>> Ze). Therefore, since 
the impedance of the electrode is of the order of MQ, the input impedance of the 
amplifier must ideally be in the GQ range; otherwise the already small extracellular 
signal will be lost before it reaches the amplifier.
However, the large input impedance of the amplifier can cause problems, as the input 
of the amplifier will become susceptible to induced noise from both intrinsic and 
extrinsic sources. Therefore, it is essential to place the amplifier as closely as possible 
to the electrode and that the chosen device has extremely low current noise density of
less than 5 pA/^^Hz^ to be able to distinguish neural signals from unwanted noise 
(Moxon et al, 2001).
Another factor that has to be considered is the DC offset potential, which exists 
because of the movement of ions that form the Helmholtz layer. To overcome this 
problem the electrode is AC coupled to the amplifier (Grybos, 2002). In addition, the 
amplifier should have a low output impedance (typically less than 200 Q) in order to
' The noise variance at the input of an amplifier depends upon the width of its frequency band. Since 
noise is a property measured in watts of power, and the power in a resistive element is proportional to 
the square of the current through the element, current noise density can be described by taking the 
square root of the noise power density, resulting in amperes per root hertz
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provide matching impedance conditions for the next stage, which could be the 
band-pass filter or a differential amplifier. Other critical requirements include small 
offset voltage of less than 15 mV and total harmonic distortion (THD) of less than 
0.01%. (Moxon et a l, 2001)
Regarding the stimulation of neurons, a switching circuit is required with the ability to 
select the neuron(s) from the 16-cell network that will be stimulated. The most 
important factor to consider here is the amount of current used for stimulating a 
neuron. Maher et al (1999) reported that the minimum amount of current (Imin) 
required to cause a neuron to fire an action potential is approximately 5.4 pA This 
amount of current is sufficient to cause a voltage drop of 60 mV across the cell body 
and cause the opening of voltage-gated sodium channels (Maher et a l, 1999), 
however, Imin should not exceed the value of 20 pA as it could harm the cells 
(Wagenaar et al, 2004).
3.3. Instrumentation Design and Implementation
The block diagram of figure 3.3 provides an overview of the experimental set up of 
this research. The figure shows a pMEA placed on the instrumentation unit (Head- 
Stage Amplifier & Stimulating Electrode Selector), which performs the tasks of 
amplifying and filtering the detected signals as well as selecting the electrode(s) that 
will be used for stimulation. The instrument is placed inside an incubator, which 
maintains the physiological conditions necessary for the survival of the neurons under 
study. The amplified and filtered signals are fed into a data acquisition card (DAQ) 
for signal conditioning and digitisation. The DAQ card is also used for generating the 
stimulation pulses.
As described in the previous section, the electrodes must be placed as close as 
possible to the amplifiers in order to minimise noise pick-up. Therefore, it was 
decided to place the instrumentation unit inside the incubator during the recording and 
stimulation experiments.
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Figure 3.3: Overview of the instrumentation. The incubator maintains the physiological conditions 
necessary for the survival of the cells. The head-stage unit amplifies and filters the detected signals, 
while the data acquisition card interfaces the instrumentation with the PC.
3.3.1. Head-stage Amplifier
The head-stage amplifier is the part of the instrumentation that connects to the pMEA 
inside the incubator, and performs impedance transformation, as well as amplification 
and filtering of the detected neural signals before feeding them into the data 
acquisition card. The schematic in figure 3.4-B shows a single fiill analogue fi*ont-end 
channel of the head-stage amplifier. This particular design is a modification of the 
design devised by Obeid et ah (2004) for use with in vivo electrodes, which 
demonstrated an almost identical quality of recordings with that of a commercial 
system. In order to perform recordings fi'om a 16-cell network, a 16-channel circuit 
was developed. Figure 3.4-A shows the original circuit by Obeid et a l (2004).
Each of the sixteen channels has three analogue processing stages: a preamplifier, a 
differential amplifier, and a band pass filter respectively. The gain of each channel 
can be set to 64 or 70 dB in order to amplify the detected action potentials that are 
between 50 and 500 pV to 0.16 V and 1.6 V. The band pass filter comprises a three- 
pole Bessel high pass filter with a cut-off frequency of 100 Hz, and a five-pole Bessel 
low pass filter with a cut-off fi^equency of 10 kHz. These cut-off frequencies were 
chosen to reliably amplify the signals that are in the critical frequency band of the 
action potential (500 Hz -  5 kHz, Section 3.2).
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Figure 3.4: Single front-end analogue channel of the head-stage amplifier. A: Original design by 
Obeid et al. (2004). B: Modified circuit that was used in this research. The circuit consists of a 
preamplifier; a differential amplifier and band pass filter stage.
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The difference with the design by Obeid et al. (2004) is that the high pass Bessel filter 
poles were originally four, with the fourth pole introduced by the op-amp OPA2244 
(figure 3.5). However, after testing the performance of the circuit without this feature 
it was concluded that the quality of recordings was good enough (SNR = 35) to allow 
omitting this op-amp in order to simplify the design. In addition, the original design 
had a variable gain stage controlled by a 200 kQ digital potentiometer. Once more, 
this feature was left out in order to simplify the design, and instead the gain was fixed 
to 64 dB (measured at Vouti) and 70 dB (measured at Vouti)-
Finally, in the original design all the channels were fed into a multiplexer followed by 
an analogue-to-digital converter for digitising the signal. However, since it was 
decided to use a DAQ card these features were also omitted.
3.3.1.1. The Preamplifier
This stage consists of two circuits. A unity gain high pass filter defined by Cl and Rl, 
and a non-inverting low pass filter with gain defined by the amplifier MAX4253, R2, 
R3 and C2. The purpose of the unity gain high pass filter at the beginning of the 
channel is to AC couple the electrodes to the instrumentation and block any DC 
offsets, and to form the first pole of the high pass Bessel filter. The non-inverting low 
pass filter forms the first pole of the low pass Bessel filter and amplifies the signal 
with a fixed gain of 46.5 (33.4 dB).
The Maxim 4253 (Maxim Integrated Products Ltd, Wokingham, Berkshire, UK) op- 
amp was chosen for this particular task as it fits the required specifications described
earlier. The op-amp features a low current noise density of O.S fA ! , large input 
impedance (Zm = 1000 GO), low output impedance (Zout= 0.1 Oat 1 kHz and 0.3Q 
at 10 kHz); small offset voltage (in the range 0.07 mV to 0.75 mV), and low Total 
Harmonic Distortion (THD = 0.0004% for 1 kHz and 0.006% for 20 kHz).
64
Chapter 3 Instrumentation & Software for Recording & Stimulation
3.3.1.2. The Differential Amplifier
The differential amplifier IC (Maxim 4199) provides a fixed differential gain of 10 
(20 dB) with a common mode rejection ratio of 110 dB. The Vref input (figure 3.4) can 
be used in order to feed the output of the preamplifier of another channel and perform 
differential recording. Although this feature is implemented in the circuit, it was 
decided not to include it in the final instrument since testing has shown that 
differential recording did not reduce the level of background biological noise present 
in the signal. Instead Vref is connected to the system ground in order to perform 
monopolar recordings.
3.3.1.3. Band Pass Filter
The band pass filter is formed by a combination of three Sallen-Key filters that follow 
the differential amplifier (a 2-pole high pass filter followed by two 2-pole low pass 
filters), and the filters in the preamplifier stage. This arrangement is used in order to 
form Bessel filters. Although Butterworth filters were also considered for the design, 
as they produce a flatter pass band response and sharper filter roll-off than Bessel 
filters (figure 3.5-A), the literature has shown that their response exhibits large phase 
shifts (Horowitz and Hill, 1989). This means that a signal in the pass band will be 
distorted. The Bessel filter on the other hand, is a linear-phase filter where phase 
shifts vary linearly with frequency (figure 3.5-B) preventing distortion of the 
waveform.
In order to compensate for the blunt roll-off, the filter was implemented with three 
high pass and five low pass poles. The high pass cut-off frequency was set at 100 Hz 
to eliminate low frequency biological noise and the low pass cut-off frequency was set 
at 10 kHz in order to attenuate noise from high frequency sources such as RF 
broadcasts. The total gain from this stage was fixed at 3.63 (11.2 dB). The three 
Sallen-Key filters were implemented using the MCP604 quad package 1C (Microchip 
LTD, Wokingham, Berkshire, UK).
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Figure 3.5: Bessel and Butterworth filter response. A: The pass band of the Butterworth filter is flatter 
and steeper than that of the Bessel filter. B: The phase shifts in the Bessel filter vary more linearly with 
frequency than those in the Butterworth filter. (Modified from Horowitz and Hill, 1989)
3.3.1.4. Power Supply
All the ICs used in the design are low power eomponents. The MAX4253 operates 
from a single +2.4 V to +5.5 V power supply or from dual supplies of ±1.20 V to 
±2.75 V, whereas the MAX4199 operates from single +2.7 V to +7.5 V supplies or 
from dual ±1.35 V to ±3.75 V supplies, and it consumes only 45 pA of supply current. 
Finally, the MCP604 can operate from a single +2.7 V to +5.5 V power supply or 
from dual supplies of ±1.35 V to ±2.75 V. Thus, four 1.2 V rechargeable AA batteries 
were used to operate the device at ±2.4 V (dual supply). The advantage offered by not 
using a mains power supply is that the recorded signals will not be corrupted by the 
supply’s eommon mode noise at 50 Hz.
3.3.1.5. Circuit Testing & Evaluation
The performance of the sixteen front-end analogue channels was compared with that 
of the TINA circuit simulator (DesignSoft Inc., Budapest, Hungary). The circuit of 
figure 3.4-B was construeted using the simulator software and AC analysis was 
performed (Gain (dB) vs. Frequency (Hz) and Phase (degrees) vs. Frequency (Hz)). 
The hardware circuit was tested using a sine wave input of 1.33 mV peak-to-peak 
amplitude for the frequeney range between 50 Hz and 40 kHz. This low amplitude 
value (obtained using a voltage divider circuit) was chosen due to the high gain of the 
circuit (70 dB) in order to prevent ‘clipping’ of the output signal, which occurred
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beyond 4.5 V peak-to-peak. The measured gain was found to be 69.7 ± 0.3 dB 
(average of 16-channels ± standard deviation) within the pass-band. The high and low 
pass cut-off frequencies were measured at 95 ± 1 Hz and 9.3 ± 0.2 kHz respectively. 
The circuit’s performance and the predicted values from TINA are summarised in 
table 3.1, while figures 3.6 and 3.7 demonstrate the AC gain and the AC phase 
response of the circuit. The error bars in these plots represent the standard deviation.
From table 3.1 and figure 3.6 it can be seen that a relatively large error exists between 
the measured and simulated high cut-off frequency (10.8%). Nevertheless, an error in 
the cut-off frequencies that results in small attenuation of signals that lie in the critical 
frequency band (500 Hz to 5 kHz - Obeid et al. (2004) obtained spike recordings with 
f-3dB (High) = 445 Hz and fsdB (Low) = 6.6 kHz) can be considered as acceptable. For 
example, a 5% error would not be considered critical, as the experiments described in 
this thesis did not involve the investigation of neural network attributes (e.g. 
amplitude or timing of conducted spikes from one neuron to another - see chapter 6). 
The minimum and maximum difference between the simulated and measured gain 
within the critical band was found to be 1.1 % and 1.3% respectively (i.e. much less 
than 5% considered to be acceptable).
On the other hand, a large difference was found between the simulated and measured 
phase (time delay) values within the critical frequency band (28.6% (min) and 42.3% 
(max)). This large difference can be attributed to stray capacitance, measurement 
instrument errors, and capacitor and resistor tolerances (17 resistors with ±1%, 3 
capacitors with ±5% and 5 capacitors with ±10%). Although, this result was 
considered to be far from the ideal case, it should be noted that the deviation from the 
average time delay within this region for the 16 channels was also less than 5% (1.2% 
and 4.5%).
Table 3.1: Measured and predicted values of the circuit’s performance (± S.D).
Input Voltage 1.33 mV 1.30 mV 2.3
Gain 69.7 ±0.3 dB 70.5 dB 1.1
f.3dB(High) 95 ± 1 Hz 106.5 Hz 10.8
f-3dB (Low) 9.3 ± 0.2 kHz 9.2 kHz 1.1
67
Chapter 3 Instrumentation & Software for Recording & Stimulation
>> 0> oû:
<D 3 CT (D
g »
I If i l
_ Q
-  O
O OinoCD o o
N
£
S '
c
0
3cr
0
(9P) u|BO
Figure 3.6: AC transfer characteristics of the 16 front-end analogue channels. The black curve 
represents the data obtained after testing the circuit while the red curve is a plot of the simulated 
transfer characteristics obtained from TINA. The error bars represent the standard deviation.
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Figure 3.7: AC phase of the front-end analogue channel. The black curve represents the measured 
phase of the implemented circuit and the red curve is the predicted phase response that was obtained 
using TINA. The error bars indicate the standard deviation.
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3.3.2. Stimulating Electrode Selector
In order to select the desired electrode(s) from a 16-electrode pMEA for the purpose 
of stimulating neurons, a circuit with sixteen single-pole double-throw (SPDT) 
switches was implemented. Four quad MAX333A integrated circuits were employed 
for this task (figure 3.8). Each IC has four independent switches with low ‘on’ 
resistance (maximum 35 and fast turn-off (<145 ns) and tum-on times (<175 ns), 
and is suitable for portable operation.
Control Signal ( IN I) -------- ►
Stimulation Signal (N 0 1 )-------- ►
To Electrode (C0M1)-<- 
Not Connected (N C I) —
V -
GND
1 1 1 m J
2 1 1
3
4
1' 18
1/
5 j u i Æ x t y y t 16
6
7
MAX333A 15 
1 1/
8
1 4
13
9 1 1 12
10 ...... ^ 11
v+
N.C
Figure 3.8: The MAX333A IC. When the control signal is ‘Low’ the electrode (COMl) is floating, 
due to the open circuit at NCI, allowing recording to take place at this particular electrode. When INI 
is ‘High’ COMl is connected to the stimulation signal terminal.
If an electrode of the pMEA is to be performing recordings, then by setting the control 
signal (INI) to ‘Low’ the electrode is connected to NCI where it is floating allowing 
the amplifier circuit to record the signals originating from the cell on that electrode. 
On the other hand, by setting INI to ‘High’ the electrode is connected to NOl where 
the stimulation signal is applied. The DAQ card supplies the stimulation and control 
signals. Figure 3.9 shows a schematic of the complete circuit.
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Figure 3.9: Schematic diagram of the electrode selector circuit.
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In order to power the circuit a 9 V battery was employed. A MAX667 regulator is 
used in order to supply the +5 V rail, while a negative voltage converter (ICL7660s) 
provides the -5 V rail.
3.3.3. Instrument Packaging
The sixteen amplifier and filter channels were implemented on two P.C.Bs using 
surface mount technology, with each board carrying eight channels. It was made sure 
that the channel inputs were as close as possible to the D-type connectors that 
interface the hardware to the pMEA, in order to reduce the amount of noise picked up 
at the input and to prevent any signal loss. The stimulating electrode selector circuit 
was implemented on a prototype board.
All circuits along with their batteries were placed inside a mild steel metallic case that 
was connected to the earth of the instrument (figure 3.10). This configuration acted as 
a Faraday cage, protecting the electronics inside from external electric fields that can 
act as noise sources. The enclosure dimensions were 330 mm in length, 290 mm in 
width and 85 mm in height.
The enclosure featured two 25-way D-type connectors that were used in order to 
interface the input of the amplifiers to the pMEA (figure 3.11-A and figure 3.11-B). 
Two on-off switches (figure 3.11-C), one for powering the amplifier boards and the 
other for the electrode selector circuit, and two battery holders, one for the four 1.2 V  
batteries of the amplifiers and one for the 9 V  battery of the switching circuit. Finally, 
three 25-way D-type connectors were used for interfacing the instrument with the 
DAQ card. The two located at the edges of the box (figure 3.11-D) are the two outputs 
of the amplifier channel (Vouti and Vout2 from figure 3.4) for gain values of 64 dB (left 
connector) and 70 dB (right connector). The one in the middle supplies the control 
and stimulation signals from the DAQ card to the electrode selector circuit.
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E lectrode S e lec to r
I Channel Pi
Figure 3.10: Instruments enclosure. The two 8-channel cards are placed on the bottom of the enclosure 
close to the D-type connectors used for interfacing the amplifiers to the pMEA.
Electrode Selector 
Power S w itch ^pMEA Connectors
Amp. Power 
Sv/ltch
Electrode Selector  
Battery
Amp. Batteries
64 dB Gain 70  dB Gam
Control S
Stimulation Signals 
From DAQ Card
Figure 3.11: Features of the instrument enclosure. A: Front view of the instnunent case. B: pMEA 
mounted on the instruments’ connector. C: Instrument switches and battery holders. D: Rear view of 
the instrument showing the D-type connectors used for interfacing with the DAQ card.
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3.3.4. Data Acquisition Card
A data acquisition card was used in order to multiplex and sample the amplified 
analogue signals from the head-stage unit, to supply control signals for the electrode 
selector circuit, and to provide voltage pulses for stimulation. The National 
Instruments PCI-6259 card (National Instruments Corporation LTD, Newbury, 
Berkshire, UK) was employed for this task. The card is capable of acquiring from up 
to 32 analogue inputs with 1 MSamples/s sampling frequency (62.5 kSamples/s per 
channel for 16 analogue channels and 31.25 kSamples/s per channel for 32 analogue 
inputs). When choosing the card, great care was taken in order to select one that had a 
high enough sampling rate that would satisfy the Nyquist sampling criterion (Equation 
3.2) and reconstruct the signal reliably.
> 2 x (Equation 3.2)
Where, fr is the sampling frequency and fr is the highest frequency component of the 
signal. Since the band pass filter of the circuit allows up to 10 kHz signals to go 
through, the sampling frequency has to be larger than 20 kSamples/s in order to 
satisfy this criterion. However, it was decided to use a higher sampling rate 
(50 kSamples/s) in order to achieve better signal resolution, and prevent noise signals 
with a frequency higher than 10 kHz from appearing in the pass band (frequency 
folding). In addition, it was made sure that the accuracy of the analogue-to-digital 
converter (ADC) and its resolution were suitable for this application. The resolution 
of the ADC used is 16 bits, which means that a 305 pV signal change at the input will 
guarantee a change in the output binary code (the full scale measurement range is -10 
V to +10 V). On the other hand, the accuracy of the ADC is 52 pV for the minimum 
voltage range (-100 mV to 100 mV) and 1920 pV for the maximum voltage range 
(-10 V to 10 V).
Figure 3.12 shows the analogue input circuitry of the data acquisition card. The 
multiplexer (MUX) routes one analogue input (AI) channel at a time to a 
programmable gain instrumentation amplifier (NI-PGIA), which amplifies or 
attenuates the AI signal in order to ensure that the maximum resolution (16-bit) of the 
ADC is being used. The AI FIFO is a large first-in-first-out buffer that is capable of
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holding up to 4,095 samples during analogue input acquisitions to ensure that no data 
is lost along the process.
( I DFP:RSE 
I OfNRSE
AI SENSE
NI-PGIA^:--! 1-
-
Input R ange
ADC
V
AI MFO — AI
Figure 3.12: Analogue input circuitry for the NI PCI-6259 data acquisition card. (National 
Instruments, 2005)
Finally, the DIFF, RSE or NRSE circuitry selects between differential, referenced 
single-ended, and non-referenced single-ended input modes. The DIFF mode is used 
when the AI signal has its own reference signal or signal return path. On the other 
hand, the RSE is usually used for floating signal sources (e.g. battery powered 
devices), while the NRSE mode is used for ground referenced signal sources.
The ability of the NI PCI-6259 to generate analogue signals was used in order to 
generate voltage pulses for stimulating neurons. The DAQ card employs an AO FIFO 
buffer, which enables the user to download the points of a waveform (figure 3.13). 
Four digital-to-analogue converters (DACs) are then used in order to convert the 
binary codes from the AO FIFO to an analogue voltage.
A O  0 -------- r - (  DACO
! V-
: /
AO t: OAGi
! /  7AO 2 OA02
i /
AO 3  Hh; OAC3
AO FIFO AO Data
AO Sample Viock 
AO Offset Select 
AO Reference Select
Figure 3.13: Analogue output circuitry for the NI PCI-6259 DAQ card.
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Finally, the NI PCI-6259 card features 32 digital output lines, which were used for 
supplying the control signals for the MAX333A ICs in the electrode selector circuit.
3.4. Neural Acquisition Software
The data acquisition software for neural recording was co-written in Lab VIEW 7.1 
(National Instruments Corporation LTD, Newbury, Berkshire, UK) with Mr. Daniel 
Perez (Antioquia School of Engineering, Medellin, Colombia). The code for signal 
acquisition and saving was written by Mr. Perez, while the code for stimulation 
selection and the user interface were programmed by the author of this thesis. The 
software is capable of acquiring signals fi'om up to sixteen analogue channels 
simultaneously, with a sampling frequency ranging between 1.2 MSampIes/s for a 
single channel and 62.5 kSamples/s per channel for 16-channel acquisition. It also 
provides the user with the ability to save the acquired signals into a text file. The user 
interface and controls are shown in figure 3.14 and the functions are explained in table 
3.2.
The signals from all sixteen channels are displayed simultaneously. The user is able to 
select one of the channels to be displayed in the main graph of the program (labeled 
‘Big Channel’) by selecting fi'om the ‘Channel’ drop-down menu. The signal in the 
selected channel can also be viewed in the frequency domain on the ‘FFT Graph’. In 
the FFT, Hanning windowing is applied in order to correct errors resulting from 
leakage. However, it should be mentioned that the scale of the FFT graph is not 
correct, and therefore, data fi'om this graph were not used. The graph labeled 
‘Histogram’ displays a histogram of the percentage of the total number of samples 
versus the amplitude of the samples.
A sample of the signal can be saved using the ‘Save’ button. The software will save 
the displayed waveform for a period of time determined by the ‘Capture Time’ 
Control. In addition it will save approximately two seconds of data that existed 
immediately before the ‘Save’ button was pressed. It should be noted that the software 
continues the real-time acquisition operation even when ‘SAVE’ is pressed. If the user 
wishes to freeze an acquired signal and save it at the same time then the ‘CAPTURE’ 
button has to be pressed.
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Figure 3.14: User Interface and controls of the I6-channeI neural acquisition Lab VIEW software.
Apart from controlling the acquisition part of the experiment, the user is also able to 
determine the electrode(s) that he wishes to use for stimulation. This is achievable by 
selecting the corresponding electrode number on the ‘Select Channel(s) for 
Stimulation’ array. The amplitude, frequency, and type of the stimulation waveform
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can be selected fi'om the ‘Stimulation Waveform Controls’. The value of the 
stimulation current applied to the selected electrode is displayed in the ‘Stimulation 
Current’ indicator.
Table 3.2: Explanation of the different features and controls in the user interface.
Feature
A: Array of 16 
graphs_______
Function
Displays up to 16 simultaneously acquired signals.
B: General 
Controls and 
Indicators
1) RUN: Starts the acquisition.
2) LOAD: Loads a previously saved signal.
3) STOP: Stops the acquisition.
4) QUIT: Exits the program.
5) DAQ Channels: Selects the desired AI channels from the card that will 
perform the acquisition. (Up to 32 AI channels)
6) Input Terminal Configuration: Selects between DIFF, RSE or NRSE mode.
7) Display Time: Selects the display time of the graphs.
8) Sampling Rate: Selects the sampling frequency per channel.
9) Capture Time: Selects the amount of time for saving/capturing a signal (ms). 
When clicked, the program saves the signal for the amount of time inputted by the 
user plus two seconds of recording before the click event.
10) Stimulation Time: Sets the desired stimulation time period.
11) SAVE: Saves the displayed signal(s).
12) Autosave: When enabled, the acquired signals are automatically saved every 
X minutes.
13) CAPTURE: (Captures and saves the acquired signal(s). The difference with 
the ‘Save’ button is that the signals remain displayed on the graph until the 
‘Capture’ button (changes to ‘Release’) is clicked again.
14) Stimulate: Applies the stimulation waveform to the selected electrode.______
C: Big channel 
select
Selects the desired channel out of the array to be displayed in the big graph (top- 
right)________________________________________________________________
D: Big 
Channel
Displays the selected graph from C.
E: FFT Graph Displays the signal selected in C in the frequency domain using Hanning 
windowing.____________________________________________________
F: Histogram Displays the histogram of the signal selected in C.
G: Stimulation
Waveform
Controls
1) Control Lines: Selects the ports that will provide the control signals for the 
electrode selector circuit.
2) Output Channel: Selects the desired AO channel from the card that will 
supply the stimulation waveform.
3) Waveform Frequency: Sets the frequency of the stimulation waveform.
4) Waveform Type: Sets the type of the stimulation waveform (e.g. square)
5) Amplitude: Sets the amplitude of the stimulation waveform.
6) Samples per Buffer: Sets the number of samples that will be loaded to the AO 
FIFO buffer in order to be converted to an analogue signal.
7) Cycles per Buffer: Sets how many cycles of the waveform will be outputted.
H: Select 
Channel(s) for 
Stimulation
By chcking on the desired channel number the appropriate electrode is connected 
to the stimulation signal path.
I: Stimulation 
Waveform
Displays the stimulation waveform.
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3.5. Neural Signal Recordings with the Instrument
The ability of the complete instrumentation system to record action potentials from 
neurons on pMEAs was also tested using mouse hippocampal neurons (of the cell line 
HT22) placed randomly on top of an Au pMEA (see chapter 5 for cell culture 
protocol). The pMEA device used here had a thin layer of silicon nitride for insulating 
the tracks of the Au electrode array and was fabricated by Dr. J. Selvakumaran, The 
pMEA was then mounted on top of the head-stage amplifier instrument and incubated 
at 37°C and 5% CO2 atmosphere. Cables extending from the back of the incubator 
were used in order to connect the instrument to the DAQ card (a detailed description 
of the experimental procedures can be found in chapter 5). Some of the recorded 
signals are shown in figures 3.15 and 3.16.
These signals were successfully identified as action potentials judging from the shape, 
the duration, and amplitudes of the signals. In terms of shape, all of the three phases 
of an action potential (depolarisation, repolarisation, and hyperpolarisation) are 
clearly visible. Regarding the duration of the signals, the depolarisation-repolarisation 
part lasts for 0.8 ± 0.1 ms (average ± standard deviation), while the duration firom the 
end of repolarisation until the end of hyperpolarisation is 4.4 ± 0.7 ms. Finally, the 
amplitudes of the signals recorded where in the range 45 pV-318 pV.
From the recording in figure 3.15, it can be noticed that there are small 
depolarisations (since they are recorded extracelluarly) before and after the action 
potential. The amplitude of these signals was measured to be 18 ± 1 pV and they 
could be graded potentials. As described in chapter 2, if several graded potentials 
occur in short time intervals, they are summed and produce an action potential. On the 
other hand, since several neurons were nearby, these could also be distant action 
potentials detected by the same electrode. The action potentials in figure 3.16 appear 
to be noisier than the one in figure 3.15. However, since these signals are smaller in 
amplitude, the signal-to-noise ratio is smaller. In fact, the noise signals recorded were 
constant throughout the experiment with average peak-to-peak amplitude of 9 ± 1 pV.
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Figure 3.15: Action potential recorded with the experimental set up. The three phases of the signal are 
clearly identifiable, while the duration of the signal indicates that it is a genuine one.
1 43 1 44
Time (seconds)
1 47 1 48
Figure 3.16: Two recorded action potentials. These two signals have amplitudes of 63 pV and 47 pV. 
The time elapsed between the end of the first signal and the beginning of the second is 18 ms.
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3.6. Discussion
The design and implementation of hardware and software that fit the requirements of 
the experiments described in this thesis were detailed in this chapter. The results 
obtained from recording action potentials were very encouraging as they proved that 
the head-stage amplifier was capable of providing clean neural signals with low noise 
interference. In fact, the signal-to-noise ratio (SNR) of the recording set-up was found
to be between 5 and 35 ( ~ ~ ). When compared
peak - t o -  peak amplitude o f noise (V)
with similar experiments by Gross et al (1982) (SNR=6.3) and Wilson et al (1994) 
(SNR=4) these values demonstrate an improvement in the quality of the recordings.
It should be noted that the experiments described in this chapter were carried out in 
order to assess the performance of the instrumentation and software and are not 
representative of the work that was carried out with the single-cell pMEAs, the 
manufacturing of which is described in the following chapter.
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Chapter 4: Planar Microelectrode Array 
Fabrication for Guiding Neuron 
Growth
4.1. Introduction
As described in chapter two, the choice of using pMEAs instead of FETs relates to the 
fact that the former is much easier to manufacture and that the tools and equipment for 
doing so were available and easily accessible. Section 4.2 of this chapter describes the 
procedure followed at the Centre for Biomedical Engineering at the University of 
Surrey for implementing pMEAs. The main aim of this project was to perform single­
cell recordings from a 16-cell network in-vitro with regular geometry. This implies 
that each electrode of the pMEA had to accommodate only one neuron on its surface 
and that the outgrowth of neural processes was organized. In order to achieve this, 
micro-chambers and micro-trenches (open channels) were implemented on top of the 
electrode sites of the pMEA. The procedure for the realisation of these 
microstructures is covered in section 4.3.
4.2. Gold pMEA Manufacturing
The technique used for the production of pMEAs was photolithography. This method 
employed a substrate (e.g. glass or silicon) coated with a thin layer of metal that 
would form the tracks and the electrode sites of the pMEA, a mask, which defined the 
pattern to be transferred to the substrate, and a photoresist, which is a light-sensitive 
polymer. In general there are two types of photoresists, positive and negative. When a 
positive photoresist is exposed to UV light it becomes more soluble than usual in a 
developing solution, on the other hand, the exposure of a negative photoresist to UV 
light strengthens it thereby becoming less soluble than usual in a developing solution.
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The photolithographic process started with the substrate being cleaned. The 
photoresist was then applied to the surface of the substrate by spin coating in order to 
ensure that the resist was spread uniformly. The spun-coated substrate was then soft 
baked to evaporate some of the solvent from the photoresist. The mask was placed 
over the substrate and the photoresist was exposed to UV light and developed to 
create the desired structures. Following this step, the illuminated photoresist-coated 
substrate was hard baked (or ‘post baked’) in order to completely cure the photoresist 
and ensure that its properties did not continue to change. Finally, the metal parts of the 
substrate, which were no longer protected by the photoresist, were etched away and 
the remaining photoresist was removed leaving the desired electrode pattern.
The following subsections describe in detail the procedure followed for the production 
of the pMEAs. The work was carried out in the microengineering laboratory of the 
Centre for Biomedical Engineering and in the clean room of the Advanced 
Technology Institute (ATI) of the University of Surrey.
4.2.1. Photolithographic Mask
The mask (figure 4.1) used for the production of the pMEAs was originally designed 
by Jamunanithy Selvakumaran using WaveMaker Software (Barnard Microsystems 
Ltd., UK) and was implemented by Compugraphics International Ltd., UK. The mask 
featured three different designs on a chromium 4” x 4” lime glass substrate. It should 
be noted that the fine features of each design were located in the centre of the design 
and are depicted in the three microscope scans at the bottom of figure 4.1. The large 
square features that are located on both sides of each design are the bonding pads for 
connecting the pMEA with the instrumentation, the dimensions of which were 
2 mm X 2 mm.
Design number one was the one used for the production of the gold pMEAs. The 
square electrode sites of this design had dimensions of 40 pm x 40 pm, the width of 
the tracks was 20 pm, and the distance between the centres of two electrode sites was 
120 pm. In addition, there was a reference electrode pattern below the electrodes with 
dimensions of 480 pm x 200 pm. Design number two would have been used for
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insulating the tracks of the pMEA, however, due to lack of functioning equipment at 
the ATI this was not possible. Finally, design three would have been used for 
implementing micro-chambers and micro-trenches for cell growth guidance. 
Nevertheless, this particular design had the wrong polarity (it was negative where it 
should have been positive) for this application as a negative photoresist (SU-8) was 
used for realising the microstructures.
n
Figure 4.1: Chromium Photolithography Mask. Top; 4” x 4” Chromium mask with three different 
designs. The inset is a magnification of the reference electrode of design number one. Bottom: 
Microscope scans of the fine features located at the centre of each design.
To fabricate the micro-chambers and micro-trenches, the photographic emulsion mask 
shown in figure 4.2 (JD Photo Tools, Oldham, UK) was used instead. For this mask, 
the dimensions of the micro-chambers were 22 pm x 22 pm and the length from the 
centre of one micro-chamber to the centre of a neighbouring one was 120 pm. The
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drawback of this mask was that it had poor resolution. The shape of the micro­
chambers was not well defined (they are not perfectly square) and it is clearly visible 
that some micro-trenches are not as dark as the others (micro-trenches shown by red 
arrows), which meant that a bigger UV dose would be delivered. In addition, the 
width of the micro-trenches varied between 4.4 pm and 5.5 pm.
5.5 |jm
5.5 urn 4.4 pm 4.4 pm
5.5|Um
5.5,urn
4
4.4 pm
5.5 |jm
60 pm
Figure 4.2: Micro-chamber & micro-trench mask. The shape of the microstructures is not well defined 
due to the low resolution of the mask. Some micro-trenches appear to be lighter than others (red 
arrows) and their width varies between 4.4 pm and 5.5 pm. Scale bar is 60 pm long.
4.2.2. Substrate Preparation
The substrates used for the production of the pMEAs were gold-coated microscope 
glass slides with dimensions of 76 mm x 26 mm. These slides were manufactured at 
the Centre for Nanoscience and Technology of the University of Sheffield, UK. Using 
thermal evaporation, a thin layer of titanium of 20 nm thickness was first deposited on 
the microscope slide, followed by a 100 nm layer of gold. The titanium layer was
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incorporated between the gold layer and the glass in order to improve the adhesion of 
the gold to the glass slide.
Since a single microscope slide was large enough to fit two pMEA designs, the slides 
were cut in half (figure 4.3) using a diamond cutter. Therefore, the final dimensions of 
each substrate were 38 mm x 26 mm.
Figure 4.3: Gold-coated microscope slide with dimensions of 38 mm x 26 mm.
Before the spin coating of the photoresist, the substrates were cleaned using a three 
stage cleaning process. The gold-coated slides were first immersed in warm acetone 
(warmed on a hotplate at 55 °C) for 10 minutes in order remove any oils and organic 
residues, which may appear on the surface of the gold. Since acetone leaves its own 
residue on the surface of the substrate, the slides were then immersed in methanol for 
5 minutes to remove it. Finally, they were rinsed in DI water and dried with nitrogen.
4.2.3. Photolithography
The clean gold-coated slides were placed on the chuck of the photoresist spin coater 
(SCS Model G3P-8, Special Coating Systems, Surrey-UK). Three-quarters of the 
surface of each slide were covered with positive photoresist (MICROPOSIT S1813, 
Rohm and Haas, UK), and spun at 6000 r.p.m for 50 seconds. After spin coating the 
slides were transferred onto a hotplate (Whatman DataPlate 420) for soft baking at 
115 °C for 60 seconds.
In order to align the photoresist-coated Au slides with the mask and expose it to UV 
light, two methods were used. In the first method a mask aligner (Ultra p Line 7000 
High Resolution Mask Aligner, Quintel Corporation, USA) located at the clean room
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of the ATI was used. The mask aligner (figure 4.4-A) comprised a mask holder for 
placing and securing the mask, a special chuck mounted on a rail for holding each Au 
slide and positioning it beneath the mask, and a UV light source for exposure. After 
positioning the mask on the mask holder (chrome side facing down), each Au slide 
was placed on the chuck and the load handle was pushed in order to move the chuck 
beneath the mask (figure 4.4-B). A piston located below the chuck raised the sample 
until it contacted the mask. The mask aligner also featured a set of joysticks that 
allowed fine movement of the sample for accurate alignment. The mask and slide 
were then exposed to UV light from above for 5 seconds.
A
Mask
y M a s k Holder
Coated Slide
Rail Chuck
Load
Handle
B
UV Source
f \ f
Piston
Figure 4.4: Mask aligner configuration. A: The Au slide was mounted on a chuck that can move 
beneath the mask, which was being held by the mask holder. B: A piston raised the chuck until the Au 
slide contacted the mask. The slide was then exposed to UV light.
The second exposure method was carried out in the Microengineering Lab at the 
Centre for Biomedical Engineering using a double-sided UV light-box (AZ 210, 
Mega Electronics, UK). Here, the mask was placed on the surface of the UV light-box 
with the chrome side facing upwards and each photoresist-coated Au slide was 
aligned with the mask design manually (figure 4.5). A black paper was placed on top
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of the slide and mask in order to avoid exposure from above. The UV box was then 
closed and the slide was exposed to UV light for 50 seconds.
UV Source
Black Paper
^  Mask
Coated Slide ^
UV Source
Figure 4.5: UV light-box arrangement. The An slide was placed on top of the mask design manually 
and was covered with a black paper in order to prevent the slide from being exposed from the UV 
source on the top.
After exposure the slides were immersed in diluted Microposit 351 developer (3:1) for 
approximately 10-20 seconds or until the pattern of the mask was clearly visible on 
each slide. Finally, the slides were rinsed with DI water and hard baked in a 
convection oven at 90 °C for 45 minutes.
4.2.4. Gold Etching
In order to etch the gold around the pMEA pattern the slides were immersed in an 
aqueous solution of KI (10% ww), h  (2.5% ww) for 2 minutes. After the gold was 
etched away the slides were placed in a diluted solution of sodium thiosulfate 
(NaiSzOs) to remove residual iodine (Yu et a l, 2006) and then rinsed with DI water.
4.2.5. Titanium Etching
As mentioned earlier, a seed layer of titanium 20 nm thick was evaporated onto the 
substrate to improve the adhesion of gold. This layer had to be etched as well as it 
may have short-circuited the electrodes of the pMEA. This was achieved by 
immersing the slides in an aqueous solution of hydrochloric acid (37% ww). More 
specifically, the slide was immersed in preheated HCl (100 °C) for a few seconds 
until the seed layer disappeared. A magnetic stirrer was also used at the lowest speed 
possible. After the Ti layer was etched away the slides were rinsed with DI water. 
Finally, the remaining photoresist covering the pattern of the pMEA was stripped
88
Chapter 4 Planar Microelectrode Array Fabrication for Guiding Neuron Growth
using a three stage cleaning process. The slides were first immersed in acetone for a 
few minutes, then methanol and finally rinsed with DI water and dried.
4.2.6. pMEA Results
The final product of the photolithographic process is shown in figure 4.6. In total, 42 
pMEAs were manufactured; however, only 10 devices were usable, as broken 
electrode tracks were found in the remaining ones. Five of the usable devices were 
fabricated using the mask aligner exposure technique, and the other five using the UV 
light-box method. The dimensions of the manufactured arrays were measured using 
PhotoLite and are summarized in table 4.1.
Bonding 
Pads
Reference
Electrode
r :
T_T LZ
Figure 4.6: Finalised gold pMEA. A: Picture showing the bonding pads, the tracks, and the reference 
electrode of the pMEA. B: The electrode sites located at the centre of the pMEA.
The expected dimensions of the array were 40 pm x 40 pm for the electrode sites and 
20 pm for the track width. As can be seen from table 4.1, on average, the error 
introduced by the mask aligner technique was much less than that of the UV light-box 
one, and there are two cases (pMEAs 4 and 5) where the dimensions of the array are 
exactly as expected. The reason for this is that the mask aligner method provides a 
more intimate contact between the mask and the Au slide. However, it should be 
noted that the shape of the electrode sites that were exposed using the UV light-box 
technique were better defined (figure 4.7).
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Table 4.1: Summary of manufactured electrode dimensions. The asterisk (*) indicates the arrays that 
were exposed using the UV light-box technique.
1* 32x32 20 13.3 315
2 45 X 45 12.5 25^ 28
3* 31x31 22.5 12.2 39
4 40 X 40 0 20 0
5 40 X 40 0 20 0
6* 36 X 36 10 15.9 20.5
7* 36 X 36 10 16.7 16.5
8 43x43 7.5 23 15
9 36 X 36 10 16.6 17
10* 36 X 36 10 16.7 16.5
I
f
I
I
Figure 4.7: Difference between the two exposure techniques used. A: The pMEA manufactured using 
the mask aligner exposure method had dimensions close to that of the pattern on the mask. B: The 
dimensions of the pMEA fabricated using the UV light-box method were not as expected, however, the 
shape of the electrode sites were well defined.
Nevertheless, it should also be said that because the design of the pMEA on the mask 
is located on its edge (figure 4.1), the Au slide had to be placed on the edge of the 
chuck of the mask aligner and not on its centre (figure 4.4) in order to achieve an 
accurate alignment. However, at the edge of the mask aligners’ chuck there is no 
suction to hold the slide in place. As a result, the Au slide was able to move during the 
exposure time, which is the reason for the less well-defined electrode shapes (See 
section 4.4 for illustration).
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4.3. Implementation of Microstructures for Guiding Cell 
Growth
As described in section 4.1, each electrode site in the pMEA had to accommodate a 
single neuron on its surface. To achieve this, the pMEA was spin-coated with a 38 pm 
thick layer of SU-8 2015 (Microchem Corporation, USA) negative photoresist (figure 
4.8-A). The SU-8 layer was then processed in order to realise a 20 pm x 20 pm x 38 
pm micro-chamber on top of each electrode channel, and a 5 pm x 100 pm x 38 pm 
micro-trench between each electrode site and its neighbouring electrodes. The width 
and length of each micro-chamber were chosen to be 20 pm to fit a neuron of such 
dimensions, while its height was chosen to be 38 pm to prevent the neuron from 
escaping. On the other hand, the width of each micro-trench was chosen to be 5 pm to 
stop the neurons from crossing over to neighbouring micro-chambers (figure 4.8-B).
A) Neuron
38 pm
40 pm
B) 20pm
2 0 p rry /
5 pm
S U 8-2015
Figure 4.8; Addition of SUB layer on top of pMEA for micro-chamber and micro-trench 
implementation. A: Cross section of the micro-chambers and micro-trench realised on top of the pMEA 
using SU-8 photoresist. B: Top view of the structure. Although the micro-trench has the same height as 
the micro-chamber, it is only 5 pm wide to prevent the neurons from escaping and allowing only the 
outgrowing neural processes to go through.
SU-8 2015 photoresist was chosen for this application due to its’ thermo-chemical 
stability, which was important for this application since the device was used at 37 °C 
(incubator temperature) with the addition of cell culture medium, and the fact that it
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was capable of producing thin films of 15 pm up to 38 pm thickness with high aspect 
ratio. Another important factor that led to the use of this particular photoresist is that it 
has been reported to be biocompatible (Voskerician et a l, 2003). Typically, 
biocompatibility is used to describe the suitability of a material (e.g. SU-8) for a 
specific application. In general, it can be defined as the ability of a material to mimic 
the microenvironment of a biological organism (e.g. neuron), considering both the 
effect of the material on the organism and that of the organism on the material. The 
better a material mimics the environment of the organism, the more biocompatible it 
will be (Palsson and Bhatia, 2004).
The following subsection describes the procedure followed in order to fabricate SU-8 
2015 microstructures for guiding neural growth.
4.3.1. Photolithographic Processing of SU-8 2015
Initially, plain half microscope slides, with no electrodes, were used as substrates in 
order to determine the optimal parameters for the accurate implementation of the 
micro-chambers and micro-trenches. However, after spin coating, soft baking, 
exposing and developing SU-8 2015 on plain glass slides it was noticed that the 
photoresist layer started to peel off the substrate during agitation in the SU-8 
developer. This loss of adhesion started fi*om the sides of the substrates and 
propagated to its centre as observed by Voskerician et al (2003). Nevertheless, it was 
noticed that the adhesion of SU-8 improved significantly when the substrate was 
immersed in an aqueous solution of hydrochloric acid (37% ww) for a few seconds. 
Since this step was carried out already (see section 4.2.5), the pMEAs were cleaned 
using the three stage cleaning process described in section 4.2.2, dried with nitrogen, 
and placed on a hotplate for 30 minutes at approximately 150 °C in order to remove 
excess humidity.
Following this step, approximately 2 ml of SU-8 2015 were dispensed on top of each 
pMEA. The resist was poured on the pMEAs directly fi*om the bottle where the 
distance of the bottle top from the pMEA was approximately 30 mm. This was done 
since it was noticed that when the resist was poured from a higher distance, bubbles
92
Chapter 4 Planar Microelectrode Array Fabrication for Guiding Neuron Growth
were formed in the resist, which ruined the uniformity of the coating. The substrates 
were then spin coated (Laurell, Model WS-400B-6NPP/LITE, Laurell Technologies 
Corporation, North Wales, USA) at 500 r.p.m for 10 seconds with an acceleration of 
100 r.p.m/second to allow the resist to spread and cover the entire surface of the slide, 
and then ramped to a final speed of 1000 r.p.m at an acceleration of 300 r.p.m/second 
and held there for 30 seconds to achieve the desired resist thickness.
The pMEAs were then soft baked on a hotplate (Fisher Scientific, Cat. No. 11-202- 
5OH, Fisher Scientific Ltd, Loughborough, UK) at 65 °C for 2 minutes followed by 
another soft bake step on a different hotplate at 95 °C for 5 minutes to evaporate the 
solvents and achieve greater film density. According to the manufacturer, the initial 
lower soft baking temperature (65 °C) allowed the solvents to evaporate out of the 
resist film at a more controlled rate, resulting in better coating fidelity and improved 
resist adhesion.
The actual thickness of the SU-8 2015 film was measured using a digital micrometer 
(LNR-50802J, ETE). This was achieved by measuring the thickness of the slide with 
the deposited SU-8 layer and subtracting from the thickness of the slide that was 
measured prior to spin coating. The thickness was found to be 37.6 pm ± 1 pm 
(average of 5 coated slides ± standard deviation). The error in the measurements can 
be attributed to the accuracy of the micrometer (±2 pm). It should be noted that these 
values were obtained when measuring the thickness of the SU-8 film at the 
10 mm X  5 mm area indicated in figure 4.9 (white area).
Glass slide 38 mm SU-8 Thickness
47 pm -
40 pm - 
35 pm -
26 mm
10 mm
5 mm
Figure 4.9: Area of measured slide thickness
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The thickness of the SU-8 layer was gradually increasing when measuring further 
away from the white area as shown in the previous figure. Nevertheless, this result 
was expected since there was a build-up of photoresist around the edges of the 
substrate during spinning. This difference in thickness, which was visible to the naked 
eye, would have prevented the pattern portion of the mask from achieving good 
physical contact with the photoresist during alignment and would have resulted in a 
decrease in the reproducibility and accuracy of the fabricated pattern. To eliminate 
this problem, following the soft bake steps, the edges of the pMEAs were immersed in 
acetone, methanol and DI water as depicted in figure 4.10 in order to remove the SU-8 
resist from the edges of the device. This step was also necessary in order to expose the 
reference electrode and bonding pads located around the edges of each pMEA.
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Figure 4.10: Removal of SU-8 2015 around the edges of the pMEA.
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In steps A to F of figure 4.10, the pMEAs were immersed in acetone, methanol and DI 
water up to the point where the contact pads end and the tracks begin, while in steps G 
to H it was immersed just enough to uncover the reference electrode. It should be 
noted that all the steps were repeated until SU-8 was completely removed from the 
edges of the pMEA.
Following the SU-8 removal step, the pMEA was aligned with the mask design 
depicted in figure 4.2 and exposed (wave-length 365 nm, dose 140 mj/cm^) using a 
mask aligner (Ultra p Line 7000 High Resolution Mask Aligner, Quintel Corporation, 
USA) in contact mode.
After exposure, a post exposure bake (PEB) was performed to cross-link the exposed 
portions of the resist. The pMEAs were first placed on a hotplate at 65 °C for 1 
minute followed by another PEB on a different hotplate at 95 °C for 5 minutes. The 
lower temperature PEB at 65 °C was introduced to minimise stress in the film due to 
cross-linking and prevent the photoresist from cracking. After a few seconds of PEB 
an image of the mask pattern was noticed on the photoresist film.
The pMEAs were then agitated in SU-8 developer for 4 minutes and rinsed with 
isopropanol, DI water and dried with nitrogen. Inspection of the fabricated pMEAs 
was then carried out under the microscope to ensure that the micro-chambers and 
micro-trenches were developed properly, followed by a hard bake step on a hotplate at 
150 °C for 30 minutes to further cross link the SU-8. To finalise the device (figure 
4.11), the bonding pads were attached to insulated copper wires with crimp 
connectors using conductive epoxy (Chemtronics, USA), and the connections were 
insulated using quick set epoxy adhesive (RS Components Ltd, UK).
i
Figure 4.11: Planar microelectrode array embedded with SU-8 micro-chambers and micro-trenches. 
The device is 38 mm long and 26 mm wide. Wires with crimp connectors are attached to the bonding 
pads using conductive epo?g  ^and the connections are insulated with epoxy adhesive. Scale bar is 2 cm 
long.
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4.3.2. SU-8 2015 Microstnicture Results
Measurements of the SU-8 microstructures’ dimensions were taken using PhotoLite 
software (figure 4.12). The dimensions of the micro-chambers were found to be
19.6 ± 0.5 pm X 19.1 ± 0.9 pm at the top of the SU-8 layer (average of 5 pMEAs ± 
S.D) and 17.2 ± 0.5 pm x 16.3 ± 0.5 pm at the bottom. This result indicated that the 
walls of the micro-chambers had a negative slope, which is due to lack of UV 
collimation. On the other hand, the width of the micro-trenches varied between 4.4 
pm and 1.1 pm within a single device (3.2 ±1.2 pm, average of the 8 micro-trenches 
of the pMEA device in figure 4.12). This large variation directly reflects the defects of 
the photographic emulsion mask that were discussed in section 4.2.1. For instance, the 
micro-trenches shown by the red arrows did not seem to be completely open. These 
are the same structures that were marked by red arrows in figure 4.2 and were less 
dark than the others, which meant that this portion of the mask did not prevent UV 
from irradiating the SU-8 underneath them causing the photoresist to harden and 
become insoluble in the developer. This very same pattern was observed in all the 
pMEA devices that were manufactured using this mask
4.4 pm
3.9 pm
3.9 pm 1.7 pm 1.1 pm 4.4 pm
2.2 pm
100 urn J  I 3.9 pm
Figure 4.12: SU-8 2015 micro-chambers and micro-trenches implemented on top of the pMEA. Scale 
bar is 100 pm long.
96
Chapter 4 Planar Microelectrode Array Fabrication for Guiding Neuron Growth
4.4 um
3.3 um3.9 pm
Figure 4.13: Magnified image of the SU-8 2015 microstructures. The micro-trenches indicated by the 
black arrows are not completely open as a result of UV hardening the SU-8 due to the poor quality of 
the mask. The red arrows illustrate the narrowing of open micro-trenches.. Scale bar is 100 pm long.
Figure 4.13 shows a magnified image of the microstructures. Here, the observations 
discussed previously are clearer. In addition, it can be seen that even the micro­
trenches that are open become narrower at some points (red arrows).
4.3.3. Electrode Impedance
To measure the impedance of the electrode sites of the pMEA devices an impedance 
analysis instrument was employed (PSM 1735 NumetriQ + lAI, N4L, UK). This 
device computes the impedance of a component by applying a specified voltage signal 
at a specified frequency to it, and then measures the voltage across the component and 
the current through it using two separate channels.
For measuring the impedance of the pMEA electrodes, channel 1 of the impedance 
analyser was brought in contact with the bonding pad of the electrode site to be
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measured and channel 2 was connected to the reference electrode (figure 4.14). In 
order to resemble the environment in which the electrodes will be during the neural 
recording experiments, the device was immersed in Neurobasal™ Medium 
(Invitrogen, UK), which was the medium used in the recording experiments described 
in the next chapter.
bonding 
pad of 
reference 
electrode
14 1
if»-.-.
bonding pad of 
electrode to be 
measured
[civn
Impedance 
Analyzer_____
Figure 4.14: Experimental set-up for electrode impedance measurements.
The signal applied to the electrodes was a sinusoidal voltage with an amplitude of 
100 mV peak-to-peak and a fi-equency of 1 kHz. The amplitude of the signal was 
chosen to be small to avoid damage to the electrodes and the frequency was chosen to 
be 1 kHz as this is the frequency where the main component of the action potential 
lies and it is a standard frequency used by several research groups for measuring the 
impedance of action potential recording electrodes.
The average impedance of 16 electrodes was 2.2 MQ ± 1.8 MQ (average ± S.D), 
which is an expected result for Au electrodes that have not been platinised (Gross et 
al, 1977; Boppart et a i, 1992; Nisch et a l, 1994). However, the variation in 
impedance between electrodes was very large; the lowest impedance value measured 
was 49 kQ and the highest was 5.6 MD. After measuring the impedance of two more 
devices (3.2 MQ ± 3.0 MO (64 kD -  11 MQ), and 2.5 MD ± 2.1 MQ (48 kO -  6.8
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MQ)) it was noticed that the electrodes with the lowest impedance values were 
electrodes 1 (49 kQ, 880 kQ, and 205 kQ), 16 (960 kG, 820 kG, and 1432 kG), 
7 (363 kQ, 196 kQ, and 326 kQ), 8 (56 kQ, 64 kQ, and 48 kQ), 9 (164 kQ, 195 kQ, 
and 155 kQ) and 10 (217 kQ, 332 kQ, and 289 kQ), or in other words the electrodes 
whose tracks were located near the edge of the SU-8 layer (see figure 4.14). Bearing 
in mind that the adhesion of SU-8 to glass is poor and that it starts de-laminating from 
the sides (discussed in section 4.3.1) it was possible that the culture medium used in 
the experiment was entering below the SU-8 layer and short circuiting the tracks of 
the pMEA and giving low and inaccurate impedance readings. This theory was 
justified after the pMEA devices were used in the recording experiments described in 
the following chapter. After a few days in culture the de-lamination problem became 
more obvious in some devices as the SU-8 microstructures were detached from the 
glass substrate. The average impedance measured after these experiments was 27 ±
10.7 kQ (average ± S.D) indicating that the culture medium was short circuiting the 
electrode sites of the array.
Unfortunately, the high impedance of the electrodes would limit the stimulation 
current by a large amount. For example, attempting to stimulate a neuron with no 
more than 1 V pulses (to avoid electrolysis) sitting on an electrode with a 2 MQ 
impedance would result in a stimulation current of 500 nA. Although, Maher et al. 
(1999) reported that the minimum current necessary to cause a neuron to fire an action 
potential is 5.4 pA, later work by the same group indicated that evoked responses 
could be obtained with 100 mV voltage pulses for electrode impedance of 200 kQ, 
which indicated that a current as low as 500 nA could be used to successfully 
stimulate a neuron (Wagenaar et al, 2004). Nevertheless, it was observed that the 
number of evoked responses was limited for this low voltage value. On the other 
hand, the group reported that the number of responses was at peak for 1 V pulses (5 
pA).
The original intention in the work described here was to deposit platinum black on the 
electrode sites in order to lower the impedance of the electrodes to the kQ range and 
deliver stimulation currents as high as 5 pA. Unfortunately, this was not possible due 
to the lack of the necessary set-up.
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4.4. Discussion
The results obtained from measuring the electrode site dimensions and track widths of 
the pMEAs suggest that the mask aligner method is more accurate than the UV box 
technique, with the only problem being that of the poorer definition of electrode 
shapes. As explained in section 4.2.6, the problem originated from the fact that the 
mask had three designs implemented into it. To achieve accurate alignment, the Au 
substrate had to be positioned on the edge of the chuck where there was no suction to 
hold it in place (figure 4.15-A), which resulted in movement of the substrate during 
exposure. If on the other hand the sample was placed on the centre of the chuck, 
where there was suction (figure 4.15-B), the rail on which the chuck was mounted did 
not have enough freedom of movement to allow the sample to be positioned exactly 
below designs one or three (one is the Au layer design and three the SU-8 layer 
design, which had the wrong polarity). In addition, if the 4” x 4” chromium mask was 
moved slightly towards the right or left in order for designs one or three to cover the 
Au substrate, it was also moved beyond the point where suction could hold it onto the 
mask holder (figure 4.15-C). To overcome this problem in the future and avoid having 
to build three separate masks, two copies of the master mask of figure 4.1 can be 
made on a 6” x 6” substrate to be able to move them right or left and cover designs 
one or three (figure 4.15-D). One copy should have the same polarity as the master 
mask in order to use designs one and two, and the other should have the opposite 
polarity for SU-8 microstructure fabrication.
Furthermore, by using the SU-8 micro-fabrication design of the chromium mask 
(design 3 in figure 4.1) with the correct polarity, the problems regarding the micro­
trenches that was discussed in section 4.3.2 should be minimised, since the chromium 
mask has sharply defined features and its micro-trenches appear to have the same 
intensity.
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Figure 4.15: Positioning of mask and substrate for achieving proper alignment. A: Substrate placed on 
the edge of the chuck was able to move during exposure due to lack of suction. B: Substrate held in 
place by suction, however, no alignment was achieved due to restriction in rail movement. C: The 
4” X 4” mask was moved slightly to the left to align with the substrate, nevertheless, it was no longer 
being held onto the mask holder. D: Increasing the area of the mask to 6” x 6” can solve the problem in 
C.
Apart from UV radiation, SU-8 can be exposed using direct ion beam writing 
(Tay et a l, 2001; van Kan et a i, 2001; Sum et a l, 2004b; Auzelyte et a l, 2006). With 
this technique, a focused high-energy (MeV) ion micro-beam is scanned over the 
photoresist in a specific pattern in order to expose it and the photoresist is 
subsequently chemically developed to produce the desired microstructures. The initial 
intention was to manufacture pMEAs using this technique as well, as there is an ion 
beam facility in the University of Surrey. However, due to the installation of a new 
ion beam line this was not feasible.
Although a much more expensive technique than conventional photolithography, ion 
beam writing can offer several advantages. This method offers great potential for 
producing high aspect ratio 3-D microstructures with straight and smooth sidewalls 
especially when the ions used are protons (Watt, 1999). The reason for this is that 
when MeV protons progress through the photoresist, they collide with its atomic
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electrons, however, since the mass of protons is much greater than that of electrons 
(mp= 1.6726 X 10"^  ^ kg, me= 9.11 x 10“^  ^kg, —L = 1836), the trajectory of the
protons is unaltered by these collisions (Sum, 2004a). Another advantage of proton 
beam writing (PBW) is that the focused beam is directly scanned over the photoresist, 
which eliminates the need for a mask. In addition, the ultimate depth of the structure 
is determined by the range of the protons in the photoresist, therefore, by using proton 
beams of different energies, channels with different specific depths can be 
manufactured (Watt, 1999). For example, the micro-trenches that connect the micro­
chambers in the pMEA can be manufactured in such a way that a thin layer of SU-8 
covers them in order to prevent the outgrowing neural processes from escaping 
(buried channels).
The above are recommendations on how to improve the results obtained and do not 
suggest that the fabricated pMEAs could not be used for experimentation. The 
dimensions of the micro-chambers were adequate in order to load neurons inside of 
them and the width of most micro-trenches was sufficient to allow the outgrowth of 
neural processes.
Regarding the impedance of the electrodes, this can be lowered significantly (down to 
the kQ range) by platinum black deposition (Breckenridge et al, 1995; Oka et al, 
1999; James et a l, 2004). Unfortunately, a set-up for achieving this was not available; 
nevertheless, the input impedance of the preamplifier was large enough to compensate 
for this problem. On the other hand, high electrode impedances could prevent the 
effective stimulation of neurons by limiting the stimulation current.
Another potential problem in the design of these pMEAs is the lack of track 
insulation, which makes the devices susceptible to noise. In addition, signal loss is 
expected since absence of insulation leads to shunting of the signal. Several attempts 
were made to insulate the pMEAs, however, the results were not considered 
satisfactory. The initial intention was to insulate the devices using silicon nitride; 
nevertheless, due to the absence of functioning equipment pMEA samples were 
insulated at the University of Sheffield and were then processed using reactive ion
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etching to de-insulate the electrode sites. Unfortunately, the recipe for achieving this 
did not deliver the expected results. This idea was later abandoned as it took a 
considerable amount of time for samples to reach Sheffield and return coated. The 
second method used involved insulating pMEAs with a 1.1 pm layer of 
MICROPOSIT S1813 photoresist, and hard baking the resist at 120 °C for 90 minutes 
in order to completely cure it. However, during the SU-8 development stage (when 
SU-8 was immersed in the developer solution) it was observed that the SI813 
insulation layer was also etched away, which also removed the SU-8 structures.
The most worrying problem though was that of SU-8 de-lamination. Although this 
problem was first observed when the photoresist was agitated in the developer it was 
thought that it was corrected by immersion of the pMEAs in HCl. Following the 
experiments that are described in the next chapter this problem became more 
apparent.
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Chapter 5: Experimental Methods
5.1. Introduction
One of the biggest challenges of this research was the placement of single neurons 
inside the micro-chambers of the pMEA, which is not a straightforward task. Neurons 
are usually loaded manually into the holes using glass micropipettes guided by 
micromanipulators (Maher et al, 1999; Suzuki et al, 2004; Claverol-Tinture et al, 
2007), which is a time-consuming, work-intensive procedure.
In order to achieve faster, more precise and gentler neuron loading, a novel system 
was devised that utilises the phenomenon of dielectrophoresis first observed by 
Herbert Pohl. According to dielectrophoresis, if a non-uniform electric field is applied 
to a particle (neuron in this case) suspended in medium, the unequal field force will 
cause it to move towards the region of strongest or weakest field intensity depending 
on the dielectric properties of the particle relative to the suspended medium (Pohl, 
1951).
The following section (5.2) illustrates the theoretical aspects of dielectrophoresis in 
order to provide the reader with the necessary background regarding this 
phenomenon. Section 5.3 covers the neuron culture procedure used for preparing the 
neurons for the cell-loading experiment, while section 5.4 describes the cell-loading 
experiment set-up and procedure followed. Finally, section 5.5 describes the recording 
and stimulation sessions performed throughout the development and growth of the 
neurons.
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5.2. Theory of Dieleetrophoresis
The embedded membrane proteins, which allow certain ions to pass from one side to 
the other, act like a resistance R. On the other hand, the neuronal membrane consists 
of a phospholipid bilayer, which is oriented in such a way that a hydrophobic region 
(approximately 3-5 nm) is created within the membrane. This region acts as an 
insulator or dielectric since it separates the charges in the intracellular cytoplasm and 
the extracellular space (Koch, 1999a). Since a thin insulator is keeping charges apart, 
it acts like a capacitance C.
In insulators all the charges are bound, which means that electrons are confined within 
their atoms and are not free to move like in conductors. However, under the influence 
of an electric field the charges will move slightly without leaving their atoms. The 
positive and negative charges move in opposite directions in the electric field, lending 
to the neuron the properties of an electric dipole with a dipole moment of 
magnitude m. It should be noted that this dipole is referred to as an induced dipole, as 
opposed to a permanent dipole such as a water molecule. In other words, an induced 
dipole does not exist until an electric field is applied (Hughes, 2003).
It can be shown that for a spherical cell the magnitude m of the dipole moment is 
given by:
m = Anr Sq E (Equation 5.1)
Where r is the radius of the spherical cell, is the permittivity of free space (8.85 x 
10'^  ^ Nm^/C), g* the complex permittivity of the particle (cell), 6:* the complex
permittivity of the medium, and E the electric field. The subscripts p and m refer to 
the particle and medium respectively. The complex permittivity results from the fact 
that the neuronal membrane has both a capacitance and a conductance and is given 
by:
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s* = £q£^  -  j — (Equation 5.2)
CO
Where £^  is the relative permittivity of the dielectric material (hydrophobic region of 
neuronal membrane), a  is the conductivity of the dielectric material, and co is the 
angular frequency of the electric field (cù=27rf).
In the case that a spherical neuron (neurons ‘ball up’ when in suspension) is subjected 
to a uniform electric field, the forces on the charges on both sides of the dipole are 
equal and opposite, and there is no net force on the particle. On the other hand if the 
applied field is nonuniform, the unequal field force, which is acting on the dipole, 
causes it to move toward the region of greatest field intensity (Pohl, 1951). It can be 
shown that the force exerted on the cell is given by:
Fdep = (^  • ^ )F  (Equation 5.3)
Where m is the dipole moment, V is the Del vector operator, and E the electric field.
Nevertheless, in order for this to occur, the polarisability of the particle must be 
greater than that of the solution in which it is suspended (£'*>£'*) and the effect is
termed positive dieleetrophoresis (figure 5.1). In the case that the polarisability of the 
particle is less than that of the solution the particle will move toward the low field 
regions and this would be called negative dieleetrophoresis.
As equation 5.2 contains a frequency term, the force can have different magnitudes, 
and indeed directions, at different frequencies. In reality the equations governing the 
behaviour of cells are based on a more complex relationship involving the electrical 
properties (conductance, capacitance) of both the cell membrane and cytoplasm, but 
the above approximation serves to outline the phenomenon sufficient to describe the 
manipulation process described here.
106
Chapter 5 Experimental Methods
/T T rr-rT T \/ /  f ! \ \ \ \ \
/ f i n  \ \
Figure 5.1: Positive dieleetrophoresis. This phenomenon occurs when a polarisable particle is 
suspended in a nonuniform electric field, so that the unequal field force acting on the particle causes it 
to move toward the region of highest field strength.
Herbert Pohl first described this phenomenon in 1951; the term dieleetrophoresis was 
used in order to distinguish it from electrophoresis, which was described in the late 
1930s by Ame Tiselius. The difference between these two phenomena is that while 
dieleetrophoresis occurs due to the tendency of matter to become polarised and move 
into regions of highest field strength, electrophoresis arises from the electrostatic 
attraction of charged electrodes for charged particles producing motion of the particle, 
the direction of which is dependent on the direction of the field (Pohl, 1958). On the 
other hand, the direction of motion of the particle in dieleetrophoresis is independent 
of the direction of the field, and hence, either DC or AC voltages can be employed.
5.3. Neuron Culture
The primary neurons used in these experiments were obtained from the cerebella of 
seven-day-old Sprague Dawley rats. The protocol for obtaining the primary neurons 
was compiled from Brewer et al. (1993), Freshney (2005), and the AMS 
Biotechnology neuron isolation manual. Briefly, the cerebella from six neonatal rats 
were dissected and cut into small cubes. The tissue was then treated with the 
NeuroPrep/NeuroPapain enzymatic solution and isolated cells were obtained via 
mechanical trituration. The neuron suspension was then plated in poly-D-lysine 
coated culture wells. Prior to cell culture work, the following sterile materials were 
gathered:
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• 35 mm 6-well culture plates.
10 ml pipettes.
1 ml pipettes.
50 ml centrifuge tubes.
Dissecting instruments: Scalpels, scissors, and tweezers.
Hanks’ Balanced Salt Solution (HBSS) with 3 g/L Bovine Serum Albumin 
(BSA) (Sigma-Aldrich, Gillingham, UK-H6648-500ML and A9418-10G). 
Poly-D-lysine (Sigma-Aldrich, Gillingham, UK-P6407-5MG).
NeuroPrep™ Media (AMS Biotechnology, Oxon, UK-NMlOOlOO). 
NeuroPapain'^^ (AMS Biotechnology, Oxon, UK-NMl00200).
Neurobasal™ Medium (Invitrogen, Paisley, UK-21103-049).
B-27 Serum-Free Supplement (Invitrogen, Paisley, UK-17504-044). 
GlutaMAX’^ ^-I Supplement, 200 mM (Invitrogen, Paisley, UK-35050-038). 
Gentamicin (Sigma-Aldrich, Gillingham, UK-G1264-250MG).
Work involving dissection of rats was carried out in the Animal House of the 
University of Surrey, and the isolation of neurons from the rat brain tissue was 
conducted at the Cell Culture Laboratory of the Centre of Biomedical Engineering.
Apart from primary neurons, mouse hippocampal neurons of the cell line HT22 were 
also used for comparison. These were generously supplied by Dr. George Kass 
(School of Biomedical and Molecular Sciences, University for Surrey, Guildford, 
UK).
5.3.1. Preparation of Primary Cell Culture
Before conducting any cell culture work, the biological safety cabinet, the CO2 
incubator, pipette guns, and all the materials (apart from the dissecting instruments) 
were cleaned with 70% ethanol to ensure they are sterile. The dissection instruments 
were sterilised by being baked in a high-temperature fan-powered oven at 160 °C for 
1 hour. Standard safety rules were followed throughout.
The culture flasks that would host the cells were treated with poly-D-lysine (PDL), as 
neurons do not survive well on untreated glass or plastic surfaces (Ahmed et a l, 1983; 
Freshney, 2005). To perform PDL coating, 100 ml of autoclaved DI (de-ionised)
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water were added to the 5 mg bottle of PDL giving a final concentration of 50 pg/ml. 
One ml of this solution was placed inside each culture well, which was then rocked 
gently by hand to ensure even coating of the culture surface. After 24 hours, the 
solution was removed and the surface of each well was thoroughly rinsed with 
autoclaved DI water for 5 times. The 6-well plates were then covered with lids and 
left to dry inside the biological safety cabinet at room temperature for 24 hours before 
the introduction of the cells.
Finally, the neuron culture medium (NeurobasaF^) was supplemented with 2% B-27 
Semm-Free Supplement (10 ml of B-27 in 490 ml of Neurobasal), 2 mM 
GlutaMAX™ (5 ml of GlutaMAX™ in 495 ml of Neurobasal/B27), and 50 pg/ml of 
gentamicin (25 mg in 500 ml of Neurobasal). The literature indicates that the use of 
Neurobasal/B-27 reduces glial cell growth to less than 0.5 % and achieves high cell 
viability (Brewer et al, 1993). On the other hand, GlutaMAX"^^ was used instead of 
L-glutamine, as the latter spontaneously degrades in cell culture media and generates 
ammonia as a byproduct, which is toxic to the cells (Yang and Butler, 2000). 
GlutaMAX'^’^  contains a stabilised form of L-glutamine that prevents ammonia build­
up.
5.3.2. Dissection of Neonatal Rat Cerebella
The procedure followed for the dissection of the rat cerebella is depicted in figures 5.3 
5.4, 5.5, and 5.6. The process was carried out in the animal dissection laboratory of 
the Animal House at the University of Surrey. All dissection instruments were 
sterilised prior to work and the dissection table was cleaned with 70% alcohol. 
Initially, six seven-day-old Sprague Dawley rats were COz-asphyxiated, cleaned with 
70% alcohol, and decapitated using large scissors. To expose the skull (figure 5.2), the 
skin covering the head was cut as shown in figure 5.3-A. A pair of small scissors was 
then inserted through the foramen magnum and the skull was first cut from the right 
side (figure 5.3-B) and then from the left side (5.3-C) to detach the part of the skull 
located directly above the brain. Another cut was made along the sutura sagittalis in 
order to split the part of the skull above the brain into two pieces (5.3-D). When 
cutting these parts of the skull, it was made sure that the scissors were pointing away 
from the brain to avoid causing damage to the tissue.
109
Chapter 5 Experimental Methods
ÛÛ
o  o  CO o. w
<
Figure 5.2: Rat skull anatomy. A: Dorsal view of skull with one half of the brain superimposed. B: 
Ventral view of skull. (Zeman and Innes, 1963)
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Figure 5.3: Cutting the rat skull. A: Skin is cut to expose the skull. B: Scissors inserted through the 
foramen magnum to cut the right side of the skull. C: The left side is also cut to free the part of the 
skull above the brain. D: With the scissors pointing upwards, a cut is made along the sutura sagittalis.
Using tweezers, the two pieces of skull were removed (figure 5.4-A & 5.4-B) to 
expose the brain. The brain was lifted as shown in figure 5.4-C and the medulla 
spinalis (spinal cord) was cut in order to free the organ, which was then removed and 
placed on the dissection table (figure 5.4-D).
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Figure 5.4: Exposing and removing the rat brain. A & B: The two pieces of skull above the brain are 
removed and the brain is exposed. C: The brain is lifted with tweezers and the spinal cord is cut using 
scissors. D: Brain is removed and placed on the dissection table.
Figures 5.5 and 5.6 indicate how the cerebellum was isolated from the rest of the 
brain. The inferior colliculus, which is located in front of the cerebellum, was 
separated from the cerebellum using tweezers in order to expose the connection 
between the cerebellum and the brainstem (5.5-B). The right side tissue that connects 
the brainstem and the cerebellum was cut using a scalpel (5.5-C). The cerebellum was 
then pulled back with tweezers to reveal the cavity between it and the brainstem (4^ 
ventricle) and the rest of the right side connective tissue was also cut (5 .5-1)).
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Figure 5.5: Cerebellum extraction from fresh rat brain (part I). A: Dorsal view of the brain showing 
the cerebellum, which is located after the inferior colliculus. B: The inferior colliculus is separated 
from the cerebellum using tweezers to reveal the connection between the cerebellum and the brainstem. 
C: The tissue that connects the brainstem and the cerebellum is cut ofF. D: The right side tissue that 
connects the cerebellum and the brainstem is cut.
(http://www.mbl.org/anatomy images/fresh/mbafr l.html. Access date: June 2008)
The right side of the cerebellum was freed from the brainstem (figure 5.6-A) and the 
procedure was repeated for the left side as well (figure 5.6-B). The isolated 
cerebellum is shown in figure 5.6-C.
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Figure 5.6: Cerebellum extraction from fresh rat brain (part II). A: The right side of the cerebellum is 
freed from the brainstem. B: The left side connective tissue is also cut to free the cerebellum from the 
brainstem. C: Dorsal view of the isolated cerebellum
(http://www.mbl.org/anatomy images/fresh/mbafr l.htm l. Access date: June 2008)
Following their dissection, the six isolated cerebella were placed in a petri dish 
containing HBSS supplemented with 3 g/1 of BSA, and were cut with scalpels into 
small cubes approximately 0.5 mm .^ The HBSS containing the tissue pieces was 
removed from the petri dish using a 10 ml pipette and poured into a 50 ml centrifuge 
tube, which was then placed on ice.
5.3.3. Isolation of Primary Neurons from Tissue
Following the dissection of the rat cerebella, the tissue in HBSS was transferred to the 
cell culture laboratory where it was washed in HBSS three times, allowing the tissue 
to settle to the bottom of the tube for 1 minute between each washing.
In order to reduce the number of dead cells that result from mechanical trituration, 
enzymatic pretreatment of the tissue was performed by the addition of NeuroPapain™ 
dissolved in NeuroPrep^^. The combination of NeuroPrep™ and NeuroPapain™
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allowed rapid and safe enzymatic digestion of the neuronal tissue, which made it 
easier to dissociate neurons from the extracellular matrix via mechanical trituration.
To achieve this, 8 mg of papain were weighed in a 50 ml tube and 4 ml of 
NeuroPrep™ medium were added to it (2 mg/ml). The solution was then mixed in a 
water bath for 15 minutes at 37 °C and sterilised with a 0.22 pm filter. After removing 
HBSS, 3 ml of NeuroPrep/NeuroPapain solution were added to the test tube 
containing the tissue, which was then incubated in a water bath for 30 minutes at 
30 °C and swirled every two minutes by hand.
After incubation, the tissue containing tube was centrifuged at 1,100 rpm for one 
minute (ALC, PK121R). The NeuroPrep/NeuroPapain solution was carefully removed 
and 10 ml of Neurobasal were added to the tissue. Using a 1 ml pipette, the cells were 
triturated until most of them were dispersed (approximately 10 times in 30 seconds). 
The cell suspension was then left in the centrifuge tube for 3 minutes to allow small 
clumps of tissue to settle to the bottom of the tube, before it was removed and placed 
in another 50 ml tube. The cell suspension was centrifuged once more at 1,100 rpm 
for 1 minute and the medium was replaced by 10 ml of fresh Neurobasal.
In order to determine the percentage of live neurons, 20 pi from the cell suspension 
were mixed with 20 pi of 0.4% trypan blue and the cells were counted with a 
haemocytometer. The number of cells was found to be 364 x lO"^  per ml and the 
percentage of live cells was found to be 93% (see section 6.2 of chapter 6). Finally, 
some of the isolated neurons were plated in the poly-D-lysine coated 35 mm culture 
wells at a density of 16 x 10^  cells/cm^ (16 x 10"^  cells per well) in 0.2 ml of 
Neurobasal per cm  ^of substrate (total of 2 ml of Neurobasal medium per well) (These 
values were suggested by AMS biotechnology). The cells in the 6-well plates were 
incubated at 37 °C and 5% CO2 and were used as stock. The remaining cells were 
used in the experiments for loading the micro-chambers of the planar arrays described 
in section 5.4.
To passage the cells in stock and the ones placed on pMEAs, half of the culture 
medium was replaced with fresh Neurobasal after three days from plating and then 
once every week. To remove cells from the culture wells, they were first rinsed with
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warm NeuroPrep medium followed by incubation in 2 mg/ml of NeuroPapain in 
NeuroPrep for 5 minutes at 37 °C. After incubation the bottom of the culture wells 
was slightly tapped to help release the cells. The NeuroPapain/NeuroPrep solution 
was carefully removed and the cells were re-suspended in fresh Neurobasal medium 
using a 1 ml pipette. Finally, cells were collected by centrifugation at 1,100 rpm for 
one minute. It should be, however, noted that all the experiments were conducted 
using freshly harvested cells. In total, three cell-isolation experiments were carried 
out.
5.3.4. Culturing HT22 Neurons
The other type of cells used in this work were mouse hippocampal neurons (15 pm -  
20 pm diameter) of the cell line HT22 cultured in T-25 flasks, and incubated at 37 °C 
and 5% CO2. Unlike primary neurons, these cells had the ability to proliferate, which 
made them unsuitable for single cell recordings; nevertheless, they were used for the 
purpose of demonstrating the feasibility of the cell positioning system and for testing 
the recording set-up. The culture medium used for these cells was Dulbecco’s 
Modified Eagle’s Medium or DMEM (Invitrogen Ltd., Paisley, UK) supplemented 
with 10% fetal calf serum, 1% Penicillin-Streptomycin-Neomycin solution and 2 mM 
L-glutamine (all purchased from Sigma-Aldrich Company Ltd., Gillingham, UK).
To passage the cells, the old medium was removed from the culture flask and 
disposed. In order to detach the cells from the surface of the flask 4 ml of trypsin 
0.25% EDTA (Sigma-Aldrich Company Ltd., Gillingham, UK) were added to the 
medium and incubated at 37 °C for 4 minutes. After the cells were detached, the 
action of trypsin was neutralised by adding 6 ml of fresh culture medium and the 
suspension was centrifuged at 1400 rpm for 3 minutes. The trypsin-DMEM 
suspension was then removed and 8 ml of fresh DMEM were added to re-suspend the 
cells. Some of the cells were then transferred to new T-25 flasks for subculture (25 x 
10"^  cells per flask) and the remaining cells were used in order to obtain statistical data 
for the DEP cell-positioning technique described next.
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5.4. Dielectrophoretic Loading of Single Neurons into 
pMEA Micro-Chambers
Dielectrophoresis has been previously used for positioning neurons on pMEAs. 
Heida et al. (2001a) investigated the negative DEP positioning of fetal cortical rat 
neurons on planar quadrupole microelectrodes, while Prasad et al. (2004) used 
positive DEP for single-cell positioning of hippocampal rat neurons on plain pMEAs. 
Nevertheless, there is no previous work involving the DEP positioning of single 
neurons inside micro-chambers for recording/stimulation purposes.
Neurons were positioned inside the micro-chambers of the pMEA using positive DEP. 
The cells were subjected to a nonuniform AC electric field that was created between 
each of the sixteen electrode sites of the pMEA, to which a sinusoidal signal was 
applied (frequency of 4.6 MHz and amplitude 8 Vpp -  These values were chosen as 
there are indications that neurons experience positive DEP using these parameters 
while glial cells experience negative DEP (Prasad et al., 2004; Flanagan et al., 
(2008)), and an ITO counter-electrode (CG-40IN-S215, Delta Technologies, USA) 
that was connected to ground (figure 5.7). ITO was chosen in this set-up, as it is 
transparent in nature and allowed the microscope to focus on the micro-chambers and 
monitor the whole process. A 100 pm thick sealing film (Nescofilm, Bando Chemical 
-  Japan) with an exposed area of approximately 16 mm^ was positioned on top of the 
SU-8 layer of the pMEA, with the exposed area of the film surrounding the electrode 
sites of the device. The neuron culture medium was removed and the cells were 
suspended in a low conductivity medium (25 pS/cm) and washed three times. A small 
amount of cell suspension was placed on the electrode sites and the ITO electrode was 
then placed over the electrode site area.
Cell ITO I J
Sealing  film 
Conductivity Medium [HHEHHHD 
SU -81 I
Au I.........
Figure 5.7: Cross section of the pMEA surrounded by the sealing film and covered by the ITO 
electrode, enclosing the neuron suspended in low conductivity medium. The electrode sites of the 
pMEA are connected to a sinusoidal signal with a frequency of 4.6 MHz and amplitude of 8 Vpp.
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The electrical field gradient distribution over the surface of a single pMEA micro- 
chamber was determined using two-dimensional finite element analysis with Maxwell 
SV (Ansoft, USA) and is illustrated in figure 5.8. Here, the walls of the SU-8 micro­
chamber were drawn having a negative slope to resemble the actual micro-chamber 
profile that was discussed in the previous chapter (section 4.3.2). From this figure it 
can be seen that the high field regions are located at the bottom edges of the micro­
chamber. The electrical field also appears to be strong at the top edges of the micro- 
chamber; however, neurons would be drawn to the bottom since the maximum is 
located there.
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Figure 5.8: Electrical field gradient distribution over the surface of an SU-8 micro-chamber. The high 
field regions appear to be at the bottom edges of the micro-chamber indicating that neurons will be 
dielectrophoretically positioned there.
Nonetheless, with this configuration, several neurons would have been attracted inside 
each micro-chamber, and the aim here was to devise a method for positioning only a 
single neuron if possible. The concept of the method developed for achieving this is 
depicted in figure 5.9.
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Here, each of the sixteen electrodes of the pMEA is connected to the output of the 
signal generator via a digitally controlled switch. The state of each switch (‘closed’ or 
‘open’) is controlled by an image-processing program, which monitors if any of the 
micro-chambers has been loaded with a cell. In the case that a chamber is loaded, the 
software ‘opens’ the switch that corresponds to it in order to switch off the electrical 
field and prevent more cells from being attracted. The subsections that follow describe 
the system and protocol used in more detail.
Signal out
^  A
Counter Electrode
Electronic
Switches
Switch Control —
Signals _____________________
Image Processing 
Software
Figure 5.9: Concept of single-cell positioning method. All sixteen electrodes of the pMEA are 
connected to the output of the signal generator via digitally controlled switches. An image processing 
software is employed in order to monitor if a cell has been loaded to any of the micro-chambers. In the 
case that this is true, the software ‘opens’ the switch that corresponds to that micro-chamber to stop 
more cells from being attracted there.
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5.4.1. DEP Single-Cell Positioning System
The experimental set-up for single-cell positioning is depicted in figures 5.10 and 
5.11. The system comprised a microscope (Nikon Eclipse 50i, Nikon Instruments 
Europe), a microscope camera (Dolphin F145B, Allied Vision Technologies, 
Germany), a function generator with an RS232 interface (FG-100, Digimess, UK), a 
digital oscilloscope (Iso-tech IDS 710, RS Components Ltd, UK), a data acquisition 
(DAQ) card' (USB-6221, National Instruments, UK), and a printed circuit board 
(PCB) for mounting the pMEA device. The PCB comprised 16-digitally controlled 
analogue CMOS switches (MM74HC4316, Fairchild Semiconductor) that were 
opened or closed by supplying a logic ‘0’ or a logic ‘1’ signal to their control 
terminals.
Function
Generator Camera
Freq 4,6 MHz
level 4,5 V
Oscilloscope Microscope
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Figure 5.10: Block diagram of the single-cell positioning system. A: The pMEA was mounted on a 
PCB, which comprised 16 CMOS switches that were closed or opened via logic signals supplied by the 
DAQ card. B: Before the start of a cell positioning session, the micro-chambers of the pMEA were 
aligned with a bitmap image that defined 16 regions of interest for Matlab to process.
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Figure 5.11: Laboratory images of the single-cell positioning set-up. A: System components.
B: pMEA mounted on PCB.
The output of each switch was connected to one of the electrodes in the pMEA and 
the inputs were all connected to the output of the function generator. The data 
acquisition card provided the 16-logic signals, which controlled the state of the 
CMOS switches, and the camera was used for acquiring micro-chamber images for 
processing. The DAQ card, the function generator and the microscope camera were 
all controlled by Matlab (The MathWorks Ltd., UK) through a graphical user 
interface (GUI) programme (figure 5.12), which was written by the author of this 
thesis. The DAQ card and camera were controlled using Matlab’s data acquisition 
toolbox and image acquisition toolbox respectively, and the function generator via the 
RS232 interface. The GUI allowed the operator to select the frequency and amplitude 
for the output signal (sinusoidal) of the function generator as well as the interface port 
and threshold value. The buttons labelled ‘ON’ and ‘OFF’ were used for the manual 
activation of the instrument, while the ‘Start’ button initialised a cell positioning 
session and ‘Stop’ terminated the procedure manually. The operator was able to 
monitor the whole process from the preview window located on the left-hand side of 
user interface, and finally, the array of sixteen checkboxes, located on the right-hand 
side of the GUI, indicated if a micro-chamber had been loaded or not (ticked 
checkbox implied that micro-chamber had been loaded).
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Figure 5.12: User interface of Matlab GUI programme. The frequency (Hz) and amplitude (Vpp) for 
the sinusoidal output of the function generator can be set under the Signal Generator Settings panel. 
The operator is able to select the PC serial port that would control the instrument and is also able to test 
its operation using the ‘ON’ and ‘OFF’ buttons. After, inputting the desired threshold value and 
clicking the ‘Start’ button the cell positioning session begins. The ticked checkboxes on the right-hand 
side panel {Electrode Array) indicate the micro-chambers that have been loaded with cells. A Preview 
Window of the camera view is located on the left-hand side in order to monitor the process.
5.4.2. Cell Positioning Protocol
Initially the pMEA and the ITO counter-electrode were sterilised using 70% ethanol 
followed by exposure to UV for 60 minutes (30 minute exposure for each side). The 
pMEA was then coated with PDL. Nevertheless, if PDL was introduced straight away 
to the surface of the pMEA, the surface tension of water would have prevented the 
water from entering the micro-chambers (Maher et a l, 1999). Therefore, the device 
was first immersed in 95% ethanol for 5 minutes to lower the surface tension, and 
then rinsed five times with sterile DI water. It was then immersed in a 50 (ig/ml PDL 
solution for 24 hours at room temperature, rinsed 5 times with DI water and left to dry 
for another 24 hours before use.
The pMEA was then prepared as described previously. More specifically, the 100 pm 
thick sealing film was placed on the pMEA as before, and the device was heated on a 
hotplate at 100 °C for 1 minute in order for the sealing film to adhere to the SU-8 
layer. Following this step, the pMEA was connected to the PCB board as shown in
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figure 5.11-B, and the SU-8 micro-chambers were aligned using the microscope’s XY 
positioning manipulator with a bitmap image (figure 5.10-B), which consisted of 16 
squares that overlaid the image of the chambers. These squares defined sixteen 
regions of interest for Matlab to process and detect the loading of cells into the micro­
chambers. The alignment of the chambers with the squares in the bitmap image was 
achieved using ScopePhoto (Hangzhou Scopetek Opto-Electric Co., Ltd, China).
The DEP medium was then prepared with 8.5% sucrose, 0.3% glucose and its 
conductivity was adjusted to 25 pS/cm through the addition of 100 mM PBS solution 
and monitored using a conductivity meter (JENWAY 470, Barloworld Scientific Ltd, 
UK). The culture medium of the cells used (primary or HT22) was then removed and 
the cells were suspended in the DEP medium and washed three times. A small amount 
of cell suspension (20 pi containing 9000 cells or 45 x 10"^  cells/ml, or 92 x lO"^  
cells/ml -  see chapter 6 for details) was placed on the electrode sites. The ITO 
electrode was then placed over the electrode site area, thus enclosing a 1.6 mm  ^
volume of cell suspension in the immediate vicinity of the array.
Due to the placement of the ITO electrode, the chambers were realigned with the 16- 
square image. ScopePhoto was then deactivated and the Matlab GUI was employed. 
On clicking the ‘Start’ button, the software configured the microscope eamera 
settings, and created a digital output object for the DAQ card. The card’s control 
signals were all initialised to logic ‘0’ so that all the CMOS switches were open. The 
function generator was then activated, the DAQ card’s control signals were all set to 
logic ‘1’, and the camera captured an initial image. Following a short delay (417 ms), 
another image was captured and the software calculated the difference in pixel values 
between the two captured frames for the pixels included in the sixteen regions of 
interest. If a certain region of interest exceeded the threshold value that was set by the 
operator (i.e. a neuron was attracted to that area), the CMOS switch, which 
corresponded to that region, caused the signal to that electrode to be switched off (i.e. 
the switch was opened) in order to prevent more cells from being attracted to that 
electrode. In addition, the checkbox in the user interface, which corresponded to the 
same region, was ticked to indicate the loading of that particular micro-chamber. The 
capture-compare process was repeated until all sixteen miero-chambers were loaded. 
The flowchart of figure 5.13 summarises the Matlab cell-positioning algorithm.
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Figure 5.13: Flowchart of the Matlab cell-positioning algorithm.
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Following the completion of cell positioning, the cells were left for 60 minutes to 
adhere on the electrode sites of the pMEA. The ITO electrode was then slowly 
removed, the sealing film peeled off, and the pMEA was disconnected from the PCB. 
The device was then placed inside a petri dish and 8 ml of Neurobasal were added. 
The cells were checked under the microscope to make sure that they were still in 
place. Finally, the petri dish was sealed using a plastic lid and was incubated at 37 °C 
and 5% CO2.
5.4.3. Manual Placement of Neurons on pMEAs
Apart from DEP, 60 pi of cell suspension containing approximately 11 x 10"^  neurons 
were dropped on the micro-chamber area of a pMEA device using a pipette. This was 
done in order to compare the signals from these cells with the ones obtained from the 
DEP placement experiments to determine if DEP affects neurons from an 
electrophysiological point of view.
5.5. Action Potential Recording Experiments from 
Cultured Neural Networks
After 24 hours in culture, pMEAs were mounted on the head-stage amplifier, one by 
one, to carry out spike-recording sessions (figure 5.14). The head-stage amplifier was 
placed inside the incubator and was connected to the DAQ card via a cable, with two 
female 25-pin D-type connectors, which was inserted through an opening at the back 
of the incubator. The first connector (marked ‘Output’) connected the output signals 
from the head-stage amplifier to the analogue input terminals of the DAQ card via a 
shielded connector box (SCB-68, National Instruments Corporation LTD, Newbury, 
Berkshire, UK), which was placed on top of the incubator, while the second connector 
(marked ‘Control’) connected the control terminals of the stimulator’s switches and 
the analogue output line for the stimulation signal to the digital and analogue output 
terminals respectively.
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Figure 5.14: Recording experiment set-up. A: pMEA mounted on the 16-channel head-stage amplifier. 
B: Two female D-type connectors, one for connecting the outputs of the amplifier to the DAQ card 
(Output) and the other for connecting the stimulation analogue and digital signals. C: Control and 
output terminals of the head-stage amplifier. D: Shielded box and digital I/O box on top of the 
incubator.
Action potentials were recorded using the Lab VIEW program described in chapter 3. 
The sampling rate of the acquired signals was 50 kSamples/s and the duration of each 
saved file was 5.5 seconds. Attempting to save data for a period longer than 5.5 
seconds resulted in an error in the software. To stimulate signals, biphasic voltage 
pulses were used since it has been reported that they are more effective than current 
pulses (Wagennar et a l, 2004).
In total, ten pMEAs were used in these experiments; however, recordings were 
obtained from six devices, four pMEAs that have been loaded with cells using the 
single-cell DEP system and two devices that were loaded with neurons manually. 
Three pMEAs were unusable due to de-lamination of the SU-8 layer. Signals were 
also obtained from a device without SU-8 microstructures for comparison.
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Recordings/stimulation took place 24 hours after loading the cells and continued on a 
daily basis until the neuron cultures were contaminated. Each daily 
recording/stimulation session lasted for one hour for each device. During the first half 
hour, spontaneous neural activity was recorded by saving all signals that appeared to 
be neural spikes. The saved signals were then loaded in Lab VIEW and inspected 
visually in order to verify that they were action potentials. The verification process 
took into account the shape, amplitude, and duration of the signals. The last half hour 
of the session was dedicated to stimulation of the cells to obtain evoked neural 
activity. During this period of time the cell(s) of each micro-chamber was/were 
stimulated. The ‘Save’ button was clicked immediately after applying the stimulation 
pulses in order to record possible evoked spikes. For each micro-chamber the number 
of stimulation pulses was varied between 1 and 20, the pulse amplitude was varied 
between 100 mV and 1 V, and the pulse duration was varied between 100 ps and 1 
ms. The presence of evoked action potentials was again checked using Lab VIEW. 
Files that did not contain any signals (spontaneous or evoked) were discarded. All the 
remaining files were then copied to CDs and were analysed using Matlab (see Chapter 
6).
The results obtained with the methods and systems described here are presented and 
assessed in the following chapter.
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Chapter 6: Results & Discussion
6.1. Introduction
The results of the experiments described in chapter 5 are presented and analysed here. 
Section 6.2 illustrates the results of the primary cell culture technique that was used, 
while section 6.3 evaluates the viability of neurons that were cultured on SU-8. 
Section 6.4 depicts how single neurons were loaded inside the micro-chambers of the 
pMEAs using the DEP single-cell positioning system and assesses the effectiveness of 
the technique. The spontaneous and evoked spike recordings obtained from pMEAs 
are presented and analysed in section 6.5. Finally, results are discussed in section 6.6.
6.2. Primary Neuron Results
To assess the degree of success of the cerebellar rat neuron culture method described 
in chapter 5 (section 5.3), the number of live and dead cells from three cell-isolation 
experiments was counted (before plating the cells) using a haemocytometer and the 
average was calculated (figure 6.1). It was found that 93% of the cells survived the 
isolation from tissue procedure, with the expected viability being greater than 90% as 
specified by the manufacturer of the products used in this protocol (Genlantis, San 
Diego, USA). The error bars shown in figure 6.1 represent the standard deviation 
(±3.4% for live cells and ±3.1% for dead cells).
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Figure 6.1: Average number of live and dead neurons per 1 ml of cell suspension. The viability of cells 
is greater than 90%. The error bars represent the S.D.
Figure 6.2 shows one of the neuron cultures grown on one of the PDL coated 6-well 
plates. Here it can be seen that after 20 hours in vitro the cells had already managed to 
extend processes and started network formation. This appears to be one of the 
advantages of using PDL as the adhesion promoter for neurons. In fact, Ahmed et a l 
(1983) observed process outgrowth in fetal rat cerebellar neurons after only 3 hours in 
vitro. After 48 hours in culture, neural processes had elongated and increased in 
number forming complex networks. Following a week in culture, the complexity of 
the network increased significantly (figure 6.3).
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Figure 6.2: In vitro rat cerebellar neurons. A: after 20 hours in culture (x20 magnification). B: after 48 
hours in culture (x20 magnification).
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Figure 6.3: In vitro rat cerebellar neurons after 7 days in culture. A: x20 magnification. B: x40 
magnification.
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6.3. Viability of Primary Neurons Cultured on SU-8 2015
Figure 6.4 shows neurons that were placed manually on top of the SU-8 layer of a 
pMEA device. The three images depict neurons that were growing on the same 
portion of the device after one, seven, and twenty days in vitro respectively. Neurons 
appear to have maintained their position and shape throughout this period of time, 
however, there are two obvious differences with the control cells seen in the previous 
section. The first is that there is no sign of neural process outgrowth, and the second is 
an irregularity in the shape of the SU-8 neurons, as the cells in the control cultures 
were more flat. These observations, seen in all the pMEA devices used, suggested a 
negative effect of SU-8 on neurons (see section 6.6 for discussion).
30 pm
30 pm
Figure 6.4: Neurons growing on SU-8 2015 layer. A: after 1 DIV (Days In Vitro). B; after 7 DIV. C: 
after 20 DIV.
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Although the SU-8 neurons appeared to be different, there was no sign that they were 
dead. In fact, as it will be seen later (section 6.5) recordings were obtained from the 
neurons growing on these pMEA devices throughout this period of time. The cells 
that lay within the SU-8 microstructure grid were counted at days 1, 2, 4, 5, 7, and 20 
in vitro to determine if their number was decreasing with time. The results (figure 6.5) 
show that their number remained constant for the whole duration of the experiment. 
The average and standard deviation from the counting sessions (6 sessions) was found 
to be 733 ± 15 cells. This deviation from the mean can be attributed to incorrect cell 
counting.
Number of Neurons Grown on SU-8 layer vs. Days in vitro
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Figure 6.5: Number of neurons growing on SU-8 2015 over time. The number of cells appears to be 
constant for the whole duration of the experiment.
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6.4. DEP Single-Cell Positioning Results
Figure 6.6 illustrates frame by frame the loading of four micro-chambers with HT22 
neurons as a result of dielectrophoretic trapping. The timing between the frames is 
417 ms. A video file (Video 1) is also included in the CD which accompanies this 
thesis that demonstrates the loading of the micro-chambers. The arrows in the images 
indicate the movement of a few cells toward nearby electrode sites, while the ‘DEP 
Off sign points out that the electric field was switched off at that particular 
microelectrode. The time required for loading a single micro-chamber varied between 
a few milliseconds and a few seconds depending on the concentration and position of 
the cells before the application of the electric field. The loading of a whole pMEA 
varied between 5 and 35 seconds.
From these images one can observe that the cells were attracted toward the sides of 
the micro-chambers since the high field regions were located there. Each of the top 
two micro-chambers had only one cell nearby, which was attracted on top of their 
electrode sites. On the other hand, the bottom two chambers had a few cells close to 
them. Once a cell was positioned inside each one of them and the cell-positioning 
software switched the electric field off, the direction of movement of the cells that 
were still outside changed and they started moving away from the micro-chambers. 
One thing that should be pointed out is that the bottom left micro-chamber seems to 
be loaded with something other than a cell (possibly debris), nevertheless, the 
software recognised that something was loaded and turned off the electric field.
It was also possible to attract more than one cell inside a single micro-chamber, either 
because two neurons were close to each other or were attached together (figure 6.7). 
Another observation made during the single-cell positioning experiments, can be 
viewed in figure 6.8-A. Here, the neurons indicated by the arrows have been attracted 
to the tracks of electrode sites that are exposed (not covered by SU-8), as there are 
micro-trenches that extend across them. The biggest problem though was the presence 
of air bubbles in the micro-chambers, which made them appear dark due to diffraction 
of light (figure 6.8-B, micro-chamber indicated by arrow). In most cases it was 
difficult for the software to recognise the attraction of a cell to these dark chambers 
and switch off the signal, which resulted in several cells being attracted.
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'Cells positioned 
of each other
Figure 6.7: Positioning of more than one cell inside micro-chambers. A: Top chamber has two cells 
nearby that are attracted to the electrode site, while a number of cells attached together are heading 
toward the bottom micro-chamber. B: Cells from the previous frame are positioned on top of each 
other in the top micro-chamber, and attached cells have entered the bottom one.
V
Figure 6.8: A: Neurons dielectrophoretically attracted to the tracks of the electrode sites because of the 
micro-trenches that extend across them. B: Top right micro-chamber appears dark due to the presence 
of an air bubble. A cell lying inside the dark chamber is barely visible. The software did not recognise 
its presence and did not switch off the electric field.
In order to determine the optimum cell concentration for the single-cell positioning 
experiments and minimise the loading of micro-chambers with more than one cell, 
twenty cell positioning sessions were carried out at two different cell concentrations 
(92 X 10^  cells/ml and 45 x lO"^  cells/ml, 10 sessions per concentration, 1 pMEA 
device per concentration) using HT22 cells. Figure 6.9 shows the statistics obtained 
from these experiments.
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Figure 6.9: DEP single-cell positioning statistics for two different cell concentrations. A: 92 x lO"* 
cells/ml (10 trials). B: 45 x 10"* cells/ml (10 trials).
While the percentage of micro-chambers loaded with a single neuron was almost the 
same for both cases, it can be seen that the lower concentration used resulted in a 
much lower percentage of chambers loaded with more than one neuron. The area 
labelled ‘unknown’ stands for the micro-chambers that were too dark to observe any 
movement due to the presence of air bubbles. To eliminate air bubbles, cell-free DEP 
medium was introduced to the micro-chambers pMEAs before the addition of cells, 
however, this did not solve the problem. Sonication was also considered as a solution, 
nevertheless, it was abandoned as it caused damage to the SU-8 microstructures and 
etched away the gold layer.
Tables 6.1 and 6.2 show the average, maximum, and minimum number of micro­
chambers loaded with one cell, more than one cell, and unknown number of cells for 
the two cell concentrations used.
Table 6.1: Average ± S.D, maximum, and minimum number of micro-chambers occupied by one cell, 
more than one, and unknown after 10 trials for a cell concentration of 92 x 10'* cells/ml.
m i
Average no of 
chambers with
7.2 ± 1.9 4.2 ±2.9 4.6 ±2.7
Maximum no. of 
chambers with
10 9 9
Minimum no. of 
chambers with
3 1 0
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Table 6.2: Average ± S.D, maximum, and minimum number of micro-chambers occupied by one cell, 
more than one, and unknown after 10 trials for a cell concentration of 45 x 10  ^cells/ml.
1 ^ ^
Average no of 
chambers with
6.8 ±2.7 0.3 ±0.6 8.9 ±2.7
Maximum no. of 
chambers with
10 2 14
Minimum no. of 
chambers with
2 0 6
From the data shown in these tables, it can be seen that there were occasions where 
only a small number of micro-chamber were loaded with a single neurons (3 
chambers loaded with a single cell for the high concentration and 2 chambers for the 
low concentration). Nevertheless, it should be noted that these results occurred at trial 
10 for the high concentration and trial 9 for the low concentration at which point the 
SU-8 layer was starting to delaminate and the number of chambers occupied by air 
bubbles increased (9 chambers for high concentration and 14 for low concentration).
Although the lower cell concentration achieved better single-cell positioning, it was 
decided to use the higher one instead (92 xlO^ cells/ml). This decision was based on 
an observation made that primary neurons did not survive the DEP positioning 
procedure (see section 6.5.4 for details). Therefore, it was decided to load each micro- 
chamber with several neurons in order to increase the probability of having at least 
one live cell inside each micro-chamber.
The loading of micro-chambers with more than one cell was not only due to high cell 
concentration. It was calculated that on average Matlab required 417 ms in order to 
finish checking all the chambers, capture the next frame and start checking again. 
Hence, it was possible that more cells were loaded by the time the entire program 
commands were executed, which was inevitable since the code was executed 
sequentially. It is, therefore, believed that the use of parallel programming could 
reduce the number of chambers loaded with more than one cell even more. Finally, 
the fact that several cells remain floating around the SU-8 microstructure area after 
the end of a DEP positioning session introduced the possibility that some of these
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free-falling cells might land inside micro-chambers. Therefore, a flow device, which 
incorporates an inlet and an outlet for the cells, has to be considered for the future.
6.5. Analysis of Recorded Action Potentials
6.5.1. Noise Recordings
Neural signals recorded with systems such as the one described here, are susceptible 
to several types of noise sources that can be classified into two categories. The first 
category includes noise sources that originate due to the physical properties of the 
passive and active electrical components (e.g. the ones in the head-stage amplifier) 
and are defined as shot, thermal, burst, flicker and avalanche noise. This category is 
often referred to as inherent noise. Nevertheless, the dominant noise category is the 
second one, and is termed remote or ambient noise. This one comprises noise sources 
that are due to electromagnetic waves that are capacitive or inductively coupled to the 
neural signal conductors (e.g. the Au micro electrodes, wires used for connecting 
pMEAs) and can originate, for example, from radio signals, cellular telephones, mains 
power supplies and digital clock signals from a PC or integrated circuits.
Noise levels for each channel were measured before each action potential recording 
session using the 16-channel acquisition Lab VIEW software. This was achieved by 
saving 5.5 seconds of noise signals from each pMEA when no neural activity was 
visible, and measuring the peak-to-peak noise amplitude using Matlab. Figure 6.10 
shows the average peak-to-peak noise amplitude levels recorded for the 16 channels 
of the head-stage amplifier. The values shown here are the average values of noise for 
all the experiments conducted (25 noise signals for each channel). Noise amplitude 
values were divided by 3100 (gain of the head-stage amplifier) to obtain the noise 
signal amplitudes at the input of the amplifiers. The error bars are the standard 
deviation.
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Average Peak-Peak Noise Amplitude a t the Input of the 16 
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Figure 6.10: Average peak-peak noise amplitude at the input of the 16 channels of the head-stage 
amplifier. The error bars represent the standard deviation.
The pattern of figure 6.10 shows that the highest recorded noise levels belonged to 
channels one, two, three, and sixteen. The electrode sites and tracks of these channels 
were situated on the edges of the SU-8 layer, and as discussed in chapter 4 (section 
4.3.3), the de-lamination of the SU-8 film started at its edges. In other words, these 
electrodes and tracks lost their insulation after a few days in vitro and became more 
prone to noise sources. This observation can be also justified by the fact that the 
average noise level recorded with the silicon nitride insulated pMEA described in 
chapter 3 (section 3.5) was 9 ± 1 pV peak-to-peak, whereas the average noise level 
recorded here was 39 ± 17 pV peak-to-peak (average of all sixteen channels).
On the other hand, no time dependency was observed in the noise amplitude for any 
of the channels; however, it was observed that it was increasing up until day 5 in 
vitro. After day 5 the amplitude of noise was varying irregularly.
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6.5.2. Filtering of Recorded Signals
Despite the high noise levels, action potentials were still visible during acquisition. 
Nevertheless, it was not possible to observe any spikes that had amplitudes equal or 
less than those of the noise signals. Fast Fourier analysis of noise recordings 
(achieved using Matlab, as the FFT feature of the Lab VIEW program did not work 
correctly) revealed that the highest noise component was at 12.3 kHz (figure 6.11). 
Since high frequency noise dominated the recordings, signals were filtered with the 
signal processing toolbox of Matlab using a 30^ order FIR low pass filter with a cut­
off frequency of 10 kHz. Although the head-stage unit was implemented with a 5^ 
order low pass filter (part of the Bessel filter discussed in chapter 3), a higher order 
filter was needed in order to create a steeper transition fi-om the pass band to the stop 
band. A cut-off frequency of 5 kHz was also considered for the filter, as there are 
several noise components below 10 kHz, nevertheless, it was noticed that it made 
little difference when applied to spike recordings.
0.014
0.012
8.5 kHz
0.01 12.3 kHzN
00
g 0.008
COs 0.006TJ
O)
(£ 0.004
0.002
Frequency (kHz)
Figure 6.11: Frequency domain of recorded noise signals.
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Figure 6.12: Filtering of recorded signals using a 30* order low pass filter with fc=10 kHz. A: Only 
large signals were identifiable due to high frequency noise. B: Action potentials with amplitudes 
smaller than the noise level were visible after low pass filtering.
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Figure 6.12-A shows an action potential recorded at channel 2. The signal had an 
amplitude of 708 pVp.p and was easily detectable. However, the presence of 58 pVp.p 
of high frequency noise prevented the identification of any other signals below that 
level. Following low pass filtering (figure 6.12-B); action potentials between 17 pV 
and 46 pV were clearly visible. The recordings shown in this figure were obtained 
from the array with the manually placed neurons. This could explain the large 
difference in the recorded spike amplitudes, as there were several cells located near 
the micro-chamber. Hence, the large spike (708 pVp.p) could be from a neuron that 
had fallen inside the micro-chamber while the small amplitude signals (visible after 
filtering) could originate from cells located further away from the recording electrode.
After visual inspection of filtered signals it was noticed that the filtering process did 
not alter the shape of the recorded spikes, however, it was calculated that the 
amplitude of filtered signals was 3.2% less than the pre-filtered ones. Since all 
recorded signals were filtered using the same method, the measured amplitude values 
were then multiplied by a factor of 1.032 to obtain a more realistic value for their 
amplitudes. When using a cut-off frequency of 5 kHz the amplitude of action 
potentials decreased by 4.7% from that of the raw signals. Hence, this frequency was 
not used in order to minimise changes to recorded signals.
6.5.3. Spike Recordings from Manually Placed Primary Neurons
Spontaneous and evoked action potentials were successfully recorded from the 
primary rat neurons that were randomly dispersed on top of a pMEA. The objectives 
of this experiment were to examine if the cells inside micro-chambers were capable of 
growing processes through the micro-trenches in order to connect to their neighbours, 
and to study the signal patterns they use in order to communicate. Although two 
pMEAs were manually loaded with neurons, the recordings shown in this section 
were obtained from only one, as the second pMEA was contaminated after 24 hours in 
vitro.
Due to the random placement of neurons (cell concentration was 11 x 10"^  / 60 pi) 
there was no control over how many micro-chambers would be loaded with cells and 
how many cells would occupy a single chamber. Images that were acquired during the
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experiment revealed that ten out of sixteen micro-chambers were loaded with cells. 
Figure 6.13 depicts the micro-chambers that had cells in them, however, not all the 
cells are visible due to the poor contrast of the image. In fact, it was difficult to 
acquire good quality images throughout these experiments simply because of the lid 
that was covering the petri dish, which accommodated the pMEA device. Removing 
the lid for image acquisition often resulted in cultures being contaminated with fungi. 
Neurons were observed in micro-chambers 2, 3, 4, 5, 6, 7, 8, 9, 11, and 14, with 
micro-chambers 4, 5, 7, and 8 having more than one cell (chamber 7 can be better 
viewed in figure 6.14), and spontaneous action potentials were recorded from seven 
channels only (channels 2 ,3 ,4 ,  5, 6, 7, and 8), however, it is possible that glial cells 
occupied the micro-chambers that did not produce action potentials.
m
Figure 6.13: Dispersed neurons on top of SU-8 microstructures after 7 days in vitro. Neurons were 
observed in micro-chambers 2, 3, 4, 5, 6,1, 8, 9,11, and 14. Some cells cannot be seen due to the poor 
contrast of the image.
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As seen in section 6.3, primary neurons that were cultured on top of the SU-8 layer 
managed to stay alive for the whole duration of the experiment (21 days), 
nevertheless, there was no sign of process outgrowth, which suggested that for some 
reason SU-8 might impede the proper growth of neurons. After observing the cells 
inside the micro-chambers for 21 days, neurite outgrowth was not seen there either, 
even though the cells were growing adjacent to the SU-8 and not on top of it (figure 
6.14).
Figure 6.14: Neurons inside micro-chamber 7 after seven days in vitro. No sign of process outgrowth.
Although the acquired culture images did not indicate neural process outgrowth, it 
was possible that processes may have been growing on the edge of a micro-trench, 
which would have made them difficult to see. Therefore, it was decided to search all 
the recordings for signals acquired from different channels at short time intervals that 
could indicate synaptic transmission of action potentials from one cell to another. 
Figure 6.15 shows an example of signals that were recorded at channels 3 and 7 with a 
time interval of 33 ms.
Signal amplitudes were found to be 27 pVp_p for the action potential in channel 3 and 
24 pVp.p for the one in channel 7. The time interval between the two signals was quite 
large (33 ms). Taking into account that the two possible routes from channel 7 to 
channel 3 included two additional micro-chambers with cells inside of them 
(chambers 5 and 4, or 8 and 6), and that no signals were detected there, this recording 
was not considered as an indication of action potential conduction from one cell to 
another. In addition, 33 ms was a considerable amount of time for a neuron to
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communicate with another cell over a distance of 300 pm, as the conduction velocity 
would have been 9.1 x 10'^  m/s, which was considered to be very slow even for 
unmyelinated neurons.
Figure 6.15: Action potentials recorded at channels 3 and 7.
Several signal patterns, like the previous one, were observed and analysed from the 
recordings obtained, nevertheless, there was no sign of signal communication between 
neuron, which again indicated that there was no neural process outgrowth for the cells 
inside the SU-8 micro-chambers.
Apart from looking for signs of communication between neurons, the amplitude and 
duration of 948 spontaneous action potentials obtained during a 21-day period was 
also studied. Bursts and single events with amplitudes ranging from 9 pVp.p to 
708 pVp.p were recorded. Figures 6.16 and 6.17 show examples of a single event and 
burst respectively. The mechanisms that cause bursting activity in neurons are not 
fully understood. However, there is evidence that they occur due to an increase in 
internal Ca^  ^ concentration (Gorman and Thomas, 1980; Koch, 1999b). Although 
single events were recorded from all the channels mentioned earlier (channels 2,3,4,  
5, 6, 7, and 8), bursts of activity were recorded from channels 2, 3, and 7 after 3 days 
in vitro.
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Figure 6.16: Single action potential recorded at channel 3.
Figure 6.17: Burst of action potentials recorded at channel 7.
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The histograms in figure 6.18 illustrate the frequency of action potential amplitude for 
channels 2, 3, 4, 5, 6, and 7 (channel 8 was omitted, as only a few low amplitude 
signals were recorded) recorded over 21 days. Spike amplitudes were divided into 
nine categories, 50-100, 100-200, 200-300, 300-400, 400-500, 500-600, 600-700, and 
700-800 (in pVp.p).
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Figure 6.18: Frequency of spike amplitudes for channels 2, 3, 4, 5, 6, and 7.
The majority of signals lied in the range 10-50 pVp.p, however, signals with 
amplitudes around 100 pVp.p and above were recorded from all channels. The 
literature indicates that spike amplitudes increase with electrode coverage (covered by 
the cells) and with resistance of the sealing gap between the neuron and the substrate 
(Bove et a l, 1995; Buitenweg et a l, 2003). Since the cells used here were confined in
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the immediate vicinity of the electrode sites by the micro-chambers, large amplitude 
signals were expected as seen in channels 2, 3 and 7 (200 pVp.p and above). There was 
no indication that the amplitude of spikes was decreasing with time. In fact, action 
potentials above 200 pVp.p were obtained after two and three weeks of culturing the 
cells. It should be also mentioned that no correlation between signal amplitude and 
electrode impedance was observed.
Table 6.3 summarises the average amplitude and duration of spikes recorded from 
each channel (average ± standard deviation). A large variation was observed in the 
duration of the recorded action potentials, as times ranged from 0.7 ms to 3,7 ms. 
Similar spike durations have been reported by Bove et a l (1995) where they observed 
that signals with smaller amplitudes were faster (0.5 -  1 ms) than the ones with larger 
amplitudes ( 2 - 3  ms). On the other hand, the data collected in this experiment did not 
suggest anything similar, as the duration of both small and large spikes varied 
between the values mentioned above.
No time dependency of spike amplitudes and number of recorded spikes was 
observed. In fact, action potentials with large amplitudes (e.g. 214 pVp.p) were 
recorded even after 21 days in vitro.
Table 6.3: Average amplitude and duration of action potentials ± S.D for manually loaded neurons.■mmiiiiimm mm
Number of 
recorded APs 173 317 22 13 29 390 4
Average AP 
amplitude (pVp.p) 96±108 70±66 324=18 784=57 254=15 49=b47 154=5
Minimum AP 
amplitude (p V ^ ) 11 12 15 20 9 11 10
Maximum AP 
amplitude (pVp.p) 708 426 98 200 71 324 22
Average AP 
duration (ms) 1.9±0.5 2.34=0.5 19=1=0.8 2.14=0.6 2.4±0.5 2.24=0.6 1.84=0.6
Minimum AP 
duration (ms) 1.0 1.1 1.0 1.1 1.3 0.7 1.1
Maximum AP 
duration (ms) 3.2 3.7 3.6 3.0 3.4 .....3.4 . 2.7
Neurons inside the micro-chambers were also stimulated in order to evoke action 
potentials. A major problem that was faced during stimulation was that artifacts, 
created by the voltage pulses and the switching off of the stimulator switches, were
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too large to allow clean detection of spikes. Figure 6.19 shows an action potential 
detected at channel 2 after the application of 10 biphasic voltage pulses (positive then 
negative) with duration of 500 ps and amplitude of 1 V each. These specific 
parameters were chosen, as Wagenaar et a l (2004) have demonstrated that positive- 
then-negative biphasic voltage pulses are much more effective for stimulating neurons 
than current pulses. Data collected from this group also indicated that for a pulse 
duration of 500 ps the number of responses to stimuli was at maximum. The main 
difference between the work of this group and the one described here is the 
impedance of the pMEA electrodes. The electrodes used by this particular group were 
deposited with platinum black, which resulted in impedances in the range 50-200 kO 
at 1 kHz.
60 Voltage Pulses-----
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Figure 6.19: Evoked action potential detected at channel 2. Artifacts, caused by the stimulation pulses 
and the switching off of the stimulation switch, prevent the detection of action potentials during and 
shortly after the end of stimulation.
In this experiment, the number of pulses used for a single stimulation event was 
varied between 1 and 20, the pulse amplitude was varied between 100 mV and 1 V, 
and the pulse duration was varied between 100 ps and 1 ms. Different waveform
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shapes were also tried; however, responses were only obtained with the parameters 
mentioned earlier. More specifically, 11 evoked action potentials were obtained at 
channels 2 (2 responses), 3 (1 response), 5 (3 responses), and 7 (5 responses). The 
average ± S.D amplitude of the recorded signals was 110 ± 157 pVp.p (11 pVp.p - 606 
pVp-p), and the mean latency (time between the end of the stimulation pulse and the 
evoked spike) was found to be 57 ± 31 ms (20 ms -  100 ms). Similar response times 
have been reported in the literature. (Wagenaar et al, 2004; Merz and Fromherz, 
2005; Berdondini et a l, 2006)
6.5.4. Spike Recordings from DEP Positioned Primary Neurons
Action potentials were also successfully recorded from the pMEAs that were loaded 
with primary neurons using the DEP system. Figure 6.20 shows a device (labelled 
DEP-pMEA 1) after one hour from positioning the cells (cell concentration was 
45 X 10"^  cells/ml). It was observed that seven micro-chambers were loaded with a 
single cell and the rest had more than one. In this image, some of the micro-chambers 
appear to have no cells, however, they are not visible due to low contrast. Once more, 
neural process outgrowth and synaptic transmission of action potentials was not 
observed for the whole duration of the experiment, which lasted 7 days. On the 
seventh day, fungal contamination was observed.
Although all micro-chambers were loaded with cells, recordings were only obtained 
from the cells in chambers 6, 7, 8, 9, 10, 11, 14, 15, and 16. At first, it was not very 
clear why this occurred, as there were several possibilities. It was likely that most of 
the cells did not survive the DEP positioning session, in particular the part where they 
were left on the pMEA for one hour without incubation in order to adhere to the 
electrode sites. On the other hand the reason could have been that not all the cells 
were neurons since there were glial cells present in the suspension, or it could have 
been a combination of cell death and glial cell presence. This was investigated by 
loading several cells inside each micro-chamber of a pMEA device and observing the 
outcome after one day in vitro. It was then noticed that some of the chambers that 
were occupied by cells after positioning were empty after one day in vitro (figure 
6.21), which indicated that damage was caused to most of the cells, as they were left 
without incubation for a long period of time. It was also observed that during DEP
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positioning some cells ‘squeezed’ inside the micro-trenches due to the presence of the 
high field gradient there, which is also likely to be a reason for cell damage and death 
(e.g. micro-chamber 11 in figure 6.20). Due to these observations, subsequent DEP 
cell positioning was carried out using a higher cell concentration (92 x lO"^  cells/ml) in 
order to increase the probability of having at least one live cell inside each chamber 
(This was done for devices DEP-pMEA 2, 3 and 4).
Figure 6.20: Neurons positioned inside the pMEA micro-chambers using the DEP system (device 
labelled DEP-pMEA 1). The image was taken after one hour of positioning the cells.
I
Figure 6.21: Micro-chambers loaded with cells. A: after initial positioning. B: after 1 day in vitro two 
of the micro-chambers did not have any cells at all.
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The histograms of figure 6.22 illustrate that the cells from which signals were 
acquired had quite high amplitudes (channels 7, 8 and 9 were omitted as they 
produced very few signals). In particular, the ones in micro-chambers 6 and 10 had 
the majority of their signals in the 50-100 pVp_p region, while the one in micro­
chamber 15, although it did not provide as many spikes as the others, had most of its 
signals in the 100-200 pVp.p region. Like the non-DEP pMEA, the duration of spikes 
had a large variation (0.5 - 3.8 ms). Statistics for this pMEA are shown in Table 6.4. 
As with the manually loaded pMEA, no time dependency of action potential 
amplitudes was observed in this experiment.
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Figure 6.22: Frequency of spike amplitudes for channels 6, 10, 11, 14, 15, and 16 of DEP-pMEA 1.
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Table 6.4: Average spike amplitude and duration of DEP-pMEA 1 ± S.D.
mm
Number of 
recorded APs 32 113 104 108 20 50
Average AP 
amplitude (pV„_n) 83±38 75±39 29±26 45±16 99±60 44±12
Minimum AP 
amplitude (pV„.p) 29 11 10 11 22 22
Maximum AP 
amplitude (pVp.o) 207 230 144 116 230 69
Average AP 
duration (ms) 2.1±0.4 1.6±0.6 1.8±0.5 2.2±0.6 2.3d=0.3 1.9±0.4
Minimum AP 
duration (ms) 1.2 0.5 0.6 1.0 1.8 1.3
Maximum AP 
duration (ms) 3.7 3.1 3.0 3.8 2.6 2.7
Unfortunately, the problem of not detecting action potentials from the majority of 
channels became more evident as more DEP-pMEAs were used. Devices labelled 
DEP-pMEA 2 and 3 did not demonstrate any signals at all, possibly due to 
contamination of the cultures, while spikes were recorded from channel 10 only of 
DEP-pMEA 4 (figure 6.23). The average amplitude of 37 recorded spikes was found 
to be 80 ± 92 pVp.p (12 -  325 pVp.p), and the average duration of the signals was 2.6 ± 
0.6 ms (1.3 -  3.5 ms). The reasons for low cell survival could possibly be that the 
DEP positioning sessions were not carried out under sterile conditions and that the 
cells were left without incubation for one hour in order to adhere to the electrodes.
Channel 10
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Figure 6.23: Frequency of spike amplitudes for channel 10 of DEP-pMEA 4.
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Neurons were stimulated using the same parameters described in the previous section. 
Again, recorded responses were limited due to high electrode impedance values. 
Figure 6.24 illustrates an action potential recorded at channel 10 of DEP-pMEA 4 
after 115 ms of stimulation with ten biphasic voltage pulses (amplitude: 1 Vp_p, 
duration: 500 ps). No evoked responses were obtained from the device labelled 
DEP-pMEA 1. After 7 days in culture, fimgal contamination was observed in this 
device as well.
Figure 6.24: Action potential recorded at channel 10 of DEP-pMEA 4 after stimulation.
6.5.5. Recordings from Primary Neurons on SU-8-Free pMEAs
Action potentials were also recorded from neurons that were cultured on a pMEA 
device without an SU-8 layer. Neurons were dispersed randomly around the electrode 
site area. After adhesion, it was noticed that there were no cell bodies on top of any of 
the 16 electrode sites. This observation was also reflected in the recordings. Unlike 
the SU-8 pMEAs, all recorded signals were below 100 pVp.p, apart from one 
(134 pVp.p), due to the distance from the recording sites.
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Another interesting observation that was made in this experiment is illustrated in 
figure 6.25, as most of the recorded action potentials had a 180® phase shift. This 
however, is associated with the impedance of the culture medium. Apart from a 
resistive part, the impedance of culture media also has a capacitive component 
(Bedard et a l, 2004). Hence, there will be a phase difference in signals that originate 
from neurons that are not in contact with an electrode site or track.
Time (seconds)
Figure 6.25: Action potential with a 180 degrees phase shift.
Table 6.5 shows the statistics computed from these recordings. Signals were detected 
at channels 1, 3, 8, 9, 11, 12, 15. The duration of the recorded action potentials 
demonstrated similar variation as the one seen for the SU-8 pMEAs (0.6 -  3.4 ms). 
Apart from smaller amplitudes, there was no sign of any noteworthy difference 
between the signals acquired on plain pMEAs and the ones recorded using SU-8 
devices.
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Table 6.5: Average spike amplitude and duration of an SU-8-ffee pMEA ± S.D.
Number of 
recorded APs 14 23 13 19 32 8 21
Average AP 
amplitude (pVp.p) 76±33 46±27 52±15 34±26 27±16 24±11 32±16
Minimum AP 
amplitude (pVp.p) 37 20 37 12 12 11 16
Maximum AP 
amplitude (pVp.p) 134 91 79 83 55 42 80
Average AP 
duration (ms) 1.2±0.5 0.9±0.3 2.8±0.3 1.8±0.7 2.2±0.8 2.3±0.7 2.3±0.7
Minimum AP 
duration (ms) 0.7 0.6 2.6 1.0 1.4 1.1 0.9
Maximum AP 
duration (ms) 2.3 1.4 3.4 3.2 3.4 3.4 3.4
6.6. Discussion
6.6.1. Effect of SU-8 on Primary Neurons
One of the main goals of this work was to realise neural networks with specific 
geometry in order to study their dynamics. Unfortunately, the absence of neurites 
from the cells grown inside the micro-chambers of pMEAs compromised the research 
considerably. The literature has very few references regarding the growth of neurons 
on SU-8; nevertheless, some useful conclusions were drawn.
Initially, Voskerician et al (2003) reported that SU-8 5, along with other materials 
(gold, silicon nitride, silicon dioxide, silicon), appeared to be biocompatible and 
demonstrated reduced biofouling when implanted in the back of Sprague-Dawley rats.
Similar to the SU-8-on-pMEA approach described here was the work by Merz and 
Fromherz (2005). They succeeded in organising a network of snail neurons by placing 
the cells inside a 4 x 4 grid of SU-8 10 pits (70 pm in diameter) that were sitting 
directly on open-gate field-effect transistors for recording and a capacitor for 
stimulation (see chapter 2). The pits were connected with 14 pm wide grooves (micro­
trenches) in order to guide the outgrowth of processes. Although, their approach 
presented proof-of-principle, as they observed repeatable spontaneous and evoked
157
Chapter 6 Results & Discussion
neural activity patterns, it also had a major defect. Out of more than two hundred 
devices used, they observed synaptic connection between four neurons in only one, 
and that only 23% of the neurons inside the pits managed to grow neurites. They 
attributed the low percentage of neurite growth to stress caused to the cells during the 
isolation procedure.
Another similar approach is the one by Zhang et a l (2006). Here, rat hippocampal 
neurons were placed inside SU-8 5 micro-chambers 50 pm to 100 pm in diameter that 
were connected with neighbouring ones by 20 pm to 40 pm wide micro-trenches. 
Their set-up did not include electrodes at the bottom of the chambers; however, 
recordings were obtained using whole-cell patch clamping. Apart from the SU-8 
microstructures, neurons were also grown on glass coverslips as controls. 
Interestingly, the group observed that only a small number of neurites extended from 
neurons inside the SU-8 chambers (figure 6.26-A), whereas multiple processes were 
visible in the cells grown on glass (figure 6.26-B).
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Figure 6.26: Effect of SU-8 on growth of neurites. A: only a few processes extend from neurons inside 
SU-8 micro-chambers. B: Neurons grown on glass coverslips have multiple processes. (Zhang et ai, 
2006)
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The group also observed that the presence of the SU-8 barrier managed to restrict 
neural process growth within the pattern in most of the cases, nevertheless, it was also 
noticed that some neurites migrated onto the SU-8 covered region of the device. It 
was reported that cells whose neurites crossed the barrier shrank to an irregular shape 
(figure 6.27). In fact the shape of the cell is to some extent similar to the shape of the 
neurons seen in figures 6.4 and 6.14.
Figure 6.27: Neural process crossing the SU-8 barrier. The cell appears to have an irregular shape. 
(Zhang et al, 2006)
As described in chapter 4, the choice of SU-8 as a material for fabricating micro­
chambers and micro-trenches was partly based on the fact that it appeared to be 
biocompatible, as reported by Voskerician et al. (2003). On the other hand, the work 
by Merz and Fromherz (2005) and Zhang et al. (2006) provided some evidence that 
SU-8 may impede neuron growth; however, the investigators did not attribute the 
differences in cell growth that they observed between neurons grown on SU-8 and 
their controls to a possible toxic effect of the resist on the cells. More specifically,
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Merz and Fromherz (2005) attributed the low percentage of neurite growth (23%) to 
stress caused to the neurons during the cell isolation procedure, while 
Zhang et al. (2006) did not provide any explanation regarding their observations on 
the effect of SU-8 one neuron growth; however, it might be possible that the 
investigators were misled by the fact that some of their cells managed to grow 
processes, and that they did not observe any decrease in the viability of neurons 
grown on SU-8. Hence, the evidence at the time was not sufficient to support a 
possible toxic effect of SU-8 on neurons.
On the other hand, a recent research by Vemekar et al, (2008) reported that less than 
10% of primary neurons survived when cultured on top of or adjacent to SU-8 2000. 
The experiments conducted by this group involved the use of fluorescent probes for 
measuring the viability of primary rat neurons cultured adjacent to or on top of SU-8 
2000 films with a thickness equal or greater than 100 pm. It was concluded that the 
poor biocompatibility of SU-8 2000 was due to toxic leaching from SU-8 2000 
components and poor cell adhesion. The group also demonstrated that the viability of 
neurons was up to 86.4% when SU-8 was coated with 25 pm of parylene in 
combination with heat and sonication in isopropanol treatments.
The experiments conducted by Merz and Fromherz (2005) and Zhang et al. (2006) 
showed that some neurons managed to grow processes and were capable of firing 
action potentials. One the other hand, neurite growth was not observed in the 
experiments described in this thesis nor in the work by Vemekar et al. (2008) as can 
be seen in figure 6.28.
Figure 6.28: Assessment of neuron viability. A: neuronal cultures plated on polystyrene controls. 
B: neurons on polystyrene adjacent to SU-8 2000 samples. Vemekar et ah, (2008)
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Vemekar et al. (2008) suggested that there is a correlation between the amount of 
SU-8 in a neural recording/stimulating device and the potential toxicity (they used 
films >100 pm in thickness). For instance, the thickness of the SU-8 layer used by 
Zhang et a l, (2006) was 5 pm, the one by Merz and Fromherz (2005) ranged between 
15 pm and 30 pm (unfortunately the authors did not specify in which devices they 
observed most of the neurite growth, e.g. were there more neurites growing in the 
15 pm devices than the 30 pm?), and the one used in the pMEAs of this research was 
38 pm. Hence, it is possible that a small amount of SU-8 in a device (e.g. 5 pm) may 
result in lack of normal neuron maturation and normal neurite growth, while 
increasing the amount substantially may induce neuronal death.
Although this could be true, there are several other variables to consider, like the type 
of cells used, the culture environment, differences in the fabrication process, the type 
of SU-8 used. For instance, Merz and Fromherz (2005) and Zhang et a l, (2006) used 
the original SU-8 formulation, while the work described here and the experiments by 
Vemekar et al, (2008) utilised the SU-8 2000 formulation. The first SU-8 formulation 
uses gamma-butyrolacetone as the solvent, while the solvent in SU-8 2000 is 
cyclopentenone, which has been recently found to induce neuronal apoptosis and 
enhance neuro-degeneration (Musiek et al, 2007).
Vemekar et al, (2008) showed that the use of parylene coating along with heat and 
sonication in isopropanol treatment effectively masked SU-8 2000 and suggested that 
this method could solve the SU-8 toxicity problem. However, although data published 
by the group indicated that the viability of cells was high, it was noticed fi'om 
published images that cells on parylene did not grow many neurites (figure 6.29), 
which could be an indication that the toxic effects of SU-8 2000 were not completely 
eliminated.
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Figure 6.29: Neurons growing on a parylene coated SU-8 2000 sample that has been heat and 
sonication in isopropanol treated. Vemekar et al,  (2008)
The results obtained from the experiments described in this thesis and the ones found 
in the literature regarding the growth of neurons on SU-8 are not very encouraging. 
Unless an effective method for solving the toxicity problem of the photoresists is 
found, other materials with better biocompatibility have to be investigated.
6.6.2. DEP Single-Cell Positioning
The DEP single-cell positioning system introduced here has demonstrated to be useful 
for achieving fast single neurons inside the micro-chambers of pMEAs; however, 
there are still some issues to be resolved in order to overcome its limitations and make 
the system more effective (see chapter 7 for future recommendations). Another 
possible application for it could be in planar patch clamping for positioning cells onto 
the small apertures located on top of planar electrodes, as envisioned in the article by 
Sigworth and Klemic (2002).
A system like this could prove valuable in this field of neuroscience research for 
several reasons. Most research groups involved in geometrically defined neural 
network formation are experimenting with pMEAs that incorporate 16 micro­
chambers, as this is considered as a good starting point. Although small-scale devices 
are being used, loading a single neuron inside each chamber is a time-consuming and
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work-intensive task, and neurons often become stressed during this procedure. Hence, 
it is essential to have a method for achieving fast and effortless cell loading in order to 
enable researchers to experiment with large-scale pMEAs and create geometrically 
defined networks that will incorporate hundreds of neurons.
Dielectrophoresis appears to be a useful tool for achieving this objective since it has 
been reported that low AC fields do not seem to affect cell survival (Heida et al, 
2001b; Huang et a l, 2002). In addition, since DEP depends on the dielectric 
properties of the cells, the frequency and the amplitude of the applied AC electric 
field, and the conductivity of the medium, this type of system is also useful for 
separating neurons from glial cells, and hence, position only neurons on top of the 
electrode sites.
As reported by Prasad et al (2004), the positioning of glial cells on top of electrode 
sites was avoided by using an AC electric field with voltage amplitude of 8 Vp.p and a 
frequency of 4.6 MHz. At these conditions postnatal rat neurons experienced positive 
DEP while glial cells experienced negative DEP (it was determined that glial cells 
experienced positive DEP at lower frequencies -  152 kHz). On the other hand, since 
the cells used in the work of this group and in this thesis were postnatal neurons, 
questions might be raised regarding how DEP positioning can be used to separate 
neurons from glial cells before they differentiate. Nevertheless, there is recent 
evidence that neural stem/precursor cells (NSPCs) (cells with the potential to 
differentiate into neurons or glia) E12.5, which generate primarily neurons, and 
El 6.5, which are more likely to form astrocytes, follow the trend of the cells they will 
preferentially differentiate into. As reported by Flanagan et al (2008), E l2.5 cells 
experienced positive DEP at higher frequencies, while E l6.5 experienced positive 
DEP at lower frequencies. Although these two groups used different cells, DEP 
devices, DEP media, and methodology, the frequencies they both reported for positive 
DEP are similar.
It was intended to investigate the separation of neurons and glia by positioning a 
single cell inside each micro-chamber of pMEAs and observing if the cells fired 
action potentials as an indication of neuron presence. This however, was not possible 
due to cell death from the DEP positioning procedure, which requires the cell-
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positioning procedure to be performed under incubation. Data shown by Flanagan et 
al (2008) indicated that the viability of neurons suspended in DEP medium at room 
temperature for up to 6 hours was 80%. Nevertheless, it should be noted that unlike 
the experiments reported by this group, the cell-positioning experiments described 
here were not performed under sterile conditions, which might have led to 
contamination of the cell cultures.
An attempt was made to do so by placing the microscope, the light source, the PCB, 
and the pMEA inside an incubator, however, due to the presence of several cables 
(camera, light source, function generator probe), which had to be inserted through its 
door, as the opening at the back of the instrument was to small, the door could not be 
shut properly. As a result, the incubator did not function properly as it was increasing 
the temperature significantly above 37 °C in order to compensate for the temperature 
loss from the door.
6.6.3. Action Potential Recordings
The large amplitude signals recorded from dielectrophoretically positioned neurons 
indicated good coupling between electrodes and cells. Unfortunately, the absence of 
neurites and synaptic connections due to SU-8 toxicity did not allow the study of 
signal communication patterns. Nevertheless, it has been demonstrated that both 
spontaneous and evoked action potentials can be obtained using the system described 
here. Provided that the toxicity problem of SU-8 is resolved or that a biocompatible 
material is used, it is believed that better results can be achieved once a few 
adjustments are made to the acquisition system and pMEAs. These include the 
addition of a higher order low pass filter in the existing circuitry and/or the real-time 
filtering of signals using the acquisition software, the insulation of the device in order 
to prevent loss of signal due to shunting and reduce noise levels, and the deposition of 
platinum black for lowering the impedance of the electrode sites for effective 
stimulation.
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Using the stimulation system described in chapter 3 (similar to the one used by 
Wagenaar et al (2004)), an electrode with 200 kO impedance, would introduce 
stimulation currents between 500 nA and 5 pA if voltage pulses with amplitudes 
between 100 mV and 1 V were applied. The group observed that the number of 
responses to stimuli was at peak for 1 V pulses (5 pA) and was very low for 100 mV 
pulses (500 nA). Unfortunately, the high impedance values of the pMEA electrodes 
used in this work limited the stimulation current. For instance, the resulting 
stimulation current for a 1 V pulse (the amplitude of voltage pulses used in these 
experiments) applied to an electrode of 2 MQ impedance was 500 nA, which is 
believed to be the reason for observing a limited number of evoked action potentials, 
along with current lost through leakage arising from stray capacitance in cabling.
To deliver a current of 5 pA to the cells for effective stimulation, the amplitude of the 
voltage pulses had to be 10 V. Nevertheless, voltages higher than 1 V were avoided, 
as it has been reported that voltages exceeding this limit lead to electrolysis in 
proximity to the electrode, which causes damage to the electrodes and is harmful to 
cells since it induces changes in the pH of the culture medium (Klauke et a l, 2003).
Although, it was intended to deposit platinum black on the pMEA electrodes in order 
to achieve more effective stimulation, the lack of the necessary equipment prevented 
the realisation of the desired low impedance values.
165
Chapter 7 Conclusions & Future Work
Chapter 7: Conclusions & Future Work
7.1. Conclusions
The function of the brain and nervous system remains until now one of the greatest 
mysteries of science. Nowadays it is widely accepted that complex functions of the 
brain, such as memory formation and visual perception, are the work of large 
networks of neurons in areas of the cerebral cortex. It was not until recently that 
advanced techniques were developed for studying the electrophysiological activity of 
neurons both in vivo and in vitro. If these methods can provide a better understanding 
of communication within the nervous system, then many questions will be answered 
and several areas of neuroscience will be improved.
The aim of this research was to develop a geometrically defined neural 
network/interface device for applications such as pharmacological screening, 
neurobotics, neurophysiology, and neural computing. In this context, chapter 2 of this 
thesis reviewed the technologies available for in vivo and in vitro interfacing with 
neurons. It was determined that for the purpose of studying the dynamics of neural 
networks, in vitro techniques offered a more practical solution than in vivo ones. The 
method chosen for studying the electrical activity of neural networks was that of 
neural cells cultured on planar microelectrode arrays (pMEAs). The aim was to 
develop a system and methodology for organising a 16-cell network with a defined 
geometry. For this reason, the different techniques available for organising neural 
networks were assessed.
The system used for interfacing with the pMEAs comprised electronic circuitry and 
software for amplifying, filtering, digitising, and storing neural signals along with 
electronics and software for stimulating neurons in order to obtain evoked signal 
patterns from the network. Large amplitude spontaneous and evoked action potentials 
with good signal-to-noise ratio were successfully obtained, which indicated good
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coupling between neurons and electrodes. The observed number of neuron responses 
to stimulation was, nevertheless, limited due to the high impedance of the pMEA 
electrodes, which limited the stimulation current delivered to the cells. In addition, it 
was concluded that better results could be obtained by the addition of electrode 
insulation. The lack of insulation also proved to have a negative effect on DEP cell 
positioning, as some cells were trapped inside the narrow micro-trenches, which could 
result in cell damage, and near the electrode tracks that had micro-trenches extending 
across them, which could affect the recordings.
To implement networks with standard geometry, micro-chambers for confining 
neurons in the immediate vicinity of the electrode sites, and micro-trenches for 
guiding the outgrowth of their neurites were implemented using SU-8 negative 
photoresist. SU-8; however, demonstrated poor adhesion to glass and was found to be 
toxic for cells. As a consequence, neurite growth was not observed in any of the 
pMEA cultures and signal communication could not be studied. Although neurite 
growth was not observed, the micro-trench approach (open channel) should be 
reconsidered for future pMEA fabrication, as elongating processes may divert from 
the path set by the these micro structures and fail to form synapses with neighbouring 
neurons. The initial intention of this research was to create buried (or closed) micro­
channels using proton beam writing (FEW) instead of UV photolithography. Several 
attempts were made to realise these structures using FEW, nevertheless, due to 
technical problems this was not feasible.
One of the objectives of this work was to devise a method for the fast positioning of 
neurons inside the micro-chambers of pMEAs. This was achieved using a simple 
system that utilised the phenomenon of dielectrophoresis. The aim was to position a 
single neuron inside each micro-chamber and form networks that could be controlled 
at the single-cell level. Such a system would prove beneficial, as it will reduce the 
amount of time needed for loading single cells using micropipettes during which the 
cells become stressed. In addition, it will allow the realisation of large-scale 
geometrically defined single-cell networks that will incorporate hundreds of cells.
Frasad et al (2004) first reported a single-neuron positioning system; however, their 
approach involved positioning single neurons on pMEAs that did not incorporate any
167
Chapter 7 Conclusions & Future Work
three-dimensional micro structures for guiding network formation. This limitation was 
taken into consideration in order to develop a novel system that would achieve single­
neuron positioning in microstructures. It was found that 43% of the micro-chambers 
could be successfully loaded with a single cell and 2% with more than one. However, 
it was difficult for the system recognize cell loading in the remaining 55% of the 
chambers due to the presence of air bubbles, which made several micro-chambers to 
appear dark.
Furthermore, the system checked for the presence of cells inside the micro-chambers 
in a sequential manner, which meant that by the time it finished checking for the 
presence of a cell in one of the chambers, several neurons could have been attracted to 
another one. It was also possible that the cells floating near the micro-chambers after 
the end of DEP-positioning could land inside a micro-chamber. Finally, it was noticed 
that the majority of the DEP-positioned cells did not survive the procedure, which was 
likely to have happened due to the fact that the cell positioning experiments were not 
performed in sterile conditions. All these limitation have to be resolved in order to 
obtain a reliable system that can be used in research.
7.2. Future Work Recommendations
There are several improvements that need to be made to the pMEA design presented 
here. It is necessary to reduce the impedance of electrodes in order to achieve 
effective neuron stimulation and control the output signal patterns of cells. The most 
common technique used for achieving this is platinum black deposition (Novak and 
Wheeler, 1988; Bove et ah, 1995; Oka et al, 1999; James et a l, 2004). The 
deposition of platinum black will increase the surface area of the electrodes and 
reduce the capacitance of the Helmholtz layer. This can prove advantageous for 
another reason, as it will enable the application of low DC electric fields, which have 
been used by other researchers for guiding the direction of neurite outgrowth 
(McCaig, 1986; Prasad et al, 2003). In addition, it is also necessary to insulate the 
tracks of the electrode arrays, as this will reduce shunting of the signal and noise pick­
up (Gross et al, 1985; Kovacs et al, 1994; Nisch et a l, 1994; Breckenridge et al, 
1995; Nam a/., 2004).
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Another problem concerning these devices is the SU-8 adhesion problem. This can be 
solved by using a different substrate to which the resist adheres properly (e.g. silicon), 
or by using adhesion promoters. On the other hand, there is no value in using a 
material that is potentially harmful to cells; hence, the viability of neurons on other 
materials should be investigated. A major obstacle, however, is the fact that there 
aren’t any materials that can offer the high aspect ratios that SU-8 does. For instance, 
an attractive material that can produce 6 pm to 50 pm thick films is the Dow Coming 
WL-5000 series Photopattemable Spin-On Silicone (Dow Coming, U.S). 
Nevertheless, the aspect ratio is less than 1.3.
An altemative that can also be considered is the silicon-based organic polymer 
Polydimethylsiloxane (PDMS), which has been used by some research groups and has 
demonstrated to be biocompatible (Griscom et al, 2002; Morin et al, 2006).
Regarding the single-cell DEP positioning system, the pMEA can be placed in a flow 
cell that will allow the entrance of neurons from its inlet and guide the flow of cells 
directly above the micro-chambers and out through its outlet. This will ensure that no 
cells remain near the micro-chambers. However, due to the flow of the cell suspension 
it is possible that DEP trapped cells will be removed from the chambers (Rosenthal 
and Voldman, 2005); therefore instead of switching off the electric field completely, 
the electrodes that have trapped neurons on top of them could be switched to a lower 
potential sufficient to hold the cells in place but weak enough to prevent the attraction 
of further ones. Before the introduction of the neuron suspension, the inlet of the flow 
cell could be connected to a CO2 line to remove air bubbles from the chambers, 
followed by the addition of cell-free DEP buffer and then cells. Bubbles may also be 
removed by placing pMEAs in a vacuum desiccator.
Finally, it should be possible to reduce the time needed for checking the micro­
chambers for the presence of cells buy introducing parallel programming techniques 
and taking advantage of multi-core computer processor technology. Lab VIEW is 
certainly a possibility since it has the potential to run applications on multiple threads 
as well as acquiring images.
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Appendix A: Component List of 16-Channel 
Head-stage Amplifier
Resistor Value (kQ) Tolerance (%)
R1 4.7 ±1
R2 100 ±1
R3 2.2 ±1
R4 2.2 ±1
R5 56 ±1
R6 100 ±1
R7 2.2 ±1
R8 2.2 ±1
R9 10 ±1
RIO 8.2 ±1
R ll 91 ±1
R12 100 ±1
R13 10 ±1
R14 10 ±1
{mum
Capacitor Value (nF) Tolerance (%)
Cl 470 ±10
C2 0.1 ±5
C3 1000 ±10
C4 4.7 ±10
C5 1 ±5
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■mm
IC Description Manufacturer
MAX4253 SOT23, Single-Supply, Low- 
Noise, Low-Distoition, Rail-to- 
Rail Op Amp.
Maxim Integrated 
Products
MAX4199 Micro power, Single-Supply, 
Rail-to-Rail Precision 
Differential Amplifier.
Maxim Integrated 
Products
MCP604 2.7V to 5.5V Single Supply 
Quad CMOS Op Amp.
Microchip Technology 
Inc.
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