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Analyses of Bluff Body and Swirl-Stabilised Flames
Using Large Eddy Simulation
James Charles Massey
Premixed and partially premixed lean combustion is utilised in modern gas turbine
systems, since an improved efficiency and lower flame temperatures can be achieved,
thereby offering reductions in pollutant emissions. The stability of these flames in practical
combustion systems, where ubiquitous turbulence is present, is enhanced through the use
of bluff body flame holders and swirling flow. However, these flames are prone to unstable
phenomena that may hinder successful ignition or lead to the occurrence of flashback
and other instabilities that may lead to flame blow-off. The stabilisation mechanisms of
highly unstable flames are complex and pose as a significant challenge from a modelling
perspective.
Large Eddy Simulation (LES) has emerged as an insightful and practical approach
for undertaking Computational Fluid Dynamics (CFD) of turbulent lean premixed and
partially premixed flames. As the flame front is thinner than the smallest scales of
turbulence resolved in a typical LES, the interactions between turbulence and combustion
occur within the Sub-Grid Scale (SGS) range of turbulence and these interactions require
modelling. Statistical flamelet models are a subgroup of combustion models that are
computationally inexpensive, but have proven to be robust in capturing the flame
stabilisation mechanisms. In this work, a presumed joint Probability Density Function
(PDF) with laminar flamelets is used for modelling the chemical reaction source term.
The laminar flamelet concept is employed for decoupling turbulence and combustion
chemistry calculations, in order to reduce the computational cost.
This thesis explores the applicability of a flamelet based model for accurately capturing
the stabilisation of turbulent flames. The first part of the investigation is focused on
premixed flames that are stabilised behind bluff bodies within a chamber or exposed
to ambient air. Different operating conditions for the flames are used, which include
the supplied turbulence intensity and the fuel–air equivalence ratio of the premixed gas
vi
mixture. Accurately capturing the near-field recirculation zone behind the bluff body
is essential for predicting the stabilisation of the flame and experimental measurements
are used to validate this. The lengths of the recirculation zones are well captured by
the simulations for isothermal and reacting flows of lean to near-stoichiometric flames
at different turbulence intensities. The stabilisation of the flames is further explored by
observing the evolution of the shear layers and the flame brushes. A scaling expression
for the recirculation zone length behind the bluff body is derived to relate the inlet
turbulence intensity and the fuel–air equivalence ratio.
Flames close to the lean flammability limit are yet to be explored using the com-
bustion modelling that is used in this work. Hence, the simulation of a swirl-stabilised
partially premixed flame in a gas turbine model combustor is undertaken. An extensive
experimental data set is used to validate the time-averaged flow field and flame position
in the simulation. The velocity components, mixture fraction and temperature fields are
all well captured by the LES. Further investigation is undertaken on the stabilisation
of the flame by analysing a time series of the flame root properties, such as its position
and the local mixture fraction and its dissipation rate. This analysis is undertaken to
determine whether the flame root is established or if the flame is experiencing lift-off.
Two additional simulations are undertaken of the same flame with the inclusion of heat
loss in the modelling framework. One of these two cases uses a non-adiabatic flamelet
approach, where its implementation is outlined in this work. Improvements in the
near-wall temperature distribution are seen, owing to the inclusion of non-adiabatic wall
conditions. The non-adiabatic flamelet simulation over predicts the lift-off height, which
is attributed to the presence of heat loss near the flame root region. It is also seen that
the flame is more dynamic in the non-adiabatic flamelet simulation in comparison to the
adiabatic simulation.
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Introduction
1.1 Combustion in the 21st century
Combustion of fossil fuels has been the focal point of energy production around the
world today for thousands of years and it is a means of transforming primary chemical
energy into useful secondary mechanical energy. The use of combustion started thousands
of years ago with heating for human comfort and the cooking of food (Bilger, 2011).
However in the 18th century, the Scottish engineer James Watt proposed one of the first
steam engine designs in Glasgow, which produces mechanical power through the use
of thermal energy. The working fluid of steam was created by the burning of coal to
produce the heat required to boil water. This steam engine was then commercialised
around 1775 in Birmingham in collaboration with the English engineer Matthew Boulton
and this was one of the most significant advances in technology in the early part of
the Industrial Revolution in the United Kingdom. This ubiquitous power source was
used during the Industrial Revolution and it allowed factories to be situated anywhere,
since previous factories had to be situated by rivers, as they were reliant on water or
strong winds to produce power (Allen, 2009; Deane, 1980). The steam engine was later
replaced by the gas turbine concept that was invented by Sir Charles Parsons, where
the pressurised steam drives an expanding turbine to produce electricity (Richardson,
2014). Furthermore, the first successful internal combustion engine was developed in
the early 19th century in Germany during the Industrial Revolution in Europe (Deane,
1980). Before the Second World War, the development of the jet engine was of high
interest and Sir Frank Whittle proposed the first jet engine concept during his service in
the Royal Air Force (Rolls-Royce, 2015). At present, the internal combustion engine and
jet engines on military and commercial aircraft still remain powered by fossil fuels.
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Fig. 1.1 World energy consumption in million tonnes of oil equivalent (BP, 2018).
The burning of fossil fuels today is still primarily used to meet the demand for energy
that is required for domestic and industrial use, as well as for transportation purposes.
According to the most recent statistical review of energy consumption produced by BP
(2018), approximately 85% of energy consumed was produced by fossil fuels in 2017,
as shown in Fig. 1.1. However, the demand for energy is continuously increasing, as
also shown in Fig. 1.1. The annual global energy consumption grew by 2.2% in 2017,
which is an increase of 1.2% from the previous year and 0.5% higher than the 10 year
average. The demand for energy is expected to continually increase, due to the projected
increase in the population and GDP. Although renewable energy sources are the fastest
growing source of energy, it is expected that energy produced from fossil fuels will also
continuously increase up until the projections made towards 2040 (BP, 2019). It is
estimated that the reserves of fossil fuels are expected to last for another century and
natural gas is also expected to overtake coal as an energy source by 2030 (Bilger, 2011).
Therefore, energy that is produced from fossil fuels is expected to remain the dominant
source of energy for several decades.
As a consequence of the global increase in burning fossil fuels, this has seen an increase
in the amount of pollutants dispersed into the atmosphere in the form of greenhouse
gases and other toxic pollutants. Fossil fuels contain carbon and when the fuel is burned
with air, the pollutants that are emitted include significant amounts of carbon dioxide
(CO2), as well as nitrogen oxides (NOx), sulphur oxides (SOx), unburnt hydrocarbons,
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carbon monoxide (CO), particulate matter and soot (Lieuwen & Yang, 2013). Therefore,
strict environmental regulations have been introduced to reduce emission levels. For
automotive transport, the government in the United Kingdom aims to eliminate the sale of
petroleum and diesel vehicles from 2040 (HM Government, 2018). Significant technology
advancements have been achieved with reducing emissions with hybrid and electric
vehicles. However, such technology is not expected to be available for aviation transport
in the near future. Moreover, the service life for an aircraft is expected to be between 20–
30 years and therefore, achieving immediate reductions in pollutant emissions is difficult.
This poses as a challenge for aircraft manufacturers to produce new technologies, in order
to reduce pollutant emissions and comply with the very strict environmental regulations
and targets that have been proposed by aviation organisations in Europe and the rest of
the world (EASA et al., 2019). The advancement of combustion research must be able
to successfully respond to these economic policies and strict environmental restrictions
because it is expected that governments will continually tighten these regulations in the
future (Bilger, 2011).
Current combustion technologies are unable to simultaneously meet the requirement
of reducing emissions while delivering efficiency improvements, but fuel-lean combustion
has the potential to meet both of these demands. The fuel–air equivalence ratio ϕ is used
to describe whether a mixture is lean (ϕ < 1) or rich (ϕ > 1). Traditional aero engines
operate with Rich-Quench-Lean (RQL) designs. Pressurised air enters the combustion
chamber and kerosene is directly injected into the combustion chamber near the air inlet
and further downstream, additional air is added to quench the flame and produce a lean
mixture at the exit. Swirl vanes are present upstream of the air inlet, as highly swirling
flow ensures that fast mixing with the fuel and atomisation of the fuel droplets occurs
in the near-field of the air inlet (Lefebvre & Ballal, 2010). Vortex breakdown in the
swirling flow occurs further downstream and leads to the formation of a recirculation
zone (Syred & Beér, 1974). This recirculation zone contains hot combustion products
and radical species, allowing this zone to serve as a constant ignition source for the
oncoming fuel–air mixture and improve fuel droplet evaporation times. This is very
important when operating under low power conditions, in order to ensure high efficiency
combustion. For low power conditions, combustion in the near-field is typically around
stoichiometric conditions and the dilution stage of the burner causes the pollutants
to include unburnt hydrocarbons and CO, since the temperatures are lower. When
operating under high power conditions, the local mixtures in the near-field are more rich
and therefore, combustion is closer to stoichiometric conditions in the dilution stage of the
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burner (Lefebvre & Ballal, 2010). This leads to the problem of thermal NOx formation
through the Zel’dovich mechanisms, as the rate of NOx formation increases exponentially
with temperature (Williams, 1985a). Hence, the residence time in this region should
be short to ensure that the thermal NOx production is minimised. Furthermore, the
formation of soot is increased under these high power conditions because the overall
equivalence ratio is increased. Therefore, the processes involved in this system are difficult
to control, since the rate of mixing governs which pollutants are formed (Lefebvre &
Ballal, 2010).
Lean premixed systems on the other hand have the potential of reducing CO2 and
NOx emissions. Unlike the typical RQL system, the reactants are fully premixed prior
to ignition. Premixing the reactants yields shorter flames and allows for the size of the
engine to be reduced (Driscoll, 2011). Since the fuel in aero engines is liquid based, the
fuel needs to be prevaporised and the degree of premixing is influenced by the degree of
prevaporisation. Such combustion systems are referred to as Lean Premixed Prevaporised
(LPP) burners. This concept has recently been employed in the GEnx engine on the
Boeing 787 aircraft (Jones, 2011). The flames in LPP burners are typically stabilised by
inducing swirling flow, as this improves the recirculation of hot combustion products.
Bluff body flame holders can also be used in the afterburner region of combustion devices.
However, operating under lean premixed conditions leads to the presence of combustion
instabilities, which cause close coupling between acoustics, combustion and the swirling
flow dynamics (Dowling & Mahmoudi, 2015; Lieuwen, 2012; Matalon, 2009). These
instabilities can be detrimental to lean premixed systems and can lead to failed ignition,
flashback, autoignition and flame blow-off, where the latter is the complete extinction
of the flame. Moreover, it is near impossible to achieve perfect premixing because the
mixing time scales are usually larger than the residence time scales for the reactants.
Therefore, the combustion is typically in the partially premixed regime (Masri, 2015).
These inhomogeneous mixtures can extend the flammability ranges and improve the
resistance of the flame to extinction. However, understanding the physical processes that
yield partially premixed flames is imperative for the design of such combustion systems
(Driscoll, 2011).
1.2 Turbulent combustion modelling
The design of future combustion systems today is reliant on the use of Computational
Fluid Dynamics (CFD), which is now on par with experiments as a means for the
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research and development of practical combustion systems. The approaches of CFD
can be categorised into three topics, which are Direct Numerical Simulation (DNS),
Reynolds-Averaged Navier–Stokes (RANS) simulation and Large Eddy Simulation (LES).
The use of DNS for practical combustion systems is still not possible, due to the high
computational costs that are associated with the approach. The approach is used instead
to validate chemistry models and test closure techniques for RANS and LES approaches.
Steady RANS and Unsteady RANS (URANS) techniques have been developed as a
computationally inexpensive alternative and are advantageous, due to their capability of
modelling complex geometries with a significantly lower computational cost. In addition,
geometric simplifications, such as axisymmetric analyses, can be used because turbulence
is assumed to be isotropic. However, the approach only solves the governing conservation
equations for the mean flow variables and the turbulence length and time scales are
much larger than the smallest scales of turbulent fluctuations. This means that RANS
simulations cannot capture highly unsteady phenomena, such as extinction and flame
blow-off. Hence, there has been an emergence of LES approaches for modelling turbulent
combustion over the last two decades, since such approaches can capture the transient
phenomena exhibited by turbulent flames. These simulations can also satisfy the 20 hr
turnaround time that is recommended for CFD to be a successful design tool for industry
(Bilger, 2011).
In the LES framework, the large scales of turbulence are obtained by fully resolving
the flow field down to a cut-off scale based on a filter width ∆. The remaining scales of
turbulence, which are known as being in the Sub-Grid Scale (SGS) region, are modelled
by using closure models for the unresolved residual stress and scalar flux terms. It
was recommended by Pope (2000) that an acceptable LES should resolve at least 80%
of the turbulent kinetic energy across the flow domain. Since the flame thickness is
expected to be smaller than the filter width, this means that a model must be assigned
for modelling the flame. Combustion itself is complex, since the chemical kinetics within
the flame involves hundreds of species and thousands of elementary reactions. In addition,
swirling flows in practical combustion systems are highly turbulent and there are a wide
range of length and time scales. Therefore, the interactions between turbulence and
combustion cause turbulent combustion to be an extremely complex phenomenon and
hence, accurately modelling turbulent combustion is challenging. Partially premixed
flames are very complex owing to the presence of compositionally inhomogeneous mixtures
and propagating flame fronts. Premixed flames propagate as waves through reactant
mixtures, whereas non-premixed regions cannot propagate and hence, the two regions are
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governed by different physics. Premixed flames are inherently more difficult to stabilise
in high speed flows than non-premixed flames. As previously mentioned, premixed
combustion systems employ bluff body flame holders and/or swirling flows to stabilise
the flames through the recirculation zones that are formed. Therefore, it is crucial that
the development of combustion models are able to accurately capture the stabilisation
of flames through these mechanisms. Furthermore, combustion models should also be
able to capture the combustion instabilities that arise from acoustic perturbations and
other detrimental phenomena to combustion systems, such as failed ignition and flame
blow-off.
1.3 Aims and objectives
The last two decades has seen numerous approaches be proposed for the LES of tur-
bulent combustion; these models can be separated into phenomenological, geometric
and statistical models (Gicquel et al., 2012). In this work, a presumed joint Probability
Density Function (PDF) approach with tabulated chemistry using laminar flamelets
is used to model the turbulent reaction rate. The partially premixed reaction rate
source term contains premixed and non-premixed contributions and therefore, the joint
PDF is parameterised using the progress variable and mixture fraction (Chen, 2017;
Langella, 2016; Ruan, 2013). Numerous studies of jet flames (Chen et al., 2017; Langella
& Swaminathan, 2016; Langella et al., 2016b) and of flames stabilised behind bluff bodies
(Langella et al., 2016a) with this approach have been undertaken. Studies of flames
in gas turbine model combustors with and without acoustic oscillations have also been
undertaken (Chen et al., 2019a,b; Langella et al., 2018a). However, studies of flames
close to the lean flammability are yet to be explored with the combustion modelling used
in the aforementioned studies. Thus, the overall aim of this work is to further assess
the ability of the combustion modelling for accurately capturing the stabilisation of lean
flames in bluff body and swirling flow configurations. This work is undertaken with a
long-term objective of predicting the complete blow-off of flames in bluff body and swirl
stabilised burners. The specific aims of this work are as follows:
1. To simulate and validate a bluff body stabilised premixed flame that is exposed
to ambient conditions and compare the spatial evolution of the shear layers and
the flame brush to confined bluff body stabilised flames of low and high turbulence
intensity at a similar equivalence ratio.
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2. To analyse a set of premixed flames that are stabilised behind a bluff body and
enclosed within a combustion chamber and to elucidate the influence of altering
the inlet conditions, i.e., the turbulence intensity and the fuel–air equivalence ratio,
on the recirculation zone length. The observations are used to deduce a scaling
relation for the recirculation zone length as a function of these inlet conditions.
3. To simulate flames close to blow-off in a gas turbine model combustor and to
determine the physical processes influencing the stabilisation of the flame, including
the transient phenomena associated with the flame.
4. To investigate the effects of including heat loss within the modelling framework
on the flame stabilisation processes. This is important, as the influence of heat
loss on the stabilisation of lean flames is unclear. This is achieved by introducing
non-adiabatic boundary conditions and implementing non-adiabatic flamelets in
the combustion modelling framework.
1.4 Thesis outline
A broad overview of turbulent combustion is presented in Chapter 2. This includes the
governing equations for combustion, along with a description of the different types of
combustion. A description of turbulence and its influence on combustion follows this.
The relevant modelling approaches for CFD are outlined in Chapter 3 with a focus on
LES modelling. The governing equations for the LES framework are presented including
closure models for the unresolved residual stress and scalar flux terms. An overview of
the state-of-the-art filtered reaction rate closure for premixed and partially premixed
flames is provided. This chapter concludes with a description of the CFD solvers that
are used in this thesis.
Descriptions of the test cases that are studied in Chapters 5–8 are presented in Chap-
ter 4. The burner configuration and its computational grid are shown with descriptions
of the boundary conditions and the LES set-up for all test cases. The isothermal flow
LES results are compared against the available experimental data, in order to validate
the flow field and ensure that the turbulent kinetic energy fields are well resolved.
The results of a bluff body stabilised premixed flame exposed to ambient conditions
are presented in Chapter 5. The general features of these flames are compared with the
experimental observations and the time-averaged velocity statistics are also compared
with the experimental data. The flame is analysed further by comparing the relative
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positioning of the shear layer and flame brush with two flames of low and high turbulence
intensity that are enclosed within a combustion chamber.
The next set of results contained in Chapter 6 is for a set of isothermal and reacting
flow simulations within a combustion chamber that contains a bluff body flame holder.
The recirculation zone is analysed to observe the effect of changing the inlet turbulence
intensity and the equivalence ratio. Force balances are undertaken on the recirculation
zone to determine which forces influence its structure and to deduce a scaling relation for
the recirculation zone length as a function of the inlet conditions. The application of this
scaling relation to open flames and backward facing step configurations is also explored.
A more complex burner resembling a main burner in a gas turbine system is studied
in Chapter 7. A swirl-stabilised flame in a gas turbine model combustor that is close
to the lean blow-off limit is analysed. Detailed comparisons with the measurements are
shown. The stabilisation mechanisms of the flame and its unstable phenomena during a
lift-off event are analysed on a physical basis.
Chapter 8 contains simulations of the same configuration, which include heat loss
within the modelling. These simulations include non-adiabatic wall conditions, where one
of these also includes non-adiabatic effects within the combustion modelling. The results
obtained are compared with the fully adiabatic simulation contained in Chapter 7.
This thesis concludes with Chapter 9, where the key findings are summarised and
some recommendations for future work are proposed.
Chapter 2
Background on Turbulent
Combustion
Turbulent combustion is a complex physical phenomenon, due to the presence of strong
temperature and density gradients, and turbulence. The full description of the chemistry
in a laminar flame involves hundreds of chemical species and thousands of elementary
reactions (Peters, 2000). However, the flame in a turbulent environment is influenced by
the wide range of the length and time scales associated with the vortical structures in
turbulent flows. Turbulent combustion is the result of the two-way interactions between
turbulence and combustion and these interactions affect the properties of a flame, such
as its rate of propagation and surface area (Poinsot & Veynante, 2012). Therefore, a
good understanding of turbulent combustion is required, in order to accurately capture
these interactions. This chapter will present the conservation equations for flows with
combustion, along with an overview of turbulence and the different turbulent combustion
regimes.
2.1 Instantaneous balance equations
The set of equations that describe chemically reacting flows are different to constant
density non-reacting flows. The production and consumption rates of the various species
in the multi-component gas mixtures require modelling. In addition, a detailed thermo-
dynamic and transport database must be included. The conservation equations required
for reacting flows are for mass, momentum, chemical species (using mass fractions) and
energy (either in the form of temperature and sensible or total enthalpy). Before these
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are presented, the classical assumptions commonly made to simplify these equations are
outlined.
For this work, gaseous combustion of low hydrocarbon fuels with air in subsonic flows
(Mach numbers of Ma < 1) at atmospheric pressure is considered. The gas mixture is
treated as Newtonian, where a linear dependence on the local strain rate is assumed.
Gravitational and other body forces (per unit volume) are neglected from the momentum
equation. Soret (the molecular species diffusion is dependent upon temperature gradients)
and Dufour (the heat flux is dependent upon mass fraction gradients) effects are also
neglected (Pope, 1987). Fick’s law of diffusion is used to model the diffusive flux of each
chemical species; the diffusion velocities can be obtained using a more rigorous approach,
as shown by Williams (1985a), using multi-component diffusion based on the Hirschfelder
and Curtiss approximation (Hirschfelder et al., 1954). Furthermore, the propagation
speed of the flame is much smaller than the speed of sound and hence, the pressure
across the flame is assumed to be constant (Williams, 1985a). Compressibility effects are
neglected and the contributions of pressure and viscous effects in the energy equation
are neglected; radiation heat transfer effects are also neglected in the energy equation.
Finally, the gas is treated as a perfect gas and the equation of state is used.
The instantaneous balance equations can be written in various forms1 but they are
written here as (Kuo, 2005; Peters, 2000; Poinsot & Veynante, 2012; Williams, 1985a)
Continuity:
∂ρ
∂t
+∇ ·
(
ρU
)
= 0 , (2.1)
where ρ and U denote the mixture density and the velocity vector respectively.
Momentum:
∂
∂t
(
ρU
)
+∇ ·
(
ρUU
)
= −∇p+∇ · τ , (2.2)
where p represents the pressure. The viscous stress tensor τ is
τ = µ
[
∇U +
(
∇U
)⊺ − 23
(
∇ ·U
)
I
]
, (2.3)
1 The gradient for a scalar or a single component of a vector ∇φ1 = (∂φ1/∂x1) i + (∂φ1/∂x2) j +
(∂φ1/∂x3)k and the divergence for a vector ∇ ·φ = ∂φ1/∂x1 + ∂φ2/∂x2 + ∂φ3/∂x3 are presented in
vector notation throughout. Using the Einstein summation notation, these are written as∇φ ≡ ∂φi/∂xi
and ∇ ·φ ≡ ∂φj/∂xj respectively.
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where µ is the molecular dynamic viscosity, the superscript ‘⊺’ is the transpose operator
and I is the identity matrix.
Species transport:
∂
∂t
(
ρYα
)
+∇ ·
(
ρUYα
)
= ω˙α +∇ ·
(
ρDα∇Yα
)
, (2.4)
where Yα is the mass fraction for a chemical species α, Dα is the species mass diffusivity
and ω˙α is the mass based species production or consumption rate. Three dimensionless
parameters are used to characterise molecular transport, namely the Prandtl, Schmidt
and Lewis numbers. These are expressed as
Pr = µcp
λ
= ν
α
, Scα =
µ
ρDα =
ν
Dα and Leα =
λ
ρcpDα =
Scα
Pr , (2.5)
where cp is the specific heat capacity at constant pressure, λ is the thermal conductivity,
α is the thermal diffusivity and ν is the kinematic viscosity of the gas mixture. For
simplicity, the mass diffusivity is assumed to take a common value for all species in the gas
mixture. Therefore, it follows that Sc = Scα and Le = Leα for all species. Furthermore,
the Lewis number is assumed to be unity, which is typical in turbulent combustion
analyses (Poinsot & Veynante, 2012), and this implies that Sc = Pr for all of the species.
Energy (in terms of enthalpy):
∂
∂t
(
ρh
)
+∇ ·
(
ρUh
)
= −∇ · q , (2.6)
where h is the total enthalpy (the sum of the sensible and chemical enthalpies), otherwise
referred to as the thermochemical enthalpy, of the system and this is expressed as
h =
∫ T
T0
(
N∑
α=1
Yαcp,α
)
dT︸ ︷︷ ︸
Sensible
+
N∑
α=1
Yα∆h0f,α︸ ︷︷ ︸
Chemical
=
∫ T
T0
cp dT + ∆h0f , (2.7)
where ∆h0f represents the formation enthalpy of the gas mixture.
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The heat flux vector is given as (Swaminathan & Bray, 2011a; Turns, 2011)
q = −λ∇T − ρD
N∑
α=1
hα∇Yα , (2.8)
where the mass diffusivity again takes a common value for all species. The first and
second terms on the right-hand side of Eq. (2.8) are the heat conduction and species
diffusion contributions respectively to the heat flux vector. The latter term is decomposed
using the chain rule as
ρD
N∑
α=1
hα∇Yα = ρD∇
(
N∑
α=1
hαYα
)
− ρD
N∑
α=1
Yα∇hα
= ρD∇h− ρD
N∑
α=1
Yαcp,α∇T
= ρD∇h− ρDcp∇T . (2.9)
Substituting Eq. (2.9) into Eq. (2.8) and writing the thermal conductivity as λ = ραcp
yields the following result (Turns, 2011)
q = − ραcp∇T︸ ︷︷ ︸
Flux of sensible
enthalpy due to
conduction
− ρD∇h︸ ︷︷ ︸
Flux of absolute
enthalpy due to
species diffusion
+ ρDcp∇T︸ ︷︷ ︸
Flux of sensible
enthalpy due to
species diffusion
. (2.10)
A physical interpretation for the heat flux vector is now shown in Eq. (2.10). However
since the Lewis number is assumed to be unity, the first and third terms on the right-hand
side of Eq. (2.10) cancel and hence, the heat flux vector is q = −ρD∇h. Therefore, the
transport equation for the thermochemical enthalpy in Eq. (2.6) is rewritten as
∂
∂t
(
ρh
)
+∇ ·
(
ρUh
)
=∇ ·
(
ρα∇h
)
, (2.11)
where α = D is taken due to the unity Lewis number assumption.
Equation of state:
p = ρℜ0T
N∑
α=1
Yα
Mα , (2.12)
where ℜ0 = 8.3145 kJ/kgK is the molar universal gas constant and Mα is the molecular
mass for a chemical species.
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The solution of the balance equations shown here is sufficient to provide a solution for
a reacting flow system. However, these equations must be replaced by a modified form
for turbulent combustion. Turbulent combustion is nearly always present in practical
combustion systems (Lieuwen, 2012). It is impossible to understand turbulent combustion
without a good knowledge of laminar flame theory. The mixing of reactants prior to
ignition yields the properties of the laminar flame and this modifies the reacting flow
field. Therefore before considering turbulent reacting flows, some important notions of
laminar flame theory are presented next.
2.2 Types of flames
A chemical reaction in combustion between a fuel and an oxidiser is accompanied by a
flame and the classification of the flame is dependent on how the reactants are mixed
prior to ignition. The chemical reaction may be in the form (Law, 2006)
N∑
α=1
ν ′αMα ⇌
N∑
α=1
ν ′′αMα , (2.13)
where ν ′α and ν ′′α are the corresponding molar concentration coefficients for the reactants
and products species respectively. Although the chemical reaction equations are consistent
for different flames, the initial and boundary conditions set for the combustion system
can cause different flames to exist. The flames here are separated into three categories,
which are non-premixed, premixed and partially premixed flames (Peters, 2000).
2.2.1 Non-premixed flames
A non-premixed flame, or sometimes referred to as a diffusion flame, is present when the
fuel and oxidiser enter the combustion chamber through separate inlets (Bilger, 1976a).
The description of a non-premixed flame was first provided by Burke & Schumann (1928)
of a Bunsen flame. The reaction zone of the flame lies between the fuel and oxidiser,
which must be transported fast enough to the reaction zone to ensure a flame can be
sustained. The molecular diffusion of the species towards the reaction zone controls the
burning rate and hence, this influences the rate of heat release out of the reaction zone
(Peters, 1984). In addition, non-premixed flames have no propagation mechanism and the
thickness of the reaction and mixing zones are controlled by the mixing of the chemical
species. The position of the flame is controlled by the local flow field and buoyancy forces.
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The flame remains attached to the stoichiometric surface between the fuel and oxidiser
and no flame will occur beyond this position, as the mixture will be either too lean or
too rich to burn (Veynante & Vervisch, 2002).
Since the rate of mixing influences the heat release of the flame and the chemical
time scales are much smaller in comparison to the convection and diffusion time scales, a
variable to describe this mixing of the chemical species is introduced. This is a conserved
scalar, which represents the mixing between the fuel and oxidiser, and this is known as
the mixture fraction. This is expressed as (Bilger, 1980; Spalding, 1979)
ξ = sYfu − Yox + Yox,2
sYfu,1 + Yox,2
, (2.14)
where the subscripts ‘fu’ and ‘ox’ denote the fuel and oxidiser mass fractions respectively,
which are accompanied by subscripts ‘1’ and ‘2’ to represent the reactant streams for
pure fuel and oxidiser respectively. The coefficient s is the stoichiometric ratio and
is calculated using s = ν ′oxMox/ν ′fuMfu. Bilger (1988) later proposed a more detailed
definition for the mixture fraction, which is written as
ξ = β − β2
β1 − β2 , (2.15)
where β = 2YC/MC+YH/2MH−YO/MO and the subscripts ‘C’, ‘H’ and ‘O’ respectively
represent carbon, hydrogen and oxygen atoms.
The transport equation for the mixture fraction is the balance between convection
and diffusion processes and is expressed as
∂
∂t
(
ρξ
)
+∇ ·
(
ρUξ
)
=∇ ·
(
ρD∇ξ
)
, (2.16)
where the boundary conditions for the fuel and oxidiser are ξfu = 1 and ξox = 0 respectively.
It should be noted that this is a simplified form as a single molecular diffusion term D is
taken for all species, as described previously in § 2.1. For laminar non-premixed flames,
the time scales for convection and diffusion processes are of the same orders of magnitude,
but the chemical time scales are much smaller (Peters, 1984). Hence, it follows that the
chemistry is assumed to be fast and Eq. (2.16) is used for a laminar non-premixed flame,
whereby such an assumption is known as treating the flame as a flamelet. A characteristic
diffusion time scale can be determined by introducing an important property known as
the scalar dissipation rate, which has the dimensions of 1/s. Therefore, the diffusion
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time is estimated as the inverse of the scalar dissipation rate of the mixture fraction as
τξ ≈ χ−1ξ . The scalar dissipation rate is given as (Bilger, 1976a)
χξ = D
(
∇ξ ·∇ξ
)
. (2.17)
The scalar dissipation rate is a very important quantity for non-premixed flames, as
it represents the molecular mixing rate through the mixture fraction gradient. When
the curvature for the iso-contours of ξ is small, the gradients in mixture fraction space
along the stoichiometric surface are small in comparison to the gradients in the direction
normal to the stoichiometric surface. Bilger (1976a) discovered that under fast chemistry
assumptions (the reaction takes place within a sheet along the stoichiometric mixture
fraction contour), the reaction rate is directly related to the scalar dissipation rate at
stoichiometric conditions. The scalar dissipation rate at the stoichiometric mixture
fraction χst describes the departure from chemical equilibrium (Pitsch & Steiner, 2000b).
Including unsteady effects, the transport equation for a chemical species in mixture
fraction space is written as (Peters, 1986)
ρ
∂Yα
∂t
= ρχst
∂2Yα
∂ξ2
+ ω˙α . (2.18)
The reaction rate source term ω˙α in Eq. (2.18) is one of the most fundamental and
important properties of the flame, since it represents the rate that a reactant species is
consumed, or the rate a product species is produced. The reaction rate is dependent
on the chemical system that is being analysed, such as the composition of the fuel and
the equivalence ratio of the reactant mixture (Cant & Mastorakos, 2008). Reactions
usually proceed through a series of elementary reactions, which is known as a chemical
mechanism (Kuo, 2005).
Consider, for illustration purposes, the reaction Mfu +Mox → MP , where 1 kg of fuel
Mfu reacts with s kg of oxidiser Mox to produce (1 + s) kg of products MP . The reaction
rate of the fuel is expressed as (Kuo, 2005)
ω˙fu = −ρ2ν ′fuM−1ox YfuYoxA exp
(
− Eaℜ0T
)
, (2.19)
where A represents the frequency of molecular collisions (Bilger, 1980) and the activation
energy is denoted using Ea.
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2.2.2 Premixed flames
The reactants for a premixed flame are sufficiently mixed to achieve a compositionally
homogeneous mixture at a low temperature before ignition and this causes a short and
well-defined flame to exist (Peters, 2000). This involves having a characteristic mixing
time that must be small in comparison to a time scale representing the rate of chemical
reaction under the condition at which mixing occurs, in order to ensure complete mixing
is achieved (Bray, 1980). For the non-premixed flame described thus far, the flame lies
between the fuel and oxidiser. The convection and molecular diffusion processes, along
with the underlying chemical mechanisms, are identical to a premixed flame. Hence, the
difference between these two flames are the initial conditions of the reactants prior to
ignition.
A typical schematic for a one-dimensional laminar premixed flame is shown in Fig. 2.1.
The flame typical consists of three regions, namely the preheat, reaction and equilibrium
zones (Law, 2006). The preheat zone contains the unburnt premixed reactant mixture
that is gradually heated up through conduction out of the reaction zone. No chemical
reaction takes place within the reaction zone and therefore, convection and diffusion
processes are dominant and balance one another. When the reactant mixture reaches
the ignition temperature, chemical reactions take place and convert the reactant mixture
into burnt products. This process is contained within the reaction zone, which is a much
thinner region in comparison to the preheat zone. The region beyond the reaction zone
is known as the equilibrium zone, as no chemical reaction takes place within the mixture
of fully burnt products.
If the steady continuity equation is considered across the flame, then the mass flux is
ρU = ρus0L, where U is the axial velocity and ρu is the unburnt reactant mixture density.
The additional term that is denoted as s0L and also marked in Fig. 2.1 is the laminar flame
speed. This speed represents the rate of propagation of the flame through a reactant
mixture and this yields a crucial difference between premixed and non-premixed flames, as
non-premixed flames cannot propagate through a mixture (Law, 2006). Premixed flames
propagate in the direction that is normal to the flame front (Pope, 1987). This laminar
flame speed is dependent on the thermochemical properties of the reactant mixture.
For example, methane–air and propane–air mixtures typically have peak laminar flame
speeds of around 0.4m/s, whereas hydrogen–air mixtures have a much higher flame
speed of around 3m/s (Egolfopoulos & Law, 1990; Vagelopoulos & Egolfopoulos, 1998;
Vagelopoulos et al., 1994).
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Fig. 2.1 Typical structure of a one-dimensional unstrained laminar premixed flame (Law, 2006).
For unstrained laminar premixed flames, the flame speed can be obtained in numerous
ways (Poinsot & Veynante, 2012; Pope, 1988). One approach is based on treating the
flame speed as the consumption speed, which is obtained by integrating the fuel reaction
rate over a one-dimensional section between the fresh gases and products that is normal
to the propagating flame front. Therefore, this is a global value for the laminar flame
speed and is written as (Poinsot & Veynante, 2012)
s0L = −
1
ρuYfu,u
∫ ∞
−∞
ω˙fu dn̂ . (2.20)
Another important property of premixed flames is the flame thickness, as it provides
a characteristic length scale for the flame. Multiple definitions have been proposed to
estimate the flame thickness (Blint, 1986). The first definition is derived from scaling
laws and uses the thermal properties of the flame. This is given as (Bray, 1980)
δ0L =
λ
ρcps0L
= α
s0L
. (2.21)
This definition is only valid if the Prandtl and Schmidt numbers are close to unity
(Cant & Mastorakos, 2008). In general, this expression only serves as an approximation
and can significantly underestimate the flame thickness (Poinsot & Veynante, 2012).
Alternatively, the flame thickness can be determined by the use of temperature gradients
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according to
δ0L = (Tb − Tu)
∣∣∣∣∣dTdx
∣∣∣∣∣
−1
max
, (2.22)
where the subscripts ‘b’ and ‘u’ representing fully burnt and unburnt conditions respec-
tively. The expression shown in Eq. (2.22) is known as the thermal thickness (Poinsot &
Veynante, 2012). The definition is different to Eq. (2.21) because it includes the effects of
heat release and heat conduction (Blint, 1986). However, a numerical solution is required
to evaluate the flame thickness using Eq. (2.22) because it requires knowledge of the
temperature gradient. Blint (1986) proposed a correlation to estimate the flame thickness
without a solution and this is given as
δbL = 2
λ
ρcps0L
(1 + τ)0.7 . (2.23)
The heat release parameter is expressed as τ = ρu/ρb − 1 (Bray et al., 1985), which
can also be calculated using the temperature as τ = Tb/Tu − 1, since the pressure is
treated as constant across the flame (Williams, 1985a). Equation (2.23) assumes that the
Prandtl number and the specific heat capacity are constant for the mixture and suggests
that the Blint thickness of a flame corresponds to the thermal thickness of the product
mixture (Blint, 1986).
A normalised variable can be used to describe how burnt a premixed mixture is.
This variable is known as a reaction progress variable and takes a value of zero for a
fresh reactant mixture and rises monotonically to unity, which represents a fully burnt
mixture. When the flame is treated as adiabatic and has a Lewis number close to unity,
it is possible to express the reaction progress variable Θ as a normalised function of
temperature between the reactant and product temperature. This is expressed as (Cant
& Mastorakos, 2008)
Θ = T − Tu
Tb − Tu . (2.24)
This definition becomes invalid when the temperature is affected by external factors
to the flame, such as heat loss, acoustic perturbations or differential transport of heat and
mass. Therefore, using the temperature to define a progress variable is not recommended
(Cant, 2011). Using species mass fractions to define the progress variable is preferred,
since this offers more flexibility. The reaction progress variable c based on a species mass
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fraction Yα is written in the form
c = Yα − Yα,u
Yα,b − Yα,u . (2.25)
It is possible to define the progress variable as a single or linear combination of species
mass fractions; different definitions are reviewed by Ihme et al. (2012) and Fiorina et al.
(2015). In this work, the progress variable for methane–air combustion is determined
using the linear combination of CO and CO2 mass fractions following previous studies
(Chen et al., 2017; Fiorina et al., 2003; Langella et al., 2018a; Ruan et al., 2015). This
choice of mass fractions allows for a unique mapping of flamelet quantities with the
normalised progress variable (Fiorina et al., 2003).
Replacing the species mass fraction in its transport equation, shown in Eq. (2.4), with
the progress variable makes it viable to find the thermochemical state of the mixture
across the flow domain (Bray et al., 1985). Furthermore, the reaction rate ω˙ is taken as
the net production rate of the chosen species for the progress variable and is used as a
global value for the flame. The progress variable transport equation is given as (Bray,
1980)
∂
∂t
(
ρc
)
+∇ ·
(
ρUc
)
= ω˙ +∇ · (ρD∇c) . (2.26)
Transporting the progress variable was proposed as an alternative approach to solving
the transport equations for each of the numerous species in a typical chemical mechanism
and modelling each chemical source term (Bray & Libby, 1976; Bray & Moss, 1977;
Libby & Bray, 1977). Transporting the progress variable is convenient and widely used
for turbulent flame simulations, since the detailed chemical processes are mapped to a
reduced system of two scalars. These are the mixture fraction, which tracks the mixing
of fuel and oxidiser, and the progress variable, which tracks the global extent of reaction
of the local mixture.
2.2.3 Partially premixed flames
There have been two extreme cases described thus far of how the reactants are mixed prior
to ignition. This is useful for academic purposes, but in practical combustion systems
there is usually a degree of unavoidable mixing between the fuel and oxidiser prior to
ignition, which is due to turbulence. This includes applications, such as gas turbine
engines and direct injection engines (Peters, 2000), where perfect mixing is restricted, due
to the presence of combustion instabilities and size restrictions that prevent perfect mixing
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(Masri, 2015). Therefore, compositionally inhomogeneous mixtures are present, which
cause different flames to be present and these are referred to as partially premixed flames
(Bilger, 2000). A mixture that is partially premixed contains pockets of a compositionally
inhomogeneous mixture that covers a range of the flammability limits, as well as mixtures
that are outside of the flammability range. Introducing high levels of partial premixing
can cause new flames to be present, such as triple flames (sometimes referred to as
tri-branchial flames), and show different features in comparison to non-premixed and
premixed flames (Buckmaster & Matalon, 1988; Domingo & Vervisch, 1996; Peters, 2000;
Sohrab et al., 1984). Nonetheless, the premixing of the reactants is compositionally
inhomogeneous and far from the degree of mixing in premixed flames (Bilger, 2000).
Partially premixed flames can be separated into two categories, which are distinguished
by their mixture fraction range. The first of these is stratified flames, which are typically
present in premixed configurations (Lipatnikov, 2017). These flames are able to propagate
through a compositionally inhomogeneous mixture that is within the flammability limits
in mixture fraction space (Bilger et al., 2005). Stratification is also beneficial, since the
presence of compositionally inhomogeneous mixtures may extend the flammability limits
(Birch et al., 1979; Mastorakos, 2009). These have been investigated experimentally in
multi-slot burner configurations at Darmstadt (Kuenne et al., 2012; Seffrin et al., 2010),
and the burner developed at Cambridge and Sandia National Laboratories (Anselmo-
Filho et al., 2009; Barlow et al., 2009; Sweeney et al., 2011, 2012a,b). The other case is
when the partially premixed flames have compositionally inhomogeneous mixtures that
are within and beyond the flammability limits. A typical example of this is a turbulent
jet diffusion flame, where fuel enters through a nozzle into a quiescent environment of
air. For a low jet exit velocity, the flame is attached to the nozzle and if the velocity is
increased, the flame is stretched and eventually the flame lifts off and stabilises further
downstream within the jet region (Peters, 2000). However, such flames are more prone to
blow-off than anchored flames. These flames have been studied and reviewed in significant
detail (Buckmaster, 2002; Kalghatgi, 1984; Lawn, 2009; Lyons, 2007; Mansour, 2003).
Lifted flames are commonly used in gas turbine systems with ubiquitous swirling
flows, since the use of swirl increases the robustness of the flame root and extends the
flammability limits (Candel et al., 2014; Feikema et al., 1990). As an intermediate step,
gas turbine model combustors have been developed as benchmark cases for investigating a
wide range of operating conditions. The German Aerospace Centre (DLR) have developed
a range of gas turbine model combustors, which include the Siemens SGT–100 (Stopper
et al., 2013), a burner with dual co-axial swirlers (Meier et al., 2005, 2006; Weigand
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et al., 2006) and the PRECCINSTA burner (Meier et al., 2007; Weigand et al., 2007).
Other combustors include the TECFLAM burner (Gregor et al., 2009; Janus et al., 2007,
2005), the CNRS burner in Paris (Galley et al., 2011) and the Michigan Twin Annual
Premixed Swirler (TAPS) combustor (Dhanuka et al., 2011, 2009; Temme et al., 2014).
The configurations have been tested and analysed under stable conditions and unstable
conditions, in order to generate thermo-acoustic instabilities and the occurrence of flame
blow-off. Detailed measurements have also been obtained that allow these configurations
to serve as benchmark cases for the development of computational models.
The flames in partially premixed configurations are within flows that have high levels
of turbulence, which are generated through swirling flows. Therefore, the theory for the
flames presented thus far has to be replaced with a modified regime where turbulence and
combustion can interact. Turbulence in non-reacting flows is an extremely complex and
unsolved problem, due to the presence of a wide range of length and time scales, and its
stochastic nature. The presence of combustion exacerbates the difficulty of understanding
turbulent combustion and therefore, it is useful to briefly review some of the elementary
theory of turbulence before considering turbulent combustion theory.
2.3 Approach to turbulent flows
2.3.1 Reynolds decomposition
Turbulent combustion is a stochastic physical phenomenon, since turbulence is present
within and around the flame. Turbulence has been of significant interest for several
decades and its fundamental theory has been thoroughly reviewed in numerous classical
books (Batchelor, 1953; Hinze, 1959; Tennekes & Lumley, 1972). A quantity φ that
varies in space x and time t is known as a stochastic variable (Pope, 2000). This random
field can be split into its statistical mean and fluctuating value for a given point in space
and time. This is known as Reynolds decomposition and for a stochastic flow variable
φ(x, t), this decomposition is written as (Tennekes & Lumley, 1972)
φ(x, t) = φ(x, t) + φ′(x, t) , (2.27)
where the first and second terms on the right-hand side denote the mean and the random
fluctuation. It should be noted that φ′ = 0 and φ′2 ≠ 0 by definition (Tennekes &
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Lumley, 1972). The mean field φ(x, t) can be determined over a time period T as
φ(x) = lim
T →∞
1
T
∫ T
0
φ(x, t) dt , (2.28)
where an upper limit for T needs to be specified in practice; the time period must be
long enough to ensure that the integral converges.
The definition shown in Eq. (2.28) is valid if the measurements taken for the stochastic
variable (e.g., U) are in a statistically steady and homogeneous flow field (Tennekes &
Lumley, 1972). However if the flow field is unsteady, then φ(x, t) has to be ensemble
averaged. If N realisations are collected and φn is the n-th realisation, then the ensemble
average is obtained using
φ(x, t) = 1
N
N∑
n=1
φn(x, t) . (2.29)
The variance of the field, otherwise referred to as the second central moment, is
determined as
σ2φ = φ′2 = φ2 − φ2 . (2.30)
Stochastic methods are used to describe the fluctuating fields of velocity and other
scalar quantities in terms of their statistical distribution (Pope, 2000). For all random
variables, it is possible to associate a Probability Density Function (PDF) with each
variable. The PDF P (Φ;φ) is the probability of finding φ in the range Φ ≤ φ ≤ Φ + dΦ,
where Φ is the sample space variable for φ. It follows that should the possible realisations
range from −∞ to ∞, then the PDF P (Φ;φ) may be written as ∫∞−∞ P (Φ;φ) dΦ = 1.
This is the normalisation condition for a PDF and consequently, the probability of φ
occurring between −∞ and∞ is certain, i.e., unity (Williams, 1985a). The sample space
of the PDF in practice has a prescribed upper and lower bound. The most common
profile of a PDF is Gaussian (normal distribution) and this has a single peak, but bimodal
shapes are possible, which have two peak values (Cant & Mastorakos, 2008). Such PDFs
describing single variable behaviour are called marginal PDFs. In stationary turbulent
flows, the PDF does not depend on t, while for homogenous fields, the PDF does not
depend on x (Peters, 2000). It is then possible to find the moments of a stochastic
variable once its PDF is known and these are the various powers of φ. The first moment
of φ is the mean and this can also be used to find the mean of a function F (φ); these
are presented below (Tennekes & Lumley, 1972)
φ (x, t) =
∫ ∞
−∞
ΦP (Φ;φ) dΦ , (2.31)
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F (φ) =
∫ ∞
−∞
F (Φ)P (Φ;φ) dΦ . (2.32)
For a given flow, the fluctuations of the stochastic variables (e.g., p, T , U , ρ, . . . ) are
different and hence, their PDFs are also different. However, a joint PDF is required for a
function that depends on two random variables φ(x, t) and γ(x, t), in order to describe
the statistical correlations. The mean is therefore written as
F (φ, γ) =
∫ ∞
−∞
∫ ∞
−∞
F (Φ,Γ)P (Φ,Γ;φ, γ) dΦdΓ , (2.33)
where Γ is the sample space variable for the second random variable γ. The joint PDF
can be determined as the product of the two marginal PDFs P (Φ,Γ) = P (Φ)P (Γ) in
the case that the two variables φ and γ are statistically independent. This is typically
assumed for combustion problems but may not be valid when there are strong interactions
between the two variables.
2.3.2 Favre decomposition
The statistical treatment presented thus far is only suitable for constant density flows.
For flows with combustion or high Mach number flows, the variations in density are
strong. By applying the Reynolds decomposition to Eq. (2.1), the following result is
obtained
∂ρ
∂t
+∇ · (ρU) = −∇ · (ρ′u′) , (2.34)
where ρU = ρU and u′ is the fluctuation for the velocity vector U . This gives rise to
a modelling problem, as the density correlation term ρ′u′ is present and is non-zero in
turbulent flows. Instead, it is possible to introduce a density-weighted average, which is
known as Favre averaging. For a variable φ, this decomposition is written as
φ (x, t) = φ˜ (x, t) + φ′′ (x, t) , (2.35)
where the Favre average is defined as
φ˜ = ρφ
ρ
. (2.36)
Similar to Reynolds decomposition, it should be noted that φ˜′′ = 0 but φ′′ ̸= 0 by
definition. Therefore, applying the Favre decomposition and the Favre definition to
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Eq. (2.1) will avoid the presence of a non-zero density flux term in the Favre-averaged
continuity equation, i.e., the term on the right-hand side of Eq. (2.34).
For a density-weighted PDF, the Favre definition in Eq. (2.36) can be used for a PDF.
This is written as (Bilger, 1975).
ρF (φ) = ρF˜ (φ) = ρ
∫ ∞
−∞
F (Φ) P˜ (Φ;φ) dΦ , (2.37)
which gives ρP = ρP˜ . The expression in Eq. (2.37) is used in statistical models for
combustion, which are covered in § 3.4.3.
2.4 Scales of turbulence and the energy cascade
Nearly a century ago, Richardson (1922) observed whirl-like structures in turbulent
flows. These structures, known as eddies, are canonical structures that vary in size
and are represented by a vortical flow unit riding on the mean flow. It is well known
that these structures in turbulent flows consist of a wide range of length and time
scales. The average rotational velocity and diameter of these structures yield the
relevant velocity and length scales. It was recognised that high Reynolds number flows
are turbulent; this dimensionless number can be expressed in terms of characteristic
length scales L and velocity scales U of the eddies as Re = UL/ν (Batchelor, 1953).
The length scales in a turbulent flow (e.g., a high-velocity jet entering a quiescent
environment) can be approximated by using a normalised space correlation based on the
axial velocity U(x, t) between two points in the flow at a distance r apart. This is written
as R(x, r, t) = u′(x, t)u′(x+ r, t)/u′ 2(x, t), where u′ is the axial velocity fluctuation.
Normalised space correlations would be required for the other components of velocity,
but for homogeneous isotropic turbulence, the location x is invariant and the distance
between the two points is r = |r|. A characteristic length, which is known as the integral
length scale ℓo, can be defined based on this correlation as ℓo =
∫∞
0 R (r, t) dr. Eddies at
the integral scale indicate that the largest concentration of turbulent kinetic energy k
occurs in the vicinity of such eddies. The turbulent kinetic energy is determined as
k = 12 u
′ · u′ , (2.38)
and for the special case of homogeneous isotropic turbulence, the expression is then equal
to k = 3u′o
2/2, where u′o = (u′ 2)
1/2 (Hinze, 1959; Tennekes & Lumley, 1972).
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It was observed by Richardson (1922) that these large eddies transfer kinetic energy
to smaller eddies. A very important property is the dissipation rate of kinetic energy
per unit mass ε and its rate is dictated by the large eddies. The rate at which kinetic
energy cascades from a large eddy of size ℓo to a smaller sized eddy is equal to the rate
at which kinetic energy is dissipated. Therefore, it is plausible to express the rate of
dissipation in terms of the integral length scale and its characteristic velocity scale as
ε ≈ u′o3/ℓo ≈ k3/2/ℓo. Its period of energy cascade, otherwise known as the eddy turn-over
time, for these large eddies is τo ≈ ℓo/u′o ≈ k/ε.
Eddies of different sizes consist of different amounts of turbulent kinetic energy. This
energy is transferred from large scale eddies to small scale eddies and these small scale
eddies consume this energy by viscous dissipation. Kolmogorov (1941) hypothesised that
eddies of a size equal to the integral length scale cascade their kinetic energy at the same
rate as eddies with a smaller length scale. This hypothesis holds for all eddies in a range
extending from the integral scale down to the eddies of the smallest scales, known as the
Kolmogorov scale ℓη. This is known as the energy cascade, whereby the rate of energy
transfer is independent of the fluid viscosity within this length scale range (Kolmogorov,
1941). The motion of eddies at the Kolmogorov scale is influenced by the viscosity. The
Kolmogorov length, time and velocity scales are given respectively as (Batchelor, 1953)
ℓη ≈
(
ν3
ε
)1/4
, τη ≈
(
ν
ε
)1/2
and u′η ≈ (νε)1/4 . (2.39)
A third scale does exist between ℓo and ℓη, which is known as the Taylor microscale
and this describes the length a Kolmogorov eddy is convected by a integral scale eddy
during the turn-over time τη (Taylor, 1935). The Kolmogorov and the integral length
and time scales are related through (Tennekes & Lumley, 1972)
ℓo
ℓη
≈ Re3/4T and
τo
τη
≈ Re1/2T , (2.40)
where the turbulent Reynolds number is defined using the scale associated at the integral
scale as ReT = u′oℓo/ν. This implies that the range of scales becomes larger when the
turbulent Reynolds number is increased.
The turbulent kinetic energy spectrum is used to represent the turbulent kinetic
energy that an eddy carries and this is denoted as E(κ), where κ is a wavenumber that
is inversely proportional to the eddy length scale ℓ. A typical turbulent kinetic energy
spectrum is illustrated in Fig. 2.2. It is shown that the energy spectrum peaks at the
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Fig. 2.2 Schematic representation of the turbulent kinetic energy spectrum as a function of the wavenumber
κ, which is adapted from the diagram shown by Peters (2000).
integral length scale range and then decreases in the inertial subrange according to the
k−5/3 law that was proposed by Kolmogorov (1941). This energy dissipation decreases
until the cut-off point, which is at the Kolmogorov scale. Beyond this point, the kinetic
energy decreases exponentially and this region is known as the viscous subrange, where
the dissipation of kinetic energy is due to molecular viscosity (Hinze, 1959).
The range of length, time and velocity scales influences the behaviour of a flame within
a turbulent flow, as the flame contains reacting species and is continuously releasing
heat. Therefore, the physical analysis of a turbulent flame is mainly based on the
comparison of these turbulent scales with the corresponding scales associated with the
flame. The comparisons yield different flame behaviours and burning modes for all flame
configurations, which are summarised next.
2.5 The role of turbulence on combustion
The interactions between turbulence and the chemistry from combustion are very hard
to capture because the turbulent and chemical time scales have a strongly nonlinear
relationship, due to the rate of mixing being much slower in comparison to the rate
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of the chemical kinetics during a chemical reaction (Bilger, 2000). The rates of energy
transfer and mixing for turbulent combustion are several orders of magnitude higher
than a corresponding laminar flame. This occurs because the rate of mixing is higher
than the rates of molecular diffusion and the heat transfer rates in turbulent flames are
higher than in laminar flames.
The relevant scales for turbulent eddies presented in § 2.4 are important for turbulent
flames, since the turbulent scales can be related to the laminar properties of flames, in
order to describe how a flame is affected in a turbulent flow. The Damköhler number is
used to relate the turbulent and chemical time scales to identify different flame–vortex
interactions and it is written in terms of the integral length scale to describe the large
scale eddies. Assuming homogeneous and isotropic turbulence, and one-step chemistry,
the Damköhler number is written in the form Da = τo/τc, where τo is the previously
defined integral time scale and τc is a chemical time scale. The chemical time scale
corresponds to the time required for the flame to propagate over a distance equal to its
thickness, which can be determined using s0L and δ0L. Therefore, the Damköhler number
is given as (Peters, 2000)
Da = τo
τc
= ℓo
u′o
s0L
δ0L
. (2.41)
The Damköhler number is used as an indicator to show which combustion regime a
flame is operating in. However, these combustion regimes are different for premixed and
non-premixed flames.
For turbulent premixed flames, eddies alter the flame structure and distort the flame
front, causing the flame to become wrinkled and have a larger surface area (Libby, 1985).
Consequently, this causes the propagation speed s0L to increase to a turbulent burning
velocity sT for a turbulent premixed flame. The turbulent flame speed is related to
the laminar flame speed as sT = s0L(AT/A), where AT/A is area ratio of the turbulent
and laminar flame and is referred to as the wrinkling factor. In addition, it has been
observed that the turbulent flame speed increases with the root mean square (r.m.s.) of
the turbulent velocity fluctuation according to sT ≈ s0L(1+ u′/s0L). This suggests that for
high levels of turbulence, the turbulent flame speed becomes independent of the laminar
flame speed (Abdel-Gayed et al., 1984). Turbulent flame speeds have been a topic of
high interest and are reviewed in detail by Bradley (1992) and Lipatnikov & Chomiak
(2002). On the other hand, eddies can perturb the flame structure and widen the reaction
zone, which causes the peak reaction rate to decrease (Bray, 1980). Turbulence does
not affect the inner structure of the flame for Damköhler numbers of Da≫ 1, since the
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chemistry is treated as fast and the eddies instead wrinkle the flame. Eddies under such
conditions have turbulent motions that are too slow to affect the flame’s structure and
are of the smallest scales of turbulence with turbulent time and length scales of τη and
ℓη respectively. This transition is instead described by using the Karlovitz number, which
can be interpreted as the reciprocal of a Damköhler number based on the smallest scales
of turbulence (Peters, 2000). The Karlovitz number is defined as
Ka = τc
τη
=
u′η
ℓη
δ0L
s0L
=
(
u′o
s0L
)3/2(
ℓo
δ0L
)−1/2
. (2.42)
The various combustion regimes for turbulent premixed flames can be shown on a
regime diagram by using the Damköhler and Karlovitz numbers as indicators for the
regimes of turbulent premixed combustion. Various regime diagrams have been proposed
by Abdel-Gayed et al. (1988, 1989), Borghi (1988), Peters (1986, 2000), Poinsot et al.
(1991) and Williams (1985a) and such regime diagrams are commonly referred to as the
Borghi diagram. The regime diagram shown by Peters (2000) is depicted in Fig. 2.3. The
line at ReT = 1 is a boundary that separates laminar premixed flames from the turbulent
premixed flame regimes (Peters, 2000). The turbulent premixed combustion regimes can
be classified according to the Klimov–Williams criterion, which corresponds to Ka = 1
(Williams, 1985a). This separates the combustion regimes as:
• Flamelet regime, where the flame thickness is smaller than any turbulent scale
(Ka < 1) and the chemical time scale is smaller than any turbulent time scale
(Da > 1). This region is subdivided into the corrugated flamelet regime (u′o > s0L)
and the wrinkled flamelet regime (u′o < s0L). In the wrinkled flamelet regime,
the turbulence intensity is too weak to alter the flame structure, whereas in the
corrugated flamelets regime, the smallest eddies alter the flame structure by entering
the preheat zone of the premixed flame to form pockets of fresh reactant gases and
burnt products. In addition, the flame becomes more wrinkled as the turbulence
intensity increases. However, the reaction zone remains unaltered and can be
treated as a thin and laminar-like premixed flame.
• Thickened flame regime, where in this case the Kolmogorov scales are smaller
than the flame thickness and can modify the inner structure of the flame (Ka > 1).
This is subdivided at Ka = 100, where Poinsot et al. (1991) suggested this bound
as an upper limit for when the laminar reaction zones are perturbed by turbulence
and the flame thickness is approximately 10 times greater than the reaction zone
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Fig. 2.3 Turbulent premixed combustion regime diagram, which is adapted from the diagram shown by
Peters (2000).
thickness. The thin reaction zones regime lies in the range 1 < Ka < 100, while
the distributed reaction zones regime is when Ka > 100 and flame quenching may
occur in this region, due to significant local extinction.
Identifying the combustion regimes is not straightforward for turbulent non-premixed
flames. Choosing a relevant velocity scale for turbulent non-premixed flames is difficult,
since there is no propagation velocity. This therefore makes choosing a time scale for the
flame ambiguous (Peters, 2000). As shown in § 2.2.1, the preheat zone for a non-premixed
flame is determined by the balance between convection and diffusion transport of the
mixture fraction. However, the convection–diffusion processes are not the same when a
non-premixed flame is in a turbulent flow and the diffusion time scales vary substantially.
Moreover, turbulent diffusion will dominate when the Reynolds number is increased and
this will lead to smaller turbulent time scales. Therefore, the fast chemistry assumptions
are no longer valid. A diffusion length scale based on the mixing length thickness is
expressed as ℓξ ≈ 1/|∇ξ|st ≈
√
Dst/χst. This can also be expressed in terms of the strain
rate a imposed by the flow field, which carries the same units as χst. High strain rates
can lead to extinction at high values of χst, where the flame will eventually be quenched
at a given value χq (Peters, 2000). Therefore, the characteristic diffusion time scale
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is τξ = ℓ2ξ/Dst = χ−1st . The other characteristic time scale is the chemical time scale,
which can be used to define a flame Damköhler number DaL = τξ/τc = (χstτc)−1 (Law,
2006). This is prescribed to indicate the chemical strength of the flame and in contrast
to premixed flames, the balance between reaction and diffusion transport does not have
to be met under all conditions. Hence, the time scales τξ and τc are not required to be
the same in mixture fraction space. The regime diagram for turbulent non-premixed
flames is shown in Fig. 2.4. It is expected that the Kolmogorov eddies will have the
smallest length and time scales and are the most effective in the preheat zone. Therefore,
these can be approximately equal to the diffusion length and time scales. The Damköhler
number can be written as (Law, 2006).
Da = τo
τc
≈ τo
τη
τξ
τc
=
√
ReT DaL . (2.43)
If DaL ≈ 1, then this suggests that the residence time within the reaction zone is not
long enough. Hence, the flame may be prone to extinction and the flamelet assumption is
no longer valid. The line at Da =
√
ReT in Fig. 2.4 is used as the bound for the flamelet
regime. If DaL < 1, then some reaction zones may be extinguished through large scalar
dissipation rate induced eddies at the Kolmogorov scale. For Da < 1, it is expected
that eddies at all scales cause a sufficient amount of scalar dissipation to induce flame
quenching. Hence, the thin flame sheet is no longer present and the chemical reactions
within the flame are significantly weaker, which is known as the distributed reactions
regime (Law, 2006).
These boundaries used to separate the different turbulent flame regimes shown in
Figs. 2.3 and 2.4 do not cause abrupt changes in the flame behaviour when moving
between regimes. In addition, these regime diagrams serve as guides for the behaviour of
the flame and attempt to indicate the combustion regime the flame is operating in. The
boundaries can be modified by density changes and other transient effects (Peters, 2000).
Nevertheless, these regime diagrams are still useful to allow the general classification of
turbulent flames and to draw comparisons between measured and modelled flames in
different burner configurations, in order to focus on modelling issues.
The reactants for partially premixed flames may be either premixed or non-premixed
prior to ignition, as described in § 2.2.3, and compositionally inhomogeneous mixtures
exist. This causes diffusion-like reaction zones and propagating flame fronts to be present.
Therefore, constructing a regime diagram for turbulent partially premixed flames is
difficult and has not been previously attempted, but the premixed and non-premixed
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Fig. 2.4 Turbulent non-premixed combustion regime diagram, which is adapted from the diagram shown
by Law (2006).
regime diagrams can be used to serve as an approximate guide to indicate which regimes
the flame is operating in.
2.6 Summary
This chapter has provided a broad overview of the background for turbulent combustion.
The balance equations for reacting flows and the theory for laminar flames has been
presented, followed by some of the important notions of turbulence and its role in
turbulent combustion. The continuous development of turbulent flame theory has
seen the development of computational models for obtaining solutions of turbulent
flames. This has been a very active research area for several decades and the design of
practical combustion systems is now heavily dependent on the use of accurate numerical
models. Therefore, the next chapter provides an overview of different approaches used
for simulations of turbulent combustion.

Chapter 3
Computational Approaches for
Turbulent Combustion
Computational Fluid Dynamics (CFD) has been used for several decades to model
turbulent reacting flows and serves as a design tool for practical combustion systems.
Simulations of turbulent reacting flows using CFD can be broadly categorised into
three approaches: Direct Numerical Simulation (DNS), Reynolds-Averaged Navier–Stokes
(RANS) simulation and Large Eddy Simulation (LES). The selection of which methodology
to use is determined by the level of detail required from the results produced. The
improvement of computational capabilities has motivated the continuous development
of CFD for turbulent combustion, in order to produce more reliable results to compare
against experimental data (Poinsot & Veynante, 2012). This chapter will present an
overview of the three different modelling approaches for CFD, where a more detailed
description of the LES framework is provided, since this approach is used in this work.
This is followed by a review of the state-of-the-art combustion models for LES and a
description of the closure model used in this work.
3.1 Direct numerical simulation
Obtaining highly accurate simulations of turbulent flames is challenging, due to the
strong interactions between the chemistry of combustion and turbulence. The early
development of advanced numerical methods with high-order numerical schemes has
led to the development and use of DNS for turbulent combustion (Riley et al., 1986;
Rutland et al., 1991). This approach has been used since the 1990s as a very useful
tool for solving the instantaneous balance equations presented in § 2.1 without the
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need of a turbulence model and has offered new ways to investigate the interactions
between turbulence and the flame (Jou & Riley, 1989; Poinsot, 1996; Poinsot et al.,
1995; Vervisch, 2000; Vervisch & Poinsot, 1998). The aim of DNS approaches is to use
high-order spatial discretisation and time marching schemes to inherently resolve all of
the relevant turbulent time and length scales. The main challenge is to ensure that these
numerical schemes have high accuracy and stability, while also increasing the efficiency
from a computational perspective (Moin & Mahesh, 1998).
While DNS has advanced significantly and has proven to be a useful tool for turbulent
reacting flow modelling, there are still significant restrictions with using this approach
(Poinsot & Veynante, 2012). The variation of the thermochemical properties across a
flame front, such as the temperature and species mass fractions, can be captured through
the use of DNS exactly like how a high-resolution probe could measure these properties.
However for DNS approaches to achieve this, the grid resolution must be very high
(usually in the micron range), in order to ensure that the entire range of turbulent scales
from the integral scale down to the Kolmogorov scale can be captured (Moin & Mahesh,
1998). As shown in Eq. (2.40), the ratio of the integral and Kolmogorov length scales
is approximately equal to Re3/4T ; the ratio of the time scales is approximately equal to
Re1/2T . Hence for high turbulent Reynolds numbers, this means that the number of grid
points must be large enough to resolve the full range of length scales, which increases
with ReT , as shown by Eq. (2.40). As shown in detail by Givi (1989), if the Reynolds
number is 104, then the number of grid points would be approximately 109. However,
this analysis is based on using only the ratio of the integral and Kolmogorov length and
time scales. It is known that the flame thickness may be smaller than the size of the
Kolmogorov scale eddies and in order to fully resolve the flame, approximately 10–20
grid cells are required within the flame (Poinsot & Veynante, 2012). This means that
the number of grid points must be increased further to ensure that both the flame and
the scales of turbulence are inherently resolved by the DNS. This therefore makes DNS a
very computationally expensive tool for analysing turbulent flames and the use of DNS
is restricted to flows of low turbulent Reynolds numbers.
In addition, complex and large geometries cannot be fully resolved using a DNS
from a practical perspective, due to the computational requirements. The continuous
advancement of High Performance Computing (HPC) technology has allowed simulations
with detailed chemistry to be computed of lifted flames in simple configurations, which use
computational grids that contain close to one billion grid cells (Chen et al., 2009). A lean
premixed swirl flame in the PRECCINSTA burner (Meier et al., 2007) has been simulated
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using DNS by Moureau et al. (2011). This simulation used 2.6 billion tetrahedral cells
and used a resolution of less than 100µm, which was deemed to be sufficient in capturing
all the turbulent scales and the major species of the flame brush. However, this set-up
required further post-processing to obtain the minor species using a tabulated chemistry
library. Furthermore, over 16,000 cores and 80 hours of wall clock time were required to
obtain 1.9ms of statistics. Hence, it is not viable to undertake a full simulation with
DNS of complex configurations and it is not expected to be feasible for several decades.
The use of DNS is still mostly restricted to simple configurations and academic purposes
and this has led to the development of RANS and LES modelling, where DNS is often
used to aid such model development including their validation (Poinsot & Veynante,
2012).
3.2 Reynolds-averaged Navier–Stokes simulation
Since DNS cannot yet be used to simulate turbulent combustion in practical applications,
the development of other methods has been necessary to model turbulent reacting flows.
Simulations with the RANS methodology are the most computationally inexpensive
and classical approach for modelling turbulent flows (Poinsot & Veynante, 2012). The
instantaneous transport equations in § 2.1 are either time or ensemble averaged using
the Reynolds and Favre decomposition techniques, as described in § 2.3. The variables
are averaged to handle the wide range of length and time scales in high Reynolds number
flows. However, the minimum length scales of the Reynolds-averaged variables are much
larger than the smallest scales of the turbulent fluctuations. Therefore, all unsteady
turbulent motions and their coupling with combustion processes remain unresolved over
the entire range of turbulent length and time scales (Williams, 1985a).
By applying the Reynolds and Favre decompositions to the momentum equation
and to the transport equation for a thermochemical scalar φ, the equations are written
respectively as
ρ
DU˜
Dt = −∇p+∇ · τ −∇ ·
(
ρu˜′′u′′
)
, (3.1)
ρ
Dφ˜
Dt = Sφ +∇ ·
(
ρDφ∇φ˜
)
−∇ ·
(
ρu˜′′φ′′
)
, (3.2)
where D/Dt = ∂/∂t+ U˜ · ∇ is the material derivative and Sφ is a source term for the
variable φ. The molecular transport terms, which are the second terms on the right-hand
side of Eqs. (3.1) and (3.2), are expected to be small for high Reynolds number flows
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and may be neglected. However, this is not possible for regions near solid walls, since the
effects of local viscosity are significant (Law, 2006). Therefore, these terms are retained
in their averaged forms.
As shown in Eqs. (3.1) and (3.2), additional terms arise on the right-hand side of
both equations as a result of applying the Reynolds and Favre decompositions. The
Reynolds stress term ρu˜′′u′′ in Eq. (3.1) and the Reynolds flux term ρu˜′′φ′′ in Eq. (3.2)
are nonlinear terms that describe the exchange between fluctuating quantities, which are
generated by the inertial terms. These are higher-order co-variance terms, which lead
to the so-called closure problem for turbulence modelling. The Reynolds flux terms for
thermochemical scalars are modelled using a turbulent diffusion gradient model with
a gradient hypothesis. Modelling of the Reynolds stress term is the main subject of
interest for the turbulence closure problem for RANS, with the k–ε model being one of
the earliest and well known models (Hanjalić & Launder, 1972; Jones & Launder, 1972;
Launder & Spalding, 1974). Details of Reynolds stress closures are covered in review
articles (Hanjalić, 1994; Menter, 2009; Nallasamy, 1987; Patel et al., 1984; Speziale, 1998)
and numerous books (Hanjalić & Launder, 2011; Pope, 2000).
A final term that requires closure is the source term; an example is the mean reaction
rate ω˙α for a chemical species, which would be present in the species transport equation
within the RANS framework. If the Reynolds decomposition is applied to the reaction
rate expression in Eq. (2.19), which can be performed in various ways (Bilger, 1976b,
1980; Libby & Williams, 1980), then the result is
ω˙fu = −ρ2ν ′fuM−1ox Y fuY oxA exp
(
− Eaℜ0T
)
×
1 + ρ′
2
ρ2
+ Y
′
fuY
′
ox
Y fuY ox
+ 2 ρ
′Y ′fu
ρY fu
+ 2 ρ
′Y ′ox
ρY ox
+ Eaℜ0T
Y ′fuT ′
Y fuT
+ Y
′
oxT
′
Y oxT
+
(
Ea
2ℜ0T − 1
)
T ′2
T
2
+ . . .
 . (3.3)
As shown in Eq. (3.3), there are double correlations present in the expanded expression
(e.g., ρ′Y ′fu) and separate transport equations can be used for each of these terms. However,
the continued expansion of Eq. (3.3) will give rise to triple correlation terms and the
number of variables will increase. Hence, this leads to the closure problem for turbulent
combustion modelling when attempting to directly apply the Reynolds decomposition to
the reaction rate expression in Eq. (2.19). Therefore, modelling turbulent combustion is
a much greater challenge than modelling laminar combustion because the reaction rate
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needs a suitable closure model, as well as the other turbulent flux terms that arise in the
conservation equations when applying Reynolds decomposition (Bilger, 1976b). Moreover,
the exponential term in Eq. (2.19) causes the strongest nonlinearity of the reaction rate
mechanism, which exacerbates this closure problem. Hence, various modelling approaches
have been developed over the last few decades to accurately model the reaction rate and
these have been reviewed in detail by Brewster et al. (1999), Veynante & Vervisch (2002),
Echekki & Mastorakos (2011), Swaminathan & Bray (2011b) and Poinsot & Veynante
(2012).
Simulations with RANS or Unsteady RANS (URANS) approaches, where the latter
involves time marching the simulation, are advantageous over DNS, since complex full-
scale geometries can be modelled. In addition, the computational mesh can contain a
smaller number of cells compared to DNS, which makes the RANS calculation more
computationally inexpensive. Approaches with RANS also have the potential to reduce
computational costs by using geometric simplifications (e.g., asymmetry), since turbulence
is assumed to be isotropic. However since the minimum grid cell size can be between
1–5mm, this means that RANS approaches are only able to capture the average position
of the flame front and as previously mentioned, the minimum scales of turbulence are
much larger than this minimum cell size (Poinsot & Veynante, 2012). This means that
RANS approaches are not able to capture the transient small-scale phenomena, which
describe the interactions between turbulence and combustion. It is known that RANS
approaches have severe limitations in capturing unsteady phenomena, such as flame
quenching, local extinction, ignition and swirling flow dynamics, which are governed by
the interactions between turbulence and combustion at the smallest scales. It is essential
that simulations are able to capture these phenomena, as these cause the occurrence of
failed ignition, thermo-acoustic perturbations and flame blow-off (Echekki & Mastorakos,
2011). Nonetheless, turbulent reacting flow simulations within a RANS framework are
still useful because new turbulence–combustion interaction models can be tested before
implementing them into more computationally expensive CFD techniques.
3.3 Large eddy simulation
Large eddy simulation is the intermediate level of CFD that lies between RANS and
DNS approaches. This is because the whole turbulent kinetic energy spectrum, as
illustrated in Fig. 2.2, is neither entirely computed nor modelled, which is the case for
DNS and RANS approaches respectively. Since early attempts of undertaking an LES
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of turbulent flow (Deardorff, 1970; Lilly, 1967; Smagorinsky, 1963), the development
of LES has been significant since the 1990s, due to the improvement of computational
efficiency and improved parallel computing (Pope, 2000). For LES, a filtering operation
in space and time is applied to the instantaneous quantities within a turbulent flow
and decomposes them into filtered and residual components, which are different to the
mean and fluctuating components within the RANS approach. This is because the
filtered components represent the large scales of turbulence and are computed down
to an assigned cut-off scale (Rogallo & Moin, 1984). Hence, the approach has become
favourable over the last two decades because the large-scale turbulent motions are
explicitly computed by the LES and the small-scale motions below the cut-off scale are
modelled. This allows for the grid used to be coarser than one required for DNS, thereby
reducing the computational cost. Pope (2000) suggested as a general rule of thumb that
around 80% of the turbulent scales should be directly computed in an LES, whilst the
remainder in the region below the cut-off scale and the Kolmogorov scales of turbulence,
known as the Sub-Grid Scale (SGS) range, should be modelled. Unclosed residual
correlations in the SGS region arise for the turbulent transport and mixing of scalars
when applying the filtering decomposition. These SGS residual correlations are analogous
to the closure problem of turbulent modelling for RANS and thus, a closure model needs
to be used. Many of the notable advances of LES for non-reacting turbulent flow are well
covered by Lesieur & Métais (1996), Moin (1997), Piomelli (1999), Meneveau & Katz
(2000) and Pope (2004), where attempts had also been made in simulations non-reacting
flow within applications of turbulent combustion (Akselvoll & Moin, 1996; Haworth &
Jansen, 2000; Moin, 2002). Stable second-order spatial discretisation and time marching
schemes, including unsteady pressure-correction schemes, have now been developed (Cant
& Mastorakos, 2008). However, these are more computationally expensive because
the grid resolution must be smaller than the resolution used in RANS and only full
three-dimensional simulations can be undertaken.
To date, using LES for turbulent combustion simulation is becoming standard practice
for the simulation of complex geometries and these practices are being applied in industry
(Poinsot & Veynante, 2012). Since the late 1990s, significant advances have been made
towards the LES of turbulent combustion within complex geometries with initial studies
on gas turbine systems (Eggenspieler & Menon, 2004; Kim & Menon, 2000; Kim et al.,
1999; di Mare et al., 2004; Selle et al., 2004; Sommerer et al., 2004). It is known that LES
is preferred to RANS modelling for turbulent combustion, since the former is superior in
capturing the mixing fields and the dissipation rates of scalars. This is because the large-
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scale mixing is computed directly within the LES, whereas the mixing is averaged within
the RANS framework. It is imperative that the mixing fields are resolved accurately,
since this yields the behaviour of the flame and therefore, its accuracy is dependent on
a well resolved mesh (Pitsch, 2006). However, in turbulent reacting flows with high
Reynolds numbers and fast chemistry, the filtered reaction rate remains unresolved and
requires closure, which is similar to the closure problem in the RANS framework, as
described in § 3.2. Moreover, the resolved part of the LES can determine the general
position of the flame front but is insufficient in capturing the interactions between the
chemistry within the flame and the SGSs of turbulence. Therefore, these interactions are
entirely modelled within the chosen SGS combustion closure model. Since those early
studies mentioned previously, the past 10–20 years has seen significant advances in the
development of models for the filtered reaction rate (Gicquel et al., 2012; Pitsch, 2006;
Poinsot & Veynante, 2012). As the simulations in this work are undertaken using the
LES framework, this will remain the topic of interest in subsequent sections. The filtering
operation, governing equations for LES and closure models for the residual Reynolds
stress are now outlined, followed by a review of the state-of-the-art filtered reaction rate
closure models.
3.3.1 Filtering
Forming the basis of the LES framework involves applying a low-pass filtering operation
to the relevant quantities in the instantaneous turbulent flow field. A filter width ∆ is
chosen, which lies within the inertial subrange of the turbulent kinetic energy spectrum
(Pope, 2000). This filter width is the point at which any turbulent motions with length
scales smaller than ∆ from the domain are removed to allow the larger scale turbulent
motions to be fully resolved in both space and time. The filtering operation for a variable
φ(x, t) is written as (Leonard, 1974)
φ(x, t) =
∫
φ(r, t)G (x− r) dr . (3.4)
Equation (3.4) is written in one-dimensional form for simplicity and it is straightfor-
ward to extend the filtering operation in three dimensions (Pope, 2000). The specified
filter function G has a prescribed shape and tends to zero when x− r is large and exceeds
the chosen filter size ∆. The integral of G is across the whole domain and satisfies the
normalisation condition
∫∞
−∞ G (x− r) dr = 1 (Pope, 2000). The filter function can also
take different shapes and the most commonly used filters are the box filter, the Gaussian
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filter and the sharp spectral filter. The Gaussian filter is typically used and this is given
as (Rogallo & Moin, 1984)
G (x) = G (x1, x2, x3) =
(
6
π∆2
)1/2
exp
[
− 6∆2
(
x21 + x22 + x23
)]
, (3.5)
where the Gaussian filter decreases rapidly outside ±∆/2 (Pope, 2000).
The physical variables are decomposed into their filtered and residual components
as φ = φ+ φ′, which is analogous to the Reynolds decomposition. The same notation
is retained, but it is important to note that the rules of filtering are different to the
Reynolds decomposition. These are as follows:
1. The residual contribution φ′ cannot be directly computed within the LES and
represents the SGS contribution to φ. The criteria φ′ ̸= 0 and φ ≠ φ also exist for
LES filtering.
2. The operation of filtering and differentiating with respect to time do commute, i.e.,
∂φ
∂t
= ∂φ
∂t
.
3. The operation of filtering and differentiation with respect to position do not
commute in general, i.e.,
∇φ ̸=∇φ .
It should be noted that filtering and spatial derivatives do commute for homogeneous
filters and therefore the left- and right-hand sides in the above expression are equal.
Significant density variations are expected in turbulent flames, due to the presence
of strong heat release regions. Applying the filtering operation to the instantaneous
balance equations can cause coupling to arise between the residual density and other
transported variables, as similarly shown in § 3.2 for the RANS framework. To eliminate
this coupling, Favre filtering is introduced and is written as
ρφ˜(x, t) =
∫
ρφ(r, t)G (x− r) dr . (3.6)
The Favre residual of φ is defined in accordance to the Reynolds residual definition
using the Favre decomposition φ = φ˜+ φ′′. In addition, the criteria by definition for the
LES Favre decomposition are φ˜′′ ̸= 0 and ˜˜φ ̸= φ˜.
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3.3.2 Filtered transport equations
By applying the filtering and Favre filtering decompositions to the instantaneous balance
equations in Chapter 2 for mass, momentum, thermochemical enthalpy, mixture fraction
and progress variable, it is possible to obtain the filtered balance transport equations for
LES that are required for partially premixed combustion. These are given as
Continuity:
∂ρ
∂t
+∇ ·
(
ρU˜
)
= 0 , (3.7)
Momentum:
ρ
DU˜
Dt = −∇p+∇ · τ −∇ · τ
R , (3.8)
Enthalpy:
ρ
Dh˜
Dt =∇ ·
(
ρα∇h
)
−∇ · τRh , (3.9)
Mixture fraction:
ρ
Dξ˜
Dt =∇ ·
(
ρD∇ξ
)
−∇ · τRξ , (3.10)
Progress variable:
ρ
Dc˜
Dt = ω˙
∗ +∇ ·
(
ρD∇c
)
−∇ · τRc , (3.11)
Equation of state:
p = ρℜ
0T˜
M˜ . (3.12)
In Eqs. (3.7)–(3.12), there are a number of terms that are unclosed and require
modelling. These include the residual stress τR ≡ (ρU˜U − ρU˜U˜), the residual scalar
flux terms τRφ ≡ (ρU˜φ− ρU˜ φ˜) in Eqs. (3.9)–(3.11) and the filtered reaction rate ω˙∗ for
partially premixed combustion. These closure problems are similar to the terms that
arise through Reynolds averaging the instantaneous balance equations; an example was
shown in § 3.2. The molecular diffusion terms in Eqs. (3.9)–(3.11) are approximated
as ∇ · (ρDφ∇φ) ≈∇ · (ρD˜φ∇φ˜), where Dφ is a characteristic molecular diffusion term
representing the diffusion term for a chosen scalar φ.
The residual scalar flux terms are modelled using a gradient hypothesis. This is based
on Fick’s law of diffusion, where the transport of the scalar flux is in the direction of the
scalar gradient −∇φ (Pope, 2000). Therefore, this is written as
τRφ = ρU˜φ− ρU˜ φ˜ = −ρ
νT
σφ
∇φ˜ , (3.13)
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where νT is the SGS eddy viscosity, which is determined at the SGS level and requires
modelling; this is described in further detail in § 3.3.3. In Eq. (3.9), the dimensionless
number σφ ≡ PrT and for Eqs. (3.10) and (3.11), the dimensionless number σφ ≡ ScT .
Gradient hypothesis models for turbulent premixed flames do not account for the
effects of counter-gradient diffusion (Bray et al., 1981; Libby & Bray, 1981; Shepherd
et al., 1982). This phenomenon occurs when the flow field in the immediate vicinity
of the flame is dominated by thermal dilatation due to chemical reaction. Gradient
diffusion on the other hand occurs when the flow field near the flame is dominated by
turbulent motions (Veynante et al., 1997). The gradient hypothesis assumption is not an
appropriate method for RANS modelling, as the mean of the entire flow field is modelled.
However since the large scales of turbulence in LES are directly computed, only the small
scales of turbulence are modelled. This means that the assumption is acceptable for LES
because only the transport at the small scale needs to be modelled, since the majority
of turbulent motions are already computed at the large scale (Lecocq et al., 2010). An
example of a model proposed to overcome the counter-gradient transport problem in
RANS modelling is given by Veynante et al. (1997); models have been reviewed for RANS
and LES frameworks by Lecocq et al. (2010).
3.3.3 Residual stress closure
The last term in Eq. (3.8) is the residual stress tensor τR ≡ (ρU˜U − ρU˜U˜ ). This is
decomposed into its isotropic and anisotropic parts respectively as
τR = 23 ρk˜sgs I+ τ
r , (3.14)
where the SGS kinetic energy k˜sgs is equal to half of the isotropic part of the residual
stress tensor and is written as
k˜sgs =
1
2
(
U˜ ·U − U˜ · U˜
)
. (3.15)
The SGS kinetic energy is typically absorbed into the filtered pressure term (Pope,
2000). The anisotropic residual stress tensor is modelled using the Boussinesq hypothesis
(Hinze, 1959; Pope, 2000; Tennekes & Lumley, 1972)
τ r = −2 ρνT
[
S˜ − 13
(
∇ · U˜
)
I
]
, (3.16)
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where S˜ is the symmetric strain rate tensor, which is expressed as
S˜ = 12
[
∇U˜ +
(
∇U˜
)⊺]
. (3.17)
The eddy viscosity requires modelling in Eq. (3.16) and in the gradient hypothesis
expression, as shown in Eq. (3.13). Eddy viscosity based models assume that the
anisotropic residual stress tensor and the filtered strain rate are aligned. The study by
Meneveau & Katz (2000) concluded that this was not the case and that this assumption
leads to overestimating the residual stress. This can make eddy viscosity based models
more dissipative than required (Piomelli & Zang, 1991). However, such models are still
adequate for turbulent reacting flow, since they contain already filtered quantities and
have proven to be robust and widely successful (Gicquel et al., 2012). Three models are
used in this work, which are described next and an assessment of their performance is
provided in § 4.4.
Smagorinsky based models
The classical Smagorinsky model for the eddy viscosity is given as (Smagorinsky, 1963)
νT = (Cs∆)2||S˜|| , (3.18)
where ||S˜|| = (2 S˜ : S˜)1/2 is the Frobenius norm of the resolved strain rate tensor and
Cs is the Smagorinsky constant, which typically takes the value of Cs = 0.167 that was
found by Lilly (1967), although the value is dependent on the flow configuration and
can vary between 0.1 and 0.2 (Deardorff, 1970; Lesieur & Métais, 1996; Rogallo & Moin,
1984). The model is based on a mixing length hypothesis (∼ ∆) with a velocity difference
at that scale (∼ ∆||S˜||). The filter width is estimated by taking the cube root of the
numerical cell volume. For compressible flow with small density variations, the expression
proposed by Yoshizawa (1986) can be used to model k˜sgs.
There are some limitations with the constant Smagorinsky model. The value for Cs
is dependent on the configuration used, as mentioned previously, and the model does
not vanish in laminar flow and is known to be too dissipative in the laminar–turbulent
transition region (Moin et al., 1991). This has led to proposed modifications to the
classical Smagorinsky model. A dynamic formulation of this model was proposed by
Germano et al. (1991), in order to calculate Cs dynamically by attempting to estimate
the small-scale dissipation of the eddies from knowledge of locally resolved large eddy
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motions; this is known as scale-similarity. The dynamic procedure computes values
of Cs that vary in space and time. The dynamic procedure also assumes that Cs is
filter-invariant. Moin et al. (1991) adopted this approach for variable density flows and
proposed a method to obtain the local turbulent Prandtl number. Lilly (1992) provided a
follow-up study on this procedure by using a least squares analysis to obtain Cs. The test
filter for these dynamic procedures is usually taken as ∆̂ = 2∆. This procedure is not
able to model the backscatter of kinetic energy from the small-scale to large-scale eddies,
which leads to the local values of Cs obtained being less than zero (Sarghini et al., 1999).
Hence, the spatial averaged procedure should be used to avoid the numerical issues that
may arise with backscatter. A thorough overview of Smagorinsky based models is given
by Pope (2000).
Wall-adapting local eddy viscosity model
A weakness of this set of Smagorinsky models is accurately capturing the eddy viscosity
near solid walls. This is because a non-zero value for νT is produced when there is a
velocity gradient, as shown by Smagorinsky model in Eq. (3.18). The Van Driest function
is commonly used to dampen fluctuations and improve the viscosity in the near-wall
regions, as shown by Moin & Kim (1982). However, this is an ad hoc modification
and incorrectly yields that νT scales with the square of the wall distance (Pope, 2000).
Moreover, the Smagorinsky constant is limited to Cs = 0.1 to ensure that turbulence is
sustained, as shown in the channel flow study by Moin & Kim (1982).
The Wall-Adapting Local Eddy (WALE) model is an algebraic model that has been
developed by Nicoud & Ducros (1999) to improve modelling the eddy viscosity in the
near-wall regions. The model also reproduces the scaling of νT with the wall distance
cubed (Pope, 2000) and causes νT to approach zero near solid walls. As detailed by
Nicoud & Ducros (1999), the SGS viscosity model uses the traceless symmetric part of
the square of the velocity gradient tensor g˜ =∇U˜ . This is written as
S˜
∗ = 12
(
g˜g˜ + g˜⊺g˜⊺
)
− 13 tr
(
g˜g˜
)
I . (3.19)
The symmetric strain rate tensor S˜ = (g˜ + g˜⊺)/2 and the asymmetric strain rate
tensor Ω˜ = (g˜ − g˜⊺)/2, which is the rotation rate, can be used to rewrite Eq. (3.19) as
S˜
∗ = S˜S˜ + Ω˜Ω˜− 13
[
tr
(
S˜S˜
)
− tr
(
Ω˜Ω˜
)]
I . (3.20)
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The symmetric strain rate tensor in Eq. (3.17) and the tensor defined by Nicoud
& Ducros (1999) in Eq. (3.20) are contained in the algebraic expression for the eddy
viscosity, which is written as
νT = Cw∆2
(
S˜
∗ : S˜∗
)3/2
(
S˜ : S˜
)5/2
+
(
S˜
∗ : S˜∗
)5/4 , (3.21)
where the WALE constant Cw can take a value between 0.3 and 0.6.
k-equation model
An alternative approach modelling the residual stress is to directly obtain k˜sgs through its
transport equation (Ghosal et al., 1995; Kim & Menon, 1995; Yoshizawa & Horiuti, 1985).
This approach is commonly referred to as a one equation model, since it is assumed
that the length scale for k˜sgs is ∆ and therefore, no transport equation is required for its
dissipation. In addition, the eddy viscosity depends on the SGS kinetic energy rather
than the strain rate. The eddy viscosity is modelled using the expression
νT = Cv∆k˜1/2sgs , (3.22)
where the model constant Cv can take a constant value of 0.1 or it can be evaluated
dynamically (Ghosal et al., 1995).
The transport equation for the SGS kinetic energy is given in form by Chai & Mahesh
(2012) and is written as
ρ
Dk˜sgs
Dt =∇ ·
(
µ∇k˜sgs
)
+ U˜ ·
(
∇ · τR
)
−∇ · f˜ − ρε˜k +Π . (3.23)
Starting on the right-hand side of Eq. (3.23), the first term represents the molecular
diffusion of k˜sgs. The second term is the work done through the residual stress tensor,
which is determined as written in Eqs. (3.14) and (3.16). The third term is the turbulent
transport of k˜sgs, where f ≡ (ρU˜UU − ρU˜U˜U )/2, which is modelled using the gradient
hypothesis shown in Eq. (3.13) and is written as f = −ρ(νT/σk)∇k˜sgs. The constant σk
is assumed to be unity (Pope, 2000). The fourth term is a sink term that represents the
dissipation rate of k˜sgs. This is modelled using an algebraic expression ε˜k ≈ Cεk˜3/2sgs /∆
with Cε ≈ 0.7 (Pope, 2000). The final term is the pressure work term Π, which is
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expressed as
Π = U˜ ·∇p−U ·∇p
=
[
p
(
∇ ·U
)
− p
(
∇ · U˜
)]
−
[
∇ ·
(
pU
)
−∇ ·
(
pU˜
)]
. (3.24)
This can be modelled using an expression based on the laminar flame properties
that is given by Zhang & Rutland (1995), which has been tested in RANS (Kolla &
Swaminathan, 2010a) and LES (Langella et al., 2017) studies. It was concluded in the
LES study by Langella et al. (2017) that flame-generated turbulence is negligible and
hence, the term Π is neglected from Eq. (3.23).
3.4 Filtered reaction rate closure
The last term that requires closure for the LES framework described thus far is modelling
the interactions between turbulence and combustion through the filtered reaction rate.
The main challenge with turbulent combustion modelling is accurately capturing the
interactions between turbulence and the effects of chemistry in combustion. Various
methods have been proposed to model the filtered turbulent reaction rate, where some
models contain algebraic expressions and other models require additional transport
equations. The development of turbulent reaction rate models within the LES framework
are contained in numerous review articles and books (Bilger et al., 2005; Echekki &
Mastorakos, 2011; Gicquel et al., 2012; Janicka & Sadiki, 2005; Pitsch, 2006; Poinsot &
Veynante, 2012; Swaminathan & Bray, 2011b). Most of these models have been extended
from earlier models developed for RANS simulations (Brewster et al., 1999; Veynante &
Vervisch, 2002). A brief summary of each of these models is given next within the context
of premixed and partially premixed combustion, since the simulations undertaken in this
work are of such flames. The models are separated into phenomenological, geometric and
statistical models, following the review by Gicquel et al. (2012).
3.4.1 Phenomenological models
Eddy break-up model
The Eddy Break-Up (EBU) model for RANS modelling is based on the phenomenological
analysis of turbulent combustion with high Damköhler (Da≫ 1) and Reynolds (Re≫ 1)
numbers (Spalding, 1971). The baseline assumption of the EBU model is that the
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chemical time scales are much smaller than the turbulent time scales, i.e., the reaction
rate is controlled only by the turbulent mixing rate. Therefore, the reaction zone is
viewed as a collection of fresh and burnt fluid parcels. For the context of RANS, the
model is taken as inversely proportional to the turbulent time scale k˜/ε˜. The EBU model
for the filtered reaction rate is written as
ω˙ = CEBUρ
ε˜
k˜
σ2c . (3.25)
The EBU expression shown in Eq. (3.25) contains a model constant CEBU that requires
ad hoc tuning. The variance of the progress variable σ2c can be assumed to be bimodal
c˜(1− c˜) for the limit of an infinitely thin flame (Bray et al., 1985). However, the model
contains no chemical reaction mechanisms and the thickness of the flame is also unknown,
as the high Damköhler assumption yields a thin flame front. This results in overestimates
of the reaction rate. Another disadvantage with the EBU model is that unphysical
solutions close to walls are caused by the abnormally high values of ε˜/k˜.
The model has been extended by Magnussen & Hjertager (1977) for non-premixed
combustion with an Arrhenius type expression to include finite rate chemistry and has
been adapted by Ertesvåg & Magnussen (2000) for premixed combustion; these models are
known as Eddy Dissipation Concept (EDC) models. The EBU models have been adapted
for LES by replacing the turbulent time scale with a SGS time scale τsgs = k˜sgs/ε˜sgs
(Fureby & Möller, 1995; Giacomazzi et al., 2004; Möller et al., 1996). In addition, the
variance is replaced by the SGS variance and is modelled using an algebraic expression
σ2c,sgs = A∆2(∇c˜ ·∇c˜), where A can take a constant value or be evaluated dynamically;
the constant typically takes a value of 0.5 (Pierce & Moin, 1998). The EBU model is
very computationally inexpensive, since it is computed from known quantities and no
additional transport equations are used. In addition, the EBU model within LES can
capture the effects of wrinkling, unlike the RANS based closure and overestimates are
not as severe within the LES approach (Poinsot & Veynante, 2012).
Artificially thickened flame model
The Artificially Thickened Flame (ATF) model was first proposed by Butler & O’Rourke
(1977), where the underlying principle of the model is to thicken the laminar flame front
by a factor F . This is achieved by multiplying the thermal diffusivity by F to give a flame
thickness Fδ0L, while dividing the Arrhenius constant A by F , which yields an increased
chemical time scale of Fτc. Hence through a scaling argument, the laminar flame speed
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s0L ∼ (Fδ0L)/(Fτc) and remains unchanged when the flame is artificially thickened. This
means that the flame front can be resolved on a coarser grid. However, the Damköhler
number also decreases by a factor F because the laminar flame speed remains unchanged
when the flame is thickened, as shown using the definiton in Eq. (2.41). This causes a
reduction in the SGS wrinkling of the flame front. The LES study for turbulent premixed
combustion by Colin et al. (2000) introduced an efficiency function based on the SGS
turbulence properties. Static and dynamic procedures for the efficiency function have
been previously proposed (Charlette et al., 2002a,b; Wang et al., 2011) and a detailed
overview of the model validation using numerous benchmark cases is provided by Gicquel
et al. (2012). While the use of the ATF model can reduce the grid size, the model is
still associated with high computational costs, since detailed chemical mechanisms are
required to explicitly solve the Arrhenius expression for the reaction rate. The ATF
model has been previously combined with other approaches, which include tabulated
chemistry approaches (Fiorina et al., 2010; Kuenne et al., 2012; Proch & Kempf, 2014;
Wang et al., 2011); tabulated chemistry approaches are elaborated on in § 3.4.3. The
one-dimensional laminar flamelets are explicitly filtered using the LES grid size, while
the SGS wrinkling effects are considered through the use of a wrinkling factor.
Linear-eddy model
The Linear-Eddy Model (LEM) was introduced to overcome the need for a model to
account for changes in the combustion regimes (Kerstein, 1988). The equations for mass
and momentum are solved in the typical manner, but the species transport equations
are not directly solved. Instead, the molecular diffusion, small-scale and large-scale
turbulent convection, and the chemical reaction are all simultaneously modelled at their
respective time scales. Decomposing the velocity field into its resolved field from the
LES, the resolved SGS fluctuation from k˜sgs and its unresolved SGS fluctuation leads
to the LEM model, as viewed by the length and time scales from the LES (McMurtry
et al., 1992). This model contains three processes, namely the molecular diffusion at
the SGS, the reaction kinetics and sub-grid stirring; there is also a fourth process that
represents the phase change for liquid fuel in spray configurations (Menon & Patel, 2006).
All of these processes are modelled using a one-dimensional domain within each LES
grid cell. The unsteady one-dimensional reaction–diffusion equation for the species mass
fraction Yα is considered, with an additional term to represent the sub-grid stirring. The
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reaction–diffusion equation for the LEM model is written as
ρ
∂Y mα
∂t
= ω˙α +
∂
∂s
(
ρD∂Y
m
α
∂s
)
+ Fms , (3.26)
where the superscript ‘m’ indicates that the sub-grid field within each cell is discretised
along the co-ordinate s, which represents the local normal specified by the gradient
∂Y mα /∂s. The number of cells for the length of each LEM domain within each LES
grid cell is chosen to ensure that all scales are resolved within the inertial subrange
(McMurtry et al., 1992). The Kolmogorov scale eddies are typically resolved using six
LEM cells (Menon & Patel, 2006). Detailed chemical kinetics can be included within
this approach using direct integration or In Situ Adaptive Tabulation (ISAT) (Pope,
1997). Since the molecular diffusion and chemical reaction kinetics are resolved within
the LEM cells, the SGS terms therefore require no modelling. The benefit gained with
not requiring an SGS model for the reaction rate is burdened by the significant increase
in the computational cost. The term Fms represents the mixing at the SGSs, which is
done through a stochastic mapping procedure, known as a triplet map (Kerstein, 1988).
Further detail on this approach is available in the review by Menon & Kerstein (2011).
3.4.2 Geometric models
Geometric models are based on treating the flame as a flamelet with a high Damköhler
number and its surface propagates through the reactant mixture. Two approaches are
briefly described here, which are based on tracking the evolution of the flame surface.
Flame surface density approach
The Flame Surface Density (FSD) approach is one of the physical models for the flamelet
assumption for reaction rate modelling, where it was recognised by Marble & Broadwell
(1977) that the mean reaction rate is proportional to the mean flame surface per unit
volume Σ. The general idea is to observe the amount of flame surface area per unit
volume Σ = Σ(c = ζ;x, t) at a specified location of the reaction progress variable (c = ζ)
along an iso-surface within the laminar flame. If the flamelet assumption holds, then
the propagation velocity of this surface is close to the unstrained laminar flame speed.
Therefore, the reaction rate can be written in the form
ω˙ = ρus0LI0Σ , (3.27)
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where I0 is a function accounting for the effect of straining and changes in the local
burning velocity (Bray & Cant, 1991). The main challenge of the FSD approach is to
find closure for Σ, as this appears in Eq. (3.27) for ω˙. Algebraic expressions have been
proposed for modelling Σ, which include relating the FSD to the scalar dissipation rate
of the progress variable (Borghi, 1990) or using an EBU-type expression, which was
deduced using DNS data (Boger et al., 1998) and contains an SGS wrinkling factor
Ξ∆ = |∇c| / |∇c|. This can be obtained by assigning a constant (Boger et al., 1998) or
evaluating this factor dynamically (Charlette et al., 2002a,b).
Another approach for FSD modelling consists of solving an FSD transport equation
to obtain Σ. The studies by Pope (1988) and Candel & Poinsot (1990) have rigorously
deduced transport equations for the evolution of the flame surface within turbulence.
This has been applied within the LES framework by Hawkes & Cant (2001a) and it was
noted that the net propagation rate of the flame was independent of the filter size and
that wrinkling was more prominent at the SGS for higher turbulence levels. The study
by Hawkes & Cant (2001b) also highlighted that the physically realisable condition Σ ≥ 0
may not always be satisfied for algebraic closures or transporting Σ and care must be
taken when using this approach. Further details on FSD approaches are well covered by
Cant (2011).
G-equation model
The G-equation model is another example of a physical flamelet model, which was
proposed by Williams (1985a,b) for modelling turbulent premixed flames. This approach
is otherwise referred to as a level-set approach, since the propagating flame front is
captured by defining the front as an iso-surface of a continuous function for a scalar
field. The level-set equation used to describe the propagation of the flame front is valid
only on this prescribed surface. In addition, the level-set equation does not contain any
information on the thickness of the flame and therefore, this approach has been used for
thin laminar flamelets within turbulence to study the wrinkling of the flame. In order
to use this approach for simulations using RANS or LES methodologies, the level-set
function is converted to a distance function (Pitsch, 2006).
The approach uses a non-reactive scalar G, such as a constant temperature or progress
variable, and the flame surface is represented by a level set of the scalar at G(x, t) = G0,
where G0 is a fixed constant that represents the flame surface. The field is divided
into regions, whereby G > G0 is the product region and G < G0 is the reactant region
(Pitsch, 2006). The chosen surface moves with a displacement speed sd and its normal is
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directed into the unburnt reactants; the normal is expressed as n̂ = −∇G/ |∇G|. The
displacement speed is closely related to the laminar flame speed and its modelling can
consider effects of finite rate chemistry and non-unity Lewis numbers. Since the constant
is a non-reactive scalar, it avoids complications associated with counter-gradient diffusion.
Furthermore, no source term is required in the corresponding transport equation for G
(Peters, 2000). However, the turbulent burning velocity in the transport equation for
G needs to be specified as in input function. This marks a key difference between the
G-equation model and the FSD approach, as the turbulent burning velocity emerges as a
result with the FSD approach (Cant, 2011).
The transport equation for a RANS approach has been derived by Peters (1992, 1999)
and its applications are outlined by Chen et al. (2007) and Peters (2000). Various ap-
proaches has been proposed for LES using the standard filtering operation (Chakravarthy
& Menon, 2001; Im et al., 1997; Kim & Menon, 2000). However, these approaches are
not valid for both the corrugated flamelets regime and the thin reaction zones regime.
The study by Pitsch (2005) provided a revised formulation with a new filter kernel, which
averages along the flame surface. However, a main challenge of the formulation is that
the flame is only represented by this surface and the broadening of the reaction zone due
to turbulence is not resolved and must be modelled. This is a severe issue for Da < 1 and
mixing of the scalar field at the resolved scale must be considered in the future (Pitsch,
2006).
3.4.3 Statistical models
The last category of models are known as statistical models, which are based on using
a PDF to obtain closure for the filtered reaction rate. As shown in Eq. (3.3), the
reaction rate for a chemical species is a function of its composition Y = (Yα, . . . , YN ) and
temperature. Therefore, the filtered reaction rate ω˙α can be obtained from the laminar
reaction rate and a multi-dimensional PDF that contains the SGS statistics of the flame.
This is expressed using the expression for a joint PDF in Eq. (2.33) as
ω˙α(Y , T ) =
∫ ∫
ω˙α(Y , T )P (Y , T ) dY dT , (3.28)
where Y and T are the sample space variables for Y and T respectively. This sub-grid
PDF is determined by either assigning the shape of the PDF, known as the presumed
PDF approach, or by finding the PDF of the variable by solving a transport equation,
which is a transported PDF approach. Both approaches do not use geometric assumptions
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for the flame front. An overview of PDF based approaches is provided here, which have
been reviewed in detail by Pope (2013).
Transported PDF
An early approach for turbulent combustion modelling is to obtain the one-point, one-time
PDF for a set of variables that describe the hydrodynamic and thermochemical state of
a chemically reacting mixture. This approach was first introduced by Dopazo & O’Brien
(1974a,b) and extended to a Lagrangian particle based approach through the solution
of stochastic ordinary differential equations for the particles (Pope, 1985). This has
been proposed for RANS modelling (Dopazo, 1994; Pope, 1990) and extended to LES by
using a Filtered Density Function (FDF) approach (Gao & O’Brien, 1993; Pope, 1990;
Sheikhi et al., 2003); the review by Givi (2006) provides the physical FDF formulation
for LES. Transported PDF/FDF approaches are unique compared to other combustion
models because the filtered turbulent reaction rate can be obtained from the FDF and
therefore, it appears as a closed term. On the other hand, the main challenge for this
approach is to accurately capture the molecular mixing, in particular the mixing at
the SGS (Haworth, 2010). Celis & Figueira da Silva (2015) have provided a review on
modelling the molecular mixing and concluded that no model has been proposed yet that
performs well at high Damköhler numbers. Hybrid Lagrangian Particle/Eulerian Mesh
(LPEM) algorithms (Rembold & Jenny, 2006) are the current mainstream approach for
implementing PDF and FDF methods, but standalone Lagrangian particle methods are
still being developed (McDermott & Pope, 2007). However, Lagrangian particle solvers
are computationally very expensive, since the number of particles must be one order of
magnitude higher than the number of cells in the mesh. An alternative method, known
as the stochastic Eulerian fields method, has been proposed to reduce the computational
requirements of transported PDF models (Hauke & Valiño, 2004; Mustata et al., 2006;
Valiño, 1998). This approach uses standard Eulerian numerical methods with smooth
stochastic fields to represent the PDFs instead of solving the stochastic particle differential
equations. The approach has proved to be a more practical approach and has been
applied in numerous follow-up studies (Jones et al., 2015a, 2014, 2015b; Jones & Prasad,
2010, 2011). More information on transported PDF/FDF approaches can be found in
the reviews by Haworth (2010) and Haworth & Pope (2011).
3.4 Filtered reaction rate closure 53
Conditional moment closure
The Conditional Moment Closure (CMC) model was originally proposed for non-premixed
combustion within the RANS framework by Klimenko (1990) and Bilger (1993), where
they also derived the CMC transport equation by using a mixture fraction based approach.
The general idea is to solve the transport equations for the conditional mean in reactive
scalar space, which include the species mass fractions and temperature. This method
has since been able to be used for turbulent premixed flames by using the reaction
progress variable as the reactive scalar (Mantel & Bilger, 1995). The conditional mean
of the species mass fraction can be written based on a conditional chosen scalar. The
conditional mean of Yα(x, t) is expressed as (Klimenko, 1990)
Qα(ζ;x, t) =
〈
Yα(x, t) | c = ζ
〉
. (3.29)
There have been significant advances over the last decade with the CMC model,
with a focus on improving the accuracy of closure for the filtered chemical source term
(Kronenburg & Mastorakos, 2011). There has also been progress in modelling the different
combustion regimes (see Fig. 2.3), as local correlations between scalars can be weakened.
This therefore increases fluctuations about the conditional mean and they must be
accounted for in the modelling of the unclosed terms, particularly for the chemical source
term. The CMC model is beneficial as it can be used with complex geometries and
practical applications, such as internal combustion engines and gas turbines (Giusti &
Mastorakos, 2017; Kronenburg & Mastorakos, 2011; Zhang & Mastorakos, 2016, 2019).
Using CMC within the LES framework was initially achieved for non-premixed flames by
Kim & Pitsch (2005) and Navarro-Martinez et al. (2005). However for turbulent premixed
flames, the amount of progress that has been achieved is less, due to the difficulty with
modelling the scalar dissipation rate of c. Amzin et al. (2012) were first to test and
validate a RANS–CMC approach for premixed flames and the approach was extended to
LES by Farrace et al. (2018, 2017) by using an algebraic closure for the scalar dissipation
rate of c (Dunstan et al., 2013; Kolla et al., 2009); this is elaborated on in § 3.5.1.
Multiple mapping conditioning
The Multiple Mapping Conditioning (MMC) method is a unified approach that combines
CMC and PDF methods with a mapping procedure (Klimenko & Pope, 2003; Kronenburg
& Mastorakos, 2011; Pope, 1991). The study by Klimenko & Pope (2003) extends CMC,
which is used for the evaluation of reactive scalars, and a mapping closure is used for
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consistent modelling of the conditional dissipation. This converts the model into a joint
PDF method, which enforces mixing between the Lagrangian particles closely located in
a reference space. The reference space variables are selected to emulate the properties of
a turbulent flow, which have a strong effect on reactive quantities, such as the mixture
fraction. The scalars are usually divided into major and minor groups. The fluctuations
of the minor scalars are completely restricted or the minor scalars are allowed to fluctuate
jointly or relative to the major scalars.
Two formulations of MMC were proposed in the study by Klimenko & Pope (2003),
known as deterministic MMC and stochastic MMC. The deterministic formulation is
the natural extensions of CMC, where the fluctuations for minor scalars around the
conditional means are completely neglected. Several conditioning variables are used to
emulate selected Lagrangian properties of turbulence, such as the scalar dissipation and
velocities. Klimenko (2005) later extended the deterministic approach by exploiting the
neglected minor scalar fluctuations. This approach allows for the reference variables
to take other roles in addition to conditioning, such as emulating scalar dissipation
fluctuations. The approach also maintains a lower computational cost.
The stochastic formulation is a joint PDF method and MMC is used as the mixing
model. The PDF is either assigned a priori or simulated typically with Markov processes.
In the context of LES, Cleary & Klimenko (2009) introduced sparse Lagrangian particle
methods with a generalised MMC closure for the FDF that is used to model the LES sub-
grid contributions. The expression ‘sparse’ refers to the number of stochastic particles,
which can be as low as one stochastic particle per 30 LES cells. This concept was
originally developed for non-premixed flames by Cleary & Klimenko (2009) and has
recently been used to model multi-regime combustion in lifted non-premixed flames
(Galindo et al., 2017) and one flame from the Sydney swirl flame series (Huo et al., 2019).
The stochastic variant of the model has recently been applied to premixed combustion by
Straub et al. (2019, 2018). The filtered progress variable is used as the reference variable
for the MMC mixing model. In order to resolve the flame, the ATF model (Colin et al.,
2000) is used and a two-dimensional flamelet generated manifold approach is used to
model the chemical source term. This MMC–ATF approach for premixed combustion
was applied to the stratified flame at Darmstadt (Seffrin et al., 2010; Stahler et al., 2017).
Presumed PDF models
The computational cost of including full chemical kinetics in turbulent combustion
simulations remains extremely high, which has led to statistical flamelet models being
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developed as an approach for chemistry reduction. Statistical flamelet models are based
on using a presumed PDF and one of the earliest models proposed for premixed flames
is the Bray–Moss–Libby (BML) model (Bray et al., 1981; Libby & Bray, 1981). The
presumed PDF approach for turbulent premixed flames can be written in terms of the
reaction progress variable and its moments. The progress variable is determined using
temperature, as shown in Eq. (2.24), and its sample space variable for the PDF is
denoted as ζ. The BML model treats the reaction zone as a statistical laminar flamelet
(Bray et al., 1985). The reacting flow field is separated into reactants (0 ≤ ζ ≤ ζ∗),
reaction zones (ζ∗ ≤ ζ ≤ 1 − ζ∗) and combustion products (1 − ζ∗ ≤ ζ ≤ 1). Their
corresponding probabilities are denoted as α(x), γ(x) and β(x) respectively, with the
condition α(x) + β(x) + γ(x) = 1 (Bray et al., 1985). The PDF that is in the limit
ζ∗ → 0 is expressed as
P (c,x) = α(x) δ(c) + β(x) δ(1− c) + γ[H(0)−H(1)](x) f(c;x) , (3.30)
where the Dirac delta functions δ(c) and δ(1− c) represent the reactants and products
respectively andH represents the Heaviside function. The internal part of the PDF P (c,x)
is represented by the function f(c;x), which must satisfy the condition
∫ 1
0 f(c;x) dc = 1.
Since it is assumed that the Damköhler number is high, the flame is treated as a very
thin unstrained interface that separates the reactants and the products (γ ≪ 1) and α
and β can be expressed as a first moment of c and the heat release parameter τ .
An underlying principle of the BML model is that the reaction zone thickness is
neglected. This means the consumption and production rates for each chemical species
cannot be explicitly obtained. An alternative presumed PDF approach is based on using
tabulated chemistry, which involves using flame data and storing this within a look-up
table as a function of the chosen parameterising variables. This was initially proposed by
Liew et al. (1981) for non-premixed flames and Libby & Bray (1980) for premixed flames.
For non-premixed flames, the PDF is based on the mixture fraction while for premixed
flames, the PDF is based on the progress variable. Bradley et al. (1990) extended this
by proposing the use of a joint PDF for the mixture fraction and progress variable; this
is known as the mixedness-reactedness approach. This approach has been extended to
include the strain rate as a third variable in the joint PDF (Bradley et al., 1998). The
study by Maas & Pope (1992a,b) developed the Intrinsic Low-Dimensional Manifold
(ILDM) approach, which exploits the fast chemistry assumptions through analysing the
chemical time scales associated with the reaction system. An eigenvalue analysis of the
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local Jacobian of the chemical source term is used and allows chemical time scales that
are smaller than a given time to be neglected. The eigenvectors which represent the
slow chemical processes are used to construct a low-dimensional manifold in composition
space. A limitation with this approach is that a high number of control variables are
required for hydrocarbon–air flames, due to the number of species and this significantly
increases the number of dimensions of the look-up table. Furthermore, the assumption of
fast chemical time scales leads to issues with predicting the low temperature domains
of the flame and more dimensions in the look-up table are required, which leads to a
significantly increased computational cost.
Two models have been independently proposed to overcome these limitations of the
ILDM approach, namely the well-known Flamelet-Generated Manifold (FGM) (van
Oijen & de Goey, 2000) and the Flame Prolongation of ILDM (FPI) models (Gicquel
et al., 2000). These approaches involve obtaining the solution of one-dimensional freely
propagating laminar premixed flames over a range of equivalence ratios and storing the
reaction rates and species mass fractions as functions of defined co-ordinates, which can
include the mixture fraction, progress variable, strain rate or enthalpy. It was concluded
by Fiorina et al. (2003) that the flamelet database can be constructed using either freely
propagating or burner-stabilised flames. The progress variable is usually taken as a single
or linear combination of species mass fractions (Fiorina et al., 2015; Ihme et al., 2012),
as noted in § 2.2.2. The reaction zone is typically described using a beta function PDF.
This PDF is parameterised using the filtered progress variable and its SGS variance for
premixed flames within the LES framework. This beta PDF Pβ for the progress variable
is written as (Cook & Riley, 1994)
Pβ(ζ) =
ζa−1(1− ζ)b−1
B(a, b) with B(a, b) =
∫ 1
0
ζa−1(1− ζ)b−1 dζ , (3.31)
and the constants a and b are related to c˜ and σ2c,sgs by
a = c˜
[
c˜(1− c˜)
σ2c,sgs
− 1
]
with b = (1− c˜)a
c˜
. (3.32)
This PDF is parameterised using c˜ and its SGS variance σ2c,sgs, which is either
transported or modelled; the issue of whether to model or transport the SGS variance is
addressed in § 3.5.1.
Another example of a presumed PDF flamelet approach is the Flamelet/Progress
Variable (FPV) model, which was originally proposed by Pierce & Moin (2004). This
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approach builds on the previous works on steady (Peters, 1984) and unsteady (Pitsch &
Steiner, 2000a) flamelet models and views the turbulent diffusion flame as an ensemble of
steady laminar flamelets, which are solved using the steady form of the flamelet equation
in mixture fraction space, as written in Eq. (2.18). However, the significant difference
between these approaches is that the diffusion flamelet solutions in the FPV model are
parameterised using the progress variable instead of the mixture fraction scalar dissipation
rate. Therefore, this requires the solution of the progress variable transport equation
for the LES, which indirectly maps the chemical species. The thermochemical variables
are mapped using a presumed joint PDF of two statistically independent PDFs for the
mixture fraction and the progress variable. The mixture fraction PDF is parameterised
using the filtered mixture fraction and its SGS variance, while the reaction progress
variable is parameterised using only the filtered progress variable. Ihme et al. (2005)
extended the approach by including a transport equation for the SGS variance of the
progress variable and included this term as a control variable within the progress variable
PDF. The FPV model has been developed to include unsteady flamelets by Pitsch &
Ihme (2005). It was also shown by Ihme et al. (2005) that using a presumed beta PDF
for reaction progress variable PDF instead of a delta distribution provided improvements
in the case with strong local extinction and reignition. A Statistically Most Likely
Distribution (SMLD) can be employed to increase the moments of the progress variable
PDF, but led to only marginal improvements in the model (Ihme & Pitsch, 2008a,b).
Statistical flamelet models have proven to be beneficial in terms of reducing computa-
tional requirements and are able to provide physically meaningful results of turbulent
flames within complex configurations. The state-of-the-art FPV and FGM models either
opt not to include the SGS progress variable variance within the beta PDF for the progress
variable, or choose to model σ2c,sgs with an algebraic model (Pierce & Moin, 1998) or using
its transport equation. If the SGS variance for the progress variable has been transported,
e.g., as done in the study by Ihme et al. (2005), the scalar dissipation rate χc,sgs in the
transport equation for σ2c,sgs is modelled using an algebraic expression based on turbulent
mixing (Pierce & Moin, 1998; Pitsch, 2006). This algebraic expression is suitable for
passive scalars, since their gradients are generated through turbulence. However, such
models do not account for the effects of chemical reactions, thermal expansion and the
multi-scale turbulent–combustion interactions. Hence, the gradients for the progress
variable are influenced by combustion and turbulence (Swaminathan & Bray, 2005). The
study by Langella & Swaminathan (2016) demonstrated that algebraic models based
on passive scalar gradients for σ2c,sgs and χc,sgs are not sufficient for modelling turbulent
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premixed flames. A transport equation for σ2c,sgs is included, which contains an algebraic
closure for χc,sgs that was developed by Kolla et al. (2009) for RANS and Dunstan et al.
(2013) for LES. This has also yielded improvements for modelling partially premixed
flames (Ruan et al., 2012, 2014). Hence, the flamelet model that has been developed
within the doctoral theses by Ruan (2013), Langella (2016) and Chen (2017) is used in
this work and an overview of the model is given next.
3.5 Partially premixed flamelet model
3.5.1 Adiabatic flame model
The combustion modelling framework uses the unstrained flamelets concept and is based
on the early mixedness-reactedness concept proposed by Bradley et al. (1998, 1990), which
was also used for the FPV model, as described in § 3.4.3. This closure has been tested
for premixed combustion using RANS and URANS methodologies for laboratory-scale
flames (Ahmed & Swaminathan, 2013, 2014; Darbyshire & Swaminathan, 2012; Kolla &
Swaminathan, 2010b; Swaminathan et al., 2011) and for practical burners (Ruan et al.,
2015). This model for the LES of premixed combustion has been developed by Langella
& Swaminathan (2016) and tested for laboratory-scale flames (Langella et al., 2016a,b).
The use of this model for partially premixed combustion has also been developed by Chen
et al. (2017) and applied for gas turbine combustor simulations (Chen et al., 2019a,b;
Langella et al., 2018a). With this closure, the thermochemical quantities that are required
for partially premixed combustion are the first two moments of the mixture fraction and
progress variable, and the thermochemical enthalpy, where the latter variable is required
to calculate the temperature. The transport equations for the filtered enthalpy, mixture
fraction and progress variable are shown in Eqs. (3.9), (3.10) and (3.11) respectively.
The filtered transport equation for the SGS mixture fraction variance σ2ξ,sgs is given as
ρ
Dσ2ξ,sgs
Dt ≃∇ ·
[(
ρD + ρ νTScT
)
∇σ2ξ,sgs
]
− ρχ˜ξ,sgs + 2 ρ νTScT
(
∇ξ˜ ·∇ξ˜
)
, (3.33)
where the mixture fraction scalar dissipation rate χ˜ξ,sgs is modelled using a linear relaxation
model χ˜ξ,sgs = Cξ (νT/∆2)σ2ξ,sgs with a model constant Cξ = 2 (Pierce & Moin, 1998).
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The filtered transport equation for the SGS progress variable variance σ2c,sgs is written
similarly as
ρ
Dσ2c,sgs
Dt ≃∇ ·
[(
ρD + ρ νTScT
)
∇σ2c,sgs
]
− ρχ˜c,sgs + 2 ρ νTScT
(
∇c˜ ·∇c˜
)
(3.34)
+ 2
(
c ω˙∗ − c˜ ω˙∗
)
.
As mentioned previously, the SGS scalar dissipation rate χ˜c,sgs is influenced by both
combustion and turbulence and thus, its modelling should include those influences. The
LES model proposed by Dunstan et al. (2013), which has been tested thoroughly in
previous studies (Chen et al., 2019a,b; Gao et al., 2014, 2015; Langella & Swaminathan,
2016; Langella et al., 2015, 2017, 2016a), is used here and is written as
χ˜c,sgs = F
[
2Kc(ξ)
s0L(ξ)
δ0L(ξ)
+
(
C3 − τ(ξ)C4Da∆
)(2u′∆
3∆
)]
σ2c,sgs
βc
. (3.35)
The function F = 1− exp (−0.75∆+) ensures that the SGS dissipation rate ap-
proaches zero when the filter width ∆ approaches zero and the normalised filter width is
∆+ = ∆/δ0L. The variables s0L, δ0L and τ in Eq. (3.35) depend on the local mixture fraction
(Ruan et al., 2014). The heat release parameter is the normalised temperature rise and
is defined as τ(ξ) = (Tb(ξ)− Tu)/Tu. These values are obtained from one-dimensional
unstrained planar laminar premixed flame calculations over the flammability range in
mixture fraction space; this procedure is described in § 3.5.2. The symbol Kc = 0.79 τ is a
thermochemical parameter for turbulence–combustion interactions. The other parameters
are defined as C3 = 1.5
√
Ka∆/(1 +
√
Ka∆) and C4 = 1.1/(1 +Ka∆)0.4 following earlier
studies (Dunstan et al., 2013; Langella et al., 2015). The dimensionless parameters
Da∆ and Ka∆ are defined as Da∆ = s0L∆/(u′∆δ0L) and Ka∆ = (u′∆/s0L)
3/2(δ0L/∆)
1/2 re-
spectively. The sub-grid velocity scale u′∆ is modelled using a scale-similarity approach
as u′∆ = Cq
∑ |U˜ − ̂˜U |, where ̂˜U is the velocity field obtained using a Gaussian test filter
of width ∆̂ ≃ 2∆ (Pope, 2000). This model for u′∆ is used to be consistent with the
previous studies (Langella et al., 2016a; Ruan et al., 2014), but different models are
available, as outlined by Langella et al. (2018b).
It was established in previous studies that the parameters in Eq. (3.35) and their values
are closely connected to certain physical aspects of turbulence–combustion interactions
and their influences on the scalar dissipation rate (Dunstan et al., 2013; Gao et al.,
2014; Kolla et al., 2009). The term σ2c,sgs/βc in Eq. (3.35) comes from influences of
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flame curvature induced by wrinkling, where βc is a flame curvature parameter. This
scale-dependent parameter here will either use a constant value βc = 7.5, which is
a proposed optimum value for methane–air combustion (Langella et al., 2015), or be
obtained dynamically (Gao et al., 2015; Langella et al., 2015).
The last term that requires closure is the filtered reaction rate for partially premixed
combustion ω˙∗, which also appears as a source term in Eq. (3.34). This is determined
by treating it as a combination of the instantaneous burning modes, which is written as
(Bray et al., 2005)
ω˙∗ = ω˙︸︷︷︸
Premixed mode
+ ρχξ
c
ψeq
d2ψeq
dξ2︸ ︷︷ ︸
Non-premixed mode ω˙np
+ 2 ρχξc
1
ψeq
dψeq
dξ︸ ︷︷ ︸
Cross term ω˙cdr
, (3.36)
where the instantaneous mixture fraction dissipation rate is defined using Eq. (2.17) and
the cross-dissipation is χξc = D(∇ξ ·∇c) (Bray et al., 2005). The third term on the
right-hand side of Eq. (3.36) represents the contribution that arises through the cross
dissipation rate of ξ and c. Previous studies have shown that this term is at least one
order of magnitude smaller than the other two contributions and therefore, this term is
neglected in this work (Domingo et al., 2005; Ruan et al., 2012). The reaction progress
variable is defined using the sum of the CO and CO2 mass fractions following previous
studies (Fiorina et al., 2003; Ruan et al., 2015). This is written as
c = YCO + YCO2
Y eqCO(ξ) + Y
eq
CO2(ξ)
, (3.37)
where the superscript ‘eq’ denotes the equilibrium condition at a given mixture fraction.
The first term of Eq. (3.36) is the premixed contribution, which is based on a presumed
sub-grid joint PDF approach for the mixture fraction and progress variable. This is
written as (Ruan et al., 2014)
ω˙ = ρ
∫ 1
0
∫ 1
0
ω˙(η, ζ)
ρ(η, ζ) P˜ (η, ζ) dη dζ , (3.38)
where ω˙(η, ζ) and ρ(η, ζ) are the flamelet reaction rate and density respectively, which are
obtained through one-dimensional unstrained planar laminar premixed flame calculations
over the flammability range in mixture fraction space. The joint PDF contains the
sample space variables η and ζ for the first two moments of the mixture fraction
and progress variable respectively. This density-weighted PDF is approximated as
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P˜ (η, ζ) ≈ P˜β(η ; ξ˜, σ2ξ,sgs)× P˜β(ζ ; c˜, σ2c,sgs) and the shape of the two PDFs are assigned
using beta functions. This assumes that both beta PDFs are statistically independent.
However, there are fluctuations of ξ and c that influence each other and this correlation is
significant in RANS modelling, as the fluctuations are entirely modelled. This correlation
is included within the joint PDF through the copula method (Darbyshire & Swaminathan,
2012; Ruan et al., 2014). The DNS study by Chen et al. (2018b) demonstrated that the
sub-grid correlation is relatively less influential on the time-averaged statistics because
the contribution related to the large-scale fluctuations is resolved in LES. Therefore, the
sub-grid correlation is not considered and the statistical independence assumption for
the two beta PDFs is made for simplicity. It is assumed that reaction source term in
Eq. (3.34) is c ω˙∗ ≈ c ω˙ for modelling simplicity and is evaluated in a similar manner to
Eq. (3.38). This is written as
c ω˙ = ρ
∫ 1
0
∫ 1
0
ζ
ω˙(η, ζ)
ρ(η, ζ) P˜ (η, ζ) dη dζ . (3.39)
The non-premixed contribution ω˙np is modelled using the expression (Ruan et al.,
2014)
ω˙np = ρ c˜ χ˜ξ
∫ 1
0
1
ψeq (η)
d2ψeq (η)
dη2 P˜ (η) dη . (3.40)
The non-premixed contribution does not come from counterflow diffusion flamelets
and is instead a correction term for the premixed contribution term. This term contains
the filtered mixture fraction scalar dissipation rate, which is the sum of the resolved
and SGS contributions and is expressed as χ˜ξ = D˜(∇ξ˜ ·∇ξ˜) + χ˜ξ,sgs. The non-premixed
contribution is typically significant in the stoichiometric regions, where strong levels
turbulent diffusion of the fuel and oxidiser are present.
The premixed and non-premixed reaction rate expressions in Eqs. (3.38) and (3.40)
contain the filtered density, which is computed using the filtered equation of state, as
shown in (3.12). This requires knowledge of the Favre-filtered temperature and the
mixture molecular mass. The filtered temperature is obtained using the filtered enthalpy
transport equation and is calculated as T˜ = T0 + (h˜ − ∆˜h0f)/c˜p. This step is required
because the temperature is not directly obtained from the energy equation, since the
enthalpy is transported instead. The three thermochemical quantities for the mixture
∆˜h0f , c˜p and M˜ are calculated in a similar manner as the premixed reaction rate term in
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Eq. (3.38) and are given as
c˜p =
∫ 1
0
∫ 1
0
cep(η, ζ) P˜ (η, ζ) dη dζ , (3.41)
∆˜h0f =
∫ 1
0
∫ 1
0
 N∑
α=1
Yα(η, ζ)∆h0f
 P˜ (η, ζ) dη dζ , (3.42)
M˜ =
∫ 1
0
∫ 1
0
 N∑
α=1
Yα(η, ζ)
Mα
−1 P˜ (η, ζ) dη dζ . (3.43)
It should be noted that Eq. (3.41) includes its temperature dependence at the
flamelet level through the use of an effective specific heat capacity, which is defined as
cep = (T1 − T0)−1
∫ T1
T0 cp(T ) dT . The aforementioned flamelet thermochemical variables,
along with the reaction rate and density, are determined through the solution of one-
dimensional unstrained planar laminar premixed flame calculations. This procedure is
briefly outlined next.
3.5.2 Flamelet library
The overall procedure of generating the flamelet library is shown by a schematic in
Fig. 3.1. In this work, the flamelet calculations are undertaken using the PREMIX code
in CHEMKIN–II (Kee et al., 1985) and Cantera (v2.3.0) (Goodwin et al., 2017) using
the GRI–Mech 3.0 chemical mechanism (Smith et al., 2000), which involves 53 species
and 325 chemical reactions. The flamelet library is obtained through the solution of the
steady one-dimensional flame equations for species transport and energy (in the form of
temperature), which are written as
One-dimensional species transport:
ρU
dYα
dx = ω˙α +
d
dx
(
ρDαdYαdx
)
, (3.44)
One-dimensional temperature:
ρcpU
dT
dx =
d
dx
(
λ
dT
dx
)
+ ρdTdx
 N∑
α=1
cp,αDαdYαdx
− N∑
α=1
hαω˙α , (3.45)
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Solve 1D flame
Eqs. (3.44) and (3.45)
Lφ(ξ×c)
ξ c ω˙ c ω˙ ∆h0f cep M Yα
0 0 ·· ·· ·· ·· ·· ··
·· ·· ·· ·· ·· ·· ·· ··
0 1 ·· ·· ·· ·· ·· ··
·· ·· ·· ·· ·· ·· ·· ··
·· ·· ·· ·· ·· ·· ·· ··
1 1 ·· ·· ·· ·· ·· ··
Perform integration on Eqs. (3.38),
(3.39) and (3.41)–(3.43)
Mφ˜
(ξ˜×c˜×g˜ξ×g˜c)
ξ˜ c˜ g˜ξ g˜c ω˙ c ω˙ ∆˜h
0
f c˜p M˜ Y˜α
0 0 0 0 ·· ·· ·· ·· ·· ··
·· ·· ·· ·· ·· ·· ·· ·· ·· ··
0 0 0 1 ·· ·· ·· ·· ·· ··
·· ·· ·· ·· ·· ·· ·· ·· ·· ··
·· ·· ·· ·· ·· ·· ·· ·· ·· ··
1 1 1 1 ·· ·· ·· ·· ·· ··
Fig. 3.1 Schematic of generating the flamelet look-up table, adapted from the diagram by Chen (2017).
64 Computational Approaches for Turbulent Combustion
where mass conservation is achieved through ρU = ρus0L.
The thermochemical properties for the one-dimensional flame are mapped through
the progress variable, which is discretised with Nc points. The overall flamelet reaction
rate is taken as ω˙ = ω˙CO + ω˙CO2 . This is then repeated to obtain the flamelets across
the flammability range by varying the equivalence ratio. The set of flamelets are then
mapped in mixture fraction space with Nξ points. This results in a two-dimensional
laminar flame matrix Lφ of size Nξ × Nc for each thermochemical variable φ.
The next step is to perform the integration to obtain the look-up table for the
filtered quantities. The SGS variances for the mixture fraction and progress variable
are normalised respectively as g˜ξ = σ2ξ,sgs/ξ˜(1− ξ˜) and g˜c = σ2c,sgs/c˜(1− c˜), where the
denominators are the maximum possible variances between the fresh reactants and
burnt products across the flammability range (Bray, 1979). Integrating results in a four-
dimensional matrix Mφ˜ of size N
ξ˜
× Nc˜ × Ng˜ξ × Ng˜c . This look-up table is interpolated
during the LES using four-dimensional linear interpolation schemes, in order to obtain
the thermochemical variable quantities in each grid cell. It was shown by Ruan et al.
(2014) that this interpolation procedure produced errors of approximately 1%.
3.5.3 Extension for non-adiabatic flamelets
It is of interest in this work to introduce non-adiabatic effects into turbulent flame
simulations. Heat loss effects can be modelled by considering non-adiabatic chemistry in
flamelet calculations. Early work employed an enthalpy defect approach in the flamelets,
which is achieved by considering the heat loss through radiation (Bray & Peters, 1994;
Hossain et al., 2002; Marracino & Lentini, 1997). A burner-stabilised flame method
for building the library for FGM and FPI approaches with non-adiabatic flamelets was
introduced by van Oijen & de Goey (2000) and Fiorina et al. (2003) respectively, where
the non-adiabatic effects are included by submitting a heat flux to the wall of the burner,
in order to decrease the enthalpy in that region (Donini et al., 2017; Pantangi et al., 2014).
This is achieved by including the enthalpy as an additional tabulated variable. Other
approaches have more recently been proposed for non-adiabatic flamelet approaches,
which include a wall heat transfer model (Ma et al., 2018) and a Perfectly Stirred Reactor
(PSR) approach (Chen et al., 2018a) that have been applied for Moderate or Intense
Low-oxygen Dilution (MILD) combustion.
The original studies by van Oijen & de Goey (2000) and Fiorina et al. (2003) for the
FGM and FPI approaches respectively suggested that freely propagating premixed flames
or burner-stabilised flames can be used to build the flame library for adiabatic conditions.
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Fig. 3.2 Schematic of generating the flamelet solutions with the heat release damping approach.
However, only the burner-stabilised flame method was used for the non-adiabatic flame
calculations. The study by Proch & Kempf (2015) proposed a method for undertaking
non-adiabatic calculations of freely propagating premixed flames. The heat loss is
introduced by scaling the source term due to chemical reaction in the one-dimensional
energy equation. The method is referred to as the heat release damping method. This
approach has also been applied to non-premixed flames by introducing the same scaling
on to the chemical reaction source term in the counterflow diffusion flame equation, as
well as to the energy equation (Wollny et al., 2018).
The heat release damping approach is applied in this work to build a non-adiabatic
flamelet library, since the adiabatic library is constructed using one-dimensional freely
propagating premixed flames, as described in § 3.5.2. The non-adiabatic effects at the
flamelet level are included in the premixed contribution of the filtered reaction rate in
Eq. (3.36) by following the approach outlined by Proch & Kempf (2015) that was proposed
for premixed flames. This approach is adopted here by undertaking the calculations
in mixture fraction space at different heat loss levels. The heat loss is introduced in
the one-dimensional freely propagating premixed laminar flame calculations by altering
the chemical reaction source term in the energy equation. The one-dimensional energy
equation that is shown in Eq. (3.45) is rewritten as
ρcpU
dT
dx =
d
dx
(
λ
dT
dx
)
+ ρdTdx
 N∑
α=1
cp,αDαdYαdx
− (1− κ) N∑
α=1
hαω˙α , (3.46)
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Fig. 3.3 Flamelets generated using the heat release damping approach (Proch & Kempf, 2015; Wollny
et al., 2018). The flame speed (a) and flame thickness (b) are plotted against ϕ for different values of κ
in the range 0 ≤ κ ≤ 0.4.
where κ is the introduced heat loss factor. For a given equivalence ratio, laminar flame
calculations are performed for a number of heat loss factor values ranging from κ = 0
(adiabatic conditions) to κ = 0.4 with increments of 0.04 to give 11 flamelet solutions for
each equivalence ratio. These calculations are then repeated for 20 different equivalence
ratios covering the flammability range. Beyond κ = 0.4, no flame solution could be
obtained for the case closest to the lean flammability limit. This produces Nh∗ two-
dimensional laminar flame matrices Lφ of size Nξ ×Nc, as shown previously in § 3.5.2.
A schematic of the laminar non-adiabatic flamelet calculations procedure is shown in
Fig. 3.2. As shown in Fig. 3.3, the flame speed decreases and the flame thickness increases
when the heat loss factor is increased. For the highest heat loss case with κ = 0.4, the
value for s0L is less than 8% of the adiabatic value for all equivalence ratios. Therefore,
the flame is considered to be quenched for higher heat losses.
It is possible in the LES that the heat loss (enthalpy defect) is higher than that for
κ = 0.4 at a given local equivalence ratio. To cover this in the flamelet table, four more
heat loss levels are included and these solutions are obtained by progressively lowering
the gas temperature to 300K for each solution point in the one-dimensional laminar
flame at the last heat loss factor κ = 0.4. As a result, only the temperature related
quantities (T , cp, ρ and h) are different in these four additional solutions, whereas the
mixture composition remains the same as that for the solution produced with κ = 0.4. In
total, there are 15 (heat loss levels) × 20 (equivalence ratios) computed flamelet solutions
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Fig. 3.4 Contour plots of the flamelet temperature over progress variable and normalised enthalpy space.
Fig. 3.5 Contour plots of the flamelet reaction rate over progress variable and normalised enthalpy space.
and subsequently, these one-dimensional solutions are interpolated into three-dimensional
space and are parameterised by the mixture fraction, progress variable and enthalpy.
For the non-adiabatic flamelets, the progress variable definition is rewritten as
c = YCO + YCO2
Y eqCO(ξ, h∗) + Y
eq
CO2(ξ, h∗)
, (3.47)
and the normalised enthalpy is given by
h∗ = h− hmin(ξ, c)
had(ξ, c)− hmin(ξ, c) . (3.48)
The subscripts ‘min’ and ‘ad’ denote the minimum and adiabatic mixture enthalpies
respectively at a given mixture fraction and progress variable. The values of hmin and
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hmax are tabulated as functions of ξ and c for the normalisation of the filtered enthalpy
in the LES. Figures 3.4 and 3.5 respectively show the temperature and reaction rate
fields obtained from the flamelet calculations in c and h∗ space for three representative ξ
values. It can be seen that the reaction rate is zero when h∗ < 0.6 for all three mixture
fractions, whereas the temperature smoothly decreases to 300K as h∗ approaches zero.
This is physically consistent with the heat loss process when the flame is quenched by
the wall and reaction rate decreases to zero, but the temperature decreases gradually
through heat conduction.
These laminar flame solutions are then used for the integration of filtered quantities
required in the LES. Following the previous study by Chen et al. (2018a), the filtered
premixed reaction rate source term is modelled as
ω˙ = ρ
∫ 1
0
∫ 1
0
∫ 1
0
ω˙(η, ζ,H)
ρ(η, ζ,H) P˜ (η, ζ,H) dη dζ dH , (3.49)
where P˜ (η, ζ,H) ≈ P˜β(η ; ξ˜, σ2ξ,sgs)× P˜β(ζ ; c˜, σ2c,sgs)× δ(H− h˜∗) is the joint PDF of the
mixture fraction, progress variable and normalised enthalpy and H denotes the sample
space variable for the normalised enthalpy. The presumed beta PDF distribution is again
used for ξ and c, while a Dirac delta function is used for h∗. The look-up table for the
LES now has five dimensions of size Mφ˜ with dimensions N
ξ˜
× Nc˜ × Ng˜ξ × Ng˜c × Nh˜∗ .
3.6 Numerical solvers
The combustion closure has been implemented into two CFD codes that are used in this
work, which are PRECISE–MB and OpenFOAM. Both solvers are based on the finite
volume methodology (Ferziger & Perić, 2002). In this work, the former solver is used
for modelling turbulent premixed flames, whereas the latter solver is used for modelling
turbulent partially premixed flames. Both of these codes are highly parallelised with the
open source Message Passage Interface (Open MPI) library. These solvers are briefly
described next.
3.6.1 PRECISE–MB
The numerical simulations that are conducted using PRECISE–MB (Anand et al., 1999)
use structured hexahedral multi-block computational grids with a Cartesian co-ordinate
system. The blocks in the computational grid are manually split across each of the
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processors with the aim of achieving an equal distribution of the grid cells across the
processors, which optimises parallelisation. The spatial gradients of the filtered transport
equations are discretised using second-order accurate central difference schemes and the
discretised equations are time marched using an implicit second-order scheme (Ferziger
& Perić, 2002). The velocity and pressure coupling is maintained using the Semi-Implicit
Method for Pressure-Linked Equations-Consistent (SIMPLEC) algorithm (Van Doormaal
& Raithby, 1984). The constant and dynamic Smagorinsky models are implemented for
modelling the residual stress.
The cases that use this solver are premixed flames and hence, the filtered transport
equations for the mixture fraction and its SGS variance are not included. Non-adiabatic
flamelets are not used with this solver. Consequently, the joint PDF is replaced by a
single beta PDF for the progress variable that is parameterised with the filtered progress
variable and its SGS variance. The second-order central difference schemes used for c˜
and σ2c,sgs use a blending factor of 0.1 to control small overshoots, since these numerical
schemes are unbounded. A blending factor of 0.1 indicates that the numerical scheme
used is 10% first-order accurate and 90% second-order accurate. The reaction rate term
ω˙∗ in Eq. (3.36) is replaced with just the premixed term and is written as
ω˙ = ρ
∫ 1
0
ω˙(ζ)
ρ(ζ) P˜ (ζ) dζ , (3.50)
where the PDF P˜ (ζ) = P˜β(ζ ; c˜, σ2c,sgs). The flamelets are computed using the PREMIX
code and the final look-up table for the LES is two-dimensional of size Nc×Ng˜c . This look-
up table has Nc˜ = 101 and Ng˜c = 51 evenly distributed points for c˜ and σ
2
c,sgs respectively.
To capture the effects of the flame being exposed to air at ambient conditions, a filtered
fluid marker is used following earlier studies (Langella & Swaminathan, 2016; Langella
et al., 2016b), which is required to obtain the thermochemical property of the mixtures.
This is determined by using a mixing rule φ˜mix = Z˜φ˜reac+(1−Z˜)φ˜air, where the subscripts
‘reac’ and ‘air’ denote the values of φ˜ for the flamelet and air respectively. This procedure
allows for the inclusion of mixing or dilution of the burnt mixture with the entrained air.
The dilution is tracked by transporting the filtered fluid marker Z˜, where its transport
equation is given as
ρ
DZ˜
Dt =∇ ·
(
ρD∇Z
)
−∇ · τRZ , (3.51)
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Flames N
ξ˜
Nc˜ Ng˜ξ Ng˜c Nh˜∗
Adiabatic 46 75 15 40 -
Non-adiabatic 44 51 15 31 15
Table 3.1 Look-up table dimensions for adiabatic and non-adiabatic partially premixed flames.
where τRZ ≡ (ρU˜Z−ρU˜ Z˜) is modelled using a gradient hypothesis, as outlined previously
in § 3.3.2. The values of Z˜ vary between zero and unity, with unity representing the
fuel–air mixture and zero representing pure air.
All of the simulations conducted using PRECISE–MB for this study used the Darwin
cluster (University of Cambridge High Performance Computing Service). Each node has
two 2.6GHz eight-core Sandy Bridge E5–2670 processors.
3.6.2 OpenFOAM
The CFD toolkit OpenFOAM (v2.3.0) (Weller et al., 1998) is a widely used open
source software for commercial and academic purposes. The filtered transport equations
for mass and momentum, the residual stress closure models described in § 3.3.3, the
pressure-correction algorithms, and the spatial and temporal numerical schemes are
already implemented into OpenFOAM. This means a thermo-physical solver can be
separately developed that solves the equations required for the combustion modelling
described in § 3.5 and call upon the other already implemented libraries directly from
the main OpenFOAM source code. Chen (2017) has implemented the partially premixed
unstrained flamelet model into OpenFOAM, which include the five transport equations for
the mixture fraction, progress variable and their SGS variances, and the thermochemical
enthalpy.
A Pressure-based Implicit Splitting of Operators (PISO) method (Issa, 1986) is
used as the pressure-correction algorithm. This scheme is iterated for a maximum of
five times within each time step on an outer loop with the Semi-Implicit Method for
Pressure-Linked Equations (SIMPLE) scheme (Patankar, 1980), in order to ensure close
coupling between the pressure and velocity. This iterative scheme on the PISO algorithm
is referred to as the PIMPLE algorithm in OpenFOAM. All of the residual stress closure
models described in § 3.3.3 are available to use, but the dynamic Smagorinsky model,
along with other dynamic procedures, are not used, since the procedure does not work
well on unstructured tetrahedral grids (Pope, 2000). The solver process is illustrated in
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Begin time step
Solve momentum Eq. (3.8)
Solve continuity
Eq. (3.7) to obtain pSolve Eq. (3.12) to obtain ρ
Convergence?
Solve scalars trans-
port Eqs. (3.9)–
(3.11), (3.33) and (3.34)
Read look-up tables to obtain
the source and sink terms
Calculate T˜ and ρ
Update νT
Convergence?
Next time step
No
PISO loop
Yes
No
PIMPLE loop
Yes
Fig. 3.6 Schematic of the OpenFOAM LES combustion solver, adapted from the diagram by Chen
(2017).
Fig. 3.6. The dimensions of the look-up tables that are required for the scalar transport
equations for the adiabatic and non-adiabatic flamelet approaches are shown in Table 3.1.
Second-order central difference schemes are used to discretise the spatial gradients with no
blending factors. A first-order implicit Euler scheme is used for the temporal derivatives
and therefore, a small constant time step is used to ensure suitable accuracy for the
time derivatives and that the Courant–Friedrichs–Lewy (CFL) number remains below
0.4 across the whole domain. The CFL number is used to monitor the stability of the
numerical schemes, which is written as CFL = |U |∆t/∆x, where ∆t is the time step and
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Fig. 3.7 Comparison of the elapsed wall-clock time for the simulation of 1000∆t in physical time. Three
tests are undertaken, which are the flow and mixing fields, reacting flow and non-adiabatic reacting flow
for a flame in a gas turbine model combustor, which is described in § 4.4.
∆x is the cell spacing. It is recommended that the CFL number should be less than 1
for isothermal flow simulations and less than 0.4 for reacting flow simulations; see the
OpenFOAM v2.3.0 manual (Weller et al., 1998).
The simulations undertaken with OpenFOAM are run using ARCHER, a national
high performance computing facility in the United Kingdom. The ARCHER hardware
consists of the Cray XC30 MPP supercomputer, external login nodes and post-processing
nodes, and the associated file systems; there are a total of 118080 processing cores
available across 4920 nodes. A chart is shown in Fig. 3.7, which shows a comparison
of the wall-clock time that is required for 1000 time steps ∆t for mixing, reacting flow
and reacting flow with the non-adiabatic closure of the combustion modelling framework
that is detailed in § 3.5. All three simulations use the same time step and the number of
subiterations for each time step is the same. The simulations are undertaken of a gas
turbine model combustor, which is described in § 4.4 and § 7.2; the grid is unstructured
with 20million tetrahedral cells. It is shown that there is a near-perfect scaling up to
2160 cores for this grid, but the scaling is still satisfactory up to 4320 cores. For all of
the cases, the elapsed wall-clock time is increased by approximately 9% for reacting flow.
The wall-clock time required increases by a further 2.5% for the non-adiabatic closure.
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Fig. 3.8 Computational time split of the OpenFOAM LES combustion solver for the cases shown in
Fig. 3.7.
The split in the computational cost is shown in Fig. 3.8. In general, the split between
solving the flow and mixing fields, the reactive scalar equations and the non-adiabatic
flamelet cost is the same between 48–2160 cores. The performance chart shows that the
combustion modelling framework is inexpensive, as the cost remains below 15% across
the range of cores used. The cost of solving the flow and mixing fields increases when the
number of cores is beyond 2160 cores, which affects the scaling of the solver. It is deemed
that 1080 cores is an optimum value for this case by considering both the computational
speed and from a post-processing point of view; the number of files written at each
writing interval increases with the number of cores used.
3.7 Summary
In this chapter, an overview has been provided of the different approaches of CFD with a
focus on using the LES methodology. The necessary filtered balance equations required
for modelling turbulent reacting flows are shown and an overview of the state-of-the-art
combustion models for LES is presented. The unstrained flamelet model for premixed
and partially premixed flames has been shown, along with the proposed extension for
non-adiabatic effects and a brief description of the CFD solvers tested in this work is
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provided. The remainder of this work will use the premixed and partially premixed
flamelet models for flames that are stabilised behind a bluff body or with swirling flow.
Chapter 4
Isothermal Flow Validation Cases
Three burner configurations are presented in this chapter, where validations are under-
taken of the numerical set-up and the computational grid using isothermal flow statistics.
Two of these cases consist of a bluff body flame holder, where a recirculation zone is
formed behind the bluff body, and the notable difference is the presence of walls for one
configuration. The third configuration is a swirling flow case, which represents a case
that is comparable to a practical combustion chamber. These three cases all exhibit
complex fluid mechanics that are different from one case to another. The flow fields must
be inherently resolved in the simulations by the chosen LES modelling framework, nu-
merical set-up and computational grid. It is imperative that the flow fields are accurately
captured before undertaking simulations of turbulent reacting flows.
4.1 Criteria for isothermal flow validations
The computational grids for this work are created using ANSYS ICEM CFD, which
is used to create structured and unstructured hexahedral or tetrahedral grids. The
distribution of the turbulent kinetic energy field and the resolution of the near-wall
boundary layers are used to assess the quality of the grid. For the former, a general rule
of thumb proposed by Pope (2000) is used, whereby a computational grid is deemed to
be suitable provided at least 80% of the turbulent kinetic energy is resolved within the
LES. This is expressed as
Pope’s criterion = ⟨k˜res⟩⟨k˜res⟩+ ⟨k˜sgs⟩
≥ 0.8 . (4.1)
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The resolved turbulent kinetic energy is approximated by summing the total resolved
isotropic variances of the velocity field ⟨k˜res⟩ = (⟨σ2U,res⟩+ ⟨σ2V,res⟩+ ⟨σ2W,res⟩)/2, where the
resolved variance for the velocity field is determined as ⟨σ2U ,res⟩ = ⟨U˜
2− ⟨U˜⟩2⟩. The SGS
contribution is typically absorbed into the filtered pressure term and therefore, it has to
be approximated through a model. The instantaneous SGS turbulent kinetic energy is
typically approximated as k˜sgs ≈ 3u′ 2∆/2. The sub-grid velocity scale can be estimated
using an eddy viscosity model u′∆ ≈ CqνT/∆, where Cq is a modelling constant (Pope,
2000). The eddy viscosity is assigned using one of the models described in § 3.3.3.
The quality of the grid is also monitored by ensuring that the boundary layers are
resolved in the near-wall regions, especially for the cases that contain a bluff body. This
is important because it ensures that the flow separation at the trailing edge is accurately
captured, since this affects the shear layer that leads to the formation of the recirculation
zone. In addition, the recirculation zone that forms behind bluff bodies, along with
the recirculation zone in the swirling flow case, contains combustion products of high
temperatures and this zone acts as a constant ignition source. The dimensionless wall
distance y+ can be used to assess the wall refinement of a grid for the viscous sublayer
in the boundary layer (Hanjalić & Launder, 2011). Wall functions are not used in this
work and therefore, the viscous sublayer is resolved if the condition of y+ ≤ 5 is met.
The grids that are generated in this work have at least two computational cells present
within the viscous sublayer, which has been determined a priori using experimental data,
if available, or a posteriori with the LES results.
The grid is then validated through comparisons with experimental measurements
of the time-averaged pointwise data obtained through non-intrusive laser techniques
with high frequencies. These techniques include Laser Doppler Velocimetry (LDV), also
known as Laser Doppler Anemometry (LDA), Planar Laser-Induced Fluorescence (PLIF),
Particle Image Velocimetry (PIV), Coherent Anti-stokes Raman Spectroscopy (CARS),
and spontaneous Raman scattering and Rayleigh techniques. For the isothermal flow grid
validations, the time-averaged velocity fields are compared with the ensemble averaged
filtered velocity fields ⟨U˜⟩ and their time-averaged r.m.s. fields.
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Fig. 4.1 Schematic of the open bluff body burner studied by Kariuki et al. (2012).
Parameter Value Description
D 25mm Bluff body diameter
Dpipe 35mm Pipe diameter
Dst 6.35mm Stem diameter
Tu 298K Inlet temperature for air
Uair 0.1m/s Coflow velocity (see Fig. 4.2)
Ub 21.6m/s Reference bulk velocity at the bluff body base
θ 90◦ Bluff body apex angle
Table 4.1 Physical parameters of the open bluff body burner studied by Kariuki et al. (2012).
4.2 Open bluff body burner
4.2.1 Experiment
The open bluff body burner used for this study was developed by Balachandran et al.
(2005) and experimental measurements have been obtained by Dawson et al. (2011),
Kariuki (2013) and Kariuki et al. (2012, 2015). The schematic of this burner is shown in
Fig. 4.1 and the geometrical parameters of the burner are listed in Table 4.1. This burner
consisted of an inlet pipe of length 300mm with an inner diameter of Dpipe = 35mm
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that was mounted to a plenum with a flow straightener. A conical bluff body with an
apex angle of θ = 90◦ and a base diameter of D = 25mm was mounted on to a rod of
diameter Dst = 6.35mm and concentrically fitted within the inlet pipe. The base of the
bluff body was exposed to air at atmospheric conditions, where there was no external
flow present. Atmospheric air with a temperature of Tu = 298K was fed through the pipe
with a constant mass flow rate to give the measured bulk-mean velocity of Ub = 21.6m/s
at the base of the bluff body, which is used as the reference velocity for this study. There
was not a turbulence generating device present upstream of the bluff body base and
therefore, only the turbulence produced through shear is present, which originates from
the trailing edge of the bluff body.
4.2.2 Computational set-up
The computational model of the open bluff body burner is shown in Fig. 4.2. A block
structured computational grid is used to discretise the computational volume with a total
cell count of approximately 3.6million hexahedral cells. There is refinement near the
bluff body walls and base and in the regions where the shear layers and filtered flames
are expected to be present. The minimum cell size in these regions is approximately
0.2mm and the wall boundary layers are resolved by placing two cells within the viscous
sublayer. The dynamic Smagorinsky model is used as closure for the residual stress.
The computational grid starts at 70mm upstream of the bluff body base, which is
twice the pipe diameter, since this was a sufficient length for turbulence to naturally
evolve before the bluff body. A cylindrical region of length 30D and diameter 10D is
added downstream from the bluff body base, as illustrated in Fig. 4.2, to represent the
boundary entraining the atmospheric air. A top-hat velocity profile is prescribed at the
inlet boundary with a value that gives the reference bulk-mean velocity of Ub = 21.6m/s
at the bluff body base. A constant velocity of Uair = 0.1m/s is specified at the boundary
marked as ‘Coflow’ in Fig. 4.2 to mimic the ambient air entrainment around the bluff
body. Adiabatic no-slip wall conditions are imposed on the pipe walls and bluff body.
The cylindrical boundary is specified to be a slip wall and streamwise gradients of all the
variables are set to zero at the outlet boundary.
The simulations for this case are undertaken using PRECISE–MB, which has been
described in § 3.6.1. The CFL number is ensured to be consistently less than 0.3 across the
entire domain by specifying a constant time step of 5µs. The isothermal flow simulation
is run using 96 cores, which requires 24 hrs of wall clock time for a simulation over a
period of 12 flow through times. Half of this period is deemed as a long enough period
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Fig. 4.2 Computational model of the open bluff body burner studied by Kariuki et al. (2012).
to ensure that the numerical transients have passed out of the domain for this case. The
flow through time is defined as tf = lf/Ub, where lf is reference length that is taken as
lf = 150mm. The time-averaged statistics are obtained after the transient period of 6 tf
for a further 6 tf . This is deemed as a long enough period, since no changes are seen in
time-averaged velocity statistics when the simulation is run for more flow through times.
4.2.3 Isothermal flow results
The computed and measured variations of the streamwise velocity along the centreline
are shown in Fig. 4.3. The time-averaged value is normalised using the reference
velocity and the axial distance is normalised using the bluff body diameter. The velocity
measurements were made using PIV (Kariuki et al., 2012) and the recirculation zone
lengths are compared, since this measurement poses as the simplest way of validating
the recirculation zone length LR. As shown in this figure, the comparison between the
measured and computed values for LR/D is good. The negative values of the velocity
imply reverse flow within the recirculation zone and thus, the length of the recirculation
zone is given by the x distance of the zero crossing of the normalised velocity. The
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Fig. 4.3 Comparisons of the centreline axial velocity from the bluff body base between the LES [ ]
and the experiment [◦] (Kariuki et al., 2012) for the isothermal case.
computed value of LR/D is approximately 1.15D, which agrees well with the measured
value of approximately 1.22D.
The computed radial variations of the time-averaged axial velocity, which is normalised
using Ub, are compared to the measurements in Fig. 4.4 for three streamwise locations.
The results are averaged azimuthally in the radial direction, due to the axisymmetric
nature of the averaged flow features. These results are directly compared against the
velocity on the y plane, since no measurements are available for the z component. The
comparison seen here is good and suggests that the salient features, such as shear layers
and peak velocity values of the flow, are satisfactorily captured in the computations.
The broad peak seen for the location x/D = 0.2 corresponds to the annular jet region,
implying there are two shear layers; these are the inner shear layer and the outer
shear layer. The width of the recirculation zone changes from approximately 0.5D at
x/D = 0.2 to approximately 0.4D at x/D = 0.8. The change in the radial variation with
the streamwise distance shows that the width of the shear layers are increasing with x.
These variations are captured well in the computations, as seen in Fig. 4.4. Specifically,
the recirculation zone size is directly influenced by the turbulence level near the bluff
body base because this zone is established by the momentum diffusion caused by the
turbulence diffusivity. It is essential to accurately capture the averaged velocity and
turbulence statistics variations near the bluff body base, as they control the recirculation
zone attributes that aids the stabilisation of the flame.
As noted in § 4.2.1, the turbulence is shear driven and it is expected that the r.m.s.
value of axial velocity fluctuations u′ is larger in the regions with large gradients ∂⟨U˜⟩/∂r,
which can be clearly seen in Figs. 4.4 and 4.5. Comparisons of the radial variations
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Fig. 4.4 Comparisons of the LES [ ] and measured [◦] (Kariuki et al., 2012) averaged axial velocity at
(a) x/D = 0.2, (b) 0.8 and (c) 1.6 for the isothermal case.
Fig. 4.5 Comparison of the LES [ ] and measured [◦] (Kariuki et al., 2012) r.m.s. axial velocity at (a)
x/D = 0.2, (b) 0.8 and (c) 1.6 for the isothermal case.
of the computed r.m.s. axial velocity ⟨u′′⟩ ≃
√
⟨σ2U⟩/Ub with measurements at three
axial locations are shown in Fig. 4.4. The SGS contribution is not included, since it
was observed that over 90% of the turbulent kinetic energy field in the shear layers was
resolved by the LES. The positions and magnitudes of the two local peaks at the location
x/D = 0.2 are captured well in the computations. There is an overall increase in the
r.m.s. axial velocity further downstream, as seen in Fig. 4.5b, which is due to the increase
in the shear driven turbulence level, but there is some small under prediction in the
simulation for this location. The local peaks are less defined as the shear layers become
thicker with axial distance because of turbulent diffusion. The measured values for the
location x/D = 1.6 are well captured in the computation, as seen in Fig. 4.5c, and this
location is outside of the recirculation zone (beyond the downstream stagnation point).
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The comparisons between the computed and measured statistics for the isothermal flow
case suggest that the numerical grid and the computational set-up is good and this set-up
is used for reacting flow.
4.3 Confined bluff body burner
4.3.1 Experiment
The schematic of the confined bluff body burner investigated here is shown in Fig. 4.6a
and the geometrical parameters are presented in Table 4.2. The velocity measurements
were obtained using LDA by Pan et al. (1992b). Atmospheric air at a temperature
Tu = 294K entered the combustion chamber, which consisted of a square duct with a
constant area of W 2 = 79× 79mm2 and had a length of L = 284mm. The conical bluff
body at the base of the combustor had a cylindrical stem of diameter Dst = 12.7mm, a
base diameter of D = 44.45mm and an apex angle of θ = 45◦. Air entered the combustor
section with a bulk-mean velocity of Ub = 15m/s at the bluff body base, as shown in
Fig. 4.6a. A turbulence generator grid with holes of diameter 3.46mm was positioned
58mm upstream of the bluff body base in the experiment. Different turbulence grids
were used in the experiment to supply a different Turbulence Intensity (TI) at the bluff
body base. The different turbulence intensities supplied are TI = u′/Ub = 2%, 17% and
22%. These values were measured at a radial location of r/D = 0.55 at the bluff body
base and were used as reference values for the respective experiments. The cases with
2% and 22% TI are considered for the LES cases, since an extensive set of experimental
data is available for these two cases for a thorough model validation.
4.3.2 Computational set-up
The computational domain for the experimental burner is shown in Fig. 4.6b, which is
discretised using a structured multi-block mesh with a total of approximately 2.2million
cells. The development of this grid was previously undertaken by Langella (2016), which
contains a grid sensitivity study and an investigation of the use of wall functions, where
it was concluded that wall functions were not required. The LDA measurements that
were obtained by Pan et al. (1992b) were used to estimate the wall distance to guide
the numerical grid refinement to satisfy the criterion y+ ≤ 5. Approximately two cells
are placed within the viscous sublayer in the grid used for this study. The lengths of
the turbulent flames in the experiments exceeded the length of the combustion chamber
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Fig. 4.6 Schematic of the (a) confined bluff body burner (not to scale) and (b) its computational model
(Nandula, 2003; Pan et al., 1992b).
Parameter Value Description
D 44.45mm Bluff body diameter
Dst 12.7mm Stem diameter
L 284mm Length of the combustion chamber
Tu 294K Inlet temperature for air
Uair 0.2m/s Coflow velocity (see Fig. 4.6)
Ub 15m/s Reference bulk velocity at the bluff body base
W 79mm Width of the combustion chamber
θ 45◦ Bluff body apex angle
Table 4.2 Physical parameters of the confined bluff body burner studied by Pan et al. (1992b) and
Nandula (2003).
and hence, difficulties arise with specifying meaningful and numerically stable boundary
conditions for the combustor exit. This is overcome by including an additional domain
of size 4.5D × 4.5D × 17.5D downstream of the combustor exit, as shown in Fig. 4.6b.
This additional domain allows for the effect of entrained air on the flow exiting the
combustor to be captured and also helps to specify clear exit boundary conditions for
the computational domain.
A top-hat velocity profile of Ub,in = 11.5m/s is prescribed at the inlet, based on the
measured mass flow rate to give the required reference bulk-mean velocity of Ub = 15m/s
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at the bluff body base, as marked in Fig. 4.6a. A small velocity of Uair = 0.2m/s is
specified at the boundary in line with the combustor exit, as shown in Fig. 4.6, in order
to mimic the ambient air entrainment. Langella et al. (2016a) showed that the velocity
close to the bluff body base could be affected by the heat losses from the recirculation
zone to the bluff body base and this loss was reported to be roughly 5–8% by Pan et al.
(1991b). However, it was also shown that the computed recirculation zone length agreed
well with the measurements, although the heat loss was excluded in the LES (Langella
et al., 2016a). Hence, this study follows that approach by imposing adiabatic no-slip
conditions for the bluff body and walls of the combustion chamber. The lateral walls
of the additional domain are specified with slip conditions, while the outlet boundary
is specified to have zero streamwise gradients for all variables. The TI at the inlet is
specified using the synthetic turbulence obtained using the digital filter technique (Klein
et al., 2003) instead of including the turbulence generator used in the experiment. No
synthetic turbulence is supplied at the inlet boundary for the low TI case and a TI of
24% is supplied at the inlet boundary of the domain for the high TI case.
The simulations for this case are undertaken using PRECISE–MB, which has been
described in § 3.6.1. A constant time step of 7.5µs is chosen to ensure that the CFL
number does not exceed 0.3. The simulations for 12 tf requires 18 hrs of wall clock time
on 80 cores, where the flow through time is tf = L/Ub. The time-averaged statistics are
obtained for 6 tf after allowing the transients to escape the computational domain.
4.3.3 Isothermal flow results
There is a limited amount of LDA measurements available for validating the isothermal
flow cases. The time-averaged centreline velocities behind the bluff body are compared
against LDA measurements for low and high turbulence intensities of 2% and 22%
respectively. The results obtained from the isothermal flow simulation of the two cases
are shown in Fig. 4.7, where the axial velocity and the streamwise distance are normalised
by Ub and D respectively. The length of the recirculation zone for the low TI case
is 1.45D, which is approximately 3% smaller than the length obtained in experiment
of approximately 1.5D. The high TI case gave a length of 1.27D, which is an over
prediction of approximately 6% in comparison to the length obtained in the experiment
of approximately 1.2D. For both cases, the variation of the reverse flow is well captured by
the simulations. It is demonstrated in the simulations that the length of the recirculation
zone decreases when the TI is increased, as observed in the experiment (Pan et al., 1992b).
This is described in further detail in § 6.3.2.
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Fig. 4.7 Comparison of the centreline axial velocity from the bluff body base between the simulations [lines]
and the experiment [symbols] (Pan et al., 1992b) for isothermal flow.
4.4 Gas turbine model combustor
4.4.1 Experiment
The gas turbine model combustor developed by the German Aerospace Centre (DLR) is a
swirling flow system and is shown in Fig. 4.8 (Duan et al., 2004; Meier et al., 2005, 2006;
Weigand et al., 2006). Dry air at atmospheric pressure and room temperature entered a
single plenum and the flow was split through two radial swirlers. The two co-swirling
flows entered the combustion chamber through a central nozzle of diameter 15mm and an
annular nozzle with inner and outer diameters of 17mm and 25mm respectively. Methane
was fed through a non-swirling nozzle ring that contains 72 channels (0.5× 0.5mm2) that
were located between the two air nozzles, although air is used for the isothermal flow
case. The air mass flow rates through the nozzle and plenum are denoted using m˙air,n
and m˙air,p respectively. The exit planes of the central air and fuel nozzle ring are 4.5mm
below the exit of the annular air nozzle and the entrance to the combustion chamber.
This location corresponds to x = 0, as shown in Fig. 4.8 with the co-ordinate axes. The
combustion chamber had a square cross-section with an internal area of 85× 85mm2 and
a length of 114mm. The time-averaged statistics for the three components of velocity
and their r.m.s. values at various axial positions across the combustor were obtained
using LDV.
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Fig. 4.8 Schematic drawing of the gas turbine model combustor (Meier et al., 2006; Weigand et al.,
2006).
Parameter Value Description
m˙air,n 1.256 g/s Air flow rate through the nozzle
m˙air,p 19.74 g/s Air flow rate through the plenum
S 0.9 Swirl number
T 295K Air temperature
Table 4.3 Isothermal flow operating conditions for the gas turbine model combustor (Widenhorn et al.,
2009).
4.4.2 Computational set-up
The computational domain, shown in Fig. 4.9, includes an air feed pipe, the plenum,
both swirlers and the combustion chamber. A large cylindrical atmospheric far-field,
which is 350mm in length and has a diameter of 400mm, is included downstream of the
combustion chamber exit to prevent acoustic wave reflection. Adiabatic no-slip conditions
are imposted on to all walls, apart from the walls in the streamwise direction of the
extended far-field domain, which have slip conditions imposed. The outlet is specified to
have zero streamwise gradients for all the variables. The air feed pipe and fuel injector
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Fig. 4.9 Compuational grid for the gas turbine model combustor (Meier et al., 2006; Weigand et al.,
2006).
have constant mass flow rate boundary conditions imposed using the values shown in
Table 4.3 and have a top-hat velocity profile. The swirl number S was calculated from
the velocity profile measured just above the nozzle exit with a radius R; the pressure
term is also neglected. This is written as (Gupta et al., 1984)
S =
∫ R
0 2 πUUθρr dr∫ R
0 2 πU2ρr dr
. (4.2)
All 72 fuel injectors are included in the mesh to provide improved accuracy for the
fuel–air mixing. The computational grid consists of 20million unstructured tetrahedral
cells; Chen et al. (2019b) conducted a grid sensitivity study and demonstrated that the
grid presented here suitably resolved the turbulence and mixing fields. At least two cells
adjacent to the wall are within y+ ≤ 5, in order to ensure that the velocity field in those
regions is insensitive to the use of a wall model. A small time step of ∆t = 0.1µs is
used to ensure suitable accuracy for the time derivatives and to ensure the CFL number
remains below 0.4 across the whole domain. This low CFL number is required, since
there are very small grid cells near the fuel nozzle (these are of the order 10−4m) and to
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ensure numerical stability for the second-order velocity spatial discretisation schemes,
since no blending factors are used, as outlined in § 3.6.2. The simulation uses 1080 cores
for 40 hrs of wall clock time to give 90ms of statistics for the PISO scheme, whereas
using the PIMPLE scheme increased the wall clock time to 90 hrs. The time-averaged
samples are collected over 30ms and are compared with the LDV measurements next.
4.4.3 Isothermal flow results
Typical time-averaged velocity and their r.m.s. fields are shown for the axial, radial and
azimuthal components of velocity respectively in Figs. 4.10, 4.11 and 4.12. The time-
averaged statistics are used to assess the performance of the residual stress closure models
for the computational grid. The closure models tested are the constant Smagorinsky,
k-equation and WALE models. The first set of comparisons investigates the sensitivity
of using PISO and PIMPLE schemes with the constant Smagorinsky model. Using the
PIMPLE scheme increased the computational cost by approximately 150% in comparison
to the PISO scheme. However, the results produced are insensitive to the change in
the algorithms, as shown in Figs. 4.10, 4.11 and 4.12, and the PISO scheme is used to
test the other two residual stress closure models. It should be noted that the PIMPLE
scheme should be used for reacting flow simulations, due to the density variation across
the flame and it is difficult to achieve suitable convergence with the PISO scheme.
The time-averaged statistics for the three velocity components are analysed first. The
axial velocity results are shown in Fig. 4.10a, where it is demonstrated in the near-field
at x = 2.5mm and 5mm that the k-equation model over predicts the peak values.
This trend is also seen further downstream and at x = 20mm, the zero crossing of the
axial velocity is located approximately 5mm closer to the centreline (y = 0), which
suggests that the width of the recirculation region is 10mm smaller. The time-averaged
radial velocity profiles in Fig. 4.11a also indicate that the width of the recirculation
zone is smaller, as the peak radial velocity values in the near-field of the nozzle exit at
x = 2.5mm, 5mm and 10mm are all under predicted and are closer to the centreline.
This behaviour is also seen in r.m.s. axial and radial velocities in Figs. 4.10b and 4.11b
respectively. The azimuthal velocity in Fig. 4.12a shows some intriguing behaviour at
x = 2.5mm and 5mm, since two distinct peaks are seen on either side of the centreline.
This suggests that the k-equation model does not capture the merging of the two air
streams that is observed in the LDV measurements. The axial velocity at x = 2.5mm
shows a velocity gradient at |y| ≈ 15mm, whereas this is located closer to |y| ≈ 20mm
in the LDV measurements. This is also shown by all of the near-field r.m.s. components
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Fig. 4.10 Isothermal flow comparisons of the time-averaged (a) axial velocity and (b) the r.m.s. axial
velocity resolved fluctuations. The LES results using the constant Smagorinsky model with PISO [ ]
and PIMPLE [· · ·] schemes, k-equation model [ ] and the WALE model [ ] are compared against
the LDV measurements [◦] (Widenhorn et al., 2009).
in Figs. 4.10b, 4.11b and 4.12b. This suggests that the flow separates along the outer
contoured wall further upstream in the flow exiting the outer swirler.
On the other hand, the WALE model under predicts the peak values of the axial
velocity at x = 20mm by roughly 25% in comparison to the LDV measurements, as
seen in Fig. 4.10a. The radial velocity is also under predicted in the near-field locations
of x = 2.5mm, 5mm and 10mm, as shown in Fig. 4.11a. The locations of the peaks
are well captured by the LES, although the magnitude of the radial velocity is severely
over predicted when approaching the wall for the locations x = 2.5mm and 5mm. This
suggests that the outer air flow is distributed over a wider area, which implies there is a
delayed boundary separation on the outer contoured wall. This behaviour is reflected
in the corresponding r.m.s. fields in Fig. 4.11b, as there are significant over predictions
for |y| > 20mm at x = 2.5mm and 5mm; this is also seen in the r.m.s. azimuthal
velocity values in Fig. 4.12b. The azimuthal velocity profiles in Fig. 4.12a do not show
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Fig. 4.11 Isothermal flow comparisons of the time-averaged (a) radial velocity and (b) the r.m.s. radial
velocity resolved fluctuations. The LES results using the constant Smagorinsky model with PISO [ ]
and PIMPLE [· · ·] schemes, k-equation model [ ] and the WALE model [ ] are compared against
the LDV measurements [◦] (Widenhorn et al., 2009).
two distinct peaks as observed for the statistics from the k-equation model, indicating
that the two air streams merge and this suggests that the WALE model is less diffusive.
The Smagorinsky model gave improvements in the time-averaged statistics in com-
parison to the other closure models. As shown in Fig. 4.10a, the peak values are close to
the maximum values in the LDV measurements. The width of the recirculation zone (the
radial positions of ⟨U˜⟩ = 0) at x = 10mm is under predicted by approximately 4mm, as
suggested by the LDV measurements. These observations are also seen in Fig. 4.11a for
the radial velocity fields. However, both the axial and radial velocity fields are in good
agreement with the LDV measurements at the downstream locations of x = 20mm and
90mm. The azimuthal velocity is well captured at all streamwise locations, as seen in
Fig. 4.12a. The peak r.m.s. values for all velocity components at x = 10mm are located
approximately 2mm closer to the centreline than the LDV measurements. However at
the downstream locations of x = 20mm and 90mm, the r.m.s. values for all velocity
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Fig. 4.12 Isothermal flow comparisons of the time-averaged (a) azimuthal velocity and (b) the r.m.s.
azimuthal velocity resolved fluctuations. The LES results using the constant Smagorinsky model with
PISO [ ] and PIMPLE [· · ·] schemes, k-equation model [ ] and the WALE model [ ] are compared
against the LDV measurements [◦] (Widenhorn et al., 2009).
components are in good agreement with the LDV measurements, albeit for some under
prediction near the centreline in the r.m.s. azimuthal velocity field.
4.4.4 Swirling flow structure
On the whole, the constant Smagorinsky model has produced the best comparisons
with the LDV measurements and the flow field structure is analysed in further detail.
The filtered axial velocity field for an arbitrarily chosen time on the x–y mid-plane is
shown in Fig. 4.13a with the corresponding velocity streamlines. It is seen that an
Inner Recirculation Zone (IRZ) is formed, due to the swirling flow within the central
nozzle. An inner shear layer is formed from the trailing edge of the burner nozzle and
the circular patterns that are seen in Fig. 4.13a represent large-scale coherant structures.
These regions have a very high vorticity, as shown in the vorticity magnitude contour in
Fig. 4.14b. The vortex structures are convected further downstream with the incoming
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Fig. 4.13 Filtered (a) and time-averaged (b) axial velocity contours with the corresponding streamlines
for the isothermal flow case.
jet stream until vortex breakdown occurs, which leads to the formation of the IRZ. The
time-averaged axial velocity field is shown in Fig. 4.13b and it is seen that the IRZ has
a ‘Y’ shape, which is formed by the converging geometry at the burner exit. An Outer
Recirculation Zone (ORZ) is also formed because flow separation occurs on the outer
contoured wall of the annular nozzle and then re-attaches further downstream on to the
wall of the combustion chamber.
The other important feature of the swirling flow in this case is the formation of a
Precessing Vortex Core (PVC). This is illustrated in Fig. 4.14 by using an iso-surface
of the pressure, which is marked with a dynamic pressure of −2000Pa. It is shown in
Fig. 4.13a that there is a zig-zag arrangement of the large vortices around the inner
shear layer, which suggests there is a helical PVC and it rotates with the swirling flow;
the PVC is also close to the inner shear layer, as shown by Fig. 4.13a. The PVC is a
form of hydrodynamic instability that swirling flow is susceptible to (Candel et al., 2014;
Syred, 2006). The PVC is highly sensitive to boundary conditions, such as the swirl
number and the air velocity (Widenhorn et al., 2009). The equivalence ratio for reacting
flow also affects the structure of the PVC, since the PVC plays a prominent role in the
stabilisation of the flame, which has been shown experimentally (Stöhr et al., 2011b) and
numerically (Chen et al., 2019a) for this configuration.
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Fig. 4.14 Snapshots of the filtered velocity (a) and vorticity magnitude (b) of the isothermal flow case.
The PVC is marked with a dynamic pressure of −2000Pa.
4.5 Summary
Three isothermal flow studies have been undertaken in this chapter, where the computa-
tional grids for each case have been assessed through comparisons with time-averaged
measurements. Good comparisons have been obtained for all three cases with their
respective numerical set-up and the chosen residual stress model. An investigation with
the residual stress closure model is undertaken for isothermal swirling flow conditions
in a gas turbine model combustor, where it was seen for this case that the constant
Smagorinsky model produced the best comparisons with the LDV measurements. The
reacting flow simulations are undertaken using these three grids and are presented over
the next four chapters. Chapter 5 shows the reacting flow results for the open bluff body
flame, which is followed by the results for the confined bluff body burner in Chapter 6.
The reacting flow simulations for the gas turbine model combustor are presented and
analysed in Chapters 7 and 8.

Chapter 5
Open Bluff Body Flame
This chapter presents the results for a simulation of an unconfined turbulent premixed
flame that is stabilised behind a bluff body. The simulation statistics are compared
to measurements and the relative positioning of the shear layers and flame brush are
analysed to understand the radial variations of the turbulent kinetic energy at various
streamwise locations. These results are also compared to confined bluff body stabilised
flames to gain insights into the relative role of incoming and shear driven turbulence on
the behaviour of flame brush and the turbulent kinetic energy variation across it.
5.1 Motivation
Bluff body burners are often used in practical combustion systems, such as stationary
gas turbines, industrial burners and afterburners. The hot recirculation zone behind the
bluff body offers a simple mechanism for flame stabilisation by providing a continuous
supply of heat to ignite the incoming fuel–air mixture. However, the size and shape of
the recirculation zone influences the performance of these combustion systems and these
attributes depend on the incoming flow rate, equivalence ratio and bluff body geometry.
Such configurations make it feasible to investigate flame blow-off conditions as a function
of incoming flow rates and equivalence ratio for a given bluff body geometry through well
controlled experiments, as done in the study by Kariuki et al. (2012). This fundamental
information is required at the design stage of combustors with the purpose of operating
under lean-burn conditions, since efficiency and environmental benefits can be achieved.
It is well known that lean flames are susceptible to extinction and combustion instabilities.
These phenomena can lead to the occurrence of flame blow-off, which is typically treated
as the complete extinction of the flame (Brewster et al., 1999; Driscoll, 2008; Huang &
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Yang, 2009). The physical processes and their interactions governing these phenomena
are highly unsteady, where it has been mainly hypothesised in previous studies that
the competing effects of convection and chemical reaction (combustion) lead to flame
blow-off. These competing effects are influenced by a number of physical processes,
such as large-scale entrainment of reactants into the recirculation zone among other
phenomena. It has also been noted by Shanbhogue et al. (2009) that the process of flame
blow-off and a general physical mechanism for its occurrence is not fully understood.
A long-term objective is to predict flame blow-off using the flamelet approach. However,
the specific focus of this study is to demonstrate, as a first step, that an unstrained
flamelet based model can accurately capture the stabilisation of flames far from blow-off
conditions, along with the various flame and flow attributes of the bluff body stabilised
open flame. This is achieved by simulating the bluff body stabilised methane–air flame
investigated experimentally by Kariuki et al. (2012), which differs substantially from
the flames considered in the study by Langella et al. (2016a). The experimental flames
investigated by Langella et al. (2016a) were confined within a rectangular duct that
contained a turbulence generator upstream of the bluff body base. Thus, the turbulence
experienced by those flames came from both incoming and shear generated turbulence,
whereas the flames investigated by Kariuki et al. (2012) experienced no additional
incoming turbulence, since a turbulence generator was absent in the burner configuration.
An additional complexity exists due to the entrainment of surrounding air because the
flames are exposed to atmospheric conditions from the bluff body base. The entrainment
effects are expected to be small for flames far from blow-off but could play an important
role for flames close to blow-off because of the potential dilution of an already weaker
mixture of flames close to blow-off, as the equivalence ratios are lower. However, the
flame features could be quite different between the open and confined flames, specifically
near the bluff body because there is no incoming turbulence in the open flames considered
for this study.
The aims of this study are:
• To test the applicability of the unstrained premixed flamelet as SGS combustion
closure for modelling the open bluff body stabilised flame that is furthest from
blow-off (the most stable flame) in the study by Kariuki et al. (2012).
• To highlight the differences in the spatial evolution of the shear layers and the
flame brush between flames that are exposed to ambient conditions and flames that
are enclosed in a combustion chamber.
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Parameter Value Description
Tu 298K Inlet temperature for the methane–air mixture
Uair 0.1m/s Coflow velocity (see Fig. 4.2)
Ub 21.6m/s Reference bulk velocity at the bluff body base
ϕ 0.75 Methane–air equivalence ratio
Table 5.1 Parameters for flame A1 (Kariuki et al., 2012).
5.2 Flame conditions and numerical detail
The open bluff body burner that is studied here has been previously described in § 4.2,
which was investigated experimentally by Kariuki et al. (2012, 2015) and Kariuki (2013).
Measurements of four flames that approached blow-off conditions were taken in the
experiments. These were obtained using PIV for velocities, and OH∗ chemilluminescence
and OH-PLIF techniques to identify the flame location and shape. A premixed methane–
air mixture at ambient conditions with an equivalence ratio of ϕ = 0.75 entered through
the annular gap, shown in Fig. 4.1. The mass flow rate is chosen to give the same bulk
velocity of Ub = 21.6m/s as the isothermal case at the base of the bluff body. Blow-off
conditions were approached by gradually decreasing the equivalence ratio from ϕ = 0.75
(flame A1) to a value just prior to blow-off (flame A4), whilst maintaining the same
value for Ub. As mentioned in § 5.1, flame A1 is of interest for this study, which is
furthest from blow-off conditions. This flame has been simulated in previous studies
using combustion models that include CMC (Farrace et al., 2018, 2017), the Eulerian
stochastic field method (Hodzic et al., 2017b, 2019), a finite rate chemistry approach
(Hodzic et al., 2017a), and Partially Stirred Reactor (PaSR) and Implicit LES (ILES)
approaches (Hodzic et al., 2019).
The relevant parameters for flame A1 are listed in Table 5.1 and the computational
grid is the same as shown in Fig. 4.2. The variables c˜ and σ2c,sgs are set to be zero for
both the inlet and coflow boundaries and the enthalpies for these boundaries are set to
be consistent with their temperature and composition. The dilution of the methane–air
mixture is captured by transporting a passive fluid marker Z˜, which is set to be unity in
the methane–air stream and zero in the ambient air. The simulations are run using 96
cores, which required 36 hrs of wall clock time for a simulation over a period of 16 flow
through times. The flow through time is defined as tf = lf/Ub, where lf is a reference
length that is taken as lf = 150mm. The time-averaged statistics are obtained over a
sample of 8 tf .
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Fig. 5.1 Contours of instantaneous log(1000D̂a∆) and the velocity streamlines are shown in the left half.
The right half shows the contours of time-averaged quantities log(1000⟨D̂a∆⟩) and the corresponding
streamlines.
5.3 Results
5.3.1 General flame features
The qualitative features of the computed flame are shown in Figs. 5.1, 5.2, 5.3 and 5.4;
the quantitative comparisons are presented in § 5.3.2. The local SGS Damköhler number,
defined as the ratio of the SGS flow time scale τsgs to the chemical time scale τc, is used
to provide insights into the combustion regimes, as the Karlovitz number is not available
from the LES. This dimensionless quantity is given by D̂a∆ = τsgs/τc = ω˙∆/(ρuu′∆). The
spatial variation of D̂a∆ is shown in Fig. 5.1, along with the velocity streamlines. The
left half of this figure shows the local values of log(1000D̂a∆) from an arbitrarily chosen
snapshot of the data, along with the corresponding streamlines. The right half shows
the log of the averaged values, i.e., log(1000⟨D̂a∆⟩), along with the streamlines of the
averaged flow field. In addition, the isolines of the instantaneous and averaged progress
variable, having values of c˜ = 0.1 and 0.9, are also shown to mark the filtered flame and
the flame brush.
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Fig. 5.2 Time-averaged reaction rate across the flame brush at the streamwise locations x/D = 0.2 [ ],
0.8 [ · ] and 1.6 [ ].
The variation of D̂a∆ is strong within the instantaneous and averaged reacting regions,
as shown in Fig. 5.1. Larger values are near the bluff body base in the averaged image,
while the instantaneous field shows that large values also occur at downstream locations.
These results suggest that the combustion is in the corrugated flamelet regime for the
region immediately downstream of the bluff body base, as seen in the inset of Fig. 5.1.
The flame becomes thicker for 0.5 ≤ x/D ≤ 1.5, due to the influence of shear layer roll-up
because of the Kelvin–Helmholtz instability on the filtered flame. The values of ⟨D̂a∆⟩,
shown on the right-hand side of Fig. 5.1, suggest that the combustion is in the thin
reaction zones regime. For x/D > 2, the combustion is observed to be in the distributed
reaction zones regime, as the flame brush width significantly increases downstream of
this location. In addition, the left half of Fig. 5.1 shows a larger proportion of the flame
(0.1 < c˜ < 0.9) has log(1000D̂a∆) < 1 downstream of x/D > 2, indicating that the local
burning rates are weaker as the chemical time scales are larger. Therefore, it is clear that
multi-regime combustion occurs within this bluff body stabilised flame.
The radial variation of the time-averaged filtered reaction rate is shown in Fig. 5.2 as
a function of the time-averaged progress variable. Thus, this figure shows the variation
of the averaged reaction rate across the flame brush. The reaction rates are normalised
using ρu, s0L and δ0L and the results are shown for three axial locations. If the peak
normalised reaction rate is close to unity, this suggests the reaction zone is not affected by
turbulence and the reaction zone is laminar. The peak value of this normalised reaction
rate is of order unity for the location x/D = 0.2, suggesting that the combustion is
occurring in the flamelet regime, as the peak reaction rate is close to its laminar value.
Moving downstream from this point, the peak value decreases gradually from unity,
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Fig. 5.3 Comparison of (a) the averaged progress variable contours from the LES against (b) the OH-PLIF
field (Kariuki et al., 2012).
Fig. 5.4 Comparison of (a) the averaged reaction rate contours from the LES against (b) the Abel
transformed OH∗ (Kariuki et al., 2012).
suggesting a broadening of the flame. This broadening implies that the combustion
regime is changing gradually further downstream from the bluff body base. These results
support the observations made in Fig. 5.1 regarding the combustion regime. The change
in the combustion regime is due to the chemical time scales becoming larger as the shear
generated turbulence affects the flame more significantly when moving downstream.
Figures 5.3 and 5.4 compare the computed spatial variations of averaged reaction
progress variable and reaction rate with appropriate measurements. All quantities are
normalised so that they vary from zero to unity. The progress variable fields in the
experiment are obtained from the OH-PLIF measurements, whereas the progress variable
in the computations is based on CO and CO2 mass fractions. The progress variable
fields, shown in Figs. 5.3a and 5.3b, suggest that the flame length and width are slightly
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overestimated in the computations. However, the LES results show a flame shape that is
very similar to that observed in the experiment. This is also supported by the results
in Figs. 5.4a and 5.4b, showing the computed averaged reaction rate and the measured
OH∗ chemiluminescence image respectively, where the latter is used to monitor the heat
release regions of the flame. Thus, the reaction rate is used for this comparison, which
is readily available in the computations. The heat release can be obtained by taking
the product of lower heating value of the fuel and the reaction rate. It can be seen in
Fig. 5.4a that the peak reaction rate is in the vicinity of the bluff body base within the
thin layer, as noted in the analysis of Fig. 5.1, and this thin layer consist of roughly five
to six numerical cells in the radial direction. The peak reaction rate value decreases
further downstream because of the broadening of the filtered flame, which is consistent
with the SGS Damköhler number variation and filtered reaction rates, shown in Figs. 5.1
and 5.2 respectively. It is shown in the left half of Fig. 5.1 that the flame thickness
increases downstream of x/D < 1, but the high reaction rate regions are confined to
a thin layer. These qualitative comparisons suggest that the general features of the
bluff body stabilised open flame are captured satisfactorily by the unstrained flamelet
combustion closure used for this study. However, quantitative assessments are to be
made, which are presented next.
5.3.2 Comparisons with measurements
The experimental investigation by Kariuki et al. (2012) used PIV and planar imaging
of OH using laser induced fluorescence techniques and OH∗ chemiluminescence. The
quantitative comparisons are therefore limited to only velocity statistics, since there are
no detailed pointwise temperature or species measurements available for this burner.
However, it is said that the flow fields are strongly influenced by combustion and the
entrainment effects. Therefore in order to get good comparisons between the measure-
ments and computational results, the combustion model and its interaction with the flow
and entrainment effects must be well captured. This is further to the numerical grid
requirements, which was validated using the isothermal flow results in § 4.4.3.
The measured and computed time-averaged streamwise velocity variations along the
centreline of the burner are shown in Fig. 5.5, where the velocity is again normalised
using Ub. The measurements do not span the entire recirculation zone length, but the
comparisons shown with the available data are good. As expected, the presence of
combustion influences the recirculation zone length, which is seen to increase from a
length of 1.15D for isothermal flow to a length of 2.02D for flame A1. This length is close
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Fig. 5.5 Comparison of the computed [lines] and measured [◦] (Kariuki et al., 2012) time-averaged axial
velocities for flame A1. The results are obtained using dynamic [ ] and static [ · ] approaches for βc
in Eq. (3.35).
Fig. 5.6 Computed [ ] and measured [◦] (Kariuki et al., 2012) radial variations of the time-averaged
axial velocity at (a) x/D = 0.2, (b) 0.8 and (c) 1.6 for flame A1.
to the value reported in the experiment, which was approximately 2D (Kariuki et al.,
2012). As mentioned in § 3.5, the model parameter βc in Eq. (3.35) can be evaluated
dynamically or prescribed with a static value. For the sake of comparison, the axial
variation of normalised averaged streamwise velocity is obtained using the dynamic and
static approaches; these are shown in Fig. 5.5. A static value of βc = 0.4 was chosen a
posteriori using the results from the dynamic procedure for βc (Gao et al., 2015; Langella
et al., 2015). It is seen that the results are almost identical, which is due to the careful
selection of the value for βc. The results shown from this point use the dynamic procedure
for βc. The radial variations of computed and measured axial velocity are compared in
Fig. 5.6 for the same three streamwise locations that were considered for the isothermal
case in Fig. 4.4. The LES results at all three locations show a good agreement with
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Fig. 5.7 Computed [ ] and measured [◦] (Kariuki et al., 2012) radial variations of the r.m.s. axial
velocity at (a) x/D = 0.2, (b) 0.8 and (c) 1.6 for flame A1.
Fig. 5.8 Computed [ ] and measured [◦] (Kariuki et al., 2012) radial variations of the r.m.s. radial
velocity at (a) x/D = 0.2, (b) 0.8 and (c) 1.6 for flame A1.
the measurements (Kariuki et al., 2012). These variations are similar to those observed
for non-reacting flow, except the maximum velocity is larger for reacting flow, due to
the heat release in the flame near the inner shear layer. The good comparisons shown
in Fig. 5.6 suggest that the locations of both the inner and outer shear layers are well
captured in the LES.
The r.m.s. of axial and radial velocities are shown in Figs. 5.7 and 5.8 respectively,
which are estimated using the resolved variance ⟨u′′⟩ ≃
√
⟨σ2U ⟩/Ub. The r.m.s. radial
velocity is directly compared against the r.m.s. y component of the velocity, due to
no measurements being available for the z plane, as mentioned in § 4.2.3. Since the
turbulence is shear driven in this burner, it is expected to see peak values of the r.m.s.
velocities in the regions of strong shear, which is observed in the computations, as shown
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in Figs. 5.7 and 5.8. However, the inner peak for the r.m.s. axial velocity is somewhat
lower than the outer peak for the location x/D = 0.2. This may be due to the additional
shear generated by the entraining flow in the outer shear layer. In addition, the reason
for the decrease in the r.m.s. radial velocity within 0.4 ≤ r/D ≤ 0.6 at the location
x/D = 0.2 is not clear. It is indeed expected to see a peak for the r.m.s. axial velocity
variation in the region close to the bluff body base, as shown by the computational result
and shows a similar trend to the isothermal case. The radial variations of both r.m.s.
velocities are well captured, except for some over predictions within the inner shear layer.
The variations are well captured at the second location in Figs. 5.7b and 5.8b, but the
r.m.s. velocities within the recirculation zone at x/D = 1.6 are under predicted in the
computation, as shown in Figs. 5.7c and 5.8c. Nonetheless, the overall agreement of these
quantities with the experimental data is good.
5.4 Further discussion
5.4.1 Multi-regime combustion
It has been shown that the flame and flow features are well captured by the LES, showing
good comparisons with the measurements to a similar standard reported in previous
numerical studies using different combustion models (Farrace et al., 2018, 2017; Hodzic
et al., 2017a,b, 2019). In general, the magnitudes of the r.m.s. axial and radial velocities
increase with axial distance from the bluff body base, suggesting that the turbulent kinetic
energy production increases with axial distance. The turbulent kinetic energy at the axial
locations x/D = 0.2, 0.8 and 1.6 that have been analysed thus far is computed using both
the experimental data and LES results. Since w′ is not available from the measurements
(Kariuki et al., 2012), the turbulent kinetic energy is estimated as ⟨kexp⟩ = 0.5(u′ 2+2 v′ 2)
by assuming that w′ ≃ v′. This is compared to the turbulent kinetic energy from the
LES results, which is computed as ⟨k˜res⟩ = 0.5(u′′ 2 + v′′ 2 + w′′ 2) using only the resolved
velocities, and also the total kinetic energy ⟨k˜tot⟩ = ⟨k˜res⟩+ ⟨k˜sgs⟩ by including the SGS
kinetic energy k˜sgs = 3u′ 2∆/2, where u′∆ is estimated using a model (Langella et al., 2018b).
These variations are shown in Fig. 5.9, where the symbols represent the measurements
⟨kexp⟩, the black line represents ⟨k˜tot⟩ and the dash-dotted black line is for ⟨k˜res⟩. The
edges of the shear layer originating from the trailing edge of the bluff body are drawn
using the contours at 10% of the local peaks of ∂⟨U˜⟩/∂r and shown with grey lines. Red
lines denote the flame brush, which is marked using ⟨c˜⟩ = 0.1 and 0.9.
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Fig. 5.9 Radial variations of computed and measured turbulent kinetic energy in flame A1. The edges
of the inner shear layer are shown with [ ] and those of the flame brush marked using ⟨c˜⟩ = 0.1 and
0.9 are shown with [ ]. The turbulent kinetic energy with [ ] and without [ · ] the modelled SGS
contribution are also shown.
It is seen that the sharp peak of ⟨k˜tot⟩ at x/D = 0.2 is located within the inner shear
layer, where the flame brush is also located. It should be noted that the other sharp
peak is within the outer shear layer and is not considered for the analysis here, as it is
outside the flame brush. Since the peak seen within the inner shear layer for ⟨k˜tot⟩ is not
present for ⟨k˜res⟩, this means that there are some flame-generated velocity fluctuations
in this region. These fluctuations can come from two sources; one is flame-generated
turbulence and the other is due to intermittent effects from the flame. The current
framework for the analysis makes it challenging to ascertain these two mechanisms and
to identify a dominant one; this will be explored in a future work. Since the numerical
grid used resolves more than 80% of the turbulence, the SGS turbulence is expected
to be small and the flame induced effects would be strong. Nevertheless, the trends
are the same for both ⟨k˜res⟩ and ⟨k˜tot⟩. Furthermore, it should be noted that w′ ≃ v′ is
assumed for the experimental data and the validity of this approximation is an open
question. At x/D = 0.8 and 1.6, it is observed that the peak value of ⟨k˜res⟩ is within the
shear layer and decays from the product side to the reactant side of the flame for the
burner configuration used here. There is a slight increase close to the reactant side for
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Fig. 5.10 Turbulent kinetic energy variation across the flame brush at four streamwise locations x/D =
0.1 [ ], 0.2 [ · ], 0.4 [ ] and 0.8 [ · ].
these two locations, which is caused by the outer shear layer resulting from ambient air
entrainment. In addition, it is observed that there is some interaction between the flame
and the shear layer, which is illustrated in Fig. 5.9 when the flame and the shear layer
are no longer aligned downstream of x/D = 0.6. Although all of the shear layer is within
the flame brush near the flame stabilisation region, this layer gradually moves out of
the flame when moving downstream. The contour of ⟨c˜⟩ = 0.9 moves from the inner to
outer side of the shear layer starting from the bluff body base to x/D = 1, as shown in
Fig. 5.9. This contour then moves back into the inner shear layer in a similar manner to
the outer part of the shear layer. On the other hand, the ⟨c˜⟩ = 0.1 contour continuously
moves further away from the shear layer from x/D = 0.6 because the reactant stream is
unconfined. This relative movement of the shear layer and the flame brush will lead to
an unexpected behaviour of the turbulent kinetic energy distribution across the flame
brush for various downstream positions.
A previous DNS study by Chakraborty et al. (2011) reported that the turbulent
kinetic energy has a peak value for flames within the corrugated flamelet regime, due
to generation of turbulent kinetic energy within the flame brush. However for flames
within the thin reaction zones regime, it was found that the turbulent kinetic energy
decays monotonically across the flame brush. This is due to the effects of the mean
pressure gradient and pressure dilatation being relatively weaker than those of viscous
dissipation for flames within the thin reaction zones regime. This is not the case for flames
within the corrugated flamelets regime as the effects of viscous dissipation are much
weaker compared to the effects of the mean pressure gradient and pressure dilatation
and hence, this leads to flame-generated turbulence. These behaviours are seen in the
5.4 Further discussion 107
Fig. 5.11 Variations of the peak time-averaged normalised filtered reaction rate [ ] and normalised
flame thickness [ · ] with axial distance.
variations of ⟨k˜tot⟩ with ⟨c˜⟩ and are depicted in Fig. 5.10. It is seen that the peak
turbulent kinetic energy is at the centre of the flame for x/D = 0.1 and then shifts
towards the product side for x/D = 0.2 and x/D = 0.4. However, there is no peak for
the location x/D = 0.8, which suggests that there is a transition in the combustion
regimes in the region 0.2 < x/D < 0.8. The flame is burning within the corrugated
flamelet regime close to the bluff body, which is shown by the flame wrinkling caused
by large-scale eddies resulting from Kelvin–Helmholtz instability, and this thin layer
structure is seen in Fig. 5.1. Hence, it could be said that the flame near the stabilisation
region is quasi-steady and quasi-laminar. This claim is also supported by the high values
of the parameter D̂a∆ (indicating stronger reaction rates) in those regions, as observed
in Fig. 5.1.
To further investigate this quasi-laminar flame observation, the variation of peak
averaged reaction rate ⟨ω˙⟩ and the flame brush thickness δT = 1/|∂⟨c˜⟩/∂r|max are studied.
If the flame is truly laminar, then the peak reaction rate should scale as ρus0L/δ0L as
laminar flame theory suggests. Therefore, normalising the peak averaged reaction rate
with this scaling should yield the normalised reaction rates of order unity if the flame is
quasi-laminar and δT/δ0L must also be of order unity. These two normalised quantities
are plotted in Fig. 5.11 as a function of x/D. It is shown that for x/D < 0.15, the
normalised reaction rate is slightly greater than unity. The strain thinning of the filtered
flame caused by large-scale eddies near the flame base causes the normalised reaction
rate to be larger than unity. For x/D > 0.2, the normalised reaction rate decreases
monotonically from unity. For x/D > 0.8, the normalised quantities are in the ranges
⟨ω˙⟩δ0L/ρus0L < 0.6 and δT/δ0L > 3, which suggests that turbulence has significantly altered
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Fig. 5.12 Radial variations of turbulent kinetic energy in a confined bluff body stabilised flame with 2%
incoming turbulence. The edges of the inner shear layer are shown with [ ] and those of the flame
brush, marked using ⟨c˜⟩ = 0.1 and 0.9, are shown with [ ].
the flame structure. Furthermore, it is shown that δT/δ0L < 1 for x/D ≤ 0.2, which
supports the quasi-laminar flame observation.
5.4.2 Comparison with a confined flame
Figures 5.12 and 5.13 show the radial variation of ⟨k˜res⟩, which is normalised by (s0L)2,
for three axial locations inside the recirculation zones of confined bluff body stabilised
flames. These are similar to the flames studied by Langella et al. (2016a), but use a
higher equivalence ratio of ϕ = 0.8, since these conditions are closer to the equivalence
ratio of ϕ = 0.75 for flame A1. These two flames have turbulence levels of approximately
u′/Ub = 2% and 22% at the bluff body base. The lengths of the recirculation zones are
1.37D and 0.76D for the low and high turbulence intensity confined flames respectively.
Therefore, both of these recirculation zones are significantly shorter than the observed
length of 2.02D for flame A1. As noted in § 5.1, the aim of the following analysis is
to distinguish the behaviour between flame A1 and the two confined flames. Flame A1
has only shear driven turbulence, but the other two flames have both shear driven and
incoming turbulence.
It is clear that the relative locations of the shear layers and flame brush are very
similar near the bluff body for these three flames, as seen when comparing Figs. 5.9, 5.12
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Fig. 5.13 Radial variations of turbulent kinetic energy in a confined bluff body stabilised flame with
22% incoming turbulence. The edges of the inner shear layer are shown with [ ] and those of the
flame brush, marked using ⟨c˜⟩ = 0.1 and 0.9, are shown with [ ].
and 5.13. In the low turbulence level case in Fig. 5.12, the initial evolution of the shear
layer is similar to that observed for flame A1 in Fig. 5.9. However as seen in Fig. 5.12, the
⟨c˜⟩ = 0.9 contour moves completely out of the shear layer at approximately x/D = 1.18,
which is around 86% of the recirculation zone length. It can be suggested that beyond
this point, the flame does not experience any shear generated turbulence. This is not
the case with flame A1, as the absence of walls allows the flame to remain within the
shear layer, whereas the shear layer is pushed further inwards for this confined flame.
The turbulent kinetic energy decays from the product side to the reactant side of the
flame at all three locations for the low turbulence intensity confined case in Fig. 5.12. In
the near-field of flame A1 in Fig. 5.9, the peak turbulent kinetic energy at x/D = 0.2
was located within the flame brush, which is not the case for the near-field location of
x/D = 0.3 in Fig. 5.12. This is due to the presence of walls for the confined case in
Fig. 5.12, which causes the shear layer to be shifted further inwards away from the flame
and suppresses the flame-generated turbulence.
When the incoming turbulence intensity is increased to 22%, it is shown that part of
the shear layer always remains within the flame for the entire recirculation zone length,
as illustrated in Fig. 5.13, which is also the case for flame A1. However, the high TI
confined flame experiences more shear generated turbulence than the low TI confined
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flame, as the flame brush and shear layer are thicker and hence, a larger part of the flame
is encompassed within the shear layer. The increasing trend of the turbulent kinetic
energy from the contour ⟨c˜⟩ = 0.1 into the ambient air region for flame A1 is due to
the presence of the outer shear layer that results from the air entrainment. The relative
positions of the shear layer and the flame brush in the vicinity of the bluff body base are
similar for both confined flames, suggesting the flame stabilisation processes are similar.
This is seen in Figs. 5.12 and 5.13 as the shear layers are pushed inwards by the pressure
forces exerted by the wall in the regions close to the bluff body base from approximately
x/D = 0.1 and x/D = 0.05 respectively. This is not the case for flame A1, as both
the product and reactant sides of the flame are well aligned with the shear layer until
x/D = 0.2. The reactant side of the flame remains aligned with the outer part of the
shear layer from this point until x/D = 0.6, as seen in Fig. 5.9. Thus, the presence of
the walls close to the bluff body does affect the relative positions of the flame and shear
layer.
5.5 Summary
A lean turbulent premixed bluff body stabilised flame far from blow-off conditions is
computed and compared against the corresponding experimental data. The statistics from
the LES show that the recirculation zone and inner shear layers are accurately captured.
In addition, the overall shape of the flame in the LES is slightly longer and wider than
the flame in the experiment. Further analysis of the distribution of the turbulent kinetic
energy across the flame and inner shear layer shows that the turbulent kinetic energy
has a peak value within the flame in the vicinity of the bluff body base. However, the
turbulent kinetic energy decays monotonically from the product to reactant side of the
flame further downstream. This suggests a shift from the corrugated flamelets regime to
the thin reaction zones regime of turbulent premixed combustion. The behaviour of the
open bluff body stabilised flame is compared to confined bluff body stabilised flames,
which experienced additional incoming turbulence. The main difference between the
open and confined flames is observed to be the relative positioning of the shear layer and
flame brush, and their spatial evolution. It is also observed that the change in turbulence
intensity causes significant changes to the evolution of the flame and the shear layer for
the confined flames. This is caused by the increased turbulence intensity supplied to the
bluff body base that increases the width of the shear layer due to turbulent diffusion,
which causes the recirculation zone length to decrease. This suggests that these physical
5.5 Summary 111
attributes are highly sensitive to the inlet conditions, such as the turbulence intensity and
the equivalence ratio, when the flame is stabilised within an enclosed chamber. However,
the recirculation zone length for the flames studied by Kariuki et al. (2012) showed no
significant changes when the equivalence ratio was varied. Therefore, it is of interest
to elucidate the behaviour of the recirculation zone for bluff body stabilised flames in
confined flows by varying the fuel–air equivalence ratio and the turbulence intensity. This
is investigated next in Chapter 6.

Chapter 6
A Scaling Relation for the
Recirculation Zone Length
This chapter presents the analysis of a set of isothermal and reacting flow simulations
with premixed reactants within a combustion chamber that contains a conical bluff
body. The turbulence intensity and the fuel–air equivalence ratio are varied, in order
to observe their influences on the recirculation zone. These observations are used to
undertake a force balance on a control volume behind the bluff body and determine
which forces influence the change in the recirculation zone structure. A scaling relation is
then deduced for recirculation zone length as a function of the inlet boundary conditions.
The application of this scaling to flames in an open environment and behind a backward
facing step is also explored.
6.1 Motivation
The recirculation zone that is formed directly behind the bluff body aids the stabilisation
process for a flame, as there is a continuous turbulent exchange of mass, momentum
and energy with its surroundings (Winterfeld, 1965). As mentioned in Chapter 5, this
zone contains hot combustion products and therefore, it acts as a constant source of
heat, radicals and intermediate species to sustain combustion. This also helps the flame
stabilisation processes over a wide range of fuel–air mixture equivalence ratios and
velocities (Davies & Beér, 1971). However, these physical processes that govern the
recirculation zone structure for isothermal and reacting flow are not well understood.
Early work on flow around bluff bodies and obstacles has been studied in detail
for several decades. These investigations vary from small-scale configurations, such as
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the flow around a small bluff body (Britter et al., 1979; Hunt, 1973), to large-scale
atmospheric flows, which focus on the dispersion of dense gases and pollutants around
buildings (Britter, 1989; Fackrell, 1984). Studies of these atmospheric flow problems
have aimed to predict the build up of pollutants in the near-field wake, including their
residence time and concentrations. In addition, these studies have investigated the size
of the near-field wakes behind the building and the re-attachment length at ground level
(Vincent, 1977, 1978). Scaling relations have also been proposed in these studies, which
include predicting the near-field wake length as a function of the height and width of the
building (Fackrell, 1984) and as a function of the free stream velocity (Britter & Griffiths,
1982).
For small-scale configurations, there have been numerous studies of isothermal flows
with bluff bodies, which have provided additional insights into these recirculation zones,
their flow patterns and various factors influencing the attributes of these zones (Calvert,
1967; Carmody, 1964; Chigier & Beer, 1964). These flows were also used to develop
and investigate measurement techniques for velocity and turbulence, since there are
strong velocity gradients present in these flows (Bradbury, 1976; Castro & Robins, 1977;
Davies & Beér, 1971; Durao & Whitelaw, 1978; Fuchs et al., 1979; Roberts, 1973; Taylor
& Whitelaw, 1984; Uberoi & Freymuth, 1970). The recirculation zone length LR is
commonly used to evaluate the influences of inlet flow conditions. This length is sensitive
to the incoming turbulence level and decreases towards an asymptote when the inlet
turbulence level is increased (Castro & Robins, 1977; Durao & Whitelaw, 1978; Humphries
& Vincent, 1976a,b). Moreover, an increase in the blockage ratio in unconfined flows
decreases LR when it is normalised by the bluff body diameter D (Davies & Beér, 1971;
Durao & Whitelaw, 1978). However, the walls in confined bluff body flames cause LR to
increase with blockage ratio, since large streamline curvature at the rear stagnation point
is prevented (Taylor & Whitelaw, 1984). Taylor (1982) has provided a comprehensive
review of the various experimental studies on this topic.
It has also been demonstrated that the heat release from combustion significantly
influences LR. Bill & Tarabanis (1986) claimed that the effects of combustion are to (i)
increase this length, (ii) dampen the velocity fluctuations and (iii) increase the magnitude
of the velocities, due to the decrease in the gas density within the recirculation zone.
For premixed systems, it was observed that the value of LR was at its minimum for
flames around stoichiometric conditions (Winterfeld, 1965; Wright, 1959). Furthermore,
Pan et al. (1992b) demonstrated that increasing the incoming Turbulence Intensity
(TI) for a given equivalence ratio ϕ led to a decrease in LR, which was consistent with
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the earlier studies on isothermal bluff body flows. The flame was observed to reside
within the shear layer originating from the trailing edge of the bluff body, where strong
turbulence–combustion interactions are present. Experimental studies have shown that
increasing the TI thickened the preheat zone and hence, the flame brush was observed
to thicken (Chowdhury & Cetegen, 2017; Nandula, 2003). These configurations involve
combustion conditions ranging from the flamelets regime to the distributed reaction
zones regime of turbulent combustion (Peters, 2000) and thus, such configurations serve
as suitable candidates for robust validation of turbulent combustion models. A number
of previous studies have used this configuration for this purpose (Bai & Fuchs, 1994;
Fureby & Möller, 1995; Langella et al., 2016a; Rydén et al., 1993; Spalding, 1971).
Backward facing step configurations with reacting flow have also been previously used
to study the effects of combustion on the recirculation zone and to gather experimental
data for combustion model validation. In this configuration, the flame is stabilised in the
shear layer that is formed between the incoming free stream at a velocity of U∞ and the
recirculation zone behind the step. The influences of thermochemical parameters, such
as ϕ and fuel composition, on the values of LR have been studied by Ghoniem and his
co-workers using backward facing step configurations for a wide range of thermochemical
conditions (Chakroun et al., 2017; Hong et al., 2015; Michaels et al., 2017; Shanbhogue
et al., 2016; Speth & Ghoniem, 2009). The TI at the combustor entry in these studies
was approximately 6% (Hong et al., 2015). Both reacting and isothermal conditions were
investigated and the results showed that LR decreased with increasing ϕ for the various
fuel–air mixtures studied. These investigations concluded that the consumption speed
sc of a strained laminar flame could be used to scale the recirculation zone length as
LR/LR,ref ∼ U∞/sc, where LR,ref is the recirculation zone length for the corresponding
isothermal flow case (Hong et al., 2015). The strain rate at the streamwise location where
the flame exited the recirculation zone was suggested to be the characteristic strain rate
used to obtain sc in the study by Michaels et al. (2017). The aforementioned scaling
expression was also revised as LR/LR,ref ∼ (ρbU∞/ρusc) to include the density change
arising from thermal expansion. The densities of unburnt and burnt mixtures are denoted
using ρu and ρb respectively. However, the study by Shanbhogue et al. (2016) concluded
that using a characteristic strain rate alone is insufficient to quantify the influence of
combustion on the recirculation zone and the effects of turbulence on the flow field must
also be considered. It is worth noting here that the recirculation zone behind a backward
facing step is constrained by the wall and the associated boundary layer at the bottom
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wall, yielding a secondary recirculation zone near the bottom corner. These features are
absent for the flow configuration considered for this study.
The influences of TI and ϕ on the recirculation zone length behind a bluff body have
not been investigated thoroughly, although some trends have been reported by Pan et al.
(1992b, 1991a,b). It was suggested that the influences of combustion on the recirculation
zone may come through the pressure dilatation influencing the turbulent kinetic energy.
However, a careful consideration of the problem shows that the recirculation zone behind
a bluff body is a near-field wake phenomenon, which is governed by pressure and the
momentum exchange between the body and the flow; more specifically, the momentum
transfers into and out of the near-field wake region. This suggests that a force balance
analysis is appropriate. Furthermore, the momentum exchanges will be influenced by
turbulence, combustion and their interactions. Hence, the balance among the various
forces acting in the radial and axial directions is likely to dictate the behaviour of the
recirculation zone length. These forces are influenced by the incoming TI, the amount of
heat release and the turbulence–combustion interactions. The amount of heat release is
related to ϕ, as well as the fuel composition.
Thus, the objectives of this study are:
• To understand these influences using the LES results of bluff body stabilised
turbulent premixed flames.
• To propose a scaling relation for LR relating the TI at the bluff body base and the
temperature rise across the flame front. The heat release parameter τ is used to
represent the temperature rise and this is directly related to ϕ. This objective is
achieved by employing a control volume analysis for the various forces acting on
the recirculation zone in isothermal and reacting flows.
6.2 Flame conditions and numerical detail
The burner that is studied in this chapter is the same as described in § 4.3.1 and is
illustrated in Fig. 4.6. The flames that are simulated here were first studied experimentally
by Pan et al. (1992a,b, 1991a,b) using LDA and CARS techniques. Spontaneous Raman
scattering and Rayleigh techniques were later used by Nandula et al. (1996) and Nandula
(2003) for this burner to obtain detailed temperature and chemical species measurements.
Premixed methane–air mixtures with equivalence ratios of ϕ = 0.59, 0.80 and 0.90 at
temperatures of Tu = 294K entered the combustion chamber at a constant mass flow rate
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ϕ τ s0L (m/s)
0.59 4.558 0.122
0.80 5.703 0.299
0.90 6.171 0.366
Table 6.1 Laminar flame parameters.
to give the same bulk velocity at the bluff body base Ub = 15m/s as the isothermal flow
case. The scalar measurements obtained by Nandula et al. (1996) and Nandula (2003)
were obtained only for the equivalence ratio of ϕ = 0.59. These were used as validation
for the previous numerical study of this burner (Langella et al., 2016a), along with the
LDA measurements for the recirculation zone (Pan et al., 1992b). The TI at the bluff
body base for low TI conditions was 2%, whereas the high TI condition was 22%.
The inlet and coflow velocity boundary conditions described in § 4.3.2 are used for all
isothermal and methane–air simulations shown in this chapter; these values are shown
in Table 4.2. The laminar flame properties for the flames studied here are given in
Table 6.1. The TI at the inlet is varied using the digital filter technique (Klein et al.,
2003) for isothermal flow conditions and the leanest flames with ϕ = 0.59. The variables
c˜ and σ2c,sgs are set to be zero for both the inlet and coflow boundaries and the enthalpies
for these boundaries are set to be consistent with their temperature and composition.
The passive fluid marker is set to be unity in the methane–air stream and zero for the
ambient air coflow stream. The same time step of 7.5µs that was used for the isothermal
flow validation case is used here to ensure the CFL number did not exceed 0.3. The
simulations for 16 tf required 24 hrs of wall clock time on 80 cores and the time-averaged
statistics are obtained over the second 8 tf period.
6.3 Results
6.3.1 Case validations
Before addressing the objectives of this study, the modelling framework and the com-
bustion models are validated first using the time-averaged statistics. Experimental
measurements are only available for 6 cases of the 20 simulations used for this study,
which are listed in Table 6.2. These 20 simulations include both isothermal and reacting
flows. The isothermal cases and flames with ϕ = 0.59 are labelled respectively using ‘I’
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Case ϕ u′b/Ub LR/D Ka Exp. Validation?
I1 0 0.009 1.45 - Y
I2 0 0.092 1.27 - Y
I3 0 0.078 1.24 - -
I4 0 0.090 1.19 - -
I5 0 0.093 1.23 - -
L1 0.59 0.009 1.98 0.12 Y
L2 0.59 0.097 1.25 4.46 Y
L3 0.59 0.118 1.22 5.88 -
L4 0.59 0.115 1.31 5.69 -
L5 0.59 0.116 1.21 5.82 -
L6 0.59 0.117 1.34 5.85 -
L7 0.59 0.072 1.38 2.85 -
L8 0.59 0.063 1.40 2.32 -
L9 0.59 0.037 1.53 1.06 -
L10 0.59 0.066 1.42 2.49 -
L11 0.59 0.059 1.45 2.08 -
R1 0.80 0.010 1.37 0.03 Y
R2 0.80 0.086 0.76 0.66 -
S1 0.90 0.011 1.30 0.02 Y
S2 0.90 0.079 0.70 0.39 -
Table 6.2 Database of simulations and their attributes used for analysis in this study. The bulk-mean
turbulence level u′b is the surface-averaged value at the bluff body base.
and ‘L’, which are taken from the study by Langella (2016). The relatively richer flames
with ϕ = 0.8 and 0.9 are labelled using ‘R’ and ‘S’ respectively and are simulated in this
study. In addition, simulations of cases I1, I2, L1 and L2 are undertaken in this study,
in order to ensure the numerical set-up and inlet turbulence boundary conditions are
consistent for all cases labelled with ‘R’ and ‘S’. Cases labelled with ‘1’ and ‘2’ after the
letter correspond to turbulence intensities of 2% and 22% respectively, which were used
in the experiment. The methane–air flames have a Lewis number close to unity.
The values of u′b/Ub at the bluff body base for these cases are also listed in Table 6.2,
which scale approximately as u′/Ub ∼ 2.3u′b/Ub. These values are obtained by varying
the axial r.m.s. velocity value at the computational inlet boundary and assigning lateral
and longitudinal length scales, as required for the digital filter technique used in the LES
(Klein et al., 2003). The Karlovitz number, defined as the ratio of the chemical time
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scale to the Kolmogorov time scale, is given as (Swaminathan & Bray, 2005)
Ka = τc
τη
=
{[
2
(
1 + τ
)0.7]−1(u′b
s0L
)3(
δ0L
Λ
)}0.5
, (6.1)
where Λ is the integral length scale at the bluff body base, which is estimated using 70%
of the flow passage width of (W −D)/2 and is approximately 12.1mm (Turns, 2011).
The values of Ka listed in Table 6.2, which are based on the turbulence characteristics at
the bluff body base, suggest that the combustion conditions in the various cases range
from the wrinkled flamelets regime to the thin reaction zones regimes in the turbulent
premixed combustion regime diagram shown in Fig. 2.3. However, the local turbulent
time scale, rather than one based on the incoming turbulence level, is more appropriate
for understanding the local combustion condition, which can change with the downstream
distance from the bluff body base. Indeed, Langella et al. (2016a) showed that there is
multi-regime combustion behind the bluff body in cases L1 and L2, where the regimes
ranged from the flamelets regime to the distributed flamelets regime. Similar behaviour is
observed for the other reacting flow cases listed in Table 6.2. Cases I1, I2, L1 and L2 were
validated thoroughly by Langella et al. (2016a) using velocity measurements (Nandula,
2003; Pan et al., 1992b) and scalar fields (Nandula, 2003; Nandula et al., 1996), where
it was demonstrated that the modelling framework has successfully captured the flame
behaviour in the multi-regime combustion. For these reasons and for further validation,
cases I1, I2, L1, L2, S1 and S2 are used for analysis in this section, in order to highlight
how the equivalence ratio and the TI at the inlet affect the values of LR. These validation
cases are marked in Table 6.2 and the additional cases will be used to gain further
insights that are required to identify a semi-empirical scaling relation for LR, which will
be presented in § 6.3.3.
Figure 6.1 compares the measured (Pan et al., 1992b) and computed time-averaged
axial velocity along the centreline for five cases; the computational results for case S2
are shown for comparison purposes. It should be noted that Fig. 6.1a is the same as
Fig. 4.7, but is included here for comparison purposes. For the following analysis, the
time-averaged statistics, denoted using the angle brackets, are obtained using the samples
collected over 8 tf and the averaging is done both in time and in the azimuthal direction.
The simulations require 8 tf for the transients to pass out of the computational domain
and the averaging period of 8 tf is required for recirculation zone length to remain
unchanged when collecting the statistics over a longer period. The negative values for
the axial velocity imply reverse flow within the recirculation zone and hence, the values
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Fig. 6.1 Time-averaged centreline axial velocity comparison between the LES results (lines) and experi-
mental data (symbols) for (a) isothermal flow (I1 & I2), and reacting flows with (b) ϕ = 0.59 (L1 & L2)
and (c) 0.90 (S1). There is no experimental data for case S2 (22%) shown in (c).
Fig. 6.2 Computed streamlines of the time-averaged velocity in the low and high TI cases of (a) isothermal
flows (I1 & I2), and reacting flows with (b) ϕ = 0.59 (L1 & L2) and (c) ϕ = 0.90 (S1 & S2).
of LR are given by the axial distance of the zero crossing of the normalised axial velocity;
this location corresponds to the rear stagnation point of the recirculation zone. The
results in Fig. 6.1 show that the measured streamwise variation of the axial velocity is
captured well in the computations and hence, the values for LR are close to the values
seen in the experiment. There are no scalar or temperature measurements available for
cases L1 and S1 shown respectively in Figs. 6.1b and 6.1c.
The streamlines of the time-averaged velocity for the six cases are presented in Fig. 6.2.
The two isothermal cases are shown in Fig. 6.2a and the streamline patterns are similar
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for both low and high TI cases, although there is a decrease in LR from 1.45D to 1.27D
when the TI is increased from 2% to 22%. There is a non-monotonic variation of LR
with ϕ, or τ , for low TI, as shown in Fig. 6.2. The value of LR increases to 1.98D in case
L1 from its isothermal value of 1.45D. When the equivalence ratio is increased to ϕ = 0.9,
the value of LR decreases to 1.3D for case S1 with TI = 2%, as shown in Fig. 6.2c.
However, this behaviour is different when the TI is increased to 22%. The value of LR
for case L2 is 1.25D, which is very similar to the length of 1.27D for the isothermal case
I2. The general flow patterns for these cases are also very similar, as shown in Figs. 6.2a
and 6.2b. This is consistent with the experimental observation by Pan et al. (1992b),
where it was suggested that LR in reacting flows approached its isothermal value when
the TI at the bluff body base was increased. However for case S2, the value for LR is
0.7D, which is significantly lower than for the isothermal case I2 for TI = 22%, as seen
when comparing Fig. 6.2a and 6.2c.
These variations presented in Fig. 6.2 show that LR generally decreases when the TI
increases, but it is highly sensitive to changes in the TI for a given ϕ in reacting flow. In
addition, the study by Bill & Tarabanis (1986) concluded that the effect of combustion
is to increase LR, which does not seem to hold according to the measurements obtained
in the study by Pan et al. (1992b) and the current LES results. The measured values
of LR in reacting flows behind a backward facing step were observed to decrease with
an increase in ϕ (Hong et al., 2015), which also contradicts the observation of Bill &
Tarabanis (1986). However, the value of LR is larger than the isothermal counterpart
for the low TI cases with moderate heat release. When the heat release is stronger,
the value of LR is smaller than the length for the isothermal case at a given TI. This
intriguing behaviour is shown in Fig. 6.3a, which is to be described in § 6.3.2. The
physical reasoning for this non-monotonic behaviour is unclear and this study attempts
to provide insights into this behaviour. As noted in § 6.1, the recirculation zone is in the
near-field wake behind the bluff body, which is governed by the momentum transfer and
the pressure field. It should be noted that the far-field is also affected by momentum
transfer, since the evolution of turbulence and the flame is different when the TI and ϕ
are varied. This translates into the forces acting on the recirculation zone. Hence, the
value of LR is dictated by the various forces acting on the recirculation zone and these
forces are not only influenced by turbulence but also by combustion and its nonlinear
interaction with turbulence. Therefore, it is imperative to investigate the balance of
these forces acting on the recirculation zone in reacting flows.
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Fig. 6.3 Variation of (a) the recirculation zone length, and the time-averaged normalised source S =
−⟨ (U˜ − ⟨U˜⟩)⟩ · ⟨∇p⟩/(ρuU3b /D) at (b) x = LR and (c) the maximum width of the recirculation zone,
for the six LES cases shown in Fig. 6.2 with τ .
6.3.2 Force balance on the recirculation zone
The previous analysis suggests that LR is influenced by the TI at the bluff body base
and the methane–air equivalence ratio, or τ , but the physical mechanisms for this are
unclear. However, Pan et al. (1992b) speculated that the turbulence production through
the interaction of the velocity fluctuations with the pressure gradients could play an
important role. This production is given by −⟨u′′⟩ · ⟨∇p⟩, where u′′ denotes the Favre
fluctuation of velocity (Heitor et al., 1987). It was also suggested that this quantity
could be of high importance at the maximum width and at the rear stagnation point
of the recirculation zone, since u′′ and ∇p are large at these locations. The maximum
width of the recirculation zone is taken as twice the distance between the centreline to
the furthest radial position on the zero axial velocity contour.
This source can be extracted from the LES results for the two locations in the six
cases shown in Fig. 6.2 and its variation with τ is shown in Fig. 6.3. The source term is
normalised using ρu, Ub and D, and is written as S = −⟨ (U˜ − ⟨U˜⟩)⟩ · ⟨∇p⟩/(ρuU3b /D).
This source term is normalised using these quantities because they are readily available
as inlet conditions. The variation of LR/D with τ is also shown in Fig. 6.3a. If this
source term is responsible for the variation of LR/D with τ , a similar behaviour of S
with τ must be seen, but it is apparent that no such trend is seen in Fig. 6.3. This source
term directly contributes to the turbulent stress and hence the turbulent shear force,
which is one among many forces acting on the recirculation zone. Thus, it is worthwhile
to conduct a force balance on the stationary (time-averaged) recirculation zone. The
control volume considered for this analysis is shown in Fig. 6.4, which spans the entire
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Fig. 6.4 Control volume for the force balance of the recirculation zone.
length of the recirculation zone and covers the bluff body base in the radial direction.
Since the mean structure is axisymmetric, only one half is considered.
Using Eq. (3.8), the stationary form of the mean momentum equation is
〈
∇ · ρU˜U˜
〉
+
〈
∇p
〉
≈
〈
∇ · τ eff
〉
, (6.2)
where τ eff is an effective stress tensor, which includes the molecular and anisotropic
turbulent stresses. The averaged molecular stresses are smaller than the turbulent stresses,
except on the surface S1 marked in Fig. 6.4, and this is verified using the LES results.
By applying Gauss’s theorem to Eq. (6.2) over the control volume CV1, the force
balance is written as
∫
S
〈
ρU˜U˜
〉
· n̂ dS︸ ︷︷ ︸
F i
+
∫
S
〈
p
〉
n̂ dS︸ ︷︷ ︸
F p
=
∫
S
〈
τ eff
〉
· n̂ dS︸ ︷︷ ︸
FT
, (6.3)
where S denotes boundaries of the control volume and n̂ is the unit normal vector that
points outwards from each of the boundaries. The subscripts i, p and T for the force
vector F denote the force due to momentum flux, the pressure force and the turbulent
shear force respectively. These forces can be extracted from the LES results and since the
inertial and pressure forces can influence the turbulent velocity fluctuations, and hence
the turbulent shear forces, the values of inertial and pressure forces are investigated here.
Furthermore, the turbulent shear force can be extracted from these two forces using
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Case LR/D Fi,x (N) Fp,x (N) Fi,r (N) Fp,r (N)
I1 1.45 −0.0379 0.239 0.0118 0.914
L1 1.98 −0.0080 0.307 0.0019 1.299
S1 1.30 −0.0086 0.303 0.0004 0.839
I2 1.27 −0.0319 0.237 0.0175 0.851
L2 1.25 −0.0095 0.298 0.0051 0.868
S2 0.70 −0.0084 0.286 0.0010 0.495
Table 6.3 Net inertial and pressure forces acting on the control volume CV1 in the axial and radial
directions.
Eq. (6.3). The net inertial and pressure forces acting in the axial and radial directions
are listed in Table 6.3 for the six cases analysed previously in Figs. 6.2 and 6.3. The
signs for these forces are according to the co-ordinate system shown in Fig. 6.4. The
values listed in Table 6.3 show that the pressure forces are significantly larger than the
inertial forces in both radial and axial directions. In addition, the radial pressure forces
are significantly larger than the axial pressure forces. When the TI is increased for the
isothermal cases, I1 and I2, the axial pressure force remains relatively the same, but the
radial pressure force decreases by approximately 7% and this leads to the decrease in the
recirculation zone length. It is seen that there is a substantial increase in Fp,r in case L1
compared to the isothermal case I1, which corresponds to the increase in the value for
LR/D. The radial pressure force for case S1 is roughly 35% lower in comparison to the
radial pressure force for case L1 and leads to an approximate 34% decrease in the value
for LR/D, as shown in Table 6.3. All of these trends and the interplay between the radial
pressure force and LR/D are shown in Fig. 6.5c, along with the corresponding variation
of the axial pressure force, shown in Fig. 6.5b. The axial pressure force is marginally
affected when increasing the TI for a given value of τ and this force increases with τ
before decreasing slightly for the flames close to stoichiometric conditions (S1 and S2).
There is a direct correspondence between the variations of LR/D and Fp,r with τ , which
suggests that the changes in the recirculation length are dictated by the changes in the
radial pressure force in confined bluff body stabilised flames.
The radial pressure force is influenced by the heat release from the flame and the
corresponding momentum transport is influenced by turbulent stresses produced through
mean shear. In addition, the predominant balance for the radial momentum equation
is by these two forces, as shown in Eq. (6.3). This is investigated by plotting the shear
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Fig. 6.5 Variations of (a) LR/D and the pressure force in (b) axial and (c) radial directions with τ .
These are deduced from LES results.
layers and the flame brush for these cases; these are displayed in Fig. 6.6. The edges of
the shear layer are marked using 10% of the maximum positive shear ∂U/∂r observed
for every x/D location and the non-smoothness seen along the inner edges is caused
by the limited sample size available for azimuthal averaging at positions with small
r. The time-averaged progress variable values of ⟨c˜⟩ = 0.1 and 0.9 are used to mark
the flame brush. The results are shown in the region of r/D ≤ 0.7 for clarity and the
recirculation zone length is also marked. The shear layers for isothermal flows are shown
in Fig. 6.6a, where it is seen that the shear layer for case I2 is thicker in comparison to
case I1, particularly in the region close to the bluff body. This is related to the increased
momentum transport that results from the higher TI in case I2, which leads to the
decrease in the radial pressure force (see Table 6.3). This causes the recirculation zone
to be shorter in case I2, as marked in Fig. 6.6a.
This situation is more complicated for reacting flow, due to the interplay between
the induced effects of turbulence and combustion. This interplay depends on the TI and
heat release, which is related to the equivalence ratio of the mixture. The averaged shear
layer and flame brush isolines are shown in Figs. 6.6b and 6.6c. Only the outer edge of
the shear layer is influenced by the heat release when the TI is low because the major
portion of the flame brush is located close to this edge, as seen in Figs. 6.6b and 6.6c.
Radial forces are exerted by the combustor wall, due to thermal expansion effects and
these forces push the outer edge of the shear layer inward, which is clearly visible in
both Figs. 6.6b and 6.6c for cases L1 and S1 in comparison to Fig. 6.6a. Increasing the
equivalence ratio causes the heat release rate to increase, which leads to the outer edge
moving further inward in the near-field region (x ≤ D). The flame brush is also thinner
in case S1 in comparison to case L1 in the near-field region but widens when moving
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Fig. 6.6 Edges of the time-averaged shear layers (black lines) in (a) isothermal flows and reacting flows.
The flame brushes are marked along ⟨c˜⟩ = 0.1 and 0.9 (grey lines) for (b) ϕ = 0.59 and (c) ϕ = 0.90
cases. These are deduced using LES results.
downstream because of turbulent (diffusive) transport. The flame brush width increases
further to accommodate the burning of excess fuel in case S1 compared to case L1. This
causes a further inward shift of the shear layer edge, as seen in Fig. 6.6c, which also leads
to a decrease in the radial pressure force acting in the control volume CV1, as described
previously. These interactions cause substantial changes in the net radial pressure forces
exerted on the recirculation zone, leading to significant changes in the recirculation zone
lengths. The axial pressure force is also influenced by this interplay, but the magnitudes
are relatively smaller compared to the radial pressure force, as seen by their values in
Table 6.3.
The interactions of the shear layer and flame brush become more complex when the
turbulence intensity is increased to 22% for cases L2 and S2, as seen in Figs. 6.6b and 6.6c
respectively. The increased turbulent transport widens the flame brush substantially
and the majority of the flame brush is inside the shear layer in the near-field of case L2,
whereas the flame brush is still located in the vicinity of the outer shear layer edge for
case S2 (with larger heat release). The flame brush is relatively thinner in case S2 when
compared to case L2, as the flame in case S2 is closer to stoichiometric conditions. For
all of these reasons, the outer shear layer edge is shifted further inward in the near-field
region for case S2. Moving further downstream, the heat release effects become stronger
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in case S2, where it is clearly seen that the flame brush is located outside the shear layer
in Fig. 6.6c. These strong nonlinear interactions between the flow and thermochemical
effects yield further changes to the radial pressure force, which leads to significant changes
in the recirculation zone length.
It has become clear that the changes in the values of LR are predominantly caused by
the radial forces exerted on the recirculation zone rather than the turbulence production
through the source term −⟨u′′⟩ · ⟨∇p⟩, as speculated in the earlier study (Pan et al.,
1992b). Further understanding and support of the role of radial pressure force can be
obtained if a scaling relation for LR could be obtained using the insights gained in this
analysis.
6.3.3 Recirculation zone length scaling relation
Based on the analysis presented in § 6.3.2 and for the reasons outlined in § 6.1, it is
necessary to consider all of the forces, including those exerted by the confinement of
heat release. Hence, the appropriate control volume to deduce a scaling relation for LR
is shown in Fig. 6.7. This modified control volume now spans the whole width of the
combustion chamber. It should be noted that the control volume CV2 is not cylindrical,
since the outer walls of the combustion chamber form a square duct. The various surfaces
of this control volume are marked in Fig. 6.7. The surface-averaged radial velocity on
S1 is observed to be significantly (more than an order of magnitude) smaller than the
corresponding axial velocity and hence, the inertial forces acting in the radial direction
at S1 are neglected. This is also suggested by the streamlines shown in Fig. 6.7, since the
curvature at S1 is small. In addition, the turbulent shear force
∫
S⟨µT ⟩ (∂⟨U˜⟩/∂r) dS on
surface S1 is assumed to be smaller compared to its value on surface S2. This is verified
using the LES results, which showed that the magnitude of this force on S2 is nearly two
orders of magnitude larger. Therefore, the force balance includes only the radial forces
acting on surfaces S2 and S3,2 of the control volume CV2. Applying conservation of mass
in the axial direction across CV2 gives
ρuUb
(
W 2 − πD
2
4
)
= ρ2U2W 2 , (6.4)
where the subscript ‘2’ denotes the condition on surface S2 and ρ2U2 =
∫
S2 ρU dS /W
2.
The angle brackets used to denote the time-averaged quantities are omitted in this and
the following expressions for simplicity. Rearranging the mass conservation equation
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Fig. 6.7 Control volume used to deduce a scaling expression for LR.
gives
U2 = Ub
ρu
ρ2
(
1− πD
2
4W 2
)
= UbG
ρu
ρ2
, (6.5)
where G is a geometrical parameter. The radial force balance is now written as
∫
S2
ρUUr dS +
∫
S3,2
p dS ≈
∫
S2
µT
∂U
∂r
dS , (6.6)
where Ur represents the radial velocity. The velocity gradient ∂U/∂r is approximated
as ∆U/∆r ≈ AU2/W , where A ≈ 8 because U varies from zero to a maximum over a
length of approximately W/4 and the maximum velocity is roughly twice the value of U2.
Furthermore, the gradient ∂Ur/∂x≪ ∂U/∂r on surface S2 for this flame configuration.
Integrating Eq. (6.6) and rearranging gives
4 pwWLR ≈ 8µT,2U2W − ρ2U2Ur,2W 2 . (6.7)
The pressure on surface S3,2 is integrated along the walls of the combustion chamber
to give a surface-averaged value of pw =
∫
S3,2 p dS /(4LRW ). The dynamic viscosity µT,2
is the average over surface S2. Substituting the expression for U2 from Eq. (6.5) into the
radial force balance in Eq. (6.7) and rearranging the resulting expression gives
LR
W
≃ UbG4 pw
(
8µT,2
W
ρu
ρ2
− ρuUr,2
)
. (6.8)
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The mixture on surface S2 will consist of unburnt, partially burnt and fully burnt
mixtures, as suggested by the flame brush contours in Fig. 6.6 and therefore, the mixture
density ρ2 must be in the range ρb ≤ ρ2 ≤ ρu. Hence, the density ρ2 can be expressed as a
fraction of the burnt mixture density ρb using ρ2 = fρb, with f bounded as 1 ≤ f ≤ τ +1;
this yields ρu/ρ2 = (τ + 1)/f . Using this expression and noting the flow symmetry on
the surface S2, Eq. (6.8) is written as
LR
D
≃
(
2GUbµT,2
Dpw
)(
τ + 1
f
)
. (6.9)
For isothermal flow, where τ = 0 and f = 1, it is observed that LR/D is influenced
by the bulk strain Ub/D, the eddy viscosity and the wall pressure. Although the TI
does not appear explicitly in (6.9), the latter two terms, µT,2 and pw, will vary with the
TI at the combustor entry for a given geometry and Ub. Hence, the decrease in LR for
increasing TI suggests that the rise in the wall pressure is larger than the increase in µT,2.
Furthermore, it is known that µT,2 ∼ ρ2k22/ε2, where k2 and ε2 are the surface-averaged
turbulent kinetic energy and its dissipation rate on surface S2 respectively. The values of
k2 and ε2 would depend on the incoming turbulence level and this dependence may be
represented using a power law. The pressure distribution on S3,2 will also be influenced
by the incoming turbulence level and this distribution determines pw.
For reacting flows, there is an additional factor τ (related to heat release) that
influences the values of LR. The expression (6.9) shows that the recirculation zone length
increases linearly with τ for a given turbulence level, which is superficial since the heat
release will also influence pw and µT,2. The experimental results presented in § 6.3.2
show that LR increases with τ for low turbulence level and moderate values of τ . This is
because the thermochemical effects due to the heat release from combustion are stronger
compared to turbulence effects at low TI values. This behaviour also suggests that the
increase in pw due to thermal expansion is smaller in comparison to the influences of
heat release on LR through µT,2 and τ . The increase in µT,2 is consistent with the known
behaviour of the increase in the turbulence level and its integral length scale across
premixed flames with low turbulence intensity (high Damköhler number flames). However,
this increase in LR is observed only for a moderate value of τ and the recirculation zone
length becomes smaller for higher values of τ , as seen in Fig. 6.5. This is because the
combustion effects coming through the eddy viscosity and τ are offset by the rise in pw,
as suggested by Eq. (6.9), due to larger thermal expansion effects. For higher turbulence
levels, the observed variation of the recirculation zone length with τ is different. The
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Fig. 6.8 Variation of the normalised LR with the normalised TI at the bluff body base for the 20 cases
listed in Table 6.2. The result of the scaling relation in Eq. (6.10) is shown for a = 2.5 and b = −0.25.
The open flame data points shown are from the study by Kariuki et al. (2012). The recirculation zone
lengths for a backward facing step configuration measured by Hong et al. (2015) for reacting flows of
propane–air mixtures with 0% (black dots) and 50% hydrogen (grey dots) by volume are also shown.
The unscaled recirculation zone lengths are shown in the inset.
influences of combustion, on average, are overwhelmed by the effects of turbulence at
higher TI and moderate τ values, which yield almost no variation of LR with τ . It is
apparent that these behaviours are contained implicitly in Eq. (6.9). The wall pressure
and the eddy viscosity are influenced not only by turbulence, but also by dilatation
and turbulence–chemistry interactions, as described previously. The influences of the
latter two thermochemical effects on the spatial evolution and distribution of k and ε
are nonlinear. If the change in the wall pressure is relatively large compared to the
change in µT,2 for a given value of τ and TI, then LR will decrease. Hence, a relatively
larger thermal expansion coming from near-stoichiometric flames will lead to shorter
recirculation zones, irrespective of the TI values, which is also observed in the values
listed in Tables 6.2 and 6.3.
Deducing an explicit expression for LR as a function of u′ and τ is not quite straight-
forward, since the effects of combustion on turbulence and related quantities are nonlinear.
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These nonlinear effects may be represented using a power law for the reasoning presented
previously and hence, the scaling expression may be generalised by writing a functional
form of the expression as f(pw, µT,2, τ) ≈ f(u′/Ub, τ) = (u′b/Ub)a+1(τ + 1)b, where the
exponents a and b are constants, and u′b is the surface-averaged turbulence level at the
bluff body base; these values are listed in Table 6.2. Therefore, the generalised form of
the scaling expression is written as
LR
D
= L̂R ≃ C(û′b)a+1(τ + 1)b , (6.10)
where C is a constant accounting for a given bulk-mean velocity and the combustion
chamber geometry, and û′b = u′b/Ub. Figure 6.8 shows the results for all of the simulations
listed in Table 6.2 that are collapsed using the scaling equation in (6.10). It should be
noted that L̂R/L̂R,ref is plotted instead of L̂R, so that the constant C can be eliminated.
The subscript ‘ref’ represents the isothermal case I1, which is used as the reference case.
The exponents a = 2.5 and b = −0.25 are used for the scaling equation in (6.10) and
a line of best fit is shown in Fig. 6.8, where it is seen that the proposed expression
collapses the data well. The results show that the same behaviour may be seen for higher
equivalence ratios, since these results collapse together well, as seen in Fig. 6.8. The
variation of the unscaled LR/D with u′b/Ub is shown in the inset of this figure.
The values of L̂R/L̂R,ref deduced using the results in Fig. 8 in the study by Hong et al.
(2015) for reacting flows over a backward facing step are also scaled as per Eq. (6.10)
and the results are shown in Fig. 6.8. Hong et al. (2015) considered propane mixed with
0%, 30% and 50% hydrogen by volume and air mixtures for their experiments; all cases
had a TI of approximately 6%. The scaled recirculation zone lengths shown here are for
the two extreme cases with 0% and 50% hydrogen. The values for ϕ considered in the
experiments with the pure propane–air mixture are 0.65, 0.72, 0.79, and 0.88, while the
values of ϕ for the 50% hydrogen case are 0.63, 0.67 and 0.72. The scaled values shown in
Fig. 6.8 range from 1.2 to 0.57 for the pure propane–air mixture and from 0.88 to 0.53 for
the 50% hydrogen cases. These mixtures have Lewis numbers of approximately 1.9 (pure
propane) and 1.6 (mixtures with 50% hydrogen). The turbulence–chemistry interactions
in these non-unity Lewis number flames are substantially different from those in unity
Lewis number flames. Furthermore, the recirculation zone behind a backward facing step
is constrained by the bottom and side walls and thus, the corresponding shear forces
cannot be ignored. These additional effects in the flames considered by Hong et al. (2015)
may need a different exponent and, perhaps, a Lewis number scaling also. However, the
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Fig. 6.9 Control volume for an open bluff body burner configuration.
scaled values for these flames shown in Fig. 6.8 are of the same order as that given by the
scaling relation, which is quite remarkable given the complexity involved in this problem.
6.3.4 Application of the scaling to open flames
An illustration of a bluff body stabilised flame without confinement is shown in Fig. 6.9,
where it is seen that an outer shear layer will form at the top edges of the walls. The
appropriate cylindrical control volume is extended beyond this outer shear layer into the
air entrainment region with zero streamwise velocity. If the observations from § 6.3.3
regarding the role of radial forces acting on the recirculation zone are extended, then the
radial force balance in Eq. (6.6) for this control volume is now written as
4 p∞W∞LR ≈ 8µT,2U2W∞ − ρ2U2Ur,2W 2∞ . (6.11)
Applying the mass balance across the cylindrical control volume gives
ρuUb
(
W 2 −D2
4
)
+ ρairαˆUbW∞LR = ρ2U2
W 2∞
4 , (6.12)
where the entrained mass flow rate is taken to be πW∞LRρairαˆUb, with αˆ representing
an entrainment coefficient for air that accounts for scaling the velocity to Ub and the
area change to include the entrainment at the surface of the control volume in line with
the bluff body base. After taking ρair ≈ ρu and then using ρu/ρ2 = (τ + 1)/f , Eq. (6.12)
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is rearranged for U2 and is written as
U2 = Ub
τ + 1
f
(
G+ 4LR
W∞
αˆ
)
, (6.13)
where the geometrical parameter is expressed as G = (W 2 −D2)/W 2∞. Substituting the
expression for U2 into Eq. (6.11) and rearranging for L̂R = LR/D gives
L̂R ≃ U
2
bG
∗
4 p∞
(
8
W∞
µT,2
Ub
τ + 1
f
+ ρu
|Ur,2|
Ub
)
E , (6.14)
where E is a correction term accounting for the air entrainment, which can lead to some
cross-stream velocities and hence, the velocity Ur,2 is retained in Eq. (6.14).
The scaling relation in Eq. (6.14) is similar to Eq. (6.8) besides the change in variables
for the geometrical parameter, defined for the open flame as G∗ = G(W∞/D), the
pressure p∞ and the width W∞. The influence of heat release and the TI on the entrained
air is signified by the factors (τ + 1)/f and µT,2 appearing in the first part. Thus, the
justifications given earlier can be used to introduce a functional dependence on the TI
and τ and hence, the scaling relation in Eq. (6.14) can be written in a form similar to
Eq. (6.10) but perhaps with different values for the exponents a and b. This suggests that
the values for LR/D for open flames are also likely to follow the scaling shown in Fig. 6.8.
This is demonstrated in Fig. 6.8 by including the values of LR/D for four open flames,
which are also normalised using corresponding isothermal case in that experimental
study. The values for the recirculation zone lengths are taken using the centreline PIV
measurements made in the study by Kariuki et al. (2012). These results suggest that the
scaling given by Eq. (6.10) works well for both confined and open flames.
6.4 Summary
The LES results from 5 isothermal and 15 reacting flows, which include a conical bluff body
within a square duct, are analysed to determine a scaling law relating the recirculation
zone length, heat release parameter and TI at the bluff body base. It is observed that the
recirculation zone length is influenced by the TI, heat release and turbulence–combustion
interactions. The values of LR decrease monotonically with increasing TI in isothermal
and reacting flows, but its variation is found to be non-monotonic with τ in reacting flows.
The recirculation zone length increases from its isothermal value as ϕ increases and then
decreases when approaching stoichiometric conditions for low TI (2%). On the other
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hand, the values of LR are found to be insensitive to τ (or ϕ) before decreasing when
approaching near-stoichiometric conditions for a higher TI (22%). This non-monotonic
behaviour is observed to emerge from the competing effects of dilatation and turbulence
that influence the radial pressure forces acting on the recirculation zone. This force
influences the relative positions of the shear layer and flame, thereby leading to the
variation in the levels of turbulence–combustion interactions and their effects on the
radial force balance. This demonstrates that the nonlinear influences of the TI, heat
release and their interactions controlling the radial forces govern the behaviour of the
recirculation zone length. This is because the near-field wake containing the recirculation
zone is governed by the momentum transfer to and from the zone, which is related to
the forces acting on this zone. The surface-averaged wall pressure and the eddy viscosity
on a plane located at the rear stagnation point emerge as two key quantities, which
are influenced by the TI, heat release and turbulence–chemistry interactions. Careful
considerations of these effects permits the derivation of a scaling relation, which is found
to be in the form LR/D ∼ (u′/Ub)(a+1)(τ + 1)b. This relation is found to work well for
premixed flames that are stabilised behind a bluff body with and without confinement
and also for flames that are stabilised behind a backward facing step.
Chapter 7
Flame Root Dynamics in a Gas
Turbine Model Combustor
It has been demonstrated in Chapters 5 and 6 that the combustion closure is robust
and accurate for bluff body stabilised premixed flames. Such flames are present in
afterburners, where the geometries and fluid mechanics are simplified in comparison to
the main burner of gas turbine systems. Gas turbine combustors employ swirling flows
for flame stabilisation. Hence, it is of interest to model a swirl-stabilised flame in a more
complex geometry that resembles a gas turbine combustion system. Previous studies
using the same combustion closure have been undertaken for flames under acoustically
stable and unstable conditions (Chen et al., 2019a,b; Langella et al., 2018a). This chapter
presents the results of a lean swirl-stabilised flame close to lean blow-off in a gas turbine
model combustor and provides physical insights into the stabilisation of the flame.
7.1 Motivation
Modern gas turbine engines have to comply with stringent environmental regulations for
pollutant emissions. Lean combustion can provide improved efficiency, while lowering
flame temperatures and thereby a reduction in pollutant emissions (Driscoll, 2011).
However, operating under lean conditions make such combustion systems prone to risks
that may hinder successful ignition and flame stability (Gicquel et al., 2012). Feikema
et al. (1991) demonstrated that the effect of swirl can provide increased stability for gas
turbines operating under lean combustion and extend the lean flammability limit. In
addition, swirling flows allow gas turbine combustors to be more compact, since swirling
flow causes intense mixing and hence, the reactant mixture is either premixed or partially
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premixed prior to ignition (Syred, 2006). Partially premixed combustion is present for
swirling flows where the flames are lifted, which is due to the fuel and air entering the
combustion chamber through separate inlet streams (Masri, 2015). The potential for
flame blow-off is also inevitable in lean combustion and thus, the physical mechanisms
behind this phenomenon should be investigated thoroughly.
Flames that are close to blow-off conditions are highly unstable and local extinction
typically occurs. This has been observed in experimental studies of the Sandia D–F jet
flames with homogeneous (Barlow & Frank, 1998) and inhomogeneous mixing (Barlow
et al., 2015; Meares & Masri, 2014), and the Sydney Swirl Burner (Dally et al., 1998).
These experimental observations have also been captured in LES studies with transported
PDF (Jones & Prasad, 2010; Xu & Pope, 2000), FPV (Ihme & Pitsch, 2008b; Wu &
Ihme, 2016), CMC (Garmory & Mastorakos, 2011; Kronenburg & Kostka, 2005) and
MMC (Galindo et al., 2017; Wandel & Lindstedt, 2013) models. Computational studies
on flame blow-off are very limited, where CMC (Zhang et al., 2015; Zhang & Mastorakos,
2016), FPV and thickened flame models (Ma et al., 2019) have been used to predict flame
blow-off in the Cambridge Swirl Burner (Cavaliere et al., 2013). However, the geometries
of these burners are simple in comparison to more complex configurations employed for
gas turbine combustors.
The gas turbine model combustor developed by the German Aerospace Centre (DLR)
is a good example of a complex configuration, which is a partially premixed system
containing two swirl generators (Meier et al., 2005, 2006; Weigand et al., 2006). Extensive
measurements using laser diagnostics for three operating conditions were obtained, which
were for thermo-acoustically stable and unstable conditions, and for a flame close to
blow-off (Meier et al., 2006; Weigand et al., 2006). The thermo-acoustically stable flame
was investigated by See & Ihme (2015), Benim et al. (2017) and Donini et al. (2017)
using LES, and Chen et al. (2019a,b) have investigated the thermo-acoustically stable
and unstable flames. The third case is of interest for this study, which has recently
been investigated using CMC (Zhang & Mastorakos, 2019). This flame showed sudden
lift-off with partial extinction and re-ignition, leading to re-anchoring of the flame to
the stabilisation point (Stöhr et al., 2011a). Understanding the mechanisms leading
to blow-off is challenging, owing to the complex interactions between turbulence, the
heat release from combustion and molecular transport (Shanbhogue et al., 2009). These
phenomena are challenging for computational modelling and provides the motivation for
this investigation. Therefore, the aims for this work are:
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• To simulate the flame close to blow-off in the DLR gas turbine model combustor
and validate the simulation with detailed pointwise time-averaged velocity and
scalar measurements obtained in the experiment.
• To investigate the various physical processes involved in the stabilisation of the
flame leading to its blow-off and provide physical insights into the unstable flame
behaviour.
7.2 Flame conditions and numerical detail
The flame that is simulated in the gas turbine model combustor developed by DLR is
shown in Fig. 4.8 and the geometry is previously described in § 4.4.1. Methane was fed
through the nozzle ring with no swirlers and the fuel nozzle is located between the two air
nozzles with co-swirlers. The time-averaged statistics for the three components of velocity
at various axial positions across the combustor were measured using LDV and laser
Raman spectroscopy was used to measure the chemical species mass and mole fractions,
the mixture fraction and temperature. In addition, stereoscopic PIV was used to capture
the instantaneous flow field in a chosen mid-plane, along with the OH-PLIF technique
to capture the radical species OH (Stöhr et al., 2011a). These PLIF images span the
width of the combustion chamber up to an axial position of x = 45mm, whereas the PIV
measurements were limited to a 30×30mm2 region from the exit of the annular air nozzle.
The full description of the measurement techniques are outlined in the experimental
studies by Meier et al. (2006), Weigand et al. (2006) and Stöhr et al. (2011a).
The various important parameters for the flame close to blow-off, referred to as flame
C, are listed in Table 7.1 (Meier et al., 2006; Weigand et al., 2006). This flame was
also seen to be the most thermo-acoustically stable flame, as the pressure oscillation
amplitude was weakest out of the three flames investigated experimentally (Steinberg
et al., 2012). The flow rates, thermal power and global equivalence ratio that were used
in the experiment are listed in Table 7.1. Under these operating conditions, the flame
root was positioned at an average height of approximately 6mm above the fuel nozzle
exit. The average lift-off height that is reported in the experimental study by Weigand
et al. (2006) is based on the average flame position using the OH-PLIF and CH-PLIF
images. In addition, the flame experienced random lift-off events where the flame root
was extinguished and then re-stabilised at x ≈ 1.5mm. These lift-off events occurred
1–2 times per second. This lift-off event was observed to reach a height of 30–40mm and
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Parameter Value Description
m˙air 4.68 g/s Air flow rate through the plenum
m˙CH4 0.15 g/s Methane flow rate through the nozzle
Pth 7.6 kW Overall thermal power
S 0.55 Swirl number
ϕglob 0.55 Global equivalence ratio
Table 7.1 Operating conditions for flame C (Meier et al., 2006; Weigand et al., 2006).
lasted approximately 0.1–0.15 s in the experimental study (Weigand et al., 2006). The
stabilised flame and its lift-off events were shown by Stöhr et al. (2011a) using the time
sequences of the combined high-speed (5 kHz) PIV and OH-PLIF images.
The computational domain is the same as described in § 4.4.2 and uses the same wall
boundary conditions; the mesh is shown in Fig. 4.9. A small time step of ∆t = 0.15µs is
used to ensure suitable accuracy for the time derivatives and that the CFL number remains
below 0.4 across the whole domain. The PIMPLE algorithm is used and iterated for a
maximum of five times within each time step, in order to ensure close coupling between
pressure and velocity. The simulation for flame C uses 1080 cores and a simulation for
1ms of physical time requires approximately 1 hr of wall clock time. This case requires
around 80ms of physical time to allow initial transients to pass out of the domain and for
the flame to stabilise. The time-averaged statistics are computed using samples collected
over 24ms after the initial 80ms transient period. This 24ms sample corresponds to
roughly 6 flow through times.
Figure 7.1 shows three histograms of the normalised filter width ∆+ = ∆/(δ0L)st for
the reacting regions (ω˙∗ > 0) in the computational domain. The histograms constructed
for the cells above and below x = 20mm are coloured using red and green respectively,
and blue is used to mark the histogram for cells with ω˙∗ > 0 over the entire combustion
chamber. In general, it is seen that the grid does not resolve the flame front and hence,
combustion is entirely modelled within the SGS region. It should be noted that the SGS
reaction rate closure used for this study is flamelets based, which typically assumes that
the chemical time scale is shorter than the relevant turbulent time scales. In the context
of RANS modelling, it is permissible to question whether this combustion model can be
used to study flame blow-off mechanisms. However, the situation is different for LES
modelling, since many of the fluid dynamic time scales, along with their interactions and
mutual influences on the scalar fields, are resolved explicitly and captured by the LES
equations. In addition, a flame will physically exist if the local mixture is flammable
7.3 Results 139
Fig. 7.1 Histograms of the normalised filter width distribution, where the cell samples are collected
within the reaction region and is marked using ω˙∗ > 0.
with a right reactedness value. The local mixture value is denoted by the filtered mixture
fraction and its SGS variance, whereas the reactedness value is represented by the filtered
progress variable and its SGS variance. The influences of strain due to the resolved fluid
motion on the evolution of these fields are captured inherently by the LES equations.
However, it may be queried as to whether the influence of SGS straining on the flame
should be included. The multi-scale analysis of Doan et al. (2017) and Ahmed et al.
(2018) demonstrated that turbulent eddies smaller than 2δ0L to 3δ0L contribute weakly to
the overall straining of the flame. Hence, the unstrained flamelets based models can be
used (provided that the numerical grid satisfies the aforementioned condition) as SGS
closure to investigate mechanisms leading to flame blow-off, which are related to the
dynamic interaction between the flame and the large-scales of motion. These points will
become evident from the results analysed next.
7.3 Results
7.3.1 Reacting flow structures
The axial velocity with streamlines and temperature distributions in the x–y mid-plane
are shown in Figs. 7.2a and 7.2b respectively. The left-hand side of each figure shows a
snapshot of the LES results and the right-hand side shows the time-averaged fields, which
are also azimuthally averaged. The Reynolds number based on the cold inflow bulk-mean
velocity and minimum diameter of the outer annulus (25mm) is approximately 15000.
An Inner Recirculation Zone (IRZ), which is typical in swirling flows, is seen in Fig. 7.2a
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Fig. 7.2 Distributions of the (a) axial velocity and (b) temperature fields for flame C. The filtered and
averaged, in both time and the azimuthal direction, variations are shown on the left- and right-hand
sides respectively. The corresponding streamlines are also shown.
with a length of approximately 63mm in the axial direction. This computed value is
in excellent agreement with the measured value of 65mm (Weigand et al., 2006). The
high negative axial velocities near x = 0 at the centreline indicate that the recirculation
flow is strong. An Outer Recirculation Zone (ORZ) is also formed at the bottom of
the combustion chamber near the walls, since the chamber is confined. It is seen in the
left-hand side of Fig. 7.2a that there are some instantaneous circular patterns along the
inner shear layer (white coloured region) between the IRZ and the inflow stream. These
regions of high vorticity magnitude (not shown) correspond to the large-scale coherent
structures in the flow.
A strong axial temperature gradient at the centreline near the bottom of the combus-
tion chamber is seen in Fig. 7.2b. This represents the leading edge of the flame and the
continuous supply of hot products within the IRZ to this region ensures that the flame
stabilises here and is lifted. Strong temperature gradients are also observed within the
large vortex structures, indicating that combustion is also favoured within these regions.
It should be noted that the large temperature gradient seen within the ORZ near the
bottom of the combustion chamber is caused by the hot products attempting to perturb
the incoming air stream and hence, there is no flame at this region.
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Fig. 7.3 Comparisons of the time-averaged (a) axial and (b) radial and azimuthal velocities between the
measurements (Meier et al., 2006; Weigand et al., 2006) (symbols) and the computations (lines), where
the latter results are azimuthally averaged.
Figure 7.3 shows typical comparisons of the time-averaged statistics from the simu-
lation and measurements for the three components of the Favre-filtered velocity. The
results are shown for different heights from the exit of the annular nozzle. The axial
velocity profiles are shown in Fig. 7.3a, and the radial and azimuthal velocity profiles
are shown in Fig. 7.3b. Some under prediction in the axial and radial velocities is seen
in the near-field profiles at x = 5mm, but the reverse flow at the centreline is captured
well. Moving further downstream, it is shown that the under prediction in the peak axial
velocity continues, as seen in Fig. 7.3a, and the locations of the local peaks are further
away from the centreline for x = 20mm and 30mm. There is a small over prediction in
the peak radial velocity at x = 20mm and its radial position is also slightly over predicted.
All of these differences suggest that the width of the IRZ at this location is over predicted
in the LES. This is caused by the difficulty in capturing the flow separation along the
contoured outer-wall of the annular air nozzle (see Fig. 4.8). At the furthest downstream
location, the three velocity components are captured well. The corresponding r.m.s.
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Fig. 7.4 Comparisons of the time-averaged (a) axial and (b) radial and azimuthal r.m.s. velocities
between the measurements (Meier et al., 2006; Weigand et al., 2006) (symbols) and the computations
(lines), where the latter results are azimuthally averaged.
values of the three velocity components are shown in Fig. 7.4, where the r.m.s. is obtained
using only the resolved variance as ⟨σ2U ⟩ = ⟨U˜
2 − ⟨U˜⟩2⟩. The position of the local peaks
corresponds to the shear layers, where the fluctuations of the velocity are highest. These
peak r.m.s. positions are sufficiently captured in the LES for all velocity components,
except a radial shift in the axial velocity is shown at x = 20mm and 30mm, as seen
in Fig. 7.3a for the mean velocities. Furthermore, the discrepancies seen between the
measured data and simulation are partly attributed to including only the resolved fields.
The r.m.s. axial velocity at x = 5mm is captured well and the maximum resolved r.m.s.
value is 70% of the maximum peak in the measured data, suggesting that the flow field
is resolved satisfactorily.
The time-averaged Favre-filtered mixture fraction and temperature profiles are shown
in Figs. 7.5a and 7.5b respectively. As with the velocity statistics, the agreement between
the measured and computed values at the near-field is good, especially for the averaged
mixture fraction. The temperature at x = 5mm and 10mm along the centreline is under
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Fig. 7.5 Comparisons of the time-averaged (a) mixture fraction and (b) temperature profiles between
the measurements (Meier et al., 2006; Weigand et al., 2006) (symbols) and the computations (lines),
where the latter results are azimuthally averaged.
predicted by 13% and 4% respectively. This would suggest that the lift-off height for
the flame root is overestimated by approximately 10% in the simulation; this will be
discussed in further detail in the next section. Furthermore, the temperature in the
region |y| > 20mm is overestimated in the simulation. However, it is demonstrated in
Fig. 7.5a that the mixing in the near-field regions is captured well by the simulation.
Thus, the over prediction in temperature in the large radial positions is due to the
adiabatic wall treatment in the LES. Moving further downstream, it is shown that the
agreement between the measurements and the simulation is good, but the temperature in
the regions close to the wall (|y| ≥ 30mm), is again over predicted by the simulation at
x = 30mm. The over predictions of the near-wall temperature are also seen in the r.m.s.
temperature profiles in Fig. 7.6b. The effect of non-adiabatic wall treatment on this
flame will be investigated in a future study. There are also some over predictions in the
peak mixture fraction r.m.s. values in the near-field within the jet regions, despite the
good agreement for the mean values. This is mainly due to the averaging effects coming
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Fig. 7.6 Comparisons of the time-averaged (a) r.m.s. mixture fraction and (b) r.m.s. temperature profiles
between the measurements (Meier et al., 2006; Weigand et al., 2006) (symbols) and the computations
(lines), where the latter results are azimuthally averaged.
from the significantly larger sized Raman measurement probe used (0.6mm) compared to
the LES grid size (0.3mm) for the near-field at x = 5mm and 10mm. It can be seen in
Fig. 7.6a that this effect becomes less influential as the agreement for the r.m.s. mixture
fraction improves when moving downstream. Nonetheless, the comparisons show that
the overall flow and flame structures are well predicted in the LES for this flame, which
is close to the lean blow-off limit. This permits further analysis of the LES data, in order
to gain physical insights into the unsteady behaviours of this lean swirl flame in the
following sections.
7.3.2 Flame dynamics
It was observed in the experimental study that this flame experienced random lift-off
events and therefore, the flame location and its structure changes significantly, along with
the distribution of the heat release rate; these experimental observations are investigated
in this subsection. The distributions of the filtered (at an arbitrarily chosen time
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Fig. 7.7 Distributions of the (a) filtered and (b) time-averaged heat release rate fields in the x–y
mid-plane.
t = 104.525ms) and time-averaged heat release rate, denoted by the braces, in the x–y
mid-plane are shown in Figs. 7.7a and 7.7b. The time-averaged field in Fig. 7.7b is fairly
noisy, suggesting that heat release regions vary significantly in space over the sample
taken and indicate that the flame is highly unstable. It is shown that the flame has
regions of high heat release at a root in the regions close to the bottom of the combustion
chamber and within the vortices along the inner shear layer. The time-averaged field
in Fig. 7.7b shows that the flame brush has a ‘V’ shape and the highest heat release is
around the flame root region, where the fresh reactants mix rapidly with the recirculating
hot products. This flame root then acts as an ignition source to reactant mixtures within
the flammability limits that are convected downstream along the inner shear layer within
vortical structures, as seen in Fig. 7.7a. This results with an elongated reaction zone
along the inner shear layer, as observed in Fig. 7.7b. It is shown that the average position
of the root is at x = 2mm, which corresponds to a lift-off height of hlo = 6.5mm (above
the fuel nozzle), as marked in Fig. 7.7. This is close to the lift-off height observed in
the experiment, which was around 6mm above the fuel nozzle (Weigand et al., 2006),
suggesting that the complex interactions between the flame root and the swirling flow
are captured well in the LES.
It was also reported by Stöhr et al. (2011a) that during an unstable event, the flame
root was extinguished, leading to flame lift-off. The flame then moved back upstream
and returned to the location of hlo ≈ 6mm. Different flame shapes were seen during the
lift-off event and therefore, the distribution of the heat release rate will have changed
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significantly with time. These phenomena captured in the LES are depicted in Fig. 7.8.
The dash-dotted line in Fig. 7.8a shows the temporal variation of the heat release rate
integrated over the entire combustion chamber, denoted as Q˙glob, for 45ms, which is an
arbitrarily chosen interval that included a lift-off event in the simulation. The volume
integrated heat release rate varies with time, but it is close to the thermal power of
Pth = 7.6 kW for the experiment. However, it is difficult to identify the lift-off event
from this quantity. Therefore, it is decided to monitor the temporal variation of the heat
release rate integrated over a small volume centred at x = 0mm of size 10× 20× 20mm3,
as shown in Fig. 7.7. This heat release rate, denoted as Q˙lo, is also shown in Fig. 7.8a,
using the solid line, but multiplied by 100 to show on the same scale as the global heat
release values. It is evident that the heat release rate in this region changes significantly
over the time interval shown. The fluctuation observed for the first 4ms is due to some
initial transients and this heat release rate is large when the flame root comes into the
smaller monitoring region. A large drop in Q˙lo is observed until t = 109ms, but since the
global heat release rate is large at this time, this suggests that the flame root is moving
out of the smaller monitoring region. Some fluctuations in Q˙lo are observed for the time
interval 109 < t < 124ms, suggesting that the flame root is coming into the monitoring
region periodically. These fluctuations weaken for the interval 124 < t < 141ms, which
suggests that the flame is outside of the monitoring region. The last part of the sequence
t > 141ms shows that Q˙lo now steadily increases up to the values seen when the flame
has an established flame root in the monitoring region and hence, it is suggested that
the flame has re-stabilised.
The lift-off height, denoted using hlo and illustrated in Fig. 7.7b, is tracked and
is based on the minimum height from the fuel injector exit where T˜ = 1500K within
a radius of r < 10mm. This variation is shown in Fig. 7.8b, where the lift-off height
is also averaged over every 4.5ms and the averaged values are shown using horizontal
thick lines. On the whole, the trend seen for the lift-off height is directly linked to Q˙lo.
After the first window of 4.5ms, the lift-off height fluctuates up to t = 131ms, since the
unstable behaviour and fluctuating heat release rate is caused by the flame root trying
to establish itself. However, the averaged lift-off heights are 3–6mm larger than the
height in the first interval of approximately 6mm. Beyond this time, the averaged lift-off
height significantly increases, suggesting that the flame recedes downstream and does not
stabilise at the root, which is shown by the low heat release rate seen in this region. The
last window of 4.5ms shows that the average height is very similar to the first window
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Fig. 7.8 Time series of (a) the volume integrated heat release rate in the combustion chamber and in the
marked volume in Fig. 7.7 and (b) the flame lift-off height above the fuel nozzle.
and hence, the flame leading edge is established again at its typical location to give a
more stable flame in its typical ‘V’ shape.
The results shown in Fig. 7.8 suggest that there could be some frequency of the
transient lift-off event and the flame root returning to its typical location. The duration
of the LES is insufficient to estimate this frequency, which will be explored in a future
study. However, it is possible to identify two different stages of the flame, as marked in
Fig. 7.8b. Stage 1 denotes a stabilised flame with an established flame root and Stage 2
is the transient lift-off event when the flame root is lost or receding downstream. These
two stages of the flame base dynamics are described next.
Stage 1: stabilised flame
This stage corresponds to the situation of having the flame base within the monitoring
volume and hlo ≈ 6mm, as marked in Fig. 7.8. A comparison of the time series showing
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the stabilised flame behaviour, arbitrarily chosen from the measurements and the LES,
is presented in Fig. 7.9. The filtered reaction rate contours and velocity vectors from
the LES are shown in Fig. 7.9a. The blue and red vectors show the smallest and largest
velocity magnitude respectively, where the values are shown in the legend in Fig. 7.9 and
the experimental measurements use the same scale. Figure 7.9b shows the combined
PIV and OH-PLIF measurements, where the former is taken across a square region as
marked in the top of Fig. 7.9a. The filtered reaction rate is compared with the OH-PLIF
measurements, since the reaction rate is readily available from the LES and clearly marks
the flame. The time interval between each simulation frame is 0.375ms, where the first
frame is at t = 104.525ms (see Fig. 7.8). The total duration of the LES sequence is
1.875ms, which is similar to the 2ms duration used for the experimental images, as
marked in Fig. 7.9b.
The high reaction rates typically occur in two favoured regions, as shown in Fig. 7.9.
The first is within small pockets inside the large coherent structures, which can be seen
by the velocity vectors and their circular patterns that are present along the ‘V’ shape of
the flame. The second region is near the bottom of the combustion chamber, which is
the flame root. On the left-hand side of the sequences, it is shown that the flammable
mixture is ignited near the bottom at the flame root and the reaction then continues
when the structure is convected downstream with time, but ends at around y = −20mm
in the fourth frame of Fig. 7.9a. Ignition at the flame root then occurs on the right-hand
side in the fifth and sixth frames of Fig. 7.9a. The repetition rate is controlled by the
rotation of the PVC, as described by Stöhr et al. (2011a). The frequency for this from
the Fourier analysis undertaken by Stöhr et al. (2011a) is 510Hz. It is estimated that the
frequency in the simulation by using the sequence shown in Fig. 7.9a is approximately
520Hz. The flame root acts as a source of heat and radicals close the exit of the nozzles
and is responsible for the ignition of fresh reactants in the helical zone. It is important
that this root remains established, robust and does not recede downstream to ensure
that a stable flame exists. This is not guaranteed for flames close to the blow-off limit,
which is the case for flame C. Hence, the flame experiences another stage of evolution,
which is described next.
Stage 2: lift-off event
It was suggested in the experimental study by Stöhr et al. (2011a) that the lean blow-off
event is triggered when the flame root extinguishes and re-ignition does not occur after
more than 2ms, which corresponded to one rotation of the PVC. Following this extinction
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Fig. 7.9 Time series of the simultaneous (a) filtered reaction rate and velocity vectors (coloured by
magnitude) and (b) the PIV and OH-PLIF measurements for the flame in Stage 1. The time interval
between each simulation frame is 0.375ms.
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Fig. 7.10 Time series of the simultaneous (a) filtered reaction rate and velocity vectors (coloured by
magnitude) and (b) the PIV and OH-PLIF measurements for the event showing the loss of the flame
root and local extinction. The time interval between each simulation frame is 0.375ms.
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of the flame root, if there is failed ignition at the vortex centres, then the flame will
blow-off. This was observed to be due to the insufficient supply of heat and radicals by
the flame root. Furthermore, the entrainment of cold unburnt reactants into the IRZ
and intermittent variations in the mixture fraction can trigger extinction.
Figure 7.10 compares the time sequence of these events from the LES and the
experiment. The time interval for the simulation between each frame is the same as that
used for Fig. 7.9, but the first frame is at t = 111.05ms (see Fig. 7.8). It is observed
that the reaction has been instigated within the vortex in the LES, but the reaction
stops before a radial position of 20mm from the centreline. This is not the case for
Stage 1 of the flame, as seen in Fig. 7.9a, as it is seen that the reaction continues after
this radial position. Furthermore, the right-hand side of Fig. 7.10a shows that the
reaction is very weak and some difficulty of re-ignition is seen around x = 20mm. This
is not the case for the experiment, as failed ignition is highlighted in the last frame of
Fig. 7.10b. On the other hand, the reaction at the flame root is very weak in Fig. 7.10a
and it is seen in the last two frames that the flame root is approximately 4mm higher in
comparison to its position in Fig. 7.9a. After the final frame of Fig. 7.10a, the lift-off
height increases significantly, as shown in Fig. 7.8. Therefore, the sequence shown in
Fig. 7.10a is important and it is suggested that the weak reaction within the vortices
and the change in position of the flame root causes the lift-off event to occur. Therefore,
an additional investigation into the precursors that lead to the described lift-off event is
presented next using the simulation data, since further information can be extrapolated
from the LES that is not available in the experiment.
7.3.3 Further insights into flame stabilisation
The purpose of this section is to investigate the various physical processes involved in the
stabilisation of the flame and the lift-off event seen in Fig. 7.10. The mechanisms involved
at the flame root region for Stage 1 of the flame are studied first. The distributions of the
filtered mixture fraction and reaction rate in the x–y mid-plane are shown in Figs. 7.11a
and 7.11b respectively. The isolines denote the stoichiometric mixture fraction and the
lean and rich flammability limits are approximately 0.028 and 0.08 respectively; the dark
regions in Fig. 7.11a indicate that these mixtures consist of air. Figure 7.11b shows
the filtered reaction rate ω˙∗ and indicates that the reaction rates are highest along the
contour for ξst, specifically near the centreline. This typical behaviour is seen during a
continuous sequence of the flame in Stage 1. Although the local mixture is stoichiometric,
a high reaction rate is not seen in the locations further downstream. This implies that
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Fig. 7.11 Distributions of (a) the filtered mixture fraction and (b) the reaction rate for the flame in
Stage 1 at t = 104.525ms. The isolines denote the stoichiometric mixture fraction value of ξst = 0.055.
the stronger flame located at the base provides the heat and radicals required for flame
stabilisation.
Figure 7.12 shows the filtered mixture fraction and reaction rate distributions for
two instances (t = 108.05ms and 111.05ms), which are early into Stage 2, as shown in
Fig. 7.8. As seen in Fig. 7.8b, the lift-off height increases and the heat release rate in
the flame root region decreases after both of these instances. The mixture fraction and
reaction rate fields for t = 108.05ms are shown in Figs. 7.12a and 7.12b respectively.
In the right half of Fig. 7.12b, there is no reaction along the stoichiometric mixture
fraction line and the reaction rate is very weak in comparison to the reaction rate field
in Fig. 7.11b. This is caused by the air entrainment between the stoichiometric reactant
mixture and hot products and prevents ignition at the flame root region. This causes
the flame to move away in the radial direction in the right half of the domain and leads
to the sudden drop of Q˙lo that is seen in Fig. 7.8a. Consequently, the flame root recedes
downstream, leading to an increase in the flame lift-off height around t = 108ms, as
shown in Fig. 7.8b.
The mixture fraction and reaction rate fields at t = 111.05ms are shown in Fig. 7.12c
and 7.12d respectively. It is seen that a pocket of rich mixture is present along the
centreline near the bottom of the combustion chamber in the region where the flame
root typically stabilises. This causes the flame to move to a downstream position and
therefore, the flame root is shifted from its typical location and this initiates the lift-off
event.
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Fig. 7.12 Distributions of (a) the filtered mixture fraction and (b) the reaction rate prior to the lift-off
event at t = 108.05ms. The frames (c) and (d) respectively show the filtered mixture fraction and
the reaction rate at t = 111.05ms. The isolines denote the stoichiometric mixture fraction value of
ξst = 0.055.
Figure 7.13 shows the filtered mixture fraction and reaction rate at t = 138.5ms,
which corresponds to the maximum lift-off height, as seen in Fig. 7.8b. It is seen here
that there is a large island of rich mixture above the fuel nozzle and the flame root is not
present. The reaction rate is distributed across a large region and with weaker burning,
which is dissimilar to the higher reaction rates that are concentrated in smaller regions,
as seen in Fig. 7.11. The reaction is weaker in the monitoring region and causes lower
values of Q˙lo, as seen in Fig. 7.8a. The mixture fraction distribution in Fig. 7.13a shows
that the local mixture in this region is typically below the lean flammability limit and
therefore, the flame leading edge cannot move upstream towards its location observed in
Stage 1. Hence, these results show that the large-scale events controlling the fuel–air
mixing and the proximity of flammable mixture and hot products control the flame lift-off
events.
Statistics are obtained across an additional 255ms, in order to gain a further under-
standing of the stabilisation of the flame. The volume integrated heat release rate and
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Fig. 7.13 Distributions of (a) the filtered mixture fraction and (b) the reaction rate for the flame at the
maximum lift-off height (t = 138.5ms). The isolines denote the stoichiometric mixture fraction value of
ξst = 0.055.
lift-off height are shown in Figs. 7.14a and 7.14b respectively for the total sample of 300ms.
It is shown that both quantities vary significantly across the whole sample, suggesting
that the flame is highly unstable and the position of the flame root varies considerably.
The lift-off height does approach values that are similar to the maximum value seen in
Fig. 7.8a at t = 138.5ms; the large lift-off height values occur at t = 189.125ms, 263ms,
315.5ms, 343.475ms and 355.925ms, as seen in Fig. 7.14b. However, no correlation is
seen when comparing the heat release rate in Fig. 7.14a at these instances; the heat
release rate varies between approximately 6–8 kW.
The mixture fraction and its dissipation rate at the flame root are shown in Figs. 7.15a
and 7.15b over the same time sample as Fig. 7.14. The blue and red regions of Fig. 7.15a
represent regions beyond the lean and rich flammability limits respectively. The mixture
fraction dissipation rate is normalised as χ˜+ξ = χ˜ξ/χq, where the quenching dissipation
rate for methane–air is taken as χq = 5 s−1 (Peters, 2000). The yellow region denotes
partial quenching of the flame (0.5 ≤ χ˜+ξ ≤ 1), whereas the red region represents the
events when the scalar dissipation rate exceeds the quenching value (χ˜+ξ > 1). At
t = 189.125ms, it is shown that the mixture fraction at the flame root is within the
flammability range and the dissipation rate is small and within the white region, which
suggests the flame root is not quenched. However, the mixture fraction and the scalar
dissipation rate are within the red regions approximately 2ms earlier, which is similar
for t = 315.5ms and 355.925ms. Hence, it is suggested that the flame lift-off height
is high, due to the combination of these two processes. At t = 343.475ms and for an
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Fig. 7.14 Extended time sample of (a) the volume integrated heat release rate in the combustion chamber
and (b) the lift-off height above the fuel nozzle.
earlier period of approximately 20ms, the dissipation rate is very small and far from
the quenching regions. The mixture fraction is beyond the rich flammability limit just
prior to t = 343.475ms. Therefore, it is suggested that the lift-off height increases
because rich mixtures are present near the flame root, which is due to the entrainment
of fuel–rich mixtures into the flame root region. For t = 263ms, the observations are
different because the heat release rate shown in Fig. 7.14a at this time is Q˙ = 4.6 kW,
which is approximately 4 kW lower than at t = 260ms. Over this 3ms period, the scalar
dissipation rate is small and the mixture fraction at the flame root is beyond the rich
flammability limit for 1ms. However, the lift-off height remains at a similar value and
hence, it is suggested that the flame is weaker as the heat release rate is reduced but the
flame root is still present. This behaviour is to be explored in further detail.
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Fig. 7.15 Extended time sample of (a) the filtered mixture fraction and (b) the mixture fraction scalar
dissipation rate at the flame root.
The histograms of the volume integrated heat release rate, the lift-off height, the
mixture fraction and the mixture fraction dissipation rate are shown in Fig. 7.16. It is
shown that the flame is highly unstable, since it is most likely that hlo is within the range
5 ≤ hlo ≤ 10mm, as seen in Fig. 7.16b. The occurrence of 6 ≤ Q˙ ≤ 8 kW is also high, as
seen in Fig. 7.16a. The normalised mixture fraction dissipation rate at the flame root in
Fig. 7.16d is χ˜+ξ > 0.5 for approximately 2% of the sample shown in Fig. 7.15b. However,
the mixture fraction in Fig. 7.16c is outside of the flammability range for approximately
32% of the sample in Fig. 7.15b, which suggests that the unstable flame behaviour is
related to the entrainment of mixtures within the flame root region that are outside of
the flammability limits.
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Fig. 7.16 Histograms of (a) the volume integrated heat release rate, (b) the lift-off height, and (c) the
filtered mixture fraction and (d) the mixture fraction scalar dissipation rate at the flame root.
The histograms for the filtered mixture fraction and its dissipation rate are shown in
Figs. 7.17 and 7.18 respectively for three time intervals, which are marked in Fig. 7.14a.
Points P1 and P2 represent the interval 115.925 ≤ t ≤ 138.5ms and points P2 and P3
represent the interval 138.5 ≤ t ≤ 145.925ms. These two intervals are significant because
the heat release rate decreases by only 8% between P1 and P2 and then by a further 8.4%
between P2 and P3. However, the lift-off height increases between P1 and P2 by 32%
and then decreases between P2 and P3 by 66%. The histograms for the mixture fraction
and its scalar dissipation rate between P1 and P2 are shown in Figs. 7.17a and 7.18a.
The dissipation rate exceeds χ˜+ξ > 0.5 for 2% of the interval between P1 and P2, which
is the same as the full sample in Fig. 7.16d, and the mixture fraction falls outside the
flammability limit for approximately 20% of the counts shown in Fig. 7.17a. For P2 and
P3, no values within χ˜+ξ > 0.5 are seen in the respective histogram in Fig. 7.18b and the
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Fig. 7.17 Histograms of the filtered mixture fraction at the flame root between (a) P1 and P2, (b) P2
and P3 and (c) P4 and P5. The points are labelled in Fig. 7.14a.
Fig. 7.18 Histograms of the filtered mixture fraction dissipation rate at the flame root between (a) P1
and P2, (b) P2 and P3 and (c) P4 and P5. The points are labelled in Fig. 7.14a.
mixture fraction is outside the flammability limit for approximately 15% of the counts
shown in Fig. 7.17b. Based on these observations, it is suggested that the lift-off height
decreases between P2 and P3 because the mixture fraction dissipation rate is smaller. For
P4 and P5, the mixture fraction histogram in Fig. 7.17c shows that the mixture fraction
is in the rich region for 43% of the counts, whereas the mixture fraction dissipation rate
is only within the range χ˜+ξ > 0.5 for 5% of the total counts in Fig. 7.18c. Therefore, the
increased occurrence of rich mixtures in the flame root region may lead to the reduction
of the volume integrated heat release rate between P4 and P5. No significant changes in
lift-off height are seen in this interval and hence, this period represents a weaker burning
mode of the flame, since a flame root is still present.
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7.4 Summary
A flame close to the lean blow-off limit in a gas turbine model combustor is simulated
using LES. The statistics for the velocity, mixture fraction and temperature obtained from
the simulation compare well with measured values. Good comparisons are also observed
for the r.m.s. statistics. These validations permit investigation of the numerical data in
further detail to gather insights into the behaviour of the flame stabilisation location
inside the combustor. This analysis identified two distinct stages for the evolution of
flame root. In the first stage, the flame is anchored by its stable and robust root located
near the centreline in the near-field of the burner and this led to a ‘V’ shaped flame
brush (time-averaged flame) as observed in the experiment. This is verified by comparing
stereo-PIV and OH-PLIF sequences with LES results. It is observed in the LES that the
entrainment of mixtures outside of the flammability limits into the flame region leads
to the loss of the flame root and initiated the lift-off events in the second stage. The
duration of the lift-off event is observed to be approximately 30ms and the flame is found
to be positioned downstream during this event. This flame then moves upstream towards
its location observed in Stage 1 of the flame. These two stages are observed to switch
from one to the other, as observed in the experiment. This switching is caused by the
entrainment of air and weaker mixtures into the flame region created by the unsteady
fuel–air mixing phenomena, which are governed by both large-scale eddy motions and
small-scale mixing processes. The combining effect of rich mixtures being present in the
flame root region and dissipation rates that exceed the quenching value cause the lift-off
height to increase. If the mixture fraction dissipation rate is low but rich mixtures are
present, then the integrated heat release may decrease. Further analysis is required to
distinguish the role of these processes when the flame is experiencing complete blow-off.

Chapter 8
Influences of Heat Loss
The previous chapter provides physical insights into the dynamics of the flame root in a
lean swirl-stabilised flame. However, fully adiabatic conditions are used for the simulation.
Hence, it is of interest to determine whether non-adiabatic modelling would affect the
stabilisation and behaviour of the flame root. This chapter investigates the sensitivity
of including heat loss effects at different levels within the combustion modelling for the
flame studied in Chapter 7. These non-adiabatic effects are introduced through modifying
the wall boundary conditions and using the non-adiabatic flamelet approach outlined in
§ 3.5.3.
8.1 Motivation
It is well known that lean combustion is highly unstable and such flames are susceptible
to local extinction and flame blow-off. The mechanisms leading to blow-off are not well
understood and under such conditions, the flame heat release becomes weaker and heat
loss effects can play a more influential role. There have been a number of recent modelling
studies on flame blow-off, e.g., in the studies by Zhang & Mastorakos (2016) and Ma
et al. (2019), but heat loss effects are seldom considered for such studies. Thus, it is of
interest from a modelling perspective to observe how heat loss effects can influence the
flame behaviour close to lean blow-off conditions.
Modelling heat loss effects has been successfully achieved in previous LES studies
of turbulent flames. One approach for including heat loss effects is to account for heat
transfer from the walls of the combustion chamber, which can lead to achieving improved
accuracy. A simple approach is by imposing wall temperature boundary conditions
(Benard et al., 2019; Mercier et al., 2014; Palies et al., 2011; Tay Wo Chong et al., 2010),
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where such boundary conditions are imposed by following experimental measurements
obtained on the combustion chamber surfaces (Brübach et al., 2013). Alternative methods
include a conjugate heat transfer approach (Bauerheim et al., 2015), or using a fully
coupled LES/heat conduction approach, where an additional solver is used to compute the
temperature distribution for the solid structure of the combustion chamber (Ghani et al.,
2016; Kraus et al., 2018; Miguel-Brebion et al., 2016; Shahi et al., 2015). Alternatively,
heat loss effects can be modelled by considering non-adiabatic flamelets. Previous non-
adiabatic flamelet approaches include an enthalpy defect approach (Bray & Peters, 1994;
Hossain et al., 2002; Marracino & Lentini, 1997), a burner-stabilised flame method
(Fiorina et al., 2003; van Oijen & de Goey, 2000) and the heat release damping approach
(Proch & Kempf, 2015; Wollny et al., 2018). These non-adiabatic approaches have been
reviewed by Fiorina et al. (2015) and an overview is previously included in § 3.5.3.
Understanding the mechanisms leading to blow-off is challenging, owing to the complex
interactions between turbulence, the heat release from combustion and molecular transport
(Shanbhogue et al., 2009). In addition, the study by Palies et al. (2011) suggested the
use of adiabatic walls can cause significant changes to the shape of the flame and hence,
the flame to be studied here may be sensitive to changes when including heat loss effects
in the modelling approach. Furthermore, the role of heat loss on the blow-off behaviour
of the flame is not clear. Therefore, the aim of this study is to investigate the influences
of heat loss on the stabilisation of a flame close to blow-off in the gas turbine model
combustor studied in Chapter 7. The objectives are:
• To run two simulations using non-adiabatic wall conditions, and with and without
non-adiabatic flamelets, and compare the statistics with the adiabatic case and the
experimental data.
• To gain insights into the stabilisation of the flame when including non-adiabatic
flamelets.
8.2 Flame conditions and numerical detail
The computational set-up that is used for the simulation presented in Chapter 7 is
retained here for three simulations that are listed in Table 8.1. Case AD is the adiabatic
case that is analysed in Chapter 7 and cases NAW and NAF are the two additional
simulations undertaken in this chapter. Case NAW uses non-adiabatic wall conditions
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Fig. 8.1 Temperature boundary conditions for the non-adiabatic simulations (NAW and NAF).
Case AD NAW NAF
Wall temperature specified No Yes Yes
Non-adiabatic flamelets No No Yes
Table 8.1 Details of the heat loss effects considered in the simulated cases.
and adiabatic flamelets. Case NAF also uses non-adiabatic wall conditions and the non-
adiabatic flamelet approach that is outlined in § 3.5.3 is used. The same four-dimensional
look-up table that is described in § 3.5.1 is used for cases AD and NAW. For case NAW,
the wall heat loss effects on the temperature field are included when solving for h˜ through
the wall boundary condition in the LES. In addition to this, the heat loss effects at the
flamelet level are considered in case NAF, where the normalised enthalpy is included in
the look-up table as an additional dimension to integrate the flamelet solutions under a
range of heat loss conditions.
All of the walls have no-slip conditions imposed, apart from the walls in the streamwise
direction of the extended far-field domain, which have slip conditions imposed. The
bottom plane of the combustion chamber is given an isothermal boundary condition of
700K and the side walls of the combustion chamber have a linear profile up to 40mm
that increases from 700K to 1000K; beyond 40mm, an isothermal temperature of 1000K
is used. These wall boundary conditions are illustrated in Fig. 8.1. The choice of
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temperature boundary conditions are guided using the experimental measurements in a
previous study on the PRECCINSTA burner (Yin et al., 2017), since no wall temperature
measurements are available for this burner1.
A constant time step of ∆t = 0.15µs is used to ensure suitable accuracy for the time
derivatives and that the CFL number remains below 0.4 across the whole domain for all
three cases. Cases AD, NAW and NAF require around 80, 100 and 60ms respectively of
physical time to allow initial transients to pass out of the domain. The time-averaged
statistics are computed using samples collected over 24ms after the initial transient
periods.
8.3 Results
8.3.1 General comparisons
Figure 8.2 shows typical time-averaged statistics comparisons between the three simula-
tions and measurements for the Favre-filtered axial velocity at different heights from the
exit of the annular nozzle. The axial velocity and mixture fraction profiles are shown
in Figs. 8.2a and 8.2b respectively. It is seen in Fig. 8.2a that all three simulations
show the same variation in the near-field, with some under prediction in the peak axial
velocity at x = 5mm and 10mm. Further downstream, cases AD and NAW show the
same trend, whereas there is a small shift of the peaks away from the centreline for case
NAF. This suggests that when the heat loss effects are included in the canonical model,
i.e., premixed flamelets, the opening angle of the swirl flame becomes slightly larger due
to weakened reaction rates in the inner shear layer, which is shown later in this section.
The results at x = 20mm and 30mm suggest that the width of the IRZ at this location
is over predicted for all three cases. However, the velocity variation is captured well at
x = 60mm in the LES showing very good agreement with the measurements. For the
mixture fraction fields, by contrast, all three simulations give similar predictions at all
axial positions in Fig. 8.2b, suggesting that the overall mixing field is captured well in
the LES regardless of the heat loss modelling. All three cases marginally over predict
the mixture fraction at all streamwise locations. On the whole, the change in conditions
for the three cases does not affect the axial velocity and mixture fraction fields.
The computed and measured temperature profiles are compared in Figs. 8.3a and
8.3b for the mean and resolved r.m.s. values respectively. For the near-field positions
1Personal communication with M. Stöhr of DLR Stuttgart.
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Fig. 8.2 Comparisons of the time-averaged (a) axial velocity and (b) mixture fraction between the
measurements (Meier et al., 2006; Weigand et al., 2006) (symbols) and the computations (lines), where
the latter results are azimuthally averaged. The computations are cases AD ( ), NAW ( ) and
NAF ( ).
x = 5mm and 10mm in Fig. 8.3a, the mean temperature is over predicted by 20% to
30% in case AD for large radial positions (|y| > 20 mm) when approaching the wall, as
adiabatic wall boundary conditions are imposed. The over predictions of the near-wall
temperature for case AD are also seen in the r.m.s. temperature profiles in Fig. 8.3b. By
contrast, the predictions given by NAW and NAF improve significantly in this region
showing good agreement with the experimental data. This suggests that the temperature
profiles specified on the combustion chamber dump plane and side wall are satisfactory.
The temperature at x = 5mm and 10mm along the centreline is under predicted by 13%
and 4% respectively for case AD. However, significant decreases are seen in the centreline
temperature at these two locations for cases NAW and NAF, due to the presence of
non-adiabatic effects. This can also be seen in the r.m.s. profiles for cases NAW and
NAF, as shown in Fig. 8.3b. This under prediction of the centreline temperature in the
non-adiabatic cases NAW and NAF indicates an over predicted flame lift-off height. In
addition, the temperature in the jet regions in the near-field at x = 5mm are under
166 Influences of Heat Loss
Fig. 8.3 Comparisons of the time-averaged (a) mean and (b) r.m.s. temperature between the measurements
(Meier et al., 2006; Weigand et al., 2006) (symbols) and the computations (lines), where the latter results
are azimuthally averaged. The computations are cases AD ( ), NAW ( ) and NAF ( ).
predicted for all three cases. Therefore, the inclusion of non-adiabatic conditions severely
affects the flame root and its position, which dictates the overall stability and eventual
blow-off behaviours of this flame (Stöhr et al., 2011a). In the regions further downstream
from x = 20mm, the profiles for all three cases are similar and hence, the non-adiabatic
modelling only significantly affects the flame in the near-field around the flame root
region.
Instantaneous snapshots of the filtered reaction rate of the progress variable for the
three LES cases are shown in Fig. 8.4. It is shown in Fig. 8.4a that the flame appears
to be thinner and more stable for case AD, whereas the reactions are distributed over
a larger region for case NAW in Fig. 8.4b. In addition, the flames for these two cases
have an established flame root with high values of the filtered reaction rate. Both of
these observations are seen in the time-averaged fields in Fig. 8.5. The reaction rate
values are higher in case NAW in comparison to case AD because the local mixture
fractions for case NAW are slightly higher and closer to stoichiometry, specifically in
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Fig. 8.4 Filtered reaction rate fields for cases AD (a), NAW (b) and NAF (c) in the x–y mid-plane.
Fig. 8.5 Time- and azimuthally-averaged filtered reaction rate fields for cases AD (a), NAW (b) and
NAF (c) in the x–y mid-plane. The image above is the averaged CH-PLIF image (Weigand et al., 2006).
the regions further away from the centreline at |y| ≈ 20mm (see Fig.8.2b). However,
the averaged field for case NAW shows that the flame stabilises on the wall of the
annular air nozzle (2mm below x = 0 in Fig. 8.5) and a different flame (‘M’ shape) is
observed in comparison to the other two cases. This behaviour must be avoided because
it provides an additional unphysical anchoring point for the flame, since the flame has a
‘V’ shape, as seen in the CH-PLIF image at the top of Fig. 8.5. Thus, the conditions
used in the modelling approach for case NAW cannot be used for further investigation on
flame blow-off behaviours, despite the improvements obtained for the temperature in the
near-wall regions. The instantaneous and time-averaged filtered reaction rates for case
NAF, as seen in Figs. 8.4c and 8.5c respectively, show that there is a significant decrease
in the local values of the reaction rate. This is caused by including the heat loss effects
in the flamelet reaction rate in the canonical model, as shown earlier in Figs. 3.4 and 3.5.
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The average reaction rate values at the flame root for this case are approximately 50%
smaller than the values for the adiabatic flamelet cases, as well as along the inner shear
layer. The time-averaged contour also shows that the flame root is in a higher position in
comparison to cases AD and NAW. The flame root for case NAF is analysed in further
detail next.
8.3.2 Lift-off height and heat release rate
Case NAF is analysed and compared in more detail with case AD, in order to gain
insights into the role of including heat loss on the stabilisation of the flame. The lift-off
height variation over a period of 45ms is shown in Fig. 8.6 for cases AD and NAF. It
is demonstrated that the lift-off height varies considerably across the sample, but only
short lift-off events (< 5ms) can be seen in Fig. 8.6 for case NAF. Therefore, a sample of
case AD is directly compared with case NAF; the last 45ms in Fig. 7.14b is included
in Fig. 8.6, as the sample does not show a lift-off event nor any significant changes in
the heat release rate. The average lift-off height in Fig. 8.6 is approximately 8.3mm
for case NAF, which is 2.3mm higher than the experimentally observed value (Weigand
et al., 2006). The mean lift-off height is significantly higher, since it is shown in Fig. 8.6
that the lift-off height reaches larger values beyond 10mm at least once every 5ms. The
histograms of the lift-off heights for the two cases in Fig. 8.6 are shown in Figs. 8.7a
and 8.7b for cases AD and NAF respectively. It is shown that the lift-off height for
case AD varies between 3–14mm, whereas it ranges between 2.5–17mm for case NAF.
Moreover, it is seen in Fig. 8.7b that the bins in the range of 6–11mm have a high number
of counts, whereas the bins for the lift-off height in the range of 5–9mm have a high
number of counts for case AD. Therefore, the flame is more unstable when non-adiabatic
effects are included, as the flame root position varies more across the time series in
Fig. 8.6. This movement and frequent disappearance of the flame root is reported in the
study by Stöhr et al. (2011a).
The variation of the volume integrated heat release rate is shown in Fig. 8.8 for cases
AD and NAF. It is demonstrated in Fig. 8.6 that the lift-off height approaches high
values between 10–15ms and 25–30ms for case NAF. In both of these intervals, the heat
release rate decreases by approximately 4 kW. A similar decrease in case AD is not seen
in Fig. 8.8, but it is seen once within the larger sample in Fig. 7.14a when the flame
experiences a weaker burning mode with an established flame root, i.e., a minor change
in the lift-off height is seen. As with the lift-off height time series, the heat release rate
varies considerably more for case NAF. This is also seen in the histograms, which are
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Fig. 8.6 Time series of the lift-off height for cases AD ( ) and NAF ( ), where t0 = 359ms and
84ms are respectively for cases AD and NAF.
Fig. 8.7 Histograms of the lift-off height for the time series shown in Fig. 8.6 for (a) case AD and (b)
case NAF.
shown in Fig. 8.9. The histogram for case NAF in Fig. 8.9b shows that the volume
integrated heat release rate is between 3.1–8.4 kW, whereas the volume integrated heat
release rate for case AD is between 5.4–8.8 kW, as seen in Fig. 8.9a. There are also a
large number of counts between 7–7.4 kW for case AD, which is close to the thermal
power of 7.6 kW that is stated by Weigand et al. (2006). The mean value for case NAF is
approximately 5.5 kW, which is due to the reduced reaction rates that are seen in Figs. 8.4
and 8.5 that are within the flamelet table and therefore, this causes the thermal power to
be reduced. It is of interest to determine how the heat loss through the enthalpy deficit
in the look-up table varies when the structure of the flame changes. This is analysed
next for when the flame has an established flame root and when it is as its maximum
lift-off height in Fig. 8.6.
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Fig. 8.8 Time series of the volume integrated heat release rate for cases AD ( ) and NAF ( ), where
t0 = 359ms and 84ms are respectively for cases AD and NAF.
Fig. 8.9 Histograms of the volume integrated heat release rate for the time series shown in Fig. 8.8 for
(a) case AD and (b) case NAF.
8.3.3 Enthalpy deficit within the flame
The instantaneous snapshot of the filtered reaction rate is shown in Fig. 8.10a, which is
the same as the contour shown in Fig. 8.4c, where the flame has an established flame
root. The normalised filtered enthalpy deficit ∆h˜∗ for the same instantaneous snapshot
is shown in Fig. 8.10b. This is defined as
∆h˜∗ = h˜∗ − 1 = h− hmin(ξ, c)
had(ξ, c)− hmin(ξ, c) − 1 , (8.1)
where values of ∆h˜∗ = −1 and ∆h˜∗ = 0 signify maximum heat loss and adiabatic
conditions respectively. It is shown that the enthalpy deficit is approximately 10% near
the flame root, which corresponds to an approximate 25% decrease in the reaction rate
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Fig. 8.10 Instantaneous snapshots of the (a) filtered reaction rate (the same as Fig. 8.4c) and (b)
normalised enthalpy deficit at an arbitrarily chosen time when the flame has an established flame root.
Fig. 8.11 Instantaneous snapshots of the (a) filtered reaction rate and (b) normalised enthalpy deficit
when the lift-off height in Fig. 8.6 is at its maximum at t = t0 + 26.925ms.
and is due to the reduced heat release. Further downstream in the region of y = −15mm,
it is seen in Fig. 8.10a that the reaction rate is small within a large coherent structure.
Within this region, the enthalpy deficit is approximately 40%, as seen in Fig. 8.10b. This
suggests that the reaction that takes place within the vortex centres that are convected
downstream along the shear layer are susceptible to heat loss. These large heat loss
regions are seen to be within the ORZ, due to the lower temperature boundary conditions
applied to the walls. At x > 20mm and y > 20mm, higher reaction rate regions are
present with enthalpy deficits of less than 10%, as seen in Fig. 8.10.
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Fig. 8.12 Histograms of the normalised enthalpy deficit within the flame (ω˙∗ > 5 kg/m3s) for the same
time as Fig. 8.10 on planes normal to the streamwise direction at (a) x = 5mm, (b) 10mm and (c)
20mm.
Fig. 8.13 Histograms of the normalised enthalpy deficit within the flame (ω˙∗ > 5 kg/m3s) for the same
time as Fig. 8.11 on planes normal to the streamwise direction at (a) x = 5mm, (b) 10mm and (c)
20mm.
The shape of the flame with an established flame root is compared to the flame when
it is as its maximum observed lift-off height in Fig. 8.6. The instantaneous snapshots
for the filtered reaction rate and enthalpy deficit are shown in Figs. 8.11a and 8.11b
respectively. The filtered reaction rate values are significantly smaller in Fig. 8.11a than
in Fig. 8.10a. It is shown that the enthalpy deficit is higher around the flame in Fig. 8.11b,
where the highest value is approximately 60%. Furthermore, it is seen that the leading
edge of the high enthalpy deficit region at x = 10mm on the left-hand side of Fig. 8.11b
is within the flame. At this region, the reaction rate values in Fig. 8.11a are close to zero
and therefore, the non-adiabatic flamelet model may account for some local extinction
within the flame due to heat loss.
Based on the observations in Figs. 8.10 and 8.11, it is suggested that the enthalpy
deficit within the flame increases when the flame does not have an established flame root
and when its lift-off height increases. Only the results in the x–y mid-plane are shown
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in Figs. 8.10 and 8.11 and therefore, the results are missing the full three-dimensional
features of the flame. The histograms of the enthalpy deficit on planes normal to the
streamwise direction are shown in Figs. 8.12 and 8.13 for the locations x = 5mm, 10mm
and 20mm, which correspond to Figs. 8.10 and 8.11 respectively. To ensure that the
enthalpy deficit in the flame is investigated, only the enthalpy deficit in the regions with
ω˙∗ > 5 kg/m3s is used to construct the histograms. When the flame has an established
flame root, it is shown that for all three locations in Fig. 8.12 that the enthalpy deficit is
predominantly within 5% < ∆h˜∗ < 10%. However in the event when the lift-off height
is high, the enthalpy deficit in the near-field region of x = 5mm is within the range
15% < ∆h˜∗ < 30%, as seen in Fig. 8.13a. At x = 10mm, the enthalpy deficit decreases
and is within the range 10% < ∆h˜∗ < 20%, as seen in Fig. 8.13b. This suggests that the
flame is vulnerable to a high heat loss near where the flame root is expected to be when
the flame experiences some lift-off. Further downstream at x = 20mm, the histogram in
Fig. 8.13c is very similar to when then flame has a stable root, as seen in Fig. 8.13a, and
the heat loss is smaller. Therefore, this analysis does comply with the initial observations
made in Figs. 8.10 and 8.11. Further analysis needs to be undertaken with a longer time
sample (similar to Fig. 7.14) and of a case where the complete blow-off of the flame is
captured, in order to determine the role of heat loss with flame blow-off.
8.4 Summary
Two simulations of a swirl-stabilised flame close to blow-off are studied using fixed wall
temperature boundary conditions and one simulation also uses non-adiabatic flamelets.
The simulations are compared to the adiabatic simulation that is previously studied
in Chapter 7, and the experimental data. The axial velocity and mixture fraction
statistics are unaffected by the inclusion of heat loss, but some differences are seen in
the temperature statistics comparisons. Cases NAW and NAF give improvements with
the temperature in the near-wall regions, as case AD over predicts the temperature,
due to the use of adiabatic walls. However, a change in flame shape is seen for case
NAW, as the flame has an ‘M’ shape and differs from the observed ‘V’ shape flame in
the experiment. In addition, cases NAW and NAF show under predictions in the average
centreline temperature at the near-field and indicate that the flame root height is over
predicted. The time series of the lift-off height and the volume integrated heat release
rate shows that flame in case NAF is more dynamic in comparison to case AD. It is also
suggested that the inclusion of non-adiabatic flamelets does affect the stabilisation of
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the flame. It is observed that the flame in case NAF is vulnerable to a higher enthalpy
deficit when the flame root is not present and experiences some lift-off.
Chapter 9
Final Remarks
This work has investigated the applicability of the combustion modelling framework to
bluff body flames that are open to atmospheric conditions or enclosed within a combustion
chamber. A swirl-stabilised flame close to the lean extinction limit is also investigated
with and without heat loss within the modelling framework. The combustion closure is
a presumed PDF closure for premixed combustion and a presumed joint PDF closure
for partially premixed combustion. The simulations are undertaken within the LES
framework. Comparisons with the experimental measurements for the bluff body cases are
seen to be good, where no severe discrepancies between the simulations and measurements
are seen. The recirculation zones in the bluff body flame simulations are accurately
captured and the modelling showed a good sensitivity to changes in the inlet turbulent
intensity and the equivalence ratio of the fuel–air mixture. Simulations of the lean flame
in a gas turbine model combustor also show good comparisons with the experimental data,
where one simulation uses a modified combustion closure with non-adiabatic flamelets.
The specific conclusions for each study, along with some suggestions for further work are
outlined in this chapter.
9.1 Conclusions
In Chapter 5, statistics from the LES of a stable flame are compared with measurements,
where the bluff body base and flame are exposed to atmospheric conditions. The
recirculation zone and inner shear layers are accurately captured in the LES and the
length of the flame is slightly over predicted. The filtered reaction rate values are
highest near the bluff body base within a thin flame and the turbulent kinetic energy
has a peak value within the flame. The filtered reaction rate values then decrease when
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moving downstream with a broadening of the flame, which suggests there is multi-regime
combustion. This is ascertained by the turbulent kinetic energy distribution, as it
increases from the reactant to product side of the flame, which suggests a shift from
the corrugated flamelets regime to the thin reaction zones regime of turbulent premixed
combustion. Additional comparisons are shown with two confined bluff body stabilised
flames, where one flame experienced additional incoming turbulence. The main difference
between the open and confined flames is observed to be the relative positioning and
evolution of the shear layer and the flame brush.
Chapter 6 contains the analyses of confined bluff body flames with different equivalence
ratios and turbulence intensities. It is observed that the recirculation zone length
is influenced by the turbulence intensity, heat release and the interactions between
turbulence and combustion. The recirculation zone length in isothermal flows decreases
when the turbulence intensity is increased. This is also the case for reacting flows, but
the variation of the recirculation zone length is found to be non-monotonic when the
equivalence ratio is increased towards the near-stoichiometric region. The competing
effects of dilatation and turbulence lead to changes in the radial pressure forces acting
on the recirculation zone and causes the non-monotonic variation in the recirculation
zone length for reacting flows. The radial forces influence the relative positioning
of the shear layer and flame. This yields the variation in the levels of turbulence–
combustion interactions and their influences on the radial force balance. The near-field
wake containing the recirculation zone is governed by the momentum transfer to and from
the zone, which is related to the forces acting on this zone. The surface-averaged wall
pressure and eddy viscosity at the rear stagnation point emerge as two key quantities,
which are influenced by the turbulence intensity, heat release and turbulence–chemistry
interactions. The derivation of a scaling relation for the recirculation zone length is
undertaken based on these observations. The scaling relation is found to work well for
premixed flames that are stabilised behind a bluff body with and without confinement
and also for flames stabilised behind a backward facing step.
A simulation of a flame close to the lean blow-off limit is studied in Chapter 7, where
the gas turbine model combustor is the configuration developed in the studies by Duan
et al. (2004), Meier et al. (2005, 2006) and Weigand et al. (2006) at DLR. The time-
averaged statistics for the velocity, mixture fraction and temperature in the simulation
show good comparisons with the experimental measurements. Further investigation of
the flame stabilisation resulted in identifying two distinct stages for the evolution of the
flame root. In the first stage, the flame is anchored by its stable and robust root near the
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fuel nozzle and the flame has a ‘V’ shape. It is observed in the LES that the entrainment
of reactant mixtures outside of the flammability limits into the flame region within the
IRZ causes the flame root to be extinguished and initiates the lift-off event. When the
flame is experiencing lift-off, this is referred to as the second stage. These two stages are
observed to switch from one to the other, as observed in the experiment and with an
extended time sample from the simulation. Analysis of the extended time sample showed
that the lift-off events are initiated by a combination of the presence of rich mixtures
at the flame root and a mixture fraction dissipation rate that exceeds the quenching
value. It is also seen that a weaker burning mode of the flame exists when rich mixtures
are present but the dissipation rate is small and the flame retains its stabilisation root
under such conditions. The switching between stable burning and lift-off events is caused
by the unsteady fuel–air mixing phenomena, which are related to the large-scale eddy
motions and small-scale mixing processes at the flame root.
Two additional simulations with non-adiabatic modelling are studied in Chapter 8 with
the same conditions as the flame studied in Chapter 7. Both simulations use fixed wall
temperature boundary conditions and one of the simulations also includes non-adiabatic
flamelets within the combustion closure. The two simulations are compared against the
baseline adiabatic simulation analysed in Chapter 7 and the experimental data. The
axial velocity and mixture fraction statistics are unaffected by the non-adiabatic effects,
but some differences are seen for the temperature statistics. The two non-adiabatic
simulations gave improvements for the temperature fields in the near-wall regions, due to
the inclusion of non-adiabatic wall treatment. However, both non-adiabatic simulations
under predicted the average centreline temperature in the near-field, which suggests
that the flame root height is over predicted in these cases. A change in flame shape is
seen for the case that uses only non-adiabatic walls, where the flame becomes anchored
to the walls of the annular air exit into the combustion chamber. It is also suggested
that the heat loss effects do play a role with the stabilisation of the flame by analysing
the time series of the lift-off height and the volume integrated heat release rate of the
non-adiabatic flamelet case. A higher enthalpy deficit is seen in the near-field regions
when the flame root is not present and experiencing some lift-off, suggesting that the
flame is more dynamic when including heat loss.
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9.2 Suggested future work
The cases that have been analysed have proved that the combustion modelling frame-
work is robust and accurate. The stabilisation mechanisms in both bluff body and
swirl-stabilised flames have been captured for various equivalence ratios and turbulence
intensities. This provides motivation to extend this work and the following recommenda-
tions are proposed:
1. It is expected that including swirl on the reactant flow may not change the proposed
scaling relation for the following reason. An approximate radial pressure gradient
is ∂p/∂r ≃ ρU2θ /r in a flow with a swirl velocity Uθ. Hence, the wall pressure pw
in Eq. (6.9) will increase with the swirl velocity or swirl number. This may lead
to shorter recirculation zones, as observed in numerous previous studies, e.g., the
works of Gupta et al. (1984) and Minamoto et al. (2015). However, the exact
relationship between pw and the swirl number in reacting flows with substantial
heat release requires further investigation. Furthermore, scaling including the Lewis
number may also be necessary and will also be explored.
2. The extended time sample for the lift-off height and heat release rate did not show
highly transient events with the time scales that are quoted by Stöhr et al. (2011a).
Indeed, multiple short lift-off events and weaker burning modes are captured in the
simulations, but the duration of those are not of the size quoted in the experiments;
these lasted between 100–150ms. It is therefore of interest to run additional
simulations for similar time samples using lower fuel flow rates, with the aim of
capturing the complete blow-off event, and longer lift-off events and weaker burning
modes, in order to gaining further physical insights into the flame stabilisation.
3. Non-premixed flame theory is applied to the flame root in the analysis shown in
Chapter 7. Since the flame is partially premixed and swirl-stabilised, it is of interest
to apply premixed flame theory to investigate the stabilisation of the flame. This
includes investigating the flame consumption and displacement speeds, and using
the progress variable gradient across the flame as a length scale. The analysis will
involve observing the balance between the mass burning rate and the incoming
reactant flux, and provide insights into the displacement speed of the flame during
transient events.
4. The look-up library that is used for the non-adiabatic formulation of the combustion
closure is bounded by using a maximum value for the heat loss factor. This means
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that the minimum reaction rate across the flammability range is not the same. It
is of interest to improve the construction of the flamelet look-up table by using a
minimum value of the reaction rate to bound the table and improve the resolution
of the table in the near-stoichiometric regions. The non-adiabatic flame case will
be simulated again to obtain an improved lift-off height prediction.
5. The same form of the energy equation is used for the adiabatic and non-adiabatic
flamelet closures used in this work. It is of interest to explore introducing a radiation
model into the energy equation, since the filtered energy equation solved for both
flamelet closures contains no heat loss terms.
6. Predicting the production of minor species, such as CO, is essential for combustion
models. The combustion modelling used in this work has previously overestimated
the minor species for premixed and partially premixed flames (Chen, 2017; Langella,
2016). Thus, it is of interest to develop an improved approach to capture the
distribution of intermediate species. The prediction of pollutants from aero engine
systems is important for the design and development of future systems.
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