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ABSTRACT 
A convexity result for complex numbers is proven with the aid of the log- 
arithmic spiral. This is then used to give a characterization of certain nonnegative 
matrices within the class of normal matrices. 
1. INTRODUCTION AND PRELIMINARIES 
In this note we will establish a result for complex numbers; motivated by 
some work of Jain and Snyder [2], we will then use that result to discuss the 
structure of nonnegative matrices satisfying a certain type of polynomial 
equation, We will require the following notation and terminology. 
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Consider the set of all n x 1 complex vectors, Cc”. If xi E Cc” for 
i = 1,2,..., m, the convex hull (or convex span) of the set of vectors 
{Xl,... ,x,} is defined and denoted by 
cxh(xi, . . . , x,) = 
i 
g f&xi; 5 cxi = 1, cri > 0,l 5 i 5 m . 
i=l i=l I 
It is made up of all convex linear combinations of the xi. For convenience 
we drop the term “linear,” and we shall refer to the coefficient oi of xi as 
the weight of xi in the convex combination. 
It is a well-known fact that a convex combination of vectors in cxh(xi, 
. . . ) x,) is again a vector in cxh(xi, . . . , xm), and that if xi is a convex 
combination of {xi, x2, . . , x,}, and the weight of xi in that convex com- 
bination is not 1, then in fact xi can be written as a convex combination 
Of{X2,...&. 
Throughout the sequel, all matrices and scalars will be complex un- 
less specified otherwise. The spectral radius of a square matrix A will be 
denoted by p(A). 
2. A BASIC RESULT 
We begin with our key convexity result for complex numbers inside the 
unit disk. 
THEOREM 1. Let z E Cc with (zJ 5 1. If Z = Ct__, ai.Zi with C&o Lyi = 
1, ai 2 0, 0 < i 5 k, and cxo > 0, then z must be real. 
Prooj Suppose .z = reie is not real, with 0 < r 5 1 and, without 
loss of generality, 0 < 0 < 7r. Now Z = Cf=, oiZz, and so z = cf=, oiZi 
= c,“=, cyi[c:=o “jZjli is a convex combination of (1, z, . . . , .zkZ}, say z 
= c;=, flzzi. 
Since crc > 0, then PO = QO + oicre + cr2ai +. . . + ok& > 0, and hence 
p1 # 1, ensuring that z E cxh(1, z2,. . . , zk2), Next consider the logarithmic 
spiral & = {(r” cos t0, rt sin tt9); t > 0). We see that z lies on the outermost 
arc, say J1, of .G, i.e. on Jl = {(r” cos t0, rt sin to); x/0 2 t > 0) (see 
Figure 1). 
It is well known that J1 is a convex curve-i.e. that any line tangent to .A 
intersects J1 only at the point of tangency, and not at any other point (this 
follows from the equiangularity of L; see [4], for example). Now suppose T 
is the tangent line to J1 at the point z = (T cos 8, rsin 8). Then T makes 
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FIG. 1 
up the boundary of a half plane with the property that each of the powers 
1,9,. . . , zkZ lies in the interior of that half plane. Since the interior is a 
convex set, it follows that every convex combination of interior points is 
again an interior point, and thus z cannot be a convex combination of the 
powers l,.z’,..., zk2. This yields a contradiction, and thus z must be real. 
??
We remark in passing that Theorem 1 can also be established by the 
following observations. If we take a copy of Jz and reflect it in the x axis, 
giving say Jl’, then we see that .2 lies on .A’ and that the spiral C, never 
crosses .A’ (except if T = 1, in which case JI’ is the bottom part of the 
circle). Hence by drawing a tangent T’ at Z, we see by the same argument 
that any convex combination of (1, z, .z2, . . , z”} lies in the interior of the 
half plane bounded by T’, and thus Z @ cxh(1, z, .z2,. . . , z”). 
The next section establishes some of the applications of Theorem 1. 
3. NORMAL MATRICES WITH A POSITIVE EIGENVALUE 
It is well known that an n x n matrix A is normal if and only if A* is a 
polynomial in A, say p(A). We may also assume without loss of generality 
that A is irreducible-i.e., that there is no permutation matrix M such 
that MAMt is block lower triangular. Indeed, if such an A is reducible, 
then from the triangular form of F = MAMt (where M is the permutation 
matrix which puts A in block triangular form) and the fact that F* = p(F), 
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we find that F must be block diagonal with irreducible diagonal blocks. 
Moreover, if D is such a diagonal block, then D* = p(D). 
In general, unless we are given some information about the coefficients 
pi in p, little can be said about A. However, in a recent paper, Jain 
and Snyder [2] discuss the situation where both the entries in A and the 
coefficients in p are all nonnegative, and where the constant term in p, po, 
is 0; the extra hypotheses on A and p allow them to give a canonical form 
for such an A. 
In the same spirit, we now consider the case where the coefficients pi 
are all nonnegative, po > 0, and the spectral radius p(A) is a positive 
eigenvalue of A. We note that the case p(A) = 0 is uninteresting, since 
then A must be the zero matrix. 
COROLLARY~. Suppose A is normal, p(A) > 0 is an eigenvalue of A, 
and A* = CfzOpiAir where pi 2 0, 0 5 i < k, and pa > 0. Then A is 
Hermitian. 
Proof. Let r = p(A) > 0. Then (A/r)* = ~,“,o(p&‘)(A/r)i. Now 
set B = A/r and pi = p&’ for 0 5 i 5 k. Then p(B) = 1 and B* 
= CfSo&Bi, where & 1 0 for 0 5 i 5 k, and ,00 > 0. Simultaneously 
diagonalizing B and B* now shows that 1 = Cf=,pi and thus B* is a 
convex combination of powers of B. This in turn guarantees that for any 
eigenvalue X of B we have that x is a convex combination of (nonnegative) 
powers of A. Further, the weight of 1 in that convex combination is positive. 
Thus by Theorem 1, we see that all the eigenvalues of B are real and hence 
B* = B. Consequently, A must be Hermitian. ??
COROLLARY 2. Suppose that A is normal with a positive eigenvalue 
r and A* = C,“=, piAi, where pi 2 0, 0 5 i 5 k, and pb > 0. Then all 
eigenvalues X with 1x1 5 r must be real, and A = Al + AZ, where 
(i) A; = Aa with ,o(Aa) = r, 
(ii) Al is normal with p(Al) > r, and 
(iii) AlAa = 0 = AsAl. 
Proof. Suppose U is a unitary matrix that diagonalizes A, i.e., U-‘AU 
= D is diagonal, where we order the eigenvalues of A (equivalently, the 
diagonal entries in D) according to decreasing moduli: 
Then we may split D as D = diag(Di, 02) where p(D2) = r > 0 and 
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p(Di) > T. Now let Al = Udiag(Di,O) U-l and A2 = Udiag(0, &) U-‘. 
Certainly Al is normal with p(Al) > r, and AlAz = 0 = A2A1. Now r > 0; 
note that A2 is normal with p(Az) = r > 0 and that AZ = CfcopiAb, 
where p, 2 0, 0 < i 5 k, and po > 0. It now follows from Corollary 1 that 
AZ must be Hermitian, as desired. ??
4. APPLICATIONS TO NONNEGATIVE MATRICES 
Motivated by the work of Jain and Snyder [2], we next consider the case 
that A is nonnegative and irreducible with spectral radius p(A), At = p(A) 
with pi > 0 for all i, and po > 0. By the Perron-F’robenius theorem, p(A) 
= r is an eigenvalue of A, and hence A must be symmetric by Corollary 1. 
We now derive a canonical form for A. 
Without loss of generality, we will deal with the matrix B = A/r, since 
a canonical form for B will immediately give rise to one for A. We will 
also suppose that the order of B is at least 2 x 2 (if B is 1 x 1, then 
B = [I]). Now p(B) = 1 and B = Bt = CfcoPiBi, where pi 2 0 for 
0 5 i 5 k, PO = PO/r > 0, and 1 = cf=,&. Since /?i # 1, we see that 
B can be written as a convex combination of the other powers of B, say 
B = “ioI + yzB2 + . . . + ykBk where ^/o = Do/(1 - pi) > 0. 
Consequently, for any eigenvalue X of B, we have 
(3.1) 
Note that if k < 2 then B = I, contradicting the irreducibility of A. 
So suppose that k > 2; we next claim that if k 2 2, then B has exactly 
two distinct eigenvaiues, both positive. To see the claim, first suppose that 
-1 < X < 0 is an eigenvalue of B. Then Xi > X for all i 2 2, and hence 
yo + -yz?A2 + . . .+yd” > yTl+X(~2+~..+~k) 
= 70 + X(1 - 70) = x + yc(l - X) > x, 
which contradicts (3.1). Note that if X = 0, -1, we obtain a similar contra- 
diction to (3.1) ( since 70 > 0), so that B can have only positive eigenvalues. 
Next we show that B has exactly two distinct positive eigenvalues, 1 
and o, with 0 < (Y < 1. To see this, suppose that X is an eigenvalue of B 
with X # 1. Prom (3.1) it follows that X = 1 - cfz2yi + ~~zz~~yixi, or 
X - 1 = C,“=, yi(Xi - 1). Dividing both sides of this last equation by X - 1, 
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we arrive at 
k 
1 = c Yi(l + x + x2 + . . . + xi-l) = f(A). (3.2) 
i=2 
Let us now examine the function f(z). It is monotone increasing for 
z > 0 and has the value 1 - 70 at 2 = 0. Since this value is smaller than 1, 
it follows by the intermediate value theorem that there is a unique positive 
value (Y such that f(o) = 1. Thus we see that B has just two distinct 
eigenvalues, 1 and a. 
Using the spectral theorem, we may write B as B = 121 + aZ,, where 
Zi = vvt/vtv is the spectral projection associated with the spectral radius 
1, v is a positive Perron vector for B, and Z, is the spectral projection 
associated with the eigenvalue o. Since Zi + Z, = I, we can write 
B = Z1 + a(I - Z,) = cd + (1 - ~)v+b. (3.3) 
In particular, this shows that B is a positive scaling of rank one perturba- 
tion of the identity. 
Next, suppose that A is reducible with spectral radius T, and that 
At = p(A). Ag ain let B = A/r, and note that since B is reducible, it 
is permutationally similar to a block diagonal matrix C. Further, there are 
nonnegative weights &, 0 5 j 5 k, with Cs=o ,Dj = 1, such that for each 
of the diagonal blocks of C, say C,, 1 < i < m, we have that Ci is nonneg- 
ative, is irreducible, and satisfies Ci = C:=, &C,‘. Consequently, there is 
a common set of coefficients Ta,ys, . . . , yk such that for any eigenvalue X 
of any Ci, (3.1) holds. Hence any such X either is 1 or is equal to o, where 
0 < (Y < 1 is the positive solution to (3.2). Since each Ci is irreducible, 
its spectral radius is an eigenvalue of multiplicity one. Thus we find that 
if Ci is of order 2 x 2 or larger, then Ci has both 1 and QI as its distinct 
eigenvalues, the former of multiplicity one. By our arguments above for 
the case that B is irreducible, we see that Ci is of order 2 x 2 or larger, 
then there is a positive vector vi such that Ci = (YI+ (1 - Q)Vivt/ViVi. 
Finally, if C, is 1 x 1, then either Ci = [l] or Ci = [a]. 
Rephrasing the above in terms of A, we obtain the following: 
COROLLARY 3. Suppose that A is nonnegative, that At = CFzopiAi, 
where pi 2 0, 0 5 i 2. k, and po > 0. Let the spectral radius of A be 
p. Then A is permutationally similar to a direct sum of blocks, and there 
is a 0 < p < p such that for each j, either the jth block has the form 
PI + (p - ~)VjV~/V~Vj, where vj is a positive vector, or is equal to either 
[PI or M. 
CONVEXITY RESULT FOR COMPLEX NUMBERS 
REMARKS. 
201 
(1) 
(2) 
(3) 
Corollary 3 sharpens the results of Proposition 1 of 121, which states 
that A has at m&t two positive eigenvalues. That proposition also 
asserts that A-’ is an M-matrix; this can also be deduced from our 
formula for A, which immediately yields that A-’ is permutationally 
similar to a direct sum of blocks, each of which either has the form 
(l/CL)1 - (l/p - l/P) i j/ j jl v vt vtv or is 1 x 1 and equal to either (l/p] 
or [l/PI. 
Corollary 3 and remark (1) also show that the hypothesis of Propo- 
sition 2 of [2] is void. 
The arguments used above in the case that A is nonnegative and 
irreducible can be adapted ‘to prove the following generalization (see 
[l] for basic results on matrices which leave a cone invariant): Let K 
be a proper cone in Iw”, and suppose that A is a real n x n matrix 
which is K-nonnegative and K-irreducible. Further suppose that 
At = &giA”, where pi 2 0, 0 5 i 5 k, and po > 0; let the 
spectral radius of A be p. Then for some 0 < p < p we have A 
= 4 + (P - I-1) vv “/ vtv, where v E K is an eigenvector corresponding 
to p. 
Using techniques similar to those above, we now give an alternative 
derivation of Theorem 1 of [2], which characterizes nonnegative matrices A 
satisfying At = p(A), where p is a. polynomial with nonnegative coefficients 
whose constant term is 0. 
THEOREM 2. (Jain and Snyder 121): Let A be a nonnegative nonzero 
matrix with spectral radius p, such that At = Cf=, piAi, where pi 2 0, 1 
< i < k. Then either A is symmetric, or it is permutationally similar to a 
direct sum of matrices of the following types: 
(i) a zero mattix, 
(ii) pxxt, where x is a positive vector with xtx = 1, 
(iii) 
0 x1x; 0 ‘.. 0 
0 13 x2x; ‘. 0 
p ; ; ; >. ; ( 
0 0 0 ". x&lx; 
xdx; 0 0 . . 0 
where the xi’s are positive unit vectors, possibly of diflerent orders. 
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For each summand of type (iii), which is a d x d block matrix, d must 
divide i + 1 for each i such that pi > 0. 
Proof. AS usual, we will deal with the matrix B = A/p, since describ- 
ing a canonical form for B will give rise to one for A. Letting (Y~ = p&-l, 
we see that Bt = c,“=, cv@ with ai 2 0 for 1 2 i 5 k and Et=, cri = 1. 
Now B is permutationally similar to a direct sum of irreducible matrices, 
Cj, say, 1 5 j 5 m, and each Cj satisfies Ci = C&r CX~C~. Suppose that 
X is an eigenvalue of Cj. Then x = Czk,i oiXi and so X = C,“=, o$ 
= Czk,i oi[cLi CYhXhli is a convex combination of (1, X, . . . , Xk2}, say 
X = &p2Xi. Note that ,& = c-u:, so that if /3i = 1, then ~1 = 1, 
which implies that B must be symmetric. 
So suppose that ,!J < 1. Since X = Cfl, /32X’, there are two possibili- 
ties: either X = 0, or 1 = ~~~, ,BiXi-‘; the latter yields 
k2 
1 = C&i, 
1=2 
(3.4) 
where yi = pi/(1 - pi), hi 2 0 for 2 5 i 5 k2, and C:Isri = 1. Since 
(X] 5 1, we see that (3.4) expresses 1 as a convex combination of elements 
in the unit disk. Since the unit circle is convex (i.e., any line tangent to it 
only intersects the circle at the point of tangency) it follows that if (3.4) 
holds, then Xi-’ = 1 for any i such that fli > 0. 
Thus we see that an eigenvalue of Cj either is a root of unity or is equal 
to 0. 
6) 
(ii) 
(iii) 
There are three possibilities: 
The only eigenvalue of Cj is 0. In this case, Cj is a zero matrix (neces- 
sarily Cj is 1 x 1 in this case, since it is supposed to be irreducible). 
All eigenvalues of Cj are real, but at least one of those eigenvalues 
is nonzero. In this case, the nonzero eigenvalue of Cj must be 1, 
which must have multiplicity one, since Cj is irreducible and has its 
spectral radius as an eigenvalue. Thus Cj is a rank one nonnegative 
irreducible matrix, and it follows that Cj = xxt for some positive 
unit vector x. 
There is a nonreal eigenvalue of Cj. In this case, such an eigenvalue 
is a root of unity, and necessarily Cj has spectral radius 1. From 
Perron-Frobenius theory, it follows that without loss of generality, Cj 
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0 x1 0 
0 0 x2 
. . . 
. . 
. . 
0 0 0 
Xd 0 0 
, 
xd-1 
0 
for some d 2 2 and some nonnegative matrices Xi, . . . , &. Moreover, 
Perron-Frobenius theory also implies that the product Xr . . . & is 
primitive with spectral radius 1, and the only eigenvalues of C, with 
modulus 1 are the dth roots of unity. Since any eigenvalue of Cj 
which is not a root of unity must be 0, we find that Cj has rank d, 
and hence that each Xi is a rank one matrix. It follows that each xi 
can be factored as xiyi for positive vectors x, and yi, and without 
loss of generality, xi can be taken to be a unit vector. Now each 
eigenvalue X of C, satisfies x = Ad-‘, so we find that Cc = Cd-‘. 
This in turns yields the fact that there are scalars 61, . :‘. ,& iuch 
that yi = &xi+i, 1 < i 5 d - 1, and yd = bdxi. Since Xr . . X,j has 
spectral radius 1, we find that 61 . ’ . 6d = 1, and since Cj = Cf-‘, we 
find that for each 1 5 i < d, Si = (@=, CT?,)/&. Hence each & must 
equal 1, so that Cj has the desired form. It is now readily deduced 
that d must divide i + 1 whenever pi is positive. 
5. SOME INEQUALITIES 
We conclude by giving some inequalities which follow from the convexity 
of the logarithmic spiral. 
Consider the point z = re iB in the complex plane, where 0 < 0 < 7r 
and 0 < r < 1. The logarithmic spiral arising from looking at the positive 
powers of z can be described as C = {(r” cos to, rt sin to); t > 0). Prom the 
convexity and inward spiraling of L, we see that for any k > 0 such that 
k0 mod 27r 2 0, the point z lies above the line joining the points z” = 1 and 
zk. This line has the form z(o) = 1 + a(zk - l), a E IIt, and it crosses the 
vertical line at x = r cos 0 when 
0 
0 
1 - rc0se 
a=ao= l-rkCOSke. 
204 STEVE KIRKLAND AND ROBERT E. HARTWIG 
Since r sin B must be larger than the imaginary part of z(oe), we find that 
rk sin ktl 
1 - rc0se 
1 -rkcosktJ > 
< rsin0, (4.1) 
which reduces to the inequality 
rk-’ sin Ice < sin 0 + rk sin(k - l)e. (4.2) 
For example, in the case that k = 2 and 0 < r/2, (4.2) reduces to 2r cos 8 
< 1 + r2, while in the case k = 3, 0 < r/3, (4.3) yields 4r2 cos2 tI < 1 + r2 
+2r3 cos e. 
We remark that the geometry of the logarithmic spiral has also proven 
useful in localizing the roots of certain kinds of polynomials (see [3]). 
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