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ABSTRACT 
This dissertation investigates the impacts of foreclosures on the housing price dynamics 
after the bursting of the housing bubble in 2007 in the United States.  Following a sharp dip in 
housing prices, the number of foreclosures increased dramatically.  The housing market 
experienced an unprecedented crisis accompanied by a wave of foreclosures across the country. 
While the decrease in housing prices triggered a large number of foreclosures initially, foreclosures 
in turn have slowed down the recovery of the housing market.  An understanding of how 
foreclosures influence housing prices is important in the provision of a more complete 
interpretation of post-bubble housing market conditions, as well as providing a guide for the 
consideration of future government responses as well as the provision of reasonable predictions 
for the recovery trajectory. 
The following three chapters of this dissertation study the impact of foreclosures since 
2008 in Chicago area that was severely hit by the real estate market collapse.1  Each chapter 
investigates the impacts of foreclosures on housing prices from different perspectives.  In Chapter 
1, the heterogeneous impact of foreclosures on nearby property values is examined.  In Chapter 2, 
a governmental program that targeted at reducing the foreclosure impacts is evaluated.  In the last 
chapter, the persistence of foreclosure impacts on housing prices is evaluated through estimating 
a impulse response function. 
The first chapter aims to identify the causal effects of foreclosures on housing prices and 
the heterogeneity of these effects across different neighborhoods.  Foreclosures have negative 
                                                          
1 As of the first quarter of 2013 according to RealtyTrac LLC, Illinois has the third highest foreclosure 
rate in the nation – 1 in every 147 housing units received a foreclosure filing.  Meanwhile, Chicago has 
the ninth highest foreclosure rate (1 in every 116 houses foreclosed) among metropolitan areas. 
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impacts not just for the homeowner, but also on neighboring properties (e.g., Campbell, Giglio, & 
Pathak, 2011, CGP hence-forth; Gerardi, Rosenblatt, Willen, & Yao, 2015; Anenberg & Kung, 
2014).  Due to the heterogeneous characteristics of the housing market, different neighborhoods 
can be impacted differently by foreclosures.  This study focuses on the spatially heterogeneous 
impacts of foreclosures on nearby property values, an issue that has been overlooked in the 
literature.  First, using a standard ordinary least square model, each additional foreclosure within 
0.1 mile that goes through an auction process is found to decrease nearby home sale prices by 
about 2.0% on average.  In addition, conditional parametric quantile regression (McMillen, 2013) 
model is applied to explore the spatial heterogeneity in foreclosure impacts.  Not surprisingly, the 
impact of foreclosures is found to vary across space and the spatial variation is most obvious for 
homes priced in the lower quantiles than in the higher quantiles.  Poorer neighborhoods are the 
most impacted and the differences between different quantiles are largest for these neighborhoods. 
The second chapter evaluates the federal Neighborhood Stabilization Program (NSP) using 
a quasi-experimental design, to determine whether the government’s response effectively reduced 
the negative impact of foreclosures on the prices of neighboring homes.  NSP aims to bring 
foreclosed and abandoned properties back to productive use through property purchase and 
rehabilitation.  There is a clear need for research that explores the impact of NSP in order to guide 
future government action on addressing foreclosure impacts (Joice, 2011).  First of all, the NSP 
can only target a limited number of neighborhoods, while there are still large numbers of 
foreclosures in non-targeted areas (Immergluck, 2012).  Moreover, since few foreclosure-related 
stabilization programs have been implemented in the past (Kingsley et al., 2009), the 
implementation of NSP had little prior experience to follow.  This chapter is one of the first studies 
evaluating the NSP and also provides evidence that disamenity effects are a source of the negative 
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impacts of foreclosures that is controversial in the literature (Gerardi, et al., 2015).  Using a 2008-
2014 repeated cross-section dataset for housing sales in the city of Chicago, the difference-in-
differences estimates reveal that the average sales prices of homes within 0.1 miles of the NSP 
projects increased by 14.3% and these effects do not appear until the completion of the 
rehabilitation.  The results vary under different contexts of NSP implementation, but the analytical 
approach presented in this study is reproducible for NSP studies in other regions. 
The third chapter explores the persistence of foreclosures on housing prices.  This chapter 
aims to fill the gap in the literature by analyzing how long the shock in foreclosures can have 
impact on the housing price. The trajectory of the housing price corresponding to foreclosure shock 
are estimated using quarterly data at the community level in the city of Chicago.  Since housing 
price can diffuse upon shocks at two dimensions – both time and space. We are going to explicitly 
control for both diffusions and estimate for the impulse response function for housing prices upon 
foreclosure shocks.  This paper applies a new time series technique - local projection (Jorda, 2005) 
to a spatial dynamic panel model for measuring the impulse response function (Brady, 2011 & 
2014).  Using the housing and foreclosure data in the city of Chicago between 2008 and 2016, the 
results show a one-standard-deviation increase in the number of foreclosures can lead declines in 
the housing prices up to eleven quarters with a cumulative impact of 18.7% at the community 
level.  In addition, spatial diffusion of housing prices is found within the city.  A one percent 
positive shock in neighboring communities’ housing prices can induce increases in the housing 
prices of a community up to eleven quarters, with a cumulative response of 1.8%. 
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CHAPTER 1: THE HETEROGENEOUS SPATIAL IMPACT OF 
FORECLOSURES ON NEARBY PROPERTY VALUES 
 
1.1 Introduction 
Although foreclosures have always been a characteristic of the housing market, the 
nationwide exposure of foreclosures subsequent to the housing bubble bursting in 2006-2007 was 
dramatic.  Taking Chicago area for example, one of the metropolitan areas with most severe 
foreclosure situation, 1 in every 116 housing units received a foreclosure filing, according to a first 
quarter of 2013 report from RealtyTrac LLC.  As shown in figure 1.1, both the number of new 
foreclosure filings and foreclosure auctions have begun to grow rapidly since 2006.  The 
nationwide unprecedented foreclosure situation has motivated many studies to investigate the 
consequences brought by foreclosures.  A strand of the literature has estimated the impact of 
foreclosures on nearby property values.  This study builds on this literature, but adds a focus on 
the heterogeneous impacts of foreclosures across space that has been overlooked. 
 
Figure 1.1: Chicago PMSA foreclosure filings and auctions 2006-2013 
A similar magnitude of the impact of nearby foreclosures has been identified by several 
studies.  An additional foreclosure within less than 0.3 miles is associated with the reduction of the 
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nearby home sale prices by about 1-2 percent at the peak (Immergluck and Smith, 2006; Harding, 
et al., 2009; Hartley, 2014; Kobie and Lee, 2011; Campbell, et al., 2011; Anenberg and Kung, 
2014; Gerardi et al., 2015).  Some studies focus on proving the causal effects of foreclosures on 
nearby homes (Campbell, et al., 2011), while others focus on the channels through which these 
impacts are spread (Anenberg and Kung, 2014; Hartley, 2014; Gerardi et al., 2015).   
Though the consensus on the negative sign of the foreclosure impact might be seen as 
sufficient to justify government intervention, it is hard to provide place-tailored or target-oriented 
policies without exploring what different places are experiencing.  Some studies have investigated 
the heterogeneity from perspectives that explore the role of social-economic variables, the volume 
of foreclosures and different housing price quantiles.  Immergluck and Smith (2006) find a higher 
impact of foreclosures in low-to-moderate income neighborhoods given the higher likelihood for 
foreclosures in these neighborhoods with many vacant properties as well as properties in which 
there has been an absence of maintenance investment.  Schuetz et al. (2008) find that the impact 
does not appear until the total number of nearby foreclosures reaches some threshold level, and 
above the threshold, the marginal effects of foreclosures increases non-linearly.  Zhang and 
Leonard (2014) estimate the neighborhood impact of foreclosure for different price quantiles and 
conclude that these impacts are greatest on homes at lower price quantiles.  
 However, none of the studies has looked at the spatially heterogeneous impacts of 
foreclosures.  This study estimates different foreclosure impacts across space by different quantiles 
using conditional parametric (CPAR) quantile regression (McMillen, 2013).  This study is most 
comparable to Zhang and Leonard (2014) that estimates different impacts for different points on 
the conditional distribution of housing prices using a spatial quantile regression model.  Their 
model can deal with spatial autocorrelation and heteroscedasticity.  However, it can still face the 
problems of model misspecification, since spatial quantile regression model heavily depends on 
the functional form assumption (McMillen, 2015).  CPAR quantile regression, however, is a non-
parametric version of the quantile regression model and thus it is more flexible for model 
specification.  It can account for the spatial trend of the local variations by generating estimates 
that vary over the space.  Rather than an average estimate, CPAR quantile regression can provide 
coefficient estimates for specific quantiles that varies spatially – one coefficient for each 
observation at each quantile.  CPAR estimates provide the simplicity for investigating spatial 
heterogeneity with further analysis (see Chasco and Gallo, 2015 for an application).  
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To begin with, we estimate the standard OLS (ordinary least squares) regression model in 
order to align our findings with the literature and address potential concerns on the problem of 
endogeneity.  Then, a CPAR quantile regression model is used to explore the spatial heterogeneity 
of foreclosure impacts.   
This paper estimates the effects of single-family foreclosures on nearby single-family sale 
prices in the city of Chicago between 2008 and 2012.  The hedonic model is used as the basic 
framework, including the foreclosure variables as part of the local neighborhood characteristics, 
while controlling for other property level characteristics and neighborhood fixed effects.  Results 
from the standard OLS model reveal distance decay effects of foreclosures with the largest impacts 
within 0.1 mile.  Foreclosures that have gone through auctions have more impacts on nearby home 
sale prices than active foreclosures.  On average, each additional foreclosure within 0.1 mile that 
go through auctions can decrease the nearby home sale price by about 2.0%.  This magnitude is 
similar to what has been found in the literature.  Further, after the census tract-year-quarter fixed 
effects are used, the base model results are robust to the inclusion of future foreclosures as a test 
of the control for the price trend.  
From the CPAR quantile regression model, we explored the spatial heterogeneity of 
foreclosure impacts.  Not surprisingly, the impact of foreclosures is found to vary across the space 
and the spatial variation is most obvious for homes priced at the lower rather than the higher 
quantiles.  Poor neighborhoods are most impacted independently of which quantile is used.  Also, 
the differences between quantiles are largest for the poorer neighborhoods. 
The rest of the paper proceeds as follows.  Section 1.2 provides a broad overview of 
foreclosure impacts and processes.  Detailed interpretation of the model and data will be covered 
in sections 1.3 and 1.4, followed by a presentation of the results in section 1.5.  The chapter 
concludes with summary comments in section 1.6.  
1.2 Background 
Foreclosure is a legal process for lenders to force the sale of a defaulted borrower’s 
property to recover the mortgage debt.   Foreclosure is likely to happen when the home mortgage 
balance is more than the market value of the house.   For instance, after the housing bubble burst 
in 2006-2007, the large decrease in housing prices induced a significant increase in the number of 
foreclosures.  There are also sudden household-related events that can result in a foreclosure such 
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as loss of a job or a divorce.   Depending on the U.S. state, the process of foreclosure can be judicial 
or non-judicial.   There are twenty-four states in the U.S., including Illinois that use a judicial 
foreclosure procedure.  In judicial states, a home mortgage foreclosure needs to go through a legal 
process to achieve a court judgment of foreclosure, and is then followed by an auction sale.  Due 
to the legal process, foreclosures in judicial states usually take a longer time to process than in 
non-judicial states.  The Chicago area is appropriate for investigation since it is one of the regions 
with the severest foreclosure situation accompanied by a prolonged foreclosure process.     
Homes in foreclosure are referred to as stressed properties that are usually sold at much 
lower prices than non-foreclosed properties.  The price discount on a foreclosed property is due to 
either the need for urgent sale by lenders (Campbell, et al. 2011) or due to the poor condition of 
the properties themselves (Harding et al., 2012).  As a part of the housing market, foreclosed 
properties are not only lowering the overall housing prices, but also dragging down the sale prices 
of nearby properties2.   
Foreclosures can place stress on nearby property values in three different ways.  First, 
properties in foreclosure create a disamenity that negatively influences the neighborhood’s 
characteristics (Immergluck and Smith 2006; Harding, et al., 2009; Gerardi et al., 2015).  The 
disamenity results from disinvestment and poor maintenance of a property since a homeowner who 
may lose the ownership will have little incentive to make additional investments in the property.  
In addition, the presence of vacant or abandoned foreclosure-related properties can induce higher 
occurrence of neighborhood crimes (Ellen et al., 2013).  Secondly, foreclosures can disturb the 
balance of supply and demand at the local level.  Properties repossessed by lenders through 
foreclosures are called REO (real-estate owned) properties.  Lenders prefer to sell REOs for more 
liquid assets rather than experience the illiquidity of the housing market (Campbell, et al., 2011).   
These REOs can induce a local supply shock (Anenberg and Kung, 2014; Hartley, 2014) that may 
generate a downward shift in housing prices, though banks may manipulate the speed of their 
supply in order to not dampen the housing prices any further.  Finally, since foreclosed properties 
are usually sold for a lower price, they can directly lower the prices of comparable non-foreclosed 
properties that are offered for sale (Lin, Rosenblatt, & Yao, 2009).   
                                                          
2 Since 2012, the sale prices of foreclosed properties have increased in the Chicago area, and the gap between 
foreclosed and non-foreclosed sale prices has narrowed. 
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1.3 Methodology 
The problem of endogeneity associated with foreclosures brings econometric challenges to 
gauge the impact of foreclosures on housing prices.  First, there exist unobserved shocks that can 
induce both more foreclosures and lower housing prices;  avoiding addressing this problem can 
result in the overestimation of the impact of foreclosures.  Secondly, foreclosures are more likely 
to occur when house prices are decreasing (Frame, 2010).  As a result, it is hard to identify the 
degree to which foreclosures induce lower prices and to what degree further price decreases induce 
more foreclosures.   
For the first problem, spatial fixed effects have been suggested to apply in hedonic models 
to capture omitted variables (Kuminoff et al., 2010).  Thus, we include census tract fixed effects 
and further interact them with time dummies.  A good solution to the second problem is to find an 
instrument for foreclosures, but the difficulty of doing this has been recognized (Campbell, et al., 
2011; Rogers and Winter, 2009).  To address this empirical issue, several studies (Ellen, et al. 2012; 
Zhang and Leonard, 2014; Hartley, 2014) have adapted the approach in Campbell, et al. (2011).  
Following the literature, this study estimates the relationship between the lagged terms of 
foreclosure filings on home sale prices while controlling for future foreclosure filings.  Details on 
the base model framework are discussed in section 1.3.1. 
Since housing market characteristics are heterogeneous across the space, it is very 
appealing to analyze how the foreclosure impact on housing prices varies across space.  The CPAR 
quantile regression model (McMillen, 2013) used to explore the spatial heterogeneity in 
foreclosure impact is presented with details in section 1.3.2.  This non-parametric approach also 
reduces the concern on the prior specification of the functional form in the parametric hedonic 
framework. 
1.3.1 Base Model 
A base hedonic framework is used and similar to many studies (Campbell, et al., 2011; 
Ellen et al., 2012; Zhang and Leonard, 2014; Hartley, 2014) in handling the endogeneity of 
foreclosures.  First, the number of preexisting foreclosures near each observed sale is used as the 
variable of interest.  On one hand, preexisting foreclosures can have an impact on the price of 
subsequent nearby sales.  On the other hand, the subsequent sales are limited to influence the 
foreclosures filed before the sales.  Using the lagged term of foreclosures can limit the simultaneity 
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between the housing price and foreclosures, and thus the impacts of prices on foreclosures can be 
constrained.  Secondly, census tract by quarter-year fixed effects are used to control for unobserved 
local shocks to housing prices and foreclosures, as well as heterogeneity in housing prices across 
the time and space.  Thirdly, the number of future foreclosures is used to control for the local 
housing price trend.  Future foreclosures are nearby foreclosures filed in the year following the 
observed sale.  Given that foreclosures are likely to be generated in places with a decreasing price 
trend, it is important to control for the pre-existing price differences across local neighborhoods 
(Schuetz, 2008).  Many studies (Campbell et al., 2011; Ellen et al., 2013; Hartley, 2014; Zhang 
and Leonard, 2014) have used the number of future foreclosures to control for the local housing 
price trend.       
Equation 1 describes the specification of the base model: 
𝑙𝑜𝑔⁡(𝑃𝑖𝑐𝑡) = 𝛼 + 𝑓𝑖
′𝜃 + 𝑥𝑖
′𝛽 + 𝜇𝑐𝑡 + 𝜖𝑖𝑐𝑡     (1) 
where 𝑃𝑖𝑐𝑡 is the sale prices of property i in census tract c sold in quarter-year t.   On the right hand 
side, 𝑓𝑖 is a vector of preexisting foreclosures within each nearby ring buffer.  Given that the length 
of a block is about one eighth mile in the city of Chicago, it was decided to use three ring buffers 
0-0.1 mile, 0.1-0.2 miles and 0.2-0.3 miles3 surrounding each sale to construct the foreclosure 
variables - the number of foreclosures in each ring.  𝑥𝑖 is a vector of house structural characteristics; 
𝜇𝑐𝑡 is a census tract by year-quarter fixed effect; 𝜖𝑖𝑐𝑡 is the random error term indicating 
unexplained factors by the model.   
1.3.2 Conditionally Parametric Quantile Regression  
The ordinary least squares (OLS) estimator using the base model provides us with the 
marginal impact of foreclosures on average.  However, the foreclosure impact can vary due to 
different locations, different neighborhood characteristics and housing price quantiles.  What is 
more important is that the parametric approach has been often challenged by the misspecification 
problem and thus a non-parametric approach has been promoted.  In this study, conditionally 
parametric quantile regression is applied for estimating spatially the various impacts of 
                                                          
3 This also aligns with the choices in the literature.  For example, Immergluck and Smith (2006), 
Campbell, et al., (2011), Anenberg and Kung (2015), Gerardi et al. (2014).  Ring buffers with a radius 
ranging between 0 and 0.33 miles3 are used.   
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foreclosures for certain quantiles of the house price distribution.  In this section, conditionally 
parametric regression model is first presented and followed by its combination with quantile 
regression model.  
1.3.2.1 Conditionally Parametric Regression (CPAR) 
While a parametric approach takes a predetermined functional form of the model, 
nonparametric models are less dependent on the functional form assumption (Yatchew, 1998).  A 
nonparametric approach can thus reduce the model misspecification problem that is frequently 
challenged in the use of the hedonic model.  While nonparametric estimators are derived through 
data training and provide much more flexibility, nonparametric estimators face the “curse of 
dimensionality” as the number of explanatory variables increase (Yatchew, 1998; McMillen, 
2013).  CPAR can ease this problem, since it imposes some structure on the nonparametric 
estimates rather than being completely structure-free (McMillen, 2013).  Only a subset of the 
explanatory variables, rather than the whole set of variables, will be used for the nonparametric 
estimation.  In the context of spatial studies, where the interested estimates can vary spatially, the 
subset of the explanatory variables chosen are the geographic coordinates or distance to target 
points (McMillen, 2013).  CPAR model can be written as the following form: 
𝑦𝑖 = 𝑥𝑖
′𝛽(𝑙𝑎𝑡𝑖, 𝑙𝑜𝑛𝑖) + 𝜇𝑖     (2) 
where the coefficient estimates vary by the location of the observation. 𝑙𝑎𝑡𝑖 and 𝑙𝑜𝑛𝑖 represent the 
latitude and longitude of the observation i.  
1.3.2.2 CPAR Quantile Regression 
The combination of CPAR and quantile regression is to run a series of quantile regressions 
that are weighted locally; points closer to targets are weighted higher and points that are further 
away from targets point are weighted less (McMillen, 2013).   
The traditional quantile regression is to solve objective function (3a) and the underlying 
estimating equation is (3b).  𝜏 is the quantile of interest to estimate.  Quantile regression can deal 
with outliers better than OLS model. 
min
𝛽𝜏
∑ (𝑦𝑖 − 𝑥𝑖
′𝛽𝜏)[𝜏 − 𝐼(𝑦𝑖 − 𝑥𝑖
′𝛽𝜏 < 0)]
𝑛
𝑖=1   (3a) 
𝑄𝑦(𝜏|𝑋) = 𝑋𝛽(𝜏|𝑋)  (3b) 
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Quantile regression with a CPAR specification is used to solve a locally weighted function 
of (3a), which is written as (4a) and its underlying estimating equation is (4b).  𝑘𝑖(𝑧) represents 
some type of kernel function, which assigns a weight to an observation i according to its distance 
to a target point.  z is a fraction of the distance between an observation and a target point divided 
by window size h.  In the empirical exercise of this paper, a tri-cube kernel with a window size of 
70% is used, i.e., the nearest 70%4 of the observations are used to estimate the CPAR quantile 
regression for a target point.  
min
𝛽𝜏
∑ (𝑦𝑖 − 𝑥𝑖
′𝛽𝜏)[𝜏 − 𝐼(𝑦𝑖 − 𝑥𝑖
′𝛽𝜏 < 0)]𝑘𝑖(𝑧)
𝑛
𝑖=1   (4a) 
𝑄𝑦(𝜏|𝑋, 𝑙𝑎𝑡, 𝑙𝑜𝑛) = 𝑋𝛽(𝜏|𝑋, 𝑙𝑎𝑡, 𝑙𝑜𝑛)  (4b) 
  Quantile regression allows the foreclosure to have different impacts on house sales prices 
at different point of the price distribution.  CPAR quantile regression allows the foreclosures to 
vary spatially by quantiles.  Rather than an average estimate, CPAR quantile regression returns 
one coefficient estimates for each observation.  Therefore, a total of 𝑁 ∗ 𝜏 ∗ 𝑘 estimates is 
generated given N observations, 𝜏 quantiles and k covariates.  
1.4 Data 
The study compiles data from several sources for the analysis.  The major dataset is the 
house transaction records from the multiple listing services (MLS).  It records basic information 
about each transaction, including sale prices, property characteristics, date of sale, and address of 
the property.   Housing characteristics of 35,922 single-family homes sold between 2008 and 2012 
are summarized in table 1.1, including number of bedrooms, bathrooms, square footage and 
building age, which is a category variable with twenty two categories, such as “Build for 1-10 
years.”  Missing values for square footage are imputed (Rubin, 1987) by fitted values from the 
regression of square footage on other independent variables using cases where have square footage 
information.   Further, observations with sale prices or square footage below the 1st percentile or 
above the 99th percentile of their own values are removed as outliers.  In figure 1.2, a quantile map 
of average prices by census tract for the whole study period is plotted to provide a flavor of the 
spatial pattern of sale prices in Chicago.  We observe higher average single-family house prices in 
                                                          
4 This specifically large window size is chosen, rather than using alternative window sizes from small to large 
values, is due to the usage of small window size can generate observations with little variation.  This causes the 
singular matrix problem when solving quantile regression using “rq” command that is embedded in “quantreg” 
command.  
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the northeast area and lower values in the southwest.  
 
Table 1.1: Summary Statistics for Single-family Home Sales: City of Chicago from 2008-2012 
 Mean SD Min Max 
Sale price 215940 252465 6500 1800000 
Bedroom 3.4 0.9 1 12 
Bathroom 1.8 0.8 0 7 
Square Footage 1640.0 844.8 680 5600 
Foreclosure history 0.4 0.5 0 1 
Foreclosure filings    
Past 0~12 months    
0-0.1 mile 1.6 1.7 0 13 
0.1-0.2 mile 4.3 3.9 0 28 
0.2-0.3 mile 6.2 5.2 0 39 
Past 12~24 months    
0-0.1 mile 1.6 1.8 0 14 
0.1-0.2 mile 4.5 4.1 0 32 
0.2-0.3 mile 6.3 5.5 0 38 
Auctions     
Past 0~12 months    
0-0.1 mile 1.1 1.4 0 14 
0.1-0.2 mile 3.0 3.0 0 23 
0.2-0.3 mile 4.3 4.0 0 29 
Active foreclosures    
0-0.1 mile 2.1 2.0 0 16 
0.1-0.2 mile 5.7 4.8 0 32 
0.2-0.3 mile 8.1 6.4 0 47 
Future foreclosure filings   
0-0.1 mile 1.5 1.6 0 13 
0.1-0.2 mile 4.2 3.7 0 30 
0.2-0.3 mile 5.9 5.0 0 37 
Neighborhood characteristics   
Foreclosure risk 8.0 2.0 1 10 
Median household income 53873.4 23912.7 2499 188409 
Vacancy rate 0.1 0.0 0 0.52 
Housing units density (per sq. 
mile) 6093.8 3716.8 44.5 76323 
Number of Crimes 130.5 100.7 5 1397 
Observations 35922    
Note: Foreclosure risk is at the census tract level calculated by HUD; median household income in the 
last 12 months and housing units density are at the census block group level, accessed from ACS 2004-
2009 Estimates; vacancy rate is quarterly information at the census tract level, compiled by USPS; the 
number of crimes are annually aggregated at the census block group level using points level data. 
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Figure 1.2: Average Prices in the City of Chicago 2008-2012 by Census Tracts 
 
The second dataset is from Record Information Services, Inc., a private company that 
collects information about foreclosure-related filings from the court.  This foreclosure dataset 
covers the period from January 2006 to December 2013, involving 38,237 foreclosure filings.  The 
average and median days from foreclosure filings to auctions are respectively about 493 days and 
336 days.  Figure 1.3 plotted the total number of foreclosure filings between 2006 and 2013.  
Foreclosure occurrences by census tracts present an almost opposite spatial pattern to the sale 
prices.  They are high in the southwest and low in the northeast 
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Figure 1.3: Number of Foreclosure Filings in the City of Chicago 2006-2013 by Census Tracts 
 
This foreclosure dataset includes important address and date information regarding each 
foreclosure.  They are necessary for identifying the relative geographic distances and time 
distances between foreclosures and sales.  Three different buffer rings and different definition of 
foreclosures generate several foreclosure variables.  The number of foreclosures are counted for 
each buffer ring: 0~0.1 mile, 0.1~0.2 mile and 0.2~0.3 mile.  Foreclosures are defined as 
foreclosure filings in the base model, and the number of nearby foreclosure filings in the 0~12 
months and 12~24 months before the sale are our variables of interests.  Alternatively, auctions 
and active foreclosures (between filing and auction) are used for robustness checks.  Since half of 
the foreclosure filings will take more than a year to reach auction, nearby foreclosures filings 
within the last 0~12 months are likely to be active foreclosures when sales occur, while those filed 
12~24 months ago are likely auctioned before the sale.  
Further, using the address and date information in both the sales dataset and foreclosure 
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dataset, it becomes feasible to identify if a sale is foreclosed in the past5.  Foreclosed properties 
are likely to sell for less (Coulson & Zabel, 2013).  Whether a property is foreclosed before is 
distinguished from regular sales, due to potential stigma effects or other unobserved factors related 
to foreclosed properties.   
Several other neighborhood characteristics variables are selected.  The first one is 
foreclosure risk score calculated by the Department of Housing and Urban Development (HUD), 
indicating the chance of a particular area to experience foreclosures and abandonment.  This score 
takes into account the percentage of high cost loans from 2004 to 2006 and the vacancy rate of 
residential properties at the census tracts level.6  It ranges from 1 to 10, with an average of 8.0 in 
the sales data.  The next variable is the quarterly vacancy rate at the census tract level accessed 
from HUD collected by US Postal Service.  The vacancy of a property is often reported by postal 
delivery employees usually as a result of accumulated, unclaimed mail.  Furthermore, median 
household income in the past 12 months and housing units’ density at the census block group level 
are collected from the American Community Survey (ACS) 2004-2009 estimates assembled by 
the United States Census Bureau.  Finally, individual level information on crimes is downloaded 
from the city of Chicago data portal.  The number of crimes by each census block group per year 
is counted and included as a control since crime has been found to be related to foreclosures (Ellen, 
et al., 2012). 
1.5 Empirical Results 
Foreclosure impacts are first estimated using a standard OLS model in order to link with 
the current literature.  Thereafter, the non-parametrically estimated results using CPAR quantile 
regression model are presented and discussed.  
1.5.1 Base Results 
The base model results are generated from a standard OLS estimator.  All models include 
house characteristics, neighborhood characteristics as summarized in the data section and census 
tract-year-quarter fixed effects.  When the census tract-quarter-year fixed effects are used in the 
                                                          
5 As long as a property address has foreclosure filings attached to it in the past, they are indicated as foreclosed 
before.  They are not necessarily sales right after the foreclosure filings. 
6 The foreclosure risk score calculation also included the area price change and unemployment rate at the higher 
geographic level, such as the city or county.  Thus, they do not account for any variation of foreclosure risk within 
the scope of our study.  
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base model, neighborhood characteristics account for little due to the fact that the neighborhood 
information is mostly extracted from the census tract level.  However, when no fixed effects are 
used, the neighborhood characteristics’ variables necessarily contribute to the power of the model 
and capture unobserved factors related both to foreclosure variables and property prices (see table 
A.1 in the Appendix).    
  Table 1.2 presents the estimates of the impact of foreclosure filings on nearby property sale 
prices in different distance buffers.  In general, diminishing effects appear as distances to 
foreclosures increase.  Column 1 and 2 respectively use the number of foreclosure filings during 
two different lagged periods: the past 0~12 months and the past 12~24 months.  In column 3, 
foreclosures in both lagged periods are included.  While estimates for foreclosures in the past 
12~24 months are barely unchanged from column 2, the magnitude of estimates for foreclosures 
during the last 12 months decreased compared to column 1.  The highest impacts appear to be -
1.9% for foreclosures less than 0.1 mile away and filed 12~24 months ago. 
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Table 1.2: OLS Regression Results     
 (1) (2) (3) (4) (5) 
Past 0-12 months     Active 
0-0.1 mile -0.013***  -0.008*** -0.007*** -0.007*** 
 (0.003)  (0.003) (0.003) (0.002) 
0.1-0.2 mile -0.005***  -0.001 -0.001 0.001 
 (0.001)  (0.002) (0.002) (0.001) 
0.2-0.3 mile -0.003**  -0.000 -0.000 0.002* 
 (0.001)  (0.001) (0.001) (0.001) 
Past 12-24 months     Auctions 
0-0.1 mile  -0.020*** -0.019*** -0.018*** -0.022*** 
  (0.003) (0.003) (0.003) (0.003) 
0.1-0.2 mile  -0.007*** -0.006*** -0.006*** -0.009*** 
  (0.001) (0.002) (0.002) (0.002) 
0.2-0.3 mile  -0.005*** -0.005*** -0.005*** -0.008*** 
  (0.001) (0.001) (0.001) (0.002) 
Future 0-12 months      
0-0.1 mile    -0.004  
    (0.003)  
0.1-0.2 mile    0.001  
    (0.002)  
0.2-0.3 mile    0.000  
    (0.001)  
      
Observations 35,922 35,922 35,922 35,922  
Adjusted R-squared 0.859 0.86 0.86 0.858  
FE Tract-Y-Q Tract-Y-Q Tract-Y-Q Tract-Y-Q  
      
Differences: 0~12 months ago minus future 0~12 months   
0-0.1 mile    -0.004  
    (-0.004)  
0.1-0.2 mile    -0.003  
    (0.003)  
0.2-0.3 mile    -0.001  
    (0.002)  
Differences: 12~24 months ago minus future 0~12 months   
0-0.1 mile    -0.015***  
    (0.004)  
0.1-0.2 mile    -0.008***  
    (0.002)  
0.2-0.3 mile    -0.005***  
    (0.002)  
Note: All models include house characteristics, neighborhood characteristics and census tract-year-
quarter fixed effects.  Column 1-4 use foreclosure filings as the foreclosure variables while column 5 
uses foreclosure auctions and active foreclosures.  Standard errors in parentheses are clustered at the census 
tract-year-quarter fixed effects level. *** p<0.01, ** p<0.05, * p<0.1 
 
Following the literature (Campbell et al., 2011; Ellen et al., 2013; Hartley, 2014; Zhang 
and Leonard, 2014), the specification in column 4 adds controls for the number of foreclosure 
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filings in the year following observed sales in our sample.  If the downward price trend is not 
captured in the column 3 model, the estimates of the future foreclosures that occurred after the sale 
should appear with a negative sign.  Estimates in column 4 remain similar to column 3, indicating 
that the census tract-by-quarter-year fixed effects in the base model have already captured most of 
the unobserved trend.  Further, a time-differencing strategy is implemented (following Campbell, 
et al., 2011 and Hartley, 2014) and the differenced estimates are presented in the bottom panel of 
table 2.  For each distance buffer, the lagged foreclosure coefficients are subtracted by the future 
foreclosure coefficients correspondingly.  The results are not dramatically different from the 
coefficient before the subtraction, except that estimates for foreclosures in the past 12 months lose 
their significance. 
In column 5, alternative definitions of foreclosure variables are used.  Rather than using 
foreclosures filed during the last 12~24 months and during the last 12 months, we use foreclosure 
auctions in the past 0~12 months and active foreclosures to replace the two variables of foreclosure 
filings respectively.  Active foreclosures present small impacts while foreclosure auctions are 
found to be the major source of impacts on nearby housing prices. 
1.5.2 Spatial Heterogeneous Effects 
This section discusses the results from CPAR quantile regression model.  The base model 
framework is the same as the OLS regression model, except the census tract fixed effects are 
excluded.  Foreclosure impacts from the CPAR quantile regression model vary across the space 
and by quantiles.  CPAR estimates provide a range of point estimates – one coefficient for each 
observation, in contrast with the one estimate for the average effects as in the standard OLS model.  
We summarize the N coefficient estimates by each quantile using a kernel density plot.   
1.5.2.1 Distribution of CPAR estimates 
The distribution of CPAR coefficient estimates for foreclosure filings in the past 0~12 
months and 12~24 months are displayed in figures 1.4 and 1.5 respectively.  Each figure includes 
the distribution of estimates by three different distance buffer ranges and by three different 
quantiles.  In figure 1.4, CPAR estimates for foreclosure filings during the past 12 months for all 
three distance ranges and quantiles are mostly around or near zero. 
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Figure 1.4: Distribution of CPAR estimated coefficients: foreclosure filings in the past 
0~12 months 
  
In contrast, in figure 1.5, the overall distribution of CPAR coefficient estimates for 
foreclosure filings during the past 12~24 months, are more to the left compared to figure 1.4 for 
all distance rings.  This indicates the overall larger impacts for foreclosures filed 12~24 months 
ago (likely auctions) compared to those filed 0~12 months ago (likely active foreclosures), which 
is consistent with the parametric OLS model results.  Moreover, the distance decay effects are also 
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apparent from the graphs.  In figure 1.5, filings within 0.1 mile are found to have an impact ranging 
from -3% to -1%, while filings within 0.1~0.2 mile and 0.2~0.3 mile are estimated to have an 
impact around -1%.  
 Comparing different distance rings for foreclosures filed 12~24 months ago in figure 1.5, 
the impacts within 0.1 mile have the most variation in their estimates (top graph in figure 1.5).  
Examining each quantile inside, homes priced at the lower quantiles receive larger range of 
estimates for foreclosure impacts.  The quantile distribution line for 10th quantile (solid line) is 
most spread-out, compared to the less spread-out 50th and the more concentrated 90th quantile 
distribution lines.  For the 10th quantile, the CPAR estimates range from -2.8% to -1.1%.  For the 
50th and 90th quantile, the ranges are respectively -2.1% to -1.2% and -1.5% to -1.1 (table 1.3).   
Table 1.3:  Summary for CPAR Quantile Coefficient Estimates: foreclosures within 0~0.1 mile during the 
past 0~12 months 
 10th 50th 90th 
Min -0.028 -0.021 -0.015 
Max -0.011 -0.012 -0.011 
Standard deviation 0.005 0.003 0.001 
Mean -0.018 -0.016 -0.013 
Median -0.016 -0.015 -0.013 
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Figure 1.5: Distribution of CPAR estimated coefficients: foreclosure filings in the past 
12~24 months 
 
1.5.2.2 Visualization of the CPAR Estimates by Quantiles 
Since foreclosures less than 0.1 mile and filed 12~24 months ago generate the largest and 
various impacts to nearby home sales, the focus was directed to explore the spatial heterogeneity 
of effects for this variable.  Figure 1.6 visualized these coefficients for the 10th, 50th, and 90th 
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quantiles.  All maps with coefficients apply the geometrical interval classification method.7  In all 
three quantiles, the south areas of the Chicago are most impacted (darker color for the coefficients).  
  
Note: Geometrical interval classification method is used. 
Figure 1.6: CPAR coefficients by quantiles 
                                                          
7 Following Chasco and Gallo (2015), since it is better for visualizing prediction surfaces that are not distributed 
normally.  
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Figure 1.7 shows how different are the impacts between different quantiles.  Differences 
between quantiles are most pronounced in the southern areas as well (darker color), indicating the 
variations between quantiles are largest for these areas.  Furthermore, while the differences 
between the 10th and 90th quantiles for the southern part are contributed by both the differences 
between the 10th and 50th quantiles and between the 50th and 90th quantiles, in the northern part the 
differences between quantiles are primarily dominated by the differences between the 10th and 50th 
quantiles. 
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Figure 1.7: Difference between different quantile CPAR coefficients  
Note: Geometrical interval classification method is used. 
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1.6 Conclusion 
This study is one of the first study exploring the heterogeneous effects of foreclosure 
impacts and specifically, the spatial heterogeneity by quantiles. We first use standard OLS model 
to estimate the impact of foreclosures on average.  Foreclosures filed during 12~24 months ago 
are found to have larger impacts on nearby home sale prices than foreclosures filed during 0~12 
months ago.  Given the lengthy foreclosure processes in the city of Chicago, foreclosure filings 
during 12~24 months ago are mostly during some post-auction periods while filings occurred 
during the previous 0~12 months are dominantly active foreclosures that have not reached the 
auction stage.  On average, each additional foreclosure within 0.1 mile that has been auctioned can 
decrease nearby home sale prices by about 2.0%.  This magnitude is not far from what has been 
founded in the literature.  At the same time, the distance decay effects also appear as expected, i.e. 
foreclosures further away have smaller impacts. 
The exploration of spatially heterogeneous impacts by quantiles reveals findings that are 
absent from the literature.  Overall, the impact of foreclosures varies across space in the City of 
Chicago.  The spatial variation is most obvious for homes priced at lower quantiles than higher 
quantiles.  Furthermore, the southern neighborhoods are most impacted compared to other regions 
by each individual price quantile.  The southern areas of Chicago have lower housing prices, more 
foreclosures, lower income and higher vacancy rates.  In addition, homes priced at different 
quantiles in these neighborhoods can be impacted very differently while homes in more affluent 
neighborhoods are not influenced relatively similarly across different quantiles.  There are 
important needs for future studies to gauge why less affluent areas are more affected and what 
causes the different level of foreclosure impacts for homes at different quantiles. 
Finally, these findings provide meaningful suggestions for future efforts that try to mitigate 
the impact of foreclosures, potentially with a focus on neighborhoods with larger impacts.  The 
government has established various programs to address the negative impacts brought by the 
unprecedented floods of foreclosures during the recent housing downturn.  For example, the 
nationwide federal Neighborhood Stabilization Program (NSP) provides finance to rehabilitate 
foreclosed and abandoned properties in order to relieve the stress in the low-income 
neighborhoods.  Bak and Hewings (2016) investigated the impact of NSP rehabilitation in the City 
of Chicago.  The results revealed that a renovated home could increase the average sales prices of 
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homes within 0.1 miles by more than 10 percent.  A comprehensive methodology to identify 
strategic targets for re-investment, ones that are likely to generate positive and significant spillover 
effects, would seem to be an important next step in counteracting the negative consequences of the 
presences of foreclosed properties. 
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CHAPTER 2: MEASURING FORECLOSURE IMPACT 
MITIGATION: EVIDENCE FROM THE NEIGHBORHOOD 
STABILIZATION PROGRAM IN CHICAGO 
 
2.1 Introduction 
An unprecedented number of foreclosures flooded the U.S housing market starting in 2008 
after the housing bubble burst.  Foreclosures not only bring financial and psychological damages 
to families but also generate social and economic impacts to the community (Kingsley, et al., 
2009).  Many studies have identified the negative impact of foreclosures on nearby property 
values.8  The Neighborhood Stabilization Program (NSP) is a federal governmental program 
established under the Housing and Economic Recovery Act (HERA) in 2008 to relieve stress in 
foreclosure-concentrated neighborhoods.  This study aims to evaluate this program in terms of 
elevating neighborhood property values.   
The implementation of the NSP involves cooperation between governments and the third 
parties.  A total of $6.92 billion was allocated to state and local governments during three rounds 
between 2009 and 2012 (hereafter, NSP1, NSP2 and NSP3).  There are 5 eligible usages for this 
grant, including financing, acquiring and rehabilitation, land banking, demolition and 
redeveloping.  This study focuses on the NSP rehabilitation.  Since the absence of maintenance 
and the generally poor conditions of many foreclosed properties can be major sources of 
foreclosure impacts (see, for example, Gerardi, et al., 2015; Mikelbank, 2008), rehabilitation on 
these properties is expected to bring positive improvements than otherwise would be the case.    
It has been controversial in the literature as for the nature of the channel through which a 
foreclosed property impacts nearby property values.  Those promoting supply effects (Anenberg 
and Kung, 2014) and disamenity effects (Gerardi, et al., 2015) have argued that these are the 
primary sources of the negative impacts of foreclosures.  Since the NSP rehabilitation focuses on 
properly maintaining and preventing foreclosed properties from falling into disrepair, the 
                                                          
8 In a range between -2.0% and -0.5% within 0.1-0.33 miles buffer areas (Anenberg & Kung, 2014; Campbell, 
Giglio, & Pathak, 2011; Gerardi, Rosenblatt, Willen, & Yao, 2015; Harding, Knight, & Sirmans, 2003; Immergluck 
& Smith, 2006 
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evaluation of the program provides an alternative approach to test whether the deteriorating 
appearance of foreclosed properties is a source of foreclosure impacts on nearby property values.  
It is also important to evaluate the neighborhood stabilization program in order to provide future 
suggestions for untreated areas.  While the NSP program was restricted to certain targeted 
neighborhoods, there were still large numbers of foreclosures in non-targeted areas (Immergluck, 
2012).  Due to limited number of foreclosure-related stabilization programs (Kingsley et al., 2009), 
the implementation of NSP had little prior experience to follow.  There is a clear need for research 
that explores the impact of NSP in order to guide future government action on addressing 
foreclosure impacts (Joice, 2011).  However, this national program has not yet been thoroughly 
analyzed.  Spader et al. (2015) extensively analyzed the second round of NSP2 using information 
from 19 counties and provided valuable information to understand NSP2 implementation from 
many different perspectives.  Regarding the effects of NSP2 on nearby property values, Spader et 
al. (2015) were unable to find consistent results and they concluded that the cause could be omitted 
variable bias.  Furthermore, Spader et al. (2016) evaluated the NSP effects on the crimes in the 
city of Cleveland, Chicago and Denver.  They did not find effects of NSP rehabilitations in all 
three cities, although they did find positive effects of NSP demolitions on reducing crimes in 
Cleveland.  Schuetz et al. (2016) evaluated the impact of NSP2 on several housing outcomes in 
multiple urban areas.  They found a decreasing inventory of distressed properties in all counties in 
their study, while other housing market outcomes (e.g. sales volume and vacancy) experienced 
uneven recovery across the space.  
To identify the causal effects of NSP, it will be important to tackle the challenges of 
endogeneity resulting from the treatment itself and other omitted variables.  This study applies a 
difference-in-difference (DD) approach, treating homes near NSP properties as the treatment 
group and homes in more distant areas as the control group.  Difference-in-difference estimators 
control for time-invariant unobserved factors and common trend between the control and treatment 
groups.  To test the common trend assumption that is crucial to the difference-in-differences 
model, placebo models across time and space are used.   
Using a 2008-2014 repeated cross-section dataset of house transactions in the city of 
Chicago, the DD estimates reveal significantly positive effects of the NSP program.  The average 
sales price of homes with at least one NSP project within 0.1 miles increased by 14.3%, due to the 
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clustered investment of NSP projects which both removes disamenities and introduces amenities.  
Homes located more than 0.1 miles away from NSP projects are not affected and program effects 
do not appear until the completion of the rehabilitation.  Furthermore, program effects are found 
large to normal homes but not to foreclosure-related homes.  When discrete counts of project units 
are used for measuring program intensity effects, an additional project unit within 0.1 miles is 
found to bring 1.4% positive effects on the housing sale prices.  This is not inconsistent with the 
externality of an additional foreclosure unit (negative 1~2%) estimated in the literature.  Our 
findings also provide evidence that foreclosed properties do have a negative externality on nearby 
property values due to its disamenity effects, since through NSP program, the removal of these 
disamenities brought by foreclosures elevated nearby property values.   
The remainder of the paper is organized as follows.  In Section 2.1, some background 
information on the NSP grants allocation procedure is provided.  Section 2.3 introduces the base 
model specification with the DD estimator and placebo models for common trend checking.  
Section 2.4 describes the data used, followed by DD regression results in section 2.5 and 
conclusions are drawn in section 2.6.   
2.2 Background 
Three rounds of federal NSP grants totaling $6.92 billion have been approved since 2008, 
as a response to the dampening of the housing market caused by the presence of foreclosed 
properties.  The first round of $3.92 billion was provided by the Housing and Economic Recovery 
Act (HERA) in 2008, followed by $2 billion from the American Recovery and Reinvestment Act 
in 2009 and $1 billion from the Wall Street Reform and Consumer Protection Act in 2010.  The 
study area in this paper - the city of Chicago – received a total of $169 million in the three rounds 
of NSP distributions, ranking among the top ten cities in terms of the funding volume. 
The funds are granted to neighborhoods hit hard by foreclosures in order to mitigate the 
stress of foreclosed properties and to provide affordable housing to lower income groups.  There 
are five eligible uses for these grants: 1) financing, 2) acquisition and rehabilitation, 3) land 
banking, 4) demolition and 5) redevelopment.  This paper focuses only on NSP acquisition and 
rehabilitation projects in the city of Chicago.  The federal government distributes the NSP grants 
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to the local government.  As a grantee, the City of Chicago work with the third parties9 and can 
also authorize sub-grantees.  A team is formed to analyze and identify the greatest needs in the 
local area and to examine the availability of real estate owned properties (REOs) from lending 
institutions or other owners.   
In NSP acquisition and rehabilitation projects, the grants are used by grantees first to 
acquire foreclosed or abandoned properties; grantees then ask for proposals from developers and 
those selected are subsidized for the rehabilitation of acquired properties.  From the conversation 
with Department of Planning and Development in the City of Chicago, it is told that single-family 
home projects are fully subsidized while multi-family projects require developers to provide 25 
percent of the equity.  After the rehab is complete, single-family homes are sold and the multi-
family homes are held by the developer as affordable rentals.  Using the initial grant, NSP can 
generate program income10.  Program income is gross income directly generated from the use of 
NSP grants, such as proceeds from the sale of properties improved with NSP funds.  These incomes 
must be used for NSP eligible activities, including acquisition and rehabilitation of new projects.  
Therefore, NSP projects included in this analysis can be developed by program income generated 
by original NSP grants for rehabilitation.  
There are three statutory requirements for the implementation of NSP that influence the 
location of NSP projects.  First, HERA requires that all grants should be used for Low-Moderate-
Middle Income (LMMI) individuals and families, defined as having less than 120 percent of the 
Area Median Income (AMI).  According to the Department of Housing and Urban Development 
(HUD), the LMMI requirement can also be met by allocating the NSP grants in a LMMI area 
(LMMA).  LMMA are areas, at the census block group level, with more than 51 percent of the 
families having income lower than 120 percent of the area median income.  Secondly, on top of 
the LMMI requirement, 25 percent of the buyers must make less than 50 percent of the AMI.  
Thirdly, the statute requires that the priority of NSP grant allocation be given to areas with the 
greatest need.  To meet this requirement, HUD provides a foreclosure risk score and estimated 
foreclosure rate for each neighborhood to guide the allocation of the NSP grants.  
                                                          
9 The third parties can be profit or non-profit organizations, public or private depending on the specific section of the 
implementation. 
10 More details on the sources and usages of program income: 
https://www.hudexchange.info/resources/documents/NSP%20Policy%20Alert_ProgramIncome.pdf 
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After meeting the above requirements, it is the grantee’s decision as to which housing units 
will be acquired and redeveloped.  According to the Department of Planning and Development in 
the City of Chicago, multi-dimensional criteria were used to decide which parcels received the 
grants and these criteria are not scientifically measurable and calculable.  However, there are some 
general rules they have applied.  First of all, all properties acquired for rehab were vacant and in 
pretty bad shape.  The targeted acquisitions were those not typically of interest to the private 
market, but still salvageable for rehab.  Single-family homes (1-2 unit) were chosen based on 
opportunities for acquisition and likelihood of resale to an affordable owner occupant.  Sometimes, 
they have to shift their original acquisition from single-family properties to multifamily properties, 
since single-family homes with good investment prospects are more difficult to acquire as a result 
of competition from investors.  At the same time, they find multi-family homes was the best way 
to affect to the largest amount of units at the lowest cost. Secondly, since it is widely agreed that a 
concentration of investments can bring significant improvements compared with scattered 
investments, they seek areas with a cluster of available REOs.  However, they admitted that 
acquisition from different owners from the same neighborhood can make it difficult.  Furthermore, 
there are deadlines for grantees to finish allocating the grants (also mentioned in Spader et al. 
(2015)), therefore grantees cannot always wait for their targeted foreclosed properties that have 
not gone through the whole legal foreclosure. 
 
2.3 Methodology 
The goal of this study is to evaluate the NSP rehabilitation effects in terms of their 
contribution to elevating nearby property values.  Building on the previous literature that evaluated 
the negative externalities of foreclosed properties on nearby property values (Anenberg and Kung, 
2014; Campbell et al., 2011; Gerardi et al., 2015; Harding et al., 2003; Immergluck and Smith, 
2006), this paper evaluates the mitigation of those negative externalities. Therefore, nearby 
property values are the outcome variables and NSP is the treatment program of interest.   
As the randomness of a program is likely violated in observational studies, it is the same in our 
case.  NSP grants are required to serve the neighborhoods with “the greatest needs” but this is a 
soft definition.  There will not be a problem if these neighborhoods are randomly selected out of 
the ones that meet certain statutory requirements, and others can be used the controls.  However, 
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there are also other perspectives that the grantees consider to choose what REOs to acquire and 
rehabilitate, such as other major developments and investments in the neighborhood.  These 
perspectives can relate to the outcome variables (home prices) and the treatment (NSP).  What 
makes the empirical analysis challenging is that these perspectives are not available; they are either 
unobservable or not documented by the grantees.  Neighborhoods selected may experience price 
trends that can confound the treatment effects.  If the increasing (decreasing) price trend cannot be 
properly controlled, the treatment effects will be estimated with positive (negative) bias.  
To reduce the endogeneity brought by the treatment, a difference-in-difference approach is 
applied to control for the common price trend and unobserved time-invariant differences between 
treated and control groups.  In the base model, homes close to NSP properties are defined as the 
treatment group while homes further away from NSP are used as the control group.  Similar 
approach has been adopted in many studies investigating point observations (e.g. Galster, et al., 
1999; Schwartz, et al., 2006; Rossi-Hansberg, et al., 2010).  Post dummy will be defined according 
to the temporal order of each home sale and its corresponding projects’ date.   
In section 2.3.1 and 2.3.2, the specification of the base model is presented in detail.  Tests on the 
common trend assumption are discussed in section 2.3.3. 
2.3.1. The Treatment and Control Group 
The control group will provide counterfactuals for what could have happened to property 
values if they had not been exposed to the NSP.  The argument for a well-qualified control group 
is that they are similar to the treated group in all perspectives, except that the treated group receives 
the treatment and thus experiences changes brought by the treatment.  In this case, it is assumed 
that the differences between the treatment and the control area are attributed solely to the NSP 
program.  
In the base model, sales closer to NSP properties are used as the treated group and further 
ones are used as the control group for capturing the local common trend.   The rationale is as 
follows.  First, homes in the treated area and control area are considered to be located in the same 
neighborhood due to their geographical proximity.  As a result, they are sharing a similar 
neighborhood environment and experiencing similar neighborhood changes.  Secondly, the closer 
areas are more exposed to NSP compared to the areas further away, which validates the assumption 
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that the closer areas are the treated due to their proximity to the NSP while the further areas are far 
enough to not receive the treatment effects. 
2.3.1.1. Graphic Evidence 
However, it is not obvious where the division is between the nearby and distant areas.  It 
has been found that negative impacts of foreclosures on their neighbors can decline quickly as the 
distance increases from 0 to 0.3 miles (e.g. Gerardi et al., 2015; Bak and Hewings, 2013), and a 
similar distance decay effect is expected from the mitigation effects. Therefore, it is important to 
explore the spatial trend and obtain an idea where these treatment effects decline and how far they 
can spread across the space.  To avoid the subjectivity in choosing the cutoff point between the 
treatment and control group, a data-driven approach is taken to investigate the visual relationship 
between the house sale prices and their distance to the treatment.  Following the local polynomial 
regression in Linden and Rockoff (2008), figure 2.111 is derived and provides useful information 
on the subsequent selection of the cutoff point.  From the top graph, it is clear that before NSP 
projects start (the solid line), the sale prices of homes are lower as the distance to the future location 
of NSP declines.  However, after the completion of NSP projects (the dashed line), homes less than 
0.15 miles away from NSP properties appeared to have higher sale prices than before while homes 
that are further away from NSP properties do not experience much change in their sale prices.  The 
graph at the bottom of figure 1 displays the differences between the two lines.  It indicates a clear 
picture of the sharply decaying treatment effects in 0~0.2 miles areas and stabilization around zero 
further than that.  
                                                          
11 Log (sale prices) is first regressed on tract-by-year fixed effects to control for certain heterogeneity that varies by 
neighborhood and time.  Then, the residuals from the previous step are regressed on distances to the nearest NSP 
treatments using local polynomial regression following Linden and Rockoff (2008).  A window size 0.075 miles is 
chosen and a grid of 100 is used to plot the fitted local polynomial regression model. 
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Figure 2.1:  Home Sale Price along Geographic Distance to Treatments 
 
To avoid over-aggregation of the treatment effect and miss the nature of the decay effect, 
ring buffers are drawn around each NSP property (star in figure 2.2) with 0.1-miles increments to 
differentiate the treatment level.  Homes in Ring 1 are assumed to receive the most spillover effects 
from the rehabilitated NSP properties due to the proximity, while homes in Ring 2 are assumed to 
receive fewer effects.  Ring 3 may receive the least effects or no effects.  In the base model, the 
most distant ring buffer area (0.3~0.5). 
 
Figure 2.2:  Ring buffers defining the treatment and control area 
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Moreover, since one home could be exposed to multiple NSP properties in different 
distance ranges, the nearest exposure is used to define which treatment group a property belongs 
to.  If one home is exposed to two NSP projects, such as 0.05 miles (in Ring 1) to one project and 
0.15 miles (in Ring 2) to another NSP project, then this home will be considered in the treatment 
group Ring 1 rather than Ring 2.    
2.3.2. Hedonic Model with the Difference-in-Differences Setting  
We specify our difference-in-difference estimator in the traditional hedonic model, and the 
differences of the changes in sales prices between the treatment and control group are the effects 
of the NSP.  Repeated sales method or individual fixed effects cannot be applied since the time 
period of observations is not long enough.  Therefore, a pool ordinary least square regression will 
be run on repeated cross-section house transaction data with census tract-by-year fixed effects. 
The base model for average program effects is specified below: 
log(𝑆𝑎𝑙𝑒𝑝𝑟𝑖𝑐𝑒𝑖𝑐𝑦) = 𝑥𝑖
′𝛽 + ∑ 𝜃𝑘𝑘 𝑅𝑖𝑛𝑔⁡𝑘𝑖 + 𝜃𝑡𝑃𝑜𝑠𝑡𝑖 + ∑ 𝛿𝑘𝑘 𝑅𝑖𝑛𝑔⁡𝑘𝑖 ∗ 𝑃𝑜𝑠𝑡𝑖 + 𝛼𝑐𝑦 + 𝜀𝑖𝑐𝑦,  
(1)  
𝑅𝑖𝑛𝑔⁡𝑘𝑖 = 1 if i is (k-1)*10
-1 to k*10-1 miles to its nearest NSP; =0 otherwise and k=1, 2, 3 
𝑃𝑜𝑠𝑡𝑖 = 1 if i is sold after any completed NSP projects in the closest ring; = 0 if sold before the 
starts of all NSP in the closest ring; i = 1, 2….N 
where 𝑆𝑎𝑙𝑒𝑝𝑟𝑖𝑐𝑒𝑖𝑐𝑦 is the sale price of home i in census tract c in year y.  On the right hand side, 
𝑥𝑖
′ is a vector of housing structural characteristics as well as neighborhood characteristics 
including other major construction activities nearby.  𝑅𝑖𝑛𝑔⁡𝑘𝑖 indicates the ring distance property 
i is exposed to its nearest NSP.  For example, 𝑅𝑖𝑛𝑔⁡2𝑖=1 indicates property i is between 0.1 and 
0.2 miles to its closest NSP property. ⁡𝑃𝑜𝑠𝑡𝑖 ⁡is the dummy defined according to the order of each 
home sale and its corresponding projects’.  In the base model, post dummy indicates the period 
before the project starts and after the project ends.  Coefficients 𝛿𝑘⁡of the interaction term between 
𝑅𝑖𝑛𝑔⁡𝑘𝑖 and 𝑃𝑜𝑠𝑡𝑖 is the difference-in-differences estimator in which we are interested.  It captures 
the average program effects on the treatment group k.  𝛼𝑐𝑦 is the census tract-by-year fixed effects 
to capture the neighborhood level heterogeneous housing market conditions that vary by years.  
Lastly, 𝜀𝑖𝑐𝑦 is the random error term indicating unexplained factors by the model.   
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To investigate if the treatment intensity, continuous variables for the development cost and 
discrete count variables of the nearby NSP units and projects are introduced in the DD setting.  
These intensity variables are included by different proximity level: 0~0.1 miles, 0.1~0.2 miles and 
0.2~0.3 miles. 
The program intensity is estimated with model (2): 
log(𝑆𝑎𝑙𝑒𝑝𝑟𝑖𝑐𝑒𝑖𝑐𝑦) = 𝑥𝑖
′𝛽 +∑𝜃𝑘
𝑘
𝑅𝑖𝑛𝑔⁡𝑘𝑖 + 𝜃𝑡𝑃𝑜𝑠𝑡𝑖 +∑∑𝛿𝑘
𝑗
𝑅𝑖𝑛𝑔⁡𝑘𝑖 ∙ 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦⁡𝑗𝑖
𝑝𝑜𝑠𝑡
𝑘
+ 
𝛼𝑐𝑦 + 𝜀𝑖𝑐𝑦,  (2)  
where 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦⁡𝑗𝑖
𝑝𝑜𝑠𝑡 is either related to the development cost of completed projects, or related 
to the number of completed project counts or unit counts in proximity level j to  home i. j equals 
to 1, 2 or 3, indicating 0~0.1 miles, 0.1~0.2 miles and 0.2~0.3 miles away from home i.  The rest 
of the notation is the same as model (1). 
2.3.3. Common Trend Assumption Check 
In quasi-experiment research designs, the qualification of the counterfactual is the key to 
the identification of the causal effects of policies and programs.  Therefore, before simply 
concluding that the DD estimate indicates the causal effects of the program, placebo models are 
used to check if the common trend assumption holds in the DD model.   
Two approaches are taken: placebo time and placebo location.  First, we test if there is a 
common trend shared between the control and treatment group before the project.  This is carried 
out by running a regression, with the base model specification, on the dataset discarding the 
observations after the projects (𝑃𝑜𝑠𝑡𝑖 = 1).  A new placebo Post dummy is constructed by 
randomly picking a few time points before the project as the placebo time of the program.  If the 
control and treatment group have the same common trend before the project, the DD estimates 
from the placebo time model are expected to have insignificant signs. 
Secondly, the placebo location of the NSP is sampled to test if DD results take account of 
the non-NSP factors that could influence the nearby and distant areas differently.  For example, 
home prices in areas that are closer to foreclosed properties plummeted largely during the housing 
downturn and it is possible that they experienced a subsequent, stronger recovery.  Therefore, it is 
important to test and control for the different price trends if any, between the nearby and distant 
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areas around foreclosed properties.  This counterfactual is provided by using comparable placebo 
NSP locations that could have been potentially treated by the NSP but were not treated.  A 
propensity score matching approach (Rosenbaum and Rubin, 1983) is used to identify comparable 
locations and reduce the sample selection bias.  Since NSP properties are mostly foreclosed 
properties, each NSP property is matched with a foreclosed property from the pool of foreclosed 
properties that did not receive NSP grants using propensity score.  These matches have similar 
distributions of neighborhood conditions as those treated by the NSP program, but they are not 
selected, rehabilitated or sold.  Using these matches as the placebo locations of NSP, sales within 
0.5 miles to these placebo NSP locations can be identified and selected for a regression with the 
same base model specification.  More details of the matching and results are provided in the 
Appendix B.2  If areas nearby and far from these placebo NSP locations have different home price 
trends, then the DD estimates using the matched sample would be different from zero.  Alternative 
to the DD estimates, the matched sample can be combined with the sample used in the base model 
to provide a difference-in-difference-in-differences (DDD) estimator.  
  
2.4 Data 
Several datasets were used for the estimation.  NSP data and house transaction data are the 
two primary datasets.  In addition, datasets of foreclosure, building permits dataset and 
neighborhood characteristics are used for constructing explanatory variables.  A list of properties 
in three rounds of NSP was accessed through an email request to the Department of Planning and 
Development in the city of Chicago12.  There is a total of 146 projects, including 105 single-family 
(1~2 units) projects and 41 multi-family projects.  A total of 755 housing units are treated by the 
NSP rehabilitation.  For each NSP project, the following information is available: project 
addresses, the number of housing units in each project, project dates and development costs.  The 
average development cost for each project is about nine hundred thousand dollars (table 2.1).  The 
total cost is composed of both acquisition and rehabilitation expenditures of the foreclosed 
                                                          
12 We have an alternative option of data source, the HUD administrative data, gratefully provided by Spader et al. 
(2015).  That dataset includes both NSP demolitions and rehabilitations, while the current dataset used by this paper 
includes only NSP rehabilitations.  However, we pick the current dataset due to its completion of information on 
project dates and development costs, and we focus only on NSP rehabilitations.  To control for omitted demolitions 
and other major developments in the neighborhood, we include additional control variables using building permits 
which are explained later in this section.  It is also worth noting that some NSP rehabilitations that are implemented 
by grantees other than the City of Chicago are excluded, due to the unavailability from our current data source. 
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properties.  NSP locations are concentrated in the south and northwest of the city (figure 2.3), 
which have a higher prevalence of foreclosures, lower income, a lower percentage of single 
families, larger housing price decreases from 2008 to 2009 and more reported violations and 
vacancies of buildings (table B.3 in Appendix B.2).  In figure 2.4, for a sense of the project density 
and the geographical scale of measurement, two areas with the majority of NSP properties with 
sales less than 0.5 miles around are zoomed in (see Appendix B.3 for all areas).   
 
 
Figure 2.3: NSP Locations and Foreclosures in the City of Chicago 
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Figure 2.4: NSP Properties and Sales within 0.5 miles: Area 1 and 3    
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The dates for each project are recorded first when a property is acquired through NSP, 
followed by the rehabilitation start date and rehabilitation end date (figure 2.5).  The set of dates 
for each rehabilitation project is unique; the first property acquired under the auspices of the NSP 
is September 21, 2009 and the final one is on January 18, 2013 (table 2.1).  The acquisition date is 
when a foreclosed or abandoned property purchased by the grantee from the lenders or other 
owners.  Between the acquisition and project start, there is the preparation period (t1) of the project, 
including the selection of developers for each project from all applicants.  Between the start date 
and project end date is the rehab period (t2), and after the end date is the post-rehab period (t3).  
Given this information, different stage effects of the program can be tested in the extension of the 
base model.  The average days for the preparation period is 337 days and for the rehab period is 
283 days.  Appendix B.4 provides two real examples of NSP projects for the demonstration 
purpose. 
 Table 2.1: Basic NSP Rehabilitation Project in the City of Chicago 
 Mean SD Min Max 
146 project observations: 105 single-family and 41 multi-family projects  
  
Units/project 5.171 10.81 1 102 
Costs/project $891,178 $1,406,000 $118,386 $10,620,000 
Days in stage 1 (Preparation) 336.8 171.8 49 952 
Days in stage 2 (Rehab) 283.4 115.3 42 1,126 
     
 Earliest Date Latest Date Missing  
Acquisition Date 9/21/2009 1/18/2013 14  
Project Start Date 1/25/2010 10/15/2013 0  
Project End Date 4/29/2010 9/22/2014 0  
 
 
 
Figure 2.5:  Project Timeline 
 
Housing transaction data from the multiple listing services (MLS) was accessed from the 
Illinois REALTORS.®  It is a repeated cross-section dataset from January 2008 to September 2014 
in the city of Chicago.  There are 13,003 observations in the data sample that only includes home 
sales less than 0.5 miles from NSP properties (excluding NSP sales and outliers).  The dataset 
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includes address and date of sales, sale prices and property characteristics.  The property 
characteristics’ variables are the number of bedrooms and bathrooms, square footage, building age 
and property types.  Descriptive statistics of these variables are summarized in table 2.2, except 
age since it is provided as a categorical variable.   
The address and sale date allows the generation of the treatment group and post dummy 
variables respectively using the geographic distance and temporal order relative to the NSP 
projects.  Sales in each ring group are about 10~20% out of the total observation.  Sales during the 
period of “before acquisition” and “post-rehab” have most sales (35~40% individually), and sales 
during the “preparation” and “rehab” period are about 10% respectively (table 2.2).  In figure 2.6, 
the density of NSP units around each sale is summarized for each treatment group.  For example, 
for homes in Ring 1 treatment group (have at least one NSP project within 0.1 miles), there are 
about 7 NSP units within 0~0.1 miles, 4.5 and 5.6 units respectively within 0.1~0.2 miles and 
within 0.2~0.3 miles.  The comparative figures for completed project units around these homes are 
1.8, 1.1 and 1.3 respectively in three distance rings (figure 2.6).   
In addition, as the study period included unprecedented foreclosure occurrences, several 
foreclosure-related variables are constructed using the foreclosure records from Record 
Information Services, Inc..  First, homes with foreclosure records are distinguished from non-
foreclosed homes.  This is accomplished by matching the transaction dataset and foreclosure 
dataset using the address information, and a home is indicated as having foreclosure records if its 
address is found in the foreclosure dataset.  Secondly, foreclosures in the nearby neighborhoods in 
the last three years are also categorized by the three proximity levels described earlier.  
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Table 2.2: Descriptive Statistics: Sales Data Jan 2008-Sep 2014 in the City of Chicago 
  Mean SD Min Max 
Sale sample (13003 observations)         
Sales Prices 96330 93332 4,000 485,000 
Square Footage 1422 699 600 20,000 
Number of Bedrooms 3.1 1.0 1 12 
Number of Bathrooms 1.7 0.7 1 16 
Property Type (Single Family=1) 0.6 0.5 0 1 
Foreclosure Record (Foreclosed before=1) 0.41 0.49 0 1 
Ring 1 0.13 0.33 0 1 
Ring 2 0.20 0.40 0 1 
Ring 3 0.23 0.42 0 1 
Ring 4 0.23 0.42 0 1 
Ring 5 0.22 0.41 0 1 
Stage 0 (Before acquisition) 0.40 0.49 0 1 
Stage 1 (Preparation) 0.14 0.35 0 1 
Stage 2 (Rehab) 0.11 0.31 0 1 
Stage 3 (Post-rehab) 0.35 0.48 0 1 
Foreclosures 0~0.1 miles 8.2 5.7 0 49 
Foreclosures 0.1~0.2 miles 20.8 11.7 0 80 
Foreclosures 0.2~0.3 miles 31.4 16.1 0 141 
Demolitions  0~0.1 miles 0.2 0.6 0 15 
Demolitions  0.1~0.2 miles 0.6 1.1 0 13 
Demolitions  0.2~0.3 miles 1.0 1.5 0 17 
Innovations  0~0.1 miles 1.6 1.6 0 13 
Innovations  0.1~0.2 miles 4.4 3.2 0 22 
Innovations  0.2~0.3 miles 7.0 4.4 0 30 
New constructions  0~0.1 miles 0.2 0.6 0 11 
New constructions  0.1~0.2 miles 0.5 1.2 0 35 
New constructions  0.2~0.3 miles 0.9 1.9 0 44 
Other permits  0~0.1 miles 4.2 2.9 0 19 
Other permits 0.1~0.2 miles 12.0 5.9 0 43 
Other permits  0.2~0.3 miles 19.2 8.1 0 53 
Note: Foreclosure variables are a total count of foreclosure auctions in the last three years.  Permits for 
demolitions and other activities are counted for the period during the last 12 months before the sale, 
and permits for innovations and new constructions are counted for the period between 12 and 24 
months ago. 
 
Finally and importantly, given the concern that other major development projects in the 
neighborhood could confound NSP effects, construction activity related variables are constructed.  
Using the building permit data from the Department of Building in the City of Chicago, by permit 
types, construction activities are categorized into demolition, renovation (excluding NSP 
rehabilitation), new construction, and other actions.  All these variables are generated within 0.3 
miles and in lagged terms to the sale date of the home.   Specifically, the numbers of permits 
around each home sale are counted by permit types, by ring distances and by time distances (table 
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2).  Since demolitions and other activities can take a shorter time than innovations and new 
constructions to complete, a lag of one year and two years are respectively used to the former and 
later variables. 
Neighborhood and some property level information used in the propensity score matching 
are described in the Appendix B.2.  
 
Figure 2.6: NSP Project Density by Treatment Groups and Distances 
 
2.5 Empirical Results 
In this section, difference-in-differences estimates with various forms of the models are 
presented and discussed.  In all models, the control variables include bedrooms, bathrooms, 
building age dummies, the logarithm of square footage, property types, a foreclosure record 
dummy and lagged number of surrounding foreclosures.  Furthermore, construction activity related 
variables are also included to control for other major development projects in the neighborhoods.  
Census tract-by-year fixed effects are included to control for unobserved characteristics that vary 
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locally by year in the base model.  Standard errors are clustered at census tract-by-year level due 
to the likely autocorrelation within each group (Bertrand et al., 2004).  Also, quarterly dummies 
are applied to control for seasonal effects of the housing market (Ngai & Tenreyro, 2014). 
2.5.1 Difference-in-Differences Estimates: Base model 
In table 2.3, the results of estimating equation (1) using various combinations of treatment 
and control groups are presented in the left panel.  Average treatment effects on the treatment 
groups are estimated for each ring group.  In the base model presented in column 1, homes sold in 
0.3~0.5 miles away from the treatment are considered as the control group, while homes in Ring 
1 (0~0.1 miles), Ring 2 (0.1~0.2 miles) and Ring 3 (0.2~0.3 miles) are used as the treatment groups.  
Other combinations of the treatment and control groups are also tested.  For example, in column 
2, homes in 0.2~0.4 miles are used as the control group and there are only two treatment group, 
i.e. Ring 1 and Ring 2.   Consistently across all combinations used from column 1 to column 4, the 
treatment effects are significantly positive on homes in Ring 1 while not significant in other 
treatment rings.  The base model results indicate that sales prices of homes within 0.1 miles away 
from any NSP project are higher by 14.3% (exp^0.134-1).   However, homes that are further than 
0.1 miles away from NSP do not receive program effects. 
Results from models using different levels of fixed effects are presented in the right panel 
of table 2.3.  When no geographic level of fixed effects is used, the DD estimates are small and 
not significant (column 5).  When community-by-year fixed effects or census block group-by-year 
fixed effects are included, point estimates of interaction terms for Ring 1 increased largely to a 
similar level as in the base model.13  This indicates the importance of including spatial fixed effects 
to control for spatially varying and omitted local neighborhood characteristics that are related to 
both the housing prices and the treatment. 
 
 
 
 
                                                          
13 The census block group is relatively the finest geographic unit and assumed to capture finer unobserved factors, 
but the data are sparser for each census block group especially after interacting with year dummies.  Due to the little 
degree of freedoms left, the estimates derived large variance. 
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Table 2.3: Difference-in-differences Estimates: Different Control Group and Fixed Effects 
 Various Control group  Various Level of Fixed Effects 
 (1-Base) (2) (3) (4)  (5) (6) (7) 
Control group .3~.5 miles .2~.4 miles .2~.5 miles .4~.5 miles  .3~.5 miles .3~.5 miles .3~.5 miles 
Post*Ring 1 0.134** 0.117** 0.128** 0.160**  0.030 0.117** 0.135 
 (0.061) (0.058) (0.057) (0.067)  (0.044) (0.050) (0.088) 
Post*Ring 2 0.035 0.025 0.029 0.062  0.009 0.041 0.049 
 (0.044) (0.040) (0.039) (0.053)  (0.037) (0.036) (0.065) 
Post*Ring 3 0.011   0.036  0.015 0.037 0.021 
 (0.039)   (0.049)  (0.036) (0.039) (0.053) 
Post*Ring 4    0.041     
    (0.045)     
Observations 11,630 9,096 11,630 11,630  11,630 11,630 11,630 
Adjusted R-squared 0.733 0.728 0.733 0.733  0.537 0.686 0.755 
Fixed effects Tract*year Tract*year Tract*year Tract*year  No Com*year CBG*year 
Quarter FE Yes Yes Yes Yes  Yes Yes Yes 
NO. of control 5818 5935 8786 2851  5818 5818 5818 
Note: Standard errors are clustered at corresponding fixed effects level.  In all models, foreclosure record dummy, 
lagged number of surrounding foreclosures, demolitions, renovations, new constructions, other construction activities, 
as well as the following housing characteristics are included: bedrooms, bathrooms, log (square footage), building age 
category and property type dummy.  
Ring k is a dummy indicating the distance range to a sale’s closest NSP properties. For example, Ring 1 =1 indicates 
the sale is 0~0.1 miles to its closest NSP properties.  Post dummy indicate if a home sale is made after any completed 
projects in the nearest ring.  ***, ** and * respectively indicates the significance of the estimate at 1%, 5% and 10% 
level.  
 
The large effect can come from two sources.  First of all, the clustered investment effects 
are large.  Due to the concentration of NSP project allocation in reality, for a home with at least 
one NSP project within 0.1 miles (indicated by Ring1 dummy), this home can actually be exposed 
to multiple NSP projects.  On average, there are around 4 project units within 0.3 miles around a 
home in Ring 1.  Therefore, 14.3% is not only due to one completed NSP project unit, but multiple 
project units nearby.   
Secondly, additional amenities are brought by NSP rehabilitations.  The rehabilitation can 
first remove the blight brought by the foreclosed and abandoned properties in the neighborhood.  
Moreover, it might also provide additional amenities.  According to the City of Chicago, NSP 
properties are acquired in fairly bad shape, and they are brought back to productive use by focusing 
on code requirements and green efficiency. Some exterior work for NSP properties include tuck 
pointing, window repair or replacements and new doors.  This implies the rehab is more than just 
fixing disrepair, but can also generate additional amenities.  However, these two effects cannot be 
identified separately in this study, and thus it is unknown how much effects are contributed by the 
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added amenities.  But at least to some extent, the elimination of disamenities does account for 
some of these effects.   
 
2.5.1.1 Test for the Common Trend: Placebo Time  
The common trend assumption is tested using a few placebo time points on the pre-
treatment sample (Post=0 in the base model).  Only sales made before the project start are retained 
and the same base model specification is applied.  Column 1-4 in table 2.4 respectively used 100, 
200, 300 and 600 days before the project start as the placebo program start time. Placebo post 
dummies in these four models are created based on the time distance of each sale to the earliest 
NSP project in the closest ring.  For example, a home sold 450 days before the start of the project 
will be respectively indicated as 1, 1, 1 and 0 for the placebo post dummy in these three models.  
DD estimates from these models are mostly not significantly different than zero, indicating a 
general parallel trend in sale prices before the program. 
 
Table 2.4: Difference-in-differences Estimates: Placebo Tests 
 Placebo time   Placebo location 
 (1) (2) (3) (4)  (5) (6) 
 100 days 200 days 300 days 600 days  DD DDD 
Placebo:        
Post*Ring 1 -0.047 -0.003 -0.044 -0.0004  -0.050 0.154** 
 (0.119) (0.080) (0.074) (0.082)  (0.050) (0.078) 
Post*Ring 2 0.069 -0.033 -0.068 -0.125**  0.010 0.006 
 (0.085) (0.065) (0.058) (0.061)  (0.038) (0.056) 
Post*Ring 3 -0.036 -0.017 -0.005 -0.010  -0.016 0.011 
 (0.095) (0.067) (0.058) (0.057)  (0.030) (0.049) 
        
Observations 7,043 7,043 7,043 7,043  14,656 26,286 
Adjusted R-squared 0.723 0.723 0.723 0.723  0.868 0.821 
Tract*year FE Yes Yes Yes Yes  Yes Yes 
Note: Column 1-4 are placebo time tests, respectively using 100, 200, 300 and 600 days before 
the start of NSP projects, as the placebo start date of projects. Column 1-4 use the same control 
variables and model specification as base model, expect that the pretreatment sample is used.  
Column 5 uses sales around placebo NSP locations sampled by propensity score matching. 
Column 6 combines the sample in column 5 and the base sample (table 3 column 1). Standard 
errors are clustered at census-by-year group level. ***, ** and * respectively indicates the 
significance of the estimate at 1%, 5% and 10% level. 
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2.5.1.2 Difference-in-Differences Estimates: Placebo Location 
Column 5 in table 4 presents the DD estimates of the placebo location model14.  The model 
produced insignificant DD results when placebo location sample is used.  The sample was for 
properties sold 0.5 miles around placebo locations generated by propensity score matching.  That 
said, the hypothesis cannot be rejected that the control group (.3~.5 miles) has the common price 
trend as the treatment group (Ring 1 to Ring 3).  Alternatively, these results can be presented in 
the difference-in-difference-in-differences (DDD) setting, or literally derived by taking the 
differences between the DD results from the base model (column 1 in table 2.3) and the DD results 
from the placebo location model (column 5 in table 2.4).  Column 6 presents the DDD results and 
reveals a positively significant program effects for Ring 1, which serves as a robustness check on 
the DD results in the base model.  The results for the logit model and summary statistics of the 
sample used for placebo location model are presented respectively in Appendix table B.3 and B.4. 
2.5.2. Subsample: Regular versus Foreclosed Property Sales 
Table 2.5 tests if program effects are different for regular and foreclosed sales.  There are 
about 40% of sales are related to some foreclosure filings (foreclosure record in table 2.2).  Sub-
samples of each type of sales are used respectively in column 1 and 2.  Results indicate that regular 
sales received large program effects of 22.5% (exp^0.203-1), while homes with foreclosure filings 
are not affected.  The results show rehabilitations in neighborhoods matter to regular home sale 
prices but not to foreclosure-related sales.  Rehabbed properties may set a higher comparable price 
for their neighbors, after they are brought back to productive usage and serve as normal homes on 
the market.  However, in column 3 and 4, after including average prices of sales made within 0.3 
miles in the last 6 months to control for recent housing price trend, these results do not change 
significantly.  To conclude, this implies that the removal of eyesores in the neighborhood is more 
important to preserve property values of regular homes than already distressed homes.   
 
 
                                                          
14 The matching procedure has reduced the imbalance in neighborhood characteristics between the NSP and non-
NSP locations (appendix table B1).  However, characteristics for sales around the placebo NSP locations (table B3) 
are still quite different than those sales in the base model (table 2).  This can potentially invalidate the counterfactual 
provided by the placebo locations, although this is the best we can do: pick the most likely NSP locations out of all 
foreclosed property location across the city.  
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Table 2.5: Difference-in-Differences Estimates: Subsamples 
 (1) (2) (3) (4) 
 Regular Foreclosed Regular Foreclosed 
     
Post*Ring 1 0.203** 0.074 0.227** 0.042 
 (0.093) (0.079) (0.090) (0.075) 
Post*Ring 2 0.056 0.006 0.070 0.013 
 (0.067) (0.063) (0.064) (0.058) 
Post*Ring 3 -0.023 0.056 0.010 0.052 
 (0.059) (0.056) (0.056) (0.051) 
Average price   0.631*** 0.390*** 
   (0.037) (0.036) 
Observations 6,820 4,810 6,820 4,810 
Adjusted R-squared 0.709 0.714 0.731 0.730 
Fixed effects Tract*year Tract*year Tract*year Tract*year 
Quarter FE Yes Yes Yes Yes 
Note: Regular sales are homes without foreclosure record, in contrast with home sales 
that have foreclosure record before the sale.  Average price is the mean sale prices of 
nearby home sales within 0.3 miles in the last six months. Standard errors are clustered 
at census-by-year group level. ***, ** and * respectively indicates the significance of 
the estimate at 1%, 5% and 10% level. 
 
2.5.3. Disaggregate Stages of NSP Projects 
Stage effects are tested with disaggregate temporal dummies for each NSP project, rather 
than a single post dummy.  A time dummy for each sub-period of a project is included at the same 
time – between acquisition and start (t1), between start and end (t2), after project end (t3) (aligned 
with figure 2.5).  In this way, the treatment effects over time can be decomposed and traced.  
“Before acquisition (t0)” is omitted and thus used as the baseline for comparison.  Project effects 
at each stage are graphically presented in figure 2.7 and detailed results are presented in Appendix 
table B.2.  The results indicate that positively significant program effects only appear in Ring 1 
after projects are completed (t3), not before they start or during the working period of the projects.   
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Note: On average, the preparation period (stage 1) between acquisition and rehab is 337 days 
on average, and the average days during rehab work (stage2) is about 283 days. 
 
Figure 2.7: Difference-in-Differences Estimates: Stage Effects 
 
2.5.4 Effects of Program Intensity 
Table 2.6 and 2.7 presents the estimates of the program intensity models.  In table 2.6, 
column 1-4 use intensity measures in various terms of development cost, including the overall 
cost, the average cost per unit of project and their corresponding logarithm terms.  These intensity 
variables interacted with ring group dummies and introduced by different proximity level.  Positive 
and significant signs are estimated for the Ring 1 treatment group.   Column 2 and 4 use the log-
log form, thus the coefficient estimates can be interpreted as the elasticity: 1% increase in the total 
cost or the unit cost can induce a 0.09% or 0.16% increase in the sales prices of homes less than 
0.1 miles away. 
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Table 2.6: Difference-in-Differences Estimates: Program Intensity by Development Cost 
 (1) (2) (3) (4) (5) 
 Cost log(cost) Unit cost log(unit 
cost) 
Project 
units 
      
Ring 1*Intensity 1post 0.012*** 0.014*** 0.060*** 0.161*** 0.014** 
 (0.004) (0.005) (0.022) (0.062) (0.006) 
Ring 1*Intensity 2post 0.001 0.000 0.006 0.039 0.003 
 (0.003) (0.005) (0.024) (0.065) (0.005) 
Ring 1*Intensity 3post 0.002 -0.007* -0.024 -0.064 0.004* 
 (0.002) (0.004) (0.021) (0.058) (0.002) 
Ring 2*Intensity 2post 0.003* 0.004 0.016 0.040 0.002 
 (0.002) (0.003) (0.012) (0.037) (0.002) 
Ring 2*Intensity 3post 0.001 -0.004 -0.005 0.002 0.002 
 (0.002) (0.003) (0.012) (0.036) (0.003) 
Ring 3*Intensity 3post 0.001 0.001 -0.000 -0.003 0.003 
 (0.002) (0.003) (0.011) (0.033) (0.003) 
      
Observations 11,630 11,630 11,630 11,630 11,630 
Adjusted R-squared 0.733 0.733 0.733 0.733 0.733 
Tract*year FE Yes Yes Yes Yes Yes 
Note: Specification and control variables are the same as the base model.  Except that rather 
than using dummy variable to indicate the exposure to the nearest NSP, discrete or continuous 
variables are used. Each NSP project can include more than one housing units, and thus 
project units are the total number of units in all projects. Column 1-4 measure the intensity in 
terms of grants amount, either the overall grant amount or the grant per project unit (also their 
logarithm term).  Column 5 uses the discrete count of project units to estimate the program 
intensity.  Standard errors are clustered at census-by-year group level. ***, ** and * 
respectively indicates the significance of the estimate at 1%, 5% and 10% level. 
 
In column 5, discrete counts of rehabbed housing units are used to measure the program intensity.  
The results show the positive marginal effect of a NSP project unit and indicate an increase in the 
home’s sale price within 0.1 miles by 1.4% on average.  This unit effect is consistent with the 
externality of a foreclosure unit (negative 1~2%) in the literature.  Next, to highlight the differences 
in the effects of single-family NSP projects and the multi-families NSP projects, the number of 
each NSP project type are included separately next.   
In table 2.7, column 1 uses the full sample, while column 2 and 3 use sub-sample of sales 
by property types.  When the full sample is used, the two largest and significant coefficients are 
from projects within 0.1 miles for the Ring 1 treatment group, both single-family projects (7.5%) 
and multi-family projects (12.9%).  In column 2 and 3, single-family projects are only found to 
affect nearby multi-family sales (8.1%) but not single-family sales; multi-family projects are found 
significantly affect nearby single-family sales (16.1%) but not multi-family sales.  These 
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interesting findings can be explained by the type of use of the rehabbed NSP properties. 
Single-family projects are sold at market values after the rehab work, and thus can generate 
direct negative supply effects to single-family sales and cancel out the positive rehabilitation 
effects.  If the market is not segmented15, single-family projects can also bring supply effects to 
the multi-family sales and thus 8.1% is an underestimate of the single-family project effects on 
multi-family sales.  On the other hand, multi-family projects are used for providing affordable 
renting, and thus they are less likely to influence single-family sales.  Therefore, the effect of 
16.1% can be pure rehabilitation effects on single-family sales.  The effect of multi-family projects 
is estimated at a large magnitude for multi-family sales (12.6% in column 3), though not 
significantly. 
Table 2.7: Difference-in-Differences Estimates: Program Intensity by Project Type and Transaction Type 
 (1) (2) (3) 
 Full sample Single-Family Multi-Family 
    
Ring 1*Intensity 1post_SF 0.075*** -0.000 0.081** 
 (0.020) (0.050) (0.032) 
Ring 1*Intensity 2post_SF -0.019 -0.010 0.055 
 (0.012) (0.014) (0.092) 
Ring 1*Intensity 3post_SF -0.045** -0.026 -0.046 
 (0.019) (0.022) (0.088) 
Ring 2*Intensity 2post_SF 0.017 0.012 0.012 
 (0.014) (0.015) (0.035) 
Ring 2*Intensity 3post_SF -0.029 -0.027 -0.064 
 (0.030) (0.033) (0.081) 
Ring 3*Intensity 3post_SF -0.036** -0.021 -0.055 
 (0.016) (0.020) (0.034) 
Ring 1*Intensity 1post_MF 0.129** 0.161* 0.126 
 (0.055) (0.093) (0.087) 
Ring 1*Intensity 2post_ MF -0.007 -0.035 0.050 
 (0.071) (0.129) (0.075) 
Ring 1*Intensity 3post_ MF 0.079 0.131 0.041 
 (0.055) (0.081) (0.085) 
Ring 2*Intensity 2post_ MF 0.076* 0.053 0.039 
 (0.039) (0.047) (0.077) 
Ring 2*Intensity 3post_ MF 0.023 0.039 0.064 
 (0.050) (0.066) (0.071) 
Ring 3*Intensity 3post_ MF 0.064 0.086 0.047 
 (0.041) (0.060) (0.058) 
Constant 8.086*** 9.492*** 8.000*** 
 (0.221) (0.250) (0.623) 
    
Observations 11,630 7,510 4,120 
Adjusted R-squared 0.732 0.724 0.783 
Fixed effects Tract*year Tract*year Tract*year 
                                                          
15 Discussion here is inspired by Hartley (2014). 
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Note: Specification and control variables are the same as the base model.  Except that rather than 
using dummy variable to indicate the exposure to the nearest NSP, discrete counts of projects are 
used and distinguished by project type: single-family NSP vs. multi-family NSP.  In column 1, the 
full sample of sales are used. In column 2 and 3, sub-samples of only single-family sales and multi-
family sales are separately used. Standard errors are clustered at census-by-year group level. ***, ** 
and * respectively indicates the significance of the estimate at 1%, 5% and 10% level. 
 
 
2.6 Conclusion 
The NSP projects in the city of Chicago brought significant positive effects on nearby 
properties, which are less than 0.1 miles away.  Our estimates suggest the clustered NSP 
investments in Chicago could result in sale prices increasing by $12,016 (14.3%*$84,03116) for 
homes located within 0.1 miles, compared to homes located 0.3~0.5 miles away.  This large effects 
are the result of concentrated allocation of projects in the neighborhood, which removes 
disamenities of dilapidated properties and likely adds additional amenities.  On average, each 
project unit within 0.1 miles can bring 1.4% positive effects on the housing sale prices.  This is on 
par with the externality of an additional foreclosure unit (negative 1~2%) in the literature (for 
example, Bak and Hewings, 2013).  Furthermore, rehabilitation effects will not appear until the 
completion of the NSP rehabilitation.  Moreover, NSP rehabilitations matters largely to regular 
homes but not much on distressed homes.  This provide meaningful policy suggestions in terms of 
preserving property values near distressed properties or restore property values for underwater 
homes in the neighborhood. 
Although a fully satisfying cost-benefit analysis is not available here, we have made some 
effort to calculate the investment return of government grants.  From the cost side, one percent of 
increase in the development cost is about $9,272, given that the average development costs of 
completed projects within 0.1 miles for Ring 1 group is $927,184.  From the benefit side, there are 
on average 259.5 housing units within 0.1 mile buffer areas around NSP locations17.  Therefore, 
the property values gains for all housing units within a proximity of 0.1 miles of any NSP project 
is about $3,053 (259.5*0.014%*$84,031) on average.  It is worth noting that the development cost 
includes the acquisition costs and rehabilitation costs, and the benefits merely include the nearby 
property value gains without considering the gains for properties under rehabilitations.  Based on 
                                                          
16 The average sale prices in Ring 1 treatment group before the NSP treatment. 
17 Calculated by multiple the area of 0.1 mile (pi*0.1^2) by the average housing units density (8260 per sq miles) in 
these neighborhoods at the census block group level. 
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the inflated rehabilitation costs and incomplete consideration of rehabilitation benefits, this 
exercise shows a larger costs than benefits.   
Findings in this paper also importantly provide evidence that disamenity effects are a 
channel through which foreclosed properties negatively influence nearby property values.  This 
study verifies our hypothesis that if foreclosed properties reduce nearby property values by 
bringing disamenity effects to their neighborhoods, then the removal of these disamenity effects 
can induce a rise in the nearby property values.   
This is one of the first few studies evaluating the NSP program.  Local grantees took 
different approaches to implement NSP (Schuetz et al., 2014) and housing markets have 
heterogeneous features across geographic areas.  Thus, the results for the city of Chicago cannot 
speak for the evaluation of NSP in other cities.  However, the analytical approach provided here 
is reproducible for studies in other areas for evaluating the NSP.   
While the literature on the evaluation of NSP is growing, some directions are desired to 
investigate.  First, how different project types are found to bring different effects to single-family 
and multi-family homes.  Discussions in the paper provide some preliminary discussions on this 
and indicate possible underestimation of the rehabilitation effects if supply effects exist.  This 
depends on the segmentation of housing market between single-family sales and multi-family 
sales, as well as between multi-family sales and multi-family rentals.  Secondly, the impact of the 
tenure and occupancy of rehabbed properties on changes of neighborhood characteristics in the 
long run.  Spader et al. (2016) do not find immediate NSP effects on crime levels in the city of 
Chicago, but some effects are found in other cities with lower crime level from the beginning.  It 
may take longer time or require larger scale programs to make these effective changes.  Moreover, 
it is also meaningful to evaluated what percentage of the rehabilitation effects comes from the 
removal of disamenity and how much are the contributed by additional amenities.  Finally, a well-
established cost-benefit analysis can be helpful for welfare analysis. 
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CHAPTER 3: THE PERSISTENCE OF FORECLOSURE 
SHOCKS ON HOUSING PRICES 
 
3.1 Introduction 
Following the collapse of housing prices in 2007, the number of foreclosures increased 
dramatically.  The housing market experienced an unprecedented crisis accompanied by a wave of 
foreclosures across the country.  Many studies have identified the negative spillover effects of 
foreclosures on housing prices at the micro neighborhood level.18  There also exists the belief that 
the housing prices would not stabilize until the volume of foreclosures declined (Calomiris et al., 
2013).  However, the trajectories of housing prices corresponding to foreclosure impacts have not 
been well studied.  
This study aims to investigate how long foreclosure shocks affect housing prices.  While 
the existing literature majorly focus on evaluating the magnitude of foreclosure impacts on housing 
prices in neighborhoods, this study can provide a better understanding of the recovery of housing 
prices upon foreclosure shocks from a more macro point of view.   
This paper is among the first few studies exploring the persistence of foreclosure impacts 
on housing prices at the macro level.  Rana and Shea (2015) analyze a system of foreclosures, 
housing prices and the unemployment at the state level, with a focus on comparing the 
contributions that foreclosures and housing prices made on unemployment during the great 
recession.  Calomiris et al. (2013), also using a system equations of several macroeconomic 
fundamentals, focus on the interaction between foreclosures and housing prices.   
This paper is more related to Calomiris et al. (2013), but differs from it in several 
perspectives.  First of all, spatial dependence between nearby housing markets is explicitly 
controlled.  While the variation in housing and macroeconomic variables across housing markets 
is captured in the panel vector autoregression (VAR) model, dependence across housing markets 
was not considered.  As price shocks can diffuse temporally (Case and Shiller, 2003), price shocks 
can also diffuse spatially.  Findings in the housing price diffusion literature show that shocks in 
                                                          
18 They find that homes close to (<0.3 miles) foreclosed properties are sold for 1~2% less (e.g. Harding et 
al., 2009; Campbell et al., 2011; Bak and Hewings, 2013; Zhang and Leonard, 2014; Anenberg and 
Kung, 2014; Gerardi et al., 2015)  
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the housing price of one market is transmitted to neighboring markets over time through the spatial 
correlation (e.g., Holly, 2010, 2011; Brady, 2011, 2014).  Especially, during the recent post-bubble 
period, spatial effects are found to be stronger than those measured in the pre-bubble period (Cohen 
et al., 2016).  Therefore, it is crucial to include and test spatial dependence in our model.  
Secondly, the study unit in this paper is at the community level, lower than the state level 
used in Calomiris et al. (2013).  This paper focuses on the dynamics at a finer geographical level 
that can be muffled or masked by over-aggregation.  Also, the investigation at a less aggregated 
level is crucial for providing place-based suggestions for policy making.  For instance, the 
Neighborhood Stabilization Program (NSP), which aims to remove the neighborhood blight 
resulted by foreclosures, initially chooses their targeting area at the community level.   
Thirdly, we exploit a different empirical method to estimate the impulse response function. 
Rather than using the standard VAR approach, this paper follows Brady (2011) by applying a more 
recent time series technique - local projection (Jorda, 2005).  Local projection can be easily 
incorporated with our base spatial dynamic panel model, where both spatial and temporal diffusion 
are considered at the same time.  Through this approach, we can measure how long the housing 
price is influenced by the foreclosure shock while controlling for the price shock of the neighboring 
market transmitted through the spatial correlation.  It is also possible to introduce the spatial 
dependence term into the VAR model (e.g., Holly, 2010, 2011; Kuethe and Pede, 2011), although 
it is more complicated than integrating the spatial dependence with the local projection method.  
Using the spatial dynamic panel data model and local projection method, we estimate the 
impulse responses of housing prices to shocks in the number of foreclosures and neighboring 
housing prices.  The housing and foreclosure data are for the city of Chicago between 2008 and 
2016.  The results show that the impact of one-standard-deviation shock increase in the number of 
foreclosures (about 23) can induce decreases in housing prices for about eleven quarters with a 
cumulative impact of 18.7% at the community level.  Moreover, the housing prices shocks in one 
community’s neighboring communities is also found to have an impact on this community.  A one 
percent positive shock in neighboring housing prices can influence the housing prices of a 
community up to eleven quarters, with a cumulative response of 1.8%.  
3.2 Methodology 
The need to address the spatial dimension and associated spatial spillover effects have 
received much theoretical support from the spatial econometrics literature (see Lesage, 1999; 
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Kelejian and Robinson, 1993; Anselin, 2013) and the temporal dimension has been popularly used 
in macroeconomics regarding policy making and prediction dating back to Sims (1980).   
However, the combination of the two has in the investigation of the persistence of the spatial 
correlation has not been applied until recently (see Holly, 2010, 2011; Kuethe and Pede, 2011; 
Brady, 2011, 2014; Cohen, et al., 2016).  One approach to detect the temporal persistence of the 
spatial dependence is by introducing the spatial dependence into a traditional vector autoregression 
(VAR) model, referred to as a  spatial VAR (Holly, 2011; Kuethe and Pede, 2011).  The alternative 
approach is to introduce a new time series techniques – local projection into the dynamic spatial 
panel data model (Brady, 2011 & 2014).   
This paper follows Brady’s (2011, 2014) approach applying local projection for several 
reasons.  First of all, it is simple to estimate IRF using a single equation specification following 
Jorda’s (2005) local projection method.  It does not require the specification of a complete system 
of questions as would be the case with the multivariate VAR framework.  Secondly, it produces 
IRFs that are more robust to misspecification than VAR.  In a VAR approach, if the impulse in the 
first period is estimated with error, this error can be carried forward over the remaining time 
horizon due to its iteration process by construction.  In contrast, local projection is a better choice19 
for deriving IRFs since it generates a one-step ahead direct forecast.  Thirdly, the local projection 
method can easily deal with the problem of dimensionality when multiple variables are used in 
VAR, especially when the spatial regressor is included.  Finally, it does not require the analyst to 
order the variables in the system that is necessary together with the imposition of dynamic 
restrictions in the VAR approach (Rana and Shea, 2015). 
 
3.2.1 Impulse Response Function through Local Projection 
A spatial dynamic panel data model is selected as the base model, since it can control for 
spatial dependence, serial dependence, and unobservable spatial and temporal specific effects 
(Elhorst, 2012).  The local projection method is then applied to the base model for estimating the 
impulse response function. 
                                                          
19 Assuming the true data generating process (DGP) is unknown and VAR does not provide the correct 
specification, local projection is better to overcome the misspecification problem. However, if VAR is the 
correct specification, then the use of local projection can produce consistent but inefficient estimates 
(Brady, 2011). 
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Brady’s (2011) approach to apply local projection method on spatial dynamic panel data 
model is now described.  First, a spatial dynamic panel in the form of equation (1)20 is chosen. 
𝑊𝑦𝑡 and 𝑦𝑡−1 respectively capture the spatial and temporal diffusion in the dependent variable.  
Equation (1) is estimated using a two-stage least squares estimator,21 and endogenous variables 
can be instrumented by their temporal or spatial lagged terms.  For example, the endogenous spatial 
lagged term 𝑊𝑦𝑡 can be instrumented by its own lags (𝑊𝑦𝑡−1) and/or spatial lagged X variables 
(𝑊𝑋𝑖𝑡 and/or 𝑊
2𝑋𝑖𝑡).  The endogenous temporal lag 𝑦𝑖𝑡−1 can be instrumented by more lags of 
dependent variables 𝑦𝑖𝑡−𝑝.
22  
𝑦𝑖𝑡 = 𝜌𝑊𝑦𝑖𝑡 + 𝛼𝑦𝑖𝑡−1 + 𝑋𝑖𝑡𝛽 + 𝜇𝑖 + 𝜀𝑡    (1) 
Then, Jorda’s (2005) local projection can be easily applied by extending the estimation 
process in equation (1) to estimate equation (2) for the impulse response.  All notations in equation 
(1) are applicable in equation (2), except that the dependent variables are indexed with t+h, 
indicating h periods of leads in the dependent variable.  When h = 0, equation (2) is equivalent to 
equation (1).  When h > 0, coefficient estimates from equation (2) can return the response of y to 
one shock in one right hand variable holding the other constant.  For example, the response of 𝑦 
in period t+h to a shock in 𝑊𝑦𝑖𝑡 in period t is consistently indicated by the estimated 𝜌ℎ.  Given a 
specific h, the regression can be run to derive the hth period response. 
𝑦𝑖𝑡+ℎ = 𝜌ℎ𝑊𝑦𝑖𝑡 + 𝛼ℎ𝑦𝑖𝑡−1 + 𝑋𝑖𝑡𝛽ℎ + 𝜇𝑖 + 𝜀𝑖𝑡+ℎ⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ℎ ≥ 1     (2) 
Figure 3.1 briefly demonstrate h steps of the estimation.  We assume a panel with 73 groups 
and 30 periods.  When h = 0, Y and the explanatory variables23 are contemporaneous.  To derive 
the first period of impulse responses, we run the regression with h = 1, where Y and explanatory 
variables are one period apart – Y is one period after the explanatory variables.  Similarly, to obtain 
the impulse responses in the 5th period after the exogenous shock in explanatory variables, we run 
the regression with h = 5, where Y and explanatory variables are five periods apart – Y is five 
periods after explanatory variables.  Therefore, this is a one-step ahead direct forecasting for the 
                                                          
20 This is only one version of the spatial dynamic model, see Elhorst (2012) for discussions on more 
general version. 
21 More discussions on the estimator for spatial dynamic panel data model are in section 2.2. 
22 When a panel is short, the endogenous temporal lag 𝑦𝑖𝑡−1 needs to be instrumented by lags of dependent 
variables 𝑦𝑖𝑡−𝑝 (Brady, 2014).  If a panel is long, the instrumental variables are not necessarily needed for 
𝑦𝑖𝑡−1 for the consistency of the within estimator (Brady, 2011).  For endogenous variable in X, the 
instruments of their lagged terms are used (𝑋𝑖𝑡−1).   
23 Lagged Y is omitted for easier explanation without losing the generality. 
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impulse responses, i.e. one regression for one period of impulse response.  Moreover, it is worth 
noticing that as the h increases, the number of periods in each panel regression decreases.  In the 
estimation for the first and fifth period of impulse responses, T equals 29 (30-1) and 25 (30-5) 
respectively.24  An explicit explanation on the dataset used for h regressions is described in 
Appendix C.1.  
 
Note: For example, the impulse response of the dependent variable y in the fifth period (h = 5) after 
a shock in the independent variable x is derived by running regression of y on x from five periods 
earlier. 
Figure 3.1: The h equations for h periods of impulse responses. 
 
In our model, 𝑦𝑖𝑡 is the logarithm of housing price index for community i at quarter t; W is 
a N × N normalized spatial weight matrix defined by the queen contiguity of communities, thus 
𝑊𝑦𝑖𝑡 is the contemporaneous housing prices (log) of neighboring communities;  𝑦𝑖𝑡−1 is the lag 
of housing price (log); the vector 𝑋𝑖𝑡 includes the number of foreclosure auctions and other 
explanatory variables - new housing starts, rehabilitations, demolitions, other building permits, 
building violations, unemployment rate (city level) and vacancy rate,25 as well as a quadratic time 
trend for the control of the housing price trend between 2008 and 2016 and a set of seasonal 
                                                          
24 If h becomes considerably big, the panel thus becomes really short and the estimated impulse responses 
can be less stable.  However, it is not discussed much in the literature regarding the chosen magnitude of h.  
25 Given our disaggregate choice of spatial and temporal units, other variables used in the macro housing 
price model are not available, such as population growth, personal income. 
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dummies (𝑆𝐷𝑡) for controlling the apparent seasonal effects in the housing market
26;⁡𝜇𝑖 indicates 
community fixed effects.   
3.2.2 Estimator for Spatial Dynamic Panel Data (SDPD) Model 
While there are well developed estimators for dynamic panel and spatial panel models, 
there is not a widely accepted estimator for a spatial dynamic panel data model.  Elhorst (2012) 
survey three estimators used in the literature, and they are bias-corrected or quasi-maximum 
likelihood estimator, instrumental variables or generalized method of moments, and Bayesian 
Markov Chain Monte Carlo (MCMC) approach.     
The use of spatial maximum likelihood estimators (MLE) has been largely explored in 
depth.27  However, GMM estimators are preferred to spatial MLE estimators, primarily because 
they can also address endogenous explanatory variables other than the spatial and temporal lagged 
dependent variables using instruments (Elhorst, 2012a).  However, the spatial dynamic GMM 
estimator is still under development.  Lee and Yu (2014) derive the asymptotic properties of GMM 
estimators for the spatial dynamic panel data model with fixed effects when n is large and T is 
relatively small.  It can be shown to be superior to the ML approach that requires large T and is 
also more computational demanding and less flexible in the designation of the spatial weight 
matrix.  Elhorst (2010b) explores the use of lagged variables as IV in a first difference GMM and 
concludes that it can produce inconsistent estimators for the spatial lagged term.  Some studies 
considered extending the system GMM estimator of Blundell and Bond (1998).  For example, 
Kukenova and Monteiro (2009) suggest the use of temporal lagged spatial terms to instrument the 
endogenous spatial lag variable as in the approach recommended in system GMM (see Elhorst, 
2012a, for more extensive discussion).  Badinger et al. (2014), in the application of a GMM 
estimator, first filtered out the spatial correlation in a first step.  In short, a well-established 
estimator for dynamic spatial panel is missing; each of them is suitable for some cases but not for 
all cases.  It is up to researchers to determine which form is the most appropriate to use (Elhorst, 
2012a).28   
We first treat foreclosures as an exogenous variable.  Housing prices, as a nominal variable, 
can react quickly to an external shock, while real variables such as foreclosures, housing starts and 
                                                          
26 Every year, during the second and third quarter, they are the hot seasons for house transaction. 
27 See Lee and Yu, 2010a and 2010b. 
28 Elhorst (2014) applied spatial MLE estimator and Brady (2011 and 2014) applied two-stage least 
square instrumental variable estimator. 
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housing demolitions will respond with a lag.  Given this expectation, real variables are treated as 
predetermined compared to the housing price at period t.  Thus, we can estimate equation (1) using 
a spatial MLE estimator, which only treats spatial and temporal lagged terms as exogenous 
variables.  Next, treating foreclosures as an endogenous variable, we applied two-stage least square 
estimators following Brady (2011, 2014) as described in section 2.1.    
3.2.3 Aggregation of Units 
As this paper focuses on the spatial diffusion and dynamics among local housing markets 
within the city of Chicago, the spatial and temporal units of the panel data will need to be specified.  
We choose community areas as our spatial units of study.  In the city of Chicago, there exists a 
geographic division named “community areas,” dividing the whole city into 77 areas.  They are 
officially recognized by the City of Chicago and have been used for various urban planning 
initiatives.  Census divisions are aligned with these community areas, making it possible to 
aggregate census tract level data into the community level. 
While higher aggregations of spatial units are widely agreed to reduce the spatial 
dependence, the implications for the aggregation of time units are ambiguous.  Chung and Hewings 
(2015) showed that if region common effects are expected, then the larger unit’s aggregation of 
time could induce decreases in spatial dependence.  Since the spatial dependence is our interest of 
study, it may be more appropriate to use higher frequency data (low levels of temporal aggregation) 
so that the spatial dependence is not suppressed.  Moreover, the other concern is the density of the 
data can influence the precision of the analysis.  Given that the spatial units is quite small already, 
using monthly level may result in smaller number of sales observations at the monthly community 
level.  Therefore, we compromised by using quarterly temporal aggregation of the data to avoid 
the problem of major fluctuations in month-to-month data and the suppression of the spatial 
dependence.    
3.2.4 Dependent Variables 
Rather than using a simple median or average of housing prices as the dependent variable, 
we construct the dependent variable by taking advantage of the information on individual property 
characteristics.  Following an approach often applied in the literature (for example, Deng, et al., 
2012), we estimate a property-level hedonic pricing equation as (3). 
log(𝑆𝑎𝑙𝑒𝑝𝑟𝑖𝑐𝑒𝑖𝑐𝑞) = 𝑥𝑖
′𝛽 + 𝜃𝑐𝑞𝐷𝑢𝑚𝑚𝑖𝑒𝑠𝑐𝑞 + 𝜀𝑖𝑐𝑞                                                                    (3) 
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𝑆𝑎𝑙𝑒𝑝𝑟𝑖𝑐𝑒𝑖𝑐𝑞 is the sale price of home i sold in community c in quarter q.  𝑥𝑖 is a vector of 
house characteristics in the traditional hedonic model, 𝐷𝑢𝑚𝑚𝑖𝑒𝑠𝑐𝑞 is the community-quarter 
dummies.  Estimates for the community-quarter dummies 𝜃𝑐𝑞 is used as the dependent variable in 
the panel data model.  In this way, the individual property characteristics are controlled for, and 
only the variations left at the community level are brought into the panel data model estimation.  
3.3 Data 
Several datasets are used for our analysis, primarily house sales transactions, foreclosure 
recordings and building permits.  First of all, access to a proprietary dataset on housing transaction 
data from the multiple listing services (MLS) was made possible by the Illinois Association of 
Realtors (IAR).  The dataset used in this paper extends from January 2008 to September 2016 for 
the city of Chicago.  A total of 184,943 homes were sold in Chicago during our study period.  The 
dataset records basic information about each transaction, including sale prices, property 
characteristics, date of sale, and address of the property.  Descriptive statistics of individual houses 
are summarized in table 3.1.  Using this dataset, we first construct the housing prices for each 
community for each quarter as described in section 3.2.4.  Four communities were dropped due to 
the sparse sales (less than 30 sales per year) observation in those areas.29  Therefore, our panel data 
has 73 communities and 35 quarters.   
Table 3.1: Descriptive Statistics of Property Characteristics: City of Chicago 2008Q1-2016Q3 
 Mean Sd Min Max 
N=184943     
Sale prices 287312 239085 9000 1706000 
Number of bedrooms 3 1.0 1 5 
Number of bathrooms 2 0.7 1 4 
Property type (SF=1) 0 0.5 0 1 
Square feet 1291 624.4 212 4920 
Foreclosure history 0.13 0.3 0 1 
Building age     
0~10 years 0.20 0.40 0 1 
11~25 years 0.10 0.31 0 1 
26~50 years 0.12 0.33 0 1 
50 years+ 0.37 0.48 0 1 
 
                                                          
29 These communities are Fuller Park (8), West Garfield Park (19), Armor Square (21), Burnside (23) 
with yearly average sales in the bracket. 
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Foreclosure information were obtained from the Record Information Services, Inc.30  We 
use foreclosure auctions rather than foreclosure starts as the definition of foreclosures.  Most 
studies at the micro level used foreclosure auctions as the measurement of foreclosures (e.g. 
Campbell et al., 2011; Anenberg and Kung, 2014) to reduce the endogeneity of foreclosures.  The 
idea is similar to the adoption of lagged terms of the endogenous variables, since foreclosure 
auctions in period t were originally filed before t.   
Table 3.2: Summary Statistics of Panel Variables by Community and Quarter 
  Mean Sd Min Max 
N=73, T=35, Obs=2555     
Number of Foreclosure 26.9 22.9 0 166 
Control variables:     
New construction 3.9 6.9 0 55 
Rehabilitation 26.6 33.6 0 252 
Demolition 3.9 6.6 0 76 
Other permits 86.6 93.7 0 762 
Violation 32.7 29.2 0 258 
Unemployment rate 9.1 2.0 5.9 12.2 
Vacancy rate 0.1 0.0 0.0 0.2 
Instrumental variables:     
Interest rate for ARM (national) 3.6 1.0 2.6 5.9 
Subprime mortgage rate (2006) 0.3 0.1 0.1 0.6 
Interaction ARM*Subprime 1.2 0.6 0.2 3.3 
Mean of neighboring community variables     
Number of bedrooms 2.9 0.2 2.1 3.5 
Number of bedrooms 1.7 0.1 1.3 2.1 
Square feet 7.2 0.1 6.7 7.5 
Property type (SF=1) 0.6 0.2 0.1 1.0 
Foreclosure history 0.2 0.1 0.0 0.8 
Building age     
0~10 years 0.1 0.1 0.0 0.5 
11~25 years 0.0 0.0 0.0 0.2 
26~50 years 0.1 0.1 0.0 0.6 
50 years+ 0.5 0.1 0.1 1.0 
Note: For building age, the unknown category are used as the omitted group. 
 
Building permits data released by the Department of Buildings in the city of Chicago allow 
us to construct construction activity related variables.  These variables include new construction 
permits, rehabilitation, demolition and other easy permits.  In addition, the Department of 
Buildings also make the building inspection data public; therefore, the number of building 
                                                          
30 We acknowledge Illinois Association of Realtors for sponsoring us with both proprietary datasets: 
foreclosure data from Record Information Services, Inc. and house transaction data from multiple listing 
services. 
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violations are calculated to control for foreclosure related neighborhood dilapidations.  Moreover, 
quarterly vacancy data at the census tract level are accessed from the Department of Housing and 
Urban Development (HUD) and aggregated to the community level.  The monthly unemployment 
rate for the city of Chicago were obtained from the Illinois Department of Employment Securities 
(IDES) (table 3.2). 
Finally, instrumental variables used and discussed in section 3.4.1 are also summarized in 
table 1B; they are the percentage of subprime mortgage loans in 2006 from the HMDA dataset 
(census tract level and interest rates for 5/1 adjustable-rate mortgages are from Freddie mac 
(national monthly level). 
3.4 Empirical Results 
We first present the estimates from the base spatial dynamic panel data model (h = 0) and 
then describe the impulse response estimated using local projection method (h > 0).  Finally, we 
estimate the impulse response function using the standard panel VAR model for comparison. 
3.4.1 Spatial Dynamic Panel Data Estimation 
We first test four ways to estimate our base equation (1).  Table 3.3 presents the regression 
results from equation (1).  Four models are tested and all models deal with the unobserved factors 
- 𝜇𝑖.  In the first model, we use the fixed effects estimator.  This is a naïve test which ignores the 
potential bias (Nickell, 1981) from the de-mean process for dynamic panel data when T is relatively 
small.  In addition, it does not address the endogeneity of the contemporaneous spatial regressor.  
However, all interested variables achieve expected signs.  It indicates a negative correlation 
between number of foreclosures and housing prices, and a positive spillover effects from 
neighboring communities’ housing prices and its own temporal lags. 
In the second model, we used a spatial maximum likelihood estimator that can address the 
endogeneity of spatial and temporal lag terms.  While the coefficient estimate for foreclosures 
retains the same magnitude as in model 1, the spatial regressor has a much larger coefficient 
estimate (0.28).  If foreclosures are exogenous, the MLE estimator is sufficient.  However, since 
foreclosures are likely to be endogenous, this necessitates the application of an instrumental 
approach for spatial dynamic panel model (Kukenova and Monteiro, 2009; Elhorst, 2012).  
Therefore, we next use instrumental variables as an alternative approach to address and test 
potential endogeneity. 
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Table 3.3: Spatial Dynamic Panel Estimates 
  N=73, T=35, Obs=2555 (1) (2) (3) (4) 
Dependent: Housing Price (log) FE MLE FD-IV1 FD-IV2 
          
Number of Foreclosures -0.001*** -0.001*** -0.001*** -0.001*** 
 (0.000) (0.000) (0.000) (0.000) 
Lag price (log) 0.443*** 0.423*** 0.576*** 0.425*** 
 (0.038) (0.037) (0.095) (0.067) 
Spatial lag price (log) 0.155*** 0.280*** 0.198** 0.252*** 
 (0.047) (0.028) (0.088) (0.076) 
Other permits -0.000 -0.000* 0.000 0.000 
 (0.000) (0.000) (0.000) (0.000) 
Housing starts 0.000 -0.000 -0.001 -0.001 
 (0.001) (0.001) (0.001) (0.000) 
Rehabilitations -0.001*** -0.001*** -0.000 -0.000 
 (0.000) (0.000) (0.000) (0.000) 
Demolitions 0.000 0.000 0.001 0.001 
 (0.001) (0.001) (0.000) (0.000) 
Violations -0.001*** -0.000*** -0.000 -0.000 
 (0.000) (0.000) (0.000) (0.000) 
Unemployment rate -0.009*** -0.006** 0.003* 0.001 
 (0.003) (0.003) (0.002) (0.001) 
Vacancy rate -1.185** -0.873* -0.045 -0.030 
 (0.463) (0.453) (0.045) (0.040) 
Time trend -0.088*** -0.066***   
 (0.015) (0.012)   
Time trend square 0.008*** 0.006*** 0.006** 0.005** 
 (0.001) (0.001) (0.003) (0.002) 
Quarter 2 0.074*** 0.068*** 0.085*** 0.069*** 
 (0.012) (0.010) (0.013) (0.010) 
Quarter 3 0.055*** 0.048*** 0.070*** 0.063*** 
 (0.011) (0.010) (0.018) (0.016) 
Quarter 4 0.014 0.015* 0.062** 0.057*** 
 (0.008) (0.008) (0.024) (0.022) 
     
Observations 2,482 2,482 2,190 2,190 
R-squared/Adjusted R-squared 0.971 0.916   
Time trend Yes Yes Yes Yes 
Seasonal Dummy Yes Yes Yes Yes 
Community FE Yes Yes   
Clustered SE Yes Yes Yes Yes 
Underidentification test: LM stat   36.48*** 48.29*** 
Weak identification: F stat   6.83 9.08 
Overidentification test:     
  Hansen J   5.73 19.50 
  Difference-in-Sargan C   1.39 13.95 
Endogenous test:Chi-sq3     30.70*** 24.51*** 
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In the third and fourth model, we apply first differences31 to remove unobserved factors 
(𝜇𝑖) and then use instrumental variables to address the endogeneity issues of the differenced 
temporal lag (∆𝑦𝑖𝑡−1), spatial lag (∆𝑊𝑦𝑖𝑡) and foreclosures (∆𝐹𝑖𝑡).  Two sets of instrumental 
variables are tested.  The first set of instrumental variables (in model 3) includes temporal lagged 
terms, similar to the idea in the dynamic panel literature (Anderson and Hsiao, 1981; Arellano and 
Bond, 1991, 1995; Blundell and Bond, 1998).  Specifically, in column 3, we use t-3 to t-5 lag of 
dependent variable, t-1 to t-3 lag of spatial regressor and foreclosures.32  These lags are chosen 
based on tests of the identification and orthogonality of the instrumental variables.  An 
underidentification test was rejected indicating the model is identified, but weakly identified given 
the F-statistics.  The null hypothesis of overidentification test is accepted, indicating the 
orthogonality condition of all instruments are accepted.  Endogeneity test indicates differenced 
temporal lag, spatial lag and foreclosures are jointly endogenous, though the foreclosure variable 
by itself can be treated as an exogenous variable. 
To improve the weak correlation of instruments, in the column 4, we introduce some other 
excluded instruments into the instrument set used in column 3.  Variables related to foreclosures 
and merely influencing housing prices through foreclosures are good choices for instrumenting for 
foreclosures.  As many foreclosures are the consequences of subprime mortgage lending, therefore, 
we use the rate of subprime mortgage, interest rate for adjustable-rate mortgages and their 
interaction term as the instruments for foreclosures.33  Furthermore, neighboring communities’ 
housing characteristics (WX)34 at the mean are used as instruments for the spatial regressor.  Using 
                                                          
31 First-difference is also suggested from the unit root test which indicates potential instability in the housing 
prices. Im-Pesaran-Shin unit-root test (for panel data) results for housing prices reject the null hypothesis 
that all panels contain unit roots.  Moreover, when Augmented Dickey-Fuller unit-root test is used for each 
panel separately, some panels have units while some others do not. 
 
32 The t-2 lag of dependent variable are not used since the Arellano-Bond autocorrelation test found the 
differenced residuals are correlated up to the second order (AR(2)). Also, the results can vary largely 
depending on the choice of the lags. 
33 The percentage of subprime mortgages (out of the total mortgages) before the crisis (2006) can be a 
good instrument for foreclosures.  This subprime mortgage variable does not vary by time.  Thus, 
mortgage interest rate for adjustable-rate mortgages (national) is interacted with the subprime mortgage 
variables to get a community and time varying instrumental variables for the foreclosure variable. 
34 We also test including W2X in addition to WX, but the results barely change. 
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this set of instruments, identification is achieved that is stronger than column 3.35   Therefore, 
model 4 is preferred to model 3.   
Overall, results in column 2 and 4 are very similar both in their magnitudes and significance 
levels.  One more foreclosure in a community can induce a contemporaneous decrease in the 
housing prices by 0.1%.   A one percent increase in the neighbors’ housing prices of a community 
can induce this community’s housing prices by 0.25%-0.28% in the same quarter. 
3.4.2 Local Projection 
We choose model 4 as our base model estimation and apply the local projection method to 
derive the impulse response function through equation (2).  The h-th regression regresses the 
dependent variable on its h-th lagged independent variables return the h-th impulse.   
As h increases from 1 to 20, we plot 𝛽ℎ in order to visualize the responses of housing prices 
to shocks.  In figure 3.2 and 3.3, the impulse response of housing prices to shocks in foreclosures 
and neighboring communities respectively are plotted.  In general, the responses are largest in the 
first few quarters subsequent to the impulse and the impacts die out gradually by the eleventh 
quarter after the shock.  A one-standard-deviation shock in foreclosures (about 23) can induce an 
average of 1.6%36 quarterly decreases in the housing prices over 11 quarters and a cumulative 
impact of 18.7% (figure 3.2).   
Figure 3.3 presents the impulse response of housing prices to neighbors’ housing prices 
that is harder to obtain using the traditional panel VAR model but easy and straightforward using 
the local projection method.  A one percent increase in housing prices of a community’s 
neighboring communities can lead to an average 0.15% increase in this community’s housing 
prices over about 11 quarters, with a cumulative response of 1.8% (figure 3.3).  
 
                                                          
35 In column 3, F-statistics is 7.75 from Kleibergen-Paap Wald test and thus we can accept a nominal Wald 
test at significance level of 5% given a tolerance of 20% bias (corresponding to 5.78 of the Stock-Yogo 
weak ID test critical values).  In column 4, F-statistics is 10.42 and we can almost reduce our tolerance 
level to 10% bias (Stock-Yogo critical values for 10% bias is 10.56).  
36 For each period, the impulse is calculated through formula exp(?̂?ℎ)-1. 
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Note: The number of foreclosures is normalized, and the housing prices is in 
logarithm form. The coefficient indicate the 100*coefficient% change in 
housing prices given a one-standard-deviation shock in foreclosures.  
 
Figure 3.2: Response of housing prices to one-standard-deviation shock in 
foreclosures.  
 
 
Note: Both housing prices and the spatial lag prices are in logarithm form, thus 
the coefficients indicate the percentage of changes in housing prices given one 
percent shock in the neighbors’ prices.  
 
Figure 3.3: Response of housing prices to one unit shock in spatial lag prices. 
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3.4.3 Panel Vector Autoregression (VAR) 
We estimate the impulse response function using the standard panel VAR model.  In our 
panel VAR model, we do not include the spatial dependence term (Wy).37  Moreover, only four 
variables - sales, new construction permits, housing prices and foreclosures – are considered as 
endogenous variables in our system.38   Four lags of endogenous variables are included based on 
the overall coefficient of determination.39  Confidence intervals for IRF are generated by Monte-
Carlo simulation using 200 replications.  Since our focus of the paper is the persistence of 
foreclosure impact on housing prices, we focus on the impulse of housing prices from foreclosure 
shocks.  IRF for foreclosures upon housing price shocks and forecast error variance decomposition 
(FEVD) analysis are summarized in Appendix C.2. 
Figure 3.4 presents the estimated impulse response of housing prices from the shock in 
foreclosures.  There appears a clear trend that the prices start declining in the first quarter after the 
shock, reaching the lowest level by the fourth quarter (2.4%), and recovering gradually by the 15th 
quarter after the shock.  The trend derived by the panel VAR approach is smoother than the results 
from using the local projection method.40  There are several reasons to explain the differences: the 
restricted number of variables used in the VAR system of equations, the recursive approach to 
obtain the response and the omitted control of spatial dependence in the VAR approach. 
However, the overall trend and the magnitude of the responses are reasonably comparable.  
From the VAR approach, given a one-standard-deviation shock in the number of foreclosures, the 
cumulative impact of the shock on housing prices over the 15 quarters is about -19.5%.  This is 
not substantially different from the results from the local projection model presented in section 
4.1:  -18.7% cumulative response over 11 quarters. 
 
                                                          
37 We decide not to extend the VAR model with the spatial dependence in this chapter, but merely apply 
the standard VAR approach. The consideration of spatial dependence is achieved by using the local 
projection approach that is the primary method of this paper. 
38 The complexity of the system grows as the number of endogenous variables are included.  While the 
local projection method is applied through single equation estimation, it is much simpler by including 
other control variables.  
39 It’s implemented by using STATA command pvarsoc in pvar package.  
40 The response of some periods are not without ambiguity, but the overall trend is reasonable.   
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Note: Housing prices are in logarithm form. Shaded areas indicate 95% confidence 
interval generated by Monte-Carlo simulation. 
Figure 3.4: Impulse responses of housing prices to one-standard-deviation increase in 
the number of foreclosures.  
 
Furthermore, the comparative results from the panel VAR model in Calomiris et al. (2013) 
are six years of 1.7% decline in housing prices upon one-standard-deviation foreclosure shock. 
Compared to the 15 quarters (about 4 years) of 19.5% decline in housing prices, our study indicates 
a larger and less lasting impact of foreclosure shocks on housing prices.  A few reasons may explain 
the differences.  First, two studies are looking at different contexts and thus the magnitude can be 
different.  The former investigates the average state level across the country, while the later 
investigates the average community level within the city of Chicago.  Secondly, the different time 
length of the impact can be different due to the different measurements of foreclosures.  Calomiris 
et al. (2013) uses foreclosure starts as the measurement, while this study uses the foreclosure 
auctions as the measurement.  Since foreclosure itself is a process and intermediate stages of 
foreclosures can have impacts, the measurement of foreclosure starts in Calomiris et al. (2013) can 
thus indicate a longer impacted period of time41.  Though the different measurement of foreclosures 
                                                          
41 According to studies considered different stages of foreclosure process, foreclosure impact will increase 
as the delinquency lasts (Harding et al., 2009; Gerardi et al., 2015) and the impact will not appear until 1 
year after the foreclosures starts (Kobie and Lee, 2011). 
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can indicate the different timing of peak impact after the shock42, the trend after the peak are similar 
in both papers - the impact diminishes in about 11 to 12 quarters at the shock. 
 
3.5 Conclusion 
This paper contributes to fill a gap in the literature by first analyzing the persistence of 
foreclosure shocks and neighboring housing price shocks within a city.  The primary interest of 
this paper is to estimate how long foreclosure shocks have an impact on housing prices.  The 
trajectory of the housing price corresponding to foreclosure shock provides a more macro view of 
the foreclosure impacts compared to property level analysis.  At the same time, the persistence of 
neighboring price shocks on local housing prices is not only essential to a  more complete 
understanding of the spatial dynamics of housing price diffusion, but it is also essential to the 
explanation of the foreclosure impact transmission mechanism.  For example, only limited number 
of communities (22 out of 77) received the governmental initiated foreclosure impact mitigation 
through the Neighborhood Stabilization Program (NSP).  However, due to the spatial diffusion of 
housing prices, the positive impact of foreclosure impact mitigation could spread to nearby 
communities if not to all.  However, on the other hand, when foreclosures occurred dramatically 
during the recession, spatial diffusion of housing prices certainly further disseminated the negative 
impact of foreclosures.  As a result, the present results shed light on an area of growing interest to 
housing market practitioners and policy makers. 
Due to the endogeneity of both spatial and temporal lagged dependent variables as well as 
other explanatory variables, the estimation for spatial dynamic panel data model is subject to some 
challenges.  While it is more complex to include spatial regressor in the VAR model, the local 
projection method provides a relatively simple solution.   
 
  
                                                          
42 The peak impact in Calomiris et al. (2013) is around 8-12 quarters after the shock while the peak impact 
in our model is around 4 quarters after the shock. 
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APPENDIX A: CHAPTER ONE 
Table A.1: OLS Regression Results   
  (1) (2) (3) (4) 
Past 0-12 months         
0-0.1 mile -0.024*** -0.003 -0.009*** -0.008*** 
 (0.003) (0.002) (0.002) (0.003) 
0.1-0.2 mile 0.000 0.003** -0.001 -0.001 
 (0.001) (0.001) (0.001) (0.002) 
0.2-0.3 mile -0.007*** 0.001 -0.001 -0.000 
 (0.001) (0.001) (0.001) (0.001) 
Past 12-24 months     
0-0.1 mile -0.055*** -0.024*** -0.019*** -0.019*** 
 (0.003) (0.002) (0.002) (0.003) 
0.1-0.2 mile -0.023*** -0.013*** -0.008*** -0.006*** 
 (0.001) (0.001) (0.001) (0.002) 
0.2-0.3 mile -0.032*** -0.015*** -0.008*** -0.005*** 
 (0.001) (0.001) (0.001) (0.001) 
Number of bedrooms -0.091*** -0.012*** 0.012*** 0.022*** 
 (0.005) (0.004) (0.004) (0.005) 
Number of bathrooms 0.296*** 0.223*** 0.197*** 0.188*** 
 (0.006) (0.005) (0.006) (0.006) 
Log (square footage) 0.866*** 0.500*** 0.333*** 0.283*** 
 (0.013) (0.011) (0.013) (0.017) 
Foreclosure history -0.634*** -0.472*** -0.454*** -0.443*** 
 (0.008) (0.006) (0.010) (0.008)      
Foreclosure risk  -0.123*** -0.051*** 0.012 
  (0.002) (0.004) (0.020) 
Median household income  0.000*** 0.000*** 0.000*** 
  (0.000) (0.000) (0.000) 
Vacancy rate  -5.493*** -3.685***  
  (0.090) (0.303)  
Housing unit density  0.000*** 0.000*** 0.000 
  (0.000) (0.000) (0.000) 
Number of crimes  -0.001*** -0.001*** -0.001*** 
  (0.000) (0.000) (0.000) 
Constant 5.993*** 9.193*** 9.735*** 9.441*** 
 (0.189) (0.153) (0.099) (0.198)      
Observations 35,922 35,922 35,922 35,922 
Adjusted R-squared 0.628 0.768 0.835 0.860 
FE No No Community-Y-Q Tract-Y-Q 
Standard errors in parentheses are clustered at corresponding fixed effects.  *** p<0.01, ** p<0.05, * 
p<0.1 
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APPENDIX B: CHAPTER TWO 
 
B.1 Additional Regression Tables 
Tables in this appendix present the estimates for additional variables used in model 1-4 in 
table 2.3 in the main text, as well as the regression results using different project stages 
corresponding to figure 2.7. 
 
Table B.1: Difference-in-Differences Estimates: Different Control Group and Fixed Effects 
 (1) (2) (3) (4) 
 .3~.5 miles .2~.4 miles .2~.5 miles .4~.5 miles 
     
Post -0.039 -0.025 -0.035 -0.064 
 (0.053) (0.045) (0.049) (0.061) 
Ring 1 -0.014 -0.001 -0.011 -0.032 
 (0.047) (0.043) (0.043) (0.051) 
Ring 2 -0.002 0.006 0.001 -0.020 
 (0.034) (0.029) (0.029) (0.040) 
Ring 3 -0.006   -0.023 
 (0.028)   (0.035) 
Ring 4    -0.026 
    (0.031) 
Post*Ring 1 0.134** 0.117** 0.128** 0.160** 
 (0.061) (0.058) (0.057) (0.067) 
Post*Ring 2 0.035 0.025 0.029 0.062 
 (0.044) (0.040) (0.039) (0.053) 
Post*Ring 3 0.011   0.036 
 (0.039)   (0.049) 
Post*Ring 4    0.041 
    (0.045) 
Foreclosures 0~0.1 miles -0.021*** -0.022*** -0.021*** -0.021*** 
 (0.002) (0.002) (0.002) (0.002) 
Foreclosures 0.1~0.2 miles -0.005*** -0.004** -0.005*** -0.005*** 
 (0.001) (0.001) (0.001) (0.001) 
Foreclosures 0.2~0.3 miles -0.004*** -0.005*** -0.004*** -0.004*** 
 (0.001) (0.001) (0.001) (0.001) 
Demolitions  0~0.1 miles -0.032* -0.022 -0.032* -0.033* 
 (0.018) (0.020) (0.018) (0.018) 
Demolitions  0.1~0.2 miles -0.048*** -0.059*** -0.048*** -0.048*** 
 (0.010) (0.012) (0.010) (0.010) 
Demolitions  0.2~0.3 miles -0.018*** -0.023*** -0.018*** -0.018*** 
 (0.007) (0.007) (0.007) (0.007) 
Innovations  0~0.1 miles -0.002 -0.006 -0.002 -0.002 
 (0.006) (0.006) (0.006) (0.006) 
Innovations  0.1~0.2 miles 0.003 0.004 0.003 0.004 
 (0.003) (0.004) (0.003) (0.003) 
Innovations  0.2~0.3 miles 0.001 0.001 0.001 0.001 
 (0.002) (0.003) (0.002) (0.002) 
New constructions  0~0.1 miles -0.017 -0.019 -0.017 -0.017 
 (0.014) (0.015) (0.014) (0.014) 
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Table B.1 (cont.)     
New constructions  0.1~0.2 miles 0.005 0.006 0.005 0.005 
 (0.008) (0.009) (0.008) (0.008) 
New constructions  0.2~0.3 miles 0.001 0.006 0.001 0.001 
 (0.005) (0.006) (0.005) (0.005) 
Other permits  0~0.1 miles 0.005 0.004 0.005 0.005 
 (0.003) (0.003) (0.003) (0.003) 
Other permits 0.1~0.2 miles 0.000 0.000 0.000 0.000 
 (0.002) (0.002) (0.002) (0.002) 
Other permits  0.2~0.3 miles -0.001 -0.001 -0.001 -0.001 
 (0.001) (0.001) (0.001) (0.001) 
Constant 8.117*** 8.206*** 8.115*** 8.132*** 
 (0.220) (0.250) (0.220) (0.221) 
     
Observations 11,630 9,096 11,630 11,630 
Adjusted R-squared 0.733 0.728 0.733 0.733 
Fixed effects Tract*year Tract*year Tract*year Tract*year 
Quarter FE Yes Yes Yes Yes 
NO. of control 5818 5935 8786 2851 
Note: Standard errors are clustered at corresponding fixed effects level.  In all models, the following housing 
characteristics are included: bedrooms, bathrooms, log (square footage), building age category and property type 
dummy. Ring k is a dummy indicating the distance range to a sale’s closest NSP properties. For example, Ring 1 =1 
indicates the sale is 0~0.1 miles to its closest NSP properties.  Post dummy indicate if a home sale is made after any 
completed projects in the nearest ring.  ***, ** and * respectively indicates the significance of the estimate at 1%, 5% 
and 10% level.  
 
 
Table B.2: Difference-in-differences Estimates: Disaggregate Project Stages 
 (1)  
 Multiple Stages 
Stage 1*Ring 1 0.012   
 
 
 
 
 
Notes: 
 
Before Acquisition is omitted; 
 
Stage 1 - Between Acquisition and Start 
 
Stage 2 - Between Start and End 
 
Stage 3 - After End 
 
 
 (0.074)  
Stage 2*Ring 1 0.086  
 (0.082)  
Stage 3*Ring 1 0.134**  
 (0.066)  
Stage 1*Ring 2 -0.048  
 (0.063)  
Stage 2*Ring 2 0.036  
 (0.068)  
Stage 3*Ring 2 0.009  
 (0.048)  
Stage 1*Ring 3 0.051  
 (0.056)  
Stage 2*Ring 3 0.001  
 (0.057)  
Stage 3*Ring 3 0.013  
 (0.041)  
   
Observations 13,003  
Adjusted R-squared 0.731  
Fixed effects Tract*year  
Standard errors in parentheses; *** p<0.01, ** p<0.05, * p<0.1 
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B.2 Placebo Location Model 
The goal is to test whether the common trend assumption held between the treatment and 
control groups if NSP is not present.  Specifically, we re-estimate equation (1) using sampled 
points.  The only difference between the base model and the location placebo model is the dataset 
on which the regression is run.  The former use sales that are near the NSP properties treated in 
reality, while the later use sales that are near the placebo NSP properties sampled using propensity 
score matching from the pool of foreclosed properties that neither receive NSP grants, nor sold nor 
rehabbed by other programs.  Treatment dummy and time dummy are constructed in the same way 
as in the base model. 
B.2.1 Sampling 
Placebo NSP property locations are needed to select and thus sale price trend around them 
can provide counterfactual of differences in price trend between the nearby and distant areas 
around NSP properties if NSP treatment is absent.  Randomness is likely violated in non-
experimental settings.  In neighborhoods qualified to receive NSP grants, only a small number of 
foreclosures received the NSP grants due to the limited supply of funds.  Many foreclosed 
properties are not treated.  When the control reservoir is large, matched sampling can reduce the 
nonrandom sample selection bias otherwise would be brought by the indiscriminant choice of the 
control group (Rosenbaum & Rubin, 1985).  Thus, propensity score matching is used to generate 
these placebo NSP locations. 
We intent to mimic a randomization process with the predicted propensity scores 
conditioning on those control variables.  The rationale is that some observations have similar 
likelihood as the treatment to receive the grants, but they did not receive the grants;  they can 
provide counterfactuals for what could have happened around foreclosed properties if NSP grants 
were not received, since they are behaving like the treated in terms of the probability to receive 
NSP grants.  When only a small group out of the whole population is selected, it is important to 
select the appropriate comparison group to capture the counterfactual changes for the treatment 
group (Bondonio & Greenbaum, 2007).  Using matching to construct control groups is a much 
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more preferable way than randomly or indiscriminately using the whole control reservoir (Girma 
& Görg, 2007).   
B.2.2 Propensity Score Matching 
There are more than 3000 foreclosed properties considered in the matching procedure as 
the potential NSP locations.  We use two criteria for a potential NSP location.  First, to avoid the 
spillover effects of the real NSP locations, we only use REOs that are 0.8 miles away (0.5 miles 
away from real NSP location + 0.3 miles buffer area around the potential NSP location).  Then, 
according to the propensity scores from logit regression using neighborhood characteristics, the 
nearest neighbors are chosen.   
Nearest neighbor matching using propensity scores is applied.  Propensity score matching 
following Rosenbaum and Rubin (1983) has been widely used in the empirical literature.  This 
study also follows their approach to identify comparable locations that have similar distributions 
of observed variables as the NSP grant treated locations.  A logit model is first used to obtain the 
propensity score that indicates the probability that a neighborhood will receive the NSP grants.  
The logit model to be estimated is (Cox, 1972): 
log [P(X)/(1-P(X))]=α+f(X),          (3) 
where X is a set of control variables including individual level and neighborhood level 
characteristics before NSP, as well as criteria used for NSP allocation and pretreatment conditions 
at certain geographic levels.  These variables are selected since they may influence the decision of 
the NSP allocation or they are correlated with the housing sales price, such as foreclosure risk 
scores and housing price trend from 2008 to 2009.  Documentations of detailed selection procedure 
are not available, but we try to include available perspectives explicitly mentioned by the Chicago 
NSP and the Department of Planning and Development.  For example, the number of REOs in the 
surrounding area are included as a proxy for the number of available REOs since they mattered 
during the allocation process according to the Chicago NSP.  
B.2.2.1 Data 
HUD provides some variables as directions for grantees to allocate the grants.  The first 
variable is the percentage of families having income lower than 120 percent of the area median 
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income.  The second one is the foreclosure risk score, which indicates the chance of a particular 
area to experience foreclosures and abandonment (table B.3).   
Another data source for neighborhood level information is American Community Survey 
(ACS) 2004-2009 Estimates assembled by the United States Census Bureau.  Some local variables 
at the census block group level are selected to supplement the HUD dataset, including the 
percentage of single families in the housing stock, occupancy rate and percentage of families 
without earnings in the past 12 months.   
From the data portal of the city of Chicago, information from the Department of Buildings 
are downloadable.  Building violation inspection data are used to proxy the properties’ physical 
condition while building permits data are used to proxy construction related activities and 
investments.  Furthermore, 311 call records is also accessed from the data portal and used to 
indicate if a foreclosed home reported by its neighbors about its vacancy or abandoned situation. 
Finally, using the foreclosure and sales dataset, number of foreclosures and sale price changes in 
the nearby areas are constructed.   
Table B.3: Neighborhood Characteristics Before and After Matching 
  
Before 
Matching  
After 
Matching Source  
 NSP Non-NSP  Non-NSP  
Number of observations 122 3428  122 City of Chicago NSP 
Property Type (Single Family=1) 0.44 0.26  0.51 City of Chicago NSP 
Income<120%AMI (%) 0.90 0.73  0.90 HUD NSP1 
Foreclosure Risk Score 9.93 7.58  9.84 HUD NSP1 
Low Cost High Leverage Mortgage (%) 0.13 0.15  0.14 HUD NSP2 
Number of REOs 56.52 34.86  52.52 Foreclosure data 
Occupancy Rate (%) 0.45 0.48  0.47 ACS 2005-2009 
No Earnings_Past 12 Mons (%) 0.26 0.19  0.26 ACS 2005-2009 
Single Families (%) 0.24 0.28  0.28 ACS 2005-2009 
Home Sales in 2008 16.14 63.39  17.62 MLS 
Price change 2008-2009 (%) -0.36 -0.24  -0.36 MLS 
Price change square 0.23 0.12  0.28 MLS 
Latitude -87.67 -87.68  -87.68 ArcGIS 10.2.1 
Longitude 41.81 41.87  41.81 ArcGIS 10.2.1 
Violation 0.50 0.13  0.52 Department of Buildings 
Vacant 0.26 0.05  0.25 311 call 
Building Permits 2007 65.02 52.37  63.72 Department of Building 
Building Permits 2008 61.44 76.85  80.55 Department of Buildings 
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Note: The number of NSP locations are reduced to 122, after dropping NSP with missing values in these 
variables and those are in common support in matching. 
 
B.2.2.2 Logit Regression 
Logit regression results are reported in table B.4. Column 1 presents the results using only 
neighborhood information as the explanatory information. All HUD variable guiding the NSP 
allocation show expected signs with significance.  Foreclosed properties are more likely to receive 
NSP grants, if they are located in areas with larger percentage of low-middle-moderate income, 
higher foreclosure risk score and larger percentage of low cost high leverage loans.  The proxy for 
the number of available REOs also show significant effects on the decision of NSP allocation, as 
NSP program staff exclaimed. Three pre-intervention neighborhood environment variables from 
ACS also indicate significant effects.  Areas with historically higher homeownership occupancy 
rate, higher percentage of people without earnings and more multi-families are more likely to be 
treated.   The odds for being treated is concave in the sales price change. Foreclosed properties 
with violation as the result of building inspections and surrounded by more construction activities 
around are more likely to be selected. 
 
Table B.4: Estimates from Propensity Score Logit Model 
Dependent variable: NSP property or not  
  
Property Type (Single Family=1) 0.630*** 
 (0.224) 
Income<120%AMI (%) 7.344*** 
 (1.582) 
Foreclosure Risk Score 2.920*** 
 (0.416) 
Low Cost High Leverage Mortgage (%) 18.701*** 
 (2.523) 
Number of REOs 0.021*** 
 (0.005) 
Occupancy Rate (%) 1.983* 
 (1.036) 
No Earnings_Past 12 Mons (%) 1.545** 
 (0.727) 
Single Families (%) -3.563*** 
 (0.676) 
Home Sales in 2008 0.010 
 (0.010) 
Price change 2008-2009 (%) 1.170*** 
 (0.340) 
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Table B.4 (cont.)  
Square of Price change -0.616** 
 (0.280) 
Latitude 9.492*** 
 (3.654) 
Longitude -5.067 
 (3.145) 
Violation 0.854*** 
 (0.235) 
Vacant 0.142 
 (0.280) 
Building Permits 2007 0.003*** 
 (0.001) 
Building Permits 2008 0.003*** 
 (0.001) 
Constant 1,002.431*** 
 (249.111) 
  
Observations 3,567 
Standard errors in parentheses; *** p<0.01, ** p<0.05, * p<0.1 
 
 
Table B.5: Descriptive Statistics: Sales Near Placebo NSP Location Jan 2008-Sep 2014 in the City of Chicago 
  Mean SD Min Max 
Placebo sale sample (16618 observations)    
Sales Prices 171,885 149,184 5,000 740,000 
Square Footage 1,317 566.5 560 15,727 
Number of Bedrooms 2.7 1.1 1 10 
Number of Bathrooms 1.6 0.7 1 6 
Property Type (Single Family=1) 0.5 0.5 0 1 
Foreclosure Record (Foreclosed=1) 0.3 0.5 0 1 
Foreclosure 0~0.1 miles 2.5 4.5 0 32 
Foreclosure 0.1~0.2 miles 5.3 8.2 0 55 
Foreclosure 0.2~0.3 miles 7.2 11.1 0 76 
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B.3 Additional Maps Demonstrating the Project Areas 
 
Figure B.1: NSP Properties and Sales within 0.5 Miles by Areas    
 
80 
 
 
Figure B.2: NSP Properties and Sales within 0.5 Miles: Area 2, 4 and 5  
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B.4 Pictures for Concrete Cases 
We provide two concrete examples of NSP rehabilitation projects in the city of Chicago.  
All pictures below are searched from Google street view using the address information provided 
in the NSP rehabilitation project list. 
Case 1: The house in the middle of the pictures below is acquired through the NSP grant 
on 6/8/2011, rehabbed starting on 6/18/2012 and finishing on 8/1/2013.  Two pictures are 
respectively on Oct 2011 (before rehab) and Aug 2013 (after rehab).  After the rehab, there is a 
sign in front of the house advertising this house is newly renovated through NSP and is listed for 
sale.  Also, a little garden is visible in the front fenced yard.  The total cost to acquire and 
rehabilitate this property is $490,086. 
 
Source: Google map street views. 
Figure B.3: Before and After NSP Rehabilitation: Example 1 
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Case 2: The house in the middle of the pictures below is acquired through the NSP grant 
on 9/21/2009, rehabbed starting on 1/25/2010 and finishing on 4/29/2010.  Two pictures are 
respectively taken in Jul 2007 (before rehab and maybe in delinquency) and in Jul 2011 (after 
rehab).  There is a substantial building structure change on the second floor.  The total cost of 
acquisition and rehabilitation for this property is $323,549. 
 
Source: Google map street views. 
Figure B.4: Before and After NSP Rehabilitation: Example 2 
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Appendix C: CHAPTER THREE 
C.1 Data Demonstration 
Figure C.1 demonstrates the data used in h times of regression using local projection 
method.  Assuming a panel has n communities and 8 quarters (2008Q1-2009Q4).  Column 3 and 
4 indicate the normal data structure for X and Y used in standard balanced panel data model, i.e., 
they are contemporaneous.  When h = 0, we regress column 4 on column 3. 
When h = 1, column 5 is regressed on column 3.  In this case, the value of Y is one period 
after X.  Similar logic can be applied for other cases with h > 1 (moving the value of Y from column 
6 to its left).  In summary, to estimate the impulse response over h periods, h regressions need to 
be run and each regression targets the impulse for one specific period. 
 
Figure C.1: Demonstration of data structure used for local projection 
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C.2 Panel VAR Model Results: IRF and FEVD 
Figure C.2 reveals the impulse response of foreclosures upon one-standard-deviation of 
shocks in the housing prices (logarithm).  The number of foreclosures drops as a result of the 
positive shock in housing prices, and the impact vanishes as it reaches the 7th quarter after the 
shock.  The cumulative impact (over 7 quarters) of the shock in housing prices leads a decrease in 
the number of foreclosures by about 6.6 in community within a quarter. 
 
Note: Housing prices are in logarithm form. Shaded areas indicate 95% confidence 
interval generated by Monte-Carlo simulation. 
Figure C.2: Impulse responses of foreclosures to one-standard-deviation increase 
in housing prices.  
Forecast error variance decomposition (FEVD) allow us analyze the percentage 
contribution to the response of each variable at each period.  Based on the FEVD estimates (top 
graph in figure C.3), housing price shocks itself contribute primarily (74.0%-99.2%) to the forecast 
variance of housing prices.  The explanation power of foreclosures (0-8.7%) increases over time, 
as well as sales (0.7%-14.3%).  On the other hand, foreclosure shocks itself contribute mostly 
(78.4%-97.7%) to the forecast variance of foreclosures (bottom graph in figure C.3).  The second 
largest contributor is sales with its contribution growing over time (0-14.1%).  Housing prices are 
not important in explaining the forecast variance of foreclosures (almost stabilized around 2.1%-
4.1%). 
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In summary, the impact of foreclosures on housing prices last longer than the impact of 
housing prices on foreclosures; foreclosures play a more important role explaining the forecast 
variance of housing prices, compared to the role that housing prices play in explaining 
foreclosures’ forecast variance.  When the order of foreclosures and prices are switched, the IRF 
and FEVD estimates do not change much.  When the unemployment rate43 is added and ordered 
first in the system, these estimates generate similar trends though their magnitudes decrease. 
 
                                                          
43 It is worth noting that unemployment rate data does not vary by communities but only by time. 
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Figure C.3: Forecast error variance decomposition of housing prices (top) and foreclosures 
(bottom) explained by other endogenous variables in the system.  
 
 
