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Abstract
In the Online Machine Covering problem jobs, defined by their sizes, arrive one by one and have
to be assigned to m parallel and identical machines, with the goal of maximizing the load of the
least-loaded machine. Unfortunately, the classical model allows only fairly pessimistic performance
guarantees: The best possible deterministic ratio of m is achieved by the Greedy-strategy, and the
best known randomized algorithm has competitive ratio Õ(
√
m) which cannot be improved by more
than a logarithmic factor.
Modern results try to mitigate this by studying semi-online models, where additional information
about the job sequence is revealed in advance or extra resources are provided to the online algorithm.
In this work we study the Machine Covering problem in the recently popular random-order model.
Here no extra resources are present, but instead the adversary is weakened in that it can only
decide upon the input set while jobs are revealed uniformly at random. It is particularly relevant to
Machine Covering where lower bounds are usually associated to highly structured input sequences.
We first analyze Graham’s Greedy-strategy in this context and establish that its competitive





which is asymptotically tight. Then, as our main result,
we present an improved Õ( 4
√
m)-competitive algorithm for the problem. This result is achieved
by exploiting the extra information coming from the random order of the jobs, using sampling
techniques to devise an improved mechanism to distinguish jobs that are relatively large from small
ones. We complement this result with a first lower bound showing that no algorithm can have a





in the random-order model. This lower bound is achieved by
studying a novel variant of the Secretary problem, which could be of independent interest.
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1 Introduction
We study the Machine Covering problem, a fundamental load balancing problem where
n jobs have to be assigned (or scheduled) onto m identical parallel machines. Each job
is characterized by a non-negative size, and the goal is to maximize the smallest machine
load. This setting is motivated by applications where machines consume resources in order
to work, and the goal is to keep the whole system active for as long as possible. Machine
Covering has found additional applications in the sequencing of maintenance actions for
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aircraft engines [20] and in the design of robust Storage Area Networks [41]. The offline
problem, also known as Santa-Claus or Max-Min Allocation Problem, received quite some
research interest, see [44, 10, 6] and references therein. In particular, the problem is known to
be strongly NP-hard but to allow for a Polynomial-Time Approximation Scheme (PTAS) [44].
This paper focuses on the online version of the problem, where jobs arrive one by one
and must be assigned to some machine upon arrival. Lack of knowledge about future jobs
can enforce very bad decisions in terms of the quality of the constructed solutions: In a
classical lower bound sequence, m jobs of size 1 arrive first to the system and they must
be assigned to m different machines by a competitive deterministic online algorithm. Then
subsequent m− 1 jobs of size m arrive, which make the online algorithm perform poorly, see
Figure 1. Indeed, the best possible deterministic algorithm achieves a competitive ratio of
m [44], and if randomization is allowed, the best known competitive ratio is Õ(
√
m), which
is best possible up to logarithmic factors [7]. The corresponding lower bound also uses that




Figure 1 The instance showing that no deterministic algorithm is better than m-competitive for
Machine Covering. To the left, the best possible solution that an online algorithm can construct
achieves minimum load 1. To the right, the optimal minimum load is m.
Such restrictive facts have motivated the study of different semi-online models that provide
extra information [7, 14, 34, 37] or extra features [41, 42, 22, 16] to the online algorithm.
This work studies the Online Machine Covering problem in the increasingly popular
random-order model. In this model, jobs are still chosen worst possible by the adversary
but they are presented to the online algorithm in a uniformly random order. The random-
order model derives from the Secretary Problem [13, 35] and has been applied to a wide
variety of problems such as generalized Secretary problems [32, 8, 33, 18, 9], Scheduling
problems [39, 38, 2, 3], Packing problems [30, 31, 5, 4], Facility Location problems [36] and
Convex Optimization problems [25] among others. See also [26] for a survey chapter. It is
particularly relevant to Machine Covering, where hard instances force online algorithms to
make an irredeemable mistake right on the first m jobs due to some hidden large job class at
the end.






, and that this is asymptotically tight. We also develop an Õ( 4
√
m)-competitive
algorithm, providing evidence that known hardness results rely on “pathological” inputs, and





-competitive in this model.
1.1 Related Results
The most classical Scheduling problem is Makespan Minimization on parallel and identical
machines. Here, the goal is dual to Machine Covering; one wants to minimize the maximum
load among the machines. This problem is strongly NP-hard and there exists a PTAS [27].
The online setting received considerable research attention, and already in 1966 Graham
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showed that his famous Greedy-strategy is (2− 1/m)-competitive. A long line of research [21,
11, 29, 1, 19] starting in the 1990s lead to the currently best competitive ratio of 1.9201 due to
Fleischer and Wahl [19]. Regarding lower bounds, again after a sequence of results [17, 12, 24]
the current best one is 1.88 [40].
The landscape for Online Machine Covering differs considerably from Online Makespan
Minimization as discussed before, which has motivated the study of semi-online models to
deal with the implied hard restrictions. If the value of the optimal minimum load of the
instance is known in advance, Azar et al. have shown that a simple greedy algorithm already
is (2− 1/m)-competitive and that no algorithm can attain a competitive ratio better than
7/4 [7]. These bounds were improved by Ebenlendr et al. to 11/6 and 1.791 respectively [14].
In the bounded migration model, whenever a job of size p arrives, older jobs of total size at
most β · p can be reassigned to different machines. Sanders et al. [41] provide a 2-competitive
algorithm for β = 1. Later results [42, 22] study the interplay between improved competitive
ratios and larger values of β. Another semi-online model provides the online algorithm with
a reordering buffer, which is used to rearrange the input sequence “on the fly”. Epstein
et al. [16] provide a (Hm−1 + 1)-competitive algorithm using a buffer of size m − 1, and
show that this ratio cannot be improved for any sensible buffer size. These and many more
semi-online models have also been studied for Makespan Minimization, see the survey in [15]
and references therein.
The first Scheduling result in the random-order model is due to Osborn and Torng [39].
They establish that the Greedy-strategy for Makespan Minimization does not achieve a
competitive ratio better than 2 for general m. Recently, [2, 3] show that for Makespan
Minimization the random-order model allows for better performance guarantees than the
classical model. Molinaro [38] has studied the Online Load Balancing problem with the
objective to minimize general lp-norms of the machine loads, providing an algorithm that







model, where OPT denotes the optimal norm. Göbel et al. [23] have studied Average
Weighted Completion Time Minimization on one machine in the random-order model. Their
competitive ratio is logarithmic in the input length n for general job sizes and constant if
all jobs have size 1. To the best of our knowledge, no previous result is known for Online
Machine Covering in the random-order model.
1.2 Our Contribution





-competitive in the random-order
model. This is only a tiny, albeit significant improvement compared to worst-case orders.
Since the bound is tight, more refined strategies that make particular use of the characteristics
of the random-order model are required. The analysis also gives first intuitions about what
these characteristics are and also about the techniques used to analyze the main algorithm.
The following theorem summarizes the central result of this paper.
▶ Theorem 1. There exists a Õ( 4
√
m)-competitive algorithm for the online Machine Covering
problem in the random-order model.
In the classical online Machine Covering problem, difficult instances are usually related to
the inability of distinguishing “small” and “large” jobs induced by a lack of knowledge about
large job classes hidden at the end of the sequence. Figure 1 depicts the easiest example on
which deterministic schedulers cannot perform well as they cannot know that the first m jobs
are tiny. Azar and Epstein [7] ameliorate this by maintaining a randomized threshold, which
is used to distinguish small and large job sizes. They have to correctly classify up to m large
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jobs with constant probability while controlling the total size of incorrectly classified small
jobs, which leads to their randomized competitive ratio of Õ(
√
m). However, their lower
bound shows that general randomized algorithms are still unable to schedule the first m jobs
correctly with probability exceeding 1√
m
, again due to relevant job classes being hidden at
the end of the input.
Random-order arrival makes such hiding impossible. This already helps the Greedy-
strategy as now large jobs in the input are evenly distributed instead of being clustered
at the end. Our Õ( 4
√
m)-competitive algorithm enhances the path described previously by
making explicit use of the no-hiding-feature; it determines those large jobs the adversary
would have liked to hide. Information about large job sizes is, as is common in Secretary
problems, estimated in a sampling phase, which returns a threshold distinguishing all except
for
√
m of the large jobs. This reduction by a square root carries over to the competitive
ratio: We now can allow to misclassify these remaining
√
m jobs with a higher probability,




We complement the upper bound of Õ( 4
√






competitive ratio in the random-order model. Lower bounds in the random-order model are
usually considered hard to devise since one cannot hide larger pieces of input. Instead of
hiding large job classes, we figuratively make them hard to distinguish by adding noise. To
this end, we study a novel variant of the Secretary problem, the Talent Contest problem,
where the goal is to find a good but not too good candidate (or secretary).
More in detail, we want to pick the K-th best among a randomly permuted input set of
candidates. Unlike classical Secretary problems (or the more general Postdoc problem [43]),
we may pick several candidates as long as they are not better than the K-th candidate.
Furthermore, we interview candidates t times and make a decision at each arrival. In this
setting, information gained by earlier interviews helps the decisions required in later ones.
It can be proven that the expected number of times the desired candidate can be correctly
identified relates to the ability of distinguishing exactly the m−1 largest jobs from a Machine
Covering instance in the random-order model, and hence bounding the aforementioned
expected value allows us to obtain the desired hardness result.
1.3 Organization of the paper
In Section 2 we provide the required definitions and tools, and then in Section 3 analyze
the Greedy-algorithm in the context of random-order arrival. In Section 4 we present our
main algorithm and its analysis. Section 5 then introduces the Talent Contest Problem and
concludes with a lower bound for the best competitive ratio in the random-order model. Due
to space constraints, some proofs from Section 5 are deferred to the full version of the paper.
2 Preliminaries
In this section we introduce the main definitions and tools that are used along this work.
In the Machine Covering problem, we are given n jobs J = {J1, . . . , Jn}, specified by
their non-negative sizes pi, which are to be assigned onto m parallel and identical machines.
The load lM of a machine M is the sum of the sizes of all the jobs assigned to it. The goal is
to maximize the minimum load among the machines, i.e. to maximize minM lM .
To an online algorithm, jobs are revealed one-by-one and each has to be assigned
permanently and irrevocably before the next one is revealed. Formally, given the symmetric
group Sn on n elements, each permutation σ ∈ Sn defines the order in which the elements of
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J are revealed, namely J σ = (Jσ(1), . . . , Jσ(n)). Classically, the performance of an online
algorithm A is measured in terms of competitive analysis. That is, if we denote the minimum
machine load of A1 on J σ by A(J σ) and the minimum machine load an optimal offline
algorithm may achieve by OPT(J ) (which is independent on the order σ), one is interested




In the random-order model, the job order is chosen uniformly at random. We consider
the permutation group Sn as a probability space under the uniform distribution. Then,





σ). The competitive ratio in the random-order model of A is c = supJ
OPT(J )
Arom(J ) .
Throughout this work we will assume that n is known to the algorithm; this assumption
is common in the literature and it can be proven that it does not help in the adversarial
setting, see the full version of the article for details. When clear from the context, we will
omit the dependency on J .
Given 0 ≤ i ≤ n, let Pi = Pi[J ] refer to the size of the i-th largest job in J . Given
i ≥ 1, we define Li :=
∑
j≥i Pj to be the total size of jobs smaller than Pi. Note that the
terminology ’smaller’ uses an implicit tie breaker since there may be jobs of equal sizes.
3 Properties and Analysis of the Greedy-strategy
We now proceed with some useful properties of Graham’s Greedy-strategy. Recall that this
algorithm always schedules an incoming job on some least loaded machine breaking ties
arbitrarily. The following two lemmas recall useful standard properties of the algorithm,
which will help us later to restrict ourselves to simpler special instances.
▶ Lemma 2. The minimum load achieved by the Greedy-strategy is at least Pm.
Proof. If the m largest jobs get assigned to different machines, the bound holds directly. On
the other hand, if one of the m largest jobs Jj gets assigned to a machine that already had
one of the m largest jobs Jj′ , of size Pj′ , then at the arrival of Jj the minimum load was at
least Pj′ ≥ Pm, concluding the claim as the minimum load does not decrease through the
iterations. ◀
▶ Lemma 3. The minimum load achieved by the Greedy-strategy is, for each i ∈ {1, . . . , m},
bounded below by Lim − Pi.
Proof. For each machine M , let Jlast(M) be the last job assigned to machine M . Let
Jlast be the set of all these last jobs. If ALG denotes the minimum load achieved by the
Greedy-strategy, then the load of each machine M in the schedule is at most ALG + Jlast(M)
as jobs are iteratively assigned to a least loaded machine. Now remove the i− 1 largest jobs
in Jlast from the solution and let L̃ denote the total size of the remaining jobs in Jlast. Then
the total size of all remaining jobs is at most m ·ALG + L̃. On the other hand, since we only
removed i−1 jobs, the total size of the remaining jobs is at least Li. Since L̃ ≤ (m− i+1) ·Pi,
we have that Li ≤ m · ALG + (m− i + 1) · Pi. Hence, the minimum load achieved by the




m − Pi. ◀










i denotes the m-th harmonic
number. We also describe a family of instances showing that this analysis is asymptotically
tight.
1 In case A is randomized, we then refer to the expected minimum load.
2 Using the convention that 0/0 = 1 and a/0 = ∞ for a > 0.
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Order J σ:
load S0[J σ] load S1[J σ ] load Sk̃[J
σ]
Figure 2 A possible order J σ for an instance with k̃ < m large (dark) jobs. They partition the
sequence into sets of small (light) jobs, each one having total size Si(J σ), i = 0, . . . , k̃.
▶ Theorem 4. The Greedy-strategy is (2 + om(1)) mHm -competitive in the random-order model.
Proof. Thanks to Lemma 2 we can assume that Pm ≤ Hm2m OPT. We say that a job is large
if its size is larger than Hm2m OPT, otherwise it is small. Let k̃ < m be the number of large
jobs in the instance. Note that Lk̃+1 ≥ (m− k̃)OPT since in the optimal solution at most k̃
machines receive large jobs. Using Lemma 3 we may assume k̃ ≥ m−Hm, as otherwise we
are done.
For a given order J σ and 0 ≤ i ≤ k̃, let Si(J σ) be the total size of small jobs preceded
by precisely i large jobs with respect to J σ (see Figure 2). We will prove that the minimum











A machine is said to be full once it receives a large job, and notice that we can assume
that no full machine gets assigned further jobs as otherwise the minimum load would be
already at least Hm2m OPT. Consider the set of small jobs that arrive to the system before
the first large job in the sequence. At this point the average load of the machines is exactly
S0(J σ)
m and, since the upcoming large job gets assigned to a least loaded machine, the average
load of the remaining machines is still at least S0(J
σ)
m . Now the upcoming small jobs that
arrive before the second large job in the sequence get assigned only to these non-full machines,




m−1 . Since the following large job gets
assigned to the least loaded of these machines, the average load of the remaining ones is
still lower-bounded by this quantity. By iterating this argument, it can be seen that the






in a Greedy-strategy the load of two machines cannot differ by more than the size of the












m−i . If we pick σ ∼ Sn
uniformly at random and consider the number s(J) of large jobs that precede any fixed






































m−k̃ is a lower bound for OPT, which we will use later. The first factor is
decreasing as a function of k̃ ≤ m− 1, and consequently the expression is at least Hmm . Thus
E[S(J σ)] ≥ Hmm ·
Lk̃+1
m−k̃ .
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3 . Moreover, for two small jobs Ji



























For i ̸= j this bound is pessimistic. The correlation between s(Ji) and s(Jj) is positive but







































The last inequality uses again that Lk̃+1 ≥ (m− k̃)OPT. Hence, the standard deviation
SD[S(J σ)] is at most C3/2 Lk̃+1







































|E[S(J σ)]− S(J σ)| ≥ C−1/2 · σ[S(J σ)]
]
≤ C.
We conclude that with probability 1 − C the minimum load achieved by the Greedy-
strategy exceeds min
{








OPT. Thus its competitive
ratio in the random-order model is at most (1− C) mHm
1
( 12 −C)
= (2 + om(1)) mHm . ◀
▶ Theorem 5. The Greedy-strategy is not better than mHm -competitive in the random-order
model.
Proof. Consider the following instance for ε > 0: Job set J consists of m − 1 jobs of
size 1 and 1ε jobs of size ε. It is not difficult to see that OPT = 1 by assigning the jobs
of size 1 to different machines and the jobs of size ε together on the remaining machine.
Following a similar approach as the one above, interpreting the jobs of size 1 as large and
the rest as small, we can prove that for any given order J σ, the expected minimum load




m−i + εm. If now σ ∼ Sn is chosen
uniformly at random, then the minimum load achieved by the Greedy-strategy is at most∑m−1
i=0
1
m(m−i) + εm =
Hm
m + εm. In particular, the competitive ratio in the random-order
model of the Greedy-strategy is at most 1/( Hmm + εm) which approaches
m
Hm
as ε→ 0. ◀
4 An Õ( 4
√
m)-competitive algorithm
We now describe an improved competitive algorithm for the problem further exploiting the
extra features of the random-order model. More in detail, we devise a sampling-based method
to classify relatively large jobs (with respect to OPT). After this, we run a slight adaptation
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Figure 3 A comparison of the solution returned by the Greedy-strategy (left) and the optimal
solution (right) for some order σ of the instance defined in Theorem 4. Dark jobs have size 1 and
the remaining jobs have size ε > 0.
of the algorithm Partition due to Azar and Epstein [7] in order to distinguish large jobs that
our initial procedure could not classify, leading to strictly better approximation guarantees
(see Algorithm 1 for a description). We will assume w.l.o.g. that job sizes are rounded down
to powers of 2, which induces an extra multiplicative factor of at most 2 in the competitive
ratio.
4.1 Simple and Proper Inputs
Given an input sequence J , we call any job J large if its size is larger than OPT[J ]100 4√m , and we
call it small otherwise. Let k = k[J ] be the number of large jobs in J . Let Lsmall = Lk+1
be the total size of small jobs. The following definition allows to recognize instances where
the Greedy-strategy performs well, see Proposition 7.
▶ Definition 6. We call the input set J simple if either
The set J has size n < m,
There are at least m large jobs, i.e. k ≥ m, or
There are at most m−
4√
m3




Note that the first condition is mostly included for ease of notation; the third condition
implies that sequences with n < m−
4√
m3
50 are simple, which is good enough for our purposes
but somewhat clumsy to refer to.
▶ Proposition 7. The Greedy-strategy achieves minimum load at least OPT100 4√m on simple
inputs.
Proof. We consider each case from Definition 6 separately:
If the instance has less than m jobs, OPT = 0 and every algorithm is optimal.
If there are at least m large jobs in the instance, then the minimum load achieved by the
Greedy algorithm is at least Pm ≥ OPT100 4√m thanks to Lemma 2.
If there are at most m −
4√
m3
50 large jobs, then Lk+1 ≥
4√
m3
50 OPT as there are at least
4√
m3
50 machines without large jobs in the optimal solution. If we apply Lemma 3 with
i = k + 1, the minimum load achieved by the Greedy algorithm is at least OPT100 4√m . ◀
For an input set J which is not simple, let d := ⌈log2(m − k)⌉. Note that 0 ≤ d ≤⌈ 3
4 log(m)
⌉
. We say that such an instance J is proper (of degree d).
Algorithm 1 guesses a value t with probability Ω(1/ log(m)) to address in a different way





at the expense of an extra logarithmic factor in the competitive ratio. By Proposition 7,
simple instances are sufficiently handled by the Greedy-strategy. From now on we will
focus on proper instances of degree d and show that the corresponding case when t = d in
Algorithm 1 returns a O ( 4
√
m)-approximate solution.
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Algorithm 1 The online Algorithm for Random-Order Machine Covering.
Input: Job sequence J σ, m identical parallel machines.




} uniformly at random.
2: if t = −1, then Run the Greedy-strategy and return the computed solution.
3: else Partition the machines into 2t small machines and m− 2t large machines.
Phase 1 – Sampling.
4: Schedule the first n/8 jobs iteratively into a least loaded large machine.








-th largest job size among these first n/8 jobs.
Phase 2 – Partition.
6: τ ← 0
7: for j = n8 + 1, . . . , n do
8: if pσ(j) ≥ P ↑, then Schedule job Jσ(j) onto a least loaded large machine.
9: if pσ(j) > τ , then Update τ to pσ(j) with probability 19·2t√m .
10: if pσ(j) ≤ τ , then Schedule job Jσ(j) onto a least loaded small machine.
11: if pσ(j) > τ , then Schedule job Jσ(j) onto a least loaded large machine.
12: end for
13: return the computed solution.
4.2 Algorithm for Proper Inputs of Degree d
Let J be proper of degree d and assume without loss of generality that its size n is divisible
by 8 (an online algorithm can always simulate up to 7 extra jobs of size 0 to reduce to this
case). The algorithm, assuming d is guessed correctly, chooses 2d small machines Msmall,
while the other machines Mlarge are called large machines. The algorithm will always assign
the incoming job either to a least loaded small or to a least loaded large machine, the only
choice it has to make is to which set of machines the job will go. Theoretically, the goal
would be to assign all large jobs to large machines and all small ones to small machines
according to our definition. Large and small jobs, unfortunately, cannot be distinguished by
an online algorithm with certainty. Instead, we have to use randomization and expect a small
error. We aim for a small one-sided error, meaning that we want to avoid misclassifying
large jobs at all cost while incorrectly labeling very few small jobs as large.
The algorithm starts with a sampling phase: the first n8 jobs will be used for sampling
purposes, and since we yet lack good knowledge about what should be considered large,






among these elements. The following lemma shows that P ↑ can be used as a threshold to
distinguish most of the large jobs from small ones.
▶ Lemma 8. For proper sequences, it holds that P[Pk−8√m−2d ≥ P ↑ ≥ Pk] ≥ 13 .
Proof. Let nlarge be the number of large jobs among the first n8 jobs in the sequence. Notice
that nlarge obeys an hypergeometric distribution with parameters N = n (size of the total
population), K = k (number of elements with the desired property) and r = n8 (size of the






















Figure 4 The classification of large (dark) and small (light and dashed) jobs. During sampling,
all small jobs are misclassified (dashed ones). Threshold P ↑ classifies large jobs, while threshold τ
classifies small jobs. Jobs in between are conservatively classified as large, since misclassifying large
jobs is fatal. Increasing τ due to a small job is a helpful event as less small jobs will be misclassified.
On the other hand, increasing τ due to a large job below P ↑ is a fatal event as large jobs will be
misclassified. The choice of P ↑ ensures that fatal events are unlikely to happen.
If we use Cantelli’s inequality, a one-sided version of Chebyshev’s inequality, then





















Consider now n′large to be the number of the k − 8
√
m − 2d largest jobs among the n8
first jobs in the sequence. Similarly as before, n′large obeys an hypergeometric distribution
with parameters N = n, K = k − 8
√


















































↑] − P[P ↑ < Pk] ≥
1/3. ◀
After the aforementioned sampling phase is finished and P ↑ is known, the algorithm will
enter a partition phase. If a job now has size at least P ↑, it is assigned to the large machines
as it will be large with high probability. The large jobs below this value are the most difficult
to assign. To this end, we define a threshold value τ , which we initialize to 0. If the incoming
job has size at most τ we simply assign it to a least loaded small machine, but whenever
we encounter a job J of size p > τ , we set τ = p with probability 19·2d√m . If now p ≤ τ ,
which could happen if we just increased τ , we schedule J on the least loaded small machine.
Else, J is assigned to the least loaded machine in Mlarge (see Figure 4 for a depiction of the
procedure). As the following lemma shows, this procedure distinguishes all the large jobs
with constant probability.
▶ Lemma 9. All large jobs are scheduled onto large machines with constant probability.
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Proof. Let us assume that Pk−8√m−2d ≥ P ↑ ≥ Pk. Now, the statement of the lemma can
only be wrong if we decided to increase τ when encountering some large job of size less
than P ↑. By assumption there are less than 8
√





















The first inequality is Bernoulli’s inequality, the second one uses that d ≥ 1. The lemma
follows by multiplying with the probability from Lemma 8. ◀
We call an input sequence orderly if it satisfies the properties of Lemmas 8 and 9. The
following lemma shows that the total size of misclassified small jobs can be, in expectation,
bounded from above. This proof is an adaptation of one of the results from Azar and
Epstein [7], which we present for the sake of completeness.





Lsmall, even when conditioned on the input sequence being orderly.
Proof. Let L′small be the random variable corresponding to the size of small jobs assigned to







8 · (n− 1)! · pi =
1
8Lsmall.
Let us now bound the total size of misclassified small jobs in the partition phase. We
will define, for a given set of 18 · 2d 4
√
m small jobs of the same size pi (recall that jobs are
rounded down to powers of 2), the following event: after 9 · 2d 4
√
m jobs from the set arrived,
τ is at least pi. If this were not the case, τ was never updated at any of these 9 · 2d 4
√
m first













where we used the fact that e−x ≤ 1− x2 if 0 ≤ x ≤ 1. This implies that the probability of
the previous event occurring is at least 12 4√m .
Let S be the set of small jobs remaining after the sampling phase. We will partition S
into batches of 18 4
√
m jobs of the same size. There will be jobs that are not assigned to any
batch because there are not enough jobs of the same size to complete it, but the total size of
these jobs is at most














where the last inequality holds as there are at least 2d−1 machines in the optimal solution
without large jobs. For each of the batches, the probability of assigning at least half of its
size to small machines is bounded below by the probability of the previously described event
occurring, which is at least 12 4√m . Hence, the expected total size of small jobs assigned to

























To observe that we can condition on the sequence being orderly, it suffices to note that the
arguments work for every way to fix P ↑ and that they do not make any assumptions on τ
being increased at large jobs. ◀
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Putting all the previous ingredients together we can conclude the following proposition.
▶ Proposition 11. The previously described algorithm is O ( 4
√
m)-competitive in the random-
order model for the case of proper inputs of degree d.
Proof. By assumption, all k ≥ m − 2d large jobs are scheduled onto large machines. A
lower bound of Pk = OPT100 4√m for the minimum load achieved in the large machines follows











. The proposition follows from observing that Lsmall ≥ 2d−1OPT since
the optimal solution contains at least m− k ≥ 2d−1 machines with only small jobs. ◀
4.3 The Final Algorithm
As discussed before, our final algorithm first guesses whether the instance is simple or proper
of degree d. Then we apply the appropriate algorithm, the Greedy-strategy or the previously
described algorithm for the right degree. Since there are O(log(m)) many possibilities, this
guessing induces an extra logarithmic factor on the final competitive ratio, which concludes
the proof of Theorem 1 restated below.
▶ Theorem 1. There exists a Õ( 4
√
m)-competitive algorithm for the online Machine Covering
problem in the random-order model.
5 A Lower Bound for the Random-Order Model
The main difficulty for Online Machine Covering algorithms, including our main result, is
to tell large jobs apart from the largest small jobs. In this section we prove that doing so
is, to a certain extent, inherently hard. The main difference to adversarial models is that
hardness is not obtained through withholding information but rather through obscuring it.
This relates to some studied variants of the classical Secretary Problem such as the Postdoc
Problem [43] but requires additional features particularly catered to our needs.
5.1 The Talent Contest Problem
Consider the following selection problem: To a yearly talent show contest n candidates apply.
To appeal to a general audience, we try to exclude the best candidates because an imperfect
performance is more entertaining, but we also want to have at least an appropriate candidate
who can be presented as the winner. To do so, each candidate will participate in t trials
(each trial is considered as an arrival) and we must decide for every arrival if we mark the
candidate or not, meaning that we consider her to be the K-th best candidate or worse.
The global order in which candidates arrive for trials is uniformly distributed, thus at later
trials we have much more information to go by. Our final goal is to maximize the number of
trials for which we successfully marked the K-th best candidate without marking any better
candidate.
Formally, the Talent Contest problem is specified by three parameters K, n and t,
where K ≤ n. Candidates have pairwise different non-negative valuations v1, v2, . . . , vn,
and each candidate arrives t times; the arrival order is chosen uniformly at random. The
valuation of each candidate is revealed when the candidate arrives for the first time. We may
decide to mark each arrival or not, though once the next candidate arrives such marking
decision is permanent. For each value 1 ≤ h ≤ t we get one point if we marked the h-th
arrival of the K-th best candidate, but not the h-th arrival of any better candidate. In
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particular, we can get up to t points in total, one for each value of h. Let P (K, t, n) be the
expected number of points the optimal online algorithm scores given the three values K, t
and n. Similar to the classical Secretary problem, we are mostly interested in the limit case
P (K, t) = limn→∞ P (K, t, n).
We require for our desired results one extra technical definition. Given λ ≥ 1, we call
the valuations of candidates λ-steep if all candidate valuations are guaranteed to be at least
by a factor λ apart, i.e. minvi>vj vivj ≥ λ. It is possible to prove the following bound on the
expected value P (K, t), whose proof we defer to the full version of the paper.





, where ζ is the Riemann Zeta Function.
This bound still holds if we restrict ourselves to λ-steep valuations for some λ ≥ 1.
Roughly speaking, the proof relies on the fact that if an algorithm manages to perform
relatively well in the Talent Contest problem, then it could be used to guess the value of a
binomially distributed random variable. For the latter problem, difficulty can be directly
established. However, the proof involves more technical aspects as some few irregular orders
do not allow this reduction and have to be excluded beforehand. The property of λ-steepness
is ensured by choosing µ sufficiently large and applying the transformation v 7→ µv to each
valuation.
5.2 Reduction to Machine Covering
It is possible to show that the Talent Contest problem and the Online Machine Covering
problem in the random-order model are related as the following lemma states.
▶ Lemma 13. Given K and t, let m = (K − 1) · t + 1. No (possibly randomized) algorithm
for Machine Covering in the random-order model on m machines can be better than tP (K,t)+1 -
competitive.
Proof. Let λ > t. Consider any instance of the Talent Contest problem with λ-steep
valuations. We will treat the arrival sequence of candidates as a job sequence, where each
arrival corresponds to a job of size given by the valuation of the corresponding candidate.
We call the m− 1 = t(K − 1) jobs corresponding to the arrivals of the K largest candidates
large. The t jobs corresponding to the next candidate are called medium. Notice that the
size of a medium job is at most OP Tt as evidenced by the schedule that assigns each large
job on a separate machine and the t medium jobs onto the single remaining machine. Jobs







thus called small. They will become negligible for λ→∞.
Consider an online algorithm AMC for Machine Covering in the random-order model. We
will derive an algorithm AT C for the Talent Contest problem as follows: AT C marks each job
that gets assigned to a machine that already contains a job of the same size. Let P be the
number of points this strategy gets. We will first show that the schedule of AMC contains a
machine which has at most P + 1 medium jobs and no big job. For this we consider any fixed
input order, and if AMC is randomized, we consider any fixed outcome of its coin tosses.
For 2 ≤ i ≤ t, let wi be an indicator variable that is 1 if AT C gains a point for the i-th
arrival, i.e. if it marks the i-th arrival of the K-th best candidate but not the i-th arrival of
a better candidate; wi = 0 otherwise. Let also ri be an indicator variable that is 1 if AT C
marked the i-th arrival of the K-th best candidate but still loses due to also marking the
i-th arrival of a better candidate. Finally, let Msmall be the machines which do not receive a
large job in the schedule of AMC , and let Zmed be the average number of medium jobs on
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Since there are only m − 1 large jobs, of which at least
∑t
i=2 ri are scheduled on a
machine already containing a large job, we have that |Msmall| ≥ 1 +
∑t
i=2 ri. Let d ≥ 0
such that |Msmall| = 1 + d +
∑t
i=2 ri. Now, observe that
∑t
i=2(wi + ri) counts the number
of medium jobs that are placed on a machine already containing a medium job. Thus,
the number of medium jobs on machines in Msmall is at most |Msmall|+
∑t
i=2(wi + ri) =
1 + d +
∑t










. Let us assume that Zmed ≥ 2; then the term on the right
hand side increases if we set d and all ri to zero, and we obtain that Zmed ≤ 1 +
∑t
i=2 wi
and thus Zmed < 2 +
∑t
i=2 wi. To derive this inequality we assumed that Zmed ≥ 2 but it is
trivially true if Zmed < 2.
Now, let zmed be the least number of medium jobs on a machine in Msmall. Then
zmed ≤ Zmed < 2 +
∑t
i=2 wi. Since zmed and the right hand side are both integers, it holds




i=2 wi = P , the number of points obtained by algorithm
AT C for the Talent Contest problem, we have shown that the schedule of AMC contains a
machine M with at most P + 1 medium jobs and no large one as desired.
As argued before, each medium job has size at most OPTt and the small jobs have





conclusion, the expected load of the least loaded machine in the schedule of AMC is at
most P (K,t)+1K OPT +
OPT
λ−1 , given a worst-case input for the Talent Contest Problem. This
concludes the proof by taking λ→∞. ◀
By setting K = (t + 1)t and combining this with the lower bound in Lemma 12, we obtain
the following general lower bound.
▶ Theorem 14. The competitive ratio of no online algorithm for Machine Covering in the
random-order model, deterministic or randomized, is better than ⌊e
W (ln(m))⌋−1
1.16+o(1) . Here, W (x)






-competitive for Online Machine Covering in the random-order model.
Proof. Let K = (t+1)t. Then Lemma 12 yields P (K, t) ≤ ζ(t/2)2π ≤ 1.16+o(1). By Lemma 13





-competitive for m = (K − 1) · t + 1 < (t + 1)t+1.
We can always add a few jobs of large enough size so that the lower bound extends to larger
numbers of machines. The theorem follows since the inverse function of x 7→ (t + 1)t+1
is t 7→ eW (ln(m)) − 1; the second part uses the identity W (x) ≥ log(x) − log log(x) + ω(1),
see [28]. ◀
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