Abstract: Dedicated methods for dealing with curve interpolation and curve smoothing have been developed. One such method, Hurwitz-Radon Matrices (MHR), can be used in reconstruction and interpolation of curves in the plane. The method is based on a family of Hurwitz-Radon (HR) matrices. The matrices are skew-symmetric and possess columns composed of orthogonal vectors. The of Hurwitz-Radon Operator (OHR), built from these matrices, is described. It is shown how to create the orthogonal and discrete OHR and how to use it in a process of curve interpolation and modelling. The method needs suitable choice of nodes, i.e. points of the curve to be reconstructed: nodes should be settled at each local extremum and nodes should be monotonic in one of coordinates (for example equidistance). Application of MHR gives a very good interpolation accuracy in the process of modeling and reconstruction of the curve. Created from the family of N-1 HR matrices and completed with the identity matrix, the system of matrices is orthogonal only for vector spaces of dimensions N = 2, 4 or 8. Orthogonality of columns and rows is very important and significant for stability and high precision of calculations. The MHR method models the curve point by point without using any formula or function. Main features of the MHR method are: the accuracy of curve reconstruction depends on the number of nodes and method of choosing nodes, interpolation of L points of the curve has a computational cost of rank O(L), and the smoothing of the curve depends on the number of OHR operators used to build the average matrix operator. The problem of curve length estimation is also considered. Algorithms and numerical results are presented.
Introduction
The following question is important in mathematics and computer science: is it possible to find a method of curve interpolation in the plane without building the interpolation polynomials or other functions? This paper aims at giving the positive answer to this question [18] . This paper defines the problem statement as: given at least five key points of the curve (interpolation nodes) how this curve can be interpolated avoiding the limitations of classical interpolation methods? Current methods of curve interpolation [39] are based on classical polynomial interpolation: Newton, Lagrange or Hermite polynomials and spline curves which are piecewise polynomials [5, 7] . Classical methods cannot be used to interpolate functions are not cotinuously differentiable [1] such as the absolute value function ( ) = | | at = 0. If point (0,0) is one of the interpolation nodes, then precise polynomial interpolation of the absolute value function is very hard [11] . Also, when the graph of the interpolated function differs considerably from the shape of the interpolation polynomial, for example f(x)=1/x, interpolation is very difficult because of existing local extrema of the polynomial [33] . We cannot forget about the Runge's phenomenon: when interpolation nodes are equidistance then high-order polynomials oscillate toward at the ends of the interval, for example close to -1 and 1 with functions ( ) = 1/(1 + 25 2 ) [30, 37, 38] or ( ) = 1/(1 + 5 2 ). Of course there exist several well established methods: spline functions [2, 12, 34] , shape-preserving techniques [6, 28] , subdivision algorithms [3, 8, 31, 40] , Bezier curves, B-splines, NURBS [27, 32] and others [25] to overcome the above difficulties of polynomial interpolation, but matrix interpolation MHR (based on simple matrix calculations with low computational costs) seems to be quite novel in the area of interpolation. This paper deals with the problem of interpolation without computing the polynomials or any fixed functions. Values of nodes are used for building the orthogonal matrix operators and a linear (convex) combination of Hurwitz-Radon Operators (OHR) leads to the calculation of curve points. The main idea of the MHR method is that the curve is interpolated point by point by computing the unknown coordinates of the points. The only significant factors in the MHR method are: choosing the interpolation nodes, fixing the dimension of the HR matrix (N = 2, 4 or 8), and setting the number of OHR operators in the process of building the average OHR operator. Other characteristic features of the function or curve, such as the shape or similarity to polynomials, derivative or Runge's phenomenon, are not important in the process of MHR interpolation. The curve or function in the MHR method is parameterized for value α ∈ [0,1] in the range of two or more successive interpolation nodes [28] . Estimation of the curve length with high precision is possible increasing the number of curve points used. In this paper, computational algorithms are considered as well as the computational time. Complexity of calculations for one unknown point in Lagrange or Newton interpolation based on n nodes is connected with the computational cost of O( 2 ). Complexity of calculations for L unknown points in MHR interpolation based on n nodes is connected with the computational cost of rank O(L). This is a very important feature of the MHR method. The paper is organized as follows: Section 2 presents properties of Hurwitz-Radon matrices and the method of curve interpolation based on the average OHR operator. Section 3 deals with the numerical complexity of MHR calculations. Section 4 pays attention to fixing the interpolation nodes. Section 5 presents the way of curve smoothing in the MHR method. Section 6 deals with the problem of curve length estimation and describes numerical results using the MHR method. Section 7 presents conclusions and future work.
The method of Hurwitz-Radon Matrices
This section deals with the Hurwitz-Radon matrices, the OHR operators and the novel method of curve interpolation called MHR. Adolf Hurwitz (1859 Hurwitz ( -1919 and Johann Radon (1887 Radon ( -1956 ) published papers [13, 14, 29] about specific class of matrices in 1923.
Definition 2.1.
Matrices A , = 1 2 satisfying
are called a family of Hurwitz-Radon matrices.
A family of HR matrices (1) has important features: HR matrices are skew-symmetric (A 
The Hurwitz-Radon Operator (OHR)
Let us define the matrix W(w) (also named W ) and W(w 0 , w) for N = 2, 4 or 8 and w = (
where W
1
W N−1 belong to the HR family of matrices (1) with elements 0, ±1 and dimension N 0 = 0
are real numbers, and I N represents the identity matrix. The (OHR) operator M is built using W(w 0 , w). For N = 2 the matrices are (2):
For N = 4 the matrix W is a linear combination of three HR matrices and W (
For N = 8 the matrix W is a linear combination of seven HR matrices and W ( [4, 36] . The following equations (3):
determine the system of linear equations with solutions w 
According to (3):
The Operator of Hurwitz-Radon M satisfies
which means that
After some reductions in (4) we can construct OHR as follows (5)- (11) . Assume there is given a finite set of points of the curve, called further nodes (x ,y )∈ R 2 such that:
1. nodes (key points) are settled at each local extremum (maximum or minimum of the coordinate) and at least one point between two successive local extrema;
2. each node (x ,y ) is monotonic in coordinates x or y ; 3. there are at least five nodes for the curve.
Assume that the nodes belong to a curve in the plane. How can the whole curve be reconstructed using this discrete set of nodes? Proposed method [15, 16] is based on local, orthogonal matrix operators. Values of nodes' coordinates (x ,y ) are connected with HR matrices [31] built in N dimensional vector space. It is important that the HR matrices are skew-symmetric and only for dimensions N = 2, 4 or 8 columns and rows the HR matrices are orthogonal [26] . If one curve is described by a set of nodes {(x ,y ), i = 1,2,…,n} monotonic in coordinates x , then HR matrices combined with identity matrix are used to build an orthogonal and discrete Hurwitz-Radon Operator (OHR For nodes (
where
We can see that the components of vector u = (u
T , appearing in matrix M (7) are defined by (8) in the similar way to (6) but in terms of the coordinates of the above 8 nodes. Note that OHR operators (5)- (7) satisfy the condition of interpolation:
, N = 2, 4 or 8. If one curve is described by a set of nodes {(x ,y ), i = 1,2,…,n} monotonic in coordinates y , all calculations (5)- (8) 4 ) monotonic in y the reverse OHR of dimension N = 4 is constructed for (6):
where the components of the vector u = (u
T are defined in terms of (8) . Note that reverse OHR operators (9)-(11) satisfy the condition of interpolation
The method of Hurwitz-Radon Matrices
How can we compute coordinates of points settled between interpolation nodes? On a segment of a line every number "c" situated between "a" and "b" is described by a linear (convex) combination c = α·a+(1-α)·b ( Fig. 1 ) Figure 1 . Point "c" between "a" and "b".
When the nodes are monotonic in coordinates x , average OHR operator M 2 of dimension N = 2, 4 or 8 is constructed as follows:
with the operator M 0 built (5)- (7) 
as
The required formula is
in which components of vector Y(C) give the second coordinate of the points (x,y) corresponding to the first coordinate, given in terms of components of vector C. On the other hand, for coordinates y < y +1 it is possible to reconstruct the first coordinates of points (x,y):
After computing (15) or (18) for any α ∈ [0;1], we have a half of reconstructed points (j = 1 in Algorithm 1). Now it is necessary to find second half of unknown coordinates (j = 2 in Algorithm 1) for ). As we see the minimum number of interpolation nodes n = 2N+1 = 5, 9 or 17 using OHR operators of dimension N = 2, 4 or 8 respectively. If there are more nodes than 2N+1, the same calculations (12)- (20) have to be done for next range(s) or last range of 2N+1 nodes. For example, if n = 9 then we can use OHR operators of dimension N = 4 or OHR operators of dimension N = 2 for two subsets of nodes: {(x 1 ,y 1 ), …,(x 5 ,y 5 )} and {(x 5 ,y 5 ), …,(x 9 ,y 9 )}. We summarize this section in the following algorithm of points reconstruction for 2N+1 = 5, 9 or 17 successive nodes. 
Algorithm 1

Complexity of MHR calculations
In this section we consider the number of multiplications and divisions for the MHR method during reconstruction of K = L -n points having n interpolation nodes of the curve consists of L points. Let first coordinate c 1 of reconstructed point is situated between x 1 and x 2 :
Compute second coordinate of reconstructed point y(c (16):
After calculation (22): 
for r 1 = const., r 2 = const. depending on nodes' coordinates: see (23) . If nodes are monotonic in y , there is parameterization of curve points P settled between nodes (x 1 ,y 1 ) and (x 2 ,y 2 ): P( α) = (x(c 1 ), c 1 ) of rank α 2 for α ∈ [0;1]. The goal of this paper is not a reconstruction of single point, like for example (21) and (23), but interpolation of curve consists of L points. If we have n interpolation nodes, then there is K = L -n points to find using Algorithm 1 and MHR method. Now we consider the complexity of MHR calculations. The lowest computational cost appears in MHR method with five nodes and OHR operators of dimension N = 2. Therefore whole set of n nodes can be divided into subsets of five nodes. Then whole curve is to be reconstructed by Algorithm 1 with all subsets of five nodes: {(x 1 ,y 1 ), …, (x 5 ,y 5 )}, {(x 5 ,y 5 ), …, (x 9 ,y 9 )},{(x 9 ,y 9 ), …, (x 13 ,y 13 )}….If the last node (x ,y ) is indexed n = 4i +1 then we have to use last five nodes {(x −4 ,y −4 ), …, (x ,y )} in Algorithm 1. Advantage of using OHR operators of dimension N = 2 is described in Section 5, but first Section 4 deals with fixing the nodes, for example case of equidistance nodes and calculations (parameterization, interpolation error) connected with equidistance nodes.
Lemma 3.1.
Let n = 5, 9 or 17 is the number of interpolation nodes, let MHR method (Algorithm 1) is done for reconstruction of the curve consists of L points. Then MHR method is connected with the computational cost of rank O(L).
Proof. Using Algorithm 1 we have to reconstruct
Fixing the interpolation nodes
If nodes (x ,y ) are equidistance in coordinate x or y , then parameterization of unknown coordinate (23)- (24) 
Notice that estimation (27) has the biggest value 0.25| | for β = α = 0. 
Notice that estimations (27)- (28) (16) here is a formula of second coordinate reconstruction with first coordinate c 1 (21): 
So we have another parameterization (29) of the point P(α) = (c 1 , y(c 1 )) for N = 4 and β = 1 -α. Formula (29) doesn't include values y 5 and y 6 : Algorithm 1 with nine successive nodes (x ,y ), i = 1,2,…,9 equidistance in coordinate x is free of using y 5 and y 6 for computing second coordinate of the point settled between first and second node. Algorithm 1 deals with average OHR operators (13)- (14) (23)- (25) or (29) . It means that MHR method via Algorithm 1 gives curve interpolation with "sharp corner" in each node. So the reconstructed curve is not smooth in all interpolation nodes. Section 5 deals with the problem of curve smoothing.
Curve almost-smoothing
Assume that there is odd number of interpolation nodes (
) and all coordinates x or all coordinates y are settled proportionally in the first and second half of the nodes, including the case of equidistance nodes. For example dealing with coordinate x we have the condition of proportion for first and second half nodes (N = 2):
Values p 1 > > p −1 ∈ (0;1) with p 0 = 1 and p = 0 are crucial in the process of curve smoothing. In particular nodes equidistance in x satisfy (30).
Let M (i = 0,1,2,…,k) by an OHR operator of dimension N = 2 constructed (5) for nodes (x +1 ,y +1 ) and (x + +1 + +1 ). The average OHR operator M +1 is built as follows:
Average OHR operator M 2 in (13) is calculated using (31) for k = 1 and p 1 = 0. Coefficients si are computed:
for any coordinate c 1 situated between x 1 and x +1 (first half of nodes) as follows:
Notice that coefficients s (32) are similar to coefficients appearing in the Lagrange interpolation polynomial. Vector of second coordinates
is calculated:
We can say that (34) shows some kind of matrix version of Lagrange interpolation (looking at coefficients s ) in case N = 2 separately for first half of nodes (computing coordinate y for c 1 ) and second half of nodes (value y for c 2 ). Formula (34) gives a parameterization of any point P(α) = (c 1 , y(c 1 )) or (c 2 , y(c 2 )) of order α +1 . It means that reconstructed curve is smooth between nodes (x 1 ,y 1 ) and (x +1 ,y +1 ), also between nodes (x +1 ,y +1 ) and (x 2 +1 ,y 2 +1 ). Whole interpolated curve is not smooth at one point: a central node (x +1 +1 ). That's why the author wrote "almostsmoothing" in the title. Suitable selection of nodes is able to minimize this fact, especially on the screen with discrete set of pixels. So using the interpolation nodes (x 1 ,y 1 ), (x 2 ,y 2 ),…, (x 2 +1 ,y 2 +1 ) satisfying (30) we can build OHR operators M 0 ,…,M +1 of dimension N = 2 (lower computational costs than operators of dimension N = 4 or 8) and the reconstructed curve has a "sharp corner" only in the central node (x +1 ,y +1 ). OHR operators of dimension N = 4 have to be used if nodes are not proportionally distributed at each half, but proportionally distributed at each quarter of nodes (minimum nine nodes). Then there are three "sharp corners". OHR operators of dimension N = 8 have to be used if nodes are proportionally distributed at each one eigth of nodes (minimum 17 nodes). Then there are seven "sharp corners". 
Calculations in nodes: 
3) nine nodes ( 
If nodes (x 1 ,y 1 ), (x 2 ,y 2 ),…, (x 2 +1 ,y 2 +1 ) are monotonic in coordinate y and these coordinates are settled proportionally at first and second half of the nodes, formula (30) is exchanged:
All calculations (31)- (34) :
Vector of first coordinates
T is computed as follows:
Here is the example for five nodes ( We summarize this section in the following algorithm. Comparing MHR method with Bezier curves one important fact is worth mentioning: a small change of one characteristic point can result a big change of Bezier curves. This feature does not occur in MHR method.
Conclusions and future extensions
This paper confirms the expected benefits following from the proposed approach in comparison with classical interpolation methods. The results of the novel MHR method leads to the possibility of direct applications of the proposed method, for example in numerical methods: length of the curve, solving of nonlinear equations and curve extrapolation; computer graphics: object transformation and graph of the function; image processing: shape representation [19, 21] , shape coefficients [17] and contour parameterization [23] ; artificial intelligence: object recognition [22] . The method of HurwitzRadon Matrices in the first version (Algorithm 1 for non-proportional distributed nodes) or te second version (Algorithm 2 for proportional distribution of the nodes) leads to curve interpolation depending on the number of nodes and location of the nodes. No characteristic features of the curve are important in the MHR method: failing to be differentiable at any point, the Runge's phenomenon or differences from the shape of polynomials. These features are very significant for classical polynomial interpolations.
The MHR method gives the possibility of reconstruction a a curve consisting of several parts, for example a closed curve (contour). The only condition is to have a set of nodes for each part of a curve according to assumptions in Algorithm 1 or Algorithm 2. These algorithms have difficulties with smooth curves: a curve interpolated by Algorithm 1 is not smooth in all nodes, whereas curve interpolated by Algorithm 2 is "almost-smooth": not smooth in the central node (also not smooth at the first node and last node during interpolation of a curve consisting of several parts). The MHR method is useful in discrete mathematics and computer sciences: a graph of a function or curve is never done precisely on the screen. Having a finite set of pixels, the interpolated curve is seen appropriately with points where it is not smooth. A suitable set of nodes is responsible for a graph in discrete mathematics and for good estimation of curve length. Curve modelling [20] (13)- (14) are built by successive 4, 8 or 16 nodes, has smaller computational costs than using all nodes; significant is the fact that changing node coordinates (x ,y ) with for example index i = 2, the calculated values of points' coordinates between nodes with index, for example i = 25 and i = 26, will be unchanged.
Future works are connected with: geometrical transformations of curves (translations, rotations, scaling) -only nodes are transformed and new curves (for example contour of the object) for new nodes can be reconstructed; estimation of an object area in the plane using nodes of the object's contour; possibility of applying te MHR method to three-dimensional curves [15, 16] . Future works will also address smoothing the curve in all nodes and parameterization of whole curve.
