Introduction
Rule discovery is popular in the field of machine learning and data mining. Rule learning techniques have largely focussed on finding compact sets of rules that can be used for classification. On the other hand, approaches within data mining have concentrated on finding all rules that satisfy a set of constraints (typically based on support and confidence). Recently, these two approaches have been integrated in that a number of different research groups have developed tools for classification based on association rule discovery (associative classification). These tools such as CBA [1] and CMAR [2] in a first phase typically discover all association rules and then post-process the resulting rule sets in order to retain only a small number of suitable rules. Several studies [6, 1, 2] have shown that the obtained rule sets often perform better or comparable to those obtained using more traditional rule learning algorithms such as PART [4] , Ripper [3] or CN2 [7] .
We present a novel approach to associative classification, called CorClass (correlated classification). CorClass directly aims at finding the k best correlated association rules for classification, adapting a technique due to Morishita and Sese [8] . The advantage is that this is not only more efficient (no post-processing is necessary) but also more elegant in that it is a direct approach. To the best of the authors' knowledge, it is the first time that Morishita and Sese's framework is being applied to discovery of classification rules.
When using association rules for classification, one needs to employ a strategy for combining the predictions of different association rules. In [6] several approaches have been evaluated and compared to existing techniques.
The remainder of the paper is structured as follows. In the next section the basic terminology used throughout the paper is introduced. In section 3 we explain how an extension of Morishita's approach to a single multi-valued target attribute can be derived and explain the algorithm used for mining the rules. Different strategies for combining derived rules following [6] are introduced in section 4. In section 5, the experimental setup and results will be presented and we conclude in section 6.
Preliminaries

Association Rule Mining
Let A = {A 1 , ..., A d } a set of attributes, V[A] = {v 1 , ..., v j } the domain of attribute A, C = {c 1 , ..., c t } a set of possible class values for class attribute C. An instance e is then a tuple v 1 , ..., v d with v i ∈ V[A i ]. The multiset of instances E = {e 1 , ..., e n } is called a data set.
Definition 2 (Association rule) An association rule r is of the form b r ⇒ h r with b r of the form l 1 ∧...∧l i called the rule body and h r of the form l 1 ∧...∧l j , b r ∩ h r = ∅ the rule head. An instance e satisfies b r iff it satisfies all literals in b r and it satisfies r iff it satisfies h r as well.
Definition 3 (Support and Confidence) For a given rule r of the form b r ⇒ h r , sup(r) = |{e | e ∈ E, e satisfies r}| is called the support of r on D, conf(r) = sup(r) |{e | e ∈ E, e satisfies b r }| the confidence of r.
Association Rules for Classification
When learning in a classification setting, one starts from a databases of instances and a target class attribute. The goal is then to induce a set of rules with the class attribute in the rule head. In this context, only association rules relating the rule body to a certain class value are of interest. In the literature on associative classification the term class association rule has been introduced to distinguish such rules from regular association rules whose head may consist of an arbitrary conjunction of literals.
Definition 4 (Class Association Rule) A class association rule r is of the form b r → h r with b r of the form l 1 ∧ ... ∧ l r called the rule body and h r of the form C = c i the rule head, where C is the class attribute.
Satisfaction of a rule is treated as above. For an unclassified example satisfying b r the rule predicts class c i . Support and confidence are defined as above. For convenience we will write b r ⇒ c for b r ⇒ C = c and sup(c) for sup(C = c) from now on. Note that confidence is called accuracy in the context of rule induction.
Rule sets can then be applied to classify examples. To this aim, one combines the predictions of all rules whose body satisfies the example. If there is only one rule, then the corresponding value in the head is predicted; if there is no rule body satisfying the example, then a default class is predicted; and if there are multiple rule bodies satisfying the example, then their predictions must be combined. Various strategies for realizing this are discussed in section 4.
Many different rule learning algorithms are presented in the literature, cf. [7, 5, 4, 3] . A relatively recent approach to rule learning is associative classification, which combines well-developed techniques for association rule mining such as [9, 10] with post-processing techniques. Several such techniques are discussed in the next section.
Methodology
Current Approaches to Associative Classification
In association rule mining the usual framework calls for the user to specify two parameters, sup min and conf min . The parameter sup min defines the minimum number of instances that have to satisfy a rule r for r to be considered interesting. Similarly conf min sets a minimum confidence that a rule has to achieve.
In [1] , the first approach to associative classification, rules are mined with sup min = 1% and conf min = 50% using apriori [9] . Once all class association rules satisfying these constraints are found, the rules are ranked based on confidence, support and generality and an obligatory pruning step based on database coverage is performed. Rules are considered sequentially in descending order and training instances satisfying a rule are marked. If a rule classifies at least one instance correctly, the instances satisfying it are removed. An optional pruning step based on a pessimistic error estimate [5] , can also be performed. The resulting set of classification rules is used as an ordered decision list.
In [2] , the mining process uses similar support and confidence thresholds and employs FP-growth [10] . Pruning is again performed after mining all rules and involves a database coverage scheme, and also removes all rules that do not correlate positively with the class attribute. Classification of an example is decided by a weighted combination of the values of rules it satisfies. The weight is derived by calculating the χ 2 -value of the rules and normalized by the maximum χ 2 -value a rule could have to penalize rules favoring minority classes. For a more thorough discussion see [2] .
In [6] , both apriori (with similar parameters to the CBA setting) and predictive apriori [11] are employed. In predictive apriori, the confidence of rules is corrected by support and rules with small support are penalized, since those will probably not generalize well. For a more in-depth explanation we refer the reader to the work of Scheffer [11] . The resulting rule sets are employed both pruned (in the manner used by CBA) and unpruned. Classification is decided using different schemes that are described in section 4
There are a few problems with the support-confidence framework. If the minimal support is too high, highly predictive rules will probably be missed. Is the support threshold set too low, the search space increases vastly, prolonging the mining phase, and the resulting rule set will very likely contain many useless and redundant rules. Deciding on a good value of sup min is therefore not easy. Also, since the quality of rules is assessed by looking at their confidence, highly specialized rules will be preferred. Previous works [11, 2] attempt to correct this by penalizing minority rules during the mining and prediction step respectively. Finally, for the support based techniques it is necessary to mine all rules satisfying the support-and confidence-thresholds and extract the set of prediction rules in a post-processing step.
Correlation measures have, as far as we know, so far not been used as search criteria. The reason lies in the fact that measures such as entropy gain, χ 2 etc. are neither anti-monotonic nor monotonic, succinct or convertible and therefore do not lend themselves as pruning criteria very well. Morishita et al in [8] introduced a method for calculating upper bounds on the values attainable by specializations of the rule currently considered. This effectively makes convex correlation measures anti-monotonic and therefore pruning based on their values possible.
Correlation measures quantify the difference between the conditional probability of the occurence of a class in a subpopulation and the unconditional occurence in the entire data set. They typically normalize this value with the size of the population considered. This means that predictive rules will be found that are not overly specific. Additionally setting a threshold for pruning rules can be based on significance assessments, which may be more intuitive than support. The upper bound finally allows dynamic raising of the pruning threshold, differing from the fixed minimal support used in existing techniques. This will result in earlier termination of the mining process. Since the quality criterion for rules is used directly for pruning, no post-processing of the discovered rule set is necessary.
In the next section we will briefly sketch Morishita's approach and outline how to extend it to a multi-value class variable. This will then be used to find the rules sets for classification. 
Correlation measures and Convexity
Let n = |E|, m = sup(c) for a given class value c and x = sup(b r ), y = sup(r) for given rule r of the form b r ⇒ c. A contingency table reflecting these values is shown in table 1. Since virtually all correlation measures quantify the difference between expected and observed distributions, such measures σ can, for fixed E, be viewed as functions f (x, y) : N 2 → R. The tuple x, y characterizing a rule's behavior w.r.t. a given data set is called a stamp point.
The set of actual future stamp points S act of refinements of r is unknown until these refinements are created and evaluated on the data set. But the current stamp point bounds the set of possible future stamp points S poss . For the 2-dimensional case they fall inside the parallelogram defined by the vertices 0, 0 , y, y , x − y, 0 , x, y , cf. [8] .
Quite a few correlation functions are convex (χ 2 , information gain, gini index, interclass variance, category utility, weighted relative accuracy etc.). Convex functions take their extreme values at the points on the convex hull of their domain. So by evaluating f at the convex hull of S poss (the vertices of the parallelogram mentioned above), it is possible to obtain the extreme values bounding the values of σ attainable by refinements of the r. Furthermore, since 0, 0 characterizes a rule that is not satisfied by a single instance and x, y a rule of higher complexity that conveys no additional information, the upper bound of σ(r ) for any specialization r of r is calculated as max{f (x − y, 0), f (y, y)}. The first of the two terms evaluates a rule that covers no example of the class c and in a two-class problem therefore perfectly classifies ¬c, while the second term evaluates a rule that has 100% accuracy with regard to c.
Multi-Valued Target Attribute
A similar contingency table to the one shown in table 1 can be constructed for more than two classes (which cannot be treated as c and ¬c anymore). An example for such a table is shown in table 2.
The body defined by the vertices 0, 0, 0 , x − y 1 , 0, y 2 , x − y 2 , y 1 , 0 , x − (y 1 +y 2 ), 0, 0 , y 1 +y 2 , y 1 , y 2 , y 2 , 0, y 2 , y 1 , y 1 , 0 , x, y 1 , y 2 encloses all stamp points that can be induced by specializations of the current rule. This can of course be extended to a higher number of classes. It has to be kept in mind though that 2 t number of points will be induced for t classes. 
Similar to the 2-dimensional approach, an upper bound on the future value of class association rules derived from the current rule can be calculated. For the remainder of this paper we will refer to this upper bound for a given rule as ub σ (r). Following the argument for the 2-dimensional case, the tuples 0, 0, 0 and x, y 1 , y 2 can be ignored.
The CorClass Algorithm
The upper bound allows for two types of pruning w.r.t. the actual mining process. First, the user can specify a threshold which might be based on e.g. significance for χ 2 . It should be easier to find a meaningful threshold than it is when looking for a minimal support that does not lead to the creation of too many rules but at the same time captures many interesting and useful ones. Second, the goal can be to mine for a user specified maximum number k of rules in which case the threshold is raised dynamically. We will only describe the k-best algorithm here since deriving the threshold-based algorithm should be straightforward. The algorithm is listed in figure 1 .
The algorithm starts from the most general rule body (denoted by ). We use an optimal refinement operator (denoted by ρ in the listing). This refinement operator is defined as follows :
is called an optimal refinement operator.
The operator guarantees that all rules can be derived from in exactly one possible way. So, no rule is generated more than once. Since only literals are added whose upper bound exceeds the threshold, the value of the refinement has a chance of exceeding or matching the current threshold, if ub(r) ≥ τ .
In each iteration of the algorithm, the rule body with the highest upper bound is selected for refinement. The support counts x and y i for the resulting rules are computed and the score and the upper bound is calculated. 
Now decisions have to be made about:
1. Raising the threshold τ . 2. Including the current rule in the temporary solution set S. 3. Including the current rule in the set of promising rules P i.e. the set of
candidates for future refinement. Decisions 1. and 2. are actually combined since looking up the threshold is implemented by returning the score of the lowest-ranked rule r k currently in the solution set. The decision on whether to include the current rule r in the temporary solution set is based on three criteria. First, σ(r) has to exceed or match σ(r k ) of course. Second, if there already is a rule with the same σ-value the question is, whether it is a generalization of r. So, r is only included if it has a different support, since otherwise it includes at least one literal giving no additional information. This decision is denoted by the predicate qual in the algorithm listing (figure 1). If r is included, r k is removed and the threshold raised to σ(r k−1 ). After processing all refinements the set of promising rules is pruned by removing all rules with ub σ (r i ) < σ(r k ). Also, all refinements whose upper bound exceeds the threshold are included in the promising set. In this way, a branch-and-bound algorithm is realized that never traverses parts of the search space known to lead to suboptimal rules.
The algorithm terminates once there is no candidate remaining for refinement. During mining, the rules in the solution set are already ranked by (1) score, (2) generality, and (3) support. The majority class of all instances satisfying a rule is set as the head. Should not all training instances be covered, the majority class of the remaining ones is set as the default class. 
Combination Strategies
When applying a set of discovered rules for classifying an example, it may be necessary to combine the predictions of multiple rules satisfying the example or to resolve the conflicts between them. Various strategies for realizing this have been considered. We discuss the approaches we evaluate below, following [6] .
Decision List
The most straightforward approach is to use the list of rules created as a decision list (since rules are ranked by quality according to some criterion) and use the first rule satisfied by an example for classification. This approach is chosen by CBA [1] . To compare the quality of the rules found by our solution to CBA's, we will use this approach as well.
Weighted Combination
The alternative consists of using a weighted combination of all rules being satisfied by an as yet unseen example for classification. The general way to do this is to collect all such rules, assign each one a specific weight and for each c i predicted by at least one rule sum up the weights of corresponding rules. The class value having the highest value is returned. In the literature on associative classification [6, 2] , several approaches for conflict resolution are explored. Among these are:
-Majority Voting [6] : all rules get assigned the weight 1.
-Linear Weight Voting [6] : a rule r is assigned the weight
where rank(r) is the rank a rule has in the list returned by the algorithm and rank max the number of rules returned in total. -Inverse Weight Voting [6] : a rule r is assigned the weight
2 is proposed. Since some improvement with regard to the decision list approach is reported, we use this weight as well in our experiments.
Even though other conflict resolution strategies, e.g. naive Bayes [12] and double induction [13] , have been proposed, we do not employ these strategies in our experiments. The main reason for this is that our focus was on comparing our rule discovery approach to established techniques and we use [6] 
Experiments
To compare our approach to existing techniques, we use the results of the experiments by Stefan Mutter, published in [6] . We also compare CorClass to CMAR and for this comparison use the results published in [2] . Our choice of data sets is somewhat limited by the need for comparison with existing work. We used information gain, χ 2 and category utility [14] as σ. The columns reporting on the classification accuracy of a metric are headed Gain,χ 2 and CU respectively. Predictive accuracies in [6] are estimated using stratified 10-fold cross validation followed by discretization of numerical attributes using Fayyad and Irani's MDL method [15] . To facilitate a fair comparison we choose the same evaluation method for CorClass. In the experiments, k was set to 1000 for CorClass.
Results
The accuracies reported in [6] were obtained using rule sets of size 10-1000. In addition different pruning techniques were evaluated. Due to space restrictions we used the best accuracy apriori and predictive apriori obtained, regardless of rule set size or pruning method, for comparison. The results for the different combination strategies are shown in tables 3,4,5 and 6. CBA results are considered in the table that reports on the results for decision lists since it uses a (pruned) decision list. The values for CBA are also taken from [6] . Note that the authors report that they have not been able to reproduce the results in [1] , neither using the executable obtained from the authors of [1] nor using their own re-implementation.
The tables list the average predictive accuracy and the standard deviation for each combination of correlation measure and conflict resolution strategy. Bold values denote the best accuracy for the respective data set and combination strategy. As can be seen, CorClass on almost all occasions achieves best accuracy or comes very close. This is most noticeable for the Breast-w and Iris data sets on which the different CorClass versions perform very well for all combination strategies. The only set on which CorClass constantly achieves worse accuracy than the other techniques is the Tic-Tac-Toe set. This is caused by the fact that a single literal already restricts coverage quite severely without having any discriminative power. To reliably predict whether x will win, one needs at least three literals. So, the discriminative rules are penalized by correlation measures because their coverage is low.
Results derived using the weighted -χ 2 heuristic are compared to the accuracies reported in [2] (table 7) . It is not entirely clear how the accuracy estimates in [2] were obtained.
The only data set among these on which CMAR performs noticeably better than CorClass is again the Tic-Tac-Toe set. It is interesting to see, that using the weighted -χ 2 heuristic improves CorClass' performance on the Tic-Tac-Toe data set strongly when compared to the other weighting schemes. [16] . CorClass compares well to those techniques as well. It outperforms them on the Breast-w and Labor data sets, achieves competitive results for the Heart-h, Iris and Pima sets and is outperformed on Balance, Lenses and Tic-Tac-Toe, while still achieving reasonable accuracy.
Discussion
Generally, CorClass performs well on the data sets considered, and achieves for all but the Tic-Tac-Toe data set repeatedly the best accuracy.
It is interesting to see that there is no single correlation measure that clearly outperforms the other two, even though χ 2 performs slightly better. There is also no ideal combination strategy for combining the mined rules for classification. The majority vote performs surprisingly well (giving rise to the best results for CorClass on five of the eight data sets), considering that it is the least complex of the weighting schemes. This indicates that even rules of relatively low rank still convey important information and do not have to be discounted by one of the more elaborate weighting schemes. All experiments ran in less than 30 seconds on a 2 GHz Pentium desktop PC with 2 GB main memory, running Linux. The number of candidate rules considered by CorClass during mining was on average smaller than the number of discovered rules (before pruning) reported in [6] . This difference is probably more pronounced for smaller rule sets since apriori-like approaches have to mine all rules satisfying the support and confidence constraints and post-process them while CorClass can stop earlier. We plan to investigate this issue more thoroughly in the future.
Conclusion and Future Work
We have introduced CorClass, a new approach to associative classification. CorClass differs from existing algorithms for this task insofar, that it does not employ the classical association rule setting in which mining is performed under support and confidence constraints. Instead it directly maximizes correlation measures such as information gain, χ 2 and category utility. This removes the need for post-processing the rules to obtain the set of actual classification rules.
In the experimental comparison, we evaluated the different correlation measures as well as several strategies for combining the mined rule sets for classification purposes. We compare our algorithm to existing techniques and standard rule learning algorithms. In the experiments, CorClass repeatedly achieves best accuracy, validating our approach.
While the results are promising, there is still room for improvement. As the results on the Tic-Tac-Toe data set show, rules with relatively low coverage but high discriminative power tend to be penalized by our approach. For data sets whose instances are divided in more than two or three classes, this problem will be more pronounced since rules separating, e.g., half of the classes from the other half will achieve a high score but have low classification power. A possible solution to this problem could be to calculate a separate σ-value and upper bound for each such class for a given rule body, thus coming back to the 2-dimensional setting Morishita introduced. During rule mining the best of these values would determine the inclusion in the solution set and promising set respectively. Such an approach would also allow for the usage of heuristics such as weighted relative accuracy, cf. [17] . A second approach could lie in maximizing the weighted -χ 2 criterion directly since the experimental results showed that it offsets the selection bias of the correlation measures somewhat. We plan to extend our technique in these directions.
Since CorClass performs well when compared to the traditional heuristic rule learning algorithms such as Ripper and PART, we hope that CorClass may inspire further work on the use of globally optimal methods in rule learning.
