With the increasing number of stereo images/videos in commercial markets, the demand for content-based image retrieval (CBIR) to deal with stereo media becomes urgent. To meet this demand, a novel framework is proposed where depth cues are extracted from stereo pairs and employed in a re-ranking scheme to refine results from conventional CBIR. Experiments show the proposed method yields promising results in retrieving stereo content.
Introduction: Nowadays, stereo images/videos are more and more popular as they enable immersive experiencing in a wide range of applications, such as 3 D TV/movies for entertainment and stereo geographical information systems, etc. [1] . However, how to effectively retrieve content of interest from such stereo media has not been investigated. Since a stereo pair rather than a single image is utilised to represent a scene, this forms the basic difference between stereo image retrieval and the conventional CBIR system, i.e. how to extract and utilise valuable features to represent stereo images for their effective search and retrieval. Although a number of CBIR systems have been proposed to retrieve images/videos [2] , using visual features like edge, colour, and homogenised texture, few of them are specifically designed for stereo material regarding its nature of rich in-depth information. Tailoring the architecture specifically for stereo image/video retrieval, we adopt a re-ranking model where visual features provide primary evidence for retrieving relevant documents, while the disparity features extracted from the stereo pairs offer complementary clues to refine the results further. Consequently, our work is the first attempt to solve this problem. Since the proposed framework can be used to extend existing CBIR systems, intrinsically there is no difficulty in terms of consistency and portability to constrain its wide application.
Similarity measure in CBIR: Based on evidence from the best-performing video retrieval systems in TRECVid 2007 and 2008 search and retrieval tasks [3] , MPEG-7 standard low-level visual cues are the top performing and most popular features for retrieving relevant documents in conventional CBIR, where text and audio features are absent. In this framework, edge histogram and colour structure descriptors are employed.
Based on a suitable distance measure, the similarity is determined by means of comparing the feature vector x q = (x q1 , x q2 , . . . , x qK ) of a query image with the feature vectors x j = (x j1 , x j2 , . . . , x jK ) of the jth image in the database. Thus, a combined similarity is obtained as
) with respect to individual features, where f i (x qi , x ji ) represents the similarity for the ith feature. Function g() is to fuse separate similarities for a combined one, where weighted sum is a straightforward form used for this purpose.
Re-ranking using estimated disparity maps: Using the extracted similarity measurements above, conventional CBIR retrieves a list of candidate images, where the most relevant element is the one with the highest similarity to the query image. By analysing the obtained retrieval results, it is found that much false matching happens owing to inconsistent scene depth. For instance, a meeting room may match with an office scene sharing similar appearance in terms of decoration and furniture layout, although their scene depths are significantly different. This shows how essential depth information can be used to complement visual features in the effective retrieval of images and videos, especially for stereo ones.
In stereo vision applications, it is well known that depth is inversely proportional to disparity provided that cameras are parallel and epipolar lines are horizontal [4] . Therefore, the problem of finding depth cues is equal to extraction of a disparity map. Fig. 1 shows an example of one left-image and its associated disparity map, where brighter contents are closer to the camera and vice versa. Actually, the disparity map is applied as a depth cue to re-rank the results from conventional CBIR as follows. Let D q and D j be the estimated disparity map for the query image and the jth image in the database. The consistency of D q and D j , F, are each then used to adjust the obtained visual similarity as s (Fig. 1a) , its disparity map (Fig. 1b) , and precision-recall curves of retrieved results (Fig. 1c) In our implementation, histograms of D q and D j are determined, and this enables us to employ histogram similarity to measure the consistency of the two depth maps, where diffusion distance in [5] is used as F to measure such consistency. There are two reasons to apply diffusion distance here: one is that the disparity map is similar to a temperature field in a diffusion process; the other is that diffusion distance is robust to deformation, lighting changes and noise [5] . In fact, much improved results have resulted from using this distance measurement, and results are presented in the following Section.
Experiment results: In our experiments, stereo video frames in the robot vision retrieval task of ImageCLEF 2010 [6] are utilised to validate the effectiveness of the proposed approach. The task is to search relevant images in a training set to decide the location of a mobile robot, where stereo query frames are real-time captured when the robot with mounted cameras moves in the scenarios. Ground truth like robot locations among several venues (including corridor, kitchen, small office, large office, bathroom, printer area, recycle area as well as meeting room and library) is provided for quantitative evaluations.
Basically, two groups of results were obtained and compared in our experiments to evaluate the proposed approach. One is retrieval results using only visual features, i.e. the same way conventional CBIR works. The other is refined results from the first group with proposed disparity-based re-ranking. It is worth noting that all the results are generated by us to validate the proposed method. For each group of results, two measurements, recall and precision, are computed and are illustrated in Table 1 , where precision and recall rates from the first m results are attained for comparison. As seen, thanks to the proposed re-ranking scheme, improved recall and precision rates are achieved for all possible values of m. In addition, recall-precision curves are plotted in Fig. 1 to compare further the performance of our proposed approach with the benchmark system. As seen, using disparity/depth for re-ranking indeed has significantly improved the retrieval performance. Conclusion: A novel framework for content-based stereo image/video retrieval is proposed, where the constraints of consistent disparity/ depth are employed in a re-ranking scheme to refine results from conventional CBIR. Using histogram-like diffusion distance to measure such consistency, significant improvements are achieved in terms of better recall and precision rates. Since the proposed framework can be utilised as an extension to enable existing CBIR systems to deal with stereo contents, it has great potential to be applied in the coming boom of 3D TV/ movies.
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