Abstract
Introduction
With the continuous growth in economic and rapid development of information technology, credit card has become the main medium as a new means of payment. The quantity of card issued and transactions are showing a tendency of growing fast in China. At the same time, the risk of credit card fraud has risen perpendicularly which did high losses to the banks. Therefore, how to use mass data to establishment fraud detection model based on data analysis and data mining which can strengthen the identification and prevention of credit card fraud will become the issue of bank risk control.
The detection of credit card fraud is generally adopted classification model. Nowadays, the decision tree, neural network, Bayesian network and other methods were reported [1] [2] [3] [4] [5] . However, the detection of credit card fraud has its own characteristics. Firstly, the datasets are extreme imbalance. The normal transactions and fraudulent transactions vary at least a hundred times. When using the traditional methods, the larger the sample size, the smaller the classification error, whereas the smaller the sample size, the larger the classification error. If the fraudulent transaction is forecast to be normal one, it will cause serious damage on the banks. Secondly, the data samples are massive datasets and the data dimension is relatively high. Using the traditional method to deal with such large-scale data requires a long training time [6] .
According to the above characteristics, a credit card fraud detection model based on PCA [7] and Imbalance Class Weighted Support Vector Machine (ICW-SVM) [8] is proposed in the paper. At first, the principal components that meet the need of cumulative contribution are extracted by PCA from the original properties, which reduce the dimension of sample under the premise of retaining the effective key features of fraud information. On this basis, classified weighted support vector machine is used to handle unbalanced dataset. By adjusting the weight of different class can alter the position of boundary to obtain a higher time efficiency and detection accuracy.
Credit card fraud detection model based on PCA and ICW-SVM

The ICW-SVM algorithm for dealing with imbalanced data
Support Vector Machine algorithm is one of the most effective machine learning algorithms. The basic idea of SVM classification algorithm is to construct a hyperplane as the decision plane which making the distance between the positive and negative mode maximum. The vector which is nearest the optimal classification hyperplane is called support vector [9] . Suppose using classification hyperplane to do binary classification on the given training dataset, the sample points are (x 1 , y 1 ) ，…， (x i , y i )，…，(x m ,y m ), where x i ∈R n ，y i ∈{-1,+1}, and the vector x i is the vector directly constructed by certain features from sample or may also be the original vector through a kernel function mapped to mapping vector of kernel space.
The key of SVM algorithm is to find a function f, so that x apart from the sample will be able to find the corresponding y by f after the sample training. It means that in the sample space, a hyperplane denoted by f can be found after training that can divide the training samples into positive and negative categories and then divide other x outside of sample. If the data are not linearly separable, the algorithm works by mapping the data to a higher dimensional feature space using a nonlinear kernel function Φ(x) and then an optimized hyperplane is found in this space. This is the first kind of SVM proposed by Vapnik which also known as C-SVM. However, the C-SVM does not considering the imbalance problem of sample number. Some researches showed that in this case, the accuracy of classification and prediction for the negative class of sample was lower than that for positive one. That means the SVM algorithm is tend to in favor of multi-class [10] [11] [12] . In the application of credit card fraud detection, negative class which means fraud transaction is more concerned. Therefore, Imbalance Class Weighted Support Vector Machine [10] was adopted to construct detection model in the paper. It means that setting different weights on normal and fraudulent transaction to adjust the position of boundary can overcome the shortcomings of C-SVM for unbalanced data classification.
The algorithm can be expressed as below. The duality question of Lagrange is as below. 
Construction of credit card fraud detection model
The Principal Component Analysis is a kind of multivariate analysis approach which can reduce dimension and change the synthesized indices into a few principal factors not related to each other [13] . It studies on how to explain the multi-variable covariance through several principal components which are the linear combination of the original data, so the dimension is high. The credit card fraud detection is determined by a number of indices including application information, account data files and transaction data, so the dimension is high.
In order to improve the efficiency of detection model based on ICW-SVM, PCA is adopted firstly to reduce the dimension of attributes, then ICW-SVM uses the kernel function of Gaussian to map support vector. Figure 1 shows the detection model of credit card fraud. 
Empirical Research
Data preparation and variables selection
The dataset are selected from a credit card system in a commercial bank of China. The dataset have 4,563 customers including 42,928 transaction records during six months. The data are unbalanced dataset which the normal trading and fraudulent trading are accounted for 98.43% and 1.57%. The 2/3 transactions data are selected as the training dataset using Matlab software which have been marked with fraudulent or normal. The rest dataset are used to verify the validity of the model.
The indices of credit card data include target variable and input variables. The former was the state of transaction whehter was normal or not. The input variables include three kinds of variables, such as applicant information, transaction data and historic statistic data. After analysis on the credit card fraud and the former researches, 29 key attributes such as account id, card id, age, education, marital status, occupation, income, housing conditions, with or without cars, residence time in the current address, how long working in the current unit of work, prospect of the industry, the type of credit card, the year of holding the card, unpaid loan balance of each cycle, default frequency, cash withdrawal amount, shopping places, shopping frequency, store categories, store code, date of consumption, consumption rates, consumer product categories, the number of average consumption, overdraft frequency, overdraft limit, overdraft frequency, and maximum number of days overdue are extracted.
The establishment of the Principal Component
Each principal component is showed in Table 1 , the corresponding eigenvalue and the contribution rate are in 
The selection of model parameters
The credit card fraud detection is two classification problems, given m training samples denoted
, which x j is input of five-dimensional sample extracted from PCA. -on positive and negative class are used to obtain high sensitivity hyperplane. In practice, the setting strategy of parameter C + and C -is commonly used as below [12] : C + equals to (l -/(l + +l -))C, C The 100 samples including 88 positive class samples and 12 negative class samples are obtained from training dataset randomly. The results are showed in Table 3 . With the improvement of weight C -, the classified surface is moving toward positive class. The support vector of negative class is in reduction and the numeber of misclassification on negative class is decreased. However, the support vector of positive class is increased and the numeber of misclassification on positive class is also increased. Thus, by adjusting the weight can change the classification accuracy of concerned class. 
The result of Analysis
Predicting non-fraudulent transactions to the fraudulent and vice versa have significant different costs in credit card fraud detection problem, so a ROC [14] curve is adopted to compare the performance of model with different threshold. This method defines positive accuracy as TRP=D/(C+D). In the equation, D donates the number detecting the normal transaction to normal and C adds D donated all normal transactions. The negative accuracy is defined as FRP=B/ (A+B). In the equation, B donates the number detecting the fraud transaction to normal and A adds B donated all fraud transactions. In above figure of ROC curve, FPR symbolizes horizontal axis and TPR symbolizes vertical axis. Each point (FPR, TPR) corresponds to threshold's value which means the dynamic relationship between FRP and TRP with the change of fraud detection threshold. After detecting training dataset for many times, the result is showed in Figure. 2.
Figure 2. The ROC curve
The model has a better recognition ability as showed in Figure 2 . However, with the increasment of the correct certain rate, the wrong certain rate also increases. When TRP is 91% and FRP is 12%, the model has the best performance. At this moment, some information of support vectors on training model is listed inTable 4. In order to compare with other detection methods on different parameters such as accuracy, hit rate, coverage and lift coefficient, C-SVM, BP, Decision Tree, and Bayesian are selected. BP algorithm is based on adaptive learning rate lr whose target error is 10 -4 and has 10 hidden layers. The discriminant surface of classifier of Bayesian algorithm is p(X|wi)P(wi)-p(X|wj)P(wj)=0 where w i is classifier type, p(X|w) is conditional probability and P(w)=0 is prior probability. The parameter setting is in Table 5 . The accuracy of model equal to (A+D)/(A+B+C+D), hit rate equal to A/(A+C), coverage equal to A/(A+B), incidence of fraudulent transactions equal to (A+B)/ (A+B+C+D) and lift coefficient equal to hit rate divide incidence of fraudulent transactions. The result is showed in Table 6 . In table 6, we can find that except the parameter of hit rate is lower than BP; ICW-SVM (PCA) has a better prediction result than BP, Decision Tree, and Bayesian. Because BP algorithm has lower coverage but it is over-fitted. It also can conclude that C-SVM has lower accuracy on negative class. Therefore, ICW-SVM (PCA) can effectively solve two classification problems and has a higher lift coefficient. At the same time, when the ICW-SVM proposed in this paper adopts different penalty parameters for positive and negative samples, it has well accuracy detection among small class samples.The comparing result between ICW-SVM and ICW-SVM (PCA) algorithms with different dataset are showed in Table 7 . With the expansion of the scale of sample dataset, the Table 7 shows that time efficiency of ICW-SVM is significantly lower than ICW-SVM (PCA). The accuracy of ICW-SVM is slightly higher but almost equivalent. Because of dimension reducted by PCA, ICW-SVM (PCA) causes a little deviation and accuracy decrease. It shows that the model is effective which has better performance in real data environment.
Conclusion
This paper analyzes the features of credit card fraud detection problem in the bank, and then it constructes credit card fraud detection model based on PCA and ICW-SVM. It can solve some handicap in credit card fraud detection problem to some extent, such as the large quantity data with high-dimension attribute and imbalanced dataset. The model has been demonstrated that it possess a higher accuracy of detection compared with other algorithms. It also has a better time efficiency and generalization ability because of dimension reduction by PCA. The experiments in a commercial bank prove that this model has a good practicability and adaptability. In future study, how to effectively select the appropriate kernel function and parameters are more concerned.
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