Frequency-resolved optical gating (FROG) has become an established method of assessing the amplitude and phase profiles of ultrashort laser pulses. Second-harmonic-generation (SHG) FROG is the most widely used version, because it is relatively simple to set up and operate. However, for some complex pulse shapes it tends to produce false results. Here we discuss the reconstruction of multiple-pulse structures, a situation in which SHG FROG frequently fails. We suggest a modification of the standard procedure and demonstrate that the rate of false results is significantly reduced. We also discuss reconstruction in the presence of noise. A procedure for obtaining error bars is given; these error bars allow us to gauge the quality of the reconstruction.
INTRODUCTION
The invention of picosecond pulse generation by way of mode locking [1, 2] immediately provoked the necessity of measuring the duration of these pulses. Already, in [3] , second-harmonic generation (SHG) was employed as a means of assessing the peak power; through comparison with average power, an estimate of the pulse duration was obtained. This line of thinking became the basis of the autocorrelation technique [4] , which became hugely successful, in particular in a version known as background-free intensity autocorrelation [5] . To this day this technique forms the backbone of ultrashort pulse measurement. As subsequent progress, in particular the invention of colliding-pulse mode locking [6] , allowed us to generate even shorter pulses in the femtosecond regime, the importance of phase shifts and dispersive effects as a limiting mechanism was eventually understood [7] . At this time efforts began to characterize pulses not only by their autocorrelation function but also with a view to their phase profiles [8] . Many techniques for the characterization of ultrashort pulses have been introduced since. Among them are spectral phase interferometry for direct electric-field reconstruction (SPIDER) [9] , the multiphoton intrapulse interference phase scan (MIIPS) [10] , and the d-scan [11, 12] . As probably the most widely used technique for full characterization of both amplitude and phase of ultrashort laser pulses, frequency-resolved optical gating (FROG) [13, 14] has emerged.
In its basic and most frequently used version it can be described as a spectrally dispersed autocorrelation: in SHG FROG [15] the pulse to be measured is split into two parts and recombined with variable delay in a frequency-doubling crystal, and the second harmonic signal is spectrally dispersed. The resulting "spectrogram," a 2D image with delay and wavelength (frequency) as its axes, is recorded by a camera. An iterative reconstruction algorithm like the well-known principal components generalized projections (PCGP) [16] algorithm is used to reconstruct the pulse's complex electric field from the spectrogram. Among all techniques for full amplitude and phase reconstruction, SHG FROG is the easiest to implement. It is robust, and no reference pulse is needed. Despite the fact that several ambiguities, like the undetermined direction of time (DOT), exist, it is the most common method.
Variants of FROG exist that basically differ in their correlation technique, in the specifics of their reconstruction algorithm, or in the nonlinear process involved. Some versions, e.g., grating-eliminated no-nonsense observation of ultrafast incident laser light e-fields (GRENOUILLE) [15] , have singleshot capability. XFROG replaces autocorrelation with cross correlation using a well-characterized reference pulse and is useful, e.g., when pulse shapes are very complex, as may occur in supercontinuum studies. If specifics of the reference pulse are unknown, blind FROG can be used [15] . Temporal analysis by dispersing a pair of light e-fields (TADPOLE) [17] is a combination of FROG and spectral interferometry with improved sensitivity, but it requires a suitable reference, which is not available in all situations. The very advanced method for phase and intensity retrieval of e-fields (VAMPIRE) [18] avoids certain ambiguities of the standard FROG and provides correct reconstructions even when there are extended zeroes in the temporal or spectral power profile [19] , but it requires simultaneous independent measurement of pulse spectra.
All versions are capable of working on pulses taken straight from a laser's output port, i.e., single humped pulses with smooth phase profiles. Pulses returning from an experiment in which they may have suffered severe attenuation or taken a much more complex structure will pose a challenge to most of the above techniques, though.
In this paper we concentrate on SHG FROG measurements as the most widely used technique. Here we investigate how the reliablity of the reconstruction of SHG FROG spectrograms can be improved, especially in the case of quite complex pulse shapes. Our focus is on the challenging case of groups of several closely spaced pulses, henceforth called multiple pulses. Pulses with this substructure can arise in a plethora of situations (see, e.g., [20] [21] [22] ); our interest is in soliton molecules in optical fibers [23, 24] . Here we derive an improved reconstruction algorithm that in part builds on a blind FROG algorithm. We call it Mix FROG and will demonstrate that it provides a significant increase in the probability of "correct" reconstruction in the case of multiple-pulse measurements. A perfect 100% probability cannot be guaranteed by any procedure; that would require additional information. We consistently take the lowest FROG error as our guide to find the most probable result.
From an experimentalist's view, an all-important question is how noise affects the reconstruction. The impact of noise and the performance of spectrogram filtering was investigated in [25] for a special pulse structure, but we are not aware of any comprehensive systematic studies of this problem. Here we point out how to construct error bars in the reconstruction result and discuss the impact of poor signal-to-noise ratios on the reconstruction error. By using complex signals generated for excitation of soliton molecules in optical fiber [23, 24] and attenuating them stepwise, we follow the deterioration of the reconstruction quality. Very weak signals can be successfully reconstructed, and the quality can be judged from error bars.
The paper is organized as follows. In Section 2 we review well-known ambiguities of second-order FROG. The modified pulse reconstruction algorithm is introduced in Section 3. In Section 4 we derive an improved method for amplitude and phase error bar determination and compare it to common methods. Finally, in Section 5 we demonstrate related experiments and investigate the noise impact on pulse reconstructions.
SECOND-ORDER FROG AND AMBIGUITIES
The signal acquired in a second-order FROG-type measurement is an intensity as a function of both time delay τ between signal pulse st and reference (gate) pulse gt, and optical frequency Ω (strictly speaking, angular frequency deviation from the carrier). It may be written as [15] 
If st and gt are unknown, Eq. (1) is a blind FROG spectrogram. If the reference gt is well characterized in amplitude and phase, one obtains an XFROG spectrogram. If st gt, one gets an SHG FROG spectrogram.
From such a spectrogram one can reconstruct the pulses st and gt by using a PCGP algorithm [15] . A blind FROG PCGP algorithm reconstructs st and gt independently; in the SHG FROG case the PCGP algorithm forces st and gt to be equal (see [15] ).
A variety of ambiguities for the different FROG geometries exist. For blind FROG a good overview of trivial and nontrivial ambiguities was given in [26] . The following conditions give the same FROG spectrogram:
Temporal shift and phase offset: A spectrogram generated from gω; sω gives the same FROG spectrogram as the pulse pair gωe ia 1 ibω ; sωe ia 2 −ibω , with phase offset constants a 1 , a 2 and temporal shift constant b.
Time inversion of fields: If the pulse pair gω; sω is changed to g ω; s ω, the FROG spectrogram I FROG τ; Ω turns into I FROG −τ; Ω. Therefore, if I FROG τ; Ω I FROG −τ; Ω the same spectrogram is obtained from both gω; sω and g ω; s ω.
Indistinguishable fields: Exchanging gω and sω will turn I FROG τ; Ω into I FROG −τ; Ω. Therefore if I FROG τ; Ω I FROG −τ; Ω one cannot distinguish between gω and sω.
An additional ambiguity of blind FROG that has important consequences but to the best of our knowledge has never been mentioned in the literature is an arbitrary center frequency shift: a pulse pair gt; st produces the same spectrogram as the spectrally shifted pulse pair gte iω 0 t ; ste −iω 0 t , where ω 0 are arbitrary opposite shifts of the center frequencies so that a center frequency difference 2ω 0 of gt with respect to st arises. Here we will call this phenomenon the center frequency ambiguity (CFA) of blind FROG. It can be avoided by independently measuring optical spectra, to provide a further constraint. CFA does not arise, for example, in the case of VAMPIRE, because that technique involves measured spectra anyway. Also, CFA is inconsequential for SHG FROG, because in that case both pulses originate from the same source and thus have identical center frequencies.
However, there is yet another ambiguity from which SHG FROG suffers, the DOT ambiguity: gt and st are equal by construction, and thus a temporally symmetric SHG FROG spectrogram I FROG τ; Ω I FROG −τ; Ω is generated. Thus gt and its time-reversed version g −t will give the same spectrogram.
MIX FROG
Among all FROG-based techniques, those using a secondorder nonlinearity like blind FROG, SHG FROG, and XFROG are more sensitive than those using third-order nonlinearity; when it comes to measuring weak signals, they are therefore preferred. As was already mentioned, among these SHG FROG is the one that is most easily implemented, and is perfectly capable of measuring single laser pulses with smooth phase profiles. In that case it converges quickly to reliable results (except for the DOT ambiguity). However, for multiple pulses the situation is more difficult, and particularly so if there are phase jumps between the individual spikes [27] . Blind FROG does work for multiple pulses [24] but can fail in the case of two cross-correlated single pulses due to ambiguities described in [26] .
A. Modified Algorithm
As stated above, SHG FROG has the severe problem that in numerous cases it does not find a correct reconstruction of multiple pulses with alternating phases (0 and π). However, we find that, perhaps somewhat unexpectedly, the blind FROG PCGP algorithm performs much better for such data. Very often a correct reconstruction of two almost identical pulses gt and st is found when the SHG FROG algorithm fails, except that an arbitrary center frequency shift due to the CFA is diagnosed. Building on this observation, we have therefore combined SHG FROG and blind FROG into a new technique, Mix FROG, which keeps the best of both. The structure of this modified algorithm is shown in Fig. 1 .
The first step in using Mix FROG is to take a measured N × N SHG FROG spectrogram. Here, N is the numbers of rows and columns in the spectrogram (we use N 128). As an initial guess, we prepare random arrays consisting of equally distributed random numbers [0, 1] for amplitudes and −π; π for phases. Then the SHG FROG PCGP algorithm is run k times; at this point just k 5 iterations suffice. This choice is based on the observation that due to rapid convergence, very few iterations are necessary to obtain the general features of the spectrogram; further iterations would only improve fine structure. Therefore, one can decide early on whether the algorithm succeeds or fails to find a correct solution.
Then we take the FROG error of the k-th iteration as a guide. We define it as a variant of the value described in [15] ; specifically,
This definition avoids the error minimization parameter μ used in [15] ; instead, the energy of the reconstructed spectrogram is normalized to the measured spectrogram so that
Then the reconstructed pulse ut with the smallest error G SHG is selected from these five runs.
This procedure is repeated using the blind FROG PCGP instead. In the process it becomes necessary to remove the differential center frequency shift due to the CFA of the reconstructed pulses s k t and g k t. This is done by employing a bisection method to numerically minimize the value B CFA depending on the differential frequency shift ω 0 :
Note that simple row shifting of s k ω and g k ω is possible only in coarse steps and would not be adequate to obtain the best spectral overlap. From the spectrally shifted blind FROG reconstructions we then select the complex fields s k t and g k t with the lowest error. Here the error is defined as
which helps enforce that the two pulses are similar. The error value B is minimal when s k t is equal to g k t. This definition is chosen to avoid reconstructions that, while the FROG error G may be low, yield very different reconstructed gate and probe pulse shapes. From the five blind FROG reconstructions, that complex field pair that has the lowest error B min is selected, and the FROG error G blind is calculated. The next step is to compare G SHG and G blind and select the respective probe pulse with the lower G value. Finally, the SHG FROG PCGP algorithm is run, starting with this field, for the desired number of iterations to obtain the best guess of the fine structure of the pulse.
B. Performance of SHG FROG versus Mix FROG
We evaluated the performance of SHG FROG versus Mix FROG numerically. We specify a multiple pulse consisting of five individual Gaussian pulses as
The individual parameters are randomly chosen so that they vary over a range, as given in Table 1 . As a testbed, a set of 1000 random multiple-pulse SHG FROG spectrograms was used. Each spectrogram was reconstructed 10 times by the Mix FROG PCGP algorithm and 10 times by the SHG FROG PCGP algorithm.
To assess the influence of noise, we repeat this procedure on noise-free spectrograms I FROG with versions that also contain additive and multiplicative noise of the form 
Multiplicative noise is introduced by the term qM l;m , and additive noise by qA l;m . Following [28] , M l;m represents normally distributed random numbers of zero mean with a Peak power P 1…5 ∈ 0.5; 1.5 Pulse duration T 1…5 ∈ 2; 7 Temporal position σ 1…5 ∈ −6; 6 Center frequency Ω 1…5 ∈ −0.7; 0.7 Chirp C 1…5 ∈ −3; 3 Relative phase φ 1…5 ∈ −π; π standard deviation of 0.04, and A l;m is similar but with a standard deviation of 0.015. We keep this relative ratio and vary the total noise impact by 0 ≤ q ≤ 10.
The results are shown in the histograms in Fig. 2 . Four cases with q 0 (noise free), 1, 5, and 10 (strong noise) are provided. The leftmost columns show how often not a single correct reconstruction was obtained in 10 tries; the rightmost column is for 10 out of 10 correct reconstructions. We may mention that the error values from successful and unsuccessful runs were quite distinct and allowed an easy thresholding between them. In the case shown, with spectrograms normalized to unity, a threshold of G FROG 5 · 10 −6 was used.
Hatched (gray) columns represent Mix FROG PCGP (SHG FROG PCGP). One sees at a glance that in the noise-free case the gray columns cluster in the lower half and the hatched columns in the upper half. In 10 runs Mix FROG PCGP failed in only 0.5% of all cases, as compared to 12.2% for SHG FROG PCGP. All 10 reconstructions were successful in 16.6% of all cases for Mix FROG PCGP but only 0.1% of cases for SHG FROG PCGP.
The percentage of successful reconstructions in the total of 10 × 1000 runs is indicated in the inset boxes. The advantage of Mix FROG PCGP is quite obvious.
In the noisy cases the reconstruction rate is, of course, poorer. Here it is more difficult to determine a reasonable FROG error threshold, but it should be obvious it they must be increased for greater noise. The values used are as indicated. For want of a better criterion, they are chosen such that the overall reconstruction rate becomes equal to that of the noise-free case-this may be a somewhat arbitrary choice. Nevertheless, the advantage of Mix FROG persists with increasing noise, even when it drops from 70:30 to 56:44 in the strong noise case.
ERRORS OF AMPLITUDE AND PHASE
A FROG spectrogram is an overdetermined system: for a multitude of mathematically possible spectrograms, no corresponding generating pulse exists. Noise in a measured spectrogram can be considered as a deviation from a valid FROG spectrogram that introduces an uncertainty into the reconstruction. The aim is to quantify the error in amplitude and phase introduced thus; we will evaluate how much these quantities vary from one reconstruction to the next.
A. Procedure
We suggest the procedure shown in Fig. 3 to determine error bars of amplitude and phase. At first, several Mix FROG reconstructions of the measured SHG FROG spectrogram are obtained. The probability that this produces at least one correct reconstruction in 10 tries is, according to the data of the noiseless case in Fig. 2 , about 99.5%. Therefore, we use 10 Mix FROG reconstructions (numbered u n t with 1 ≤ n ≤ 10) in the expectation that with overwhelming probability there is at least one correct reconstruction. From this initial ensemble, the reconstructed pulse u n t with the lowest FROG error G n is selected. Now we again prepare an initial guess as an initial random noise array I FROG τ l ; Ω m , to initialize the Mix FROG PCGP algorithm. This is repeated until 10 results of signal pulses u n t with an "acceptable" FROG error are found. Here we define "acceptable" as below G ref 1 g th G n , where g th 10%; the slightly relaxed threshold condition allows us to find 10 results in reduced time. Typically, the process takes no more than 1 min on a desktop computer and produces an ensemble of j 1…10 probably correct reconstructions u j t. Fig. 2 . Number of correct reconstructions out of 10 tries displayed as histograms. Hatched columns, Mix FROG PCGP; gray columns, SHG FROG PCGP. 1000 spectrograms of random chosen multiple pulses were used in all cases. Cases without noise (top) and with different noise levels (below) are shown. The overall correct reconstruction rate from 10 4 runs is given in the respective inset box. Fig. 3 . Structure of the error bar determination procedure; see text.
In the next step we deal with ambiguities of DOT, temporal shift, and relative phase offset. For want of an independent criterion, we unify the DOTs of all reconstructions with 2 ≤ j ≤ 10 to that of u 1 t. It turns out that the following automated procedure yields good results even in the case of complex pulses: all 10 reconstructions are cross correlated with a single unchirped Gaussian pulse that serves as a reference. Then, we check which reconstructions for 2 ≤ j ≤ 10 are more similar to u 1 t: the forward time or the inverse time version. The ones with better similarity are chosen. In particular, the cross correlation with the Gaussian takes the form
where
Now the similarity of I 1 τ; Ω with either I n τ; Ω or I n −τ; Ω is tested by calculating the expression
If this quantity is positive, the forward time version must be replaced by the reverse time version u j −t; otherwise, it is kept. This method is most sensitive to asymmetric phase profiles like chirped pulses.
At this point one has a set of 10 reconstructions that are unified in terms of both DOT and temporal shift. Note, however, that the temporal shift is only removed within the discretization step width, dt 0 ; this leaves a residual shift that we call T j . We now turn to the relative phase offset θ j ; this is treated in the spectral domain. Let the discrete spectra of u j t be denoted byũ j Ω m . Imaginary and real parts ofũ j Ω m are all fitted to the reference spectrumũ 1 Ω m , and the mismatch M j , defined as
is obtained when T j and θ j are varied. With a bisection method, the minimum for each M j is sought. The pertaining values for T j and θ j are inserted into theũ j Ω m to obtaiñ u 0 J Ω m . We emphasize that removal of the subpixel residual temporal shift T j is absolutely necessary, because when we subsequently calculate reconstruction errors, a scatter in the ensemble will create the illusion of huge errors, particularly if the pulses have steep edges or narrow features.
This directly gives an ensemble of 10 reconstructions u 0 j t, all with consistent positions and shifts. Of course the global DOT cannot be assessed without additional information. For this ensemble we now construct error bars at each temporal position. We consistently average in Cartesian coordinates (Ru 0 j t, Ju 0 j t) in the complex plane, as opposed to polar coordinates (ju 0 j tj, φ 0 j t). This avoids all complications arising from unwrapping of phases, etc. With overlines indicating the ensemble averages, the averaged pulse field iss 0 Rs 0 iĪs 0 . Its amplitude can be obtained from js 0 j Rs 0 2 Is 0 2 1∕2 , and its phase fromφ 0 arctanĪs 0 ∕Rs 0 . In the same way as the averages, the scatter is assessed in both real and imaginary parts, F R and F I . One can use the standard deviation, or any desired confidence interval. We use a 95% confidence limit. In all cases we studied, the "error ellipse" in the complex plane was not very different from a circle. Therefore, the amplitude error F A of each sampling point can be easily obtained from a linear error propagation
and similarly the phase error F Ph is found from
B. Numerical Examples
The procedure of providing error bars for amplitudes and phases was tested on a variety of different pulse reconstructions. For a first example, consider Fig. 4(a) . Here a pulse triplet of the form ut
with σ 10, T 5, and Ω −0.25 was used; the time axis is labeled using the temporal step size dt 0 82 fs. This initial shape is shown as a gray area (amplitude) and orange dashed curve (phase). The reconstructed complex field, obtained from 10 SHG FROG PCGP runs, is shown as solid and dashed black curves for amplitude and phase, respectively. Dots indicate positions at which error bars have been calculated. In this case the agreement is near perfect, so that to the scale of the figure no differences between the original and reconstruction are visible, and the error bars are smaller than the dots. Figure 4 (b) is the same as Fig. 4(a) , except that the Mix FROG PCGP was used. Again, there is perfect agreement. In Fig. 4(c) noise was added (q 5), and the Mix FROG procedure was repeated. Here the error bars become visible. In the central part where the amplitude is sizeable, the errors remain small, though; errors grow only at near-vanishing amplitude where phase uncertainties are no longer much smaller than 2π. Also note that the DOT is reversed with respect to Figs. 4(a) and 4(b); as pointed out above, the global DOT ambiguity of SHG FROG spectrograms is not removed.
For a further example, consider a double-pulse structure consisting of two center-frequency-shifted Gaussian pulses, Fig. 4(d) ], the SHG FROG PCGP algorithm is not capable of producing a correct reconstruction; the phase, in particular, is far off. There was not a single correct reconstruction within several hundred runs. The error bars arise here from an ensemble of 10 wrong reconstructions and thus do not make sense; the saving grace is that they are large, alerting the user to the problem. Now compare with Mix FROG PCGP in Fig. 4 (e): the agreement is very good, the phase jump at the center stands out clearly, and the only place where errors become large is, again, far off center where the amplitude is small. In Fig. 4 (f) we show Mix FROG PCGP reconstructions with the added complication of noisy data (q 5).
The basic features are reconstructed correctly and with reasonably small error. The only conspicuous difference is that in the example shown the phase jump goes in the other direction. Most likely, details about a single data point at the center determine which way the direction of the phase jump is reconstructed. In the right half of Fig. 4 (f) the reconstructed phase is therefore shifted by 2π; physically, such a shift does not amount to any relevant difference, of course. We can therefore state that Mix FROG PCGP is clearly advantageous over SHG FROG PCGP.
C. Comparison to Established Error Bar Determination Methods
Our method of calculating error bars is not the first method described in the literature, but it is advantageous in comparison.
The problem was first stated by Kane et al. [28] . In that work numerically constructed twin retrieval of excitation electric fields FROG (TREEFROG) spectrograms were used. A set of 100 gate and probe pulses reconstructed from noisecorrupted spectrograms with different random noise were used to determine the intensity error from standard deviation. The phase offset ambiguity is avoided by differentiating the phase functions and using the instantaneous frequency deviation instead. Further ambiguities were not mentioned there; there was an incidental remark that small temporal shifts by a single pixel can result in larger intensity errors.
A further amplitude and phase error determination method was derived by Munroe et al. in [29] . These authors used experimental transient-grating FROG spectrograms; they used a bootstrap method where the FROG spectrogram replacement step in the reconstruction algorithm was done for only a random set of half of the pixels. Repeated reconstructions provided an ensemble of pulses with some statistical variation. Errors were then obtained from the standard deviation of amplitude and phase at each temporal position. Ambiguities were not discussed.
Basically the same procedure was used by Wang et al. in [30] , where some detail about the removal of temporal shift and phase offset was provided. That work was restricted to polarization-gate (PG) FROG spectrograms, which have fewer ambiguities than SHG FROG spectrograms. In their procedure, two steps warrant a comment. Pulses were normalized to unity peak power; this runs the risk of artificially forcing the error bar to zero when maxima coincide. Phases were unwrapped first, a mandatory step to avoid false values in the presence of 2π phase jumps. The authors point out in [31] that similar misleading errors also arise when the DOT ambiguity of SHG FROG is not removed. Then the phases were set to zero at one particular pixel in order to remove phase offsets; however, in the process the scatter of phases at this position was artificially forced to zero.
In Fig. 5 the results of these three error bar determination methods are compared for the reconstruction of oppositephase double pulses. As data we use SHG FROG spectrograms with weak noise (noise factor q 0.1), rather than TREEFROG or PG FROG spectrograms.
In Figs. 5(a) and 5(b) errors are calculated by Kane et al.'s method [28] and Munroe et al.'s method [29] , respectively. Ensembles of 10 reconstructions were prepared using the standard SHG FROG PCGP algorithm; it turned out to be necessary to use independently provided spectra as constraints, to enforce convergence to opposite-phase pulse structures. In Fig. 5(c) the Mix FROG algorithm was used, which did not require any additional constraints.
The method in Fig. 5(a) uses frequency deviations rather than phases and thus cannot reconstruct phase jumps-an unfortunate restriction. In Fig. 5(b) it is physically inconsequential whether the phase jump is π or −π. The error bars in the left half of the picture are artificially made to be zero; in the right half they reflect the direction of phase jump ambiguity; in either case they are misleading. All these problems are avoided by using the errors from real and imaginary parts and an additional error propagation to amplitude and phase, as shown in Fig. 5(c) .
EXPERIMENTAL RESULTS
We tested the Mix FROG reconstruction procedure starting from the output pulses of an optical parametric oscillator operating near 1540 nm with pulse durations of a few hundred femtoseconds. Multiple pulses are carved from these with a pulse shaper (4f arrangement of lenses, gratings, and a liquidcrystal light valve; see [24] ). The number of pulses and their respective separation, intensity, shape, and relative phase can be set as desired. They are characterized by a homemade FROG setup. The temporal delay is varied by a retroreflector mounted on a nanopositioning translation stage. For frequency doubling we use a 2 mm thick beta Barium borate crystal. The SHG spectra are recorded by a 1024 pixel line camera in such a way that the full spectrogram is obtained line by line in roughly half a second. From these data the relevant field of 128 × 128 pixels is selected for further processing.
A. Improvement of Convergence A test spectrogram with low noise (noise RMS value 1.3% of signal maximum) from the experiment was used for statistics. 200 repetitive reconstructions of 100 iterations each were computed with the SHG FROG PCGP algorithm and the Mix FROG PCGP algorithm for comparison. The FROG error evolution for both algorithms is shown in Fig. 6 . Obviously the convergence shows that there are two main solutions for the algorithm, a correct and a wrong one. In this special example the two solutions differ only in their relative phase. The wrong solution is an in-phase double pulse, and the correct one has a relative phase of π. Most multiple-pulse structures with a phase jump of π tend to produce false results with SHG FROG; we found successful reconstructions in only 10% of all runs. In contrast, Mix FROG retrieved more than 92% of all runs correctly.
B. Postprocessing of Measured Spectrograms
Then we tested the relative performance of SHG FROG and Mix FROG in the case of increased noise. In [25] it was shown numerically that the impact of noise can be reduced by some postprocessing like background removal, border suppression, and low-pass (Fourier) filtering. As examples, blind FROG traces of single pulses cross correlated with pulses of slightly more complex shapes were used. In that work it was found that a signal-to-noise ratio of 10∶1 is barely acceptable, be it additive noise (i.e., dark current) or multiplicative noise (i.e., fixed pattern noise). Double pulses, pulse trains, or other structures with complex shapes pose a challenge here, because weak but important features could be swamped by a severe noise level. As test signals, we prepared double-pulse structures of different energies with the homemade pulse shaper. This resulted in different RMS noise levels. We chose a weak-noise (1.3% RMS) spectrogram and a strong-noise (12.8% RMS) spectrogram for comparison. Background removal was applied to both spectrograms. The influence of further data processing was assessed: border suppression, low-pass filtering, and temporal symmetrization, or the combination of these three. In each case, 200 reconstruction runs were performed; each was started from a 128 × 128 array of random values and had 100 iteration steps. Results are shown in Fig. 7 . White and black bars correspond to Mix FROG and SHG FROG reconstructions, respectively. However, many [28] (this does not reproduce phase jumps), (b) errors obtained from amplitudes and phases with phase offset removal according to [29] [30] [31] , and (c) errors obtained from the procedure outlined here.
reconstructions produce false results due to stagnation to in-phase double pulses and must be discarded; correct reconstructions are marked with a dot, and their percentage is given in the inset. For our data, none of the three processing methods makes any significant improvement (only symmetrization is shown); the combination of all three is not better. In the high-noise case (right), errors are larger, but the general trend is quite similar. Actually, in this case processing distorts the spectrogram, and that makes matters worse.
In no case does SHG FROG PCGP yield more than ≈ 22% of correct reconstructions. Mix FROG PCGP is more successful. In the low-noise case raw data yield ≈ 93% correct reconstructions; further processing does not provide benefits. For the high-noise case, the rate of correct reconstructions is consistently above 86%, and is minimally increased by processing.
We have also run similar tests on other signal shapes (double pulses of different power, triplet pulses). The results are not shown, because they are similar to the ones here. This establishes quite clearly that Mix FROG PCGP is the better choice.
C. Impact of Noise on the Reconstruction
An improved signal-to-noise ratio is most welcome in many instances: it improves the accuracy of the reconstruction, and it allows measurement of weak signals, as they occur frequently as output signals from experiments. To test how far one can go with our reconstruction method, we prepared with our pulse shaper opposite-phase double pulses of the form st exp−t 2 ∕2T From all recorded raw spectrograms, an independently measured background image of the same exposure time was subtracted. This procedure leads to some negative values in the background-free spectrogram. It is unnecessary to remove them, because the reconstruction algorithm treats the data as complex; negative values are assigned a phase shift of π.
We attenuate the power in steps; results are shown in the first four columns of Fig. 8 . Signal energies E sig are given in the respective panels.
The upper row displays the unprocessed amplitude spectrograms; the relative increase of the noise background is obvious. In the lower row, only the first panel (low-noise case; compare Fig. 7) shows a satisfactory reconstruction. In the second panel the procedure does return a double pulse, but with an incorrect peak power ratio. In the third case (the high-noise case of Fig. 7) , remnants of the double-pulse amplitude structure can be discerned, but errors have grown even more, and phase errors can reach 2π. In the last case, no meaningful reconstruction is found, because noise has swamped all of the relevant structure. Under the conditions of this test, the lowest possible signal energy for revealing the double-pulse nature was in the 6…10 pJ range.
Of course, one can improve on that figure by using a longer exposure. At the far right in Fig. 8 we show the measured spectrogram and reconstructed field of a double pulse with only 350 fJ. The spectrogram was recorded on a 64 × 64 grid. Each line was exposed for 6 s, resulting in a total exposure time of 6.4 min for the entire frame. Note that this double pulse has a peak power of only 0.59 W; at a repetition rate of 57 MHz, this corresponds to an average power ofP 20 μW. Nonetheless, a reasonable reconstruction quality comparable to that in the second column is achieved.
As a result, for a reliable reconstruction the RMS noise level in the raw data should not exceed ≈5% to avoid severe distortions of the reconstructed pulse. 
CONCLUSIONS
The performance of an improved reconstruction algorithm for experimentally obtained SHG FROG spectrograms has been discussed. We proposed a variant to existing algorithms, which we call Mix FROG, and we demonstrated that Mix FROG is clearly advantageous over the standard SHG FROG algorithm.
Mix FROG uses a few quick SHG FROG and blind FROG reconstructions for finding a reasonable initial guess of the pulse structure under investigation. From this a detailed reconstruction was launched with the standard SHG FROG algorithm. In this way it was possible to find correct reconstructions of fairly complex pulse structures in cases when the standard method failed. The method is even applicable to archived experimental data, which up until now were considered impossible to use for reliable reconstructions.
The reliability of these FROG reconstructions was quantified by a modified error bar determination procedure. Repeated reconstructions, starting from a purely random array, were used to calculate error bars. On the ensemble thus generated, a procedure was applied to standardize with respect to certain ambiguities. Then the standard deviations of the real and imaginary parts of the pulses yielded error estimates in Cartesian coordinates. From that, errors in amplitude and phase were easily calculated. With this procedure errors arising from phase unwrapping and the singularity at the origin in the polar plane are avoided. It also safeguards against false huge error bars where phase jumps occur, and it is fully automated.
Both the modified reconstruction algorithm and the error bar determination procedure were tested on both numerically generated and experimentally obtained spectrograms with different noise levels. In all cases Mix FROG could reliably and reproducibly reconstruct multiple pulses. The reconstruction procedure introduced here should translate immediately to GRENOUILLE; the error bar determination should be easily adopted in further variants of the FROG method.
