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A hvo-stage stochastic programming problem in which the random variable 
enters in a convex manner is called completely convex. For such problems we 
give a sequence of inequalities and equalities showing the equivalence of op- 
timality over plans and optimality of a two-stage procedure related to dynamic 
programming and giving upper bounds on the expected value of perfect informa- 
tion. Our assumptions are the weakest possible to guarantee the results in the 
completely convex case and supersede previous related results which have 
received erroneous proofs or have been established under highly restrictive 
conditions. In the course of our argument we exhibit a new measurable selection 
theorem and a rather general form of Jensen’s inequality. We also present a 
multistage generalization of our central theorem. 
1. INTRODUCTION 
Let f: R”’ x R” x RI’- [-co, CO] be a convex Baire function. Let 5 be a 
random vector with range in Rfl and finite expectation and let E denote expecta- 
tions with respect to the distribution of 5. Finally, for any integer s let B” denote 
the set of Bore1 measurable functions from RP to R”. We will take the basic 
problem of two-stage stochastic programming to be the evaluation of 
Here, x represents a first-stage decision and ~(5) a “recourse” decision [16] 
made as a function of 6. In order to ensure an unambiguous definition for the 
expectation of any Baire function K: Rp --f [ - CC, co] we will adopt a suggestion 
of Walkup and Wets [17] and define 
WE) = f klkk)>Ol 43 44 + j-(r,r(r)<“) 4s PCL(dS)Y 
where p is the measure induced in Rp by 5 and each integral has a well-defined 
finite or infinite value and, if necessary, we use the convention 
a+(--oo)=+~. 
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Although we have not explicitly written constraints into our formulation, they 
can be implicitly included by defining f to be co whenever the constraints are 
violated. Allowing f to take the value -CO does not have any obvious inter- 
pretation, but even if we have f > - 00 it is possible that the functions g and h 
(defined below) can take the value --CO and so it is convenient to adopt this 
level of generality initially. Much recent work in stochastic programming has 
dropped the assumption that f depends on 4‘ as a convex function (see, e.g., [ 141). 
However, for the main result described here this convexity is essential and is 
satisfied in a very wide class of practical problems. We shall refer to this as the 
completel) convex case. 
The evaluation of & may not be easy because of the difficulty of incorporating 
the constraint y E Bn. An alternative approach is to define the function g: R” x 
Rp+ [-cq a] by 
There is no a priori reason to expect that g is a Baire function and without any 
convexity assumption on f this will not be the case in general. However, under 
the assumptions we have made we shall see that g is indeed a Baire function and 
we can then evaluate 
t,bl = i:f Eg(x, 5). 
If we suppose that the value of the random vector 4 is revealed before any 
decisions are made, we have the problem of determining 
YEB” 
As in the case of q$ we can, instead, first find h: RP + [- 00, 001, where 
and then evaluate 
In the terminology of stochastic programming 4s and I+$ are sometimes referred 
to as “fat” solutions. 
Finally we will consider the deterministic convex programming problem 
obtained by replacing [ by its expectation. This leads us to consider 
We can now state our main result. 
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THEOREM 1. The functions g and h are convex and Bore1 measurable and we 
have 
41 == $4 2 42 = $4 2 x. 
The difference (61 - #a represents an upper bound on the value of any informa- 
tion we may obtain on the random variable 5. It is often called the expected value 
of perfect information (EVPI) and we have an immediate, though important, 
corollary of Theorem 1. 
COROLLARY. 
0 < EVPI < y - x, 
where y is any upper bound on & . For example, we couldput y = Ef (x, y(t), 5) for 
any x E R"" and y E Bn. 
\-arious versions of Theorem 1 and its corollary have appeared in the litera- 
ture. However, these results have in one case received an erroneous proof and 
in other cases been established under unnecessarily restrictive conditions. Our 
objective here is to prove Theorem 1 in the completely convex case under the 
weakest possible set of assumptions. 
In the next section we give a brief and selective survey of related results and 
note, in particular, an error in a previous proof of the inequality $a > x. The 
following section is devoted to a proof of Theorem 1. In the course of this proof 
we also establish two results which have some independent interest. The first 
of these is concerned with the existence of c-optimal Baire functions and the 
recond is a rather general form of Jensen’s inequality. In the final section we 
consider an extension of Theorem 1 to a multistage version of the completely 
convex problem. 
2. RELATED RESULTS 
In this section we will give a brief and selective survey of results related to 
Theorem 1 and its corollary. 
The equality 4, = & has recently been studied by Rockafellar and Wets [14]. 
These authors obtain this equality without making the assumption that f is a 
convex function of 5 and, indeed, are able to show that the equality still ho+ 
if B” is replaced by the set of essentially bounded functions. (This extension is 
useful for duality theory but less relevant here.) However, to obtain these results 
it is necessary to make assumptions on f which in the completely convex case 
are more binding than the assumptions made here. Hence in this special case 
our result represents a proper generalization of that in [14]. The same equality 
has been established in the completely convex case but under much stronger 
conditions, by Huang et al. [8]. 
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Specializations of the inequalities & > #a > x have been obtained by various 
authors beginning with Mangasarian and Rosen [I I] who considered the 
particular case 
f(6 y, 0 = @(x) + Y(y) if G(4 + WY) 3 I 
cc otherwise, 
where @, ‘P are continuous convex functions and G, H are continuous concave 
functions. In the course of their proof they assert that, in our notation, the func- 
tion h(t) is convex and continuous. This assertion has been repeated in two 
recent texts on stochastic programming [lo, 161 but unfortunately it is false, as 
was shown by Hogan who exhibited an explicit counterexample and gave 
conditions under which continuity would hold [7]. (This example also invalidates 
a similar statement in [8].) However, these conditions which involve strict 
convexity and compactness are very stringent and as our result shows, unne- 
cessarily so. Bui Trong Lieu has proved similar results in a more general setting 
[3, 41 but he also made over restrictive assumptions on the random variable in 
order to obtain certain continuity properties. 
More recently Avriel and Williams [l] and Huang et al. [8] have considered 
these inequalities, particularly with reference to the corollary giving bounds on 
the expected value of perfect information. However, these authors impose 
compactness assumptions which restrict the applicability of their results, but it 
should be mentioned that these additional assumptions allow one to improve the 
bounds on E\‘PI using a strengthened form of Jensen’s inequality [9]. 
3. THEORY 
Our main objective in this section is to prove Theorem 1. In order to achieve 
this we will first establish some results upon which the proof of theorem will 
be based. The first of these results guarantees the existence of E-optimal Baire 
functions in partial infimum operations. The theorem is preceded by a series of 
1emma.s. 
*LEMMA 1. Let B be a convex Bore1 subset of R8 x R and let w be the projection 
mapping from R* x R to Rs. Then rrB is a convex Borel set in Rs. 
Proof. The convexity of rrB is easily proved and so we concentrate on 
establishing that rrB is a Bore1 set. 
For any rational number x define B(z) C R” x R by 
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where p is the projection mapping from R8 x R to R. Now, for any x E rB the set 
{YER I (x,Y)E@ 
is either a singleton or a nondegenerate line interval and in the latter case it 
contains a rational number which means that x E TB(z) for some rational x. 
Hence, if we define 
B* = (J TrB(z), 
z 
where the union is over all rationals, then the restriction of r to the set 
C = B\{B n +B*}. 
is one-to-one. Now B(z) can be regarded as the intersection of B with a closed 
set and thus it is a Bore1 set which means that ?TB(z) and hence B* and C are 
also Bore1 sets. The result now follows if we use the fact that one-to-one pro- 
jections map Bore1 sets into Bore1 sets [6] together with the expression 
rrB=B*ud 
which is readily verified. 1 
LEMMA 2. With the notation of Lemma 1 there is a Bore1 function y *: R8 -+ R 
such that for any x E ?rB we have 
6, Y *lx)) E B. 
Proof. We shall employ the notation used in the proof of Lemma 1. 
Let 2 = (.zI , z2 ,...) denote the set of rational numbers in pB ordered into 
an arbitrary sequence. For any integer k >, 1, define the subsets Pk of R8 
inductively by 
Pk = TB(Zk)/z Pi 
where P,, is taken to be the empty set. We note that the sequence of sets {Pk} 
forms a partition of B* and, for any x E B*, define 
Y*(x) = zle when XEPI,. 
As we have seen above, for each x E rrB\B* there is a unique y E R such that 
(x, y) E B and we therefore define Y*(X) to be this unique y. For x E R8\rB put 
y*(x) = 0. 
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It remains to establish that y* is a Bake function and to achieve this it is 
enough to show that for any a: E R the set 
D, = {x E VB / y*(x) < a} 
is a Bore1 set, since TB is a Bore1 set by Lemma 1. But this follows from the 
expression 
where 
c, = {x E c ( px < a}, 
P, = U{P, 1 K satisfies x, < a}, 
since C, is a Bore1 set and the restriction of T to C, is one-to-one. I 
LEMMA 3. Let B be a convex Bore1 subset of RS x Rt and let 7~ be the pro- 
jection mapping from R* x Rt to R”. Then ?rB is a convex subset of R8 and there 
is a Baire function y*: R8 -+ Rt such that for any x E ?TB 
(x, Y*(X)> E B. 
Proof. For any u = l,..., t define rU to be the projection mapping from 
R” x Ru to R” x RU-l. Then 
and the first assertion follows from t applications of Lemma 1. From Lemma 2, 
for each u there is a Baire function yU: RS x RU-l -+ R such that for any 
x E 7ru7ru+l ... ntB we have 
(x, y,(x)) E vu+, ... 7rtB (E B ifu = t). 
We can define y* = (yc,..., y$) inductively by 
Y:(J) = Y,(X), 
Y,*(X) = Y&Y Y:$4) for 24 = 2,..., t. 
It is straightforward to verify that y* has the desired property. a 
THEOREM 2. Let f: Rs x Rt ---f [-co, m] be a convex Baire function and 
dejine g: R3-+ r-00, CO] by 
g(x) = i;ff (x, y). 
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Then g is a convex Baire function and, given any E > 0 there is a Bake function 
9: R8 + Rt such that for any x E R” 
f (x, j(x)) < g(x) + F if g(x) > - CQ 
< -l/r if g(x) = --co. 
Proof. Recalling our convention on the addition of infinities, the convexity of 
f implies that for any x1 , x2 E R”, yr , ya E Rt and A, , A, >, 0 with A, + An = 1, 
we have 
and the convexity of g follows immediately. The measurability of g is a conse- 
quence of Lemma 3 and the fact for any real c1 the set 
is a projection of the convex Bore1 set 
44 = {(X> Y> If (x9 u) < 4 
from R8 x Rt into Rs. Furthermore, Lemma 3 assures us that there exists a 
Baire function y*(.; CX): R” + Rt for every 01, with the property that N E M(a) 
implies 
(x; y”(x; a)) E L(a). 
Observing that the sequence of sets M(pc)\M([p - I] E), where p is an integer 
(positive or negative) partitions the subset of R” on which g(x) is finite, we may 
define 9: R* + Rt by 
g(x) = y*(x; PC) if x E M( ps)\M([ p - l] E), 
j(x) = y*(x; --I/E) if g(x) = -ccl, 
5w = 0 if g(x) = +cn. 
The measurability of 9 follows immediately from the properties of the y*(.; a) 
functions and the fact that the subsets of R” on which g(x) is infinite are Bore1 
sets as is evident from the expressions 
{x 1 g(x) = -co} = fi M(-n), 
n=0 
{x 1 g(x) = + co} = R8/fi M(n). 
7l=O 
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Finally, noting that 
puts x E M(pe)\M([p - I] c) and thus (x, j(x)) EL( pe), we can deduce that for 
any x for which g(x) is finite 
f(J, i,(x)> < pr <g(x) + E, 
which completes the verification that j satisfies the requirements of the theo- 
rem. I 
This theorem is very similar to a selection theorem obtained by Brown and 
Purves [2] but since these authors do not use the convexity off they are only 
able to guarantee that 9 is universally measurable. Our proof is along different 
lines from theirs. 
Our next result is a rather general form of Jensen’s inequality. The conven- 
tional statement of this theorem involves restricting the random variable to 
the domain of finiteness of the convex function [5, 121. By dealing with extended 
real-valued functions we can dispense with such restraints. 
THEOREM 3. Let f be a convex Bairefunction on R” and let E be an s-dimensional 
random vector with finite expectation. Then 
Ef (6) 2-f (Et-). 
Proof. We can assume without loss of generality that there is no hyperplane 
H in R” such that 6 E H as. because if such a hyperplane were to exist we could 
restrict f and 5 to H, which is equivalent to embedding f and the range of 4 
in RS-l and in this way we could eventually embed the problem in a space of 
small enough dimensions for our assumption to hold. The assumption implies 
in particular that, for any b E R” with b f 0, 
Prob{bre > bTE(} > 0. 
Let us define the set 
domf = {X E R” / f(x) < a}. 
Clearly dom f is a convex set and we will write int dom f for its interior. NOW, 
if Et $ int dom f a standard theorem on convex sets [13] tells us that there exists 
a b E R8 with b # 0 such that 
N E dam-f implies b=x < b%$ 
and our assumption allows us to conclude that f (6) = +CO with positive 
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probability, which means, by our convention on infinities, that Ef([) = + CD and 
the desired inequality is trivially satisfied. Howeger, if Et E int domf andf(E[) 
is finite (the case f(Ee) = -co also satisfies the theorem trivially) another 
standard theorem [13] assures us that there is a c E R8 with c # 0 such that for 
all s E R” 
f(x) 3 c’(x - Et) +f(Et’). 
Putting x = E and taking expectations gives the result. 1 
Proof of Theorem 1. The convexity and measurability of g and h follow 
immediately from Theorem 2. 
*I GA. For any y E Bn and 8 E Rp we have 
The result follows on taking expectations with respect to 5 and infima over 
.xER~ and y~Bn. 
$1 G $1 . Choose c > 0. Applying Theorem 2, we see that for each x E R” 
there is a,;l E Bn such that for all 5 E RP 
f(% 9(t), 0 < &, 5) + E if g(x, 5) > -CO, 
f(% Pm 5) < - 1 /e if &, f) = --00. 
Let F be the set of x E R” for which Eg(x, 0 < cc. If F is empty #r = 00 and 
the result is trivial. If g(x, 0 > -co a.s. for all x EF then the first inequality 
gives, for all x E F, 
inf W(x, y(t), t) < Eg(x, 5) + E, 
pB* 
and thus & < & + E. Since E was chosen arbitrarily this yields the desired 
inequality. Finally, suppose that g(x, , 4) = - 00 with positive probability p for 
some .~a EF. Then #1 = --co and 
inf JWo , r(5), t) 
Since N,, E F, the conditional expectation on the right cannot be + 03 and since 
the inequality must hold for all e we may conclude that the left-hand side is 
equal to -co. Hence & = ---co. 
41 2 *2 . The result follows from the inequality 
Eg(x, 5) k We7 for x E R”. 
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+a = I,& . Similar to 41 = #r . We omit the details. 
#s > x. Apply Theorem 3 to the convex Baire function fr. 
4. A MULTISTAGE GENERALIZATION 
The model introduced in Section 1 can be regarded as taking place over two 
time periods. We shall now show how this model can be extended to multi- 
time period problems and state the corresponding version of Theorem 1. This 
extension is valuable in that it enables the theory to be applied to certain finite 
horizon stochastic control problems. 
Let 
f:R” x R”1 x a.. x R”T x RD’ >( e-1 >< R”r+[-,m, “31 
be a convex Baire function. For t = l,..., T let .$, be a random vector with 
range in Rrt and finite expectation and let E denote expectations with respect to 
the joint distribution of E1 ,..., (r . We shall not assume that [r ,..., &- are 
independent. Our main problem is then the evaluation of 
where the infimum is over all x E R” and Bore1 measurable y,: R”I x +.. x 
RPt -+ R”t for t = I,..., T, and we adopt the convention of Section 1 on expecta- 
tions of measurable functions. 
The alternative approach to calculating C$~ is obtained by defining, inductively, 
a sequence of functions g,: R” x R% x ... x R”t-1 x R% k ..’ x Rpt + 
[--co, co] for t = 2,..., T and g,: Rm x R% --f [-co, co] by 
gTcX, Yl ,*..,,z’T-1 , z1 ,a.., zT> = lnf f(& %‘l ,..., yT , z1 
yTeR”T - 
,a**, ““T 1 , 
A?,@, Yl r.,.,yt-1 , 21 ,..., zt) 
= inf E{gt+,(x,y, ,...,yt I 5, ,... , 5t+l)l t1 ,..., tt = z1 ,..., 4, 
for t = l,..., T - I. It can be shown that each g, is a convex Baire function 
which justifies taking expectations. We can then define 
This rather general form of the recursive procedure of dynamic programming haa 
also been studied in a somewhat different format by Rockafellar and Wets [15]. 
The equality $r = I)~ which is part of Theorem 4 has also been proved by 
Huang et al. under more restrictive assumptions [8]. 
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We can also define the corresponding “fat” solution as 
& = infEf(x, yl(& ,..., 5~h..., y&i ,-.., 8~)~ 51 ,.-, &I, 
where the infimum is over x E R” and Bore1 measurable y,: RP1 x ... x R”r -+ 
R”, for t = I,..., T. Let h: R% x ... x Rpr+ [-co, co] satisfy 
&, ,a.., ZT) = %iRL f(X, y1 ,*.*, yr , z1 >a.., zr) 
y,eR”r 
and put 
lcrz = E&t, ,..., h-)- 
Finally, let 
x = x$;m f(x, y1 ,...,YT , Et, ,..., Et%). 
y@“t 
The counterpart to Theorem 1 is 
THEOREM 4. The functions g, ,..., g, and h are convex and Bore1 measurable, 
and 
A multistage generalization of the corollary to Theorem 1 can also be written. 
As in Theorem 1 our assumptions are the weakest possible for establishing the 
theorem in the completely convex case. The proof proceeds by induction along 
lines similar to that of Theorem 1, but we shall omit the details. 
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