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The present contribution reviews a set of different versions of the basic naming game model, differing in
the underlying topology or in the mechanisms regulating the interactions between agents. We include also a
Bayesian naming game model recently introduced, which merges the social dynamics of the basic naming game
model with the Bayesian learning framework introduced by Tenenbaum and co-workers. The latter model goes
beyond the fixed nature of names and concepts of standard semiotic dynamics models and the corresponding
one-shot learning process, by describing dynamically how agents can generalize a concept from a few examples,
according to principles of Bayesian inference.
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I. INTRODUCTION
It has been by now recognized that statistical physics can
be used also to investigate various questions relevant for the
study of society and culture [1, 2]. An example is the emer-
gence of social norms or a common cultural background. In
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fact, a hard-science approach to social phenomena, based on
the application of dynamical systems theory, statistical me-
chanics, and complexity theory, represents the rediscovery of
a forgotten deep link between social statistics, on one hand,
and statistical mechanics, on the other hand [3, 4].
The Naming Game (NG) model and the other models of
semiotic dynamics related to it have played a relevant role in
the study of cultural diffusion and evolution, since their in-
troduction in the 80’s and 90’s. One of the reasons for this is
that they offer a simple, yet effective representation of cultural
spreading mechanisms.
A main motivation behind the introduction of the NG model
was to understand the spontaneously emerging consensus
about the use of one or more words in a group of interacting
individuals. This problem is deeply linked to the more general
question about the origin of a common language, shared by a
group of individuals, and how it can be explained through an
underlying “semiotic dynamics”.
There are two opposite mechanisms, shared by many other
models of social and cultural dynamics[5], that characterize
the way social interactions take place in the NG models: (a) a
tendency of interacting individuals to become similar to each
other (the so-called “social influence”); (b) the presence of
noisy elements and random events that diversify individuals
from each other. The outcome of the NG model is either con-
sensus, a homogeneous state characterized by a single trait
that has prevailed across the whole group of individuals, or
fragmentation, a heterogeneous state with different groups
characterized by different traits.
The NG has evolved along many new directions, becom-
ing a paradigm in various problems. In fact, it is related
to some models of innovation diffusion [6], language com-
petition (with bilinguals)[2, 7], and opinion dynamics[4, 8].
From the modeling point of view, the NG can be considered as
a cultural competition model between non-excluding options
(A,B,C, . . .), describing how different options can spread be-
tween interacting individuals when used or be forgotten if
unused. Like other models the NG model relies on univer-
sal mechanisms of cultural spreading, selection, and compe-
tition. The mathematical equations and the computational
algorithms of the family of the NG models are often simi-
lar or even equivalent to those of other models of social dy-
namics. Analogies and differences between different models
become more clear considering the mean-field (MF) limit of
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2individual-based models [4] (see Sec. IV A).
Based on the type of dynamical rules, models of opinion
dynamics and cultural spreading can be categorized in the fol-
lowing way:
(a) Models in which the approach to consensus formation
is reached through a direct competition process between dif-
ferent cultural traits that are considered as fixed entities. A
prototypical example is the family of voter models[5].
(b) Semiotic dynamics models, which describe how names
and concepts link to each other, in a Sussurean sense[9], in the
minds of the individuals; in these models, different options
do not exclude each other and reinforcement processes (and
memory effects) can be taken into account. An example is
provided by the Lenaerts model or the NG model. It is to be
noticed that, in these models, concepts and names are assumed
to be fixed entities.
(c) Cognitive models, in which the definition of consen-
sus is understood in a dynamical sense: while names can
be assigned in advance, concepts are the outcome of a con-
cept learning process. The semiotic dynamics of this class of
models goes beyond the Sussurean scheme[9] and requires a
suitable framework for describing quantitatively (1) how and
when an agent, who initially does not have any predefined
concepts, turns the set of acquired experiences into a concept;
and (2) how a group of interacting agents can tune their diver-
sified concepts dynamically in order to reach consensus about
e.g. a word, so that all the agents can use and understand the
same word. An example of such a model is the model of word
learning, based on a Bayesian framework, discussed in Sec.
V.
The goal of the present contribution is to provide a short
and self-consistent review of the NG, focusing on how it is
employed at different levels of description of socio-cultural
processes, from the basic NG model describing direct compe-
tition between different traits[5] to the word learning process
described within a Bayesian framework of a recently intro-
duced cognitive version of the NG model[10].
This review is limited to a set of selected models and many
interesting versions of NG model, proposed over the years, are
left out.
The paper is structured as follows. In Sec. II, we present a
concise timeline of the development of some semiotic dynam-
ics models. In Secs. III and IV, we illustrate different ver-
sions of the NG model, starting from the basic version itself
and considering extensions in different embedding topologies
– concise summaries of relevant concepts and terminology
of complex networks are given to maintain the review self-
consistent. The Bayesian NG model is introduced and dis-
cussed in Sec. V. Finally, a short outlook on future research is
given in Sec. VI.
II. LANGUAGE AS A GAME: A TIMELINE
P. H. Matthews, in his Linguistics, A Very Short Introduc-
tion[11], writes that “Human language is, of course, uniquely
human". This apparently obvious statement actually points
out that some relevant properties of language are quite special
in nature. In fact, language, as we know it in its complexity,
seems by now to be indeed a typical trait of the human species
only, similarly to other culture-related phenomena such as the
systematic development of knowledge and the ability to make
technological innovations. However, other biological species
do have some more simple forms of language. Language is
such a peculiar phenomenon, hardly comparable in a straight-
forward way to any other phenomena, that it has attracted con-
siderable attention of the philosophers and was a subject of
study in many places and schools since ancient times, notably
the Indian school of linguistics, much before the development
of modern linguistics.
From the perspective of language dynamics and model-
ing, an interesting reference is autobiography of Augustine
of Hippo, “Confessions” , where he suggests a plausible
picture of human language and language learning process
based on his own personal experience as a child, similar to
that of a game for learning words from his elders. In the
“Philosophical Investigations”, Wittgenstein[12] cites Augus-
tine and elaborates further on the same topic, developing and
formalizing various explanatory examples of languages and
language learning process. Wittgenstein referred to these pro-
totypical situations together with the accompanying language
learning process as “Language Games”. The present review
is mostly concerned with the mathematical modeling of lan-
guage games.
The Philosophical Investigations contributed to inspire
artificial-intelligence and mathematical models of language.
Luc Steels, inspired by Wittgenstein, implemented the gen-
eral idea of language as a game[13] by realizing an artificial-
intelligence experiment, the Talking Heads [14–19]. In the
Talking Heads experiment, software-embodied robots can ob-
serve some objects in a common environment through digital
cameras, with the goal of naming them by inventing words by
their own; robots can interact with each other following some
pre-assigned interaction rules; a common dictionary emerges
eventually, remarkably without direct external control.
Besides its obvious technological interest, such an exper-
iments is also significant for general linguistics, in that it
closely recalls real situations in natural language develop-
ment. For example, a relevant fraction of young twins de-
velop autonomous languages to communicate with each other,
which are invented by the twins and used only for communica-
tions between them, since usually they cannot be understood
by others[20].
Steels also introduce a theoretical frameworks referred to
as the NG[21, 22], described as an adaptive NG, in that the
rules regulating the agent’s behavior change as the agent’s ex-
perience grows. In that model, each agent knows a possibly
different lexicon composed of W names and a certain set of M
concepts. Agents can communicate with each other in pairs:
one of the two agents in the role of speaker, uttering a name
to communicate a certain concept to the other agent, who is in
the role of hearer and tries to infer the meaning of the name
conveyed. In this way, agents can learn new names and con-
cepts as well as create or remove links between them.
The idea of a semiotic model of language as a bipartite net-
work of names and concepts, connected to each other through
3Sussurean-like links, had been studied by Hurford[23] be-
fore Steels’ models– see also the works by Nowak et al.[24].
In those models, consensus is achieved through population
dynamics and a reproduction advantage for the agents that
make more successful communications. Instead, in the NG
of Steels, it is a reinforcement process based on the success of
a word (i.e. how many times the hearer inferred the correct
meaning of the name conveyed) that makes agents rewind,
create, or remove the name↔object links. The system can
converge to consensus, in which the same set of name↔object
links are used by all agents. The convergence toward con-
sensus is effectively measured in terms of success rate, given
as the fraction of successful communications that have taken
place in the system in a given time interval – in this sense it is
a reinforcement model. The model in its original formulation
is still inspiring today, due to its general structure, not fully
explored theoretically, yet: in the model, agents can learn new
names and see new objects at any moment, move across a spa-
tial topology, and vary in number if the system is open[22].
A model that closely follows the spirit of Steels’ NG model
is the model put forward by Lenaerts et al.[25]. In this model,
learning takes place according to the NG rules through mutual
interactions between agents, accompanied by a reinforcement
process. The model was studied also in an extended version
that describes the evolutionary dynamics of language[25].
Baronchelli et al.[26, 27] introduced what is referred to
as the “basic NG”, a simplified version especially suited for
the study of the relaxation process toward a consensus. This
model is discussed in detail in the following sections. The
model is characterized by the existence of many words but
only one concept. In this way, the model looses part of the
spectrum of possible problems that can be investigated, e.g.
origin of and interaction between synonyms and homonyms,
but allows a study focused on consensus dynamics. The ba-
sic NG represents a good approximation in situations, where
many more words than concepts are presents, so that the cor-
responding semiotic dynamics can be mimicked by parallel
single-concept minimal NG processes.
Lipowski and Lipowska have studied some additional ver-
sions of the NG model. They considered a two-agents model
designed for a detailed study of the problem of homonymy
and synonymy[28]; models with reinforcement processes and
memory effects on adaptive network topologies[29]; as well
as some evolutionary schemes aimed at investigating the Bald-
win effect[30, 31] (the influence of linguistic on biological
evolution). Furthermore, Lipowska studied a heterogeneous
version of the NG model, in which each speaker’s activity de-
pends on the size of the respective vocabulary[32].
III. THE BASIC NGMODEL
In this section we will outline the main features of the basic
NG model. We will focus on some aspects that are relevant
for understanding the emergence of consensus in a population
of agents.
In particular, it is known that the influence of topology
on the NG dynamics is very important. For this reason, we
present an overview of the dynamics of the basic model on
different types of complex networks[33].
A. Complex networks
Complex networks (CNs) are an abstract representations of
complex systems, such as Internet, the cell, the World Wide
Web, social networks, scientific collaboration networks, or
ecological networks[34, 35]. They have complex topologies,
regulated by possibly unknown underlying principles, which
make them appear randomly structured. In fact, this was a
main reason for developing probabilistic methods for random-
graphs[36].
A complex network (or graph) is composed by a set of
nodes (or vertices) and a set of links (or edges), each link
connecting two nodes. In individual-based models, agents are
usually located on the nodes and each link represents some
type of interaction between the connected agents.
In the following, we shall consider only undirected net-
works, i.e. networks whose pairs of nodes are not ordered, or,
equivalently, the networks’ links represent bidirectional inter-
actions between nodes.
Some quantities (network metrics) are particularly useful
for characterizing the different underlying topologies of com-
plex networks [34, 35, 37]:
1. The degree of a node i is is the number ki of links con-
necting it to other nodes. A node that is highly con-
nected, with respect to other nodes, is often called a
“hub”. The degree distribution P(k) gives the proba-
bility that a node, randomly chosen, has k links; it pro-
vides a useful criterion for classifying network topolo-
gies, because it has different functional forms in differ-
ent classes of networks. The average degree, which pro-
vides an estimate of the average connectivity of nodes,
is given by 〈k〉 = 2n0/N, for a network with N nodes
and n0 links, and can also be obtained as the first mo-
ment of the degree distribution P(k).
2. Different quantities can measure the tendency of the
nodes to cluster (i.e. to be connected to each other),
such as e.g. the global clustering coefficient (or transi-
tivity), representing the probability that two nodes, con-
nected to another common node, are also connected to
each other. In the following, we mention the local and
the average clustering coefficient. The local (or indi-
vidual) clustering coefficient [34, 38] of node i is[34]
ci = 2Ei/[ki(ki − 1)] ≡ Ei/Emaxi , where Ei is the to-
tal number of links and Emaxi ≡ ki(ki− 1)/2 the corre-
sponding maximum number of possible connections in
the subgraph constituted by the neighborhood of node i
(its ki neighbors). The average clustering coefficient 〈c〉
can be measured by averaging the individual clustering
coefficient over the whole network.
3. The concept of shortest path `(i, j) between nodes i and
j is clearly relevant in the applications of complex net-
works theory. The maximum value of `(i, j) within the
4set of the shortest path {`(i, j)}, with i, j ∈ (1 . . .N),
where N is the number of nodes, is termed the diameter
of the network[37], in that it provides a measure of its
linear size. Averaging the shortest path over all the pairs
of nodes provides the average shortest path length (or
characteristic path length), 〈`〉 = ∑i 6= j `(i, j)/[n0(n0−
1)], which measures the transport efficiency or overall
navigability across a network[37].
B. Basic NG model on fully connected networks
Fully connected networks. The most simple topology of the
pair-wise interactions between agents in an individual-based
model is that in which each agent can interact with any other
agent. Such a topology is referred to in the literature in various
ways, as e.g. that of a group of agents with all-to-all connec-
tions, located on the nodes of a fully-connected network or
complete graph, or with homogeneous mixing [26, 39]. Also,
it is the topology on which the MF approximation of a model
is usually studied.
The basic (or minimal) NG model, proposed by Baronchelli
et al. in 2006 [4, 40–42], was embedded on a fully connected
network. This stylized agent-based model is deeply rooted
in the pioneering Talking Heads experiment, performed by
Steels [14–19], and in Wittengstein’s original idea of the lin-
guistic games [12]. Since then, its ability to show how the
consensus can spontaneously emerge from the pairwise in-
teractions between the agents has made it a paradigm in the
whole field of semiotic dynamics [43] and hence a subject of
countless studies, some of which will be reported in this re-
view.
In this section we describe the basic NG model and its fea-
tures, which will serve as reference points also in the follow-
ing sections.
In the basic NG model there are N agents that associate
names (or forms) to objects (or concepts). Through pairwise
interactions in a shared environment, agents can learn new as-
sociations or select which ones to maintain or discard. To this
end, every agent owns an inventory – namely a vocabulary –
that contains the names known to the agent. Interactions be-
tween agents are asymmetrical, in that one agent plays the role
of the speaker, passing some information to the other agent,
who is in the role of hearer (see below for details). This model
assumes that there is only one object in the shared environ-
ment, implying that all the names stored in the agents’ inven-
tories are synonyms. This excludes the possibility of study-
ing homonymy and its interaction with synonymy, the rea-
son given being that in real-life setting (“words in a context”)
homonymy is almost absent [42, 44]. With this limitation, the
NG model remains focused on consensus dynamics.
A first element of the NG model is the scheme – also re-
ferred to as strategy – used for choosing the agents entering
the conversation, i.e. the speaker and the hearer. In the ba-
sic NG, at each time-step, two agents are randomly selected
and one of them is randomly chosen as the speaker (who will
point to the object and name it), while the other agent will
act as hearer (trying to understand the name conveyed by the
speaker). However, other schemes are possible, and provide
different results in other models, because the speaker and the
hearer selected in a single interaction might experience very
different local environments, determined by the network ar-
chitecture. In such cases, the strategy for choosing the agents
does matter and is a source of asymmetry not only within each
interaction but also for the global macroscopic observables.
No such asymmetry is present in the NG dynamics on homo-
geneous networks, such as fully connected networks and reg-
ular lattices, due to their topological homogeneity. It is cus-
tomary to categorizes strategies into three groups[27, 45, 46]:
1. Direct strategy: first, the speaker is randomly selected;
then the hearer is randomly chosen among the speaker’s
neighbors.
2. Inverse strategy: first, the hearer is randomly selected;
then the speaker is randomly chosen among the hearer’s
neighbors.
3. Neutral strategy: a link is chosen with uniform proba-
bility among all the existing links; then with equal prob-
abilities the role of speaker and hearer are assigned to
the agents located on the nodes connected by the link
selected.
The dependence on the strategy is a typical feature of so-
cial dynamics individual-based models: for example, Castel-
lano et al. addressed the (reverse) voter model [4, 47] on a
generic heterogeneous uncorrelated graph [48]. The key ob-
servation to understand such a dependence is that if we ran-
domly choose the first agent (node) as speaker, and then we
randomly select the second agent (node) who acts as hearer,
among the speaker’s neighbors, the consequence is that the
agents sitting on high-degree nodes will be typically chosen
as neighbors. In fact, the degree distributions of the speakers
and hearers are P(k) and kP(k)/〈k〉, respectively[45], imply-
ing that the large degree nodes will typically act as hearers in
a heterogeneous network.
In the NG model, choosing randomly the first or second
agent as speaker produces equivalent results on complete
graphs and regular lattices, due to the homogeneity of their
topology. The details of the scheme used become important
when the NG dynamics is studied over complex networks
[42, 43, 49], see Sec. III D. An explicit example of depen-
dence on the strategy is given for the case of scale-free net-
works in Sec. III D.
The next element of the NG model is the set of rules of the
interaction between the speaker and the hearer[40]:
1. The speaker randomly selects a word from its inven-
tory. If the inventory is empty, the speaker invents a
new word, which is added to the inventory and selected
for the conversation.
2. The speaker conveys the selected word to the hearer:
• If the hearer’s inventory contains the word con-
veyed, the two agents update their inventories by
5erasing all the other words, only maintaining the
conveyed word. This process, which represents an
agreement – in practice the two agents forget the
other words, is termed a communication success
in the NG.
• If the word conveyed is missing from the hearer’s
inventory, the hearer adds it to the inventory. This
process, representing in practice a one-shot learn-
ing, is termed a communication failure in the NG.
Pairwise interactions like this one occur at each time step,
until the convergence will be achieved, as it is always the case
for this basic model. Top and bottom panels of Fig. 1 illus-
trate two possible pairwise interactions which have different
outcomes, failure and success, respectively.
In principle, agents can store a priori an unlimited number
of words, being the size of agents’ inventories not bounded.
However, it can be proven that within the NG dynamics this
never happens and that the system will reach a final (absorb-
ing) state, where all the agents have only one and the same
word in their inventories.
In order to understand the complex processes leading to the
emergence of a final state of global consensus, it is customary
to define some time-dependent macroscopic observables that
can account for the main dynamical features of the model.
These observables, usually obtained as averages over many
different runs of the system, are (a) the success rate S, that in
each interaction is assigned either the value S = 1 in case of
success or S = 0 in case of failure; (b) the number of differ-
ent words Nd in the system; and (c) the total number of words
Nw in the system. The latter observable roughly corresponds
to the total memory of the system, while the ratio Nw/N is
the average amount of memory used by an agent. The typi-
cal time evolution of Nw(t), Nd(t), and S(t), for a system of
size N = 1000, obtained averaging over 1,200 realizations,
are shown in Fig. 2, panels (a), (b), and (c), respectively. The
figure shows that the system reaches a global consensus state,
where Nw(tconv) = N, Nd(tconv) = 1, and S(tconv) = 1, at the
convergence time tconv. This remarkable disorder/order tran-
sition occurs spontaneously, without any centralized coordi-
nation, showing that in the NG model a population of locally
interacting agents is capable of self-organizing, by allowing
the formation of a globally shared vocabulary. Similar con-
sensus processes are observed in other problems of social sci-
ences, see Ref. [4].
The time-evolution of S, shown in Fig. 2, panel (c), gives
some important insights about the system dynamics. At the
beginning, most of interactions are failures, so that the agents
play uncorrelated games. This implies a linear growth of the
observables Nw, Nd , and S. Then, there is a second stage,
when correlations start to appear, as the agents’s inventories
have some words in common. This gives rise to a collective
behavior. In the final, third stage, there is a disorder/order
transition that roughly occurs at time tmax, when Nw reaches
its maximum, i.e., Nmaxw = Nw (tmax). In such a regime, pair-
wise interactions begin to be successful and S increases mono-
tonically, eventually reaching the unity at consensus. It can be
shown that this transition always takes place, see Ref. [40] for
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FIG. 1. Two examples of pairwise interactions according to the basic
NG rules. The speaker and hearer’s inventories are shown in the
cartoon. On the top the speaker randomly selects the underlined word
SULADED and conveys it to the hearer. The interaction fails for the
hearer’s inventory does not contain this name. Thus the hearer must
add it to the inventory. On the bottom a successful game is illustrated.
The speaker conveys the word ALLYCS that is already present in the
hearer’s inventory. After this, the agents delete all the words in their
inventories and keep only the winning one, i.e. ALLYCS.
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FIG. 2. The average values of the observables Nw(t), Nd(t), and S(t)
as functions of time t obtained from 1,200 simulations of the NG
dynamics for a population of N = 1,000 agents in a fully connected
network, see Ref. [40] for comparison. Note that the (average) max-
imum value of the number of different words is Nd ≈ N/2.
a detailed analysis.
In Fig. 3, we plot the success rate S versus time for differ-
ent system sizes, ranging from N = 50 to N = 2000, with time
rescaled as t → t/tS(t)=0.5, the latter being a self-consistent
quantity [40]. The S curves clearly show that the disor-
der/order transition becomes steeper as the number of the
agents is increased, hence providing a faster convergence to
consensus. It is worth noting that the S-shaped curve is also
observed in new language conventions spreading in human so-
cieties [40, 50–53]. However, the NG dynamics should be
understood as a dynamics with time-scales much shorter than
those relative to the evolution of a language.
We conclude this section recalling how the macroscopic ob-
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FIG. 3. Average values of the success rate S(t) as function
of the rescaled time t/tS(t)=0.5 for different system sizes N =
50,100,500,1000,1500,2000, obtained from 1,000 realizations of
the NG dynamics on a fully-connected network.
servables scale with the system size N in the basic NG model.
It is found that tconv , tmax, Nmaxw , obey power laws and scale
with N as tconv ∼ Nα , tmax ∼ Nβ , Nmaxw ∼ Nδ . By means of
analytical arguments and numerical analysis it can be shown
that α ' 1.5, β ' 1.5, δ ' 1.5. Therefore, the average amount
of memory required by an agent scales as Nw/N ∼ N 12 , which
clearly increases with the system size [40, 42].
C. Basic NG model on regular lattices
Lattices. In regular networks, each node i has the same
degree ki ≡ 〈k〉 for all i. Regular lattices are particular cases of
regular networks: when they are embedded in a real Euclidean
space, they form a regular tiling and each node is connected
to all its first neighbors.
In the following we consider some particular lattices,
namely 1-dimensional (1D) periodic and 2-dimensional (2D)
square lattices, in which each node has 2 and 4 neighbors, re-
spectively – in the general case of a (hyper-)cubic lattice of
dimension d each node has degree k = 2d. In physics, regu-
lar low-dimensional lattices are relevant prototypes of topol-
ogy for the study of many physical systems with a periodic
structures, in which the constituents are usually located at the
nodes – an important example is the Ising model where the
constituents are represented by spins[54].
Also in social dynamics, after the fully connected network
topology, the natural choice for investigating the influence of
different topologies on the dynamics of individual-based mod-
els is the topology of low-dimensional regular lattices, e.g.
with dimension d = 1,2,3.
The study of the NG model in a 1D and a 2D lattice was
undertaken by Baronchelli et al. [26]. Each agents sits on a
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FIG. 4. Average values of Nw(t), Nd(t), and S(t) as functions of time
t obtained from 1,200 simulations of the NG dynamics for a popula-
tion of N = 1,000 agents in a fully connected graph (red circles) and
on a 1D lattice (green triangles), see Ref. [26] for comparison.
lattice node and can interacts with 2d nearest neighbors only,
a situation that favors local consensus with a high success rate.
In Fig. 4, we plot the time evolution of the main macro-
scopic observables Nw, Nd , and S, obtained from 1,200 real-
izations with N = 1,000 agents in the 1D case (green triangle
symbols) and compare them with the corresponding curves of
a fully connected network with the same size (red circle sym-
bols) — note that periodic boundary conditions are not as-
sumed in our simulations. The differences between the curves
clearly show that the convergence to consensus dramatically
slows down in the 1D case, but at the same time much less
system memory size (Nw) is required for consensus; in par-
ticular, one can notice that in the 1D lattice the number of
different words Nd lacks the plateau observed in the case of
a fully connected network. In the 1D case, it is found that
tconv ∼ N3, while Nmaxw ∼ N. The slowing down of the conver-
gence process observed in the 1D case is due to a coarsening
phenomenon, namely to the formation of different clusters of
neighboring agents who share one word and the consequent
competition between the clusters, driven by the fluctuations at
their interfaces [26].
The clusters’ interfaces are made by agents with more than
one word. The probability that two neighboring domains are
separated by an interface of a given length (measured as the
number of its lattice sites) can be studied by constructing a
Markov chain. In the 1D case, assuming that the interfaces
are small point-like objects, it is found that the probability
P (x, t) of finding the interface at position x at given time t
obeys the following diffusion equation [26],
∂P(x, t)
∂ t
=
D
N
∂ 2P(x, t)
∂x2
, (1)
where D' 0.221, the diffusion coefficient, is in a good agree-
ment with the value Dexp ' 0.224 obtained from numerical
7TABLE I. Exponents of the power laws for the NG dynamics in a
fully connected network (FCN) and on the 1D and 2D regular lattices
[26, 42]. Here tconv ∼ Nα , tmax ∼ Nβ and Nmaxw ∼ Nδ .
Topology α β δ
FCN 1.5 1.5 1.5
1D 3.0 1.0 1.0
2D 2.0 1.0 1.0
simulations. Further analyses of the time-dependence of the
domains’ size and its relation with the observables Nw, Nd ,
and S can be found in Ref. [55].
Coarsening processes are also observed in the non-
equilibrium dynamics of other models, such as the Ising
model, and are caused by the dynamics induced by surface
tension, referred to also as the curvature-driven dynamics
[4, 56, 57]. The above picture has been conjectured to hold
only in d-dimensional lattices with d ≤ 4, where it can be
shown[26, 43] that tconv ∼ N1+ 2d .
In Table I, we report the exponents of the power laws corre-
sponding to tconv, tmax, and Nmaxw , which were found for a fully
connected network, 1D lattice, and 2D lattice.
D. Basic NG model on random graphs and scale-free networks
A complex underlying topology, such as that of a heteroge-
neous network, can greatly affect the dynamics of individual-
based models embedded in it. This is true also for the NG
dynamics. In particular, on a complex topology results de-
pend on the choice of the selection strategy adopted (Sec. III).
We start by a comparison of the cases of random and scale-
free networks, as in the study of NG dynamics on heteroge-
neous graphs by Dall’Asta et al. [45], which provides useful
insights.
Random graphs. There are two equivalent definitions of
random-graphs (RG)[34]. According to Erdo˝s and Rényi[58–
60] (ER model of random network), a random graph is a set
of N labeled nodes connected by n0 edges randomly chosen
from N (N−1)/2 possible edges. Hence, given N nodes and
n edges, the number of graph realizations is Cn0
[N(N−1)/2] [34].
Note that such realizations form a probability space where ev-
ery graph realization is equiprobable [34].
The binomial model provides an alternative but equivalent
definition of random-graph. Starting with N nodes, all pairs
of nodes are connected with (uniform) probability pER. For
example, Fig. 5 shows two realizations of ER random graphs:
they are generated using N = 6 nodes and each pair of nodes
is connected with a probability pER = 0.7. From this model,
one expects a graph with a number n0 = pERN (N−1)/2 of
randomly placed links. In ER random graphs, nodes have ap-
proximately the same number of links close to 〈k〉 and for a
(a) (b)
FIG. 5. Two realizations of the ER random graph with N = 6 nodes
and connection probability pER = 0.7. The total number of edges in
a random network is n= pERN (N−1)/2. Note that for pER = 1 one
obtains a fully-connected network.
large number N of nodes the degree distribution becomes a
Poisson distribution[34],
P(k)' e−pERN (pERN)
k
k!
= e−〈k〉
〈k〉k
k!
, (2)
which is characterized by a tail (high-k region) that decreases
exponentially. Nodes with a connectivity that largely deviates
from 〈k〉 are rare in random graphs. In this sense, RGs can be
considered as homogeneous networks.
In ER graphs, the mean clustering coefficient is 〈c〉 =
〈k〉/N = pER, which is independent of node’s degree, while
the mean path length is proportional to the logarithm of net-
work size, `rand ∼ lnN, a property shared with small-world
networks (see Sec. III E).
Scale-free networks. The ER model and the Watts and Stro-
gatz model (see Sec. III E) of network cannot describe some
topological properties observed in many real technological,
biological and social networks. Indeed, it is found[34, 61, 62]
that in many cases networks are characterized by a power law
distribution, i.e., P(k) ∼ k−γ at large values of k, where γ is
the degree exponent, whose values is usually between 2 and 3.
Due to this special dependence on k, these graphs are called
scale-free networks. This shape implies that only a few nodes
(hubs) have a large number of links, while the majority of
nodes have only a few links.
Barabási and Albert proposed a model of scale-free net-
works, considering a dynamical evolutionary origin, jointly
caused by two process: growth and preferential attachment.
Indeed, it is observed that many real networks grow by con-
tinuous addition of new nodes. Moreover, the new nodes have
higher probability to be connected to those with large number
of links. The latter process is called preferential attachment,
see the algorithm illustrated below. On the contrary, no such
process is present in the procedures for generating random-
graphs or small-world networks (Sec. III E), where the con-
necting probability between nodes is independent of nodes’
degree.
The Barabási and Albert (BA) model generates a scale-free
networks by means of the following preferential attachment
algorithm: [34]
8FIG. 6. Scale-free network with N = 20 nodes constructed using the
Barabási and Albert preferential attachment algorithm with parame-
ter m = 7.
1. Initially there is a small number m0 of nodes connected
to each other through m edges (m≤ m0).
2. At each new time-step, a new node j is added.
3. The new node is then connected to another existing
node i. The choice of the node i is done with a prefer-
ential attachment probability Π proportional to the re-
spective connectivity ki,
Π(ki) =
ki
∑ j k j
. (3)
4. Time is increased of one step and the procedure is
restarted from point 2 above.
A scale-free network with N = 20 nodes, generated by
means of the BA preferential attachment algorithm with pa-
rameter m = 7, is shown in Fig. 6. Note the cliques sponta-
neously emerging, despite the small size of the network.
The BA model allows the construction of the scale-free net-
works characterized by power law distributions with γ = 3, in-
dependent of the value of the parameter m.[34] Additionally,
it is found[34] that the average path length 〈`〉 is shorter than
in the corresponding value `rand for random networks, for any
N, while the average clustering coefficient follows a power
law 〈c〉= N−0.75. Clearly, the scale-free networks are hetero-
geneous, for the low-degree nodes are far more abundant than
those with a high degree.
It is worth noting that a recent study by Broido and Clauset
claims that the scale-free architecture is rare among the real-
world networks, undermining the idea that the scale-free na-
ture is an underlying principle of the most complex networks
[63]. By means of a data-driven approach, the authors have
shown that out of nearly 1,000 network data sets, only 4%
of them exhibits the strongest-possible evidence of a scale-
free architecture. However, these statistical tests are applied
to finite-size real networks while the scale-free character of
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FIG. 7. Comparison of the success rate S(t) as a function of time t
on a Barabási and Albert free-scale network (“BA”, black solid line)
and an Erdo˝s-Rényi random graph (“ER”, blue dashed line). In both
cases the networks have an average degree 〈k〉= 4, the population is
N = 1,000 agents, and results were averaged over 600 realizations.
For comparison, also S(t) for a complete graph is shown (“MF”,
green dotted line, averaged over 1,200 realizations).
the BA model is rigorously valid in the limit of infinite-size
networks, see Ref. [64] for an interesting discussion about
this apparent issue.
Dall’Asta et al. performed simulations of the NG dynamics
on different realizations of ER random graphs and BA scale-
free networks. For the latter network model, results were also
compared with those of uncorrelated scale-free networks con-
structed by means of the uncorrelated configuration model,
but no significant differences were found.
In Fig. 7 the success rate S(t) versus time t for ER (dashed
line) and BA (solid line) networks is shown. Both networks
have an average degree 〈k〉= 4 and a population of N = 1,000
agents. For comparison, the corresponding curve for a com-
plete graph is plotted. The success rate curves for the dynam-
ics on complex networks show similar behaviors character-
ized by an initial linear behavior and a plateau at intermediate
times, which is not observed in the case of a complete graph.
The faster initial growth of S(t), with respect to the case of the
complete graph, is due to the finite average degree[45], which
is 〈k〉= 4.
Figure 8 compares the average memory per agent in the
system, given by the macroscopic observables Nw/N (top
panel), and the number of different words per agent, given
by the quantity (Nd − 1)/N (bottom panel), as functions of
the rescaled time t/N, for the ER network, the BA network
(both networks have average degree 〈k〉 = 4), and the com-
plete graph. The memory Nw/N obtained from the NG dy-
namics on the complex networks, after a sudden increase,
reaches a plateau that is lacking in the curve for the complete
graph, which instead presents a peak (top panel). Notice that
the plateaus for the complex networks do not correspond to
steady states. Instead, they represent a dynamical regime in
which the system is eliminating more and more names, ac-
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FIG. 8. Comparison of the global observables Nw(t)/N (top panel)
and (Nd(t)− 1)/N (bottom panel) as functions of the rescaled time
t/N of a BA network (black solid line), an ER network (blue dashed
line), and a complete graph (green dotted line). The population size
is N = 1,000 agent. For both the BA and ER networks the average
degree is 〈k〉 = 4 and results were averaged over 600 realizations;
results of the complete graph were obtained from 1,200 realizations.
TABLE II. The scaling laws for convergence time tconv ∼ Nα and
maximum memory Nmaxw ∼ Nδ for the basic NG on the ER graphs,
BA and WS network models.
Network Model α δ Reference
ER 1.4±0.1 1.0 Ref. [45]
BA 1.4±0.1 1.0 Ref. [45]
WS 1.4±0.1 1.0 Ref. [66]
cording to the NG agreement rule. This becomes evident by
looking at the number of different words (Nd−1)/N (bottom
panel). Moreover, it is found[45] that the length of the plateau
increases with the system size N.
An extensive analysis of the NG dynamics on ER and BA
networks shows that the convergence time tconv scales with N
as tconv ∼ Nα with α = 1.4± 0.1. This represents a conver-
gence faster than that found for the case of the regular lattices,
see Table II for the list of the values of the exponents obtained
from the simulations on the various model network architec-
tures and Table I for comparison. For the sake of complete-
ness, also the exponents δ for the time of the system memory
peak, Nmaxw ∼ Nδ , are listed. Dall’Asta et al. showed that this
scaling represents a robust feature unaffected by the cluster-
ing, average degree 〈k〉, or degree distribution[45, 65] – see
also Ref. [46] for further details. In the case of the BA net-
works, this behavior was confirmed by comparison with the
uncorrelated scale-free networks, created according to the un-
correlated configuration model.
While the scaling law for tconv proves to be a robust fea-
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FIG. 9. Characteristic time-dependence of the inventory’s size nt for
some nodes of a 1D lattice (left panel), ER random graph (central
panel), and scale-free BA network (right panel), see text for details.
Both the random graph and the BA networks have average degree
〈k〉 = 4. The BA network’s hub is chosen with degree k = 150.
The curves nt(t) are shown for a interval of 1,000 time-steps. The
model is the (direct) NG and the population size is N = 1,000 agents
(nodes).
ture for various different complex networks, other dynamical
features may be influenced by the topology of the interaction.
For example, investigating the time-evolution of the agents’
inventory size, some interesting patterns emerge. The single
agent’s microscopic (or internal) dynamics was first studied
by Dall’Asta and Baronchelli by means of a master equation
method (see Ref. [49]), finding that if nt is the number of
states/words in any given agent’s inventory at time t, then
the form of its distribution Pn (k|t), i.e the probability that
a node of degree k has n states at time t, is strongly affected
by the network topological properties. For instance, far from
the consensus, the distribution Pn (k|t) takes different forms
on homogeneous and heterogeneous networks, due to its de-
pendence on the two first moments 〈k〉 and 〈k2〉 of the degree
distribution P(k). To illustrate this behavior, Fig. 9 shows the
plot of the inventory size nt versus time t corresponding to a
typical node, in various network architectures, occurring dur-
ing the (direct) NG dynamics.
In the left panel of Fig. 9, the inventory size nt is plotted
against time for a given node in a 1D lattice. Due to the the
coarsening phenomenon, discussed in Sec. III C, the tempo-
ral series is indeed bounded, that is, nt ≤ 2. The behavior of
nt for a typical node of the ER random graph and for a hub
of the BA model (k = 150, 〈k〉 = 4) are plotted in the central
and right panels of Fig. 9, respectively. The curves show that
agents/hubs play a much more active role in the semiotic dy-
namics – we refer the reader to Ref. [49] for further analysis.
In the following, unless explicitly stated otherwise, it is as-
sumed that the direct strategy is adopted (i.e. the direct NG
model) and that the NG dynamics takes place on the paradig-
matic networks considered above, i.e., networks constructed
by means of the Erdo˝s-Rényi, Barabási-Albert, and Watts-
Strogatz network models, as discussed in Sec. III A.
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FIG. 10. Global observables Nw/N (top panel) and Nd/N (bottom
panel) as functions of the rescaled time t/N, when the direct (solid
line) and reverse (dashed line) strategy is adopted. Here, the popula-
tion size is N = 1,000 and the network has a scale-free structure with
average degree 〈k〉= 4 generated through the BA preferential attach-
ment algorithm with parameter m = 4. The curves are obtained by
averaging over 600 realizations. See Ref. [45] for comparison.
Finally, we provide an explicit example of dependence on
the adopted strategy of agent selection. In Fig. 10, the macro-
scopic observables Nw (top panel) and Nd (bottom panel) on
a scale-free network with population size N = 1,000, average
degree 〈k〉= 4, generated by means of the BA preferential at-
tachment algorithm with m= 4 (see Sec. III D), are compared
for the cases of a direct and an inverse strategy. In the inverse
NG model, convergence to consensus is faster, but at the cost
of a larger memory usage (larger Nw) than in the direct NG
model. However, the average number of the different words,
Nd(t)/N, is always smaller in the inverse NG model, due to
the fact that hubs, when acting as speakers, convey words to a
larger fraction of the population, in turn causing a faster con-
vergence to consensus. Despite these important differences
between the direct and inverse strategies, the scaling law of
tconv with the system size N remains unchanged[45].
E. Basic NG model on small-world networks
Small-world networks. In many biological, social and tech-
nological networks, one finds that the connection topology is
neither completely regular nor completely random. This char-
acteristic feature is observed for instance in the neural net-
work of the worm Caenorhabditis elegants and also in the
collaboration network of actors in Hollywood [34]. Based on
this observation, Watts and Strogatz proposed the small-world
network model, which can interpolate smoothly between reg-
ular and random networks [67]. The Watts and Strogatz (WS)
model is called “small-world” network because it is high clus-
tered like regular lattices but at the same time shows small
path lengths, a typical feature of random graphs [67]. In
other words, WS graphs can be understood as a superposi-
tion of regular lattices and random graphs [36]. The basic
FIG. 11. Example of network obtained using the WS algorithm for
creating a small-world network, starting from a regular ring with
N = 24 nodes connected to four nearest neighbors (ki = 4). Each
node was rewired with a probability pWS = 0.4 (duplicate edges not
allowed). Note that the network randomness increases with pWS.
algorithm for constructing a WS small-world network is the
following[35, 67]:
− Start with a ring lattice, with N nodes and ki edges per
vertex i (ki/2 for each sides).
− Randomly rewire each edge with a given probability
pWS, avoiding duplicate edges and self-connections.
The required conditions for creating small-world networks of
interest are N ki ln(N) 1, where the intermediate in-
equality guarantees that the random graph will be connected
[67]. Figure 11 shows an example of WS small-world net-
work, that is constructed starting from a regular ring with
N = 24 nodes, each node i-th being initially connected to its
ki = 4 nearest neighbors. The corresponding links are then
rewired randomly with probability pWS = 0.4.
The small-world networks have the following characteris-
tic properties. First, in the limiting cases of small or large
rewiring probabilities, pWS → 0 or 1, their clustering coeffi-
cient 〈c〉 and characteristic path length 〈`〉 converge to those of
a regular lattice or random graph, respectively. However, for a
broad interval of probabilities, they form highly clustered net-
works with a large 〈c〉, as typical of regular lattices but, at the
same time, an 〈`〉 comparable to those of random graphs [67].
Furthermore, their degree distributions are similar to those of
random graphs, showing an exponential decay for large k val-
ues, so that nodes have approximately the same number of
edges [34]. Therefore, the WS model has the capability to
generate complex networks that are relatively homogeneous
in their topology[34].
The first numerical investigation of the basic NG dynam-
ics on the small-world networks was performed by Dall’Asta
et. al. [66]. As discussed above, the WS model introduces
long-range connections in an otherwise regular network, thus
allowing agents that were originally far from each other to
become neighbors. Therefore, it is expected that, depending
upon the rewiring probability pWS, the WS model will intro-
duce a trade-off between the dynamics on a 1D-lattice and that
on a complete graph.
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FIG. 12. Observables Nw/N (top panel) and Nd/N (bottom panel)
as functions of the rescaled time t/N for a WS network with average
degree 〈k〉= 8 and for the rewiring probabilities pWS = 0.01 (dashed
line) and pWS = 0.08 (solid line). The curves were obtained aver-
aging over 50 realizations with a population of N = 1,000 agents
(nodes).
The effects of a rewiring probability pWS > 0 are shown
in Fig. 12 for the average memory per agent in the system
Nw/N (top panel) and the average number of words Nd/N
(bottom panel) in a WS network model with average degree
〈k〉= 8, N = 1,000 nodes, for two different rewiring probabil-
ities, pWS = 0.01 and pWS = 0.08. These values were chosen
according to the condition 1/N  pWS  1 that guarantees
the emergence of a small-world structure through the WS al-
gorithm. The curves show that increasing the rewiring prob-
ability pWS, a faster convergence to consensus is achieved.
Note that in the time range of Fig. 12 the approach to consen-
sus is visible only for the case pWS = 0.08 at tconv ' 8×105.
Moreover, it is found that increasing the system size N, the
plateau of the curve of Nw (t)/N becomes wider[66]. The
dynamics presents a crossover between the typical coarsen-
ing phenomenon of 1D-lattice, discussed in Sec. III C, and
the fully-connected regime, see Sec. III B. The reason is that
the clusters’ size grows as (t/N)1/2, while the distance be-
tween the short-cuts introduces by the WS model is of or-
der of 1/pWS, so that when they become comparable, at a
crossover time tcross ∼ N/p2WS, a dynamics similar to that of a
fully-connected network emerges. This explains why the con-
vergence to consensus in small-world network is much faster
than that observed in a 1D-lattice. Indeed, it is found that
tconv ∼ N1.4, which is a power law similar to that of fully-
connected networks, see Table I for comparison, while only
a finite memory per agent is required, see Table II, in con-
trast to the case of fully connected networks, where it behaves
as O(N1/2). The latter dynamical feature explains why the
curves on the top panel display so long plateaus. We refer the
reader to Refs. [46, 66] for an extensive analysis of the NG
dynamics on small-world networks. The significant scaling
laws for the case of the WS model are reported in Table II.
F. Basic NG model on small-world geographical networks
We briefly recall that the NG dynamics was also studied
on the small-world geographical (SWG) networks by Liu et
al.[68].
The SWG networks are constructed by randomly adding
links with a fixed geographical distance di j to 2D-regular lat-
tices. The distance between two nodes is defined as di j =
|xi−x j|+ |yi−y j|, where (xi,yi) and (x j,y j) denote the Carte-
sian coordinates of the lattice nodes. In their study, Liu and
co-workers investigated how the consensus dynamics, in par-
ticular the convergence time of tconv, depends on the quantity
di j, finding a non-monotonic dependence, both for direct and
reverse NG strategy. They also found that the average path
(average topological distance) 〈`〉 of the network, which in
turn depends on the number of shortcuts introduced, strongly
affects tconv.
G. Basic NG model on random geometric graphs
Random geometric graphs. A typical random geometric
graph (RGG) can be generated in the following way [69]:
1. Consider a square area of size L×L.
2. Choose N points uniformly placed on it at random.
3. Given any two points, if their distance is less than a
given radius (or radio range) R, they will be connected.
It is found that a large connected component of the RGGs
emerges if the average degree 〈k〉 becomes greater than a cer-
tain critical value 〈k〉c. In the case of a 2D RGG, the critical
degree is given by 〈k〉c ≈ 4.5. Moreover, in such a network
the connectivity can be tuned, because 〈k〉 = ρpiR2, where
ρ = N/L2 is the density of nodes [55]. Note that it is also
possible to generate small-world RRGs, starting from a given
RRG and simply adding shortcuts between randomly chosen
nodes with a given probability. In limiting cases, i.e. small
rewiring probability and large network size, such small-world
RGGs have the same properties of those generated according
to the WS algorithm [70].
The study of the NG on an RGG can find relevant appli-
cations of technological interest for modeling efficient net-
works of sensors [55]. The typical scenario would be that
of a certain number of autonomously operating wireless sen-
sors randomly scattered in large region, whose environment is
unknown. The expected topology of the sensor network sim-
ilar that of the RGGs. In such a situation, it is desirable that
the system of sensors could develop a common classification
or tagging scheme autonomously, without external interven-
tions.
To this aim, Lu et al. [55, 71] studied a version of NG with
local broadcast instead of pairwise communications, since
such a version can potentially be a mechanism for leader elec-
tion among a network of mobile or static sensors placed in a
previously unknown environment [55]. The broadcast process
substitutes the usual NG pairwise interaction with a process
12
where the speaker conveys the selected word to all the neigh-
bors, which form a set of simultaneous multiple hearers. The
response of these hearers is the usual one of the basic NG: if
the hearer already had the conveyed word in the dictionary,
an agreement process takes place, an event that represents a
local success. The speaker updates the inventory (i.e shrinks
it to the selected word) only if at least one of the hearers had
that word [55]. This NG versions on a 2D RGGs presents
the same characteristic dynamical features of the coarsening
phenomenon described in Sec. III C. Instead, the convergence
time tconv is strongly reduced, similarly to what one would ex-
pect for the semiotic dynamics on WS model networks (Sec.
III E). We refer the reader to Ref. [55] for details. Note
that within the NG framework, a natural efficient-broadcasting
scheme was also proposed by Baronchelli [72] – we shall re-
turn to this version in Sec. IV B.
IV. MODIFIED NGMODELS
In this section we mention some additional modified ver-
sions of the NG model, which differ from the basic model
in the game rules or for the presence of some additional free
parameters. In general, these NG models are effective for en-
gineering the global consensus. We refer the reader to the
recent monograph by Chen and Lou [73] for an overview of
these models.
A. NG model restricted to two conventions
Here and in the following, the term convention is used for
the NG model in a sense equivalent to that of name.
An extension of the NG model was introduced by
Baronchelli et al.[65, 74], in order to take into account the fact
that agents may be undecided whether to learn a new name or
not. Depending on the specific application of the NG model,
such a feature can well describe also a resilient attitude with
respect to cultural changes, a preference of an agent to use
the original language, or a random factor that can interfere
with the agreement process. The generalized model is ob-
tained by introducing a new parameter β governing the agree-
ment process and the consequent update of the agents’ inven-
tories. This model is usually referred to as the 2c-NG model
or generalized β -model. The game rules for a single pairwise
interaction between speaker and hearer are re-defined in the
following way[74]:
1. The speaker randomly retrieves a word from its inven-
tory or, if its inventory is empty, invents a new word and
adds it to the inventory.
2. . The speaker conveys the selected word to the hearer.
• If the hearer’s inventory contains the conveyed
word, then
– with probability β the basic agreement pro-
cess takes place (both the agents erase all the
words except the conveyed one);
– with probability 1−β , nothing happens.
• otherwise, if the conveyed word is missing from
the hearer’s inventory, the basic one-shot learning
process takes place and the hearer adds the new
word to the inventory.
Thus, the main change is in the inhibition of the agreement
process with a probability β . This model becomes equivalent
to the basic NG for β → 1.
Notice that since the parameter β can be thought as repre-
senting the effect of noise in the system, one might expect that,
in analogy with other models, such as the kinetic Ising model,
it can be a source of non-equilibrium phase transitions [75].
Indeed, it is found that a first order non-equilibrium transition
occurs between the absorbing consensus state and an active
polarized state, where the population is split in evolving frac-
tions (clusters) with one or multiple names. Moreover, their
corresponding densities fluctuate around some average values
[65, 74].
Without loss of generality, this non-equilibrium transition
and the associated critical parameter value βc, at which it oc-
curs, can be studied considering a model with a finite memory
(where agents can have only a finite number of names in their
inventories). In particular, for the low-dimensional model (the
2c-NG model) with three states A, B, and AB, whose corre-
sponding transitions are schematically illustrated in Fig. 13, it
is straightforward to obtain the evolution equations of the dy-
namical system in the MF approximation and, from them, the
critical value βc. Given the individual transition rates pi→ j,
with i, j = A,B,AB (see also Table III)
pA→AB = nB+
1
2
nAB , pB→AB = nA+
1
2
nAB , (4)
pAB→A =
3β
2
nA+βnAB , pAB→B =
3β
2
nB+βnAB , (5)
where nA, nB, and nAB ≡ 1−nA−nB are the fractions of pop-
ulation who have only name A, only name B, and both names
A,B in their inventories, respectively, one finds[74]
n˙A =−nAnB+βn2AB+
3β −1
2
nAnAB , (6)
n˙B =−nAnB+βn2AB+
3β −1
2
nBnAB , (7)
where the dot represents the time derivative. The dynamical
system determined by these equations has three equilibrium
states (or fixed points): n1 = (nA,nB,nAB) = (1,0,0), n2 =
(nA,nB,nAB) = (0,1,0), and n3 = (nA,nB,nAB) = (nβ ,nβ ,1−
2nβ ), where nβ = f (β ) is a function of the parameter β (for
details see Ref. [74]). Moreover, by means of a linear stabil-
ity analysis, one finds a critical value βc = 1/3: for β > βc
there is always consensus, either in the state n1 or n2, and the
equilibrium state n3 is unstable; while, for β < βc, the states
n1 and n2 become unstable and the two different words and
only the equilibrium state n3 is stable.
The convergence time diverges as tconv ∼ (β −βc)−1, for
β → βc . Remarkably, it was found that this non-equilibrium
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FIG. 13. Model scheme with two non-excluding options. Arrows in-
dicate allowed transitions between the “bilingual” state (A,B) and the
“monolingual” states A and B, see Ref. [7]. Direct A↔ B transitions
are not possible.
phase transition still occurs on a heterogeneous complex net-
work [74]. We mention that Brigatti and Hernández have stud-
ied the discontinuous phase transition of this model on a 2D
lattice [76] and, by means of a finite-size scaling analysis,
found that the critical value βc is close to 1/3 when extrap-
olated in the thermodynamic limit.
In Fig. 14, we plot the curves for nA and nB as a func-
tion of time t, obtained integrating numerically Eqs. (6)-(7)
using the Runge-Kutta method, starting from initial condi-
tions nA(0) = 0.3,nB(0) = 0.7 (and nAB(0) = 0), for different
β = 0.15,0.33,0.70 (compare βc ≈ 0.33). For β = 0.70> βc,
the system reaches the consensus state nA(0) = 0, nB(0) = 1
(and nAB = 0) in a very short time. Instead, at the critical
value β = βc ≈ 0.33, the plot of nA,nB against time for large
times (inset of Fig. 14) suggests that nA ≈ nB for t→ ∞. Nu-
merical integration of the MF equations with initial conditions
nA(0) = nB(0) = 0.5 proves that the system converges to the
final state nA = nB = 0.4. This numerical result agrees with
those obtained by means of the linear stability theory[43, 74].
However, if the fluctuations were taken into account, this sce-
nario would be consistent with an unstable situation. In fact,
a small perturbation would drive the system out of this state,
allowing it to reach the consensus at either A or B.
In analogy with spin systems, it is customary to define a
“magnetization” M = nA− nB, so that the time-evolution of
the system defined by Eqs. (6)-(7) can be recast as a single
equation for the magnetization [43],
dM
dt
=
3β −1
2
nABM . (8)
This NG model is related to the AB-model[43], where there
are two competing languages, denoted by A and B, and a third
“bilingual” state AB. In that case, the time-evolution for the
magnetization, including the acceptance probability β into the
AB-model, is given by [43]
dM
dt
=
1
2
βnABM . (9)
Note that the two models are equivalent in the MF approx-
imation [43]. Indeed, the AB model provides the same dy-
namical systems, i.e. the same Eqs. (6)-(7), once the time
is appropriately rescaled. However, despite this analogy, no
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FIG. 14. Time evolution of nA(t),nB(t) (time in arbitrary units)
obtained from the numerical solutions of Eqs. (6)-(7) with initial
conditions nA(0) = 0.30, nB(0) = 0.70, for β = 0.15,0.33,0.70
(βc ≈ 0.33). Convergence to the state of consensus nA = 1, nB = 0
is achieved for β = 0.70 > βc, but not for β = 0.15 < βc. The in-
set shows that the numerical solutions at larger times for βc ≈ 0.33
behaves as expected from the linear stability analysis of Ref. [74].
phase-transition occurs in the AB-model, due to some signif-
icant differences at microscopic level – see Ref. [43] for a
detailed discussion.
B. Role of feedback in the NG model
The NG rules, introduced in Sec. III B, implicitly require a
sort of feedback from the hearer to the speaker in the case of
a successful interaction. In fact, as a consequence of a com-
munication success, both the interacting agents update their
inventories by reducing them to a single name (the word con-
veyed) – no feedback is needed in case of communication fail-
ure. The feedback in the NG model is different from that one
can find in the Talking Heads experiments [14] or in Wittgen-
stein’s linguistic games [12], which are are real-setting sce-
narios, where both the agents immediately realize whether or
not an interaction is successful. These remarks highlight the
asymmetric roles played by the speaker and hearer and sug-
gest, as possible modifications of the agreement process of
the basic NG, the two following update rules (for the case of
success), introduced by Baronchelli[72]:
• Only the hearer updates its inventory (H0-NG)
• Only the speaker updates its inventory (S0-NG)
These update rules of the agent’s inventory after a communi-
cation success, in the modified H0-NG and S0-NG models,
are illustrated on the top and bottom cartoon in Fig. 15, re-
spectively.
Baronchelli found that the modified H0-NG NG model
gives rise to a fast convergence to consensus, with a scaling
law of convergence time with the system size N equivalent
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TABLE III. Possible game outcomes in 2c-NG model in the MF ap-
proximation, see Ref. [43]. The symbol q denotes the branching
probability. Note that basic NG dynamics is recovered once β is set
to unity.
S H S→ H S H Poutcome
A A A A A 1.0
A B A A AB 1.0
A AB A A A β
A AB 1.0−β
AB A A(q = 0.5) A A β
AB A 1.0−β
B(q = 0.5) AB AB 1.0
AB AB A(q = 0.5) A A β
AB AB 1.0−β
B(q = 0.5) B B β
AB AB 1.0−β
HO-NG
SO-NG
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FIG. 15. Top panel: update of the hearer’s inventory after a suc-
cessful interaction in the modified H0-NG NG model. Bottom panel:
update of the speaker’s inventory after a successful interaction in the
modified S0-NG NG model. The name conveyed by the speaker is A
in both cases.
to that of the basic NG model (in the MF approximation). In-
stead, the convergence time in the modified S0-NG NG model
is much longer, see Table IV. The reason for the latter pecu-
liar behavior is readily given once one considers the S0-NG
model in the context of the generalized β -model, discussed in
the previous Sec. IV A: it can be shown that in that case the
evolution of the magnetization M is given by
dM
dt
=
β −1
2
nABM , (10)
implying that the corresponding consensus can be reached
TABLE IV. Exponents of the power laws for the NG dynamics in a
fully connected network in H0-NG and S0-NG models [72]. Here
tconv ∼ Nα , tmax ∼ Nβ and Nmaxw ∼ Nδ .
Model α β δ
H0-NG 1.5 1.5 1.5
S0-NG 2.0 1.5 1.5
only if the system is driven by the fluctuations of the magne-
tization M; for the S0-NG dynamics, this occurs in a critical
regime[72], since βc = 1.
These results suggest that a feedback after a successful in-
teraction between two agents may be not crucial in the con-
text of basic NG models, insofar an efficient convergence to
consensus is concerned and if the semiotic model discard the
possibility that the homonymy is present[72]. In this regard,
Baronchelli proposed to employ the modified HO-NG NG
model in a broadcasting scheme on complex networks. The
numerical simulations show that an efficient convergence to
consensus can be reached within this scheme on uncorrelated
heterogeneous networks generated by uncorrelated configura-
tion model. In such a case it is found that tconv ∼ Nα , with
α ' 1.1. However, the efficiency of this scheme becomes
compromised whenever memory consumption is crucial, as
memory scales as Nmaxw ∼ Nδ , with δ ' 1.1, which clearly
diverges in the thermodynamic limit.
C. Other NG models
In the minimal NG model, the size of the agent’s inven-
tory is not bounded. In principle, any agent could invent and
store an unlimited number of different words during the sys-
tem dynamics. However, the invention of new words can oc-
cur only at the early stages of the dynamics, due to the in-
creasing overlap of the inventories. Typically, this would give
rise to roughly N/2 possible different names, for a system of
size N, in a fully-connected network. In this regard, Brigatti
proposed a simple scheme, termed “open-ended” NG, which
allows agents to continuously invent new words[77–79]. In
this scheme, in case of a communication failure, the speaker
is allowed to invent a new word and store it in the inventory.
The new word is generated according to a Normal Distribution
N (µ, σ) where µ and σ2 denote mean and standard devia-
tion, respectively. For sake of simplicity it is usually assumed
that µ = 0, while some arbitrary values can be assigned to σ .
In general, it is found that this scheme does not hinder the
system from reaching the global consensus. Interestingly, in
the “open-ended” NG, where only the agreement mechanism
is present, the system can spontaneously reach an absorbing
state either on fully-connected networks [78] or in 2D lattices
[80], for some values of the parameter σ . In the latter case, the
non-equilibrium phase transition between an absorbing state
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and a fragmented one occurs at the critical value σc ≈ 25.6
[80].
Within such an “open-ended” scheme, Brigatti also intro-
duced another NG model, in which each agent’s reputation is
scored by a time-dependent function R. The key idea is that
in a real-world setting there is always a hierarchical structure
between the agents, thereby some agents act as teachers due
to their acquired credibility (or reputation). In this model,
each pairwise interaction updates the quantities RS and RH ,
representing the reputation scores of the speaker and hearer,
respectively[77]. Brigatti found that agents with the highest
values of R have the capability of spreading their words, which
in turn will be found in the final state. Moreover, the scaling
law for the convergence time with system size presents a novel
interesting feature. In can be shown that tcon = aNα1 +bNα2 ,
with α1 = 1.2 and α2 = 1.5 (a,b are some suitable coeffi-
cients). The functional form of the convergence time, as a
linear combination of two different power laws, can be in-
terpreted as a consequence of the presence of two dominant
regimes during the dynamics. In the first regime, where a
faster convergence is expected, there is accumulation of new
names in the system, while in the second regime the formation
of an hierarchical structure greatly influences the dynamics.
The two scaling regimes are defined by a threshold value N˜ of
the system size. We refer the reader to the original paper for
details about the analysis of these results and how the distribu-
tion of the values of R assigned to the agents initially affects
the macroscopic observables[77].
By appropriately tuning the free model parameters present
in the basic NG one can get useful insights on how engineer-
ing the consensus in a multi-agent system. In particular, it
would be highly desirable to find optimal values of these pa-
rameters which could lead to the fastest convergence to the
global consensus. The works of Wang et al. [81], Yang
et al. [82] and Tang et al. [83] on the finite-memory NG
model, the NG with asymmetric negotiation and connectivity-
induced weighted words in the NG model respectively come
in this perspective. In the finite-memory NG model, it is as-
sumed that the size of agents’ inventories can be a finite tun-
able model parameter. This same model of the NG model,
embedded in an ER random graph or a small-word networks,
in contrast to the basic NG on the same types of network, re-
laxes with a time tcon that has a non-monotonic dependence
upon the average degree 〈k〉. Therefore, there exist optimal
values of the average degree 〈k〉 for which a fast convergence
to the consensus is achieved. As long as the other two last
modified NG models are concerned, in the model introduced
in Ref. [82] the choice of agent i, with degree ki, as speaker,
is done with a weight ∝ kξi , depending on a free parameter ξ ;
instead, in the model of Ref. [83], the choice of the words is
done based on the connectivity of the agent i, with a weight
∝ kξi . These models crucially depend upon the parameter ξ
and, due to the non-monotonic dependence of tcon upon ξ , one
can find some optimal values of ξ for which the convergence
to consensus on scale-free networks is most efficient.
We conclude this section by recalling some NG models, in-
troduced to investigate semiotics dynamics in the presence of
committed agents [84–87]. Committed agents are individu-
als whose opinion cannot be changed or, in other words, they
are immune to others’ influence. The modified models pro-
duce interesting results, such as a critical size of the com-
mitted fraction of agents, corresponds to ≈ 10% of the pop-
ulation, beyond which the convergence time tcon decreases
dramatically[84]. Moreover, in the presence of more than a
single committed group[86], the corresponding phase diagram
exhibits new features including bifurcations that can be inves-
tigated by means of the theory of dynamical systems [88].
V. A BAYESIAN APPROACH TO THE NGMODEL
In the basic NG model, when the conveyed word is not con-
tained in the hearer’s vocabulary, the hearer undergoes a one-
shot learning process according to the game rules. In other
words, with a single interaction, the new conveyed word is
learned by the hearer and added to the hearer’s inventory. In-
stead, in real life, the learning process is typically affected by
uncertainties and requires a certain number of positive exam-
ples relative to the object concept.The multiple cognitive pro-
cesses corresponding to such learning experiences eventually
allow the learner to generalize (“learn”) the concept.
In this section, a human learning model is described, which
goes beyond the one-shot learning process. To this aim, a
Bayesian framework, which allows a simple and direct cou-
pling between the learning process and the NG model, is used
to provide an adequate approach for studying consensus dy-
namics in a multi-agent system in a real-life setting.
In order to capture the uncertainty of the learning process
and take into account the agents’ background knowledge, a
model based on the Bayesian learning framework developed
by Tenenbaum and co-workers[89–97] is appropriate.
A. Bayes’ theorem
Bayesian probability theory provides a rigorous method for
inductive inference [98, 99], based on Bayes’ theorem. The
theorem is named after Thomas Bayes, an English Presbyte-
rian minister. However, the actual origin of the theorem is a
matter of discussion. The hypothesis that the theorem was put
forward by Thomas Bayes relies on the fact that its formu-
lation was found among Bayes’ papers by Richard Price and
posthumously published in 1763[100]. However, the theorem
had been stated about a decade earlier in a passage of David
Hartley’s book Observations on man (1749)[101], where he
writes that an ingenious friend of his communicated the the-
orem to him. More recently, S.M. Stigler managed to gar-
ner some evidence[102] that Hartley’s friend could have been
Nicholas Saunderson, a Lucasian professor of mathematics
at Cambridge – but his investigations were not exhaustive
enough to exclude Thomas Bayes.
Furthermore, in 1774 Laplace rediscovered and reformu-
lated with more clarity the same theorem. He applied it to var-
ious problems of population statistics, meteorology, geodesy,
astronomy (for predicting the mass of Saturn), and even in
jurisprudence [103].
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Whatever the actual story is, the content of Bayes’ theorem
can be expressed through the following equation[99],
p(h|D) = p(D|h) p(h)
p(D)
. (11)
Here the symbol h represents an hypothesis and D =
{x1, . . . ,xn} a set of observed data. The theorem provides
an expression for the posterior probability p(h|D), that is the
conditional probability that hypothesis h is correct given the
data set D. The posterior probability is expressed in terms
of the product of the conditional probability (or likelihood)
p(D|h) of observing the data set D under the hypothesis h
and the prior probability p(h) of the hypothesis h. Finally,
the denominator on the right-hand side contains the marginal
likelihood (or evidence) p(D), which can be computed as
p(D) =∑
h′
p
(
D|h′) p(h′) . (12)
This quantity is in general difficult to evaluate, but for most of
the applications it may be considered as a scaling factor.
Importantly, it is assumed that all the hypotheses h are mu-
tually exclusive and exhaustive in the hypothesis space H .
Equation (11) shows that the Bayesian inference is a data-
driven process which updates our confidence in a given hy-
pothesis h.
Due to the prevailing interpretation of probabilities as fre-
quencies of events (frequentism), the Bayesian inference was
discredited for long time [103–105], despite having a rigorous
mathematical basis [105, 106]. A crucial contribution to redis-
covering the Bayes theorem was Sir Harold Jeffreys’s book
Theory of Probability (1939). The Bayesian inference played
an important role during War World II, for example it was
used for cracking the German ciphering machine “Enigma” by
Alan Turing and co-workers at Bletchley park [107]. By now
Bayes’ theorem is recognized for its general value and clear
logical formulation – it has been called also “common sense
reduced to calculation” [108]. Even the fictional character of
the detective Sherlock Holmes is often credited for reasoning
in a Bayesian way[96, 109], as in the famous passage[110]
‘Once you eliminate the impossible, whatever
remains, no matter how improbable, must be the
truth’
B. The Bayesian learning framework of Tenenbaum
In the following, we discuss the main ideas for casting
processes of learning object concepts in a suitable compu-
tational Bayesian framework. This framework was devel-
oped by Joshua Tenenbaum – we refer the reader to his PhD
thesis[89] and some related papers[92, 94–96, 111] for an ex-
haustive discussion.
In his thesis, Tenenbaum ponders the classic problem of in-
duction, observing that humans can generalize informatively
from a small number of positive examples. This typically
human ability can be explained neither by the rule-based ap-
proach nor by the similarity-based approach to learning. In-
stead, in the case of e.g. machine learning, a large number of
training examples is needed – e.g. Mills et al. recently solved
the Schrödinger equation for some electrostatic potentials by
means of a deep convolutional neural network[112] that re-
quires hundreds thousands training examples for predicting
the ground-state energy within chemical accuracy. Further-
more, in the case of human learners, negative examples are
usually not necessary, while in supervised machine learning
the binary classification that roughly corresponds to the same
task of concept learning requires both positive and negative
examples [111].
Let us start by considering how a child learns the meaning
of a word, such as “cat”. Typically, somebody around the
child will point at a cat (corresponding to a positive examples
“+”) and utter some sentences – e.g. “Look at the cat!” or
“This is Andi’s cat!” This kind of situations are reminiscent
of the linguistic games discussed by Wittgenstein[12]. The
process of word learning can be thought equivalent to that of
concept learning. Here, a concept is understood as a pointer
to a subset of entities in the world, also called the concept’s
extension[89].
According to Tenenbaum, a computational approach to this
problem can be adequately developed from the principles of
the Bayesian inference. To this end, one needs to consider
three components of Bayesian inference[89]: (1) a likelihood
function, which scores the hypotheses h according the ob-
served examples; (2) the principle of hypothesis averaging;
and (3) a prior distribution over the hypothesis spaceH .
As for point (1), the strong sampling (generative) model
is used, i.e., examples are assumed to be randomly sampled
from the true concept C. In this way, the learner can avoid
possible suspicious coincidences arising from the observed
examples or data belonging to the data set D. A direct con-
sequence of this model is that, given the hypothesis h and a
set D = {x1, . . . ,xn} of n examples, the corresponding likeli-
hood p(D|h) reads[89]
p(D|h) =
(
1
|h|
)n
. (13)
Here |h| denotes the size (or measure) of the hypothesis h, so
that Eq. (13) encodes the size principle, as it favors the hy-
potheses with smaller sizes. As the preferred hypotheses are
the simplest ones, this means that the size principle is equiva-
lent to the Occam’s razor [89, 108].
Point (2) concerns the actual generalization process. One
can notice that by means of the Bayes’ theorem, Eq. (11),
the learner can compute the corresponding posterior probabil-
ity p(h|D) for any hypothesis h. Given a new example z, the
learner can generalize the concept C, i.e. determine whether
z belongs to concept C’s extension, in accordance with the
principle of hypothesis averaging, stating that the generaliza-
tion function p(z ∈C|D) can be obtained by integrating the
predictions over all hypotheses h, weighting them with the
posterior probabilities p(h|D)[89],
p(z ∈C|D) =
∫
h∈H
p(z ∈C|h) p(h|D)dh . (14)
To compute this probability, the previous formalism requires
the definition of the hypothesis spaceH . Furthermore, a suit-
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FIG. 16. Three different hypotheses, represented as axis-parallel
rectangles in the planeR2, and four positive examples “+” that are all
consistent with the three hypotheses. The set of all the axis-parallel
rectangles that can be drawn in the plane can be thought as the hy-
pothesis spaceH . Figure originally published in Ref. [10].
able choice of the prior p(h) for the problem at hand has to
be made. Finally, a natural boundary value p∗ determines
the condition for the generalization of the concept to take
place[90]: the agent will generalize only if p(z ∈C|D)> p∗.
Without loss of generality, several object concepts can be
represented by different geometric patterns[113]. For in-
stance, the concept of “healthy level” of an individual in terms
of the levels of cholesterol x and insulin y is defined by the
ranges xa ≤ x ≤ xb and ya ≤ y≤ yb, where xi and yi (i = a,b)
are suitable values in the Euclidean x-y plane R2. This means
that an axis-parallel rectangle in the plane can be thought as
the concept of “healthy level”.
In the following, we shall consider a natural hypothesis
spaceH made up by all the possible axis-parallel rectangles
in the plane. For instance, Fig. 16 shows four positive exam-
ples, denoted by the symbol “+”, associated to four different
points of the plane, consistent with three different hypotheses,
viewed as axis-parallel rectangles. From this cartoon, it is evi-
dent how complex the learning process is, due to the presence
of many, possibly infinite, axis-parallel rectangles consistent
with the same set of examples.
The final step (3), needed for computing the generalization
function p(z ∈C|D), is to include the learner’s background
knowledge through the choice of the prior p(h); in real situ-
ations individuals have always some background knowledge.
Such a choice is somehow subjective, an intrinsic feature of
the Bayesian inference. For the problem of learning an object
concept C corresponding to an axis-parallel rectangle, some
forms of priors were studied and tested by Tenenbaum [89, 90]
in cognitive experiments. One of the forms is that of the Er-
lang (prior) density,
pE ((l1, l2,s1,s2)) = s1s2 exp
{
−
(
s1
σ1
+
s2
σ2
)}
. (15)
Here a rectangle of size s1 × s2 is represented by the tuple
(l1, l2,s1,s2), where l1, l2 are the Cartesian coordinates of its
lower-left corner and s1,s2 are the sizes along dimension x and
y, respectively. The parameters σ1,σ2 in Eq. (15) represent
the sizes along dimension x and y, respectively, of the true
concept rectangle C. A learner with such a prior does not
expect the concept to have sizes much smaller or larger than
σ1 and σ2.
After inserting Eq. (15) into Eq. (14), the generalization
function p(z ∈C|D) becomes a non-analytical integral that
in principle can be computed numerically by Monte Carlo
integration[114]. However, for the present case, we use some
analytical approximations (upper and lower bounds) obtained
by Tenenbaum[89].
C. Bayesian naming game model
As already mentioned, in a communication of the basic
NG model, a one-shot learning process can take place. The
Bayesian learning framework provides a simple way to re-
place the peculiar one-shot learning process with a realistic
model of cognitive process. Such a model, here referred to as
the Bayesian naming game (BNG) model, was introduced in
Ref. [10].
The model is restricted to two conventions A and B. As
A,B are synonyms in the basic NG model, it is necessary to
associate them to a single object concept C in the BNG model.
Therefore, it is assumed that to the true concept C corresponds
the specific axis-parallel rectangle in the Cartesian plane R2
defined by a certain tuple (l1, l2,s1,s2), as illustrated above.
In the BNG model, besides the list of the words known,
agents are equipped with additional inventories containing the
positive examples associated to the corresponding names. For
the model with two conventions A and B, each agent i is
equipped with three inventories: the first inventory (like in the
basic NG) is the list Li of names known to the agent, which
can be Li = [A], Li = [B], or Li = [A,B]; the other inven-
tories, [+++ . . . ]A and [+++ . . . ]B, contain the examples
corresponding to the words A and B, respectively.
Initially, each agent i is assumed to have either A or B in
the listLi. If the agent’s list contains name A (B), then the in-
ventory [+++ . . . ]A ([+++ . . . ]B) contains an initial number
of examples nex,A (nex,B) associated to A (B), while the other
corresponding inventory associate to B (A) is empty. The ini-
tial examples are points randomly sampled from the rectangle
corresponding to the true concept C (strong sampling).
Furthermore, an initial bias in the name learning process is
assumed by allowing agents to start generalizing the concept
corresponding to A and B only when the sizes nex,A(t) and
nex,B(t) of the respective inventories reach a threshold number
of examples, i.e., when nex,A(t) > n∗ex,A and nex,B(t) > n
∗
ex,B,
respectively. If n∗ex,A < n
∗
ex,B, then in the early stages of the
dynamics it is more likely to learn A than B.
The strategy used here to choose the speaker and the hearer
is the same of the basic NG model, see Sec. III B. The game
rules for the interacting agents, with agent i in the role of
speaker and agent j in the role of hearer, are the following:
1. The speaker i selects randomly a name from the listLi
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(or the name present ifLi contains a single name) – let
it be A.
2. The speaker i also select randomly an example z among
those contained in its corresponding inventory [+ +
+ . . . ]A.
3. Then the speaker i conveys the selected example z in
association with (e.g. uttering) the selected name A to
the hearer j.
4. The hearer j adds the new example z (in association
with A) to its inventory [+++ . . . ]A. This is a rein-
forcement process of the hearer’s knowledge that al-
ways takes place.
5. Depending on the state of the hearer, the following takes
place:
(a) Generalization. If the selected name A is not
present in the hearer’s list L j, then the hearer j
tries to generalize. The outcome depends on the
value of pA ≡ p(z ∈ C|XA), given by Eq. (14),
where XA = [+++ . . . ]A is the set of A-examples
of agent j.
If pA ≥ p∗, the hearer successfully generalizes the
concept C and connects the inventory [+++ . . . ]A
to name A; also, agent j adds name A to the list
L j. Starting from this moment, agent j can com-
municate concept C to other agents by conveying
an example taken from the inventory [+++ . . . ]A
while uttering name A.
If pA < p∗, the generalization is unsuccessful.
(b) Agreement. If the name A, uttered by the speaker
i, is present in the hearer’s list L j, then an agree-
ment takes place, as in the basic NG model, i.e.
both agents i and j keep only A in their name lists
Li and L j, removing B, if present. However, no
examples contained in the inventories of agents i
and j are removed.
Two possible pairwise interactions in the BNG model leading
to successful or unsuccessful generalization are illustrated in
Fig. 17.
As the Bayesian agents are expected to generalize concept
C from a small number of examples, the BNG model should
be asymptotically equivalent to the 2c-NG model, however,
with a longer average convergence time tconv. Also the absorb-
ing states are expected to be the same, i.e. with either conven-
tion A (nA = 1,nB = 0,nAB = 0) or B (nA = 0,nB = 1,nAB = 0).
This is confirmed by the linear stability analysis of the corre-
sponding MF equations for the BNG model, which read[10]
n˙A =−pBnAnB+n2AB+
3− pB
2
nAnAB , (16)
n˙B =−pAnAnB+n2AB+
3− pA
2
nBnAB . (17)
Here pA and pB are time-dependent functions, whose numer-
ical values are the outputs of the monotonically increasing
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FIG. 17. Two instances of the new game rules according to the BNG
model[10], with critical generalization probability p∗ = 0.5. The
speaker i conveys name A and shows a corresponding example “+”
to the hearer j, who adds the example to its inventory and then tries
to generalize. Top panel: pA < 0.5, no name is added to the name
listL j. Bottom panel: pA ≥ 0.5, the hearer successfully generalizes
and adds name A to list L j. See text for details. Figure originally
published in Ref. [10].
time-dependent generalization function p(t)[10]. The func-
tion p(t) should be understood as an average of Eq. (14) over
many possible dynamical realizations. Note that apart from
the early stages of the dynamics, when pA(t) 6= pB(t), due to
the initial bias, in general one has that pA(t) ' pB(t) ' p(t),
see Ref. [10] for details.
In the numerical simulations in Ref. [10], it was assumed
that the initial numbers of examples provided to the agents
are nex,A = nex,B = 4; the critical generalization threshold
p∗ = 0.5; and the minimum numbers of examples required for
generalizing n∗ex,A = 5 and n
∗
ex,B = 6. Finally, the tuple defining
concept C was assumed to be (0,0,σ1 = 3,σ2 = 1); note that
this particular choice does not affect the semiotic dynamics.
In Fig. 18, the ratio R= tconv/t˜conv, where tconv and t˜conv are
the (average) convergence times for the BNG and 2c-NG mod-
els, respectively, is plotted against the system size N, assum-
ing an unpolarized initial state with M0 = 0. The ratio R con-
verges to unity for relatively large numbers of agents, showing
that in that limit the two models have the same average con-
vergence times – in other words the Bayesian learning process
becomes equivalent to a one-shoot learning in large systems.
However, the two models do not have the same dynamics. The
inset of Fig. 18 shows the success rate S(t) typically observed
in the BNG model against time, averaged over 900 realiza-
tions of a system of N = 1,000 agents, starting from an initial
state with M0 = 0. This macroscopic observable shows the
typical S-shaped curve found in the basic NG model, despite
the fact that in the BNG it is assumed that a failure (i.e. S= 0)
occurs only when a hearer fails to generalize, while S= 1 both
in the case of a reinforcement and of a learning process.
From a simple comparison of Eqs. (16)-(17) with Eqs. (6)-
(7), assuming β = 1, one expects a richer as well as different
dynamics in the Bayesian model, with respect to the basic NG
model, due to the presence of a new additional and non-trivial
temporal component p(t) in Eqs. (16)-(17). This is indeed
the case, as confirmed by Fig. 19, which compares the time
evolution of the bilingual fraction nAB of the agents having
both names in their name list, in the basic NG and BNG mod-
els, starting with an initial state M0 = 0. In the early stage
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FIG. 18. Ratio R = tconv/t˜conv, where tconv and t˜conv are the (av-
erage) convergence times for the BNG and 2c-NG models, respec-
tively, against the system size N, with initial condition M0 = 0 and
averaged over 900 runs. The inset shows the time evolution of the
success rate observable S(t) for N = 1,000 and initial M0 = 0 aver-
aged over 600 runs. Figure originally published in Ref. [10].
of the dynamics, the name learning (in real-setting) process
prevents agents to add new names to their inventories. On
the contrary, in the basic NG model, an agent can quickly ac-
quire a new name within a relatively short time (each acquisi-
tion is done through a one-shot learning process) allowing the
nAB curve to reach its maximum much earlier. The following
plateau for the case of the basic NG model is not observed
in the corresponding nAB curve of the BNG model. More-
over, the latter curve exhibits a characteristic bell-shape due to
the interplay of the agents’ cognitive efforts and of the agree-
ment processes. These considerations should be sufficient to
demonstrate that these two models give rise to different char-
acteristic non-equilibrium dynamics.
The cognitive feature of the BNG model clearly emerges
from the dependence upon the average numbers of the pos-
itive examples n¯ex,A, n¯ex,B, relative to A,B, respectively. By
observing that the average number of pairwise interactions
performed by agents until the system reaches the consensus
at tconv is n¯int = n¯ex,A + n¯ex,B, one should expect that tconv ≈
n¯intN. This is confirmed by fitting the numerical results of
tconv against the system size N, averaging over many realiza-
tions. Table V lists the results for a population of N = 1,000
agents[10]. The last column lists the possible outcomes at
consensus: for initial condition M0 = 0, both names A,B are
likely to be found at consensus, but in general A has more
chances and, for a system size N greater than a threshold
value, N > N∗ ≈ 500, A will always win [10]. It is also found
that n¯int becomes weakly dependent upon the system size N
when increasing N. This dynamical behavior is a direct con-
sequence of the size principle.
The role of the (average) number of examples can be fur-
ther investigated considering the time-dependence of the cog-
nitive efforts performed by the agents during the semiotic dy-
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FIG. 19. Time evolution of the population fraction nAB for a system
with size N = 1,000 starting from an unpolarized initial state M0 = 0
for the NG dynamics (solid line) and the BNG dynamics (dashed
line). The corresponding curves are obtained by averaging over 600
runs. The corresponding (average) converge times for the NG and
BNG models are t˜conv ≈ 24×103 and tconv ≈ 29×103, respectively.
Figure originally published in Ref. [10].
TABLE V. Scaling laws for the convergence time, tconv ∼ Nα with
the system size N.[10] Here the parameters are n∗ex,A = 5, n
∗
ex,B = 6,
and we consider different initial conditions M0 = 0,M0 =−0.4,M0 =
0.4. The average number of examples, n¯ex,A, n¯ex,B, stored at tconv,
are obtained by averaging over 600 realizations for a system with
N = 1,000 agents. The last column of the Table shows the possible
outcomes at consensus.
M0 α n¯ex,A n¯ex,B outcome
0 1.06 20 8 A,B
−0.4 1.08 3 19 B
0.4 1.09 18 3 A
namics. As these efforts are absent in the basic NG model
there is no way to explain why A or B will be found at con-
sensus. The possible outcomes are always random for the
dynamics is purely stochastic. On the contrary, within a
Bayesian learning framework, despite the dynamics still re-
mains stochastic, one can guess the outcome at consensus
monitoring the agents’ cognitive efforts through the time-
dependence of n¯ex,A(t), n¯ex,B(t). The reason is that the proba-
bilities pA, pB crucially depend on n¯ex,A(t), n¯ex,B(t). In partic-
ular, their instantaneous difference δ p(t)≡ pA(t)− pB(t) at a
certain critical time t∗ would determine which name would be
found at consensus. This is clearly illustrated in Fig. 20 where
the top panel shows the population fractions nA,nB against
time for a system of size N = 100, obtained from a single real-
ization assuming M0 = 0. It is shown that after an early stage
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FIG. 20. Top panel: time evolution of the population fractions nA,nB
for a system of size N = 100, obtained from a single realization with
initial magnetization M0 = 0. Consensus is reached about the con-
vention A. Bottom panel: time evolution of the corresponding aver-
age numbers of positive examples n¯ex,A(t) and n¯ex,B(t) recorded by
the agents during the dynamics, causing the nA and the nB curves to
split at the critical time t∗ ≈ 0.9× 103. Figure originally published
in Ref. [10].
where nA(t) ≈ nB(t), there is a critical time t∗ ≈ 0.9× 103
at which the curves start to differentiate, allowing the whole
population to reach the consensus at A. In order to explain this
dynamical feature, one needs to look at temporal behavior of
the average numbers n¯ex,A(t) and n¯ex,B(t) of positive exam-
ples, stored by the agents during the dynamics. To this end on
the bottom panel of Fig. 20, the quantities n¯ex,A(t) and n¯ex,B(t)
are plotted against time. In such a case, the initial cognitive
bias, i.e. n∗ex,A = 5,n
∗
ex,B = 6 and the initial condition M0 = 0
favor the learning process of A for pA(t)& pB(t) for t & t∗ as
n¯ex,A(t)& n¯ex,B(t). This is again consistent with the size prin-
ciple of the Bayesian learning framework, as the probabilities
become exponentially greater with the number of examples,
see Eq. (13). These peculiar aspects and other novel features
of of the BNG dynamics are thoroughly discussed through a
geometrical approach[115] in Ref. [10].
VI. CONCLUSION
In this short review, we summarized some NG models, fo-
cusing on different underlying topologies, various dynamical
rules of the interactions between agents, and different levels
of description of the learning process. The range of examples
discussed shows how many different scenarios can be tackled
at a quantitative level through suitably modified versions of
the NG model.
The dynamics of the basic NG model relies on a simple
one-shot learning process (in which new words are learned)
and an agreement mechanism (in which unused words are dis-
carded). The interplay between these two processes allows a
simple statistical description of a learning process and gener-
ates a dynamical mechanism leading to consensus in a group
of interacting individuals.
When more difficult questions are considered, in particu-
lar how the generalization of an object concept takes place
in the mind of an individual, starting from a set of recorded
data, then new frameworks are required. This problem can
be approached noting that, at a phenomenological level, hu-
man learning proceeds following some principles of Bayesian
inference[89, 90]. For this reason, we also presented a
Bayesian version of the NG model of word learning[10],
which is a model of semiotic dynamics that merges the agree-
ment process of the basic NG model with the Bayesian learn-
ing framework put forward by Tenenbaum and co-workers[89,
90].
Semiotic dynamics in general and in particular the Bayesian
model discussed in this review represent a step forward in the
modeling of the human learning process and the correspond-
ing consensus dynamics, realized only through the interac-
tions among different individuals. It is an interesting feature
of the model, characteristic of many complex systems, that
the individual learning dynamics and the collective consensus
dynamics cannot be disentangled from each other, but it is the
interplay of their combined evolutions that shapes the individ-
ual concepts into a commonly shared set of notions.
Future research is to be expected to move toward a cogni-
tive dimension of complex systems modeling, for its insight
into theoretical questions of language dynamics[2], such as
the human word-learning process and the origin of language,
and the possible technological applications to the design of
systems of intelligent interacting units that have the ability to
perform complex functions without external controls.
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