Abstract. In the spirit of Marcus canonical stochastic differential equations, we study a similar notion of rough differential equations (RDEs), notably dropping the assumption of continuity prevalent in the rough path literature. A new metric is exhibited in which the solution map is a continuous function of the driving rough path and a so-called path function, which directly models the effect of the jump on the system. In a second part, we show that general multidimensional semimartingales admit canonically defined rough path lifts. An extension of Lépingle's BDG inequality to this setting is given, and in turn leads to a number of novel limit theorems for semimartingale driven differential equations, both in law and in probability, conveniently phrased via Kurtz-Protter's uniformly-controlled-variations (UCV) condition. A number of examples illustrate the scope of our results.
Introduction
Itô stochastic integrals are well-known to violate a first order chain rule of Newton-Leibniz type, as is manifest from Itô's formula. In a number of applications, is is important to have a chain rule which, in the context of continuous semimartingales, was achieved in a satisfactory way by Stratonovich stochastic integration, which -loosely speaking -replaces left-point evaluation (in Itô-Riemann sums) by a symmetric mid-point evaluation. In the case of stochastic integration against general semimartingales (Lévy processes as an important special case), one can check that the Stratonovich integral no longer gives a chain rule -a more sophisticated approach is necessary to take care of jumps and the mechanism for doing this was developed by Marcus [35, 36] . The resulting "Marcus canonical integration" and "Marcus canonical (stochastic differential) equations" (in the terminology of [1] ) was then investigated in a number of works, including [22, 27, 20, 3, 2, 28, 26, 21] , see also [1, 8] and the references therein.
On the other hand, continuous stochastic integration has been understood for some time in the context of rough path theory, see [34, 12, 17] , [19, Ch.14] . Loosely speaking, given a multidimensional continuous semimartingale X, the Stratonovich integral f (X) • dX can be given a robust (pathwise) meaning in terms of X = (X, X ⊗•dX), a.e. realization of which constitutes a geometric rough path of finite p-variation for any p > 2. In contrast to the popular class of Hölder rough paths (usually sufficient to deal with Brownian motion, see e.g. [18] ), p-variation has the advantage that it immediately allows for jumps. This also prompts the remark that Young theory, somewhat the origin of Lyons' rough paths, by no means requires continuity. Extensions of rough path theory to a general p-variation setting (for possibly discontinuous paths) were then explored in [42] , [15] and [9] . However, none of these works provided a proper extension of Lyons' main result in rough path analysis: continuity of the solution map as a function of the driving rough path.
The first contribution of this paper is exactly that. We introduce a new metric on the space of càdlàg rough paths, and a type of (Marcus) canonical rough differential equation, for which one has the desired stability result. (Experts in la théorie générale des processus will recognize our topology as a p-variation rough paths variant of Skorokhod's strong M 1 topology.) In fact, we reserve the prefix "Marcus" to situations in which jumps only arise in the d-dimensional driving signal, and are handled (in the spirit of Marcus) by connecting X t− and X t by a straight line. (As a straight line has no area, this creates no jump in the area.) A "general" rough path (level N , over R d ), however, can have jumps of arbitrary value X −1 t− ⊗X t ∈ G N (R d ), and there are many (different) ways to implement Marcus's idea of continuously (parametrized over a fictitious time interval) connecting X t− and X t . This is really a modelling choice, no different than choosing the driving signal and/or the driving vector fields. The notion of a "path function" φ helps us to formalize this, and indeed one may view (X, φ) as the correct/extended rough driver.
In the second part of the paper, we show how general (càdlàg) semimartingales fit into the theory. In particular, we show that the canoncial lift of a semimartingale indeed is a.s. a (geometric) rough path of finite p-variation for any p > 2 (several special cases, including Lévy processes, were discussed in [42, 15] but the general case remained open). Our result is further made quantitative by establishing a BDG inequality for general local martingale rough paths. (We thus extend simultaneously the classical p-variation BDG inequality [32] , and its version for continuous local martingale rough paths [17] ). This BDG inequality turns out to be a powerful tool, especially in conjunction with uniform tightness (UT) and uniformly controlled variation (UCV) of semimartingale sequences. (Introduced by [24] and [29] respectively, these -essentially equivalent -conditions are at the heart of basic convergence theorems for stochastic integrals in Skorokhod topology; see Section 4.2 for the definition of UCV, and also [12] for some links to continuous semimartingale rough paths.)
As an example of an application to general semimartingale theory, we are able to state a criterion for convergence in law (resp. in probability) of Marcus SDEs, which is an analogue of the celebrated criterion for Itô SDEs due to Kurtz-Protter [29, Theorem 5 .4] (we emphasize however that neither criterion is a simple consequence of the other). Loosely speaking, the result asserts that if X, (X n ) n≥1 are R d -valued semimartingales such that (X n ) n≥1 satisfies UCV and X n → X in law (resp. in probability) for the Skorokhod topology, then the solutions to Marcus SDEs driven by X n (along fixed vector fields) converge in law (resp. in probability) to the Marcus SDE driven by X (see Theorem 4.17 for a precise formulation). Our theorem (which crucially involves rough paths in the proof, but not in the statement) entails a pleasantly elegant approach to the Wong-Zakai theorem for SDEs with jumps (Kurtz-Protter-Pardoux [28] , with novel interest from physics [8] ) and in fact gives a number of novel limit theorems for Marcus canonical SDEs (see Theorem 4.29) . We remark further that homeomorphism and diffeomorphism properties of solution flows are straightforward, in contrast to rather lengthy and technical considerations required in a classical setting (see, e.g., [1, p. 423 ] and the references therein). At last, we discuss the impact of more general path functions, noting that the "Marcus choice" really corresponds to the special case of the linear path function.
The paper is organized as follows. In Section 2 we collect some necessary preparatory material, including basic properties of path functions. In Section 3 we give meaning to canonical RDEs, for which drivers are rough path-path function pairs (X, φ), and introduce the metric α p-var for which the direct analogue of Lyons' universal limit theorem holds. Section 4 is then devoted to applications to càdlàg semimartingale theory, particularly in connection with the UCV condition and Wong-Zakai type approximations. We briefly comment in Section 5 on the further scope of the theory. We always let D = (t 0 = s < t 1 < . . . < t k−1 < t k = t) denote a partition of [s, t] , and notation such as ti∈D denotes summation over all points in D (possibly without the initial/final point depending on the indexing). We let |D| = max ti∈D |t i+1 − t i | denote the mesh-size of a partition.
For p > 0, we define the p-variation of a path x ∈ D([s, t], E) by
We use superscript notation such as D p-var ([s, t], E) to denote subspaces of paths of finite p-variation. For continuous x only p ≥ 1 is interesting, for otherwise x is constant.
there is an immediate p-variation metric and topology. Due to the fact that convergence in J 1 topology to a continuous limit is equivalent to uniform convergence, a discontinuous path cannot be approximated by a sequence of continuous paths in the metric σ ∞ . The same will be true for a J 1 /p-variation (rough path) metric σ p-var below. That said, we will propose below a useful SM 1 /p-variation (rough path) metric α p-var under which the space of continuous rough paths is not closed.
Rough paths. For
⊗k denote the step-N free nilpotent Lie group over R d , embedded into the truncated tensor algebra (T N (R d ), +, ⊗), which we equip with the Carnot-Carathéodory norm ||·|| and the induced (left-invariant) metric d. Recall that the step-N free nilpotent Lie algebra g
, with N = p , is the classical space of (continuous, weakly) geometric p-rough paths as introduced by Lyons.
Unless otherwise stated, we always suppose a path
We denote the increments of a path by x s,t = x −1
Unless otherwise stated, we shall always assume that p and N satisfy p ≤ N .
is precisely the space of absolutely continuous paths.
We let V = (V 1 , . . . , V d ) denote a collection of vector fields in Lip γ+m−1 (R e ) with γ > p and m ≥ 1. For a geometric p-rough path
, R e ) denote the solution to the RDE
We let U x t←s : R e → R e denote the associated flow map y → π (V ) (s, y; x) t , which we recall is an element of Diff m (R e ). For further details on the theory of (continuous) rough paths theory, we refer to [19] .
For the purpose of his paper we have (cf. [15] )
As we will see later, any canonical lift of a general d-dimensional semimartingale X (with area given by
gives rise to a Marcus-like general geometric p-rough path for p > 2. The model case of Lévy processes was studied in [41, 15] .
Path functions.
We briefly review and elaborate on the concept of a path function introduced in [9] . Let (E, d) be a metric space.
For a path x ∈ D([0, T ], E), we say that t ∈ [0, T ] is a jump time of x if x t− = x t . We call the pair (x, φ) admissible if (x t− , x t ) ∈ J for all jumps times t of x. We say that two admissible pairs (x, φ) and (x,φ) are equivalent, and write (x, φ) ∼ (x,φ), if x =x and φ(x t− , x t ) is a reparametrization ofφ(x t− , x t ).
We letD([0, T ], E) denote the set of all compatible pairs (x, φ) and 
We will often simply say that φ is a path function on E and keep implicit the fact there is an underlying domain of definition J.
Furthermore, in the case that E is a Lie group with identity element 1 E (taken in this article to always be G N (R d )), we shall often assume that φ is left-invariant, which is to say that there exists a subset B ⊆ E such that J = (x, y) ∈ E × E x −1 y ∈ B and
In this case, it is equivalent to view φ as a map φ : B → C([0, 1], E) such that φ(x) 0 = 1 E and φ(x) 1 = x for all x ∈ B, for which φ(x, y) t = xφ(x −1 y) t . Whenever we write φ with only one argument as φ(x), we shall always mean that it is leftinvariant.
Example 2.4 (log-linear and Marcus path function). The prototypical example of a (left-invariant) path function φ on G N (R d ), which we shall often refer to in the paper, is the log-linear path function For (x, φ) ∈D([0, T ], E) we now construct a continuous path x φ ∈ C([0, T ], E) as follows. Fix a convergent series of strictly positive numbers ∞ k=1 r k . Let t 1 , t 2 , . . . be the jump times of x ordered so that d(x t1− , x t1 ) ≥ d(x t2− , x t2 ) ≥ . . ., and
Let r = m k=1 r k and define the strictly increasing (càdlàg) function
Note that τ (t−) < τ (t) if and only if t = t k for some
Denote by τ r (t) = t(T + r)/T the increasing linear bijection from [0, T ] to [0, T + r]. We finally define
We note that one can recover x = x φ • τ x via the time change
for which it holds that . The construction of x φ involves an ad-hoc choice, namely the sequence (r n ) and the increasing bijection τ r . Ifx φ is constructed similarly, but via a sequence (r n ), followed by another reparametrisation given bȳ τr, then x φ andx φ are reparametrizations of one another.
Remark 2.6. The construction above is similar to ones appearing in [15, 42] , and is a simplification of the construction in [9] . The primary difference is that in [9] the added fictitious time r k for the jump t k depended further on the size of the jump d(x t k − , x t k ). This extra dependence was used to show continuity of the map
, which we will not require here.
A generalisation of Skorokhod
be constructed in the same procedure as x φ but using the series
exists, is independent of the choice of series Proof. To show that the limit exists, note that for every δ,δ > 0, there exists λ ∈ Λ such that |λ| < 2(δ +δ) r i and x φ,δ = x φ,δ • λ. Since |λ •λ| ≤ |λ| + |λ|, it follows that for every δ,δ > 0
from which the existence of the limit follows. The fact that the limit is independent of the series ∞ k=1 r k and is zero if and only if (x, φ) ∼ (x,φ) is straightforward.
(Usually no confusion will arise by using the abusive notation on the left-hand side.)
Remark 2.9. Note that α ∞ is only a pseudometric onD([0, T ], E). For example, for any x ∈ C([0, T ], E) and path functions φ,φ, the α ∞ distance between (x, φ), (x,φ) ∈D([0, T ], E) is trivially zero. However for any fixed φ, α ∞ does induce a metric on the space
Remark 2.10. Note that convergence in σ ∞ neither implies nor is implied by convergence in α ∞ (see however Lemma 2.21). However if lim n→∞ α ∞ (x n , x) = 0 and lim n→∞ σ ∞ (x n ,x) = 0, then necessarilyx = x. 
We now collect several useful definitions and lemmas concerning path functions.
where the limit is taken over some enumeration of jump times of
Remark 2.14. Note that condition (4) is satisfied whenever φ is either endpoint continuous or (x, φ) has finite p-variation (see Definitions 2.15 and 2.18 below).
Proof. Suppose t is a continuity point of x. Then using (4) and the definition of α ∞ , it holds that for every ε > 0 there exists δ > 0 such that for all n sufficiently large and δ n sufficiently small we have
from which the conclusion follows.
We say that η p-var is a p-variation modulus of φ. 
where the summations are over the jump times of x. In particular, if φ has a p-variation modulus η p-var , then for all
φ(x, x) ≡ x for all (x, x) ∈ J, and (3) φ it is continuous for the uniform topology.
Moreover, we say that a function
Remark 2.19. In general, it is hard to find an explicit uniform modulus of a path function (or even show that one exists). But evidently if φ is restricted to J ∩(K×K) for a compact K ⊆ E, then a uniform modulus exists whenever φ is endpoint continuous.
Example 2.20. Let φ be the log-linear path function on
Then clearly φ is endpoint continuous and there exists a constant C ≥ 1 such that for all p ≥ N and
so that the constant C is a p-variation modulus of φ.
The following lemma is now elementary and we omit the proof.
Canonical RDEs driven by general rough paths
To ease notation, we assume throughout this section that all path spaces, unless otherwise stated, are defined on the interval [0, T ] and take values in
Notion of solution.
Following the notation of Section 2.2, let 1 ≤ p < N + 1 and fix a family of vector fields
for some γ > p and m ≥ 1. For x ∈ D p-var , we would like to solve the RDE "dy t = V (y t )dx t ".
Our notion of solution to this equation will depend on a path function φ defined on a subset
, and therefore the fundamental input to an RDE will be a pair (x, φ) ∈ D p-var .
We define the solution
by y =ỹ • τ x (where τ x is given by (2)).
In the particular case that φ is the log-linear path function from Example 2.4, we denote the RDE simply by
Remark 3.2. While the continuous RDE solutionỹ clearly depends (up to reparametrization) on the choice of representative (x, φ) ∈ D p-var as well as the choice of (r k ), it is easy to see that y is independent of these choices, and is therefore well-defined on D p-var .
Remark 3.3. Observe that every continuity point t of x is also a continuity point τ x , and is therefore also a continuity point of y. 3.2. Skorokhod-type p-variation metric. We now introduce a metric α p-var on D p-var for which the RDE solution map is locally Lipschitz continuous. We first define an auxiliary metric σ p-var on D p-var which is independent of any path function. Recall the inhomogeneous p-variation metric ρ p-var from Section 2.2.
Remark 3.6 (Topologies induced by σ p-var and ρ p-var ). Note that σ 1-var and ρ 1-var induce the same topology on C 0,1-var . Indeed, it is sufficient to show that ρ 1-var (x, x• λ n ) → 0 for all x ∈ C 0,1-var and |λ n | → 0, which follows from writing x t = t 0ẋ s ds and applying dominated convergence.
Furthermore, for p > p ≥ 1, σ p -var and ρ p -var induce the same topology on
However, note that σ 1-var and ρ 1-var do not induce the same topology on C 1-var . This can be seen from the fact that C 0,1-var is dense in C 1-var under σ 1-var (see Proposition 3.10 part (iii)), or from the following direct example: consider the Rvalued Cantor function x t = µ([0, t]), where µ is the Cantor distribution, and shifts x n t = x t−αn (with
However, choosing α n irrational, one can show that µ and µ(· − α n ) are mutually singular measures (see, e.g., [13] ), so that ρ 1-var 
We note that for the case 1 = N ≤ p < 2, the metric σ p-var already appears in the works of Simon [39] and Williams [41] where in particular a continuity statement for RDE solutions in the Young regime appears in terms of σ p-var (cf. Remark 3.19) .
A drawback of the metric σ p-var is that the space of continuous rough paths C p-var is closed under σ p-var . In particular, this implies that σ p-var is unable to describe situations in which continuous drivers approximate a discontinuous one (e.g. the Wong-Zakai theorem in [28] ). We are thus motivated to introduce the following metric whose relation with σ p-var is analogous to that of α ∞ with σ ∞ .
where x φ,δ is defined as at the start of Section 2.4.
Remark 3.8. Note that the limit (6) exists, is independent of the choice of series ∞ k=1 r k , and induces a well-defined metric on D p-var , all of which follows from the same argument as in Lemma 2.7.
Remark 3.9. In light of Remark 3.6, it may seem possible to define an equivalent topology as that induced by α p-var (at least on C 0,1-var ) by replacing σ p-var by ρ p-var in (3) for the definition of α p-var (and thus avoid introducing σ p-var altogether). However one can readily check that doing so will induce a completely different topology even on C 0,1-var (in fact the same remark applies to replacing σ ∞ by d ∞ when defining α ∞ in Definition 2.8).
We record several basic properties of the metric space ( 
is a separable space, and therefore so is (C 0,1-var , σ p-var ) (see Remark 3.6). Since the metrics σ p-var and α p-var coincide on
One can readily see that lim δ→0 α p-var (x, x φ,δ ) = 0, from which the claim follows. (iii) By point (ii), it suffices to show that C 0,1-var is dense in C 1-var under σ 1-var . This in turn follows from the fact that any
where the isometry is via the weak derivative) and thus lies in As a consequence, for any λ ∈ Λ, it holds that x • λ ∈ C 0,p-var if and only if
, from which the conclusion follows.
(v) Since C p-var C 0,p -var , the conclusion follows from (ii).
We now record an interpolation estimate which will be helpful later. It turns out to be simpler to state in terms of a homogeneous version of the distance α p-var . See [19, Chapter 8] for the definition and basic properties of the metrics d 0 and
as well as 
Moreover, to move from β p-var to α p-var , it holds that the identity map
is Lipschitz on bounded sets in the → direction, and 1/N -Hölder on bounded sets in the ← direction [19, Theorem 8.10] . Finally, the following result now follows directly from the usual interpolation estimate for the homogeneous metric d p-var [19, Lemma 8.16 ].
As a consequence, we obtain the following useful embedding result.
Proposition 3.12. Let 1 ≤ p < p and φ a p-approximating, endpoint continuous path function defined on a subset
is uniformly continuous on sets of bounded p-variation.
Proof. This is a combination of Remark 2.19 and Lemmas 2.17, 2.21, and 3.11.
3.3. Continuity of the solution map. An advantage of the metric α p-var is it allows us to directly carry over continuity statements about the classical (continuous) RDE solution map to the discontinuous setting. Recall the RDE (5)
which is well-defined for any admissible pair
and which is given by
as the solution to the RDE. The following is now a consequence of Lyons' classical rough path universal limit theorem.
Theorem 3.13 (Continuity of solution map). For vector fields
with γ > p and m ≥ 1, the solution map of the RDE (5)
is locally Lipschitz. In particular,
implies that sup n ||y n || p-var < ∞, and lim n→∞ y n t = y t for all continuity points t of x.
Furthermore the flow map
is uniformly continuous on sets of bounded p-variation (see Section 2.2 for the definition of U x φ T ←0 ). Remark 3.14. Note that one cannot replace U Remark 3.15. Though we don't address this here, the Lipschitz constant appearing in Theorem 3.13 can be made to depend explicitly on V and the p-variation of x φ .
Remark 3.16. Note that in the second statement of Theorem 3.13, one cannot replace x by y in "for all continuity points t of x". Note also that this type of convergence is the one considered in the Wong-Zakai theorem of [28] .
Proof. The claim that the solution map is locally Lipschitz and that the associated flows converge follows from the corresponding result for continuous rough paths (see, e.g., [19, Theorem 10.26] ). To make this explicit, consider x with path function φ and then z = (x, y) with path function φ (V ) . Write also
On the other hand, for i = 1, 2, we have 
It is then a direct consequence of the (local Lipschitz) continuity of the Itô-Lyons map, in the setting of continuous rough paths, that
As a consequence,
Finally, take lim δ→0 inf λ∈Λ max (|λ| , ·) on both sides to see that
The claim of a.e. pointwise convergence follows from Lemma 2.13, while uniform continuity of (x, φ) → U x T ←0 follows as above (cf. [19, Theorem 11.12] 
, and the solution map (y 0 , x) → y remains locally Lipschitz for the metric ρ p-var (see [19, Section 10.4] ). This allows one to use the solution y as the driving signal in a secondary RDE (8) dz
At least with the notion of canonical RDEs considered in this article, we cannot expect this functorial nature to be completely preserved due to the fact that in general no path function ψ can be defined on G N (R e ) to capture the information of how y traversed a jump (y t− , y t ) (which, in our context, clearly impacts the solution of (8)).
However, at the cost of retaining the original driving signal x, we can readily solve the secondary RDE (8) 
and W = (W 1 , . . . , W e ) on R n , we consider the Lip
e . Then the natural solution to (8) is given by the larger RDE
As a consistency check, one can readily see that, in the continuous setting, the second component of the solution to (9) coincides with the solution z t of (8).
If we further assume that drivers converge in Skorokhod topology, then more can be said about convergence of RDE solutions. (i) Suppose that (7) holds and that lim n→∞ x n = x in the Skorokhod topology. Then lim n→∞ y n = y in the Skorokhod topology. (ii) Suppose that φ is an endpoint continuous, p-approximating path function defined on (a subset of )
Then on sets of bounded pvariation, the solution map
Proof. (i) By Theorem 3.13, it suffices to show that (y n ) n≥1 is compact in the Skorokhod space D([0, T ], R e ). Applying Lemma 2.17 to x and using that lim ε→0 ω x (ε) = 0, where we recall that As a consequence, lim ε→0 sup n ω p-var [4, Theorem 12.3] .
(ii) This follows directly from taking p < p < γ and applying (i) and Proposition 3.12.
Remark
However there seems to be no easy way to derive this as a consequence of our main Theorem 3.13. We suspect that this could be done by carefully relating canonical with "Itô-type" non-canonical RDEs (see [15, Definition 37]), followed by a proper stability analysis of the latter. The study of such non-canonical equations will be conducted elsewhere.
3.4. Translation operator on càdlàg rough path space. In this section we extend the rough path translation operator T h (x) (see [19, Section 9.4.6] ) to the càdlàg setting.
We first illustrate the difficulty of continuously extending T h (x) by showing that the addition map (x, h) → x + h is not continuous as a map One can see that x n converges to (1 {t≥1} e 1 , φ) in α 1-var , and h n andh n both converge to (1 {t≥1} e 2 , φ) in α 1-var , where φ is the linear path function on R 2 . However x n + h n converges to (1 {t≥1} (e 1 + e 2 ), φ 2,1 ) while x n +h n converges to (1 {t≥1} (e 1 + e 2 ), φ 1,2 ) in α ∞ , where φ i,j is the "Hoff" path function which moves first in the i-th coordinate, and then in the j-th coordinate.
Note that the limiting path in the above example is unambiguously defined (namely 1 {t≥1} (e 1 + e 2 )) whereas the corresponding path function is not. In the following definition we circumvent this problem by choosing a priori the (log-
where we recall that τ (x,h) is defined by (2) for the càdlàg path (x, h).
Remark 3.22. Due to the choice of log-linear path functionφ, note that z 1 and z 2 have finite p-and q-variation respectively, so that T z 1 (z 2 ) is well-defined as a continuous rough path translation.
We now record a simple result which will be helpful in the remainder of the paper. 
is Marcus-like and is given by
where h is the Marcus lift of h, and the integrals are well-defined Young integrals. Furthermore
Proof. The identity (11) and the fact that T h (x) is Marcus-like follow directly from the definition (10). The inequality (12) follows from standard estimates on continuous rough path translations along with the fact that x is Marcus-like (so that upon appropriately restricting domains, we may assume φ andφ are 1-approximating).
4. General multidimensional semimartingales as rough paths 4.1. Enhanced p-variation BDG inequality. The main result of this subsection is the BDG inequality Theorem 4.7 for enhanced càdlàg local martingales. The proof largely follows a classical argument found in [32, 19] with the exception of Lemma 4.2 which constitutes our main novel input. Let X be an R d -valued semimartingale with X 0 = 0 and (
as an Itô integral, and the "Marcus lift" (terminology from [15] ) of X to a G 2 (R d )-valued process given by X t := exp(X t + A t ).
Note that, if X = Y + K where Y is (another) semimartingale (w.r.t. the same filtration) and K is adapted, of bounded variation, then the respective Marcus lifts of X and Y are precisely related by the translation operator; that is, X = T K Y. This can be seen by combining (11) with the fact that the second level of X is given precisely by the Marcus canonical integral X ⊗ dX; see [15, Proposition 16] for details.
Lemma 4.1 (Uniform enhanced BDG inequality). For any convex moderate function F there exist c, C > 0 such that for any
Proof. For a process M , denote M * t := sup 0≤s≤t |M s |. Following the proof of [19, Theorem 14.8] , it suffices to show that
However we have
so one can apply the classical BDG inequality (e.g., [31, Théorème 2.1]) to A and F , and to X and F (| · | 2 ), which is also a convex moderate function, to obtain
The following lemma is the crucial step in establishing finite p-variation of the lift of a local martingale.
Lemma 4.2 (Interpolation)
. For every 2 < q < p < r there exists C = C(p, q, r) such that for every
Proof. For δ > 0 define the increasing sequence of stopping times (τ 
(where inf of the empty set is ∞). Define further ν(δ) : It holds that
and moreover sup s,t≥0 Y j s,t ≥ δ for all j = 0, . . . , ν(δ) − 1. Thus by the uniform enhanced BDG inequality (Lemma 4.1) with
It follows that for 2 ≤ 2α < p
and likewise for 2β > p
Taking 2α = q and 2β = r, the conclusion follows from the estimate (14) . 
Lemma 4.4 (Chebyshev inequality).
For all p > 2, there exists a constant A > 0 such that for every R d -valued local martingale X and λ > 0,
Proof. This crucially uses that X has finite p-variation for every local martingale X, and follows in exactly the same manner as [ . Suppose X and Y are non-negative random variables, F is a moderate function, and β > 1 and δ, ε, γ, η > 0 such that γε < 1,
and
Lemma 4.6. Let X be an R d -valued local martingale and D an adapted, nondecreasing process such that a.s., |∆X t | ≤ D t− for all t ≥ 0. Then for every moderate function F (not necessarily convex), there exists C = C(F ) > 0 such that
Proof. We follow closely the proof of [32, Proposition 2] and [19, Theorem 14.12].
Since X is Marcus-like, i.e., log(∆X t ) ∈ R d , there exists a constant c > 0 such that for all t ≥ 0
Let δ > 0, β > cδ + 1, λ > 0, and define the stopping times
Define the local martingale N t = X (t+S)∧R − X S∧R with lift N and note that On the event {T < ∞, R = ∞}, we have ∆X S ≤ D S− ≤ δλ, and so from (15)
By Lemma 4.4, it follows that
On the event {S = ∞}, it holds that N ≡ 0, whilst on {S < ∞}, we have D R− ≤ δλ and thus
It follows that
and thus we have for all λ > 0
The conclusion now follows by applying Lemma 4.5.
Theorem 4.7 (p-variation rough path BDG).
For every convex moderate function F and p > 2 there exists c, C > 0 such that for every
Proof. This again follows very closely the proof of [32, Proposition 2]. We may
otherwise all concerned quantities are infinite). Let
t := s≤t ∆X s 1 {∆Xs≥2Ds−} , which we note is of integrable variation since 
we have
Furthermore, since F is convex, it follows from the Garsia-Neveu lemma (using the argument provided by [32, p. 306] ) that
and thus
Finally, as X = T K (L), we obtain
It was seen in [15, Theorem 20] 
This is a useful result in the study of expected signatures, which is, loosely speaking, the study of , we see that the very existence of the expected signature is guaranteed by the existence of all moments of [X] 0,T . In a Lévy setting with triplet (a, b, K), this clearly holds whenever K (dy) 1 [|y|>1] has moments of all orders. One can also apply this with a stopping time T = T (ω), e.g., the exit time of Brownian motion from a bounded domain. In either case, the expected signature is seen to exist (see also [15, Part III] and [33] for more on this).
A motivation for the study of expected signatures comes from one of the main results of [10, Section 6] which provides a solution to the moment problem for (random) signatures, i.e., determines conditions under which the sequence of expectations E π mX0,T m≥0 uniquely determines the law of the full signature ofX (see [15, Theorem 54] where the moment problem was discussed for the Lévy case, and [7, 10] for other families of random geometric rough paths).
4.2.
Convergence of semimartingales and the UCV condition. As an application of the BDG inequality, we obtain a convergence criterion for lifted local martingales in the rough path space (D
, α p-var ) with a fixed path function φ, which is the main result of this subsection.
We first recall the uniformly controlled variation (UCV) condition for a sequence of semimartingales
Note that X → X δ is a continuous function on the Skorokhod space and sup t∈[0,T ] |∆X δ t | ≤ 1 with ∆X δ t = ∆X t whenever |∆X t | ≤ δ. Definition 4.9 (UCV, [30] Definition 7.5). We say that a sequence of semimartingales (X n ) n≥1 satisfies UCV if there exists δ > 0 such that for all α > 0 there exist decompositions X n,δ = M n,δ + K n,δ and stopping times τ n,α such that for all t ≥ 0 Theorem 4.10. Let X, (X n ) n≥1 , H, (H n ) n≥1 be càdlàg adapted processes (with respect to some filtrations F n ). Suppose (H n , X n ) n≥1 converges in law (resp. in probability) to (H, X) in the Skorokhod topology as n → ∞, and that (X n ) n≥1 is a sequence of càdlàg semimartingales satisfying UCV. Then X is a semimartingale (with respect to some filtration F) and (H n , X n , · 0 H n t− dX n t ) converge in law (resp. in probability) to (H, X, · 0 H t− dX t ) in the Skorokhod topology as n → ∞.
We can now state the main result which allows us to pass from convergence in the Skorokhod topology to convergence in rough path topology (see also Corollary 4.12).
Theorem 4.11. Let (X n ) n≥1 be a sequence of semimartingales such that X n converges in law (resp. in probability) to a semimartingale X in the Skorokhod topology. Suppose moreover that (X n ) n≥1 satisfies the UCV (or equivalently UT) condition. Then the lifted processes (X n ) n≥1 converge in law (resp. in probability) to the lifted process X in the Skorokhod space
is a tight collection of real random variables.
Proof. Since the stochastic area is given by the Itô integral (13), the convergence in law (resp. in probability) of (X n ) n≥1 to X is an immediate consequence of Theorem 4.10. Let δ > 0 for which we can apply the UCV condition to (X n ) n≥1 . We next claim that ( X ) n≥1 is tight. Indeed, for ε > 0 choose α > T so that 1/α < ε/2. Let X n,δ = M n,δ + K n,δ be the decomposition from the UCV condition along with the stopping times τ n,α . Then for sufficiently large C > 0
< ε,
where in the final line we used the enhanced BDG inequality Theorem 4.7. Using the fact that
) n≥1 is tight as claimed.
To conclude, observe that X n = T L n (X n,δ ) where L n := X n − X n,δ is a process of bounded variation for which
Since (X n ) n≥1 is tight and |∆X n t |>δ |∆X n t | is a continuous function of X n (for the Skorokhod topology), it follows that (||X n || p-var;[0,T ] ) n≥1 is tight as required.
Corollary 4.12. Follow the notation of Theorem 4.11. Let p > 2 and φ an endpoint continuous, p-approximating path function defined on
Remark 4.13. As we shall see in Proposition 4.14, a simple way to apply Corollary 4.12 is to assume that φ comes from the lift of a (left-invariant) path function φ :
(denoted by the same symbol) which is endpoint continuous and q-approximating for some 1 ≤ q < 2 (so that a canonical lift indeed exists), and does not create area, i.e., (16) log
Since X is Marcus-like, i.e., log(
so that X φ is well defined (which corresponds to interpolating the jumps of X using φ); the same of courses applies to X n .
Proof of Corollary 4.12. Consider first the case of convergence in probability. By Theorem 4.11, (||X n || p-var ) n≥1 is tight, so for every ε > 0 we can find R > 0 such that sup
The conclusion now follows from Proposition 3.12. For the case of convergence in law, the proof follows in a similar way upon applying the Skorokhod representation theorem [25, Theorem 3.30 ] to the space
As an application of Corollary 4.12, along with the fact that piecewise constant approximations satisfy UCV [29, Example 3.7] , we obtain the following Wong-Zakaitype result (which shall be substantially generalized in Section 4.4 using different methods).
Proposition 4.14 (Wong-Zakai with no area). Let X be a semimartingale with Marcus lift X, and let D n ⊂ [0, T ] be a sequence of deterministic partitions such that |D n | → 0. Let X [Dn] be the piecewise constant approximations of X along the partition D n , and let X
[Dn] be their (Marcus) lifts.
be an endpoint continuous, q-approximating path function for some 1 ≤ q < 2 such that φ does not create area, i.e., (16) holds. By an abuse of notation, let φ :
(1) Consider the admissible pairs (
denote the flow associated to the RDE (5). Then
converges in probability to U
Proof. (1) follows immediately from Corollary 4.12 and the fact that (X [Dn] ) n≥1 satisfies UCV [29, Example 3.7] .
For (2), note that, since φ does not create area, (X [Dn] ) φ coincides (up to reparametrization) with the canonical lift of X Dn,φ . The conclusion now follows from (1) and Theorem 3.13.
We now record a simple relation between canonical RDEs and Marcus SDEs. 
e., the path function φ is the taken to be log-linear) coincides a.s. with the Marcus SDE
Proof. Recall that, by definition, the Marcus SDE satisfies [28] 
where e W (y) denotes the flow at time 1 along the vector field W from y, i.e., the solution at t = 1 to z 0 = y,ż t = W (z t ).
Recall likewise that, by definition, the rough canonical equation (in the sense of [15, Definition 37] ) satisfies
which agrees with the solution to the canonical RDE (17) from Definition 3.1 (see [15, Theorem 38] ). Consider the Itô lift X Itô of X and adapted (locally) bounded processes Z, Z such that (Z, Z ) is a.s. controlled by X Itô (see [15] ). We now claim that
Indeed, the proof of [15, Theorem 40] for the case of Lévy processes extends directly to the case of general semimartingales with the help of Lemma 4.36. Now since
the conclusion readily follows. 
agrees, for all t ∈ D, with the ODE solution
where X D is the piecewise linear path obtained from X [D] by connecting with a straight line consecutive points X
tn+1 for all t n ∈ D.
We are now ready to state the precise criterion for convergence in law (resp. in probability) of Marcus SDEs which was advertised in the introduction and which is analogous to the same criterion for Itô SDEs [29, Theorem 5.4 ].
Theorem 4.17. Let V = (V 1 , . . . , V d ) be a collection of Lip γ vector fields on R e for some γ > 2. Let Y 0 , (Y n 0 ) n≥1 be a collection of (random) initial conditions in R e and X, (X n ) n≥1 be a collection of semimartingales such that (X n ) n≥1 satisfies UCV and
random variables). Then the solutions to the Marcus SDEs
converge in law (resp. in probability) as n → ∞ (in the Skorokhod topology) to the solution of the Marcus SDE
Proof. This is an immediate consequence of Corollary 4.12, Proposition 4.15, and the deterministic continuity of the solution map (part (ii) of Proposition 3.18).
Remark 4.18. We have not been explicit about filtrations, but of course, every semimartingale X n above is adapted to some filtration {F n t } t≥0 . In the same vain, as is standard in the context of SDEs, the initial datum Y n 0 is assumed to be F Situations where Y 0 n is independent of the driving noise X n are then immediately handled. If, on the other hand, Y 0 n depends in some anticipating fashion on the driving noise, then classical SDE theory (Marcus or Itô) breaks down and ideas from anticipating stochastic calculus are necessary (such as composing the stochastic flow with anticipating initial data; in the Marcus context this would be possible thanks to [28, Theorem 3.4] ). Our (essentially deterministic) rough path approach bypasses such problems entirely. We shall not pursue further application of rough paths to "anticipating Marcus SDEs" here, but note that this could be done analogously to [11] . 4.3. Examples. We now give a list of examples to which Corollary 4.12, Proposition 4.14, and Theorem 4. 
converge in probability (for the Skorokhod topology) to the solution of
Moreover, if X is continuous, then Y [D k ] converges in probability for the uniform topology on [0, T ] to Y (which is now also the solution to the Stratonovich SDE). 
and the Marcus SDE
Then, by Proposition 4.14, it holds that Y D k T → Y T in probability. Moreover, if X is continuous, then in light of the last part of Example 4.19 and Remark 4.16, Y D k converges in probability for the uniform topology on [0, T ] to Y (which, we emphasize again, is now the solution to the Stratonovich SDE), which agrees with the classical Wong-Zakai theorem for continuous semimartingales.
Example 4.21 (Donsker approximations to Brownian motion). Consider an R
dvalued random walk X n with iid increments and finite second moments, rescaled so that X n → B in law. Here we treat X n as either piecewise constant or interpolated using any sufficiently nice path function φ which does not create area, i.e., satisfies (16) (e.g., piecewise linear). Then (X n ) n≥1 satisfies UCV, so by Corollary 4.12 we again have convergence of the Marcus SDEs (or random ODEs in case of continuous interpolations)
in law for the uniform topology on [0, T ] to the Stratonovich limit
This is a special case of [9, Example 5.12 ] (see also Example 4.22) which improves the main result of Breuillard et al. [5] in the sense that no additional moment assumptions are required (highlighting a benefit of p-variation vs. Hölder topology). Consider the associated random walk
Suppose X n → X in law for a Lévy process X (see [25, Theorem 13.28] for necessary and sufficient conditions for this to occur), which in particular implies that for some
which is identically zero on a neighbourhood of zero, where b
h , a h , and ν are determined by the Lévy triplet of X (in particular ν is the Lévy measure of X). As a consequence, it is immediate to verify that (X n ) n≥1 satisfies UCV. By Theorem 4.17, the solutions to
converge in law (for the Skorokhod topology) to the solution of the Marcus SDE
If, once more, X n are interpolated using any sufficiently nice path function φ (which in particular does not create area (16) ), an application of Corollary 4.12 implies that Y n T (now solutions to random ODEs) converge in law to Y T (now the solution to the random RDE driven by X φ ). Note that if φ is allowed to create area and X n1 , . . . , X nn are further assumed iid for every n ≥ 1, then this is precisely the case addressed in [9, Example 5.12] (though in this case one must consider a non-Marcus lift of X similar to the upcoming Theorem 4.29). 
where t → C (t) ∈ R d×d is continuous and deterministic. Then X n → X, where X is a continuous Gaussian process with independent increments and E X(t)X(t) T = C(t) [14, Theorem 1.4, p. 339], and moreover the UCV condition is satisfied [30, p. 26] . Therefore solutions to
converge in law for the uniform topology on [0, T ] to the solution of the Stratonovich SDE
Example 4.24 (UCV cannot be omitted). The UCV condition in Corollary 4.12 cannot be omitted. In the Kurtz-Protter theory (see [29] for the classical statement for Itô SDEs), the standard (counter)example is given by Wong-Zakai(=piecewise linear) approximation to Brownian motion: these fail the UCV condition, and indeed one does not obtain the Itô-limit, but instead sees an Itô-Stratonovich correction term. This is not the correct example here, because in the absence of jumps Marcus SDEs are Stratonovich SDEs (and as the previous examples reveal, we can easily handle this situation by interpolating piecewise constant approximations, which do satisfy UCV). An appropriate example of interest is given by the trajectory X n = X n (ω, t) of a physical Brownian motion, with mass 1/n → 0, in a magnetic field. To be specific, consider
with white noiseḂ =Ḃ (ω), given in terms of a distributional derivative of a (2-dimensional) standard Brownian motion B. It is known that X n converges (locally uniformly, and hence in Skorokhod space D([0, T ], R 2 )) in law to X := σB with σ = 1/ 1 + α 2 . In this situation, the Marcus SDE driven by two vector fields V = (V 1 , V 2 ) is nothing but a random ODE of the forṁ
It was shown in [16] that Y n converges in law for the uniform topology on [0, T ] to the solution of the SDE
But for general (non-commuting) vector fields, the resulting solution is clearly different from the solution of
The reason, of course, is failure of the UCV condition. Throughout this example, convergence in law can be replaced by convergence in probability, at the expense of taking the limit (in probability) to be X = σB whereB is a suitable rotation of B. It is not difficult to add jumps in this example. For instance, we can add
n and would still have convergence, in probability say, to H + X in the Skorokhod space D([0, T ], R 2 ). The Marcus solutions, given effectively as concatenation of two Stratonovich flows (up to, and after time T /2, respectively) driven by H + X n will still not converge to the Marcus solution driven by H + X.
4.4.
Wong-Zakai revisited. In this subsection we significantly expand Proposition 4.14 by showing convergence in probability of very general (area-creating) interpolations of càdlàg semimartingales. If the interpolation creates area, we in general no longer expect to converge to the Marcus lift of X (which is the reason one cannot apply Proposition 4.14), and therefore we first modify the lift X appropriately.
Throughout the section, we fix a (left-invariant) q-approximating path function
for some 1 ≤ q < 2 (which we take to be defined on the entire space R d only for simplicity). Consider the two maps
defined uniquely by 
Before stating the Wong-Zakai theorem, we give several examples of φ for which Assumption 4.25 is satisfied. 
Let φ travel to (x, y) first linearly along the x-coordinate and then linearly along the y-coordinate:
Then a(x, y) = 1 2 xy, so that Assumption 4.25 is satisfied with
Example 4.28 (Regular a). Suppose more generally that a is twice differentiable at 0, so that by Lemma 4.31
We see in this case that Assumption 4.25 is satisfied with the bounded variation process
For a partition D ⊂ [0, T ], let X D,φ be the piecewise-φ interpolation of X along D, and X D,φ its canonical lift. The following is the main result of this subsection.
Theorem 4.29 (Wong-Zakai). Suppose that Assumption 4.25 is satisfied. Let
where X = exp(X + A) is the Marcus lift of X. Suppose further that φ is endpoint continuous.
(1) Consider the admissible pair
. Then for every p > 2, it holds that
converges in probability to UX
Remark 4.30. Note that the jumps of B t must necessarily be of the form a(∆X t ).
andX φ is well-defined (this is an abuse of notation since φ is a path function on R d , but because φ(x) of finite q-variation, it can be canonically lifted to a path function φ :
For the proof of the theorem, we require several lemmas.
Lemma 4.31. Let η q-var be a q-variation modulus of φ (see Definition 2.15). Then
Proof. This is immediate from the property
The following lemma essentially involves no probability. Proof. SinceX is càdlàg, for every ε > 0 we can find r > 0 sufficiently small and a partition P = (s 0 , . . . , s m ) so that |s i+1 − s i | > 2r and
Then whenever |D| < r, for every t n ∈ D, there exists at most one s i ∈ P such that s i ∈ [t n , t n+1 ]. Now using the fact that φ is q-approximating and endpoint continuous, the claim readily follows. Remark 4.34. As the proof of Lemma 4.33 will reveal, the biggest difficulty is overcome by the enhanced BDG inequality for càdlàg local martingales (Theorem 4.7). We wish to emphasize that the lemma is even helpful in the context of a rough paths proof of the Wong-Zakai theorem for continuous semimartingales with piecewise linear interpolations (so that a ≡ 0), since an analogous tightness result is still needed in this case and is non-trivial (cf. [19, Theorem 14.15] ).
We also mention that part (1) of Proposition 4.14 in particular shows that 
tn for every t n ∈ D. Consider also the piecewise constant semimartingale X [D] which is constant on [t n , t n+1 ) and
Observe that X D,φ is a reparametrization of (X [D] ) φ (where we use the same abuse of notation as in Remark 4.30), so in particular
Moreover, defining the piecewise constant local martingale
, and the piecewise constant path of bounded variation K [D] in the same way as 
LetĀ,Ā φ,δ and A D k ,φ denote the stochastic area ofX,X φ,δ and
and so by the Campbell-Baker-Hausdorff formula
Recalling further thatĀ tj ,tj+1 = A tj ,tj+1 + B tj ,tj+1 and X For a fixed càdlàg sample path X, for every ε > 0 we can find r > 0 sufficiently small and a partition P = (s 0 , . . . , s m ) so that |s i+1 − s i | > r and Then whenever |D| < r/2, for every t n ∈ D, there exists at most one s i ∈ P such that s i ∈ [t n , t n+1 ].
Since we see that (19) holds in L 2 , and thus in probability as desired.
Beyond semimartingales
We have seen in the previous section that (general) multi-dimensional semimartingales give rise to (càdlàg) geometric p-rough paths. Marcus lifts of general semimartingales provide us with concrete and important examples of driving signals for canonical RDEs, providing a decisive and long-awaited [42] rough path view on classical stochastic differential equations with jumps. We now discuss several examples to which the theory of Section 3 can be applied which fall outside the scope of classical semimartingale theory.
5.1.
Semimartingales perturbed by paths of finite q-variation. Keeping focus on R d -valued processes and their (canonical) lifts, we remark that any process with a decomposition X = Y + B, where Y is a semimartingale and B is a process with finite q-variation for some q < 2, admits a canonical Marcus lift given by X = T B (Y). Note that due to the deterministic nature of the (Young) integrals used to construct T B (Y), we require no adaptedness assumptions on B. We summarize the existence of the lift in the following proposition, which is an immediate consequence of Proposition 3.23. We mention that the class of paths with such a decomposition contains some well-studied processes.
Example 5.2 (PII). The important class of processes with independent increments (PII) goes beyond semimartingale theory. In fact, every such process X can be decomposed (non-uniquely) as X = Y + B, where Y is a PII and a semimartingale and B is a deterministic càdlàg path. Moreover, X is a semimartingale if and only if B has finite variation on compacts. Provided that the process B has finite qvariation for some q < 2, we immediately see that X admits a lift to a (càdlàg) geometric p-rough path for any p > 2. In the continuous setting this has been developed in detail in [17] . Including a non-local term in the Dirichlet form will allow to extend this construction to the jump case, but we will not investigate this here. We also note that Gaussian càdlàg rough paths can be constructed; as in the continuous theory, the key condition is finite ρ-variation of the covariance (cf. [18, Section 10.2]) but without assuming its continuity.
5.3. Group-valued processes. This point was already made in the context of Lévy rough paths [15, 9] , which substantially generalizes the notion of the Marcus lift of an R d -valued Lévy process (such processes, for example, arise naturally as limits of stochastic flows, see [9, Section 5.3.1]). In the same spirit, one can defined "genuine semimartingale rough paths" as G N (R d )-valued process with local characteristics modelled after Lévy (rough path) triplets. (Remark that the Lie group G N (R d ) is, in particular, a differentiable manifold so that the theory of manifoldvalued semimartingales applies. The issue is to identify those which constitute (geometric) rough paths, which can be done analyzing the local characteristics, as was done in the Lévy case in the afore-mentioned papers. In the same spirit, the afore-mentioned Dirichlet-form construction also extends to the group setting.)
