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Der Entwurf linearer Regelungssysteme im Zustandsraum *) 
Von J. ACKERM ANN, Oberpfalfenhofen 
Es wird ein einfaches Verfahren zur Fesrlegung einer gewünsch-
ten c/rarak terist ischen G leic/umg fiir ein System x [k + I) = 
= A x [k] + b u[k] durch eine Zustandsvektor-Rückführung 
u = - k' x hergeleitet, das keine Transformation der Zustands-
gieie/umgen in eine kanonische Form erfordert. Das Ergebnis 
ist: Man erhält k', indem man die gegebene Dynamik-Matrix A 
in das gewünschte charakteristische Polynom einsetzt und mit der 
letzten Zeile der Inversen der S teuerbarkeitsmatrix vormulti-
pliziert. Das duale Ergebnis für die B eobachter der Ordnung 11 
und der Ordnung n- I wird gezeigt. 
A simple method for obtaining a desired c/wracteristic equation 
for a system x [k + I )= A x [k ] + b LI [k ) by state variable feed-
back LI = - k' x is derived. ft does not require a Iransformation 
ofthe state equations to a canonica/.form. The resLitt is: Obtain 
k' by SLibstituting the g iven dynamic matrix A into the desired 
characteristic polynomia/ and premLIItiply ing by the last row 
o.f the inverse o.f the controllability matrix . The dual resulr for 
the observers of order 11 and n- J is shown. 
1. Einleitung 
Mit H ilfe von Zustandsra urn-Methoden kann die günstigste 
Struktur eines li nearen Regelungssystems gefunden werden. 
Es soll hier ein Verfahren hergeleitet werden, mit deru uit: 
freien Parameter in dieser Struktur auf einfache Weise so 
bestimmt werden können, daß das Regelungssystem eine 
gewünschte Dynamik erhält. 
Der Übersich tl ichkeit halber wi rd die Arbeit a uf Systeme 
mit einer Eingangsgröße u und einer Ausgangsgröße y be-
schränkt. Außerdem werden hier nur diskrete Systeme be-
handelt ; für kontinuierliche Systeme lassen sich a lle Her-
leitungen vö llig entsprechend durchführen, man muß im 
folgenden lediglich / [k) durch f(t),f[k + J ) durch d/(t)/dt 
usw. sowie z durch s ersetzen. 
Die Regelstrecke sei durch die Zustandsgleichungen 
x [k+ 1] = Ax [k] + bu [k] , 
y[k] = c'x [k] (1) 
beschrieben, die Dimension der Dynamik-Matrix A sei 11.11. 
Es wird vorausgesetzt, daß die Regelstrecke (I) steuerbar 
und beobachtbar ist, d. h. es sei 
det Qs=det [b, Ab ... A"- 1 b] =1=0, (2) 
[
c' J 'A 
det Q8 = det : =I= 0 . 
c'A"- 1 
(3) 
lm folgenden wird zunächst a ngenommen, der Zustand x 
sei bekannt. Durch eine Zustandsvektor-Rückführung kann 
damit eine gegebene charakteristische G leichung erzeugt 
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werden. D as nicht meßbare x wird dann durch einen Schätz-
wert x ersetzt, den ein "Beobachter" erzeugt, das ist ein 
dynamisches System mit den E ingangsgrößen u und y . 
2. Zustandsvektor-Rückführung 
Durch eine Zustandsvektor-R Liekführung 
u[k]= -k'x[k] (4) 
erhält das System (I) die Form 
x [k+ l] =(A - bk') x [k] = Fx [k] . (5) 
Der Parametervektor k soll so gewählt werden, daß das 
System (5) eine vorgegebene charakteristische G leichung 
R (z)=det(zl - f ) =det (zl -A + bk')= 
= CY.o + cx 1 z + ... + cx"- 1 z"- 1 + z" = 0 ( 6) 
erhält. Ein konstruktiver Beweis dafür, daß dies bei steuer-
baren Systemen stets möglich ist, wurde von B ass und GLira 
[1 ) geführt. lhr Beweis ist jedoch recht aufwendig, und im 
Ergebnis werden die Koeffiz ienten Gi der charakteristischen 
Gleichung von A benötigt. Eine einfache Beweisführung 
wird von Ka/ma11 [2] a ngegebt:n. Dabt:i werden die Zustands-
gleichungen zunächst in die Regelungs-Normalform trans-
formiert, das Ergebnis ist dann leicht abzulesen. Es müssen 
auch hierbei die C/i berechnet werden. Wenn man in das ur-
sprüngliche Koordinatensystem zurück will, mu ß außerdem 
die Transformationsmatrix invertiert werden. Für die prak-
tische Anwendung ist daher auch dieser Weg nicht besonders 
vortei lhaft. lm folgenden wird eine neue Herleitung ange-
geben, die zu einem einfacheren Ergebnis führt. Der beson-
dere Vorteil dieser Lösung ist, daß die a t nicht berechnet 
werden müssen. 
Durch wiederholte Anwendung von GI. (I) erhält man 
x [k+ 1] =Ax [k] + bu [k] , 
x [k+2] =A 2x [k] + bu [k+ I] + Abu [k] , 
: (7) 
: [u [k+ n-1]] 
x[k+n]=A"x[k] +[b, Ab, ... A" - 1b] ~i[k+n-2] . 
u [ k] 
Da das System nach G I. (2) steuerbar ist, kann es aus jedem 
gegebenen Anfangszustand x [k] in jeden gewünschten End-
zustand x [k + 11] überführt werden, und zwar mit einer Stell-
folge, die man durch Auf lösung von GI. (7) erhält: 
[
u [k+n-1]] 
u k + n-2 _ 
:[ ] =Qs 1 (x[k + n]-A"x [k]).(8) 
u [k] 
D ie Stellfolge bezeichnet die Stufenhöhen der treppenförmi-
gen Stellgröße. 
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Beim Einführen einer Rückführung will man im Gegensatz 
zur Steuerung zum Zeitpunkt k noch nicht die gesamte Stell-
fo lge vorausberechnen, sondern nur u [k ] bestimmen, d. h., 
es wird nur die le tzte Zeile von GI. (8) benötigt. Bezeichnet 
man die letzte Zei le von Q .5.-1 mit e', so lau tet d ie letzte Zeile 
von G I. (8) 
u [k] = e'(x[k+n] - A "x[k]). (9) 
Darin wird nach GI. (5) x[k+ n] = f n x[k ] eingesetzt und 
F11 mit H il fe des Cayley-Hamilton-Theorems [3] ausgedrückt. 
Dieses T heorem besagt, daß jede n. n. Matrix ihre e igene 
charakteristische G leichung erfüll t, mit GI. (6) also 
R (F) = et.0 l +et. 1F + ... +a. .. _1F" - 1 + F"= 0 . (10) 
Damit wi rd 
u [ k] = - e' (et.01 +et. 1F + .. . +a. .. _1F"- 1 + A") x [ k] . 
Oie letzte Zeile von Q s- 1 Q s = IIa utet 
e' [b , Ab ... A"- 1 b] = [0 ... 0 1]. 
In G I. ( II ) ist a lso 
e'F=e' (A- bk' )=e'A , 
e'F2 = e'A (A - bk')= e'A 2 , 
D as Regelgesetz erhä lt dami t d ie Form 
(ll) 
( 12) 
(13) 
u [k] = -e' (et.01 +et. 1A + ... +et. .. _1A" - 1 + A") x [k] , (14) 
und mit der Schreibweise von G I. (6) ist 
u [ k] = -e'R (A )x [k] = - k 'x [k] , 
das heißt 
k ' = e'R (A ) . (1 S) 
I n Worten : Man erhäl t den Parametervektor k' des Regel-
gesetzes (4), indem man die Dynamik-Matrix A in das ge-
wünschte charakteristische Polynom R nach G I. (6) einsetzt 
und m it der letzten Zeile der Inversen der Steuerbarkeils-
mat ri x vormul tipliziert. 
3 . Zusta ndsschätzung durch einen Beobachter der Ordnung n 
D a der Z ustand x im a llgemeinen nicht meßbar ist, wird 
x [k ] in dem Regelgesetz (4) durch einen Schätzwert x [k] 
ersetzt. Luenberger [4] hat zu d iesem Zweck einen Beobachter 
entwickelt : Ein lineares dynamisches System der Ordnung 11 
mit den Eingangsgrößen u und y, a llgemein a lso 
-~[k+ 1]= FX [k]+ gu[k] + hy [k]. (16) 
Der Z ustand -~ des Beobachters soll möglichst genau gleich 
dem Zustand x der Regelstrecke ( I ) werden. Wir führen den 
Schätzfehler 
x=x - x ( 17) 
ein und erhalten du rch Subtraktion der G I. (16) von GI. ( I) 
-~[k+ l] = f.\' [k] +(A - F - lrc') x [k] +(b - g) u [k] .(18) 
D ie R uhelage der Feh lerdynamik (18) soll 
!im x [k] =O 
k-t 00 
sein. Das wird erreicht mit 
F= A - Irc' und g = b. ( L9) 
Außerdem muß das so entstehende System 
x [k+ 1] = Fx [k] = (A - hc') x [k] (20) 
stabil sein. Der Beobachter (16) erhält die Form 
x [k+ 1] = fX [k] + bu [k ] + hy [ k] = 
= Ax[k] + bu [k] + h (y [k] - c'x [ k] ) = 
=A x [k]+ bu [k] + hc'x [k]. (21) 
Der Beobachter ist a lso ein Modell der Regelstrecke, das 
durch den meßbaren Fehler c' x [k ] angetrieben wird. Freie 
Parameter sind d ien Komponenten des Vektors h . Sie kön-
nen bei jedem beobachtbaren System so festgelegt werden, 
daß sich in GI. (20) eine gewünschte Feh lerdynamik ergibt. 
Die Bestimmung von lz kann auf die Lösung (15) zurück-
geführt werden. Das cha ra kteristische Polynom der Fehler-
gleichung (20) lautet 
B (z)=det (zl - F) =det (z l - F') = det (zl-A ' + eh')= 
=ßo+ß1 z + ... +ß .. - 1z"- 1 + z". (22) 
Für vorgegebene ßi soll daraus h' bestimmt werden, das ist 
das d ua le Problem zu GI. (6) . Es entsprechen einander A 
und A', b und c, I<' und h', lXiund ßi, Rund B. D ie duale 
Lösung ist a lso nach GI. ( 15) 
lz ' = f'B (A ')= f'B ' (A ) , 
li = B (A )f . (23) 
Darin ist[' die letzte Zei le der transponierten inversen Beob-
acht barkei tsmatrix 
Q~- I = [ c, A • c .. . A ",- I c r I ; 
f ist folglich u it: leLlte Spa lte von Q 11-1. In Worten: M an 
erhält den Parametervektor 11 des Beobachters, indem man 
die Dynamik-Matr ix A in das gewünschte charakteristische 
Polynom (22) einsetzt und m it der letzten Spalte der Inversen 
der Beobachtbarkeitsmatrix nachmultipl iziert 
4. Der Beobachter der Ordnung n - 1 
Man kann die Zustandsgleichungen (1) stets so transformie-
ren, daß die meßbare Ausgangsgröße y eine Zustandsgröße 
ist. In dieser Form ist unmittelbar zu sehen, daß der Beob-
achter nur für die übrigen n- 1 Zustandsgrößen Schätzwerte 
bi lden muß. Luenberger [4] hat gezeigt, daß es fü r ein System 
11-ter Ordnung einen Beobachter der Ordnung 11- 1 gibt. Er 
benutzt zur BeweisfUh rung d ie Diagonalform der Zustands-
gleichungen. Kaiman [2] transfo rmiert das System zunächst 
in die Beobachter-Normalfarm und modifiziert diese dann 
durch eine weitere Transformation, so daß e in zu beobach-
tendes Tei lsystem der Ordnung n - l entsteht. lm folgenden 
wird ein a nderer Weg in Anlehn ung an die Arbeit von Kor-
tiim [5] angegeben, bei dem keine Transformation in eine 
kanonische Form ausgeführt werden muß. 
In der Zustandsgleichung ( I) wird x in einen Vektor x * der 
D imens ion n - .I und in die verbleibende Komponente Xn 
zerlegt: x '= [x1, x2 ... xnJ' = [x * ', x".]' . M it entsprechender 
Untertei lung von A, b und c lautet GI. ( I) dann 
[ x*[k+ l]J [A1 1 a l"J [x*[k]J [b*] [t] x" [k+ l] = a;, 1 a"" x" [k] + b" u < ' (24) 
y [k ] = [c*' c"] [ x* [!<:]] x" [ k] · (25) 
I 
\ 
Dabei wird vorausgesetzt, daß c11 :f: 0, was bei einem beob-
achtbaren System gegebenenfalls durch Umnumerieren der 
Z ustandsgrößen im Vektor x stets erreicht werden kann. Es 
wird zunächst x11 aus GI. (25) berechnet und in G I. (24) ein-
gesetzt. Das entspricht einer linearen Transformation 
- T -[I,.-1 0]· T-t_[I,.-t 
W- 1X- *' X , 1 - *'/ c c,. - c e,. ~/e,} (26) 
Aus den Gin. (24) und (25) wird 
w[k+ 1] = T1AT1- 1 IV [k] + T1b u [k]= 
=[:, : ]IV [k] + U *J u [k] (27) 
y [ k] = [ e*' e,.] T1- 1 IV [ k] = [0 ... 0 1] IV [ k]. 
Darin ist 
P =A 11 - a1,.e*'/e,., q = a 1,./c,., s= c*'a 1,./e,.+a,.,., 
r' =c*'A 11 + e,.a;, 1 -(c*' a 1,. + e,.a,.,.) c*'/e,., (28) 
t = e*'b*+e,.b,. . 
In einer zweiten Transformation 
[v*] 1. [I,.-1 -"] V= = 2 1V= IV VII 0 1 ' 
wird nun ein zunächst beliebiger Parametervektor II einge-
führt. Man erhäl t aus G I. (27) 
v [k + 1] = T2 T1 A T1- 1 T2- 1 v [ k] + T2 T1 b u [ k] = 
= [P - llr' ~~~ + q- llr'll- lts] v[k] + [b* -lrtJ u [ k] , 
r' ,. Ir + s t 
y[k]= [O ... O 1]v[k]=v"[k]. (30) 
rn der Differenzengleichung wird Vn [k] = y [k ] eingesetzt und 
der Beobachter entsprechend G I. (21) a ls Modell des Tei l-
systems der Ordnung 11 - 1 aufgebaut: 
O* [lc+ 1] =(P-Irr') O* [k] +(P/r + q - 111'' /r - lrs) y [k] + 
+(b*- Jrt )u [k]. (31) 
D urch Subtraktion vom ersten Teilsystem in der Differenzen-
gleichung (30) erhält man für den Schätzfehler v* = v* - v * 
d ie Beziehung 
v*[k+ 1]=(P-Irr') v*[k]. (32) 
Durch die Wahl von h kann wieder in der in den G ln. (22) 
und (23) dargestell ten Weise für d ie Fehlerdynamik jedes 
gewünschte charakteristische Polynom 
B(z)=det (zl - P + lrr') = y0 +y1z + ... +y11 _ 2 z"- 2 + z"- 1 
(33) 
erzeugt werden ; es ist 
lr =B(P)·r::p J-
1 
r:J. 
r'P"- 2 1 
(34) 
Tn dem zu schätzenden Zustand & erhält man die ersten n-1 
Komponenten aus dem Beobachter (31), und die letzte ist 
nach GI. (30) v11 = y. Im ursprünglichen Koordinatensystem 
lautet der Schätzwert 
~- T -1 T- 1 A _ T -1 T- 1 [v*]-
.1: - 1 2 V-[~*+ ;,y y - J 
= (-e*'O*)/e"+(l-c*'lr)/c" · 
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Diese Gleichung kann mit der Unterteilung des x-Vektors 
entsprechend G I. (24) etwas einfacher in der folgenden Form 
geschrieben werden: 
x*=v*+ lry, 
~ -( *' "*)/' ,\11 y- c x c,.. (35) 
Man braucht also bei der Anwendung des Verfahrens die 
Transformationen T1 und Tz nicht auszurechnen. Man unter-
tei lt vielmehr A , b und e in der in GI. (24) und (25) angege-
benen Weise und bestimmt daraus P, q, r, s und t nach GI. 
(28). Nach G I. (33) legt man das gewünschte charakteristische 
Polynom fest und bestimmt daraus Ir über GI. (34). Damit 
ist der Beobachter nach den Gin. (3 1) und (35) bestimmt. 
5. Das Regelungssystem 
Das Regelungssystem aus Regelstrecke, Beobachter und 
Zustandsvektor-Rückführung ist in Bild 1 dargestellt. Das 
Bild I. Regelungssystem mit zwei F reiheitsgraden. 
Führungsverhalten von der Führungsgröße w zur Regel-
größe y kann zusätzlich über ein Vorfilter beeinflußt werden, 
d. h. es wird eine Struktur mi t zwei Freiheitsgraden [6] zu-
grunde gelegt. (Der Leser möge die von den deutschen Nor-
men abweichendeBezeichnungsweise in Bild 1 entschuldigen. 
Dort wurde y statt x und in G I. (1) u statt y benutzt, um mit 
den international gebräuchlichen Bezeichnungen in Übetein-
stimmung zu bleiben.) 
Am Eingang der Regels trecke wi rd eine nicht meßbare Stör-
größe d angenommen. Damit lautet d ie vollständige G lei-
chung der Regelstrecke 
Mit 
wird 
x [k+ 1] = Ax [k] + b (u [k] +d [k]), 
y [k]=c'x[k] . (36) 
u=m -k'x =m -k' x + k '.t (37) 
X [k+ 1] =(A - bk') X [ k] + bk'i [k] + b (d (k] +m [k]). 
(38) 
Ver wendet man den Beobachter n-ter Ordnung nach GI. (21), 
so erhält man entsprechend G I. (20) den Schätzfeh ler x = x- x 
durch Subtraktion der GI. (21) von (36) : 
x [k+ 1] =(A - Ire' ) x [k] + b d [k]. (39) 
In der Beschreibung des Gesamtsystems benutzt man wie in 
[2] den Schätzfehler x statt des Beobachterwstandes x. D ie 
G in. (38) und (39) werden a lso zusammengeraßt zu 
[ : [k+ l]] = [A - bk' bk' ,J [:["]] + [b]d[k]+ x[k+1] 0 A-lle x [k] b 
+ [~}n[k] , 
y [k]=c'x[k]. (40) 
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Die charakteri stische Gleichung des Gesamtsystems lautet 
det (zl - A + bk') · det (zl- A + Ire')= 
- ( + + II- 1 + ") (ß + ß II- 1 ") 0 
- Cf.o . . . a"_ t z z o ... + "_ t z + z = . 
( 41) 
Hier treten also sowohl die für die Regelung in GI. (6) fest-
gelegten Eigenwerte a lso auch die Eigenwerte des Beobach-
ters nach G I. (22) auf. G I. (46) zeigt, daß der Beobachter und 
die Zustandsvektor-Rückführung sich nicht gegenseitig be-
einAussen, sie liefert also nachträglich die Rechtfertigung für 
den Ersatz von x durch .X. 
Eine wichtige Eigenschaft dieses Regelungssystems ist, daß der 
Schätzfehler -~ von der Führungsgröße m bzw. w aus nicht 
steuerbar ist, d. h. das ß-Polynom hat keinen EinAuß a uf das 
Führungsverha lten. Man kann alsoz.B. durchein Vorfilter V(z) 
und die Wahl des .:x-Polynoms die Führungs-Übertragungs-
funktion Y(z)/ W(z) festlegen und danach die ß-Koeffizienten 
im H inblick auf eine günstige Störungsübertragungsfunktion 
Y(z)/D (z) wählen. Wenn über d ie Störgröße d zu wenig be-
kannt ist, können die Beobachterpole auch während des 
Betriebs nachgestellt werden, ohne daß sich das Führungs-
verhalten dabei ändert. Das gleiche gilt gemäß GI. (32) auch 
für den Beobachter der Ordnung n - 1. 
6. E in Beispiel 
Die Regelstrecke in GI. ( I) sei gegeben durch 
x[k+ 1] =[- ~,5 ~,5]x[kJ + [~] u[k], (42) 
y [k]=[ 3 2 ]x[k]. 
Die Steuerbarkei ls-Matrix Qs und die Beobachtbarkeits-
matrix Q B lauten 
Qs=[b, A b] = [~ -~,5} Q8=[~:AJ = [~ ~]. 
Es ist det Qs = - 0,5 =!= 0 und det Q8 = 2 =!= 0, das System 
ist a lso steuerbar und beobachtbar. 
Es soll ein Regelungssystem mit tXo=tX1 = 0, d. h. R(z) =z2 
und einem Beobachter der Ordnung n- J = 1 mit einem Pol 
bei z= 0,3 entworfen werden. 
Für d ie Zustandsvektor-Rückführung benötigen wir die letzte 
Zei le von Qs-1. Sie lautet e' = [0 - 2]. Mit dem gewünschten 
charakteristischen Polynom R(z) = z2 erhält man 
k '=e'R(A)=e'A 2 =[2,5 0,5]. 
Beim Entwurf des Beobachters erster Ordnung können wir 
die Reihenfolge der X-Komponenten beibehalten, da c2 = 2 
=!= 0. In GI. (24) ist Au = 2, a1n = 1, au1 = - 0,5, a11n = 0,5, 
b* = l, bn= O, c*=3 und cn=2. Aus GI. (28) erhält man 
damit P =0,5, q=0,5, s=2, r= - 1 und t=3. Mit dem 
charakteristischen Polynom -0,3 + z nach G I. (33) wi rd h 
nach (34) h=(-0,3 + P) ( -1)- 1= -0,2. Die Beobachter-
gleichungen (3 1) und (35) lauten also 
D* [k+ 1]=0,3 D* [k]+0,84 y [ k] + 1,6 u [1<:], 
(43) 
x*= D* -0,2 y, 
Das Regelgesetz u=m - k' x erhält damit die Form 
u = m - k'x = m- k' G:J = m - 1,75 D* +0,1 y . (44) 
In dem Regelungssystem von Bild 1 ist der Beobachter mit 
der Zustandsvektor-Rückführung zusammengefaßt; sie wer-
den zusammen durch die G in. (43) und (44) beschrieben. 
Es sei hier angemerkt, daß die Regelstrecke (42) instabil ist, 
wie man anhand dercharakteristischen Gleichung det (z I - A) 
= z2 = 2,5 z + J ,5 = (z- J) (z- J ,5) s ieht. Die charakteristische 
Gleichung der Regelstrecke wi rd jedoch für das Entwurfs-
verfahren nicht benötigt, und di~ Instabilität der Regelstrecke 
ist ohne Bedeutung. 
7. Schlußbemerkungen 
Der E ntwurf von Eingrößen-Regelungssystemen mi t Beob-
achter und Zustandsvektor-R ückführung wurde vereinfach t. 
Nicht behandelt wurde dabei die Frage, wie die Regelungs-
pole und Beobachterpole zu wählen sind. Diese Frage wird 
in [7] d iskutiert. Dor t wird auch die Erweiterung des Verfah-
rens auf Mehrgrößensysteme untersucht. Für den Fall, daß 
die gewünschte charakteristische G leichung z11 =0 ist, wurde 
eine der GI. (15) entsprechende Lösung fü r Mehrgrößen-
systeme, bereits in [8, GI. (20)] angegeben. 
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