Abstract. The classical Hardy-Littlewood inequality asserts that the integral of a product of two functions is always majorized by that of their non-increasing rearrangements. One of the pivotal applications of this result is the fact that the boundedness of an integral operator which integrates over some right neighbourhood of zero is equivalent to the boundedness of the same operator on the cone of positive non-increasing functions. It is well known that an analogous inequality for integration away from zero is not true. However, as we show in this paper, the equivalence of the restricted inequality for the non-restricted one is still true for certain class of kernel-type operators, regardless of the measure of the integration domain.
Introduction
The classical Hardy-Littlewood inequality asserts that for every pair of functions f, g defined on a σ-finite measure space (R, µ), one always has
where f * , g * denote the non-increasing rearrangements of f, g, respectively. It has applications all over the place, in particular in theory of Banach function spaces or in interpolation theory. An important particular case is the estimate Such an equivalence is often called a reduction principle and it comes very handy in the research of mapping properties of operators and embeddings.
The crucial point in the Hardy-Littlewood inequality is that the integration takes place near zero, that is, over the interval (0, t). If the integration interval is bounded away from zero (typically when integrating over (t, ∞) rather than over (0, t)), a statement analogous to the Hardy-Littlewood inequality is no longer true. Nevertheless, in many situations, reduction principles for operators involving integration away from zero are desirable. Pivotal examples are provided by the study of Sobolev embeddings, trace embeddings, or boundedness of important integral operators such as the Riesz potential, various modifications of the Hardy-Littlewood maximal operator, the Laplace transform, singular integrals, etc.
In connection with investigation of the relationship of isoperimetric profile of a domain in a Euclidean space to higher-order Sobolev embeddings it was shown in [3] that despite the lack of the appropriate Hardy-Littlewood inequality, there is still some chance for obtaining a sensible reduction principle, at least for operators of a certain specific form and for weights that satisfy some monotonicity conditions. This result is quite deep, even surprising, and its proof is based on a combination of fine methods from real analysis with properties of the so-called downdual functionals known from the function space theory. A principal restriction of the scope of applications of this result is however its restriction to finite intervals. For this reason it cannot be used for example when an action of potential operators or fractional maximal operators is investigated on function spaces built over the entire Euclidean space, which often arises in practical applications. In this paper, we fill in this gap and extend the result of [3] to the cases when integration takes part over an infinite measure space. Needless to say that this extension is far from being just some dull generalization. Indeed, a new technique had to be developed in order to get it, although, naturally, the known results and methods have been exploited, too.
Let us now formulate our main result. 
We will in fact prove a stronger version of Theorem 1.1, but in order to formulate this result, that is, Theorem 3.10, some preliminary work is needed, namely one needs Definition 3.6 which is rather complicated, and for this reason we present here only a simpler version of the result.
The paper is structured as follows. In the next section we collect all the background material and quote all the known facts which we are going to use in the sequel. In the final section we prove the main result.
Preliminaries
From now on, we will denote by (R, µ), and occasionally (S, ν), some arbitrary sigma-finite measure space. When E ⊆ R, we will denote its characteristic function by χ E . The set of all extended complex-valued µ-measurable functions defined on R will be denoted by M (R, µ), its subsets of all non-negative functions 1 and functions finite µ-almost everywhere on R will be denoted by M + (R, µ) and M 0 (R, µ) respectively. As usual, we identify functions that are equal µ-almost everywhere. For brevity, we will usually abbreviate µ-almost everywhere to µ-a.e. and simply write M , M + and M 0 , instead of M (R, µ), M + (R, µ) and M 0 (R, µ) respectively, whenever there is no risk of confusion.
After preliminaries, we will restrict ourselves to the case R = (0, ∞) and so we will denote the 1-dimensional Lebesgue measure by λ.
2.1. Non-increasing rearrangement. In this section, we define the non-increasing rearrangement of a function and some related terms. We proceed in accordance with [1, Chapter 2] . We first define the distribution function.
We now define the non-increasing rearrangement as the generalised inverse of the distribution function.
Some basic properties of distribution function and non-increasing rearrangement, with proofs, can be found in [ 
It is an easy exercise to prove that f, g ∈ M are euqimeasurable if and only if also f * = g * . A very important classical result is the Hardy-Littlewood inequality which we list below. For details, see for example [1, Chapter 2, Theorem 2.2].
Theorem 2.4. It holds for all
As an immediate consequence, we get that, for all f, g ∈ M ,
This leads to the definition of resonant measure spaces.
2 Definition 2.5. A sigma-finite measure space (R, µ) is said to be resonant if it holds for all
Characterization of resonant measure spaces can be found in [1, Chapter 2, Theorem 2.7]. For our purpose, a simple sufficient condition is enough. Theorem 2.6. If the measure µ is non-atomic, then the measure space (R, µ) is resonant. 1 That is, functions whose values are non-negative real numbers. 2 There is also a stronger version of resonance, which we omit since it will not be used. For details, see [ 
it is subadditive, i.e. ∀f, g ∈ M + : f + g ≤ f + g . (P2) · has the lattice property, i.e. if some f, g ∈ M + satisfy f ≤ g µ-a.e., then also f ≤ g . (P3) · has the Fatou property, i.e. if some f n , f ∈ M + satisfy f n ↑ f µ-a.e., then also
There is one class of Banach function norms which will be of special interest for us, namely the rearrangement invariant Banach function norms defined bellow.
Definition 2.8. We say that a Banach function norm · is rearrangement invariant, abbreviated r.i., if it satisfies the following additional condition:
(P6) If two functions f, g ∈ M + are equimeasurable, then f = g .
While in it was convenient to define these terms only for functionals on M + , their domains can be naturally expanded to whole M by taking first the absolute value of given function. So we may say that · is, for example, Banach function norm on M and mean by it that it is a functional on M + satisfying the definition above whose domain was expanded in this way. We shall do this implicitly from now on, without further reference. We may also mention the properties listed in the definitions above when talking about functionals defined on whole M . If we do so, we always mean that those functionals have said properties when restricted on M + . Now, having expanded the domain of · on whole M , we may define (r.i.) Banach function spaces Definition 2.9. Let · X be Banach function norm on M . Then the set X = {f ∈ M ; f X < ∞} equipped with the norm · will be called a Banach function space. Further, if · is rearrangement invariant, we shall say that X is a rearrangement invariant Banach function space.
Basic properties of Banach funtion norms and Banach function spaces can be found in [1, Chapter 1, Section 1].
Important concept in the theory of Banach function spaces is the concept of associate space.
Definition 2.10. Let · X be Banach function norm on M and X the corresponding Banach function space. Then the functional · X ′ defined for every f ∈ M by
|f g| dµ will be called the associate norm of · X and and the space X ′ , defined as in Definition 2.9, the associate space of X.
Properties of associate spaces can be found in [ 
Another concept used in the paper is down-associate norm. To define it we need to restrict ourselves to the case (R, µ) = ((0, ∞), λ). 
will be called the down-associate norm of · X and and the space X ′ d , defined as in Definition 2.9, the down-associate space of X.
It is fairly easy to check that the down associate norm is indeed a norm and in fact satisfies conditions (P1)-(P4) from the Definition 2.9 of the Banach function spaces. Furthermore, it is obvious that f X ′ 
for any f ∈ M + , where the symbol ≈ means that the ratio of left and right hand sides is bounded between two positive constants depending only on p. In the latter case, [4, Theorem 1] also provides an equivalent and perhaps nicer expression
where p ∈ (1, ∞).
Operators. To conclude this section we list two basic definitions concerning operators.
Definition 2.13. Let T : M + → M + be an sublinear operator. Given rearrangement invariant Banach function spaces X and Y , we say that T is bounded from X to Y , and write
is finite. T is then said to be the norm of T .
Definition 2.14. Let T and T ′ be two operators from M + into M + . We say that T and T ′ are mutually associate, if
The fall of the star
On the following pages, we adapt the methods used by Cianchi, Pick and Slavíková in [3, Section 9] to extend some of their result to the case when the underlying measure space is of infinite measure.
As foreshadowed before, we restrict ourselves to the case R = (0, ∞) and µ = λ.
Auxiliary statements.
Definition 3.1. Let I : (0, ∞) → (0, ∞) be a non-decreasing function. We define the operators R I and H I from M + into M + by
for t ∈ (0, ∞),
where f ∈ M + . Furthermore, for m ∈ N, we set
We also formally set R 0 I and H 0 I to be the identity operator on M + . Some basic properties of these operators are listed in the following proposition. The proof is easy and therefore omitted. 
(iii) For every f ∈ M + , every m ∈ N and every t ∈ (0, ∞) holds, that I that is at the heart of our proof. The proof is identical to the one in [3, Lemma 9.1].
Lemma 3.3. It holds for all f ∈ M + , all m ∈ N ∪ {0} and all t ∈ (0, ∞) that
To prove the main result, we will need to utilize one additional operator. Definition 3.4. Let I : (0, ∞) → (0, ∞) be a non-decreasing function, let m ∈ N and let R m I be the operator defined in Definition 3.1, then we define operator G m I for every f ∈ M + by:
If m = 1 then we simply denote G 1 I by G I . It follows immediately from Definition 3.4 that G m I f ≥ R m I f * for all f ∈ M + and that G m I is non-increasing, which implies that
Following lemma will tell us that the quantity G m I f , where · represents any Banach function norm on M + , does not change when we replace I with its left-continuous representative. The proof is again omitted since its differences from the proof in [3, Lemma 9.2] are only cosmetic. 
, where M is some at most countable subset of (0, ∞), i.e. the equality holds λ-a.e. on (0, ∞), and consequently, given any Banach function norm
Before we formulate the last necessary lemma we will introduce some new notation and one new term.
Notation. For the sake of brevity, we will from now on use the notation
.
Definition 3.6. Let I : (0, ∞) → (0, ∞) be a left-continuous non-decreasing function and fix some m ∈ N. We say, that the Φ m I (t, s) is essentially decreasing in t if the following condition holds:
. We recognize that the above condition is rather complicated, but that is necessary in order for it to be as weak as possible. A much simpler but stronger conditions are for example:
(i) For every s 0 ∈ (0, ∞) there is some deleted neighbourhood of infinity where the function Φ m I (t, s) is non-increasing with respect to t for all choices of s ∈ (0, s 0 ). (ii) For every s 0 ∈ (0, ∞) the function Φ m I (t, s) converges to 0, as t goes to infinity, uniformly for s ∈ (0, s 0 ). Note that if m = 1, then Φ m I (t, s) is simply 1 I(t) and thus essentially decreasing in t for any non-decreasing left-continuous I. An example of functions I that generate Φ m I (t, s) which are essentially decreasing in t even for greater m follows.
Example 3.7. If we put I(t) = t α , α ≥ 1, then for all m ∈ N the function Φ m I (t, s) is essentially decreasing in t since it satisfies the condition (i).
We now present the final lemma of this subsection. It is presented with proof, since it differs significantly from the one in [3, Proposition 9.3] . In fact, this is the part that needed the greatest modification and which motivates the Definition 3.6. ) is essentially decreasing in t, and let f ∈ M + be function, for which the set S f = {t ∈ (0, ∞)|f (t) > 0} has finite measure, i.e. there there exists some s f < ∞ such that λ(S f ) = s f . Then set E, defined by
Proof. At first we shall prove three crucial properties of the function R m I f * , namely:
There is a t 0 ≥ s f such that for every t ≥ t 0 there is some r t ≥ t satisfying that for all r ≥ r t the inequality
I f * is upper semi-continuous and hence attains its supremum over every closed interval. To prove (i), note that, thanks to f * being non-increasing, the quantity ∞ for any t ∈ (0, ∞), it is also infinite for all t ∈ (0, ∞). Conclusion (i) follows, because, by (3.2), R m I f * (t) is in any t ∈ (0, ∞) only this quantity multiplied by finite number, and therefore it follows the same rule.
As for (ii), observe that since f = 0 everywhere outside of set S f (of measure s f ), we have, by Definition 2.2, that f * (t) = 0 for all t ∈ [s f , ∞). Hence, we can express R m I f * (t) in any t ∈ [s f , ∞) by (3.2) to get 
I(t) ds.
We now see that in order to get R m I f * (t) ≥ R m I f * (r) it suffices to have Φ m I (t, s) ≥ Φ m I (r, s) for all s ∈ (0, s f ), so to obtain the required t 0 we need only to use the assumption that Φ m I (t, s) is essentially decreasing in t.
The function R m I f * is upper semi-continuous simply because IR m I f * is continuous and
is upper semi-continuous, since I is non-decreasing and left-continuous and thus lower semicontinuous. That R m I f * attains its supremum over every compact set, specially over every closed interval, is simple consequence.
As an immediate consequence of (ii), it holds for every t ∈ (0, ∞) that in order to be unbounded on [t, ∞), R m I f * has to be unbounded on either [t, r t ] or [t, r t 0 ], depending on whether t ≥ t 0 or not. So whenever G m I f (t) = ∞, then R m I f * is unbounded on some closed interval and therefore we have by (iii) that there exists some point s ∈ [t, ∞) such that R m3.2. Main result. We now move to prove the main result. Most of the work is done in the next Theorem. To prove it, we adapt the proof that can be found in [3, Theorem 9.5] and expand it to fit our needs. 
