Introduction
The real ε-pseudospectrum of a matrix A ∈ R n×n is defined as Λ R ε (A) = {λ ∈ C : λ ∈ Λ(A + E) with E ∈ R n×n , E ≤ ε},
where Λ(A) denotes the eigenvalues of a matrix A and · is the spectral norm. It is also known as the real unstructured spectral value set (see, e.g., [9, 12, 11] ) and it can be regarded as a generalization of the more standard complex pseudospectrum (see, e.g., [25, 26] ). Real pseudospectra find their use in the robust stability of linear dynamical systems subject to real perturbations: Since the linear system dx/dt = Ax is stable when all eigenvalues A have negative real part, the perturbed system dx/dt = (A + E)x is stable for real E ≤ ε when Λ R ε (A) remains in the left-hand side of the complex plane. We are thus interested in computing the real ε-pseudospectral abscissa defined as
since it provides a robust indication of the stability of A under ε-bounded real perturbations. The notion of real pseudospectra (1) has been adopted in several works (see, e.g., [10, 9, 1, 21, 13, 8] ). It has been shown in [1] that it admits the following sublevel sets characterization:
where the µ function, µ(α, β) = max
is defined using g(α, β, γ) = σ −2 G(α, β, γ) , G(α, β, γ) = A − αI −βγI βγ −1 I A − αI .
Here, σ −2 (·) denotes the second smallest (in this case, the (2n − 1)st) singular value of the corresponding matrix. The µ function, also known as the real perturbation value or real structured singular value, has been extensively studied (see, e.g., [19, 1, 12] ). A well-known result in [19, p. 887] shows that the objective function g(α, β, γ) is unimodal in γ, that is, it has at most one local maximum in γ ∈ (0, 1]. Therefore, the µ(α, β) value can be computed by golden section search for g(α, β, γ) over γ ∈ (0, 1], or by a root finding algorithm applied to dσ −2 /dγ = 0 since g(α, β, γ) is also piecewise analytic for given (α, β) (see, e.g., [13] ).
Existing algorithms
The real pseudospectral abscissa α R ε (A) can be computed by the low-rank dynamical algorithms from Guglielmi and Lubich [8] and Rostami [20] . These algorithms are based on locally improving an approximation of α R ε (A) in the direction of steepest ascent of the function E → Re λ(A + E) where the real matrix E can be restricted to be of rank two. However, their convergence is sometimes slow and they have a tendency to get stuck in locally optimal points. To the best of our knowledge, there is so far no algorithm that reliably computes α R ε (A) to high accuracy. This is in stark contrast to the complex case where reliable algorithms like the criss-cross method from Burke, Lewis, and Overton [2] are routinely applied. In this paper, we show that a similar algorithm can in fact also be derived for the real case.
Since the boundary of Λ R ε (A) is not easily computable due to the complicated definition of the µ function (4), directly applying the criss-cross method for the computation of α R ε (A) is however prohibitively expensive. Our technique to overcome this difficulty is a certain superset characterization of Λ R ε (A) that represents Λ R ε (A) as the intersection of infinitely many supersets but with easy to compute boundaries. Based on this characterization, we develop a superset based criss-cross algorithm to find the rightmost point. Similar to the original criss-cross method, our algorithm also relies heavily on linear eigenvalue computations. Since dense eigensolvers are used, it is intended for small and medium sized problems only (say, n < 1000). We therefore propose to combine it with a subspace projection scheme similar to that of [15] for the complex case. It will allow us to use the criss-cross method also for large scale matrices.
Outline
This paper is outlined as follows. In section 2, we discuss our superset characterization of Λ R ε (A). In section 3, we present the horizontal search algorithm to solve the rightmost point of the horizontal cross-section with Λ R ε (A). The criss-cross type algorithm to solve for the rightmost point in Λ R ε (A) is finally introduced and analyzed in section 4. Numerical experiments follow in section 5.
In section 6, we introduce the reduced problems Λ R ε (AV, V ) obtained by one-sided projection. Their approximation to the original problem Λ R ε (A) is studied in section 7. The subspace method with its criss-cross type algorithm to solve large-scale problem is then introduced and analyzed in section 8. Numerical examples for the subspace acceleration are presented in section 9, and we conclude with section 10.
Superset characterization
The real pseudospectrum can in principle be directly computed from the µ function using (3) . In particular, we can define the real pseudospectral abscissa as α R ε (A) = max α : µ(α, β) ≤ ε = max α : µ(α, β) = ε , (6) where the second equality is due to continuity of µ(α, β) for β = 0 (see [11, Thm. 4.4 .48]), and according to (5) µ(α, 0) = g(α, 0, γ), for all γ ∈ (0, 1],
which is continuous in α by the continuity of the singular value g(α, β, γ) [14] . The idea of the original criss-cross algorithm-and to certain extent also our generalization-requires finding the intersections of horizontal and vertical lines in the complex plane with the level set {α + β : µ(α, β) = ε}. These intersections are however not easily characterized since the µ function is defined as the maximum of another function involving singular values; see (4)- (5) . To avoid this inconvenience, we first reformulate the expression of Λ R ε (A) into an equivalent form which will allow for cheaper computations.
From definition (4), we see that µ(α, β) ≤ ε ⇐⇒ g(α, β, γ) ≤ ε for all γ ∈ (0, 1].
The left-hand side defines the real pseudospectrum. The right-hand side is the intersection of the sets Λ ε,γ (A) = {α + β : g(α, β, γ) ≤ ε} ,
indexed by γ over the interval γ ∈ (0, 1]. In other words, we can write
For each value of γ, the set Λ ε,γ (A) is a superset of Λ R ε (A) in the complex plane. We will refer to it as the γ-superset of Λ R ε (A). To illustrate the idea, we have plotted in Fig. 1 a few 
for n = 5 and β = 5. See also Sec. 5 for more examples. Remark that the superset with γ = 1 coincides with the complex pseudospectrum; this follows from (31) that we will show later. The benefit of (9) over (4) is that the intersections of a γ-superset Λ ε,γ (A) with a horizontal or vertical line turn out to be efficiently computable as the solution of certain eigenvalue problems. To this end, let us introduce the shorthand notation
Recall that due to the unimodality of g(α, β, γ) for γ ∈ (0, 1], we can compute γ max (α, β) by golden section search. While the maximum is unique, the maximizer need not be; e.g., if β = 0 then any γ ∈ (0, 1] is a maximizer due to (7) . In that case, γ max (α, β) denotes any maximizer.
Before we derive how to solve for the intersections, we have the following two useful properties about Λ ε,γ (A). The colored lines denote the boundaries of the γ-supersets Λ ε,γ (A) with γ ∈ {0.2, 0.6, 1.0} (red, green, blue, from inside to outside).
Lemma 1.
(a) For any γ ∈ (0, 1], the γ-superset Λ ε,γ (A) is bounded and closed, and symmetric w.r.t. the real axis.
(b) Each point in the level set α * + β * ∈ {α + β : µ(α, β) = ε} lies on the level set {α + β : g(α, β, γ * ) = ε} of some γ * -superset that satisfies γ * = γ max (α * , β * ).
Proof. (a) For fixed γ = 0, g(α, β, γ) is continuous w.r.t. α and β by continuity of singular values [14] . Hence, Λ ε,γ (A) is closed. Boundedness follows from coercivity: for (α, β) → ∞, we have
where in the first inequality we used the singular value perturbation bound σ −2 (X + E) ≤ σ −2 (X) + E 2 (see, e.g., [24, Cor. 4.10] ), in the second inequality we exploited the block structure of the matrix which implies that only two singular values exist and each with multiplicity n, and in the third inequality we used the relation
2 ); see, e.g., [24, Thm. 4.5] . The symmetry w.r.t. the real axis follows directly from the identity g(α, β, γ) = g(α, −β, γ), since multiplying diag(I, −I) to both sides of G(α, β, γ) preserves singular values.
(b) From (a) and (11), we have ε = µ(α * , β * ) = max γ∈(0,1] g(α * , β * , γ) = g(α * , β * , γ max ).
From continuity of g(α, β, γ), it follows that the topological boundary ∂Λ ε,γ (A) is a subset of the level set α + β : g(α, β, γ) = ε . Geometrically, property (b) in Lemma 1 means then that for each point in the level set µ(α, β) = ε of Λ R ε (A), there is a γ-superset that "touches" Λ R ε (A) at α + β. See again Fig. 1 for a few examples. We will refer to such a superset as a touching superset of the point α + β. We note that for a point on the real line (i.e., β = 0), any Λ ε,γ (A) for γ ∈ (0, 1] is a touching superset due to (7) .
We are now ready to state how to compute the intersections. The idea is well known and is the same as in [3, 2] for complex pseudospectra: For fixed α , Lemma 1 gives that the intersections α + β * of the level set defining Λ ε,γ (A) with the vertical line {α + β : β ∈ R} are obtained as the roots of β → g(α , β, γ) − ε. These roots β * have to satisfy the following eigenvalue problem.
Lemma 2. Let g(α, β, γ) = ε. Then β is a purely imaginary eigenvalue of the 4n × 4n Hamiltonian matrix
Proof. Since
we have
This singular value equation can equivalently be written as an eigenvalue problem using the augmented matrix, which gives after some manipulation
After left and right multiplication by diag(γ −1/2 I n , γ 1/2 I 2n , γ −1/2 I n ), permuting row and column blocks (3, 4) , and inverting the second coefficient matrix, we obtain det(H(α, γ)−(β)I) = 0.
The above lemma states that each intersection point β * coincides with some eigenvalue of H(α, γ). To compute the intersections, we therefore first compute all eigenvalues β of H(α, γ) and then retain those for which g(α, β, γ) = ε.
The intersections α * + β with the horizontal line {α + β : α ∈ R} are obtained similarly as the roots of α → g(α, β , γ) − ε, where the roots α * again satisfy an eigenvalue problem. We skip the proof since it is an easier version of the one for Lemma 2 by directly writing out the eigenvalue / singular value equivalency of the G(α, β, γ) matrix.
Lemma 3. Let g(α, β, γ) = ε. Then α is a real eigenvalue of the 4n × 4n matrix
Remark 1. Thanks to the real Hamiltonian structure, the eigenvalues H(α, γ) in Lemma 2 are symmetric w.r.t. the real and imaginary axes, i.e., they come as {λ, −λ, λ, −λ}, and can be exploited in structure preserving algorithms for more numerical accuracy (see, e.g., [18] ). This is similar to the original criss-cross method (see [2, Lem. 2.1]) where it is complex Hamiltonian. Matrix P (β, γ) in Lemma 3 is not Hamiltonian but Lemma 3 can be formulated using one (e.g., by left and right multiplying P (β, γ) − αI with diag(I 2n , I 2n ) and diag(I 2n , I 2n )). However, the resulting matrix will be complex, which is less favorable in computation.
Horizontal search
As explained before, our algorithm consists of finding (approximate) intersections of horizontal and vertical lines with Λ R ε (A) which we will accomplish by intersecting supersets instead. While the vertical search may be performed approximately, the horizontal search needs to be more accurate since our final aim is an accurate computation of the rightmost point of Λ R ε (A). To this end, fix the imaginary part β of a horizontal line and denote its rightmost intersection with Λ R ε (A) as λ = α + β . We shall explain in this section how to compute
For the special case of β = 0 (i.e, intersecting with the real axis), we can simplify the computation to α = max{α : g(α, 0, γ) = ε} using (7). Hence, α is obtained as one of the eigenvalues of P (0, γ) in Lemma 3. For the general case of β = 0, we present a monotonic reduction algorithm whereby an upper bound α 0 ≥ α is monotonically reduced to α . We shall also prove locally quadratic convergence under generic conditions.
Monotonic reduction
Thanks to the superset property, Λ
Hence, an upper bound α 0 ≥ α is easily computed from Λ ε,γ0 (A) as
In turn, α 0 is a horizontal intersection point and therefore found by checking the eigenvalues of the matrix P (β , γ 0 ) in Lemma 3. Unless α 0 = α (in which case we are done with the current horizontal search), the point α 0 + β will be outside Λ R ε (A) which can be computably verified as
The next step is to improve α 0 to a better upper bound α 1 such that α ≤ α 1 < α 0 . The idea (see also Fig. 2 ) is to find a γ 1 -superset that does not include α 0 + β , i.e., γ 1 has to satisfy
Since the inclusion property of supersets gives
the line segment [α + β , α 0 + β ] must intersect the level set defining Λ ε,γ1 (A) in some point α 1 + β satisfying α ≤ α 1 < α 0 . Hence, Lemma 1(a) allows us to define
and Lemma 3 gives that α 1 can be found from the eigenvalues of P (β , γ 1 ). It remains to explain how to determine γ 1 . By maximizing g(α 0 , β , γ) over γ ∈ (0, 1], we have
where the last equation is due to (16) . We prove below that this choice of γ 1 is the key to the local quadratic convergence of the resulting algorithm.
We can now repeatedly apply this monotonic reduction until convergence is achieved. The final algorithm is depicted in Alg. 1. Note that the input parameter α is used as a convenient way to determine γ 0 . Output: Right-most intersection α defined as (14) , and γ = γ max (α , β).
Update α i as largest zero of g(·, β, γ i ) = ε that is less than α i−1 , computed based on the eigenvalues of P (β, γ i ) in Lemma 3.
4:
Stopping criteria: α i has no solution, or µ(α i , β) ≤ ε(1 + tol h ). Return α = α i .
5:
Update γ i+1 = γ max (α i , β). 6: end for
Convergence analysis
Since Alg. 1 updates the parameters α i and γ i , the iteration can be visualized in the (α, γ) plane as done schematically in Fig. 2 . In particular, from lines 3 and 5, it follows
where, like above, we have chosen the horizontal line at β . Hence, the points (α i , γ i ) fall on the contour line g(α, β , γ) = ε, while the points (α i , γ i+1 ) lie on the optimal parameter line (α, γ max (α, β )).
The intersection of these two lines gives the stationary point of the iteration, i.e., the optimal solution (α , γ ). From the dynamics of updating α i and γ i in Fig. 2 , we expect fast convergence if the function γ max (α, β ) is not very sensitive in α (i.e., the red dashed line is nearly flat), since then α 1 will be extremely close to α . Hence, using an input parameter α that is close to α in Alg. 1, will lead to fast convergence already from the first step. In particular, when the red line is exactly horizontal, α 1 is the exact solution α .
We now prove that Alg. 1 is globally convergent and that the convergence is locally quadratic under mild assumptions.
Theorem 1 (Global convergence). Alg. 1 generates a sequence α 0 , α 1 , . . . that monotonically decreases to α which corresponds to a rightmost point in Λ R ε (A) restricted to the specified horizontal search level.
Proof. Let us denote the horizontal line again by β . As explained above, we need only consider the case β = 0. The monotonicity property α i+1 ≤ α i is immediate from (17) . Since α i is also bounded below by α due to the superset property, it has a limiting point α ∞ ≥ α . We will prove α ∞ = α by showing that
leads to a contradiction. Since the sequence γ i+1 ∈ (0, 1] is bounded, it has a subsequence that converges to a limit point γ ∞ ∈ [0, 1]. It holds γ ∞ = 0 since otherwise we arrive at the contradiction
where we used
Without loss of generality we now assume that the whole sequence γ i converges to γ ∞ ∈ (0, 1]. Note that by singular value continuity [14] and [11, Thm. 4 
The two equations above imply µ(α ∞ , β ) = ε, thereby contradicting (20) .
In order to show the locally quadratic convergence, we require some regularity assumptions in the limit point α + β . Definition 1 (Regularity). Assume β = 0 and denote γ = γ max (α , β ). We call α + β a regular point for the function g if the following conditions are satisfied.
If α + β is regular, g is a real analytic function in (α, γ) in a neighborhood of (α , γ ). This follows from (a) and applying standard singular value perturbation theory [14] to the matrixvalued function (α, γ) → G(α, β , γ) that is real-analytic near (α , γ ) with γ = 0. A similar singular value condition also appears in [2, Def. 4.4] to establish quadratic convergence of the standard criss-cross algorithm, and seems to be true generically.
Recall from the introduction that the function γ → g(α, β , γ) has only one local maximum on (0, 1]. Hence, the first equation in (21) requires that this maximum is strict or, equivalently, that γ = γ max (α , β ) is the unique maximizer. In addition, the second equation states that Λ ε,γ (A) does not have a horizontal tangent to the boundary in α + β . This is a reasonable assumption given that we are looking for the rightmost intersection in the horizontal search which generically leads to a vertical tangent.
Theorem 2 (Local quadratic convergence). Let α +β be a regular point, then Alg. 1 converges at least locally quadratically to α .
Proof. As explained above, γ = γ max (α , β ) is the unique maximizer of γ → g(α , β , γ). Hence, using local smoothness of g, it satisfies for γ = γ the equation
Applying the implicit function theorem to this equation and using the first equation in (21), show that the unique maximizer γ max (α, β ) is a real analytic function in α near α . Since γ i+1 = γ max (α i , β ) by line 5 of Alg. 1 and α i → α by Thm. 1, we therefore obtain for all i ≥ I with I sufficiently large that
Line 3 of Alg. 1 determines α i+1 such that g(α i+1 , β , γ i+1 ) = ε. A different application of the implicit function theorem together with the second equation in (21) , shows that there exists a real analytic function α(γ) near γ such that
By Def. 1(a) and continuity, σ −2 (G(α(γ), β , γ)) = ε remains simple for γ sufficiently close to γ . We therefore get for all i ≥ I ≥ I with I sufficiently large
where we used (22) and (23). Consequently,
and the local quadratic convergence is proved.
The criss-cross algorithm by touching supersets
Having explained the horizontal search in detail, we can now present our algorithm that computes a rightmost point in Λ R ε (A). The idea is similar as in the original criss-cross method [2] for complex pseudospectra but it will make use of the superset characterization (9) . We start by performing an H-search (Alg. 1) with fixed imaginary part β and obtain the rightmost point λ = α +  β that lies on the level set defined by Λ R ε (A). Next, by suitably 
See also the left panel of Fig. 3 for a graphical illustration. Taking some β + ∈ Ω * as a new value for a horizontal search (c 1 or c 2 in Fig. 3 ), we then obtain an improved α + . This method could be called the exact criss-cross method for Λ R ε (A) since Ω * is the exact intersection with Λ R ε (A). Unfortunately, it is also a very expensive method since Ω * may consist of several intersection points, each of which is relatively expensive to compute.
Instead, we replace Ω * by the intersection of the vertical line at α with the touching superset Λ ε, γ (A) at λ; see the right panel of Fig. 3 . Hence, γ = γ max ( α, β). This results in the vertical cross-section
which is symmetric with respect to the origin due to the symmetry of the superset Λ ε,γ (A) (see Lemma 1(a)), and the interval [−u 0 , u 0 ] will be deliberately set to empty if such type of intersection does not exists. The intersections 0 ≤ 1 ≤ u 1 ≤ · · · ≤ m ≤ u m , and possibly the u 0 ≥ 0 and 0 = −u 0 , of the vertical line with the level set defining the superset Λ ε, γ (A) can be computed from the eigenvalues of H(α, γ) in Lemma 2 using the ordering strategy in [2] . Now we use the midpoints of the intervals
as the horizontal levels for a new H-search, where we assumed [ 0 , u 0 ] = ∅, and due to the symmetry of Ω we only consider the non-negative midpoints. If this results in a larger α, we repeat the procedure at the newly obtained intersection point. This method is called the crisscross method by touching supersets and it is outlined in Alg. 2. Except for lines 9 and 12, which will be explained next, the algorithm is the direct implementation of the iteration explained above.
Remark 2. Note that similar algorithmic ideas has also occurred in [22, 16] for computing the real stability radius, where a search based on 'superfunctions' is used to solve for the supremum of a function defined as the maximum of other functions. Our extension to the real pseudospectral abscissa is however not a direct consequence since the boundary is not given as a single function.
Algorithm 2 Criss-cross search by touching supersets
Input: Matrix A ∈ R n×n , perturbation level ε, rightmost eigenvalue α 0 + β 0 of A. Output: A rightmost point λ = α + β ∈ Λ R ε (A). 1: Initialize: Apply H-search(β 0 , α 0 ) to get α 1 and γ 1 . Set midpoint c j = ( j + u j )/2.
6:
Apply H-search(c j , α i ) to get α j and γ j .
7:
end for 8:
and repeat horizontal search (line 4).
10:
Stopping criteria: if α i+1 − α i ≤ tol, set α = α i+1 and β = β i , and break. 11: end for 12: Global verification: If the vertical line of α + tol g intersects Λ R ε (A) at a point (α + tol g , β ), then goto line 2 and restart with α 1 = α + tol g and γ 1 = γ max (α 1 , β ). Otherwise, return λ = α + β .
Vertical interval reduction
We now explain line 9 in Alg. 2 that addresses an obvious problem in the procedure explained above: When a middle point c j obtained from the vertical cross-section Ω falls outside of Λ R ε (A)-as is the case for c 2 in the right panel of Fig. 3 -its H-search may fail to find an intersection to the right of the current approximation α i . If this is the case for all middle points c j , we reduce the intervals in Ω such that their endpoints lie on the level set of Λ R ε (A). The algorithm to compute these intersections is a straightforward modification of Alg. 1 to the vertical case. In particular, let [ , u] be one of the intervals in Ω. By the superset property and Ω * from (25), we know that either there exists a non-empty interval
or [ , u ] is empty. Hence, we can monotonically reduce u to u and increase to using the same ideas behind the monotonic reduction algorithm from Sec. 3.1 but applied vertically. The result is Alg. 3, which we call V-reduce. We stress that V-reduce is more expensive than the vertical search from line 3 in Alg. 2. In the numerical experiments, we observed that it is almost never needed and at most a few times for more difficult problems.
Verification of global optimality
We stop the criss-cross search in line 10 when the increment in the approximate pseudospectral abscissa is small enough. Although this is a very practical stopping criteria, it does not ensure the global optimality of the computed solution. To solve this problem we add a verification step 12 at the end of the algorithm to check the global optimality. Then, upon convergence,
where tol g is a user provided tolerance. The verification step is to check whether Λ R ε (A) has any intersection points with the vertical line of real part α +tol g . This is done by V-reduce (Alg. 3) Algorithm 3 Vertical interval reduction by monotonic reduction: V-reduce(α, , u) Input: Vertical search level α, and an initial interval [ , u]. Output: Reduced interval bound and u satisfying (26) .
Update u i : largest zero of g(α, ·, γ i ) = ε within [ , u i−1 ], computed by solving the eigenvalue problem of H(α, γ i ).
4:
Stopping criteria: u i has no solution, or ε i ≤ ε(1 + tol v ) with ε i = µ(α, u). Return u = u i .
5:
Update γ i+1 : γ i+1 = γ max (α, u i ). 6: end for 7: If u has a solution, then repeat line 1-6 for the upper bounds of [−u , − ] to get − .
where the initial interval [ , u] is determined from the smallest and largest vertical intersection, resp., with an arbitrary superset (say γ = 0.5). If this process fails to find an intersection, then (27) is guaranteed to hold.
Theorem 3 (Global convergence). The criss-cross algorithm (Alg. 2), is globally convergent to a point λ = α + β for which its real part α satisfies α R ε (A) − α ≤ tol g , where tol g is a user provided tolerance parameter.
Proof. The convergence to α follows directly due to the monotonicity of α i in the inner loop of Alg. 2, the finiteness of α R ε (A), and the fixed length improvement of α after each outer loop iteration in Alg. 2 with the global verification.
The condition α R ε (A) − tol g ≤ α is due to the fact that Alg. 2 is started at a rightmost eigenvalue, so the α 
Numerical experiments for criss-cross method
In this section, we report on several numerical examples that show the effectiveness of our criss-cross method in Alg. 2, which we implemented in MATLAB version 2016a. We use the seigtool [13] toolbox 1 to display the real ε-pseudospectrum in the figures. The µ-function is evaluated with fminbnd in MATLAB (which uses golden section search accelerated with parabolic interpolation) and tolerance 1.0 × 10 −6 . The overall stopping criteria of Alg. 2 is set to tol = 100 · u with u to be machine precision (≈ 2.2 × 10 −16 ), and the global verification tolerance to tol g = 10 −3 . Unless otherwise stated, the H-search (Alg. 1) and V-reduce tolerance tol h and tol v are set to tol, and due to numerical errors, we will also stop H-search and Vreduce when the iterates stop improving.
All examples were chosen so that their rightmost points do not lie on the real line. Otherwise, Alg. 2 converges in one step (after the horizontal search). When reporting errors, we take the last iteration as exact solution.
An illustrative example. We consider the random 6-by-6 matrix from [7, eq. (3.1)] with perturbation level ε = 10 −0.25 . For illustration purpose, we take eigenvalue λ 0 = 0.1869 of A as start for the criss-cross search (if the rightmost eigenvalue 1.4950 ± 1.2663 is used, the algorithm converges too rapidly to the rightmost point to see anything useful). Fig. 4 shows the first two criss-cross iterations of Alg. 2. Observe that the touching supersets provide a good approximation to Λ R ε (A). The convergence of the approximation α i to the real pseudospectral abscissa is reported Table 1 , which suggests locally linear convergence. Note that no safeguard interval reduction is necessary in this example. Now we illustrate the convergence of the H-search (Alg. 1) during the criss-cross iterations. In particular, we summarize the convergence history starting at λ 0 = (α 0 , β 0 ) = (1.5, 1.1698) and λ 0 = (0.5, 0.4), resp., in Table 2 . We use the starting point to evaluate the initial parameter γ 0 = γ max (α 0 , β 0 ) in Alg. 1, which leads to a tight upper bound α 1 in both cases, although the initial point λ is still far away from the target intersection. This is due to the insensitivity of the optimal parameter γ max (α, β 0 ) w.r.t. α, as discussed in Sec. 3.2; see also Fig. 5 .
In Table 2 we observe that the local convergence is at least quadratic. Especially in the first case where the horizontal search level 1.1698 is close to the global rightmost point (see Fig. 4 ), it suggests cubic convergence. This can be explained by the fact that the optimal γ max parameter is almost horizontal (see Fig. 5 ).
More challenging examples. In this example, we consider two real pseudospectra with less smooth boundaries. In the first experiment, we consider the Demmel matrix D(5, 5) defined in (10) . The eigenvalues are all −1, with algebraic multiplicity 5. We use perturbation level ε = 10 −2 . The first three criss-cross searches of Alg. 2, and the supersets used are depicted in Fig. 6 . Observe that the real pseudospectrum has a very wavy boundary on the right side. Nevertheless, the touching supersets still provide a reasonably good approximation, leading to fast convergence even from the first iteration. As second experiment, we consider a more challenging example, the Demmel matrix D(3, 100). The real pseudospectrum with perturbation level ε = 10 −3.2 has two scimitar-shaped branches pointing to the right; see Fig 7. For this problem, Alg. 2 successfully finds the rightmost point. The convergence of the iterates is visible in Fig. 7 and from inspecting the numerical errors (not shown) it seems superlinear.
We see that the first superset (corresponding to γ = 0.5) does not provide a good approximation near the narrow branch of the rightmost point of the superset. As a result, the midpoint of its maximizing interval falls outside the pseudospectrum showing the necessity of V-reduce (Alg. 3) to obtain global convergence. Further V-reduce steps are applied in iterations i = {22, 23, 24} but they are caused by numerical rounding errors and can be omitted. Each interval reduction is applied to only one search interval [ , u].
For comparison, we applied the algorithm from [20] to solve the rightmost point. 2 The algorithm converges to −0.14094 + 0.50607 ·  for the 5 × 5 Demmel matrix, and −0.11074 for the 3 × 3 Demmel matrix. Both are only locally optimal.
Reduced real pseudospectrum
Our criss-cross method by touching supersets (Alg. 2) uses dense linear algebra routines and is thus intended only for small to medium sized matrices A. In this and the next sections, we will show how to extend it for large-scale problems.
As first step, we reduce the dimension of the original problem by subspace projection so that it becomes amenable for methods using dense linear algebra and, in particular, a slightly modified version of Alg. 2. Given an orthonormal matrix V ∈ R n×k , the matrix pencil A − λI is reduced by projection on the right to A − λ B = (A − λI)V . In analogy to (3), we therefore define the reduced real pseudospectrum for a rectangular matrix pair ( A, B) as
where the reduced µ function is chosen to be µ(α, β ; V ) = sup
Here, σ −2 (·) denotes the (2k − 1)st singular value since V ∈ R n×k with n ≥ k.
Observe that µ generalizes the µ function (4) to the matrix pencil ( A, B). Indeed, for V = I n , we have µ(α, β) = µ(α, β ; I n ) since ( A, B) equals (A, I n ). Furthermore, it turns out that the reduced g function shares with g the important property of unimodality.
Unimodality
The reduced g function is obtained by multiplying the matrix G(α, β, γ) in (5) on the right by
Such block diagonal projections preserve the 2-by-2 block structure in G(α, β, γ). In particular, by direct verification, we have the following relation between the augmented real matrix and the reduced complex matrix A − λ B:
with the invertible matrices
This identity is key to establishing the unimodality of the g. In fact, it allows us to take over essential parts in the (long) proof of [19] that shows the unimodality of the original g function.
(a) The function g(γ) = σ −2 X −γY γ −1 Y X has at most one local maximum on (0, 1).
the supremum of g(γ) on (0, 1] is attained.
Proof. (a) We shall prove that any local extremum (either maximum or minimum) of g(γ) on (0, 1) must be a global maximum. Let M = X + Y . We claim
Using the identity (31), σ min (∆ − M ) = 0 leads to
Applying the Weyl's inequalities for singular values (see, e.g., [23, Chap. 1, Thm. 4.29]) then establishes (33) since
Now suppose that g(γ * ) > 0 is a local extremum satisfying γ * ∈ (0, 1). We shall construct ∆ * such that σ min (∆ * − M ) = 0 and g(γ * ) = ∆ * 2 , thereby proving that any local maximum on (0, 1) has to be a global one by virtue of (33).
By [19, Lemma 4, and Claims 1 and 2], there exist
(i.e, they are the left and right singular vector for the singular value g(γ * )) and
Let V † be the Moore-Penrose pseudo-inverse of V . Then, [19, Lemma 2] shows
Define now ∆ * = g(γ * ) · U V † . Recalling M = X + Y and using (35), we obtain
Hence, we have shown that ∆ * − M has nontrivial kernel and g(γ * ) = ∆ * 2 .
(b) Under condition (32), we claim lim γ→0 g(γ) = 0. Since g(γ) ≥ 0, the result then follows immediately. To prove the claim, we have from [19, Lemma 5] that
where r = rank(Y ), and the orthonormal columns of U 2 ∈ R n×(n−r) and V 2 ∈ R k×(k−r) are bases for ker(Y T ) and ker(Y ), respectively. On the other hand, let the orthonormal columns of U 1 ∈ R n×(n−r) be a basis for span(Y ), then U 1 U 2 ∈ R n×n is orthogonal. Hence,
Therefore, from the assumption (32),
This implies that the (2k−r−1)st singular value in (37) vanishes, which completes the proof.
This lemma can be applied to g(α, β, γ; V ) by taking X = AV − αV and Y = βV . Assuming (32) is satisfied, we can then efficiently evaluate µ(α, β; V ) = max γ∈(0,1] g(α, β, γ; V ) for a given α, β by golden section search, or bisecting the unimodular g function. Except for the additional assumption (32), this is completely analogous to the original µ function.
Choice of projection subspace
It turns out that (32) is always satisfied if the (real) subspace V = span V contains at least one complex eigenvector or two real eigenvectors of the matrix A. More specifically, denoting the set of all eigenvectors of A by EigV(A), the projection subspace V ⊂ R n is such that
Since A is real, observe that rank( x 0 y 0 ) = 2 is equivalent to x 0 = 0, y 0 = 0.
Lemma 5. Suppose the projection subspace satisfies (38) with V = span V , then:
(a) Condition (32) holds for X = AV − αV and Y = βV for all α + β ∈ C with β = 0. 
Hence, g(α, β, γ) ≡ 0 for all γ ∈ (0, 1] which implies µ(α, β) = 0. Hence, λ = α+β ∈ Λ R ε (AV, V ) for all ε ≥ 0.
In (a) we assumed β = 0. Otherwise, g(α, β, γ) is constant in γ and the supremum is attained at any point within (0, 1]. We remark that, similar to reduced complex pseudospectra, condition (b) is not necessarily true for arbitrary V .
Approximation properties of reduced problem
In this section, we investigate theoretically how well the reduced µ function approximates the original µ function in terms of the subspace used for the projection. This results in three lemmas and one theorem that prove to be useful for the final subspace method to be developed in Sec. 8.
Monotonicity
The first result states that µ is an upper bound for µ, monotonic w.r.t. subspace inclusion.
Lemma 6 (Monotonicity). Let U and V be orthonormal matrices for the subspaces U ⊂ V, resp., then
Proof. For V [2] and U [2] defined according to (30), we have g(α, β, γ ; V ) = σ −2 G(α, β, γ) · V [2] and g(α, β, γ ; U ) = σ −2 G(α, β, γ) · U [2] .
By the min-max characterization of singular values (see, e.g., [23, Chap. 1, Cor. 4 .30]), we can derive (we omit the arguments in G(α, β, γ))
where the third inequality is due to the inclusion span(U [2] ) ⊂ span(V [2] ). Therefore,
and taking the supremum of γ ∈ (0, 1], we obtain the second inequality in (39). The first one is obtained by noticing that µ(α, β) = µ(α, β ; I n ) and V ⊂ span (I n ). The relation (40) is a direct consequence of (28) with (39).
Exactness
We now show the existence of an "exact" subspace V = span(V ) for which µ(α, β) = µ(α, β ; V ) holds. The subspace will be related to the singular value calculation in definition (4)- (5) of the µ(α, β) function. In particular, we assume that
T ∈ R n+n is a right singular vector of the second smallest singular value of G(α, β, γ * ) such that
Since this singular value need not be simple, its right singular subspace may have dimension greater than one. For simplicity, we state and prove the exactness result for V related to this whole right singular subspace. However, any two-dimensional subspace V that can generate the one particular singular vector x of σ −2 (G(α, β, γ * )) is actually sufficient.
Lemma 7 (Exactness).
Suppose V is an orthonormal matrix such that V = span(V ) ⊂ R n contains all vectors x 1 , x 2 ∈ R n that satisfy (42). Then,
with γ * the maximizer of g(α, β, γ).
Proof. Due to the monotonicity from Lemma 6, it suffices to show µ(α, β) ≥ µ(α, β ; V ). A long argument in [19] proves that there exists a real perturbation matrix such that
where λ = α + β, and v = x 1 + γ * x 2 with x 1 and x 2 being real vectors satisfying (42). Since span(V ) contains x 1 , x 2 , there exists a nonzero (complex) vector s such that v = V s. Therefore
and by exploiting the identity (31) we have 
where the last equation is due to (42) and the monotonicity in g; see (41). The proof is completed by taking supremum w.r.t. γ on the left.
Approximation
As final result, we estimate the error µ(α, β ; U ) − µ(α, β) for an arbitrary subspace U = span(U ) ⊂ R n . In analogy to γ max (α, β), we define the reduced optimizing parameter
in case the supremum is attained on (0, 1].
Lemma 8. Let µ(α, β) = σ −2 (G(α, β, γ * )) with γ * = γ max (α, β) be a simple singular value with singular vector
is a simple singular value.
If in addition g γγ (α, β, γ * ; V ) = 0, then for any orthonormal matrix U ∈ R n×2 it holds
Proof. (a) Assume x 2 = cx 1 , then (44) implies (A − λI − ∆)x 1 = 0. The imaginary part then gives βx 1 = 0. So we have x 1 = x 2 = 0, which leads to a contradiction. (b) It is sufficient to show that x, x ∈ span(V [2] ), where x is the singular vector of the smallest singular value σ −1 (G(α, β, γ * )). Then (b) follows immediately from (we omit the argument in G(α, β, γ * ))
combined with σ −3 (GV [2] ) ≥ σ −3 (G), which follows from the min-max characterization of singular values. By (44), we have det(A−λI −∆) = 0 and due to (31) also rank(G−∆ [2] ) ≤ 2n−2. Note that
is a best rank-(2n − 2) approximation of G in 2-norm. Since x and x are the singular vectors belonging to the σ −2 (G) and σ −1 (G), we must have x, x ∈ range(∆ T [2] ). By [19, Construction of a worst ∆], we also have range(∆ T [2] ) = span(V [2] ). (c) Fix (α, β). By standard results, the simple singular value
is analytic at (γ * , V ). In a neighborhood of U = V , the maximizer γ max (α, β ; U ) is determined by g γ (α, β, γ ; U ) = 0. Since γ * is also the maximizer of g(α, β, γ ; V ) by (43), the continuity of γ max (α, β ; U ) at U = V follows immediately from the implicit function theorem and g γγ (α, β, γ * ; V ) = 0. (d) Let z and s be the left and right singular vectors of σ −2 GV [2] , respectively. Then, denoting U = V + R, we have
where the second equation is derived by singular value expansion [14] . Since the singular vector x ∈ span(V [2] ) belongs to the simple singular value σ −2 (GV [2] ), it is easy to see that x = V [2] s. We therefore get
Consequently,
where in the second equation we exploited V T R + R T V + R T R = 0 due to U T U = I. Plugging the equation above into (46) and noting that σ −2 (GV [2] ) = µ(α, β), completes the proof.
We now state the approximation result in terms of the distance
where x ∈ R n+n is the target singular vector from (42).
Theorem 4 (Quadratic approximation). Let µ(α, β) = σ −2 (G(α, β, γ * )) with γ * = γ max (α, β) be a simple singular value with singular vector
Proof. The first inequality is a direct consequence of Lemma 6. To prove the second, let δ = δ(x, U ), then there exists
where the second equation holds since rank([x 1 , x 2 ]) = 2 by Lemma 8(a). Observe that span( U ) ⊂ span(U ). The min-max characterization of singular values (cfr. the proof of Lemma 6) implies for all γ ∈ (0, 1]
Lemma 8(c) and (49) imply γ
Since g(α, β, γ * ; V ) is a simple singular value, g(α, β, γ * ; U ) remains simple for ( γ * , U ) close to (γ * , V ). Therefore, expanding g(α, β, γ ; U ) at γ = γ * gives
where we first used that g γ (α, β, γ * ; U ) = 0 due to γ * being a maximizer, and then Lemma 8(d) with (49).
Observe that the condition g γγ = 0 in Thm. 4 is analogous to the first condition in (21) from Def. 1. It corresponds to γ * being a strict maximizer of g. For β = 0, this can never be satisfied since then g γγ ≡ 0 due to g(α, 0, γ ; U ) being a constant for all U . In this special case, however,
coincides with the standard complex pseudospectra of the pencil AV − λV . A quadratic approximation property, closely related to the one from Thm. 4, now follows directly from Thm. 3.4 in [15] .
Subspace methods
In this section we propose a subspace method to compute α R ε (A) for large matrices A based on one-sided projection.
Basic algorithm
Defining the reduced real ε-pseudospectral abscissa as
the idea is to construct a series of subspaces span( V k+1 ) , . . . provide successively better approximations of α R ε (A). By the monotonicity result in Lemma 6, we have immediately that these approximations are monotonic lower bounds:
In addition, from (29), we can define Λ R ε (AV k , V k ) as the intersection of an infinite number of supersets, as we did for Λ R ε (A) in (9) . This allows us to compute α R ε (AV k , V k ) using a criss-cross algorithm by touching supersets as explained in the next section.
To build the subspaces V k we can proceed as in Alg. 4. In particular, for α k + β k the rightmost point of Λ R ε (AV k , V k ), we expand V k with the right singular subspace belonging to
. If the corresponding singular value is simple, we can prove asymptotically superlinear convergence of the subspace algorithm.
Algorithm 4 Subspace method for computing real pseudospectral abscissa
Input: Matrix A ∈ R n×n , perturbation level ε Output: An approximation to the real pseudospectral abscissa α R ε (A). Compute the rightmost point α k + β k ∈ Λ R ε (AV k , V k ), and
T ).
5:
Update the subspace V k+1 = orth( [V k , X 1 , X 2 ] ). 6: end for Theorem 5. Let λ * = α * + β * be the unique rightmost point in Λ R ε (A) ∩ {α + β : β > 0}, and λ k = α k + β k be produced by Alg. 4 using the exact parameter γ k = γ max (α k , β k ). Suppose λ * is a regular point for the functions µ(α, β) and µ(α, β ; V k ) for k ≥ 1 (see Def. 1) and the curvature of ∂Λ R ε (A) at λ * is not zero (i.e., µ ββ (α * , β * ) = 0). Then,
provided that λ k is linearly convergent, i.e., |λ
Proof. Due to the monotonicity of the subspace method, and the uniqueness and nonzero curvature condition of λ * , for λ k−2 close to λ * we have α k−2 ≤ α k−1 ≤ α * , and
On the other hand, the regularity of λ * = α * + β * for µ(α, β) implies the analyticity of γ max (α, β), and consequently, the analyticity of the (simple) singular value σ −2 (G(α, β, γ max (α, β)) and its (unique) singular vector x(α, β), close to λ * . Therefore,
where x β denotes the partial derivative in β, and we used (53). The idea is now to use
and x (k−1) to expand projection subspace. Following the same arguments as in [15] , we take a linear combination of these two vectors to eliminate the first order term in β − β * . We obtain
where c 1 and c 2 are bounded coefficient due to the linear convergence of λ k (see, e.g., [15, eq. (4. 3)] for details). This implies δ(x(α * , β * ), V k ) = O(|α k−2 − α * |), and by Thm. 4 we have
The regularity of µ at λ * implies the analyticity of γ max (α, β ; V k ), and consequently, the analyticity of µ(α, β) = g(α, β, γ max (α, β)) close to λ * (we omit the fixed V k argument in µ, g and γ max ). Moreover, by chain rule
where γ * = γ max (α * , β * ), and in the second equation we exploited g γ = 0 due to the maximization condition, and in the last equation the regularity condition g α = 0 (see Def. 1). Therefore, the function ρ(α) := µ(α, β * ), with fixed β * , is locally invertible close to α * , with differentiable inverse function ρ −1 . So we have
where the second equation is due to ρ(α * ) = µ(α * , β * ) and (54). In other words,
We complete the prove by noticing that
Implementation details
The computation of the optimizing singular vector x requires evaluating the exact maximizer γ * = γ max (α k , β k ), which can be expensive for large-scale problems. We therefore propose in Alg. 4 to use instead the reduced maximizer γ k = γ max (α k , β k ; V k ), which is computable without much effort. When V k approximates x well, we see from Lemma 8 (c) that γ k will indeed be a good approximation of the exact value γ * . The initial subspace V 1 is determined to satisfy (38), which will ensure that all the next subspaces V k share the same property. In particular, let v 0 = x 0 + y 0 be a complex eigenvector belonging to a rightmost eigenvalue λ 0 of A. We then take V 1 from the QR decomposition [ x 0 y 0 ] = V 1 R 1 . If v 0 = x 0 is real, we add another eigenvector of A. Due to Lemma 5(b), this construction guarantees that the reduced real pseudospectra Λ
To solve for the rightmost point in Λ R ε (AV k , V k ), we first reduce its dimension when 2k ≤ n. In particular, from the QR decomposition V k AV k = Q B A , we obtain the pencil
We then have Λ
Next, we formulate a criss-cross algorithm by touching supersets, similar to the one explained in Sec. 4 and Alg. 2. Most of the algorithm stays the same after we use the following generalization of Lemmas 2-3 for determining the horizontal and vertical intersections of the supersets for Λ R ε ( A, B). We omit the proof since it is similar to the ones for Lemmas 2-3.
Lemma 9. Let α, β satisfy g(α, β, γ ; V ) = ε defined in (29). Then, (a) α is a real eigenvalue of the generalized eigenvalue problem P (β, γ)x = α Gx with
In addition, we start the criss-cross search in the rightmost point of
which involves a square generalized eigenvalue problem. This strategy is also proposed in [15] for the complex pseudospectrum and usually leads to an initial point in the rightmost component of Λ R ε ( A, B).
Extensions
Similar to the algorithms from [15] , it is relatively straightforward to incorporate the low-rank dynamic algorithms from [8, 20] in the subspace expansion phase of Alg 4. For example, [20] constructs a series of rank 2 (or rank 1) perturbation matrices
such that the rightmost eigenvalue λ k ∈ Λ(A + ε∆ k ) is moved to a rightmost point of Λ
T is the truncated singular value decomposition, and w k and z k are the right and left eigenvectors of A + ε∆ k for the eigenvalue λ k .
During the expansion, the idea is to extend the subspace with the right eigenvector w k from above. The result is Alg. 5 where, given the current estimate α k + β k of the rightmost point in Λ R ε (A), we first determine the perturbation matrix ∆ k such that
and then we compute w k and add it to V k . From [19, Construction of a worst ∆], one can show that the formula in line 4b indeed satisfies (58) assuming that the singular value is simple. As we will show in the numerical experiments, Alg. 5 has a potential advantage over Alg. 4 for achieving faster initial convergence. However, it requires solving a singular value and an eigenvalue problem in each iteration, which is in general more expensive compared the basic subspace method of Alg. 4.
Numerical experiments for subspace projection
In this section we report on numerical experiments for the subspace methods Alg. 4 and 5, where in both cases γ k is computed as the approximate version. We compare with Rostami's algorithm 2 from [20] , which is a method for large-scale problems based on low-rank dynamics. It has comparable performance to the similar algorithm from [8] .
Algorithm 5 Subspace projection method (low-rank dynamics)
Replace lines 4 and 5 in Alg. 4 by the following lines.
T ) being the truncated SVD. 4c: Compute the rightmost eigenvalue λ k and eigenvector w k of A + ε∆ k . A small illustrative example. We take A to be the 100×100 Grcar matrix [5] and choose perturbation level ε = 0.3. The rightmost point in Λ R ε (A), as computed by Alg. 2, lies on the real axis and satisfies λ = 3.242289581449518. Since this is a small-scale example, we use eig and svd in MATLAB to compute the necessary singular value and eigenvalue decompositions. The convergence of the subspace methods is reported in Table 3 . We observe that their local convergence behavior is similar, but the method using low-rank dynamics converges faster at the beginning. The convergence seems superlinear, possibly quadratic.
The convergence of Alg. 5 is also depicted in Fig. 8 . In the first two plots, as the subspace expands, a disconnected component appears as a narrow strip in the reduced pseudospectrum, and the rightmost eigenvalue jumps into this component. This jumping behavior was also observed in [15] for complex pseudospectra. It has the benefit of accelerating the global convergence and reducing the chance getting stuck in locally optimal points; see also the examples below. Rostami's algorithm, for example, converges in 27 iterations to the locally optimal solution λ ≈ 3.22 + 0.295.
As second experiment, we take the matrix −A with A the same Grcar matrix from above and we choose ε = 0.2. For this problem, α R ε (A) = 0.808921287786494 (computed by Alg. 2), and the rightmost point is not on the real axis. The convergence history of the subspace methods is reported in Table 4 and Fig. 9 . We observe similar performance as in the first experiment.
Large-scale problems. We now consider the following n × n matrices: pde (n = 2961), rdrusselator (n = 3200), tolsa (n = 4000), and tubular (n = 1000). These matrices are available from EigTool [27] and are used in [8, 20, 6] when computing the real pseudospectral abscissa and the real stability radius.
We test Alg. 4 and Rostami's algorithm [20] . Like in [20] , the stopping criterium of the algorithms is
and the maximun iteration number is 100. In both algorithms, we use eigs and svds in MATLAB to compute the necessary eigenvalue and singular value problems. Both routines Table 4 : Same setting as in Table 3 but with ε = 0.2 and −A. Rostami's algorithm [20] Subspace Alg. 4 (SVD expansion) are suitable for large-scale problems and rely on the implicitly restarted Arnoldi method [17] to compute only a few eigenvectors / singular vectors. As suggested in the software provided by Rostami 2 (also indicated in [20] ), we call eigs with option 'lr' and number of required eigenvalues k = 20 (and k = 150 for tolosa in order to obtain convergence) to compute the rightmost eigenvalue. For svds, we use the default parameter provided by MATLAB for smallest singular values.
The computation for ε = 0.01 is summarized in Table 5 . Both algorithms have a comparable number of iterations, but the subspace method is faster. The difference in time is mainly attributed to the more expensive computation of the rightmost eigenvalue, needed in Rostami's algorithm. On the other hand, Alg. 4 spends most of its time in computing the second smallest singular value, which is considerably cheaper. We remark that for the same reason, Alg. 4 is faster than Alg. 5 for this problem even if it the latter takes less iterations.
We can also observe that both algorithms converge to the same solution, except for tolosa where Alg. 4 obtained a slightly better solution corresponding to the rightmost point λ r = α r + β r = −0.1341888118283331 + 156.0048827992994 · .
Since the corresponding perturbation value verifies µ(α r , β r ) = 0.00999996 < ε = 0.01, λ r is inside but very close to the boundary of Λ R ε (A). Hence, α r is indeed a valid lower bound for the true real pseudospectral abscissa. Now we repeat the experiment for ε = 0.1. The computed results are reported in Table 6 . The subspace method is always faster and Rostami's algorithm reached the maximum number of iterations allowed for the tolosa problem.
We also observe that, except for tabular, both algorithms produce quite different solutions. The subspace method usually provides a larger approximation for α R ε (A). To verify that we have obtained a point on the boundary of Λ R ε (A), we list in Table 7 the corresponding rightmost points and values for µ. We see that for the subspace algorithm, these points are indeed on the boundary of Λ R ε (A), whereas for Rostami's algorithm the solution is still far away from the boundary for rdrusselator and tolosa. For pde, Rostami's algorithm converges to the boundary but it is not a global solution as already indicated in [20] . This is also clearly visible in Fig. 10 . Table 7 : Corresponding rightmost points and values for µ with ε = 0.1. We presented a robust criss-cross type algorithm for computing the real pseudospectral abscissa. Our algorithm exploits the superset characterization of the real pseudospectrum, and performs criss-cross searches on selective touching supersets. Global convergence of the algorithm is proved. Due to use of dense eigenvalue and singular value calculations, the criss-cross algorithm is suitable only for small to medium sized problems. We therefore developed a subspace version of our algorithm that is suitable for large-scale problems. Under generic assumptions, this algorithm is proved to be superlinearly convergent. Numerical examples show the effectiveness and robustness of the original algorithm and its subspace accelerated version. In particular, the algorithms are more reliable in finding the globally rightmost points compared to approaches based on dynamical low-rank iterations. A Matlab implementation of our proposed algorithms is available from http://www.unige.ch/math/vandereycken.
As future work we expect that our approach also applies to other structured pseudospectra problems that allow for a superset characterization. For example, skew-symmetric, Hermitian and Hamiltonian perturbations have a µ function with an optimization formulation similar to (4); see, e.g., [13] .
