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HESSIAN DISCRETISATION METHOD FOR FOURTH ORDER
SEMI-LINEAR ELLIPTIC EQUATIONS: APPLICATIONS TO THE
VON KA´RMA´N AND NAVIER–STOKES MODELS
JE´ROME DRONIOU, NEELA NATARAJ, AND DEVIKA SHYLAJA
Abstract. This paper deals with the Hessian discretisation method (HDM)
for fourth order semi-linear elliptic equations with a trilinear nonlinearity. The
HDM provides a generic framework for the convergence analysis of several nu-
merical methods, such as, the conforming and non-conforming finite element
methods (ncFEMs) and methods based on gradient recovery (GR) operators.
The Adini ncFEM and GRmethod, a specific scheme that is based on cheap, lo-
cal reconstructions of higher-order derivatives from piecewise linear functions,
are analysed for the first time for fourth order semi-linear elliptic equations
with trilinear nonlinearity. Four properties namely, the coercivity, consistency,
limit-conformity and compactness enable the convergence analysis in HDM
framework that does not require any regularity of the exact solution. Two
important problems in applications namely, the Navier–Stokes equations in
stream function vorticity formulation and the von Ka´rma´n equations of plate
bending are discussed. Results of numerical experiments are presented for the
Morley ncFEM and GR method.
Keywords: Hessian discretisation, Navier Stokes equations, von Ka´rma´n equa-
tions, plate bending, non-linear equations, finite element, gradient recovery, con-
vergence
1. Introduction
Fourth order linear and non-linear elliptic problems arise in a wide range of appli-
cation areas that include thin plate theories of elasticity, thin beams and shells. In
this paper, we study the approximation of fourth order semi-linear problems with a
trilinear nonlinearity and clamped boundary conditions in an abstract setting using
the Hessian Discretisation Method (HDM).
The HDM for fourth order semi-linear equations with a trilinear nonlinearity is
a unified framework for the convergence analysis of several numerical methods,
such as, the conforming finite element methods (FEMs), Adini and Morley non-
conforming finite element methods (ncFEMs), and methods based on gradient re-
covery (GR) operators [6, 14, 15]. The framework of HDM is based on a quadruplet,
referred to as a Hessian discretisation (HD), that involves a discrete space, a re-
constructed function, a reconstructed gradient and a reconstructed Hessian. The
Hessian schemes (HS) are discrete versions of the weak formulation obtained by
replacing the continuous space, function, gradient and Hessian by corresponding
discrete ones. The HDM allows a complete convergence analysis for families of
numerical methods through a small number of properties: coercivity, consistency,
limit-conformity and compactness.
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The abstract problem considered in this article applies in particular to the stream
function vorticity formulation of the incompressible 2D Navier–Stokes problem [3,
5, 12] and to the von Ka´rma´n equations [7]. There are advantages in using the
stream function vorticity formulation of the incompressible Navier–Stokes equations
to compute 2D flows: the continuity equation is automatically satisfied, only one
vorticity (transport) equation has to be solved, the streamlines of the flow are given
by level curves of the stream function, and the vorticity is a conserved quantity.
The von Ka´rma´n equations is a system of fourth order semi-linear elliptic equations
that describes the bending of very thin elastic plates. The numerical analysis of
von Ka´rma´n equations has been studied using conforming FEMs in [2, 18], Morley
ncFEM in [5, 19], mixed FEMs [3, 20], a C0 interior penalty method in [1] and
a discontinuous Galerkin method in [4]. To the best of our knowledge, the Adini
ncFEM and the method based on GR operator have not been studied in literature for
fourth order non-linear elliptic equations. The Adini ncFEM and the GR method
are analysed in the HDM framework for the fourth order linear equations [10, 22]
along with the conforming FEMs, Morley ncFEM and finite volume methods.
The analysis via error estimate has been considered in literature, for conforming,
nonconforming, discontinuous Galerkin FEMs and mixed FEM for the Navier–
Stokes equations and von Ka´rma´n equations under the assumption that (i) the
exact solution has extra regularity and (ii) the linearised problem around the ex-
act solution is well-posed. In this article, a different approach is employed for the
convergence analysis using the four properties associated with the HD. The conver-
gence analysis is based on compactness techniques approach that does not rely on
any smoothness or structural assumption on the continuous solution. In this ap-
proach, the solution to the weak formulation is obtained as the limit of a sequence
of solutions to the approximate problem; the existence of solution for the contin-
uous model is therefore established as a consequence of this convergence analysis.
To the best of our knowledge, this is the first time that this approach is considered
for the numerical analysis of von Ka´rma´n equations.
The contributions of this article are the following:
• Convergence analysis by compactness techniques for an abstract semi-linear
fourth order model, without any extra-regularity assumption on the exact
solution. This analysis employs only four properties, namely, the coercivity,
consistency, limit-conformity and compactness.
• Design and analysis of the Adini ncFEM and GR method for fourth order
semi-linear elliptic equations.
• A unified framework provided by HDM for fourth order semi-linear elliptic
equations with a trilinear nonlinearity, in an abstract set-up that applies
to several numerical methods.
• Applications to the stream function vorticity formulation of 2D Navier–
Stokes equation and the von Ka´rma´n equations using the examples of HDM,
namely, conforming FEMs, Adini and Morley ncFEMs, and GR methods.
• Numerical experiments on the approximation of Navier–Stokes equation
and von Ka´rma´n equations.
The paper is organised as follows. The abstract problem, some examples and an
illustration of application of the main results are presented in Section 2. Section 3
deals with the HDM for fourth order non-linear problems and some examples that fit
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into the HDM framework. The four properties that are needed for the convergence
analysis of HDM are described in Section 4. These properties are verified for several
numerical methods. The main result of the paper using compactness techniques
approach for the convergence analysis in the abstract framework is presented in
Sections 5. Section 6 provides the results of numerical experiments for the method
based on GR operators and Morley ncFEM. A section on conclusion (Section 7) and
the proof of the properties for ncFEMs and GR methods (Appendix A) complete
the paper.
Notations. Let Ω ⊂ Rd (d ≥ 1) be a bounded domain with boundary ∂Ω and let
the outer normal be denoted by n. For brevity, we follow the Einstein summation
convention that implies summation over a set of indexed terms in a product of vec-
tors, tensors or differential operators unless otherwise stated. The scalar product on
Rd×d is defined by ξ : φ = ξijφij . For a function ξ : Ω→ Rd×d, denoting the Hessian
operator by H, set H : ξ = ∂ijξij . For a, b ∈ Rd, let a⊗ b denotes the 2-tensor with
coefficients aibj . The Lebesgue measure of a measurable set E ⊂ Rd (resp. the set
of all matrices in L2(Ω)d×d) is denoted by |E| (resp. L2(Ω;Rd×d)). The standard
L2 inner product and norm (applied on L2(Ω), L2(Ω;Rd), and L2(Ω;Rd×d)) are
denoted by (·, ·) and ‖·‖. For r > 0, let ‖·‖L4 denotes the norm in L4(Ω)r.
2. Model problem and application of the main results
We present here the abstract setting of weak formulation of semi-linear fourth order
elliptic problems with a trilinear nonlinearity and clamped boundary conditions. An
example of application of the main result is also stated at the end of this section.
Let k ≥ 1 be an integer and, for E a vector space, set E = Ek. For simplicity of
notation, the norm in E is denoted by ‖ · ‖E. Letting X := H20 (Ω), the continuous
abstract problem seeks Ψ ∈X such that
A(HΨ,HΦ) + B(HΨ,∇Ψ,∇Φ) = L(Φ) ∀Φ ∈X, (2.1)
where HΨ and ∇Ψ are to be understood component-wise: for Ψ = (ψ1, · · · , ψk),
HΨ = (Hψ1, · · · ,Hψk) and ∇Ψ = (∇ψ1, · · · ,∇ψk). Let the following assumptions
hold:
(A1) A(·, ·) is a continuous and coercive bilinear form onL2(Ω;Rd×d)×L2(Ω;Rd×d).
(A2) B(·, ·, ·) is a continuous trilinear form on L2(Ω;Rd×d)×L4(Ω;Rd)×L4(Ω;Rd).
(A3) B(Ξ,Θ,Θ) = 0 for all Ξ ∈ L2(Ω;Rd×d) and Θ ∈ L4(Ω;Rd).
(A4) L(·) is a continuous linear form on L2(Ω).
2.1. Examples. We show here that the abstract formulation (2.1) covers the stream
function vorticity formulation of the incompressible 2D Navier–Stokes problem and
von Ka´rma´n equations.
2.1.1. Navier–Stokes problem [3, 17]: For given f ∈ L2(Ω) where Ω ( R2 and
viscosity ν > 0, let u solve
ν∆2u+
∂
∂x1
(
(−∆u) ∂u
∂x2
)
− ∂
∂x2
(
(−∆u) ∂u
∂x1
)
= f in Ω (2.2a)
u =
∂u
∂n
= 0 on ∂Ω. (2.2b)
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Here, the biharmonic operator ∆2 is defined by ∆2φ = φxxxx+φyyyy+2φxxyy. The
weak formulation to (2.2) seeks u ∈ H20 (Ω) such that
A(Hu,Hv) + B(Hu,∇u,∇v) = L(v) ∀v ∈ H20 (Ω), (2.3)
where for all ξ, χ ∈ L2(Ω;R2×2) and φ, θ ∈ L2(Ω,R2),
A(ξ, χ) = ν
∫
Ω
ξ : χ dx, B(ξ, φ, θ) =
∫
Ω
tr(ξ)φ · rotπ/2(θ) dx, L(v) =
∫
Ω
fv dx.
Note that tr(ξ) means the trace of the matrix ξ and, for θ = (θ1, θ2), rotπ/2(θ) =(−θ2, θ1)t. It is easy to check that A(·, ·), B(·, ·, ·) and L(·) satisfy (A1)-(A4) with
k = 1. The continuity of B(·, ·, ·) follows using the generalized Ho¨lder’s inequality
given by B(ξ, φ, θ) ≤ ‖ξ‖‖φ‖L4‖θ‖L4.
2.1.2. The von Ka´rma´n equations [7]: Given f ∈ L2(Ω) where Ω ( R2, seek the
vertical displacement u and the Airy stress function v such that
∆2u = [u, v] + f in Ω, (2.4a)
∆2v = −1
2
[u, u] in Ω, (2.4b)
with clamped boundary conditions
u =
∂u
∂n
= v =
∂v
∂n
= 0 on ∂Ω. (2.5)
The von Ka´rma´n bracket [·, ·] is defined by [ξ, χ] =ξxxχyy + ξyyχxx − 2ξxyχxy=
cof(Hξ) : Hχ, where cof(Hξ) denotes the co-factor matrix of Hξ. Then a weak
formulation corresponding to (2.4) seeks u, v ∈ H20 (Ω) such that
a(u, φ1) + 2b(u, φ1, v) = (f, φ1) ∀φ1 ∈ H20 (Ω), (2.6a)
2a(v, φ2)− 2b(u, u, φ2) = 0 ∀φ2 ∈ H20 (Ω), (2.6b)
where for all ξ, χ, φ ∈ H20 (Ω),
a(ξ, χ) :=
∫
Ω
Hξ : Hχ dx, b(ξ, χ, φ) := 1
2
∫
Ω
cof(Hξ)∇χ · ∇φdx = −1
2
∫
Ω
[ξ, χ]φdx.
Note that b(·, ·, ·) is derived using the divergence-free rows property [11] and is
symmetric with respect to all variables. Summing together (2.6a) and (2.6b), we
obtain an equivalent formulation in the vector form (2.1) with k = 2 that seeks
Ψ = (u, v) ∈ X such that
A(HΨ,HΦ) + B(HΨ,∇Ψ,∇Φ) = L(Φ) ∀Φ ∈X, (2.7)
where for all Φ = (φ1, φ2), Λ = (λ1, λ2), Γ = (γ1, γ2), Θ = (θ1, θ2) and Ξ = (ξ1, ξ2)
with Λ,Γ ∈ L2(Ω;R2×2) and Ξ, Θ ∈ L2(Ω,R2),
A(Λ,Γ) : =
∫
Ω
λ1 : γ1 dx+ 2
∫
Ω
λ2 : γ2 dx, (2.8a)
B(Λ,Ξ,Θ) : =
∫
Ω
cof(λ1)θ1 · ξ2 dx−
∫
Ω
cof(λ1)ξ1 · θ2 dx, and (2.8b)
L(Φ) : = (f, φ1). (2.8c)
The assumptions (A1)-(A4) are easy to verify for this example.
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Remark 2.1. The more commonly used equivalent weak formulation of the von
Ka´rma´n model [2, 18, 19] (2.4) uses a different formulation of the non-linearity in
(2.6a). Specifically, it seeks (u, v) ∈X such that
a(u, φ1) + 2b(u, v, φ1) = (f, φ1) ∀φ1 ∈ H20 (Ω), (2.9a)
a(v, φ2)− b(u, u, φ2) = 0 ∀φ2 ∈ H20 (Ω). (2.9b)
An advantage of (2.6) is that it ensures the proper cancellation in the trilinear term,
in a purely algebraic way (corresponding to (A3)) without further integration-by-
parts. As a consequence, this cancellation, which is at the core of a priori estimates
on the solution, directly transfers to the discrete level thus avoiding integration-by-
parts over Ω. This formulation of the non-linear term is similar in spirit to what is
usually done for finite element discretisations of the Navier–Stokes equations, see
[23].
2.2. Example of application of the main results. Application of the main
results of this article for the Adini ncFEM are stated in this section in a simplified
way. Let Ω be a polygonal domain and M be a conforming mesh [9] of rectangles.
For any cell K ∈ M, let hK denotes the diameter of K and let h := maxK∈M hK
be the mesh-size.
The Adini ncFEM corresponding to (2.1) seeks Ψh ∈ V kh such that
A(HMΨh,HMΦh) + B(HMΨh,∇Ψh,∇Φh) = L(Φh) ∀Φh ∈ V kh , (2.10)
where Vh is the nonconforming Adini finite element space and HMΦh is the bro-
ken Hessian of Φh (see Section 3.1.2 for details). Note that HMΦh and ∇Φh act
component-wise whenever it is applied to a vector-valued function.
The next result states a convergence result that does not require any smoothness of
the exact solution or the assumption that the exact solution is regular, that is, the
linearized problem around the exact solution is well-posed for the Adini ncFEM.
The result is stated in Theorem 5.2 in a more generic way in the HDM framework
which includes conforming FEMs, Adini and Morley ncFEMs, and the GR methods.
Theorem 2.2 (Convergence of Adini FEM for von Ka´rma´n and Navier–Stokes
equations). Let the assumptions (A1)− (A4) hold true. Then there exists at least
one solution Ψh to (2.10). Moreover, as h→ 0, up to a subsequence of Mh, there
exists a solution Ψ of the abstract problem (2.1) such that Ψh → Ψ in L2(Ω)k,
∇Ψh → ∇Ψ in L4(Ω;Rd)k, and HMhΨh → HΨ in L2(Ω;Rd×d)k.
3. The Hessian discretisation method
This section is devoted to the presentation of the HDM for fourth order non-linear
elliptic equations, the design of which is adapted from the HDM for linear problems
(see Remark 4.3).
Definition 3.1 (Hessian discretisation). A Hessian discretisation for fourth order
non-linear elliptic equations with clamped boundary conditions is a quadruplet D =
(XD,0,ΠD,∇D,HD) such that
• XD,0 is a finite dimensional real vector space,
• the linear mapping ΠD : XD,0 → L2(Ω) gives a reconstructed discrete func-
tion in L2(Ω) from vectors in XD,0,
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• the linear mapping ∇D : XD,0 → L4(Ω;Rd) gives a reconstructed discrete
gradient in L4(Ω;Rd) from vectors in XD,0,
• the linear mapping HD : XD,0 → L2(Ω;Rd×d) gives a reconstructed discrete
version of Hessian in L2(Ω;Rd×d) from XD,0. The operator HD is such that
‖·‖D =: ‖HD · ‖ is a norm on XD,0.
In order to approximate (2.1) by the HDM, consider a HD D = (XD,0,ΠD,∇D,HD)
in the sense of Definition 3.1. The associated HS for (2.1) seeks ΨD ∈XD,0 := XkD,0
such that
A(HDΨD,HDΦD) + B(HDΨD,∇DΨD,∇DΦD) = L(ΠDΦD) ∀ΦD ∈XD,0, (3.1)
where HDΦD, ∇DΦD and ΠDΦD act component-wise in the sense that if ΦD =
(φD,1, · · · , φD,k) and FD ∈ {ΠD,∇D,HD}, then FDΦD = (FDφD,1, · · · , FDφD,k).
3.1. Examples of HDMs. This section deals with examples of schemes that fit
into the HDM framework. Let us begin with mesh notation.
Let M be a conforming mesh [9] of triangles or rectangles (that depends on the
method under consideration). For any K ∈ M, the center of mass of K is defined
by xK , |K| > 0 denote the measure of K, and nK be the outer unit normal to K.
Let F be the set of all edges of the mesh and the measure of σ ∈ F be denoted
by |σ|. Let the set of vertices in M be denoted by V . Let Vint (resp. Vext) denote
the set of internal vertices of M (resp. vertices on ∂Ω). The meshes are assumed
to be regular [6] in the classical sense that the ratio of the diameter and the radius
of the largest ball centered at xK and included in K is uniformly bounded with a
bound independent of h. The notation “A . B” means that there exists a generic
constant C independent of the mesh parameter h such that A ≤ CB.
Let ℓ ≥ 0 be an integer and K ∈ M. Let the space of polynomials of degree at
most ℓ in K be denoted by Pℓ(K) and let Pℓ(M) be the broken polynomial space.
3.1.1. Conforming FEM. The finite element space Vh is a subspace of H
2
0 (Ω).
A HD is defined by XD,0 =: Vh and, for v ∈ XD,0, ΠDv = v, ∇Dv = ∇v and
HDv = Hv. Classical C1 elements that are used for the approximation the solution
of fourth order elliptic problems are the Argyris and Bogner–Fox–Schmit finite
elements, see [6] for more details.
3.1.2. Non-conforming FEM. We show here that two ncFEMs in dimension
d = 2, namely the Morley FEM and the Adini FEM, fit into the framework of
HDM.
(i) The Morley element [6]: Let JφK be the jump of φ across the edges. The
nonconforming Morley element space associated with the mesh M is defined by
Vh =:
{
φ ∈ P2(M)|φ is continuous at Vint and vanishes at Vext,
∀σ ∈ Fint,
∫
σ
s
∂φ
∂n
{
ds = 0; ∀σ ∈ Fext,
∫
σ
∂φ
∂n
ds = 0
}
.
On each triangle, the local degrees of freedom are the values of the function at
each vertex and the values of the normal derivatives at the midpoints of edges. See
Figure 1 (left) for an illustration.
Definition 3.2 (HD for the Morley triangle). Each vD ∈ XD,0 is a vector of degrees
of freedom at the vertices of the mesh (with zero values at boundary vertices) and
at the midpoint of the edges opposite to these vertices (with zero values at midpoint
HDM FOR FOURTH ORDER SEMI-LINEAR ELLIPTIC EQUATIONS 7
K
a13 a23
a12
a1 a2
a3
a1 a2
a3a4
K
Figure 1. Morley element (left) and Adini element (right)
of the boundary edges). The function ΠDvD is such that (ΠDvD)|K ∈ P2(K) and
ΠDvD (resp. its normal derivatives) takes the values at the vertices (resp. at the
edge midpoints) dictated by vD, ∇DvD = ∇M(ΠDvD) is the broken gradient and
HDvD = HM(ΠDvD) is the broken Hessian.
(ii) The Adini element [6]: The Adini finite element space is the subspace of
H10 (Ω) ∩C0(Ω) defined by
Vh =: {vh ∈ L2(Ω); vh|K ∈ PK ∀K ∈ M, vh and ∇vh are continuous
at the vertices V , and vanish at the vertices in Vext},
where PK := P3(K) ⊕ {x1x32} ⊕ {x31x2}. The set of degrees of freedom in each
cell are the values of function and all first order derivatives at each vertex. This is
shown in Figure 1 (right).
Definition 3.3 (HD for the Adini rectangle). Each vD ∈ XD,0 is a vector of three
values at each vertex of the mesh (with zero values at boundary vertices), correspond-
ing to function and gradient values, ΠDvD is the function such that (ΠDvD)|K ∈ PK
and its derivatives take the values at the vertices dictated by vD, ∇DvD = ∇(ΠDvD)
and HDvD = HM(ΠDvD).
3.1.3. Method based on GR operators. In this section, we consider the scheme
based on a gradient reconstruction using biorthogonal systems inspired by [10,
15]. This method is attractive as the approximation space consists of continuous
piecewise linear functions and the discrete Hessian is constructed by using a GR
operator. Let (Vh, Qh, Ih,Sh) be a quadruplet of a finite element space Vh ⊂ H10 (Ω),
a projector Qh : L
2(Ω) → Vh, an interpolant Ih : H20 (Ω) → Vh and a function
Sh ∈ L∞(Ω;Rd) that stabilises the reconstructed Hessian such that,
(P0) [Strucure of Vh and Ih] For all z ∈ Vh, ‖∇z‖ . h−1‖z‖ and, for ϕ ∈ H20 (Ω),
‖∇Ihϕ−∇ϕ‖ . h‖ϕ‖H2(Ω).
(P1) [Stability of Qh] For φ ∈ L2(Ω), ‖Qhφ‖ . ‖φ‖.
(P2) [Qh∇Ih approximates ∇] There exists W densely embedded in H3(Ω) ∩
H20 (Ω) such that ‖Qh∇Ihψ −∇ψ‖ . h2‖ψ‖W for all ψ ∈W .
(P3) [H1 approximation property of Qh] For w ∈ H2(Ω) ∩H10 (Ω), ‖∇Qhw −
∇w‖ . h‖w‖H2(Ω).
(P4) [Asymptotic density of [(Qh∇−∇)(Vh)]⊥] Setting Nh = [(Qh∇−∇)(Vh)]⊥,
where the orthogonality is with respect to the L2(Ω;Rd)-inner product, the
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following approximation property holds:
inf
µh∈Nh
‖µh − ϕ‖ . h‖ϕ‖H1(Ω) ∀ϕ ∈ H1(Ω;Rd).
(P5) [Stabilisation function] 1 ≤ |Sh| . 1 and, for all K ∈ M,[
Sh|K ⊗ (Qh∇−∇)(Vh(K))
] ⊥ ∇Vh(K)d,
where Vh(K) = {v|K : v ∈ Vh , K ∈ M} and the orthogonality is under-
stood in L2(K;Rd×d) with the inner product induced by “:”.
Practical constructions of (Vh, Qh, Ih,Sh) satisfying the above estimates are de-
scribed in [10].
Definition 3.4 (HD using GR). The HD based on a quadruplet (Vh, Qh, Ih,Sh)
satisfying (P0)–(P5) is defined by: XD,0 = Vh and, for u ∈ XD,0,
ΠDu = u , ∇Du = Qh∇u and HDu = ∇(Qh∇u) +Sh ⊗ (Qh∇u−∇u).
4. Properties of HDM
This section describes the four properties associated with an HD and verifies these
properties for several numerical methods so that the method fits in the HDM frame-
work. The convergence analysis of a HS is based on four quantities and associated
notions, measuring the stability and accuracy of the chosen HD.
The first quantity is a constant, CD, that ensures discrete Poincare´ inequalities. It
is defined by
CD = max
w∈XD,0\{0}
( ‖ΠDw‖
‖HDw‖ ,
‖∇Dw‖L4
‖HDw‖
)
. (4.1)
The second quantity is the interpolation error SD defined by: for all ϕ ∈ H20 (Ω),
SD(ϕ) = min
w∈XD,0
(
‖ΠDw − ϕ‖ + ‖∇Dw −∇ϕ‖L4 + ‖HDw −Hϕ‖
)
. (4.2)
To define the limit-conformity measure for the Hessian scheme, introduce H(Ω) =
{ξ ∈ L2(Ω;Rd×d) ; H : ξ ∈ L2(Ω)} and Hdiv(Ω) = {φ ∈ L2(Ω;Rd) : divφ ∈ L2(Ω)}.
For all ξ ∈ H(Ω) and φ ∈ Hdiv(Ω), set
WD(ξ) = max
w∈XD,0\{0}
1
‖HDw‖
∣∣∣ ∫
Ω
(
(H : ξ)ΠDw − ξ : HDw
)
dx
∣∣∣, (4.3)
ŴD(φ) = max
w∈XD,0\{0}
1
‖HDw‖
∣∣∣ ∫
Ω
(
∇Dw · φ+ΠDw divφ
)
dx
∣∣∣. (4.4)
Here WD measures the defect of a double integration by parts [10] and is the limit-
conformity measure between the reconstructed Hessian and reconstructed function.
ŴD measures the defect of a Stokes formula between the reconstructed gradient
and function.
Definition 4.1 (Coercivity, consistency, limit-conformity and compactness). Let
(Dm)m∈N be a sequence of HDs in the sense of Definition 3.1. We say that
(1) (Dm)m∈N is coercive if there exists CP ∈ R+ such that CDm ≤ CP for all
m ∈ N.
(2) (Dm)m∈N is consistent, if
∀ϕ ∈ H20 (Ω) , limm→∞SDm(ϕ) = 0. (4.5)
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(3) (Dm)m∈N is limit-conforming, if
∀ ξ ∈ H(Ω), ∀φ ∈ Hdiv(Ω), lim
m→∞
(
WDm(ξ) + ŴDm(φ)
)
= 0. (4.6)
(4) (Dm)m∈N is compact if for any sequence (um)m∈N such that um ∈ XDm,0
and (‖HDmum‖)m∈N is bounded, the sequence (ΠDmum)m∈N is relatively
compact in L2(Ω), and the sequence (∇Dmum)m∈N is relatively compact in
L4(Ω;Rd).
Remark 4.2. As for the (second order) gradient discretisation method, see [9,
Lemmas 2.16 and 2.17], it can be easily proved that, for coercive sequences of HDs,
the consistency and limit-conformity properties only need to be tested for functions
in dense subsets of H20 (Ω), and H(Ω) and Hdiv(Ω), respectively.
Remark 4.3 (Comparison with the linear setting). For linear equations, CD and
SD are defined using the L
2-norms of the gradients. Dealing with the trilinear non-
linearity requires higher integrability properties, and thus the usage the L4-norms
of gradients in the definitions (4.1) and (4.2) of CD and SD, respectively.
Another difference with the linear setting is the introduction of ŴD here. The
limit-conformity defect WD is sufficient to analyse the convergence of the HDM for
linear models. Here, however, the non-linear model (2.1) involves the gradient, and
accounting for ŴD in the definition of limit-conformity is necessary to identify the
limit of the reconstructed gradients in the convergence analysis.
Remark 4.4. In most cases, by the continuous Sobolev embedding (which is often
also valid at the discrete level [9, Appendix B]) we actually expect (ΠDmum)m∈N and
(∇Dmum)m∈N to be compact in Lp for all p < 2∗, where 2∗ is a Sobolev exponent
associated with 2.
4.1. Properties of numerical methods in HDM framework. A few methods
that fits in the HDM framework is considered in Section 3.1. Here we will state
the properties, namely coercivity, consistency, limit-conformity and compactness,
in Definition 4.1 in the context of these numerical methods. The proofs associated
with the ncFEMs and GR methods are provided in the Appendix.
4.1.1. Conforming FEM. The estimates on CD, SD, WD , ŴD and the compact-
ness property easily follow:
• CD is bounded by the maximum of the constants of the continuous Poincare´
inequality in H20 (Ω) and the continuous Sobolev imbedding H
1(Ω) →֒
L4(Ω).
• Standard interpolation properties (see, e.g., [6]) and the continuous Sobolev
imbedding H1(Ω) →֒ L4(Ω) yield an O(h) estimate on SD(ϕ), provided
ϕ ∈ H3(Ω) ∩H20 (Ω). This and Remark 4.2 imply that limh→0 SD(ϕ) → 0
for all ϕ ∈ H20 (Ω).
• Integration-by-parts in H20 (Ω) shows that WD(ξ) = 0 for all ξ ∈ H(Ω) and
ŴD(φ) = 0 for all φ ∈ Hdiv(Ω).
• The compactness of (Dm)m∈N follows from the Rellich and Sobolev imbed-
ding theorems.
4.1.2. Non-conforming FEM. Theorem 4.5 provides estimates on the four quan-
tities associated with HD and shows that, along sequences of refined meshes, the
HDs corresponding to the Morley and Adini finite elements satisfy the coercivity,
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consistency, limit-conformity and compactness properties. The proof is provided in
the Appendix. These properties are essential to apply Theorem 5.2.
Theorem 4.5. Let D be a HD for the Morley (resp. Adini) ncFEM in the sense
of Definition 3.2 (resp. Definition 3.3). Then the following hold:
(i) (Coercivity) CD. 1,
(ii) (Consistency) ∀ ϕ ∈ H3(Ω) ∩H20 (Ω), SD(ϕ) . h‖ϕ‖H3(Ω),
(iii) (Limit-conformity) ∀ ξ ∈ H2(Ω;R2×2), ∀φ ∈ H1(Ω;R2),
WD(ξ) + ŴD(φ) . h
(‖ξ‖H2(Ω;R2×2) + ‖φ‖H1(Ω)),
(iv) (Compactness) For a sequence of meshes (Mhm)m∈N with hm → 0, denot-
ing the HD constructed onMhm by Dm, the sequence (Dm)m∈N is compact.
As a consequence, following Remark 4.2, if (Mm)m∈N is a regular family of meshes
and Dm is the HD for the Adini and Morley ncFEMs on Mm, then (Dm)m∈N is
coercive, consistent, limit-conforming and compact.
4.1.3. Method based on GR Operators. Recall the properties (P0) − (P5)
method based on GR operators associated with Section 3.1.3.
Theorem 4.6 (Estimates for HDs based on GR). Let D be a HD in the sense of
Definition 3.4 such that (Vh, Ih, Qh,Sh) satisfy (P0)–(P5). Then,
(i) (Coercivity) CD . 1,
(ii) (Consistency) ∀ ϕ ∈W , SD(ϕ) . h‖ϕ‖W ,
(iii) (Limit-conformity) ∀ ξ ∈ H2(Ω;Rd×d), WD(ξ) . h‖ξ‖H2(Ω;Rd×d) and ∀φ ∈
Hdiv(Ω), ŴD(φ) = 0,
(iv) (Compactness) If (Mm)m∈N is a sequence of meshes and Dm is a GR HD
based on Mm for discrete elements satisfying (P0)–(P5) uniformly with
respect to m, then (Dm)m∈N is compact.
As a consequence, following Remark 4.2, if (Mm)m∈N is a regular family of meshes
andDm is the HD for the GR method onMm, then (Dm)m∈N is coercive, consistent,
limit-conforming and compact.
5. Convergence analysis
We establish the convergence of the HS, provided the underlying sequences of HDs
satisfy the properties in Definition 4.1. This convergence is proved without any
extra regularity assumption on the exact solution, or the assumption that the lin-
earized problem around this solution is well-posed. Let us start with a preliminary
lemma.
Lemma 5.1 (Regularity of the limit). Let (Dm)m∈N be a coercive and limit-
conforming sequence of HDs in the sense of Definition 4.1(i) and (iii). Let um ∈
XDm,0 be such that ‖um‖Dm remains bounded. Then, there exists a subsequence of
(Dm, um)m∈N (denoted using the same notation) and u ∈ H20 (Ω) such that ΠDmum
converges weakly to u in L2(Ω), ∇Dmum converges weakly to ∇u in L4(Ω;Rd), and
HDmum converges weakly to Hu in L2(Ω;Rd×d).
Proof. The bound on ‖um‖Dm from coercivity of (Dm)m∈N implies that (ΠDmum)m
and (∇Dmum)m are bounded in L2(Ω) and L4(Ω;Rd), respectively. Therefore,
there exists a subsequence of (Dm, um)m∈N and u ∈ L2(Ω), v ∈ L4(Ω;Rd) and
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w ∈ L2(Ω;Rd×d) such that ΠDmum converges weakly in L2(Ω) to u, ∇Dmum con-
verges weakly in L4(Ω;Rd) to v, and HDmum converges weakly in L2(Ω;Rd×d)
to w. It remains to prove that v = ∇u, w = Hu and u ∈ H20 (Ω). We extend
ΠDmum, u,∇Dmum, v,HDmum and w by 0 outside Ω, and the same convergence
results hold, respectively, in L2(Rd), L4(Rd)d and L2(Rd;Rd×d). Using the limit-
conformity of (Dm)m∈N and the bound on ‖um‖Dm , passing to the limit in (4.3)-
(4.4) gives
∀ξ ∈ H(Rd),
∫
Rd
(
(H : ξ)u− ξ : w) dx = 0 (5.1)
and ∀φ ∈ Hdiv(Rd),
∫
Rd
(
v · φ+ u divφ) dx = 0. (5.2)
For φ ∈ C∞c (Rd)d and ξ ∈ C∞c (Rd;Rd×d), (5.1) and (5.2) show that w = Hu and
v = ∇u, in the sense of distributions on Rd. This implies u ∈ H2(Rd) and, since
u = 0 outside the domain Ω, u ∈ H20 (Ω). 
Theorem 5.2 (Convergence of the HDM). Let (Dm)m∈N be a sequence of HDs,
in the sense of Definition 3.1, that is coercive, consistent, limit-conforming and
compact in the sense of Definition 4.1. Then, for any m ∈ N, there exists at least
one weak solution ΨDm of (3.1), with D = Dm. Moreover, as m → ∞, there
exist a subsequence of (Dm)m∈N (denoted using the same notation (Dm)m∈N), and
a solution Ψ of the abstract problem (2.1) such that ΠDmΨDm → Ψ in L2(Ω),
∇DmΨDm → ∇Ψ in L4(Ω;Rd) and HDmΨDm → HΨ in L2(Ω;Rd×d).
Proof of Theorem 5.2. The proof is divided into four steps.
Step 1: existence of a solution to the scheme.
For any HD D, let ΨD ∈ XD,0 be given and ΨD ∈ XD,0 be such that, for all
ΦD ∈ XD,0,
AΨD(ΨD,ΦD) := A(HDΨD,HDΦD) + B(HDΨD,∇DΨD,∇DΦD) = L(ΠDΦD).
(5.3)
Since A(·, ·) is bilinear, B(·, ·, ·) is trilinear and ΨD ∈ XD,0 is fixed, AΨD (·, ·) is bi-
linear. Therefore, ΨD is sought as a solution to the bilinear system AΨD(ΨD,ΦD) =
L(ΠDΦD). Since XD,0 is finite-dimensional and L(ΠD·) is linear, L(ΠD·) is a con-
tinuous linear functional on XD,0. Use the fact that B(HDΨD,∇DΨD,∇DΨD) = 0
(see (A3)) and A(·, ·) is coercive, to infer that
AΨD (ΨD,ΨD) = A(HDΨD,HDΨD) ≥ α‖HDΨD‖2 = α‖ΨD‖2D, (5.4)
where α is the coercivity constant of A(·, ·). Thus, AΨD (·, ·) is coercive. The Lax
Milgram Lemma implies the existence and uniqueness of solution ΨD satisfying
(5.3). Define F : XD,0 → XD,0 by F (ΨD) = ΨD, where ΨD is the solution to
(5.3). Since XD,0 is finite dimensional, we can easily check that F is continuous.
Moreover, (5.4) and (5.3) imply,
α‖ΨD‖2D ≤ AΨD (ΨD,ΨD) = L(ΠDΨD) ≤ ‖L‖‖ΠDΨD‖ ≤ CD‖L‖‖ΨD‖D,
where CD is defined by (4.1). Hence,
‖ΨD‖D ≤ α−1CD‖L‖ := RD. (5.5)
This shows that F maps XD,0 into the closed ball BRD of center 0 and radius RD
with respect to ‖·‖D. Therefore, the Brouwer fixed point theorem proves that F
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has at least one fixed point ΨD in this ball. The equation (5.3) shows that this
fixed point is a solution to (3.1).
From here onwards, let ΨDm ∈XDm,0 denote such a solution for D = Dm.
Step 2: strong convergence of ΠDmΨDm and ∇DmΨDm , and weak convergence of
HDmΨDm .
From (5.5), α‖HDmΨDm‖ = α‖ΨDm‖Dm ≤ CDm‖L‖. Thus, ‖ΨDm‖Dm is bounded
and Lemma 5.1 gives a subsequence of (Dm,ΨDm)m∈N, and Ψ ∈ X, such that
ΠDmΨDm converges weakly to Ψ in L
2(Ω), ∇DmΨDm converges weakly to ∇Ψ in
L
4(Ω;Rd), and HDmΨDm converges weakly to HΨ in L2(Ω;Rd×d). The compact-
ness hypothesis (Defintion 4.1) then shows the strong convergence of ΠDmΨDm to
Ψ in L2(Ω) and ∇DmΨDm to ∇Ψ in L4(Ω;Rd).
Step 3: Ψ is a solution to Problem (2.1).
Define PD : X →XD,0 by
PDΨ = argmin
w∈XD,0
(‖ΠDw −Ψ‖ + ‖∇Dw −∇Ψ‖L4 + ‖HDw −HΨ‖) (5.6)
and let Φ ∈ X. The consistency of (Dm)m∈N implies ΠDmPDmΦ → Φ in L2(Ω),
∇DmPDmΦ→ ∇Φ in L4(Ω;Rd) and HDmPDmΦ→ HΦ in L2(Ω;Rd×d) as m→∞.
B(HDmΨDm ,∇DmΨDm ,∇DmPDmΦ)− B(HΨ,∇Ψ,∇Φ)
= B(HDmΨDm ,∇DmΨDm ,∇DmPDmΦ−∇Φ)
+ B(HDmΨDm ,∇DmΨDm −∇Ψ,∇Φ) + B(HDmΨDm −HΨ,∇Ψ,∇Φ).
Set l(HDmΨDm) = B(HDmΨDm ,∇Ψ,∇Φ). Since B(·, ·, ·) is a trilinear continuous
function, l(·) is a linear continuous functional on L2(Ω;Rd×d). The weak conver-
gence of (HDmΨDm)m∈N then ensures that l(HDmΨDm)→ l(HΨ) as m→∞. The
continuity of B(·, ·, ·) yields a constant Cb such that∣∣B(HDmΨDm ,∇DmΨDm ,∇DmPDmΦ)− B(HΨ,∇Ψ,∇Φ)∣∣
≤ Cb‖HDmΨDm‖‖∇DmΨDm‖L4‖∇DmPDmΦ−∇Φ‖L4
+ Cb‖HDmΨDm‖‖∇DmΨDm −∇Ψ‖L4‖∇Φ‖L4 +
∣∣l(HDmΨDm)− l(HΨ)∣∣.
Since strongly/weakly convergent sequences in normed space are bounded, the con-
vergences of (∇DmPDmΦ)m∈N, (∇DmΨDm)m∈N and (l(HDmΨDm))m∈N imply that
B(HDmΨDm ,∇DmΨDm ,∇DmPDmΦ)→ B(HΨ,∇Ψ,∇Φ) as m→∞.
This, the bilinearity and continuity of A show that, as m→∞,
A(HDmΨDm ,HDmPDmΦ) + B(HDmΨDm ,∇DmΨDm ,∇DmPDmΦ)
→ A(HΨ,HΦ) + B(HΨ,∇Ψ,∇Φ). (5.7)
Moreover, a direct consequence of ΠDmPDmΦ→ Φ in L2(Ω) as m→∞ shows that
L(ΠDmPDmΦ)→ L(Φ) as m→∞. (5.8)
Letting ΦDm = PDmΦ in (3.1) for D = Dm, use (5.7) and (5.8) to pass to the limit
and conclude that Ψ is a solution to (2.1).
Step 4: strong convergence of HDmΨDm .
The strong convergence of ΠDΨDm and (A3) enable us to pass to the limit in (3.1)
for D = Dm to see that
lim
m→∞
A(HDΨDm ,HDΨDm) = lim
m→∞
L(ΠDΨDm) = L(Ψ) = A(HΨ,HΨ),
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since Ψ is a solution to (2.1). The coercivity and bilinearity of A, and the weak
convergence of HDmΨDm therefore lead to
lim sup
m→∞
α‖HDmΨDm −HΨ‖2 ≤ lim sup
m→∞
A(HDmΨDm −HΨ,HDmΨDm −HΨ) = 0.
This shows that ‖HDmΨDm −HΨ‖ → 0 as m→∞. 
Remark 5.3. As seen in Section 3.1.1, it is easy to construct a coercive, consis-
tent, limit-conforming and compact sequence of HDs. A consequence of this and
Theorem 5.2 leads to the existence of a solution to the abstract problem (2.1) that
in particular applies to the the stream function vorticity formulation of the incom-
pressible 2D Navier–Stokes problem and von Ka´rma´n equations approximated using
the conforming and nonconforming FEMs and the GR methods.
6. Numerical results
This section deals with the numerical results for the Navier–Stokes (NS) equation
in stream function vorticity formulation and the von Ka´rma´n (vK) equations using
the GR method and the Morley ncFEM. Define
errD(u) :=
‖ΠDuD − u‖
‖u‖ , errD(∇u) :=
‖∇DuD −∇u‖
‖∇u‖ ,
errD(Hu) := ‖HDuD −Hu‖‖Hu‖ ,
where u is the continuous solution and uD is the corresponding HS solution. In
the tables, h and nu denote the mesh size and the numbers of unknowns. The
model problem is constructed in such a way that the exact solution is known. The
discrete problem is solved using Newton’s method. The uniform mesh refinement
has been done by red-refinement criteria, where each triangle is subdivided into
four sub-triangles by connecting the midpoints of the edges.
6.1. Numerical results for GR Method. Let the computational domain be
Ω = (0, 1)2, and consider a family of meshes made of uniform triangulations. The
finite dimensional space Vh is the conforming P1 space. It seems that the GR
method was previously never considered for non-linear problem.
6.1.1. Navier–Stokes equation. Let the exact solution be given by u = x2y2(1−
x)2(1− y)2. Then choosing ν = 1, the load function is computed using
∆2u+
∂
∂x
(
(−∆u)∂u
∂y
)
− ∂
∂y
(
(−∆u)∂u
∂x
)
= f.
The errors and orders of convergence for the numerical approximation of u are
presented in Table 1. As seen in the table, the rate of convergence is nearly quadratic
in L2 and H1 norms and is linear in H2 norm. These observed numerical rates of
convergence are as expected for the GR method (in comparison with the linear case
[10]). A rigorous proof of the theoretical orders of convergence is a proposed future
work.
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Table 1. (GR/NS) Convergence results for the relative errors of u
h nu errD(u) Order errD(∇u) Order errD(Hu) Order
0.353553 9 1.050933 - 0.567673 - 0.582651 -
0.176777 49 0.214195 2.2947 0.167145 1.7640 0.267188 1.1248
0.088388 225 0.067498 1.6660 0.049952 1.7425 0.128511 1.0560
0.044194 961 0.019240 1.8107 0.013806 1.8552 0.062184 1.0473
0.022097 3969 0.005156 1.8999 0.003646 1.9209 0.030460 1.0296
0.011049 16129 0.001336 1.9482 0.000939 1.9575 0.015060 1.0162
6.1.2. The von Ka´rma´n equations. In this example, Ω = (0, 1)2 and u = v =
x2y2(1 − x)2(1 − y)2. Then the right hand side load functions are computed as
f = ∆2u− [u, v] and g = ∆2v+ 12 [u, u]. Table 2 shows the relative errors and orders
of convergence for the variables u and v. The table provides rates of convergence
close to quadratic in L2 and H1 norms, and linear in the energy norm for both the
variables.
Table 2. (GR/vK) Convergence results for the relative errors of u and v
h nu errD(u) Order errD(∇u) Order errD(Hu) Order
0.353553 9 1.049207 - 0.567835 - 0.582623 -
0.176777 49 0.214594 2.2896 0.167636 1.7601 0.267284 1.1242
0.088388 225 0.067946 1.6591 0.050446 1.7325 0.128565 1.0559
0.044194 961 0.019702 1.7860 0.014295 1.8192 0.062217 1.0471
0.022097 3969 0.005632 1.8068 0.004146 1.7858 0.030483 1.0293
0.011049 16129 0.001844 1.6109 0.001483 1.4828 0.015082 1.0152
h nu errD(v) Order errD(∇v) Order errD(Hv) Order
0.353553 9 1.051793 - 0.567587 - 0.582660 -
0.176777 49 0.213996 2.2972 0.166900 1.7659 0.267141 1.1251
0.088388 225 0.067275 1.6694 0.049707 1.7475 0.128485 1.0560
0.044194 961 0.019011 1.8232 0.013567 1.8733 0.062171 1.0473
0.022097 3969 0.004929 1.9474 0.003417 1.9894 0.030454 1.0296
0.011049 16129 0.001124 2.1325 0.000742 2.2036 0.015059 1.0160
6.2. Numerical results for Morley FEM.
6.2.1. Navier–Stokes equation. For the example considered in Section 7.1.1, the
errors and order of convergences are presented in Table 3. Observe that a linear
order of convergence is obtained for u in the energy norm, and quadratic orders of
convergence are obtained in piecewise H1 and L2 norms.
Table 3. (Morley/NS) Convergence results for the relative errors of u
h nu errD(u) Order errD(∇u) Order errD(Hu) Order
1.00000 5 0.0135922 - 0.027680 - 0.147997 -
0.50000 25 0.003499 1.9579 0.008910 1.6353 0.083508 0.8256
0.25000 113 0.000923 1.9225 0.002578 1.7890 0.042875 0.9618
0.12500 481 0.000246 1.9102 0.000720 1.8406 0.022240 0.9470
0.06250 1985 0.000063 1.9700 0.000187 1.9472 0.011261 0.9818
0.03125 8065 0.000016 1.9918 0.000047 1.9855 0.005650 0.9950
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6.2.2. The von Ka´rma´n equations. The results of numerical experiments for the
Morley ncFEM for the von Ka´rma´n equations are presented here, as the formulation
in this article is different from that in [2, 18, 19] (see Remark 2.1).
Example 1. In this example, choose the data as in Section 7.1.2. As seen in the
Table 4. (Morley/vK) Convergence results for the relative errors of u
and v, Example 1
h nu errD(u) Order errD(∇u) Order errD(Hu) Order
1.00000 5 8.560933 - 3.564432 - 2.585671 -
0.50000 25 2.204201 1.9575 1.145871 1.6372 1.461266 0.8233
0.25000 113 0.581424 1.9226 0.331537 1.7892 0.750127 0.9620
0.12500 481 0.154705 1.9101 0.092576 1.8405 0.389103 0.9470
0.06250 1985 0.039490 1.9700 0.024008 1.9471 0.197022 0.9818
0.03125 8065 0.009929 1.9918 0.006062 1.9855 0.098852 0.9950
h nu errD(v) Order errD(∇v) Order errD(Hv) Order
1.00000 5 8.564924 - 3.566189 - 2.586783 -
0.50000 25 2.204151 1.9582 1.145773 1.6381 1.461500 0.8237
0.25000 113 0.581494 1.9224 0.331586 1.7889 0.750404 0.9617
0.12500 481 0.154705 1.9102 0.092575 1.8407 0.389239 0.9470
0.06250 1985 0.039488 1.9700 0.024007 1.9472 0.197091 0.9818
0.03125 8065 0.009928 1.9918 0.006062 1.9855 0.098886 0.9950
Table 4, the order of convergence in the energy norm (resp. H1 and L2 norms) is
linear (resp. quadratic) for the displacement and Airy stress functions.
Example 2. Consider the L-shaped domain Ω = (−1, 1)2 \ ([0, 1) × (−1, 0]).
Choose the right hand functions such that the exact singular solution [13] in polar
coordinates is given by
u = v = (r2 cos2 θ − 1)2(r2 sin2 θ − 1)2r1+γgγ,ω(θ),
where γ ≈ 0.5444837367 is a non-characteristic root of sin2(γω) = γ2 sin2(ω), ω =
3π
2 , and gγ,ω(θ) = (
1
γ−1 sin((γ−1)ω)− 1γ+1 sin((γ+1)ω))(cos((γ−1)θ)−cos((γ+1)θ))
−( 1γ−1 sin((γ − 1)θ) − 1γ+1 sin((γ + 1)θ))(cos((γ − 1)ω) − cos((γ + 1)ω)). Since Ω
Table 5. (Morley/vK) Convergence results for the relative errors of u
and v, Example 2
h nu errD(u) Order errD(∇u) Order errD(Hu) Order
0.707107 33 2.826994 - 1.985957 - 1.758240 -
0.353553 161 0.874885 1.6921 0.623930 1.6704 0.984743 0.8363
0.176777 705 0.250204 1.8060 0.181811 1.7789 0.524270 0.9094
0.088388 2945 0.071856 1.7999 0.053249 1.7716 0.273319 0.9397
0.044194 12033 0.022050 1.7044 0.017351 1.6178 0.143736 0.9272
0.022097 48641 0.007491 1.5575 0.006560 1.4033 0.077744 0.8866
h nu errD(v) Order errD(∇v) Order errD(Hv) Order
0.707107 33 1.910146 - 1.293881 - 1.351562 -
0.353553 161 0.794724 1.2652 0.569137 1.1849 0.966468 0.4838
0.176777 705 0.229244 1.7936 0.167686 1.7630 0.527682 0.8731
0.088388 2945 0.064624 1.8267 0.047896 1.8078 0.275565 0.9373
0.044194 12033 0.019339 1.7406 0.015209 1.6550 0.144849 0.9278
0.022097 48641 0.006411 1.5929 0.005694 1.4175 0.078259 0.8882
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is non-convex, we expect only sub-optimal order of convergences in the energy, H1
and L2 norms. Table 5 confirms these estimates numerically.
7. Conclusion
This paper focuses on the HDM for an abstract semilinear fourth order system of
partial differential equations. The abstract model covers in particular the Navier–
Stokes equations in stream function vorticity formulation, and the von Ka´rma´n
equations. The HDM gives a generic analysis framework that simultaneously covers
several numerical schemes, such as conforming and non-conforming finite elements,
as well as schemes based on GR approaches. The convergence of the scheme is
established, using compactness techniques and without assuming any smoothness or
particular structure of the continuous solution. Numerical results on both Navier–
Stokes and von Ka´rma´n equations, using the Morley FEM or the GR approach that
are not available in literature, are presented.
The convergence analysis via error estimates is also proved in the HDM framework
(see [21, Section 3.5.2] for details) when this solution is regular, and a companion
operator, that maps the discrete space to the continuous space, can be designed with
approximation properties. This error estimates provide a linear order of convergence
for conforming FEMs in the energy norm. The construction of an appropriate
companion operator for the GR method is an ongoing work.
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Appendix A. Proof of the properties associated with ncFEMs and
GR Method
This section deals with the proofs of the properties associated with the ncFEMs
and GR methods stated in Theorems 4.5 and 4.6.
A.1. Non-conforming FEM. The preliminaries below are useful to prove the
convergence of the Adini and Morley HDM for non-linear equations.
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Let hσ denote the diameter of σ and for all w ∈ H1(M) (the broken Sobolev space
H1 on the mesh), define ‖·‖dG,M by
‖w‖2dG,M := ‖∇Mw‖2 +
∑
σ∈F
1
hσ
‖JwK‖2L2(σ).
Lemma A.1. [8, Theorems 5.3, 5.6] Let ℓ ≥ 0 be a non-negative integer. It holds
(i) [Discrete Sobolev embedding] For all vh ∈ Pℓ(M), ‖vh‖L4 . ‖vh‖dG,M.
(ii) [Discrete Rellich theorem] Let (Mhm)m∈N be sequence of regular triangular
or rectangular meshes, whose diameter hm tend to 0 as m → ∞. For all
m ∈ N, let vm ∈ Pℓ(Mhm). If (‖vm‖dG,Mhm )m∈N is bounded, then, for all
1 ≤ q < 2∗ (where 2∗ is a Sobolev exponent of 2), the sequence (vm)m∈N is
relatively compact in Lq(Ω).
(iii) [22, Lemma 6.2] Let w ∈ H1(M). If for all σ ∈ F there exists xσ ∈ σ such
that JwK(xσ) = 0, then ‖w‖dG,M . ‖∇Mw‖.
Lemma A.2. [10, 22] Let D be a HD for the Morley (resp. Adini) ncFEM in the
sense of Definition 3.2 (resp. Definition 3.3). Then,
∀vD ∈ XD,0, ‖ΠDvD‖ . ‖HDvD‖, ∀ξ ∈ H2(Ω;R2×2), WD(ξ) . h‖ξ‖H2(Ω;R2×2).
We now prove the four properties associated with the Morley and Adini ncFEMs.
Proof of Theorem 4.5. (i) The Morley element.
(i) Let vD ∈ XD,0. Since J∇DvDK = 0 at the midpoints of the edges, Lemma A.1(i)
and Lemma A.1(iii) lead to
‖∇DvD‖L4 . ‖∇DvD‖dG,M . ‖HDvD‖. (A.1)
The combination of this and Lemma A.2(i) prove CD . 1.
(ii) For ϕ ∈ H3(Ω) ∩H20 (Ω), the standard interpolant [6, 16] satisfies
‖Ihϕ− ϕ‖ . h3‖ϕ‖H3(Ω), ‖∇MIhϕ−∇ϕ‖L4 . h
3
2 ‖ϕ‖H3(Ω),
and ‖HMIhϕ−Hϕ‖ . h‖ϕ‖H3(Ω). (A.2)
Hence, selecting w ∈ XD,0 corresponding to the degrees of freedom of Ihϕ in the
definition of SD(ϕ) yields the result on consistency.
(iii) For all K ∈ M and for any σ ∈ FK , denote the unit vector normal to σ
outward K by nK,σ. An integration by parts shows∣∣∣∣
∫
Ω
(
∇DvD · φ+ΠDvDdivφ
)
dx
∣∣∣∣ =
∣∣∣∣ ∑
K∈M
∑
σ∈FK
∫
σ
(φ · nK,σ)ΠDvD ds(x)
∣∣∣∣. (A.3)
The proof of the result on ŴD then follows from a slightly modified version of [16,
Lemma 3.5]. However, for the sake of completeness, we provide a proof. Let V1 be
the space of all globally continuous piecewise linear functions and let Π1 : Vh → V1
be the interpolation operator such that Π1vh equal to vh at the vertices of all
triangle K, vh ∈ Vh. Then∑
K∈M
∑
σ∈FK
∫
σ
(φ · nK,σ)ΠDvD ds(x) =
∑
K∈M
∑
σ∈FK
∫
σ
P (vh −Π1vh) ds(x), (A.4)
where P = φ · nK,σ and vh = ΠDvD. Note that a change of variables yields∫
σ∈FK
P (vh −Π1vh) ds(x) = |σ|
∫
σ̂∈F
K̂
P̂ (v̂h − Π̂1v̂h) ds(x), (A.5)
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where K̂ is the reference finite element. The continuous trace inequality [8], the
discrete trace inequality [8, Lemma 1.46], an interpolation estimate [6] and Young’s
inequality show∣∣∣∣
∫
σ̂∈F
K̂
P̂ (v̂h −Π1v̂h) ds(x)
∣∣∣∣ . (|P̂ |0,K̂ + |P̂ |1,K̂)|v̂|2,K̂ ,
where | · |ℓ,K̂ denotes the seminorm on Hℓ(K̂), ℓ ≥ 0. Substitute the above estimate
in (A.5), transform from K̂ to K using |ψ̂|ℓ,K̂ . hℓ−1|ψ|ℓ,K for ψ ∈ Hℓ(K) ([6,
Theorem 3.1.2]), sum over all the edges and then use (A.4) to obtain∣∣∣∣ ∑
K∈M
∑
σ∈FK
∫
σ
(φ · nK,σ)ΠDvD ds(x)
∣∣∣∣ . (h‖φ‖ + h2‖∇φ‖)‖HDvD‖.
This in (A.3) reads∣∣∣∣
∫
Ω
(
∇DvD · φ+ΠDvDdivφ
)
dx
∣∣∣∣ . (h‖φ‖ + h2‖∇φ‖)‖HDvD‖.
The above estimate with Lemma A.2 leads to the required estimate on ŴD and
WD and thus establish limit-conformity.
(iv) Let a sequence um ∈ XDm,0 be such that (‖um‖Dm)m∈N is bounded. SinceJΠDmumK = 0 at the edge vertices, Lemma A.1(iii) and estimate (A.1) yield
‖ΠDmum‖dG,Mm . ‖∇Dmum‖ . ‖∇Dmum‖L4 . ‖HDmum‖. At the edge mid-
points J∇DmumK = 0 and consequently, Lemma A.1(iii) with w = ∇Dmum shows
‖∇Dmum‖dG,Mm . ‖HDmum‖. Use the fact that (‖um‖Dm)m∈N is bounded to
deduce (ΠDmum)m∈N and (∇Dmum)m∈N are bounded in the ‖ · ‖dG,Mm norm.
Lemma A.1(ii) then gives the relative compactness of (ΠDmum)m∈N in L
2(Ω), and
of (∇Dmum)m∈N in L4(Ω;Rd).
(ii) The Adini element.
(i) Since ∇DvD is continuous at the vertices of elements in M and ∇DvD vanish
at vertices along ∂Ω, J∇DvDK = 0 at the vertices. As a consequence, Lemma
A.1(i)-(iii) leads to ‖∇DvD‖L4 . ‖∇DvD‖dG,M . ‖HDvD‖. This and Lemma A.2
concludes that CD. 1.
(ii) The standard interpolant satisfies (A.2) and hence yields the desired estimate
on the consistency measure SD.
(iii) Any σ ∈ F is associated to a fixed orientation of the unit normal vector nσ on
σ. For K ∈ M and σ ∈ FK , set nσ := nK,σ. Apply integration by parts in each
cell to obtain∣∣∣∣
∫
Ω
(
∇DvD · φ+ΠDvDdivφ
)
dx
∣∣∣∣ =
∣∣∣∣ ∑
σ∈F
∫
σ
(φ · nσ)JΠDvDKds(x)
∣∣∣∣.
Here, the jump has been chosen in a compatible way with the orientation determined
by nσ. Since ΠDvD ∈ H10 (Ω)∩C(Ω), JΠDvDK = 0, which implies ŴD(φ) = 0. This
and Lemma A.2 yields an estimate on the limit-conformity measures, namely ŴD
and WD.
(iv) The compactness proof follows as for the Morley element using the fact thatJΠDvDK = 0 and J∇DvDK = 0 at the vertices. 
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A.2. Method based on GR operators. Recall the properties (P0) − (P5)
method based on GR operators associated with Section 3.1.3.
Lemma A.3. [10, Theorem 4.3] Let D be a HD in the sense of Definition 3.4 and
(Vh, Ih, Qh,Sh) satisfying (P0)–(P5). Let v ∈ XD,0. Then
(i) ‖∇(Qh∇v)‖ + ‖Qh∇v −∇v‖ ≤
√
2‖HDv‖,
(ii) ‖ΠDv‖ . ‖HDv‖,
(iii) ∀φ ∈ H2(Ω), ‖ΠDIhφ− φ‖ . h‖φ‖H2(Ω),
(iv) ∀ϕ ∈W , ‖∇(Qh∇Ihϕ)−∇∇ϕ‖ . h‖ϕ‖W and ‖HDIhϕ−Hϕ‖ . h‖ϕ‖W ,
(v) ∀ ξ ∈ H2(Ω;Rd×d), WD(ξ) . h‖ξ‖H2(Ω;Rd×d).
We can now prove the accuracy measures for the GR methods.
Proof of Theorem 4.6. (i) For v ∈ XD,0, since ∇Dv ∈ V dh ⊂ H10 (Ω;Rd), the
Sobolev embeddingH1(Ω) →֒ L4(Ω) and Lemma A.3(i) yield ‖∇Dv‖L4 = ‖Qh∇v‖L4
. ‖∇(Qh∇v)‖ ≤
√
2‖HDv‖. This estimate along with Lemma A.3(ii) show that
the coercivity measure CD . 1.
(ii) Let ϕ ∈ W ⊂ H3(Ω) ∩ H20 (Ω) and choose v = Ihϕ ∈ XD,0. A use of Sobolev
embedding H1(Ω) →֒ L4(Ω) and Lemma A.3(iv) leads to
‖∇Dv −∇ϕ‖L4 . ‖∇(Qh∇v)−∇∇ϕ‖ . h‖ϕ‖W . (A.6)
Thus, the consistency estimate on SD(ϕ) follows from (A.6) and Lemma A.3(iii)-
(iv).
(iii) For ξ ∈ H2(Ω;Rd×d), we have WD(ξ) . h‖ξ‖H2(Ω;Rd×d) from Lemma A.3(v).
Since ΠDv ∈ H10 (Ω) for all v ∈ XD,0, an integration-by-parts shows that ŴD ≡ 0.
(iv) Let a sequence um ∈ XDm,0 be such that (‖um‖Dm)m∈N is bounded. Since
ΠDmum ∈ H10 (Ω) and Qhm∇um ∈ H10 (Ω)d, a use of triangle inequality, the Poincare´
inequality and Lemma A.3(i) leads to
‖∇(ΠDmum)‖ = ‖∇um‖ ≤ ‖Qhm∇um‖ + ‖Qhm∇um −∇um‖
. ‖∇Qhm∇um‖ + ‖Qhm∇um −∇um‖ . ‖HDmum‖.
Since (‖um‖Dm)m∈N is bounded, it follows that (∇(ΠDmum))m∈N is bounded in
L2(Ω;Rd) and hence the standard Rellich theorem shows that (ΠDmum)m∈N is
relatively compact in L2(Ω). Note that ∇Dmum = Qhm∇um ∈ H10 (Ω)d. From
Lemma A.3(i), ‖∇Qhm∇um‖ ≤ C‖HDmum‖. Thus, the Rellich and Sobolev
imbedding theorems yield the required compactness property of (∇Dmum)m∈N in
L4(Ω;Rd). 
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