People utilize eye gaze as an important cue for monitoring attention and coordinating awareness. This study investigates how remote pairs make use of a graphical representation of their partner's eye-gaze during a tightly-coupled collaborative task. Our results suggest that reproducing shared gaze in a remote collaboration setting makes pairs more accurate when referring to linguistically complex objects by facilitating the production of efficient forms of deictic references. We discuss how the availability of gaze influences coordination strategies and implications for the design of shared gaze in remote collaboration systems.
INTRODUCTION
It is increasingly common to use Internet-based technologies such as video-mediated communication systems, shared display groupware, and telepresence systems for remote collaboration. Popular accounts of these systems often portend the death of distance and promote notions of equitable access to resources such as online education or remote medical assessments. However, current scholarship paints a more complex picture. Challenges arise when collaborative tools are developed without a thorough understanding of the ways in which groups coordinate their activities. For example, failure to consider the visual context of an interaction can result in systems that impair a pair's ability to establish mutual understanding and effectively collaborate [8] .
In this paper we examine shared gaze and its importance for coordinating interaction. We explore the role it plays in attention and collaborative work, and examine its potential as a design feature for remote collaboration systems.
BACKGROUND
When pairs collaborate in face-to-face settings they rely upon views of others' actions to coordinate their interactions [13, 14] . Access to shared visual information is particularly useful for establishing situation awareness [7] (i.e., assessing the current state of the task and planning future actions) and conversational grounding (i.e., supporting the conversation around a joint activity and providing evidence of mutual understanding) [5, 10] . In other words, pairs better coordinate because they can monitor task state, deliver timely statements and clarifications, and efficiently and unambiguously refer to task objects. Shared gaze, or the ability to see where a partner is looking, is a critical feature for coordination because it provides evidence of an individual's allocation of attention. Monk and Gale [15] demonstrated that seeing where a partner was looking was more effective than simply seeing a partner's face. Vertegaal and colleagues [19] showed how gaze behavior could be used to better understand attention during group conversations [cf. , 17] . Pairs also use their partner's gaze to help disambiguate similar objects [11] .
In response to these findings, researchers have begun to develop dual eye-tracking techniques that track and display both partners' eye gaze [3, 4, 12] . Studies have shown that pairs are more efficient and faster at finding a target when their partner's gaze cursor is displayed on their workspace [2, 16] . Shared gaze can also increase learning gains for students discussing complex diagrams [18] , and it has been shown to serve as an effective referential pointer [1] .
THE CURRENT STUDY
In this paper we are interested in understanding how shared gaze can be used as a collaborative resource, and we examine this in three different settings: co-located, remote with shared gaze, and remote without shared gaze. The colocated condition serves as a baseline for performance comparison with the remote setups that examine a shared visual space with and without shared gaze. Prior work suggests that the benefits of shared visual feedback depend upon task and object features [10] . Therefore, we also manipulate the lexical complexity and discriminability of the objects because it has been shown that visual feedback is particularly useful when referential grounding is difficult.
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Deictic references phrases that use the deictic terms "this," "that," "there," or other related terms to describe a piece.
"You grab that piece, and I'll grab the corresponding piece." Acknowledgment phrases such as "okay," "yeah," and/or repetition of the previous speaker's words.
S1
: "This one?" S2: "Yeah" Table 1 . Coding scheme and examples.
Apparatus
We use two Eyetribe remote eye trackers and two 20" Dell monitors with wireless mice. The eye trackers capture the gaze patterns of each participant and our software sends the coordinates to the partner's display to be visually represented with an eye cursor ( figure 3) . We sample at a rate of 30Hz and participants are calibrated to an accuracy between .5 and 1 degree of visual angle. The task is locally networked to mirror all actions on each display.
Natural eye movements and fixations are sporadic, and without correction can lead to overly jittery shared gaze streams. We implemented a real-time smoothing function to reduce the distracting local eye movements that occur around fixations. We iteratively applied a velocity based saccade detection method to determine an appropriate threshold for the smoothing function (following [6] ). For every new gaze coordinate, the function first calculates the speed of gaze movement (distance from current gaze to the previous one divided by time). If the speed of the gaze is smaller than 1.5 pixels per second, the cursor will not move from the current location. If the speed of the gaze is larger than 1.5 pixels per second, the cursor will move to the new coordinates. The smoothing function is as follows:
RESULTS
The degree of shared gaze did not exhibit a main effect on the accuracy score, F(2, 32.7) = 0.88, p = .43; however, this was masked by a significant interaction between the degree of shared gaze and linguistic complexity, F(2, 34.1) = 3.35, p = .047, (figure 4). The interaction reveals little difference in score when the pieces are easy to describe with language (all p's > .05). However, when the task objects are linguistically complex, the pairs perform better in the co-located than the no shared gaze condition (F(1, 56)=5.02, p = .029). The shared gaze condition was not found to be different from either the co-located or the no shared gaze conditions (both p's > .05). To summarize, when the task objects are easy to describe with language, collocation and shared gaze make little difference. However, when the task objects are linguistically ambiguous, colocation performs better than no shared gaze, while the results for shared gaze are inconclusive.
We also examined completion time, which is important for tasks that may exhibit a speed-accuracy tradeoff. The degree of shared gaze had an effect whereby the pairs were fastest to complete the puzzle when they were in the colocated condition (M = 176.4s SE = 11. Further analysis of the conversations suggests that participants used the gaze cursor to attract attention to a specific piece or compare multiple pieces without needing to use descriptive language. For example, in figure 5 , Subject A uses their gaze to indicate two pieces (line 1-2), and Subject B follows their gaze and is able to correctly identify and Participants were also able to coordinate by indicating with both gaze and language to ground on the pieces. For example, in figure 6 , Subject B uses their gaze cursor to signal back to Subject A and confirm that they are looking at the same piece (line 2). This requires both participants to explicitly mention and acknowledge each other's gaze.
Participants also used the gaze cursor to circumscribe the referential domain [14] . The gaze cursor allows participants to highlight a particular sub-region of the screen and then use more general features to describe a specific piece. For example in figure 6 , Subject B, maintains their gaze to indicate the piece and uses generic features to clarify that they are looking at the same piece (line 4).
Problems with Gaze
Shared gaze was not entirely beneficial. In fact, it becomes problematic when the eye-tracking is even slightly misaligned. When this occurred participants sent mixed signals to their partner by describing one piece while appearing to be looking at a different piece. For example, in figure 7 , Subject A tries to communicate with Subject B about two pieces but their gaze cursor is misaligned and the pair are not aware they coordinated on different pieces.
Participants were also reluctant to use the gaze cursor because of the nature of gaze itself. Sporadic eye movement can be difficult to interpret and potentially distracting. In the following excerpt, Subject A tries to use the gaze cursor to indicate a piece but Subject B cannot interpret the signal. In this case the gaze cursor is a distracting feature that requires more effort than it is worth.
DISCUSSION
The addition of shared gaze in remote collaborative work allows pairs to coordinate and use strategies similar to colocated practices. In this study we see that pairs are more accurate with linguistically complex objects when they are co-located as compared to when they are remote without shared gaze, while the results for the shared gaze condition are inconclusive. However, a detailed content analysis reveals that pairs use efficient deictic references and acknowledgements of behavior when gaze is shared compared to when it is not. The most explicit benefits of the gaze cursor occur when it is used as a pointer to highlight areas of interest or compare pieces, especially when the visual space or objects being discussed are lexically complex. Additionally, gaze information was used to signal between participants to confirm and clarify points of confusion and facilitate agreement before piece selection.
Designing shared gaze for remote tasks has a number of constraints resulting from the fact that eye trackers do not always provide a reliable track and as a result can misrepresent where people are looking. However, attempting to maintain accuracy by providing feedback to the gaze sender is not effective because it can produce a feedback loop that causes people to follow their own cursor.
Another challenge exists in that gaze is typically a subtle cue in co-located work, while in contrast, when gaze is shared digitally the constant movement and lack of intentional signaling can be disruptive and confusing. This may be a result of our task design; in search tasks [2] gaze information has a defined role that has been shown to facilitate coordination when shown continuously. However, in a highly interdependent task without a leader -follower distinction [18] , attending to gaze was primarily beneficial when it was used purposefully.
Finally, future avenues for the design of shared gaze should consider how often gaze information should be displayed and when. For example, shared gaze was primarily useful when participants made directed intentional eye movements by staring at a region of interest for an extended period of time. A form of selective shared gaze could reduce some of the distracting aspects of a continuous gaze stream [cf., 17].
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