Abstract-This paper proposes a new approach for estimating the failure time distribution using the indicator data. The indicators, which are checked by periodic inspection of a standby redundant system, only convey whether at least one failure occurs per interval. The estimation procedure first obtains the estimation of the forward recurrence time using the indicator data. Then the mean is estimated based on its relationship with the forward recurrence time. And the estimation of the sampled Cdf is thus derived based on its relationship with the forward recurrence time and the mean. Finally, the Cdf function is estimated using interpolation method. The simulation results showed that the estimation method performed well for the four Weibull distributions.
Periodic inspection is one of the most common testing or maintenance activities, which are basically designed for estimating or improving the reliability of a system [1] , [2] , [3] , [4] . With the purpose of detecting failures, periodic inspection is typically undertaken regularly at a constant rate while the system is continuously operated. That means the system is not interrupted by the failures, thereby the inter-failure times are not impacted by the inspection activities. Compared with continuous inspection, the failures can be detected not immediately but only at the next inspection once they occur. In other words, there is some delay between the real occurrence of a failure and its detection.
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The uninterruptibility of the system is ensured at least in two cases:
• The system has enough redundancy so that upon failure of one component in function, the backup is automatically activated as a replacement in a negligible amount of time. Such redundant systems were well studied and documented [5] , [6] , [7] .
• The system has components with hidden or soft failures. While so-called hard failures make the system stop functioning as soon as they occur, the system can continue to operate when one or more soft failures take place. Those components with soft failures include protective components, standby components, and secondary components, which do not carry out the main functions of a system [8] , [9] .
Despite of the uninterruptibility of the system, the consumption of redundant components or the presence of components with soft failures, if accumulated over time and not detected nor addressed, can still eventually reduce the performance or even break the operation of the system. For example, the system may fail if the redundant components are used up, or the number of components with soft failures amount to a certain threshold. So periodic inspection are performed to detect andor rectify the failures and to ensure that the system is safe and reliable. Typical rectification efforts taken by periodic inspection includes remedying the loss of redundancy and fixing the components with failures.
A strong assumption on the data provided by periodic inspection would be the count data, number of failures per interval. Dattero and White [10] proposed an estimation approach based on periodic inspection of the count data. However, the count data is not always known or provided in periodic inspection. In a wide diverse of systems, there is no failure counter dedicated for the inspection. Some inspections, especially those performed passively or by outsiders, are much like black-box testing where only limited or even minimum information about failures can be retrieved. This paper considers an indicator on which the estimation of the failure-time distribution is based. The indicator only tells whether one or more failures occur per interval rather than the exact number of failures. The data provided by indicator may be most readily available for the monotonically evolved parameters of a system. For example, since the accumulated failure repair time of a system is non-decreasing, a change in the accumulated failure repair time from the previous inspection would serve as the indicator that there is one or more failures in the interval (but Fig.1 , where the i + 1 th, i + 2 th, and i + 4 th inspections observe an increase in the accumulated failure time caused by one, two, and one failure(s) respectively. By comparison, the i + 3 th inspection finds no change in the accumulated failure time in Fig.1 , indicating no failure occurs between the i + 2 th inspection and the i + 3 th inspection.
The incapability of obtaining the number of failures may result from the privacy concerns or the lack of continuous inspections. Some systems ensure the privacy of their operations by leaking a minimum information where some sensitive data such as the number of failures are kept private and unavailable for outsiders. Some systems cannot afford the cost of continuous inspections so that the failures are not one-byone thoroughly identified and counted.
This paper provides an estimation method using periodic inspection of indicators. Based on the indicator function of failures observed at fixed time intervals, the failure-time distribution is estimated.First,the estimation process is formally developed. Then the estimation procedure is stated. Finally, the performance of the estimation method is assessed using simulated data for various Weibull distributions.
II. PROBLEM DEFINITION Assumptions:
• There is a stationary renewal process.
• The inter-event times are i.i.d. random variables.
• Data are collected on a standby redundant system over a fixed number of collection intervals.
• The goal is to find an estimator for the Cdf of inter-event times. The equation for the stationary renewal process to be estimated is [11] F
III. ESTIMATION PROCEDURE Given (l), a reasonable estimator for F (x) would seem to be:
In developingF , difficulties arise, however, because only event occurrence for each interval is known; neither the actual interevent times X l , X 2 , ... nor the event counts for each interval are known.
A. Estimator for µ, g( * ), G( * ), G( * ) at kt
If the event counts for each interval are known, the mean inter-event time, µ, can be straightforwardly estimated by dividing the total period, T , by the sum of the observed event counts. However, independently estimating µ is more much difficult, since the event counts for each interval are not known. So estimating µ may not be fully decoupled from estimating g(x). Instead this paper estimates µ and g(x) simultaneously. The associated Sf is assessed at kt as these are the only points where the data provide useful information. The Sf, G( * ) is first estimated using
Notation:
proportion of time no events are reported over k consecutive intervals each of length
The estimator Π(kt) has at least three desirable properties:
• It is an unbiased estimator (even though the B k (i) terms are not s-independent, the mean value of the sum is still equal to the sum of the mean values of each B k (i) term and E{B k (i)}=Pr{W > kt} for all i)..
• It has a recursive method of calculation (since
• It is monotonically nonincreasing in k.
For formal proofs of these properties and some more esoteric results, see [12] . The g(kt) is estimated using the centered difference equation to estimate a derivative for k = 1, 2, ..., K − 1:
since these properties hold for g(x). To ensure: lim x→∞ĝ (x) = 0, the K is usually chosen in such a way thatp (2) is not necessarily monotonic. Therefore, F (kt) is estimated using
Using this procedure ensures that the sequencẽ F (t),F (2t), ...,F ((K − 1)t) is monotonically nondecreasing and that 0 ≤F (kt) ≤ 1, k = 1, 2, ..., K − 1. According to (4), we need to deriveĝ(0) in order to havê µ. We have
which can be written as
The integrals in (9) can be estimated usingĝ(kt)
Sinceĝ(kt) = 0, for k = K − 1, K, ..., we have
Soĝ(0) can be derived from the followinĝ
ThenF (kt) can be estimated per (2).
B. Estimator for g( * ), G( * ), G( * ) at x
The final step in the procedure is the estimation of this function for x > 0, but x = t, ..., (K − 1)t. The recommended procedure is linear interpolation so that for (k − 1) < t < kt:
(13) Linear interpolation has the advantages of simplicity and ease of use. However, any other interpolation method can be used, providing it gives a monotonic estimate of F (x).
C. Algorithm
For the sake of clarity, we give an algorithm that pulls together the segments discussed above and given in (2) -(12). 1. CALCULATE
IV. PERFORMANCE EVALUATION
While the most desirable evaluation is based on the closed form analytic results of the estimation method, the complexity of the joint distributions involved in the proposed estimation procedure makes it hard to derive the closed form expression. For example, few closed form analytic results are readily available for the joint distributions of the indicators. The computation ofĝ(kt) andF (x), especially when compound with the indicators, adds to the complexity.
Since the statistical complexity of the proposed estimation procedure results in the hardness of the closed form analytic evaluation, we rely on Monte Carlo simulation for evaluations. The Weibull distribution has a variety of distribution shapes and wide use in reliability studies. So we choose four Weibull distributions in the simulations, among which one special case is the exponential distribution. As illustrated in Table 1 , the four Weibull distributions all have their means around 1. For each of the four distributions, we generated 1000 independent runs of event epochs. For each run, estimates were made for periods T of 50, 100, 500, 1000. Each period T was sectioned into periodic intervals of fixed length t of 0.1, 0.2, 0.5, 1 and the indication data t for each interval were recorded. We obtained the Cdf estimation for each run, for each period of length T , and for each interval of length t.
The performance metric used was the maximum absolute distance between the estimated Cdf and actual Cdf, |F (x) − F (x)|. Thus, in cases where the measure is small, the estimation procedure closely approximates the actual Cdf. As the intermediate result of the final estimation, the estimated mean may also serve as a parameter interested and desired in many cases. So we also used the absolute distance between the estimated mean and actual mean, |μ − µ|, as the other performance metric. When this measure is small, the estimation procedure successfully approximates the actual mean. Table 2 summarizes the means of the maximum absolute Cdf differences for the various combination of run length, T , and t for each of the distributions. In general, we can see that the estimation method shows good performance for all combinations of setting. Distribution (1) and Distribution (2) have similar best performance (Distribution (1) is better for some settings and Distribution (2) is better for the other settings). The estimation method performed worst for Distribution (4) . The explanation may be that the estimation method is relatively less favorable for distributions that have high probability mass concentrated in a small interval. This comparative performance fall is caused by two operations in the estimation procedure: 1) the derivation ofĝ(0) (thus µ) based onĝ(kt) assuming that the integral of the probability distribution of the forward recurrence time can be approximated usingĝ(kt); 2) the linear interpolation which is a sub-optimal interpolation method for some distributions. In Table 2 , we can observe the performance degrade with the increase of the interval t for most of the results. This seems accord with our intuition because more detail is lost for a longer interval. Another finding is that the increase of the observation period T contributes to some improvement of estimation. This also matches our intuitive expectations that more samples facilitates a higher accuracy of estimation. However, a smaller value of t does not always provide a better estimate. For example, Distribution (2) shows a better estimate for t = 0.2 than for t = 0.1 when the observation period T is small. The reason of this anomaly mainly lies in the errors introduced by estimating the integral of the probability distribution of the forward recurrence time usingĝ(kt) and the sub-optimality of the linear interpolation. The performance of linear interpolation varies for different distributions, so there is some space of improvements if some prior knowledge about the shape of the underlying distribution is known and better interpolation methods can be found accordingly. Another anomaly is no performance improvement with the grow of T in Distribution (3). This phenomena also results from estimating the integral of the probability distribution and the linear interpolation. Table 3 summarizes the absolute mean differences for the various combination of run length, T , and t for each of the distributions. In general, the estimation method performs well for the mean estimation. In terms of the average performance, smaller sampling interval t and longer observation period T both help to enhance the performance. Like the Cdf estimation, some anomalies can be found because of the errors introduced by estimating the integral of the probability distribution of the forward recurrence time usingĝ(kt). V. CONCLUSION This paper proposed a new approach for estimating the failure time distribution using the indicator data obtained by periodic inspections. Simulations showed that the estimation method performed well for the four Weibull distributions. The proposed estimation method can be applied in the system testing or maintenance practices where only the indicator data rather than any more details are available or desired.
