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Résumé – La plupart des algorithmes du traitement d’antennes ont été développés avec l’hypothèse de sources ponctuelles situées en champ
lointain. Certaines applications physiques n’obéissent pas à cet hypothèse, ainsi l’extension angulaire en champ proche doit être prise en compte
dans le modèle. Dans ce papier, on propose un modèle généralisé pour la caractérisation des sources ayant une extension angulaire dans un champ
proche. Nous proposons ensuite un algorithme d’estimation conjointe de la direction d’arrivée nominale, de la dispersion angulaire autour de cette
direction et de la distance séparant la source de l’antenne. La méthode est basée sur une généralisation de l’estimateur MUSIC sur le principe de la
minimisation d’un produit scalaire entre un vecteur fonction du vecteur directeur et le vecteur propre bruit de la matrice de corrélation. Nous
comparons notre méthode avec un estimateur MUSIC conventionnel (source ponctuelle en champ proche). Les résultats montrent que le nouvel
estimateur est plus performant en réduisant l’erreur quadratique moyenne des estimés pour les sources distribuées en champ proche. L’estimateur
proposé est comparé avec la borne de Cramer-Rao (BCR).
Abstract – Most algorithms in array signal processing have been developed with the assumption of point sources in far field. Meanwhile, many
physical applications doesn’t satisfy these conditions and the angular extension in near field must be considered in modeling the sources. In this
paper we propose a generalized model for the characterization of sources with angular extension in near field. Then we derive a joint estimation
algorithm for the main direction of arrival, the angular dispersion around this direction and the distance between the array and the sources. The
method is based on minimizing a scalar product between a vector derived from the steering vector and the noise eigenvectors from the correlation
matrix. We compare our method to the conventional (point source in near-field) MUSIC algorithm. Results show that the new method outperforms
the MUSIC algorithm by reducing the mean square error of the parameters estimates for scenarios of distributed sources in near-field. The new
method is compared with the associated Cramer-Rao bound (CRB).
1 Introduction
Dans le domaine du traitement d’antennes, les méthodes d’es-
timation des directions d’arrivées ont majoritairement été dé-
veloppées en supposant que les sources émettrices ou réver-
bérantes étaient ponctuelles et lointaines et que les ondes se
propageaient jusqu’à l’antenne suivant un seul trajet. Pourtant,
dans de nombreuses applications comme les communications
sans fils, le radar, le sonar ou encore la localisation des sources
acoustiques, l’extension spatiale et l’effet de la dispersion angu-
laire ne peuvent pas être ignorés.
Suivant la nature des réflexions ou des diffusions des ondes
dans les différents exemples, les composantes des signaux ar-
rivant des différentes directions peuvent être plus ou moins
corrélées. Un modèle de sources spatialement distribuées qui a
largement été repris par les auteurs ayant travaillé sur ce sujet est
donné dans [1]. Ces sources sont modélisées par une dispersion
angulaire continue.
Par contre à notre connaissance, il n’existe pas des travaux
prenant en compte à la fois le caractère distribué des sources
et le caractère champ proche de la propagation. Or, ce carac-
tère d’étalement spatial sera d’autant plus important à prendre
en considération que les sources seront proches de l’antenne.
C’est pourquoi, ici, nous proposons, d’une part, de générali-
ser le modèle de [1] au cas du champ proche et, d’autre part,
de développer une méthode d’estimation conjointe de la direc-
tion d’arrivée nominale, de la dispersion angulaire autour de
cette direction nominale et de la distance source-antenne. Notre
approche est motivée par une application de localisation des
sources aéroacoustiques sur la carrosserie des voitures pour per-
mettre aux constructeurs de diminuer la gêne occasionnée par
le bruit aérodynamique.
L’organisation du papier est la suivante. Dans la section 2 on
introduit le modèle des sources distribuées situées en champ
proche. La section 3 présente le nouvel estimateur proposé
pour la localisation des sources spatialement distribuées en
champ proche. Finalement les performances de l’algorithme
proposé sont étudiées et comparées à un MUSIC-2D à travers
des simulations numériques.
2 Modèle
On considère un réseau linéaire et uniforme (ULA : Uni-
form Linear Array) de M capteurs, séparés par une distance
inter-capteurs d = λ/2. On dispose de q sources distribuées
spatialement, à bande étroite et situées en champ proche. Les
sources et les capteurs étant dans le même plan, le vecteur M×1
des signaux mesurés par lesM capteurs en bande de base s’écrit
x(t) = [x1(t), ..., xM (t)]
T , où (.)T indique l’opérateur trans-
position. Dans le cas des sources distribuées en champ lointain,
les auteurs de [1] ont proposé un modèle que nous étendons au







a(φ, ri)vi(φ, θi,∆i, t) dφ+ n(t). (1)
vi(φ, θi,∆i, t) modélise la distribution angulaire du signal de la
i-ème source. θi est l’angle nominal d’arrivée de la source et ∆i
représente la dispersion angulaire. n(t) est le vecteur M×1 de
bruit généré par les capteurs, supposé blanc, additif et gaussien.
Le vecteur directionnel a(φ, r), de dimension M×1, représente
la réponse du réseau en champ proche pour une source située
dans une direction φ et une distance r.
Dans le contexte du champ proche, il faut tenir compte de la
sphéricité des ondes. Par conséquence, le retard τm de propaga-
tion du signal, entre un capteur m et le capteur de référence (le






r2 +m2d2 − 2md sin(φ)r − r). (2)
L’équation (2) peut être simplifiée en supposant que la source est
située dans la zone de Fresnel. Afin de vérifier cette condition,
la distance entre la source et le réseau de capteurs doit vérifier









Alors, suivant cette supposition, le retard dans (2) peut être
exprimé par ([2], [3]) :











où O(d2/r2) indiquent les termes d’ordre égal ou supérieur à
d2/r2 et peuvent être négligés. Pour d = λ/2, la composante
m+ 1 du vecteur directionnel a(φ, r) s’écrit sous la forme :
am+1(φ, r) = exp
(





Dans la suite on considère le modèle des sources distribuées co-
hérentes proposé dans [1]. On suppose alors que tous les signaux
provenant des différentes directions de la source distribuée sont
cohérents entre eux et que la distribution angulaire est invariante
en fonction du temps. On peut écrire [1] :
vi(φ, θi,∆i, t) = si(t)hi(φ, θi,∆i), (6)
où si(t) représente le signal complexe aléatoire de la source i
et hi(φ, θi,∆i) représente la fonction déterministe qui reflète la
distribution angulaire spatiale. Les sources sont supposées dé-
corrélées entre elles. Le modèle des q multi-sources distribuées









a(φ, ri)hi(φ, θi,∆i) dφ, (7b)
avec ci(θi,∆i, ri) le vecteur obtenu en intégrant le produit
du vecteur directionnel en champ proche et de la fonction de
répartition spatiale pour la ième source hi(φ, θi,∆i). Les échan-
tillons des signaux et du bruit sont modélisés par des variables
aléatoires, complexes, gaussiennes, indépendantes entre elles
et centrées. Les signaux et le bruit sont supposés décorrélés, de
même les sources vi(φ, θi,∆i, t) sont décorrélées entre elles.
Avec les hypothèses précédentes, la matrice de corrélation
des signaux à la sortie du réseau est donnée par :
Rxx = E[xx
H ] = CSCH + σ2nI, (8)
où les composantes colonnes de la matrice C sont les vecteurs
ci(θi,∆i, ri) pour i = 1, ..., q. S est la matrice de corrélation
des sources dont l’élément sij = E[sis∗j ] et σ
2
n est la variance
du bruit. Si les sources sont décorrélées S est diagonale. Pour
l’estimation de la matrice Rxx on utilise l’estimateur suivant à









Un nouvel estimateur pour la localisation des sources dis-
tribuées en champ proche : il s’agit d’une extension de l’algo-
rithme "Distributed Signal Parameter Estimator" (DSPE). Il
sera nommé NF-DSPE ("Near Field - DSPE").
L’espace des observations peut être décomposé en deux sous
espaces, signal et bruit. En, une base du sous-espaces des vec-
teurs bruits, est formée par les M − q vecteurs propres de Rxx
associés aux M − q valeurs propres les plus petites. Puisque
le sous-espace bruit est issu de la décomposition en éléments
propres de la matrice de corrélation alors CEn = 0. L’estima-
teur généralisé de MUSIC, NF-DSPE, revient à minimiser la
norme du produit entre En et un vecteur d’analyse c(θ,∆, r),
ce qui revient à chercher les maxima du critère suivant :
SNF-DSPE(θ,∆, r) =
1
cH(θ,∆, r)En EHn c(θ,∆, r)
. (10)
L’expression dans (10) ressemble au spectre de l’algorithme
MUSIC, la différence se présente avec le vecteur d’analyse
c(θ,∆, r) au lieu du vecteur a(θ).
L’estimateur NF-DSPE sera comparé à un estimateur ne pre-
nant pas en compte la dispersion des sources, il sera nommé ;
"Near Field Estimator" (NFE). Il s’agit d’un algorithme MUSIC-
2D pour la localisation des sources ponctuelles en champ proche.
Il consiste a estimer la direction d’arrivée θ de la source et la
distance r définie entre le réseau et la source par :
SNFE(θ, r) =
1
aH(φ, r)En EHn a(φ, r)
. (11)
Cet estimateur consiste à minimiser la norme du produit entre
l’espace des vecteurs bruit En, issu de la décomposition en élé-
ments propres de la matrice de corrélation Rˆxx des observations,
et le vecteur directionnel en champ proche a(φ, r).
4 Résultats numériques
Pour étudier les performances du nouvel estimateur proposé,
NF-DSPE, on calcule l’erreur quadratique moyenne (EQM) des
différents paramètres à estimer θi,∆i et ri. Pour cela on prend
une configuration avec une source distribuée en champ proche
et un réseau de M = 20 capteurs, l’espacement inter-capteur
d = λ/2. On suppose que les sources sont distribuées d’une
manière cohérente dans l’espace avec une fonction de répartition








où Ki est un facteur de normalisation, θi représente l’angle
d’arrivée nominal de la source et ∆i représente la largeur d’ex-
tension à 3 dB de la source i.


















FIGURE 1 – EQM de l’estimé θˆ fonction de RSB. Position de la
source θ1 = 10◦, r1 = 25λ and ∆1 = 10◦.
Pour comparer les performances de l’estimateur NF-DSPE et
de l’estimateur NFE, la configuration qui consiste en une source
avec les paramètres θ1 = 10°, ∆1 = 1° et r1 = 25λ la distance
séparant la source du réseau. Une simulation de Monte-Carlo
de 500 réalisations indépendantes avec L = 500 observations a
été réalisée.
On compare la variation de l’erreur quadratique moyenne
(EQM) en fonction du RSB sur la fig.1, fig.2 et fig.3 pour les
deux estimateurs définis précédemment. Il est clair que NF-
DSPE fournit une estimation plus précise que NFE pour les
deux estimés θˆ et rˆ. L’erreur quadratique moyenne de l’estima-
teur proposé décroît asymptotiquement avec le RSB pour les
trois paramètres (voir fig.1, 2 et 3). L’estimateur proposé four-
nit une localisation précise des sources distribuées en champ
proche, puisqu’il tient compte de leurs étalement spatial, au
contraire la précision du NFE est limitée notamment pour des
RSB importants car il ne prend pas en compte la dispersion angu-
laire des sources. De plus on remarque que le nouvel estimateur
atteint la borne de Cramer-Rao (BCR).
















FIGURE 2 – EQM de l’estimé ∆ˆ fonction de RSB. Position de
la source θ1 = 10◦, r1 = 25λ and ∆1 = 10◦.
















FIGURE 3 – EQM de l’estimé rˆ fonction de RSB. Position de la
source θ1 = 10◦, r1 = 25λ and ∆1 = 10◦.















FIGURE 4 – EQM de l’estimé θˆ fonction de ∆ pour RSB= 0 dB.
Position de la source θ1 = 10◦, r1 = 25λ.














FIGURE 5 – EQM de l’estimé ∆ˆ fonction de ∆ pour RSB= 0
dB. Position de la source θ1 = 10◦, r1 = 25λ.
Fig.4, fig.5 et fig.6 montrent la variation de l’EQM en fonc-
tion de la dispersion spatiale de la source. Le RSB est fixé à 0
dB, l’erreur quadratique croît en fonction de la dispersion de la
source. Ce qui implique que la localisation des sources, présen-
tant un étalement angulaire de plus en plus important, devient
moins précise. Néanmoins, l’écart entre les deux estimateurs
augmente pour une dispersion plus importante (fig.4, fig.5). En
effet lorsque la dispersion est faible la source peut être assimilée
à une source ponctuelle, l’intérêt de l’estimateur NF-DSPE est
donc limité, contrairement au cas où la dispersion angulaire est
importante.


















FIGURE 6 – EQM de l’estimé rˆ fonction de ∆ pour RSB= 0 dB.
Position de la source θ1 = 10◦, r1 = 25λ.
5 Conclusions et perspectives
Dans ce papier, on a étendu un modèle pour les sources
distribuées en champ lointain dans un contexte de champ proche.
Le modèle prend en compte la dispersion angulaire en champ
proche, ainsi l’approche peut aisément être généralisée avec
une dispersion sur la distance. Un estimateur MUSIC généralisé
a été proposé pour la localisation de ces sources. Les études
de performances nous montrent l’intérêt de prendre en compte
le modèle de dispersion pour l’estimation. Les travaux à venir
consistent à étudier et améliorer la robustesse de la méthode
vis-à-vis d’autres fonctions de dispersion angulaire.
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