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1. Introduction
This paper is concerned with the mixed initial–boundary value problem of Neumann type for the nonlinear elastic wave
equation outside a domain. Let Ω be a suﬃciently smooth and compact hypersurface in R3. Consider the following exterior
problem for the nonlinear hyperbolic system of second order (cf. [1] and [2]),
∂2t u
i −
3∑
j,k,l=1
aijkl(∇u)∂ j∂luk = 0, i = 1,2,3, (1.1)
where A = (aijkl(∇u)) stands for the elastic tensor, and
aijkl(I) = λδi jδkl + μ(δikδ jl + δilδ jk),
where I stands for the unit matrix, and constants λ,μ stand for the Lamé constants which are not functions of ∇u. We
assume that μ > 0, λ+μ > 0. u = (u1,u2,u3) = u(t, x) is the displacement of a homogeneous hyperelastic material without
the action of external force. In this paper, we denote: ∂t = ∂∂t , ∂i = ∂∂xi , ∂ = (∂t , ∂1, ∂2, ∂3), i = 1,2,3.
The local existence in time of solutions of nonlinear wave equations is already known in [3] and [4]. Y. Shibata and
Y. Tsutsumi in [5] proved the local existence of solution for the initial–boundary value problem of fully nonlinear wave
equation. The local existence of the Cauchy problem for the nonlinear elastodynamic system is investigated in [7] and [8].
The almost global existence of the Cauchy problem for the nonlinear elastodynamic system with small initial data is proved
in [9,10] and [11]. The global existence of the Cauchy problem to this system with small initial data is derived in [12] and
[13]. The local existence of the Dirichlet problem for the nonlinear elastodynamic system inside a domain is proved in [14]
by energy method.
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some quasilinear hyperbolic systems of 2nd order. Jie Xin in [15] prove the local existence of solutions for the mixed initial–
boundary value problem of Dirichlet type for the nonlinear elastodynamic system outside a domain. In this paper, we deal
with the Neumann type. In Section 2, we give the existence of solutions for the exterior problem of linear elastodynamic
system. To get this result, we prove the existence of solutions for the second order linear hyperbolic system with variable
coeﬃcients (in Sobolev spaces) outside of a domain by using linear evolution operators and integro-differential equations. In
Section 3, we prove the local existence of the Neumann problem for the nonlinear elastodynamic system outside a domain
by iteration.
For the coeﬃcients to the system (1.1), we assume that they satisfy with the positive-deﬁnite conditions, that is, in the
variable range of F in its argument, there exists a positive constant α > 0 such that
3∑
i, j,k,l=1
aijkl(F )eijekl  α|E|2,
for any symmetric matrix E = (ei j), where |E|2 =∑3i j=1 e2i j .
We consider the following problem⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂2t u
i =
3∑
j,k,l=1
aijkl(∇u)∂ j∂luk, i = 1,2,3, (t, x) ∈R+ ×R3\Ω,
u(0, x) = u0(x), ∂tu(0, x) = u1(x),
3∑
i, j,k,l=1
aijkl
∂uk
∂xl
n j = 0, x ∈ ∂Ω,
(1.2)
where the boundary condition is a special case of [1], that is, let the right-side term σi(t, x) equal 0.
Throughout this paper, we consider only the case where the boundary condition is independent of t , namely the Neu-
mann condition with the additional condition that the coeﬃcients of L are independent of t at the boundary. Here, Neumann
condition means the stress vector equals 0. We temporarily assume the existence of compatibility functions ψh = ∂ht u(0, ·)
(h ∈N). Let
Jhu =
{
∂αx u = ∂α1x1 ∂α2x2 ∂α3x3 u: 0 |α| = α1 + α2 + α3  h
}
,
we explicitly give the ﬁrst few ψ0 = u0, ψ1 = u1, ψ2 = G(t, x, J2u0, J1u1) = (G1,G2,G3). Let
Gi
(∇u,∇2u)= 3∑
j,k,l=1
aijkl(∇u)∂ j∂luk.
For h 2, we note that we may formally write
∂h−2t G
(∇u,∇2u)=∑Gα1, j1,...,αm, jm(∇u,∇2u)(∂α1x ∂ j1t u) · · · (∂αmx ∂ jmt u),
where the functions Gα1, j1,...,αm, jm are smooth in their arguments, and where for each term in the sum we have
∑
ji = h−2,
|αi| 2. We may recursively deﬁne the ψh by the procedure
ψh =
∑
Gα1, j1,...,αm, jm (0, x, J2u0, J1u1)
(
∂
α1
x ψ j1
) · · · (∂αmx ψ jm). (1.3)
Since |αi | + ji  h, it follows by induction that ψh may be written in the form
ψh = ψh( Jhu0, Jh−1u1),
meaning that ψh may be written as some function, the form of which depends on G , of the variables Jhu0 and Jh−1u1.
2. Existence of solutions for the exterior problem of linear elastodynamic system
We consider the following exterior problem for the hyperbolic system of second order⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂2t u
i −
3∑
j,k,l=1
aijkl(t, x)∂ j∂lu
k = bi(t, x), i = 1,2,3, (t, x) ∈R+ ×R3\Ω,
u(0, x) = u0(x), ∂tu(0, x) = u1(x),
3∑
aijkl
∂uk
∂xl
n j = 0, x ∈ ∂Ω,
(2.1)i, j,k,l=1
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that aijkl(t, x) ((t, x) ∈ R+ ×R3\Ω) satisfy the positive-deﬁnite conditions.
Let v = ∂tu. We treat the problem (2.1) as an evolution equation in the form
d
dt
U = A(t)U + B(t), (2.2)
where
U = (u1,u2,u3, ∂tu1, ∂tu2, ∂tu3)T = (u, v)T , B = (0,b)T ,
A(t) =
(
0 I3×3
a(t) 0
)
6×6
,
and
a(t) =
(
3∑
j,l=1
aijkl∂ j∂l
)
3×3
.
M. Ikawa considered in [16] the mixed problem of a hyperbolic equation of second order.
Let H(t) denote the product space H1(R3\Ω) × L2(R3\Ω) equipped with the inner product
〈U1,U2〉H(t) =
〈{u1, v1}, {u2, v2}〉H(t) =
3∑
i, j,k,l=1
(
aijkl(t, x)∂ ju
i
1, ∂lu
k
2
)+ (v1, v2) + γ (u1,u2),
where (·,·) denotes the norm of L2(R3\Ω), and γ is an arbitrary positive constants.
Deﬁnition 2.1. For a Neumann–Cauchy problem of the form (1.2), with Cauchy data u0 ∈ Hr+1(R3\Ω), u1 ∈ Hr(R3 \ Ω), we
say that the compatibility conditions of order r are satisﬁed if we deﬁne successively uip(x) by
uip(x) =
3∑
j,k,l=1
p−2∑
k=0
(
p − 2
k
)
∂
p−2−k
t ai jkl(0, x)∂
k
t ∂ j∂luk + ∂ p−2t bi(0, x), i = 1,2,3, p = 2,3, . . . , r, (2.3)
then (uip,u
i
p+1) ∈ D , p = 1,2, . . . , r − 1, D = {{u, v} | u ∈ H2, v ∈ H1, and
∑3
j,k,l=1 aijkl
∂uk
∂xl
n j = 0, i = 1,2,3, x ∈ ∂Ω}. If
these conditions hold for all r, We say that (u0,u1) ∈ C∞ satisﬁes the compatibility conditions of inﬁnite order. Where we
assume that limt→0 ∂ p−2−kt ai jkl(t, x) exists. Without loss of generality, let limt→0 ∂
p−2−k
t ai jkl(t, x) = ∂ p−2−kt ai jkl(0, x).
Lemma 2.1. Suppose that u0 ∈ Hr+1(R3 \ Ω), u1 ∈ Hr(R3 \ Ω), where r  5. Then
ψh( Jhu0, Jh−1u1) ∈ Hr+1−h
(
R
3 \ Ω), 0 h r + 1.
Proof. We prove this inductively. Thus, assume that it holds for h, and take h  2, the result being trivial for h = 0,1.
Consider the case of h odd. We note that, from the condition
∑
ji = h − 2, there is at most one index i with ji > h−32 .
Consequently, for all indices i in any given term in (1.3), with at most one exception,
∂
αi
x ψ ji ∈ Hr−
h−1
2 ⊆ H2 ∩ Hr+1−h,
and the last space is an algebra of functions. Also, J2u0, J2u1 ∈ Hr−1 ⊆ H2 ∩ Hr+1−h , so that
Gα1, ji ,...,αm, jm( J2u0, J2u1) ∈ H2 ∩ Hr+1−h.
The result follows, since for the remaining index i we have ∂αix ψ ji ∈ Hr+1− ji−|αi | ⊆ Hr+1−h , since |αi| + ji  h.
For h even, there is at most one index i with ji >
h−2
2 , and the same proof goes through, nothing that r − h2  2 if k is
even. 
Lemma 2.2. Suppose that u0 ∈ Hr+1(R3 \ Ω) and u1 ∈ Hr(R3 \ Ω), r  3. Let ψh( Jhu0, Jh−1u1) be the compatibility functions for
the Cauchy problem (1.2). Suppose that v(t, x) is a function such that, for some T > 0,
∂mt v ∈ C
([0, T ); Hr+1−m(R3 \ Ω)), 0m r + 1,
and suppose that for 0 h r,
∂ht v(0, ·) = ψh( Jhu0, Jh−1u1).
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∂2t u
i =
3∑
j,k,l=1
aijkl(∇v)∂ j∂luk, i = 1,2,3,
u(0, x) = u0(x), ∂tu(0, x) = u1(x).
(2.4)
Then for 0 h r,
ψh = ψh( Jhu0, Jh−1u1).
Proof. We prove this by induction, the result being immediate for h = 0,1,2. Assume thus the result holds for 0m h−1.
That ψh = ψh then follows by noting that, if we apply ∂h−2t to the right-hand side of Eqs. (2.4), set t = 0, and then substitute
∂mt u = ψm , then we obtain the same result as applying ∂h−2t to the right-hand side of (1.2), followed by setting t = 0 and
∂mt u = ψm . 
By the positive-deﬁnite conditions and Korn inequality (cf. [1,2]), we have
Lemma 2.3. By taking β suﬃciently large it follows for some M > 0 we have
1
M
(‖u‖2
H10(R
3\Ω) + ‖v‖2L2(R3\Ω)
)
 ‖U‖2H(t)  M
(‖u‖2
H10(R
3\Ω) + ‖v‖2L2(R3\Ω)
)
. (2.5)
Then H(t) is a Hilbert space with the inner product deﬁned as above. We deﬁne the operator (without loss of generality,
we still write this operator as A(t)) in H(t) by
A(t) : D → H(t),
U → A(t)U .
It is obvious that A(t) is a densely deﬁned operator.
Lemma 2.4. There exists a constant c > 0 such that for any U ∈ D∣∣(A(t)U ,U)H(t)∣∣ c(U ,U )H(t) (2.6)
holds.
Proof. Let U = (u, v) ∈ D . By integration by part, we get
∣∣(A(t)U ,U)H(t)∣∣=
∣∣∣∣∣
3∑
i, j,k,l=1
(
aijkl∂ j v
i, ∂lu
k)+ (a(t)u, v)+ γ (v,u)
∣∣∣∣∣
=
∣∣∣∣∣
3∑
i, j,k,l=1
∫
∂Ω
aijkl∂lu
kviν j dS −
3∑
i, j,k,l=1
∫
R3\Ω
vi∂ jai jkl∂lu
k dx
−
3∑
i, j,k,l=1
∫
R3\Ω
viai jkl∂ j∂lu
k dx+ (a(t)u, v)+ γ (v,u)
∣∣∣∣∣
=
∣∣∣∣∣−
3∑
i, j,k,l=1
∫
R3\Ω
vi∂ jai jkl∂lu
k dx− (v,a(t)u)+ (a(t)u, v)+ γ (v,u)
∣∣∣∣∣
 C
(‖u‖2H1(R3\Ω) + ‖v‖2L2(R3\Ω)) c‖U‖2H(t). 
Corollary 2.2. For all real λ such that |λ| > 2c, the estimate∥∥(λI − A(t))U∥∥H(t)  (|λ| − 2c)‖U‖H(t) (2.7)
holds for any U ∈ D.
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λI − A(t))U , (λI − A(t))U)H(t)
= |λ|2(U ,U )H(t) − λ
((
U , A(t)U
)
H(t) +
(
A(t)U ,U
)
H(t)
)+ (A(t)U , A(t)U)H(t)
 |λ|2(U ,U )H(t) − 2|λ|c(U ,U )H(t)
= ((|λ| − c)2 + 2c(|λ| − 2c))‖U‖2H(t)

(|λ| − 2c)2‖U‖2H(t),
then we obtain (2.7) if |λ| > 2c. 
The estimate of the resolvent operator (λI − A(t))−1 is the following.
Lemma 2.5. There exists a constant δ > 0 such that for all λ real and |λ| > δ,
λI − A(t) : D → H(t)
is a bijective mapping. Moreover we have
∥∥(λI − A(t))−1∥∥H(t)  1|λ| − δ . (2.8)
Proof. Consider the equation in U(
λI − A(t))U = P , (2.9)
namely{
λu − v = p˜,
−a(t)u + λv = q˜, (2.10)
where (p˜, q˜) ∈ H1(R3 \ Ω) × L2(R3 \ Ω) = H(t).
The substitution of the ﬁrst relation
v = λu − p˜ (2.11)
in the second of (2.10) gives
aλu =
(−a(t) + λ2)u = λp˜ + q˜ = w ∈ L2(R3 \ Ω). (2.12)
If (u, v) ∈ D is a solution of (2.10), then for x ∈ ∂Ω
3∑
i, j,k,l=1
aijkl
∂uk
∂xl
n j = 0, x ∈ ∂Ω.
Namely, u satisﬁes the Neumann boundary condition. Conversely, if u ∈ H2(R3 \ Ω) satisﬁes this boundary condition, then
by deﬁning v = λu − p˜, we see (u, v) ∈ D . Here the solvability of (2.12) means the existence of the solution u ∈ H2(Ω) of
(2.12) satisfying the boundary condition for any given w ∈ L2(R3 \ Ω), p˜ ∈ H1(R3 \ Ω).
By the theorem of [17], there exists a solution u ∈ H2(R3 \ Ω) of the elliptic system (2.12) with Neumann boundary
condition for any w ∈ L2(R3 \ Ω). From the solvability of (2.9) and the estimate of (2.7) it follows that the existence of
(λI − A(t))−1 and the estimate (2.8) when δ = c. 
For U = (u, v) ∈ Hp(R3 \ Ω) × Hp−1(R3 \ Ω), we deﬁne the following norm
‖U‖2p = ‖u‖2Hp(R3\Ω) + ‖v‖2Hp−1(R3\Ω).
Suppose that aijkl(t, x) ∈ C p([0,∞) ×R3 \ Ω), we have
Corollary 2.3. For the real number λ0 > δ (λ0 ﬁxed), there exists dp > 0 such that for any U ∈ D ∩ (Hp(R3 \ Ω) × Hp−1(R3 \ Ω)),
‖U‖p < dp
∥∥(λ0 I − A(t))U∥∥p−1. (2.13)
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λ0 I − A(t) : D ∩
(
Hp
(
R
3 \ Ω)× Hp−1(R3 \ Ω))→ H(t) ∩ (Hp−1(R3 \ Ω)× Hp−2(R3 \ Ω))
is a bijective continuous mapping, then λ0 I − A(t) is a closed operator. It implies that (λ0 I − A(t))−1 is also a closed
operator. By Banach’s closed graph theorem, (λ0 I − A(t))−1 is continuous. So for any U ∈ D ∩ (Hp(R3 \Ω)× Hp−1(R3 \Ω)),
we have
‖U‖p =
∥∥(λ0 I − A(t))−1(λ0 I − A(t))U∥∥p  dp∥∥(λ0 I − A(t))U∥∥p−1. 
Deﬁnition 2.4. Let X be a Banach space. A family {A(t)}t∈[0,T ] of inﬁnitesimal generators of C0 semigroups on X is called
stable if there are constants M  1 and δ (called the stability constants) such that
ρ
(
A(t)
)⊃ (δ,∞), ∀t ∈ [0, T ],
and ∥∥∥∥∥
k∏
j=1
(
λI − A(t j)
)−1∥∥∥∥∥ M(λ − δ)−k, ∀λ > δ
for every ﬁnite sequence 0 t1  t2  · · · tk  T , k = 1,2, . . . , k < ∞. Where the notation ρ is standard and denoted the
resolvent set.
Lemma 2.6. For t ∈ [0, T ], let A(t) be the inﬁnitesimal generators of a C0 semigroups St(s) on the Banach X. The family of generators
{A(t)}t∈[0,T ] is stable if and only if there are constants M  1 and δ such that
ρ
(
A(t)
)⊃ (δ,∞), ∀t ∈ [0, T ]
and ∥∥∥∥∥
k∏
j=1
St j (s j)
∥∥∥∥∥ M exp
{
δ
k∑
j=1
s j
}
,
for any ﬁnite sequence 0 t1  t2  · · · tk  T , k = 1,2, . . . .
Lemma 2.7. Let {A(t)}t∈[0,T ] be a stable family of inﬁnitesimal generators of C0 semigroups St(s) on the Banach space X such that
D(A(t)) = D (D is the same as that deﬁned previously) is independent of t and for every U0 ∈ D, A(t)U0 is continuously differentiable
in X. If B(t) ∈ C1([0, T ]; X), then
d
dt
U (t) = A(t)U (t) + B(t) (2.14)
has a unique classical solution U (t) ∈ C1([0, T ]; X) ∩ C([0, T ]; D) such that U (0) = U0 .
The proofs of Lemma 2.6 and Lemma 2.7 are in [18]. The straightforward application of the semigroup theory to the
system (2.2) gives the following proposition.
Proposition 2.5. Given U0 = (u0,u1) ∈ D and B(t) ∈ C1([0, T ], H1(R3 \ Ω) × L2(R3 \ Ω)), then there exists one and only one
solution U (t) ∈ C1([0, T ]; H1(R3 \ Ω) × L2(R3 \ Ω)) ∩ C([0, T ]; D) of (2.2) such that the initial condition U (0) = U0 is satiﬁed.
Proof. Let X = H(t). For given t > 0, A(t) is an inﬁnitesimal generator of a C0 semigroups St(s) on X . For any U ∈ D , it is
easy to know that∥∥St(s)U∥∥H(t)  eδs‖U‖H(t).
Then for any U ∈ D , t1, t2 > 0, we have
‖U‖2H(t1) =
∫
R3\Ω
3∑
i, j,k,l=1
aijkl(t1)∂ ju
i∂lu
k dx+ (v, v) + β(u,u)
=
∫
3
3∑
i, j,k,l=1
aijkl(t2)∂ ju
i∂lu
k dx+ (v, v) + β(u,u) +
∫
3
3∑
i, j,k,l=1
(
aijkl(t1) − aijkl(t2)
)
∂ ju
i∂lu
k dx,R \Ω R \Ω
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‖U‖2H(t1)  ‖U‖2H(t2) + C |t1 − t2|‖U‖2H(t2),
namely
‖U‖H(t1) 
(
1+ C1|t1 − t2|
) 1
2 ‖U‖H(t2),
where C,C1 are arbitrary positive constants, and u, v are time independent.
For any ﬁnite sequence 0 t1  t2  · · · tk  T and any s j , j = 1,2, . . . ,k,∥∥Stk (sk)Stk−1(sk−1) · · · St1(s1)U∥∥H(t)
 C
∥∥Stk (sk)Stk−1(sk−1) · · · St1(s1)U∥∥H(tk)
 Ceδsk
∥∥Stk−1(sk−1) · · · St1(s1)U∥∥H(tk)
 Ceδsk
(
1+ C1(tk − tk−1)
) 1
2
∥∥Stk−1(sk−1) · · · St1(s1)U∥∥H(tk−1)
 Ceδ(sk+sk−1+···+s2+s1)
(
1+ C1(tk − tk−1)
) 1
2
(
1+ C1(tk−1 − tk−2)
) 1
2 · · · (1+ C1(t2 − t1)) 12 ‖U‖H(t1)
 C exp
(
δ
k∑
j=1
s j
)(
k + C1tk
k
) k
2
‖U‖H(t)
 C exp
(
δ
k∑
j=1
s j
)
e
C1T
2 ‖U‖H(t)  M exp
(
δ
k∑
j=1
s j
)
‖U‖H(t),
where M  1, and t is independent of ti, i = 0,1, . . . ,k. From Lemma 2.5, for any t ∈ [0, T ], (δ,∞) ⊂ ρ(A(t)). Then by
Lemma 2.6, {A(t)}t∈[0,T ] is a stable family. Obviously, A(t)U0 is continuously differentiable in X . So Proposition 2.5 follows
from Lemma 2.7. 
From Proposition 2.5, we obtain the existence of solutions to the problem (2.1).
Theorem 2.6. Given (u0,u1) ∈ D and b ∈ C1([0, T ]; L2(R3 \ Ω)), then there exists one and only one solution u(t, x) of (2.1) such
that
u(t, x) ∈ C([0, T ]; H2(R3 \ Ω))∩ C1([0, T ]; H1(R3 \ Ω))∩ C2([0, T ]; L2(R3 \ Ω)). (2.15)
Proof. Let U0 = (u0,u1)T , B = (0,b)T . By Proposition 2.5, there exists a solution U (t) ∈ C1([0, T ]; H1(R3 \ Ω) × L2(R3 \
Ω)) ∩ C([0, T ]; D) of problem (2.2) such that U (0) = U0. Let u(t, x) denote the ﬁrst three components of U (t), then u(t, x)
is the solution of problem (2.1) and satisﬁes (2.15). 
Proposition 2.7. Suppose that
u(t, x) ∈ C([0, T ]; H2(R3 \ Ω))∩ C1([0, T ]; H1(R3 \ Ω))∩ C2([0, T ]; L2(R3 \ Ω))
is a solution of problem (2.1) and that b(t, x) ∈ C1([0, T ]; L2(R3 \ Ω)), then for any given t ∈ [0, T ], we have∥∥u(t, ·)∥∥H2(R3\Ω) + ∥∥∂tu(t, ·)∥∥H1(R3\Ω) + ∥∥∂2t u(t, ·)∥∥L2(R3\Ω)
 C(T )
(∥∥u(0, ·)∥∥H2(R3\Ω) + ∥∥∂tu(0, ·)∥∥H1(R3\Ω)
+ ∥∥b(0, ·)∥∥L2(R3\Ω) +
t∫
0
∥∥∂sb(s, ·)∥∥L2(R3\Ω) ds
)
, (2.16)
where C(T ) is a constant which depends on T .
Proof. We can prove this proposition by the same reasoning as Proposition 3.1 in [19]. Since the Neumann condition is
assumed to be independent of t , ∂tu satisﬁes also the same boundary condition as that u. 
As in [16], we have the following results:
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b ∈ Cβ([0, T ]; Hs−2−β(R3 \ Ω)), 0 β  s − 2,
∂ s−1t b ∈ L1
([0, T ]; L2(R3 \ Ω)).
If the compatibility conditions of order s − 1 are satisﬁed, then problem (2.1) has a solution u such that
u(t, x) ∈ Cβ([0, T ]; Hs−β(R3 \ Ω)), 0 β  s,
and
sup
|α|s
∥∥∂αu(t, ·)∥∥L2(R3\Ω)  C
(
‖u0‖Hs(R3\Ω) + ‖u1‖Hs−1(R3\Ω)
+ sup
0rt
sup
|α|s−2
∥∥∂αb(r, ·)∥∥L2(R3\Ω) +
t∫
0
∥∥∂ s−1r b(r, ·)∥∥L2(R3\Ω) dr
)
, ∀t  0. (2.17)
Proof. We ﬁrst prove
u(t, x) ∈ Cs−2([0, T ]; H2(R3 \ Ω))∩ Cs−1([0, T ]; H1(R3 \ Ω))∩ Cs([0, T ]; L2(R3 \ Ω)). (2.18)
By the compatibility conditions, (up,up+1) ∈ D (p = 1,2, . . . , s − 2) holds, where up is deﬁned in Deﬁnition 2.1.
For this purpose we consider the solution u˜ of the equations
∂2t ∂
s−2
t u
i −
3∑
j,k,l=1
aijkl(t, x)∂ j∂l∂
s−2
t u
k =
3∑
j,k,l=1
s−3∑
n=0
(
s − 2
n
)(
∂ s−2−nt ai jkl
)(
∂nt ∂ j∂lu
k)+ ∂ s−2t bi, i = 1,2,3.
We consider the following problem⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂2t v
i
q+1 −
3∑
j,k,l=1
aijkl(t, x)∂ j∂l v
k
q+1
=
3∑
j,k,l=1
s−3∑
n=0
(
s − 2
n
)(
∂ s−2−nt ai jkl
)(
∂nt ∂ j∂l u˜
k
q
)+ ∂ s−2t bi, i = 1,2,3, q = 0,1, . . . ,
vq+1(0, x) = us−2(x), ∂t vq+1(0, x) = us−1(x),
3∑
i, j,k,l=1
aijkl
∂vkq+1
∂xl
n j = 0, x ∈ ∂Ω,
(2.19)
where
u˜q(t, x) = u0(x) + tu1(x) + · · · + t
s−3
(s − 3)!us−3(x) +
t∫
0
(t − r)s−3
(s − 3)! vq(r, x)dr, (2.20)
here u˜0 ≡ 0. From (2.19),
∂2t
(
viq+1 − viq
)− 3∑
j,k,l=1
aijkl(t, x)∂ j∂l
(
vkq+1 − vkq
)
=
3∑
j,k,l=1
s−3∑
n=0
(
s − 2
n
)(
∂ s−2−nt ai jkl
)
∂nt ∂ j∂l
(
u˜kq − u˜kq−1
)
=
3∑
j,k,l=1
s−3∑
n=0
(
s − 2
n
)(
∂ s−2−nt ai jkl
)
∂ j∂l
t∫
0
(t − r)s−3−n
(s − 3− n)!
(
vkq − vkq−1
)
dr.
By (2.16), we have
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∥∥∂2t vq+1 − ∂2t vq∥∥L2(R3\Ω)
 C(T )
t∫
0
‖vq − vq−1‖H2(R3\Ω) dr, q = 2,3, . . . ,
thus
‖vq+1 − vq‖H2(R3\Ω) + ‖∂t vq+1 − ∂t vq‖H1(R3\Ω) +
∥∥∂2t vq+1 − ∂2t vq∥∥L2(R3\Ω)  C (C(T )t)qq! .
This implies that vq converges to some v in C([0, T ]; H2(R3 \ Ω)) ∩ C1([0, T ]; H1(R3 \ Ω)) ∩ C2([0, T ]; L2(R3 \ Ω)). Set
u˜(t, x) = u0(x) + tu1(x) + · · · + t
s−3
(s − 3)!us−3(x) +
t∫
0
(t − r)s−3
(s − 3)! v(r, x)dr,
then u˜q tends to u in Cs−2([0, T ]; H2(R3 \ Ω)) ∩ Cs−1([0, T ]; H1(R3 \ Ω)) ∩ Cs([0, T ]; L2(R3 \ Ω)). The passage to the limit
of (2.19) shows
∂2t ∂
s−2
t u˜
i −
3∑
j,k,l=1
aijkl(t, x)∂ j∂l∂
s−2
t u˜
k
=
3∑
j,k,l=1
s−3∑
n=0
(
s − 2
n
)(
∂ s−2−nt ai jkl
)(
∂nt ∂ j∂l u˜
k)+ ∂ s−2t bi, i = 1,2,3, (2.21)
namely,
ds−2
dts−2
(
∂2t u˜
i −
3∑
j,k,l=1
aijkl(t, x)∂ j∂l u˜
k
)
= ∂ s−2t bi, i = 1,2,3.
Taking account of the deﬁnition of up , we see
dp
dtp
(
∂2t u˜
i −
3∑
j,k,l=1
aijkl(t, x)∂ j∂l u˜
k
)∣∣∣∣∣
t=0
= ∂ pt bi(0, x), i = 1,2,3, p = 0,1,2, . . . , s − 2.
Therefore u˜ is the solution of problem (2.1) and satisﬁes (2.18).
For convenience, from now on we let u = u˜.
We now prove (2.17) by induction. When s = 2, (2.17) follows from (2.16). For s > 2, suppose that (2.17) holds for s − 1.
We show that it still holds for s.
Applying (2.16) to equations (2.21), we conclude from the inductive hypothesis that∥∥∂ s−2t u∥∥H2(R3\Ω) + ∥∥∂ s−1t u∥∥H1(R3\Ω) + ∥∥∂ st u∥∥L2(R3\Ω)  the right-hand side of (2.17).
In a similar way, we can obtain
sup
|α|s−2
(∥∥∂αt u∥∥H2(R3\Ω) + ∥∥∂α+1t u∥∥H1(R3\Ω) + ∥∥∂α+2t u∥∥L2(R3\Ω)) the right-hand side of (2.17).
Set U (t) = {u, ∂tu}, then U (t) is the solution of (2.2) and
U (t) ∈ Cs−2([0, T ]; H2(R3 \ Ω)× H1(R3 \ Ω)).
Now (
λ0 I − A(t)
)
U (t) = λ0U (t) − U ′(t) + B(t) ∈ C
([0, T ]; H2(R3 \ Ω)× H1(R3 \ Ω)), (2.22)
then by (2.13) (taking p = 3) we see
U (t) ∈ C([0, T ]; H3(R3 \ Ω)× H2(R3 \ Ω)),
and
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 C
(∥∥U (t)∥∥2 + ∥∥U ′(t)∥∥2 + ∥∥B(t)∥∥2)
 C
(∥∥u(t, ·)∥∥H2(R3\Ω) + ∥∥∂tu(t, ·)∥∥H2(R3\Ω)
+ ∥∥∂2t u(t, ·)∥∥H1(R3\Ω) + ∥∥b(t, ·)∥∥H1(R3\Ω))
 the right-hand side of (2.17).
Differentiation of (2.22) with respect to t gives(
λ0 I − A(t)
)
U ′(t) = λ0U ′(t) + B ′(t) − U ′′(t) + A′(t)U (t), (2.23)
and by the above result A′(t)U (t) ∈ C([0, T ]; H2(R3 \ Ω) × H1(R3 \ Ω)),
the right-hand side of (2.23) ∈ C([0, T ]; H2(R3 \ Ω)× H1(R3 \ Ω)),
from which it follows
U ′(t) ∈ C([0, T ]; H3(R3 \ Ω)× H2(R3 \ Ω))
and ∥∥∂tu(t, ·)∥∥H3(R3\Ω) + ∥∥∂2t u(t, ·)∥∥H2(R3\Ω) = ∥∥U ′(t)∥∥3  the right-hand side of (2.17).
Repeating this process, we get
U (t) ∈ Cs−3([0, T ]; H3(R3 \ Ω)× H2(R3 \ Ω))
and
sup
|α|s−3
∥∥∂αt u(t, ·)∥∥H3(R3\Ω)  the right-hand side of (2.17).
Using this, we see the right-hand side of (2.22) ∈ C([0, T ]; H3(R3 \ Ω) × H2(R3 \ Ω)), then by (2.13) (taking p = 4)
U (t) ∈ C([0, T ]; H4(R3 \ Ω)× H3(R3 \ Ω)).
This assures the right-hand side of (2.23) ∈ C([0, T ]; H3(R3 \ Ω) × H2(R3 \ Ω)), then
U ′(t) ∈ C([0, T ]; H4(R3 \ Ω)× H3(R3 \ Ω))
and ∥∥∂tu(t, ·)∥∥H4(R3\Ω)  the right-hand side of (2.17).
Repeating this process, we get
U (t) ∈ Cs−4([0, T ]; H4(R3 \ Ω)× H3(R3 \ Ω))
and
sup
|α|s−4
∥∥∂αt u(t, ·)∥∥H4(R3\Ω)  the right-hand side of (2.17).
Step by step, ﬁnally we get
U (t) ∈ C([0, T ]; Hs(R3 \ Ω)× Hs−1(R3 \ Ω))∩ C1([0, T ]; Hs−1(R3 \ Ω)× Hs−2(R3 \ Ω))
∩· · · ∩ Cs−2([0, T ]; H2(R3 \ Ω)× H1(R3 \ Ω))
and (2.17). 
For the case that aijkl satisfy Sobolev regularity conditions, we can obtain the existence to the solution of the exterior
problem for linear elastodynamic system.
Theorem 2.9. For the linear elastodynamic system, we consider the following exterior problem⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∂2t u
i −
3∑
j,k,l=1
aijkl(t, x)∂ j∂lu
k = 0, i = 1,2,3,
u(0, x) = u0(x), ∂tu(0, x) = u1(x),
3∑
aijkl
∂uk
∂xl
n j = 0, x ∈ ∂Ω.
(2.24)i, j,k,l=1
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ai jkl ∈ Cβ
([0, T ]; Hr−β(R3 \ Ω)), 0 β  r,
where r  6. If u0 ∈ Hr+1(R3 \ Ω), u1 ∈ Hr(R3 \ Ω), and the compatibility conditions of order r are satisﬁed, then problem (2.24)
has a solution u(t, x) ∈ Cβ([0, T ]; Hr+1−β(R3 \ Ω)), 0 β  r + 1, Furthermore
sup
|α|r+1
∥∥∂αu(t, ·)∥∥L2(R3\Ω)  C(‖u0‖Hr+1(R3\Ω) + ‖u1‖Hr(R3\Ω)), ∀0 t  T .
Proof. Suppose that there exists an integer s > 72 with s < r − 32 , 2s > r + 32 . Note that aijkl ∈ Cs([0, T ] × R3 \ Ω), so that
Theorem 2.8 guarantees solutions of regularity s. We thus consider the following problem⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂2t w
i
q+1 −
3∑
j,k,l=1
aijkl(t, x)∂ j∂lw
k
q+1
=
3∑
j,k,l=1
r−s∑
m=0
(
r + 1− s
m
)(
∂r+1−s−mt aijkl
)(
∂mt ∂ j∂lu
k
q
)
, i = 1,2,3,
wq+1(0, x) = ψr+1−s(x), ∂t wq+1(0, x) = ψr+2−s(x),
3∑
i, j,k,l=1
aijkl
∂wkq+1
∂xl
n j = 0, x ∈ ∂Ω,
(2.25)
where
uq(t, x) = ψ0(x) + tψ1(x) + · · · + t
r−s
(r − s)!ψr−s(x) +
t∫
0
(t − r)r−s
(r − s)! wq(r, x)dr, (2.26)
and ψh (0 h r − s) are the compatibility functions. Let w0 ≡ 0.
First, we consider the quantity
3∑
j,k,l=1
r−s∑
m=0
sup
|α1|+|α2|h−2
∥∥(∂α1∂r+1−s−mt aijkl)(∂α2∂mt ∂ j∂l)ukq(t, ·)∥∥L2(R3\Ω). (2.27)
If |α1| + r + 1− s −m s, by the fact that aijkl ∈ Cr , we may bound (2.27) by
C
r−s∑
m=0
sup
|α|s
∥∥∂α∂mt uq(t, ·)∥∥L2(R3\Ω).
By (2.26), this is dominated by
C
r∑
β=0
∥∥∂βt uq(0, ·)∥∥Hr−β(R3\Ω) + C sup|α|s
t∫
0
∥∥∂αwq(r, ·)∥∥L2(R3\Ω) dr. (2.28)
Since |α1| + r + 1− s −m < s − 2+ r + 1− s −m = r − 1−m < r, we have
3∑
i, j,k,l=1
∥∥∂α1∂r+1−s−mt aijkl∥∥L2(R3\Ω) < ∞.
If |α1| + r + 1− s −m > s, then |α2| + 2+m < r + 1− s. Since s > r − s + 32 , we may bound (2.27) by
C sup
|α|r−s
∥∥∂αuq(t, ·)∥∥L∞(R3\Ω)  C sup|α|s
∥∥∂αuq(t, ·)∥∥L2(R3\Ω).
Consequently, these terms are also dominated by the quantity (2.28).
Next, we consider the quantity
3∑
i, j,k,l=1
∑
m1+m2r
t∫
0
∥∥(∂m1t ai jkl)(∂m2t ∂ j∂lukq)(r, ·)∥∥L2(R3\Ω) dr. (2.29)
m2r−1
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C sup
mr−1
t∫
0
∥∥∂mt ∂l∂ juq(r, ·)∥∥L2(R3\Ω) dr.
This term is dominated by (2.28).
If m1 > s, then m2  r − 1− s, and since s > 2+ 32 , we may bound (2.29) by
C sup
mr−1−s
t∫
0
∥∥∂mt ∂ j∂luq(r, ·)∥∥L∞(R3\Ω) dr  C sup
mr−1−s
|α|s
t∫
0
∥∥∂mt ∂αuq(r, ·)∥∥L2(R3\Ω) dr,
which is bounded by (2.28).
It follows by Theorem 2.8, that if wq+1 is the solutions of regularity s to problem (2.25), then
sup
|α|s
∥∥∂αwq+1(t, ·)∥∥L2(R3\Ω)
 C
(
r+1∑
β=0
∥∥∂βt uq(0, ·)∥∥Hs+1−β (R3\Ω) + sup|α|s
t∫
0
∥∥∂αwq(r, ·)∥∥L2(R3\Ω) dr
)
. (2.30)
By (2.30), it follows that for each q
sup
|α|s
∥∥∂αwq(t, ·)∥∥L2(R3\Ω) < ∞.
It is easy to see that
∂mt (uq+1 − uq)(0, x) = 0, 0m r + 1.
We thus can apply (2.30) to the equations
∂2t
(
wiq+1 − wiq
)− 3∑
j,k,l=1
aijkl(t, x)∂ j∂l
(
wkq+1 − wkq
)
=
3∑
j,k,l=1
r−s∑
m=0
(
r + 1− s
m
)(
∂r+1−s−mt aijkl
)
∂mt ∂ j∂l
(
ukq − ukq−1
)
, i = 1,2,3,
to obtain that
sup
|α|s
∥∥∂α(wq+1 − wq)(t, ·)∥∥L2(R3\Ω)  C sup|α|s
t∫
0
∥∥∂α(wq − wq−1)(r, ·)∥∥L2(R3\Ω) dr,
and hence
sup
|α|s
∥∥∂α(wq+1 − wq)(t, ·)∥∥L2(R3\Ω)  M (Ct)qq! ,
where M  C(‖u0‖Hr+1(R3\Ω) + ‖u1‖Hr (R3\Ω)).
It follows that the sequence wq converges to a limit w ∈ Cm([0, T ]; Hs−m(R3 \ Ω)), 0m s, and furthermore
r∑
m=0
∥∥∂mt w(t, ·)∥∥Hr−m(R3\Ω)  C(‖u0‖Hr+1(R3\Ω) + ‖u1‖Hr(R3\Ω)).
Let
u(t, x) = ψ0(x) + tψ1(x) + · · · + t
r−s
(r − s)!ψr−s(x) +
t∫
0
(t − r)r−s
(r − s)! w(r, x)dr.
By the proof of Theorem 2.8, u is a solution to (2.24). Since w = ∂r+1−st u ∈ Cm([0, T ]; Hs−m(R3 \ Ω)), 0m s, it follows
that u ∈ Cr+1−m([0, T ]; Hm(R3 \ Ω)), 0m s, and furthermore
s∑∥∥∂r+1−mt u(t, ·)∥∥Hm(R3\Ω)  C(‖u0‖Hr+1(R3\Ω) + ‖u1‖Hr(R3\Ω)). (2.31)
m=0
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that we have shown u ∈ Cr+1−m([0, T ]; Hm(R3 \ Ω)), 0m p, where p is some integer with s p  r + 1, and such that
(2.31) holds. Provided (2.31) holds for s = p, then we will prove that it continues to hold for s = p + 1. Applying ∂r−pt
to (2.24), we have
3∑
j,k,l=1
aijkl∂ j∂l
(
∂
r−p
t u
k)
= ∂r+2−pt ui −
3∑
j,k,l=1
r−p∑
n=1
(
r − p
n
)(
∂nt ai jkl
)(
∂ j∂l∂
r−p−n
t u
k). (2.32)
The Hp−1(R3 \ Ω) norm of the right-hand side of (2.32) involves terms of the form
3∑
i, j,k,l=1
∑
|α1|+|α2|p−1
(
∂
α1
x ∂
n
t ai jkl
)(
∂
α2
x ∂
2
x ∂
r−p−n
t u
)
. (2.33)
Consider such terms for |α1| + n s. Since aijkl ∈ Cs , the L2(R3 \ Ω) norm of (2.33) can be controlled by
C
r−1−p∑
m=0
∥∥∂mt u(t, x)∥∥Hp+1(R3\Ω).
If |α1|+n > s, then |α2| p−1−|α1| p−1+n− s p−1+ r− p− s = r− s−1. But by assumption, p  s, and therefore
p + s > 2s > r + 32 , by hypothesis,
∥∥∂α2x ∂2x ∂r−p−nt u(t, x)∥∥L∞(R3\Ω) 
r+1−p∑
m=0
∥∥∂mt u(t, x)∥∥Hp(R3\Ω).
Moreover
r+1∑
m=0
∥∥∂r+1−mt u(0, x)∥∥Hm(R3\Ω)  C(‖u0‖Hr+1(R3\Ω) + ‖u1‖Hr(R3\Ω)).
Consequently, the Hp−1(R3 \ Ω) norm of the right-hand side of (2.32)is bounded by
C
t∫
0
∥∥∂r−pt u(r, x)∥∥Hp+1(R3\Ω) dr + C sup
0rt
p∑
m=0
∥∥∂r+1−mt u(h, x)∥∥Hm(R3\Ω)
+ C(‖u0‖Hr+1(R3\Ω) + ‖u1‖Hr(R3\Ω)). (2.34)
By elliptic regularity, inductive hypothesis and (2.31),∥∥∂r−pt u(t, x)∥∥Hp+1(R3\Ω)  the Hp−1(R3 \ Ω) norm of the right-hand side of (2.32)
 (2.34) C
(‖u0‖Hr+1(R3\Ω) + ‖u1‖Hr(R3\Ω)).
We complete that (2.31) holds with s replaced by p + 1. Therefore u ∈ Cr−p([0, T ]; Hp+1(R3 \ Ω)).
The proof of Theorem 2.9 is completed. 
3. Local existence of solutions for the exterior problem of nonlinear elastodynamic system
We let
Mr+1(u, t) =
∑
|α|r+1
∥∥∂αu(t, ·)∥∥L2(R3\Ω).
Lemma 3.1. Let u be a solution to problem (2.4), where we assume that
u, v ∈ Cs([0, T ); Hr+1−s(R3 \ Ω)), 0 s r + 1,
and that
∑3
i, j,k,l=1 aijkl
∂uk
∂xl
n j = 0 for x ∈ ∂Ω . Let
Mr+1(v) = sup
0tT
∑ ∥∥∂αv(t, ·)∥∥L2(R3\Ω),
|α|r+1
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Mr+1(u, t) CeCMr+1(v)t
(
Mr+1(u,0) + C
[
Mr+1(v)
] t∫
0
Mr+1(u, r)dr
)
+ T 13 C[Mr+1(v)]Mr+1(u, t), (3.1)
where C[Mr+1(v)] denotes a constant that depends on Mr+1(v), and T is suﬃciently small.
Proof. By the partition of unity, using the technique of localization and ﬂattening out the boundary, we can transform this
problem to the Cauchy problem and the initial–boundary value problem of half-space. Without loss of generality, in the
following, we prove (3.1) when ∂Ω is a half-space.
The problem (2.4) can be written as⎧⎪⎨
⎪⎩
Lu −
3∑
j,l=1
C jl(∇v)∂ j∂lu = 0,
u(0, x) = u0(x), ∂tu(0, x) = u1(x),
(3.2)
where C jl(∇v) = (C jlik(∇v)) are symmetric matrixes. And Lu = ∂2t u − c22u − (c21 − c22)∇ divu, where c1, c2 are given by the
Lamé constants:
c21 = λ + 2μ, c22 = μ.
Let E = {x ∈ R3 | x3 > 0, |x| < 1}. Suppose that suppu ⊆ E , V = {∂1, ∂2} = { ∂∂x1 , ∂∂x2 }. If |α| r, V αu is a solution to the
following equations(
L −
3∑
j,l=1
C jl(∇v)∂ j∂l
)(
V αu
)= −
[
V α, L −
3∑
j,l=1
C jl(∇v)∂ j∂l
]
u, (3.3)
where [V α, B] = V αB − BV α (B is an arbitrary operator), and V αu|x3=0 = 0.
The L2(E) norm of the right-hand side of (3.3) is bounded by
C
[
Mr+1(v, t)
]
Mr+1(u, t).
By the assumption suppu ⊆ E , we conclude that
∥∥∂V αu(t, ·)∥∥L2(E)  CeCMr+1(v)t
(
Mr+1(u,0) + C
[
Mr+1(v)
] t∫
0
Mr+1(u, r)dr
)
. (3.4)
By Eqs. (3.2),
∂α∂23u
1 = ∂α
[(
c22 + C3311(∇v)
)−1(
(Lu)1 + c22∂23u1 −
(
3∑
j,l=1
C jl(∇v)∂ j∂lu
)1
+ C3311(∇v)∂23u1
)]
. (3.5)
For |α| r − 1, we have∥∥∂α∂23u(t, ·)∥∥L2(E)  C ∑
|β|r+1
∥∥∂βu(t, ·)∥∥L2(E)
+ C[Mr+1(v)] 3∑
j,l=1
∑
|α1|+|α2|r+1|α1|r−1,|α2|r+1
∥∥∂α1C jl∂α2u∥∥L2(E). (3.6)
Since |α2| r + 1− 32 , |α1| < 32 < r − 32 . By Sobolev embedding and Mr+1(v) < ∞, the second term in the right-hand side
of (3.6) may be dominated by
C
[
Mr+1(v)
]∥∥∂α2u(t, ·)∥∥L2(E).
By Hölder inequality and Sobolev embedding, we may bound∥∥∂α2u(t, ·)∥∥ 2  CT 13 ∥∥∂α2u(t, ·)∥∥ 6  CT 13 Mr+1(u, t).L (E) L (E)
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CMr+1(u, t)
3∑
j,l=1
∥∥∂α1C jl(∇v)∥∥L2(E)  T 13 C[Mr+1(v)]Mr+1(u, t)
by similar arguments. Thus∥∥∂α∂23u(t, ·)∥∥L2(E)  C ∑
|β|r+1
∥∥∂βu(t, ·)∥∥L2(E) + T 13 C[Mr+1(v)]Mr+1(u, t). (3.7)
(3.1) follows from (3.7) and (3.4). 
Theorem 3.1. Suppose that u0,u1 ∈ C∞(R3 \Ω) and that the compatibility conditions of inﬁnite order are satisﬁed. Suppose also that
there exists a integer r  6 such that u0 ∈ Hr+1(R3 \ Ω), u1 ∈ Hr(R3 \ Ω). Then there exists T > 0, such that there exists a solution
u ∈ C∞([0, T ] ×R3 \ Ω) to (1.2), which satisﬁes
sup
0tT
r+1∑
s=0
∥∥∂ht u(t, ·)∥∥Hr+1−s(R3\Ω)  C(‖u0‖Hr+1(R3\Ω) + ‖u1‖Hr(R3\Ω)), ∀0 t  T . (3.8)
Proof. We take u′0 be the solution of the problem (1.2) without Neumann conditions, where the data u0,u1 ∈ C∞ are
extended across ∂Ω . The existence of u′0 on some interval [0, T ′], where T ′ depends only on bounds for the norms of u0
and u1, follows by the local existence of the Cauchy problem in [8]. We produce a solution to (1.2) by iteration. Thus deﬁne
the sequence of functions u′q+1, q = 0,1, . . . , by letting⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
Lu′q+1 −
3∑
j,l=1
C jl
(∇u′q)∂ j∂lu′q+1 = 0,
u′q+1(0, x) = u0(x), ∂tu′q+1(0, x) = u1(x),
3∑
i, j,k,l=1
aijkl
∂u′kq+1
∂xl
n j = 0, x ∈ ∂Ω.
(3.9)
Since ∂kt u
′
0(0, x) = ψk(x), it follows from Lemma 2.2 and that the compatibility functions and conditions are the same at
each step of the iteration as for the problem (1.2), and hence the existence of the sequence {u′q} follows by Theorem 2.9,
and T  T ′ .
First we show that there exists M < ∞ and T > 0 such that
Mr+1
(
u′q
)= sup
0tT
∑
|α|r+1
∥∥∂αu′q(t, ·)∥∥L2(R3\Ω)  M, (3.10)
for all values of q. We let M = 8CMr+1(u′0), where
Mr+1
(
u′0
)= sup
0tT ′
∑
|α|r+1
∥∥∂αu′0(t, ·)∥∥L2(R3\Ω)
and establish (3.10) by induction. Thus, assume that (3.10) holds for q, where T is small enough so that
C[M]T 13  1
2
, CMT  1
2
, 2Ce
1
2 C[M]T  1
2
,
where C[M] denotes a constant that depends on M . We prove that (3.10) holds for q + 1. Since
Mr+1
(
u′q+1,0
)= Mr+1(u′0,0) Mr+1(u′0),
by inductive hypothesis and (3.1),
Mr+1
(
u′q+1, t
)
 2Ce 12
(
Mr+1
(
u′0
)+ C[M]
t∫
0
Mr+1
(
u′q+1, r
)
dr
)
.
By Gronwall’s inequality, we thus have
Ms+1
(
u′
)
 2Ce 12 Mr+1
(
u′
)
e2Ce
1
2 C[M]T  M.q+1 0
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L
(
u′q+1 − u′q
)− 3∑
j,l=1
C jl
(∇u′q)∂ j∂l(u′q+1 − u′q)
=
3∑
j,l=1
(
C jl
(∇u′q)− C jl(∇u′q−1))∂ j∂lu′q. (3.11)
By ∥∥∂2u′q∥∥L∞(R3\Ω)  ∥∥u′q∥∥Hr+1(R3\Ω)  Mr+1(u′q) M,
the L2 norm of the right-hand side of (3.11) may be dominated by
C
∥∥∂(u′q − u′q−1)∥∥L2(R3\Ω).
Since the Cauchy data of u′q+1 − u′q vanishes, we can apply the energy inequality to obtain
∥∥∂(u′q+1 − u′q)(t, ·)∥∥L2(R3\Ω)  C
t∫
0
∥∥∂(u′q − u′q−1)(r, ·)∥∥L2(R3\Ω) dr,
and hence
sup
0tT
∥∥∂(u′q+1 − u′q)(t, ·)∥∥L2(R3\Ω)  M (CT )qq! .
Thus {u′q} converges to a limit u which is the solution of the problem (1.2) and satisﬁes
Mr+1(u) = sup
0tT
∑
|α|r+1
∥∥∂αu(t, ·)∥∥L2(R3\Ω)  M.
By (3.1),
Mr+1(u, t) CeCt
(
Mr+1(u,0) +
t∫
0
Mr+1(u, r)dr
)
+ CT 13 Mr+1(u, t).
We take T small such that CT
1
3  12 . Then by Gronwall’s inequality, we conclude that
sup
0tT
Mr+1(u, t) 2CeCT e2Ce
CT
Mr+1(u,0)

r+1∑
s=0
∥∥ψs( J su0, J s−1u1)∥∥Hr+1−s(R3\Ω)
 C
(‖u0‖Hr+1(R3\Ω) + ‖u1‖Hr(R3\Ω)). 
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