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^ S U R R E Y Abstract
Abstract
Due to increase in the application of glass fibre reinforced polymer (GFRP) beams 
based structural systems for rehabilitation of existing and construction of new bridges there 
is a requirement for identification of critical components of these structural systems and 
the assessment of damage in this sort structural. The application of vibration-based damage 
detection (VBDD) techniques has been identified as one of the universal technique that is 
promising in damage assessment in composite beams.
The current study aimed at using vibration-based damage detection technique for 
assessment of damage exhibited by FRP composite beam structure. This thesis addresses 
the experimental and numerical study of damage assessment of FRP composite beams 
using vibration data.
Dynamic measurements were carried out considering different specified boundary 
conditions and the effect o f supports on the modal parameters and the effect o f damage 
would be obtained. Another set of experiments were conducted on a Fixed-Free beam with 
unspecified boundary conditions at the free end, where a mass and a spring attached to the 
free end and beams were tested for different damage scenarios. Triaxial accelerometers 
were placed at selected locations based on the result o f simple FE beam model. The beams 
were excited in the two (vertical and horizontal) directions by means of a hammer but only 
the vertical direction was taken into consideration at this point. The responses at different 
points along the beam were recorded at different levels of damage and fed into an EFT 
analyzer. Post-processing of data was done with the stochastic subspace identification 
(SSI) technique. The effect of the damage on the natural frequencies, mode shapes, and 
damping ratio were determined.
Finite element models for the intact, reference and damaged beams were constructed 
and used to support the dynamic measurements. FE model updating was applied to 
different five boundary conditions in order to evaluate their effect.
Damage assessment techniques based on selected methods such as modal frequency
change, direct mode shapes, change in modal curvature, damage index method and model
/
updating methods were developed and applied to the beams.
A unique test configuration was introduced by combining fixed-free beam with 
undefined boundary at the free end. The spring and masses were attached to the free-end, 
this was implemented for different damage scenarios. The outcome of this implement 
experiment was discussed and analysed.
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1. INTRODUCTION
1.1 Background
The importance of damage assessment is continuously growing for the maintenance 
of existing mechanical, civil and structural infrastructures. Safe performance of bridges, 
dams, automotive structure and nuclear plants is vital to the human race and its economics. 
Structures continuously accumulate damage during their service life. Damage to structures 
caused by hazards such as earthquakes, windstorms and long-term ageing conditions can 
be expected to occur. For the purpose of assuring seismic safety, it is necessary to monitor 
for, occurrence, location, and extent of damage. Hence, rapid structural damage detection 
is essential.
The application of vibration data provides information on the vibration responses at 
two or more points and directions (degrees-of-freedom or DOFs) on the surface o f a 
structure. Vibrating deflection mode shapes are the magnitudes and phases of two or more 
DOFs of operating data acquired from a machine or a structure. A vibrating deflection 
shape, therefore, defines the relative motion between two or more DOFs of a structure. It 
can be defined for a specific frequency or at a certain time. Structural resonances can be 
thought of as structural weaknesses. That is, at certain natural frequencies, a structure will 
readily absorb energy and vibrate with an excessive level of vibration. Therefore, as the 
frequency of a sinusoidal excitation force approaches one of the resonant frequencies o f a 
structure, the vibration level will grow. Thus, when sinusoidal excitation is applied to a 
structure at or near a natural frequency, its response or deformation will be dominated by 
this frequency (Richardson and Schwarz, 2003).
One of the earliest modal testing methods takes advantage of this resonant 
phenomenon of structures, allowing one to actually see its mode shapes. A dynamic test is 
very straightforward. While exciting a structure with a shaker driven by a sine wave signal, 
the structure surface is illuminated with a dynamic test that is triggered by the sine wave 
signal. This causes the deformation of the surface to stand still, displaying the vibrating 
deflection shape of the structure at that frequency. If the excitation frequency is then 
adjusted to be close to a modal frequency, the vibration deflection shape becomes 
dominated by the mode shape, and hence is a close approximation of the mode shape. 
Dynamic testing was used to observe mode shapes long before digital computers or FFT
1
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analyzers were available, and it is still probably the cheapest and easiest way to do modal 
testing today.
All modal testing is based on the assumption that the vibrational behaviour of a 
mechanical structure can be represented either by a set of differential equations in the time 
domain, or by a set of algebraic (spectral) equations in the frequency domain. From an 
experimental point of view however, it is more straightforward to define the equations of 
motion in the fi’cquency domain. Frequency domain model represents dynamic behaviour 
between any pair of DOFs of a machine or structure, which is described in the frequency 
domain by a transfer fimction.
There are varieties of non-destructive techniques available today to assess damage in 
structures. Most of these techniques, such as those based on the emission and measure of 
acoustics waves, eddy currents, magnetic fields. X-rays, etc., require the vicinity of the 
damage to be known in advance and the portion o f the structure being inspected to be 
readily accessible. Subjected to these limitations, these experimental methods can detect 
damage on or near the surface of the structure.
Dynamic inspection constitutes one of the few monitoring methods that afford the 
identification of geometrical or mechanical properties of a complete structural member. 
Usually, the dynamic response of a structure, at any point, is influenced by the general 
properties of the member. This means that local measurements provided by a limited set of 
sensors may signify of the overall behaviour of the structural member. Furthermore, the 
representation o f the measurements may be enhanced by an adequate choice of sensors 
location. The dynamic characteristics of the damaged beam are obtained by applying 
bonding to introduce artificial damage to the beam structure.
Many machines and structural members can be modelled as beams with different 
geometries. These structures may have different boundary conditions depending on their 
applications. Advances in material sciences have contributed to many alloys and composite 
materials having high strength to weight ratio. Geometry of the beam, boundary conditions 
and localised damage have greater effect on the dynamic behaviour of the beams and hence 
need to be studied in depth.
Damage can be defined as stiffness reduction of one or more elements of a structure, 
which leads to change in the dynamic characteristics such as natural frequency, mode 
shapes, etc. A significant deviation in modal parameters from the undamaged stage 
indicates possible damage in a structure. There is always a need to have a relationship
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between the damage that occurred in the structure and its dynamic characteristics to 
ascertain its current health status.
The pultruded FRP composite beams have been used in civil engineering structures. 
A good example of their application is the construction of bridges, such as Wilcott Bridge 
and West Mill Roadbridge in England. But a lack of confidence in their properties has 
restricted their use in large structures, although their use is increasing in both Europe and 
North America. The pultruded FRP composite beams are manufactured to get the best 
performance for a particular situation, and their ability to be maintained, replaced or 
repaired to a verifiable standard is of prime importance. Nevertheless, different types of 
defects can occur when a FRP structure is damaged.
Figure 1.1 Wilcott Bridge, is a suspension bridge, has a single span of 50.24 m and provides a footway
of 2.3 m wide.
Figure 1.1 shows the Wilcott pedestrian bridge, in Shropshire, England, constructed 
from FRP composite panels, 3-way connectors and toggles. The bridge, which is 50.24 m 
long and more than 2.3 m wide, was built in three units and spliced to fabricate the total 
length (Strongwell Manual 2003).
Vibration-based damage assessment techniques are classified according to the type 
of vibration data and the technique to deal with that data. They are mainly based upon the 
shifts in natural frequencies or dynamically measured flexibilities and changes in mode 
shapes. Such changes are usually detected by change in stiffness, which compare and 
contrast the damaged and undamaged specimens.
After detailed literature review, this research started with the development of 
laboratory tests on artificial bonded GFRP beams to investigate changes in dynamic 
properties relative to level of bonding, although, a brief theoretical analysis was conducted 
to provide knowledge of the expected experimental results range. Finite element models 
were developed to update experimental model in order to produce reliable properties of 
FRP beams.
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The comparisons between different techniques based on vibrations measurements 
allowed evaluating which set of selected methods or which vibration information is more 
sufficient to identify damage in GFRP composite structures. Comparison of selected 
methods is proposed for the identification of damage location to different boundary 
conditions. An alternative test configuration approach presented in the thesis is significant 
contribution for the damage analysis of FRP composite beams of different boundary 
conditions.
The ability of the damage assessment techniques using vibration data from 
experiment has been proved. In this work, the dynamic characteristics of a glass fibre 
reinforced polymer (GFRP) composite beam have been obtained by modal analysis.
1.2 The objectives of the research
The general objective o f this research is to develop and evaluate damage 
assessment techniques that will be very useful for structural health monitoring in the 
engineering field with a combination of a simple experiments and usage of numerical 
simulation. Those techniques will offer a simple and affordable method to assess the 
overall structural integrity.
The following partial objectives are envisaged to attain the above-mentioned 
general objective:
a) To review different works in the literature on the dynamic identification of structures.
b) Use experimental techniques for measuring modal parameters, i.e. natural frequencies, 
damping and mode shapes.
e) Analyse the vibration behaviour FRP composite beams using numerical techniques such 
as Finite Element Method.
d) To evaluate the effect of selected vibration damage detection techniques on different 
boundary conditions.
e) To develop an experimental technique for an unspecified boundary condition (attached 
specified mass through a spring at the free end of a fixed-free beam).
1.3 Methodology
This research was mainly carried out on laboratory beams available in the 
Dynamics Research Lab, Faculty of Science and Engineering, University of Surrey. The 
required equipments for the vibration measurements, e.g. accelerometers, impulse hammer.
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spectrum analyzer and available system identification software. In this research work, 
different test configurations are compared and their benefit and limitations for respective 
applications to different damage scenarios are discussed. Different damage scenarios were 
introduced to FRP composite beams. The dynamic measurement was carried out 
considering different boundary conditions. A free-free condition is initially considered by 
hanging the beam using flexible springs in order to eliminate the effect o f supports on the 
modal parameters, thus only the effect o f damage is obtained. Tri-axial accelerometers are 
placed at selected location based on the result of simple FE beam model. The beam is 
excited in the two directions by means of a hammer. The responses at different points 
along the beam is recorded at different level of damage and fed into EFT analyzer and load 
into pre-processing tools like SPICE (Peeters et al. 1999) for further processing. The effect 
of the progressive damage on the natural frequencies, mode shapes, modal strains and 
damping ratios will be determined.
Finite element models for the intact, reference and damaged beams will be 
constructed and used to support the dynamics measurements. Damage assessment 
techniques based on direct methods such as shape curvatures, damage index, modal 
flexibility, model updating are applied to the FRP composite beams. An experimental 
procedure will be developed to evaluate unspecified boundary condition characteristics and 
results will be discussed and analysed.
1.4 Organisation of the Thesis
The background of structural health monitoring of structural engineering 
infrastructure, objectives, methodology, and organisation o f the thesis have been outlined 
in the first chapter.
Chapter 2 contains literature review of damage detection techniques, with more 
emphasis on vibration-based damage detection technique separated into direct and indirect 
methods. Attention is focussed on direct methods, output identification techniques (data 
analysis techniques), modelling of damage beam element and application o f GFRP 
composite beam is presented.
Chapter 3 discusses the theoretical and experimental aspects o f modal analysis. The 
critical issues for performing the vibration test of a system to determine its modal 
parameters are presented.
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Chapter 4 presents a description of the test beams, experimental work and the 
analysis of results. The dynamic behaviour of the GFRP beam model was observed, 
including changes before and after the damaged composite beams. Set of experimental 
tests were performed to investigate the effect of damping on the FRP composite beam by 
inserting water bags at specific points inside the beam to evaluate changes in natural 
frequencies and damping factors.
Chapter 5 describes all the issues related with the FE modelling o f the test structure 
for linear analysis. In this chapter, the basic theory of finite element modelling is 
discussed. This discussion is then followed by the results obtained from different test cases 
using ANSYS models.
Chapter 6 discusses the selected damage identification techniques such as direct 
mode shapes, modal curvature, flexibility, damage index, modal flexibility and model 
updating. The techniques are applied to the beams in order to identify and locate possible 
damages.
Chapter 7 presents the development o f experiments, and FEA modeling, of a Fixed- 
Free beam with undefined BC at the free end. Different masses were attached to the free 
end of the beam using a linear spring. The results are extracted for different damage 
scenarios, analyzed and discussed.
Chapter 8 summarises the findings and learning points o f the study and 
recommendations for ftiture work.
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2. LITERATURE REVIEW
2.1 Introduction
This chapter presents the review of damage detection techniques with a main focus 
on vibration- based damage identification in structural systems. The main goal is to review 
the developments made by researchers during the past. The essence of this review is to 
identify the applicability of damage methods, classification of methods and to review a 
selected group of methods. However, some important facts are discussed, concerning the 
applicability of vibration based damage technique to FRP composite beams.
The specific areas of coverage of this chapter include; reviews of the literature in the 
areas of non model-based damage identification approaches, critical reviews of structural 
damage identification and health monitoring methods based on modal frequency changes, 
mode shape changes (direct modal shapes changes, modal curvature changes, damage 
index method or modal strain energy changes, modal flexibility changes), damping 
changes, model updating method and vibration-based damage detection techniques at the 
University of Surrey. Also, a review was done on the application of FRP composite 
material and dynamic damage detection of FRP composite beams.
Over the past few years, the problem of detecting structural damage in mechanical, 
aeronautical and civil engineering systems has been the subject of numerous research 
papers and conferences. The goal of number of damage detection techniques is to detect 
cracks and fault in a structure in order to decide the structure’s remaining life. Their uses 
and reliability have consequently become an important factor in the evaluation of the 
safety of any structure. Various engineers and scientists have devoted their time and efforts 
towards developing new, more reliable, efficient, and less tedious detection techniques. A 
detailed survey of the technical literature pertaining to different techniques for damage 
identification and health monitoring of structures was reported by Doebling et a/., 1996; 
1998; Sohn et a l, 2004.
The use of dynamic based techniques for damage identification in structural health 
monitoring is dated to the early 1980’s. Bridge assessment for health monitoring was the 
first motive of interest, but quickly spread to other constructions. In the literature, several 
applications on beam structures (steel and concrete), trusses, plates, shells and frames, 
bridges, buildings and composite materials can be found. There are references in the
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literature where damage identification based on dynamic response is applied to fibre 
reinforced polymer beam structures. However, in the process of preservation of beam 
structures, damage evaluation and monitoring procedures are particularly attractive, due to 
the modern context of minimum repair and observational methods. High-priority issues 
related to damage assessment and monitoring are global non-contact inspection techniques, 
improving sensor technology, simulation, improving global modal dynamic analysis, self- 
diagnosing and improving prediction of early degradation. In summary, vibration-based 
damage identification techniques are very important areas in engineering.
The methods of damage detection needs significant attention in terms of determining 
the presence of damage, location of the damage, determine the severity of the damage and 
deciding on the structures remaining life. The modal parameters such as mode shapes, 
natural frequencies and damping are functions of the physical properties of a structure. In 
the literature of vibration-based damage identification methods, it is common to assume 
that damage is directly related to a decrease of stiffness and not to any change of mass. The 
reviews done on available damage detection technique are given below.
2.2 Classification of Damage Detection Technique
Damage deteetion teehniques can be divided into two categories: (a) Destructive 
Evaluation (DE), and (b) Non-Destructive Evaluation (NDE). Figure 2.1 shows 
classification of all damage detection techniques. The NDE methods can be further 
classified into two groups, i.e. local and non-local.
Damage detection methods can be classified as either local or non-local in nature. 
Local methods rely on measurements of the structure near the site of the damage, e.g., 
visual inspeetions and experimental tests of acoustic, X-radiography technique, ultrasonic 
liquid penetrant technique, optical fibre and eddy current technique. These are discussed in 
details in seetions 2.2.1 to 2.2.4. As such, the location of the potential damage must be both 
known in advance and aceessible to direct measurement. For non-local (global) techniques, 
the measurement and identifieation of the damage is not necessarily correlated with the 
physieal loeation of the damage, but damage assessment and location can be detected. In 
particular, vibration modal-based detection methods use the dynamic response (shift in 
natural frequencies, mode shapes, etc.) of the structure to infer the health of the system. 
The presence of damage in a strueture causes changes in its dynamic properties.
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The most common approach of detecting damage is the use of vibration as a basis for 
struetural response. Recognising the presence of damage will affect dynamic 
characteristics and the vibration response. Vibration-based damage detection can be 
referred to as a nonlinear inverse problem from mathematical point of view. This is a case 
whereby vibration is known and the parameters that determine the location and extent of 
the damage are unknowns. According to Rytter (1993) the classification of damage level 
identification method are as follows:
Level 1 : Detecting the existence of damage in the structure
Level 2: Level 1 plus determination of the damage site
Level 3: Level 2 plus quantifieation of severity of damage
Level 4: Level 3 plus prediction of remaining service life of the structures
The Level 1 only identifies damage detection. In the real sense, it comprises all four 
levels of damage. The usefulness of Level 1 is not really important as long as the other 
three levels are known, because it is easier to predict the remaining service life through 
fracture mechanies.
The vibration-based damage detection is the most successfully applied in structural 
health monitoring. The vibration-based damage detection method, which is also known as 
linear method, has the advantage of not needing to have prior knowledge of the damage 
location, i.e. the sensors need not be in the very vicinity of the damage. Vibration-based 
damage detection can be classified as model-based techniques and non-model-based 
techniques. Non-model-based techniques (as described in figure 2.1) have the advantage of 
avoiding modelling errors and computational cost involved in numerical simulations, 
which can pose severe limitation when iterative identification is applied. The non-model- 
based methods developed to secure Levels 2 and 3 imply a considerable increase in 
number of sensors and consequently the amount of signal processing. The Level 3 can be 
achieved through mathematical modelling of the structure. This research will focus on 
Levels 1 to 3 of the damage detection and identification.
Doebling et al, (1998) classified damage identification technique into different 
categories. It makes distinction between methods that are used for continuous monitoring 
of structural performance and methods that are applicable to the detection of damage 
caused by extreme events. The primary distinction between these situations has to do with 
sensor and data aequisition system requirements. The same type of analytical techniques 
can be applied to the data to determine the integrity of the structure.
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Figure 2.1 Classification of Damage Detection Technique
2.2.1 Visual Inspection Method
Visual inspection is probably the oldest, most natural form of detecting damage or 
crack and also the most widely used technique of all the damage detection methods (Khan 
(1999). It is a very simple, easy to apply, and less time consuming procedure for 
inspection. Visual inspection by a qualified engineer can reveal appropriate information 
about the condition of a structure. It could indicate, for instance, the structural quality, 
presence of defects, the degree of penetration, and surface porosity. It could also serve as a 
precursor to other test methods. The underlying basis for this technique is the illumination 
of the test structure with light mostly in the visible region, after which it is examined with 
the human eyes or by using other optical aids such as mirrors, lenses, periscopes, 
telescopes, projectors, comparators, horoscopes, and other light sensitive devices such as 
photocells. The optical aids provide a means of compensating for the limits of visual acuity 
of the eyes. For rapid inspection of very small precision components, comparators and 
enlarging projector provide means of improving viewing conditions. The interior of hollow 
tubes and other internal chambers can be easily and directly inspected by using a
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horoscope because of its large field of vision and sufficient illumination, and the image is 
less distorted. It is to be noted that some equipments used in visual inspection require that 
the defect location is accessible. In using optical aids, the effects of the illuminating light 
must be taken into consideration. Its direction should be in such a way that details can 
easily be viewed and glared, and dazzle effects are reduced or eliminated. The industrial 
applications of optical aids depend to a greater extent, on the nature of the surface being 
inspected. Several real life engineering surfaces are non-specular and curved. However 
damage in composite materials often occurs below the surface, so it is not easy to identify 
by the unassisted eye. Also, the eye alone cannot determine much detail about the damage 
mechanism or severity.
2.2.2 Radiography
The radiography technique involves the use of X-rays or gamma radiation. It relies 
on recording the difference in ray absorption rates through the surface of a structure in 
order to reveal the defect or cracks. The X-ray technique is assumed to be a fundamental 
test procedure, and quite a large number of experts in the field of non destructive testing 
have obtained their first experience using this method. These techniques are relatively 
inexpensive and simple to implement and interpret. They require large and costly 
equipment that is difficult to use on large structural components. Higher percentage of 
scientist uses the X-rays on very specialized components or structures such as a pressure 
vessel, while some other methods could be used for routine inspections. The damage with 
small cracks width to depth ratios are not easily identified using X-rays, but big crack can 
be easily detected. The effectiveness of X-rays depends on the intensity, the thickness of 
the specimen and the characteristics of film. It is very vital to look carefiilly at the 
component in order to decide on the direction to examine the component, considering the 
likely orientation of defect and thickness of component in the X-rays.
2.2.3 Ultrasonic Technique
Mechanical vibration oscillation with frequencies ranging from 16 Hz to 20 kHz are said to 
be audible to the human ear. Striking a structure and measuring its echoes or listening for 
the characteristic “ring” have been used ages ago for detecting damages in structures. The 
note emitted by a damage surface is quite different from that of an undamaged surface 
(Farlow et a/., 1994). When the vibrating oscillation is at a frequency greater than 20 kHz,
II
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the sound becomes inaudible to the human ear and it is referred to as ultrasonic. The 
classical principles that are applied to the audible frequencies are also applied to ultrasonic 
frequencies, but some principles that apply to ultrasonic frequencies are not used at the 
audible range. There are several ways of producing ultrasonic waves. These involve the 
application of mechanical pressure or tension to certain crystals, thereby, developing 
electric charges, the sign of which changes when the force changes from tension to 
compression. For crack identification purposes, ultrasonic waves are introduced into the 
components. They travel with very little attenuation, and with a velocity that depends on 
the material properties. On striking the boundary of the material under examination, this is 
also true when the defect is a small crack width to depth ratio. The ultrasonic wave is 
frequently introduced into the material by direct contact between the crystal and the 
component.
2.2.4 Liquid Penetrant Method
The technique can be used to detect faults that extend to the surface of the structure. 
It also portrays surface discontinuities to a very great extent. The method can be applied to 
metals, ceramics, and other non-porous materials. It is also quick, reliable, and cost 
effective. It can be used to locate surface cracks. This method reveals the discontinuity to a 
greater extent than the visual inspection. Some cracks in structure can be deep in the core 
of the structure, yet, with little opening on the surface, and consequently can pose very 
serious defects on the structure despite the fact that they have little surface indication. By 
inspecting this structure visually, such cracks can be very difficult to detect. The 
fundamental principle of operation is the fact that when a liquid, which often contains a 
dye or a fluorescent substance which makes the crack visible, is sprayed on a surface, it 
seeps into the crack (visible or invisible) by capillary action. After a sufficient time has 
been allowed for the liquid to seep into the structure, the surface of the structure is wiped 
clean in order to remove the excess liquid. This is followed by the spraying of a substance 
known as the developer, which draws the penetrant out of the structure. The surface is then 
examined under appropriate viewing conditions. The basic steps involved can be 
summarized as follows: (i) Initial surface cleaning, (ii) application of the penetrant, (iii) 
removal of the excess penetrant, (iv) application of the developer and (v) inspection and 
interpretation.
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Oil and whiting technique is the oldest and simplest of this method. Its procedures 
are similar to those enumerated above. The liquid used is penetrating oil and its developer 
is calcium carbonate, a thin coating of whiting. Some of the other techniques in liquid 
penetrant methods are; oil vapour blast test, radioactive penetrant method, filtered particles 
method, etc. Factors such as sensitivity of the required defect, surface finish of the 
structure, compatibility of the penetrant with the structure, zone to be inspected (size, 
shape, accessibility), and usage to which the component is made are taken into 
consideration while using the liquid penetrant method. The surface could be photographed 
or video recorded after inspection for permanent record purpose. Its major disadvantage is 
that it is only applicable to flaws opened to the surface. A thorough surface cleaning is 
required before this method could be applied.
2.2.5 Optical Fibre Method
Oka et al., (1999) identified optical fibre method as a technique that has evolved with 
the use of embedded small-diameter optical fibres, which can be multiplexed to record 
measurements over large regions. Rogers (1999) did a review on a comprehensive 
collection of distributed optical fibre. In using this method of detection, pulses of polarized 
laser light are transmitted along an optical fibre and gratings are placed in various locations 
to reflect a portion of the light at a certain wavelength. By recording the time of flight of 
the beam, the length of that segment of fibre can be easily deduced. If a strain has been 
applied to that segment of fibre, the time of flight would change. Kim et al., (1993) did an 
active research in optical fibre techniques including analytical modelling of the fibres for 
predictive purposes. They applied experimental methods to determine the effects of the 
finite diameters of these fibres and the manufacturing issues of producing small diameter 
fibre and bonding optical fibres into composite structure and sandwich structures. Critics 
of optical fibre methods claim that there is a large shear-lag effect due to the cladding, 
coating and adhesion layers surrounding the optical core that makes it impossible to take 
accurate measurements. They also claim that these fibres introduce weak points in a 
laminate as potential crack and delamination initiation (Steenkiste and Kollar, 1998). 
Regardless of these criticisms, optical fibres are still widely used for large civil structure 
applications since they can be easily multiplexed over long distance.
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2.2.6 Eddy Current Method
This is another valuable technique for detecting damage based on the fact that the 
electrical resistivity of the material in the local defect zone differs from that of the 
undamaged part. This is because electrical potential difference produced between two 
points by flowing of an eddy current in the specimen will change when damage is present. 
The soundness and homogeneity of some materials have been tested by using this method. 
This method involves attaching electrodes firmly to the end of the specimen, and passing 
high eddy current though it. This field has not been explored for composite materials as it 
is for metals, however, due to the insulative properties of the epoxy matrix (Goldfine et al., 
1999; Zahn 1998). Eddy-current methods are often used because they are simple to 
implement and do not require much equipment. However, their disadvantage is that they 
require large amounts of power and that the data they produce is among the most 
complicated to interpret and the analysis involves solutions of an elaborate inverse problem 
to deduce the presence of damage.
2.3. Vibration-based Damage Detection Techniques
The fundamental of vibration-based damage detection (VBDD) methods is that 
modal properties (natural frequencies, mode shapes and damping ratios) and their 
derivatives are function of the physical properties of the structure (mass, stiffhess and 
boundary conditions). Therefore, changes in the physical properties of the structure may 
cause changes in the modal properties. Detailed literature reviews of VBDD methods have 
been provided by Doebling et al. (1996) and Sohn et al. (2003). Early VBDD studies 
examined the changes in the dynamic properties during forced and ambient vibration.
The generic idea is that natural frequency and mode shapes were a more sensitive 
indicator of mini and micro damage than damping (Salane et al. 1981; Spyrakos et al., 
1990; Mazurek and DeWolf 1990; Farrar et ah, 1994; Alampalli et al., 1997). Application 
of other damage detection methods have examined the changes in other vibration based 
parameters, such as the frequency response function (FRF) (Samman and Biswas 1994a; 
1994b), mechanical impedance function (Salane et al., 1981), modal assurance criterion 
(MAC) and coordinate modal assurance criterion (COMAC) (Fox 1992; Farrar et a l, 1994; 
Salawu and Williams 1994), and finite element (FE) model updating methods (Beck and 
Katafygiotics 1992; Kaouk and Zimmerman 1993).
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2.3.1 Modal Frequency Changes
This approach of detecting damage have make use of changes in modal parameters, 
basic changes in modal frequencies. The changes in dynamic properties caused by changes 
in vibration natural frequencies can be used for damage detection. The employed detection 
techniques attempt to solve the structural damage problem either as a forward problem or 
an inverse problem. Cawley and Adams (1979) proposed the formulation to detect damage 
in composite material from frequency shift, which is known as a forward problem. A 
number of mode pairs are considered for each potential damage location and the pair 
giving the lowest error (measured frequency shift) indicates the location of the damage. 
The formulation does not account for possible multiple-damage locations. While the 
inverse problem calculates structural damage using the frequency shifts by Doebling et a l,
(199&X
Abdel Wahab and Mottershead (2001) used the beating frequencies rather than the 
natural frequencies to detect the onset of damage, which was demonstrated by the authors 
to be more sensitive as a damage indicator. The determination of small changes in natural 
frequencies requires very high resolution in digitally produced frequency response 
functions. Methods, which can assign vibration nodes, may be helpful in determining the 
location of damage sites.
Narayaja and Jebaraj (1999) studied and proposed a method for detecting crack 
location and the extent on a cantilever beam by using changes in natural frequencies alone. 
They concluded that the crack is located at the peak positions of the mode shapes; the 
percentage changes in frequency values are higher for corresponding modes. While if the 
damage is located at the point of the strain mode shapes, the percentage change in 
frequency values are lower for corresponding modes.
Ren and De Roeck (2002) proposed a damage identification method based on 
changes in frequencies and mode shapes of vibration for predicting damage detection 
location and severity. The method is applied at an element level using a finite-element 
model. The element damage equation were established through the eigen value equation 
characterized the dynamic behaviour. The method was verified by simulating a number of 
damage scenarios in beams and predicted the exact location and severity of damage.
Lee and Chung (2000) used the first four frequencies of a simulated cantilever beam 
to locate a single crack and assess their corresponding changes. The crack depth was then
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approximated iteratively to match the frequency as closely as possible before the location 
of the crack was finally determined.
Chrondros et a l, (1980) proposed a method applying the reduction of the natural 
frequencies to evaluate damage severity. Damage was assumed to be a crack at the 
cantilevered end of a beam. The crack model was obtained from experimental analysis. A 
relationship of crack damage to the damaged and undamaged frequency ratio of a mode 
was established.
Boltezar et a l, (1998) used experimental investigation for the effects of the change in 
damping and natural frequency for a composite driving shaft. The more sensitive indicator 
for the state of the damage was the change in the natural frequencies, especially the ones 
related to the bending modes.
The change in natural fi'equency of a structure can lead to structural reduction in 
stiffhess and increase in damping. A crack changes the dynamic frequency modes in a 
beam by changing the stifftiess matrix, which is dependent on the moment of intertia, I  
and Young modulus, E . The reduction in stiffhess corresponds to decreases in natural 
frequencies and alterations.
The dynamic behaviour of structural systems is governed by the properties of the 
structural beams and their rigid connections. Damage to structural members and joints has 
a direct effect on the dynamic properties of the overall system. Damage detection methods 
that have been proposed include the “classical” approach (West 1988; Lieven and Ewing 
1988^
Brinker et al., (1990) used statistical analysis method to detect damage by 
frequencies. By estimating the undamaged and the damage condition of the structure for 
five selected instants of time, the authors define a significance indicator for the 
resonant frequency as:
    .................................................................................
where cr^  is the estimated standard deviation (resulted from the five system identification 
tests) of the resonant frequency and super scripts u and d indicated the undamaged 
and the damaged state, respectively. With this shift scaling, the measured frequencies with 
higher confidence (low standard deviation) are weighted more heavily in the indicator 
function. The authors define a “Unified Significance Indicator” (USI) by summing the
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frequency and damping significance indicators over several measured modes. The 
significance indicator proved to be a sensitive indicator of structural damage (Level 1), but 
it is not capable of providing an estimate of damage location (Level 2). The authors state 
that knowledge of the input signal is not essential for the detection of damage using this 
technique, which makes output-only modal identification techniques applicable for this 
method.
Boltezar et al., (1998) dealt with the crack identification procedure for free-free 
uniform beams in flexural vibrations. The model of a transverse crack includes an 
equivalent linear spring connecting two segments of a beam. By measuring the changes of 
natural frequencies in flexural vibrations, it is possible to study the inverse problem with 
the crack site identification. The method is based on the assumption that the crack stiffness 
does not depend on the frequency of vibration. It requires at least two natural frequencies 
to be measured, which are changed due to the existence of a crack. The comparison with 
the crack sites identified by measuring both axial and flexural vibrations showed better 
results for the flexural vibration case. The experimental investigation was done on a 
homogeneous straight steel beam with rectangular cross-section. The damage w as, 
artificially introduced by a saw; so consequently, the width of the cut was 1 mm and 
remained open during the testing. The depth of the crack has been varied. The boundary 
conditions were free-free; the beam was supported by a thin nylon rope. For impulse 
excitation, vibration signals were acquired by two accelerometers mounted at both ends of 
the beam. One of them was attached to pick up axial and the second to pick up flexural 
vibrations. From the measured natural frequencies of the undamaged beam the values of 
the effective Young’s modulus were written as:
  (2-2)
which can be re-written as:
..................................................................... .................................. (2-3)
where A is eigenvalues (which computed according to boundary condition), I  is moment 
of inertia, A is cross-sectional area, o) is measured angular frequencies, is effective
Young’s Modulus, and p is  mass density. Interested reader may be referred to Abdel 
Wahab (2008) for details derivation of effective Young’s Modulus for beams with different 
boundary conditions.
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Rizos et al, (1999) developed an identification technique for determining crack 
location and size in a cantilever beam using changes of more than one natural frequency. 
This proposal has been confirmed by the results of finite element calculations and the 
experimental verification by Narkis (1994). Cawley and Adams (1979) developed a 
spectral method to estimate the location and depth of a crack from changes in the natural 
frequencies. Chondros and Dimarogonas (1980) developed monographs for calculating 
crack depth for different beams when the crack location is calculated using the first three 
vibration mode frequencies.
Palacz and Krawczuk (2002) compared several vibration-based methods for damage 
detection in a cracked beam, and indicate that the changes in the first two frequencies 
without measurement errors or the changes in the first four fi-equencies with measurement 
errors could successfully detect both the location and depth of the surface crack.
Kim and Kim (2001) explored the case of an artificial damage or crack, the location 
and size of the damage affect the stiffness and subsequently the natural frequencies and 
mode shapes of a beam. Theoretically, when the location of a crack is known, its size can 
be uniquely determined fi*om the shift of natural frequencies. Additionally, it is known that 
higher vibration modes are more sensitive to a small crack. Thus, it is desirable to observe 
the frequency of the second or higher modes. However, higher vibration modes are not 
always observable. In many experiments, only the first three vibration modes were 
observed clearly, although the first and second modes dominate. Rabiner et a l, (1969) 
evaluates the z-transform of a sequence of several samples at some points in the z-plane, 
which lie on a circular contour beginning at an arbitrary angle. The advantage of a chirp z- 
transform is that it can zoom into the desired frequency range and examine the magnitude 
of any desired frequency. Therefore, a chirp z-transform can detect any minor change of 
frequency better than a Fourier transform. Based on the chirp z-transform of the 
measurement signals, the vibration signal immediately after the beam tip, slips off the 
impulse hammer tip, contains more energy for the second and third mode.
However, the use of natural frequency shifts alone for damage detection may cause 
some practical limitations to determine localized damage in structures. The idea of using 
natural frequencies alone to determine damage has some limitation in terms of unable 
exact spatial information about structural changes at lower modes, which is due to less 
sensitivity to frequency changes to locate damage even though they can be experimentally 
determined more accurate than other modal parameters.
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Also, it has no ability to determine multiple damages if there are more than one 
damage locations, which is likely to produce natural frequency results for certain modes. 
In addition, it is difficult to determine damage when it is located at symmetrical locations 
or nodal points. At higher modes, it is difficult to identify frequency accurately due to 
practical limitations associated with the excitation and extraction of the local modes. 
However, natural frequencies are reported to be influenced by environmental condition 
(Chang 2003). As a result, many researchers opted for modes shapes and/or a combination 
of natural frequencies and modes shapes for damage identification.
2.3.2 Modal Shape Changes
The changes in mode shapes and its dérivâtes for damage detections can be separated 
into different methods, direct changes in mode shape values, changes in mode shape 
curvature, changes in measured modal flexibility, changes in uniform load surface 
curvature, changes in unit load surface curvature, and the damage index method (change in 
strain energy).
2.3.2.1 Direct Modal Shape Changes
Stanbridge et al, (1997) applied mode shape changes to detect saw-cut and fatigue 
crack damage in flat plates. They discussed reliable methods of extracting those mode 
shapes using laser-based vibrometers.
Ahmadian et al, (1997) used changes in mode shapes and participation factors for 
damage detection. This is done using substructures or small part of a larger structure. They 
propose a damage detection procedure that uses measured displacements of a structure and 
an existing analytical model to locate possible problem.
Yoon et al, (2005) proposed a method called gapped smoothing method, which is 
being used for identifying the location of structural damage in a beam by introducing a 
“globally optimized smooth shape” with an analytical mode shape functions. The 
procedure uses only the mode shapes from the damaged structure without a priori 
knowledge of the undamaged structure. They developed damage algorithm tested with a 
finite element analysis (FEA) and validated with experiments on notched steel beam.
Doebling and Farrar (1997) studied the effect of frequencies and mode shapes of a 
bridge as a determinant of damage. This study focused on estimating the statistics of the
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modal parameters using Monte Carlo procedures to determine if damage has produced a 
statistically significant change in the mode shapes.
Researchers like Mazurek and DeWolf 1990; Srinivasan and Kot 1992 reported that 
direct mode shapes is a sensitive indicator for damage detection. This is due to its 
simplicity, the change in mode shape method can be considered as a basic method that 
other methods can be compared to. The mode difference is defined as:
.................................................................  (2-4)
where is the amplitude of the pre-damage mode shape at node i, ((>* is the amplitude of 
the post-damage mode shape at node i, and A^. is the absolute difference between the pre-
and post-damage mode shapes at node i.
Mode shape vectors are spatially distributed quantities and they provide information 
that can be used to identify damage. In order to have accurate results with these quantities, 
Farrar and Doebling (1998) stressed from the fact that a large number of measurement 
locations can be required to accurately characterize the mode shapes and to provide 
sufficient resolution for the damage identification methods. When results are available 
from two scenarios, e.g. undamaged and damaged stage, the most well known procedure to 
study the numerical correlation between two sets of mode shape vectors is to use the 
Modal Assurance Criteria (MAC) value as indicated below (Ewins 2000):
 ^ ,---- - ,  O' = 1, >rn/, k = 1 m „ l ...................... (2-5)
/ = !  ï = l
where, and are two series of mode shapes expressed in matrix form (eigen-mode 
matrices), respectively of «xm^and nxm^ class, with and equal to the number of 
investigated modes and n equal to the number of considered coordinates (that is the 
number of measurement points), is the i - t h  coordinate of the j - t h  column of
(that is the j - t h  vibrational mode) while 0 ^ . is the i - t h  coordinate of the k - th  
column of 0^ (that is the k - th  vibrational mode).
Modal Assurance Criterion (MAC) provides a measure of consistency between 
estimated modal vectors. This measure provides an additional confidence factor in the 
evaluation of a modal vector when different excitation locations are used. The modal
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assurance criterion (MAC) also provides a method of determining a degree of causality 
between estimates of different modal vector of the same system. Also, MAC provides a 
method of easily comparing estimates of modal vectors originating from different sources. 
The modal vector from finite element analysis can be compared against with those 
determined experimentally as well as modal vector determined by way of different 
experiments or modal parameter estimation methods.
The expression of MAC in equation (2-5) leads to a scalar value between zero and 
one, associated with low and high correlation between the two vectors. In this way, effect 
of different methods can be compared in order to evaluate the mutual consistency of 
different procedures, on the estimation of modal vectors. The disadvantage of using this 
indicator is the fact that MAC values are global quantities and they are not sensitive to low 
damage in the structure.
Also, Ko et al., (1995) proposed a damage detection method combining Sensitivity 
Analysis and Modal Assurance Criterion (MAC)ZCoordinate Modal Assurance Criterion 
(COMAC) for a steel frame. Before and after the structure was damaged, six sets of 
vibration data were measured under two different joint conditions (rigid and pinned) and 
two different damage locations (beam-column and column-base connections). The 
sensitivities of the modal vectors obtained analytically to particular damage conditions 
were computed to determine which DOFs are most significant. Then, a MAC analysis is 
applied between the measured modes from the undamaged frame and damaged frame to 
find the correlated mode pairs. Using the modes selected with the above analysis, the 
COMAC is computed and used as an indicator of damage. The results demonstrate that 
particular mode pairs can indicate damage, but when all available mode pairs are used, the 
COMAC results cannot indicate the right damage location. COMAC is given by:
f  L
V) -  ~ r
I
j=\ /= !
where L is the total number of investigated modes and / = 1,....,«, is the generic point of 
measure. This index can be used to identify the position in which two series, and , 
of mode shapes, are discordant, because measures the correlation between all the 
displacement at i - t h  corresponding to the different modes. If the COMAC values are 
equal to 1, then no difference appears between the deflection coordinates in the undamaged
COMAC,,, = .^....   (2-6)
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state and the damage state. The lower COMAC values signify the differences in 
coordinates and, thus, possible damage (Lieven and Ewins 1988).
2.3.2.2 Modal Curvature Changes
Salawu and Williams (1995) evaluated the performance of the modal curvature 
model method and mode shape difference. They found out that making use of experimental 
data only was not good for damage indication but for modal curvature evaluations.
If the entire beam structure is subdivided into N elements as shown in figure 2.2, the 
illustration given can be used for notation in the mathematical derivation involved in 
fiirther review.
h
7 = 1 7 -1 7 7+1
Figure 2.2 Notation of beam subdivision 
The mode shape curvatures are:
“ (^y=l’""9 ) ........................................................................................... (^"^)
From figure 2.2, for the element of the ith mode of the structure for each single 
element. Pandey et aL, (1991) proposed a parameter method called curvature mode shape 
in order to identify and locate damage in structure. This was done by using a cantilever and 
a simply supported analytical beam models. According to derivation of beam theory, 
reduction in flexural rigidity E l  due to damage will increase curvatures and the difference 
between damage and undamaged curvature mode shapes will be largest at the location of 
damage. The difference in mode shape curvatures is expressed as:
(2-8)
Unless it is measured more directly, curvature of the mode shapes can be estimated 
numerically using a central different approximation as:
.................................................................................................................... (2-9)
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where, is the changes between the undamaged and damage mode shapes curvatures, 
(/). is the undamaged mode shapes curvatures and (f'* is the damage mode shapes 
curvatures, respectively at the location j .  (j). is the mode shape amplitude at point j  and h is
the distance between measurement points.
The result shows that the absolute changes in the curvature mode shapes are localised 
in the region of damage and can be used to detect damage in a structure, with changes in 
the curvature increasing with increase in size. The displacement mode shapes were 
calculated from finite element analysis and curvature mode shapes were calculated using 
central approximation.
One of difficulties in practical application of equation (2-9) is that on the site the 
noise makes the small curvature very difficult to measure. According to Maeck (2003), 
unreasonable noise percentage could lead to inaccurate curvatures, which was found for 
the lowest mode and even for the higher modes, the deviation remains too high to use 
central differences as a smoothing technique. Though results from the experiment 
conducted by Maeck (2003) tend to be more accurate for higher modes, the accuracy of the 
higher mode shapes of real structures also tends to decrease.
Abdel Wahab and De Roeck (1999) analyzed methods of damage detection which 
seem to be less expensive and fast. They focused on change in modal curvature to detect 
damage in pre-stressed concrete bridge. A simply supported beam with different damages 
is used to carry out the work. This paper deals with statistical method ‘central difference 
approximate’ to compute modal curvature (MC) and explain reasons for appearance of 
noise. A factor named Curvature Damage Factor (CDF) was derived to examine modal 
curvature of different modes. It was concluded that damage identification can be detected 
clearly with CDF:
CDF = ^ f \ f „ - £ \ ........................................................................................................ (2-10)
i=i
where N  is the total number of modes to be considered, is the curvature mode shape
of the intact structure for the mode, and is the curvature mode shape of the damaged
beam. When this algorithm was applied to the bridge data, a clear set of peaks was 
observed in the CDF near one of the bridge piers where damage was first visually located 
during the experiment. It was concluded that the used modal curvature is effective.
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Also, Maeck et al. (2000) extended the use of curvature in direct stiffness method 
calculation method to detect damage by using it to calculate the local beam stiffness. A 
smoothed version of the curvature was calculated from the mode shape data, then the 
stiffness was calculated using the curvature and the moment distribution along the beam, 
which may be derived using the mode shapes.
E i -
 (2.11)
r jim
dqj I  dx
The bending and torsional stiffness are calculated by the basic relations between bending 
stiffness E l  and modal bending moment M ”' , and torsion stiffness GJ and T"' the modal 
torsional moment without numerical model.
2.3.2.3 Damage Index Method (Modal Strain Energy Changes)
The Damage Index Method was originally developed by Stubbs and Kim (1993) to 
localize damage in structures given their characteristic mode shapes before and after 
damage. For a structure that can be represented as a beam, the strain energy (U) of an 
Euler-Bemoulli beam with constant flexural rigidity El for a particular mode shape, 'i' 
{(pix)) can be given as:
E l \
2
....................................................................................................................^ 0
where L denotes length of the beam. In the same manner, the strain associated with any 
segment, 'j' of the beam from Lj to for mode shape 'i' is given by;
b 2
U , j = ^ - ] [ f ] d x .................................................................................................................(2-12)
a
Worden and Fieller (1999) proposed strain energy study using a damage index 
approach. Experiments were conducted using aluminium plate stiffened with stringers. The 
damage is introduced as saw cuts in the outside stringer and nine levels of damage are 
investigated and the depth of the cut ranges from 10-90% of the thickness of the place. 
There were nineteen accelerometers located on the plate for the modal analysis to be 
carried out. There were 9 measurements points along the damaged stringer and were used 
to calculate mode shapes, essentially producing a one-dimensional formulation of the strain
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energy method. The diagnostic used was an integrated version of the modal curvature, F^j, 
the fractional energy of the segment 'j' for mode T was defined as;
................................................................................................................................ (2-13)
If the flexural rigidity, El is constant along the beam, the above expression can be written 
as:
Ik " ]  dx
~
"]dx
...................................................................................................................... (2-14)
J
0
where N  represents an element number, L  is the length of the stringer along which the 
curvatures are calculated, ^ is the mode shape, x is the position along the damaged 
stringer, and correspond to the integration limits. A damage index, is formulated as the 
quotient of the sum of damaged, F y is over all modes to the sum of undamaged F y is over
all modes. With the careful selection of modes, the damage index is able to detect a saw 
cut corresponding to 70 percent of the stringer thickness and 725-mm-long stringer locate 
it with an accuracy of less than 21 mm.
The ratio of fractional strain energy of the damaged structure to the undamaged 
structure was used as an effective indication of damage location by Cornwall et al (1999). 
The damage index, p . .  used by Cornwall et al (1999), Stubbs and Kim (1993), based on
changes in curvature of the mode at location j is defined as;
(f . )
...............................................................................................................................
Or it extended form;
j  J k " ( ^ ) ? + j ( ^ ) ] ^ J { f j W ]^dx
&  = 7 T ------  Z------------ h i ................... .....................................................(2-16)
L  0 7  0
Where f. (%) and (%) are the second derivatives of the ith mode shape corresponding to
the undamaged and damaged structures, respectively, a and b are the limit of a segment of 
the beam where damage is being evaluated. The damage index in equation 2-16 requires
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the mode shape data at two states of the structure; at undamaged state and at the state in 
which the condition of the structure needs to be assessed. As this damage index does not 
requires mass normalised shapes, the vibration data acquired using impact excitation can 
be directly used to localise the damage. The peak values of the damage index indicate the 
presence of damage and its location.
Statistical methods are then used to examine changes in this index and associate 
these changes with possible damage locations. Wang et al., (2000) used statistical method 
where two standard deviations from the mean correspond to a two sided confidence level 
of 95%. It was assumed that the damage indices were normally distributed; values falling 
two or more standard deviations from the mean were assumed to be indicative of damage, 
as calculated by:
Zy = ( /? y - / / ) / ( r > 2 .0 .............................  (2-17)
Where Zj is the normalized damage indicator, ju and cr (sigma) are the mean and
standard deviation of damage indices for all locations. To calculate the mean (the mean is 
the sum of the damage indices divided by the number of damage indices) they must be 
estimated from vibration data, taken when the structure is in intact and damaged condition. 
In the case of standard deviation a  function of the range of the vibration data could be
used. The sample standard deviation a  is the square root of the average value of {X  -  l^Ÿ  
and standard deviation expressed as:
(7 = , w/zere // =  (2-18)
JX Is
Shi et al., (2000) and Shi et al. (2002) used modal strain energy method (MSB) 
applied as structural damage detection method based, change before and after damage. The 
localization of damage based on MSB of each structural element is briefly presented, and 
the sensitivity of the MSB energy with respect to damage is derived. Damage 
quantification of two damages is successful with a maximum of 14% error under a 5% 
measurement noise. The modal strain energy change ratio for location of damage as below;
\m s e ‘ - m s e \
MSECR' ='■------   Ü ................................................................................................... (2- 19)
' MSE,j
where j and i denote element and mode number respectively.
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Also, Chen et al. (1992) used a two-dimensional strain energy distribution to detect 
damage on an aluminium plate and a composite plate subjected to different damage 
scenarios. The method was shown to be effective for damage detection on plates.
Sampaio et al (1999) derived a formula that can be used directly on vibration data,
i.e.
y=i )  y=i
where, is the damage index, for the ith mode, at location, j , the maximum order 
measured location denoted as There are two choose of null hypothesis that can be 
referred to as , corresponds to the structure not damaged at the jth  location and the 
alternate hypothesis, denoted as means that the structure is damaged at the jth  
location. To assign damage to a particular location or threshold, the following decision rule 
is used: select H q if Zj < A and choose Zj >Â.
However, majority of the author damage index method seems to be noise sensitivities 
(Shi et al 2000, 2002), although noise is unavoidable as part of experimental 
measurements. Also the equation (2-20) for directly formula to apply to vibration data.
2.3.2.4 Modal Flexibility Method Change
The flexibility is a displacement influence coefficient of which the inverse is 
stiffness (Maxwell 1864); therefore damage procedure reduction in stiffness and increase 
in flexibility will also occur. This is a unique index as it characterizes input-output 
relationship for a structure which shown to be a robust and conceptual condition index for 
engineering materials. Therefore, modal flexibility of a structure depends on modal 
parameters from dynamic testing.
Raghavendrachar and Aktan (1992) calculated flexibility using the mode shapes and 
concluded that it was a superior indicator to examining the raw mode shape data. They 
noted that higher modes would reveal local damage, but that these higher modes would be 
difficult to identify experimentally on an aged bridge.
Topole (1997) discussed the use of the flexibility of structural elements to identify 
damage. The author signified that many structures rely on the fact that structural damage
—  (2-20)
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can be expressed by a reduction in stiffness. A reduction in stiffness corresponds to an 
increase in structural flexibility. He indicated that there are certain instances where it is 
advantageous to use changes in flexibility as an indicator of damage rather than using 
stiffness perturbations. He developed a sensitivity matrix that describes how modal 
parameters are affected by changes in the flexibility of structural elements. From this 
information, he developed a scalar quantity for each structural element, which indicates the 
relative level of damage within the element. The proposed method was applied to a 
theoretical structure that consisted of a principal mass supported by 4 bays of elastic truss 
elements connected by elastic joints. Topole investigated four damage scenarios, including 
damage at a single element or joint as well as damage at several locations, reducing the 
stiffiiess of a truss member or joint simulated damage. The proposed method worked well 
at locating and quantifying damage for the single location scenarios. However, the method 
provided erroneous results for cases where damage was introduced in multiple locations.
Lin (1998) has used unity check method for locating quantifying damage using 
modal parameters. This unity check method starts from the fact that the product of a 
stiffhess matrix and a flexibility matrix produces a unity matrix at any stage of damage:
   (2-21)
Where, I is the identity matrix, is the stiffhess matrix for damage structure, is the 
flexibility matrix of damage structure. , stiffness matrix of damaged structure, can be 
represented using the stiffness matrix of the baseline structure and the unknown change
of stiffness caused by damage, AF,
   (2-22)
In practice, this formulation is approximated because only the estimated mode shapes are 
used, which means F  is a synthesized flexibility matrix of the structure. One advantage of 
the method is the dependence of the inverse of the square of modal frequencies. This 
results in a sensitive behaviour to changes of the modes in a lower frequency range, which 
are, in practice, the ones that can be estimated, especially by output-only methods.
According to definition of flexibility by Maxwell 1984 which defined as inverse of 
stiffness; therefore damage procedure reduction in stiffness an increase in flexibility will 
also occur. According to Pandey and Biswas (1994 & 1995), application of mass 
normalised modes F  can be obtained from vibration data:
28
& SURREY 2. Literature Review
M  =  (2-23)
/= !
where 0  is the mass normalised mode shape matrix and A is a diagonal matrix where 
each diagonal entity are the natural frequency and mode shape of the ith mode and N  
represents the number of DOF. Normally, the flexibility matrix of the undamaged and 
damaged structure can be estimated from the natural frequencies and mode shapes
measured during a modal test of the undamaged and damaged structure:
where (J)^  is the mass normalised mode shape matrix o f undamaged, and A„ is a diagonal 
matrix where each diagonal entity is the natural frequency and mode shapes o f damaged 
structure, is the mass normalised mode shape matrix o f damaged and A ^ i s a  diagonal
matrix where each diagonal entity is a natural frequency. The modal change in flexibility is 
given by:
.................................................................................................................(2-25)
where ] and \f  ^] flexibility matrix of the undamaged and damaged structure can be
estimated from the natural frequencies and mode shapes measured during a modal test of 
the undamaged and damaged structure the individual element of the flexibility [f ] .^
represents the deflection at DOF, k , associated with the application of a unit force at DOF 
j. And the calculated [f] is an approximation of the actual the row vector [f] some degree 
of freedom are not used.
However, [AF] the row vector is extracted as:
S j  =  max^l^^.j..................................................................................................................................(2-26)
Where dj is the maximum absolute value of the element in the corresponding column of
[AF], 0,g. are element of the [AF]^ .
The damage location and damage amount are estimated by solving the above 
equation using the least square technique to determine the magnitudes of stiffness 
reduction in the damaged elements. This method uses a diagonal mass matrix to simulate 
the actual mass matrix of the structure. The diagonal entries in the mass matrix are 
assigned to be equal to the maximum singular value of the reduced mass matrix, so that it 
has approximately the correct overall magnitude.
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2.3.3 Damping Changes
Damping is both frequency and mode dependent, both in terms of its mechanisms 
and its magnitude, according to Doebling et a l, (1997). Consequently, damping in 
engineering structures is not such an easily definable characteristic as the elastic and 
inertial forces of a body. The task of finding a suitable method of predicting damping in 
structures is a continuous concern in engineering research.
Damping exists in all vibratory system and responsible for energy dissipation. For 
free vibration, the loss of energy due to damping in the system results in the decay of the 
amplitude of motion. The effect of damping is to dissipate energy from the system through 
the work done by the damping force. The damping is usually quite small and only affects 
the vibration behaviour significantly near resonance (Bachmann et al. 1995). Damping can 
be mathematically expressed as:
Ç = — ........................................................................................................................... (2-27)
where c is damping coefficient and represents critical damping coefficient.
Damping is an important parameter in the analysis of structures behaviour. This is 
also true even though most structures exhibit inherently light damping. The values used for 
analysis purposes are generally an educated guess from a suggested range of values. 
Therefore, there has been significant interest in the prediction of damping values and their 
roles in structural analysis.
A test conducted by Farra and Doebling (1998) on actual buildings, field test 
structures and laboratory test structures have shown that structures, with light damage have 
less modal damping ratios compare to heavy damage. Thus, it is evident that the extents of 
damage or, in turn, cracking in reinforced concrete structures contribute significantly to 
structural damping. This provided a fundamental basis for approaching the problem of 
predicting damping in structures with any degree of confidence, it is essential to investigate 
the damping characteristics of concrete beams in terms of progressive cracking.
Sanual (1999) reviewed work from different authors and explained influence of 
cracking on damping. He mentioned the work of Cole and Spoon, which contributed to 
damping significantly. Also, Bovsunovsky and Surace (2005) developed mathematical 
model of the beam with a closing crack which took into account the energy dissipated in a 
crack by means of the relationship between this energy and nominal stress factor. The 
model makes it possible to predict the changes of the damping characteristic of the beam
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caused by the crack presence and at this condition calculated its nonlinear behaviour. They 
claimed that both numerical and experimental characteristics of nonlinear distortion of 
vibration at superharmonic resonance of the beam are very sensitive to the presence of 
closing crack.
Colakoglu (2003) used the experimental results to show that damping factor changes 
with the presence of fatigue cracks. He applied damping monitoring method and the 
damping factor as a function of stress amplitude to determine the number of cycle 
experimentally in the two different low carbon steels. The damping factor increased with 
the number of fatigue cycles.
Dietele et al, (1981) showed that damping characteristic of a reinforced concrete 
beam may be influenced by human factor, but depended strongly on the cracking state. 
Furthermore, Panteliou et al, (2001) worked on analytical determination of the dynamic 
characteristics of the cracked structure yielded damping factor of the bar, the material 
damping factor and a good correlation of depth of crack with the damping factor. 
Experiments on cracked bar were presented which confirmed good correlation with the 
analysis.
Farrar et al, (1998b) found that the damping in a steel plate girder bridge did not 
consistently increase or decrease with an increase in the level of damage. Also, Casas et 
al, (1994) did a test on partially cracked concrete beams and found that there was no clear 
relationship between crack growth and increase in damping. In fact, in the test performed, 
a cracked beam was found to possess values of damping slightly lower than those for an 
intact beam.
However, changes in damping may have the ability to detect damages to which 
conventional methods based on changes in natural frequencies and mode shapes are not 
sensitive. Modena et a l, (1999) proved that visually undetectable cracks cause negligible 
changes in natural frequencies, but a considerable increase in damping that can be used to 
locate the cracking. Testing to identify manufacturing defects and structural damage in 
precast reinforced concrete elements justified the use of damping changes and non-linear 
response as damage indicators. Kyriazoglou et a l, (2004) defined a damping parameter as 
the ratio of energy dissipated in one cycle over the total energy stored in that cycle. With 
fatigue cracking in all specimens, the damping values are obtained from testing on cross- 
ply GFRP (glass fibre reinforced plastic) laminates, woven GFRP laminates and woven 
CFRP laminates. The results indicate that while there are no detectable changes in
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resonance frequencies while the damping parameter is fairly sensitive to small cracks in 
composites and hence promising for damage assessment.
The use of damping changes in damage detections technique in a structure has the 
ability to detect existence of damage and may be used to monitor the growth of damage 
severity by comparing vibration data. However, the applications of changes in damping 
alone to locate and quantify damage still a great challenge.
2.3.4 Model Updating Method
The Finite element model updating emerged in the 1990s as a subject of immense 
importance to the design, construction and maintenance of mechanical systems and civil 
engineering structures by Friswell and Mottershead (1995). The finite element (FE) 
method is widely used in the design and the analysis of both mechanical and civil 
structures. In particular, it is used to predict and calculate the dynamic structural behaviour. 
In order to make reliable predictions, an adequate finite element model is necessary.
The application of model updating procedure of numerical Finite Element models of 
engineering (mechanical and civil) structures using experimental modal parameters can be 
regarded as an optimization problem. The objective function consists of the (weighted) 
sum of the differences between the numerically calculated and the corresponding 
experimentally measured modal parameters of the structure. The uncertain structural and 
physical variables of the model (connections, boundary conditions, material properties) are 
changed locally until the differences (and thus the objective frmction) are minimized. In 
this way a physically more correct model is obtained on which further analysis can be 
made. Detailed reviews of model updating methods have been provided by Mottershead 
and Friswell (1993), Friswell and Mottershead (1998) and Imregun & Visser, (1991).
There are assumed conditions to consider when modelling FE model that is, choosing 
the right element type, discretization, etc. Structural properties, for example boundary 
conditions, material properties, joints, are another key issues that might not be known or 
assign approximating values to them. An initial FE model value should be corrected after 
assigning structural properties. The FE model updating procedure in which the FE model is 
tuned to be experimental dynamic data, such as eigenvalues and eigenvectors. A finite 
element model, which will be updated, requires in its preparation the consideration of 
factors not normally taken into account in regular model construction.
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In FE model updating, the initial FE model should be corrected. This can be done by 
means of a FE model updating procedure in which the FE model is tuned to the 
experimental dynamic data, such as the eigen-frequencies, mode shapes, frequency 
response functions, etc. Despite the presence of measurement errors, it is generally 
assumed that the experimental data are a better representation of the dynamic behaviour 
than are the predictions of the initial FE model. The updating procedure consists adjusting 
the unknown properties in the FE model so that the numerical and experimental dynamic 
characteristics correspond well.
In engineering applications, most often the modal parameters (eigen-frequencies, 
mode shapes, modal strains and curvatures) are used for the tuning. The fact is that 
frequency response functions are not available, since engineering structures are too 
ponderous to excite them harmonically over a wide frequency domain. The experimental 
modal data are identified from ambient vibrations, in which the exciting forces come from 
wind, traffic, etc. Hence both civil and mechanical structures can remain operational, 
which avoids the costs that would evolve from putting them out of use. FE model updating 
can also be used for structural damage detection and identifications. The application of 
finite element model updating has been used to detect damage in a successful ways. The 
use sensitivity based FE-model updating approach to assess damages carried out 
successfully by Link (2000). Hence, the analytical model has to correlate as much as 
possible to the real structure to detect, locate and then quantify the damage by observing 
the model.
Messina et a l, (1998) investigated the possibility of detecting damage using a 
comparison between the vector of measured changes in natural frequency due to damage 
and the vector of predicted changes in natural frequency due to damage at a known 
location. By making this comparison for various locations the most probable location for 
damage may be found.
Friswell et al, (1994) characterised a structural damage such as cracks as a local 
reduction in stiffness. Model updating was used to estimate giving the most likely damage 
sites simultaneously with the largest reduction in stiffness giving the most likely damage 
site. Often model updating will spread the effect of the damage around the structure, 
making the localization of the damage.
Teughels et a l, (2000) proposed sensitivity based finite element model updating 
method using experimental modal data. The procedure is illustrated by a modal test before
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and after damage application on a reinforced concrete. The finite element model updating 
method is applied to damage location and quantification of structures whose damage 
pattern can be represented by a reduction factor of the element bending stiffness. This was 
done by considering a limited set of damage multiplication factors of the damage function 
which lead to reducing number of unknown variables.
Ruotolo et al., (2000) created three finite element models of a three-dimensional, 
eight-bay truss and use experimental data from the truss structure to update the models. 
The first finite element model consists of simple truss elements, the second consists of 
beam elements, and the third consists of three beam elements per actual individual truss 
element. Three beam elements per an actual truss member are used to accurately model the 
effects of the connectors. Although the researchers do not introduce damage into the truss 
structure in this work, they note that an accurate numerical model of the structure in its 
undamaged state is essential for damage detection. The authors use the eigenvalue 
sensitivity method for model updating. The authors compare natural frequencies of the 
three updated models with the experimental frequencies and demonstrate that the third 
model performed the best.
Papadimitriou et al., (2001) present a three step model updating procedure consisting 
of mode shape expansion, damage localization and damage quantification. This work 
provides a framework that integrates developments in probabilistic model updating with 
probabilistic analysis tools in order to update response predictions, in particular structural 
reliability based on dynamic data.
Hao and Xia (2002) applied genetic algorithm with real number encoding is applied 
in structural identification analysis by minimising the objective function, which directly 
compares the changes in measurements before and after damage. Three different criteria 
are considered based on the available vibration data, namely frequency changes, the mode 
shapes changes, and the combination of the two. The objective function directly compares 
the changes in vibration data measured from undamaged and damaged structure with those 
of analytical model before and after updating. The method does not seek to tune the 
analytical model to obtain an improved one in the undamaged state, it does not need an 
absolutely precise analytical model. To demonstrate the method, a laboratory test 
cantilever beam and a frame structure are used. The result prove that the damage elements 
can be detected
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Sinha and Friswell (2003), Hemez and Farhat (1995) also applied FE model updating 
for crack location. Fritzen et al (2001) used FE model updating identify the location and 
depth of a simple crack in a cantilever aluminium beam. They examined the general 
problem of detecting the location and extent of structural damage by FE model updating. 
Brownjohn et al. (2001) used the model updating technique for damage assessment of 
complex bridge structures by minimizing the errors in the eigen-frequencies and MAC 
values 1.
The method finite model updating can be classified into two categories; namely 
direct methods and iterative methods. Direct methods include those methods in which 
individual elements of the system matrices of the initial FE model are adjusted to 
reproduce the test data. With iterative methods, the test-analysis discrepancy is minimized 
by searching for an adjustment of a selected set of physical or elemental properties in the 
model (Mottershead, and Friswell, 1993; Friswell & Mottershead, 1995; Imregun and 
Visser, 1991).
Each of the methods stated above have their own advantages and limitations which 
make each technique to be unique. The application of direct method is less expensive, less 
time consuming and also helps to avoids convergence problems. The limitation of this 
method is that it cannot properly use exact replicate of data for the physical properties. In 
cases where there was noise during experimental measurement, direct method might not be 
able to make any adjustment.
Ewin (2001) reviewed direct methods include direct matrix updating, reference basis 
method, matrix mixing method and eigenstructure assignment method and others. Direct 
methods usually involve the adjustment of parameters in mass matrix and/or stiffiiess 
matrix of the structure with imposed constraints such as symmetry, sparsity (model 
connectivity), orthogonality and definiteness. Without iteration, closed-form solutions can 
be derived in direct methods. The most important feature of direct methods is that the 
updated analytical model is capable of reproducing the given experimental data exactly. 
And since no iteration is involved, less computation cost is required in direct methods and 
problems related to numerical instability and convergence do not exist. However, the 
resulting model may lose its physical significance because changes in system matrices 
cannot be related to physical changes in the original model. Besides, measurement errors 
can easily be propagated to the updated parameters by forcing the modal output of the 
updated model to be exactly equal to the measured data.
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Direct methods are often highly sensitive to measurement noise. Direct method 
usually requires the measured mode shapes for the full set of degrees of freedom. 
Therefore mode shape expansion techniques would normally used to expand the 
experimental modal vectors for the application of this method. This poses a challenge to 
the applications of direct method on large scale civil engineering structures because the 
measurement degrees of freedom during vibration monitoring are often sparse. 
Furthermore, non-uniqueness of updating results is inevitable, considering that the number 
of constraints imposed by conditions such as symmetry and orthorgonality and etc is far 
less than the number of analytical degrees of freedom.
Iterative model updating methods are currently the most popular model updating 
approaches and they also referred to as sensitivity-based methods. Iterative methods 
overcome the drawbacks of direct methods by improving the correlation between 
experimental results and analytical model in an iterative way. The discrepancy in the two 
sets of data are expressed in an objective function in which different weighting factor can 
be assigned to each term according to different reliability level of available modal data. 
Modelling errors associated with initial analytical model are parameterized into updating 
terms and these pre-selected parameters are then tuned during an optimization process to 
minimize the objective function. Because the objective function is usually a nonlinear 
function of updating parameters, iterative procedure is required to obtain an optimum 
result.
There are four main aspects of iterative method including; a) objective functions, b) 
selection of updating parameters, c) sensitivity derivative approximations and d) 
optimization techniques. Depending on the type of reference data used in the updating 
procedure, there are two iterative updating methods exist -  inverse eigensensitivity method 
using modal data and the response function method using FRFs.
Candidates of updating parameters may include substructure parameters or physical 
quantities. The number of updating parameters, the sensitivity of each parameter with 
respect to responses as well as the relatively independence between parameters are often 
the controlling factors for the numerical conditioning of sensitivity matrix. The calculation 
of sensitivity matrix is computationally intensive especially when the size of the problem is 
large. Close or repeated eigenvalues can cause ill-conditioning or slow convergence. Mode 
shapes are more difficult to be used in the update procedure than natural frequencies. The 
reasons are that mode shapes often contain significant measurement errors and that it has to
36
# SURREY 2. Literature Review
be normalized for consistency with the analytical model. Weighting matrix is often used in 
updating process reflect the relative confidence of the analyst on different physical 
responses. Usually the weighting matrix is set as the estimated variance of the measured 
data. However, this technique requires the variance of both the measured data and the 
initial analytical parameters to be specified.
2.4 Vibration-Based Damage Detection at the University of Surrey Dynamic 
Laboratory
Comprehensive research has been conducted at the Dynamic Testing Laboratory at 
University of Surrey to investigate different issues affecting the practical application of 
damage detection technique. A brief review that highlights the application of the vibration- 
based damage detection technique listed below.
Votsis et al., (2005, 2007) investigated several possible damage scenarios in a FRP 
suspension newly constructed FRP composite footbridge, the Wilcott footbridge. This 
footbridge represents a new generation of suspension footbridges that have lightweight 
decks made of pultruded glass fibre reinforced polymer (GFRP) composite elements. 
Damages on the cable system and on the FRP deck were simulated in an FE model to 
calculate the effect of the damage on the dynamic properties (frequencies, mode shapes) of 
the structure. The effect of pedestrian excitation was also simulated in the FE model, to 
investigate the time-varying response of the bridge. The results showed that the sensitivity 
of the structure to local damage is veiy much dependent on the severity and the size of the 
damage. The loss of prestressing in a single hanger had no effect on the frequencies of the 
bridge. On the other hand, loss of pretension in the entire suspended cable causes major 
changes in the cable modes; the coupled cable modes were changed to single modes 
accompanied by considerable changes in frequencies. Furthermore the vertical frequencies 
were changed, whereas minor changes occurred in the lateral frequencies. The dynamic 
response of the damaged bridge to pedestrian excitation had a minor increased. Simulated 
damaged wires in the suspended cable were found to produce significant alterations on 
vertical and cables frequencies. The damage was considered to occur over a short cable 
length whilst the remaining cable was intact. The dynamic response was increased 
considerably in this case. The results from the simulated scenarios show that the damage of 
the wires had the larger impact on the dynamic response
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Abdel Wahab et al., (1999) deals with the application of finite element model 
updating to reinforced concrete beam in order to detect and quantify damage. An 
application of the model-based concept approach was used to investigate a damaged 
reinforced concrete beams (three beams) under laboratory conditions. The first two beams 
are subjected to a single concentrated load in the middle while the third one to two 
concentrated loads at one-third and two-thirds of the beam length. All three beams are 
loaded statically in different steps until plastic failure. After each load step, the dynamic 
responses of the beams are recorded at different points distributed over the beam length 
due to hammer excitation. A time domain system identification technique is applied to the 
measured responses to extract the modal parameters. A finite element modal-updating 
algorithm was successfully developed and implemented at the different damage stages in 
order to examine the variation of reduction in bending stiffness along the beam length. The 
updating algorithm is based on the sensitivity approach in which the discrepancies between 
the analytical and experimental modal data are minimized in an iterative manner. The ideal 
of damage parameterization in reinforced concrete structures has been implemented. A 
damage function was proposed in order to describe the damage pattern, only three 
parameters {J3,nanda), the damage pattern and its magnitude were successfully 
determined after each load step.
Abdel Wahab (2001) further examined a model updating in combination with the 
curvature mode shapes for damage detection. The method used in the present analysis is 
based on a penalty function approach in which a truncated Taylor series expansion of the 
modal data in terms of the update parameters is used. The technique used to solve this 
problem is to expand the analytical modal vector into a truncated Taylor series. Omitting 
the higher order terms, the model vector is,
SZ = Sj*SÛ  .........................................................  (2-28)
Where SZ = Z ^ -  Zj (difference between the measured modal data and the finite element
modal data) and SO = -  6j (the perturbation in the unknown to be updated or parameter
vector), Zj denotes finite element vibration or modal data corresponding to the measured
modal data, Z„, is measured modal data, 6j is the updating parameter in the current
location, is the calculated updating parameter, Sj represents sensitivity matrix of the
structure and contain the derivatives of the modal properties Z ..
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This analysis intended to use the Z matrix containing modal parameter or modal 
properties. The measured modal parameter matrix can be assembled as follows,
~ (^ m o d e l m odel ’........... ’ '^m ode, ’ ^ m o d e ,. ) .................................................................. (2-29)
where X is the natural frequency of a certain mode, o  is mode shape of a certain mode. In 
this method, an iterative process was initiated which allowed the parameters of the 
simulated beam to converge to meet the parameters of the actual beam. The convergence 
of the model did not improve with the inclusion of curvature data. The sensitivity of results 
when the curvatures were included did not change substantially
2.5 FRP Composite Material
The FRP materials are made of two different categories of materials: i.e. 
reinforcement and matrix. The reinforcement provides tensile strength to the material 
whilst the matrix binds the fibre together as shown in figure 2.3. This means that matrix 
allows the loads to be transformed fi-om broken fibres to unbroken ones and also between 
fibres not located on lines of tension. Jones (1999) exploits the advantages of combination 
of these constituents in the way they produce an extremely good material properties. The 
matrix binds must be able to disperse the fibre over the material and bind them together in 
such a way that all fibres are protected from damage. This will allow the stresses on the 
composite to be transferred to the fibre.
Top view
End view
Reinforcement
M atrix
Figure 2.3 Composition of a composite material
The combination of the two constituents has a number of advantages over 
conventional materials used in aerospace or civil engineering applications. The application 
of fibre reinforced plastics (FRP) as an option to conventional materials, such as metallic 
alloys, is becoming common in every area of engineering especially in the automotive.
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naval, aeronautical and civil engineering. This is due to the fact that FRP has some unique 
properties like low density, good mechanical properties and can be easily deformed.
These are some known research studies in this area of externally bonded FRP 
reinforcement subject to possible loading: Meier et ah, (1993), Barnes and Mays (1999), 
Papakonstantinou et al., (2001), Masoud et al., (2001), Brena et al., (2002), Gussenhoven 
and Brena (2005), and Aidoo et al., (2004 and 2006). Nevertheless, the FRP properties 
govern the observed strength increase and ultimate behaviour, the fatigue behaviour of 
flexurally retrofitted concrete beams is controlled by the fatigue behaviour of the 
longitudinal reinforcing steel (Papakonstantinou et al., 2001).
The application of FRP bars as reinforcement in concrete structures could resolve the 
problem of steel corrosion in aggressive environments, but it could cause other durability 
problems. They have been used in three main applications, in the construction industry, 
namely, as structural elements, for repair and rehabilitation of existing infrastructure and as 
FRP reinforcing bars for concrete elements (Kant et a l, 1997). Their application is of most 
importance in the renewal of constructed facilities infrastructure such as buildings, bridges, 
pipelines, etc.
2.5.1 Damage Detection in FRP Composite Material
FRP composite materials have some unique properties such as micromechanical 
inter-laminar, failure modes and fatigue sustainability (Mathews 1999). Carvalho (2003) 
addressed typical failure modes in laminated composite materials caused by impacts. They 
have distinguished properties of high strength to density ratios, which are much higher than 
those of the most widely used metallic materials, such as steel, aluminium and titanium. 
However, the extreme sensitivity of composite materials to impact loads constitutes a 
hindrance to their utilization (Silva 2001). In a high energy impact, penetration is total and 
the damaged area is generally small. In a medium energy impact, it is usually possible to 
visually detect the damage location, which is characterized by a local indentation. In a low 
energy impact (with enough energy to cause damage), only a very slight indentation will 
be seen on the impact surface.
However, composite has tendency to fibre breakage if they are subjected to load in a 
particular area of the structures or materials. The fibre breakage has been a great concern 
of many engineers and researchers for purpose of damage prediction. Shu and Della (2004) 
studied the free vibration of beams with multiple enveloping delaminations using an
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analytical model based on Bemoulli-Euler beam theory. The influence of the delamination 
size and its location on the first two natural frequencies and mode shapes is also discussed.
Kisa (2004) did an investigation on the effects of multiple cracks on the dynamic 
properties of a cantilever CFRP beam. The theoretical model integrates fracture mechanics 
and substructure coupling, where cracks are modeled as rotational springs. The effects of 
the location and depth of the cracks, and the volume fraction and orientation of the fibres, 
on the natural frequencies and mode shapes of a beam with transverse cracks are explored. 
Kisa (2004) affirms that the approach followed can be used for the analysis of non-linear 
effects, such as the interface contact that occurs when the crack closes.
2.6 Summary
This chapter presented a literature review of the research area. It draws attention to 
the variability of dynamic properties; nonetheless, limited work has been done on FRP 
composite beams. Most engineers and researchers mostly focus on steel and other material. 
Some relevant work using finite element model updating was also highlighted as this forms 
part of the important contribution and advancement to knowledge in the thesis, especially 
in the ANSYS modelling. The literature review identified advantages of VBDD techniques 
over local NDE techniques is that VBDD techniques can assess the condition of an entire 
structure at once and are not limited to specific structures or materials. It is clear from the 
literature review that although promising research has been performed on vibration-based 
damage detection in structures, it was mostly applied to concrete, timber, and steel. There 
are still many challenges arising from limited literature in application to FRP composite 
beams and making VBDD techniques practical. Also there is no sufficient literature on 
comparison of VBDD techniques to different boundary conditions.
Due to their high strength-to-weight ratio, composite materials are becoming more 
common in engineering designs and constructions. Composite materials, FRP beams can 
also transfer loads most efficiently due to the ability of composite structures to be designed 
with material in the areas where it is of most benefit. Based on this fact, it is necessary to 
consider a proper configuration in terms of boundary conditions in vibration test as 
important area to address in relations to damage detections. As it has been reviewed from 
vibration test, there are different boundary conditions, namely free-free, simply-supported, 
fixed-free, fixed simple and fixed-fixed, that have been developed and applied. There has
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not been a recommendation on which boundary condition is most sensitive to VBDD 
techniques.
Therefore, the vibration-based damage detection method, which is sensitive to the 
presence of damage and boundary conditions, needs to be developed. The work presented 
in this thesis is developed out of the following issues:
1. FRP materials have unique advantages over traditional materials (e.g. their light 
weight properties). Many vibration-based damage detection methods, as reviewed 
in this chapter, have only been applied to materials like steel, timber and concrete. 
Also, it is found from the literature review that derivatives of modal parameters are 
more sensitive to damage than the original modal parameters themselves. 
Therefore, damage assessment of FRP beam composite beam is done using selected 
vibration-based damage detection methods, namely, changes in direct mode shapes, 
changes in mode shape curvature method, change in flexibility method, damage 
index method and model updating.
2. To solve the problem of noise in vibration data and incorrect procedures in the 
experimental work, an appropriate experimental technique needs to be developed 
for measuring modal parameters, i.e. natural frequencies, damping. The 
experimental procedures developed should be verified by applying them to five 
different boundary conditions considered in this study.
3. In the literature review, FE model updating was not performed in FRP composite 
beam due to the complexity of the materials. Therefore, analysis of the vibration 
behaviour of FRP composite beam using numerical techniques is needed. FE model 
in ANSYS was developed and applied to different damage scenarios for different 
boundary conditions. To verify the adequacy of FE model updating, it was 
compared with experimental results for better correlations.
4. To verify reviewed vibration-based detection methods using vibration data and 
examine robustness of the vibration-based detection methods and their boundary 
condition effect.
5. To construct an experimental configuration as an unspecified boundary condition (a 
suggested test configuration), analyse their experimental and FE results. This 
suggested boundary condition should be able to provide better modal information 
for validation of model and provide an alternative boundary condition (test
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configurations) in the case of other common boundary conditions seem impractical 
in simple damage detection.
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3. FUNDAMENTAL OF MODAL ANALYSIS
3.1 Introduction
In the study of structural dynamics, experimental modal analysis has emerged as an 
extremely usefiil procedure. Performed under controlled conditions, it encompasses 
excitation of a structure, or component, acquisition of data and the subsequent analysis of 
the response. One of the major reasons for performing a vibration test of a system is to 
determine its eigenvalues and eigenvectors. Other reasons are; to determine experimentally 
the dynamic flexibility of a particular device and simplify challenges faced by engineering 
structures
Therefore, modal analysis is one of the good tools to measure the response of 
mechanical engineering structures, civil structures and other structures subjected to 
external and internal dynamic forces, which may cause deformations and overall motions. 
This provides an insight of structural behaviour, and other performance criteria.
In this chapter, modal analysis is separated into two different parts. In the first part, 
the background with basic theory of analytical and experimental modal analysis will be 
discussed. It is necessary to describe the characteristics of measurement equipments and 
the issues of signal processing before presenting experimental work. Secondly, the 
practical application of modal analysis will be treated. This deals with important aspects 
concerned with performing a dynamic test.
Engineering structures consist of parts that can be idealised, in many cases, as point 
masses, rigid bodies or deformable members without mass. Structural systems have a 
definite number of degrees of freedom and can be analyzed as lumped-parameter systems. 
Multiple-degree-of-freedom systems are considered as arrangement of various lumped 
masses separated by springs or dampers. The parameters of the system are discrete set of 
finite numbers and such systems are also called discrete or finite dimensional systems. The 
single-degree-of-freedom systems have only one natural frequency and in multiple-degree- 
of-freedom systems, multiple natural frequencies exist.
3.2 Theoretical Aspects of Modal Analysis
In the dynamic analysis of structures, three factors are involved, namely: the 
excitation or input to the system, the response or output of the system and the dynamic
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characteristics or system transfer functions. Signal processing is the measurement and data 
processing technique. The study of the dynamic properties of structures under vibrational 
excitation is called modal analysis. So it’s important to understand both the signal 
processing and modal analysis.
The three main characteristics of dynamic systems are stiffness, damping and mass. 
For damped systems, energy is dissipated in each cycle of vibration, resulting on the 
reduction of the amplitudes of motion, until the amplitudes equals to zero in all points.
For undamped systems, once the movement is started, the body or the system remains in 
harmonic motion indefinitely. Structural systems can also be considered as discrete or 
continuous, depending on the level of analysis sought. Normally, mechanical and civil 
engineering structures are discretised in a series of key points, being their characterization 
of movement enough to understand the entire system. Each of these points may have a 
maximum of six degrees of freedom (three translations and three rotations).
When every degree of freedom passes through the equilibrium position at the same 
time, the deflected shape is called a natural mode of vibration. Therefore, a vibration mode 
can be understood as a vibration applied to a system of multiple degrees of freedom with 
different amplitudes and deflections. Each mode of vibration is defined by an eigenvalue or 
resonant frequency, and corresponding eigenvector or mode shape.
3.2.1 Undamped Natural Frequencies and Mode Shapes
Most real structures are continuous and non-homogenous elastic systems that have an 
infinite number of degree of freedom. Their analysis always involves an approximation, 
which consist of describing their behaviour through the use of a finite number of degree of 
freedom, as many as necessary to ensure satisfactory accuracy. The degree-of-freedom of a 
system is the number of independent coordinates necessary to completely describe the 
motion of that system.
To develop an effective modal model, the fundamental theories of this technique 
must first be examined. For the sake of brevity, the two theoretical models used, the single- 
degree-of-freedom model and the multi-degree-of-freedom model, the details of this work 
can be found in BTH Compendium by Allenmang (1994).
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3.2.1.1 Single-Degree of Freedom Model
Although limited in the number of practical applications, the single degree-of-freedom 
model is an important foundation of modal theory. The equation of motion for the system 
is again given by,
mx + cx + hc = f ........................................   (3-1)
Where, m is the mass of the structure, x  is the acceleration, x  is the velocity, c is the 
damping value of the system, k  is the stiffiaess and /  is the variable force. If the force is 
harmonic, the displacement and force relationship can be expressed as:
= H{û) \ 1 .(3-2)
/  '' ' +k)+io)c
Where, H{œ) is the frequency response frmction (FRF), which is the only function of the 
frequency and the physical parameters of the system. If normalized with respect to one 
physical parameter, equation (3-2) can be expressed solely in terms of frequency. Dividing 
m and c by A:, gives:
y  = A .................................................................................   (3-3)A: a?,
j  = ^ ............................................................................................................................. (3-4)
If the equation (3-3) and (3-4) are substituted into equation (3-2), the magnitude of 
H { c d )  is then equivalent as below
1
1 - +
.(3-5)
Where, œ is the forced frequency, is the natural frequency. Then the corresponding 
phase angle is:
-1
/  \  O)
\ ^ n  J
1 -
.(3-6)
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The vibration theory seems overwhelming at times. Moreover, the application of 
modal parameters within a single FRF can now be appreciated more as providing such a 
rich source of indicators of structural health monitoring.
3.2.2. Digital Signal Processing
Modal testings are normally done in frequency domain, with an analyzer. The 
function of the signal analyzer is to convert analog time domain into digital frequency 
domain. Signals are converted from time or space domain to the frequency domain usually 
via Fourier transform (Anders Brandt 2003). The Fourier transform is used to change an 
analog signal, %(^ ) in the time domain into an analog frequency domain representation. 
The discrete Fourier transform (DFT) is the digital version of the Fourier transform. It 
transforms a digital (or digitised analog) signal in the time domain into a digital frequency 
domain representation. A fast Fourier transform (FFT) is an efficient algorithm used to 
compute the discrete Fourier transform (DFT) and its inverse.
A periodic time signal of period T represented by Fourier series in time as indicated 
in equation (3.7) with Fourier or spectral coefficients as defined by equation (3-8) will be 
used to introduce Fourier transform:
F if) = — + cosncDjt + b^  smncOji)....................................................................... (3-7)
2 „=i
where,
2^ 2^  ^ 2  ^cOj. = —  , = — ^F{t)dt , a ^= —^F{t)Q,os,n(Oj.tdt , and
^   (3-8)
F{t)smno)j.tdt, n = 1,2,3,.....
^  0
The spectral coefficients represent frequency domain information about a given time 
signal. The coefficients also represent the connection between Fourier analysis and 
vibration experiments. The analog output signals of accelerometers and force transducer, 
x{t), are input to the analyzer where their spectral coefficient is being calculated. The 
analyzer first converts the analog signal into digital record of the signal in the form of a set 
of numbers {x{t^)],k = 1,2,...., N  where N denotes the number of samples and indicates
a discrete value of time. The process is done by sampling the signal x{t) at many different 
equally spaced values using an analog to digital (A/D) converter.
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After the digital record of the signal is available, the discrete version of the Fourier 
transform is performed by a digital Fourier transform or series by equation (3-9) to (3-10) 
stated below. To calculate the time signal from the spectrum , we can use the inverse
Fourier transform. The transform provides a series representation of a discrete-time history 
value:
n "y 7Tt y Tit ^
:(«= 4 4 )  = y  + É I  a, c o s ^  + 6, s i n ^  | A = 1,2,3, , N ...............................(3-9)
/=!
With the signal spectral coefficients as
1 1 ^  iTdk
ItdkX, sm
.(3-10)
It is time consuming to determine digital Fourier transform directly, even with data 
sample of moderate size. The problem has been overcome by fast Fourier transform or FFT 
developed to compute the digital Fourier transform in fast way. To generate the frequency 
response function of the dynamic response of the model, at least two data signals (force 
and response, in this case) are needed.
3.2.3. Frequency Response Functions
Normally fi*equency response function measurements begin as a basis for defining 
modal frequencies, damping values, modal vectors, modal mass, modal stiffness and modal 
damping of real life structures. From previous section, the FRF was developed fi*om 
equations of motion using an assumed harmonic fbrcing-function and corresponding 
response, but the FRF is an intrinsic property of the system and independent of excitation 
form. The transfer function is a mathematical model defining the input-output relationship 
of a physical system. Transfer function is defined as the Laplace transform of the output 
divided by the Laplace transform of the input. Avitable (2001) lists some formulas needed 
to calculate the FRF of a system.
3.3. Experimental Aspects of Modal Analysis
The procedure for an experimental modal analysis comprises of five separate stages. 
The first important stage is to build the test configuration rig. The test configuration and 
nature of the test are established, and the location and type of transducers are determined.
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The structure and nature of the test govern transducer selection, while excitation and 
response locations are based on the number of desired modes and analogous points in an 
analytical or finite element model. The structure and test configurations are an integral 
component in the selection of transducers. Since the structure, test configuration, and 
transducers all interact, the test configuration and transducer selection should be carefully 
determined. Utilizing appropriate boundary conditions, test configuration and transducer 
influence on the tested structure should be minimized to ensure the proper system or 
structure tested.
The second stage of experimental modal analysis is the acquisition of data and 
estimation of frequency response functions. The third stage involves the system 
identification where the vibration characteristics of the system are determined from the 
measured input-output data. The fourth stage is validation of results. The final stage is 
application of information for system improvement by Heylen et al, (1995).
Various transducers are used to measure vibration or motion of the system, and the 
number of modes and corresponding points in an analytical model generally determine the 
location of excitation and response transducers. While various transducers and measuring 
methods exist, piezoelectric sensing transducers, either force or acceleration or both, and 
strain gauges are typically used. Then, the system will determine the modal parameters, 
namely, the system poles, mode shape vectors, and participation factors of the structure 
under investigation, based upon the measured frequency response frmctions by performing 
curve fitting.
3.3.1. Excitation Mechanism
When performing a modal testing, the test object has to be put in some kind of 
vibration. To make the test object vibrate, an excitation force has to be used. A force 
transducer monitors the input signal while the accelerometers monitoring the response 
signal. The accelerometers and the force transducer generate the time signals used in the 
analysis. There are two commonly used types of excitation mechanism in modal analysis 
of engineering: impact excitation and modal exciter (electromagnetic shaker). There are 
other factors to consider when performing test with this excitation systems (Ahlin and 
Brandt, 2001).
The impact hammer is frequently used in mechanical engineering structures, because 
it gives accurate results with both light and medium-weight systems. Generally speaking.
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the exciter is a hammer with a selected tip for different spectral impact energy, coupled 
with a sensor to measure the impact force. The selection of hammer tip can have 
significant effect on the measurement obtained. The input excitation frequency range is 
mainly controlled by the hardness of the tip selected. The hardness of the tip will produce a 
wider range that is excited by excitation force. The selection of the tips has to ensure that 
the impact force excites all modes of interest over the frequency range considered. If a tip 
selected is too soft, then not all modes will be excited adequately, and a good measurement 
will not be obtained. Another major concern when it comes to impact testing is the use of 
an exponential window for the response transducer. For lightly damped structures, the 
response due to the impact excitation will not be fade off to zero by the end of the sample 
interval. When this occurs, the transform data will suffer from a digital signal processing 
effect referred to as leakage. The leakage can be minimised with a weighting window 
forces that measured data satisfy periodically the Fourier transform. Exponential window is 
widely used in measuring with response transducer. Figure 3.1 shows example of different 
excitation hammers.
Figure 3.1 Example Impulse or Excitation Hammers
Another example of impact excitation is the drop weight system (example of drop 
weight system shown in figure 3.2), which has the advantage of a better control of the 
frequency contents of the impacts, by changing the damping properties, and applying 
higher energy than the impact hammers.
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I
Figure 3.2 Drop Weight
Modal exciter (electromagnetie shaker) is the preferred excitation system in dynamic 
test. Shakers are used to study stationary dynamic responses and can induce large forces to 
the structure. They need to be well fixed to the structure for correct force transmission. 
Normally, the application of shakers is expensive and sometimes it is necessary to limit the 
use of the structure. The others systems are used to study transient responses. They are 
cheaper to use than mechanical exciters but they have the disadvantage of transmitting low 
energy to the structure. The effect of excitation signals minimise the need to apply 
windows. It has the ability to produce inputs large enough to result in easily measured 
responses, and the output can be easily controlled electronically. There are three types of 
shakers, namely mechanic, electro-magnetic and electro-hydraulic shakers. Figure 3.3 
shows example of an electro-magnetic shaker.
Figure 3.3 Electro-magnetic shaker
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There are series of excitation techniques used in a shaker testing but the most 
common one is random excitation where leakage is critical and the banning window is 
commonly employed. The importance of windows improvement is that distortion of the 
FRF due to leakage but it will not totally removed these effects, and the measurements will 
contain some distortion effects due to leakage. Other common excitation signals widely 
used in a shaker testing are burst random and sine chirp.
3.3.2 Aliasing, Leakage and Windows
Sampling time is very important when calculating the Fourier transform. It controls 
the resolution in the time and frequency representations of the signals. A common error in 
digital signal processing caused by improper sampling time is aliasing, which results from 
A/D conversion and refers to the misrepresentation of the analog signal by the digital 
record. If the sampling rate is too slow to capture the details of the analog signal, the 
digital representation will cause high frequencies to appear as low frequencies. As evident 
from equation (3-7) above, the discrete Fourier transform F{t) is periodic with p e rio d # , 
that is:
F (0  = #(A: + # ) ................................................................................................................. (3-11)
This result arises because we have sampled the signal, which according to the
sampling theorem (Proakis and Manolakis 1996), implies that we make periodic on the
frequency axis, so that it repeats at every m . / , , where m represents all integer numbers.
Similarly, the time signal according to equation (3.9) becomes periodic with p e r io d # ,
so that:
Xjt =x{n + N ) ................................ ................................................................................(3-12)
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Figure 3.4 Sinusoid with N=16 and with an integer number of periods in the measurement window (a), 
and the absolute value of the DFT of the same signal (b) as evident from the figure, the result of the
transform is unsealed.
Furthermore, the first N 1 2 values in the DFT correspond to the positive frequencies 
and the last N 1 2 values to the negative frequencies, which is clear from the periodicity of 
the DFT. Note especially that the time signal, which has an integer number of periods in 
the measurement window, does not end with the same value as the first sample. Instead, if 
it was calculated, x(16) would have been x(0), see equation (3-12).
To avoid aliasing problem, the Shannon’s sampling theorem can be applied, that is 
the sampling interval must be chosen small enough to provide at least two samples per 
cycle of the highest frequency to be calculated. Aliasing can be avoided in signals 
containing many frequencies by subjecting the analog signal to an anti-aliasing filter, 
which is a low-pass sharp cut-off filter. Because the analog anti-aliasing filter is not deal, 
but has some slope after the cut-off frequency, as seen in figure 3.4, we carmot sample with 
a sampling frequency which is only 2R^^, the bandwidth of the signal. In the FFT
analyzer, a “standard” oversampling factor of 2.56 has been established. Thus, we can only 
use the discrete frequency values up Xok~N 12.56. Typical values for the block size and 
corresponding number of spectral lines are given in table 3.1. the frequency here which 
corresponds to k = Nl2.56 is called the bandwidth, .
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Table 3.1 Typical block sizes and corresponding numbers of useable spectral lines when applying FFT.
Block size (Number of time 
samples)
Corresponding number of 
spectral lines
256 101
512 201
1024 401
2048 801
4096 1601
The filter cut-off frequencies should be higher than about half the maximum 
frequency of interest or Nyquist frequency (BTH, Compendium by Allemang
1994, 1983,1984), i.e.
.(3.13)
=>/,
The Nyquist frequency corresponds to the maximum frequency value, in a range 
from zero to y \  , that the system can correctly be analyzed from discrete-time series, with
a frequency resolution A/ = l/T^ or frequency increment, where is the complete
measured time. These relationships are important to keep straight when we measure with 
an FFT analyzer, to keep count on how long the measurement time is for a certain 
frequency increment. In an FFT analyzer, however, we seldom notice this fact, since the 
built-in transform function only calculates the positive frequencies and thus shows a 
single-sided spectrum (see figure 3.5).
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Figure 3.5 Typical anti-aliasing filter.
From figure 3.5 since the filter has non-ideal characteristic, the cut-off frequency 
needs to be set lower than half of the sampling frequency. It is typically set to /2.56 in
FFT analyzers, for historical reasons, which approximately corresponds to 0.82 f j 2 .  In 
the figure 3.5 above cut-off frequency is 800 Hz, which give a sampling frequency of 
2.56*800 = 2048% .
Another important aspect when computing the digital Fourier transform is leakage. It 
occurs during the transformation of time data to the frequency domain using FFT, which 
requires the data to consist of a complete representation for all time or contain a periodic 
repetition of the measured data. When there is a leakage, a serious distortion of the data in 
the frequency domain will occur. While the application of windows greatly reduces the 
leakage effect, it cannot eliminate it completely.
For example, if we compute the DFT with a frequency increment of of A/" = 2 % , 
but the measured signal is a sinusoid of 51 Hz, so that the signal frequency lies right 
between two spectral lines in the DFT (50 and 52 Hz). The result is that we get one peak at 
50 Hz and observer error at 52 Hz. However, both peaks are lower than the true values, see 
figure 3.5. to easily observe this error in the figure, we have scaled the DFT by dividing by 
N  and taking the absolute value of the result. Thus, the correct value should be
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1/ V 2 «  0.7 , the RMS value of the sine wave, further detail check textbook by Brandt 
(2001).
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Figure 3.6: Time block (left) and linear spectrum right 51 Hz sinusoid. 256 time samples have been
used, giving 128 spectral lines.
From figure 3.6, the frequency increment is 2 Hz. Instead of the expected value 0.7, 
that is, the RMS values of a sinusoid with amplitude of 1, we get one peak much too low 
(in this case 40%). There are also more non-zero frequency values to the left and right of 
50 Hz and 52 Hz values. This phenomenon is called leakage since the content in the signal 
has “leaked” out to the sides.
Ideally the way to explain leakage effect is by studying what happens in the 
frequency domain when we limit the measurement to a finite time, which corresponds to 
multiplying our original continuous signal by a time window which is 0 outside the interval 
and 1 within this same interval, procedure as given by Brandt (2001). The better solution to 
reduce this problem is to increase the sampling duration , so that the difference between
the spectral lines (frequency lines) is very small and, consequently, minimizes the error.
There are several excitation methods (shaker excitation method) that can be 
successfully employed which will provide leakage-free measurements and do not require 
the use of any window. The most effective way to make good FRF measurements is to use 
excitation signals that satisfy the two assumptions; (i) periodic in the sampling window and 
(ii) completely contained in the sampling window, so that the FFT will correctly transform 
them without leakage errors. Of course, both the excitation and response signals must
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comply with the two assumptions. The two most popular excitation signals used for shaker 
testing are random and sine. Again, to obtain leakage free FRF measurements, these 
signals (and their corresponding responses) must be either periodic or completely 
contained in the sampling window (Formenti and Richardson 2002). However, there are 
occasions especially when performing field-testing and collecting operating that the use of 
windows becomes necessary. But the most used procedure to reduce leakage is the signal 
transformation by the introduction of a window function, a process so-called windowing 
The most common windows used today are the uniform, banning, flat and 
force/exponential windows.
The uniform window is basically a unity gain weighting function, which is applied to 
all data where the entire signal is captured in one sample or record of data or when the data 
are guaranteed to satisfy the periodicity requirement of the FFT process. This window can 
be used for impact testing where the input and response signals are totally observed in one 
sample of collected data.
The banning window is basically a cosine-shaped weighting function that forces the 
beginning and end of the sample interval to be heavily weighted to zero. This is usefiil for 
signals that generally do not satisfy the periodicity requirement of the FFT process such as 
random excitations and general field. The banning window is probably the most common 
window used in FFT analysis. The time window used in figure 3.6 is called a banning 
window. It is defined as by half a period of a cosine or alternative one period of a squared 
sine, such that.
= sin^ i r .  r2;zf^^
\ T , 2
1-cos
T ) )
fo r / = 0,1,2,....,r - 1 .....  (3-14)
The effect of the window is that it eliminates the “jump” in the periodic repetition of 
the time signal, but it is not very intuitive that it would improve the result. It can be shown, 
however, that we can estimate the amplitude much better with hanning window.
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Figure 3.7 Illustration of time-windowing with a Hanning window
The window lessens the jump at the ends of the repeated signal. In a) is shown the 
periodic repetition (dotted line) of the actual measured signal (solid line). In b) is shown 
the Hanning window and in c) is shown result of the multiplication of the two. In d) is 
shown the result of calculating the spectrum with the Hanning window (solid) and without 
(dotted).
The flat top window is most useftil for sinusoidal signals that do not satisfy the 
periodicity requirement of the FFT process. Frequently, this window is used for calibration 
purposes in experimental modal analysis.
The force/exponential windows are usually used to perform impact excitation for 
acquiring FRFs. The force window is a unity gain window that acts on a point log, the 
sample interval where the impulse excitation occurs. This is usually applied when the 
response signal does not fade off within the sample interval and force the response to better 
satisfy the periodicity requirement of the FFT process.
For stationary signals, hanning window can be used, whereas and for transient 
signals the exponential time window has a better performance, because the initial part has 
the most important signal infbimation.
3.3.3 Transducers
Transducers are devices that change mechanical motion into voltage (or vice versa) 
and are used to measure vibration. Most popular and widely used transducers are made of
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piezoelectric crystal that generates electric charge when strained. Transducers 
incorporating these materials can be built to produce signals proportional to either force or 
local acceleration. One such transducer is the accelerometers, which changes mechanical 
vibration into voltage proportional to acceleration. Accelerometers are convenient for 
many applications but provide weak signals for lower frequency vibration in terms of 
velocity or displacement.
Strain gauges, which are metallic or semiconductor material that exhibit a change in 
electrical resistance when subjected to strain, can also be used to pick up vibrational 
responses. Strain gauges along with potentiometers, capacitive and inductive transducer are 
suitable for low frequency motion measurement.
The output impedance of most transducer is not well suited for direct connection into 
analyzer. Hence signal conditioners such as charge amplifier or voltage amplifier are 
utilized to match and amplify signal prior to analysing the signal. Each set of transducer 
with signal conditioning should be properly calibrated in terms of both magnitude and 
phase over fi*equency range of interest.
3.3.4 Analyzer
The response signal is routed to an analyzer for signal processing when it has been 
properly conditioned. There are two principal types of spectrum analyzers exist, the Fast 
Fourier Transform (FFT) analyzer and the swept spectrum analyzer.
The Fast Fourier Transform (FFT) is based on the conversion of a time domain 
waveform to the frequency domain. The FFT analyzer consists of a number of 
components, each of which is necessary for frequency analysis. First, signals must pass 
through attenuators or gain stages to adjust the amplitude of the signal to match the input 
range so as to maximize the resolution of the signal. The signal is passed through an anti­
aliasing filter, which we discuss m detail later. Next, a sampler takes discrete points of the 
analog waveform at a given frequency. This is followed by an analog-to-digital converter 
(ADC), which converts the samples into digital data. The data is transformed to the 
frequency domain using the FFT algorithm. The analyzer can use dedicated DSP circuitry 
to perform the FFT, or the data can be transferred to a PC where the FFT is calculated 
using software (National Instrument Tutorial 2006, Ziemer and Tranter 1995).
The swept spectrum is based on a different configuration than the FFT analyzer. It 
uses what is termed as a super-heterodyne configuration. “Heterodyne” refers to mixing
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and “super” refers to super-audio frequencies or frequencies above the audio range. Similar 
to the FFT analyzer, the swept spectrum analyzer uses an attenuator and gain stages to 
adjust the signal to fit the input range of the analyzer. A voltage-controlled oscillator 
(VCO) sweeps through a range of frequencies that are mixed with the incoming signal. The 
signal from the input and the signal from the voltage-controlled oscillator (VCO) are 
passed through a mixer. A mixer is a non-linear device that produces the sum and 
difference of the original signal and the signal from the voltage-controlled oscillator 
(VCO), as well as the original signals and their harmonics. An intermediate frequency (IF) 
filter extracts the desired sum or difference of the original signals. The detector produces a 
voltage level relative to the amount of power received from the incoming signal. As the 
voltage-controlled oscillator (VCO) sweeps different frequencies, the detector produces a 
corresponding voltage level, or power measurement (National Instrument Tutorial 2006, 
Ziemer and Tranter 1995 and Proakis and Manolakis 1996).
One advantage of the FFT analyzer over the swept spectrum analyzer is its speed. 
Because the sweep rate is proportional to the resolution bandwidth squared, the sweep rate 
is decreased for smaller resolution bandwidths. This increases the total measurement time. 
The FFT analyzer is only limited in time by how long it takes to acquire the data and to 
compute the FFT (National Instrument Tutorial 2006, Ziemer and Tranter 1995).
The most commonly used analyzer is the FFT analyzer. Basically, the analyser 
accepts analog voltage signal that represents the acceleration from a signal-conditioning 
amplifier where it is filtered and digitalized for computation. Discrete frequency spectra of 
individual signals and cross-spectra between the input and numerous outputs are computed 
to produce such information as natural frequencies, damping ratios and mode shapes in 
graphical displays (Anders Brandt 2003).
3.3.5 Extraction of Modal Parameters from FRFs
To estimate the modal properties (natural frequencies, mode shapes and damping) 
from measured vibration data, mathematical algorithms are normally used. The modal 
parameter estimate phase or curve fitting is done using computer software, in order to 
simplify the extraction process. The basic parameters that are extracted from the 
measurements are the dynamic characteristics, namely: the frequency, mode shapes and 
damping. The measured FRF is basically broken down into many single degree-of-freedom 
systems.
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The method of parameter extraction or estimation are available for both the 
frequency and time domains and utilize SDOF or MDOF curve-fitting techniques. In 
SDOF methods, the closest mode is assumed to dominate the region around resonance, and 
these techniques “work adequately for structure whose FRF exhibit well-separated modes.” 
(Ewins 1984, 1982). The MDOF methods consider the response contributions due to other 
modes and are necessary for closely space modes.
In the single-degree of freedom techniques, each FRF of the structure is curve-fit 
individually and resonance response is presumably the result of one mode. Various 
methods are available and examined in more detail in a textbook by Ewins 1984 Modal 
Testing: Theory and Practice., but the simplest is called the peak-amplitude method. While 
SDOF are useful for particular circumstances, the MDOF methods are applicable to a 
broader range and attempt to ameliorate the limitations of the single degree of freedom 
models. To accomplish this, two different methods have been developed; the first method 
is merely an extension of the SDOF methods, while the second approach is a general 
curve-fitting approach.
Extraction o f Damping - Damping is always present in a real system and has to be 
calculated from the experimental data. With ANSYS (ANSYS version 11) and all other 
FEM-software, the damping must be given. The given values are taken from the 
experimental measurement. During the measurement on the catalyst alone, to verify the 
update, the damping could not be calculated with the curve-fit routines in MATLAB (The 
Matlab Inc, 2007) or ANSYS (ANSYS Inc, 2007). Instead the so-called “Half-power” 
bandwidth (3 dB-bandwidth) method was used. The method often used to determine the 
damping is the so called 3 dB-bandwidth. This method is normally only valid for low 
damping, but is a good enough approximation when comparing FRFs, in this case when the 
natural frequencies in the FRF are of greater interest and the damping is only for 
visualization (Anders Brandt 2001). “Half-power” bandwidth method (3 dB-bandwidth) 
can be defined as:
- f ,  where ( / J .........................   .(3-15)
From equation (3-15), the amplitude is calculated as:
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That is, the upper and lower frequencies are defined so that power (amplitude 
squared) of \H {f \  has been halved in relation to the peak value approximately |iT(/^ ) |. To
derive a relationship between and the damping, ^  ^ , we let % = / / / ^  be the normalized 
frequency. From equation (3-17) we have therefore that:
................................................................................................
Furthermore, right at the resonance, we have:
= 1 ^ .........................................     (3-18)
From figure 3.4, comparing equation (3-17), (3-18) and (2-20), we see immediately 
that we can obtain desired frequencies, x, and , i.e.
( l - x^y   (3-19)
Consequently:
X = ^1±2<^ ..........................................................................................  (3-20)
Where the square root must be positive since x is real. We make use of that we obtain for 
y  = l:
4~y
l + y .(3-21)
And after few simple manipulations, we obtain:
Xi — 1
.(3-22)
A  ____
/o ' 1  + 4-
Y
" /o l - f
which results in:
f  _ f
Neglecting in equation 3-22 (normally, because the damping is small) the 
expression for damping becomes.
.(3-23)
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Figure 3.8 Picking the and
Next, classification of modal analysis according to vibration (measured) data, i.e. 
into input-output methods (the classical modal analysis methods) and output only methods 
briefly presented. The output only method is where the input force is not measured but 
assumed to be a white noise with a uniform spectrum in the frequency range of interest 
(James et al. 1995; Peeters and De Roeek 2001). The concepts of output-only parameter 
identification methods are briefly reviewed.
3.4 Output-Only Parameter Identification Method
Measurement of excitation is very easy when the excitation force is dominant and 
noise is negligible. In most of the cases, noise is of negligible level as compared to the 
input excitation. In such cases, we can predict a modal model which is reliable as changes 
in the modal model due to disturbance are negligible. Excitations on large structures are 
difficult to measure. Also, exciting these structures with artificial exciters is a tough job 
because of many practical difficulties. Like on a bridge, wind excitation, vehicle 
trafficking and water waves are the three primary excitations. It is difficult to measure all 
of them as the nature of excitation is random at different locations. During such a case, we
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cannot measure the excitations accurately and it results in an erroneous modal model. The 
only parameter which could be measured accurately is the response data. Output only 
modal analysis is a system identification method which estimates a modal model by using 
responses data only. Input excitation is considered to be white noise.
Output-only parameter identification can be used as a tool in the damage detection 
especially for large structures. The natural fi'cquency and mode shape will be determined 
for the structure damage. The modal parameters estimated firom output only modal analysis 
can be used to update the finite element modal. It can be used to identify if the damage 
occurred or the impact of the damage on the structure. At the same time, it also determines 
where the damage happened on the structure.
There are a number of benefits in using the output-only parameter identification 
analysis compared to the more traditional techniques. The Output-only parameter 
identification technique works much easier compared to the Traditional Modal Analysis. 
Firstly, output-only parameter identification technique used natural force as the input and 
do not need any exciters and fixtures. Secondly, we need not to shift the exciter around the 
structure in order to make sure the exciter is placed in a good position where all the modes 
are well excited. It also saves time to use the output-only modal analysis.
There are two main groups of output-only parameter identification technique; namely 
non-parametric methods essentially developed in fi'cquency domain and parametric 
methods in time domain as shown in figure 3.9. The time domain parametric methods 
involve the choice of the appropriate mathematical model to idealize the dynamic 
structural behaviour. Furthermore, time domain method used in the test carried out for 
damage identification will be presented.
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Figure 3.9 Classification of output-only parameter identification technique (Luis 2007)
3.4.1 Data driven Stochastic Subspacc Identification Method (SSI Data)
Stochastic Subspace Identification (SSI) is a time domain method that works directly 
with the time data and is an output-only modal analysis method. SSI can be considered as 
an enhanced ERA, where the input is not measured but assumed to be a stochastic process 
(white noise) (Peeters and De Roeck 2001). This method makes use of the direct 
application to the response time series (Van Overschee & De Moor, 1996). The main 
advantage of data-driven algorithms is that tiiey do not require any further pre-processing 
in order to obtain spectra or covariances. These methods identify modal models directly 
from the time signals. Blinker and Andersen (2006) use systematic approach to introduce 
the description of free responses in discrete time and explanation of algorithm like Block 
Hankel Matrix.
The dynamic behaviour of a discrete mechanical system consisting of Nm masses 
connected through springs and dampers is described by the following matrix differential 
equation (3-1).
65
SURREY_________________________________________ 3. Fundamental Modal Analysis
The vector /  is the excitation force. For systems with distributed parameters (e.g. civil 
engineering structures), equation (3.1) is obtained as the Finite Element (FE) 
approximation of the system with only Nm degrees of freedom (DOFs) left.
It can be shown, (Peeters 2000; Peeters and De Roeck, 1999) that, by applying model 
reduction, thereafter sampling and modelling the noise, equation (3.1) can be converted to 
the following discrete-time stochastic state-space model:
k + i } = M k } + K }
.................................................................................................. (3-25)
where {x^} is the discrete state vector, } is the process noise due to disturbances and 
modelling inaccuracies and here also due to the unknown excitation of the structure, 
{y^}is the sampled output vector (the measurements), {v^ } is the measurement noise,
typically due to the sensor inaccuracy and the unknown excitation of the structure and k is 
the time instant.
In practice there is always noise (random uncontrolled variance) that can be divided 
into process and measurement noise. The process noise is due to disturbances in the input, 
whereas the measurement noise is due to noise and inaccuracy in sensor readings.
The matrix [a] is the state transition or space matrix that completely characterizes the 
dynamics of the system by its eigenvalues and [ c ]  is the output state space matrix that 
specifies how the internal states are transformed to the outside world. The noise vectors are 
both immeasurable vector signals assumed to be zero mean, white noise and with 
covariance matrices.
E Q ............................................................................. (3-26)
where E  is the expected value operator; is the Kronecker delta. The modal parameters 
are obtained from the matrices [a] and [ c ] .  The process noise {w^}is caused by variation 
in the moving load and modelling error. The measurement noise of the sensor is account 
for in the process {v^ }. So we assumed and {v^ .} are zero mean and white sequence 
with covariance given in equation (3-26).
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Block Hankel Matrix
Block Hankel matrix can be built from input and output sequences. The input block Hankel 
matrix is found in below equation (3-27)
0|2/-1
u(0) w(l)
u(l) w(2)
u(2)
u(3)
u ( i - l )  u{i) w(/ + l)
u{f) w(+l) u{i + 2)
w (y-l)
w(y)
u{i + j - T )
w(/ + y - l )
> o|m ‘
L ^ / j
.(3-27)
w(2/ —1) u{2i) w(2 + l) •"w(2/ + y — 2)
The value of I must be greater than the maximum order of the system that we want to 
identify. The input value of i must be greater than the maximum order of the system that 
we want to identify. The input block Hankel matrix can be divided into two parts, U^ and
Uj-, which denote past and future, respectively. The output block Hankel matrix can be
derived similarly.
Notice that we have to choose j such that 2i + j - 2  is within the observed input and 
output sequences. The number of columns j must also be much larger than the number of 
block rows i for the algorithm to work accurately.
A combination matrix of input and output can be defined:
.......................................................................................   (3-28)
An oblique projection Obi of the row space of Yj  and Uj. on is computed as in
equation (3-28). The oblique project removes all of the future input information from the 
future output using only the past information.
O b ,= Y , I ^ fW = Y ,y ,  u i
w w l  w u ]
.(3-29)p c  p f
/  first columns
Van Overschee & De Moor (1996) discussed the r denotes the Moore-Penrose 
pseudo-inverse in equation 3-29. The main deterministic-stochastic subspace identification 
theorem states that the oblique projection Ob. is equal to the product of the extended
observability matrix F. and the state sequence X ., i.e.
06, = r , X ,  = [ c  CA ■■■ CA‘-'J[x(i) %(; + !) ••• x(i + j - . v j \   ............... ( 3 - 3 0 )
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U and V are unitary matrices, and S is a diagonal matrix; , Fj and 5'i are similar to U, V
and S without their zero singular values.
The extended observability matrix T. is derived as following in equation 3-31 :
r, = C/,5,''^......................................................................................................................(3-31)
The state sequence X, is the other half of the decomposition or can be calculated as in 
equation 3-32,
X, =S '/^v;'^ ..................................................................................................................(3-32)
The first block rows of the future block Hankel matrices can be moved into the past 
block Hankel matrices to yield we the Hankel matrices Up,UJ,Yp ,Y^ and the input-
output matrix .
Another oblique projection is defined,
O b ,= Y } ! ^ .w ; ....................................................................  (3-33)
The main theorem also holds for the new oblique projection in equation 3-34. 
O è,.,= r,_ ,X ,„ ............................................................................................................... (3-34)
The state sequence X. can be derived from the new oblique projection,
..................................................................................................................(3-35)
The system matrices {A, B ,  C, D )  can be determined in a least square sense in 
the following equation system as shown in equation 3-26,
P a
............................................................................................
Equation 3-36 is the system matrices, which are true matrices up to a similarity 
transformation.
More detail about stochastic subspace identification can be found in the literatures 
(Peeters 2000, Peeters and De Roeck 1999, Deraemaeker et al, 2007, Anderson 1997).
In some applications like FRP composite bridges and other structures, it is difficulty 
to measure input due to inconsistence firom hardware and access limitations. Therefore, 
fi^ om the measure output acceleration only, we determine that the vibration amplitudes are 
strongest when the vehicle is directly above the accelerometer. In all this process, the 
definition of a reasonable number of model parameters or model order (also known as the 
state space dimension, which is the dimension of the matrix A) is essential, because a small
Ï + I
7
V ^ i / i  J
+
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number will not model correctly the dynamic behaviour of the structure, and a large 
number can over-specify the model and large statistical uncertainties can occur in the 
model parameters (see Figure 3.10). The natural frequencies may be determined as: 
arg(;i,).y;
f i  = 2n
.(3-37)
where À.is the eigenvalue of the discrete-time state matrix A, is the sampling
frequency, and f .  is in Hz.
The SSI method, as implemented in the SPICE toolbox for MATLAB (Van den 
Branden et al. 1999), is adopted for use in this research work.
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Figure 3.10 Stochastic Subspace Identification method: (a) model calibration; (b) model parameter 
estimation dilemma; and (c) data driven with the poles selection through the several test setups (Luis
2007).
3.5 Summary
This chapter introduced the mathematical analysis of theoretical modal analysis (the 
parameters of the system are a discrete set of finite numbers and such systems are also 
called discrete or finite dimensional systems and single-degree-of-freedom SDOF systems) 
needed in the numerical part of a vibration-based damage detection procedures. It also 
deals with experimental modal analysis which explains the type of dynamic excitation used 
or modal testing affects the results of the test and the estimated modal properties due to the 
different response characteristics produced by each type of excitation.
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Before any attempt is used to identify the presence of damage, it is important to 
evaluate the dynamic response of the structures. In the case of FRF composite beams 
structures, changes due to modal parameters and stiffness are needed to be considered in 
this research work. In order to implement successful VBDD techniques it is important to 
choose a suitable dynamic excitation method that will be easy to implement and yield 
reliable results under good experimental conditions. Modal analysis procedure need to be 
take into account when implementing VBDD technique in order to provide a meaningful 
damage detection for the FRP composite beams.
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4. EXPERIMENTAL WORK
4.1 Introduction
In this chapter a description of the GFRP beam specimens and the laboratory tests 
carried out in the Dynamics Research Laboratory, Faculty of Engineering and Physical 
Sciences, University of Surrey are presented. This chapter contains description of the 
laboratory experimental testing procedure. The extraction of data and results; namely 
resonant frequencies, modal damping and mode shapes of the FRP composite beams, are 
presented. The damping effect on FRP beam was investigated. The main goal of this test 
was to investigate the integrity of FRP beams damages using vibration data from 
experiments.
This chapter mainly focuses on a description of the experimental study. In the study, 
the effect of bonded composite beams with adhesive degradation on the stiffiiess of the 
composite beams is investigated using vibration measurements. The advantage of an 
experimental study in vibration based damage detection is that, experimental results can be 
expected to be closer to those obtained from a practical application of vibration-based 
damage detection technique. On the other hand, an experimental study is more challenging 
than a numerical study, because it is influenced by uncertainties associated with 
measurement, excitation, material properties and support conditions (including support 
friction). It is very difficult to isolate or control the impact of each type of uncertainty on 
the test results.
In the experimental work, two composite beams were progressively bonded together 
and at each stage the vibration characteristics of the bonded beams were measured using 
the impulse hammer. The measured natural frequency, damping and mode shape of a 
structure before and after damage are used to detect the damage. This chapter describes the 
types of specimens, different means of excitation, measurement procedures, induced 
damage, signal processing, and experimental procedures. The specific procedures and 
experimental results for individual boundary condition sets of experiments are presented, 
interpreted and discussion.
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4.2 Measurement Preparations
This is done to ensure that the measurement will be as satisfactory as it can, pre­
preparations are very important. How well the pre-preparation is done will definitely 
determine the quality of the expected data in our experiment. These are significance checks 
that have been done: (i) Identification of experimental model and (ii) Position of the 
accelerometers.
4.2.1 Identification of Experimental Model
This is done by identifying the experimental model as GFRP (Glass Fibre Reinforced 
Polymer) composite beam as our prototype specimen as show in figure 4.1. The hollow 
FRP composite beam found is increasingly used in many applications and has a high 
performance.
Figure 4.1 FRP Beam Specimens
4.2.2 Sensor Location on the Beam Structure
It is very important to know the positions at which the accelerometers will be placed. 
This is done in order to know the position where to put the reference and moveable 
accelerometer during the experiment measurements. Two different accelerometers are used 
with different specification and the detail will be explained in the next section. There are 9 
different points where the accelerometer was being positioned during the experiment. Once 
the natural frequency is determined at each location, the final natural frequency of the 
beam is determined by taking the mean (due to changes in the frequencies and distortion of 
the mode shapes) of all natural frequencies. One beam could be tested more than once and
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an average of the results is determined. The distance (0.1025 m) between each point is 
relatively the same. Reference accelerometer is the accelerometer used at a point of 
reference, i.e. it is placed at a fixed position on the GFRP beam (damaged and intact
beams). The test procedure involved moving the hammer to all points (1, 2, 3,........ 9),
while capturing modes of interest. The reference accelerometer was located between 
marked points 2 and 3 on the beam. The measurement made between test grid points 2 and 
3 was driving-points measurements (the driving point fimction is one where the response 
coordinate and the excitation coordinate are identical).
-►Steal support -► Marked point
S
' . ;  Ü — o — o — D — o — q
Figure 4.2 Point of the accelerometer
4.2.2.1 Verification of Accelerometers and Excitation Points
Pre-check was done with the aim to verify the position of the reference station and 
excitation point. This check was done through the application of the FE model but it was 
necessary to ensure that the chosen positions were not located on the modal mode of a 
specific mode; through a visual inspection of the measure power spectrum density, points 
were chosen, which seemed to result in distinguishable peaks. Also, several possible 
position were investigated using single accelerometer and an impact hammer, then driving 
point fi-equency response of each position is then measured and investigated.
Since only two accelerometers, it was decided to use one as a reference grid and 
move the second to each measuring point consecutively. The reference location is 
optimised so that all modes of interested can be captured. To achieve optimisation, the 
lower sensitivity accelerometer was used for the reference measurements and the high 
sensitivity was used as roving accelerometer. The location of the reference points, after 
overlaying the first four vertical mode shapes, was approximately at one third of the beam 
length.
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4.3 Experimental Set-Up and Procedure
The basic principle of damage assessment is to use changes in dynamic properties to 
identify damage in a structure. The procedure followed in this study was to measure the 
dynamic characteristics of the undamaged (intact) and damaged composite beam specimen, 
and use changes in the dynamic characteristics to detect and locate the damage. The 
description of the experimental setup is divided into four parts: the specimens, creation of 
damage, methods of excitation, measurement equipment and measurement setup 
descriptions.
4.3.1 GFRP Beams Specimen Description
The experimental work was carried at the Dynamics Research Laboratory, University 
of Surrey. The dynamic test was conducted using undamaged and damaged FRP composite 
beam with different boundary conditions. The main aim of this experimental work is to 
investigate the modal parameters (frequency, mode shapes and modal damping) of the 
GFRP composite beam. With the changes in modal parameters of undamaged GFRP beam 
the recognition of damage can be seen easily. These test beams were supplied by 
STRONGWELL COOPERATION and manual (Strongwell Design Manual 2002) which 
contains both mechanical and physical properties was provided by the same company.
Three sets (intact beam, bonded beams, damaged) beams were used for this 
experimental investigation. Each set consisted of five beam models. The first set was free 
at both ends, the second set was simply supported, third set was fixed at both ends while 
the fourth and fifth were both fixed-free and fixed-simply supported.
Each beam model was made of GFRP (Glass Fibre Reinforced Polymer) beam with a 
length of 1 m. The mass of the beam was calculated as 812.3 gm. The GFRP beam has the 
following properties: Young modulus is 1.7926x10'° , density equals to
IS27Kg /m ^, and Poisson’s ratio is 0.3 (Strongwell Design Manual 2002).
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0.05 m
‘0.05m'
Figure 43 Details of cross section of test beams
The GFRP composite beam used during this test is a hollow square in a single pair 
strap-joint. Each part of jointly beam are 0.5 m long with external diameter of 0.05 m and 
thickness of 0.003 m as shown in figure 4.3. The beams were provided by Strongwell fi*om 
their family of GFRP hollow composite beams section. The pultruded GFRP plates were 
cut into 0.1 m (cut beams) long and 0.047 m width equally placed over the middle of the 
two beams, 0.005 m each.
The dynamic behaviour of each model was investigated in this study. The 
experimental procedure was carried out carefiilly to guarantee a high degree of accuracy 
and was carried out on damaged and undamaged beams. Though there were slight 
discrepancies in the dimensions of the models, they were assumed to be the same for the 
sake of uniformity in measurements, particularly the undamaged beam model.
4.3.2 Damage Simulation with Adhesive Bonding
In the civil engineering there is a possibility that FRP pultruded beams could be used in 
superstructures like bridge constructions, for example Wilcott footbridge. The Wilcott 
footbridge is a newly constructed FRP composite footbridge crossing the new A5 
Nesscliffe Bypass near Shrewsbury, UK. Wilcott footbridge is a suspension bridge, has a 
single span of 50.24 m and provides a footway of 2.3 m wide. For construction of such 
bridge like Wilcott footbridge, it will be necessary to connect lengths of FRP pultruded 
beams with adequate adhesive to form a larger structure. The bonded beam have used in 
this research to express types of damage through disbond or delamination. This is due to 
serious challenges in bonded joint, which can cause the major drawback in the stress 
concentration at the hole that may act as a damage initiator in bonded joints. To examine 
the possible damage in a material like FRP composite, investigations into bonded FRP 
pultruded strap joints have been carried out, where it was shown that the joint efficiency
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need proper examination. To do this an experimental technique known as modal analysis is 
used to obtain modal parameters.
Most induced type of damage appears to be overload-crack damage and saw-cut 
damage. The hollow FRP composite beam is increasingly used in many applications, and 
performance of the connections is always a major concern. Dynamic testing is the good 
experimental method due to time conserving, cost effective and less effort.
In this experimental work damage was simulated by gradual bonding of each side of 
the beam i.e. the beam with artificial crack at its mid-point0.52 . Several steps were taken 
to implement artificial damage. The procedures and graphical views for artificial bonding 
are shown in figure 4.4. Two-part thixotropic epoxy adhesives were used in this 
experiment. The epoxy adhesive has two parts which mixed at the ratio of 3:1 together for 
3 minutes with mixing spindle until the material becomes smooth in consistency and of a 
uniform grey colour. The surface preparation was done to have a high degree of bonding. 
The surface of the strips and beam are well cleaned before applying epoxy adhesive to the 
surface of the beam. The purpose of surface preparation is to develop a chemically clean 
surface having a suitable bonding. The abrasive sand paper was used to clean the bonding 
area of the beam specimen. The surface is abraded to remove any loosely bonded adherents 
and to develop a surface texture suitable for bonding. When using an epoxy adhesive, the 
mixed adhesive was applied to prepare surface with a spatula (Adhesive Manual by 
manufacturer).
There are two different bonding types in this work, fully bonded beam and partially 
bonded or damaged beam.
50 (a)
|ç________________ 500 mm ,|
(b)
( c )
Figure 4.4 Schematic Diagram of Bonding Preparation.
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Fully bonded beam
In this case two sections of FRP composite beam are bonded together from all four 
sides of the beam using epoxy adhesive (Sikadur-31). There are four strips used to bond 
the beam surface area as shown in figure 4.5.
Figure 4.5 Fully bonded FRP beam.
Damaged Beams
This can be divided into different parts depending on the number of beam sides 
bonded together. In this research, progressive bonding (bonding each side of the beam at a 
time, to provide four levels of the each beams, three different damage scenarios DS and 
folly bonded case) of the beam was bonded with FRP strip as shown in figure 4.5.
4.3.2.1 Specimen Preparation
These steps followed during the specimen preparation were stated below:
(i) Surface preparation: the surface of the beams and plates were sanded lightly. 
This is done to increase bonding capacity of the epoxy adhesive as it will 
expose the beams and plate to high bonding capacity. The beams and plates are 
also cleaned with acetone to remove the particle sanded from them.
(ii) Beams positioning: The beams were restrained in proper position for bonding. 
Some heavy steel support measure weighing 30kg were used as support at both 
sides and end of the beam.
(iii) Adhesive preparation: Two-part thixotropic epoxy adhesives were used in this 
experiment. The epoxy adhesive has two parts which mixed at the ratio of 3:1 
together for 3 minutes with mixing spindle until the material becomes smooth
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in consistency and a uniform grey colour. A thin layer is applied on the GFRP 
composite beam and plate.
(iv) Plate positioning: the GFRP plates are placed on the epoxy adhesive spread 
over the beams and a weight was loaded to remove an excess epoxy adhesive so 
that there will be proper or smooth bonding.
(v) Dryness duration: The bonded composite beams were left for duration of 3 days 
though they were already dried with 24 hours.
4.3.2.2 Bonding Procedure
The bonding of the beams was progressively developed to amount as the level of 
damage in the beams, bonding one side each time. The results to four bonding stages for 
each of them (see figure 4.6). The sikadur expoxy adhesive is used to glue the single GFRP 
plate in place at each stage. The objective was to investigate whether damage on the 
connection joint in form of de-bonding can be detected through vibration data or not.
BOO S3
3 9
imnmy M ass (S brap)
(III)
Figure 4.6 Bonding of test beams: (i) Two FRP beams before bonding (ii) bonding process (iii) partially
bonded beams and dummy mass
4.3.2.3 Investigation the effect of the FRP strap plates for bonding
In order to obtain the high assurance of vibrations, repeatability and the requirement 
to keep the testing data the same, the effect of the strap plate's mass was investigated. In 
this case the fully bonded beam will have four strap plates providing not only the stiffness 
but additional mass to compensate for the straps mass. The focus is on the changes due to 
vibration characteristics which associated with stiffness only. The importance of the 
addition of a mass is examined by testing the monolithic beam with and without four plates 
attached to it using a double side tape.
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To guarantee the test data, we ensured that the mass of the system remains eonstant 
during the test, the mass of the connection plates must be included. For every eases of the 
damage scenario, plates are attached to the double side tapes to attached extra mass for 
proper comparison. Therefore, dummy plates were used to provide the required additional 
masses for each of the scenarios accordingly, that is one piece is taped on each of the two 
bonded beams cases. The bonding of the beams was progressively and dummy masses (as 
shown in figure 4.6e) were added to level of damage amount as in the reference beams. 
Since the parameters of these dummies are also practically linear, they are very suitable for 
proving the adequacy of the dynamic test method.
4.4 Experiment Equipments
When monitoring the dynamics of a structure experimentally, the use of several 
instruments is involved. Some of the instruments used in this experimental study are: data 
acquisition system (analyzer), accelerometer, impact hammer, steel support and PC. The 
equipment was supplied at the Dynamic Research Laboratory, Faculty of Engineering, 
University of Surrey, UK.
(1) Data Acquisition system (Analyzer)
(2) Accelerometer
(3) Excitation device
(4) Steel support
(5) PC with Software
4.4.1 Data Acquisition System
Before acquisition of data for fi*equeney response is started, a number of assessments 
should be made to verify that the entire setup is correct. These are following test that are 
consider in this experimental before extraction of final data.
(1) The reciprocity should be checked. Maxwell’s reciprocity theorem states that a 
fi'cqueney response between two measurements DOF's should be equal 
independently of which DOF is chosen for excitation and which DOF is chosen 
for the response. In this work, reciprocity was done by a single impact at one 
point and response measurement on a different point. Selected locations are 
points 3 and 7 because they are not in the same side of the beam. The impact on
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the beam at point 7 and response measurement at point 3 are translated as FRF 
measurement H(f)3,7 and viee-versa to obtain H(f)7,3.
(2) The linearity of the structure was cheeked. The linearity of the system and 
quality of the acquired data are important for the success of the test and both 
requirements must be satisfied.
(3) The driving point’s firequency responses were checked for possible
inconsistencies. The driving point’s fi*equency responses have an imaginary part 
with peak or dips in one direction only. It involves excitation and response to 
coincide. In this ease, accelerometer is attached to the bottom surface part of the 
beam and hits the top side or spot where accelerometer attached.
(4) Homogeneity check was done to complete linearity check by hits at different
level consecutively on the same location and the results FRFs are estimated as 
driving point measurements.
(5) Coherence (function for some arbitrary frequency responses, in all applicable 
direction) check is done at every single point after each measurement and has 
been also checked before test at randomly selected points.
(6) Repeatability is done by checking consecutive measurement from two identical
tests. Since test was performed by impulse hammer so that it was easy to 
reproduce the same excitation for every hits to produce the same magnitude.
Signal conditioning is required as the output voltage of the transducers is not strong 
or suited enough to be used. The signal conditioning includes charge signal amplification. 
It is very important that the transducer’s signal conditionings are calibrated in terms of 
phase and magnitude over the required fi*equeney range (Phaser Manufacturer Manual; 
Ahlin and Brandt 2001).
The used accelerometers are already calibrated (see figure 4.6) and are feeding the 
data acquisition card directly. This does not mean there is not a signal conditioning unit; it 
is an inbuilt unit in the accelerometer and at the same time the data acquisition card is 
compatible to receive a direct signal from the transducer.
For the data acquisition the LDS-Daetron Phazer dynamic signal analyzer and the 
LDS-Dactron RT-Pro software (LDS-Daetron 2004) are used, see figure 4.7 as data 
acquisition system, having 4 input channels. The signal analyzer usually employs digital 
techniques to extract useful information contained in the signals (force and response) as 
shown in figure 4.8. It implements digital signal analysis that uses Fast Fourier Transform
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(FFT) techniques to produce the frequency spectrum of the signals. The signal analyzer 
converts a signal from analog time domain into digital frequency domain since most of 
analysis done in modal testing is in frequency domain.
Figure 4.7 LDS-Dactron Phazer Analyzer
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Figure 4.8 RT Pro Photo Software -  Time Signal and Spectrum
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The performanee analysis of the used LDS-Dactron RT Pro software is compatible 
with the data acquisition card. It requires specifying the range of the detected frequencies 
(Span) and the number of point to describe the detected vibration.
4.4.2 Accelerometer
Two different triaxial accelerometers were used during this experiment, one being 
used as a reference while other is used as a moveable. Triaxial accelerometers are intended 
for simultaneous measurement of vibration in three perpendicular axes. Trixial 
accelerometer (see figure 5.9) has average weight of 0.038kg with the following calibration 
values for reference accelerometer oty-axis, sensitivity 9.15 mV I m l , output bias 11.1 
VDC, discharge time eonstant 0.3 seconds, while the z-axis sensitivity 10.69 m V ! m / , 
output bias 11.4 VDC, discharge time eonstant 0.3 seconds. Every transducer has 
sensitivity and an upper limit fi’cqueney that it can measure.
The triaxial accelerometer used for moveable accelerometer also has the following 
calibration values diXy-axis, sensitivity 10.83 m V i m i , output bias 11.6 VDC, discharge 
time eonstant 0.3 seconds while the z-axis sensitivity 9.88 mV I ml , output bias 11.3 
VDC, discharge time eonstant 0.3 seconds. The connection cable pointed toward y 
(horizontal) & z (vertical) -  directions of the signal analyzer to each accelerometer that is 
all response measurements were toward vertical direction of the beam as show in figure 
4.11.
The weight of accelerometer is very important especially to a light specimen like 
GFRP composite beams. Over-weigh of accelerometer can result to changes in frequencies 
and distortion of the mode shapes. The cubes added mass and size can be considered and 
may affect the overall system frequency response. In this case the mass of accelerometer is 
considered to be negligible.
The moveable accelerometer positions were located at 1/8 intervals of the span 
starting from support of the composite beam as show in figure 4.15. The test grids chosen 
to the capture first three modes had 9 points along the top centre line of the beam with 
0.125 m distance between each point.
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Figure 4.9 Accelerometer.
Figure 4.10 Accelerometer Attached to top side of the FRP beam
In order to measure the dynamic changes (acceleration or vibration) of the beam, the 
accelerometer will be attached to the top surface of the beam. This will be attached to FFT 
analyser to fed information into the system through RT Photon software.
4.4.3 Excitation System
The impact hammer was used to implement the experiment due its to fastness and 
consistence. Attempt was made to use shaker excitation but rejected because of the high 
stiffening produced through shaker string and stiffening cannot be accommodated for such 
light GFRP beam. The impact hammer is shown in figure 5.11 and used to determine 
component or system response to impacts of varying amplitude and duration. The impact 
has Sensitivity: (±15%) 1 mV/lbf (0.23 mV/N), Measurement Range: ±5000 Ibf pk 
(±22000 N pk). Hammer Mass: 0.32 kg, Tip Diameter: 0.63 cm, Hammer Length: 22.7 cm. 
Head Diameter: 2.5 cm. The impulse hammer has a transducer built in the tip of the
83
jj. WNIVI RSII V <)l
SU RREY _________________________________________________________ 4. Experimental Work
hammer’s head to measure the induced force. The expected variation of the induced 
impulse was minimised by repeating each data collection 15 times and considering the 
average.
Figure 4.11 Impulse hammer
4.4.4 Boundary Conditions
There are two different kinds of support used during the course of the experimental 
work. Firstly, rigid steel supports are used to implement all boundary conditions except 
free-free boundary condition. To simulate the effect of boundary conditions on the 
dynamic behaviour of the beam, two rigid steel supports were designed. The steel support 
was 0.25m in height, 0.12m in length and the 0.09m in height. These rigid steel supports 
are used at both edges are used to impose boundary conditions on the beam. The two 
support sides have bolts and nuts at the screw thread area as indicated in figure 4.12. To 
implement fixed boundary conditions, specimens were mounted on the steel support, 
clamped at two positions as shown in figure 4.12, through a torque wrench to achieve 
accurate torque. For the case of simply supported boundary condition, composite beam 
specimens were mounted on the steel supported with extra triangle-shaped steel without 
preventing rotation. The four boundary conditions cases are shown in figure 4.13. There 
are expected discrepancies due to degree of fixation, which is why clamped conditions are 
difficult to reproduce in most experimental test.
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Figure 4.12 Steel supports
a  ) s i m p l y  s u p p o r t e d  C S S )
c  ) f i x e d - f r e e  ( F F R )
# ij d  ) f i x e  d - s i r n  p l y  s u p p o  r t e d
' , ,1.
Figure 4.13 Experimental set of boundary conditions considered
Secondly, the support is used to implement free-free boundary condition as shown in 
figure 4.14 and 4.15. The importance of free-free boundary condition is to eliminate any
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possible effect of the support and concentrate on the bonding stiffness. This is done by 
placing the beam on elastic bungee cords, 27.5mm long from the design support.
In order to achieve the free-free boundary conditions (see appendix A) and to 
exclude the influence of the support in our investigation, the composite beam is rotated 
with respect to its axis by 90 degree and suspended with two elastic strings. The excitation 
is performed horizontally (i.e. in the rotated z-direction). The arrangement used by 
suspending the beam on elastic strings applied in Karl et al, 2003 for identification of the 
concrete sleeper.
Rectangular 
hollow steel, 
22.5x22.5 
mm, wall 
thickness = 2 
mm
124
27.5
27.5
2452.5
Elastic string
24
Figure 4.14 Schematic diagram of free-free BC support
Figure 4.15 Test Set-up for free-free boundary condition
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4.4.5 Test Grids Formulation
The test grids are formulated based on simple-supported boundary condition where 
test grids are chosen to capture the 1st three fundamental beam modes had 9 measured 
points along the top centre line of the beam with 0.1025m distance between two points. 
Two accelerometers are used to measure the response at every point. One of the 
accelerometer is considered as reference and it is located between the measured point 2 and 
3. The test involves using impulse hammer at all excitation point while accelerometer kept 
in the same location where best modes can be captured. In the case of simple-supported 
boundary conditions, measurement made at points 2 and 3 which were veiy close to 
reference accelerometer considered as driving points, see figure 4.16. The measurements 
were taken at each point by shifting the moveable accelerometer. Each of the responses of 
FRF data was stored in separate files in Dactron software and later processed.
10.25mm 10.25mm 10.25mm
2 4------ >-3 <  ► 4------- ►
*---------- • --------- • --------- • --------• -------- • ------• -----  —►Accelerometer
Figure 4.16 Schematic arrangement of test grid formulation
4.5 Simulation of Damage Scenarios
The method applied to introduce damages to the composite beam has previously 
been explained in section 4.3.2. The bonding of the composite beam at the middle took 
place in four different stages. A test was conducted on intact composite beam to confirm 
adequacy of test result. The details of different damage scenarios for simply supported are 
explained in table 4,1, for certain levels of bonding, result could be obtained fi*om either of 
the two beams (intact and fully bonded beams). The experiment measurements were 
repeated several times to get best set of data.
To introduce damage, two sections of FRP composite beam are bonded together from 
four sides using an epoxy adhesive (Sikadur-31). Four straps are used to support the 
bonded surfaces area. The bonded beam is tested dynamically in simple-supported 
boundary conditions using the same experimental set-up. To ensure that the beam is 
bonded properly, modal parameters are extracted using the same methods and they are 
compared to the intact beam.
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Table 4.1 Beam with damaged at 0.5L of 1 m length.
Stage Damage Scenario Bonding % Descriptions
Stage 1 DSl 25% n
Stage 2 D5"2 50% n
Stage 3 DS3 75% n
Fully-bonded or 
reference state
DS4 100% □
All experiments performed comprise 15 different damage scenarios (DS) and 5 
experiments on intact FRP beam, four different scenarios for each boundary condition.
4.6 Measurement Procedures
The free length (the total length that remains after the beam is attached to the steel 
support of the beam is about 0.82 m with 9 different points. The distance between each 
point on the beam is equivalent to 0.1025 m. Two different accelerometers were used 
during this experiment, one being used as reference while other used as moveable, shown 
in figure 4.18. The connection cable pointed toward y & z -direction of the FFT Analyser 
to each accelerometer that is, all response measurements were toward vertical direction of 
the beam. The impulses are used to excite different point on GFRP composite beam to get 
response as indicated figure 4.17.
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Figure 4.17 Schematic Diagram of Experimental set-up 
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Figure 4.18 Experimental set-up of intact beam
4.6.1 Data Analysis
The data analysis generally focuses on three flexural beam modes, noted as fl, 12, 
and f3. For each case the response will plot in order to see the behaviour i.e. dynamie 
behaviour of the GFRP eomposite beams. All the vibration data aequired are imported to 
SPICE to process, in order to acquire modal parameters. There are two different techniques 
in SPICE: Stochastic subspace identification technique and peak-pieking teehnique. These 
methods were used to process the acquired data using a sampling frequency of 3000Hz. 
These acquisition data were collected in Time-Domain and processed with Stochastic
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Subspace identification. The raw vibration data were also processed in pick-peak but not 
being used, due to limitation of damping results and other disadvantages. The SPICE 
results were compared with results of data-processing software by Al-Gebaly (2008).
Only eigen-frequencies and mode shapes are extracted first using the frequency- 
domain. Afterwards the modal parameters of the beam i.e., natural frequeneies, damping 
ratios and mode shapes are extracted from the measured data using the stochastic subspace 
identification technique, with sampling frequency 3000 Hz. The stoehastic method works 
directly with the reeorded time signals and it is based on linear calculations, therefore it is 
considered to be more robust and faster than other methods. The pick-peaking with data 
processing applied in this research is faster to use.
The essence of this method was to obtain the peaks at each location; there are 
different routes to achieve this. The following routes were tested on the data. Firstly, 
calculating the difference at fixed intervals, sign changing in the difference means a peak. 
As there are many small peaks, a threshold difference should be used. The problem of this 
method is that it needs two parameters, the fixed intervals and the threshold of the 
difference which is hard to be determined. Secondly, limitation with this method was that 
the natural frequencies are not distributed equally in a power spectrum and easily a natural 
frequency of a certain mode could be missed. The number of natural frequencies required 
to examine associated with their sectioned spectrum and each peak considered.
After knowing the frequencies of the tested structure, information is fed to search for 
the function which was used as a guide to obtain ideal natural frequency. This method 
proved its efficiency (after comparing the results with the analytical results) and was used 
to process the captured data
4.7 Verification and Analysis of Experimental Results
This section describes the analysis for each boundary condition with damage 
scenarios induced by bonding the beam with adhesive. The first set of analysis was done 
on the intact (to verify the influence of the reference accelerometer location, the influence 
of the trigger, span and damping parameters) and bonded composite beam to verify 
bonding properties of the adhesive. Secondly analyses were carried on damage scenario 
models to evaluated level damages. Finally, the analysis was done to investigate effect of 
damping on the FRP composite beam.
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Vibration data is a useful piece of information, which can assist in the design of a 
structure. The visualization and understanding of mode shapes are invaluable in the design 
process. It can be used to identify the area of weakness in the design or area where 
improvement is required. The most important area of studies in structural dynamic 
modification is the mathematical process, where vibration data are used to determine the 
changes in the system characteristic due to the effects of physical structural changes.
4.7.1 Result of the FRP lutact Beam
The tests were done to check influence of the reference accelerometer location on the 
beam. Two different types of experiments were done and the output fi*equency results were 
compared with one another. The first set (trial 1) of experiments was done to demonstrate 
the optimum location which is almost between the quarter and the fifth of the clear span. 
Second test was done by placing accelerometer closer to the middle of the beam.
Table 4.2 Comparison of frequency result for trial test 1 and trial test 2 Beam for Simple-supported
boundary condition
Mode Finite Element 
Results
Trial 1 [Hz] Trial 2 [Hz]
1 145.53 137.8(5.312) 137.12(5.78)
2 538.89 538.44(0.084) 538.35(0.1)
3 1073 1061.23(1.097) 1050.90(2.06)
Table 4.2 presents a comparison between the output of the two trial tests and FE 
results. This shows that trial 2 is completely less accurate compared to trial 1 test results. 
The trial 1 results might not be perfect but is still better than trial 2 as observed that the 
extraction of frequency in trial 1 has errors.
4.7.2 Results with Differeut Data Processiug Tools
Two different tools were used to analyze the data quality of the dynamic test. There 
was no intention to compare the two tools, but to have a qualitative idea about 
experimental data to be used in later damage analysis. Three modes were easily estimated 
with randomly distributed impact tests applied to both tools. The results in terms of 
frequency only were presented in the table 4.3. The results in terms of intact fi-equency
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values with fixed-fixed boundary condition are presented. Both standard deviation (cr) and
Coefficient of Variation of the sample data (CF^) are presented for the same modal
parameter and, frequency^. From the result presented in tables 4.3 and 4.4, which have 
lower standard deviation values, indicating a possible good modal estimation:
C F : .= - .................................................................................................................................(4-1)
M
Where, // is the mean of sample data.
Table 4.3 Result from dynamic test on Intact Beam with Fixed-fixed Boundary Condition
Mode
Number
SPICE tool Data-processing tool
^[Hz] [Hz] [%] ®[Hz] [Hz] [%]
Mode 1 263.60 0.91 0.30 263.99 0.61 0.20
Mode 2 750.11 0.96 0.13 751.04 0.94 0.12
Mode 3 1270.76 0.97 0.07 1271.15 1.43 0.11
Table 4.4 Frequency comparison between the two tools
Modes SPICE tool 
[Hz]
Data- 
processing [Hz]
Difference
[%]
1 263.60 263.99 -0.11
2 750.11 751.04 0.04
3 1270.76 1271.15 -0.03
From figure 4.19, the frequencies were compared and correlation was quantified in terms 
of MAC estimations for modes shapes and by graphical presentation for natural 
frequencies (Ewin, 2000). The plotted frequencies are laying nearly perfectly 45 degree 
straight line for fl, f2 and f3 which means that the measured frequencies values were 
almost the same.
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Figure 4.19 Correlation graph for two tools
Also, after eliminating the effeet of the dummy mass, both the natural frequency and 
the FRFs as a whole are in excellent agreement with the correct values.
4.7.3 Results from Stochastic Subspacc Identification (SSI) Technique
SPICE tools were used to analyze the data quality of all dynamic tests. The SSI 
techniques implemented in the SPICE tool from Leuven (Peeter and De Roeck 1999). 
Three mode shapes were easily estimated with impact tests for five boundary conditions. 
From initial objective analysis, four or more modes were expected to be estimated, but the 
experimental results show that only the first three modes can be adequately estimated with 
the adopted excitation.
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Figure 4.20 Stabilization diagrams for all analyses (SPICE manual).
The results in terms of frequency values and damping coefficients for intact and fully 
bonded beam are presented in tables 5.5 to 5.9. Both standard deviation (<t) and 
Coefficient of Variation (CE^) are presented for the same modal parameters: frequency ® 
and damping ratio ^ . The results presented from dynamie tests have lower standard 
deviation values, indicating a possible good modal estimation.
Table 4.5 SPICE Estimation Results for Intact Beam with Simply-simply BC
Mode
Number
Natural Frequency Damping Ratio
^[Hz] [Hz] [%] ^[%] [%]
Mode 1 137.80 0.87 0.60 4.1 0.53 12.93
Mode 2 538.44 1.66 0.31 4.7 0.78 17.33
Mode 3 1061.23 4.20 0.41 5.0 1.55 31
Table 4.6 SPICE Estimation Result for Intact Beam with Fixed-fixed BC
Mode
Number
Natural Frequency Damping Ratio
^[Hz] [Hz] CE, [%] #[%] <T,[%] CE^ [%]
Mode 1 263.60 0.91 0.30 3.7 0.20 5.41
Mode 2 750.11 0.96 0.13 4.2 0.37 8.81
Mode 3 1270.76 0.97 0.07 4.5 0.43 9.56
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Table 4.7 SPICE Estimation Results for Intact Beam with Fixed-free BC
Mode
Number
Natural Frequency Damping Ratio
A) [Hz] o-JHz] CE, [%] [%] CE  ^[%]
Mode 1 52.52 0.23 0.43 2.3 0.09 3.91
Mode 2 276.10 0.45 0.14 2.3 0.18 7.83
Mode 3 746.21 2.44 0.31 2.6 0.45 17.31
Table 4.8 SPICE Estimation Results for Intact Beam with Fixed-simply BC
Mode
Number
Natural Frequency Damping Ratio
6) [Hz] ^ JH z ] CE, [%] (T, [%] CF^ [%]
Mode 1 263.60 0.40 0.18 5.7 0.95 16.67
Mode 2 750.11 0.88 0.14 6.9 0.87 12.61
Mode 3 1270.76 3.1 0.24 7.4 0.76 10.27
It is observed that the high (CF^) values for the damping in all cases should be
stressed as possible less accurate results. The damping values depend on the impact 
excitation but we can conclude that an average value of 0.33% (fixed-fixed), 0.95% 
(simply-simply), 0.24% (fixed-fi-ee), 0.80% (fixed-free) can be observed for all modes and 
all analyses. It is necessary to consider damping as it was used as a qualitative indicator in 
the damage identification analysis (Farrar and Doebling, 1998). The irregularity in simply- 
simply boundary condition might have caused higher average values. The details on 
influence of each boundary condition will be taken into consideration during the course of 
this research. Figures 4.21 to 4.24 show graphical result of intact beam test produced with 
SSI method.
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Figure 4.21 First three bending modes for intact beam fixed-fixed BC.
Figure 4.22 First three bending modes for intact beam simply-supported BC
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Figure 4.23 First three bending modes for intact beam fixed-simply BC
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Figure 4.24: First three bending modes for intact beam fixed-free BC
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4.8 Comparison between Bonded Beam and Intact Beam
Table 4.9 presents the frequency results for the intact and bonded eomposite beams. From 
table 4.9, it is noted that there are significant differences between intact and fully-bonded 
beam experimental results. One can say this is due to the effeet of adhesive (sikadur epoxy) 
on the beam, which influence beam stiffness to produce different results for each boundary 
condition. It is observed that the simply-supported boundary condition has the least 
percentage difference out of all the boundary conditions.
Table 4.9: Comparison between modal parameter of intact and fully bonded beams for SS, EF, FFR
and FS BC
Mode
Number
1®* three modes (Natural 
frequency) Hz
Damping Ratio
Intact Bonded Diff% Bonded Intact D iff%
SS- fl 144.63 137.80 4.72 3.7 4.2 13.51
f2 534.45 538.44 -0.75 3.7 4.5 21.62
f3 1019.36 1061.23 -4.11 5.0 5.1 2.00
FF- fl 308.26 263.60 14.49 3.1 4.1 32.26
f l 765.75 750.11 2.04 4.4 4.4 0.00
f3 1298.17 1270.76 2.11 4.7 4.7 0.00
FFR- fl 43.04 52.52 -22.13 1.9 2.3 21.05
E2 242.02 276.10 -14.09 2.3 2.0 -13.04
13 631.68 746.21 -18.13 2.6 2.7 3.85
FS- fl 215.66 213.00 1.23 5.7 6.5 14.04
f2 630.59 637.87 -1.15 6.9 6.9 0.00
f3 1112.83 1125.04 -1.10 7.2 7.4 2.78
4.8.1 Change in Natural Frequencies
Change in natural frequencies is a technique used to compare two sets of vibration 
data, namely: the natural frequency obtained before and after a dynamic system 
experiences a change. Conversely, if a shift in natural frequencies occurs in a system, it can 
be inferred that the system has undergone changes. In this research work, changes are 
related to the damage through progressive bonding FRP eomposite beams.
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Table 4.10: Simply-supported BC Natural frequency shift (Hz) for FRP composite beam of damage
scenarios
Mode (^SS) (^SS) Frequeneies
Drop
Frequeneies
Drop
3 (,SS) Frequencies
Drop
1 137.80 16.83 87.79 86.61 37.15 97.39 29.33
2 538.44 425.45 20.98 448.29 16.74 489.80 9.03
3 1061.23 990.68 6.65 1063.85 -0.25 1068.74 -0.71
Table 4.11: Fixed-fixed BC Natural frequency shift (Hz) for FRP composite beam of damage scenarios
Mode
D S  4  ^ PF) Frequeneies
Drop
D S  2 Frequencies
Drop
D S 3 çpf) Frequencies
Drop
1 263.60 205.51 22.04 236.26 10.37 259.85 1.42
2 750.11 640.39 14.63 747.06 0.41 749.22 0.12
3 1270.8 1018.48 19.86 1304.3 -2.64 1310.3 -3.11
Table 4.12: Fixed-free BC Natural frequency shift (Hz) for FRP composite beam of damage scenarios
Mode D S  4 j D S  1 ^ FFP ) Frequencies
Drop
D S  2  F^Fp j Frequencies
Drop
D S  3 j Frequencies
Drop
1 52.52 9.00 82.86 36.10 31.26 42.00 20.03
2 276.10 129.06 53.26 174.27 36.88 232.09 15.94
3 746.21 592.97 20.54 635.65 14.82 668.15 10.46
Table 4.13 Fixed-simple BC Natural frequency shift (Hz) for FRP composite beam of damage
scenarios
Mode f (F5) Frequencies
Drop
DS2^pp^ Frequeneies
Drop
Frequencies
Drop
1 213.00 203.97 4.24 208.09 2.31 210.99 0.94
2 637.87 556.05 12.83 612.33 4.00 639.20 -0.21
3 1125.04 1088.84 3.22 1095.86 2.59 1126.97 -0.17
For simply supported boundary condition, table 4.10 shows the natural frequencies 
for modes 1 to 3 of the eomposite beam for three damaged scenarios. The natural 
frequencies for intact beam decrease gradually as level of bonding increases for each of the 
scenarios, DSl frequency decrease from 137.80 to 16.83 Hz for first mode. For other
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scenarios, there was a decrease in natural frequeneies compared to the fully bonded or 
reference state beams The relative decrease in natural frequency compared to the value of 
reference state or undamaged beam ranges 16.83% to 97.39 for DS2 (second ease). The 
relative decrease was 16.83% for mode 3, which was higher than the rest of the modes. 
Similar observations is made for other boundary conditions -  fixed-fixed, fixed-simply and 
fixed-free boundary condition from tables 4.11 to 4.13.
Measurable reduction of natural frequencies appears to occur the range of 0 to 2 kHz 
for all boundary conditions, as shown in tables 4.10 to 4.13. It should be noted that 
frequeneies identified in Tables do not represent sequential natural modes but rather clearly 
defined peaks potentially suitable for damage detection. As would be expected, the natural 
frequeneies of the damaged scenarios were lower than that of the undamaged or baseline 
model because of the local reduction in connection joint structural stiffness caused by the 
unbounded part of the FRP composite beams. In general, the frequencies of the damaged 
beam decrease with the increase of the severity of damage.
However, there was a clear indication of a relative drop in natural frequencies for all 
beams due to damage for each mode. It is quite obvious that generally the more severe the 
damage, as evidenced by a level of progressive beams bonding, the higher the relative 
frequency change. The drops in natural frequencies correspond to the severity of the 
artificial damage, which can be used as a good indicator to identify existence of damage 
but not for assessing the extent of damage in FRP composite beams.
4.8.2 Changes in Modal Damping
Applications of parameters that characterize structural damping can be used as 
damage-sensitive system properties (chapter 2). Modal damping is known to increase with 
an increase in damage severity, amplitude of vibration and loading intensity. From 
experimental results which exhibit this tendency for some damaged conditions in the 
bending modes, for first damage scenario (most critical or severe damage) condition in 
particular, damping values were found to be inconsistent, particularly for the DS2 (second 
damage scenario) and DS2 (third damage scenario) as shown in table 4.14. Moreover, 
higher values of damping ratios were obtained for DS2 compared to intact beam condition 
states. These results demonstrate the difficulty of obtaining the damping ratios with 
reliable accuracy that can be used for integrity assessment of structural system. This result 
is in contradiction to the general principles of the structural dynamic where damping ratio
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increases as damage increases. According to Salawu and William (1999), it was concluded 
that a reasonable consistent trend could not be established for damping ratio unlike natural 
frequencies before and after damage state. And the reason for that kind of inconsistency is 
that damping is difficult to evaluate accurately due to the measurement errors introduced 
by background noise as well as by the interference of the measuring equipments.
Table 4.14 Table for experimentally identified damping ratios of the FRP composite beams
Mode Reference
State
DM Damping 
Drop (%)
D S l Damping 
Drop (%)
D Sl Damping 
Drop (%)
i'ree-free boundary condition
1 1.92 8.2 76.59 3.56 46.07 2.01 4.48
2 0.89 1.2 25.83 2.11 57.82 0.95 6.32
3 0.76 0.98 22.45 2.13 64.32 1.56 51.28
Simple-supported boundary condition
1 3.7 4.1 9.76 4.3 13.95 3.9 5.13
2 3.7 . 4.7 21.27 4.2 11.90 3.8 2.63
3 5.0 5.2 3.85 5.6 10.71 4.9 -2.04
Fixed-fixed boundary condition
1 3.1 3.7 22.58 3.8 18.42 2.6 19.23
2 4.4 4.5 2.22 3.2 -37.5 4.9 10.20
3 4.7 5.9 20.34 3.6 -30.65 4.9 4.08
Fixed-free boundary condition
1 1.9 2.3 17.39 2.4 20.83 1.5 26.67
2 2.3 3.3 30.3 5.0 54 3.2 28.13
3 2.6 3.9 33.33 2.3 -13.04 2.0 -30
Fixed-simple boundary condition
1 5.7 6.7 14.93 6.2 8.06 5.3 -7.55
2 6.9 6.9 0 5.6 -23.21 5.8 -17.86
3 7.2 7.4 2.7 7.3 1.37 7.9 8.86
The comparison of the damping ratio values determined from the reference state for 
ease of free-free boundary (given in table 4.14) and other damage scenarios using damping 
showed different variation in the results for the damping ratios. Moreover, total absolute
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values are different, however one may say that each total absolute relative damping value 
shows good indicator for severity of damage. At the same time, determination of damping 
ratio result cannot be properly used for damage detection procedures in this case of free- 
free boundary condition. Out of all the boundary conditions, fixed-fixed boundary 
condition show better accuracy and consistence damping variation related to severity of 
damage compared to others.
4.9 Summary
This section describes a GFRP composite model adopted in this research work for 
damage identification analysis and all the experimental tests carried out in the laboratory. 
A particular damage scenario was applied to the beam model by bonding a side of the 
beam and leaving the other part unbonded to induce the “artificial damage” in this work. 
The dynamic identification tests were performed with the aim of using the modal 
parameters in the subsequent dynamic-based damage identification analysis.
The system identification technique (SSI) test mentioned in section 2.3 with output- 
only techniques was carried out as theoretical background provided in chapter 3. The 
dynamic test as planned was discussed in detailed, including the accelerometer selection 
and location, the data acquisition system and measurement procedures. Impact excitation 
was used during this dynamic test. The reason for the use of these excitations was to study 
if damage could be identified with impact excitations or not.
For the dynamic identification of the undamaged condition (reference scenario), 
stochastic subspace identification techniques and pick-peaking, implemented in SPICE 
software tool, were used to post-process the vibration data. There were no significant 
differences found between the results from the finite element analysis and experimental, 
indicating that the modal parameters to be used in the damage analysis were estimated 
accurately.
However, analyses performed indicated that the first three mode shapes of the 
structure were well estimated correctly, and can be used in the dynamic-based damage 
identification analysis.
In the case of damping values, the results from the impact excitation tests have lower 
coefficients of variation, but still the damping results need to be considered as less accurate 
results. The results from a series of tests with the composite beam for undamaged and 
damaged scenarios extracted indicated eigen-frequencies as a good indicator for
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assessment of damage. It is observed that there was shift in frequencies for damaged tests; 
this is a good indicator to confirm presence of damaged. The use of structural dynamic 
properties for damage detection is highly dependent on quality of vibration data that can be 
used to verify the reference state or benchmark of the structure. The chapter includes 
correlations of modal natural frequencies with damping over range of damping factors.
Excellent results were observed for all set of vibration data extracted, indicating that 
some of the parameters were capable of detecting presence of damage with high degree of 
accuracy, though detailed verifications will be done with FE-models and application 
VBDD methods in chapter 5.
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5. Finite Element Modeling
5.1 Introduction
The application of mathematical model of structures, which describes certain specific 
characteristics, may be obtained by many different means. For structures, which are not too 
complex, formulation of mathematical models using partial differential equations may be 
developed. However, for more complex structural geometry, other method such as the 
transfer matrix method and the finite element methods are more frequently used (Rossing 
and Fletcher 2004). The objective of all these methods is to produce a mathematical model, 
which is capable of describing the physical structure. The challenge is to find a simple 
enough model capable of describing the physical structure while enabling cost-effective 
computational processing (using softwares like ANSYS, NASTRAN, IDEAS and others) 
to arrive as close as possible to the real situation.
In this study, the finite element simulation was done by FEA package known as 
ANSYS (ANSYS Inc. 2007). FEA software packages include time-tested, industry-leading 
applications for structural, thermal, mechanical, computational fluid dynamics, and 
electromagnetic analyses, as well as solutions for transient impact analysis. ANSYS 
software solves for the combined effects of multiple forces, accurately modelling 
combined behaviours resulting from “multi-physics” interactions. The finite element 
method was utilized to represent the experimental model.
This is used to simulate both linear and non-linear effects of structural models in a 
dynamic environment. Advanced nonlinear structural analysis includes large strain, 
numerous nonlinear material models, nonlinear buckling, post-buckling, and general 
contact. It includes the ANSYS Parametric Design Language (APDL) for building and 
controlling user-defined parametric and customised models. The finite element package 
was utilised to model the Fibre reinforced plastic/polymer beam in 3-D and analyse. This 
package enables the user to investigate the physical and mechanical behaviour of the beam.
The major objectives of FE modelling are as follows: (1) to verify the analytical 
solution and experimental tests (FE modelling with beam, shell and solid elements), (2) to 
study the changes of frequencies before and after progressive damages, (3) to study the 
relationships between the changes of frequencies, (4) to apply model updating technique to
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match experimental results and (5) to evaluate and analyse the equivalent amount of 
stiffness to produce exact experimental results for each damage scenarios.
This chapter presents the implementation of FE model updating using vibration data. 
This is done using ANSYS optimization tools. The essence of this procedure is to adjust 
uncertain properties of FE model to reduce the differences between experimental modal 
properties and the corresponding FE model. Also, this chapter deals with FE model 
updating technique applied to damage detection of a pultreded joint connection FRF 
composite beam structures. There are two different steps followed in this FE model 
updating procedure: (1) FE model of intact (undamaged) FRF beam developed and updated 
to meet up adequately with experimental data and (2) the damaged scenarios is model 
(three different damage scenarios considered as explained in chapter 4, section 4.5) to its 
experimental model to provide modal properties information of damage.
The program ANSYS 11.0 was used to create a detailed three-dimensional analytical 
model to capture the dynamic behaviour of the beams. The shell element, solid element 
and beam element were utilized to model the FRF composite beam. Finally, the correlation 
of the experimental test result (vibration data) from chapter 5 with their numerical 
counterpart is presented.
5.2 Step in Finite Element Procedure
There are three major important steps in general finite element model: (1) 
Idealisation, (2) Discretisation and (3) Solution. Figure 5.1 shows the diagram procedure 
for solving a physical problem with the finite element method.
Idealisation D iscretisation Solution
P hysica l M athem atical D iscrete D iscrete
system m odel m odel so lu tion
----- ► ----- ► — ►
Figure 5.1 Solving a physical problem with the finite element method (Lauwagiel 2005)
5.3 Material Specification of Finite Element Modeling
This section focuses on the practical use of finite element modeling in the field of 
material identification. This section addresses three important choices that have to be made
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to build a finite element model of a FRP test specimen, i.e. the element type, the order of 
the shape functions, and the density of the mesh.
Element Type
The first choice regards the dimensionality of the elements, i.e. whether the elements 
are one-dimensional, two-dimensional or three-dimensional. Figure 5.2 presents these three 
classes of elements.
One-dimensional
Linear
Two-dimensional Three-dimensional
Triangular Rectangular Tetrah« 
Figure 5.2 Dimension of Element Type.
Hexagonal
An element can be one-dimensional, two-dimensional or three-dimensional. A beam 
element is classified as one-dimensional. In theory, both two- and three-dimensional 
elements can be used to model layered beam and plate-shaped samples. Two- and three- 
dimensional elements are available in different shapes, e.g. triangular, rectangular, 
tetrahedral, and hexahedral. The triangular and tetrahedral elements are only useful to 
model complex shapes. The rectangular and hexahedral elements are better suited to model 
rectangular beam- and plate-shaped specimens. Three-dimensional elements can be used 
for any type of structure and application, their use being only restricted by the high 
computational cost.
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Table 5.1 Basic 3-D Finite Element Type (Dhanesh 2005)
Order of Basic 3-D Finite Elem ents Type
Nodes/DOFsType Order Form
2 nodes® 6 DCFsBeam C ubic
Plate/Shell
Triangle
3 nodes® 6 DCFs 
6 nodes® 6 DCFs
Linear*
Quadratic
e-
Plate/Shell
Quads
4 nodes® 5 DCFs 
8 nodes® 5 DCFs
Linear*
Quadratic
Solid
Hexahedron
4 nodes® 3 DOFs 
20 nodes® 3 DOFs
Linear
Quadratic
Solid
Tetrahedron
4 nodes® 3 DOFs 
10 nodes® 3 DOFs
Linear
Quadratic
* Some formulation, linear in-pane, quadratic in bending
Table 5.1 lists the basic 3-D element types used for structural dynamic design. These 
elements are generally divided into three major types i.e. beams, shells/plates and solids. 
The different element formulations within each group can also be used in many cases but 
in general the discussion here is presented to facilitate the usage of these groups in certain 
situations.
Two-dimensional elements are computationally more efficient than three- 
dimensional elements, but their use in modeling of FRP beam to analysis the dynamic 
properties of the model are not appropriate. The verification and comparison of three 
element type model (beam, shell and solid element) were considered in this work.
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5.3.1 Description of Beam Element Model
Beam elements are primarily used to model part geometry, such as a rod or beam 
member. The other typical applications of beam elements include reinforcing elements 
connected to thin shell types of elements, bolt representation, ribs, thin slender part of 
casing, composite beams. The FRP composite beam model was constructed using BEAM4 
3-D, C0MBIN14 element type in ANSYS. BEAM4 (ANSYS version 11) is a uniaxial 
element with tension, compression, and bending capabilities. The element has six degrees 
of freedom at each node; translations in the nodal x, y, and z directions and rotations about 
the nodal x, y, and z axes illustrated in figure 5.3. Each element is defined by the 
surrounding nodes; an initial finite element model containing 20 elements is constructed 
using beam4 element type. The beam supports are simulated using COMBINE 14-spring 
damper element with three translational and rotational DOF’s from each side. For modal 
analysis, the first three bending modes are considered in the vertical direction.
Model Characteristics: The material properties and section properties have to be defined 
for these elements, i.e. the stiffness of the element, isotropic linear with a Poisson’s ratio 
(that is the fraction of expansion divided by the fraction of compression, for small values 
of these changes) of 0.3, mass density of 1 8 2 7 % / and Young’s modulus.
1
1 -
A
1
^  T B t -*
TW7
RT
Figure 5.3 Geometry of Beam4 Element Type (ANSYS Inc. 2007)
COMBIN14 Element Type
C0MB1N14 has longitudinal or torsional capability in one, two, or three dimensional 
applications. The longitudinal spring-damper option is a uni-axial tension-compression
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element with up to three degrees of freedom at each node: translation in the nodal x, y, and 
z directions. No bending or torsion is considered. The torsional spring-damper option is a 
purely rotational element with three degrees of freedom at each node: rotations about the 
nodal X, y, and z axes. No bending or axial loads are considered (ANSYS Inc. 2007).
TORQU^
♦  Y
Figure 5.4 Geometry of COMBINE Element Type (ANSYS Inc. 2007).
The model had a height and width of 0.05 m. The COMBIN14 were embedded in the 
BEAM4 and had cross-section area of 0.000564 m, Young’s modulus of
1.7926x10^°A " / . The support conditions were modelled as elastics spring with 
Young’s modulus 3.12x10*® in x and y  direction at the both support. Figures 5.6
to 5.8 shows the results of the ease of simply supported boundary conditions, has general 
characteristics structural element types (BEAM4 to model FRP beam and COMBINH to 
model the supports), material and physical properties.
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AN
\ 1 S
Figure 5.5 Meshed FRP beam BEAM4 model (ANSYS Inc. 2007).
Verification of Finite Element Model
The beam element type FE model was verified against the analytical solution. The 
analytical solution here is referring to the solution of a simply supported beam using the 
beam theory analysis. A detailed description about this method is mentioned in chapter 3. 
Table 5.2 represents the comparison between the analytical solution and the finite element 
solution. A comparison between the finite element solution using different number of 
nodes; namely 20 nodes and 51 nodes.
Table 5.2 Natural Frequency Comparison between the Analytical Solution and ANSYS FE Solution
SS.
Mode Analytical
Frequency
Hz
20 Elements 51 Elements
Natural
Frequency
(Hz)
Diff% Natural
Frequency
(Hz)
Diff%
n 140.53 141.81 0.91 141.53 0.71
f2 563.010 568.133 0.91 563.012 0.09
f3 1266.8 1278.32 0.91 1255.6 0.88
110
<  i i N ’i\^î  K S i n ' O f
SURREY 5. Finite Element Modelling
From table 5.2, it can be observed that increasing the number of nodes in the finite 
element will only affect the higher modes. It is observed that differences between the 
values of the vertical frequencies are constantly decreasing until the third vertical 
frequency, but still acceptable as the difference is less than 1 %. This is because the element 
would have been stiffer with increment in number of the modes.
Figures 5.6 to 5.8 represent a comparison between the set of three calculations for the 
mode shapes. The difference between the two methods (analytical and FE method) is due 
to the approximation in the FE solution. This is to confirm that the results (for all boundary 
conditions) of the finite element algorithm are acceptable and will be used in the analysis.
0
40 63 100
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- 0.6
■0.8
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■Mode 1 F[ 100 Node “Mode 1 Analytical ■Mode 1 F[ 10 Node
Figure 5.6 Comparison between the analytical solution and the FE of simply supported BC for first
mode shape.
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Figure 5.7 Comparison between the analytical solution and the FE of simply supported BC for second
mode shape.
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Figure 5.8 Comparison between the Analytical Solution and the FE of simply supported BC for third
mode shape.
5.3.2 Description of Shell Element Type Model
FRP composite beam structures are made up of thin laminates or plates, since thick 
composites result in failure due to delamination between various layers. Therefore, the 
composite structures can be modeled as thin plates using shell elements. SHELL93 
element type available in ANSYS is used to model the beam. SHELL93 is an eight nodded
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structural shell with six degrees of freedom per node as shown in figure 5.9 ; translations in 
the nodal x, y, and z directions and rotations about the x, y, and z-axes. This element has 
quadratic deformation shape functions in both in-plane directions (x- and y directions). 
SHELL 93 has the ability to model orthotropic materials, where orthotropic material 
directions correspond to the element eoordinate directions. Shear defleetions are included 
in SHBLL93. The SHELL93 element is defined by four thieknesses and orthotropic 
material properties. The beam and strip were modeled using SHELL93 elements with mid­
side nodes. The methods of eonstructing finite element models are not eompleted without 
given detail information about; meshing and boundary conditions applied, they are 
explained below.
I
I
L 4
0
K
M
K.L.O
I .
\
M J 
Triangular Option
■>Y
Figure 5.9 Diagram of a SHELL93 Element Type (ANSYS Inc. 2007).
Meshing of SHELL93 element type
Meshing is the process of converting areas into elements, whereby material 
properties are added to the model. A meshed FRP composite beam model is shown in 
Figure 5.10. Totally, 8000 elements with about 24080 nodes were used in the FRP 
composite beam modelling and generated elements have their own co-ordinate systems.
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AN
Figure 5.10 Meshed FRP beam SHELL93 model (ANSYS Inc. 2007).
5.3.3 Description of Solid Element Model
These elements are basieally used to represent the features that have three 
dimensions of similar order. However, they can also be used to model thin shell-like 
structures with caution. The element geometry is specified by at least 4 apex nodes for 
tetrahedron and by 8 nodes for hexahedron. The SOLID46, 3-D layered structural solid 
element, is used to model the FRP composite beams. The element type SOLID46 has 8 
nodes, one at each comer and three degrees of freedom at each node: translations in the 
global X, Y, and Z directions The geometry, node locations, and the
coordinate system for this element are shown in Figure 5.11. Eight nodes, layer thickness, 
layer material axis orientation, and orthotropic material properties define the element. 
Every element type has a default element coordinate system. The default element x-axis for 
SOLID46 is the projection of side I-J and side M-N.
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* Element x-.ms if ESYS is n o t supplied.
X = Element x-axis if ESYS is supplied.
Figure 5.11 Geometry of SOLID46 Element Type
The default element coordinate system can be changed for area and volume elements 
by previously defined local coordinate systems before and/or after meshing. The material 
properties may be input either in matrix form or layer form; since failure criteria are not 
available with matrix input, the layer input option is chosen.
Meshing of Solid element type
The finite element model is generated as a solid model, i.e., the model is generated 
using volumes and then map-meshed. The volumes are created using key points, which are 
defined in the global co-ordinate system. After meshing the volumes, the orientation of the 
layers are checked manually and reoriented if needed as desired. Figure 5.16 shows 
volume of solid model of FRP composite beam.
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AN
Figure 5.12 Volume of solid model of FRP composite
The solid model of the FRP eomposite beam in figure 5.12 eonsists of 4 volumes, (to 
simulate bonding and boundary conditions), which are glued together. The gluing 
operation redefines the volume so that the volumes share areas resulting in the merging of 
key-points, nodes, elements and areas along their common boundaries. Local co-ordinates 
are defined for all volumes to enable the proper orientation of the elements after meshing.
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Figure 5.13 SOLID46 Meshed FRP composite beam
After creation of solid model, the FRP composite beam is meshed resulting in a total 
of 13078 elements with 4382 nodes. Figure 5.13 shows the mesh for the FRP composite 
beam. Proper checking for reorientation of the co-ordinate system was done to achieve a 
desired fibre direction and result.
5.3.4 Application of Boundary Conditions
The development of finite element model of five boundary conditions (FRFR, SS, FF, FFR 
and FS) in relation to FRP beams based on dynamic analysis were developed using 
SHELL93 element types.
Free-free Boundary Condition with SHELL93 Element Type
The FE model for free-free boundary condition was developed using SHELL93 
elements model. It is difficult to observe a really free-free boundary condition in 
experimental modal analysis; it always an assumed condition. In the analysis of the FRP 
composite beam, the beam is suspended by means of bungee cords at the two specified 
ends of the beam (specified location explained in detail in chapter 4) to simulate the 
unconstrained behaviour. The SHELL93 model shown in Figure 5.14 was hanged at the 
0.1025 m of both ends of the beam using bunging cords model (where COMBIN14
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element type was used to model bunging eords) with the first three set of bending modes 
extracted while running ANSYS. The number of DOFs of the full model was 25521.
AN
Figure 5.14 FRP composite beam with free-free boundary condition using SHELL93 element
Fixed-fixed Boundary Condition with SHELL93 Element Type
The application of boundary conditions is crucial to analyse correctly in order to 
produce required finite element results. Intact beam fixed-fixed boundary condition were 
modeled in the same way with experimental work, the fixation was applied at the position 
of 0.09 m from one end and 0.91 m at the other end. It was done by fixing all the degrees 
of freedom to corresponding node on the outer layer of the beam. Figure 5.15 show the 
implementation of fixed-fixed boundary condition on FRP composite beam with SHELL93 
element type.
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ELEHEÎÎTS
Figure 5.15 FRP composite beam with fixed-fixed boundary condition using SHELL93 element.
Simply-Supported Boundary Condition
The implementation of simply-supported boundary condition was done on FRP beam 
model in a way to limit the deflection of the beam ends, but not restrict their rotations. The 
simply-supported boundary condition was applied by limiting all degrees of freedom for a 
single node on the outer part of the beam in x and y directions. Also, the second node on 
the outer part of the beam was restricted to keep entire beam from rotating about the line 
between the two other restricted nodes. The three nodes were given displacement 
restrictions for the outer part of the beam model, where model orientation with respect to 
the coordinate system. Figure 5.16 illustrating the intact beam simply-supported boundary 
condition for SHELL93 element type.
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Figure 5.16 FRP composite beam with simply-supported boundary condition using SHELL93 element.
Fixed-free Boundary Condition
For case of fixed-free boundary condition, FE model was simulated in a way similar 
to experimental conditions. One end of the beam was completely constrained in the 
rotational direction by fixing all degrees of freedom while other end was completely free 
without any constraint (see figure 5.17).
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Figure 5.17 FRP composite beam with Fixed-free boundary condition using SHELL93 element.
Intact beam Fixed-Simply Supported Boundary Condition
This is a particular case for combination of the effect of fixed-fixed and simply- 
supported boundary conditions. One end models with procedure for fixed-fixed boundary 
condition and the other end models with simply-supported condition. The result in this case 
mostly depends on the proper applications of the other two (SS and FS) boundary 
conditions.
5.3.5 Material of FRP composite beam
The material properties of each layer may be orthotropic or isotropic in the plane of 
the element. For isotropic materials only Young’s Modulus (E) and Poisson’s ratio (v) 
need to be defined while for orthotropic, the layer configuration is defined layer-by-layer 
from bottom to top. The bottom layer is designated as layer 1, and additional layers are 
stacked from bottom to top in the positive z (normal) direction in the element coordinate 
system. The geometric configuration and boundary conditions of the orthotropic plate 
mode are exactly the same as the isotropic mode. The only difference is their material 
properties. Orthotropic plates exhibit different material properties in the two orthogonal
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directions and symmetric about three mutually perpendicular planes. The material 
properties of the orthotropic FRP beam are specified below:
Layer orientation angle defines the fibre orientation of the layer, in degrees with 
respect to the element coordinate system and layer thickness in the positive z direction. 
E^,Ey and represent the young modulus in the x,y, and z (longitudinal, transversal
and lateral) directions of the element co-ordinate system. and ,^3 represent the
Poisson’s ratio in the xy,yz  andxz directions, respectively. G^,Gy and G^ represent the 
shear modulus in the x , y  and z  (longitudinal, transversal and lateral) directions 
respectively. The values of moduli applied to the FRP models will be defined in next 
section.
5.4 Comparison of Intact FE Models with Experimental Results 
Table 5 3  Comparison between natural frequencies (Hz) using FE-models and experimental model
Boundary 1 three Eigen frequencies (Hz)
Conditions Exp Beam Diff % Shell Diff% Solid D iff%
FRFR fl 265.17 256.40 -3.42 272.00 2.51 292.23 9.26
f2 673.76 660.68 -1.98 703.37 4.21 705.73 4.53
f3 1158.26 1241.57 6.71 1192.48 2.87 1261.72 8.2
SS fl 144.634 138.04 -4.78 150.53 3.92 161.34 10.35
f2 534.451 525.30 -1.74 541.52 1.31 562.86 5.05
f3 1019.360 1107.2 7.93 1155.49 11.78 1169.6 12.85
FF fl 308.258 294.36 -4.72 306.34 -0.63 314.70 2.05
f2 765.752 748.75 -2.27 772.89 0.92 804.99 4.87
f3 1298.17 1356.3 4.29 1345 3.48 1451.1 10.54
FFR fl 43.004 49.661 13.40 41.644 -3.27 42.633 -0.87
f2 242.002 295.92 18.22 251.16 3.65 257.62 6.45
f3 631.677 775.83 18.58 660.94 4.43 684.46 7.71
FS fl 215.663 209.69 -2.85 231.87 6.99 251.62 14.29
f2 630.593 636.32 0.90 649.58 2.92 692.94 9.00
f3 1112.830 1233.4 9.78 1150.9 3.31 1254.9 11.32
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The results obtained from the finite element model of the intact FRP composite 
beams are presented in table 5.3. The results obtained from FE beam, shell and solid 
element types are all illustrated in figures 5.18 to 5.20 for further comparison.
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Figure 5.18 The first three bending mode of the intact FE (BEAM4 ELEMENT) with Simply- 
supported boundary condition: 1** mode [138.04 Hz], Z"** mode [525.30 Hz], 3*^*^ mode [1107.2 Hz].
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Figure 5.19 The first three bending mode of the intact FE (SHELL93 ELEMENT) with Fixed-fixed 
boundary condition: 1®* mode [306.34 Hz], 2"*^  mode [772.89 Hz[, 3'^ '* mode [1345 Hz].
Figure 5.20 The first three bending mode of the intact FE (SOLID46 ELEMENT) with Simply- 
supported boundary condition: 1®* mode [215.12 Hz], 2"^  mode [562.85 Hz], 3’^'* mode [1169.6 Hz].
For every experiment, FE models were developed for each damage scenario and 
necessary calibration with the experimental results and numerical simulations were done 
on beams progressively bonded with adhesive.
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Figure 5.21 Comparison bending mode frequencies FE-Model Beam element, Shell element and Solid 
element for simply-supported boundary condition.
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Figure 5.22 Comparison bending mode frequencies FE-Model Shell Mode and Beam Model for simply-
supported boundary condition.
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Figure 5.23 Comparison bending mode frequencies FE-Model Shell Mode and Beam Model for fixed-
fixed boundary condition.
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Figure 5.24 Comparison bending mode frequencies FE-Model beam element, shell element and solid
element for fixed-free boundary condition.
According to figures 5.21 to 5.24, it is observed that values of the bending 
frequencies obtained from the beam and solid element type are less accurate compared to 
the value of bending frequencies obtained from the shell model. The difference between 
bending mode frequencies FE models (beam, shell and solid) and experimental results are 
illustrated in figures 5.25 to 5.28.
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Figure 5.25 Percentage difference between experimental solution and FE Model (beam, shell and solid 
element) for simply-supported boundary condition.
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Figure 5.26: Percentage difference between experimental solution and FE Model (beam, shell and solid
element) for fixed-fixed boundary condition.
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Figure 5.27 Percentage difference between experimental solution and FE Model (beam, shell and solid
element) for fixed-free boundary condition.
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Figure 5.28 Percentage difference between experimental solution and FE Model (beam, shell and solid
element) for fixed-simply boundary condition.
From figure 5.27, it is observed that the percentage difference or pereentage error of 
bending mode frequeneies for mode 3 was higher than mode 1 and 2. There is a possibility 
of irregularities FE modelling of the beam element for this particular boundary condition. 
In the case of shell model, there are stiffness changes in element as increment of the modes 
eompared with experimental results. However, the second mode for beam model has less 
percentage differenee; mode frequencies are eloser to experimental model than shell
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model. From figures 5.25 to 5.28, it can also be seen that considerable changes with 
significant difference for the third mode takes place. Overall, these results show that total 
absolute values of the frequency difference (see table 5.3) from the shell model are higher 
than beam model for all boundary conditions examined. The frequency difference is 
calculated as:
freqDiff = ' ^ co^ E -  ^ nFEl
n=l Û)
(5-1)
nE
Where N  is the total number of natural frequencies of interest, co is the fi*equency from 
experimental model and 6) ^  is the frequency fi*om FE models (beam, shell and solid).
Table 5.4 The total absolute value of the frequency difference (freqDiff)
Boundary Condition Total absolute value of frequency Difference (%)
Beam Model Shell Model Solid Model
FRFR 12.11 9.59 21.99
SS 14.4 17.01 28.25
FF 11.2 5.0 17.46
FFR 50.2 11.35 15.03 ,
FS 13.5 13.22 34.61
From table 5.4, the total absolute frequency differences of the shell model are 
considerably less compared to beam and solid models. This means that shell model results 
are more accurate for all boundary conditions. Therefore, shell element type will be used 
for other FE simulations in this work. The use of shell element reduces the computation 
time significantly as compared to using solid element and a three-dimensional domain. The 
use of shell is considered appropriate for thin structures.
5.5 FE Model of Fully Bonded and Progressive Damaged FRF Beams
Crack is defined by modelling two halves of FRP beams joined together only at the 
sides area (similar to the experimental partially bonded specimen). That is, bonded surface 
was modelled with application of constraint equation, which defined rigidity connection 
and ignoring flexibility caused by application of adhesive layer.
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Damaged beams are simulated with different progressive damage at the 0.5L (middle 
of the beam). The damage in FE model was done by merging two adjacent meshed regions 
that have coincident nodes and keypoints, always merging nodes before merging 
keypoints. Merging keypoints before nodes can result in some of the nodes becoming 
disconnected and modelling damage or crack; that is, the nodes lose their association with 
the plates attached to the shell model indicated as blue part of the model, as shown in 
figures 5.29 and 5.30. The keypoints are merged and any higher order shell model entities 
(e.g. area) attached to those keypoints is considered for merging.
AN
Figure 5.29 FE model of the fully bonded (reference state) FRP composite beam.
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AN
Figure 5.30 FE model of the F* damage scenario DSl FRP composite beam.
Table 5.4 shows the finite element model of the undamaged state or reference state. 
The damage in FE shell model was simulated by merging two adjacent meshed regions (as 
indicated in Figures 5.30) that have coincident nodes and keypoints. The keypoints are 
merged and any higher order shell model entities attached to those keypoints are 
considered for merging.
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Table 5.5 Comparison between experimental natural frequencies (Hz) for fully bonded or reference 
state (baseline) and initial FE results for all boundary condition.
Mode Exp [Hz] Initial FE Diff [%]
Free-free boundary condition
fl 261.10 262.78 0.64
f2 669,41 675.35 Oj#
f3 1149.62 1167.6 1.54
Simply-supported boundary condition
fl 137.80 141.48 260
f l 538.44 541.12 0.50
f3 1061.23 1112.50 4.61
Fixed-fixed boundary condition
fl 263.60 272.67 333
f l 750.11 765.69 2.03
f3 1270.76 1352.7 6.06
Fixed-free boundary condition
fl 52.52 42.701 -22.99
f2 276.10 240.89 -14.62
f3 746.21 655.60 -13.82
Fixed-simply boundary condition
fl 263.60 212.85 -23.84
f2 750.11 645.83 -16.15
f3 1270.76 1132.8 -12.18
The comparison between experimental and numerical approaches is shown in Table 
5.5, where the differences of calculated frequencies from both cases are less for lower 
modes. All ANSYS numerical results for bending modes 1, 2 and 3 were not the same to 
their counterpart obtained from the dynamic tests. The comparison of the natural 
frequencies between FE model and the experimental result demonstrated the needed of the 
model updating process.
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5.9 Summary
The struetural model of the FRP eomposite beams were created using ANSYS Multi­
physics. This has been verified and validated. The results indicate that there is a 
fundamental difference in the natural frequencies extraction from experimental test 
eompared with FE models in ANSYS using three element types, BEAM4, SHELL93 and 
SOLID46. SHELL93 element type considered to be the best match with experimental 
results. Also, there is a limitation on the complexity of the Shell93 elements in that they do 
not consider the effects of system damping. However, for the materials of interest, the 
damping is generally insignificant.
It was necessary to update the finite element results to provide the best match with 
experimental results, which was done by applieation of sensitivity analysis. The FE model 
updating proeedure for damage detections based on correlation of vibration data from FE 
analysis. From the point of view of model updating, experimental modal analysis technique 
enriched experimental data, both in quantity and in quality. The quality of experimental 
data is referred to as the capacity of the adequate struetural information. The vibration data 
from experimental modal analysis therefore helps to obtain more reliable updating results 
by updating an initial condition that is “reference state” based on the three modal measured 
natural frequencies.
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6. APPLICATION OF VBDD METHODS
6.1 Introduction
In this chapter, some damage detection algorithms reviewed and proposed in chapter 
2 are used to process the data of all boundary conditions FRP eomposite beams. The 
selected reviewed vibration-based damage detection (VBDD) methods are applied to FRP 
composite beam structures to detect, locate and assess damage. Five different vibration- 
based damage detection techniques were applied to all five (FRFR, SS, FF, FFR and FS) 
boundary conditions. The major reason for applying these techniques is identification and 
localization of damage. For all damage scenarios examined, the damage is located at the 
middle of beams, point 5 with good application of vibration data. This is to verify that 
VBBD techniques reviewed in chapter 2 can be successMly used to identify damage 
location. The selected damage detection methods are:
■ Direct Mode shapes
■ Mode shape curvature
■ Flexibility
■ Damage Index methods
■ Finite Element Model Updating
Insight was provide on dynamic distributed strain measurement data from FRP 
beam via accelerometer have significantly improved the performance of many damage 
index method, the sensitivity to local damage diminishes as the gauge length increases.
Each damage scenario for free-free, simply-supported, fixed-fixed, fixed-free and 
fixed-simple boundary condition were studied, the damage only located at 0.5 m of the 1 m 
beam length. The aim of this study is to compare all the techniques to one another for each 
boundary condition. Application of selected VBDD technique implement in the following 
sections.
6.2 Changes in Direct Mode shapes
Visual comparison between three sets of modal data for all the damage steps is 
performed. This consists of checking all the mode shapes simultaneously for direct 
comparison of modes. With visual inspections in the mode shapes for free-free BC, it can
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be seen that vibration data eonfirm gradual severity of the damage as shown in figures 6.1 
to 6.3. The plot of direct mode shapes comparison for only free-free boundary condition 
will be presented here, while mode shapes for other boundary conditions are presented in 
Appendix C.
The values of the modal parameters (mode shapes) for the damage scenarios DSl, 
DS2, DS3 and reference state or intact condition are illustrated in figures 6.1 to 6.3. The 
parameter for the first mode shows the largest change at the location of the damage, i.e. the 
peak value occurs in the damaged region. Also, at this location the slope changes sign. It 
can be observed that the absolute value of the parameter increases with an increase in the 
severity of damage. The eigenparameter for the first mode shows a positive peak at the 
location of the damage compared to others; this proves severity of the damage especially 
for DSl. However, there was no significant different between reference state and DS3, 
which means that direct mode shape has not revealed proper damage location.
0,8 
0,6 
0,4 
0,2 
5: 0
5  - 0,2
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- 0,6
•o3 ■INTACT
■DS3
DS2
•DSl
4 5 6
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10
Figure 6.1 The first mode of the beam with free-free BC damage scenarios DSl, DS2, DS3 and intact or
reference state model.
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Figure 6.2 The second mode of the beam with free-free BC damage scenarios DSl, DS2, DS3 and
Intact or reference state model.
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Figure 6.3 The third mode of the beam with free-free BC damage scenarios DSl, DS2, DS3 and Intact
or reference state Model.
6.3 Changes in Mode Shape Curvature Method (MSCM)
In this MSCM method, the absolute difference is the measured quantity. The
absolute differences of the curvature mode shapes, fl and 13 are estimated as combined
performance and are plotted in figures 6.4 to 6.8 for the first three mode shapes. The
highest peaks in these plots indicate the predicted location of damage. In the plots red line 
denote curvature of 13 while blue lines represent fl curvature, they are plotted separately
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since it is convenient to consider individual modes. The discrete points in the horizontal 
axis correspond to the position of the sensors along the span of the beam. The maximum 
difference for each curvature mode shape expected to occurs in the damaged region at 
point 5.
• Free-free boundary condition
In Figures 6.4, the absolute difference of mode shape curvature method (MSCM), which 
was applied to the free-free of FRP composite beam, is shown. The MSCM values around 
the damage loeation are usually larger than elsewhere, leading to relative effectiveness of 
the MSCM.
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Figure 6.4 Distribution of absolute different of free-free BC for the (a) DSl, first damage scenario (b) 
second damage scenario DS2, (c) DS3, third damage scenario.
Again, only one upward peak occurred, clearly and accurately indicating the location 
of damage. The peak in the change in mode shape curvature is sharper at the location of 
damage, but tended to decay to low level of magnitude very quickly at locations far away
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from the damage. Therefore, the change in mode shape curvature appeared to present more 
precise localized information for the case of free-free boundary conditions.
• Simply-supported boundary condition 
In this case of simply-supported BC as presented in figure 6.5 it shows that the larger 
differences in the curvature mode shapes are localized near the damaged zone and they are 
much smaller outside the damaged region. As expected, the differences are larger for 
damage case DSl, since this corresponds to a severity of the damage in this case.
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Figure 6.5 Distribution of absolute difference of Simply-supported BC for the (a) DSl, first damage 
scenario (b) second damage scenario DS2, (c) DS3, third damage scenario.
• Fixed-fixed boundary condition
Figure 6.6 shows again the results for the comparison between fl and f3 where the analysis 
indicates that damage might be present in position 5. However, it should be stressed here 
that DS3 results have lower quality than the DSl and DS2 the measured curvatures, 
therefore damage is more difficult to localize may be due to noise caused by 
support/boundary condition effect.
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Figure 6.6 Distribution of absolute different of fixed-fixed BC for the (a) DSl, first damage scenario 
second damage scenario DS2, (c) DS3, third damage scenario.
(b)
• Fixed-free boundary condition
Cases of DSl, DS2 and DS3 damage location are illustrated in Figure 6.7. MSCM failed to 
clearly locate damage in DS2 and DS3, whereas damage locations were identified in DSl.
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Figure 6.7 Distribution of absolute different of fixed-free BC for the (a) DSl, first damage scenario (b) 
second damage scenario DS2, (c) DS3, third damage scenario.
• Fixed-simple boundary condition
The use of MSCM in the case of fixed-simple BC succeeded to detect the damage location 
for damage scenarios DSl, DS2 and DS3 with acceptable accuracy at the damaged joint as 
presented in figure 6 .8 .
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Figure 6.8 Distribution of absolute different of fixed-simple BC for the (a) DSl, first damage scenario 
(b) second damage scenario DS2, (c) DS3, third damage scenario.
6.4 Changes in Modal Flexibility
The procedure presented above was used to calculate the pseudo-flexibility matrices 
of the reference state and damaged structures with the different damage scenarios 
presented in Chapter 2, by applying equation 2.18. The modal amplitudes obtained from 
the free vibration analysis are used to construct the mode shape matrices. The horizontal 
axis represents the grids beam location, while vertical axis represents the change in 
flexibility.
The flexibility changes for the damage scenarios DSl to DS3 are illustrated in 
figures 6.9 to 6.13, using the first three displacement mode shapes, with all the change of 
flexibility values being positive. While the upward peak accurately indicated the location 
of damage, the peak was not sharply defined. These flexibility changes were normalized 
with respect to the maximum value and the results consider combination of all three 
modes. The expected point in the graphs where the slope changes sign indicates the
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damaged region. In the damage cases examined which show that at mid-span position, 
there is oeeurrenee of damage which is the same in real life or by visual inspection.
. Free-free boundary condition 
The flexibility changes method is initially applied to free-free boundary condition, 
where vertical axis on the plot represents the change in flexibility. The change in flexibility 
seems to be high at free edges, points 1 and 9 due to free-free boundary condition effect. 
There is tendency for flexibility to be high at both ends with influence of the stiffness 
reduction that is true representation of free-free boundary condition. For the damage cases 
shown in figures 6.9, damage is induced in the mid-span.
The peaks in the DSl and DS2 shows evidence that the method does have the 
capability of detecting the damaged zones of the beam. But, this is not the case for DS3, as 
the peak is not sharp enough to identify damage.
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Figure 6.9 Distribution of change in modal flexibility of free-free BC for the (a) DSl, first damage 
scenario, (b) second damage scenario DS2 and (c) third damage scenario DS3.
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• Simply-supported boundary condition
In damage scenarios DSl and DS2, the identification was successful since the 
maximum flexibility change occurs in the damaged region. However, as in the cases of the 
free-free BC, this method cannot locate the damaged zones for the case of DS3. This is 
evidenced by the results displayed in figure 6,10. The peak of the flexibility parameter only 
indicated that there is damage at the mid-span (point 5) of the beam for DSl and DS2. 
Therefore, the results for damage scenarios DSl and DS2 can be identified through 
flexibility change FCM approach, but showing minor peak at point 4, which is not actual 
damage location (false location).
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Figure 6.10 Distribution of change in modal flexibility of simply-supported BC for the (a) DSl, first 
damage scenario, (b) second damage scenario DS2 and (c) third damage scenario DS3.
• Fixed-fixed boundary condition
In the case of fixed-fixed boundary condition, there is inconsistence and false 
location as indicated in figure 6.11. The use of FCM was successful for the first two 
damage scenarios DSl & DS2 but that is not the case for DS3. The inconsistence or false 
results may be due to imperfections in the boundary conditions since the degree of fixation
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was not taken into consideration. In the experiment, the support system will never be an 
ideal fixed-fixed boundary condition as compared with the FE or numerical model. Instead 
of having zero displacement at the support, which occurs in the numerical simulation, the 
experimental support system is subjected to very small displacement under vibration. 
Also, there is a possibility that the acceleration response data acquired was actually from 
the steel support and not from the FRP test beam.
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Figure 6.11 Distribution of change in modal flexibility of fixed-fixed BC for the (a) DSl, first damage 
scenario, (b) second damage scenario DS2 and (c) third damage scenario DS3.
• Fixed-free boundary condition
In the case of fixed-free boundary condition for the damage scenarios DSI and DS2, 
a clear maximum value of the change in flexibility occurs at the damaged region and thus 
the localisation of the damage crack is straightforward. However, this is not the case for 
DS3 as false damage locations are showing at points 3, 5 and 9.
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Figure 6.12 Distribution of change in modal flexibility of fixed-free BC for the (a) DSl, first damage 
scenario, (b) second damage scenario DS2 and (c) third damage scenario DS3.
• Fixed-simply supported boundary condition
Figure 6.13 shows that the application of flexibility change approach was successful 
for the case of DSl and DS3 with fixed-simple BC. Whereby the FLCM fails to identify 
the exact damage location, it exhibits false indication in point 3 and 7 as likely damage 
locations in DS2. However, it shows slight peak at point 5, but it is not really significant, 
which means that if there is no previous knowledge of damage location, it would have not 
noticed at all.
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Figure 6.13 Distribution of change in modal flexibility of fixed-simple BC for the (a) DSl, first damage 
scenario, (b) second damage scenario DS2 and (c) third damage scenario DS3.
6.5 Damage Index Method
Chapter 2 presented a detailed review of the damage index method. The damage 
index equations presented earlier were implemented to detect damage in a free-free 
boundary condition. For damage index, the normalised damage index, estimated as z in the 
threshold value is evaluated and any value below threshold is not considered in the damage 
assessment. All three damage scenarios (DSl, DS3 and DS3) were investigated.
• Free-free boundary condition
For the case of free-free boundary condition, the predicted location of the damaged 
elements using the normalized indicator index for the damage scenarios DSl, DS2 and 
DS3 are shown in Figures 6.14. As it can be seen, the predicted damaged locations 
correspond to peak values of the damage localization index value. The ability of damage 
index methods to detect damage response quickly and sharply can be noticed.
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Figure 6.14 Distribution of the normalised damage index of free-free BC for the (a) DSl, first damage 
scenario (b) second damage scenario DS2, (c) DS3, third damage scenario.
• Simply supported boundary condition
Based on the results obtained from applying the DIM to simply-supported boundary 
condition of FRP composite beam as shown in figure 6.15, the damage location are exact 
as the predicted damage i.e. it matches closely with the actual damage area. The DIM 
performed really well with damage rightly located at mid-span, point 5.
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Figure 6.15 Distribution of the normalised damage index of simply-supported BC for the (a) DSl, first 
damage scenario (b) second damage scenario DS2, (c) DS3, third damage scenario.
• Fixed-fixed boundary condition
For case of fixed boundary condition, the DIM performed well for all damage 
scenarios as shown in figure 6.16, though the peaks are not sharp enough as compared to 
previous boundary conditions (FRFR and SS).
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Figure 6.16 Distribution of the normalised damage index of fixed-fixed BC for the (a) DSl, first 
damage scenario (b) second damage scenario DS2, (c) DS3, third damage scenario.
• Fixed-free boundary condition
In the case of fixed-free boundary condition, the DIM performed well for all damage 
scenarios as shown in figure 6.17. The DIM has no problem in identifying damage, the 
bandwidth of the upper points for DSl wider than DS2 and DS3. Apparently DIM 
performed well, as peaks over the horizontal axis other than the other damage points and 
they are far below the threshold value.
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Figure 6.17 Distribution of the normalised damage index of fixed-fixed BC for the (a) DSl, first 
damage scenario (b) second damage scenario DS2, (c) DS3, third damage scenario.
• Fixed-simple boundary condition
From the results shown in figure 6.18, the DIM is very effective for case of fixed- 
simply supported BC in detecting the location of the damage as well. The damage 
detection based on the normalized damage index, z, could be used to accurately evaluate 
the damage in the FRP composite beam, thus verifying the effectiveness of the DIM 
algorithm presented in chapter 2 .
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damage scenario (b) second damage scenario DS2, (c) DS3, third damage scenario.
6.6 Procedure for FE Model Updating
This section deals with FE model updating technique applied to damage detection of 
a pultreded joint connection FRP composite beam structures. There are two different steps 
in this FE model updating procedure: (1) FE model of intact (undamaged) FRP beam 
developed and updating to meet up adequately with experimental data, (2) the damaged 
scenarios (three different damage scenarios as explained in chapter 5) to provide modal 
properties information of damage.
Model Updating Implementations
The FE model updating is used to minimise the difference between experimental and 
numerical data. The updated parameters are the modified parameters selected in the FE 
model with aim of correcting modelling errors. After carrying out the dynamic analysis 
using the Block Lanzcos method in ANSYS as explained the previous section, only the 
first three natural frequencies will be considered in this study. This is because higher 
modes might not be measured accurately due to nature of the FRP composite beams.
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The automatic or iteration FE model updating for FRP composite beam using 
SHELL element type model is carried out using optimisation process in ANSYS software. 
The sensitivity analysis examined the impact of the variation in parameters on the dynamic 
properties of FRP composite beam. And the interactions between variables were not 
considered when iterating in ANSYS, which provided meaningful differences between 
experimental and updated frequencies.
In order to comply with updating parameter selection criteria, the beam element 
stiffness will be considered to satisfy these two factors; (i) reduced number of updating 
parameters and (ii) uniqueness of the solution. The sensitivity coefficient Sj containing
the first-order derivative of modal parameters with respect to each updating parameter can 
be expressed as:
{Ai9 } = [S ']{ A Z } ..........................................................................................    (6 .1 )
The terms is the variable used in the FE model as input, and is known simply as 
a parameter. The element [5 ] defines the rate of changes of target response AZ with 
respect to a changes in parameter 6j . The iterative process having {5'} recalculated at each
step is completed when the objectives function is minimised.
In this work, the adopted procedure to simplify complexities in equation 6.1, is to 
show the sensitivity matrix as a polynomial obtained from a curve-fitting process. The 
polynomials are derived from parametric studies. The coefficients of the relevant 
polynomial are estimated through least-square curve-fitting. The approximating 
polynomials are used to obtain the values while the output consists of updated frequencies 
and properties, combined with final optimisation parameters.
The implementation process to solve equation (6.1) is evaluation of sensitivity matrix 
in form of polynomial, which derived from parametric studies, obtained from a curve- 
fitting process. The updating parameters were considered one by one, initially considered 
E-modulus longitudinal, which gradually increased from a predefined range of values and 
percentage error for each steps were computed. As previously explained, only the first 
three modes are target responses. Figure 6.19 presents the results of the updating 
parameters. Numerical results for frequencies are based on material and geometric 
properties and experimental frequencies by polynomial approximation. Finally the updated 
frequencies, material properties and input values for optimisation tools are produced. The 
material properties values of the benchmark condition, DS4 (or undamaged beam)
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experimental results were updated by manual updating (MU) since this is the initial FE 
model for the automatic updating stage.
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Figure 6.19 Variation of material properties (Ex, Eyz & G) and frequencies (fl,f2 & 13) sensitivity.
The reciprocal action or effects of simultaneous parameter updating between two or 
more variables were not taken into consideration. The data results input in ANSYS are 
estimated and experimental frequencies results are significantly distinguished. The
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sensitivity analysis with automatic updating (AU) in ANSYS with optimisation tools 
followed.
Sensitivity Analysis
In order to carry out effective sensitivity analysis, each factor was numbered and 
their uncertainty was predefined as the Young’s modulii (longitudinal, transversal and 
lateral) in a range of ±1% to 100% of their initial values. Shear modulus in a range of ±1% 
to 100% while the density of the beam was determined by measured weight so it is not 
included in the updating. (Brownjohn et al 2001). With sensitivity approach the percentage 
error in the frequencies of fl, f2 and f3 are recorded as the values of Young’s moduli 
parameters. Ex, Ey, E% and shear modulus G are gradually increased from initial values.
The automatic updating (AU) stage was developed in ANSYS. This procedure is a 
combination of sensitivity analysis and ANSYS optimisation tool. The ANSYS 
optimization routines employ some types of selected variables that characterize the design 
process: design variables and state variables. The ffee-ffee boundary condition initially 
considered to eliminate boundary conditions and supporting condition effects on the 
analysis. The selected variables for the updating process in case of fi-ee-fi-ee boundary 
conditions are the modulus of elasticity (longitudinal, transversal and lateral), shear 
modulus and the stiffiiess of the springs (represented the cord, this is important to consider 
as it has significant effect on fi-equencies).
For the case of free-free boundary condition, the sensitivity analysis proved that 
stiffness of the spring has an effect on the lateral mode frequencies, while the stiffness of 
the spring of the torsional modes were not affected, except for very high value inputted in 
the FE model. Therefore, the stiffiiess of the spring was updated to match the measured 
lateral mode.
6.6,1 Result and Discussion from Model Updating
The updating consists of performing a sensitivity analysis of the model stiffness with 
respect to changes in these parameters. Young’s modulii. The updating was performed 
based on two parameters Young’s modulii (longitudinal, transverse and lateral and shear 
modulus) that were applied using the vertical displacement (z-direction), comparison 
between computed FE model and measured frequencies. The material properties of FE 
model after updating process are presented in table 6 .6 .
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Table 6.1 Changes in parameter Free-free BC due to updating for FRP beam.
Parameter Initial value Updated value
E ^ G P a ] 17^06 23.635
Ez -  Ey [GPa] 3.4 8.31
G [GPa] 2.67 4 j#
p[Kg/m^] 1827 1827
Comparisons between the measured and the FE model results obtained from ANSYS 
are presented. The first vertical modes are plotted after unit normalisation. All the mode 
shapes produced for each boundary condition were quantified using MAC values and 
graphical visual inspection.
Free-Free Boundary Condition
Table 6.2 shows the difference between experimental and FE model results. The 
frequency errors of for the initial and updated damage model to the experimental data 
carried. The frequencies tabulated in Table 6.2 represents plot of magnitude against 
distance of the beam as shown in figure 6.32. The percentage difference between 
experimental and FE model results is less than 2% and MAC values are almost perfect. For 
the second damage scenario, comparison results are presented in the table 6.2. The results 
prove good correlation between experimental and FE-model results. The modes three only 
have highest difference compared to other modes which do not really matter, still produced 
good results.
The results in Table 6.2 show that there is general trend of decreasing frequency as 
damage becomes more severe. The final sets of mode shapes and frequencies were 
compared and their correlation was quantified in terms of MAC and COMAC, explained in 
section 2.3.2.1.
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Table 6.2 Comparison between natural frequencies (Hz) using Experimental and FE-model result for
free-free boundary condition.
Mode Exp
(Hz)
FE-Model
(Hz)
% Diff MAC
Damage Scenario 1 Damage Scenario 3
fl 62.65 61fr7 (167 0.999
n 613.32 617.95 0.75 0.999
f3 828.37 837.75 1.12 0.997
Damage Scenario 2 Damage Scenario 3 {DSlpj^n)
fl 218.87 219.37 0.23 1.0
f2 654.51 658.06 0.54 0.999
f3 1052.96 1057.72 0.45 (199
Damage Scenario 3 {DS7>pppp)
fl 246.20 249.77 1.43 0.996
f2 654.71 658.40 &56 0.999
f3 1090.08 1099.87 (189 0.999
Reference state Damage Scenario 3 {DSApppp)
fl 261.10 262.78 0.64 0.999
f2 669.41 675.35 (188 0.999
f3 1149.62 1167.6 1.54 0.996
MAC
0,5 S
FE m o d e s
4 5  6
Measurement Points
Figure 6.20 Diagram show graphical representation of results -  MAC and COMAC.
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Figure 6.21 Free-free boundary DSl modes shapes and Frequencies correlation
From figure 6.21, which show the first damage scenario (DSl) for free-free boundary 
condition, the correlation between experimental and FE results is good. This proved that 
results are properly correlated and acceptable. It can be seen that the experimental and FE 
result lie straight 45 degree, the MAC and COMAC values are very close to unity for all 
three modes and at all measurement locations. Though, COMAC and MAC will not used 
to correlate other boundary conditions and their damage scenarios.
In the case of second damage scenario (DS2), where amount of bonding is increased, 
the results in smoother curves around the middle of the beam for mode fl and B as shown 
in figure 6 .21 .
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Figure 6.22 Free-free boundary DS2 modes shapes and Frequencies correlation.
The plotted modes fl and f2 are properly correlated experimentally and analytically, 
but f3 which is not totally vertical mode, which must have been influenced by torsional 
motion and this indicated from the low amplitude of the middle peak. The graphical 
representation of third damage scenario (DS3) presented in figure 6.22 shows that there is 
good correlation between experimental and FE results for mode fl, f2 and f3, despite a 
high MAC value. These discrepancies may be attributed to the small difference between 
the two half-beams, but it was not observed in the previous scenarios.
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Figure 6.23 Free-free boundary condition DS3 modes shapes and frequencies correlation.
From the third modes shapes for free-free boundary condition as shown in figure 
6.23, it can be seen that mode f3 is closer to symmetrical shapes, with three peaks having 
the same amplitude. It will be seen in an overall sense on all of the figures below how 
significantly the sensitivity is influenced by the mode shapes.
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Figure 6.24 Free-free boundary DS4 modes shapes and Frequencies correlation
The fourth scenario is “baseline” or undamaged condition where the beam is fully 
bonded and results obtained are going to be the baseline data. All other scenario DSl, DS2 
and DS3 are compared with the modal properties of this reference to identify the damage 
state. From figure 6.36, the graphical correlation of the mode shapes for this scenario 
appear more consistent than the previous case; excellent results have been obtained from 
ANSYS to accurately match the experimental mode shapes.
Updating FE “reference state” to experimental tests of FREE DS (damage scenarios).
The modulus of elasticity (longitudinal, transversal and lateral) and shear modulus in 
the reference state elements in the finite element model were adjusted until the 
corresponding measured fundamental frequency shifts were approximately equal to those 
calculated by the finite element model with cracks (shell model ).
In order to guarantee the physical significance of the updated parameters values, 
lower and upper bounds for the model updating are applied according to Brownjohn et al 
2001. However, all three Young’s modulii parameters. Ex, Ey, and E^ , are varied from ±1%
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to ±100% for their initial values. The density is not included in the model updating for 
damage, this is due fact that density has been determined using its measured weight. Also, 
shear modulus, G was kept constant which mean it was excluded from updating 
parameters, this was done to reduce complexity in the model updating process.
Table 6.3 Changes in parameters due to updating -  FRFR damage scenarios and percentage
difference.
Scenarios Updated Parameters Change in Errors
Ex
[G fo]
E. =Ey 
[GPa]
Ex
% Stiffness 
Reduction
Ez=Ey 
% Stiffness 
Reduction
DSl-SS 5.67 5.9832 76.01 28
DS2-SS 19.73 6.889 16.52 17.1
DS3-SS 22.46 7.2297 4.97 13
From table 6.3, the percentage differences for the initial model are significantly 
reduced, which is due to success in model updating parameters for reference or undamaged 
model. This shows the Ex modulii values for the updating model with 26.48x10^ A / 
and model DSl-FRFR, DS2-FRFR and DS3-FRF obtained values after the updating 
process. Therefore, it can be seen that DSl-FRFR produced higher proportion of damage 
exhibits a higher drop in the stiffness as shown in figure 6.25.
1.2 FRFR
1
0.8
Cx,DS2-FRFR
0.4
0.2
5 10 15 20 25 30 35
Iterations
Figure 6.25 Convergence of updating parameters, El for FRFR
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Simply-supported boundary condition
To further validate the assessment of the damage, a simply-supported beam simulation was 
carried out. Different damage scenarios were introduced by reducing the local stiffness of 
the finite element model of the beam structure. Table 6.4 presents different levels of 
decrease in element stiffness representing different damage extents as previously shown in 
the case of free-free boundary condition.
Table 6.4 Comparison between experimental natural frequencies (Hz) for “damage scenarios” and 
updated FE results of simply-supported boundary condition
Mode Exp
[Hz]
Updated
FE
Diff
I%]
D Sl
fl 16.83 16.89 0.35
f2 425.45 42&28 0.66
f3 990.68 1014 2.3
DS2
fl 86.61 87.66 1.2
n 448.29 449.28 0.22
f3 1063.85 1074.7 1.01
DS3
n 97.39 97.78 0.40
12 489.80 496.25 1.30
13 1068.74 1090.77 2.02
DS4
fl 137.80 135.80 -1.47
12 538.44 518.40 -3.87
13 1061.23 1068.12 0.65
Table 6.4 shows the frequency errors of damage for the initial and updated model to 
the experimental data. Also the result in Table 6.4 shows that there is general trend of 
decreasing frequency as damage becomes more severe. According the simulated damage 
scenarios in the table 6.4, the fundamental frequency (first natural frequency) has shifted
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down to the undamaged ease. Table 6.4 indicated that the model updating was successful 
from low percentage different between experimental and FE updated results.
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Figure 6.26 Simply-supported boundary condition DSl modes shapes.
The mode shapes graphical view for DSl-SS appears consistent except mode 1, 
which shows slight differences between experimental results and finite element ANSYS 
results. For this case modes 2 and 3 produced good or accurate match between 
experimental and FE mode shapes.
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Figure 6.27 Simply-supported boundary condition DS2 modes shapes
For this case DS2-SS in figure 6.27, there is a good match between experimental and 
FE mode shapes for mode 1 and 2 but there is small difference between half positions of 
the beam which can be considered as differences between each section.
164
< ■  i J N i v ' i  K s n  V  <>i
^  SURREY 6. Application of VBDD Methods
0
0.4 0.6
EXP
FE-0.2
-0.8
D istance (mi
E X P
FE
0 8
0.6
0.4
%.2
I: 0.4 0.6
-0.4
-0.6
0.8
1
D istance (in)
1
— ■— E X P
— FE
06
0.4 0.6
-0.6
1
Distance (ini
Figure 6.28 Simply-supported boundary condition DS3 modes shapes
This case, DS3-SS (as shown in figure 6.28), produces symmetrical shapes for all the 
three mode shapes considered. Amplitudes of the three peaks are the same to one another 
throughout.
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Figure 6.29 Simply-supported boundary condition DS4 modes shapes.
This is the baseline case for simply-supported boundary condition DS4-SS, which is 
expected to provide changes in system properties due to damage by connection joint 
bonding. Mode 3 showing clear difference at peak 1 and 3, but better matched at peak 2.
Updating FE “reference state” to experimental tests of DS-SS (damage scenarios)
The finite element models were adjusted until the corresponding measured 
fundamental frequency shifts were approximately equal to those calculated by the finite 
element model with damage mode (shell model). From table 6.5, the percentage 
differences for initial model are significantly reduced, which is due to success in model 
updating parameters for reference or undamaged model.
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Table 6.5 Changes in parameters due to updating - SS damage scenarios and percentage difference.
Scenarios Updated Parameters Change in Errors
Ex
[GPa] [GPa]
Ex
Stiff.
reduction
Ez=Ey
Stiff.
reduction
DSl-SS (13545 4.9444 9&5 4&5
DS2-SS <12177 5.4846 61 34
DS3-SS 11.8884 6.7311 4&7 19
This table shows the Ex modulii values for the updating model with 
26.48X1 0 ^ # /rri^  and model DSl-SS, DS2-SS and DS3-SS obtained with values used in 
the updating process. The global modulus for the updating damaged DSl-SS model is of 
98.5%, and the E modulus for DS2-SS as compared to undamaged model is 61%, and 
percentage difference in loss of E modulus for DS3-SS is 49.7%. Therefore, it can be seen 
that DSl-SS produces higher proportion of damage exhibits a higher drop in the E modulus 
as shown in figure 6.30.
Ex,DSl-SS
—*—[x, DS3-SS
- [yz,DSl-SS
Cy^DSZ-SS
= 0,6
0.4
0.2
10 15 20
Iterations
25 30
Figure 6.30 Convergence of updating parameters, El for SS.
It is difficult to predict convergence until it has indeed been converged or reached 
correlation points, especially for indirect solutions, which can be due to number of
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measurement points. The convergence speed for this case is high and produces good 
results.
Fixed-fixed boundary condition
The results of the experimental and updated FE for the fixed-fixed boundary condition are 
presented in table 6 .6 .
Table 6.6 Comparison between experimental natural frequencies (Hz) for '^‘damage scenarios** and 
initial FE results of fixed-fixed boundary condition.
Mode Exp
[Hz]
Updated
FE
Di££
[%]
D Sl
fl 205.51 206.46 &46
f2 640.39 644.71 0.67
D 1018.48 1029.7 1.09
DS2
fl 236.26 236.31 0.02
f2 747.06 753.62 0.87
G 1304.34 1324.2 1.5
DS3
fl 259.85 261.95 0.80
£2 749.22 756.02 0.9
G 1310.28 1328.88 1.4
DS4
fl 263.60 266.64 1.14
£2 750.11 749.76 -0.05
G 1270.76 1316.8 3.50
The result in table 6.6 shows that there is general trend of decreasing frequency as 
damage becomes more severe.
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Figure 6.31 Fixed-fixed boundary condition DSl modes shapes correlation
The mode shape of first mode for D Sl-FF produeed good match between 
experimental and FE results. Apparently, there are mode shapes difference between 
experimental and FE for mode 2 and 3. Assumptions can be made that this is due to 
boundary condition effect for fixed-fixed as degree of fixation is not considered in the 
experimental model.
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Figure 6.32 Fixed-fixed boundary condition DS2 modes shapes correlation.
Figure 6.32 shows proper correlation between experimental and FE model except 
mode 3 which shown noticeable difference at the third peak.
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Figure 6.33 Fixed-fixed boundary condition D3 modes shapes correlation.
Figure 6.33 shows good proper correlation for all the modes, experimental and FE mode 
shapes.
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Figure 6.34 Fixed-fixed boundary condition DS4 modes shapes correlation.
This particular case (DS4-FF) of the analysis was with the Gxed-fixed boundary 
condition, giving the boundary condition effect of a fixed-fixed beam on mode shapes. The 
best error prediction was found in this case, which means no error prediction pattern is 
proved to exist for all the modes.
Updating FE “reference state” to experimental tests of DS-FF (damage scenarios)
The same procedure as previously explained in the case of free-free BC also applies 
to the fixed-fixed boundary condition. The updating parameters were adjusted until the 
corresponding experimental frequency equivalent to ANSYS results.
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Figure 6.7 Changes in parameters due to updating - damage scenarios FF and percentage difference.
Scenarios Updated Parameters Percentage Errors
E ,
[GPa] [GPa]
Ex
Reduction
Ez=Ey
Reduction
DSl-FF 14.205 &3156 0.398985 0.24
DS2-FF 18.554 &0524 0.214978 0.030999
DS3-FF 22.4533 8.2094 0.049998 0.012106
From table 6.7, the percentage differences for initial model are significantly reduced, 
which is due to success in model updating parameters for reference or undamaged model. 
Therefore it can be seen that D Sl-FF produces higher proportion of damage and exhibits a 
higher drop in the stiffness. That is, the more severe the damage, as evidenced by level of 
unbonded FRP composite beams, the higher the loss of stiffness.
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Figure 6.35 Convergence of updating parameters, El for FF.
Figure 6.47 and table 6.7 indicate how the damage detection is correctly identified, 
showing how areas of strong sensitivity are very prone to detect the stiffness errors 
imposed on the beam.
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In general when fixed-fixed boundary is applied to structure, it has tendency to 
increase the values of sensitivities. The sensitivity concept leads to a key role in the 
updating of a FEM and produces better prediction of damage detection of the model. It is 
clear fi*om table 6.7 that the natural fi-equencies and mode shapes of a fixed-fixed boundary 
condition are dependent on change in stiffness, damage scenario DSl, DS2, DS3 provided 
true reflection in changes in the natural fi*equency and mode shapes of composite beam.
Fixed-free boundary condition
The results of the experimental and updated FE for fixed-firee boundary condition are 
presented in the table 6.8 below.
Table 6.8 Comparison between experimental natural frequencies (Hz) for *^damage scenarios” and 
updated FE results of fixed-free boundary condition
Mode Exp
[Hz]
Updated
FE
Diff
[%]
DSl
fl 9.00 8.8733 -1.42
£2 129.06 126.67 -1.89
13 592.97 579.07 -2.4
DS2
fl 36.10 3^829 -0.76
£2 174.27 172.58 -0.98
635.65 623.80 -1.90
DS3
n 42.00 42.419 0.98
£2 232.09 234.91 1.2
£3 668.15 653.13 -2.3
The first three vertical modes correlations (between experimental and FE) for fixed- 
simply boundary condition are plotted below after unit normalisation as previous explained 
and presented below.
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In the case of fixed-free boundary condition, the tendencies of the experimental data 
are consistent with those of FE numerical simulation. From observations in table 6.8 and 
figure 6.39, the mode shapes of the damage scenarios are very similar and as expected two 
peaks are observed at DSl and DS2. It is clear that DSl-FFR and DS2-FFR are the 
locations where the extreme amplitudes of mode 2 and 3 are found. This means that when 
the vibration mode corresponding to the tendency to reduce frequency is adopted for 
analysis. There is no obvious variation on the mode shapes are perceived for case DS3- 
FFRandDS3-FFR.
Updating FE “reference state” to experimental tests of DS-FFR (damage scenarios)
Another boundary condition considered in this study is fixed-free (cantilever). The 
updating parameters are adjusted until the corresponding experimental frequencies become 
equivalent to ANSYS results.
Table 6.9 Changes in parameters due to updating -  (fixed-free) damage scenarios and percentage
difference.
Scenarios Updated Parameters Percentage Errors
E ,
[GPd\ [GPa]
Ex
Stiff. Diff
Ez=Ey 
Stiff. Diff
DSl-FFR 0.6807 1.281402 97.12 84.58
DS2-FFR 11.1084 3.436185 53 58.65
DS3-FFR 15.1264 5J82387 36 35.23
From table 6.9, the percentage differences for damage models are significantly 
reduced, which is due to success in model updating parameters for reference or undamaged 
model. Table 6.9 shows the E modulus values for the updating model and model DSl-FFR, 
DS2-FFR and DS3-FFR obtained with values used in the updating process. Figure 6.40 
illustrated the convergence of the updating parameters for fixed-free. The direct global 
stiffness for the updating damaged DSl-FF model is of 97.12% and the stiffness for DS2- 
FFR as compared to undamaged model is 53%%, and percentage difference in loss of 
stiffiiess for DS3-FFR is 36%. This same variation occurred in terms of the transversal 
modulus as well. Therefore it can be seen that DSl-FFR produced higher proportion of
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damage, which exhibits a higher drop in the stiffness (proved most severe damaged). All 
updated parameters for the case of fixed-free boundary condition are reasonable with the 
finding from visually inspected bonded beams.
FFR
Cx,DSl-FFR
Cx,DS3-FFR
[yz,DSl-FFR:0,6
0.4
0.2
Iterations
Figure 6.40 Convergence of updating parameters, El for FFR.
Figure 6.40 shows convergence of updating parameter for fixed-free boundary 
condition. The number of iterations is considered to be justifiable due to complexity of the 
model. In spite of the moderate success of the updating process, there is reflection of the 
modelling errors with reasonable accuracy and it can be seen that the updated FE result is 
much closer to the measured data for each scenario as shown in table 6.9.
Fixed-simply boundary condition
Table 6.10 and figures 6.41 to 6.44 present the results of the experimental and updated FE 
for fixed-simply supported boundary condition.
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Figure 6.10 Comparison between experimental natural frequencies (Hz) for '^‘damage scenarios” and 
initial FE results of fixed-simple boundary condition.
Mode Exp
[Hz]
Updated
FE
Diff
[%]
D S l
fl 20147 205.53 0.76
f2 556.05 561.55 048
O 1088.84 1102.4 1.23
DS2
fl 208.09 208.97 0.42
12 612.33 617.64 0.86
f3 1095.86 1103.7 0.71
DS3
n 210.99 211.35 0.17
n 639.20 642.54 0.52
f3 1126.97 1136.4 0^3
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Updating FE “reference state” to experimental tests of DS-FS (damage scenarios)
Finally, the fixed-simply supported boundaiy conditions are considered in this study for 
updating parameters until the corresponding experimental frequencies become equivalent 
to ANSYS results.
Table 6.11 Changes in parameters due to updating -  (fixed-simple) damage scenarios and percentage
difference.
Scenarios Updated Parameters Percentage Errors
E ,
[GPa] [GPa]
Ex
Stiff. Diff
Ez=Ey 
Stiff. Diff
DSl-FFR 21.992368 8.01333 6.95 3.57
DS2-FFR :%1940131 8.06236 2.94 2.98
DS3-FFR 23.635 &26014 OEW 0.60
182
I I N I V I  K S I I V O »
T 9  SURREY 6. Application of VBDD Methods
Since the resonance frequencies were higher compared to the measurement the 
Young modulus and shear modulus must be stiffened up to get a better match. This is 
because of unique effect of longitudinal Young’s modulus on first bending mode for case 
of fixed-simply boundary condition.
Table 6.11 shows the stiffness using updating parameters at different severity of 
damage. In all cases of DSl-FS, DS2-FF and DS3-FS, in which shows there is a general 
trend of increasing drop of the stiffiiess as the severity increases. This case shows that even 
when the fixed-free (clamped) boundary is applied the stiffness damaged, where no 
increase in the loss stiffness for DS3. It can be seen that variation in E modulus may not be 
enough to detect damage in this particular damage scenario of the model.
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Figure 6.45 Convergence of updating parameters, El for FS
From figure 6.45, which show that decrease in the stiffiiess of initial updating 
became very stable and convergence was easily reached for each of the damage scenarios. 
The main reason for this trend is that the value associated with stiffness elements converge 
faster and iterative processes easily identify each stage of damages. There are no changes 
in Ex modulus for DS3 and this may be due to modelling errors or slight difference in the 
initial value of experimental and FE results.
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6.6.2 Boundary Condition Effect on Damage Detection with Model Updating
The results show that the sensitivity of modal parameters was dependent on the 
boundary conditions. This was highlighted by the presence of eigenvalue (resonance shift) 
between reference states and damaged scenarios. Out of all five different boundary 
conditions implemented; namely free-free (FRFR), simply supported (SS), fixed-fixed 
(FF), fixed-free (FFR) boundary conditions and fixed-simply supported (FS), the fixed- 
simply supported (FS) seems to be less sensitive to identify damage.
Table 6.12 shows the young modulus values for all boundary conditions models. For 
first damage scenario (DSl), it can be seen that percentage modal fi-equency shift is 
presented as a function of direct global stiffness reduction in the middle of the beam. This 
variation in Young modulus values provides good evidence on effect of boundary 
conditions to damage detection technique. In other words the result from this work 
indicates that simply supported boundary is more sensitive to damage in comparison to 
other four boundary conditions: fi-ee-jfree, fixed-fixed, fixed-fi-ee and fixed-simply.
Table 6.12 Comparison of all boundary condition effect on modulii.
BC Ex (GPa) Ez=Ey (GPa)
DSl DS2 DS3 DSl DS2 DS3
FRFR 5.67 19.73 22.46 5.98 639 7.23
SS 0.36 9.22 11.89 4.9444 5.4846 6.7311
FF 14.205 18.554 22.4533 632 835 8.21
FFR 0.68 11.11 15.13 1.28 3.44 538
FS 21.99 22.94 23.63 8.01 8.06 836
In this case it is apparent that simply-supported BC is extremely sensitivity to 
damage out of all other boundary conditions, as evidenced by level of unbonded FRP 
composite beams and apparent significant loss of stiffiiess.
6.7 Analysis and Comparisons of VBDD Techniques on Boundary Conditions Effect
The application of selected and proposed VBDD methods (DMSC, MSCM, FCM, 
DIM and MU), the damage index method performed better that the other methods, 
successfully localizing the damage for DSl, first damage with highest peak.
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These results from the direct change in mode shapes (DMSC) indicate that when the 
magnitude is evaluated for the three scenarios, the detection of damage (Level 1) is 
possible, and they confirm the results obtained with the global parameters.
In cases of the eigen-parameter method, it was found that this method can indicate 
the location of the region damaged of the simply-supported beam, when the first mode 
shape is used. It was found that in both structures the change in flexibility is sensible to the 
severity of the damage inflicted to the structure, and thus it could be used to indicate 
relative degrees of damage. An advantage of the method is that it requires only a few 
modes (two or three) because the measured flexibility matrix is mostly influenced by the 
lower-frequency modes of the structure. By comparing the damage detection results of 
FRP composite beam under five different boundary conditions, it is interesting to note that 
the damage detection in the simply-supported FRP composite beam is easier to be detected 
than the other boundaiy conditions.
Table 6.13 Comparison of VBDD techniques for each boundary condition.
BC MSCM FCM DIM FEM U
DSl DSl DS2DS2 D3 D3 DSl DS2 D3 DSl DS2 D3
FRFR
FF
FFR
FS
V Damage successful detected 
X False location
—  Positive damage position and false location
6.8 Summary
In this chapter the damage identification analysis of a FRP composite beam model 
was presented. First, a selection of methods available in literature was made. The methods 
were combined in a qualitative approach with the aim to capture difficult phenomena and 
assist the decision of damage identification analysis. The methods were validated with a 
series of numerical simulations before being applied to the experimental modal data.
From this chapter, VBDD techniques were applied successfully to detect the 
presence and location of damage in the case of fi-ee-fi*ee, simply-supported, fixed-fixed.
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fixed-free and fixed-simple boundary condition. The direct mode shapes, change in modal 
flexibility, changes in modal curvature and damage index method are all applied to 
damaged scenarios. It was revealed that direct mode shapes may not be enough to locate 
damage positions without the application of modes derivatives methods such as: changes in 
modal curvature, damage index method and model updating.
The FE model updating procedure for damage detection based on the correlation of 
experimental vibration data to FE model data is presented. The updating procedure is done 
in form of parameter identification, which intends to improve the numerical predictions to 
match with experimental results. The direct global stiffiiess are chosen for updating the 
initial model of the damaged FRP beam structures based on the measured natural 
frequencies. The modelling updating procedures were carried using ANSYS optimisation 
tools to predict the extent of damage as well. The updated FE model for all damage 
scenarios parameters are found to be in good agreement with experimental results. The 
results show the shift in frequencies and their percentages. The frequencies of damaged 
FRP composite beams decrease with the increase of the severity of damage. On the other 
hand, the magnitudes of frequency drop for every mode are different without an obvious 
trend. For the undamaged as well as for the damaged scenarios, a good correlation between 
the experimental and the updated numerical modal data is obtained. By updating the beam 
stiffiiess in the updating process, the correlation for the entire bending mode is improved.
In this case, it is apparent that simply-supported BC is extreme sensitivity to damage 
out of all other boundary conditions, as evidenced by level of unbonded FRP composite 
beams, apparent significant loss of stiffness.
Generally, the frequencies of damaged beams decrease with the increase of the level 
of damage. However, the magnitudes of frequency drop for every mode are different with 
obvious trend. It was found that the damage index method (DIM) algorithm produced most 
reliable results with respect to damage location and identification. Of the different VBDD 
methods, the damage index method performed better than the other methods, successfiilly 
localizing the damage for DSl, first damage with highest peak.
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7. ANALYSIS OF UNSPECIFIED BOUNDARY CONDITION (UBC)
7.1 Introduction
The aim of this chapter is to evaluate unspecified boundary conditions of a structure 
relating to the required information of the dynamic parameters of FRP intact and damaged 
beams. Practical boundary conditions tagged as "unspecified boundary conditions (UBC)" 
was analysed experimentally and numerically in this chapter. Since there are limited work 
for evaluation different boundary conditions, especially uncommon ones, which practically 
applicable to engineering structures such as Civil and Mechanical Engineering structures. 
The experimental work on dynamic tests in real composite structures of this type of 
boundary condition has not yet been well deliberated. As option, simpler structures like 
FRP composite beams with UBC have been experimentally tested, before and after 
inducing damage, to acquire their dynamic response and obtain their characteristics.
This chapter is an attempt to evaluate and analyse the performance of the UBC, when 
applied to both, experimentally determined dynamic responses and their simulated 
dynamic behaviour. The unspecified boundary condition (UBC) was implemented closely 
to fixed-fi-ee boundary condition with the free end containing spring with added masses. 
The UBC FRP composite beams were bonded to introduce specific damage scenarios (as 
explained in chapter 4) and their modal parameters were determined. Damage was 
introduced in these FRP composite beams through bonding of the side of the beam with 
two equal lengths to make a certain dimension of 1 m. Other scenarios were examined by 
adding masses gradually to the weight carrier at the free end.
This damage was tried to be detected using the damage detection methods applied to 
their vibration parameters. The UBC cases typically found in Civil and Mechanical 
Engineering structures e.g. bridges and turbo-machinery. The development of the 
unspecified artificial boundary condition seems to shed some new light on the unique 
boundary condition unlike other boundary conditions, fixed-free, fixed-fixed, simply- 
support, etc..., previously analysed. By introducing UBC in to vibration-based damaged 
detection would provide good understanding on how boundary conditions can react to 
damage. This work has affirm the understanding what would happen if the boundary 
conditions of a structure could be altered, one would be able to obtain a different set of 
modal information for the same underlying structure.
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7.2 Overview of Unspecified Boundary Condition (UBC)
The newly proposed analysis of unspecified boundary condition, UBC has been 
extensively studied experimentally and numerically in this Chapter. The numerical 
simulation was done using FE (ANSYS) to analyse the intact beam in order to enhance the 
understanding or expectation of experimental results. It was assumed that the frequencies 
could be measured in a similar accuracy as the fixed-free boundary condition. Effective 
model updating used to support the numerical simulations to produce adequate results 
closer to experimental results. The test structure is FRP beam model with UBC. For this 
case preliminaiy study of the experimental modal test was carried out using simple 
hammer impact at designated locations, while a set of accelerometers were used to acquire 
the dynamic response history signals.
An experimental test of a FRP composite beam structures results in a factor FRFs 
fi*om which natural fi*equencies and mode shapes are identified for the given boundary 
conditions of the test. These frequencies are found without any physical alterations of the 
test boundary conditions. Use of the sensitivity of boundary condition and damage 
detections with baseline data provides improved damage detection technique and results in 
more accurate experimental measurements.
It is quite noticeable that fixed-fi-ee boundary and mass-added configuration have 
been used in various applications to characterise the stnicture's dynamic behaviour through 
vibration data and test configurations. The fixed-free configurations are commonly used in 
vibration testing since it is easy to implement this type of configuration in practice and 
numerically. This has provided opportunity to study further and to design a test 
configuration comprising a fixed end and attaching a spring with added masses at the other 
end. The designed test configuration has been named unspecified boundary condition 
(UBC), based on its own descriptions.
7.3 Experimental Program
A preliminary experimental study has been carried out to examine the practical 
issues associated with extracting the UBC modal parameter in an actual measurement 
environment. The set-up designed of UBC structure is a FRP beam of 0.82 m long with 
flexible spring attached and supported by a 0.3 m high steel support at one end and elastic 
spring of 0.1 m long at the other end. The beam is as before a glass fibre reinforced
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polymer (FRP) composite beams. The fully clamped supports were achieved by bolting the 
beam ends onto two large steel supports. The beam has an effective length of Im and a 
cross section of 50 mm (width) x 3 mm (thickens). The beam system is a hollow (described 
in details in chapter 4) and UBC set-up is shown in Figures 7.1 and 7.2.
7.3.1 Test Set-up
Before the UBC experimental set-up can be constructed, a validation test was carried 
out to evaluate the performance of the beam. The test leveraged in this study was 
conducted on a full-scale sub-component longitudinal FRP composite beam with UBC. 
The dynamic behaviour of the beam in the vertical direction was considered. Accordingly, 
the beam was excited to vibrate only in the vertical plane during the test. For the purpose 
of arranging the sensors and the excitation at prescribed locations accurately, the beam was 
marked by equally-spaced grid lines dividing the whole beam length into 9 parts. The 
vibration data obtained fi*om the impact tests revealed to be the most informative to 
identify the beam modal parameters at different levels of damage. The vibration response 
data was measured at several damage levels using a set of two triaxial accelerometers and a 
set of two channels.
The repeated sequences of dynamic tests consisted of a set of impact excitation tests 
using impact hammer with unspecified boundary condition were implement for different 
scenario. The impact test vibration tests conducted using the impact hammer consisted of 
three six vertical impact tests (average used in this work) at each of nine locations along 
the top edge of the FRP composite beam shown in Figure 7.2 but only the vertical mode 
were considered out of the three directions of the accelerometer.
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Figure 7.1: Schematic representation of the experimental set-up of the unspecified boundary condition
(UBC) beam
7.3.2 Instrumentation
The FRP composite beam was instrumented with accelerometers and top of the 
beams were marked to formulate grid points as explained in chapter 4. The instrumentation 
arrangement in this case makes it a unique case, specifically to formulate UBC. The 
impulse hammer signal is passed through accelerometers and then fed to the PC data 
logging system. The vibration response measured by the dynamic signal analyzer is also 
fed to the PC in order to compute the FRF’s. The frequency response of this system shown 
in figure 7.3 exhibits characteristic of vibration modes, which means a good FRF for each 
output obtained.
The two triaxial accelerometers with the required sensitivity/accuracy for the purpose 
of the (low-amplitude) payload dynamic tests are considered in this study. The triaxial 
sensors were surface mounted using glue, with a pair of sensors located along the top of 
the beam at mid-span, and the another sensors located at point 3 along the top of the beam 
at approximately 1/3 of the beam length on either side of mid-span as shown in figure 7.2. 
The technical characteristics of the accelerometers and other equipment have been 
explained in section 4.5 of chapter 4.
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Figure 7.2: Procedure followed for performing the dynamic tests.
7.4 Formulation of Damage Scenarios
The damage scenarios considered in this chapter example represent unbonded 
(adhesive bonded beams) damage in the FRP composite beams with UBC. The main 
objective is to assess damage of a unique boundary condition, which has not yet been 
theoretically studied. Damage was simulated as unbonded damages located in the mid­
length region FRP composite, which is the same as cases in chapter 4 (experimental work).
The first key interest is the intact beam with UBC of the beam structure and was 
compared with FE model for proper correlations (correlating method later discussed in the 
next few sections). The second interest was to compare the correlations between various 
UBC structures states/levels and the reference state (fully bonded beam) with no mass 
added to the weight carrier. Four different states were considered:
o Fully bonded state (DSU4): the original state of the FRP composite beam structure, 
o Damaged State Two (DSU3): the three sides of the beam were bonded together 
with adhesive at the 0.5L (at the middle part of the beam) location, 
o Damaged State three (DSU2): the two sides of the beam were bonded together at at 
the 0.5L (at the middle part of the beam) location.
191
I I N I V I  R S I  I V  or
SURREY_____________________________ 7. Analysis of Unspecified Boundary Condition
o Damaged State one (DSUl): only one side of the beam was bonded together with 
adhesive at the 0.5L (at the middle part of the beam) location.
The third line of interest in the experimental results is to compare the fully bonded 
(classified as reference states) beam and three other damage scenarios structure states with 
0.1 kg mass attached to the beam end and reference states.
o Fully bonded (DSV4): the fully bonded UBC FRP composite beam with added 
mass at the unspecified end of the beam.
o Damage State Three (DSV3): the three sides of the beam were bonded together 
with adhesive at the 0.5L (at the middle part of the beam) location with added mass 
(0.1 kg).
o Damage State Two (DSV2): the two sides of the beam were bonded together with 
adhesive at the 0.5L (at the middle part of the beam) location with added mass (0.1 
kg).
o Damage State One (DSVl): only one side of the beam was bonded together with 
adhesive at the 0.5L (at the middle part of the beam) location with added mass (0.1 
kg).
The other lines of interest in the experimental results are to compare the fully beam 
conditions and three scenarios with 0.15 kg and 0.2 kg mass attached to the beam end and 
reference states, clearly defined in table 7.1.
In the case of damage scenarios, dummy masses are added to the structure so that 
when vibration test carried out (see section 4.3.2.3 of chapter 4 for details), the overall 
structural behavior is unchanged except difference that may be caused through damage or 
stiffiiess reduction. Dummy masses are of course significant factor and needs to be taken 
into account in the model when attempting to validate the simulation with measured data.
7.5 Analysis of Vibration Data 
Time Histories of Acceleration
The vibration data obtained during impact testing were acquired and processed. The time 
histories of vertical acceleration of the FRP composite beam in UBC states structures 
during hammer excitation are recorded. The measured accelerations record obtained from 1 
Hz and 3000 Hz are shown in the figure 7.3.
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Figure 7.3 Comparison of measured of acceleration response for four conditions states of DSU
The raw vibration data were obtained for each test from the two accelerometers 
through hammer excitations. A FRF comparison for all four states of DSU, together with 
the reference FRF at point 1, is shown in figure. 7.4. Clearly, large natural frequency 
differences exist between the reference state and the various damaged states and seem to be 
coincidental throughout the frequency range.
Post-processing o f vibration data
The modal parameters were estimated for the intact, fully and damaged beams using 
the Stochastic Sub space Identification (SSI) implemented in SPICE (SPICE Manual). The 
data acquisition system has a total of 2 channels. A sampling rate of 5000 Hz was used 
throughout all tests. The recorded time series signals were stored in a terminal PC and in a 
format compatible with the MATLAB software using SPICE as a toolbox. The signals
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were handled using the MATLAB signal processing toolbox and the calculation of 
frequency response functions (FRFs) were also performed using MATLAB.
Modal frequency and mode shapes
The natural frequencies and corresponding mode shapes were obtained using the 
procedures described in Chapters 2 and 4. A comparison of these natural fi-equencies is 
carried out for all considered cases as shown in table 7.1. However, the mode shapes 
comparison are only done for intact condition and presented in figure 7.5. Table 7.1 shows 
the lowest four natural firequencies as obtained by the FE analysis using the simply tuned 
FE model in comparison to their experimental counterparts. The natural fi-equencies for 
modes 1 to 4 of the beam with UBC and added masses 0.1 kg, 0.15 kg and 0.20 kg are 
given. For the initial configuration, fully bonded beam without mass attached to the weight 
carrier, the natural fi*equencies for the beam vary from 67.11 Hz for mode 1 to 2678.9 Hz 
for mode 4. The relative decrease in natimal fi-equency compared to the value of the fully 
bonded beam ranges fi-om 9.9% for mode 4 to a maximum of 23.7% for mode 2. 
Generally, mode 4 exhibits a minimum variation, while mode 2 has a maximum variation.
For other cases with added masses (DSV and DSX), it was generally shown that for 
mode 4, there was again a minimum percentage difference and for mode 2 a maximum 
percentage difference. The only exceptional case is DSY where mode 1 exhibit maximum 
percentage difference.
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Table 7.1 Comparison of frequencies of fully bonded beam and damage scenarios
Added 
Mass at 
UBC End Scenarios Natural Frequency % Difference
Mode 1 Mode 2 Mode 3 Mode 4 Mode 1 Mode 2 Mode 3 Mode 4
No mass DSU4 67.11 514.6 1382.32 2678.9 0 0 0 0
DSU3 ^ 58.92 392.64 1195.71 2413.69 12.2 23.7 13.5 9.9
DSU2 43.62 292.81 1050.56 2180.62 35 43.1 24 18.6
DSUl 37.85 223.85 933.07 2057.4 43.6 56.5 32.5 23.2
0.10kg DSV4 65.2 484.6 1290.01 2491.16 0 0 0 0
DSV3 58.42 376.05 1130.05 2264.46 10.4 22.4 12.4 9.1
DSV2 44.27 296.58 1008.79 2102.54 32.1 38.8 21.8 15.6
DSVl 38.14 245.69 884.95 1963.03 41.5 49.3 31.4 21.2
0.15kg DSX4 64.16 481.4 1270.65 2436.35 0 0 0 0
DSX3 58.58 391.86 1100.38 2241.44 8.7 18.6 13.4 8
DSX2 45.1 316.76 1053.37 2107.44 29.7 34.2 17.1 13.5
DSXl 41.45 304.24 917.41 1980.75 35.4 36.8 27.8 18.7
0.20kg HSy 62.49 469.85 1230.65 2348.83 0 0 0 0
DSy3 59.24 481.13 1137.12 2402.85 5.2 -2.4 7.6 -2.3
DSy2 52.93 387.86 1078.05 1984.76 15.3 17.45 12.4 15.5
DSyl 49.18 374.47 1010.36 1961.27 21.3 20.3 17.9 16.5
However, there was a clear indication of the relative change in fi'equencies for each 
damage scenarios, which is related to damage. It is observed that generally a severe 
damage shows an evidence of a drop in natural firequency. Also, the effect of the added 
masses, when compared by modes, shows that an increase in mass at the UBC weight 
carrier results in a decrease in natural frequencies trend. Therefore, this procedure confirms 
that an extent of damage at the middle of the beam shows a loss of stiffiiess.
Measurement of Damping Ratio
Examination of the experimentally damping ratios suggested that for the different 
investigated scenarios with the new configuration (UBC), the measurement points lead to 
different damping ratios, which depend on the test configurations. The dispersion in 
damping ratios, mainly due to measurement errors, may also be partially due to the 
temperature effect which has not been taking into consideration during the experiment.
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Figure 7.2 Comparison of damping ratio for UBC fully bonded beam and damage scenarios
Added 
Masses @ 
UBC End
Scenarios Damping Ratio % Difference
Mode 1 Mode 2 Mode 3 Mode 4 Mode 1 Mode 2 Mode 3 Mode 4
No mass DSU4 2.4 2.8 1.2 0.9 0 0 0 0
DSU3 2.5 2.9 1.5 0.8 0.04 0.03 0.20 -0.13
DSU2 2.6 3.2 1.6 0.8 0.08 0.13 0.25 -0.13
DSUl 2.0 3.4 1.1 1.0 -0.20 0.18 -0.09 0.10
0.10kg DSV4 2.7 3.2 2.1 1.5 0 0 0 0
DSV3 2.9 4.6 3.0 2.2 0.07 0.30 0.30 0.32
DSV2 4.5 5.1 7.6 2.2 0.40 0.37 0.72 0.32
DSVl 2.3 2.9 7.5 6.1 -0.17 -0.10 0.72 0.75
0.15kg DSX4 4.3 5.2 3.2 5.3 0 0 0 0
DSX3 3.2 6.3 4.2 5.2 -0.34 0.17 0.24 -0.02
DSX2 6.7 5.9 3.3 5.6 0.36 0.12 0.03 0.05
DSXl 6.7 6.9 4.5 4.1 0.36 0.25 0.29 -0.29
0.20kg DSY4 7.50 6. 5.3 3.4 0 0 0 0
DSY3 8.3 7.3 6.3 3.7 0.10 0.18 0.16 0.08
DSY2 8.5 7.8 6.5 4.1 0.12 0.23 0.18 0.17
DSYl 9.1 8.1 6.9 4.4 0.18 0.26 0.23 0.23
8.00
7.00 ■No M a»
■0.1 kg added 
0.15 kg added 
■0.15 kg added
6.00
5.00
4.00
3.00
2.00
1.00
0.00
1000 1500
Added Mass - Frequencies
2000 2500500
Figure 7.4 Modal damping comparison for UBC beams with added mass for intact beams
Figure 7.4 demonstrates the comparison of damping ratios for FRP beam of reference 
state against the specific added masses conditions. It is clearly visible that vibration data
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captured the differences in damping characteristics for benchmark of added mass of UBC. 
From table 7.2 and figure 7.4, one can see that case of DSYl-4, where 200 grams of 
weight attached to the carrier on the spring, there are consistence in high damping, which 
is undoubtedly a symptom of the presence of damage in the structure. However, there are 
inconsistence in damping value in the case of DSV, DSU and DSY. The damage level does 
not produce any significant results that show that the damping ratio is capable to be related 
to the damage assessment in the UBC beams.
7.6 Finite Element Analysis of Unspecified Boundary Condition 
Problem description, geometry and model
FRP composite beam in UBC with and without damage were analysed using FEA in 
order to determine the modal parameters, natural frequencies and mode shapes. The finite 
element code ANSYS was used to validate the experimental results. The FRP composite 
beam dimensions and material properties were those given previously in Chapter 5. In the 
modal analysis, linear elastic behaviour and shell elements were used to model the beams. 
The Shell element behaviour considers the transverse shear and the composite material as 
anisotropic. In this case, only Young’s moduli and Poisson’s ratio are required. An 
eigenvalue analysis was performed with a frequency step, for natural frequency extraction 
using the Lanczos eigensolver. Boundary conditions are applied to the identical directions 
as the experimental set-up for both ends by using special elements arrangement in ANSYS. 
The boundary conditions specified in the initial mode were unspecified boundary 
conditions, though it was very closely modelled similar to fixed-free boundary conditions 
except that a spring and a mass are attached at the free end. The presence and the effects of 
the suspended spring as well as the exciter have to include in the FE model to obtain good 
correction between the numerical and experiments results. The natural frequencies were 
extracted from the modal analysis. In order to achieve the modelling of the end that has an 
unspecified boundary conditions, the elastic constant of the spring is added in in the z 
directions as well as a mass is added using mass element. The input parameters used in the 
FEA model are shown in table 7.3. The calculated natural frequencies were obtained from 
the finite element (FE) analysis for the first four modes as shown in table 7.4.
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Table 7.3 Estimated properties of structures and spring suspension
Property Values
Thickness 0.003 m
Young modulus 17.926 GPa
Density 1827 kg/m^
Width 0.05 m
Length of the beam 0.82 m
Poisson Ratio 0.3
Suspended spring stiffiiess 690 N/m
Suspended Mass 0.10, 0.15,0.20 kg
Table 7.4 Natural frequencies for Unspecified Boundary Condition intact of experiment and FE model
Intact
Natural Frequency
Mode 1 Mode 2 Mode 3 Mode 4
Experiment 63.10 484.1 1300.30 2511.7
FE Model 65.92 540.06 1382.87 2573.49
% Difference -4.47 11.56 -6.35 -2.46
%MAC 99 99.6 99.3 99.7
Comparison of Finite Element and Experimental Result for UBC
There are different methods of comparing measured and FE modal properties. One of 
the methods in which mode shape vectors can be compared is through the use of the modal 
assurance criterion (MAC) as explain in Chapter 2. The MAC values for the FE and test 
mode shapes modes are included in table 7.4. It can be seen the lowest correlation is equal 
to 99%. The firequencies of the FE model of UBC were compared to the measured 
fi'equencies and it became clear that better correlation was shown for the mode 1. 
Furthermore, the discrepancy between the frequency values shown in table 7.4 is probably 
due to the uncertainties in boundary conditions differences between the ANSYS model and 
the actual experimental test model.
7.7 Summary
The vibration analysis effects of various masses attached to the carrier in 
unspecified boundary condition of the FRP composite were studied in laboratory. 
Experimental results were used in conjunction with an FE model to predict the effects of 
this unique test configuration. Dynamic testing for first identifying on intact beam with 
UBC and then localizing damage, have been analyzed and discussed. These procedures are 
based on an analysis of the changes in modal parameters and the effect of boundary 
conditions on them.
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The experiment was carried out on unspecified boundary condition where different 
masses were attached to a spring at the free end. Beams were tested for different damage 
scenarios. All modal parameters have undergone changes signalling the presence of 
damage and reflecting the effect of UBC. The natural frequencies have given results, 
which were comparable with the fully bonded beam and other damage scenarios. It was 
acknowledged that the UBC has provided consistent results for damage assessment.
Although, the damping ratio shows some uncertainty, which can be attributed to 
geometry and cannot be applied as an adequate damage indicator for some cases of the 
UBC states.
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8. CONCLUSIONS AND FUTURE WORK
8.1 Introduction
This thesis focuses on the identification and localization of damage in FRP 
composite beams using vibration data, by extracting the modal parameters obtained from 
the results of the modal analysis on test samples. The application of vibration-based 
damage detection (VBDD) methods to FRP composite beams structures is implemented by 
means of vibration measurements.
The work was divided into five phases: (a) a review of classification of damage 
detection methods, vibration-based damage detection techniques and a review of FRP 
composite material: damage identification methods by means of vibration measurements; 
(b) laboratory simulations of FRP composite beam structures with five different boundary 
conditions: free-free (FRFR), simply-supported (SS), fixed-fixed (FF), fixed-free (FFR), 
and fixed-simply supported (FS), to better study the changes of the dynamic response with 
progressive artificial damage through adhesive bonding; (c) finite element models of the 
FRP composite beam (intact and damaged); the models were generated for the numerical 
portion of the study and eigenvalue analyses of the FE model were used to evaluate the 
capabilities of the damage detection methods and were compared with experimental 
models, (d) application of selected damage detection methods and effects of boundary 
conditions on each VBDD method and (e) develop and analyse experimental configuration 
for unspecified boundary conditions. The main conclusions from the thesis are presented 
below, together with remarks for future works.
8.2 Experimental and FE Simulation
A GFRP composite model was adopted in the thesis for damage identification 
analysis and all the experimental tests were carried out in the laboratory. The results 
showed that the change in frequencies can be used successfully to detect damage and are 
dependent on boundary conditions. However, it may not be enough to clearly identify 
position of the damage and vibration-based damaged detection techniques are examined 
further.
To extract vibration data, output-only modal analysis is an attractive tool for FRP 
composite beam structures, as it is a non-destructive technique. This work has proved the
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stochastic subspace identification techniques (time domain method) to be the most accurate 
methods for processing of raw vibration data. The technique (SSI) requires impulse 
excitation, which makes the estimation simple and cost-effective. The analysis of 
experimental modal analysis, which explained the type of hammer excitation affects the 
results of the test and the estimated modal properties due to the different response 
characteristics produced by such type of excitation. As damage is a local phenomenon, it is 
important to estimate accurately the fi-equency change, direct mode shape or curvature 
mode shapes in order to localize it. Therefore, a sufficient number of measuring points is 
necessary for having enough spatial resolution of the modes. In this work, the first three 
lower modes of interest for all boundary conditions of FRP composite beams are able to be 
generated with less interference of noise and measurement errors.
Damping ratios increase with the presence of damage because it is related to non­
linear phenomena, but they also increase with the level of vibration and for that reason, 
damping estimation is difficult and usually presents large variability. This makes this 
parameter not much used for damage detection. Despite the irregularity identified in 
damping ratio as a property to identify, it appears from the comparison between 
significance indicators based on damping ratio that the value of a significance indicator is 
highly dependent on the improvement of damping configuration. Even the first damping 
configuration state corresponding to a very small structural damage gave a clear indication 
of significant structural change.
The experimental work was supported through FE modelling for each examined 
case. The FE modelling of FRP composite was produced using three different type of 
element in order to consider the behaviour of each element type. The results showed that 
SHELL element type produced most reliable result when compared with experimental 
results. Consequences of modelling appropriate random excitations has incorporated 
uncertainties in excitations and required adequate FE model updating.
The FE model updating procedures for damage detection based on the correlated 
between experimental vibration data and FE model data were presented. The updated FE 
model for all damage scenarios are found to be in good agreement with experimental 
results. The Finite Element Model Updating method was applied to globally localize the 
damage. For all test series, it was possible to identify the damage, which can lead to 
localizing damage at the vicinity of the cracks location. Nevertheless, the accuracy of
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updating results in terms of numerical convergence and the observed damage progression 
were emphasized.
8.3 Selected Vibration-based Damage Detection Techniques
Selected VBDD methods: Direct Mode Shapes (DMS), Mode Shape Curvatures 
(MSCM), Flexibility Change Method (FCM), Damage Index Methods (DIM) and Model 
Updating (MU)) were employed to analyze the experimental and numerical data. Four 
VBDD methods were successfully used to evaluate the feasibility of detecting damage in 
five different boundary conditions. This research shows that the examined VBDD 
techniques indicated significant differences when comparing the amplitude of the VBDD 
distribution of intact and damage results; thus providing a clear indication of the presence 
of damage for the cases examined.
8.4 Comparison of Boundary Conditions (FF, FRFR, SS, FFR and FS)
The results showed that the sensitivity of modal parameters were dependent on the 
boundary conditions, highlighted by the presence of resonance shift where boundary effect 
is a significant factor to damage assessment behaviour or characteristics.
It can be concluded that the damage detection is much easier to be detected in the 
simply-supported boundary condition than in the other four boundary conditions. Thus, the 
results from this work indicated that simply supported boundary is more sensitive to 
damage in comparison to other four boundaiy conditions: fi*ee-free, fixed-fixed, fixed-fi-ee 
and fixed-simply. In general first modes for free-free boundary conditions provide better 
correlations in terms of FE and experimental results as compared other boundary 
conditions (SS, FF, FS and FFR) of FRP composite beams.
8.5 Unspecified Boundary Conditions
Evaluation was done on the UBC boundaiy conditions of FPP composite beams 
relating the required information of the dynamic parameters from different structural 
conditions. The practical boundary condition was named as "unspecified boundary 
conditions (UBC)" was analysed experimentally. All modal parameters have undergone 
changes signalling the presence of damage. The natural frequencies have given results, 
which are comparable with the fully bonded beam and other damage scenarios. It was 
acknowledged that the UBC has provided consistent results for damage assessment.
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8.6 Future Work
Some observations have been made during this study and further research should be 
conducted to improve VBDD techniques. The following recommendations are provided for 
future research considerations:
• Carry out further study on different damage at the different locations using the
selected VBDD techniques.
• Since application of FRP composite material was recently introduced to the civil
engineering field, not much work has been done to assess the vibration 
performance of FRP structure in the previous years. The relationship between 
durability and vibration performance of FRP can be explored further in civil 
engineering area.
• More experimental work should be carried out and averaging the test results may
produce better outcomes for some boundary conditions (FF, FS and FFR). Since 
environmental effects were not taken into consideration when performing the 
experiment, it is highly recommended that environmental temperature (humidity 
and others) should be taken into consideration as part of experimental parameters. 
The temperature effect should be examined critically to evaluate whether it does 
make a change in the dynamic measurements or not.
• Experimental implementation of each boundary condition should be improved. For
example, degree of fixation for fixed-fixed boundary condition may be measured 
for better accuracy of this boundary condition. Another sort of elastic material can 
be used to construct ffee-ffee boundary condition support for better experimental 
results and simplicity.
• Only limited tests are conducted using the dynamic experimental techniques. Static
test should be considered or combined with dynamic to develop damage 
quantifications.
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A.1 INTRODUCTION
The theoretical dynamic properties of the beam were determined ahead of the modal 
test to assist the experimentation design and finite element simulations in ANSYS. The 
first three frequencies and mode shapes were calculated based on the theory of continuous 
systems. This information was utilized not only to guide the experimental program, but 
also to serve as a consistent baseline for future comparisons between test and finite element 
analysis. Some assumptions were made prior to formulating the theoretical solution of the 
beam system:
(1) The mass contribution of the installed accelerometers was not taken into account 
because it is negligible relative to the self weight of the beam.
(2) The boundary conditions between the beam and support were properly carried out 
or imposed.
(3) The effects of shear deformation and rotational inertia are not considered in the 
analysis due to the small ratio of the beam depth and span length.
A.2 SDOF EQUIVALENT STIFFNESS AND EQUIVALENT MASS
The structural system can be described in a simple way as a SDOF in order to 
determine the first natural frequency. Equivalent stiffness and equivalent mass is 
determined for different structural systems. Application of the equation of motion is 
presented, from which the natural frequencies and mode shapes can be determined.
Newton’s second law presented by the following equation states that the sum of 
external forces is equal to the product of the body acceleration and mass. The 
simplification of procedure is to determine the natural fi*equency for SDOF. According to 
table 6.1 from Abdel Wahab (2008) the formulas for SDOF equivalent stiffness and 
equivalent mass for different boundary conditions are given in equation (A.1).
Simply-sappoviQdbeam :k = ^ ^ , m  = 0.4857/MZ 
3EIFixed -  freebeam :k = - j ^ ,m  = 0.2357pAL
\92EIFixed -  fixed beam :k = ——— ,m = 0.31 pAL (A.1)
Fixed -  simply beam : k = m = O.AOpAL
Free -  freebeam :k = , m = 0.37pAL
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The set of equation presented above were used to calculate natural frequency using SDOF 
equation and equivalent mass and equivalent stiffiiess.
A 3 VIBRATION OF CONTINUOUS SYSTEM
A continuous system can be regarded as a system that has infinite number of 
particles, each of which possesses a mass, stiffiiess constant and damping coefficient. A 
beam could be divided into infinitesimal sections or elements, each having its own 
stiffiiess, mass and damping. Thus, there will be degrees of freedom for each element, 
which results in an enormous number of differential equations to be solved.
For a continuous system, the differential equations could be solved for simple 
structures such as simply supported beam which is the case study of this analysis. One 
equation governs free vibration of an SDOF system with natural frequency while the other 
equation defines the eigenvalue problem together with the boundaiy conditions of the 
beam. Solving the differential equation for a uniform beam using free vibration and the 
beam boundary conditions the following solution is obtained for both the natural 
frequencies and mode shapes. Using continuous system approach, the solution obtained for 
natural frequencies and mode shapes (Abdel Wahab 2008) is given as:
Simply - s u p p o r t e d :co^  ={nnŸ  = C„ sinj
Fixed -  free beam : (o = (2w + V)tt— f J  =C  sin
2L 2L
Fixed -  fixed beam :co^  =n7u^,U^ = C„ sin (A.2)
Fixed -  simply beam s i n ^ ^
Free-freebeam  = n n ^ f J ^  = C„ s i n ^ ^
where C = ..jEI/pA , E  is young’s modulus, I  is the second moment of area, p  is the 
density, A is the cross-sectional area of the beam, and n is the mode number.
A.4 RESULTS FROM ANALYTICAL SOLUTIONS
The SDOF and continuous system algorithm were verified using analytical solution 
for all boundary conditions: simply supported (SS), fixed-free (FFR), fixed-fixed (FF), 
fixed-simple (FS) and free-free (FRFR) FRP composite beam. The analytical solutions for
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all FRP composite beam boundary conditions using the differential equation solution were 
obtained.
Table A.1 Comparison of fundamental frequency of beams using SDOF and Continuous systems
Boundary
conditions
SDOF system- 
Frequency (Hz)
Continuous system- 
Frequency (Hz)
%
Diff
SS 140.53 140.50 0.02
FF 319.85 319.85 0
FFR 50.09 51.00 -1.8
FS 219.64 218.79 0.39
FRFR 319.85 319.85 0
Table A.1 presents the results of the ftmdamental natural frequency for the beams using 
SDOF and continuous system approaches. It can be observed that there is a small 
difference between the two analytical solutions. The results show a good match between 
both methods.
221
m H
z
O
s'gg
iZ
i
tu
LU
Q
W
!
LUIU.
S'BÏ
G'ZG
Ou
âz
3
O
CD
lÙ
UJ
Q£
U.
CC
0li.
o.z>
ü
(O
kuu
H
Ui
fE
OU
2
W
g
g
1
Q
O
ixi
ro
(0
o
5
Appendix C
CHANGE IN DIRECT MODE SHAPES RESULTS
Simply-supported boundary condition
- 0,1
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-0.3(U■D
3  -0.4 
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% '-0.5
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-0.7
-0.9
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
■INTACT 
• DS3-SS 
DS2-SS  
DSl-SS
Grids L ocation
Figure C .l The first mode of the beam with simply-supported BC damage scenarios DSl, DS2, DS3
and Intact or reference state model
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
■INTACT
■DS3-SS
DS2-SS
DSl-SS
Grids L ocation
Figure C.2 The second mode of the beam with simply-supported BC damage scenarios DSl, DS2, DS3
and Intact or reference state model
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G rids L ocation
Figure C.3 The second mode of the beam with simply-supported BC damage scenarios DSl, DS2, DS3
and Intact or reference state model
Fixed-fixed boundary condition
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Figure C.4 The first mode of the beam with fixed-fixed BC damage scenarios DSl, DS2, DS3 and
Intact or reference state model
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Figure C.5 The second mode of the beam with fixed-fixed BC damage scenarios DSl, DS2, DS3 and
Intact or reference state model
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Figure C.6 The second mode of the beam with fixed-fixed BC damage scenarios DSl, DS2, DS3 and
Intact or reference state model
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Fixed-free boundary condition
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Figure C.7 The first mode of the beam with fixed-free BC damage scenarios DSl, DS2, DS3 and Intact
or reference state model
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Figure C,8 The second mode of the beam with fixed-free BC damage scenarios DSl, DS2, DS3 and
Intact or reference state model
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Figure C.9 The second mode of the beam with fixed-free BC damage scenarios DSl, DS2, DS3 and
Intact or reference state model
227
Reproduced with permission of copyright owner. Further reproduction prohibited without permission.
