Measurement system configuration is an important task in structural health monitoring in that 4 decisions influence the performance of monitoring systems. This task is generally performed using 5 only engineering judgment and experience. Such approach may result in either a large amount of 6 redundant data and high data-interpretation costs, or insufficient data leading to ambiguous 7 interpretations. This paper presents a systematic approach to configure measurement systems 8 where static measurement data are interpreted for damage detection using model-free (non-physics-9 based) methods. The proposed approach provides decision support for two tasks: (1) determining 10 the appropriate number of sensors to be employed and (2) placing the sensors at the most 11 informative locations. The first task involves evaluating the performance of measurement systems in 12 terms of the number of sensors. Using a given number of sensors, the second task involves 13 configuring a measurement system by identifying the most informative sensor locations. The 14 locations are identified based on three criteria: the number of non-detectable damage scenarios, the 15 average time to detection and the damage detectability. A multi-objective optimization is thus 16 carried out leading to a set of non-dominated solutions. To select the best compromise solution in 17 this set, two multi criteria decision making methods, Pareto-Edgeworth-Grierson multi-criteria 18 decision making (PEG-MCDM) configuring measurement systems based on the data-interpretation methods used for damage 25 detection. The approach is also able to accommodate the simultaneous use of several model-free 26 data-interpretation methods. It is also concluded that the number of non-detectable scenarios, the 27 average time to detection and the damage detectability are useful metrics for evaluating the 28 performance of measurement systems when data are interpreted using model-free methods. 29
Introduction

33
Recent advances in sensor technology and data acquisition systems enable engineers to continuously 34 monitor civil engineering infrastructures so that damage can be detected before it reaches a critical 35 level. Many structures have been monitored using sophisticated measurement systems with a large 36 number of sensors. The cable-stayed Stonecutters Bridge in Hong Kong, for example, is equipped 37 with more than 1200 sensors, including accelerometers, temperature sensors, strain gauges and 38 other sensors (Ni et al. 2008 ). In many cases, due to the lack of systematic approaches for the 39 Thus, in order to maximize the performance of measurement systems, data-interpretation methods 73 should be selected prior to configuration task. Previous studies (Kang et initial measurement systems and (2) enhancing these systems for subsequent measurements once 87 data interpretation is carried out. Few studies have used damage scenario generation as a starting 88 point for measurement system configuration. Although many studies have been performed to 89 design measurement systems for structural identification, none have studied the measurement 90 system configuration for model-free data-interpretation methods using static measurements. 91
The number of potential configurations for a measurement system is exponentially related to the 92 number of possible sensor locations (Saitta et al. 2006 ). Hence, the task of configuring measurement 93 systems is best carried out using global search algorithms. In several studies (Kripakaran and proposed a methodology that minimizes the number of employed devices and sensors while 100 maximizing structural performance under earthquake. In most cases, objectives are non-101 commensurable (i.e. they are measured in different units) and usually in conflict with each other. 102
There may be no solution satisfying all objectives simultaneously. Thus, the solution is often a set of 103 non-dominated solutions (Pareto-optimal solutions), or a compromise solution according to 104 engineers' preferences. 105
The task of selecting a compromise solution falls into the field of multi-criteria-decision-making 106 (MCDM). Grierson (2008) proposed Pareto-Edgeworth-Grierson multi-criteria decision-making (PEG-107 MCDM) that employs a trade-off-analysis technique to identify compromise solutions for which the 108 competing criteria are mutually satisfied in a Pareto-optimal sense. The PEG-MCDM procedure can 109 be effectively applied to MCDM tasks that involve many objectives and feasible solutions. This paper presents a systematic method-based approach to configure measurement systems where 116 static measurement data are interpreted using model-free (non-physic-based) methods. The 117 approach involves damage scenario generation, optimization of several criteria and multi-criteria 118 decision-making. It consists of two steps. The first step is to provide decision support for engineers 119 to determine the number of sensors to be employed. The second step is to configure sensor 120 locations based on three criteria: the number of non-detectable scenarios, damage detectability and 121 the average time to detection. A genetic algorithm (Sastry 2007 ) is employed to evaluate potential 122 configurations based on a multi-objective optimization. Then, two multi-criteria decision-making 
Preference Ranking Organization METHod for Enrichment Evaluation (PROMETHEE)
211
The PROMETHEE method was developed as a MCDM method to solve discrete decision tasks with 212 conflicting criteria to establish ranking of Pareto-optimal solutions with conflicting criteria. 213
Incorporating preferences is also considered to help to handle conflicting objectives (Fleming et al. 214 2005 ). An aggregated preference index is used to compute outranking flows for each Pareto optimal 215 solution. These outranking flows are then exploited to establish a partial ranking (PROMETHEE I) or a 216 complete ranking (PROMETHEE II) on the Pareto set. 217 
The m entries of each of the n vectors are sequentially reordered from their minimum to maximum. 
Measurement system configuration
270
The aim of measurement system configuration is to enhance the effectiveness of data-interpretation 271 tasks for monitoring of structures. Therefore, the performance of a measurement configuration is 272 evaluated based on criteria associated with damage-detection capacity of data-interpretation 273 methods. The proposed approach involves damage scenario generation, multi-objective optimization 274
and multi-criteria decision-making. Damage scenarios depend upon structural factors such as 275 material, geometry, structural characteristics and geographical location. These scenarios can be 276
represented by the value of structural parameters which are specified by engineer. For example, 277 damage in a structural element may be modelled as the percentage reduction in axial or flexural 278 stiffness. Damage scenarios are employed as benchmark situations to evaluate the performance of a 279 given measurement system. 280 As described in the task formulation section (section 3), measurement configuration involves multi-281 objective optimization task considering several criteria. Multi-objective optimization can lead to 282 solutions with the minimal number of sensors and optimal placements in one step. However, in 283 practical situations, measurement system configuration is often a weakly defined task where there 284 are criteria that are not explicitly taken into account. Such criteria may include access for installation, 285 additional measurement needs and sensor maintenance cost. In such situations, support tools that 286 enable decision makers to be involved in the process are preferable. Therefore, instead of providing 287 decision makers with optimal solutions according to incomplete criteria, explicit trade-off 288 information is provided for the number of sensors versus performance in the first step. 289
In order to obtain information about the trade-off, multi-objective optimization and multi-criteria 290 decision-making need to be performed iteratively for increasing number of sensors. The 291 computational complexity (using O notation) of such a task is as follows 292 shows that the total number of evaluations is exponentially related to the number of objectives. For 307 example, assuming s n = 400 and P = 10, the number of evaluations increases from 400 to 40000 308 when the number of objectives increases from 1 to 3. The time required for an evaluation depends 309 on factors such as algorithms that are used for data interpretation, the size of data and the computer 310 system that is used to perform the task. For the situation that is studied in this paper, the 311 computational time for one evaluation took about 5 seconds. Table 1 shows the results of thebe 5 seconds. In comparison with single-objective optimization, performing multi-objective 314 optimization leads to much higher computational costs. Furthermore, when the solution space 315 becomes too large, performing multi-objective optimization is no-longer likely to obtain near optimal 316 solutions. 317
Considering that not all information can be accounted for explicitly as well as the computational 318 complexity associated with increasing number of objectives, measurement system configuration is 319 carried out in two steps. 320  A preliminary step using single-objective optimization to explore solution space in order to 321 decide on the appropriate number of sensors to be employed 322  A in-depth search step using multi-objective optimization in order to provide decision 323 support to place sensors at the most informative locations 324
The two-step procedure for measurement system configuration is illustrated in Figure 1 . In the first 325 step, the solution space is explored by minimizing the number of non-detectable damage scenarios 326 and by observing the improvement of the measurement system performance with respect to the 327 increasing number of sensors. Engineers are thus able to determine the appropriate number of 328 sensors through identifying where the addition of sensors will not give a significant improvement in 329 performance. 330
Given the number of sensors to be employed, the second step is to configure measurement systems 331 by identifying the best sensor locations. After the first step of preliminary exploration, this step 332 conducts an in-depth exploration in a narrower solution space for measurement configurations. 333
Performance is evaluated using all three specific criteria: minimizing the number of non-detectable 334 scenarios, maximizing the damage detectability and minimizing the average time to detection. Multi-335 objective optimization using GA is carried out to identify sensor locations for measurement system 336 that offers the best performance based on the specified criteria. Since all criteria are considered in 337 this step, multi-objective optimization yields a set of non-dominated solutions (Pareto-optimalsolutions). Therefore, MCDM methods (PEG-MCDM and PROMETHEE) are adopted to provide 339 decision support for selecting the best compromise solution. 340
Case study 341 To illustrate the performance of the approach for measurement system configuration, a railway truss 342 bridge in Zangenberg, Germany has been selected. This 80-m steel bridge is composed of two parallel 343 trusses each having 77 members. Their properties are summarized in Table 2 In the first step, a global search is used to estimate the maximum performance of configurations in 358 terms of the increasing number of sensors. For every number of sensors, the maximum performance 359 is estimated by minimizing the number of non-detectable scenarios. Seventy-seven damage 360 scenarios are generated where each scenario represents 50% axial stiffness reduction of a member. 361
The results of the first step for both MPCA and RRA are shown in Figure 3 . It is demonstrated thatdamage scenarios initially reduces rapidly when the number of sensors increases. However, the 364 reduction tapers off and the improvement of the performance becomes marginal when the number 365 of sensors is greater than 24. For MPCA, the number of non-detectable scenarios decreases from 45 366 to 15 when the number of sensors is increased from 4 to 24. Adding more sensors can only decrease 367 the non-detectable scenario by 15 scenarios. For RRA, a reduction of 27 non-detectable scenarios is 368 gained by adding the sensors from 4 to 24. Increasing the number of sensors from 24 to 77 only 369 reduced the number of non-detectable scenarios by 12 scenarios. These results show that adding 370 more sensors will only result in small improvement of the system performance. Therefore, 24 371 sensors are decided for this measurement system. 372
Given the number of sensors to be employed, the measurement system is configured using a multi-373 objective optimization procedure and MCDM approaches. In the multi-objective optimization 374 procedure, objective functions are minimizing the number of non-detectable scenarios, maximizing 375 the damage detectability and minimizing the average time to detection. Figure 4 and 5 show the 376 pareto-optimal solutions for both MPCA and RRA. Time to detection for RRA is much smaller than 377 that of MPCA. On the other hand, MPCA is able to detect more damage scenarios and has higher 378 detectability than RRA. These results indicate that RRA is able to detect damage faster than MPCA 379 but MPCA is better in terms of damage detectability. The Pareto-optimal solutions are then ranked 380 using PEG-MCDM and PROMETHEE. Table 3 The closest solution to this is configuration 7 as shown in Table 3 . This configuration is howeverranked as the 3 rd place when PROMETHEE is used for outranking. On the other hand, the best 390 configuration (number 8) from PROMETHEE is ranked as the 2 nd place when using PEG-MCDM. For 391 RRA, while the best-compromise configuration (number 13) from PEG-MCDM is ranked 4 th in the 392 results when using PROMETHEE, the best-compromise configuration (number 16) from PROMETHEE 393 is ranked in 2 nd when using PEG-MCDM. These results show that the best compromise configuration 394 defined by using PROMETHEE and PEG-MCDM are different. This demonstrates that a compromise 395 solution with mutually agreeable objectives is not necessarily the preferred solution using 396 preference-based outranking strategy. 397
For situations where information related to the relative preference of criteria is not available or 398 limited, it is preferable to employ PEG-MCDM method since it provides a solution that mutually 399 satisfies all criteria. On the other hand, when preferences information is available and it is possible to 400 build mathematical models of them, PROMETHEE is a better option. This method provides the best 401 Table 5 shows the performance of the best compromise measurement configuration for MPCA, RRA 422 and their combinations using three criteria. The performance of the measurement systems in the 423 case of an optimized combination (24 sensors) is better than that of a direct combination (38 424 sensors). As compared with MPCA, a direct combination of optimum configurations for MPCA and 425 RRA only improves the performance in terms of time to detection. This is because such combination 426 places additional sensors at non-informative places. On the other hand, a better performance in all 427 three criteria is shown for the case of an optimized combination. These results demonstrate that the 428 proposed approach is able to combine results of various model-free data-interpretation methods. 429
Finally, engineers may uncover non-intuitive solutions using the approach described in this paper. 430
Conclusions
431
The following conclusions are drawn from this research. Step 1
Step 2
Number of sensors
Number of non-detectable scenarios 
