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1. INTRODUCTORY REMARKS 
In [I] the authors investigated the asymptotic behavior of solutions of the 
differential delay-equation 
g ==$qx)y(x - 1). (1) 
In this paper, we shall generalize some of the results of [I] to the more general 
Stieltjes integro-differential equation of Myschkis [2] 
(2) 
The integroDE (2) will be said to be of positiere type (called “unstable” by 
Myschkis), when 
r(x, S) is a nondecreasing function of s. (3) 
Note that if r(x, S) = 4(x) when s > 1, and 0 when s < 1, then Eq. (2) 
reduces to the differential equation (1). 
In addition to the monotonicity of Y(X, s), we shall assume with Myschkis 
that there exist positive constants 6 and A such that 
Y(X, s) = 0 when s<6 
Y(X, s) = R(x) > 0 when s>A. (4) 
By a change of scale, with no loss in generality we can assume 8 = 1, SO that 
320 
INTEGRO-DIFFERENTIAL DELAY EQUATIONS 321 
for N = d/6 > 0 (not necessarily an integer), we have 
Y(X, s) = 0 when s < 1. 
Y(X, s) = R(x) > 0 when s > N. (5) 
Finally, let T(X, s) be bounded; thus we shall assume that there exists 
R = const. < cc such that 
s 
m 
d&s) = R(x) < R. 
s=ll 
The preceding conditions are clearly fulfilled in the case treated in [Z], 
if C&X) is bounded, with d = 1 and R(x) = #LX). Under the more general 
conditions described above, it is proved that Eq. (2) has one and (up to a 
constant numerical factor c > 0) only one positive solution on (- co, co). 
Various other related results are proved incidentally. 
Because of the delay in the argument of the integrand in (2), to speak of 
a solution for x > a requires us to impose “initial values” on the solution for 
x - s < a. However, only that part of the initial values defined over 
[u - N, a] affects the solution beyond a. Thus a solution over [a, 00) is 
actually defined over [a - N, co). Myschkis [2, p. 1 I] proves that for given 
continuous y(x) on x < a, there is one and only one continuous function 
which satisfies (2) for all x > a (“the” solution of the initial value problem). 
In the remainder of this paper, we shall assume that Y(X, s) satisfies con- 
ditions (3)-(6). 
2. APPLICATIONS OF THE THEORY OF POSITIVE OPERATORS 
Denote by P, the set of non-negative continuous functions y(x) defined on 
[a - N, oo), which satisfy (2) for all x >, a, and by Pa+ the set of all positive 
such functions. These sets will be nonempty, by Myschkis’ existence theorem. 
Moreover Pa is a convex cone in the Archimedean directed vector space 
[3, p. 371 S, of all continuous functions on [u - N, co) which satisfy (2) 
on [a, co). Now consider the linear transformation L,f 33, with domain 
S,-, and range in S, , defined by 
Laf =.f(a) + s: dt /;f(t - s) dr(t, s) =f(x). 
Over the interval [a, co) 
Laf =f(4 
whence f E S, , i.e., L,S,-,C S,. 
(8) 
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Note that, because of the monotonicity on [a - IV, co) of any f  E Pa-, , 
iff(x) + 0 then f(x) > 0 for any x > a. Thus we have 
L,[P,-, - O] c P,f. (8’) 
The positivity of L, allows us to use Hilbert’s projective quasi-metric 
[3, p. 451, defined for functions on any interval J by 
(9) 
We first apply this to the case J = [a - N, co), which refers to the domain 
of L, . We prove, for f,  g E P,‘_, 
LEMMA 1. e(f,g; [a - 4 a)) = qf,g; [a - NY 4). 
Proof. Let ma = miqa-N,a] (f/g), Ma = max[a-N.al (fig). On 
[u - N, u], m&x) d f  (x) < M&x). Then for any x E [a, a + 11, 
Applying this argument repeatedly, we find that m&x) <f(x) for any 
x E [a, co); i.e., m, <f(x)/g(x). Hence m, < infEa,m)[f(x)/g(x)]. Similarly 
Ml 3 ~~Pb.m,Lfc%wl~ f rom which Lemma 1 follows. Note also that 
ma <matN<%tN<Ma. 
LEMMA 2. The projective diameter D of the range of the nontrivial non- 
negative solutions of (2) in x > a - N under L, (i.e., La[PaeN - 01) sutisJies 
D f  SUP [e(f,k?; [ a, a>> 1 f, g E pa-N - 01 < n In (1 f  R, (9’) 
for any integer n > N. 
Proof. For any f, g E Pa-N - 0, from (8’) we have L,f, Ld E Pat. 
Applying (8) and Lemma 1 we obtain 
D = SUP [e(f, g; [a, a)) If, g E &+I 
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and 
fqf, g; [a, a>> = O(f, g; [Q, fz + w 
But 
f(a) <f(x) G (1 + WfW 
f(a) <f(x) < (1 + Wf(4 
and similarly for g(x). Clearly then, 
on [a, a + 11, 
on [a, a + Nl = 1, 
f(4d4 -- < (1 + Ii)” 
‘dx)f (4 
since g(u) <g(x). The choice of a above is arbitrary. Hence the preceding 
inequality is valid with a replaced by any y  E I. Therefore 
whence 
D = SUP [Nf, g; 41 < n In (1 + R) Q.E.D. 
We can now apply the contraction mapping principle of [3, Corollary, 
Theorem 31. This states that if D is bounded, then L, contracts all projective 
distances by a factor at most 
tanh (D/4) < tanh [(n/4) In (1 + R)] = y. 
With the help of (8), this gives us 
LEMMA 3. Let f,g E Pi-,,,. Then 
e(f,g; [a, ~0)) < re(f>g; [a - N, ~0)). (11) 
By repeated applications of (11) and making use of (10) we obtain the 
following result. 
LEMMA 4. Let f, g E P,+. Then for any positive integer k, and any integer 
n 3 N 
e (f, g; [a + W 4) G Pn In (1 + 3 
3. NON-OSCILLATORY SOLUTIONS 
By a non-oscillatory solution f( x is meant one whose zeros are bounded ) 
above. Then either f  f(x) E P,+ for sufficiently large a, and we can now 
apply the results of Section 2. 
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THEOREM 1. Let f(x) and g(x) be any t wo non-oscillatory solutions of (2). 
Then 
[ I E !!k g(x) = con&. # 0. 
Proof. Without loss in generality, we can assume that f, g E P,+ for all 
sufficiently large a. Then from Lemma 4, 
Invoking Lemma 1 and the theorem on nested intervals, we obtain the conclu- 
sion stated. 
THEOREM 2. If  p(x) is a non-oscillatory solution of (2), then a second 
solution y(x) is oscillatory if and only if y(x) = o(p(x)) as x + 00. 
Proof. Let y(x) be any oscillatory solution of (2); let f+(x) and f-(x) be 
the positive and negative components of the initial values of y(x) on [ - N, 01; 
and let a+(x) and z-(x) be the solutions of (2) on [0, co) having these initial 
values. Then by Theorem 1, z+(x) .- Ap(x) and z-(x) N - BP(X) for suit- 
able positive constants A and B, p(x) being any non-oscillatory (e.g., posi- 
tive) solution of (2). I f  A f  B, then y(x) = a+(x) + a-(x) N (A - B)p(x) 
is non-oscillatory. Conversely, by Theorem 1, if y(x) is non-oscillatory then 
A # B. 
COROLLARY. The sum of any two oscillatory solutions of (2) is itself oscilla- 
tory; and the sum of any oscillatory and any non-oscillatory solution is non- 
oscillatory. 
THEOREM 3. Let f(x) and g(x) be any two positive solutions of (2) on 
(- 03, a). Then g(x) = cf(x) for some positive constant c. 
Proof. Since f, g E Pz-,, for all integers K, we have from Lemma 4 
O(fl g) I r2a < Pn ln (1 + R). 
Letting k -+ + CO, we find that 0( f,  g) /z>a = 0. From (9), the definition 
of 6, there exists a constant c such that g(x) = cf(x) for all x > a. But since a 
is arbitrary, this means that g(x) = cf(x) for all x. 
This (essential) uniqueness theorem suggests an existence theorem. Such 
is indeed the case. 
THEOREM 4. Equation (2) has a positive solution in (- CO, + co). 
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Proof. First we recall that if f(x) satisfies (2), then L-,f = f(x) when 
x E [- a, b], and conversely, for any a > 0 and any b > 0. Now for any 
integer k > 0, consider that solution fk(x) E Smk , defined initially as 
fk(x) = cg = const. for x < - k, with ck so selected that f,(O) = 1. Then on 
[- k, bl, fAx) < ebR for all k, since fk(x) is increasing and 
dfk(x) -= 
dx I ;-,fk(x - s) dr(x, s) G fAx) R. 
Therefore, since 
fk(x) =fA- k) + 11, dt j-;f& - s) dr(t, s), 
for any x1 , xa E [- k, b] we have 
I fk(xz) - fk(xl) I < ebRR I x2 - xl I . 
Thus for k > a, the f, ‘s are equicontinuous in [- a, b] as well as uniformly 
bounded there. From Arzela’s Theorem then, there is a limiting function 
f-(x) defined over [- a, b] for each a > 0. This function is positive on 
(- co, a] and satisfies (2). For, the linear operator L-, , restricted to solutions 
over [- a, b], is bounded with respect to the norm I/f II = SUP[-~,~I 1 f(x) I: 
II L-a II = SUP !lf(- a) + j5 dt jmf(t - 9 d+ s) I/ 
Ilfll<l ’ --a 0 
< 1 + (b + 4 R, 
and hence continuous. Thus 
f&x) = ljz fk(X) = Iii L--afk(X) = L-llfm(x), 
whence f=(x) satisfies (2) in [- a, b] for each a > 0, b > 0. 
The significance of this theorem may be gauged by the fact that, except 
in this (unstable) case, there appear to be no general theorems asserting the 
existence of nontrivial solutions over the entire x-axis. 
4. FURTHER RESULTS 
In this section we apply more elementary techniques to obtain a comparison 
theorem and two on order of growth. 
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THEOREM 5. Let y,(x) and y2(x) be solutions of 
where the Y*(X) satisfy (4)-(6) and / dr, 1 < dr, . I f  1 n(x) / < y2(x) on 
[- N, 01, then I yl(x) / < y2(x) for al2 x > 0. 
Proof. For any x E [0, N], we have 
I Y,(X) I = Irl(O) + /I dt ,;,dt - 4 dy,(c 4 1 
G Y&Y + J o dt Jo At - 4 dyz(t, 4 
= Y2W 
The extension to all intervals [KN, (k + 1) N] follows similarly. Note that 
Y&, S) need not be monotonic. 
In the following theorems, recall Eq. (6): 
R(x) = j D dr(x, s). 
THEOREM 6. If  s” R(x) dx = 03, then every positive solution y(x) of (2) 
tendstomasx+cc! 
Proof. For all x > 0, 
y(x) = y(O) + j; dt j;r(t - s) WC 4 
> y(O) + Y(- N) j," R(t) dt. 
THEOREM 7. If  sr R(t) dt < co, then every solution of (2) approaches a 
finite limit as x -+ Co. 
Proof. Let Y, be the maximum absolute value ofy(x) on [(n - 1) N, nN]. 
Then since 
~(4 = Y&W + j:, j;y(t - 4 44 4 dt 
whennN<x<(n+l)N,wehave 
Y,,, < Y,, (1 + jr;“” j:, W, s) dt) 
= Y, (1 + ,;I, R(t) dt) . 
INTEGRO-DIFFERENTIAL DELAY EQUATIONS 321 
Hence, by induction on n, since 1 + r < er (r > 0), 
Yn+I G Y. exp [S :N+NR(t) m]; 
and so every solution is bounded by some constant M. It follows from (2) that 
if x < x1 , then 
I Y(X) - Y(4 I < M J” R(t) dt. 
I 
But from the hypothesis, this tends to zero as x + co. 
We note that the same proof is valid under the weaker hypothesis 
s 
m V(r(x, s)) dx < co, 
0 
where the integrand is the total variation of (the not necessarily monotonic) 
r(x, 4. 
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