We consider the problem of sorting a permutation using a network of data structures as introduced by Knuth and Tarjan. In general the model as considered previously was restricted to networks that are directed acyclic graphs (DAGs) of stacks and/or queues. In this paper we study the question of which are the smallest general graphs that can sort an arbitrary permutation and what is their efficiency. We show that certain two node graphs can sort in time Θ( 2 ) and no simpler graph can sort all permutations. We then show that certain three node graphs sort in time Ω( 3/2 ), and that there exist graphs of nodes which can sort in time Θ( log ), which is optimal.
Introduction
Sorting networks have a long history in computer science. In the early 1970's, Tarjan [40] , Knuth [32] , Even and Itai [25] , and Pratt [35] each explored the idea of using data structures such as stacks, queues, and deques as abstract machines to sort or rearrange input permutations with a goal of obtaining the identity as the output permutation. They further considered connecting these data structures in networks and sorting permutations through these networks of data structures. The area has been rejuvenated by mathematicians who considered a number of special cases, particularly the problem of sorting with two stacks in series. In particular we mention Atkinson [1, [3] [4] [5] [6] [7] , Bóna [11] [12] [13] [14] [15] , Bousquet-Mélou [18] [19] [20] , Guibert [27, 28] , West [24, 26, 38, [43] [44] [45] and others [10, 17, 21, 22, [29] [30] [31] 33, 34, 36, 37, 39, 46] . Historically, the model considered directed acyclic graphs (DAGs) of stacks and/or queues, e.g. [6] , [44] , as well as other structures such as sorted stacks [6] , pop stacks [10, 7] , bounded capacity stacks [5] , bounded capacity priority queues [9] , generalised stacks [4] , and forkstacks [1] . As such, the focus centred on exactly which permutations were sortable. Indeed, the cyclic case was dismissed in a single line in Tarjan [40] : "A circuit in the switchyard will allow us to sort any sequence; thus we do not allow circuits." Thus from a mathematical point of view the central questions have been: 1) given a network of data structures, can we enumerate how many permutations are sortable by the network, and 2) can we characterize which permutations are sortable by this network. The characterization is usually done in terms of pattern avoidance.
From a computer science point of view, two natural questions that arise are, 1) which networks can sort every input permutation, and 2) what is the time complexity of sorting in a network that can sort every input permutation. Further, to this line of study a long standing open problem in this setting is to determine the exact number of stacks connected in-series required to sort a sequence of numbers [Knuth 1998 , Section 5.2.4, Problem 20, rated 47]. In this paper we are given the network and investigate first whether it can sort all permutations. Then the question becomes, how efficiently can it do so. Section 2 introduces the definition of sorting network. Section 3 explores networks with two or three nodes and classifies them according to efficiency. Section 4 looks at sorting with stacks in series and Section 5 looks at an online model of sorting.
Definitions
A sorting network is defined as follows: We are given a network-or directed graph-= ( , ), where is the set of nodes and is the set of directed edges. Self-loops (edges from a node back to itself) are allowed, but multiple edges in the same direction are not allowed. One node is the input and another the output . Each node is labeled as being either a stack, sorted stack, queue or dequeue. Here, a sorted stack is a stack on which the elements have to be in sorted order, with the smallest element on top. A sorting routine then proceeds as follows:
• Initially, the node contains all elements, in an arbitrary permutation (the input permutation).
• One step of the sorting routine consists of the following:
⋅ Pick a node which currently contains at least one element in its data structure. ⋅ Remove one element from 's data structure. ⋅ Pick an outgoing edge → ( = is possible if has a self-loop.) ⋅ Add the element to 's data structure.
• Deques allow to add or remove an element at either end, so during a sorting step, if or is labelled as a deque, we also must specify where to remove and, respectively, where to add.
• These steps repeat until all elements are on the data structure of node in sorted order. By sorted order we mean that if all elements are output from the front they would be listed in ascending sorted order. Figure 1 gives a sorting network for the well-known Towers of Hanoi puzzle, where a tower of sorted disks must be moved from the first peg to the third peg, without ever placing a larger disk onto a smaller one. This corresponds to a sorting network with three sorted stacks. There are two variants of the Towers of Hanoi puzzle, depending on whether moves from the first peg to the third peg are allowed or not; we show here the network where they are not allowed. Also note that in this puzzle the input is already in sorted order (and in fact, must be in sorted order since we have a sorted stack as data structure in node .) = stack stack sorted sorted sorted stack Fig. 1 . The Towers of Hanoi puzzle expressed as a sorting network.
Classification of Sorting Networks
The natural place to start is with a single node. However, note that only the identity permutation, can be sorted on a network with one node using the allowed data structures. We turn then our focus to all networks of two nodes that are acyclic except for self-loops. The number of such networks to be considered can be reduced by means of a few normalization operations.
• A node labeled neither nor must be on a directed path from to ; otherwise it can be deleted without affecting the sorting power of the network.
• Since the network is acyclic, nodes and must be different nodes.
• For a 2-node network we hence have two nodes and and a directed edge from to . We may or may not have self-loops at and .
• If a node labeled as stack or sorted stack has a self-loop, then the self-loop can be deleted without affecting the sorting power of the network, since a move using this self-loop would return the element to the same position as before. We term all remaining loops after this essential.
• If is labeled as stack or sorted stack, then it can be labeled as a queue instead after reversing the input permutation and deleting a self-loop (if any) at . To see the correctness of this, observe that we can delete the self-loop by the above observation. After this, has no incoming edge (since the network is acyclic), and hence the only purpose serves is as an initial container to "feed" the elements into the network. A queue without self-loop will do the exact same thing, except that it feeds the elements into the network from the other end. Thus queue and stack are equivalent in this situation if we reverse the input permutation.
• Similarly, if is labeled as a stack or sorted stack, then it can be labeled as queue instead after deleting a self-loop (if any) at . Proof: Particular cases are:
• ( , ): For ≥ 2 there are permutations of elements that cannot be sorted. For example, if 1, 2 is in the first queue so that the first element output will be 2, then this cannot be sorted as it will be input into the second queue in exactly the same order so that, again, 2 would be the first number output. • ( , ) and ( , ): For ≥ 4 there are permutations of elements that cannot be sorted.
For example, if we have ( , ) and 2, 3, 1, 4 is in the queue, then 4 is output first. Each subsequent element is added at the beginning or end at the deque. This yields 2 3 = 8 possible arrangements in the deque, none of which are in sorted order from either end of the deque. A similar argument with the same input, 2, 3, 1, 4, works for the case ( , ).
• ( , ): For ≥ 6 there are permutations of elements that cannot be sorted. For example, if we have 2, 3, 6, 1, 4, 5 in the first deque it can be seen by enumerating all the cases that it cannot be arranged in sorted order on the second deque. □
Theorem 2 Any two node network with exactly one essential self-loop, as well as the network ( +, +), needs Θ(
2 ) to sort permutations of size n in the worst case.
Proof: We show this explicitly by first observing that any such network can sort in time (
2 ) and then giving matching lower bounds for each of the two-node networks with at least one self-loop.
For the upper bound, consider a cyclic-shift algorithm as follows. Assume the self-loop is on the input structure. The permutation is cyclically shifted within the input node using the self-loop until element 1 can be removed, then the input is shifted until 2 can be removed, etc. If the self-loop is in the output node, the sequence is shifted until the next element in the input can be inserted in its proper position in the sorted permutation. Each cyclic shift has a cost of at most ( ) and hence the total cost over the elements in the permutation is ( 2 ). A similar algorithm sorts in the same time if the self-loop is in the output data structure.
For the lower bound, we deal with the following cases separately: Thus after element and/or is outputted the values in the deque + must be rotated using the self-loop in either direction so as to reach either the value − 1 or + 1. That is, the data structure + can be pictured as a wheel that can turn in either direction. But the permutation is constructed such that for the first /4 values outputted, − 1 is located at least /4 elements away from in either direction immediately after it was outputted (the same holds for + 1 and ). Hence to output one of − 1 or + 1, at least /4 moves are required. Thus the total number of moves is at least For ease of description we assume is divisible by 4. We show a permutation of elements such that the algorithm must use 2 moves to insert them in the deque + . The permutation in the queue consists of four blocks. The first block contains the elements from /4 to 1 in that order at the front of the queue (so that 1 would be output first, followed by 2, etc.). The second block contains the elements to 4 + 1 interleaved, i.e. , 2 4 , − 1, Then all these elements must be inserted into + so that they are in order , − 1, . . . , 2, 1.
Once the elements from the first and second blocks have been inserted we must insert the interleaved elements. But in order to do that we must rotate the deque with self-loops. But between any two elements in the interleaved block there are at least /4 other elements coming from either the first or second blocks (e.g. after we have inserted the first interleaved element 4 + 1 we must rotate past either all of elements /4 to 1 or past all of elements The proof is an argument similar to the previous case but with blocks of size /6 arranged with 1 to /6 in the first block, 3 6 + 1 to 4 6 in the second block, 6 + 1 to 2 6 interleaved with 4 6 + 1 to 5 6 in the third and fourth blocks, 5 6 + 1 to in the fifth block, and 2 6 + 1 to 3 6 in the sixth block. □ (Case 3)
For the lower bound, we show this by exhibiting a specific permutation that requires Ω( 2 ) moves. Consider the sequence in which the elements are arranged in reverse order i.e. , − 1, . . . , 3, 2, 1. Observe that any pair of consecutive elements in the input form an inversion, i.e.
> +1 whereas in the sorted output we require < +1 for all . The sorting algorithm removes an element, , from the first queue, using the self-loop if necessary, and places it in the second queue. Then it removes a second element, , and places it in the second queue. Now, either < or > . If > then this means that appears before in the input queue and we must use the self-loop to move elements so that we can access . We call this element movement a "go-around."
If < then when we insert it in the second queue it will be after (i.e. closer to the rear) and we will have an inversion in the second queue. This inversion can be undone now or later by executing a go-around on the output queue. So in either case, we need a go-around either at the input queue or at the output queue.
If a queue is not very full a go-around is not costly. As well, if the last element placed in the output queue is close in the current sorted rank to the largest one contained in it, a go-around is not costly either. Observe, however, that in a not-too-empty queue a consecutive pair transfer must incur at least one go-around that involves many moves, either in the input queue or the output queue. More formally, let be the number of elements in the second queue. Initially = 0, and as we add elements to the second queue until is /4. At that point there will be 3 /4 elements in the first queue. Both queues thus have at least /4 elements. A pair of go-arounds in the input or output queue shifts at least /4 elements and this remains the case for the next /2 movements of elements. Thus ( /2)( /4)/2 = We will use a Kolmogorov complexity argument. Consider a Kolmogorov random permutation (i.e. incompressible). The sequence of moves between and uniquely sorts this permutation and hence encodes it. This sequence can be counted as follows. Suppose to remove element from and insert it in we use self-loops to move the positions in the queue, , and then move positions in the deque, , for some value of and . We also need one bit to record whether we move the deque to the right or to the left. Then the total number of moves is the following summation which, by a Kolmogorov argument, is bounded from below by lg ! = lg + ( ):
But also
where is the total number of moves. Then by convexity, if we replace all the 's by /2 this maximizes the summation:
Putting together (1) and (2) we have:
Take the exponential of both sides to get
The argument for (
) is identical. The one for (
) is similar but uses two bits to record the left-right directions for the two deques. □ Because of its similarity with the previous proof we now show a lower bound for a sorting network with three nodes that will be useful later. Consider the ( , + , ) sorting network consisting of a read-only input queue, a deque with a self-loop, and a write-only output queue. Edges go between the input queue and the deque, between the deque itself (the self-loop) and between the deque and the output queue.
Theorem 4 The number of operations performed in a (
) in the worst case.
Proof: We consider a permutation whose last entry is 1 and as such all elements of the sequence have to be input into the deque before any element can be output. From the second insert or, before pushing an element from the input into the deque, the sorting algorithm might move elements from one end of the deque to the other. This is encoded as + if elements were moved from the end closest to the input to the end closest to the output, and as − if elements were moved in the opposite direction. Similarly, the outputting is encoded by the moves that take place between outputs from the end closest to the output to the output queue. We encode a zero if no move takes place. Clearly the sorting sequence uniquely identifies the input permutation. It uses 2 integers 1 , . . . , 2 and 2 signs 1 , . . . , 2 for this description.
From this we can derive a lower bound using Kolmogorov complexity. Consider a Kolmogorov random permutation. The sequence of moves uniquely sorts this permutation and hence it encodes it. Thus the sequence of moves cannot be all very short as otherwise the encoding itself would be very short. The length of the encoding is represented below. Note that the 2 lg lg term comes from the self-delimiting encoding of the number of bits required to represent . Also note that since encoding each sign consumes one bit per number moved, a +1 term is also added. The total amount of space required is then
It follows from convexity that summation (3) is maximized when = /2 for all , where
equals the total time spent by the algorithm. Now, since the permutation is Kolmogorov random we have 2 lg( /2 ) + 2 = 2 lg − 2 lg ≥ lg − ( lg ); that is, 2 lg ≥ 3 lg − (lg ) or ≥ 3/2 as claimed. □
-Stack Sorting
We consider now a model of stacks connected in series, with bidirectional flow between consecutive stacks. The input is connected to all stacks and all stacks are connected to the output. For three stacks we can use a bottom up version of mergesort to sort a permutation in ( ) time. To see this, place the first two elements in each of two stacks and then place them, in sorted order, in the third stack. Now place the next two elements, one in the stack with the two previous elements and one in one of the other two stacks. Now place these two elements in sorted order in the empty stack. Now we have two sorted sequences of length two in two separate stacks that can be merged into one sorted sequence of length four in the empty stack. Repeat the construction with the next two pairs of elements in the input permutation to produce a second sorted sequence of length four and finally merge the two sequences of length four. Continue this process until the entire permutation is sorted and in one of the three stacks.
Finally, pop this stack. This procedure can easily be generalized to stacks where as a first step we produce sorted sequences of length − 1 instead of length two. ), and ( log ). This last we generalized to -stacks obtaining an algorithm with complexity ( log ( ) ). We have seen that sorting networks of three stacks fully interconnected suffice to mergesort numbers in ( log ) time and its generalization to -stacks. We now further explore the boundary between sorting networks of different complexity.
Theorem 5 Sorting with interconnected stacks takes at most ( log
An interesting alternative is an active stack model. This model allows two kinds of stacks: active and inactive. A fixed number, say , of stacks must be active at any time. A stack must be active if it contains elements, but an empty stack can be active (usually because we anticipate putting elements into it).
The active stacks must be the rightmost of all stacks that have ever held an element. Additionally, the leftmost of the active stacks can only send elements to the one immediately to its right and cannot receive elements from the others.
We can look at this model as one in which the active stacks move through the sequence of stacks and in which we deactivate a (necessarily empty) stack on the left as we activate a new stack on the right, or we can look at this model as one in which there are physical stacks that are reused times, using a technique similar to register renaming.
We can use the model with three active stacks to sort elementsà la mergesort, similar to the procedure described at the beginning of Section 4 but with a twist, reusing the stacks. First, split the list into two halves of size /2. Use two stacks to sort one half by first placing one element in each stack. Then the third element must fit somewhere in the order relative to the position of the other two: either before both, between both, or after both. If it is before or after both, move the element it should be adjacent to to the other stack and place the third element in the now empty stack. If it is between both, place the third element on top of either stack. Now repeat this procedure for each successive elements, shifting elements back and forth between the two stacks to make room in the proper place for the new element. Once the half is sorted it can be left in one of the stacks, temporarily dormant at the bottom, while the same two stacks are used to sort the second half in the same way. Then, with each half in a different stack, they can be merged to a third stack. The argument can also be generalized to sort groups of size 1/ , as will be discussed in the proof of Theorem 6.
Theorem 6
The number of operations performed by two stacks connected in series with three stacks active is Θ( 1+1/ ) in the worst case.
Proof: First consider the lower bound. In this case we repeat the argument in Theorem 4 for stacks instead of 2 and combining inequalities (3) and (7) . Sort each of them using an action of shifting elements back and forth between two stacks taking quadratic time on the number of elements, i.e. , and since we do of them the total time is:
. □
Online Sorting
In this section we study an online-variant of ( , + , ) sorting where we have to insert each given element into the deque before we are given the next element. There are two models of online sorting. In one model we know that the input elements are a permutation of integers; in particular, once we are given the elements and + 1, we know that no element between them will follow. We call this the permutation model. In the other model, we know nothing about the input elements; they could appear repeatedly, or for any two distinct elements another element between them could follow. We call this the sorting model.
Consider now a cursor model. In this model a cursor points at the position in the data structure where we can input or output elements we are focused on. Essentially it locates and points to the proper location. Under this model, we define two types of operation: an insert operation and an extract operation. The two operations are complementary. In both cases we move an element from one data structure to another. One data structure must have a self-loop and any structure with a self-loop can be interpreted as a string with a cursor running through it: just loop the elements so that the position the cursor is pointing to is the input or output position desired. In the case of insert we picture a cursor running through the second data structure, selecting where to insert the element that is output from the first data structure according to the data structure rules. In extract, we picture a cursor running through the first data structure, selecting which element to output to the second data structure-then for the second data structure the element must be placed in it according to the data structure rules (i.e. no cursor). A self-loop move is a transfer of an element from one side of the data structure to the other.
Observe that the cyclic shift algorithm in the proof of Theorem 2 in Section 3 is actually an online-algorithm in the sorting model: we simply put all input in the order received onto the deque, and then sort it during the extract phase with a cost of ( 2 ) moves. Since we do allow repeated elements here, we will have to first run through the input checking for repetitions.
In this section, we show that this bound, surprisingly, is tight. Moreover, the lower bound is in the permutation model, which is in the stronger model for lower bounds. Proof: For ease of description, we assume that is divisible by 8. We will show how to construct a permutation of numbers such that no matter how the online algorithm inserts them, we can force it to use 2 /64 moves, either during the insertion phase or the extraction phase.
We start by sending the /2 odd numbers in arbitrary order. Now assume that the algorithm has inserted these odd numbers into the deque. In what follows, we will consider the deque again as a string, and the current position for inserting into the deque as the cursor-position in the string.
We split the string of /2 odd numbers into four parts of /8 numbers each. The left block consists of the leftmost /8 numbers, and the right block consists of the fourth set of /8 numbers. The /4 numbers between these blocks act as a buffer that force us to move at least /8 steps each for the next /8 numbers.
For the next /8 (even) numbers to be sent, we consider the current position of the cursor. If the cursor is in the left half of the string, then pick an odd number in the right block for which + 1 has not been sent yet.
(There exists such a number since there are /8 odd numbers in the right block.) Similarly, if the cursor is in the right half of the string, pick an odd number in the left block for which + 1 has not been sent yet. Send the number + 1 next.
By choice of , the distance between the cursor and is at least /8. In response to sending number + 1, the cursor will move some number of positions, , and then insert the number + 1. Thus, the distance between and + 1 is at least /8 − . In total the cursor moves steps when inserting + 1, and will have to move at least /8 − steps when extracting + 1 after having extracted . Thus, in both insertion and extraction phase together, the cursor must move /8 moves to get + 1. Since this applies to /8 numbers, the total number of moves is at least 2 /64. □ Lastly we consider the case of ( , +, +) and show that it can sort in Θ(
3/2
).
Note we use the term online algorithm in the sense of an algorithm which has access to the input one item at time and does not know the length of the input sequence until it reaches its end. ) moves in the worst case.
Proof: For the lower bound an argument similar to the proof of Theorem 4 will work. In this case we will need an additional bit to record the sign of the moves in the second +. Now for the upper bound, assume for ease of computation that is a perfect square. Split the input into √ blocks of size √ . The elements are output in fixed order from the queue . For each block, as the th element of each block is output, the cursor on the middle deque + is moved so that this element is inserted in the th block of +. Moreover, the elements are inserted so that they are in order, e.g. if the permutation is 16, 10, 7, 3, |12, 9, 4, 1, |15, 11, 6, 2, |14, 13, 8, 5 then the third block of + is 13, 11, 10, 9. Moving the deque cursor in this fashion costs ( √ )
for each block of output for a total of (
Now merge these blocks in the output deque + in a manner similar to mergesort. The first block is inserted at no cost and without changing the order of its elements. Then the cursor is moved to the beginning of the output string at a cost of at most ( ). The second (sorted) block is merged with the current (sorted) string with a cost of at most ( ) right cursor movements, and then the cursor is moved to the beginning again ( ( ) cost again). A similar situation occurs with third sorted block and so on. This takes ( ) steps per block and ( ).
