Abstract. In this paper, we obtain some boundedness of multilinear square functions T with non-smooth kernels, which extend some known results significantly. The corresponding multilinear maximal square function T * was also introduced and weighted strong and weak type estimates for T * were given.
Introduction
It is well-known that the multilinear Calderón-Zygmund operators were introduced and first studied by Coifman and Meyer [3, 4, 5] , and later by Grafakos and Torres [12, 13] . The study of this subject was recently enjoyed a resurgence of renewed interest and activity. In particular, the study of multilinear singular integral operators with non-standard kernels have recently received pretty much attention.
Before we state some known results, we begin by giving some definitions and notations. For any v ∈ (0, ∞), a locally integrable function K v (x, y 1 , . . . , y m ) defined away from the diagonal x = y 1 = · · · = y m in (R n ) m+1 satisfies the integral condition of C − Z type, if there are some positive constants γ, A, and B > 1, such that Xue and Yan [20] introduced a multilinear square function T which is defined by for any f = (f 1 , . . . , f m ) ∈ S(R n ) × · · · × S(R n ) and all x / ∈ m j=1 suppf j . We assume that for some 1 ≤ q 1 , · · · , q m < ∞ and 0 < q < ∞, T can be extended to a bounded multilinear operator from L q 1 × · · · × L qm to L q , where
Xue and Yan [20] obtain the following results. Theorem A ( [20] ) Let T be a multilinear square function with the kernel satisfying the integral condition of C − Z type. Then T can be extended to a bounded operator from
Theorem B ( [20] ) Let T be a multilinear square function with the kernel satisfying the integral condition of C − Z type. Let
. . , p m < ∞ and assume that ω satisfies A p condition, then the following results hold:
Recently, many mathematicians are concerned to remove or replace the smoothness condition on the kernel [1, 9, 19, 15, 8, 18, 17, 21] . It is natural to ask under the nonsmooth condition, does Theorem A and Theorem B still hold or not ? In this paper we can give a positive answer: we can extend Theorem A and Theorem B to non-smooth case. Moreover, we introduce the multilinear maximal square function T * and weighted strong and weak type estimates for T * are also given.
To begin with, we first recall a class of integral operators {A t } t>0 , that plays the role of an approximation to the identity modifying the original definition in [?] to extend it to a more general scenario. We assume that the operators A t are associated with kernels a t (x, y) in the sense that
for every function f ∈ L p (R n ), 1 ≤ p ≤ ∞, and the kernels a t (x, y) satisfy the following size conditions
where s is a positive fixed constant and h is a positive, bounded, decreasing function satisfying
for some η > 0. These conditions imply that for some C > 0 and all 0 < η ≤ η ′ , the kernels a t (x, y) satisfy
Assumption(H1) Assume that for each i = 1, · · · , m there exist operators {A (i) t } t>0 with kernels a i t (x, y) that satisfy condition (1.5) and (1.6) with constants s and η and that for every j = 0, 1, 2, · · · , m, there exist kernels K (i) t,v such that
There exists a function φ ∈ C(R) with supp φ ∈ [−1, 1] and a constant ε > 0 so that for every j = 0, 1, · · · , m and every i = 1, 2, · · · , m, we have
Assumption (H2) Assume that there exist operators {A t } t>0 with kernels a t (x, y) that satisfy condition (1.5) and (1.6) with constants s and η, and there exist kernels K (0) t,v (x, y 1 , · · · , y m ) such that for all x, y 1 , · · · , y m ∈ R n and t > 0 the representation is valid
Assume also that there exist a function φ ∈ C(R) and φ ⊂ [−1, 1] and a constant ε > 0 such that
for some A > 0, whenever 2t 1/s ≤ max 1≤j≤m |x − y j |.
Assumption (H3)
Assume that there exist operators {A t } t>0 with kernels a t (x, y) that satisfy condition (1.5) and (1.6) with constants s and η and there exist kernels K (0) t,v such that (1.9) holds. Also assume that there exist positive constant A and ε such that, (1.12)
Kernels K v that satisfying (1.1),(1.7) and (1.8) with parameters m, A, s, η, ε are called generalized square function kernels, and their collection is denoted by m−GSF K(A, s, η, ε). We say that T is of class m − GSF O(A, s, η, ε) if T has an associated kernel K v in m − GSF K(A, s, η, ε).
Endpoint estimate for T
In this section we prove the endpoint estimate for multilinear generalized square function.
Proof of Theorem 2.1. For simplicity, we write
. By homogeneity, we may assume that each f i ∈ L 1 (R n ) and f i L 1 (R n ) = 1. It suffices to prove that for any λ > 0,
For j = 1, 2, . . . , m, we consider the Calderón-Zygmund decomposition of each function f j at level (αλ) 1/m , where α is a positive constant to be determined later. Then, each f j has the decomposition
with I j being some index set, such that
and hence
Further,
. . .
and we only need to prove that for 1 ≤ i ≤ 2 m and λ > 0,
T and Chebychev's inequality, one gets that
Now we estimate |E
Suppose that for some 1 ≤ ℓ ≤ m we have ℓ bad functions and m − ℓ good functions appearing in T (h 1 , . . . , h m ), where h j ∈ {g j , b j }. It suffices to prove that
Indeed, once we have (2.6), then combining with (2.5) and selecting α = ( T + A) −1 , we get (2.4). Now we prove (2.6). For each cube Q j,k obtained in the Calderón-Zygmund decomposition in (ii), we denote by Q * j,k the cube with the same center as Q j,k but 5 √ n times the side length of that of Q j,k . By (iii), we have
Thus, to get (2.6), it suffices to prove that
Without loss of generality, we may assume that
Then, by the Calderón-Zygmund decomposition, we write
where, for 1 ≤ j ≤ ℓ, we recall that supp b j,k j ⊂ Q j,k j and define
Notice that Θ j is given by collecting all the indices k j ∈ I j such that the side length of Q j,k j is the first smallest among those of {Q 1,k 1 , . . . , Q ℓ,k ℓ }. Therefore, the proof of (2.7) can be reduced to the following estimate:
Without loss of generality, we may consider only the case j = 1 in (2.9). Choose
where s is the constant appearing in (1.5). Write
Consider first the operator T (1, 1) . We get
where we have used Assumption (H1) since |x − y 1 | ≥ 2t
, by the definitions of t 1,k 1 and Θ 1 , we see that
Therefore we obtain that for ℓ + 1 ≤ i ≤ m,
Recall that we have assumed that
For such an x and all y ∈ Q j,k j , it is easy to see that
where c j,k j denotes the center of the cube Q j,k j . Furthermore, we have
Define the function (2.10)
Then, we have proved that
Next, we shall use the following estimate in [18, p. 240]:
(2.12)
By this and Hölder's inequality, we get
where the last step is by (iii) and the fact Aα < 1. Now we consider Y 2 (x). Indeed, the estimate of Y 2 is exactly the term T 
where for any ǫ > 0 and 1 ≤ j ≤ m the function J j,ǫ (x) is given by
and M is usual the Hardy-Littlewood maximal operator.
It is known from [7, (2.6) ] that for any p ∈ (n/(n + ǫ), ∞),
By (iii), we further have that
By the L 2 -boundedness of M , property (i) and (2.2), we have that for all 1 ≤ i ≤ m,
From (2.15) and (2.16), it follows that
In the last formula, there are m − 1 factors inside the integrand. Since ℓ ≥ 1, so for the special case m = 2, we have only the last factor (M (g k )(x) + (αλ) 1/m J 1, n m−1 (x)) 2 inside the integrand. We shall use the inequality:
This inequality holds with "=" when m = 2, and it follows from Hölder's inequality when m ≥ 3. Therefore, by (2.17), we have
which is bounded by CAα(αλ) −1/m since Aα < 1 and 2 m−1 ≥ 1. The relations (2.13) and (2.18) together yield that
Thus, to obtain (2.9), it remains to prove
To handle the rest of the proof we use (2.14), Chebychev's inequality and the L q 1 × · · · × L qm → L q boundedness of T to get the desired result. This concludes the proof of the Theorem.
Weighted estimates for T
In this section, we will study the multiple-weighted normal inequalities and weak-type estimates. Our main results in this section can be stated as follows. 1 ≤ p 1 , . . . , p m < ∞ and ω ∈ A p with p ≥ 1. , then the following hold:
The proof of Theorem 3.1 is similar to [16, Cor. 4.2] , which is based on the following lemmas. 
Proof. Fix a point x ∈ R n and a cube Q containing x. For 0 < δ < 1/m, we need to show there exists a constant c Q such that
By using Kolmogorov' inequality and Theorem 2.1, we get
. Now, we turn our attention to the integral
which can be decomposed as
By (1.11) in Assumption (H2) we obtain that
I 2 can be estimated in a similar way, which is also dominated by C m j=1 M f j (x). Then, by Minkowski's inequality and above estimates, we get
This concludes the proof.
Weighted estimates for T *
In this section, we will study the multilinear maximal square function T *
It should be pointed out that there is another kind of multilinear maximal square function T * * given by
It is obvious that T * * ( f )(x) ≤ T * ( f )(x). Thus, it is more meaningful to give some estimates for operator T * . In this following, we establish some multiple-weighted normal inequalities and weak-type estimates for T * . 
To prove Theorem 4.1 we need some lemmas. 
Proof. For a fixed point x and δ > 0 we denote by U δ (x) = { y :
.
By using the size condition and Minkowski's inequality, we get
We are ready to estimate the second term. Fix δ > 0 and let B(x, δ/2) be the ball of center x and radius δ/2. Set f 0 = f 1 χ B(z,δ) , · · · , f m χ B(z,δ) , for any z ∈ B(x, δ 2 ), we havẽ
The condition z ∈ B(x, δ/2) and |y j − z| > δ imply |y j − z|/2 ≤ |y j − x| ≤ 2|y j − z|. By using an argument as that in (4.1), we deduce that
In order to estimateT δ ( f )(x) −T δ ( f )(z), we introduce an operator T which is given by
where t = (δ/4) s and s is a constant in (1.6). We decompose it into
For the first term we use Assumption (H2). First note that |z − y j | ≥ δ = 4t 1/s . This, in combination with the fact that supp φ ⊂ [−1, 1], yields that φ( |z−y j | t 1/s ) = 0. By the facts that z ∈ B(x, δ/2) and |y j − z| ≥ δ, we obtain
Similarly we get III ≤ m j=1 M (f j )(x). We now turn to the second term II.
As in [8] , since z ∈ B(x, δ/2), we use the fact
. By (1.10) in Assumption (H2), we obtain For II 2 , we use (1.12) in Assumption (H3), and a similar argument as in term I to deduce that for z ∈ B(x, δ/2) we have Thus, for any z ∈ B(x, δ/2), we havẽ
Fix 0 < η < 1/m. Raising the above inequality to the power η, integrating over z ∈ B(x, δ/2), and dividing by B we obtain
The left part is the same as in [8] . Then we finish the proof of this Lemma. Proof of Theorem 4.1.
Proof. We choose a positive number η such that η < p, then Theorem 4.1(ii) follows by using Lemma 4.2, Lemma 4.4, Theorem 3.1 and the Hölder inequality for weak spaces(see [11] , p.15).
The proof of (i) is similar.
