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Throughout Australia, and in many other 
countries, problems of land degradation, 
pollution and resource scarcity are 
confronting communities, individuals, 
companies and governments with difficult 
decisions. How these decisions are made 
will have long-term, often irreversible, 
impacts on people's quality of life.  
For example, as this report is written 
Australia is in the midst of major debates 
about how dryland salinity should be 
managed. Dryland salinity is the 
concentration of naturally occurring salts 
near the plant root zone and waterways 
primarily due to disturbances in catchment 
hydrology brought about by tree clearing. It 
is having significant economic (eg lost 
agricultural  production), social (eg 
drinking water quality, landscape 
aesthetics) and ecological (eg aquatic 
habitat damage) impacts. Some of the 
decisions being faced include: 
•  What remedial works are most 
beneficial to society in economic, 
environmental and social terms? 
•  Should some areas be left saline 
because the costs of intervention 
exceed the benefits? 
•  Who are the beneficiaries of salinity 
control projects and who should cover 
the costs? 
•  What are the regional, state and 
national priorities for dryland salinity 
control? 
Owing to the emergence of concepts such 
as sustainable development and integrated 
resource management the policy setting 
within which decisions such as these must 
be taken has become complex. NRM 
decision makers are frequently required to 
take into consideration multiple objectives 
held by multiple stakeholder groups. 
Furthermore, decision makers must extract 
useful evaluative information from vast 
amounts of biophysical and social data.  
In order to reduce the complexity of NRM 
decisions to a manageable level many 
decision makers are turning to structured 
techniques of decision support. These 
techniques aim to provide the decision 
maker with a framework to synthesise vast 
quantities of information and make an 
informed decision. They generally rely on a 
set of procedures or rules which can be 
used to assess the relative desirability of a 
decision alternative within a set of 
alternatives.  
Structured decision support can be of 
particular value in decision problems which 
are guided by multiple decision makers. In 
these cases it can provide a structure within 
which competing perspectives and value 
systems can be handled. The decision 
process is then made more transparent than 
it otherwise would have been.  
However, as the complexity of NRM 
decision making has grown so to has the 
number and diversity of decision support 
techniques. Many decision makers are 
unsure of what particular method may be 
best for their problem, how that method 
should be applied and how the method 
might bias the results.  
PREFACE  iv 
This document seeks to aid decision makers 
attempting to select and apply an 
appropriate form of decision support. It is 
written primarily for the practicing NRM 
decision maker who needs to make 
decisions now and does not have the time 
or resources to become acquainted with the 
vast literature of management science and 
operations research. The document will also 
be of value to NRM researchers looking for 
guidance on the application of NRM 
decision support methods.  
Furthermore, community groups (eg 
catchment and Landcare groups) will find 
this document useful when reviewing their 
own decision procedures or reviewing 
project evaluations or decision analyses by 
consultants. It will arm such groups with 
some of the information required to 
critically review the application of NRM 
decision support methods.  
 
Objectives  
This document presents a review of NRM 
decision support techniques. It draws upon 
previous studies in the fields of 
management science, operations research, 
environmental economics and natural 
resource management. The objectives of the 
document are to: 
•  explain the workings of the more 
significant (representative) methods of 
NRM decision support (including the 
latest developments);  
•  discuss how these decision support 
methods may influence the outcome of 
NRM decisions; and 
•  provide practicing NRM decision 
makers with guidance for choosing 
which methods to apply. 
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NATURAL RESOURCE MANAGEMENT DECISIONS 
Community groups, government 
departments and private organisations 
frequently make decisions which impact on 
the quality of natural resources. These 
decisions will typically involve multiple 
stakeholders, multiple objectives and 
considerable uncertainty (Gough and Ward 
1992).  
Partly because of increased social values 
attached to the natural environment, natural 
resource management (NRM) decisions are 
frequently exposed to public scrutiny and 
expert review. There are requirements for 
transparency, public participation and 
rigorous, repeatable structured methods. 
These requirements have prompted much 
interest in structured decision support 
techniques.   
This chapter defines and describes the 
nature of NRM decisions. It proposes a 
process of NRM decision making, lists the 
characteristics of NRM decisions and 
presents a classification of major NRM 
decision types.  
 
Rational Model of Decision Making 
Decision making in practice rarely follows 
the rational model as presented in figure 
1.1. This is because many unforseen and 
unpredictable factors influence decision 
making. Nevertheless, the rational model 
provides the foundations of the NRM 
decision making process. It involves the 
stages of (i) identifying objectives, (ii) 
identifying alternatives, (iii) measuring the 
performance of the alternatives against the 
objectives, (iv) evaluating the alternatives 
and, (v) making a final decision.  
The rational model is unidirectional, rigid 
and highly structured. There are few 
opportunities for revision or consultation. 
In reality decision makers would rarely 
approach a decision problem in this 
manner. Lindbolm (1959, p82) emphasises 
the problems with applying the rational 
model: 
 “…as to whether the attempt to clarify 
objectives in advance of policy selection is 
more or less rational than the choice of 
inter-twinning marginal evaluation and 
empirical analysis, the principle difference 
is that for complex problems the first is 
impossible and irrelevant, and the second is 
possible and relevant.” 
A requirement for a less rigid or ‘inter-
twinning’ decision procedure is based on 
three main aspects of the rational decision 
making process that make it unfeasible in 
many situations. These are as follows: 
•  More information is obtained 
throughout the decision making 
process. This allows decision makers to 
identify additional alternatives and/or 
objectives. It may also change the 
relative desirability of some 
alternatives.  
•  Decision maker values change 
throughout the decision making 
process. As decision makers become 
better acquainted with elements of the 
decision problem they may wish to 
restructure it. This may involve 
additions or subtractions from the 
available alternatives or a re-
specification of objectives. 
CHAPTER ONE Chapter One: Natural Resource Management Decisions 
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•  Identification of objectives and 
alternatives are co-dependent tasks. The 
alternatives available will influence the 
nature of the objectives and evaluative 
criteria. Likewise, the objectives in 
decision making will alter the 
alternatives that are selected. Typically, 
decision makers will need to re-visit the 
stage of specifying alternatives and 
objectives many times. 
Smith (1993) argues that the rational model 
provides a point of departure from which 
decision support techniques are derived. All 
of the decision support techniques 
described in this report have the rational 
model as their underlying basis.  
 
Process of NRM Decision Making 
Figure 1.2 presents a generalised version of 
the NRM decision making process that 
builds upon the rational model. It is shown 
in circular form to emphasise the cyclical 
nature of decision making processes. A 
gradual change from light to dark gray 
represents progression through the decision 
procedure. A gradation has been used to 
emphasise that the decision procedure is not 
necessarily comprised of a set of discrete 
stages. In practice NRM decision processes 
are very messy! External interrupts such as 
political factors, the emergence of new 
information and changing community 
values continuously influence the decision 
procedure throughout its duration. 
A feedback loop between the stages of 
defining the problem, specifying the 
objectives and identifying alternatives 
indicates inter-relatedness of these tasks. In 
most cases it is difficult to define the 
problem without having objectives and 
difficult to develop objectives without 
knowledge of the alternatives (and vice 
versa). Repeated consultation with the
Figure 1.1. The rational decision making process. 
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the alternatives against the objectives



















 Filtering process to
short list alternatives
 Impact Assessment  Final
Recommendation
































Figure 1.2. Generalised natural resource management decision procedure. Chapter One: Natural Resource Management Decisions 
4 
 
community often results in revising these 
stages. 
Once the alternatives have been identified 
they are usually subject to some form of 
screening process. This is used to remove 
those that are clearly inferior. For example, 
there may be some alternatives disliked by 
all stakeholder groups. A screening of 
alternatives is necessary because resources 
are rarely available to conduct detailed 
evaluation of all alternatives. In addition, as 
the number of alternatives decreases the 
number of factors which enable decision 
makers to differentiate between the 
alternatives also decreases. 
When a smaller set of alternatives has been 
identified (typically only two or three) these 
are subject to in-depth analysis and full 
specification. Data are sought on the 
alternatives which indicates their 
performance against the objectives. 
Structured techniques of decision support 
may be applied at this stage or decision 
makers may rely on unstructured/unaided 
approaches.  
Following the in-depth analysis, a draft 
recommendation is made. It is usually at 
this point that high level decision makers 
(eg politicians and cabinet members) 
become most involved in the process. The 
final recommendation is usually assessed 
against the counter-factual. The most 
common means of such assessment 
involves impact assessment (eg 
environmental impact assessment, social 
impact assessment). Sometimes the 
decision makers may elect to delay the 
decision and wait for improved 
information.   
This leads to a final recommendation which 
decision makers will consider either 
acceptable or unacceptable. If it is deemed 
unacceptable to decision makers the 
procedure may be re-entered and the stages 
are cycled through again. If decision 
makers consider the process satisfactory a 
binding decision may be made. 
Not all NRM decisions will follow all these 
stages. For example, in some decision 
problems there is only one well established 
alternative to maintaining the status quo. In 
these cases the process may skip the stages 
concerned with identifying and filtering the 
alternatives. 
 
Australian NRM Decision Making 
Institutions 
A large number of Australian institutions 
influence and guide the NRM decision 
making process - too many to list all here.  
A hierarchical classification of the most 
important institutions is provided in figure 
1.3. This classification lists nine major 
types of NRM institution, which are further 
classified into sub-classes. Whether the 
NRM institutions are separated or grouped 
together within one organisation depends 
on the particular State or Territory. There 
will also be some significant differences 
between State and Commonwealth 
government. Nevertheless, the classification 
provides a generalised institutional 
framework within which NRM decisions 
take place. 
The institutional framework has a profound 
impact on NRM decision processes and 
outcomes. To a large extent, institutions 
will determine which stakeholders are 
involved in NRM decisions and the nature 
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focus on particular issues, such as 
agriculture, mining or environmental issues. 
Dovers (1999, p81) lists seven major 
challenges faced by NRM institutions in 
Australia: 
•  to improve information capacities 
(gathering, manipulation and 
communication).  
•  to improve policy and management 
coordination and integration across 
sectors; 
•  to increase longevity and persistence in 
policy processes and initiatives; 
•  to enhance policy learning across 
space and time; 
•  to improve capacities and techniques 
for policy instrument choice and 
comparative policy analysis; 
•  to provide clearer policy and statutory 
mandates (more direction, less 
direction) to improve institutional 
capacities; and  
•  to enhance and institutionalise 
community participation in policy and 
management.  
Over the past few decades, Australia has 
seen the emergence of many new NRM 
institutions. A rapid area of institutional 
development has been the increase in 
community groups and organisations. For 
example, both the National Landcare 
Program and the many programs funded 
under the Natural Heritage Trust are 
heavily based on community involvement. 
The emergence of these community groups 
is facilitating a significant devolution of 
decision making responsibility from 
government to community members.  
This devolution of responsibility is 
confronting community groups with 
complex NRM decision problems. A 
challenge for NRM researchers is to supply 
community groups with techniques and 
processes for handling these decisions. 
Many of the techniques currently available 
are too complicated or time consuming to 
be of practical value to community groups.  
Nevertheless, community groups are 
increasingly required to apply structured 
and transparent decision making processes. 
In South Australia, for example, the Natural 
Heritage Trust (a major source of funding 
for community based projects) requires 
benefit cost analysis (BCA) for 
infrastructure projects which exceed 
$150,000 in any year. The Murray-Darling 
2001 program specifically requires 
reporting of the BCA results and in some 
cases independent review of the BCA. 
 
Characteristics of NRM Decisions 
Gough and Ward (1996) indicate that the 
major characteristics of NRM decision 
making are the existence of considerable 
uncertainty, the potential for irreversible 
outcomes, the likelihood of multiple 
decision makers and the likelihood of 
conflicting objectives. In addition to these 
factors, NRM decisions are characterised 
by a necessity to assess intangible 
outcomes. The characteristics of NRM 
decisions are summarised in textbox 1.1.  Chapter One: Natural Resource Management Decisions 
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Uncertainty in NRM Decisions 
The state of knowledge guiding any 
decision is regarded by Wynne (1992) to be 
at one of four levels: (i) decision making 
under conditions of risk, (ii) decision 
making under conditions of uncertainty, 
(iii) decision making under conditions of 
ignorance and (iv) decision making under 
conditions of indeterminacy. These are 
summarised in textbox 1.2. 
Under conditions of risk the outcomes of a 
decision are known and the probabilities 
that those outcomes will occur are also 
known. For example, when a coin is tossed 
we know that there is a 0.5 chance of heads 
facing upwards and a 0.5 chance of tails 
facing upwards. We can safely assume that 
the coin will not land on its side and that 
there is no significant bias for either heads 
or tails. We therefore know the outcomes 
and probability that those outcomes will 
occur. This is a decision made under 
conditions of risk.  
Under conditions of uncertainty the 
outcomes that can occur are known but the 
probability of their occurrence is not 
known. For example, development in 
environmentally sensitive areas can 
potentially lead to the destruction of habitat 
and the loss of species. However, it is rarely 
possible to measure the probability of a 
species being lost as a result of 
development. This is because the survival 
of a species is dependent on many factors 
Textbox 1.1. Characteristics of NRM decisions. 
•  Uncertainty. Lack of knowledge relating to outcomes of decisions. The level of
knowledge is classified as risk, uncertainty, ignorance or indeterminacy.  There is
uncertainty in NRM decisions because ecological systems are poorly understood, the
needs of current and future generations are often unclear and measures for decision
outcomes are often unavailable.  
•  Potential for irreversible outcomes. Some natural resources such as biodiversity or
landscape qualities cannot be restored when damaged or destroyed. The potential for
irreversible outcomes is the driving factor behind the precautionary principle.  
•  Multiple Objectives. NRM decisions are required to give consideration to all factors
which potentially impact on human welfare. Narrow concentration on only a few factors
in traditional decision making has led to a failure to improve the quality of human life in
a balanced manner.  
•  Multiple Stakeholders. Sustainable development also requires NRM decisions to take
into consideration the needs of current and future generations. This means that decisions
should be guided by multiple stakeholder groups that can be drawn from within the
current generation or from future generations.  
•  Intangible Outcomes. Intangible outcomes include factors such as biodiversity
preservation,  landscape aesthetics and tranquility. Most NRM decision will need to take
factors such as these into account.  Chapter One: Natural Resource Management Decisions 
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for which the interrelationships are poorly 
understood.  
Under conditions of ignorance neither the 
outcomes or the probability of their 
occurrence are fully known. In this case 
only in retrospect are scientists and policy 
makers able to know the outcomes of a 
decision.  
Consider, for example, the introduction of 
the cane toad in 1935 at Gordonvale in 
North Queensland. It was introduced to 
control the cane beetle which was 
damaging sugar-cane crops. Unfortunately, 
the Cane Toad thrived in its new 
environment and is now considered one of 
Australia’s most menacing pests.  It is 
threatening native species and is spreading 
rapidly into New South Wales and the 
Northern Territory.  The outcomes of 
introducing the Cane toad were not known 
at the time of its introduction. Therefore, 
we can say that the decision was made 
under conditions of ignorance.  
From this discussion it may be inferred that 
decisions made under conditions of 
ignorance are always procedurally unsound. 
The precautionary principle, present in 
much environmental policy, would support 
this notion. It indicates that where the 
outcomes of a decision involve ignorance 
the decision makers should err on the side 
of caution.  
However, does this always favour the ‘do 
nothing’ option over the ‘do something’ 
option? In general the answer to this 
question will be ‘yes’. Maintaining the 
status quo is typically less risky than 
adopting a new policy or permitting new 
development. In some cases, however, this 
may not be so. The consequences on 
society in terms of unemployment, poverty 
or health as a result of not introducing new 
technologies or permitting new 
developments could also be extremely 
damaging.  
This dilemma highlights ambiguity 
surrounding the precautionary principle. 
There is not always a clearly safe option in 
NRM decisions. Therefore, it will 
sometimes be necessary to make decisions 
under conditions of ignorance, even when 
there is apriori awareness of ignorance.  
When decision makers are operating under 
the fourth level of knowledge 
(indeterminacy) they are not only ignorant 
of the outcomes associated with a decision 
but are unsure as to whether or not they are 
even asking the right questions. This occurs 
when scientific knowledge is inadequate 
and causal chains and networks are not 
open or understood.  
Wynne’s (1992) classification of levels of 
knowledge for decision making provides a 
useful conceptualisation tool. However, in 
Textbox 1.2. Different kinds of knowledge (Wynne 1992) 
•  Risk.  System behaviour is well known.  Range of outcomes and probabilities with them
can be predicted. 
•  Uncertainty.  System parameters are known but the probabilities are unknown. 
•  Ignorance. Scientists are surprised by the outcome but, in retrospect, can explain it. 
•  Indeterminacy.  Scientific knowledge is inadequate.  Even after the event scientists are
uncertain as to why it happened.  Chapter One: Natural Resource Management Decisions 
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reality NRM decision problems will not fit 
neatly into one of these four categories. 
There are likely to be varying levels of 
uncertainty and some decisions may display 
characteristics of two or more levels of 
knowledge. Young (1993) indicates that 
uncertainty in NRM decision making has 
four main sources: 
•  lack of knowledge about ecosystem 
behaviour; 
•  difficulties in predicting the likely size, 
needs and preferences of future but not 
present human populations; 
•  difficulties in predicting the technical 
ingenuity of future generations; and 
•  incorrect assumptions about the 
functioning of ecosystems.   
 
Conflicting Objectives in NRM Decisions 
Smith (1993) indicates that traditional 
NRM decision making concentrated 
narrowly on the following three questions: 
•  Is it technically feasible? 
•  Is it financially viable? 
•  Is it legally permissible? 
A contemporary understanding of sound 
NRM decision making introduces a 
requirement for a broader range of factors 
to be considered. Ideally NRM decisions 
should take into consideration all relevant 
factors which relate to human welfare. This 
means that NRM decisions are necessarily 
characterised by multiple objectives. For 
example, it is commonly stated that natural 
resource managers should seek to achieve 
economic, social, ecological and cultural 
objectives. NRM decisions that seek to 
achieve only a single objective are at odds 
with principles for ecologically sustainable 
development contained in most local, 
national and regional policy documents.  
Each of the decision support techniques 
described in this report handle trade-offs 
among competing objectives differently. 
Benefit cost analysis, for example, looks to 
the market place for guidance. In contrast 
multiple criteria analysis allows objectives 
to be measured in non-dollar units and 
obtains preference information in the form 
of weights. Impact assessment requires 
thorough and detailed investigation of 
project alternatives using a mixture of both 
qualitative and quantitative data.  
 
Community Based Resource 
Management 
Through a vast number of studies, it has 
been demonstrated that important NRM 
decisions that do not adequately involve the 
community simply do not work. The 
importance of community involvement has 
lead to the emergence of community based 
natural resource management (CBRM) as a 
field of study. CBRM is defined as “a 
process by which the people themselves are 
given the opportunity and/or responsibility 
to manage their own resources, define their 
needs, goals and aspirations and make 
decisions affecting their well-being” 
(Experts Workshop 1991).  
CBRM involves a shift in autonomy from 
government institutions responsible for 
making NRM decisions to frameworks that 
empower the broader community 
(Matsumara 1994).  
Requirements for CBRM in public NRM 
policy are widespread. This is leading to 
requirements for decision support Chapter One: Natural Resource Management Decisions 
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frameworks to be interfaced with the 
community and use information derived 
from community sources.  
The above stated definition of CBRM 
hinges upon how a 'community' is defined. 
This has been an issue social scientists have 
had much difficulty resolving. With 
specific reference to CBRM Fellizar (1994, 
p205) defines a community as “a group of 
people living in a geographically defined 
area, with a common history and definite 
pattern of relationships”. In this text, the 
understanding of a 'community' is based on 
the notion that its members will have a 
common interest in how a set of natural 
resources are managed. In other terms, the 
community members will all be 
stakeholders standing to incur some loss or 
gain as a result a decision.  
For example, the NRM community in a 
catchment would be comprised of 
agricultural producers who derive economic 
benefit from the natural resources, 
environmental conservationists who derive 
ecological value and tourists who derive 
recreational value. All these groups, and 
most probably many others, will incur loss 
or gain as a result of how the catchment is 
managed and therefore should be 
considered part of the NRM community. 
This understanding implies that the 
community, as defined for purposes of 
NRM decision making, may have members 
who do not reside within the local region.  
Numerous authors have argued that CBRM 
is a more effective means of achieving 
sustainable NRM compared to traditional 
'top-down' approaches (Matsumara 1994, 
Campbell and Siepen 1993, Renard 1991). 
It is generally considered to foster a sense 
of increased stewardship over natural 
resources and promote inter and intra 
generational equity (see textbox 1.3).  
Renard (1991) indicates that the role of 
community groups in CBRM is very broad 
involving (i) representation and advocacy, 
(ii) policy influencing and participation in 
policy formulation, (iii) research, 
monitoring and planning, (iv) management 
and regulation, (v) enforcement, (vi) 
policing, (vii) documentation and (viii) 
dissemination of experiences. Fellizar 
(1994, p203) suggests that for CBRM to 
deliver these roles effectively several 
conditions must be met: 
•  the strategy must be firmly based on 
people’s needs which can be identified 
by assessing the threats and 
Textbox 1.3. Principle 10 of the 1992 Rio-Declaration indicating the importance of
community based resource management  (UN 1993).  
“Environmental issues are best handled with participation of all concerned citizens, at the
relevant level. At the national level each individual shall have appropriate access to
information concerning the environment that is held by public authorities, including
information on hazardous materials and activities in their communities, and the opportunity
to participate in the decision making processes. States shall facilitate and encourage public
awareness and participation by making information widely available. Effective access to
judicial and administrative proceedings, including redress and remedy, shall be provided.” 
 Chapter One: Natural Resource Management Decisions 
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opportunities in the community 
environment;  
•  the strategy must be appropriate for the 
community to undertake, that is it must 
be in accordance with the community’s 
capacity; 
•  technical, financial and educational 
inputs to the community must be 
appropriate or compatible with the 
needs and community’s capacity; and 
•  the strategy must belong to the people, 




Transparency in NRM Decisions 
The shift towards CBRM has led to calls 
for increased transparency in government 
(and private sector) NRM decision making. 
Transparency in decisions means that the 
reasons or basis for the making of a 
particular decision are clear to all 
stakeholders. Nothing should be ambiguous 
or hidden from the public eye. A failure to 
achieve this detracts from many of the 
values central to democratic government.  
Textbox 1.4 contains a statement of 
principles on the importance of 
transparency by the Australian National 
Audit Office (ANAO) as part of an inquiry 
into the Natural Heritage Trust. These 
Textbox 1.4. Extracts from an Australian National Audit Office report on the Natural
Heritage Trust (NHT) stating the meaning and importance of transparency in decision
making (ANAO 1998, p12). 
“The ANAO considers that transparency in the decision-making process is the
cornerstone of effective public accountability. At a minimum: 
•  administrative decisions should be fair and open; 
•  decisions should be based on principle and supported by documented reasons; and 
•  those involved in the decision-making should be accountable for their decisions.” 
 
“Within the context of the NHT, transparency means that: 
•  prior to the closing date for applications, criteria for project eligibility and selection
should be documented and openly communicated to all potential applicants and
decision-makers involved in the process; 
•  the decisions and reasons for the decisions should be sufficiently documented to
satisfy any questions concerning the approval of financial assistance for projects
under the NHT; and 
•  the reasons for decisions should be directly related to the criteria for project
eligibility and selection.” Chapter One: Natural Resource Management Decisions 
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principles were endorsed by the House of 
Representatives Standing Committee on 
Environment, Recreation and the Arts 
(ANAO 1998).  
Decision support methods can sometimes 
be too  complex or used in such a way that 
the reasons behind a decision are made 
unclear. This can occur either incidentally 
or intentionally. Ideally a decision support 
framework will provide a structure which 
makes explicit the reasons behind a 
particular decision. It should also provide a 
structure which makes intentional 'clouding' 
of reasons behind a decision difficult or 
impossible.  
A common problem with decision support 
is that it involves procedures which are not 
understood by the decision makers who 
must make the decision or stakeholders 
who will be impacted by the decision. The 
end product of such decision support 
techniques can be a single index 
representing the performance of alternative 
options. Decision makers will be unlikely 
to trust an index without knowledge of its 
underpinning assumptions. McAllister 
(1980, p265) cautions against over-reliance 
of the 'grand index' in decision making:  
“… although grand index schemes are 
appealing as elegant technical solutions to 
the evaluation dilemma, they are neither 
valid nor acceptable. There is no simple 
shortcut to the time-consuming personal 
task of reviewing the many consequences of 
proposed actions until a holistic impression 
of their significance forms which can be 
used to judge the preferred action.”  
 
Classification of NRM Decisions 
The classification of NRM decisions can be 
approached in many ways. The purpose of 
the classification presented here is to enable 
comparison and assessment of the decision 
support techniques discussed throughout 
the remaining chapters. It is based on four 
major types of NRM decision: 
1. Prioritisation  Decisions. In 
prioritisation decisions a large number 
of alternatives are appraised. 
Prioritisation decisions may be either 
cardinal or ordinal. A cardinal 
prioritisation decision requires a 
quantitative performance index to be 
assigned to each alternative. An ordinal 
prioritisation decision requires only 
ordinal information on the relative 
performance of the alternatives (ie a 
rank order). These, and other, levels of 
measurement as used in decision 
making are described in textbox 1.5. 
Prioritising a large number of projects 
competing for limited funds is an 
example of a prioritisation decision. 
2. Allocative  Decisions. Allocative 
decisions involve the allocation of 
resource use rights amongst competing 
stakeholder groups. The result of an 
allocative decision is a quantity (or set 
of quantities) which needs to be 
allocated to stakeholders in order to 
achieved desired objectives. The 
allocation of water resource use rights 
is an example of allocative decision 
making. 
3. Threshold Decisions. In threshold 
decisions decision makers identify a 
‘solution-space’ which meets a set of 
minimum performance standards. Chapter One: Natural Resource Management Decisions 
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Threshold decisions occur in two parts. 
Firstly, it is necessary to identify an 
appropriate threshold. Secondly it is 
necessary to identify the 'solution space' 
which is the range of alternatives which 
meet the given thresholds. Determining 
the minimum acceptable water quality 
standards for an environmentally 
significant stream is an example of a 
threshold decision.  
4. Binary Decisions. Binary decisions 
have only two alternatives which often, 
although need not always, include a ‘do 
something’ versus ‘do nothing option’. 
The decision as to whether or not to 
proceed with a major housing 
development is an example of a binary 
decision. 
To illustrate this classification a list of 
Australian NRM decision problems and 
their corresponding decision class has been 
provided in textbox 1.6.  Throughout the 
remainder of this document decision 
support methods will be reviewed within 
the four decision categories.  
Textbox 1.5. Measurement levels for NRM decision making. 
1. Nominal. Nominal data involves categories of objects such as categories A, B and C.
There is no quantitative relationship between the categories such that it is possible to say
that one is any larger or better than another. Arithmetic operations (eg +, -, ×  and ÷ ) have
no meaning when applied to nominal data.  
2. Ordinal. Ordinal data is a higher level of measurement in which it is possible to say
whether one object is larger or smaller, better or worse than another. For example, we
might rank the size of Australian cities as Sydney > Melbourne > Brisbane. This does not
tell us by how much one city is larger than another, it just provides us with an ordinal
ranking. As with nominal data it is improper to apply arithmetic operations to ordinal data. 
2. Cardinal. The cardinal level of measurement represents measures that can be subject to
addition and subtraction but not multiplication or division. Cardinal values are measured on
a scale that has no true zero value. For example, temperature measured in degrees Celsius
has no true zero. The selection of zero as the freezing point of water is arbitrary and does
not mean there is an absence of temperature. However, cardinal measures are frequently
subject to multiplication and division operations as convenient approximations.  
4. Ratio. The highest level of measurement is ratio level data. Any arithmetic operation can
be applied to ratio values. Ratio measurement scales have true zero values. For example,
temperature measured in kelvins (as opposed to degrees Celsius) is at a ratio level of
measurement. Zero kelvins has real meaning in that implies an absence of kinetic energy.  Chapter One: Natural Resource Management Decisions 
14 
 







State and regional assessment panels throughout 
Australia are required to prioritise community 
projects seeking funds under the Natural Heritage 




Allocation of funds 
to dryland salinity 
control 
Cost sharing frameworks for on-ground dryland 
salinity management (eg revegetation) need to 
identify how much is required to make a project in 
both the interests of society and the landholder. How 
much needs to be allocated to the landholder to make 
the project worthwhile? 
Allocative 
decision 
Land  use  planning  In making land use planning decisions local 
government authorities must frequently identify land 
which meets thresholds (eg for urban development 





Local government authorities throughout Australia 
frequently need to decide whether to permit 
development proposals which could have some 
impact on the environment. The decision is often 
whether to accept or reject a proposal.  
Binary decision 
 Chapter Two: Valuing the Environment 
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VALUING THE ENVIRONMENT 
All of the decision support techniques 
presented in this report involve some form 
of environmental valuation. However, 
whilst measurement or assessment of value 
is essential in any decision making process 
there are many perspectives on how value 
should be handled. Some approaches 
involve measuring all values in dollar units. 
Others take the perspective that monetary 
values should not be attached to certain 
environmental assets. This chapter explores 
both economic and cultural approaches to 
valuation.  
Economic Approaches to Valuation 
Most projects have benefits and costs that 
are not exchanged in markets.  These 
benefits and costs are often referred to as 
intangibles, and might include items such 
as pollution, noise or road congestion.   
Other intangibles include the intrinsic 
values placed on natural resources by 
humans. 
Economists attempt to place values on 
environmental impacts (from a human 
perspective) through a variety of 
techniques. The economic value of an 
environmental impact relates only to the 
contribution it makes to welfare as defined 
by economists. Economic value is not the 
only concept of value, but it is the value 
predominantly used in benefit cost analysis 
(BCA).   
Environmental economic value is 
considered to be a bundle of use, option and 
passive values. Use values are those derived 
from human use of the environment. Option 
values are held by people who want the 
resource to be there in the future for their 
own (or others) personal use. Passive values 
include existence (or intrinsic) values, 
which is the value attached to knowing a 
resource merely exists. Textbox 2.1 
contains a classification and a further 
explanation of natural resource use values.  
History 
A diverse range of economic valuation 
techniques has been applied to 
environmental problems in Australia and 
overseas. In 1947, Harold Hotelling 
proposed the first use of environmental 
valuation; an early travel cost method 
which estimated a willingness to pay for 
native parks by asking visitors about their 
travel details (Hotelling 1947).  
The first use of environmental valuation in 
Australia was in 1955, when the damage 
from soil erosion in the Coleraine area of 
Victoria was estimated (Sinden 1994). For a 
review of environmental valuation in 
Australia, see Sinden (1994).  Bennett et al. 
(1998) and Lockwood and DeLacy (1992) 
provide a variety of examples of Australian 
environmental valuation. 
Current Research 
An area of current research within 
environmental economics relates to the 
issue of valuing ecosystem functions.  For 
more detail see Arrow et  al. (2000), 
Bockstael et al. (2000) and Costanza et al. 
(1997). Before attempting to value 
environmental attributes, an assessment 
should be made of the capacity to apply the 
valuation technique and the potential 
reliability of the end results.  
CHAPTER TWOChapter Two: Valuing the Environment 
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•  Use Values:  Derived from the actual use of the environment. 
•  Passive Values:  A value expressed by humans for environmental resources which are unrelated
to human use.  These values include concern, sympathy and respect for the rights or welfare of
non-human beings.    
•  Direct Use Values:  Sum of traded value of what people paid for the resource.   
•  Indirect Use Values:  Values that people do not pay for, or fully pay for, under present
circumstances. 
•  Option Values:  The value one places on something which one might want access to at some
stage in the future.  Examples include opportunities to develop an agricultural area at some stage
in the future and to know that an array of ecosystem services will continue to function. 
•  Bequest Values:  The value one places on the environmental good for one’s descendants.  For
example, for an individual it is the value they put on knowing that the resource will be there for
the children to enjoy in the future. 
•  Existence Values:  Similar to bequest values, it is basically the desire to know that something still
exists.  For example, there is large concern for the plight of blue whales in the world, although
most people will never see or use them. 
Source: Adapted from Pearce et al. (1990) Chapter Two: Valuing the Environment 
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Economic Techniques for Valuing the 
Environment 
There are several techniques, that can be 
used to provide monetary estimates of 
environmental benefit and/or damage. 
Textbox 2.2 groups the available techniques 
into three broad categories: 
•  Market value approaches use 
observable market data for prices to 
estimate costs/benefits of the 
environment.  Some of the most used 
market value approaches include 
change in productivity, replacement 
cost and defensive expenditure; 
•  Revealed preference approaches use 
the price or cost of surrogate goods or 
services like land to reveal willingness 
to pay for environmental quality. Some 
of the most used techniques include 
travel cost, hedonic pricing and benefits 
transfer; and 
•  Stated preference approaches construct 
information from respondents to 
propositions that ask them to state their 
preference for different outcomes.   
These are usually benchmarked against 
a plausible monetary outcome.  Some 
of the most used surrogate market 
approaches include contingent 
valuation and choice modelling 
(conjoint analysis). 
The best known methods individually are: 
Contingent Valuation (CV); the Hedonic 
Pricing method; and the Travel Cost 
method (see Textbox 2.2 for more detail 
about each particular technique and the type 
of the change assessed).  Of the three main 
types of approaches, stated preference 
methods are the only technique that 
estimate existence values.  These 
techniques have therefore been used the 
most in environmental valuation. 
Although CV has been in use for over 35 
years, it is only over the past decade that it 
has become a highly contested technique.   
Debate over environmental valuation (CV 
methodology in particular) came to a peak 
in the early 1990s. In 1989, the tanker 
Exxon Valdez spilled millions of tonnes of 
oil in the waters of Alaska. Federal law in 
the United States meant that Exxon could 
face litigation for losses of marketed goods, 
restoration of natural resources and the loss 
of passive values.  Exxon did face litigation 
for these losses, with CV methodology used 
to estimate the value of the damage done 
and assist with identification of the 
compensation that Exxon should pay the 
people of USA and Alaska.  
A panel of economists were paid by Exxon 
to highlight the problems of the CV 
methodology, and this group released a 
highly critical report.  As a consequence, a 
‘blue ribbon panel’ of experts were put 
together by the National Oceanic and 
Atomosperic Administration department to 
assess the methodology of CV.   The panel 
handed down their report in 1992, which 
mainly endorsed the method of CV but 
provided a set of guidelines for its 
implementation (Arrow et al. 1993, Randall 
1997).  These guidelines are outlined in 
Textbox 2.3. 
The set of guidelines by the ‘blue ribbon 
panel’ has not ended the debate about the 
validity of environmental valuation.   
Indeed, there is strong criticism of the 
guidelines themselves, with many arguing 
they are impractical and costly (Randall 
1997). Chapter Two: Valuing the Environment 
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Textbox 2.2. Techniques for valuing environmental impacts. 
 Valuation  Technique  Description 
Change in productivity (output)  In some circumstances market prices can be used to value output from a productive process and environmental conditions often affect 
that productivity process.  For example: measures some of the costs of land degradation and forest loss.  
Change  in  income    Income can be lost due to loss of work from ill health, premature illness or death.  Each of these problems can be caused by 
environmental effects such as pollution.  If the changes in health are due to changes in the effect, the loss in health is an environmental 
cost and  the gain is an environmental benefit.  When the relationships between the environmental effect, health and income can be 
established, the effect can be valued as a change in income. Has been applied to measuring costs of air pollution. 
Replacement  cost  This identifies the expenditure (which is the minimum willingness to pay) necessary to replace an environmental resource or human 
made good, service or asset.  Has been applied to measuring land degradation costs, parkland amenities, wetland benefits, land 
environment etc in Australia. 
Preventative  (defensive) expenditure  This technique measures household expenditure to prevent damage to their environment, and hence maintain existing level of welfare.  















Relocation cost (change in cost)  The Relocation cost method is similar to the preventative-expenditure technique.  It costs activities to maintain a level of enjoyment or 
output.  Has been applied to recreational fisher travel, river pollution and road developments.   
Travel cost  Travel cost proxies for price paid to use the environmental resource.  Measures recreational benefits of parks, forests and seas.   
Property value (Hedonic Pricing)  Derives the value for an environmental good by using prices paid for the property.  Can measure noise and air pollution effects, 
presence of natural amenities (ie, trees, sea), etc. 
Wage Differential  The difference in wages for similar jobs in various regions may act as a proxy for environmental quality differences.  Can measure 



















Proxy good/Benefits Transfer  A good, service or resource with a market price may be a substitute for the unpriced environmental effect of interest, hence the market 
price acts as a proxy for the value of the effect.  Has been applied to benefits of research and costs of preserving trees.  Benefits transfer 
is a form of a proxy good. 
Contingent  valuation  Attempts to measure willingness to pay for environmental attributes directly from people.  Can be applied to a wide range of 
environmental improvements. 
Trade-off game  Respondents are offered alternatives of an environmental good and asked to trade-off benefits received from it.  Has been applied in 
valuing fisheries and  sand mining in Australia. 
Conjoint Analysis  Respondents are presented with a set of hypothetical scenarios involving various levels of two or more attributes and are asked to 




Choice modelling is similar to contingent valuation, however a range of substitute goods and tradeoffs are presented simultaneously to 



















Priority evaluator  This technique simulates choices in a market place, where respondents are given a set of items (environmental and market) to choose 
from a given budget.  Has been applied to measuring existence and option value and travel time cost. Chapter Two: Valuing the Environment 
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Problems with Economic Techniques for 
Valuing the Environment 
There are two main areas of criticism of 
stated preference techniques.  Firstly, 
critics denounce the validity and methods 
of stated preference techniques.  Other 
critics question its ethical limitations  
and whether it is possible at all to value 
the environment.  Some references for 
further detail include Willis and 
Corkindale (1995), Bockstael et al. (2000), 
Carson (2000) and Sagoff (1994) and 
(2000). 
 
Textbox 2.3.   Guidelines for Contingent Valuations 
1.  Type of Survey Instrument.  A CV survey should have what is known as ‘face
validity’.  The issue and trade-off under question should be described clearly, with
enough information provided.  Pilot surveys should be conducted to test the proposed
payment mechanism (as well as considering alternative tradeoffs); and to help decide
on the method by which respondent’s preferences for the attribute or alternative
outcome under consideration are elicited.  Social and demographic information should
also be collected. Debriefing questions about why respondents answered certain
questions the way they did are essential, especially for analysing why people refused to
answer WTP questions. 
2.  Population Base.  The relevant population for evaluating the benefits and/or costs of
the project should be decided upon and sampled. 
3.  Sample Size.  It is suggested that a sample size in the order of several hundred to as
many as two thousand observations are needed to achieve reasonable reliability. 
4.   Mode of Survey and Response Rate.  Face to face interviews are recommended, given
the potential for bias in mail out surveys.  A response rate of 60 to 80 per cent is
recommended to minimise problems with sample selection bias. 
5.  Other Aspects of the Analysis.  Surveys should be conducted on a professional basis.
The best option for the payment method or vehicle must be considered.  WTP
questions are recommended due to the difficulty of WTA.  Refusals should be
documented, analysed and explained.  Statistics must have reasonable explanatory
power and significant coefficients with expected signs.  Discrete choice questionnaires
are recommended rather than open-ended survey questions. 
6.  Reliability of Results.  Economic value on a per-capita basis should be subjected to
simple reality checks as to plausibility.  Both mean and median WTP should be
reported.   
Source:  Adapted from Carson (2000) and Arrow et al. (1993)  Chapter Two: Valuing the Environment 
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Bias in Stated Preference Methods 
The most significant problem identified 
with stated preference methods is that of 
bias.  Bias can originate from a number of 
sources.  The most serious problem is 
hypothetical bias, where respondents have 
little knowledge or information about a 
resource and hence are attempting to value 
something they understand poorly.  For 
example, while it is possible to ask people 
how much revegetating degraded areas is 
worth to them, as no market exists for 
revegetation it is impossible for people to 
find out what others think before they 
express an opinion.  When buying a car, 
however, it is normal to visit car yards 
before deciding how much a car is worth.  
The lack of market experience is a critical 
problem associated with valuations of 
natural resources, and many people refuse 
to respond to CV questions for this reason.    
Good use of debriefing questions can 
allow an analyst to explore issues related 
with don’t know responses but the 
question of how much information to 
supply each respondent remains an open 
question. 
The second serious bias associated with   
CV is strategic bias.  Strategic bias arises 
because of the nature of decision making 
processes.  A respondent may be 
concerned that if they respond positively 
they may be actually made to pay for a 
benefit which until the survey they had 
received for nothing. Alternatively, they 
may offer to pay a very high price in the 
hope that their response will influence the 
outcome in favour of the 
environment (Mitchell and Carson 1989).  
A further problem identified with CV is 
that of embedding effects.  In a number of 
studies it has been discovered that 
respondents are willing to pay the same 
amount for goods that: (i) differ in quality; 
and (ii) differ in amounts of the same good 
(Carson and Mitchell 1995 and Bennett, 
Morrison and Blamey 1998).  This clearly 
contradicts a fundamental tenet of 
economics which predicts that individuals 
should have a higher willingness to pay 
for more preferred goods, and that they 
will pay more for additional units of the 
good. Some critics argue that this reflects 
the fact that individual responses in these 
studies simply reflect the “warm glow” of 
giving, rather than proper valuation of the 
good in question. 
Another practical application problem of 
stated preference methods relates to results 
obtained from willingness to pay (WTP) 
and  willingness to accept (WTA). Under a 
WTP scenario, the implicit assumption is 
that the respondent has no right to the 
benefit and therefore must buy it.  Under a 
WTA scenario, the implicit assumption is 
that the respondent already owns the right 
to the benefit and, hence, has to be paid to 
give it up.  Under some versions of 
economic theory, there should be no 
difference between the two measures.   
Some people are of the view that only 
WTP should be estimated (see 
Textbox 2.3).  Others are of the view that 
when trying to values losses in 
environmental amenity, etc., WTA is the 
correct measure as this indicates how 
much compensation is required. 
In reality, WTA and WTP figures vary 
considerably, with WTA values usually 
considerably larger than WTP figures.  To 
understand why, it is important to consider 
what WTP of an individual for a good or 
service reflects.  WTP indicates a person’s 
tastes, preferences and income.   Chapter Two: Valuing the Environment 
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Sometimes, WTP for certain 
environmental goods can be affected by 
age, gender and education.  WTA is also 
affected by the same preferences, tastes 
and other influences.  However, unlike 
WTP, WTA is not constrained by income, 
therefore it is to be expected that WTA 
responses are usually higher than WTP 
responses for the same item.   
Psychological factors also suggest reasons 
for the difference between WTA and 
WTP.   It is suggested that WTA is higher 
than WTP because of ‘loss aversion’, 
where individuals value a given reduction 
in entitlements more highly than an 
equivalent increase in entitlements 
(Hanley and Spash, 1994). As indicated 
later in this chapter, WTA may also be the 
more appropriate measure when cultural 
and/or indigenous rights issues are 
involved. 
Because of problems inherent with CV, 
many researchers have focussed attention 
on alternative stated preference techniques 
such as choice modelling and conjoint 
analysis.  For the latest research on choice 
modelling and conjoint analysis see Rolfe 
and Bennett (2000) and Farber and Griner 
(2000) respectively.  Figure 2.1 provides a 
useful classification of recent advice on 
the appropriateness of willingness to pay 
and accept methodologies. 
Ethical Objections 
Many ecologists and philosophers (plus 
some economists) object to the assignment 
of values to the environment for three 
main reasons.  
Firstly, there is limited relevance of 
consumer sovereignty.  Market prices 
reflect the prices that individual 
consumers are willing and able to pay. 
This assumes that aggregate value is 
measured by summing individual values.  
In practice, however, many decisions are 
made by people acting as citizens.  The 
suggestion is that community values 
should dominate individual ones and be 
assessed by political, not economic 
processes. 
Secondly, there is always imperfect 
information. Many ecologists are puzzled 
that whilst it is unknown which species 
play a redundant role and which play a 
keystone role in most ecosystems, many 
economic studies appear to assume that 
consumers, aided by the market place, can 
correctly place a value on various species, 
etc., even though many respondents could 
not even identify them. Moreover, they are 
quick to point out that consumer values 
are influenced by advertising, rarity, size, 
‘warm, fuzzy qualities’ and the vividness 
of species.  Little consumer value is 
attached to ecosystem importance.  In 
Chapter 6 one solution to this problem –
 the use of citizens juries – is summarised. 
Thirdly, there are equity and moral 
considerations.  For many people, the 
assignment of economic values to many 
community goods seems to ignore 
important equity and moral considerations. 
Economic/monetary values are influenced 
by the distribution of wealth and it is 
assumed that all things are tradeable and 
that nothing is absolute. That being so, it is 
possible to envisage a range of possible 
alternative wealth distributions and, hence, 
a range of possible alternative valuations. 
Some feel that a valuation based on a more 
equitable wealth/income distribution is 
more valid. Chapter Two: Valuing the Environment 
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Many people believe that it is morally 
wrong to value the ecological attributes of 
a resource, as valuation implies that these 
attributes are only of relative and not 
absolute importance. They believe that 
ecological considerations, such as the 
maintenance of ecological integrity, are of 
such fundamental importance to future 
generations that they should never be 
compromised – no matter how large any 
assessment of the economic benefits of 
changing an ecosystem may be. This 
emphasises the point that moral or ethical 
constraints to a policy prescription must 
always be recognised and acknowledged. 
  Holland (1995) suggested that CV asks 
''queer' questions in relation to 
environmental goods.  He addressed the 
issue in terms of asking people the 
question ‘how much would you pay to see 
hanging retained/abolished?’  On the face 
of it, people may think trading in their 
principles in this way is inappropriate and 
even morally disreputable.  Holland dealt 
with the issue of embedding bias by 
referring to the same example: he suggests 
that people would not pay more to prevent 
20 people being hanged than to prevent 
one person from dying.  A single hanging 
is not viewed as an item subject to 
independent evaluation and nor can it be 
aggregated. The conclusion suggested is 
that environmental goods fall into the 
same moral category as issues about 
hanging people, hence it is inappropriate 
to attach a value to them. 
One pragmatic approach to these moral 
objections is to limit the use of valuation 
techniques to alternatives that are 
tradeable.  Moral issues are set up as non-
Figure 2.1. Techniques to value the environment (Pearce and Seccombe-Hett 2000, p1420). 
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tradeable and non-negotiable standards or 
constraints. 
How Useful is Environmental Valuation 
for Decision Making? 
There are two aspects to assessing how 
useful environmental valuation is in 
decision making.  The first issue is how 
can environmental valuation be used?   
Secondly, to what extent  can we have 
confidence in the estimates of 
environmental valuation? 
Uses of Environmental Valuation 
There are a number of potential uses of 
environmental valuation for decision 
making.  Pearce and Seccombe-Hett 
(2000) identify seven key uses: 
1. Benefit cost analysis (BCA) of 
Projects.  Valuing the benefits/costs 
derived from changes in projects 
including environmental assets. 
2.  BCA of Policies. Valuing the 
benefits/costs derived from changes in 
environmental regulations. 
3.  Pricing Policy.  Estimating willingness 
to pay helps design pricing policies for 
access to various natural resources. 
4.  Design of Environmental Taxes.   
Estimating the cost of environmental 
damage to allow a direct application 
of the polluter pays principle through 
taxes. 
5.  National Accounting.  Calculating the 
monetary value of damage to our 
natural resources from production 
activity and modifying the nation’s 
gross domestic product. 
6.  As a Management Tool.  Consumer 
willingness to pay for resources can be 
used to help manage individual 
attributes of natural resources. 
7.  As a Participatory Exercise.   
Valuation involves people in the 
decision making process. 
Environmental valuation has 
predominantly been used for BCA, 
environmental tax design and national 
accounting purposes in Europe and 
Australia.  
Assessing the Validity of Environmental 
Valuation 
Given the problems discussed previously, 
how useful and valid are values derived 
from environmental valuation techniques? 
Hanley and Spash (1994) identify three 
main factors that might be considered as 
determining credibility of environmental 
values from various studies: 
•  repeatability of results; 
•  validity of results; and 
•  esteem of methodology. 
Repeatability is where the results of one 
method can be replicated over a number of 
trials.  Hanley and Spash (1994) 
summarise a number of studies that 
provide strong evidence for the 
repeatability of results from trials of 
similar resource use/values. 
The research on validity of environmental 
valuation is far from over but a number of 
studies have found that, when correctly 
applied, these techniques can make a 
useful contribution to decision making 
processes (see for example, Lindsay and 
Damania 2000, Hanley and Spash 1994 
and Randall 1997).  Bennett et al. (1998) 
provide an Australian review of the 
validity of responses to contingent Chapter Two: Valuing the Environment 
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valuation questioning for various natural 
resources. 
The validity of environmental valuation 
can be assessed somewhat by considering 
the type of natural resource in question. 
Natural resources which people use 
directly and/or have familiarity with are 
more easily valued than other resources. 
Survey respondents will be likely to 
provide more meaningful responses when 
they have familiarity with the resource 
studied. Examples of such resources 
include forests, fisheries, wetlands, lakes, 
significant natural features and nature 
reserves.   On the other hand, ecosystems 
and biodiversity are two issues that are 
extremely difficult to measure.   
Environmental valuation only considers 
resources that are used in some way by 
humans.  If there is an element of a natural 
capital stock that is not known about, then 
it is difficult for individuals to have any 
preferences about that resource.  
Additional Economic Environmental 
Valuation Methods 
The application of environmental 
valuation techniques is expensive; it can 
consume large amounts of time and 
resources.  Although many projects may 
have a number of unpriced benefits and 
costs associated with them, a choice needs 
to be made on when and how values are 
attributed to the environment.  Such 
unpriced benefits or costs are referred to 
as externalities. A first best policy is 
always to try and accurately estimate the 
value of all externalities, but in reality this 
is rarely possible. It is possible to conduct 
rapid appraisal method on whether or not 
to go ahead with detailed analysis and if 
so, what type of analysis.  Rapid appraisal 
advises on what facts are not worth 
knowing and provides information on 
orders of magnitude and direction of 
change rather than precise data. 
The decision on how to place values on 
non market benefits in BCAs should 
depend critically on two things: 
•  the size of the proposed project; and 
•  the perceived environmental benefits 
and costs.   
The project must first be of a sufficient 
size to warrant the expenditure on an 
analysis to estimate various unpriced 
benefits and costs.  
Second, there must be a perception that 
there are significant and/or valuable non 
market/environmental attributes that 
would be harmed or improved as a result 
of the project. If obtaining information 
through environmental modelling 
techniques outweighs the associated costs 
(taking into consideration the uncertainty 
of the estimates), then it is recommended 
that such analyses be conducted. 
In many situations it is inappropriate to try 
and attach consumer values to 
environmental goods, as mentioned 
previously.  Attempting to value the 
ecological value of a resource may be one 
such example, and another may be where 
consumers know very little about the 
resource. At other times, environmental 
valuation may be an expensive option to 
undertake. If the type of good being 
valued is impossible to measure, or if 
funds, time or information are inadequate, 
a form of benefits transfer or the threshold 
approach may be applicable for placing 




Benefits transfer involves the transfer of 
environmental values from one study to 
another.  Transferring values is only valid 
if four criteria are met before values are 
transferred: 
•  the primary study cannot be 
fundamentally flawed; 
•  the study site and the policy site need 
to be similar; 
•  the environmental change at the policy 
site needs to be similar to the 
environmental change at the study 
site; and 
•  the socio economic characteristics of 
the populations affected by the 
environmental changes at the two sites 
needs to be similar.  
If these conditions are not satisfied then 
benefits transfer should not be applied. 
The NSW Environmental Protection 
Authority maintains an excellent database 
that can be used to determine whether or 
not data suitable for use in a different 
situation has been collected.  The data 
base can be examined at 
"http://www.epa.nsw.gov.au/envalue". 
Threshold Approach  
If the previous two steps for non-market 
valuation have been considered and the 
methods found not to be viable, then the 
threshold value approach may be 
applicable.  This approach is utilised in the 
event where the benefit-cost ratio is less 
than 1 (so that the project for 
environmental improvements is not 
recommended to go ahead).  It provides a 
figure for what the minimum willingness 
to pay for the environmental benefits 
would need to be for the project to be 
justified.  This figure is then presented to 
the community/government and they are 
asked whether this figure seems 
reasonable given the presence of 
environmental improvements/costs. The 
decision is then made whether or not it is 
worthwhile going ahead with the project. 
Textbox 2.4 illustrates some issues to be 
aware of in environmental valuation.  
 
Cultural and Indigenous Environmental 
Values 
Pre-election opinion polls frequently rank 
the environment, cultural and indigenous 
issues as one of the top few election 
issues.  Many Australians see their cultural 
identity as being shaped by Australia's rich 
and diverse natural setting.  Others 
consider that it is impossible to separate 
cultural and land rights issues from 
questions about natural resource 
management. 
In this light, cultural considerations are 
paramount to developing effective and 
appropriate decision support techniques. 
But what forms of decision support are 
best able to incorporate cultural values? In 
the following sections we explore cultural 
issues surrounding environmental 
valuation and decision support.  
Conflict Between Indigenous and 
European Value Systems 
People have inhabited Australia for the 
past 50,000 years (Australian 
Commonwealth 1996). It was following 
the arrival of Europeans in 1788 that 
significant, widespread and permanent Chapter Two: Valuing the Environment 
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changes to natural resources began to 
emerge.  
The changes in NRM since 1788 partly 
resulted from the vastly different ways in 
which indigenous peoples and Europeans 
valued the Australian environment. 
Throughout the nineteenth century and 
most of the twentieth century Australian 
NRM was dominated by a desire for 
economic development. Decisions were 
taken to expand agriculture, remove native 
vegetation and to alter the natural flows of 
streams and rivers. Many large NRM 
projects undertaken during Australia's 
post-European history have helped provide 
the current prosperity which most 
Australians now enjoy.  
However, early approaches to NRM were 
in contrast to the Australian Aborigines 
and Torres Straight Islander's value 
systems. These indigenous communities 
valued the land for their day-to-day 
Textbox 2.4.   Implications of economic approaches to environmental valuation. 
 
•  Most valuation methods assume that $1 is worth the same to everybody in society. For
example, $1 received by an environmental group was the same as a $1 received by a polluting
company. 
•  The choice of the relevant population has a critical effect on total benefits.  For example,
consider a local revegetation strategy that has large passive values.  Over what population
should we apply the increase in passive values to?  Should we only consider the local
community?  What if other people outside the local community also receive increases in their
passive values, what do we do with them? If the catchment is of national significance and in
critical jeopardy, then an argument could be made that the values of everyone in the country
need to be considered.  Or, if the site is world heritage listed, do we consider values of people
from other countries?  The choice of population may be endless. In addition, the choice of
using a household, family or individual as a means of population will also have a significant
effect on the total benefits. 
•  People value gains and losses equally. WTP is generally obtained from environmental
valuation estimates as a proxy for WTA.  If gains and losses are not valued equally then the
estimate is likely to be biased. For example, for many people a $10,000 increase in annual
income is very different to a $10,000 fall in income. 
•  Values can be placed on all environmental goods. Environmental valuation tends to ignore
‘outliers’ or people who refuse to answer WTP questions because of their underlying
preferences and beliefs.  As such, environmental valuations may be undervalued. 
•  Social welfare is the sum of self expressed welfares of all individuals (there is no concept of
community). If the decision involves ‘citzenship’ considerations or attributes where people
of different wealth are given an equal vote, then additional or different information may be
required.  
 Chapter Two: Valuing the Environment 
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survival needs and its spiritual 
significance. Many of the values which 
indigenous people held have been 
permanently removed.  
The conflict between indigenous value 
systems and those held by a colonial 
power is not unique to Australia. Similar 
histories emerge from parts of Asia, Africa 
and North and South America.  
In more recent times there has been a 
cultural shift towards protecting the 
natural environment for its intrinsic value. 
There have also been moves to incorporate 
indigenous issues into NRM. Australian 
institutions, laws and social practices are 
continually evolving to incorporate 
indigenous issues. For example, the 
Australian National Strategy for 
Ecologically Sustainable Development 
(NSESD) recognises the importance of 
indigenous issues (see Textbox 2.5).  
What Aspects of the Environment do 
Australians Value? 
Since 1976, the Australian Heritage 
Commission has compiled a national 
register of culturally significant natural, 
historic,  and indigenous places. This list 
now contains over 12,000 entries. The 
criteria used to decide whether a place is 
recorded on the register include (AHC 
2000): 
•  its importance in the course, or 
pattern, of Australia's natural or 
cultural history;  
•  its possession of uncommon, rare or 
endangered aspects of Australia's 
natural or cultural history; 
Textbox 2.5. Requirements placed on government actions with respect to indigenous 
issues from the Australian National Strategy for Ecologically Sustainable Development 
(Australian Commonwealth 1992). Governments will: 
•  have regard to the traditional dependence by Australian Torres Straight and Islander (ATSI)
people on the management of renewable resources and ecosystems; 
•  encourage greater recognition of ATSI peoples' values, traditional knowledge and resource
management practices relevant to ecologically sustainable development;  
•  continue efforts to address ATSI employment concerns in natural resource based industries
which impact on their communities; 
•  undertake further work to examine the impacts of tourism on indigenous communities, and
seek to increase their involvement in this industry;  
•  promote better relations between mining, Aboriginal and government interests through a new
committee, which has been established by the National Council for Aboriginal Reconciliation
and includes representatives from each of these groups; 
•  ensure ATSI representation on the National Mining Roundtable being established by
Australian and New Zealand Minerals and Energy Council; and 
•  consider the Commonwealth proposal to negotiate cooperatively the development of
intergovernmental agreements on the assessment of Aboriginal heritage concerns related to
development projects. Chapter Two: Valuing the Environment 
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•  its potential to yield information that 
will contribute to an understanding of 
Australia's natural or cultural history; 
•  its importance in demonstrating the 
principal characteristics of  (i) a class 
of Australia's natural or cultural 
places; or (ii) a class of Australia's 
natural or cultural environments; 
•  its importance in exhibiting particular 
aesthetic characteristics valued by a 
community or cultural group;  
•  its importance in demonstrating a high 
degree of creative or technical 
achievement at a particular period; 
•  its strong or special associations with 
a particular community or cultural 
group for social, cultural or spiritual 
reasons; and 
•  its special association with the life or 
works of a person, or group of persons, 
of importance in Australia's natural or 
cultural history. 
Together, these criteria potentially include 
a large number of sites such as historical 
buildings, land marks, sacred sites, pristine 
natural environments and landscapes. The 
criteria illustrate the diversity of ways 
through which Australians obtain value 
from the environment.  
Can Cultural Values be Measured? 
In many societies there is a wide range of 
things that are of value but which many 
people on ethical grounds consider should 
not be valued.  As a general rule, decision 
support techniques are most appropriate 
for issues where there is potential for 
change in environmental quality.  This has 
already been raised as an issue the 
previous sections on economic techniques 
for non-market valuation.  The issue 
becomes even more complex and sensitive 
when indigenous issues must be 
considered simultaneously with 
environmental values. 
Throughout this report there are examples 
of where techniques such as BCA or 
multiple criteria analysis (MCA) have 
aggregated various types of information.   
The main problem is how one might 
incorporate the full importance to 
Aboriginal people of environmental 
resources.  One of the sources of difficulty 
is the significant difference between what 
Adamowicz et al. (1998) calls held values 
and assigned values. 
“Held” values are the ethical beliefs that 
individuals or groups share concerning 
how one should live one’s life. “Assigned” 
values are defined by the relative worth of 
things (Brown and Manfredo 1987).   Held 
values involve concepts that go well 
beyond the standard economic concept of 
a good that can be exchanged or traded.  
Held values tend to be relatively stable 
over time but assigned values reflect 
adaptations to changing conditions.   
When objects, practices or places are 
considered sacred, revered or taboo 
conventional decision support techniques 
have little application. Typically, held 
values are sacrosanct and non-negotiable. 
They are not considered tradeable. No 
monetary amount or preference rankings 
cannot be assigned. For example, a 
traditional Navaho Indian who considers a 
certain piece of ground as sacred or taboo 
will not enter that place for any amount of 
money, regardless of personal or family 
need.  This is similar to the Aboriginal 
notion of a sacred site.  Valuation 
techniques strike particular problems when Chapter Two: Valuing the Environment 
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only some members of a community 
consider an object or place to be sacred. 
Some goods, while retaining an element of 
sacredness, can be traded within limits or 
used.  These are often known as revered 
goods.  For such goods and services 
societies, some members of society may 
be willing to substitute benefits derived 
from using a resource for values which 
may be obtained from leaving a resource 
in its natural state.   The Skokomish tribe 
in North America, for example, uses 
natural resources such as water, clay, 
native plants and indigenous wildlife for 
both everyday activity and as the basis for 
ceremonies, rituals, history and everyday 
activities (Pavel et al. 1993). Decision 
support methodologies like BCA and 
MCA may assist with choices associated 
with the everyday dimension of these 
resources but are less appropriate when the 
decision may affect the sacred dimension 
of these same resources. 
Substitutablity 
The concept of value or welfare depends 
upon the degree to which people are 
willing to accept substitutes for a good.     
For held values, there is no substitute for a 
taboo good or service (ie it is impossible 
to establish a contingent market).   
Therefore, it may be impossible to elicit 
monetary, or to rank alternatives.  These 
types of goods (also called essential 
goods, Bockstael et al. 1991) may exist in 
all cultures but ethnographic evidence 
suggests they may be more common in 
indigenous cultures.    
In the case of revered goods, the 
substitutability issue is less clear.  For 
example, a natural resource, such as 
wildlife, may be respected but used for 
consumption, and there may be a 
contingent market that allows for value 
responses.   
Variations in the concept of property 
rights can also create problems,  especially 
when the decision involves different 
cultures.   In these situations, it may be 
totally inappropriate to use any decision 
support system that involves notions of 
trade-offs.  Indeed, there are both 
Australian and North American examples 
of cultures that do not recognise the notion 
of individual ownership and trade (see, for 
example, Pavel et al. 1993). If an 
indigenous individual is asked to respond 
to a valuation exercise that proposes a 
reduction in communal resources, there is 
an implicit assumption that communal 
resources can be alienated, or traded, to 
maximise individual well being.  
A more complex substitution issue that 
exists in indigenous cultures is the 
potential for partial substitution.   
Ethnographic evidence suggests that in 
some cultures, groups of goods are defined 
and trades (substitution) occurs within 
these groups and not between them (e.g. 
Bohannan 1955).  Figure 2.2 from 
Adamowicz  et al. (1998) illustrates this 
situation where there are three blocks of 
goods, X block, Y block and T block.   
Within the X block, substitution occurs 
and valuation of a change in one X good 
can be measured using amounts of another 
X good as the numeraire.  However, there 
are no trades between X goods and Y 
goods and one could not "value" a change 
in an X good using a Y good numeraire.  
The T block represents a taboo good and 
thus there is no trade between X and Y 
goods and the taboo good.  Valuation 
efforts that attempt to cross these Chapter Two: Valuing the Environment 
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boundaries will probably result in 
respondents protesting the question or 
providing answers that are difficult to 
interpret. In short, the question of whether 
or not a good is regarded as tradeable or 
not determines the range of techniques 
available to help a resource manager or 
community make a decision.  
Property Rights 
Another significant issue in designing and 
carrying out studies to support resource 
management decisions is the issue of 
property rights.  Where property rights are 
still being contested, choice of WTP or 
WTA methodologies sends very different 
signals and, if accepted as a concept is 
likely to produce very different answers 
(as discussed earlier). In order for a 
respondent to fathom the hypothetical 
property rights market being created as 
part of the valuation exercise, the 
community must be able to imagine:    
•  that the transfer of property rights 
could feasibly occur;  
•  how the transfer of property rights will 
affect the utility of the individual; and 
•  how that utility translates into some 
unit of currency.   
Any or all of these conditions could be 
violated.  In such situations, the 
respondent may find the property 
assignment difficult to comprehend, 
implausible, or simply undesirable.  The 
value generated by the valuation exercise, 
however, will depend on the presentation 
and acceptability of the property context.   
Another problem arises when or where 
individuals do not have a clear idea of how 
the proposed property right transfer will 
affect them.  For example, if respondents 
are used to thinking of property as a 
communal resource, the benefits of which 
are shared among the property holders, 
then they may not be able to think of 
Good T1 Good X1 Good X2 Good X3
Block T Block X
Block Y
Good Y1 Good Y2 Good Y3
Figure 2.2. A diagrammatic representation of the importance in understanding the 
limits on good substitution in deciding which techniques are appropriate to decisions 
that affect indigenous people (Adamowicz et al. 1998). Chapter Two: Valuing the Environment 
31 
changes in the terms of how they will be 
affected (Mitchell and Carson, 1989).   
Valuing Indigenous Choices 
An interdisciplinary body of research has 
been developing in Canada and the United 
States which may have relevance to 
Australian NRM. The research is 
motivated by the evolving institutional 
property rights.  An example in Canada is 
the Marshall case where the Supreme 
Court cases supported claims by first 
nations to resources such as the inshore 
fishery.  Similar cases have been 
supported by the courts with respect to 
hunting, fishing and logging.   
In developing countries, attempts to deal 
with the difficulties of aid delivery have 
motivated innovative means of engaging 
communities in dialogue.  These 
techniques, called participatory research 
methods, are now being adopted as part of 
an economic research program for cross 
cultural research.  These techniques and 
approaches may be of interest to resource 
managers in Australia.  
Since the original attempt at valuing 
recreation by Hotelling (1947), methods 
have evolved to the point where they may 
play prominent roles in resource 
management decisions.  Currently these 
methods are being used cross-culturally 
(Brisco  et al. 1990; Whittington et al. 
1990; Whittington, Lauria, and Mu, 1991; 
Whittington et al. 1992; Boadu, 1992).  At 
issue is the extent to which these 
approaches are useful in obtaining 
information that may lead to the resolution 
of resource management issues which 
arise from interactions between cultures.   
Of particular concern to researchers of 
environmental valuation are how 
communities assign values with respect to 
resources as measured in non-market 
studies.  As changes in quality and/or 
quantity of natural resources occur, it is 
assumed there will be a corresponding 
change in the monetary or other currency 
value that members of a particular group 
will assign to them.  The resulting 
assigned values will alter the social 
welfare of members of the specific group, 
either positively or negatively. Two 
examples may help to illustrate the 
difficulties in non-market valuation on 
cross cultural basis.  
In the first example, Hatton MacDonald et 
al. (1998) designed a contingent valuation 
study to test some of propositions 
concerning how first nations people in 
Canada value a natural resource.  The 
study was designed to test whether there 
were significant differences in assigned 
values as shown by WTP questions 
concerning the restoration of a fishery.  A 
central feature of the study was the careful 
consideration to the cultural context, 
property rights and views about how 
decisions should be made (ie. decisions 
made by group versus individual 
sovereignty with a referendum).    
The first significant finding of the study 
was that both the first nation respondents 
and the Euro-Canadian respondents 
favoured a group decision making process 
as opposed to the referendum generally 
used in CV studies.  The second finding 
was that there were significant differences 
in how the resource was valued.  The first 
nations placed a much lower value on the 
restoration of the resource.  Debriefing 
questions revealed that this difference may 
be due to beliefs about whom is 
responsible for restoration and/or basic Chapter Two: Valuing the Environment 
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differences in ways that the two groups 
value the same resource. 
A second example from Zimbabwe 
concerning the use of fuelwood may help 
to illustrate how community involvement 
can assist resource manager to frame their 
questions in ways that are relevant to local 
indigenous people. Hatton MacDonald and 
Weber (1998) describe a process of 
participatory exercises for ascertaining the 
important resources in an area of 
northeastern Zimbabwe.  Through 
discussions with local women it became 
clear that good fuelwood trees were 
becoming scarce in certain areas and how 
granite mining was threatening to close a 
collection site completely.   This lead to 
questions about how the use value of these 
sites could be valued given that fuelwood 
is not sold and labour markets are not well 
functioning.   
Again through discussions with local 
women it became clear that caloric 
expenditures might represent the hidden 
costs of effort for these women.  This is 
precisely the type of cost that might be 
missed in a BCA of granite mining in the 
area.  Hatton MacDonald (1998) reports 
that the closure of some sites in the 
Mutoko Communal area in northeastern 
Zimbabwe may result in small caloric cost 
on average,  but for some households the 
closure of a site may represent a caloric 
cost equivalent to 10% of a woman’s daily 
calorie intake.  
How Can Decision Support Incorporate 
Cultural Values? 
This question remains largely unanswered. 
As yet there has been very little research 
into how techniques of decision support 
can be applied in particular cultural 
settings. For example, how might 
indigenous Aboriginal and Torres Straight 
Islander people react to a CV or choice 
modelling approach to a decision of 
importance to them?  Would they consider 
it a useful input? If not, how could the 
technique be modified to suit their 
particular requirements?  
Clearly, answers to these types of 
questions must be sought in order to 
deliver NRM suited to all sections of 
Australian society. Research projects 
could be held with indigenous 
communities to see how they respond to 
the various forms of NRM decision 
support proposed in this chapter.  
 
Summary and Conclusion 
All decision support techniques are reliant 
upon some form of environmental 
valuation. Choosing a valuation approach 
involves a complex philosophical 
dilemma. People derive value from the 
environment in markedly different ways. 
Whilst a particular valuation technique 
might be considered suitable by one 
societal group another group may find the 
same technique morally unacceptable.  
The research that will help NRM 
practitioners adopt valuation and decision 
support techniques appropriate to 
community needs has not yet been 
undertaken. We still do not know which 
methods are most appropriate for certain 
social groups or how existing methods 
need to be changed.  Chapter Three: Benefit Cost Analysis 
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BENEFIT COST ANALYSIS 
Benefit cost analysis (BCA) is one of the 
most commonly applied project appraisal 
techniques. Many government bodies and 
organisations require BCA as part of 
project evaluation and decision making 
processes. The widespread application of 
BCA has generated much research and 
debate about how it influences decision 
outcomes. This chapter explores the major 
issues relating to application of BCA in 
NRM.  
What is BCA? 
BCA seeks to determine whether a 
community’s welfare will be improved as a 
result of a project or policy change.  Where 
possible, all the benefits and costs of the 
project are expressed in monetary terms so 
that they can be compared. BCA can help 
identify the relevant alternatives to a 
project, provide an indication of the 
soundness of public investment and help 
identify the most efficient investment 
choice. It also suggests the appropriate 
scale and timing for particular programs. 
BCA can be applied to a wide range of 
goods such as the environment, health 
issues, education, research and production 
issues. There is no precise line of 
demarcation in terms of how a BCA should 
be defined.  It is impossible to try to reduce 
all values in society to a monetary value.  
It is important to consider that BCA is not a 
tool to develop values.  It cannot tell us 
what is the ‘right thing to do’, and it is of 
no use in setting values in a society.  It 
primarily provides information on the 
relative merits of a decision using values 
revealed by market and near market 
processes.  The results of a BCA do not 
decide the final decision, the community 
does.  Although equal weight is given to all 
values in a BCA, public policy decides 
whether to ignore certain values or give 
greater weight to other values when a 
community decision is made.  BCA does 
not clarify social goals – it merely helps us 
to achieve those goals more efficiently.  If 
arguments are about goals, then there is not 
much of a role for BCA.  
Financial Versus Economic Analysis 
One must be careful about what is 
considered to be ‘economic’ and what is 
considered to be ‘financial’. Financial 
analysis focuses on the interests of 
individuals directly involved in a project.  It 
focuses on the question of whether or not 
whether or not it is likely to be 
commercially profitable. A financial 
appraisal looks at what is the net benefit 
from a decision to an individual person, 
firm or organisation.  It does not consider 
outside effects of that decision that may 
occur.  
BCA considers the wider effects on the 
economy, the environment and society. For 
example, the effects on adjoining farms, on 
biodiversity values and animals (both farm 
and off-farm), and on waterways might be 
examined.    
Textbox 3.1 provides a useful check-list to 
identify and distinguish between financial 
and BCA analyses. 
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BCA evaluation 
All BCA – as the name suggests – compare 
costs with benefits.  As these costs and 
benefits are distributed across time in 
various arrangements, the first step in any 
analysis is to discount the stream of costs 
and benefits back to a single number.  The 
number used is the amount of money which 
is equivalent to that which if invested at the 
discount rate chosen could be managed to 
produce the same stream of benefits or 
costs.  This is known as the Present 
Value  (PV).  Rather than quantifying 
everything, it is usual to compare a “with 
project” scenario with a “without project” 
scenario. Three common indicators of 
expected project performance are used in 
BCA, namely: 
•  Benefit cost ratio (BCR);  
•  Net present value (NPV); and 
•  Internal rate of return (IRR). 
Textbox 3.1. A comparison between Financial analysis and Economic analysis. 
Item  Financial Analysis  Economic Analysis 
Purpose of analysis  Indicate profit to the 
individual, firm or household   
Indicate economic value to 
society as a whole 
Overall Goal  Increase financial welfare to 
individual(s) or a firm 
Increase economic welfare to 
society as a whole 
Concept of 
improvement 
Net benefit to the individual 
firm or individual household 
Net benefit to society as a whole 
Changes in benefit  Include those which accrue to 
individual 
Include all irrespective of how 
they are distributed 
Changes in cost  Include those borne by the 
individual 
Include all irrespective of how 
they are distributed 




Include as a benefit  Exclude if input displaces existing 
inputs 
Government costs  Exclude (except for financial 
analysis for government) 
Include 
Externalities Exclude  Include 
Secondary benefits 
and costs 
Exclude  Include when appropriate  
Unpriced benefits and 
costs 
Exclude Include 
     Source: Adapted from Sinden and Thampapillai (1995) Chapter Three: Benefit Cost Analysis 
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The BCR is calculated in the following 
way: 
PV(With Project – W/O Project scenario benefits) 
PV (With Project – W/O Project scenario costs) 
A BCR greater than 1.0 indicates that the 
benefits from undertaking a project will be 
greater than the costs.  A BCR less than 1.0 
indicates that project benefits will be less 
than their cost.  That is, if the BCR is less 
than one, the project will produce a net 
economic loss. 
Net present value (NPV) is the value of an 
investment which if made at the discount 
rate could produce the same net income 
stream as the project.  If the NPV is 
positive and all assumptions are valid then 
more money can be made by undertaking 
the project than investing the same money 
at the discount rate.  
Note, discounting is different to adjusting 
for inflation.  See section on Market Prices, 
Preferences and Legal Standing for further 
comment.  Usually, the time period 
generally used in BCA is twenty years.   
When longer effects are relevant, project 
terminal values can be estimated.   
Discounting is used because a dollar 
available for spending (or investing) today 
is more valuable than a dollar that won’t 
become available until a later period. 
The internal rate of return  (IRR) is the 
discount rate at which the present value of 
benefits equals the present value of costs.  
Or, alternatively, it is the rate at which the 
NPV is zero.  
Cost Effectiveness Analysis 
BCA is often not possible to undertake 
given the nature of the project under 
valuation, ie  projects that represent pure 
public goods or gains in human lives can be 
very difficult to value correctly.  In other 
cases the time scale and budget precludes 
the benefits from being properly evaluated.  
When BCA is not possible to undertake, a 
variation of BCA, cost-effectiveness 
analysis (CEA), can take its place.   
CEA can be used to find the least cost 
means to meet a conservation objective or 
biological standard using a single measure 
of effect.  Items are not measured in 
monetary terms, they are measured in units 
relevant to the project, such as the hectares 
of land rehabilitated.  CEA will only 
provide results that indicate whether an 
activity is being undertaken at least cost. 
  CEA is regularly used in fields such as 
environment, defence and public health.   
For example, CEA would be used for air 
quality projects if the minimum standard 
for air quality had already been derived but 
a choice had to be made between various 
approaches that give rise to different costs. 
History 
The first advocate of BCA was Albert 
Gallatin in 1808 who recommended that 
cost and benefits be compared in water-
related projects (Hanley and Spash 1994).  
At a governmental level it was the United 
States which first took an interest in the 
economic justification of public works.   
The use of BCA was fuelled by three main 
developments in the United States. The rise 
of progressiveness in the late nineteenth 
century meant that government could be 
separated into a realm of value-laden 
politics and administrative expertise based 
on scientific principles.  In  1936, the 
government ordered agencies to compare Chapter Three: Benefit Cost Analysis 
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costs and benefits of projects. In addition, 
the development of modern welfare 
economics gave economists tools with 
which to apply their trade (Adler and 
Posner 1999).   
In Australia, the first comprehensive BCA 
was used to assess a flood mitigation 
scheme in Launceston, Tasmania in 1956.  
The Bureau of Agricultural Economics 
completed a number of other BCAs from 
1963 to 1965 (Sinden and Thampapillai 
1995). BCA has been used extensively by 
Commonwealth and various state 
government agencies to evaluate resource 
management projects.  Examples include 
the evaluation of the Salinity Management 
Plans completed in Victoria in the late 
1980s and early 1990s.  At the 
Commonwealth level, National Heritage 
Trust guidelines for funding under the 
MD2001 program require the completion of 
a BCA for implementation and major 
infrastructure projects.  It is also a 
requirement for projects submitted for 
funding through the ‘Accelerated Regional 
Implementation of On-ground Works’ 
programme conducted by the South 
Australian government over recent years.   
In the last example, BCA was also used to 
identify the distribution of benefits amongst 
the main beneficiary groups as a starting 
point for negotiations about cost-sharing 
payments. 
The widespread and diverse use of BCA in 
Australia is governed by specific guidelines 
from state governments and federal 
government departments. 
Welfare Economics and BCA 
BCA has a strong foundation and history in 
welfare economics.  Some classic welfare 
economics texts include Boadway and 
Bruce (1984) and Just et al. (1982). Welfare 
economics assumes that: (i) people are the 
best judge of their own welfare; and (ii) 
social welfare is the sum of all individual 
welfare. BCA is based on very similar 
premises.  
The founder of modern welfare economics,  
Vilfredo Pareto, considered the 
consequences of policy decisions for 
society.   Kaldor and Hicks built on 
Pareto’s research and as a consequence 
there are a number of ways economic 
policy decisions can be classified:  
•  Pareto Improvement:  Where no one 
can be made better off without making 
someone else worse off.  In reality, it is 
unlikely that this condition will be met.   
•  Compensated Pareto Improvement: A 
project is desirable if the people who 
profit from the project can (and do) 
overcompensate those who lose from 
the action.  However, rarely does 
complete compensation take place. 
•  Potential Compensated Pareto 
Improvement:  A policy is a potential 
Pareto improvement if the winners 
could overcompensate the losers.  
Most BCA only ask the question could the 
revenue arising from the project be used 
potentially to compensate losers? Rarely is 
any compensation paid, and when 
compensation is paid it usually does not 
cover the losers total losses.  This result is 
one of the reasons for concerns for the 
morality of much BCA.  Is it good enough 
to state that the losers could be 
compensated for the losses by the winners, 
when in reality no compensation is paid? 
These questions prompt a need for further Chapter Three: Benefit Cost Analysis 
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research into compensation in policy 
decisions. 
How to Conduct BCA - Guiding 
Principles and Key Assumptions 
Textbox  3.2 lists guidelines for BCA. For 
further information about the BCA process, 
the Department of Finance (1991) provides 
detailed guidelines. Most States and 
Territory governments publish their own 
guidelines on BCA. 
Stages in Conducting BCAs 
The seven stages for conducting BCAs are:  
•  Stage One: Define the allocation of 
resources being proposed and the 
population that will be affected.  
•  Stage Two: Establish the counterfactual 
scenario, identify all the potential 
impacts arising from the project, and 
include an estimate of the resources 
required.  
•  Stage Three: Identify net benefits and 
costs (and to whom they accrue), and if 
they are priced or unpriced goods and 
services.  Decide what method (if any) 
to use for unpriced non-market values. 
•  Stage Four: Identify the change in 
physical quantities of various benefits 
and costs. 
•  Stage Five: Quantify all relevant 
benefits and costs, (apply shadow 
prices if necessary). It is also important 
to provide an assessment on any 
benefits or costs that were not possible 
to price. 
•  Stage Six: Decide on discount rate, 
develop  spreadsheet model, run 
spreadsheet model (with discounting) 
and determine base case results. 
•  Stage Seven: Perform sensitivity 
analysis on critical assumptions used in 
the BCA.   
Opportunity Cost 
BCA values benefits and costs at their 
opportunity cost. The notion of opportunity 
cost underpins the whole concept of BCA. 
Costs  are valued at the amount that it could 
be used in alternative uses.  For example, 
what is actually foregone by choosing a 
particular alternative?  If markets are fully 
competitive, then costs and benefits are 
equated with their opportunity costs.  BCA 
is oriented towards present and future 
values, and not past costs.    In practice, 
valuing goods at their opportunity cost is a 
difficult process and a source of concern for 
practitioners. 
With and Without Project Scenarios 
A ‘without project’ scenario is what would 
happen if the project did not go ahead.  The 
net benefits from the project are then 
compared to the net benefits of not going 
ahead with the project.  The without project 
scenario is often called the ‘counterfactual.’ 
A comparison of the ‘with project’ scenario 
to a ‘do nothing’ rather than ‘without 
project’ scenario will lead to an over-
estimation of project benefits.  The reason 
for this is that a ‘do nothing’ scenario 
implicitly assumes that the private party 
involved will take no action to offset the 
costs involved if the project proposed did 
not go ahead.  This is generally not the 
case; usually some action would be taken. Chapter Three: Benefit Cost Analysis 
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 Discounting 
Commonwealth guidelines for BCA 
(Department of Finance 1991) recommend 
a standard discount rate of 8% in the 
absence of project-specific discount rates, 
to be applied to a time period of twenty 
years (plus terminal value).  The 8% 
consists of a margin of 3% on top of a real 
risk free rate of 5%. Risk free rates are the 
rates to use if streams of uncertain benefits 
and costs have been adjusted for the cost of 
risk-bearing to risk-averse individuals.   
The increasing importance of climate 
change issues has reignited the debate on 
discounting.  Typically, people are quite 
comfortable about discounting over short 
periods but become concerned about the 
Textbox 3.2. Guidelines for benefit-cost analyses. 
Issue Good/Improved  Practice 
Problem  A clear statement of the problem to be addressed by regulation. 
Without Project 
Scenario 
A logical and consistent definition of without project scenario conditions. 
Alternatives  Identification and at least some assessment of a range of alternatives, not 
just one preferred or ‘mandatory’ alternative. 
Integration  Provide information on the real ‘drivers’ of benefits and costs in their 
natural units of measurement such as:  sickness cases avoided, recreational 
visits, tonnes of pollution emitted, etc.. 
Valuation  Treatment of benefits and costs with attention to direct and indirect effects 
and monetisation of benefits and costs to the greatest extent possible using 
consistent valuation rules. 
Equity  Some discussion on the incidence of benefits and costs and their 
implications for equity concerns. 




Assessment of potential uncertainties and biases in the analysis.  Perform 
sensitivity analysis on all uncertainties, discount rates, and other key 
assumptions. 
Discounting  Consistent and logical procedures for discounting benefits and costs. 
Communication  Presentation of the analysis is an standardised format, as transparently as 
possible, with a table at least summarising categories of impacts and 
monetised values. 
Early Start  Initiation of the analysis at the start of the rulemaking process or 
legislative deliberations to inform option development. 
Value of 
information 
Early (informal) identification of those decisions that might change as a 
result of benefit cost studies. 
Participation  Identification of the key non-governmental stakeholders in a prospective 
regulation or law, with the assessment process made more transparent and 
accessible to them by inviting their contributions to it. 
Review  Provision for an ongoing inter-agency process for economic analyses of 
major rules, to ensure consistency in basic assumptions and methodologies 
and an internal check on quality control.  Consider external review. 
  Source: Farrow and Toman (1998) Chapter Three: Benefit Cost Analysis 
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way discounting makes consideration of 
long term issues largely irrelevant.     
Remedial efforts to reduce the global 
warming effect represent large costs in the 
short term for uncertain future benefits to 
people not yet born.  
The rate of discount is the percentage rate 
of compound interest at which future 
benefits and costs are adjusted to their 
equivalent present-day values in the BCA.  
Discounting is said to be necessary for two 
main reasons. Firstly, people are typically 
impatient.  They prefer to have 
consumption sooner than later.  This is 
known as the time preference argument.   
The time preference of an individual is 
influenced by many factors, including the 
individual’s attitudes to risk, their 
preferences, gender, age, family and 
education.  
Secondly, benefits and costs are discounted 
because capital is productive.  Investing 
more in the present will yield greater 
consumption in the future.  As a society we 
will invest if the potential future benefits 
outweigh our desire for consumption in the 
present.   Investing in public funds means 
that there is also an opportunity cost in 
terms of projects foregone and an adverse 
effect on private investment (for further 
explanation see McTaggert et al. 1996, p. 
782). 
Many economists suggest that the social 
discount rate (which BCA uses) may be 
considerably lower than the private 
discount rate, because society can be risk 
neutral. 
In a classic paper that compares social and 
market discount rates Sen (1967) draws 
attention to several common criticisms for 
discounting:   
1.  Discounting immoral because it values 
lives and people living in different time 
periods differently 
2.  Discounting allows people to impose 
costs on future generations without 
guaranteeing them equivalent benefits; 
3.  Discounting disadvantages long term 
environmental projects 
Discussing the first criticism,   
Stockes (1992, p. 1284) stated:  “I hold no 
greater grief for people who will die 100 
years from now from global warming than 
for people who will die tomorrow from bad 
water". Public decision makers often share 
this reluctance to discount future lives 
saved.  As distasteful as this discounting 
process seems, research by Cropper et al. 
(1994) confirmed that people do discount 
lives saved in the future, as well as 
discriminating between saving younger and 
older lives.   
Discount rates are often blamed for 
disadvantaging environmental projects 
which typically have slow production 
times.  It is often not realised, however both 
high and low rates of discount can favour 
conservation of the environment. High 
discount rates tend to stop development in 
marginal areas while low discount rates 
encourage long term projects  (see Hanley 
and Spash 1994 for further detail).    
Another objection to discounting involves 
the belief that future generations will suffer 
from market determined discount rates 
because: (i) discount rates are based on 
current generation preferences and/or 
capital productivity, and (ii) projects that 
have catastrophic future effects. As a 
consequence, zero discount rates are often 
proposed for BCAs that include Chapter Three: Benefit Cost Analysis 
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environmental considerations.   But, future 
generational values are not completely 
absent as existing preferences take into 
account future generations’ interests with 
‘overlapping utility functions’. Our welfare 
today includes to some extent the welfare of 
our children and grandchildren.  Arrow and 
Fisher (1974) addressed the issue of 
catastrophic future events by arguing that it 
is ‘expected’ discounted net benefits that 
should be included in the BCA.  Including 
expectations addresses issues of uncertainty 
and irreversibility and most likely leads to a 
higher frequency of project rejection or 
postponement than traditional BCA 
methods, at least until greater information is 
available. 
An excellent review and the latest research 
on discounting by Portney and Weyant 
(1999) unanimously agreed that it is 
appropriate and essential to discount future 
benefits and costs for public decisions at 
some constant, positive rate (lower than the 
private discount rate) for time periods up to 
forty years.  
However, some environmental BCAs 
involve a much longer time frame, and this 
is where discounting becomes a 
controversial issue. Some economists 
suggest differing discount rates depending 
on the period over which they are 
calculating net social benefits.  The longer 
the time period before effects are felt, the 
lower the implicit discount rate used. 
However, this can lead to time inconsistent 
decisions (Cropper and Laibson 1999). 
Simply using zero or negative discount 
rates in BCA would not necessarily lead to 
‘sustainable’ futures, and it is suggested 
that alternative solutions are needed. A first 
best solution is to allow prices of 
environmental goods to change through 
time.  Allowing prices to increase 
considerably over the time period studied 
could reflect a number of influences, such 
as the asset’s growing scarcity, or changes 
in people’s preferences, incomes and other 
socio-economic characteristics.   
Markandya and Pearce (1987) suggest 
using a ‘sustainability criterion’ as an 
alternative to adjusting discount rates, 
whereby programs of investment are 
constrained not to decrease overall 
environmental equality.  See Pires (1998) 
for the latest research on using a 
‘sustainability criterion’.  Other solutions 
may be to increase investment in research 
and development to help offset any 
potentially negative future events, or 
provide compensation for future 
generations.  Performing sensitivity 
analysis on all key assumptions (such as 
discount rates and values of environmental 
goods) to provide greater information to 
decision makers is also a desirable practise. 
The importance of community debate 
cannot be underestimated.  Transferring 
resources from the present generation to 
future generations is an ethical issue.   
Arguments over the discount rate will not 
remove the need for this judgement to be 
made by society.   
Market Prices, Preferences and Legal 
Standing 
BCA calculations are based on market 
prices.  Before costs and benefits are 
summed and discounted to yield a present 
value figure, an allowance has to be made 
for price inflation over the time period 
studied.  Prices can be in real or nominal 
terms.  Nominal prices are the prices Chapter Three: Benefit Cost Analysis 
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prevailing in each specific period or year, 
while prices in real terms are converted to 
the prices of the year of the analysis.   
Usually the first year of the project is used 
as a base year for prices. If there are 
expected to be any changes in relative 
prices over the time period then these need 
to be included (see Department of Finance 
1991, p. 52). 
Market prices reflect individuals’ 
preferences given their perception of 
current information, their income, fashions 
and prejudices. BCA assumes that 
preferences will remain constant enough 
over a long period of time to be a parameter 
of the analysis.  But, community 
preferences can change rapidly, especially 
in regards to environmental issues, and 
there is a scarcity value attached to 
biological species that are near extinction. 
Given that a species can become extinct 
rapidly, then a BCA may undervalue the 
benefits of preservation.  There may 
therefore be a need for the analyst to predict 
preferences into the future for some 
environmental goods and include these 
increasing values in the BCA. 
Values in the BCA do not depend on the 
legal system, but the legal environment can 
frame the context of an analysis.  The law 
enforces property rights and determines a 
person's sense of possession, hence 
influencing whether a BCA is performed.   
Interested parties must have sufficient legal 
status to frame any benefit cost questions, 
and once they do, preferences then dictate 
how a BCA is executed.   
Shadow Prices 
‘Shadow prices’ are defined as prices that 
correctly reflect the value of inputs and 
outputs at the social optimum.   
BCA provides an adequate and consistent 
assessment where market prices fail in 
some way.  Usually, market prices will be 
acceptable as shadow prices.  In the case of 
market failure this assumption breaks 
down. Market failure does not exist if 
markets exist for all goods and services 
exchanged, all such markets are perfectly 
competitive, with perfect (and free) 
information, no externalities and fully 
assigned property rights. 
A shadow price of a commodity is defined 
as its social opportunity cost, i.e., the net 
loss (gain) associated with having one unit 
less (more) of it (Layard and Glaister 
1994).  In reality a BCA could never have 
enough information to say what a single 
market price would be in the absence of a 
distortion.  This is the reason why shadow 
prices have not been consistently and 
widely applied.  
Income Distribution in BCA 
A BCA assumes that the marginal utility of 
income is equal for all persons, that is, an 
extra dollar of income has the same value 
for someone who earns $1,000 a day as to 
someone who earns $100 a day. This 
distribution of income may be acceptable in 
some cases, in others it may not.  In such 
cases where such valuation is obviously at 
odds with community ideals, the equity and 
applicability of BCA is questioned strongly.  
Most economists argue that income 
distribution is not an issue that BCA should 
deal with, and that any undesired Chapter Three: Benefit Cost Analysis 
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distributional effects of projects should be 
corrected for elsewhere, for example, 
through transfer payments (ie., 
compensation, income taxes, 
unemployment and other benefits).   
However, correcting for income distribution 
distortions through transfer payments is not 
inexpensive, and there is an efficiency loss 
associated with such transfers.   
An alternative to transfer payments is to 
weight costs and benefits that accrue to 
particular groups.  Some BCAs, particularly 
in developing countries, infer distributional 
weights from existing or past decisions.   
They also find the internal weights of the 
project or postulate a set of weights.   
Kirkpatrick and Weiss (1996) details why 
distribution weighting systems have never 
seriously been applied by BCA 
practitioners.  He argues that there is great 
difficulty in obtaining agreements on what 
weights to use and many technical 
problems in estimating income flows for 
different groups.   
Australia’s Department of Finance 
guidelines (1991) state that only in 
exceptional circumstances, and where the 
weighting can be justified by clear 
reference to established Government policy, 
should costs and benefits be weighted in a 
BCA.  If values are weighted, then an 
unweighted analysis should also be 
submitted. 
Using Science in BCA 
BCA often relies on scientific advice for 
many assumptions in structuring 
environmental benefits and costs in its 
decision making. Information available 
from science can be sorely lacking in some 
areas, and in others there can be a clear 
division between various science bodies 
over what is scientific fact.  At other times 
science asks the wrong question – maybe 
because it was required to by various policy 
makers.   
Often a scientifically best decision rarely 
exists.  The secret is to make the greatest 
use of the science that is available.  Science 
should always be helpful, but never 
conclusive in arriving at reasonable 
decisions.  Therefore, sensitivity analysis 
on key assumptions is always 
recommended. 
Identifying the Relevant Population 
BCA must choose a relevant population 
upon which to base its results.  The choice 
should be influenced by: (a) all those whose 
utility will be significantly influenced by 
the action; or (b) all those within a relevant 
political boundary who will be affected by 
the action (which is either the same as 
previously or smaller). 
There can be a dispute over how to choose 
a relevant population, where the impacts of 
the project may fall beyond the relevant 
political border, but still be within  a state 
or national border. Identifying the relevant 
population can be one of the hardest 
choices to make in a BCA, and is an area 
that requires more research.  
Sensitivity Analysis 
Even the highest quality BCAs will suffer 
from deficiency of information, whether it 
be from physical or economic science 
deficiencies.  Such deficiencies do not limit 
the use of economic analysis, rather it 
serves to support a revised use of BCA, 
with much more use of sensitivity analysis.  Chapter Three: Benefit Cost Analysis 
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Sensitivity analysis is examining how net 
present value and benefit cost ratios may 
differ when key assumptions and 
information are varied.    
Sensitivity analysis would also provide a 
proper response to the problems of 
uncertainty, and it may be more difficult for 
opponents to reject the results by criticising 
the data inputs used or disagreeing with one 
of the key assumptions.  The sensitivity 
analysis can identify the switch points that 
bound the range of conditions under which 
the project is feasible.  The fact that a 
valuation is uncertain is valuable to policy-
makers, because it can help to clarify the 
specific characteristics of the project.  In 
addition proponents of the project will have 
to defend the plausibility of such conditions 
in order to justify the project’s development 
(Merrifield 1997).  It also provides the 
BCA with a longer shelf life, given that 
conditions often change between the 
proposed and actual stage of 
implementation.   
Making Decisions with BCA 
The following section summarises the use, 
advantages and disadvantages of BCA. 
Direct Benefits of BCA 
There are three very important benefits that 
are derived from high quality BCAs: 
transparency, ignorance revelation and 
comparability. 
Transparency is improved because BCA 
documents assumptions, theory and 
methods used to calculate results.  Any 
decisions made from the analysis are 
therefore held accountable in terms of their 
transparency.  
Another benefit of BCA is that it 
documents and explains why benefits and 
costs were not quantified.  This allows the 
decision maker to identify missing gaps of 
knowledge and the overall relevance of the 
economic analysis.  
BCA allows a number of project decisions 
to be compared with a single index, and 
facilitates meaningful comparisons between 
different courses of action. Environmentally 
relevant BCAs can also help to: (i) make 
the economic dimension of environmental 
degradation clearer; and (ii) direct scarce 
financial resources to those areas of the 
environment where they are most urgently 
needed. 
The primary role of BCA is in option 
appraisal, where it is valuable if uncertainty 
attached to a project can be reduced or 
eliminated.  The more uncertain a project 
decision, the greater the value derived from 
economic valuation. However, in reality, 
how is the information from a BCA used?  
It is hard to establish the value of such 
research without knowing the employment 
of it.  The problem is that there is only a 
small amount of information on the 
influence that BCA has had on decision 
making in Australia.  
Morgenstern (1997) discussed twelve case 
studies of the role that BCA has played at 
the Environmental Protection Agency in the 
US over the past decade.  It was found that 
although specific benefit-enhancing 
measures were attributed to most of the 
economic analyses, in many instances the 
economics only played a minor role in 
actual decision making. 
Sinden (1994) details a few decisions made 
by various governments in Australia that 
were governed by economic analysis.  For Chapter Three: Benefit Cost Analysis 
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example, drilling was banned on the Great 
Barrier Reef after a study showed there was 
uncertain small net social benefit derived 
from drilling.  In addition, a BCA of 
preserving the Franklin River influenced 
the government to abandon development 
ideas in the area. 
Another direct benefit of BCA is that it 
allows cost-sharing frameworks to be 
identified among the various beneficiaries 
of the project. 
Indirect Benefits of BCA 
Apart from benefit cost’s key role in 
helping to make choices in the short term, 
another major benefit of BCA may be its 
influence on general understanding in the 
long term.  A BCA or environmental 
valuation can help focus discussion, define 
issues, objectify debate, pinpoint problems, 
provide framework for thoughts and 
arguments, identify winners and losers from 
projects and raise debate.  
It also makes polluters aware of the costs 
arising from their actions (Nicolaisen et al. 
1991). In addition, it can create awareness 
about the existence of non-market benefits 
and costs.  Communicating the costs of 
polluting the environment can make 
polluters aware of their actions and may 
help to induce change.   Blamey (1991 
p. 27) stated that as a result of their research 
on the Kakadu conservation zone ‘non-
market values are now generally recognised 
as valid components of welfare, with the 
consequence that most controversy now 
concerns with the accuracy of the estimates 
rather than whether such values are worthy 
of consideration at all’.  
Limitations of BCA 
There are three key criticisms of BCA, 
relating to issues such as: 
•  valuing the environment;  
•  incomplete and imprecise benefits and 
costs; and  
•  equity concerns. 
Hanley (1995) provides a succinct 
discussion environmental problems for 
BCA.  Some of these issues include how to 
place monetary values on environmental 
resources; how to cope with irreversible 
changes in environmental quality; how to 
incorporate ecosystem complexity; and 
whether environmental issues pose special 
problems for the choice of discount rate.   
To some extent it is agreed that the 
environment is something that defies 
economic measurement, however this is 
only true up to a point.   
The second main criticism of BCA is to do 
with incomplete and imprecise benefits and 
costs. This criticism is also valid to some 
degree; but any measurement of the 
benefits or costs of environmental damage 
in the future is inherently uncertain because 
the physical science is inherently uncertain. 
Monetary valuation of environmental 
damage is a very complex area, it involves 
damages to property values, agriculture, 
health, and so on.  The costs are not 
something that can be calculated with ease, 
nor the full extent of the damage ever 
captured.  Economics needs further 
research on how to account for irreversible 
changes in environmental quality and how 
to incorporate ecosystem complexity.  This 
is an ongoing area of research, as discussed 
in the following chapter. Chapter Three: Benefit Cost Analysis 
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Eads and Lave (1999) suggest another 
serious limitation of environmental BCAs 
is that the analysis can be biased toward the 
status quo, inherently assigning lower 
benefits and higher costs to alternative 
measures.  For example, BCA may 
underestimate the benefits of a cleaner 
environment because a cleaner environment 
has not been previously experienced. Or, 
the BCA may overestimate abatement costs 
because currently available technologies do 
not reflect the possibility of lowering costs 
through innovation. A recent Resources for 
the Future study found that out of 25 
regulations studied, regulatory costs were 
overestimated 50% of the time, 
underestimated 25% of the time, and 
approximately correct 25% of the time 
(Harrington et al. 1999). Unfortunately, it is 
unknown to what extent environmental 
BCAs in Australia either over-estimate 
costs or under-estimate benefits. Further 
research is required to better understand 
this important issue. Current applications of 
BCA should take it into consideration 
through means such as sensitivity analysis, 
or allowing changes in relative prices for 
the environment through time.  
Another criticism of BCA is that it is not 
necessarily consistent with maximising an 
individuals lifetime welfare.  Critics 
suggest that what an individual wants has 
no necessary implications for public policy, 
and that the social rate of discount for 
environmental effects may be lower than 
private rates due to the weight attached by 
individuals to ‘citizenship’ motives 
regarding the environment (Sagoff 1994). 
Price (1993) argues that because people do 
something does not imply that they know it 
is right to do it, stating that people will seek 
justification for actions to be considered 
right when they know them to be wrong.  
The final key criticism of BCA is to do 
with distribution issues. There are large 
equity concerns associated with BCAs, as 
income distribution is ignored. Decision 
makers need to be aware of exactly what 
information BCA provides – and what it 
does not provide in order for alternative 
social assessments to be made. 
Summary and Conclusion 
It is often argued that BCA should not be 
used for environmental projects or 
regulations.  Such arguments are based on 
the reasoning that many economists are 
using/have used BCA to slow or stop 
environmental regulations or projects. 
However, BCA can be a very useful tool for 
achieving environmental objectives, once 
its inherent biases are known and managed.   
Whether we like it or not, we have to make 
choices about the resources we allocate to 
environmental projects or the decisions we 
make about the control of environmental 
risks. The benefit of economics is that it 
makes decisions explicit, even though it 
may be painful to say that we cannot afford 
to invest a certain amount to achieve an 
environmental objective.  It allows the 
tradeoffs we will make, or may have to 
make, to be viewed by the public.   
Given the benefits that economics provides, 
it is easy to conclude that the public and 
politicians would be better served if 
economic methods and their application to 
environmental problems were better 
understood and more widely used.     
However, for this to happen economists 
need to address the problems and issues in 
BCA a lot more closely. They need to Chapter Three: Benefit Cost Analysis 
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understand why economics is often ignored 
as a vehicle for advising decision making, 
and seek to make economics a more 
accessible social science. This may mean 
exploring alternatives in relation to 
environmental valuation and conducting 
BCA, or it may mean using a more 
‘friendly’ language for reports and 
explaining economic issues.  Similarly, 
economists must not seek to easily dismiss 
concerns that are considered to be irrational 
by economic standards, when for most 
people they may be a reality.   
It is essential to remember that BCA is not 
the answer, it is only an input into a policy 
decision.  Indeed, it cannot clarify what the 
‘right’ answer for society is, it can only 
suggest what the most efficient outcome 
may be, taking into consideration any 
limitations of the actual analysis. 
There is a strong case for using BCA to 
increase understanding of the efficiency 
consequences of a policy, and to harness 
the market through economic instruments to 
minimise the resource costs of improving 
environmental quality.  Of course other 
factors, such as equity and moral issues, 
will play a part in policy decisions, but 
where this is the case it is at least 
worthwhile for society to know the price of 
a decision. However, ultimately the 
standing of future generations will have to 
be based on political or legal decisions, not 
economic ones.   
In order to develop the potential of BCA as 
an NRM decision support technique further 
research is required. Some of the major 
areas of research required include: 
•  Compensation and the distribution of 
gains from a policy decision from 
winners to losers.   
•  Identifying the relevant population for 
the BCA. 
•  Exploring the ethical and practical 
dilemmas of discounting further. 
•  Researching environmental valuation 
and its applicability to certain 
resources, and exploring other options 
for valuation or policy inclusion. 
•  Analysing the extent to which BCA has 
influenced decision making in 
Australia.  Such research may include 
looking at the benefits that were 
derived from the economic analyses. 
Appendix A contains an illustrative 
example of a natural resource BCA and 
highlights some assumptions implicit in 
BCA. 
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MULTIPLE CRITERIA ANALYSIS
Multiple criteria analysis (MCA) is a 
structured framework for investigating, 
analysing and resolving decision problems 
constrained by multiple objectives and 
criteria (Nijkamp et al. 1990, Voogd 1983). 
It is seen by many as an alternative to 
benefit-cost analysis (BCA) primarily 
because it does not require all impacts to be 
expressed in monetary units. Other 
acronyms used for MCA which essentially 
have the same meaning include: 
•  MADM – multiple attribute decision 
making or modeling (eg Hwang and 
Yoon 1981); 
•  MODS – multiple objective decision 
support (eg Janssen 1992);  
•  MCDM – multiple criteria decision 
modeling (eg Howard 1991); and 
•  MCDA – multiple criteria decision aid 
(eg Bana-e-Costa 1990). 
An illustrative example of MCA is 
contained in appendix B. This shows how 
MCA can be used in a simple decision 
problem and how the results of MCA can 
be critically evaluated. 
Generic Format of MCA Models 
In its most basic form, an MCA model is 
comprised of a set of evaluative criteria, a 
set of weights indicating the importance of 
those criteria, a set of alternatives, and a set 
of performance measures indicating the 
performance of each alternative against 
each criterion.  
These aspects of the MCA model are 
represented using an effects table  (Hipel 
1992). An effects table is an m ×  n matrix 
with m criteria (cj=1, cj=2, cj=3, … , cj=m) and 
n alternatives (ai=1, ai=2, ai=3, … , ai=n). There 
is a corresponding weights vector W (wj=1, 
wj=2, wj=3, … , wj=m) of m weights which 
indicate the relative importance of each 
criterion. Typically, it holds that the 
weights sum to one and are non-negative. 
The weights can be expressed quantitatively 
(ratio level) or qualitatively (ordinal level) 
depending on the particular MCA method 
that will be applied. 
Figure 4.1 shows the format of an effects 
table. The xij values are performance 
measures which represent the performance 
the i
th alternative against the j
th criterion. 
These can be expressed in different units 
although may need to be standardised to 
common units depending on the particular 
MCA method. Variations of the effects 
table represent alternatives as columns, and 
criteria as rows. 
Different decision making rules can be 
applied to data in the effects table in order 
to rank the desirability or suitability of the 
alternatives. The effects table represents the 
domain of factors which the MCA model 
incorporates into its generation of solutions.  
An example of an effects table adapted 
from work by Hajkowicz and Prato (1998) 
building on original research by Wu (1994) 
is shown in textbox 4.1. It can be seen that 
this effects table contains a variety of 
quantitative and qualitative information. 
The information in this effects table is 
sufficient to apply an MCA technique (or 
combination thereof) and obtain a ranking 
of the alternatives.  
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The criterion in the effects table that 
improves a farming system with a higher 
value (eg net returns) is said to be a positive 
criterion. A higher value on a positive 
criterion indicates better performance. 
Conversely, criteria in the effects table that 
detract from farming system performance 
with a higher value (eg risk, drinking water 
impact, aquatic ecosystem impact and soil 
loss) are said to be negative criteria. A 
negative criterion indicates worse 
performance with a higher value.  
It can also be seen that each alternative in 
the effects table is on the efficiency 
frontier. That is, none is strictly dominated 
or dominant. The selection of any 
alternative will lead to the loss of some 
form of benefits associated with other 
alternatives.  This satisfies an important 
characteristic for NRM decision making, 
ie  that there exists trade-offs between the 
alternatives. 
One means of showing the relative benefits 
of each alternative graphically is with a 
series of radar graphs. This has been done 
for the farming systems in figure 4.2. By 
looking at each radar graph it is possible to 
assess the strengths and weaknesses of each 
farming system. Radar graphs offer a useful 
visualisation tool that will be discussed 
along with other such techniques later in the 
chapter.  
The process of building an effects table, 
such as in the example given here, is 
sometimes referred to as structuring the 
MCA problem. How the MCA model is 
structured is the most important part of the 
process.  It is also the most time consuming 
and difficult part of the process. The 
elegance and/or accuracy of algorithms 
applied to identify the best alternative will 
be useless if the effects table is not properly 
constructed or contains bad data. 
A key concern in structuring an MCA 
model is engaging the community.   Failure 
to adequately engage members of the 
community impacted by the decision may 
result in overlooking criteria or alternatives 
of importance.  
x   1,1 
x   1,2 







x   1,n 
x   2,1 
x   2,2 







x   2,n 
x   3,1 
x   3,2 







x   3,n 
x   m,1 
x   m,2 







x   m,n 
. . . 
. . . 
. . . 
. . . 
c  1  c  2  c  3  c  m 
w  1  w  2  w  3  w  m 
a  1 
a  2 
a  3 
a  n 
. . . 







(Criteria   -   j   ) 























Figure 4.1. Effects table used to represent an MCA model. There are n
alternatives and m criteria. Each value for xij represents the performance
of alternative i against criterion j.  Chapter Four: Multiple Criteria Analysis 
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Generic Stages of MCA 
Applications of MCA typically involve 
several key stages which are collectively   
referred to as the MCA process. The MCA 
process shares much in common with the 
rational model of decision making. It 
follows the sequence of identifying 
objectives, identifying alternatives, 
assessing the performance of alternatives 
against the objectives and making a final 
decision.  
Several authors have identified stages of the 
MCA process (Hajkowicz and Prato 1998, 
RAC 1992, Munda et al. 1994, Howard 
1991, Massam 1988). Whilst minor 
differences exist most descriptions of the 
MCA process identify similar stages. With 
reference to forestry applications, Howard 
(1991) identifies the stages of:  
•  define the objectives;  
•  choose criteria to measure the 
performance or level of achievement 
for alternatives against the various 
objectives; 
•  specify the alternatives;  
•  transform the criterion scales into units 
that are commensurable;  
•  assign weights to the criteria that reflect 
their relative values (utilities) to 
decision makers; 
•  select and apply an algorithm for 
ranking the alternatives; and  
•  choose among the alternatives.  
Other authors identify additional stages of 
MCA not included in the above list. For 
example, Massam (1988) includes the 
identification of decision makers and/or 
stakeholder groups in the MCA process. 
Munda et al. (1994) suggest that the MCA 
process should involve some technique for 
aggregating individual preferences as it is 
often applied in group situations.  
Another important stage that could be 
added to the above list is that of sensitivity 
analysis. Sensitivity analysis involves 
systematic variation of data values used in 
the MCA model to determine the 
robustness of the results (Janssen 1992, 
RAC 1992).  
Textbox 4.1. Example of an effects table to evaluate five farming systems (FS1-FS5). 
Adapted from work by Hajkowicz and Prato (1998) and building on original research by Wu 



















FS1 $133.06  $11.31  2  12.69  2 
FS2 $97.77 $8.28  1.6  4.66  3.1 
FS3 $88.68 $7.97  0.75  7.81  2.3 
FS4 $120.04 $9.82  0.75  8.33  2.2 
FS5 $84.17 $9.39  2.1  4.7  0.85 Chapter Four: Multiple Criteria Analysis 
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Figure 4.2. Radar graphs showing the performance of farming systems against five criteria. It
can be seen that FS1 does best on net returns (NR) and poorly on all other criteria. FS3 performs very
well for drinking water (DW), aquatic ecosystems (AE) and risk (RI) but does badly for NR and soil
erosion (SE). FS4 almost does as well as FS1 on NR and does much better on DW, AE and RI. The
use of radar graphs such as these can be a powerful means of visualising the alternatives.  
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FS4: Corn/soybean, ridge tillage, 
medium fertiliser, banded 





FS5: Corn soybean, no tillage, 
medium fertiliser, high herbicide, 





These graphs show standardised performance
measures for the five farming systems (FS1 to
FS5) against five criteria, such that a higher
value indicates better performance. The criteria
include: 
•  NR: Net Returns 
•  RI: Risk 
•  DW: Drinking water impacts  
•  AE: Aquatic ecosystem impacts 
•  SE: Soil erosion impacts Chapter Four: Multiple Criteria Analysis 
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In this document, seven stages of MCA are 
identified. These include (i) identifying 
decision makers, (ii) identifying 
objectives/criteria, (iii) identifying 
alternatives, (iv) weighting the 
objectives/criteria,  (v) transforming the 
criteria to commensurable units, (vi) 
ranking the alternatives, and (vii) 
performing sensitivity analysis. 
Identification of Decision Makers 
Identification of decision makers, whose 
preferences will guide the MCA model, is a 
politically sensitive issue. This is especially 
the case with NRM decisions that impact on 
multiple stakeholder groups (Gough and 
Ward 1996).  
Decision makers are likely to express 
preferences which reflect the dominant 
concerns of their stakeholder group. When 
entered into an MCA model such 
preferences tend to bias the ranking of 
alternatives to favour that stakeholder 
group. Despite the importance of this issue, 
surprisingly little research has been 
undertaken to develop strategies for 
managing this tendency. 
In a study of public attitudes and multiple 
objective decision criteria for water 
pollution control projects in the United 
States, Thuesen (1971) suggests that 
decision makers should be selected from 
major stakeholder groups. Individuals can 
be classified into a stakeholder group on the 
basis of how they derive value from the 
natural resource under question. 
Occupation, for example, is a commonly 
used basis for classifying people into 
stakeholder groups.  
Stakeholder groups for a catchment might 
include groups such as farmers, 
environmental conservationists, recreational 
visitors, industry representatives, and 
government representatives. Selection of 
decision makers from groups such as these 
can then be based on the relative size and 
needs of each group.  
A problem with this approach, conceded by 
Thuesen (1971), is that individuals are 
likely to belong to multiple stakeholder 
groups. For example, there may be a 
significant number of farmers who are also 
environmental conservationists. It may be 
offensive or unfair to classify all farmers 
into one stakeholder group or the other.  
Thuesen (1971) notes that there is no real 
solution to this problem. Unless each 
individual is to be treated as a stakeholder 
group, it is necessary to make some 
generalisations. If the classification of 
individuals into stakeholder groups is done 
carefully, cross-group membership 
problems should be minimised and 
removed through averaging.  
In some applications of MCA it is not 
possible to survey a representative sample 
of the stakeholder group under question. 
For example, stakeholders in catchment 
management decisions potentially include 
those people inside the catchment, those 
people who visit the catchment and those 
people who never visit the catchment but 
derive value from the mere existence of 
natural assets in the catchment.  
There will also be considerable offsite 
impacts of catchment management 
decisions that affect people outside the 
catchment. Surveying all these stakeholder 
groups is often not possible. In a study of 
MCA for farming system appraisal in the 
Midwest region of the United States Foltz 
et al. (1994) circumvent this problem by Chapter Four: Multiple Criteria Analysis 
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devising preference structures for 
hypothesised decision makers. Such 
decision makers do not actually exist. 
Instead, realistic weights were estimated 
based on what stakeholder groups would be 
considered likely to hold. 
Another approach to identify decision 
makers involves reliance on the democratic 
structures of governments. Democratically 
elected members of parliament can be 
assumed to represent the concerns of the 
broader community. Following this 
assumption they can be used as decision 
makers in MCA models. However, such an 
assumption can easily be unreliable 
(McAllister 1980).  Often, the particular 
decision problem at hand will affect a cross 
section of community for which adequate 
government representation does not exist.  
The question of technical expertise must 
also be addressed in the identification of 
decision makers. Many NRM decisions 
require inputs from scientific analysis and 
community concerns. Balancing the relative 
roles of the community and experts is a 
complex affair. McAllister (1980, p36) 
suggests that it is necessary to distinguish 
between ends and means by stating that:  
"…it is important to distinguish between 
ends and means in public affairs. Technical 
experts play an essential role in designing 
means to specific ends. However, in the 
selection of ends, the people are experts by 
the democratic definition of public welfare. 
Accordingly, it should never be the role of 
technical experts to select the ends of public 
action." 
Identifying Objectives and Criteria 
Objectives and criteria are usually 
identified through a hierarchical approach 
(Keeney and Raiffa 1993). In this approach, 
the most general or overriding objective is 
stated at the top of the hierarchy. A set of 
subordinate objectives, which contribute 
towards this major objective, are then 
identified. These are often referred to as 
sub-objectives. The sub-objectives are then 
de-constructed into further sub-objectives 
and so on, until the entire hierarchy has 
been built.  
The sub-objectives should represent all that 
needs to be achieved in order to achieve 
their dominating objective. An example of 
an objectives hierarchy is shown in 
figure 4.3. In this case, the most dominant 
objective is quality of life. This is broken 
up into ecological, environmental and 
social aspects, a common segregation.  
A criterion is a performance indicator that 
shows the extent to which an objective is 
being attained. Criteria lie at the ‘fingertips’ 
of the objectives hierarchy. Desirable 
qualities of criteria, as they occur in an 
objectives hierarchy, include:  
•  Comprehensiveness. This requires that 
a dominating objective is 
comprehensively described by its 
underlying criteria. It should not be 
possible to identify further criteria 
which give a more complete 
representation of objective attainment. 
Where it is not possible to identify a 
single criterion which comprehensively 
represents an objective, a group of 
criteria are required. However, there 
will exist practical limitations to the 
comprehensiveness of criteria such as 
time and budget constraints.  Chapter Four: Multiple Criteria Analysis 
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•  Decomposability. This exists when it is 
possible to break down an ‘end’ into 
several specified means. The entire 
hierarchy should reflect a means-ends 
analysis. Each criterion represents a 
distinct portion or segment of the 
objective. Attainment of lower level 
criteria should clearly lead to 
attainment of higher level objectives.  
•  Selectivity. It should be possible to 
select localised portions of the 
hierarchy and resolve that component 
of the problem. Any hierarchical 
structure should provide a partial 
problem solution where required.  
•  Reliability. A hierarchy should remain 
reliable even if there have been 
localised disturbances with some 
criteria. That is, a problem with one of 
the criteria should not render the entire 
hierarchy unworkable.  
•  Non-redundancy. There should not be 
duplication of information in a set of 
criteria. This avoids the problem of 
double counting, especially when 
ontologically equivalent criteria with 
different names are used.  
•  Minimum size. The set of criteria 
should represent the fewest possible 
that can provide comprehensive 
representation of an objective. 
Opportunities to merge or remove 
criteria should be sought after carefully. 
There are also cognitive difficulties that 
people will experience when 
considering a set of criteria. An 
increased number of criteria worsens 
these difficulties.  
•  Operationality.  Criteria are operational 
when they can be objectively measured 
using recognised units or indices. This 
may not always be possible but as a 



















Area allocated in acres
Number people involved
Water quality measure
Habitat area in acres
Number of  species
Salinity measurements
Soil loss in TAY
Figure 4.3. Example of an objectives hierarchy. The most overriding, dominant objective is
stated at the left hand side. This is then progressively broken up into more specific sub-
objectives. At the fingertips of the hierarchy are the criteria. Chapter Four: Multiple Criteria Analysis 
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quantification, the better. Qualitative 
scores may be required but are more 
easily criticised by observers of the 
decision  process. They are often seen 
to lack objectivity and 
reliability (Keeney  and  Raiffa  1993, 
Zaus and Wendt 1983). 
Although an objectives hierarchy provides a 
useful tool for developing criteria in an 
MCA model it cannot solve the complex 
question as to what the higher order 
objectives should be.  
Identification of appropriate objectives and 
criteria in an MCA model is more important 
than all other considerations such as 
selection of an appropriate MCA technique 
(Howard 1991). These factors will have the 
most significant impact on the final ranking 
of alternatives as they determine the 
information inputs to the MCA model. 
They form a key component of structuring 
the MCA model.  
As criteria must be weighted by a decision 
maker at some stage in the MCA process it 
is advisable to limit the number of criteria 
to a manageable size (RAC 1992). 
Assessing the relative importance of 
individual criteria amidst a large number of 
criteria can easily exceed the cognitive 
abilities of the decision maker (Shepard 
1964). It becomes too difficult to mentally 
compare and weigh-up many conflicting 
priorities at the same time.  
Bouyssou (1990)  advises that no more than 
12 objectives or criteria should be 
compared by the decision maker at any 
section of the hierarchy. If too many criteria 
need to be compared then the decision 
maker may need to revise the hierarchy so 
that each branch contains a manageable 
number.  It is also possible to use graphical 
or other cognitive aids to simplify the 
process of criteria weighting.  
Identifying Alternatives 
Very little research has been undertaken on 
techniques and processes for identifying 
alternatives. Mintzberg et al. (1976) suggest 
that alternatives are progressively identified 
as information is introduced and analysed 
throughout the decision procedure. In 
decision problems which are highly 
structured and permit the use of quantitative 
data alternatives can be generated using 
optimisation techniques such as goal 
programming (Lee 1972) or aspiration-
reservation based decision support 
(Lewandowski and Wierzbicki 1989). 
These procedures can generate alternatives 
which lie on the efficiency frontier. It is 
also possible to run computer programs 
which identify all possible responses to a 
particular problem (Keeny and Raiffa 
1993).  
When a very large number of alternatives is 
generated it may be necessary to reduce that 
number through screening with thresholds 
for performance (RAC 1992).  Rietveld 
(1980) proposes the use of minimum 
standards for each criterion. Minimum 
standards (MS) specify necessary 
conditions for acceptability of an 
alternative. An alternative must at least 
meet the minimum standard for each 
criterion in order to be included in MCA. 
Minimum standards are represented in the 









j=m, where ms 
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Standardisation of Criteria 
A key benefit of MCA is that it can handle 
performance measures in different units 
such as dollars, metres and degrees Celsius. 
However, quantitative ranking algorithms 
such as weighted summation or discordance 
analysis require criterion measures to be 
standardised into commensurable units. 
Several techniques are available for 
undertaking this standardisation.  
In a comparison of some of these 
techniques for forest resource management, 
Howard (1991) notes that selection of   
certain standardisation procedures can 
potentially influence the ranking of 
alternatives.  
The most commonly adopted 
standardisation methods adjust criterion 
scores based on their distance from a 
maximum and/or minimum value. For 
example, the top performing alternative for 
a given criterion is given a score of 1 and 
the worst performing alternative is given a 
score of 0. All intermediate alternatives are 
given adjusted scores between 1 and 0.  
Other techniques use an ideal point  instead 
of the minimum or maximum value (Steuer 
1986). The ideal point is a value that 
represents the best possible or most desired 
outcome for a given criterion. Sometimes 
the ideal point is only a theoretical concept, 
never actually attainable in practice.  
In standardisation of performance 
measures, it is important to consider 
whether it is necessary to transform the data 
according to a certain utility function (RAC 
1992).  
A utility function represents the way in 
which a decision maker derives utility from 
a particular criterion. The most commonly 
applied utility function has a linear form. 
This means that as the criterion level 
increases the decision maker's utility 
derived from that criterion also increases at 
a linear rate.  
Linear utility is often assumed due to a lack 
of knowledge about the decision maker's 
true preferences. Several different types of 
commonly used utility functions are shown 
in figure 4.4. These include linear, concave, 
convex, and parabolic functions.  
The concave function models the concept 
of diminishing marginal utility. This 
indicates that increases in criterion 
performance at the lower end of the range 
will carry greater utility than increases in 
criterion performance at the higher end of 
the range. For example, many people will 
obtain a greater increase in utility from a 
pay rise of $10 to $15 per hour as opposed 
to a pay rise of $100 to $105 per hour. Even 
though the change is the same in both cases 
the former case is more valuable. The same 
concept applies to many non-financial 
environmental criteria.  
A case where a parabolic function might be 
encountered may be in a criterion 
measuring soil pH. Certain crops will 
produce diminished yields  as the pH 
moves in either direction of an ideal point. 
MCA ranking methods which use only 
ordinal properties of data in the effects 
table, whether the actual data be ratio or 
ordinal level, do not need to apply a 
standardisation method. These techniques 
merely ask whether an alternative performs 
better (or worse) than another alternative on 
the given criterion. They are not concerned 
as to how much better the dominant 
alternative performs. Chapter Four: Multiple Criteria Analysis 
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Figure 4.4. Generic criteria utility function forms. These functions can be incorporated into
MCA analysis when the data is standardised via some method. The concave positive form
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Weighting the Criteria 
In this stage qualitative or quantitative 
information is obtained from the decision 
maker to assess the relative importance of 
the objectives and criteria. Weights 
obtained for higher order objectives in the 
objectives hierarchy are used to constrain 
the importance assigned to lower order 
criteria. 
To use the terminology of Seo and Sawaka 
(1988) weighting is the major judgemental 
phase of the MCA process. Criteria weights 
are dependent on the preferences of the 
decision maker and, ideally, should be 
derived through close interaction between 
the decision makers and decision analyst. 
Sometimes, under conditions of resource 
and time constraints, it will be acceptable to 
make semi-hypothetical qualitative priority 
statements.  
Many methods have been derived for 
obtaining weights information. Nijkamp et 
al. (1990) break them up into classes of 
methods which involve direct estimation of 
weights and indirect estimation of weights.  
Direct methods require an explicit 
statement of the relative importance of each 
criterion from the decision maker. Such 
statements can be recorded in quantitative 
or qualitative ways. Requiring a decision 
maker to distribute a fixed number of 
percentage points amongst the criteria is an 
example of a direct weighting method.  
Indirect weighting methods estimate 
weights based on simulated or real decision 
behaviours. They generally require the 
decision maker to rank or score a set of 
alternatives against a set of evaluative 
criteria. Using various techniques such as 
multiple linear regression analysis, as used 
in judgement analysis (Cooksey 1996), it is 
possible to implicitly derive weights for the 
criteria.  
Ranking the Alternatives 
The output of an MCA model is some form 
of ranking of the alternatives. This ranking 
will indicate the relative desirability or 
suitability of each alternative. The two 
major types of orderings that can be 
established include a complete order and a 
partial order. A complete order means that 
every alternative is given a unique rank 
position. A partial order means that at least 
some of the alternatives are given the same 
rank position. Where a partial order exists 
the MCA model is unable to discern 
between some of the alternatives.  
Ozernoi (1983) provides a more detailed 
listing of the types of rank output that can 
be generated from MCA. These include a 
complete order, partial order, strict partial 
order, complete quasi order and partial 
quasi order. These rank orders are depicted 
in figure 4.5. If the desirability of only one 
alternative is to be assessed using an MCA 
approach it must be appraised against a 'do 
nothing' or status quo option. It is 
meaningless to evaluate only one 
alternative inside an MCA model. MCA 
should be used to determine the desirability 
of alternatives relative to other alternatives. 
As with weighting the criteria a large 
number of methods have been developed to 
rank the alternatives. These methods will 
vary in terms of whether they use ordinal or 
cardinal properties of the performance 
measures and in terms of the rules they 
apply to obtain an overall utility measure 
for each alternative.  Chapter Four: Multiple Criteria Analysis 
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Sensitivity Analysis 
Sensitivity analysis is the systematic 
variation of data in the effects table and 
decision rules used to rank alternatives to 
determine the reliability or 'robustness' of 
the final ranking.  
It allows the decision analyst and decision 
maker to determine the credibility of the 
results of MCA. A ranking of alternatives 
which either does not change or changes 
minimally can be considered robust and 
reliable. On the other hand, a ranking of 
alternatives that changes significantly when 
key elements of the MCA model are varied 
is unreliable. In this case, the decision 
analyst may need to inform the decision 
maker that MCA is unable to provide a 
clear solution to the decision problem 
(RAC 1992).  
There are three main components to 
sensitivity analysis including (i) systematic 
variation of weights information, (ii) 
systematic variation of performance 
measures, and (iii) systematic variation of 
MCA methods for weighting the criteria 
and/or ranking the alternatives (Janssen 
1992).  
A commonly used strategy to implement 
these types of sensitivity analyses is the 
Monte Carlo approach. This requires the 
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Figure 4.5. Types of rank output from a MCA model (Ozernoi 1983, p46). An arrow (ai →
ai') indicates that alternative ai outranks (is preferred to) alternative ai'. Chapter Four: Multiple Criteria Analysis 
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specify percentage ranges which indicate 
how much performance measures and 
criteria weights can vary. For example, it 
may be decided that a particular 
performance measure can vary ±10% of its 
original value. A computer program can 
then be used to randomly select variables 
falling within this range. Often the variables 
will be selected under a normal distribution, 
increasing the likelihood that they will be 
closer to the original value.  
Alternative Perspectives on the MCA 
Process 
Many authors (Ozernoi, 1983, RAC 1992, 
Munda  et al. 1994, Hajkowicz and Prato 
1998, Belton and Vickers 1990) have 
indicated that the above described stages of 
MCA are highly iterative. However, not 
much research has been conducted to 
determine an appropriate order and 
structure for the MCA process. Studies of 
decision making processes in practice by 
researchers such as Mintzberg et al. (1976) 
would tend to suggest that earlier stages in 
the MCA process are continually revisited 
as more information is generated at later 
stages. Ozernoi (1983) presents a model of 
MCA which seeks to incorporate this 
characteristic of decision making. 
Figure  4.6 contains Ozernoi's structure of 
the MCA process. 
In the first stage of the process, a statement 
of the problem is made. This is akin to the 
development of objectives at the 
commencement of the NRM decision 
making process. The process then follows 
similar stages as described above. 
Feedback loops exist throughout the 
process to build upon information obtained 
at later stages. Near the end of the process, 
the decision maker checks to see if the 
ordering obtained is satisfactory. If it is not, 
the process is re-entered at an earlier stage. 
A slight drawback here is the vague notion 
of what constitutes an unsatisfactory 
ordering. It is unclear how this process 
follows in the likely situation where a 
decision maker cannot provide information 
on what constitutes a satisfactory ordering. 
Such uncertainty may be the reason that the 
decision maker has adopted an MCA model 
in the first place. Ozernoi’s approach is 
based on the notion that several 
shortcomings will detract from the stages of 
a unidirectional approach, these are 
(Ozernoi 1983, p48):  
•  A full list of feasible alternatives are 
not available; 
•  Criteria characterising the quality of the 
alternatives are either incomplete or 
unknown;  
•  Some or all criterion scales have not 
been constructed;  
•  Vector-valued estimated have not been 
obtained for all the alternatives in terms 
of the criterion scales;  
•  The decision makers preference 
structure is not known. 
•  The decision rule has not been 
constructed to obtain the required 
ordering. 
In an article on computer interfaces to 
MCA, Belton and Vickers (1990) propose a 
cyclical process as shown in figure 4.7. 
Slightly different terminology is used from 
the MCA processes described earlier but 
the stages are essentially the same. Key 
feedback loops in the process occur firstly 
in defining criteria and alternatives, and 
secondly in weighting the criteria and Chapter Four: Multiple Criteria Analysis 
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scoring the alternatives. A cyclical process 
is shown to emphasise that the MCA model 
never 'finishes' with a correct solution but 
progressively evolves. For example, after 
the implementation of MCA further 
alternatives will become available that may, 
in turn, require identification of further 
evaluative criteria.  
Classification of MCA Techniques 
MCA is a decision making framework 
which encompasses a great many specific 
methods for completing certain stages and 
tasks within the MCA process. It has been 
estimated that there exist approximately 50 
different methods for undertaking MCA 
(Nijkamp 1989). An MCA method is 
defined as any technique, or combination of 
techniques, used to rank the desirability of a 
1. Provide a statement of the problem
2. Form a set of feasible alternatives
3. Compile a list of criteria and measures
4. Construct scales
4. Define all vector-valued estimates
6. Verify assumptions on preferences
7. Obtain and analyse information on preferences
8. Construct the decision rule
9. Order the set of feasible alternatives
10. Check to see if the ordering obtained satisfies the
problem stated
11. Check for unsatisfactory ordering
12. Analyse unsatisfactory ordering





Figure 4.6. Iterative MCA process (Ozernoi 1983, p47). Chapter Four: Multiple Criteria Analysis 
61 
set of alternatives in an effects table. It will 
typically involve a process for weighting 
the criteria and a process for ranking the 
alternatives.  
Janssen (1992) indicates that an MCA 
method consists of a series of decision rules 
which determine how the desirability of 
individual alternatives is assessed relative 
to other alternatives. MCA methods differ 
in terms of their complexity, whether they 
apply quantitative or qualitative techniques 
or both, and the detail of information they 
require from the decision maker.  
There is little agreement as to whether 
particular methods are dominant in a 
general sense or dominant in a particular 
area of application, such as NRM 
(Tecle 1992). In many applications there is 
no strong basis for favouring a single MCA 
method over other MCA methods. Often 
the selection of methods will be driven by 
personal preferences of the decision maker 
and decision analyst. 
It is common to classify MCA methods 
under two major groupings of continuous 
and discrete methods (RAC 1992, Janssen 
1992, Nijkamp et al. 1990).   
Continuous MCA methods are aimed at 
identifying an optimal quantity in a 
decision problem. Such a quantity can vary 
infinitely. For example, identifying the 
optimal amount of cement in a road 
construction project to minimise costs and 
maximise a safety factor would involve 
continuous methods. Techniques such as 
linear programming are considered 
continuous.  
Discrete MCA methods are aimed at 
identifying the most desirable alternative 












Figure 4.7. Cyclical MCA procedure. Indicates the evolving nature of MCA analysis (Belton
and Vickers 1990, p321). Chapter Four: Multiple Criteria Analysis 
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a most desirable project of A, B or C for 
funding or land site I, II or III for future 
development are examples of discrete MCA 
problems. Discrete MCA is defined as a 
decision support technique or group of 
techniques that has (RAC 1992, p3): 
•  A finite number of alternative plans or 
options. 
•  A set of objectives and criteria by 
which the alternatives are to be judged. 
•  A method for ranking the alternatives 
based on how well they satisfy the 
objectives and criteria. 
Discrete problems are the norm in 
environmental and social decision making. 
Typically in these situations there are pre-
defined constraints and/or thresholds which 
limit the selection of alternatives. 
Nevertheless, continuous methods still have 
an important role to play in MCA and can 
be extremely useful in tasks such as the 
generation of alternatives for a discrete 
model. Many applications of MCA involve 
combined use of continuous and discrete 
methods. 
Following the break-up into discrete and 
continuous categories there are many 
different views on how MCA methods 
should be further subdivided (Massam 
1988).  
Nijkamp et al. (1990) opt for a functional 
classification describing discrete MCA 
methods under categories of weighting 
methods and ranking methods.  
Seo and Sakawa (1988) classify discrete 
MCA methods into analytical and 
judgemental MCA categories. The 
analytical category corresponds to the 
deterministic and quantifiable aspect of 
decision making. This is handled through 
the application of mathematical modelling 
and optimisation techniques conducted 
independently of the decision maker. The 
judgemental category relates to aspects of 
decision modelling which require 
subjective input from the decision maker. 
This is primarily associated with weighting 
objectives and criteria. 
Janssen (1992) divides discrete MCA 
methods up into qualitative, 
qualitative/quantitative mixed and 
quantitative methods. Qualitative methods 
use only ordinal properties performance 
measures and/or obtain ordinal data on 
decision maker preferences for criteria 
weights. Mixed qualitative and quantitative 
methods will apply different decision rules 
based on the type of data that is 
encountered. Quantitative methods require 
all data to be expressed at the cardinal or 
ratio level of measurement. Some methods 
such as concordance analysis can use 
qualitative performance measures but 
require quantitative weights information.  
Here discrete MCA methods are classified 
on the basis of function. The functions of 
MCA methods are considered to include 
weighting the criteria, ranking the 
alternatives, and standardising data values 
in the effects table. Where appropriate, 
these categories are further subdivided into 
qualitative and quantitative sub-categories. 
Figure 4.8 shows this system of 
classification. In accordance with Seo and 
Sakawa's (1988) division analytic methods 
are shown in normal print and judgemental 
methods are shown in italics.  Chapter Four: Multiple Criteria Analysis 
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• Linear Programming

















• Fixed point scoring
• Graphical methods




• Cardinalisation of evaluation
matrix
• Analytic hierarchy process
• Ranking
• Rating












• Methods for standardising data into common units.
• Expected value method for ordinal to cardinal conversion.
• Naive method for ordinal to cardinal conversion.
Figure 4.8. Classification of MCA techniques. Italic text indicates that the method is 
judgemental as opposed to analytical. Chapter Four: Multiple Criteria Analysis 
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Techniques for Weighting the Criteria 
The purpose of an MCA weighting method 
is to attach a set of cardinal or ordinal 
values to a set of criteria to indicate their 
relative importance. These values are then 
used by the MCA model in subsequent 
evaluation of the alternatives.  
Six general weighting methods are 
described in this section. Whilst other 
techniques exist these are considered 
representative of the broad range that is 
available. The weighting methods are 
explained through their illustrative 
application to weight three hypothetical 
criteria: economic (C1) , social (C2) and 
ecological (C3). 
Fixed Point Scoring 
In this technique, the decision maker is 
required to distribute a fixed number of 
points amongst the criteria. A higher point 
score indicates that the criterion has greater 
importance.  
Often percentages are used as they are a 
measure with which many decision makers 
are familiar. The key advantage of fixed 
point scoring is that it forces decision 
makers to make trade-offs in a decision 
problem.  
Through fixed point scoring it is only 
possible to ascribe higher importance to one 
criterion by lowering the importance of 
another. This presents a difficult task to the 
decision maker which requires careful 
consideration of the relative importance of 
each criterion.  
Fixed point scoring is the most direct 
means of obtaining weights information 
from the decision maker. It requires the 
least amount of operations to transform 
information supplied by the decision maker 
into a weights vector satisfying the 
requirements mentioned earlier. Using fixed 
point scoring, the three hypothetical criteria 










The rating technique obtains a score from a 
decision maker to represent the importance 
of each criterion. It is similar to scales used 
on a Likert scale questionnaire. Often 
numbers 1-5, 1-7 or 1-10 are used to 
indicate importance (Nijkamp et al. 1990).  
The rating method does not constrain the 
decision maker’s responses as in the fixed 
point scoring method. It is possible to alter 
the importance of one criterion without 
adjusting the weight of another. This 
represents an important difference between 
the two approaches. An example of a 
survey task designed to elicit weights using 
the rating technique is shown in 
textbox 4.2. 
Ordinal Ranking 
Ordinal ranking requires the decision maker 
to rank the criteria in order of importance. 
This method requires minimal information 
from the decision maker and is probably the 
easiest to handle conceptually.  Chapter Four: Multiple Criteria Analysis 
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A drawback associated with ordinal ranking 
is that it will significantly limit the number 
of ranking methods that can be applied. For 
example, weighted summation, one of the 
most commonly applied ranking 
algorithms, cannot be used when only 
ordinal weights information is available. In 
order to use ordinal weights with cardinal 
ranking methods, it is necessary to estimate 
cardinal weights from the ordinal 
information. This can be achieved using the 
expected value method as explained in 
textbox 4.3. 
Another option for calculating quantitative 
weights from an ordinal ranking is by using 
the naive approach (Nijkamp et al. 1990). 
In a case of three criteria, where  c1 ⊇  c2 ⊇  
c3 (where "⊇ " "denotes more important 
than"), the naive approach would assign 
weights such that, w1 = 3/6, w2 = 2/6 and 
w3 = 1/6. This produces quantitative 
weights for criteria that are considerably 
different from those derived using the 
expected value method (w1 = 0.61, w2 = 
0.28 and w3 = 0.11).   
Graphical Weighting 
There are many variations on graphical 
weighting of criteria. One approach is to 
have a decision maker place a mark on a 
horizontal line. Criteria importance 
increases as the mark is placed further to 
the right end of the line. A quantitative 
weight can be calculated by measuring the 
distance from the mark to the left extremity 
of the line. Scores are usually normalised to 
obtain an overall weights vector.  
This approach enables decision makers to 
express preferences in a purely visual 
manner. The graphical weighting technique 
is sometimes criticised because it permits 
decision maker's to be carefree in assigning 
weights. For example, it is easy for a 
decision maker to place a mark on a 
horizontal line without considering the 
implications for criteria weights. In favour 
of graphical methods, however, is the ease 
and quickness with which they can be used. 
Many decision makers do not have 
sufficient time for some of the more 
complex and involved approaches.  
Paired Comparisons 
Paired comparisons involve the comparison 
of each criterion against every other 
criterion in pairs. It can be effective 
because it forces the decision maker to give 
thorough consideration to all elements of a 
decision problem. The number of 
comparisons can be determined by: 
2





o = the number of comparisons; and 
m = the number of criteria. 
Textbox 4.2. A weighting task based on the rating method could have decision weight three 
criteria by circling a number (one number for each criterion). 
Criterion    Importance (1 = least, 7 = most) 
C1  1        2        3        4        5        6        7 
C2  1        2        3        4        5        6        7 
C3  1        2        3        4        5        6        7 Chapter Four: Multiple Criteria Analysis 
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A popular form of paired comparison is the 
analytic hierarchy process (AHP) by Saaty 
(1987). It requires the decision maker to 
rate the importance of each attribute in its 
pair on a nine point scale, ranging from 
equal importance (1) to absolutely more 
important (9). Once all the paired 
comparisons have been made, Saaty 
proposes calculating eigenvalues to 
represent weights. A simplified example of 
the process used to determine weights for 
the three hypothetical criteria is given in 
figure 4.9.  
Textbox 4.3. The expected value method for converting ordinal data into cardinal data. In this 
problem the decision maker has indicated an ordinal ranking of criteria such that c1 ⊇  c2. The 
expected value method will determine quantitative weights such that w1 = 0.75 and w2 = 














The table below shows how the expected value method determines weights for up to 10 
criteria, where c1 ⊇  c2 ⊇  c3, …, ⊇  c10. For a detailed description of how to apply the expected 
value method refer to Nijkamp et al. (1991).  
Number of 
criteria 
c1 c 2 c 3 c 4 c 5 c 6 c 7 c 8 c 9 c 10 
1 1.00           
2 0.25  0.75          
3 0.11  0.28  0.61         
4  0.06 0.15 0.27 0.52             
5  0.04 0.09 0.16 0.26 0.46           
6  0.03 0.06 0.10 0.16 0.24 0.41         
7  0.02 0.04 0.07 0.11 0.16 0.23 0.37       
8  0.02 0.03 0.05 0.08 0.11 0.15 0.21 0.34     
9  0.01 0.03 0.04 0.06 0.08 0.11 0.15 0.20 0.31   
10  0.01 0.02 0.03 0.05 0.06 0.08 0.11 0.14 0.19 0.29 Chapter Four: Multiple Criteria Analysis 
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Judgement Analysis 
To obtain weights in an implicit manner 
judgement analysis can be used. In this 
method the decision maker is presented 
with criterion values for a set of real or 
hypothetical alternatives. The decision 
maker is asked to assign a utility score to 
each of the alternatives. This represents the 
total utility a decision maker obtains from a 
particular alternative based only on 
information in the effects table.  
Scales such as 1-10, 1-20 or 1-100 can be 
used. There should be a high degree of 
variability to assist the decision maker 
discern between alternatives. Multiple 
regression analysis is then conducted to 
determine the relative importance of each 
criterion in determining the decision 
maker’s score. This can be a complex 
procedure and further information is 
available in Cooksey (1996).  
In a sense, judgement analysis is a reverse 
procedure of MCA. Instead of specifying 
the weights first and then determining 
utility scores for alternatives, the decision 
maker gives utility scores which are used to 
estimate weights. Conjoint analysis is a 
procedure similar to judgement analysis 
although is typically used in market studies.  
Judgement analysis can be valuable because 
it is an implicit derivation of weights. The 
decision maker’s true preferences may be 
better revealed because they are given a real 
Circle One Circle One
1. Criterion C1 is 
more
less
equally important than/to criterion C2 by a factor of 2  3  4  5  6  7  8  9
2. Criterion C1 is 
more
less
equally important than/to criterion C3 by a factor of 2  3  4  5  6  7  8  9
3. Criterion C2 is 
more
less






































Figure 4.9. Process for obtaining weights from paired comparisons. The stages include: (A) a
survey process used to elicit decision maker judgements, (B) representation of responses in
matrix form, (C) conversion to decimals, (D) summing of the rows of the matrix, and (E)
normalising to produce weights.  Chapter Four: Multiple Criteria Analysis 
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choice problem. Weights are estimated 
from a simulation of their decision 
behaviour not just their espoused 
preferences. 
An example of a judgement analysis task is 
shown in textbox 4.4. A difficulty likely to 
be encountered in estimation of weights 
through judgement analysis is that of 
exceeding the decision maker’s cognitive 
abilities. To obtain statistical significance a 
sufficient number of alternatives need to be 
considered. This creates a complex decision 
task, which becomes more complex as the 
number of criteria increases. Weighing up 
the relative utilities associated with even a 
dozen alternatives given multiple criteria is 
an extremely difficult task. 
This problem can be reduced by presenting 
the judgement analysis task effectively. 
However, judgement analysis will typically 
require considerable time and effort from a 
decision maker. This is an important 
consideration in its application. Many 
community NRM decision makers may not 
be willing to spend the necessary time to 
complete a judgement analysis weighting 
task. 
Techniques for Standardisation 
As described previously, data in the effects 
table can be standardised using a linear, 
parabolic, concave or convex 
transformation function. Typically a linear 
transformation is applied because this is 
easiest to handle conceptually.  
In textbox 4.5, three commonly used 
approaches for standardising performance 
measures are listed. The particular 
standardisation technique applied can 
potentially alter the results of MCA 
(Howard 1991). It is advisable, therefore, to 
apply multiple methods and assess the 
significance of any differences.  
Generally standardisation is the first thing 
to be done once the effects table has been 
established. Application of any of the 
quantitative ranking techniques (described 
below) with non-standardised data will lead 
to meaningless results. If the criterion 
values are in different units, which is the 
norm, it would be like 'adding apples and 
oranges'. 
 
Techniques for Ranking the Alternatives 
Once a quantitative or qualitative 
information on the weights has been 
obtained the phase of ranking alternatives is 
commenced. The type of method that is 
selected for ranking will depend on whether 
quantitative or qualitative data is available 
in the effects table and which method of 
weighting was used. Although diminished 
the decision maker’s input is not 
necessarily concluded by this stage. Some 
ranking methods can only be done through 
interaction with a decision maker (eg the 
Analytic Hierarchy Process under some 
conditions). Even where interaction is not 
essential some form of decision maker 
participation is desirable (Starr and Zeleny 
1977). The results obtained from a ranking 
procedure can be either a complete or 
partial ordering of alternatives. 
This section explains some of the more 
commonly applied ranking methods 
including lexicographic ordering, weighted 
summation, qualitative evaluation, mixed 
qualitative/quantitative evaluation, and 
ranking using paired comparisons. Chapter Four: Multiple Criteria Analysis 
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Textbox 4.4. An example of judgement analysis to get criteria weights based on Hajkowicz and 
Prato (1998). This example obtains weights for the five criteria referred to previously with respect 
to the farming systems. The decision maker was asked to score the desirability of the 15 farming 
systems based on the performance measures. Multiple regression analysis is then used to determine 
the relative importance of the criteria.   
 




























parts per billion 
MCL
4 = 3ppb 
(more is worse) 
 
Nitrogen
2  in 
 surface runoff 
parts per million 
MCL
4 = 10ppm 
(more is worse) 
Tons / acre 
/ year  
(more is 
worse) 
Score 1 to 100 
1 = worst 
100 = best 
no ties please
 
1  $70  24 (34%)  24  15   3.5   
2  $55  9 (16%)  5  9   3   
3  $75  33 (44%)  20  8   4.5   
4  $85  45 (53%)  28  16   2.0   
5  $90  42 (47%)  26  17   4.5   
6  $95  39 (41%)  30  18   4.0   
7  $30  18 (60%)  8  10   4   
8  $40  15 (38%)  18  13   3.5   
9  $45  21 (47%)  14  12   4.0   
10 $60  30  (50%)  12  7  2.5   
11 $65  36  (55%)  10  11  6   
12 $80  12  (15%)  22  14  4.5   
13 $50  27  (54%)  16  5  6.5   
14 $35  6  (17%)  3  6  3   
15 $25  3  (12%)  1  4  1.5   
 Chapter Four: Multiple Criteria Analysis 
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Lexicographic Ordering 
Lexicographic ordering is a relatively 
simple procedure for ranking alternatives 
and is especially useful when only ordinal 
information is available for criterion 
weights. Keeney and Raiffa (1993) consider 
the method too simplistic for use in serious 
decision analysis. Nevertheless, there are 
many examples of its application. It can 
often be a very useful method of obtaining 
a better impression of the decision problem 
or making a quick analysis, even if it is not 
used to generate final results.  
Lexicographic ordering is based on ranking 
a set of alternatives against the highest 
ranked criterion. If this does not produce a 
single best alternative the ranking is 
repeated against the second most important 
criterion. This process is repeated until all 
alternatives have been ranked or have been 
ranked against the last criterion. The 
technique will not necessarily produce a 
complete ranking of alternatives. 
Many researchers have extended 
lexicographic theory to make it more 
widely applicable. Two major forms of 
modification relate to satiation levels and 
priority classes (Nijkamp et al. 1990). A 
satiation level is similar to a threshold. If 
two or more alternatives reach a satiation 
level for the first objective they are then 
evaluated against the second objective and 
so forth. Priority classes break up the 
objectives into different categories based on 
their importance. Objectives in a higher 
class have precedence of ranking 
alternatives over objectives in a lower class. 
Textbox 4.5. Common methods for linear standardisation of performance measures in the 
effects table (Howard 1991).  
Standardisat-
ion method 
For positive criteria (where  a 
higher value is better) 
For negative criteria (where  a 


















































































sij = the standardised value for xij; and  
xij = the raw score indicating the performance of alternative i against criterion j 
where the effects table represents the alternatives as rows and the criteria as 
columns.  Chapter Four: Multiple Criteria Analysis 
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This still leaves open the problem of how to 
rank alternatives in a given class of 
objectives. Priority classes really act to 
simplify the problem of lexicographic 
ordering.  
Weighted Summation 
The most common method of obtaining a 
ranking of alternatives is through the use of 
weighted summation. This is an intuitively 
appealing process which involves 
multiplying the criterion weights with the 
standardised performance measures and 
summing across to obtain a utility score. 
The procedure for weighted summation is 
presented in textbox 4.6. 
Weighted summation should be used on 
ratio level data only, although is frequently 
applied to qualitative scores (ie  ordinal 
data). Weighted summation can only be 
applied when quantitative weights 
information is available. Where only an 
ordinal ranking of criteria is supplied 
quantitative weights may be derived 
through techniques such as the expected 
value method.  
A widely noted drawback associated with 
weighted summation is the number of 
assumptions it requires. Rowe and Pierce 
(1982, cited in Howard 1991) list the 
assumptions of weighted summation as 
follows:  
•  criteria must have cardinal (interval or 
ratio) scales; 
•  there must be additive independence 
among the criteria; 
•  value or utility function for criteria 
must be linear (if a linear model is 
applied), ie monotonically increasing or 
decreasing; 
•  weights must be on a ratio scale; and 
•  weights must reflect the relative 
importance of a unit change in the 
value (utility) function. 
Textbox 4.6. Procedure for weighted summation to obtain a ranking of alternatives.  
Step 1 
Standardise the data in the effects table (often one of the three standardisation methods in textbox 4.7
are used). This converts the values of xij (raw performance measures) to sij standardised performance
measures.  
Step 2 










vi is the overall performance of alternative i; 
and wj is the weight for criterion j (usually ∑wj = 1). 
 
Step 3 
Rank the alternatives using vi.  Chapter Four: Multiple Criteria Analysis 
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Hobbs (1984) indicates that when the 
numerical difference between utility scores 
for alternatives are very small a difference 
in rank order can be meaningless. This 
means that caution should be taken when 
ranking alternatives using weighted 
summation. Fuzzy logic provides a method 
for deciding whether numerical differences 
are sufficient to justify variation in rank 
order. 
Qualitative Evaluation Methods (other than 
lexicographic ordering) 
A wide variety of methods have been 
developed to rank the alternatives when 
only qualitative (ordinal) data is available 
in the effects table. Contrary to what might 
be expected, these techniques involve 
complex mathematical procedures. In 
general qualitative evaluation techniques 
follow these stages: 
•  Identify all pairs of alternatives ai and 
ai’. The number of pairs may be equal 
to n/(n-1)× 2 or to n!/(n-2)! depending 
on the method. 
•  For each pair ask whether alternative ai 
performs better, equal or worse than 
alternative ai’ for criterion cj?  
•  Depending on the answer modify the 
score for alternative ai according to rule 
A and modify the score for alternative 
ai’ according to rule B. 
•  Continue until each comparison has 
been made for each pair of alternatives 
under each criterion.  
•  When finished use the scores assigned 
to each alternative to obtain a ranking.  
Detailed explanations of how these 
algorithms function are beyond the scope of 
this document. However, the techniques are 
described in more detail by Nijkamp et al. 
(1991) or Janssen (1992). Some of the 
common methods include permutation 
analysis, the frequency method and regime 
analysis. 
It is noted that by converting ordinal data in 
the effects table to cardinal data it is 
possible to apply quantitative evaluation 
methods (such as weighted summation). 
One means for doing this might involve 
using the expected value or naive method 
for cardinalisation.  
Mixed Qualitative/Quantitative Evaluation 
The Evamix method developed by Voogd 
(1983) enables use of quantitative and 
qualitative performance measures but 
requires quantitative weights information. It 
is designed to enable quantitative 
information to be used to the fullest extent 
possible.  
This helps overcome the problems of 
applying either purely quantitative or purely 
qualitative ranking methods to mixed data 
in an effects table. If a purely quantitative 
method is applied where the table contains 
ordinal values the ordinal values will be 
treated as though they have more meaning 
than they actually do. This could produce 
misleading results. Also, if a purely 
qualitative ranking technique is applied 
where cardinal data are available only 
ordinal properties of the cardinal data will 
be used. This represents poor usage of 
information.  
A summary of the Evamix method is 
contained in figure 4.10. The procedure is 
based on determining dominance scores 
resulting from paired comparisons of the 
alternatives. Where cardinal data is Chapter Four: Multiple Criteria Analysis 
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encountered the dominance score is 
calculated in a different way to when 
ordinal data is encountered. Again, refer to 
Nijkamp  et al. (1990) for detailed 
descriptions of how to undertake the 
Evamix method.  
Ranking Alternatives with Paired 
Comparisons 
Just as paired comparisons could be used to 
score the importance of a set of criteria, 
they can also be used to score the 
performance of a set of alternatives. This 
technique is used in the Analytic Hierarchy 
Process by Saaty (1987).  
The approach requires decision makers to 
make all paired comparisons (ie n/(n-1)× 2 
comparisons) for the alternatives under 
each criterion. The questions asked of the 
decision maker are in the form of: ‘For 
criterion cj indicate which out of 
alternatives ai and ai’ performs best and 
indicate the extent of the difference on a 
scale of 1 (equal performance) to 9 
(greatest difference in importance)’.  
This is repeated for all alternatives under 
each criterion. The process of calculating 
eigenvalues (to represent the overall 
performance of an alternative under a given  
criterion) is undertaken in the same way as 
the calculation of weight values (described 
earlier).  
This will produce an effects table with 
completed values for xij (ie the measure of 
the performance of alternative i against 
alternative j). The values will already be 
standardised as they were generated by the 
same process. The weights should already 
have been generated (either by paired 
comparisons or some other technique). 
Given that we have weights and 
standardised values for xij it is possible to 
apply weighted summation to obtain an 
overall performance score for each 
alternative.  
Strengths and Weaknesses of MCA 
A list of the major strengths and 
weaknesses of MCA is contained in 
textbox  4.7. These strengths and 
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weaknesses relate to the criteria for NRM 
decision support discussed earlier. For an 
alternative listing of the strengths and 
weaknesses of MCA refer to RAC (1992). 
Prato (1999) makes a comparison of BCA 
and MCA for selecting appropriate land and 
water resource management systems. He 
indicates that MCA overcomes the 
weaknesses of BCA through: 
•  facilitating public participation and 
collaborative decision making; 
•  avoiding some of the ethical and 
practical shortcomings of BCA;  
•  not requiring the assignment of 
monetary values to ecological services; 
•  allowing the consideration of multiple 
objectives; and  
•  is not culturally biased.  
Criticisms of MCA tend to focus on its lack 
of theoretical underpinnings and rigour. It is 
possible for MCA to be applied naively. A 
key error relates to the specification of 
weights. The weights information used in 
MCA is critical to the final outcome. 
However, weights are often assigned 
arbitrarily and their full impact is easily 
overlooked by decision makers. Different 
weights will be provided by different 
people and quite possibly the same person 
will produce two conflicting weights sets 
through two different methods.  
Another significant shortcoming of MCA is 
its poor ability to handle the temporal 
dimension of evaluation. Through the 
discount rate, BCA permits analysis of 
project impacts through time. Much 
research has been conducted on the 
discount rate to determine ways to prevent 
it from devaluing the concerns of future 
generations.  
Although it is possible to include temporal 
concerns within MCA by adding additional 
criteria, the theoretical basis for doing so is 
much weaker. Applications of BCA tend to 
be much more acutely aware of time than 
applications of MCA. Further research is 
required to develop ways of building a 
temporal dimension into MCA. 
Van Pelt (1993) argues that BCA and MCA 
need not always be viewed as competing 
methodologies. Rather the two techniques 
are best used in combination. In a case 
study of BCA and MCA to evaluate 
management options in Lake Burullus in 
Egypt, Van Pelt (1993) demonstrates how 
MCA can make up for the deficiencies of 
BCA, and vice versa. It was found that 
MCA outcomes differed from BCA 
outcomes. These differences provided 
policy makers with useful insights to the 
decision problem that could not have been 
obtained without combined application of 
both techniques. 
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Textbox 4.7. Strengths and weaknesses of multiple criteria analysis. 
 
Strengths 
•  A diversity of evaluation techniques enable use of qualitative and quantitative data in
any measurement units (not just monetary). 
•  It is an intuitively appealing decision making process which decision makers find
logical. The process of identifying objectives, identifying alternatives, measuring the
performance of alternatives against the objectives and choosing an alternative is often
applied by decision makers inadvertently.  
•  Provides a framework for integrating and synthesising large amounts of complex
evaluative data.  
•  Makes explicit decision maker values through the use of weights and standardisation
methods. This helps make the decision process more transparent.  
•  Presents results of evaluation in a form which permits interaction between the decision
maker and the model. For example, decision makers can simulate the effect of a
particular set of weights on the ranking of alternatives or they can see what weights are
necessary to achieve a particular ranking.  
•  Amenable to all forms of sensitivity analysis. It can be used to determine the
significance of individual data values in determining the final result (eg break-even
analysis). 
•  Provides a framework which improves the decision maker’s understanding of a decision
problem and the trade-offs involved.  
•  Can be made very simple or elaborate to suit a particular application and the needs of
the decision makers. The decision makers can specify the level of complexity with
which MCA functions.  
 
Weaknesses 
•  The impact of weights on the results of MCA are sometimes not understood by decision
makers. This can be a problem because weights will strongly influence the results of
MCA. 
•  There are many MCA techniques and often no clear guidance as to which should be
used. Different techniques will produce different results. This can make results of MCA
evaluations unrepeatable.  
•  Some MCA techniques are extremely complex. Consequently they may detract from
decision maker understanding of trade-offs and transparency. 
•  In some MCA techniques an excessive amount of input from the decision maker is
required. Often community based NRM decision makers do not have sufficient time.  
•  Techniques for incorporating time into MCA are under-developed. Benefit-cost
analyses are more acutely aware of how time impacts on the present value of alternative
options.  Chapter Four: Multiple Criteria Analysis 
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Frontier Developments 
The cyclical and iterative nature of the 
MCA process and the emphasis of benefits 
accruing from decision maker learning and 
understanding about the decision problem 
highlight the need for interactive MCA 
models.  
The most effective means of delivering 
such models is through computerised 
interfaces. This is because computers can 
adapt and present new information as the 
decision maker interacts with the MCA 
model.  
Already several programs have been 
developed and are commercially available. 
Some examples are "Expert Choice", which 
models the Analytic Hierarchy Process; the 
ELECTRE software package, based on 
concordance and discordance analysis; and 
the DEFINITE (DEcisions with a FINITE 
set of alternatives) software package which 
incorporates a wide range of MCA 
techniques.  
Requirements of an Interactive MCA Model 
An interactive MCA model aims to provide 
an extension to human reasoning and 
decision processes by making use of the 
computational and presentational capacities 
of a computer. Contemporary approaches to 
such models involve a front-end graphical 
user interface (GUI) and a set of algorithms 
handled internally by the software.  
Sawaragi (1986) lists the requirements of 
an interactive MCA model of this type as 
follows: 
•  Facilitation of trade-offs. The 
interactive MCA model should make 
the trade-offs between conflicting 
criteria and objectives clear. This 
requires a clear set of weighting tasks 
and clarification of how the weights are 
expressed through the model.  
•  Simplicity. The judgement and 
operation required of decision makers 
is as simple as possible. 
•  Understandable. The presentation of 
tasks and results should be intuitively 
understandable for decision makers. 
Requirements for decision makers to 
develop additional skill or knowledge 
should be minimised. 
•  Quick response. Information returned 
to the decision maker following some 
form of MCA should be as quick as 
possible. This will help the decision 
maker understand implications of 
modifying the MCA model structure.  
•  Rapid convergence. The interactive 
MCA model should provide the most 
rapid convergence on a solution to the 
problem as possible. It should avoid 
forcing the decision maker from having 
to complete any tasks that are 
extraneous in a particular situation.  
•  Explanatory. Decision makers should 
be able to accept the obtained solution 
and have a good understanding of how 
it was generated. In other words the 
decision maker should see why a 
particular solution was reached.  
•  Learning. Through interaction decision 
makers should gain improved 
understanding about the gaps between 
their desires and real world constraints 
forced by trade-offs. They should 
obtain a good understanding of what it 
is they are required to 'give-up' in the 
decision problem. Chapter Four: Multiple Criteria Analysis 
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Example of an Interactive MCA Model: 
DEFINITE 
Contemporary GUIs for interactive MCA 
models involve a series of windows which 
handle certain tasks within the MCA 
process. The user is then able to cycle 
backward or forward through these 
windows in the process of building the 
MCA model and obtaining a final solution.  
In the DEFINITE package, described by 
Janssen (1992), the windows are grouped 
into a series of modules which handle 
different components of building the MCA 
model. Figure 4.11 shows the modules of 
the DEFINITE package.  
In the problem definition module, the user 
builds an effects table containing the 
criteria, weights, alternatives and 
performance measures. In the presentation 
module, the effects table is put into a visual 
form which represents it as a series of 
graphs or in tabular form. In problem 
evaluation a complete or partial ordinal 
ranking is produced. In the sensitivity 
analysis module weight information, 
performance measures, and techniques are 
systematically varied to determine the 
robustness of the final results. In the final 
module of report generation the results are 
presented in a graphical and/or textual 
format. Feedback loops are available from 
modules A to D. This enables the user to 
restructure and respecify the MCA problem 
as they work through its solution.  
Summary and Conclusion 
Multiple criteria analysis (MCA) is a 
structured framework for investigating, 
analysing and resolving decision problems 
constrained by multiple objectives and 
criteria (Nijkamp et al. 1990).  
The major stages of MCA include (i) 
identifying decision makers, (ii) identifying 
objectives/criteria, (iii) identifying 
alternatives, (iv) weighting the 
objectives/criteria,  (v) transforming the 
criteria to commensurable units, (vi) 
ranking the alternatives and (vii) 
performing sensitivity analysis. 
There are different perspectives on the 
appropriate sequencing of stages of the 
MCA process. Most authors recognise that 
the process is highly iterative, rather than 
unidirectional.  
Many techniques have been developed to 




C) Problem evaluation 
D) Sensitivity analysis
E) Report generationChapter Four: Multiple Criteria Analysis 
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undertake MCA. Different techniques are 
applied to undertake the stages of weighting 
the criteria, standardsing the performance 
measures and ranking the alternatives. The 
techniques will differ based on their 
complexity and whether they handle 
qualitative or quantitative data.  
The major strengths of MCA include its 
ability to handle performance measures in 
any units (either quantitative or qualitative) 
and its ability to provide decision makers 
with a logical structure for complex 
problems. The major weaknesses of MCA 
relate to its lack of rigour and theoretical 
underpinnings. For example, it does not 
have the same firm grounding in economic 
theory as does benefit cost analysis.  There 
is a need to research improved ways of 
handling time in MCA. Research is also 
establishing means by which computerised 
interfaces can be used to enable greater 
interaction between decision makers and 
MCA models.  Chapter Five: Other Analytical Decision Support Techniques 
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OTHER ANALYTICAL DECISION SUPPORT TECHNIQUES 
This chapter reviews several analytical 
decision support techniques which seek to 
extend the analytical capabilities of benefit 
cost analysis (BCA) and multiple criteria 
analysis (MCA). These techniques were 
typically developed by practitioners in a 
range of disciplines in order to overcome 
perceived shortcomings associated with 
BCA and MCA. Often the techniques have 
been developed to suit the needs of a 
particular application and were then 
developed for broader application. 
The techniques reviewed in this chapter 
include energy analysis, ultimate 
environmental threshold analysis, planning 
balance sheets and the environmental 
evaluation system (Battelle Checklist). 
These techniques represent adaptations or 
extensions of the BCA and MCA methods.  
 
Energy Analysis 
The energy analysis technique requires the 
impacts of all decision alternatives to be 
expressed in energy units such as 
kilojoules. It works in a similar way to 
BCA but, instead of using dollars to 
measure utility, all costs and benefits are 
expressed in energy units. The basis for this 
approach is that energy underlies all 
environmental and life support processes, ie 
nothing can be done without energy.  
An example of energy analysis might 
involve its application to evaluate the 
desirability of constructing a dam. In this 
case, all the energy required to construct the 
dam (eg explosives, petroleum, gas, 
electricity, labour) would be measured as a 
cost in, say, kilojoules. Environmental costs 
could also be represented in energy terms 
such as kilocalories of fish destroyed or 
plants removed.  
These energy costs can then be compared 
against the gains such as hydro-electric 
power or increased food production from 
improved agricultural irrigation. Typically, 
a ratio of energy costs to energy gains is 
used to reveal the relative merits of 
alternative dam construction options. The 
most energy efficient alternative can then 
be selected.  
McAllister (1980) suggests that there are 
three perspectives on energy analysis. 
Firstly, it is seen as a universally applicable 
evaluation tool such as MODS or BCA. 
Proponents of this view tend to argue that it 
is always possible to identify appropriate 
energy costs and benefits in any decision 
problem.  
The second perspective, views energy 
analysis as an evaluative framework 
applicable in a narrow range of NRM 
decision problems in which energy impacts 
are easily identified. 
  The third perspective, views energy 
analysis as an approach to decision support 
suitable only for the evaluation of energy 
projects such as mining or the construction 
of a hydro-electric dam. This viewpoint 
only considers energy related aspects of the 
decision problem.  Moreover, the currency 
is in energy units.  Decision makers are 
required to evaluate other aspects by 
alternative means.  
CHAPTER FIVE Chapter Five: Other Analytical Decision Support Techniques 
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In practice, energy analysis is seldom 
applied in NRM decisions. This is because 
too many crucial aspects of NRM decisions 
cannot adequately be measured in energy 
units. Consider, for example, aesthetics, 
biodiversity, recreation, existence value, 
employment opportunities and a range of 
economic and social impacts. For this 
reason, energy analysis is likely to remain 
as one of the more obscure techniques. 
Nevertheless, it presents a useful and 
insightful method to consider energy 
impacts of NRM decisions. 
 
The Ultimate Environmental Threshold 
Analysis Method  
The ultimate environmental threshold 
(UET) method, developed primarily by 
Kozlowski (1985, 1986, 1993) evaluates the 
acceptability of NRM alternatives based on 
a set of environmental constraints or 
thresholds. UET can be thought of as a 
variation of MCA which works with 
thresholds rather than graded scales of 
performance.  
The environmental thresholds used in UET 
limit the 'solution space' within which 
development should occur. They indicate 
the spatial expression, magnitude and type 
of development that should take place over 
a particular time period so that a rational 
use of resources is ensured (Kozlowski 
1993).  
Any project or action that is expected to 
exceed an environmental threshold is 
assumed to result in an unacceptable loss of 
environmental quality. The solution space 
for development can be likened to the 
concept of carrying capacity. Exceeding the 
solution space will result in a loss of the 
natural environment's capacity to support 
human welfare.  
A simplified example of using the UET 
method to identify areas suitable for urban 
development is shown in figure 5.1. Each 
map layer represents a threshold for 
residential development. By combining all 
three thresholds, through a map overlay 
process, a 'solution space' is obtained. This 
is an example of a territorial or spatial UET 
analysis. This approach can also be applied 
to non-spatial planning problems.  
Kozlowski (1993) identifies four 
dimensions in which thresholds to 
development can be encountered. These 
include territorial, quantitative, qualitative 
and temporal. Territorial thresholds have 
spatial definition. These can be delimited in 
map form. Quantitative thresholds relate to 
the magnitude of development. For 
example, the number of people or the 
quantity of resources extracted. Qualitative 
thresholds relate to the type of 
development. They are based on the notion 
that certain types of development will have 
a lesser or greater impact on the natural 
environment. Temporal thresholds relate to 
the time period over which development 
can occur before an unacceptable 
environmental impact is incurred.  
These thresholds combine to produce the 
UET. The UET is defined as "the stress 
limit beyond which a given ecosystem 
becomes incapable of returning to its 
original condition and balance" 
(Kozlowski, 1986, p146). Exceeding these 
limits is considered to result in irreversible 
ecological damage.  The assessment of 
environmental impacts in defining a UET 
are made on the basis of the ecosystem's Chapter Five: Other Analytical Decision Support Techniques 
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uniqueness, transformation, sensitivity, and 
biological importance (Kozlowski 1993).  
The UET method has been used for 
highway planning in Brisbane, Australia 
(Roszkiwska-Kuiken 1987), fish habitat 
management on Australia's Great Barrier 
Reef (Minns et al. 1993) and on North 
Stradbroke Island in Queensland, Australia 
to evaluate wilderness walk alternatives 
(McNamara et al. 1993).  
The use of thresholds in the UET method is 
an effective means of generalising complex 
environmental management problems. 
However, the adoption of thresholds as 
opposed to using continuous scales of 
acceptability, as is generally done in 
MODS, hinders the evaluation of 
efficiency. In the study of fish habitat 
management McNamara et al. (1993) note 
that the binary combination rules of the 
UET method (thresholds) did not permit 
differential weighting of habitat classes. 
The use of thresholds may be considered 
more consistent with satisficing decision 
behaviour as opposed to optimising 
decision behaviour.  
 
Planning Balance Sheets 
The planning balance sheet (PBS) was 
developed by Lichfield et al. (1975) 
originally for use in urban and regional 
planning in the United Kingdom. It seeks to 
overcome two major shortcomings of BCA. 
The first is the limited ability of BCA to 
handle intangible (non-market) goods and 
services. The second relates to equity 
problems arising from the use of BCA. The 
PBS attempts to overcome these limitations 
by formally incorporating intangible items 
in the evaluation of alternatives and 
       













Figure 5.1. An example of spatial analysis in the ultimate environmental threshold analysis
technique. In this example three map layers are used to locate land suitable for residential
development. Layer A maps flood potential, layer B maps valuable habitats and layer C
maps slope steepness. Layer S contains the solution space, which represents all land found
suitable in layers A, B and C.  Chapter Five: Other Analytical Decision Support Techniques 
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analysing sectors of the community that 
receive benefits or incur costs as a result of 
development.  
The process of compiling a PBS 
commences with identifying transactions, 
producers and consumers. The transactions 
are the impacts of the proposed project, 
plan or development. They can be either 
positive or negative and market or non-
market. For example, the increased revenue 
generated from a new tourist resort is a 
positive market transaction and the loss of 
natural habitat is a negative non-market 
transaction.  
The producers are the stakeholders that are 
proposing a development or initiating 
change of some type. Producers are the 
agents which cause the transactions to 
occur. The consumers are the social groups 
impacted by the activities of the producer 
groups. They consume the 'good' and 'bad' 
products/outcomes arising from the project.  
All of the producers and consumers 
relevant to the planning problem at hand are 
classified into sectors. Benefits and costs 
are determined for each sector. This 
provides a means to analyse the equity 
impacts of alternative plans. The benefits 
and costs are assigned to sectors in a 
transaction table. Textbox 5.1 contains a 
hypothetical example of a transaction table 
used to assess the merits of two catchment 
revegetation strategies to control dryland 
salinity. In the table benefit and cost items 
are identified for each sector. This permits 
analysis of the 'winners' and 'losers' of BCA 
later in the process.  
Textbox 5.1. A hypothetical transaction table used in designing a planning balance sheet for 
analysing dryland salinity control measures. Benefit and cost items are identified for each 
sector. This enables an analysis of the winners and losers of benefit cost analysis. This 
represents a simplification and adaptation of the procedure originally developed by Lichfield 
et al. (1975). 
 
Sector Benefits  Costs 
Producers    
Farmers  B1. Reduced erosion problems (I) 
B2. Reclamation of salt land (T) 
B3. Improved landscape amenity (I) 
C1. Opportunity cost of land 
used for revegetation (T) 
C2. Tax payments to pay for 
revegetation (T) 
Consumers    
Downstream water 
users 
B4. Improved water quality (T)  C3. Tax payments to pay for 
revegetation (T) 




B5. Habitat preservation and 
protection (I) 
C5. Tax payments to pay for 
revegetation (T) Chapter Five: Other Analytical Decision Support Techniques 
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Once the transaction table is completed it is 
possible to draw up a PBS. This requires 
determining the present worth of all 
benefits and costs for each sector. Benefits 
or costs which are intangible are 
represented using non-monetary units. 
These may involve ordinal scales, physical 
measurements or even statements relating 
to the magnitude of the benefit or cost.  
For the tangible benefit and cost 
comparisons, it is possible to determine 
which plan has the highest net present value 
for each sector. Scores for intangible 
benefit and cost items in non-monetary 
units are not aggregated into a single 
evaluation parameter. They are simply 
presented to the decision maker in the PBS 
so they can be contrasted. 
An illustrative example of a PBS for the 
dryland salinity control problem used 
earlier is contained in textbox 5.2. In this 
example an evaluation is conducted of 
catchment revegetation for dryland salinity 
control. It can be seen that the PBS does not 
prescribe a 'best' option as BCA does with a 
benefit cost ratio or net present value. 
Instead, PBS merely presents all the 
benefits and costs and displays the net 
present value where possible. It also shows 
the social sectors which incur the benefits 
and costs. It is then up to the decision 
maker to decide on an appropriate course of 
action.  
The example of a PBS presented here is 
grossly simplified. In reality, there are 
likely to be many more sectors and many 
more plans being compared. Lichfield et al. 
(1975) also provide an additional column 
which indicates the sector which has a net 
Textbox 5.2. A hypothetical planning balance sheet used to evaluate revegetation for dryland 
salinity control in a catchment when compared against the 'status quo' option. Benefit (B1 to 
B6) and cost (C1 to C5) items are explained in textbox 5.1. Item B1 is the amount of soil 
saved from erosion in tonnes per hectare per year. Items B3, B5 and B6 are measured on an 
ordinal scale where more "+" signs indicate better performance.  In this case the major 
winners are likely to be the consumer groups. They have a much higher NPV and similar 
intangible benefits.  This represents a simplification and adaptation of the procedure originally 
developed by Lichfield et al. (1975). 
Sector Benefits  Costs  NPV 
Producers      






Consumers      
Downstream water 
users 
B4. $1m  C3. $0.5m  $0.5m 
Recreationists B5.  ++++  C4.  $0.5m  - 
Nature 
conservationists 
B5. +++  C5. $0.5m  - Chapter Five: Other Analytical Decision Support Techniques 
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advantage under each benefit-cost 
comparison.  
The PBS approach to evaluation does not 
necessarily overcome the limitations of 
BCA. Although intangibles are formally 
included in the PBS their relevance is not 
readily apparent to decision makers. In a 
real PBS the decision maker is forced to 
make many complex value judgements 
involving the trade-off of measurements in 
different units. McAllister (1980) points out 
that all descriptive items in the PBS require 
the decision maker to look up references 
which explain their meaning somewhere in 
the text. This may lead to greater reliance 
on quantitative and monetised values.  
Hollick (1993) indicates that the PBS fails 
to adequately handle equity issues because 
some of society's most disadvantaged 
peoples do not form coherent producer or 
consumer groups. Furthermore, the PBS 
does not handle the fact that some members 
of one sector may be advantaged whilst 
other members of the same sector may be 
disadvantaged. For example, some farmers 
may have land upon which revegetation is 
not necessary (typically in the lower lying 
parts of the catchment). These farmers 
might incur the benefits of obtaining more 
salt free land but not incur the costs of 
loosing potentially productive land in the 
upper catchment.  
Another criticism of the method is that the 
PBS can be become extremely complicated 
and costly. The PBS will require 
identification of benefits and costs as they 
impact on all social groups. This essentially 
means undertaking a separate BCA for each 
stakeholder or stakeholder group as 
opposed to conducting a single BCA. The 
results of this process can be an extremely 
large and complex PBS that does not 
necessarily make decision making any 
easier. It even may obscure the most 
important parts of a decision under a mass 
of irrelevant details.  
An alternative to creating a PBS is to 
develop an MCA model which incorporates 
criteria relating to equity and criteria 
relating to economic performance 
(eg  benefit cost ratios or net present 
values). The flexibility of the MCA method 
will allow the problem to be better 
controlled by decision makers and weights 
on tangible and intangible impacts can be 
stated explicitly. It could be argued that the 
PBS is an early attempt at designing an 
MCA which incorporates the results of 
BCA. In this way the PBS has done much 
to generate ideas about how the results of 
BCA can be used in a broader evaluative 
framework which incorporates intangibles 
and equity concerns.  
 
Environmental Evaluation System 
The environmental evaluation system 
(EES) developed by Dee et al. (1973), also 
referred to as the Battelle Checklist, 
represents an adaptation of the MCA 
method. It was originally designed to assist 
environmental impact assessment for water 
resource planning but has potential for 
more widespread application.  
The EES is based on a hierarchical structure 
with four levels, as shown in figure 5.2. An 
environmental impact is represented with 
increasing specificity from level one to 
level four. The third level has critical 
importance for environmental impact 
assessment. The EES developed by Dee et 
al. (1973) has 78 environmental parameters 
at the third level. A screening process can Chapter Five: Other Analytical Decision Support Techniques 
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be used to limit this number to a 
manageable level.  
Once the environmental parameters are 
identified each must be converted into 
commensurable units. This relates to the 
standardisation phase of multiple criteria 
analysis. Dee et al. (1973)  suggest that the 
parameters can be scaled from 0 (lowest 
environmental quality) to 1 (highest 
environmental quality). Two transformed 
values are derived for each parameter. One 
represents the value with the project and the 
other represents the value without the 
project.  
The next stage in the EES involves 
weighting the parameters. This is done by 
assigning parameter importance units 
(PIUs) to each parameter. Dee et al. (1973) 
assign 1000 PIUs amongst the parameters. 
They suggest using survey techniques such 
as the Delphi method (see textbox 5.3) to 
identify appropriate weights.  
Having transformed the parameters into 
commensurable units and identified a set of 
weights, an adaptation of the weighted 
summation procedure (described in the 
chapter on multiple criteria analysis) can be 
used to obtain an overall environmental 
impact measure for a single project. It 
involves determining the difference 
between weight adjusted 'with' and 'without' 
project parameter values. This difference is 
then summed for all parameters.  
Basically the EES represents an application 
of the MCA method. Dee et al. (1973) 
propose a set of criteria and the use of 
weighted summation to guide the analysis. 
However, there is no reason why their 
system should be used in all circumstances. 
Practitioners in the field of NRM are likely 
to develop their own criteria, weighting 
systems and methods of obtaining overall 
performance measures for projects which 
suit their particular area of application. 
 
Summary and Conclusion 
This chapter presented techniques that 
involve adaptation of either BCA or MCA 
to suit the requirements of a particular 
Figure 5.2. The hierarchical approach used in the environmental evaluation system (also
known as the Battelle Checklist) by Dee et al (1973) 
Level 1. General (environmental categories)
Level 2. Intermediate (environmental components)
Level 3. Specific (environmental parameters)
Level 4. Most specific (environmental measurements)
TOTAL ENVIRONMENTAL IMPACTChapter Five: Other Analytical Decision Support Techniques 
86 
Textbox 5.3. An overview of the Delphi technique. 
The Delphi technique is a popular approach for having a panel of experts (or decision
makers) provide quantitative measurements where scientific data is unavailable. It is
conducted using an anonymous staged survey approach. In the first survey a group of experts
are asked to indicate a value for an unknown quantity that researchers are attempting to
estimate. The experts are asked also to provide a brief explanation  as to why they gave a
particular value. This information is then processed by the researcher and the scores are sent
back to all experts in the next survey showing values indicated by all other experts and their
explanations. Each expert is then given the opportunity to adjust their score in light of the
other scores. The process is repeated until no single expert is willing to further change their
score. (Sackman 1974).  
At all stages of the process the identity of each expert remains anonymous. This is based on
the notion that issues beyond the information relevant to the problem at hand can be
introduced if the experts' identities are revealed. For example, in a meeting people can
influence the outcome by applying pressure or by using their position in an organisational
hierarchy to add weight to their arguments. This may not necessarily lead to a better
judgement. By ensuring anonymity the Delphi technique helps eliminate these problems.  
Empirical studies suggest that the Delphi method is useful at helping decision makers or
experts reach agreement on an appropriate value. Rubin et al (1998) conducted the Delphi
method to establish priorities for rehabilitation credentialing and certification research in
public health care and disability policy reform. They found that the Delphi technique
effectively built consensus as evidenced by the reduction in the variability of responses at
each survey stage. Another study by Green et al (1993) used the Delphi technique to
facilitate decision-making in food production system selection. Again it was found to be a
useful approach, aiding decision makers in final selection. 
In the diagrams below an illustrative example of the Delphi technique is presented. In this
example the Delphi technique is used to estimate the area of land affected by dryland salinity
(as a percentage) in a catchment in the absence of reliable biophysical data. Dryland salinity
results from salts which occur naturally in the soil being concentrated at the plant root zone
by rising groundwater tables. Estimating the area of land subject to this problem is important
for its management as it allows assessments of the ecological, social and economic impacts. 
In the example below hypothetical results obtained from each survey round are presented. It
can be seen that the variability in responses (as measured with the standard deviation)
decreases at each repetition. This means that greater confidence be placed in the mean value
at each repetition. Prior to the commencement of the Delphi Technique it is known that all
responses must lie somewhere between zero and 25%. 
continued overleaf…Chapter Five: Other Analytical Decision Support Techniques 
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problem or issue. In some cases, the 
techniques presented in this chapter were 
aimed at overcoming problems associated 
with BCA. For example, PBS attempts to 
overcome problems in BCA related to 
intangibles and equity. The extent to which 
it has overcome these fundamental 
limitations, however, is questionable.  
Most of the decision support techniques 
which seek to overcome limitations of BCA 
adopt the style of an MCA model. 
Essentially they involve consideration of 
non-monetary impacts alongside monetary 
impacts in some form of evaluation matrix. 
Early attempts at achieving this, such as the 
EES proposed by Dee et al. (1973), are 
… continued from previous page 
Example of the Delphi Technique  
Used to estimate the area of salt affected land in a catchment (as a percentage). Input is received from 
10 experts (A to J) who at each round of the survey are asked to indicate the percentage area of salt 












































Results of First Survey










































Results of Second Survey






































Results of Third Survey
Mean = 11.75%, Standard Deviation = 4.25% 3
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essentially applications of what is currently 
understood by many researchers as the 
MCA framework. 
When it is acknowledged that market 
impacts, which are readily monetised, do 
not fully capture all issues relevant to most 
NRM decisions it becomes necessary to 
explore means of incorporating other 
measures (either qualitative or quantitative). 
This usually results in adoption of the MCA 
framework. In MCA, a set of multiple 
criteria with different levels of importance 
are used to evaluate the performance of two 
or more alternative NRM options. This is 
fundamental to the problem of evaluation. 
Almost all decision support methodologies 
have their roots in these precepts of 
evaluation.  Chapter Six: Policy Frameworks for NRM Decision Making 
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POLICY FRAMEWORKS FOR NRM DECISION MAKING 
Analytical techniques of NRM decision 
support, such as benefit cost analysis 
(BCA) and the many techniques of multiple 
criteria analysis (MCA), can be used to 
evaluate efficiency within the confines of a 
decision model based on a set of decision 
rules. Although extremely useful these 
techniques do not provide sufficient 
flexibility to encompass the full range of 
factors of concern to NRM decision 
makers. Generally, analytical decision 
support techniques reside within a broader 
policy framework for NRM decision 
making.  
The policy framework allows exploration of 
a wide variety of issues relating to NRM 
decisions. It enables citizen involvement, 
consideration of intangible outcomes and 
guidance through decision making 
processes.  
This chapter reviews six policy frameworks 
which can be used to guide NRM decision 
making. These include (i) environmental 
impact assessment, (ii) social impact 
assessment, (iii) risk assessment, (iv) urban 
and regional planning, (v) citizens juries 
and (vi) life-cycle assessment. Generic 
characteristics of these frameworks are 
described to help accommodate for 
variations between different institutions, 
states and countries. 
 
Environmental Impact Assessment 
Environmental impact assessment (EIA) is 
perhaps the most widely recognised process 
for assessing the environmental 
consequences of NRM decisions. It is 
applied in most countries throughout the 
world in some form or another and is used 
by international organisations such as the 
United Nations and World Bank.  
When the environmental consequences of 
development are brought under close public 
scrutiny the environmental impact 
statement (EIS) becomes a pivotal 
document. It is frequently used in legal 
disputes relating to the appropriateness of 
development proposals.  
Owing to its application in so many 
countries and so many situations EIA has 
many definitions, some of which are listed 
in textbox 6.1. Legislation is also used to 
define EIA procedures. Many of the 
perspectives on EIA view it as a process 
used to:  
•  identify the nature and severity of 
environmental impacts resulting from a 
project, development or policy change; 
•  make all concerned stakeholders aware 
of those impacts; 
•  recommend options for mitigating 
negative environmental impacts and; 
•  monitor the effectiveness of 
implementation.  
In Australia the EIA process varies between 
different State Governments and between 
Commonwealth and State Governments. In 
order to develop a more consistent 
approach the Australian and New Zealand 
Environment and Conservation Council 
developed a set of objectives for EIA 
(Thomas 1998). These objectives are 
(ANZECC 1991, p3): 
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•  to ensure that decisions are taken 
following timely and sound 
environmental advice; 
•  to encourage and provide opportunities 
for public participation in 
environmental aspects of proposals 
before decisions are taken; 
•  to ensure that proponents of proposals 
take primary responsibility for 
protection of the environment relating to 
their proposals; 
•  to facilitate environmentally sound 
proposals by minimising adverse 
impacts and maximising benefits to the 
environment; 
•  to provide a basis for ongoing 
environmental management including 
through the results of monitoring; and  
•  to promote awareness and education in 
environmental values. 
Similar objectives to these are held by 
many agencies around the world 
responsible for administering the EIA 
process. In addition to these objectives 
many authors have proposed principles to 
which EIA should adhere. A list of general 
principles for EIA is contained in textbox 
6.2. 
 
Defining the Environment in EIA 
The understanding and definition of the 
term 'environment' can have strong 
implications for EIA outcomes (Hollick 
1993). It is possible to adopt either a narrow 
or broad definition. A narrow definition of 
the environment would include only 
biophysical elements of the natural world 
which are not created or significantly 
modified by human beings. Conversely, a 
broad definition would include all aspects 
of the human social, cultural and physical 
milieu. Most definitions typically lie 
somewhere between these two extremes.  
Textbox 6.1. Definitions of environmental impact assessment. 
"… refers to the evaluation of the effects likely to arise from a major project (or other
action) significantly affecting the natural and man made environment" (Wood 1995, p1).  
"A process for the orderly and systematic evaluation of a proposal including its alternatives
and objectives and its effect on the environment including the mitigation and management
of those effects" (ANZECC 1991, p2).  
"The official appraisal of the likely effects of a proposed policy, program, or project on the
environment; alternatives to the proposal; and measures to be adopted to protect the
environment" (Gilpin 1995, p4).  
"… a process for identifying the likely consequences for the bio-physical environment and
for man's health and welfare of implementing particular activities and for conveying this
information at a stage when it can materially affect their decision, to those responsible for
sanctioning proposals" (Wathern 1988, p6).  
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The 1996 Australian  State of the 
Environment Report uses a definition from 
the Queensland Local Government 
Planning and Assessment Act (1990). 
Using a broad definition, it states that the 
environment includes (Australian 
Commonwealth 1996, Ch 1-5): 
(i)  ecosystems and their constituent parts 
including people and communities, 
(ii)  all natural and physical resources, 
(iii)  those qualities and characteristics of 
locations, places and areas, however 
large or small, which contribute to 
their biological diversity and integrity, 
intrinsic or attributed scientific value 
or interest, amenity, harmony, and 
sense of community and,  
(iv)  the social, economic, aesthetic and 
cultural conditions which affect the 
matters referred to in paragraphs (i), 
(ii) and (iii) or which are affected by 
those matters. 
Textbox 6.2. Generic principles for undertaking environmental impact assessment.  
1. Identification of Alternatives: A project or development proposal should be assessed 
against at least one alternative. The assessment typically involves a 'do nothing' scenario 
against several actions. A failure to consider alternatives is a common source of EIA failure 
(Woods 1995).  
2. Transparency: The EIA process should be clear and easily understood by all stakeholder 
groups. Reasons behind the acceptance, rejection or modification of a project should be clear 
to both the proponents and those opposed to the project.  
3. Comprehensive Coverage of Issues: Development proposals can impact on human welfare 
in a great variety of ways, many of which are difficult to predict. The EIA process should be 
comprehensive in its identification of impacts such that no significant impacts are 
overlooked. This is achieved through detailed scientific studies and wide community 
consultation. The EIA process should also cover cumulative effects of many development 
proposals or projects.  
4. Public Participation: One of the most important benefits of the EIA process is that it 
provides an opportunity for the public to influence NRM decisions. Opportunities for public 
participation can be enhanced through meetings, workshops and consultation.  
5. Certainty: Significant investments are required in having a project or development 
proposal approved. Proponents of the project need to be certain of what requirements should 
be met and what procedures  must be observed in order to meet required standards of 
environmental performance.  
6. Monitoring and Evaluation: Following the approval of a project the agency responsible 
should undertake some form of monitoring and evaluation. This will enable them to assess 
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The Process of EIA 
Ortolano and Shepherd (1995) suggest that 
the most common conception of EIA is as a 
planning tool in which assessments are 
undertaken to forecast and evaluate the 
impacts of a development proposal and its 
alternatives. They refer to this as the 
'technocratic paradigm'.  
The technocratic paradigm fits in closely 
with the rational model of decision making 
presented in chapter one. The rational 
model is based on identifying objectives, 
identifying alternatives, measuring the 
performance of the alternatives against the 
objectives and selecting the best alternative. 
This approach to EIA has been criticised on 
the grounds that NRM decisions rarely 
adhere to such strict rules. Instead a wide 
variety of political concerns, often not 
stated explicitly, are likely to have a 
significant impact on the final decision.   
However,  whilst reality does not match the 
rational model it still provides a useful 
basis from which environmental impact 
assessment can be conducted. Smith (1993, 
p58) states that "the rational model does 
not have to be realised in practice: its value 
is that it serves as a commonly recognised 
departure point in decision making."  
Using the rational model of decision 
making as a point of departure, several 
authors have proposed stages and their 
appropriate sequencing for the EIA process 
(eg Wood 1995, Hollick 1993). The general 
format of most EIA procedures involves the 
following elements: 
•  Decide whether an EIA is required. A 
process needs to be developed to 
identify projects with potential 
environmental impacts which are 
sufficiently significant to warrant an 
EIA. This is stage is sometimes referred 
to as screening.  
•  State the objectives, activities involved 
and intended outcomes of the proposed 
project.  
•  Identify alternative projects which 
could meet the same objectives and/or 
achieve the same outcomes.  
•  Decide what issues should be covered 
as part of the EIA. This requires an 
assessment how the project and its 
alternatives will affect the quality of the 
environment. It is sometimes referred to 
as scoping.  
•  Prepare a preliminary EIS. This should 
address all the issues identified in the 
scoping stage. It indicates the extent of 
impacts and how they can be mitigated.  
•  Review the EIS using environmental 
scientists, engineers, economists, social 
scientists and experts in other fields. 
Identify any technical inaccuracies or 
inadequate coverage of issues.  
•  Make the public aware of the proposed 
development, obtain  feedback and 
review its appropriateness (ideally 
public participation occurs throughout 
the entire EIA process) 
•  Make a decision as to whether the 
proposed project may proceed and with 
what conditions.  
•  Enable legal challenges to the proposed 
project on the grounds that the EIA was 
inadequate or improper procedures 
were applied. 
•  Monitor and evaluate the impacts of the 
project during and after its 
implementation.  Chapter Six: Policy Frameworks for NRM Decision Making 
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Whilst public participation is listed as a 
single stage it is common for consultation 
to occur throughout the whole process. One 
of the key objectives of EIA is to involve 
the public in NRM decision making and 
improve the transparency of decisions. 
A summarised version of the Australian 
Commonwealth Government EIA process 
is contained in figure 6.1. This shows the 
procedure used to appraise environmentally 
significant projects or development 
proposals. The main stages involve 
determining whether EIA is required, 
preparing an EIS, reviewing the EIS (with 
public input) and then deciding whether the 
project should proceed or should proceed 
with modifications.  
If the project is considered to have localised 
or relatively minor environmental impacts, 
a public environment report (PER) may be 
required instead of the EIS. The PER is an 
intermediate level of assessment below that 
delivered using an EIS. It overcomes the 
need to prepare comprehensive and detailed 
scientific EIS documents for projects 
expected to have only minor impacts.  
In the Australian Commonwealth 
Government EIA process, the content of the 
EIS or PER is of paramount importance. 
This is decided upon by the minister who 
may be required under legislation to 
provide written comments on the content of 
a draft EIS or PER document. Under this 
framework it is during the preparation of 
the EIS or PER that the critical stages of 
identifying alternatives, scoping the impacts 
and designing mitigatory measures occur. 
 
The Benefits of EIA 
If applied properly EIA can be an extremely 
effective tool in opening up the NRM 
decision making process to the public and 
improving decision maker awareness of   
potentially significant environmental 
impacts. Some of the major benefits of 
applying EIA include: 
•  modification of proposed projects to 
minimise adverse environmental 
impacts; 
•  improved public participation in NRM 
decision making. The EIA process and, 
more specifically, the EIS can provide a 
basis for proposed projects to be 
challenged by the public; 
•  development of formal and often 
legally enforceable guidelines to ensure 
a project meets environmental 
performance criteria; 
•  increased awareness amongst project 
proponents of the importance of 
including environmental concerns into 
project design; 
•  avoidance of projects which could lead 
to severe and irreversible 
environmental damage; and 
•  delivery of improved information to the 
public about projects which could 
impact on the environment and their 
quality of life.  
 
The Problems with EIA 
By necessity the EIA process is extremely 
flexible. It needs to accommodate for a vast 
array of proposed projects, developments 








Proponent supplies a  NOI1
No EIS2 or PER3 required
Level of assessment required is
determined by the Environment Minister
An EIS or PER is required
Commission of inquiry is
required












documentation and reports to the
Environment Minister
The project is permitted to
proceed
The minister reviews all information, and
considers suggestions/ recommendations and
then takes one of three actions
The project is permitted to
proceed with modifications
The project is not permitted
to proceed  
1Notice of Intent, 
2Environmental Impact Statement, 
3Public Environment Report 
Figure 6.1. A generalisation of the Australian Commonwealth Government environmental 
impact assessment process (Environment Australia 1997). A PER is similar to an EIS although 
is used where environmental impacts are less significant and there is less need for detailed 
scientific study required by the EIS. Chapter Six: Policy Frameworks for NRM Decision Making 
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existing institutional, policy and legal 
frameworks for the society within which it 
is applied. This flexibility leaves EIA open 
to inappropriate application (either 
inadvertently or intentionally). Some of the 
major problems which can result from 
misapplication of EIA are described as 
follows. 
Firstly, EIA is sometimes used to justify   
projects regardless of their environmental 
merits (Harding 1998). As the EIS is 
usually prepared by consultants contracted 
by the project proponents it can sometimes 
be significantly biased in favour of the 
proposal. Some project proponents view 
EIA merely as an obstacle or hurdle that 
must be cleared so that they can 'get on 
with doing what they originally wanted to'. 
These cases can often lead to unsatisfactory 
public participation and poor integration of 
EIA in the planning process.  
Secondly, EIA can overlook alternatives to 
the proposed action (Wood 1995). Explicit 
consideration of alternatives in EIA is only 
required in some countries. Where it is 
required, the EIS may identify and quickly 
dismiss several token alternatives in the 
first few pages. A failure to consider 
alternatives can lead to the apriori 
assumption that the proposed action 
represents the most desirable choice. This 
can favour the development proposal by 
forfeit, ie a lack of better options.  
Thirdly, the EIA process is often poorly 
integrated with the broader planning 
process (Harding 1998). EIA is often seen 
as something that is done at the end of the 
planning process or as a final check prior to 
proceeding with development. This can 
lead to a failure to design appropriate 
alternatives and develop improved means of 
managing the environment. Ideally 
environmental concerns are integrated at 
early stages of planning and influence all 
subsequent decision making.  
Fourthly, EIA does not always address 
cumulative impacts of development 
(Harding 1998, Ortolano and Shepherd 
1995). EIA is typically undertaken for 
specific projects or actions. It does not give 
consideration to the cumulative impacts of 
multiple projects that occur over time or 
within a region. This creates a situation 
where EIA approves many individual 
projects each with minimal environmental 
impact. However, when each impact is 
added together the resulting net impact is 
unacceptable to society. This problem has 
led to the emergence of cumulative impact 
assessment (CIA). This approach seeks to 
assess the impacts of many individual 
actions or projects.  
Lastly, EIA often makes unrealistic 
assumptions about future administrative 
performance. If monitoring arrangements 
are not implemented then conclusions may 
be invalid. Like other techniques of 
decision support, EIA needs to handle 
multiple "what if?" scenarios through 
sensitivity analysis. This will help assess 
whether a project has sound environmental 
performance under a range of possible 
outcomes.  
 
Social Impact Assessment 
Social impact assessment (SIA) began to 
emerge as a field of study during the 
1970's. Burdge and Vanclay (1995) suggest 
that SIA first gained prominence in the 
United States in 1973 with reference to the 
impacts of the Alaskan pipeline from 
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on the Prince William Sound. This pipeline 
led to changes in the indigenous Inuit 
culture inhabiting the area affected.  
The need for SIA was also being recognised 
in other parts of the world. In Europe one of 
the early SIA studies was conducted on the 
social impacts of the then proposed 
Channel Tunnel in 1973 (Burdge and 
Vanclay 1995). Also, by 1984 New Zealand 
had established a working group in order to 
develop and promote SIA for major 
development proposals (Barrow 1997).  
Australian SIA practice was strengthened 
through the establishment of a Social 
Impact Unit in Western Australia in 1989 
(Thomas 1998). Whilst there are few cases 
where SIA has been formally required as 
part of project appraisal in Australia there 
have been moves to incorporate concerns of 
SIA within the EIA framework. For all 
major projects in Australia the EIA terms of 
reference generally include social and 
cultural aspects.  
However, SIA is rarely satisfactorily 
incorporated into the EIA framework and in 
practice there are substantial differences 
between EIA and SIA (Hollick 1993). 
There are three main reasons for the 
establishment of SIA as an independent 
framework from EIA (Hollick 1993, p189): 
•  EIA emerged out of concerns for the 
environment and has strong and 
focused political support. Social issues, 
although important, did not receive the 
same level of targeted support.  
•  EIA studies are usually conducted by 
bio-physical scientists. Social scientists 
often had minimal involvement which 
lead to important social issues being 
overlooked.  
•  There are fundamental differences 
between methodologies in the social 
sciences and natural sciences which 
made it more efficient to separate SIA 
and EIA processes.   
 
What is SIA? 
Social impact assessment is a process for 
identifying and assessing social impacts of 
a proposed project, program, policy change 
or development prior to its commencement. 
Wolf (1983) indicates that the analytical 
challenge for SIA is to help make decisions 
that will 'look good' in the distant future, 
say 50 years ahead. The need for SIA has 
arisen from many projects which have 
failed to deliver improved quality of life (or 
have seriously detracted from it) for 
significant sections of a community or 
society.  
An SIA focuses  on social and cultural 
impacts of development. According to 
Burdge and Vanclay (1995), a social impact 
is any consequence of a policy or project 
which alters the ways in which people live, 
work, play, relate to one another, organise 
to meet their needs and generally cope as 
members of society.  
This definition of a social impact is based 
on that developed by the 
"Interorganisational Committee on 
Guidelines and Principles for SIA". The 
1994 meeting of this committee represented 
a landmark event in the development of 
SIA. The major guiding principles for SIA 
developed at this meeting are contained in 
textbox 6.3.  
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The Process of SIA 
The typical stages involved in the SIA are 
similar to those used in the EIA process 
(Hollick 1993). Both are based on the 
rational model of planning and decision 
making.  
One of the key concerns of SIA is to 
consider the equity implications of 
proposed development. This requires very 
careful consideration of who will be 
impacted by the development and to what 
extent there will be winners and losers. 
Wolf (1983) refers to this as the stage of 
profiling.  
Hollick (1993) indicates that two main 
schools of thought predominate on the SIA 
process: the social systems approach and 
the sociopolitical approach. The social 
systems approach typically considers 
impacts such as (Hollick 1993, p191): 
•  displacement of residents; 
•  changes in land use and the local 
economy; 
•  employment generation and community 
severance; 
•  noise impacts; 
•  effects on community health and safety; 
and  
•  changes in recreation patterns.  
In contrast, the sociopolitical approach 
focuses on interactions between the 
assessment team and the community rather 
than a formalised analysis. It is based on 
Textbox 6.3. Principles for social impact assessment developed by the Interorganisational
Committee on Guidelines and Principles (extracted from ICGP 1994, p142).  
 
1.  Involve the diverse public - Identify and involve all potentially affected groups and
individuals.  
2.  Analyse impact equity - Clearly identify who will win and who will loose and emphasise
the vulnerability of under-represented groups. 
3.  Focus the assessment - Deal with issues and public concerns that 'really count' not those
that are 'easy to count'.  
4.  Identify methods and assumptions and define significance in advance - Define how SIA
was conducted, what assumptions were used, and how significance was selected.  
5.  Provide feedback on social issues to project planners - Identify problems that could be
solved with changes to the proposed action or alternatives. 
6.  Use SIA practitioners - Trained social scientists employing social science methods will
provide best results.  
7.  Establish monitoring and mitigation programs - Manage uncertainty by monitoring and
mitigating adverse impacts.  Chapter Six: Policy Frameworks for NRM Decision Making 
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getting the community involved in the 
assessment process and making them 
aware of the impacts. This approach need 
not necessarily follow a rigid structure as 
used in the social systems approach. A 
range of techniques such as public 
meetings, seminars and discussion groups 
can be used to by the community to 
explore potential impacts of the proposed 
project or development.  
 
The Benefits Associated with SIA 
Explicit consideration of important social 
impacts in the appraisal of development or 
project proposals helps ensure they are 
given proper treatment by decision makers. 
Assessment procedures which relegate the 
social impacts to consideration under EIA 
can lead to their effective exclusion from 
the decision making process. By 
undertaking SIA important social impacts 
can be brought to the forefront of issues 
given consideration by decision makers.  
Another significant benefit of SIA is that it 
leads to increased credibility of assessment 
procedures from a community perspective. 
A project which has been subject to both 
SIA and EIA is often regarded as subject to 
more comprehensive, and thereby more 
credible assessment. Proponents that can 
verify a project has 'passed' both EIA and 
SIA requirements are more likely to have it 
approved.  
Lastly, the SIA process through its focus 
on human and cultural impacts of a project 
engages the public more closely than does 
EIA. SIA is likely to involve social 
attitudinal surveys, public meetings and 
community focus groups. All these 
techniques develop a sense of ownership 
over the decision making process by the 
community. This is likely to assist 
community empowerment and appropriate 
follow-through for the project.  
 
The Problems Associated with SIA 
According to critics of SIA its main 
problem is a lack of theoretical 
underpinning and methodological rigour. 
Such criticisms suggest that techniques 
used in SIA are poorly defined and 
unrepeatable.  
However, it is worth noting that many 
projects which have been declared 
environmentally and economically sound 
have proceeded to significantly damage the 
quality of people's lives. Whilst integrated 
impact assessment remains more of an idea 
than reality, SIA has a useful role to play in 
highlighting social concerns in NRM 
decision making.  
 
Urban and Regional Planning 
Urban and regional planning is a diverse 
field, arguably an academic discipline unto 
itself. A comprehensive review of urban 
and regional planning is beyond the scope 
of this section. Nevertheless, it has been 
included as a policy framework primarily 
because of the pivotal role it plays in NRM 
decision making.  
Decisions made within the urban and 
regional planning framework have a 
significant influence on the ecological 
'footprint' of human settlement. Areas 
where urban and regional planning is 
deficient or has been ignored are prone to 
noticeable environmental problems. Some 
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•  unpleasant urban environments situated 
within or near industrial areas and 
transport routes; 
•  costly provision of infrastructure and 
public transport to urban settlements 
located far from the city centre; 
•  dangerous living conditions in which 
urban settlements are co-located with 
hazardous waste sites, factories or 
manufacturing establishments; 
•  the forcing of lower income groups into 
poorly serviced and inaccessible parts 
of a city or region;  
•  losses of good quality agricultural land 
to urban development; 
•  over reliance on personal automobiles 
and difficulties with using public 
transport; and 
•  the need to destroy existing 
development such as urban settlement 
to permit future development such as 
roads/highways. 
 
Types of Planning 
According to Davidson (1996) there are 
four main forms of planning. These include 
statutory planning, spatial (physical) 
planning, action planning and strategic 
planning.  
Statutory planning is the system of planning 
controlled by legal systems. In Australia 
there is a complex body of legislation 
which governs the involvement of Local, 
State and Commonwealth Government in 
statutory planning. A primary concern of 
statutory planning is to ensure appropriate 
assessment of development proposals. The 
other forms of planning are often used to 
support statutory planning.  
Spatial planning is used to allocate land-use 
activities in appropriate locations. Amongst 
many other uses, physical planning can be 
used to minimise the costs of infrastructure 
provision and avoid the juxtaposition of 
conflicting land-uses.  
Action planning is "the participative 
process of development of a relatively 
short-term plan to use available resources 
to meet objectives, normally defined in an 
area" (Davidson 1996, p454). The main 
distinguishing feature of action planning is 
that it deals with highly specific and 
targeted problems. As a rule, to which there 
exceptions, action planning is directed 
within localised regions. For example, local 
area plans are used by many local 
governments in Australia to handle specific 
development problems. 
Strategic planning typically leads to results 
which occur in the distant future and over 
large areas. It involves setting broad goals 
and objectives for a region, then assessing 
how development needs to occur within 
that region for the goals to be achieved. 
Most large local government authorities, 
State and Commonwealth departments with 
planning departments engage in strategic 
planning. Some local governments will 
produce a strategic plan for their 
jurisdictional area. Typically, the strategic 
plan disseminated within the community 
for comment and review prior to its final 
release. Involving the community is crucial 
because the strategic plan will have long 
term impacts on the quality of people's 
lives.  
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Risk Assessment 
Risk assessment has emerged as an 
important policy tool primarily as a result 
of unintended and damaging consequences 
of development which have occurred 
extensively throughout much of the 
developed and developing world. A risk 
assessment is often conducted in 
conjunction with impact assessment. Owing 
to the complexity of development impacts 
different forms of risk assessment have 
begun to emerge. Some of these include 
ecological risk assessment, environmental 
risk assessment, health risk assessment and 
quantitative risk assessment. As detailed 
treatment of all these forms of risk 
assessment is beyond the scope of this 
chapter, the risk assessment process is 
handled here in general terms.  
What is Risk Assessment? 
The definition of risk assessment rests upon 
a definition for the terms of hazard, 
exposure, vulnerability and risk. Asante-
Duah (1998, p67) defines these terms as 
follows:  "hazard is that object with 
potential for creating undesirable adverse 
consequences, exposure is the situation of 
vulnerability to hazards and risk is 
considered to be the probability or 
likelihood of an adverse effect due to some 
hazardous situation". Without all three 
elements of hazard, exposure and 
vulnerability it is not possible to have risk. 
Risk is a function of the likelihood of 
hazard occurrence, the exposure of valuable 
human or environmental resources to that 
hazard and the vulnerability of those 
resources to damage.  
A risk assessment seeks to inform decision 
makers on the magnitude of risks and what 
can be done to reduce them. A risk 
assessment is an appraisal of a project or 
proposed action of any type used to 
(Carpenter 1995): 
•  identify potentially damaging impacts 
(ie what can go wrong); 
•  assess the probability of those 
damaging impacts actually occurring; 
•  assess when the impacts will occur and 
what their severity will be; and 
•  identify management strategies that can 
be used to reduce the risks to 
acceptable levels and the costs of 
implementing those management 
strategies.  
Risk assessment has strong links to EIA, 
SIA and other forms of impact assessment. 
Risk assessment provides a means of 
handling the range of values and 
developing appropriate management 
responses.  
Risk Assessment Process 
An assessment of risk is  typically carried 
out by characterising the relationship 
between the application of a contaminant, 
or activity and its effect on a human or 
ecological population (Calow 1998). This is 
known as the dose-response relationship. 
Generally, a threshold level 'dose' is used to 
guide the risk assessment. For example, the 
maximum permissible concentration of 
atrazine in drinking water can be 
considered a threshold dosage. If this level 
is exceeded then impacts on human health 
are considered unacceptable. The 
probability of an adverse effect depends 
upon the probability of the threshold being 
exceeded.  Chapter Six: Policy Frameworks for NRM Decision Making 
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The stages of the risk assessment process 
are generally accepted to include (i) hazard 
identification and accounting, (ii) effects 
and exposure assessment, (iii) risk 
characterisation and (iv) risk management 
(Carpenter 1995, Asante-Duah 1998). The 
risk assessment process is shown in 
figure 6.2.  
Hazard Identification and Accounting 
Hazard identification is a qualitative 
process in which all potential social, 
cultural, ecological and economic impacts 
with negative consequences are identified. 
This shares much in common with the 
scoping stage of SIA and EIA. Typical 
hazards include toxic spills, fires and 
explosions, release of toxic or chemical 
substances into the environment, changes to 
the frequency and severity of natural 
hazards, landscape alterations and social 
changes (Carpenter 1995).  
In hazard accounting the practical 
boundaries of the risk assessment are set. 
These include the geographic boundaries of 
impacts that will be considered and how far 
along the chain of events impacts are 
considered relevant. For example, a 
potentially dangerous product needs to be 
manufactured, transported and possibly 
converted into other products. The lifespan 
of the product may be lengthy and involve 
many stages and processes. In the risk 
assessment it is necessary to ask whether 
impacts which relate to all aspects of a 
product's existence are considered or only 
those at a particular stage.  
Hazard Identification
What can go wrong?
Hazard Accounting




Determine severity and duration
of exposure
Risk Characterisation
Indicate the probability of
negative impacts to receptors
Risk Management
Inform decision makers and
modify project where necessary
Define project or proposed
action
Figure 6.2. Generalised risk assessment process.  Chapter Six: Policy Frameworks for NRM Decision Making 
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Effects and Exposure Assessment 
In the effects assessment the relationship 
between the level of exposure to a 
substance (dose) and the incidence or 
severity of an effect (response) are 
determined. This is referred to as the dose-
response relationship. The relationship 
between the loss of habitat and the decrease 
in the population of on an endangered 
species is an example of a dose response 
relationship.  
An exposure assessment is then conducted 
to determine the length of time and 
intensity at which receptors are exposed to 
hazards at a given dose-response 
relationship. This can provide information 
on the level of risk to various receptors.  
Risk Management 
In the stage of risk management decision 
makers are informed of the levels of risk 
and the acceptability of the risks is then 
determined. According to Whyte and 
Burton (1980, cited in Carpenter 1995) the 
acceptability of risks can be determined by: 
•  increased level of risk above the natural 
background level; 
•  risks of alternative projects to achieve 
the same objectives/outcomes; 
•  other familiar risks; and 
•  the benefits of approving the project 
and continuing despite the risks.  
The determination of risk acceptability is a 
normative affair. There is no objective or 
scientific means of deciding whether a 
certain level of risk is acceptable. 
Essentially decision makers must trade-off 
risk against project benefits. Their level of 
risk adversity will determine the outcome 
of their decision.  
The stage of risk management also involves 
the identification of strategies and 
approaches for reducing risk to acceptable 
levels. This involves identifying means of 
modifying a project to minimise its risks. 
This is much the same as the stage of 
project mitigation in EIA.  
 
Advantages and Disadvantages of Risk 
Assessment 
As mentioned earlier in this text NRM 
decisions are made under conditions of risk, 
uncertainty, ignorance and indeterminacy. 
Technically, risk assessment is best suited 
to situations where probabilities can be 
estimated and modelled statistically.  To 
assist with the development of methods that 
move beyond this limitation the 
precautionary principle has been developed. 
Australian Governments in the Inter-
Governmental Agreement on the 
Environment, have defined this principle as:  
Precautionary principle - Where 
there are threats of serious or 
irreversible environmental damage, 
lack of full scientific certainty should 
not be used as a reason for 
postponing measures to prevent 
environmental degradation. In the 
application of the precautionary 
principle, public and private 
decisions should be guided by: 
(i)  careful evaluation to avoid, 
wherever practicable, serious or 
irreversible damage to the 
environment; and 
(ii)  an assessment of the risk-weighted 
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Essentially, the principle requires explicit 
consideration of the likelihood that a 
project may involve outcomes that are 
surprising and unexpected.  Harding and 
Fisher (1999) provide a useful summary of 
recent Australian developments in this 
relatively new area of analysis. 
 
Life Cycle Assessment 
Life cycle assessment  (LCA) is defined as 
"a tool to assess the environmental impacts 
of a product, process or activity throughout 
its life cycle: from the extraction of raw 
materials through to processing, transport, 
use and disposal" (Lewis and Demmers 
1996, p110).  
LCA is also sometimes referred to as 'life 
cycle analysis', 'life-cycle approach', 'cradle 
to grave analysis' or 'ecobalance'. The main 
objective of LCA is to improve 
environmental management within private 
and public organisations and thereby help 
progress towards ecologically sustainable 
development. The LCA approach focuses 
on products and services, the inputs and 
outputs required for their manufacture or 
delivery and their environmental impacts. 
The concept of 'cradle to grave' analysis, or 
'cradle to cradle' analysis as some prefer to 
call it (Todd and Curran 1999) - assumably 
due to recycling and reusing, underpins 
LCA. This approach helps ensure a 
thorough investigation of all aspects of a 
product that can have an environmental 
impact. This includes impacts resulting 
from product creation, product use or 
consumption and product disposal or 
recycling.  
Another important defining factor of LCA 
is that it is a generic evaluation framework. 
It is considered applicable to a vast range of 
products, services and policies. It is also 
considered appropriate for small to medium 
sized enterprises (SMEs) and large 
multinational corporations and/or 
government organisations. This means that 
the LCA process must be highly 
generalised. The generic approach of LCA 
has caused many theoretical problems in its 
development but has also made the method 
potentially useful to a much wider variety 
of organisations/managers. 
An account of LCA's history is given by the 
European Environment Agency (EEA 
1998). This identifies three stages of its 
development. These stages are summarised 
as follows: 
•  During the late 1960s and 1970s the 
first studies looking at the lifecycles of 
products and their environmental 
impacts began to emerge. These studies 
concentrated on energy use, partly 
spurred by the energy crises of the 
1970s.  Some LCAs during this period 
looked at the amount of energy required 
by a product through different materials 
(eg beverage containers made with 
glass, plastic, steel or aluminium).  
•  During the 1980s and 1990s LCA was 
broadened to include a wider variety of 
environmental impacts (eg resource 
depletion and global warming), in 
addition to those relating to energy. 
LCA also started to become more 
available for widespread public use 
(UNEP 1996).  
•  Towards the end of the 1990s and into 
the next century researchers are 
grappling with methodological 
uncertainties regarding application of 
LCA. It is generally acknowledged that Chapter Six: Policy Frameworks for NRM Decision Making 
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a consistent or uniform approach to 
LCA does not yet exist (Harding 1998).  
Growing awareness of LCA has led to the 
development of many software tools 
specifically designed to assist managers in  
undertaking an LCA. These tools should be 
treated with caution as in many cases they 
are not founded on well established theory. 
The theoretical basis for LCA is still the 
subject of much debate and uncertainty. A 
key concern is the quality of data and 
assumptions used in these programs (EEA 
1998).  
The LCA Process 
The LCA process consists of three main 
stages: (i) goal definition and scoping, (ii) 
inventory analysis and (iii) evaluation (EEA 
1998a). Other perspectives on the LCA 
process identify four stages, in which the 
first two stages are the same and the third 
and fourth stages are termed 'impact 
assessment' and 'improvement assessment'   
(Lewis and Demmers 1996).  
 
Goal Definition Stage 
In the first stage the goals for the LCA are 
defined and the range issues given 
consideration are scoped. According to 
UNEP (1996) there are three major 
categories of goals specified at the 
commencement of LCA: 
•  to make a strengths and weaknesses 
analysis of products;  
•  to achieve product improvement; and  
•  to make a comparison between two 
products.  
The strengths and weaknesses analysis can 
reveal how a product is environmentally 
'good' or 'bad'. This is considered the  most 
basic form of LCA. The next level of 
complexity in LCA involve those aimed at 
product improvement. These types of LCAs 
look at how modifications to a product 
provide environmental gains. The highest 
level of complexity in LCA is when a 
comparison is made between two or more 
products. In these assessments the 
managers ask which product is best for a 
particular purpose.  
Scoping also occurs in the first stage of 
LCA. The purpose of scoping is to identify 
the detail and range of required data. In 
scoping managers ask whether the LCA 
should roughly discriminate between 'really 
good' and 'really bad' products or whether 
more precise discrimination is needed 
(UNEP 1996). The level of detail required 
will in large part determine the costs of 
undertaking LCA. Often highly detailed 
LCAs are beyond the budgetary constraints 
of many organisations. Other issues 
considered in the scoping stage for LCA 
include (based on EEA 1998a): 
1. Product definition. Through product 
definition the parameters and 
characteristics of a product are defined 
as precisely as possible. These 
parameters and characteristics should 
be relevant to the expected 
environmental impacts. 
2.  Boundary setting and allocation. - This 
requires specification of the number of 
stages in cause-effect relationships 
relating to the product. For example, 
the production of one product may 
require the production of many other 
products and so on. The number of 
products for which environmental 
impacts and the depth to which Chapter Six: Policy Frameworks for NRM Decision Making 
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interrelated impacts are considered 
needs to be decided upon. 
3. Geographical scope. Impacts of a 
product can potentially occur within a 
localised region or the entire world.   
The spatial extent of impacts 
considered will clearly influence the 
nature of the LCA. 
4.  Time horizon. Here the longevity of a 
product is specified. For example, 
products existing over a longer time 
may have reduced environmental 
impacts due to improved technology. 
5.  Use phase. Specifying the use phase 
indicates the phases during the 
product's life which it will be used.  
6.  Follow-Up. The point at which LCA 
concludes is not clear. Product 
improvements can continue to occur 
well after the LCA is completed. Some 
definition of how follow up is expected 
to occur following the LCA is often 
useful.  
Inventory Analysis Stage 
The second stage of inventory analysis is 
arguably the most time-consuming and 
costly in the LCA process. It involves 
constructing the life cycle for the product 
and collecting data associated with 
environmental burdens at each stage.  
The inventory can be thought of as a table 
which indicates the amount of energy and 
raw materials used and the amount of liquid 
and gaseous waste produced at each stage 
of the product's life (EEA 1998a). The 
process of undertaking the inventory phase 
is shown in figure 6.3.  





















Figure 6.3. The inventory analysis stage of life cycle assessment (derived from SETAC 1993, 
cited in Lewis and Demmers 1996). Chapter Six: Policy Frameworks for NRM Decision Making 
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typical product can often be so great that 
the inventory becomes excessively 
complex. Sometimes generic impact 
categories are used to simplify the 
inventory phase. These might include (EEA 
1998a, p98): 
•  Global warming 
•  Use of non-renewable resources 
•  Loss of biodiversity 
•  Human toxicity 
•  Eco-toxicology 
•  Radiation 
•  Working conditions 
•  Odour 
•  Ozone depletion 
•  Water pollution 
•  Acidification 
•  Eutrophication 
•  Noise 
•  Waste heat 
•  Damage to landscapes 
 
Evaluation Stage 
In the third stage of evaluation the 
environmental impacts, which are most 
likely to be measured in different units, of 
each product are displayed or aggregated to 
assess overall product performance.  
This stage is very similar to evaluation 
undertaken in multiple criteria analysis 
(described in chapter four). It essentially 
involves an effects table (ie evaluation 
matrix) which contains the impacts 
(criteria), weights to indicate their 
importance and performance measures for 
one or more products. The description of 
this stage by UNEP (1996, p21) could also 
be used a description of MCA: 
"The means used to arrive at a single 
environmental index [representing the 
performance of each product] is to weight 
each environmental problem in terms of its 
importance. The weights used are, of 
course, subjective. Once the scores for each 
environmental problem have been 
multiplied by their appropriate weighting 
factor, all the scores can be added together 
to provide an overall environmental index." 
The multiplication of weights with 
performance scores and subsequent adding 
to obtain an overall index of performance is 
the weighted summation method of 
multiple criteria analysis. Potentially, any 
of the multiple criteria analysis methods to 
weight the criteria and rank or score the 
alternatives could be applied.  
In LCA it is not critical that an overall 
index of a product's environmental   
performance be obtained. Often it is 
acceptable to list the product's key 
performance measures in tabular form. 
These can then be visually assessed by a 
decision maker. It only becomes necessary 
to compute an index when the table 
contains many entries and is extremely 
complex. In these cases an index can help 
the decision maker interpret large amounts 
of data.  
Advantages of LCA 
There are many documented cases where 
LCA has been reported to improve 
environmental management (eg EEA 
1998a). In such cases LCA is reported to 
deliver benefits to the company or industry 
which manufactures the product, the Chapter Six: Policy Frameworks for NRM Decision Making 
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product end user and society as a whole. 
LCA is being used extensively around the 
world for process improvement, product 
design, strategic planning, marketing and 
government policy (Lewis and Demmers 
1996).  
UNEP (1996) lists four major LCA user 
groups of (i) industry and commercial 
enterprises, (ii) government organisations, 
(iii) non-government organisations and (iv) 
consumers. These groups and the ways in 
which they derive benefits from LCA are 
listed in textbox 6.4.  
Disadvantages of LCA 
Despite widespread reporting of benefits in 
practice there has been much criticism of 
the LCA approach relating to unresolved 
methodological issues. The major problems 
with LCA include (Lewis and Demmers 
1996):  
•  difficulties associated with data 
collection; 
•  subjectivity; 
•  difficulties in interpreting the results; 
•  time and monetary expenses; and 
•  transparency.  
Typically the data required to perform a 
thorough LCA are unavailable. It can be 
very difficult to establish cause-effect 
relationships between product design 
components and environmental impacts. 
This can make it difficult to know what 
data are required. Even when managers 
know the necessary data they may be 
unwilling to obtain it. This can occur 
because companies are unwilling to reveal 
detrimental environmental impacts 
associated with their products as this may 
harm their image and consequently, product 
sales. 
Appliers of LCA compensate for 
inadequate data by making large 
assumptions or seeking qualitative 
measures. This can significantly detract 
from the credibility of LCA results.  
Subjectivity creeps into the LCA process in 
many ways. It is possible for companies to 
heavily bias LCA results by carefully 
framing goals for the study, selecting 
positive impact categories only, and/or 
manipulating the impact weights in 
evaluation. It could be suggested that LCA 
can be used to produce whatever results are 
desired so long as it is applied 'correctly'. 
Having, regulatory authorities or 
organisations external to the relevant 
company undertake the LCA can help 
remove the potential for bias. However, as 
with SIA and EIA, LCA due to its 
flexibility will always be vulnerable to 
biased application.  
The problem of interpreting the results on 
the evaluation phase of LCA is akin to 
problems faced by the multiple criteria 
analysis technique. The key question is: 
How should a set of performance measures 
(in different units) describing impact 
categories with different levels of 
importance be aggregated to provide an 
overall index of performance? Indices of 
performance are always controversial. 
Typically, they will tend to emphasise 
certain aspect of performance and down-
play others. LCA has much to gain from 
developments in multiple criteria analysis.Chapter Six: Policy Frameworks for NRM Decision Making 
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Textbox 6.4. Benefits of applying life cycle assessment (LCA) for major user groups, 
adapted from UNEP (1996).  
 




•  Product improvement - Helps identify problems with existing 
products so that they can be made more economically and/or 
ecologically efficient. 
•  Product design - Helps the design of new and improved products are 
based on weaknesses of old products. 
•  Formulation of policy - Provides a basis for developing policies 
such as improved strategies for waste handling or product 
manufacture.  
•  Product information - Used to inform the mangers, regulatory 
authorities and the public about a product.  
•  Use in negotiations - Assists with requests for improved 
products/services from suppliers and/or illustrate compliance with 
environmental standards. 




•  Certification - Allows regulatory authorities to certify or 'eco-label' 
products which meet environmental performance standards.  
•  Monitoring and review - Assists with the monitoring and review of 
commercial enterprises which may not be meeting required 
environmental performance.  
•  Subsidies and taxation - Assists the use of subsidies and taxation to 
influence decision making in private enterprises.  
•  General policy - Provides an information base for policies aimed at 
promoting cleaner and more efficient modes of production. 
Non-government 
organisations 
•  Identifying poor environmental performance - Assists in subsequent 
lobbying of companies and government to correct environmentally 
damaging modes of production. 
•  Highlighting issues - The results of LCA can be used to highlight 
problems with products and focus public debate.  
•  Supplying consumer information - Some NGOs review products 
against their environmental performance. LCA can provide an 
effective means of objective product evaluation.  
Consumers  •  Improved information for purchasing - LCA results can provide 
consumers with objective information so that they can reflect their 
environmental concerns when making purchasing decisions. Market 
research shows that environmental concerns have a significant 
impact on consumer decision making.  
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A wide variety of approaches for eliciting 
decision maker weights on competing 
objectives and aggregating scores to derive 
indices of performance have been 
developed. There is no solution to the 
problem of generating performance indices 
but there are many strategies dealing with 
the problem and meeting the requirements 
of stakeholders.  
Problems of time and monetary expenses 
pervade almost every NRM assessment or 
decision support method. With LCA these 
factors are often sufficient to prevent an 
already financially challenged company, 
especially a small enterprise, from 
attempting environmental product 
enhancement.  
Many mangers have commented that the 
LCA process is too complicated and 
unworkable given the practical constraints 
under which they must operate. These 
complexities threaten putting LCA beyond 
the reach of many users whom it is intended 
to assist meet improved environmental 
performance (Todd and Curran 1999).  
The last problem identified in the above list 
relates to the lack of transparency in many 
LCA studies. Often companies are 
unwilling to publicly release LCA findings 
for fear that their image may be tarnished 
and/or product sales affected. This can stifle 
many of LCA's most important benefits for 
consumers. Consumers are often only made 
aware of positive environmental aspects of 
a product. Detrimental environmental 
impacts are often excluded from the LCA 
or suppressed from public view. Handling 
this problem is complex and most probably 
could only be achieved through regulatory 
authorities or organisations significantly 
removed from the interests of the company 
undertaking the LCA.  
 
Citizens Juries 
According to Crosby (1995, p157) a 
citizens jury is "a group of randomly 
selected people, gathered in such a way as 
to represent a microcosm of their 
community, who are paid to attend a series 
of meetings to learn about and discuss 
candidates in an election or a specific 
public policy issue and make public their 
conclusions".  
Citizens juries have been conducted a 
dozen or so times in the United States. 
Their use in Australia is much less common 
and they have not yet gained widespread 
support. However, interest in their use is 
beginning to emerge. A recent Australian 
application of citizens juries was held in 
Canberra by the Australian Consumers 
Association  concerning the use of 
genetically modified organisms in food 
products. Also, a research team at the 
Australian National University in Canberra 
is currently researching the potential of 
citizens juries to facilitate social NRM 
decision making. They have used the 
citizens jury approach in Australian case 
studies, one of which related to weed 
eradication in National Parks across NSW 
(Blamey et al. 2000).  
The concept of the citizens jury is based 
largely on the use of juries in the legal 
system. The jury, composed of a 
representative cross section of society, is 
required to resolve a complex issue of 
public policy. A 'defence team' and 
'prosecution team' will present arguments in 
favour of and against the proposed policy 
change or development. Expert witnesses Chapter Six: Policy Frameworks for NRM Decision Making 
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(eg scientists, economists) will be called 
upon to add weight to the opposing 
arguments.  
Throughout the entire process measures are 
taken to ensure that members of the jury are 
not influenced by matters not relevant to the 
case. At the conclusion of the process the 
jury can pass a verdict of some type 
possibly with qualifications (eg 'the 
development can proceed so long as 
conditions A, B, C, … are satisfied').  
Clearly this process shares much in 
common with the use of 'legal' juries in 
courtrooms. Therefore, it shares the same 
strengths and weaknesses of legal juries. 
Issues of representativeness, bias and 
objectivity can all potentially undermine the 
citizens jury approach to NRM decision 
support.  
Crosby (1995) indicates that the design of a 
citizens jury presents the age-old problem 
of how to deliver fairness to the exercise of 
power. The manner in which it is done will 
depend largely on the circumstances of the 
particular issue being considered. However, 
in the design of a citizens jury there are 
typically some key dilemmas: 
•  How long should the process be run 
for? Even in a world without monetary 
or practical constraints it may not be 
desirable to have the jury deliberate 
over a policy question for a lengthy 
period of time. There will generally be 
a point at which the deliberations of the 
jury reach a conclusion. Identifying 
when that occurs is a complex problem. 
Premature conclusion of the jury's work 
may lead to an uninformed decision. 
On the other hand letting the process 
run for too long opens up the possibility 
of non-relevant factors entering the 
decision process. 
•  How many people should sit on a jury? 
There is a trade-off here between 
representativeness and sound 
judgement (Crosby 1995). Juries used 
in criminal and civil legal cases 
typically have 12 members. Increasing 
this number would make the decision 
more representative of society. 
However, as the number becomes 
larger it also becomes more difficult for 
a decision to be made. More people 
need to be informed of the major issues 
and the values of more people need to 
be taken into consideration.  
•  How can the 'charge' be expressed 
without any bias and other forms of 
bias prevented from influencing the 
jury? The charge is the statement issued 
at the commencement of the process 
relating to the policy or development 
proposal. For example, if the 
proposition is to construct a bridge the 
charge might be that the bridge will 
cause unacceptable levels of 
community disturbance and 
environmental damage. Crosby (1995) 
notes that the way the charge is phrased 
can have a significant impact on the 
jury's subsequent deliberations. In the 
United States the Jefferson Centre, 
which conducts citizens juries on 
important policy issues, takes much 
precaution to ensure bias is excluded by 
monitoring the facial expression of the 
moderator during the 'trial'.  Even 
something as seemingly trivial as a 
facial expression can influence a jury.  
In a critical review of the citizens jury 
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Armour (1995, p186) states that it 
"represents an improvement over more 
traditional forms of public involvement in 
policy making". It represents such an 
improvement primarily because it enable 
more informed citizen participation. It is 
due to lack of information available to 
citizenry that they are often excluded or 
ignored by policy makers in important 
decisions.  
Whilst complementary of the citizens jury 
approach, Armour (1995) indicates that it 
requires strengthening in some important 
areas. These include: 
•  A need to guarantee the community that 
the jury is representative of the social 
stakeholder groups. This makes the 
selection process for jury members 
critical. 
•  A need to facilitate interaction between 
members of citizens juries and elected 
representatives. Failure to allow this 
interaction can lead uncertainty 
amongst the jury members as to how 
there efforts will impact on policy. An 
alternative perspective, however, is that 
citizens juries should be prevented from 
having any contact with elected 
representatives or other comparatively 
influential persons who may cause bias 
and possibly intimidate jury members.  
•  A need to introduce rigorous and 
repeatable evaluations of this approach 
to policy formulation. Procedurally the 
approach appears sound, however there 
is a requirement for more substantive 
evaluations. How such evaluations are 
to be made is currently unclear and 
further research is needed on this issue. 
Summary and Conclusion 
This chapter reviewed some of the major 
policy frameworks that are used to guide 
NRM decisions. These policy frameworks 
deal with broad aspects of NRM decision 
making (eg risk, environmental impacts, 
social impacts, product improvement, land 
use planning and citizen participation). 
Each of the frameworks is in some way 
related to the rational model of decision 
making presented in chapter one. The 
frameworks differ mainly in the sense that 
they provide alternative procedures for 
handling particular aspects of the NRM 
decision problem.  
Unlike analytical decision support 
techniques policy frameworks do not 
involve a rigid and repeatable procedure to 
prescribe an optimal or best alternative. 
Instead, they are necessarily flexible in 
order to account for the wide range of 
settings in which they are applied. 
Nevertheless, analytical techniques of 
decision support have much to offer policy 
frameworks. Both multiple criteria analysis 
and benefit cost analysis, for example, have 
much value when applied within potentially 
all of the policy frameworks presented in 
this chapter.  
A major challenge for the refinement and 
advancement of policy frameworks for 
NRM decision support is resolving the 
overlap and conflict between alternative 
approaches.  
Impact assessment provides a good 
example of problems that arise from 
overlapping methods. Currently there exists 
many forms of impact assessment: social, 
environmental, economic, risk, 
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The segregation of the impact assessment 
problem into so many forms is in some 
ways inimical to sound NRM decision 
making. It can detract from integrated 
decision making in which trade-offs 
between economic, social and ecological 
objectives are given explicit consideration.  
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IMPLEMENTING DECISION SUPPORT 
The previous chapters have presented a 
variety of approaches to natural resource 
management (NRM) decision support that 
are representative of the diversity of 
techniques currently available. All have the 
common purpose of improving NRM 
decisions by improving transparency, 
multiple stakeholder participation, fairness 
and decision maker learning and 
understanding. The extent to which each 
approach actually achieves these objectives 
is much disputed. Individual approaches 
seem to have strengths in some areas but 
suffer significant shortcomings in others.  
The key challenge for the NRM practitioner 
is deciding which approach best suits their 
requirements in the decision making 
process. In practice it is rare that any single 
technique or framework will be best suited 
to a particular problem. For the majority of 
cases, many techniques will potentially be 
able to improve the NRM decision 
procedure. Also, the techniques and 
frameworks are not mutually exclusive. 
Different approaches can shed light on 
different aspects of complex NRM decision 
problems.   
Nevertheless, depending on the NRM 
decision task at hand certain approaches 
will acquire greater or lesser importance. 
This chapter discusses the relevance of the 
approaches to NRM decision support under 
different stages of the NRM decision 
making process discussed in chapter one. 
Each stage in the decision process will 
place different requirements on NRM 
decision support and thus involve certain 
techniques or frameworks to a greater or 
lesser extent. 
Classification of NRM Decision Support 
The NRM decision support approaches are 
classified according to figure 7.1. This 
classification separates all NRM decision 
support into two main categories: (i) 
predictive/descriptive, and (ii) prescriptive.  
Predictive and descriptive methods are 
explanatory in nature. They can be used to 
illustrate how complex environmental or 
social processes function. However, they do 
not incorporate human value systems to 
identify a rational or appropriate decision. 
They say what does or will occur but not 
what should occur.  
The problem as to what should occur is the 
domain of prescriptive NRM decision 
support. These models incorporate social, 
economic and biophysical data alongside 
human values systems to prescribe a 
rational, optimal or 'best' decision. The 
prescribed decision may not necessarily be 
that which is adopted in practice, nor is it 
necessarily desirable for this to occur. 
Prescriptive NRM decision support models 
represent abstractions or simplifications of 
reality and will always contain 
inaccuracies, as any type of model does.  
Despite their inaccuracies prescriptive 
models can be extremely useful in helping 
decision makers understand a complex 
decision problem. It is in this manner that 
they stand to provide benefits to NRM 
decision making processes.  
Prescriptive NRM decision support models 
are broken up into two sub-categories of 
analytical techniques and policy 
frameworks. Analytical techniques involve 
a highly specialised, repeatable and 
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structured process for identifying an 
optimal or 'best' decision alternative. This 
includes methods such as benefit cost 
analysis (BCA) and multiple criteria 
analysis (MCA). These techniques involve 
a set of rigid rules for measuring project 
impacts and deriving overall measures of 
project performance. These measures can 
form the basis of subsequent decision 
making.  
In contrast, policy frameworks for NRM 
decision support are much more loosely 
structured. This is by necessity as they must 
be able to handle a much broader range of 
issues and input from the community. 
Policy frameworks represent the legal and 
institutional processes by which NRM 
decisions are made. They need to mesh 
with other laws and cultural practices of a 
society. They should also accommodate for 
input from many stakeholders, community 
groups, industry and government. As such 
they cannot be rigidly structured as are 
analytical techniques of decision support.  
Often analytical techniques of decision 
support are applied as part of or within a 
policy framework. For example, MCA 
might be used to assess the performance of 
alternative development scenarios as part of 
an environmental impact assessment (EIA). 
It is most unlikely that NRM practitioners 
will be choosing between application of a 
policy framework and analytical technique. 
Generally, the question will be which 






































Figure 7.1. Classification of NRM decision support techniques and frameworks.  
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which analytical techniques should be used 
within that/those framework(s). 
 
Applying Decision Support at Different 
Stages of the NRM Decision Making 
Process 
The type of decision support that is most 
relevant in a particular circumstance will 
largely depend on what stage decision 
makers have reached in the NRM decision 
making process. Figure 7.2 shows a 
simplified form of the NRM decision 
making process and identifies where the 
various decision support techniques have 
most relevance. The stages where 
community involvement is of most 
importance have been indicated. Although 
not classified as a decision support 
technique or policy framework, community 
based resource management (CBRM) plays 
a significant role in the decision process. 
Whilst it is possible that each of the 
decision support techniques will be useful 
at every stage of the NRM decision 
procedure, there are some stages where 
certain approaches are likely to have more 
(or less) relevance. Multiple criteria 
analysis, for example has much use in the 
stage of filtering alternatives because it can 
be structured to appraise a large number of 
options against a set of criteria. 
The main shift in the types of decision 
support that are used occurs at the transition 
from the beginning of the process to its 
conclusion. At the commencement of the 
process analytical techniques tend to 
dominate. These are replaced with policy 
frameworks towards the end. It is worth 
emphasising, however, that there will be 
many exceptions to this approach.  
Supporting Decisions in the Early Stages of 
the Process 
Decisions that occur in the filtering stages 
of the NRM decision procedure involve 
prioritisation. Here the main task is to 
arrange a large set of alternatives in order 
of performance against a set of objectives. 
In problems of this type MCA (and its 
many variations) have most applicability. 
Budgetary constraints will typically not 
permit the wide range of policy frameworks 
or BCA, as used in binary decisions, to be 
applied for each decision alternative.  
Through the construction of an effects table 
MCA can provide an effective means of 
evaluating a large number of alternatives 
against a set of multiple and conflicting 
objectives. The data in the effects table can 
be at either a quantitative or ordinal 
measurement level. If a performance index 
is not required for each alternative then 
ordinal level data can be relied upon more 
heavily and the requirement for 
quantification is relaxed.  
The technique of BCA can be used in 
prioritisation decisions but its use may be 
restricted by resource constraints. The 
MCA procedure is more flexible than BCA 
and therefore provides opportunities for 
time and cost saving. Conducting a BCA on 
a very large number of alternative proposals 
may be excessively costly. Detailed BCA is 
usually reserved for a smaller number of 
proposals each deemed to have significant 
impact and significant potential to be 
worthwhile.  
Another drawback with using BCA for 
prioritisation NRM decisions is that priority 
is often defined by non-economic (and un-
monetisable) criteria. In NRM priorities are 
also defined by social, cultural and 






























BCA - Benefit Cost Analysis
MCA - Multiple Criteria Analysis
UET - Ultimate Environmental Threshold Method
PBS - Planning Balance Sheets
EES - Environmental Evaluation System
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handle such criteria better than BCA. It will 
provide a convenient method for evaluating 
the performance of a large number of 
alternatives against a set of competing 
criteria.  Once a priority list has been 
obtained more in-depth analysis can be 
conducted by applying policy frameworks 
(eg risk assessment, EIA, SIA, citizens 
juries) or BCA. 
Supporting Decisions near the Conclusion 
of the Process 
Near the conclusion of the NRM decision 
procedure decision makers are faced with 
binary decisions. By the time a binary 
decision is required the NRM problem has 
been subject to in-depth analysis and 
investigation such that only two decision 
alternatives remain (generally to accept or 
reject a proposal of some type). This means 
that the initial scoping and filtering 
processes have been completed. A binary 
decision is generally taken by 
democratically elected or appointed 
community leaders.  
Because the trade-offs are relatively well 
understood in a binary decision techniques 
of MCA have diminished relevance, 
although may still be useful in some 
circumstances. The decision maker will 
primarily be interested in assessing whether 
a proposal is ecologically, economically 
and socially sound. This is achieved 
through EIA, social impact assessment 
(SIA) and potentially other forms of impact 
assessment. A BCA may have relevance as 
an economic check of the proposals 
soundness. The Citizens Jury approach may 
also have value to incorporate community 
attitudes into the decision making process. 
In binary decisions the focus is on loosely 
structured, value-laden and political issues. 
It would be unwise to make a binary 
decision on the output of an analytical 
technique which is poorly understood by 
the community. The MCA method can have 
significant shortcomings in this way. Often 
it involves methods which are understood 
by only a minority of technical experts. Its 
use in a binary decision being closely 
watched by many stakeholders may lead to 
perceptions of unfairness or concealed 
factors influencing a decision. 
The calculation of performance indices by 
methods such as MCA can also detract 
from the quality of a binary NRM decision 
procedure. Because many intangible and 
political issues drive such decisions it is 
unlikely that a model could be built which 
accurately measures all elements of the 
decision problem.  
Binary decisions are the realm of informed 
public debate a careful consideration of all 
issues relating to the decision. Techniques 
of decision support which seek to reduce 
the relative performance of alternatives to 
measures of performance have reduced 
significance in this setting.  
As a rough guide the techniques of most 
importance in a binary decision include all 
of the policy frameworks with lifecycle 
assessment (LCA) to a lesser extent. BCA 
can have relevance as an economic 
assessment of the proposals soundness. 
However, incorporation of intangibles 
within the BCA should be treated with 
caution and most probably avoided. MCA 
and other analytical techniques will have 
limited relevance. The application of these 
techniques will not provide much additional 
information which can be used to 
differentiate the two remaining alternatives. 
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Does One Approach Dominate? 
From the above discussion it is evident that 
no single NRM decision support method is 
clearly dominant. It is also unlikely that a 
NRM decision problem will require the 
application of only one technique. In a 
world freed from budgetary and time 
constraints it would be desirable to apply as 
many relevant techniques as exist as each 
will analyse the decision problem in a 
slightly different way. 
However, the world being as it is will 
require the adoption of only some of the 
available techniques and approaches. A 
common scenario will involve the 
application of analytical techniques within a 
policy framework. For example, MCA can 
be used within EIA to assess the 
environmental merits of alternative 
development proposals.  
There is also much value to be gained by 
combining analytical techniques with other 
analytical techniques and policy 
frameworks with other policy frameworks. 
Consider, for example, combinations of 
BCA and MCA. Many critics of BCA cite 
its inability to handle intangible criteria. If 
these criteria are incorporated in to MCA 
along with the results of BCA (conducted 
on tangible, market goods and services 
only) a more integrated evaluative 
framework has been obtained. 
Nevertheless, and as noted in Chapter  4, 
research is indicating that useful insights 
into a decision problem are missed when 
techniques are not applied separately.  
At the commencement of writing this text 
we would have wished to fill this section 
with a straightforward flowchart for 'how to 
choose an appropriate decision support 
method for NRM'. Having reviewed a wide 
range of the methods available we feel that 
such a chart would be misleading. All of the 
techniques contain hidden assumptions that 
have implications for value systems and 
beliefs. The key to choosing an appropriate 
decision support technique is to understand 
these assumptions and how they can impact 
decision outcomes. 
All of the available approaches to decision 
support have potential applicability in 
almost every NRM decision problem. 
Application of any one technique will have 
an impact on the decision outcome, and 
whether that impact is desirable is largely 
based on values. The NRM practitioner 
applying a technique or considering its 
application cannot avoid the task of 
understanding that technique and how it 




When there is no agreement as to which 
decision making process or technique is 
most appropriate, as is often the case, 
Rawls (1987) advises the use of techniques 
that reveal the extent to which a decision is 
characterised by an "overlapping 
consensus". He observes that a consensus 
affirmed by opposing theoretical, religious, 
philosophic and moral doctrines is likely to 
be a just one and, in a resilient fashion, 
likely to thrive over generations.  
It could also be observed that a decision 
affirmed by many different techniques and 
consistent with alternative sets of value 
systems and value weights is the elusive 
ideal sought by all decision makers.  The 
problem is that such opportunities are 
elusive and rare.  Most decisions involve 
some amount of trade-off among objectives 
and judgements for which there is no 'right' 
answer. Usually, some people do not agree Chapter Seven: Implementing Decision Support 
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with the objective set proposed and, hence, 
will not like the recommendation made by a 
technique. 
 
Limitations of Decision Support 
In the introductory chapters it was noted 
that the objective of decision support is to 
improve the rationality of decision making 
processes. A rational decision was defined 
as one that is consistent with the values of 
the decision maker and the information 
available to make the decision. All of the 
techniques presented in this document and 
many other such techniques are capable of 
being used to identify a rational option.  
However, NRM decision support cannot be 
used to make a decision. There will always 
be a requirement for decision making 
processes which occur above and beyond a 
decision model or policy framework. Other 
factors which cannot be incorporated into a 
neat model must be given consideration. 
These would include political issues, social 
concerns or a potentially limitless range of 
issues of concern to individuals in a society.  
As noted by McAllister (1980) the 
desirability of a proposed project, plan or 
policy change cannot be measured 
adequately using a single index, be it 
derived from MCA, BCA or any other such 
method.  
There will always be factors that could not 
be properly measured  or could not fit 
neatly within a policy framework. There is 
no quick or simple means by which these 
factors can be taken into account. The 
lengthy and complex process of learning 
about a decision problem and reflecting on 
community values cannot and should not be 
side-stepped for important NRM decisions.  
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APPENDIX A: AN EXAMPLE OF BENEFIT COST ANALYSIS 
 
The following example is a simplified version of a BCA undertaken for a catchment region in 
South Australia.  Among many issues faced by the catchment is loss of native vegetation.  The 
community decided that they wanted to address the loss of native revegetation, and a benefit cost 
analyst assessed the economic worth of implementing a native revegetation project.  The analyst 
undertook the following steps: 
Stage 1:  The BCA analyst, in consultation with the community, defined the project.  Several 
options for revegetating large areas were discussed and subjected to a preliminary assessment.  It 
was then decided to subject the remaining options to an economic evaluation. The scope of the 
project was defined – in terms of the nature of the proposed works, the benefits that could 
reasonably be attributed to those works and the population affected by those works.  It was decided 
that the population would consist of all persons who were directly affected by costs and benefits of 
the project.  However, passive uses (such as value associated with increasing biodiversity and 
visual amenity) of benefits and costs in the catchment were ignored. 
Stage 2:  All potential project impacts and when they could be expected were identified.  ‘With’ 
and ‘without project’ scenarios were established so it was clearly defined what would be the results 
in the catchment if the project was not implemented.   
Stage 3: Economically relevant benefits and costs of the project proposal were identified.  Relevant 
benefits include reduced future water erosion and salinity (valued through foregone production), 
savings in council infrastructure costs, increased biodiversity and increased passive values to the 
community.  Values were not included for the last two benefits mentioned because budget and time 
constraints precluded the use of environmental valuation to measure the increase in passive use 
values. It was decided that benefits transfer of values was not applicable, hence the threshold 
approach would be used to place a minimum willingness to pay for environmental values if the 
BCR fell below one.  Costs of undertaking the project included the cost of fencing native 
vegetation and its associated annual maintenance.  
Stage 4: Relevant impacts were quantified physically using various scientific assumptions. 
Stage 5: Economic benefits of reduced future water erosion and salinity were quantified based on 
land characteristics (i.e. slope, and soil type such as sandy, rocky, Mallee etc); the current 
production mix and its associated gross margins (i.e. grazing, cropping, horticulture); the occurence 
of water erosion and the associated soil loss; the effect on neighbouring lands and streams.  This 
information was then used with various scientific assumptions to estimate the benefits from 
implementing the project.   
Stage 6:  Spreadsheet model was developed, economic benefits and costs were discounted and base 
case results derived.  On-farm benefits (includes effects on neighbours) were considered only in the 
analysis, hence other passive values were ignored.  A qualitative assessment of these benefits 
would be provided in the report.  Table A1 provides an example of results derived: Appendix A: Example of Benefit Cost Analysis 
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TABLE A1 – SUMMARY OF RESULTS USING A DISCOUNT RATE OF 8% 
Items  PV Benefits   (On-farm 
Total) $ 
PV Costs $ NPV $  BCR  IRR 
Protecting 
vegetation 
791,726 672,767  118,959  1.2  7.6% 
Table A1 results imply that there are net social benefits to be gained from investing in protecting 
vegetation in the catchment.  For every dollar that the community invests in protecting native 
vegetation, they receive $1.20 in return of quantifiable benefits, as well as other significant 
qualitative benefits. 
 
Stage Seven:  Sensitivity analysis was performed on the BCA, using a range of discount rates.  
Table II presents the results obtained from using a lower discount rate of 4%.  Although using a 
lower discount rate does not change the outcome of this analysis, it does increase the BCR 
marginally. 
 
TABLE A2 – SUMMARY OF RESULTS USING A DISCOUNT RATE OF 4% 
Items  PV Benefits   (On-farm 
Total) $ 
PV Costs $ NPV $  BCR  IRR 
Protecting 
vegetation 
1,123,786 900,847  222,939  1.3  9.4% 
Sensitivity analysis was also performed on some other key assumptions of the analysis, such as the 
cost of fencing and the value of increased production from agricultural land. 
 
Issues to be Aware of in BCA 
Using the simplified BCA as an example, it is valuable to highlight issues to be aware of in a BCA.  
$1 is worth the same to any individual in society. For example, the BCA assumed that a $1 received 
by one farmer was the same as a $1 received by another farmer, irrespective of their net wealth or 
expected profits. 
The choice of the relevant population has a critical effect on total benefits.  For example, a 
potential increase in tourism benefits were ignored in the BCA.  The analysis was conducted from a 
state perspective, and it is likely that increasing tourism in the catchment will lead to a decrease in 
tourism somewhere else in the state. 
Relative values remain constant.  Many BCA (but not all) assume that relative prices will remain 
constant over the period of analysis.  If passive values were included in the BCA, then they may 
have severely underestimated people’s values in the future as native vegetation decreased in the 
catchment area.   Appendix A: Example of Benefit Cost Analysis 
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Discounting means that the nature of long term impacts (over 25 years) have little impact on the 
final recommendation.   For example, although the benefits of protecting vegetation in the 
catchment were estimated to be over $164,000 in twenty years time, applying the discounting 
process meant that these benefits were valued in the BCA at just under $78,000.   
People value gains and losses equally.  For example, the value of reclaiming a hectare of land from 
salinity is valued the same as losing a hectare of land to salinity, although evidence suggests that 
most people would spend far more in protecting current land than trying to reclaim lost land. 
Social welfare is the sum of self expressed welfares of all individuals (there is no concept of 
community).  For example, the analysis only valued private, quantifiable benefits from undertaking 
action.  It ignored the concept that there may be large intangible community value derived from 
undertaking a natural resource project. 
People don’t mind how benefits are distributed through time.  For example, over a period of four 
years, a discounted payment of $1,000 in the first year and $3,000 in the third year is valued the 
same as a discounted payment of $1,000 every year.  Most people would prefer $1,000 every year. 
All losses are compensatable. For example, stopping a farmer from cutting down native vegetation 
is assumed to be compensatable, though this is not necessarily true. Appendix B: Example of Multiple Criteria Analysis 
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APPENDIX B: AN EXAMPLE OF MULTIPLE CRITERIA ANALYSIS (MCA) 
 
In this example a planning authority has identified three feasible options for providing a transport 
link between two major population centres. A decision as to which should be implemented is now 
required. The planning authority has chosen to make this decision using input from the weighted 
summation MCA technique. After consulting with the community three criteria were identified and 
weighted to evaluate the transport options (in reality there would be many more issues of 
importance but things have been kept simple here to illustrate MCA). The evaluation matrix is as 
follows: 
 
  C1. Impact on residents 
(measured by area of land 
resumed in hectares) 
C2. Travel time 
(average travel time 
for trip between two 
centres in hours) 
C3. Pollution 
(measured on an 
index from 0 to 1, 
where 1 is worst) 
WEIGHTS 50%  30%  20% 
A1. Train  50  1.5  0.2 
A2. Add lanes to current road  65  1.2  0.5 
A3. Build new road  130  0.9  0.8 
 
Before indices of performance can be calculated for the available options the evaluation matrix 
needs to be standardised into commensurate units. The standardised value for each cell in the 
matrix is determined as follows:  
 
 value ed standardis - Non
criterion for    es alternativ   all   of    value Minimum
 value ed Standardis =  
 
 C1  C2  C3 
WEIGHTS  50% 30% 20% 
A1 1.00 = (50/50) 0.60  1.00 
A2 0.77 = (50/65) 0.75  0.40 
A3 0.38 = (130/65) 1.00  0.25 
 
Now that the evaluation matrix has been standardised into commensurable units each of the scores 
can be adjusted by its weight. Adding the scores for each alternative provides an index of 
performance where a higher value indicates better performance. This has been done as follows: 
Weight adjusted value = Weight for criterion * standardised performance measure 
and  Appendix B: Example of Multiple Criteria Analysis 
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Overall performance for an alternative = Sum of weight adjusted scores for the alternatives 
 
 
 C1  C2  C3  Performance  Index  Rank  (1 
is best) 
WEIGHTS 50%  30%  20%  -  - 
A1 0.50 = 1 * 0.5 0.18  0.20  0.88 = 0.5 + 0.18 + 0.2 1 
A2 0.38 = 0.77 * 0.5 0.23 0.08  0.69= 0.38 + 0.23 + 0.08   3 
A3 0.19 = 0.39 * 0.5 0.30 0.05 0.54  = 0.19 + 0.3 + 0.05 2 
 
It can be seen that the alternatives rank: A1 > A3 > A2 (where ">" denotes "performs better than"). 
This means that according to MCA the best option is to put in a train connection and the worst 
option is to add extra lanes to the existing road. The planning authority must now debate the results 
of the MCA and identify any ways in which it was deficient. Some of the arguments against the 
MCA might include: 
•  There are additional criteria that could not be quantified and were subsequently ignored (eg 
biodiversity, landscape amenity issues, inter-generational equity).  
•  The criteria do not provide adequate measurement for the objectives. For example, the area of 
land resumed provides only partial measurement for the impact on residents. There will also be 
noise impacts.  
•  The weights are inappropriate. Sometimes changes in the weights will lead to a different 
alternative being preferred. Community members may object to the weighting. There is no 
simple solution to devising a set of fair or representative weights. Sometimes the weights are 
adjusted to see how much they need to be changed for a different alternative to be favoured.  
•  The performance measures are inaccurate. Due to difficulties of measurement or the need for 
subjective judgements some of the performance measures may be considered inaccurate. This 
can undermine the results of the MCA. One means of assessing the importance of such 
inaccuracy is sensitivity analysis. In sensitivity analysis the performance measures are 
systematically varied. If this variation has little impact on the final result then the MCA is 
considered robust. If the variation produces significant differences in the final result then the 
MCA model needs to be revised or possibly not used.  
•  The standardisation was inappropriate. The standardisation method applied here adjusts the 
performance measures according to a linear scale. The law of diminishing marginal utility (in 
economics) would suggest that a linear scale does not always apply.  
•  The MCA model did not accurately represent what was important in the decision. The 
weighted summation method used above assumed that overall performance for an alternative 
could be obtained merely by summing individual weight-adjusted scores. However, criterion Appendix B: Example of Multiple Criteria Analysis 
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inter-dependence could mean that addition is not an appropriate way of determining overall 
performance. A more complex utility function may be required instead. Weighted summation 
is one of many MCA techniques. All MCA techniques have shortcomings in modelling a 
decision problem.  
 
Even if the results of MCA are not adopted due to the arguments listed above the method will still 
have made a significant contribution to the decision making process. The need to raise objections to 
MCA makes the decision process more transparent, better structured and helps decision makers 
learn about trade-offs inherent in the decision problem. It is in these ways that MCA has most 
value. The final index and recommendation from MCA should not be seen as the technique's only 
contribution. The real contribution of MCA comes through better structuring of the decision 
problem. 
 
 
 
 