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|ヽ「c have developed an autonomous mobile robot くtI)REAM‐1" controlled by the
fuzzy theory.For its travening contr。l of DREAh/1‐1,fuzzy control rules have to be
deteralined For its determination, the genetic algorithnュis used. In this report, the
genetic algorithlll is outined and apphed to a seif‐tuning of fuzzy rules for travelling
control of an autonomous mobile robot at a course of a crossing For its tuning of
fuzzy rules,two kind of membership functions, ie, bell ‐ and triangular ・ 説aped
membership functions, are used as the mathematical basic functions and their
computational procedures are discussed with simulation results.
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1.はじめに
フアジイ制御は, 1965年にカリフォルニア大
学のザデー教授により発表されたファジィ理論の応
用分野として早くから注目され,多くの成功を収め
ている。ファジィ制御は,入出力関係を伝達関数な
どで記述する,いわゆる自動制御の手法とは異なり,
制御アルゴリズムを i卜then形式のプロダクショ・
ルールで記述する一種のエキスパート・システムで
ある。
我々は,このファジィ制御に注目し,自律移動ロ
ボットの走行制御に導入することにより,種々 のコ
ースを走行するロボットの製作にすでに成功してい
る[1].フアジイ制御を用いることによリロバス ト性
が得られ,ある程度の外界の変化,例えばコースの
形状変化などに対応できることが一般に知られてい
る。しかしながら,固定的なルールだけでは外界の
変化に対応しきれない場合がある。我々の研究対象
である自律移動ロボットの場合でいうと,外界の状
況が,制御ルールが許容している対応可能なスター
ト位置や,コー スの幅などを超えた状態などが想定
できる。そのような場合でも迅速に状況に応じて制
御ルールを調整する必要が生じる。そこで,我々 は
これまでに,最急降下法やパターン探索法などによ
リルールの自動チューエングを試みた〔2][3]。ここ
では,遺伝的アルゴリズム(cenetiC AigO?thm,CA)
による自動チューニング[4〕を行った結果について報
告する.
まず, 2章ではファジィ制御への遺伝的アルゴリ
ズムの導入について述べ, 3章では遺伝的アルゴリ
ズムの理論について述べる。また, 4章では本手法
を我々の自律移動ロボットに適用し,計算機シミュ
レーションを行った結果について述べる.
2。 制御ルールとメンバーシップ関数の構成
遺伝的アルゴリズムとは,最適化したい数値対象
をあらかじめ遺伝子コード化しておいて,これを突
然変異や交叉などの操作を加えて変化させたものに
ついて評価し,良いものを残すという手法である.
最急降下法やパターン探索法などと大きく異なる点
は,解空間の状態によらず探索点が連続的に移動せ
ず,確率的要因によるところが大きい点と,良い因
子を保存できる可能性が高い点である,このため,
遺伝的アルゴリズムによると,計算時間に制限がな
ければ必ず局所解でない最適解に到達できることが
知られている.
ここでは,自律移動ロボットの走行制御のために
我々がとったルールの構成方法について説明し,そ
の制御ルールを構成するメンバーシップ関数の定義
について述べる。最後に,制御ルールに対応した遺
伝子コードについて説明する.
2.1 制御ルールの構成
本研究で用いたファジィ推論モデルでは,後件部
が実数値を出力する出力関数で表されるものを用い
た。いま,入力変数をxl,x2''・・'Xmとして,出力変
数をθ,出力関数を予[o,1]吟Rとして,推論ルール
は次式で表される.
Rule i:if xl is AH and x2 iS A2i and
・…・and xm iS Amitthcn θ i=Yi(/11)(1)
ここで,AJlは第1ルー ルにおける,第j変数為に
関する前件部メンパーシップ関数
へi:/・J⊂Lβ〔0,1〕,μiは第 iルー ル前件部の道合
度を表す。また, θ,Yに添字 iが付いているのは,
第 iルー ルに関して定義されていることを示す。本
研究では,WandWに相当する演算に,min‐演算を用い
ているため,(1)は次式のように書き直せる。
μi=↑A〆x♪ θi=YI(μi) (2)
全てのルールの適合度および出力値より,次式に
よって推論結果を算出する。
Σμ iθi
θ=す
    
°
本研究の自律移動ロボットの走行制御においては,
このような推論法により前輪のステアリング切り角
を決定する。
2.2 メンパーシップ関数の定義
推論ルールで用いる前件部メンバーシップ関数お
よび後件部出力関数の定義について説明する。本研
究では,釣り鐘型メンパーシップ関数と三角型メン
バーシツプ関数を用い,比較を行う。
(1)釣り鐘型メンバーシップ関数
この関数は,中心値の左右で異なる標準偏差を持
ったガウス基底として知られた関数である。まず,
前件部メンバーシップ関数は次式で与えられる。
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メンバーシップ関数の概形は図1(a)に示す通りで
ある.チューエングの対象となるパラメータは,中
心位置xcおよび2つの標準偏差dl,d2の3個である.
これらの標準偏差によって,メンバーシップ関数の
広がりが決定する。
次に,後件部出力関数を定義する.
0=二十expl―Ⅸμ―α刺
(5)
出力関数の概形は図1(b)に示す通りである.チュ
ーエングの対象となるパラメータは,高さすなわち
飽和値を与えるhと,傾きを与えるgの2個である.
(a)前件部メンバシップ関数
0     1/2     1 μ
(b)後件部出力関数
図1 釣り鐘型メンバーシップ関数
(2)三角型メンバーシップ関数
このタイプの関数は,ファジィ制御の分野では広
く用いられている関数である.左右で非対称な底辺
を有し,定義域をなつの区間に区分して定義される。
このうち, 0以外の値を有する区間は2つだけで,
しかも簡単な1次式で定義できるため計算も容易で
ある。前件部メンバーシップ関数は次式で与えられ
る。
メンパーシップ関数の概形は,図2(a)|こ示す通り
である。
(a)前件部メンバシップ関数
(b)後件部出力関数
図2 三角型メンバーシップ関数
チューニングの対象となるパラメータは三角形の頂
点の位置xcと,各斜辺と横軸が交わる位置dl,d2の
3個である。
次に,後件部出力関数は,釣り鐘型で示した後件
部出力関数にならって段差型とした。3つの区間で
それぞれ直線的に定義され, しかも, oもしくはh
以外の値をとる区間が 1つだけである.後件部出力
関数は次式で年えられる。
」―早 卜
#早卜 (4)
?
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0=
関数の概形を図2(b)|こ示す。式(7)からもわかる通
り,(5)のg,hと同値であれば中心区間の傾きは (5)
のμ=1/2の点での傾きと同じになる。チューニング
の対象となるパラメータは,出力関数の高さを与え
るhと傾きに寄与するgの2個である。
2,3 制御ルールの遺伝子コード化
本研究で行つた制御ルールの遺伝子コード化につ
いて述べる。突然変異や交又などの遺伝的操作は,
この遺伝子コードに対して行われる。ここでは,釣
り鐘型メンバーシップ関数を用いた場合について説
明するが,三角型メンパーシップ関数を用いた場合
でも同様である.
図3に遺伝子コード化の概要を示す。ここでは,
実際にロボットの制御で用いた入力変数と同じ4つ
の変数x,,x2'X3'φと出力変数θを想定している。
まず, 4つの入力変数のそれぞれに対する前件部
メンバーシップ関数Al,A2,A3'AFiの形状を決め
るパラメータ各3個を抜き出す。前件部の計12個
のパラメータは各9 bit,後件部の2個のパラメータ
は7 bitで,それぞれ10進-2進変換する。これ
らを並べた1 4 4Ыtを1個のルールの遺伝子とす
る,n個のルールを用いる場合だと, 1 4 4 nbitの
遺伝子コードとなる。三角型の遺伝子コードも同様
に1 4 4 nbitとなる.
?
??
?
?
??
?
????????????
?
??
??
?
図 3 遺伝子コード化
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3.遺伝的アルゴリズム
遺伝的アルゴリズム[5][6〕では,評価の良いもの
を残しておくためのエリート遺伝子フイールドとト
ライ・アンド・エラーのための探索遺伝子フイール
ドが必要となる。エリート遺伝子フイールドを複数
用意する手法や,多くの探索遺伝子フイールドを用
意する手法があるが,本研究ではエリート遺伝子フ
ィールドを1個,探索遺伝子フイールドを4個とし
た.探索遺伝子フイー ルドは多ければ多いほど早い
世代で終了する傾向にあるが,その分1世代での無
駄な操作も増大する.本研究では,自律移動ロボッ
ト上で,出来るだけ実時間に近い速度でチューニン
グすることを目標としているため,このような比較
的少ないフィー ルド数で学習することにした。
図4(a),(b)に遺伝的アルゴリズムの概要を示す。
初期個体の形状をコードイとしたものを4個コピーし,
それぞれ突然変異させることで行った。ここで行っ
た突然変異は,全てのルールを選択し,ルー ル内の
各ビットについて25%の確率でビット反転させた。
第1世代はエリート初期値とそれを突然変異させた
4個の探索遺伝子の計5個のルールについて評価し,
第1位評価のものを次世代のエリートとし,第2位
評価のものも次世代で利用する。第2世代以降は,
探索遺伝子の4個について評価して,同様に第1,
2位を保存する。第2世代以後では,各世代の探索
終了後,第1位評価のものをエリート遺伝子フイー
ルドに保存する。探索遺伝子フイールドの第1フイ
ールドと第3フイールドにエリートをコピー してお
く。また,前世代第2位のものを第2フイー ルドに
コピーしておく。次に,第1フイールドと第2フイ
ールドの間で交叉させ,各々 突然変異させる。第3
フイールドは単独で突然変異させる。交叉後の第 1
フイールドか第2フイールドのいづれかを50%ず
つの確率で選択し,突然変異させたものを第4フイ
ールドにおく。ここで用いた突然変異は,遺伝子中
の各ルールが25%の確率で選択され,各ルール内
の各ビットが25%の確率でビット反転するもので
あるr
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図4 遺伝的アルゴリズム
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4.計算機シミュレーション
4, 1 4輪モデル
移動ロボットは4輪型とし,低速度で走行するも
のとする。すなわち,旋回運動時に遠心力による車
輪の横滑りなどは無視できると考える。図5に前進
走行時の理想的な4輪モデルの旋回運動を示す[7].
これにより,各車輪の接地点は1点0を中心に回転
し,次の各式で与えられる回転半径を有することに
なる。
差点進入時の前方信号機までの距離を計測できるも
のとする.特に,コー ス終端に向かつては,障害物
はないものとし,この方向への距離計測は最大値の
300となるものとする.(すなわち,位置*2,
*3の前方距離x3'および交差点内でこれらの方向
にxl,x2を計測しようとした場合に300となる。)
移動ロボットが走行tll御するために用いる入力変
数は,図6中のxl,x2'X3および車体姿勢角φとす
る。また,制御の対象である出力はステアリング切
り角θとする。移動ロボットは,一定の速度で進行
するものとする。
図6 交差点コース
4.3 走行の評価
移動ロボットの走行制御のためのルールを学習す
るためには,評価指標が必要となる.本研究では図
7に示すように,交差点の入り日付近と交差点の出
口付近において評価関数を定義する。学習において
は,この評価関数の値がより小さくなるものを良好
因子として位置づける。左折学習では,次式によつ
て評価関数を定義する。
RI=Vsin θ
R2=L/sin θ i
R3=RIcos θ‐(Br‐BF1/2
R4=R2C°Sθl+(Br‐BrJ/2
θ'=tan‐1[V(Br■Lcot θ)]
(8)
(9)
(10)
(11)
(12)
ここで, θは内側前輪のステアリング切り角, θf
は外側前輪のステアリング切り角,BF'Brはそれぞ
れ前,後輪のトレッド長を示している。また,Lは
ホイールベースを示している。
以上のような走行モデルに基づいて,計算機上で
移動ロボットの走行軌跡を算出することが出来る。
図5 4輪モデル
4.2 コースの設定
本研究では,移動ロボツトが走行するコースとし
て交差点を取り上げた.図6に交差点コースを示す。
図6に示すように,移動ロボットはコースに対して,
自身の左右方向のコース境界までの距離,および交
fla=2 1 xl‐241+3 1 φ-01
f2a=3 1 xl-241+251 φ‐90
亀=fla+f2a
(13)
(14)
(15)
これにより,移動ロボットが交差点入り口 (評価点
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これにより,移動ロボットが交差点入り日 (評価
点1)において,やや右より (xI=64の点)で真直
(ψ=0)に進入し,交差点出口付近 (評価点2)に
おいて,やや右より (xl=64の点)で真直 (φ=90)
に進出する場合を目標として定義している.
fic=3 1 xl-641 +21 φ-0
f2c=3 1 xl-641+21 φ 90
生=ftc+f2c
1)において,やや左より(xl=24の点)で真直(φ
=0)に進入し,交差点出日付近 (評価点2)におい
て,やや左より(xl=24の点)で,真直 (φ-90)
に進入する場合を目標として定義している。
右折走行学習時では,次によって評価関数を定義
する。
および出力関数を学習結果とする。
5,シミュレーション結果
今回,我々 は釣り鐘型メンパーシップ関数と三角
型メンバーシップ関数の2種類のメンパーシップ関
数について,交差点コースを走行する移動ロボツト
をモデルとして,その制御ルールの学習を行つた.
まず,釣り鐘型メンパーシップ関数を用いた場合
の初期値となるメンバーシップ関数の形状を図8に
示す。今回は, 6個のルールで制御する場合を扱つ
た。この初期値メンパーシップ関数は特に意図した
ものではなく適当な値を人間が設定したものである.
釣り鐘型メンバーシップ関数を用いた場合で,左
折走行を学習した場合の学習結果の例を図9に,そ
のメンバーシップ関数による走行軌跡の例を図10
に示す.各メンバーシップ関数の形状が初期値 (図
8)に比べて大きく変化していることがわかる。
次に,三角型メンバーシップ関数を用いた場合の
初期値となるメンバーシップ関数の形状を図11に
示す。釣り鐘型と同様に, 6個のルールにより制御
する場合を対象とした.図8と比べてわかるように,
釣り鐘型と同様のパラメータ値を初期値としている。
これにより,メンバーシップ関数の中心位置や
1/2をとる点の横軸の位置が等しくなる。
三角型メンパーシップ関数を用いて左折走行を学
習した場合の学習結果の例を図12に,そのメンパ
ーシツプ関数による走行軌跡の例を図13に示す。
また,釣り鐘型メンパーシップ関数および三角型
メンバーシップ関数を用いて右折走行学習させた結
果の走行軌跡の例を図14, 15に示す.
最後に,釣り鐘型メンバーシップ関数および三角
型メンバーシップ関数を用いた場合の学習を31回
行い,それぞれの平均学習終了世代数を表1に示す:
表1 学習終了世代数の比較
平均終了世代数 [世代]
釣り鐘型MSF 655
三角型MSF 427
表からわかるように,三角型メンバーシップ関数
を用いた場合の方が早い世代で学習を終了する傾向
にあるといえる。また,それぞれのメンバーンツプ
関数の定義式から,三角型メンバーシップ関数を用
いた場合の方が少ない計算ステップ数で制御 (学習
時での試行錯誤的な走行も含めて考えることが出来
る)が行えることがわかる.従つて,本研究の例で
は釣り鐘型メンバーシップ関数を用いた場合より,
三角型メンバーシップ関数を用いた場合の方が優位
であるといえる。
(16)
(17)
(18)
評価rt点2
―――― ―――■ ―
滞価地点2'
I
I
図7 評価関数
4.4 終了条件
走行終了条件は,移動ロボツトがコース境界に接
触した時点,経路終端に達した時点,および交差点
内を円運動するなどして車体の25倍の距離を走行
した時点をもって走行終了とする。走行終了の時点
をもって,前述の評価値を算出し,走行の評価とす
る.
次に学習終了の条件は,いずれかの遺伝子による
走行の評価が70以下になった場合をもって学習を
終了し,その遺伝子による入カメンパーシップ関数
|
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図15 右折走行学習終了後の三角型メンバーシッ
プ関数による走行軌跡
6.おわりに
本研究において, 4輪走行ロボットのファジィ制
御ルールを自動チューニングするために,遺伝的ア
ルゴリズムを適用した.ここで,我々 は釣り鐘型メ
ンバーシップ関数と三角型メンバーシップ関数の2
種類のメンバーシップ関数について比較した.その
結果,三角型メンバーシップ関数の方が有利である
という傾向を得た.
しかしながら,今回は31という比較的少ない標
本数しか得られておらず,今後更に多くの学習を行
うことで統計的な傾向を明らかにする必要がある.
また,突然変異率や交叉率の自動変更や,突然変異
率の与え方などの遺伝的アルゴリズムの改良にも取
り組む必要がある。また,得られたファジイ制御ル
ールの汎化能力についてもあわせて検討して行くつ
もりである。
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