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Abstract This study demonstrates, in the context of ﬂood frequency analysis, the potential of a recently
proposed hierarchical Bayesian approach to combine information from multiple models. The approach
explicitly accommodates shared multimodel discrepancy as well as the probabilistic nature of the ﬂood esti-
mates, and treats the available models as a sample from a hypothetical complete (but unobserved) set of
models. The methodology is applied to ﬂood estimates from multiple hydrological projections (the Future
Flows Hydrology data set) for 135 catchments in the UK. The advantages of the approach are shown to be:
(1) to ensure adequate ‘‘baseline’’ with which to compare future changes; (2) to reduce ﬂood estimate
uncertainty; (3) to maximize use of statistical information in circumstances where multiple weak predictions
individually lack power, but collectively provide meaningful information; (4) to diminish the importance of
model consistency when model biases are large; and (5) to explicitly consider the inﬂuence of the (model
performance) stationarity assumption. Moreover, the analysis indicates that reducing shared model discrep-
ancy is the key to further reduction of uncertainty in the ﬂood frequency analysis. The ﬁndings are of value
regarding how conclusions about changing exposure to ﬂooding are drawn, and to ﬂood frequency change
attribution studies.
1. Introduction
Multimodel ensembles (MMEs)—a set of predictions made by different models—are becoming widely
accepted for ﬂood frequency change analysis [e.g., Arnell and Gosling, 2014; Hirabayashi et al., 2013; Kay and
Jones, 2012]. The use of multiple models results in large uncertainty around estimates of ﬂood magnitudes,
due to both uncertainty in model selection and natural variability of (simulated) river ﬂow [Madsen et al.,
1997]. The challenge is therefore to extract the most meaningful signal from the multimodel predictions,
accounting for both model quality and uncertainties in individual model estimates.
Multimodel ensembles became increasingly widespread at the beginning of the 21st century, with a nota-
ble development being the IPCC reporting ensemble averages in the IPCC Third Assessment Report [Penner
et al., 2001]. Concurrently, a probabilistic view on ensemble predictions was introduced by R€ais€anen and
Palmer [2001], who assigned equal weights to each ensemble member. This was reﬁned in the reliability
ensemble average (REA) approach developed by Giorgi and Mearns [2002]; the authors proposed assigning
weights to the ensemble member models based on each model’s track record of bias and its distance from
the ensemble’s consensus; this was extended via a Bayesian analysis for the unknown model weights by
Tebaldi et al. [2005]. Similarly, Bayesian Model Averaging method [Hoeting et al., 1999; Raftery et al., 2005]
provides an estimate for a quantity of interest as a weighted average of predictive density functions pro-
vided by multiple models that are centered on the bias-corrected forecasts, with the weights reﬂecting the
models’ relative predictive skill. Other examples of MME analysis include hierarchical linear model ﬁtting to
aggregated observations using similarly aggregated MME projections [Greene et al., 2006], and use of spatial
statistics to model geographical patterns [Furrer et al., 2007]. The typical challenge with model averaging is
that the chosen weighting scheme depends on an arbitrary selection of the performance metric, which itself
becomes an additional source of uncertainty. Further, a set of weights, derived via unavoidably arbitrary cri-
teria and for a limited subset of possible models, cannot be reliably interpreted either as faithfully deﬁning
a probability distribution or as representative of the full model uncertainty range. Moreover, shared model
components and information result in interdependencies in model outputs that potentially lead to persis-
tent biases in MME, and to underestimation of the uncertainty in predictions [Tebaldi and Knutti, 2007]. Last,
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typical approaches suffer from a strong assumption of stationarity of the relation between observed and
modeled trends that are estimated in the past and are applied to future projections [Tebaldi and Knutti,
2007]. For further particulars regarding standard practices, interested readers are referred to the excellent
comprehensive reviews by Tebaldi and Knutti [2007] and Knutti [2010].
When combining models for ﬂood frequency analysis, a further problem with averaging is that the arithme-
tic average is sensitive to extreme values. Current applications therefore focus on the median change
(median is deﬁned based on the set of multimodel predictions of change) as well as model ‘‘consistency,’’
which refers to the fraction of models that show an increase/decrease in ﬂood frequency [Arnell and Gosling,
2014; Hirabayashi et al., 2013; Ward et al., 2014]. A typical quantity of interest in such studies is the 100 year
return period ﬂood (Q100) estimated for past and future horizons (often taken as 30 year periods). To moti-
vate the method developed in the paper, Figure 1 exempliﬁes such an analysis for 135 British catchments
included into the Future Flow Hydrology data set [Prudhomme et al., 2013]. The data set provides simulated
ﬂows for years 1951–2098 based on 11 different Regional Climate Model variants and three hydrological
models, and aims to support decision-making under changing environmental conditions. Further details
about the data set and the models used are not required at this point, and are provided in section 2. Figure
1 compares Q100 ensemble estimates for the 1983–2012 historic period with Q100 ensemble estimates for
the 2069–2098 future period. Based on the statistical properties of the extreme value distribution parameter
estimates (discussed in detail in Appendix A), an analysis of the multimodel outputs shows that there is no
statistically signiﬁcant change in Q100 given by a model providing median prediction of change in the
ensemble (p5 0.05) for 135 basins considered, and that there is no basin for which the majority of its MME
Figure 1. Projected change in Q100 based on MME. (a) Multimodel median return period (years) at the end of 21st century for discharge
corresponding to the historic 100 year ﬂood; (b) Model consistency—dark and light blue correspond to future decrease in ﬂood frequency,
red, and orange correspond to future increase in ﬂood frequency; basins with at least one statistically signiﬁcant change in Q100 are
denoted by dots.
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projected changes are statisti-
cally signiﬁcant (p5 0.05), and
the maximum number of statis-
tically signiﬁcant changes is 4
out of 11 projections. Further-
more, the multimodel historic
Q100 estimates exhibit much
disparity (Figure 2) and also fail
to provide reliable bounds (lower
and upper) for the observation-
based Q100 estimates for 40%
of the considered basins (54 out
of 135). The inability to extract
a meaningful signal out of
highly uncertain multimodel esti-
mates raises questions regarding
whether meaningful conclusions
can be drawn about changes in
the exposure of assets to ﬂooding
[Arnell and Gosling, 2014; Arnell
et al., 2013; Hallegatte et al., 2013;
Hirabayashi et al., 2013] and the
attribution of changes in ﬂood
frequency [Ward et al., 2014].
As described in section 3, this
study demonstrates the poten-
tial of a recently proposed hier-
archical Bayesian approach to combine information from multiple models [Chandler, 2013], in the context
of ﬂood frequency estimation. The methodology employs MME in a manner that explicitly accounts for (1)
uncertainty in individual model estimates; (2) model-to-reality discrepancy, and (3) the available ensemble
of models being only a subset from the complete (but hypothetical and therefore unobserved) set of mod-
els. In a hydrological context, hierarchical Bayesian approach has been previously applied to transfer infor-
mation from multiple donor catchments for ﬂood frequency analysis [Kuczera, 1982; Renard, 2011] and to
deﬁne model parameter distributions for ungauged basins [Smith et al., 2014], as well as to assimilate multi-
source observations into hydrological model parameter and state distributions [Wu et al., 2010].
The objective of the proposed technique is to extract maximum useful statistical information from the diver-
gent predictions of multimodel ﬂood projections. The method requires speciﬁcation of a ‘‘summary’’ metric
for the behavior of interest that can be extracted from the MME and observational time series. In the con-
text of air temperatures, regression coefﬁcients for ambient air temperature are used as such a ‘‘summary’’
in Chandler [2013], facilitating the detection of warming/cooling trends. The present study proposes, in the
context of ﬂood frequency analysis, to treat parameters of probability distributions deﬁning ﬂood frequency
as a summary for ﬂow time series. This is preferred over an individual T-year ﬂood magnitude, due to the
added efﬁciency and consistency from analyzing an entire ﬂood frequency curve.
2. Data
The analysis uses both simulated and observed daily ﬂows for 135 basins in the UK. The simulated ﬂows are
part of Future Flows Hydrology data set [Haxton et al., 2012; Prudhomme et al., 2013], which is obtained
from the Future Flows Climate data set [Prudhomme et al., 2012b]. Future Flows Climate is a gridded daily
precipitation and monthly potential evapotranspiration time series ensemble derived from HadRM3-PPE
that has been bias-corrected and downscaled at 1 and 5 km for hydrological applications [Prudhomme
et al., 2012b; Prudhomme et al., 2013]. Future Flows Climate contains a set of 11 plausible time series from
1950 to 2098, capturing natural climate variability and climate change uncertainty, as characterized by 11
Figure 2. Relative differences for the historic multimodel 100 year ﬂood estimates with
respect to the estimates based on observations (the relative difference is deﬁned as the
difference between the model-based estimate and observation-based estimate of Q100
divided by the observation-based estimate of Q100). The vertical grey lines connect mini-
mum and maximum of the relative differences for each catchment. The horizontal dotted
line shows a relative difference of 0 that corresponds to a model estimate exactly match-
ing the observation-based estimate.
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regional climate model variants for the ‘‘A1B’’ emission scenario. Further details regarding the Future Flows
Climate data set can be found in Prudhomme et al. [2012b] and Prudhomme et al. [2012a].
Three conceptual hydrological models are used to derive Future Flows Hydrology, so that ﬂow for the
majority of basins (251) is simulated by one hydrological model, and ﬂow at the remaining 30 sites is simu-
lated by two hydrological models. The hydrological models used are CERF [Grifﬁths et al., 2006], PDM
[Moore, 2007], and CLASSIC [Crooks and Naden, 2007]. CERF parameterization emphasizes water resources
(water balance and low ﬂows), while PDM and CLASSIC parameterizations place priority on the upper part
of the ﬂow regime and peak ﬂows. Details regarding the models and their parameters can be found in Prud-
homme et al. [2012a] and Prudhomme et al. [2013]. Consequently, Future Flows Hydrology contains an 11
member (or 22 member, for the 30 basins for which two hydrological models are employed) ensemble of
projections from January 1951 to December 2098, each associated with a single realization from a different
variant of HadRM3 and a single hydrological model.
The observed ﬂows are obtained from the National River Flow Archive (CEH, UK; http://www.ceh.ac.uk/data/
nrfa/data/search.html) as daily time series. Based on the data availability, a subset of 135 (out of 251) Future
Flows Hydrology catchments is used in the analysis; the criterion for selection is that a site must have at
least 30 years of measured ﬂow records for a common period (1983–2012) (Figure 1). For the selected sub-
set, ﬂows in 113 catchments are simulated by one hydrological model (that corresponds to 11 ensemble
members); and ﬂows in the other 22 catchments (out of the 30 catchments) are simulated by two hydrolog-
ical models (that corresponds to 22 ensemble members). Following the standard practice [Arnell and
Gosling, 2014; Hirabayashi et al., 2013], the study considers two 30 year periods: (1) a historic period (for
which observed data are available) between 1983 and 2012, and (2) a future period between 2069 and
2098.
3. Method
3.1. Conceptual Framework
One aim of hydrological projections is to reproduce observed statistical properties (e.g., ﬂood and drought
frequencies) over extended time periods, as opposed to an alternative objective of reproducing the sys-
tem’s temporal trajectory in detail. Parameters of a statistical model describing system outputs can be con-
sidered as such statistical properties/summaries to facilitate the characterization of MME outputs. In the
context of ﬂood frequency estimation, the Partial Duration Series (PDS) method is employed to statistically
describe extreme hydrological events. It requires speciﬁcation of the frequency of peak ﬂows that exceed a
pre-deﬁned threshold, and the characteristics of exceedance ﬂow magnitudes.
PDS assumes that the occurrence of peak ﬂows follows a Poisson process with parameter k, while exceed-
ance ﬂow magnitude is speciﬁed to follow a generalized Pareto (GP) distribution with parameters a and j
[Madsen et al., 1997]. One option is to use a ﬁxed ﬂow threshold q0 (speciﬁc to each basin) for both
observed and the modeled ﬂow time series. This allows comparison of ﬂood frequency parameters between
the historic and future periods, as well as between the observed and simulated ﬂow time series. For exam-
ple, the ﬂow threshold can be selected based on the observed time series for the historic period. However,
using a ﬁxed threshold may result in either too small (with less than one occurrence per year) or too large a
number of threshold-exceedance peak ﬂows. The former may propagate into a high degree of uncertainty
regarding ﬂood frequency, whereas the latter may violate the assumption that peak ﬂows are characterized
by a GP distribution. For example, if the threshold is chosen based on the historic observed ﬂow records,
and is consequently used with ﬂows generated by a model underestimating high ﬂows, the number of
threshold exceedances will be small; this may result in unduly large uncertainty in estimated extremes.
Therefore, rather than using a ﬁxed ﬂow threshold, the present study employs a ﬁxed average number of
annual threshold exceedances (e.g., ﬁve exceedances per year, on average) to deﬁne individual ﬂow thresh-
olds for each time series [Coles, 2001, chap. 4; Madsen et al., 1997]. To allow the ﬂood frequency parameter
intercomparison, the PDS/GP parameters are converted into the annual maximum series/generalized
extreme value distribution (AMS/GEV) parameters: location parameter n, scale parameter a; and shape
parameter j (the same shape parameter as in the GP distribution) [Madsen et al., 1997]. This establishes a
direct correspondence between the three independent PDS/GP parameters (q0 is deﬁned by k) and three
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AMS/GEV parameters. Further particu-
lars regarding the annual maximum
distribution corresponding to the PDS/
GP model are discussed in Appendix A.
The six parameters (three each from
one historic and one future period)
can be combined into a vector
h5 ln nh; lnah;jh; lnnf ; lna

f ; jf
 
’, which
is termed a descriptor. Here, the subin-
dex ‘‘h’’ indicates the parameters of the
historic period, while the subscript ‘‘f’’
indicates the parameters of the future
period. Due to the subsequent reliance
on Gaussian distributions, the descrip-
tor h is deﬁned using log-transformed
values of the location parameter n and scale parameter a, both of which are strictly positive. The ‘‘actual ﬂood
frequency’’ will be summarized using a descriptor h0, and outputs from m models will be summarized using
descriptors hi; i51;m. For ease of exposition, the notation used is consistent with that of Chandler [2013],
and is summarized in Table 1.
The uncertainty in an MME can be described by considering the descriptors hi; i51;m to be drawn from
some underlying probability distribution. Following Chandler [2013], Figure 3 illustrates how these model
descriptors relate to each other and to (imperfectly observed) reality. The model descriptors are centered
on h01x, where x is an ensemble discrepancy shared by all models that in principle could have been
added to the ensemble. The grey-dashed lines in Figure 3 represent estimation errors from internal variabili-
ty in the real and simulated ﬂow time series; and the quantities h^i; i50;m are the maximum likelihood
(ML) estimates of the underlying descriptors hi; i50;m, so that minimal information is lost [Casella and
Berger, 1990, chap.6; Chandler, 2013; Leith and Chandler, 2010; Pawitan, 2001, chap. 3].
3.2. The Posterior Distribution: Gaussian Specification
3.2.1. Hierarchical Model
A Hierarchical Bayesian approach is employed to provide information regarding the actual hydrological
response descriptor h0 using information contained in the descriptor estimates h^i; i50;m [Chandler, 2013].
Table 1. Summary of Notation
Notation Description
q; r Degrees of freedom for Wishart distributions
hi Descriptor of the actual hydrological response for i50;
descriptor of the modeled hydrological response for i51;m
h^ i Estimate of the underlying descriptor hi
di Model discrepancy di5hi-h0
x Model ensemble discrepancy
l0 Expected value of the prior for h0
Ji Covariance matrix of h^ i ; i51;m
Ci Conditional on x covariance matrix of discrepancy di
Di Deﬁned as Ci1Ji
K Covariance matrix of x
R0 Covariance matrix of prior distribution for h0
R Expected prior precisions of di ; i51;m
L Expected prior precision on x
Figure 3. Schematic representation of the MME combining framework proposed by Chandler [2013]. Black-dotted line represents shared
model discrepancy x characterized by a covariance matrix K in the Gaussian formulation, with simulator output centered on h01x. Grey-
dashed straight lines represent estimation errors characterized by covariance matrices Ji, i5 0,m in the Gaussian formulation. Black solid
lines represent the propensity of an individual model to deviate from the model consensus with covariance matrices Ci, i5 0,m in the
Gaussian formulation.
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A set of assumptions regarding the distributions of various quantities in Figure 3 are required to specify the
posterior distribution of h0. The case when all of the required distributions are multivariate normal (Gaus-
sian) is examined here, and section 4 discusses the applicability/validity of the assumptions. This can be
expressed as the following hierarchical model:
h^ i  N hi; Jið Þ; i50;m (1)
di5hi2h0  N x;Cið Þ; i51;m (2)
x  N 0;Kð Þ (3)
Ji denotes a covariance matrix of the ML estimate for the ith data source, matrix Ci measures the propensity
of the ith model to deviate from the model consensus and K is covariance matrix of shared discrepancy x.
The discrepancies di; i51;m are assumed to be independent given x (see section 4). The assumption can
be relaxed by extending the general framework in Figure 3 to include families of models, which are cen-
tered on their own consensuses, with those centered on the ensemble consensus.
For a given catchment and a given hydrological model (but different climate variants), the descriptors
derived from simulations are considered to be equally credible, and the corresponding covariance matrices
Ci are set to be equal. Consequently, this results in either one or two unique covariance matrices Ci , when,
correspondingly, one or two hydrological models are used to represent the catchment hydrological
response. For simplicity, a case with one hydrological model is described below, i.e., C5C15 . . .5Cm; simi-
lar derivations can be obtained for a case with two distinct matrices Ci .
The hierarchical structure of the model is completed with prior distributions for h0, C, and K. This is done
by choosing conjugate forms of these distributions, namely,
h0  N l0;R0ð Þ (4)
C21  W qRð Þ21; q  (5)
K21  W rLð Þ21; r  (6)
W denotes a Wishart distribution [Carlin and Louis, 2000, chap.5]; R21 is an expected prior precision (preci-
sion matrix is an inverse of covariance matrix) of di; i51;m; L21 is an expected prior precision on x; and q
and r are degrees of freedom for the Wishart distributions.
The marginal posterior for h0 is sought given only the data h^i; i50;m. The hyperparameters (parameters of
a prior distribution) q; L; r, l0; R0 are assumed to be known; and the covariance matrices Ji; i50;m are
calculated (ﬁxed) using the Fisher information matrix (Appendix A). However, only the ‘‘historic’’ part of J0
can be deﬁned in this way due to future observations not being knowable. Therefore the ‘‘future’’ compo-
nents of h^0 are considered as estimated with zero precision giving J210 5
J21h 0
0 J21f
 !
5
J21h 0
0 0
 !
. For
convenience, the ﬁxed parameters are excluded from the notation while specifying the conditional distribu-
tion functions.
3.2.2. Gibbs Sampling
Gibbs sampling is used here to approximate the posterior marginal distribution for h0 by sampling from the
full conditional distributions while treating the remaining parameters as known (ﬁxed) [Carlin and Louis,
2000, chap. 5], and proceeds as follows:
0. Initialize all unknown quantities, set the iteration counter to 0.
1. Increment the iteration counter by 1; store the current values of all unknown quantities.
2. Calculate the conditional distribution of hif gmi50 given the current values of the other unknown quantities
in the model, and replace the current values of these hif gmi50 with a sample drawn from this conditional
distribution.
3. Calculate the conditional distribution of C21 given the current values of the other unknown quantities,
and replace the current value of C21 with a sample from this distribution.
4. Replace the current value of K21 in a similar way.
5. Replace the current value of x in a similar way.
Water Resources Research 10.1002/2015WR018143
LE VINE COMBINING MULTIPLE FLOOD PROJECTIONS 6
6. If the iteration limit is reached, stop; otherwise return to step 1.
The full conditional distribution of the descriptors hif gmi50 can be expressed as follows
p hif gmi50j h^i
n om
i50
; K; C; x
 
5 p hif gmi51j h^i
n om
i51
 
 p h0j h^i
n om
i50
; K; C; x
 
(7)
The ﬁrst term on the left-hand side is proportional to a product of normal distributions from (1), and the
second term is provided by Chandler [2013] as
p h0j h^i
n om
i50
; K; C; x
 
 N s; Sð Þ; where
S215R0211J0211 K1
Xm
i51
D21i
 !21" #21
s5S R210 l01J
21
0 h^01 I1
Xm
k51
D21k K
 !21Xm
i51
D21i h^ i
" #
(8)
I is the 6 x 6 identity matrix, and Di5C1Ji .
Further, combining the priors (5) and (6) with the likelihood for the random effects (2) and (3) produces the
updated Wishart full conditional distributions for the covariance matrices:
p C21j hif gmi50; h^i
n om
i50
; K; x
 
 W
Xm
i51
hi2hi
 0  hi2hi 1qR
 !21
; q1m21
 !
(9)
p K21 j hif gmi50; h^i
n om
i50
; C; x
 
 W x0  x1rLð Þ21; r11
 
(10)
Last, using (2) and (3) it can be shown [Lindley and Smith, 1972] that the full conditional of x is
p x j hif gmi50; h^i
n om
i50
; K; C
 
 N V mC21*d;V  (11)
where V5 mC211K21
 21
.
Sampling sequentially from the full conditional distributions (7) and (9)–(11) while the remaining parame-
ters are kept ﬁxed and equal to their most recent sampled values approximates the joint distribution
p hif gmi50; K; C; x j h^i
n om
i50
 
, and the marginal posterior p h0j h^i
n om
i50
 
, in particular. The starting
point K; C for a Gibbs sampling chain is obtained from the ML estimates of the descriptors h^i
n om
i50
as pro-
posed by Chandler [2013] (Appendix B), and a single chain is run for 20,000 iterations. While diagnosing
the Gibbs sampling convergence is a nontrivial problem [Carlin and Louis, 2000, chap. 5], the ﬁrst 10,000
iterations are used here as a warm-up sample and discarded from the further analysis. As argued by Geyer
[1992], only the number of iterations for the autocovariances to decay to a negligible level is to be dis-
carded, and that less than 1% of the run will normally be sufﬁcient for a burn-in period (with a sample
size of 10,000 order). Further, a visual inspection shows that trace plots of the iteration history for the ele-
ments of h0 (the primary quantities of interest) have been stabilized after 10,000 ﬁrst (discarded)
iterations.
3.2.3. Selection of Hyperparameters
The hyperparameter values are chosen to determine very vague priors (4)–(6), namely q5 r56 (minimum
degrees of freedom for the Wishart distributions), and R210 50 (complete prior ignorance on h0). Hyperpara-
meter R21 speciﬁed as the expected values of the precision matrix C21 in (5) is selected using information
from ‘‘donor’’ catchments. The donor catchments are deﬁned among the catchments that are represented
by the same (as the ‘‘target’’ catchment) hydrological model in the data set (e.g., PDM, CLASSIC, or CERF).
Further, the catchment similarity is based on the catchment similarity measure used by the Institute of
Hydrology [1999].The measure includes the primary factors categorizing rural catchments in the UK, namely,
catchment area, standardized annual average rainfall, and estimated base ﬂow index (details can be found
in McIntyre et al. [2005]). The hyperparameter R is selected as an average of matrix C estimates ((B1) in
Appendix B) from three most similar catchments.
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The same regionalization procedure is used to specify the hyperparameter L as an average of K estimates
((B2) in Appendix B) from three most similar catchments. For each of the donor catchments, due to unavail-
ability of future empirical data, the shared discrepancy covariance matrix K can be estimated only for the
historic period (Appendix B). To reﬂect uncertainty about the magnitude of future shared discrepancy, a
constant K  0 is speciﬁed to represent prior knowledge (Appendix B). The value K50 represents the
shared discrepancy spread remaining the same between the past and the future; this would reﬂect a cir-
cumstance in which model performance remains broadly the same between two different (sufﬁciently long)
time periods (i.e., the model calibration period and forecasting period) [e.g., Beven, 2011; Tebaldi and Knutti,
2007]. Values of K larger than zero represent a condition in which the shared discrepancy spread increases
in the future. For example, when K51, the formulation in Appendix B suggests that the additional discrep-
ancy in the future (term g in the discussion following equation (B2) is of the same magnitude as the historic
discrepancy xh; this means that the future discrepancy could be as small as zero or as large as double the
magnitude of the historical discrepancy. When signiﬁcantly longer observation records (longer than the 30
years used in the analysis) are available, it is possible to use the remaining observations (i.e., the years that
are not used in the estimation process) to specify the prior on the discrepancy spread for both historic and
future periods. However, due to the limited time series of data availability in this study, as is typically the
case, the choice of K is unavoidably subjective and there is no theoretical or empirical support for any spe-
ciﬁc non-zero value of K . We therefore adopted the standard strategy of specifying that K50, and then sub-
sequently quantifying the sensitivity of outputs to this arbitrary selection of its numerical value.
The hyperparameters R and L reﬂect the scale of elements in the covariance matrices C and K, respectively.
While the posterior in (9) shows that there is substantial evidence available to update an estimate for C,
there is only one data point available to update an estimate for K as shown in the posterior (10). Hence, an
estimator of K will be mainly based on the regionalized information used in the procedure.
4. Applicability of the Assumptions
The Gaussian speciﬁcation in the previous sections relies on several assumptions. In this section, we set out
the assumptions and report the results of tests that have been carried out to assess their validity for the
data used in this study. The assumptions (A0–A4) are as follows:
A0. The descriptors h^i; i50;m summarize ﬂow time series for ﬂood frequency analysis.
The descriptors h^i; i50;m represent transformed PDS/GP parameters. For each catchment, multiple
hypotheses that the occurrence of peak ﬂows follows Poisson process and that exceedance ﬂow mag-
nitude are drawn from a generalized Pareto distribution are tested for both observed and modeled
ﬂows, and for both historic and future time periods. The suitability of the Poisson assumption has been
tested by means of the dispersion index [Cunnane, 1979], while the suitability of the Generalized Pareto
assumption has been tested by means of the Cramer-von Mises statistic [Choulakian and Stephens,
2001]. As the test requires testing multiple catchment-speciﬁc hypotheses (46 or 90 hypotheses per
catchment, depending on the number of models in the ensemble), the likelihood of a rare event
increases, and therefore, the likelihood to incorrectly reject a null hypothesis (Type I error) becomes
greater. The Holm-Bonferroni method [Holm, 1979] is used here to control the family-wise error rate
(the probability of witnessing one or more Type I errors) by adjusting the rejection criteria of each of
the individual hypotheses. All catchment-speciﬁc hypotheses cannot be rejected at 0.05 family-wise
error rate for 114 catchments out of 135 catchments considered; and are rejected for 1, 2, 3, and 6 indi-
vidual hypotheses (out of 46 or 90) for 5, 13, 2, and 1 catchments, correspondingly. These results are all
consistent with what is expected if assumption A0 holds.
A1. The descriptor estimates h^i; i50;m are unbiased and Gaussian.
While the descriptor estimates are approximately multivariate normal for large samples [Millar, 2011,
chap. 12.2], it can be shown (Appendix C) that it still provides a reasonable approximation for the study
sample size of 150 ﬂow peaks. It is to be noted, that for low shape parameter (e.g., j5 21), the
descriptor distributions have ‘‘fatter’’ tails and sharper ‘‘peaks’’ than the corresponding asymptotic mul-
tivariate normal distributions.
A2. The model discrepancies di; i51;m are Gaussian.
The use of simulator-speciﬁc covariance matrices Ci provides ﬂexibility to accommodate outlying
simulators via distributions that are highly dispersed rather than heavy-tailed.
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A3. The model discrepancies di; i51;m are independent.
A necessary condition for independence, when all cross-covariances are zero, is examined. For this
purpose, sample cross-covariances of the standardized model discrepancies (Appendix D) are calcu-
lated based on information from all catchments in the data set; and a family of hypotheses about the
lack of cross-correlation is tested. It is found that the hypotheses cannot be rejected at a family-wise
error rate of 0.05 [Holm, 1979].
A4. The shared discrepancy x is Gaussian.
It is impossible to verify the appropriateness of the assumption, as a multimodel ensemble provides
only a single realization of x; the assumption is merely a convenient device to incorporate the shared
discrepancy formally into the analysis [e.g., Chandler, 2013; Kennedy and O’Hagan, 2001].
5. Results and Discussion
A T-year ﬂood magnitude (QT ) is estimated from the (1) MME projections, (2) observed ﬂow time series, and
(3) combining the MME and observational information, for both historic and future periods, for each of the
135 catchments. The ﬂood estimates for the observations and MME are derived individually using the AMS/
GEV assumption and (A3), while the ﬂood estimates based on the combined information are estimated
using the proposed method and (A3). Conﬁdence intervals for ﬂood estimates based on only observations
or only MME information are estimated using Monte-Carlo sampling of the corresponding asymptotically
normal AMS/GEV parameter distributions (Appendix A); while conﬁdence intervals for the ﬂood estimates
based on the combined information are approximated using the AMS/GEV parameter values drawn using a
Gibbs sampling scheme (described in section 3). While Q100 is the focus for the discussion, due to its wide
usage in the literature; a set of ﬁndings for the other return periods (i.e., T510 and T525) are also shown.
For ﬂood projections alone, ﬂood change median estimates and model consistency are shown in Figure 1,
and model prediction spread is shown in Figure 2. The Q100 estimates from the ﬂow projections are widely
spread; nevertheless, 40% (54 out of 135) of observation-based Q100 estimates are outside of the range of
the ensemble-based Q100 estimates. Therefore, historic ‘‘baseline’’ conditions (Q100) estimated by the MME
for the purposes of ﬂood frequency change assessment can be seen to be unreliable.
In contrast, the Bayesian analysis strategy of combining information results in estimates of Q100 that are
consistent with Q100 estimated from the observational evidence (for the historic period); thus yielding reli-
able approximation of ‘‘baseline’’ (historic) conditions. Figure 4a shows the projected changes in ﬂood fre-
quency at the end of the 21st century based on combined information. Assuming no change in model
discrepancy spread between the historic and future periods (K50), there are 4 out of 135 basins whose pos-
terior 95% credible intervals for the change in Q100 exclude zero (Appendix A describes the procedure for
the interval estimation). If spread in the future model discrepancy magnitude increases (the case of K51 is
considered here), all posterior 95% credible intervals for the change in Q100 contain zero. This shows that
the conclusions are very sensitive to the unveriﬁable (but necessary) prior assumption regarding the future
magnitude of model discrepancy (see section 3.2.3). And while this study does not provide guidance on
how to treat or resolve this sensitivity given the data limitations, the study raises awareness that there is a
signiﬁcant problem that requires a solution. Figure 4b shows maximum sizes (deﬁned via probability mass
contained in the interval) of the posterior credible intervals to exclude zero in Q100 change (K5 0), so that
the larger the interval size the stronger the support for change in Q100. It shows, for example, that there are
four river sites with zero change in Q100 outside of the posterior 95% credible intervals, and a further thir-
teen when the credible interval size is decreased to 90%.
Further, Figure 5 shows the posterior 95% credible intervals for the relative change in Q100 with respect to
Q100 estimated from the observed (historic) ﬂow records, arranged in the observation-based Q100 increas-
ing order (Q100 is in mm/d); so that the ﬁrst set of intervals corresponds to a site with the smallest
observation-based Q100 estimate, and the last set corresponds to the largest observation-based Q100 esti-
mate. A positive value of the relative change indicates a decrease in future Q100, and a negative value indi-
cates an increase in future Q100. The ﬁgure shows 95% credibility intervals for the relative change in Q100
given by all models in the ensemble, a model that provides a median change in Q100, and by combining
information with K5 0 and K5 1. The uncertainty in the combined estimator change for K5 0 is generally
smaller than the uncertainty in all-model or median estimator changes, and is somewhat bigger than that
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for the sites with the largest Q100 estimates (mm/d). The latter is attributed to the model underpredictive
bias for the sites with large Q100, and is discussed later in the section. The comparison of the posterior cred-
ible intervals for K5 0 and K5 1 in Figure 5 further illustrates that the estimates are very sensitive to the
prior assumption regarding the future magnitude of model discrepancy.
By comparing the current protocol (Figure 1) and the combined information approach (Figure 4), three
cases can be highlighted to examine details on the inner working of the considered method. The ﬁrst case
(Figure 6a) exempliﬁes the reduction in individual model uncertainty when information is combined, so
that the posterior 95% credible interval for the change in Q100 based on the combined information
excludes zero (K50), while 18 out of 22 posterior 95% credible intervals based only on the MME projections
include zero. This case is characterized by a low shared model discrepancy, such that the proposed method
reduces the uncertainty around Q100 estimates (as compared with uncertainty in Q100 derived from obser-
vations and MME). The second case illustrates a situation when individual ensemble members are consist-
ent on the direction of change (11 out of 11 models estimate an increase in ﬂood frequency), but the
combined information does not support change in Q100, as the corresponding posterior 95% credible inter-
val for the change in Q100 includes zero (Figure 6b). Here, the discrepancy between the models and obser-
vations is much larger than for the case in Figure 5a, which inﬂates the uncertainty associated with the
MME estimates (see the discussion for Figure 6 below), and does not allow a larger reduction in the uncer-
tainty of the combined ﬂood estimate with respect to the uncertainty in the observation-based estimate
(see (8)). And the third case shows a situation when the posterior 95% credible interval for the median
change in Q25 excludes zero, suggesting a change in Q25 (this example is considered as all posterior 95%
Figure 4. Projected change in ﬂood frequency based on combined information. (a) Median return period (years) at the end of 21st century
for discharge corresponding to the historic 100 year ﬂood; (b) maximum size of posterior credible intervals (deﬁned via probability mass
contained in the interval) that exclude zero in Q100 change (K5 0)—the larger the size the stronger the support for change in Q100. Basins
with the posterior 95% credible intervals that exclude zero change in Q100 are denoted by black circles (K5 0).
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credible intervals for the median change in Q100 include zero), but the combined information does not sup-
port change in Q25, as the corresponding posterior 95% credible interval for the change in Q25 includes
zero (Figure 6c). To assess change in QT , the currently adopted protocol selects a representative ensemble
member based on the median of the return periods of the past QT estimates on the corresponding future
ﬂood frequency scales [e.g., Hirabayashi et al., 2013; p. 816]. This may result (as shown in Figure 6c) in select-
ing an ensemble member that provides the highest future projection for Q25, which is not intuitively repre-
sentative of the change in the ensemble ﬂood magnitudes.
Table 2 shows the descriptor estimates for each data source for the catchment in Figure 6b (the catchment
with a large shared model discrepancy). MME strongly underestimates the scale parameter a* (log-trans-
formed in the table), underestimates the location parameter n, and overestimates the shape parameter j
that collectively results in underestimation of T-year return events by the MME members (see (A3) and
Figure 6b). Table 2 gives the expected value for the posterior distribution of the descriptor h0 (which is unaf-
fected by the choice of K), as well its standard deviations when the shared model discrepancy spread does
not change between the past and the future periods (K5 0), and when the spread largely increases (K5 1).
The posterior 95% credible region for change in the descriptor h0 between the two periods excludes 0 for
both K5 0 and K5 1, suggesting a change in ﬂood frequency. However, change in T-year return ﬂow is not
supported by the posterior 95% credible intervals for T5 100 (as shown in Figure 6b), but is supported for
smaller return periods (e.g., T5 10). This illustrates an interaction of the GEV parameters in the calculation
of the T-year ﬂow magnitudes (A3), so that different GEV parameter sets can results in similar estimates of
extreme ﬂows, and vice versa.
Figure 7 compares uncertainty in historic Q100 estimated from combined information with uncertainty in
historic Q100 estimated from the observations and MME, and shows a relative uncertainty in the combined
estimates with respect to the largest of uncertainties in observational and MME estimates. The uncertainty
here is evaluated as the width of the 95% credible prediction intervals. Figure 7 demonstrates that combin-
ing information reduces uncertainty over the most uncertain information source, i.e., models or observa-
tions (shown by black squares); and that accounting appropriately for the model discrepancies (among the
other factors) does not result in a prohibitively large uncertainty, and thus may be valuable for practical
applications. Improvement relative to the observation source can be anticipated from equation (8), indicat-
ing that the combined estimate precision matrix S21 is no less than the observation estimate precision
matrix J021 (a larger precision matrix corresponds to a better deﬁned, or less uncertain, estimate). This
Figure 5. Relative changes in Q100 with respect to the observation-based estimate of Q100, arranged in the observation-based Q100 increasing order. Blue indicates 95% credible inter-
vals based on combined information for K5 0, red indicates 95% credible intervals based on median predictions, black indicates 95% credible intervals based on all 11 (or 22) models,
and grey indicates 95% credible intervals based on combined information for K5 1.
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relationship, however, does not guarantee that the combined estimate is better deﬁned than an individual
model estimate, due to additional shared multimodel discrepancy (characterized by K). The combined esti-
mate is superior to both observational and model estimates only when model discrepancy is small. This is
illustrated in Figure 7 that connects the relative uncertainty to relative bias in (median) ensemble estimate
of Q100 with respect to observations (shown by grey stars) that serves as a proxy for shared multimodel dis-
crepancy. When Q100 is considerably underestimated by the ensemble (large negative values of relative
bias), the MME provides overconﬁdent estimates of Q100 due to low variability in simulated ﬂow; and the
combined uncertainty of Q100 is largely deﬁned by the observational uncertainty of Q100 alone.
It is well established that the magnitude of the 100 year ﬂood is highly uncertain when estimated using
only a 30 year period of data [Hosking and Wallis, 1987]. It is, however, problematic to use longer periods of
data due to the heightened risk of inadvertently capturing time trends in ﬂood frequency. Therefore, the
lower-ﬂow but more-frequent 10 year ﬂood event (Q10) is considered here to illustrate the impact of the
reduced uncertainty on the ﬂood frequency analysis. As in the previous analysis, the Bayesian analysis
results in estimates of Q10 that are consistent with Q10 estimated from the observational evidence (for the
historic period). Figure 8a shows projected changes in ﬂood frequency based on combined information, for
a 10 year ﬂood. Mainly due to the reduced uncertainty in individual MME and observation-based 10 year
Figure 6. QT estimates given by different methods for (a) ‘‘Great Stour at Horton’’ station (South England), (b) ‘‘Girvan at Robstone’’ station (West Scotland), and (c) ‘‘Fal at Tregony’’ station
(South West England). The thick vertical red lines denote QT median estimate and the thin red lines denote the corresponding 95% credible intervals derived from the historic observa-
tions. Black crosses indicate QT median estimate and grey bars indicate the corresponding 95% credible intervals derived from the model predictions. Blue dot is the QT median esti-
mate and blue (cyan) lines are the corresponding 95% credible intervals derived from combined information when K50 (K51); blue and cyan lines overlap for the historic period.
Magenta star is Q25 model estimate corresponding to the median change in return period.
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ﬂood estimates, there are 85 out of 135 sites with zero change in Q10 outside of the posterior 95% credible
intervals, when model discrepancy spread is held constant between the past and the future (K5 0); and
one site only, when model discrepancy spread is assumed to increase in the future (K5 1). Maximum sizes
of the posterior credible intervals to exclude zero in Q10 change (K50) are shown on Figure 8b; there are
further 14 out of 135 basins with zero change in Q10 outside of the posterior 90% credible intervals.
Table 2. Descriptor Estimates for Observations (Denoted as h^0), MME (Denoted as h^ i ; i51:m), and Combined Information for ‘‘Girvan at
Robstone’’ Station (West Scotland)a
Historical Future
ln n ln a j ln n ln a j
Descriptors
h^0 2.70 1.20 20.45
h^1 2.49 0.87 20.30 2.59 0.86 20.45
h^2 2.50 0.93 20.30 2.56 0.79 20.37
h^3 2.51 0.73 20.36 2.53 0.88 20.49
h^4 2.50 0.71 20.43 2.59 0.95 20.47
h^5 2.45 0.65 20.37 2.62 1.04 20.30
h^6 2.48 0.66 20.31 2.59 0.85 20.37
h^7 2.47 0.85 20.37 2.51 0.90 20.46
h^8 2.51 0.78 20.42 2.65 0.98 20.36
h^9 2.51 0.85 20.36 2.56 0.91 20.46
h^10 2.38 0.77 20.40 2.55 0.81 20.40
h^11 2.50 0.75 20.44 2.64 1.08 20.39
Consensus
^
h 2.48 0.78 20.37 2.58 0.91 20.41
x^ 20.22 20.42 0.09
Posterior
E h0½  2.70 1.16 20.40 2.80 1.28 20.43
std. dev.(K5 0) 0.02 0.08 0.06 0.03 0.11 0.08
std. dev. (K5 1) 0.02 0.08 0.06 0.78 0.87 0.22
a^h is an average of descriptor estimates from MME, x^ is an estimate of the shared model discrepancy derived as ^h2h^0 and available
only for the historic period. Posterior for h0 is estimated using Gibbs sampling with two different values of K.
Figure 7. Relative uncertainty in historic Q100 estimated from combined information. Black squares denote relative uncertainty with
respect to the largest uncertainty estimated from both observations and MME; and grey squares indicate relative uncertainty with respect
to the largest uncertainty estimated from MME only. Grey-dotted vertical lines connect points representing the same basin, when black
squares and grey stars do not overlap. Black horizontal line indicates the relative uncertainty of one.
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6. Conclusions
Current protocol to handle multimodel ﬂood projections focuses on the median change as well as model
consistency [Arnell and Gosling, 2014; Hirabayashi et al., 2013; Ward et al., 2014]. In this paper, it is demon-
strated that the standard practice of combining outputs from a multimodel ensemble provides widely
spread, uncertain and possibly biased estimates of extreme ﬂow events. This, ﬁrst, raises questions regard-
ing the reliability of ‘‘baseline’’ conditions (to assess future changes against) that are provided by a multimo-
del ensemble. And second, it prevents the extraction of a meaningful signal from the widely distributed
estimates.
The study examines the potential of a hierarchical Bayesian approach to combine information from multiple
models for the purposes of ﬂood frequency change analysis. The approach explicitly considers shared multi-
model discrepancy alongside the probabilistic nature of ﬂood estimates, and treats the selected models as
a sample from the complete (but unobservable) set of models. The AMS/GEV descriptors are proposed for
selection as statistical summaries of the observed and MME ﬂow time series, thus allowing efﬁcient and
consistent combination of information regarding the entire ﬂood frequency curve.
This information-combining method hinges on a number of assumptions, and is a subject to various limita-
tions, as described in section 3. The proposed method is general, however, allowing the assumptions to be
readily and transparently altered to reﬂect other beliefs and to evaluate the sensitivity of outcomes. Repre-
sentation of future model discrepancy is one of the most impactful, but (based on the data available) not a
priori knowable, assumptions (see discussion in section 3.2.3). Although its explicit representation and its
differentiation between the past and the future may increase uncertainty, the technique represents an
advance in MME processing where it is typically (and erroneously) assumed that model performance is
Figure 8. Projected change in Q10 based on MME combined information. (a) Return period (years) at the end of 21st century for discharge
corresponding to the historic 10 year ﬂood; (b) maximum size of posterior credible intervals (deﬁned via probability mass contained in the
interval) that exclude zero in Q10 change (K5 0)—the larger the size the stronger the support for change in Q10. Basins with the posterior
95% credible intervals that exclude zero change in Q10 are denoted by black circles (K5 0) and black squares (K5 1).
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similar between the past and the future. The latter is comparable to the assumption that characteristics of
the model discrepancy remain the same between the two periods. When applied to a ﬂood frequency
change problem, the information-combining method exhibits the following attractive properties:
1. It provides ‘‘baseline’’ conditions that are consistent with the observed evidence, and therefore are
appropriate for comparison with future changes.
2. The method reduces uncertainty in ﬂood estimates, as compared to the estimates of uncertainty derived
from both MME and observations.
3. For low values of shared model discrepancy, the approach allows extraction of information from multiple
small and weak effects by bringing together predictions that individually lack statistical power, but col-
lectively provide meaningful information.
4. For high values of shared model discrepancy, the method shows that the traditionally used model con-
sistency cannot be regarded as indicative of change in ﬂood frequency.
5. The method allows an explicit assessment of the inﬂuence of the (model performance) stationarity
assumption on the resulting predictions.
The approach indicates that the current reliance on the median change in ﬂood estimates may be misleading.
Moreover, the method suggests that reducing shared model discrepancy is necessary to further reduce uncer-
tainty in ﬂood frequency analysis. A large value of model discrepancy inﬂates uncertainties associated with
the MME ﬂood estimates, and prohibits distinguishing a useful signal out of the noise around the combined
estimates. Efﬁcient reduction of uncertainty is especially relevant while evaluating changes in extreme event
magnitudes (e.g., 100 year event) that are estimated from relatively short periods (e.g., 30 years). Finally, an
explicit representation of model discrepancy and uncertainty in ﬂood magnitude may have a signiﬁcant effect
on impact/attribution assessment studies. Failure to credibly capture the uncertainty in future projections (i.e.,
lacking to account for model biases, inter-model dependences, etc.), and a subsequent propagation of this
through models for vulnerability and loss may arrive at wrong risk assessments.
Appendix A: Annual Maximum Series/Generalized Extreme Value Model
In the AMS/GEV approach, annual peak ﬂow maxima are assumed to follow a generalized extreme value dis-
tribution [Madsen et al., 1997] with the following cumulative distribution
F qð Þ5
exp 2exp 2
q2n
a
  
; j50
exp 2 12j
q2n
a
 1=j !
; j 6¼ 0
2
66664 (A1)
The three parameters in (A1) (n, a, and j) are related to PDS/GP model parameters k; q0; a; and j, such
that the shape parameter j is identical between the models, and
n5
q01a lnðkÞ; j50
q01
a
j
12k2jð Þ; j 6¼ 0
2
64 (A2)
a5a k2j
The mean annual number of threshold exceedances k deﬁnes the ﬂow threshold q0 in PDS/GP. In the UK, ﬁve
events, on average, per year are included; with standard rules employed to ensure that extracted ﬂood peaks are
independent events (by imposing a minimum separation time period of three times time-to-peak, and specifying
that the ﬂow between two peaks must drop to at least two thirds of the higher peak [Robson, 1999, p.276]).
While no explicit solution exists for the maximum likelihood n^, a^ ; and j^ estimator of n, a; and j, a numeri-
cal procedure is typically applied based on the Newton-Raphson iteration [Hosking and Wallis, 1987; Madsen
et al., 1997]. The asymptotic covariance matrix for the ML estimator is obtained by inverting the Fisher infor-
mation matrix given by Prescott and Walden [1983].
The T-year return period event magnitude for AMS is deﬁned as the 121=T quantile of the GEV distribution
(A1), so that
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qT5
n1ayT ; j50
n1 a

j 12exp 2jyTð Þð Þ; j 6¼ 0

(A3)
where yT52ln 2ln 12 1T
  
is the Gumbel reduced variate.
The quantile estimator q^T is deﬁned by substituting estimators n^ , a^ ; and j^ in the above equation (A3). The
credible intervals for qT can be estimated using Monte-Carlo sampling of parameters of n, a; and j from
their joint distribution and calculating the corresponding ﬂow magnitudes from (A3). The same procedure
can be employed to test a null-hypothesis of ‘‘no change’’ between T-year ﬂow estimates for different time
periods, including estimation of a corresponding p-value (a two-sided test is employed in the work).
When both the location parameter n and scale parameter a are log-transformed (shape parameter j is
kept unchanged), the maximum likelihood parameter estimate equals ln n^ ; ln a^ ; j^. Further, the Fisher
information matrix for the transformed parameters can be calculated as J0*IF*J, where IF is the Fisher infor-
mation matrix for the original parameters n, a; and j [Prescott and Walden, 1983] and J is the Jacobian
matrix with zero off-diagonal elements and n, a, and 1 on the main diagonal. The inverse of the Fisher
information matrix provides the covariance matrix for the asymptotically normal distribution of the three
parameters.
Appendix B: Selection of Initial Values of C;K
The Gibbs sampling described in section 2.2.2 requires starting values of C; K to initiate the sampling. The
estimates C^ ; K^ based on h^i
n om
i50
provided by Chandler [2013] are used for the purposes and are described
below.
The propensity to deviate around the model consensus is described by the covariance matrix C and can be
estimated as
C^5
1
m
Xm
i51
h^ i2
^
h
 
h^ i2
^
h
 0
(B1)
m represents the number of models considered to be equally credible and ^h5 1m
Pm
i51 h^ i represents the
mean of the estimated model descriptors.
Kh5E xhx0h
 
is the part of the covariance matrix K corresponding to the historic period, and can be esti-
mated as K^h5x^hx^h
0, where x^h5
^
hh2h^0h . As no data are available to estimate the remainder of the matrix
K, the assumption about the MME shared discrepancy change in the future characterized by a constant K
> 0 is used to provide an estimate of K as
K^5
K^h K^h
K^h 11Kð ÞK^h
 !
(B2)
The assumption is that the shared discrepancy would change in the future as xf5xh1g, where random
variable g is independent of xh, has a mean of zero and a covariance matrix KKh for some constant K > 0.
Appendix C: Asymptotic Normality Approximation
The maximum likelihood parameter estimates ln n^; ln a^ ; j^
 
for GEV distribution are asymptotically nor-
mal and unbiased (a sample consists of independent ﬂow peaks) [Millar, 2011, chap. 12.2]. An accuracy of
this assumption when the sample size is ﬁnite and equals 150 (representing 30 years of ﬂow data, with ﬁve
ﬂow threshold exceedances per year, on average) is examined here. A computer experiment is run to calcu-
late bias and sample variance of the descriptor estimates, as well as to perform a number of statistical tests
on normality. Simulations are performed with the shape parameter of the GEV distribution taking values
j 5 21; 20:7; 20:4; 20:1. The considered values of the shape parameter are representative of the
parameter ranges obtained for observations and simulations of ﬂow used in the study that vary between
21.15 and 20.05. The maximum likelihood method of estimation is invariant under linear transformation of
the data, so that without loss of generality n51 and a51 (ln n50, ln a50). For each value of j, 1000 ran-
dom sets of 150 samples are generated from the GEV distribution; and parameters ln n, ln a, and j are
estimated for each set of samples by the maximum likelihood method. Table C1 shows that the values of
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the asymptotic standard deviation are approximated by the corresponding sample standard deviations,
and bias in the parameter estimates is small for each value of j. Further the Llliefors test [Lilliefors, 1967] on
univariate normality for each of the variables and for each value of j cannot be rejected at 0.95 conﬁdence
level. However, the Mardia tests for multivariate normality based on multivariate skewness and kurtosis
measures [Mardia, 1970] indicated deviations from normality for low values of j (0.95 conﬁdence level).
In particular, the normality was rejected for j5 21 and j520:7 based on the skewness measure, and for
j521 based on the kurtosis measure.
Appendix D: Necessary Conditions for Independence of Model Discrepancies
As represented by equation (2), model discrepancies are assumed to be normally distributed for each
catchment:
dki  N xk ;Ck
 
; i51;m; k51; n (D1)
index k indicates each catchment’s identiﬁer and, for simplicity, the covariance matrix is considered con-
stant for each catchment, i.e., Ck15 . . .5C
k
m5C
k (it can be shown that the further derivation can be general-
ized for a case with distinct matrices Ci). The model discrepancies are assumed to be independent; and
cross-covariances are considered below to establish a necessary condition for the assumption.
When model discrepancies come from the same distribution for all catchments (i.e., xk and Ck are constant
for all catchments), the sample cross-covariance based on n draws dki ; d
k
j
n on
k51
; i 6¼ j can be computed and
the signiﬁcance hypotheses can be tested. In a general case, the n draws cannot be used directly to esti-
mate the cross-covariances, as each draw dki ; d
k
j
 
comes from a different (catchment-speciﬁc) distribution
(D1). Instead, the normalized values of model discrepancies cki5G
k dki2xk
 
are considered, where
Ck5Gk’Gk . so that all standardized discrepancies come from the same standard normal distribution N 0; Ið Þ.
Then, the cross-covariance can be expressed as cov cki ; c
k
j
 
5Gkcov dki ; dkj
 
Gk’; i 6¼ j. For a positive-
deﬁnite covariance matrix Ck , zero cross-covariance between the normalized model discrepancies is equiva-
lent to zero cross-covariance between the original model discrepancies.
The cross-covariance cov cki ; c
k
j
 
; i 6¼ j can be estimated based on n draws cki ; ckj
n on
k51
; i 6¼ j, as the
draws now come from the same standard normal distribution, and a family of hypotheses of pair-wise
cross-covariance signiﬁcance can be tested. Family-wise error rate (type I error) can be deﬁned using either
Bonferroni correction [Dunn, 1961], or Holm’s procedure [Holm, 1979].
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