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Energy-Optimum Throughput and Carrier
Sensing Rate in CSMA-Based Wireless
Networks
Mehmet Koseoglu and Ezhan Karasan, Member, IEEE
Abstract—We propose a model for the energy consumption of a node as a function of its throughput in a wireless CSMA network.
We first model a single-hop network, and then a multi-hop network. We show that operating the CSMA network at a high throughput
is energy inefficient since unsuccessful carrier sensing attempts increase the energy consumption per transmitted bit. Operating the
network at a low throughput also causes energy inefficiency because of increased sleeping duration. Achieving a balance between
these two opposite operating regimes, we derive the energy-optimum carrier-sensing rate and the energy-optimum throughput which
maximize the number of transmitted bits for a given energy budget. For the single-hop case, we show that the energy-optimum total
throughput increases as the number of nodes sharing the channel increases. For the multi-hop case, we show that energy-optimum
throughput decreases as the degree of the conflict graph corresponding to the network increases. For both cases, the
energy-optimum throughput reduces as the power required for carrier-sensing increases. The energy-optimum throughput is also
shown to be substantially lower than the maximum throughput and the gap increases as the degree of the conflict graph increases
for multi-hop networks.
Index Terms—Carrier sense multiple access, energy efficiency, analytical models, performance analysis, throughput
1 INTRODUCTION
TO improve the battery lifetimes of wireless devicesand due to environmental considerations, the energy
efficiency of wireless communication protocols has to be
improved. There are many wireless communications pro-
tocols that employ a variant of the carrier sense multiple
access protocol (CSMA) due to its simple and distributed
nature (e.g., the IEEE 802.11 for WLANs, IEEE 802.15.4 for
WPANs and B-MAC for sensor networks [1]). We here find
the optimum carrier-sensing rate and throughput which
maximizes the number of transmitted bits in a wireless
CSMA network for a fixed energy budget.
Recently, carrier-sensing rate adaptation algorithms have
been devised to achieve throughput-optimality in a CSMA
network [2]. In these algorithms, each node senses the chan-
nel at a rate which increases with its packet queue length
(or virtual queue length). As packet queues grow, the nodes
may sense the channel at arbitrarily high rates. However,
the increased energy consumption due to such increased
carrier-sensing rate has not been investigated to the best of
our knowledge. We here aim to quantify the relationship
between sensing rate, throughput and energy consumption
in a CSMA network.
We consider a saturated CSMA network where all nodes
always have a packet to send and employ non-persistent
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CSMA [3]: If the channel is busy when a node senses the
channel, it waits for an exponentially distributed duration
with mean λ−1 and attempt to transmit again. During the
waiting time between transmission attempts, the node can
be either in the idle listening state or in the sleeping state.
For the rest of the paper, we will refer to the waiting time
between transmission attempts as sleeping since the sleeping
state is the most energy saving state. However, the pro-
posed analysis is still applicable even when nodes perform
idle listening between transmission attempts.
We are interested in the following question: What is the
optimum value of λ which maximizes the number of trans-
mitted bits for the lifetime of the node which is limited
by its energy budget. If λ is selected too small, the nodes
will rarely transmit a packet and spend most of their life-
times in the sleep mode. In this case, a node consumes its
energy budget mostly in the sleeping state albeit sleeping
has minor energy consumption. A very low λ can improve
the duration of service but it will not improve the number
of bits that it can transmit during its lifetime.
If λ is selected too large, the nodes will frequently wake-
up and sense the channel to transmit a packet. Although it
is usually omitted in the literature, each time a node senses
the channel and finds it busy, a small amount of energy is
spent without making a transmission. So, a very high λ will
also result in energy inefficiency.
We find the energy-optimum carrier-sensing rate, λ∗,
which minimizes the energy consumption per transmit-
ted bit. The energy-optimum rate exploits the trade-off
between the energy consumed for sleeping and energy con-
sumed for carrier sensing. The energy-optimum rate leads
to an energy-optimum throughput, σ ∗, which gives the
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energy-optimum operating load for the network. To max-
imize the number of transmitted bits for a given energy
budget, the network has to operate at a throughput of σ ∗.
We first provide an analytical model for the energy con-
sumption of a single-hop CSMA network, and then extend
the analysis to a multi-hop network with a random regular
conflict graph. For both scenarios, we analyze the energy
consumed in various states such as sleeping and carrier-
sensing. We derive the energy-optimum carrier sensing rate
and the corresponding energy-optimum throughput which
minimize the energy consumption per transmitted bit. The
energy-optimum throughput exploits a balance between
the energy consumed in the states of sleeping and carrier
sensing per transmitted bit.
For the single-hop network, we show that the energy-
optimum throughput is higher for larger networks because
sleeping costs increase dramatically at a low through-
put with the number of nodes. Also, the energy-optimum
throughput increases as the power required for carrier-
sensing reduces in proportion to the power required for
sleeping. As sensing becomes less expensive, the nodes
should attempt to transmit packets more frequently to
minimize the energy consumed per bit.
For the multi-hop case, we show that the energy-
optimum throughput depends on the degree of the conflict
of graph of the network and on the power consumption of
carrier sensing. We find that the energy-optimum through-
put reduces as the degree of the conflict graph increases, i.e.,
as the interference increases. Similar to the single-hop case,
the energy-optimum carrier sensing rate and the energy-
optimum throughput increase as the power required for
carrier sensing reduces.
In the next section, we present a review of the relevant
literature. The energy consumption analyses for single-hop
and multi-hop networks are given in Sections 3 and 4,
respectively. We derived bounds for the energy-optimum
throughput and maximum throughput for the multi-hop
case in Section 5. The numerical evaluation of the pro-
posed analysis is given in Section 6. Section 7 presents the
conclusions and discussion.
2 RELATED WORK
The energy efficiency of the CSMA protocol is analyzed in
the context of several different standards. To evaluate the
energy consumption of the IEEE 802.11 protocol, Bononi
et al. [4] and Bruno et al. [5] analyzed the slotted p-persistent
CSMA to evaluate the tradeoff between the throughput and
the energy efficiency. A more detailed model for energy
consumption for 802.11 is presented in [6]. Energy efficiency
of the 802.11 protocol in a multihop setting is analyzed
in [7].
Most of the MAC protocols for power-constrained devices
employ the non-persistent CSMA instead of the p-persistent
CSMA to eliminate idle listening. Chan et al. [8] compared
the energy efficiency of the slotted non-persistent CSMA
against the analysis of the p-persistent CSMA given by [4],
[5]. For the IEEE 802.15.4 standard, energy consumption
of the slotted non-persistent CSMA is also analyzed in [9],
[10]. Similarly, energy consumption of slotted CSMA/CA is
analyzed for uplink traffic in IEEE 802.15.4 networks [11].
Most of these studies assume a time-slotted version of
CSMA since they are targeted for standards with slotted
operation. However, we here study a continuous-time CSMA
network. Also, these studies are mostly confined to a single-
hop network but we perform an energy consumption analysis
for multi-hop topologies as well as a single-hop network.
There is also a large body of literature on energy efficient
MAC protocols for sensor networks [12]. These proto-
cols usually focus on efficient duty cycling schemes to
synchronize senders with receivers to minimize idle lis-
tening [1], [13]–[15]. In this study, we assume a perfect
duty-cyclingschemeinthemulti-hopscenario.Suchascheme
can be approximated by a secondary low power radio or by
using a predictive wake-up schedule such as the recently
proposed PW-MAC [16]. The results of our study provide
insights about the optimum operating load of such networks.
Capacity scaling laws of multi-hop wireless networks
have been investigated in [17]–[19] and throughput of
CSMA networks have been investigated in [20]–[25].
Our work is also closely related to a recent line of study
on the optimal-CSMA which is developed on the idealized
CSMA model that we study in this paper. It has recently
been shown that throughput-optimality can be achieved by
a CSMA rate adaptation algorithm [26]–[28]. In these algo-
rithms, nodes sense the channel at a rate which is a function
of their packet queues (or virtual queues). As the queues
of nodes grow at high loads, nodes sense the channel very
frequently. Most of these carrier sensing attempts, however,
will show that the channel is busy at high loads. Although
a sensing attempt consumes a small amount of energy in
comparison to reception of a packet, energy consumed for
sensing may become a significant fraction of the total energy
as the number of sensing attempts per packet increases. To
the best of our knowledge, the impact of frequent carrier-
sensing on the energy consumption has not been consid-
ered in the optimal-CSMA research and our work provides
insights on the energy consumption of such algorithms.
In this paper, we propose a protocol-independent
energy-consumption analysis of the non-persistent CSMA
protocol for both single-hop and multi-hop networks. Our
results provide closed from expressions describing the
change of the energy-optimum operating point of CSMA
networks as a function of the number of nodes (for
single-hop networks) and network degree (for multi-hop
networks). Besides, we investigate the change in the energy-
optimum operating point as the ratio of powers required for
carrier-sensing and sleeping changes. The parameters used
in the analytical models for single and multi-hop networks
presented in Sections 3 and 4 are listed in Table 1.
3 SINGLE-HOP NETWORK
We first consider a single-hop network scenario where
the nodes transmit to a central base station. A timeline
of the transmissions of a node in such a single-hop net-
work can be seen in Fig. 1. The probability distributions
of durations are also shown in the timeline. In the figure,
node 2 transmits its second packet after two unsuccess-
ful carrier sensing attempts. In this section, we analyze
the energy consumption of such a network and obtain the
energy-optimum throughput and carrier-sensing rate.
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TABLE 1
List of Notations
Fig. 1. Sample timeline of two nodes in a single-hop scenario.
3.1 System Model
In the analysis of the single-hop CSMA, we use the Markov
chain model of CSMA which is proposed in [29]. This
model has been frequently used in the study of opti-
mal CSMA recently [2], [26], [27]. Based on this model,
the Markov chain for a single hop scenario can be con-
structed as in Fig. 2 for a mean packet duration of tl. For
example, in the figure, the state (0, 0, 0, . . . , 0) corresponds
to the state where none of the nodes are transmitting
and state (0, 1, 0, . . . , 0) corresponds to the case where
only the second node is transmitting. This model assumes
instantaneous carrier-sensing, so the collisions are avoided.
Instantaneous sensing assumption allows arbitrarily
large sensing rates to be handled by this model. However,
in reality, carrier-sensing takes a non-negligible time which
prevents the nodes to access the channel at high rates. To
incorporate the sensing duration into the carrier sensing fre-
quency while preserving the zero-collision assumption, we
obtain a normalized sensing rate, λ̂, by adding the sensing





Fig. 2. (a) Markov chain for the single-hop case. The stationary proba-
bilities of the states except the initial state gives the throughput of each
node. (b) Markov chain can be condensed into two states by combining
all states that correspond to active transmissions.
This implies that the carrier-sensing duration is also
assumed to be exponentially distributed. Although the
sensing duration is deterministic in reality, this assump-
tion does not lead to an inaccuracy in the analysis as will
be shown in Section 6. So, as λ approaches to infinity, λ̂
approaches to t−1c which means that the maximum sensing
frequency is limited by the sensing duration.
We define the throughput of a node, σ , as the ratio of
the time spent to transmit a packet to the total time. So, the
throughput of nodes 1 to N corresponds to the stationary
probability of states (1, 0, 0, . . . , 0) to (0, 0, 0, . . . , 1) in
Fig. 2(a). This Markov chain can be condensed into two
states, S1 and S2, by combining all states that correspond
to active transmissions as shown in Fig. 2(b). The stationary
probability of the combined state corresponds to the total
throughput of the network and can be written as:
π2 = σtot = λ̂N1
tl
+ λ̂N . (2)



















The maximum throughput of a node is dependent on the
number of nodes sharing the channel and the ratio of
sensing duration to the packet duration.
The inverse relationship between the throughput and
the carrier-sensing frequency can be obtained by taking the
inverse function of (3):
λ = σ
tl(1 − Nσ) − tcσ (5)
for σ ≤ σmax.
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3.2 Energy Consumption Model
We are interested in determining the energy spent for trans-
mission, sleeping and carrier sensing per transmitted bit.
The duration between the transmissions of two successive
packets consists of time spent for carrier sensing and time
spent while sleeping. Since throughput equals to the ratio
of the average packet duration to the sum of the average
packet duration with the mean inter-transmission duration,
it is possible to obtain the mean inter-transmission duration
in terms of throughput by solving
tl
tl + E[Ti] = σ (6)
which gives the solution as
E[Ti] = tl(1 − σ)
σ
. (7)
The inter-transmission duration includes several carrier-
sensing periods which consists of a sleeping period and
a carrier-sensing operation. If the carrier-sensing operation
is unsuccessful, the sensing period is repeated. Since the
mean of sleeping duration between carrier sensing attempts
is 1
λ
and the mean carrier sensing duration is tc, it is pos-
sible to compute the share of sleeping and carrier sensing
in the inter-transmission duration. The mean time spent for
carrier sensing per packet can be found using (5) as






= tc(1 − σ)
1 − Nσ (8)
and mean time spent for sleeping per packet is given by







= (1 − σ)(tl(1 − Nσ) − tcσ)
σ (1 − Nσ) . (9)
Since the mean packet duration is tl, i.e., E[Tt] = tl, total
energy consumption per packet is given by
E[Ep] = tc(1 − σ)1 − Nσ Pc (10)
+ (1 − σ)(tl(1 − Nσ) − tcσ)
σ (1 − Nσ) Ps + tlPt,
where Pc, Ps and Pt correspond to the power consumed
while carrier sensing, sleeping and transmission, respec-





where R is the data transmission rate. Energy per bit has a
single minimum for σ ≤ σmax, so the energy minimizing σ
can be found by solving ∂E[Eb]
∂σ
= 0 as





(N − 1) + N
(12)
and the corresponding energy-optimum carrier-sensing rate




tctl(N − 1) − tc
(13)
for σ ∗ ≤ σmax.
Fig. 3. Wireless network topology and the conflict graph of its links. Lines
with arrows indicate the links in the network topology and dashed lines
indicate that two nodes are within the interference range of each other
without having a link between them.
Then, the total energy-optimum network throughput is
given by




tctl(N − 1) − tc
. (14)
The total energy-optimum throughput decreases as Pc gets
larger in comparison to Ps which means that σ ∗tot reduces
as the carrier sensing gets more expensive. Also, as N
increases, σ ∗tot increases because the sleeping costs increase
faster than the carrier sensing costs as N increases. In the
limit as N → ∞, σ ∗tot → 1. A detailed discussion of the
properties of σ ∗tot is presented in Section 6.1.
4 MULTI-HOP NETWORK
We now study a multi-hop network where nodes both
transmit and receive packets unlike the single hop scenario
where the nodes only transmit to a base station. Similar to
the single-hop case, each node always has a packet to send
and wakes up after exponentially distributed periods with
mean λ−1 and senses the channel. If the channel is idle, the
node transmits the packet to one of its neighbors. If a node
is not transmitting or receiving a packet, it sleeps to con-
serve energy. In our model, we assume that the sender and
receiver of a packet are perfectly synchronized, both wake-
up at the same time to complete the transmission. If the
channel is busy when the sender wakes up, it sleeps again
and wake-up after an exponentially distributed period with
mean λ−1. We are interested in the energy-optimum value
of λ which minimizes the energy consumption per trans-
mitted bit, hence maximizes the number of bits that a node
can transmit during its lifetime.
4.1 System Model
We perform our analysis on the conflict graph of links in
the network. A conflict graph represents the interference
relationships among links between wireless nodes in the
network as shown in Fig. 3. A directed link in the network
is represented by a vertex in the conflict graph and there
is an edge between vertices in the conflict graph if the cor-
responding links are interfering with each other. In such
a model, there are no hidden terminals and the propaga-
tion delays between nodes are negligible, so collisions are
avoided. This model has recently been used in the design
of throughput-optimal CSMA [26], [27].
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Fig. 4. (a) Cayley tree where each node has d neighbors except leaf nodes. (b) Random regular graph with a degree of d .
For the sake of analysis, we consider a random regular
conflict graph, i.e., each vertex in the conflict graph has the
same number of neighbors, d. We assume that the transmis-
sion and reception links of a node in the wireless network
correspond to a neighboring node pair in the contention
graph. The nodes have saturated traffic and each node
senses the channel at independent and exponentially dis-
tributed intervals with rate λ. If a node senses that there
are no conflicting transmissions, it starts a transmission for
an exponentially distributed duration with mean tl.
4.2 Energy Consumption Model
In order to quantify the energy consumption per bit, we
first have to obtain a relationship between the carrier-
sensing rate and throughput. For the single-hop case, the
throughputs can be easily obtained by solving the Markov
chain given in Fig. 2. Although a similar Markov chain can
be constructed for a multi-hop network, it requires enu-
meration of independent sets of the conflict graph which is
computationally difficult. Besides, a different Markov chain
has to be constructed for each topology. For that reason,
we here focus on random regular conflict graphs which
have a surprisingly similar throughput-sensing rate rela-
tionship with a special type of graphs known as the Cayley
tree. In a Cayley tree, each node except the leaf nodes has
the same number of neighbors, d. The relationship between
throughput and carrier sensing rate in a Cayley tree graph
is investigated in the context of loss networks by Kelly [30].
The random regular and Cayley tree conflict graphs can be
seen in Fig. 4.
In this analysis, all non-leaf nodes have the same chan-
nel sensing rate whereas the channel sensing rates of leaf
nodes are adjusted so that they have the same throughput
with internal nodes. The relationship between the through-
puts of nodes, σ , and the channel sensing rate of internal
nodes, λ, is obtained using a fixed point equation. We
here only present the results and omit the details of the
analysis, but the readers may refer to [30], [31] for more
details. According to this analysis, the stationary probabil-
ity of a node being active, i.e. the throughput of a node, is
given by
σ = 1 − a
2 − a , (15)
where a is the solution of
f (a) = νad + a − 1 = 0 (16)
and ν is the call arrival rate for calls with unit mean
duration. In our case, the packet lengths are not equal
to one so ν = λ̂tl where λ̂ is the normalized sensing
rate and tl is the packet duration. Equation (16) has a
unique solution since f (0) = −1, f (1) = ν > 0 and
f ′(a) > 0.
If the solution of (15) is substituted into (16), the
normalized carrier-sensing rate corresponding to a given
throughput can be obtained as




which leads to the following relationship between through-
put and the carrier-sensing rate considering (1):
λ = σ−tcσ + tl(1 − 2σ)d(1 − σ)1−d
. (18)
To have λ > 0, the following condition has to be satisfied






which poses an upper bound on σ :
σ ≤ σmaxd . (20)

















4 tltc + 1
. (22)
For d > 2, we obtain lower and upper bounds on σmaxd ,
which are presented in Section 5.
Similar to the single-hop case, it is possible to obtain
the mean duration between two successive transmissions
by solving
tl
tl + E[Ti] = σ (23)
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which gives the solution:
E[Ti] = tl(1 − σ)
σ
. (24)
During an inter-transmission time, a node can be in any of
three different states: It can be sleeping, carrier-sensing or
receiving a packet. Since each transmitted packet has to be
received by another node in the network, the total number
of transmissions and receptions in the network must be the
same. In the studied random regular network, each node
has the same number of neighbors and has the same carrier-
sensing rate so the behavior of nodes are symmetric. For
that reason, the number of packets that a node transmits
equals to the number of packets it receives on the average






where Nt(t) and Nr(t) correspond to the number of pack-
ets that a node transmits and receives within a time
period t, respectively. Since there is a transmission at the
beginning of each inter-transmission time, i.e., there are
Nt(t) − 1 inter-transmission periods within a duration of
t, the expected time spent in receiving a packet during an





E[Nt(t)] − 1 = tl. (26)
However, it should be noted that this is an average behav-
ior, there can be more than one receptions or no receptions
during a specific inter-transmission time. Remaining time of
the inter-transmission duration is shared between the time
spent for carrier-sensing and time spent for sleeping. Time

















Using the relationship between λ and σ given by (18), E[Ts]
can be obtained only in terms of σ as
E[Ts] = tl − 3tlσ − tc(1 − 2σ)
1−d(1 − σ)dσ + 2tlσ 2
σ − σ 2 . (28)
Time spent for carrier-sensing can similarly be written as
E[Tc] = (E[Ti] − E[Tr]) tc1
λ
+ tc
= tc(1 − 2σ)1−d(1 − σ)d−1. (29)
Then, total energy consumption per packet is given by
E[Ep] = E[Ts]Ps + E[Tc]Pc + E[Tt]Pt + E[Tr]Pr (30)
= tl
(






(Pc − Ps)tc(1 − 2σ)1−d(1 − σ)−1+d (32)





The energy-optimum throughput, σ ∗d , which minimizes





(d − 1)(Pc − Ps)tc(1 − 2σ)−d(1 − σ)d−2 − Pstl
σ 2
= 0. (34)








For d = 3 and d = 4, it is also possible to obtain a close form
expression for σ ∗d but we do not present these results here
due to space constraints. For d ≥ 5, a numerical solution
has to be obtained but we provide several bounds for the
optimum throughput in the next section. The correspond-
ing energy-optimum carrier-sensing rate for d = 2 can be

























for σ ∗2 ≤ σmax2 .
5 BOUNDS ON THE ENERGY-OPTIMUM
THROUGHPUT AND MAXIMUM THROUGHPUT
The exact solution of the maximum throughput and the
energy-optimum throughput are presented only for the d =
2 case. In this part, we obtain lower and upper bounds on
the maximum throughput, σmaxd , and the energy-optimum
throughput, σ ∗d where σ
max
d is the solution to (21) and σ
∗
d
is the solution to (34).






























Another lower bound can be found by rewriting (21) as













For 0 < σmaxd < 1, f (σ
max
d , d) has a single maximum at
σ maxd = 1d since f ′ > 0 if σmaxd < 1d and f ′ < 0 if σmaxd > 1d .
Hence,
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 σmax,2d . (42)
5.2 Upper Bound on the Maximum Throughput,
σmaxd
An upper bound on σmaxd can be found using an approxi-












which can be written as



















 σmaxd . (45)
It is should be noted that the bound gets tighter as
σmaxd → 12 .
5.3 Lower Bound on the Energy-Optimum
Throughput, σ ∗d
(34) can be rewritten as
1 − 2σ ∗d = g(σ ∗d , d)
(





g(σ ∗d , d) =
(
σ ∗d
1 − σ ∗d
)2/d
(1 − σ ∗d ). (47)
Since g′ > 0 if σ ∗d <
2
d and g
′ < 0 if σ ∗d >
2
d for 0 < σ
∗
d < 1, g
has a single maximum at σ ∗d = 2d . Then, an inequality can
be written as


























 σ ∗d. (49)
5.4 Upper Bound on the Energy-Optimum
Throughput, σ ∗d
It is possible to write (34) as a fixed point equation which
can be bounded as given by:
σ ∗d =
(
1 − 2σ ∗d
1 − σ ∗d
) d
2













which gives an upper bound on σ ∗d :
σ ∗d ≤
(√




 σ ∗d. (51)
5.5 Lower Bound on σ ∗d/σ
max
d
A lower bound on the ratio σ ∗d /σ
max
d can be obtained by























5.6 Upper Bound on σ ∗d/σ
max
d
Dividing σ ∗d by σ
max,1
d , an upper bound on the ratio
σ ∗d /σ
max
























Similarly, dividing σ ∗d to σ
max,2


























We first investigate the accuracy of the proposed energy
consumption analysis for the single-hop case. We per-
formed simulations for N = 5, 10 and 100. Simulation
parameters are based on the measurements from the Mica2
mote reported in [1]: Pt = 60mW, Pc = Pr = 45mW,
Ps = 0.09mW, tl = 15ms, tc = 0.35ms and R = 19.23Kb/s.
For each N, we performed simulations by increasing λ
and we recorded the corresponding throughput and energy
consumption in the network.
Fig. 5(a) presents the total energy consumption as the
total throughput in the network increases. Figure also
depicts (11) versus Nσ which matches with the simula-
tion results. The two components of energy consumption,
energy consumed while sleeping and carrier-sensing, are
plotted in Fig. 5(b) and (c), respectively. The high accu-
racy of the match between simulation and analytical results
shows that the assumption of exponentially distributed
carrier-sensing durations does not affect the accuracy of the
analysis.
From Fig. 5(a), it can be observed that the energy con-
sumption is high at both ends of the throughput axis.
At low throughputs, the energy consumed while sleeping
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Fig. 5. Energy consumption per node in the single-hop network. (a) Total
energy consumption. (b) Energy consumed while sleeping. (c) Energy
consumed while carrier sensing.
(Fig. 5(b)) dominates the total energy consumption whereas
energy consumed while carrier-sensing (Fig. 5(c)) domi-
nates the total energy consumption at high throughputs.
It can be observed that the energy consumption per bit
is higher for networks with a larger number of nodes. The
main reason of this increase is associated with the increased
sleeping costs with N as it can be seen in Fig. 5(b). In a
single-hop network, only a single node can transmit at a
Fig. 6. Change of energy-optimum total throughput as the number of
nodes increases for the single-hop network.
time so the rest of the nodes are sleeping. This results in
an approximately linear increase in the sleeping costs with
N so total energy consumption increases with N.
It can also be observed that the energy-optimum total
throughput increases as N increases. Fig. 6 plots the
energy-optimum total throughput as the number of nodes
increases along with the proposed optimum throughput
given by (14). The reason behind this increase is the dif-
ferent behaviors of energy consumed while sleeping and
carrier-sensing as the number of nodes increases. The
energy consumed while sleeping increases approximately
linearly with the number of nodes. On the other hand, the
energy consumed for carrier-sensing does not increase sig-
nificantly with the number of nodes as it can be observed
from Fig. 5(c). So, the trade-off throughput tends to increase
as N increases since the sleeping costs are lower at high
throughputs.
Fig. 7 plots the optimum carrier-sensing frequency
per node as the number of nodes increases. The figure
also depicts (13) obtained from the analytical model. The
model predicts the optimum carrier-sensing rate per node
very accurately. To achieve energy minimization per bit,
the nodes should reduce their carrier-sensing frequency
approximately in proportional to 1/
√
N as it can be deduced
from (13).
Figs. 8 and 9 depict the energy-optimum carrier-sensing
rate and energy-optimum throughput as the ratio of
Fig. 7. Energy-optimum carrier-sensing rate per node as the number of
nodes increases for the single-hop network.
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Fig. 8. Energy-optimum carrier-sensing rate per node as Pc/Ps
increases for the single-hop network.
Pc/Ps changes, respectively. As the cost of carrier-sensing
increases with respect to sleeping, the nodes need to sense
the channel less frequently to minimize energy consump-
tion per bit, so the energy-optimum rate and throughput
reduces.
6.2 Multi-Hop Network
To evaluate our analytical model for multi-hop networks,
we performed simulations for random regular conflict
graphs with d = 2, 3 and 10, which are created by the
topology generation algorithm proposed by Viger [32]. Each
simulated conflict graph consists of 1000 nodes.
We first investigate the accuracy of the relationship
between the carrier sensing rate and the throughput given
by (15) and (16) for random regular conflict graphs.
Although the analysis is for a Cayley tree conflict graph
where each internal node has a degree of d, we performed
simulations for both the tree conflict graph and the random
regular conflict graphs where each node has a degree of d
for a unit packet length. As it can be seen from Fig. 10,
the analysis is highly accurate for random regular conflict
graphs as well as the Cayley-tree conflict graph. This result
suggests that the relationship between the throughput and
the carrier sensing rate mainly depends on the degree of
the conflict graph.
We now investigate the energy consumption of the
multi-hop network with the same parameters as the
Fig. 9. Energy-optimum total throughput as Pc/Ps increases for the
single-hop network.
Fig. 10. Relationship between the throughput and the carrier sensing
rate for tree conflict graphs and random regular conflict graphs with
d = 2, 3 and 4.
single-hop case as given in Section 6.1. The average energy
consumption of the network per transmitted bit and the
components of the energy consumption are shown in
Fig. 11 for d = 2, 3 and 10 along with the values obtained
from the proposed analytical model as given by (33). At
low throughputs, sleeping increases the energy consump-
tion per transmitted bit, and at high throughputs, the
energy spent for carrier sensing dominates. As d increases,
the energy spent for carrier sensing becomes significant
because the probability that a carrier sensing attempt fails
increases due to higher interference.
Fig. 12 plots how the energy-optimum carrier sensing
rate changes as a function of Pc/Ps. As the energy con-
sumption for carrier sensing increases, the energy-optimum
carrier sensing rate reduces. Each failed carrier sensing
attempt wastes energy—if carrier sensing is very expen-
sive, nodes need to be less aggressive in order to reduce
the probability of finding the channel busy. Fig. 13 plots the
corresponding energy-optimum throughput obtained. For
d = 2, (36) and (35) closely match with the energy-optimum
carrier sensing rate and the energy-optimum throughput.
For d = 3 and d = 10, the numerical solution of (34) is
used to obtain the energy-optimum throughput and the
result is substituted into (18) to obtain the energy-optimum
carrier-sensing rate.
6.3 Bounds on the σmaxd and σ
∗
d for the Multi-Hop
Network
In this part, we demonstrate the change in the σ ∗d and
σmaxd with d and evaluate the performance of the proposed




which corresponds to the simulation parameters used in
this section and for tctl = 0.001 which is the case where
carrier-sensing takes a shorter time in comparison to the
packet duration. In this figure, the lower and upper bounds
on σmaxd derived in Section 5.1 and Section 5.2 are also
depicted. At low degrees, σmax,2d provides a better lower
bound but σmax,1d performs better at higher degrees. On the
other hand, the upper bound σmaxd is tight for small values
of d but it becomes looser as d increases. One of the reasons
behind this behavior is that the approximation made in the
derivation of σmaxd gets more accurate as σ
max
d → 12 .
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Fig. 11. Energy consumption per node in the multi-hop network. (a) Total
energy consumption. (b) Energy consumed while sleeping. (c) Energy
consumed while carrier sensing
Fig. 15 plots the energy-optimum throughput, σ ∗d , along
with its lower and upper bounds. For tctl ≈ 0.02, σ ∗d results
in negative values for d < 8 but its tightness improves as d
increases. For tctl = 0.001, σ ∗d provides a very tight bound by
differing less than 0.1% from σ ∗d at d = 20. The upper bound
σ ∗d is loose for
tc
tl
= 0.001, however, it provides an upper




the considered range of d values.
Fig. 12. Energy-optimum carrier sensing rate as a function of PcPs for the
multi-hop network.
The ratio of the energy-optimum throughput to the max-


















decreases as d increases. For tctl = 0.001,
the upper bounds are loose. Since the energy-optimum
throughput cannot exceed the maximum throughput, only
values less than one are depicted in Fig. 16(b). However, for
tc
tl
≈ 0.02, the upper bounds demonstrate that the energy-
optimum throughput cannot exceed half of the maximum
throughput for d ≤ 20.
6.4 Comparison of Non-Persistent CSMA With
1-Persistent CSMA
In this part, we compare the non-persistent CSMA with
1-persistent CSMA in terms of energy consumption. In the
non-persistent CSMA, a node sleeps for a random amount
when it finds the channel busy during its transmission
attempt. In the 1-persistent CSMA, however, a node con-
tinues to sense the channel if it finds the channel busy [3].
The node immediately transmits its packet as soon as the
channel becomes idle.
We performed simulations to compare the energy con-
sumption of both protocols. To do a fair comparison, we
have implemented the zero-collision assumption that we
have incorporated for the non-persistent CSMA in the sim-
ulations of the 1-persistent CSMA: If more than one node
Fig. 13. Energy-optimum throughput as a function of PcPs for the multi-
hop network.
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Fig. 14. Maximum throughput as a function of d for the multi-hop network for (a) tctl
≈ 0.02, and (b) tctl = 0.001.
Fig. 15. Energy-optimum throughput as a function of d for the multi-hop network for (a) tctl
≈ 0.02, and (b) tctl = 0.001.




is waiting for the channel to become available to transmit a
packet, we have allowed only one of the nodes to transmit
its packet so that a collision is prevented while remaining
nodes continue to sense the channel.
Fig. 17 presents the energy consumption of both
protocols as a function of throughput for a single-hop
scenario with 50 nodes. At low throughputs, the energy
consumption of both protocols do not differ significantly
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Fig. 17. Energy consumption comparison of 1-persistent CSMA versus
non-persistent CSMA for the single-hop scenario.
because nodes do not frequently find the channel busy in
both cases. So, both protocols behave in a similar fashion
which results in a similar energy consumption. However,
as the throughput increases, energy consumption of the
1-persistent CSMA protocol significantly increases because
nodes frequently find the channel busy and continue to lis-
ten the channel to capture it when it becomes idle. In the
non-persistent scenario, on the other hand, the nodes go
to sleep when they find the channel busy. Since the energy
consumption of channel sensing is very high in comparison
to sleeping, the energy consumption of 1-persistent CSMA
is higher than non-persistent CSMA at higher throughputs.
For that reason, non-persistent CSMA should be preferred
for battery-limited wireless applications.
7 CONCLUSION
We proposed an energy consumption model of a node in a
CSMA network. The proposed model shows that the num-
ber of failed carrier sensing attempts significantly increases
at high throughputs causing energy waste. On the con-
trary, at low throughputs, nodes sleep during most of their
lifetimes which also results in energy waste as far as the
energy per transmitted bit is considered. We derived the
energy-optimum carrier sensing rate and the corresponding
energy-optimum throughput for both a single-hop network
and a multi-hop network.
For single-hop networks, we observe that the energy-
optimum throughput increases with the number of nodes
sharing the channel. On the other hand, the energy-
optimum throughput reduces with the degree of the conflict
graph for multi-hop networks. For both the single-hop
and multi-hop case, our results suggest that as the power
required for carrier sensing increases, the energy-optimum
sensing rate and throughput reduce. By proposing sev-
eral bounds, we show that the energy-optimum through-
put cannot exceed approximately half of the maximum
throughput for the simulation parameters obtained from
Mica2 measurements.
Our results have implications for the design of adaptive
optimal-CSMA algorithms. We observe a dramatic increase
in the carrier-sensing rate as the throughput approaches its
limit, as a result, the energy consumption also increases
significantly. The trade-off between the energy consump-
tion and throughput has to be considered in the design of
adaptive MAC algorithms.
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