La trajectographie du point de vue de la théorie des observateurs by Zhu, Guchuan
La trajectographie du point de vue de la the´orie des
observateurs
Guchuan Zhu
To cite this version:
Guchuan Zhu. La trajectographie du point de vue de la the´orie des observateurs. Automa-




Submitted on 25 Jun 2013
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de




L'ÉCOLE NATIONALE SUPÉRIEURE DES MINES DE PARIS
par
Guchuan ZHU
en vue de l'obtention du titre de
DOCTEUR DE L'ÉCOLE DES MINES DE PARIS
Spécialité
MATHÉMATIQUES ET AUTOMATIQUE
Sujet de la thèse
LA TRAJECTOGRAPHIE DU POINT DE VUE DE
LA THEORIE DES OBSERVATEURS














à Hongye et Simon-Be

REMERCIEMENTS
Je remercie Ivan Kupka de me faire l'honneur de présider ce jury.
Je remercie Georges Bastin , Michel Fliess et Riccardo Marino pour l'intérêt qu'ils
ont porté à mes travaux en d'être rapporteurs cle cette thèse. Je suis partic-
ulièrement reconnaissant à Fliess pour ses remarques sur ce travail.
.le remercie Héctor Sussman cle me faire l'honneur d'être membre clu jury.
Je remercie Jean Lévine. mon directeur de thèse, de m'avoir accucili il y a plus de
trois ans au CAS et d'avoir accepté de diriger ma thèse. Il m'a orienté dans mes travaux
et aidé par ses conseils Ses solides connaissances scientifiques m'ont permis
de travailler sur de voies de recherche. Je tiens aussi à le remercier d'avoir
consacré de- nombreuses heures à l'amélioration tant sur le fond que que sur la forme de
ce document. Sans son aide, ce travail n'aurait vu le jour. Pour les perspectives
qu'il m'a ouvertes en sa gentillesse, je lui suis infiniment
reconnaissant .
.Je remercie l'ensemble des membres du Centre Automatique ct Systèmes. les penna-
rient.s et pour ,v notament Guy Cohen avec
la patience
parti-
culier reconnaissant à lvladame L", Gallic pour sa gentillesse et sa disponibilité constante.
a suivi de très près mes pas en autorna-
Mao, Professel1l' il Aeronautique et
ma gratitude d", In 'avoir ouvert le chemin de
ri" rnci.voi r ,pnr()lI1'''O'P depuis toujours,




Cette thèse est consacrée à l'étude de la trajectographie du point de vue de la théorie
des observateurs.
On présente d'abord le problème de trajectographie et les modèles des systèmes utilisés
pour la On étudie ensuite l'observabilité de ces systèmes après
pour les linéaires et non linéaires. On
présente ég,t1en:lent, lcs principaux résultat s dIC' la théorie (Je l'observateur et des méthodes
construction d'observateurs dans les cas linéaire stationnaire, inst at.ionnaire et non
linéaire.
On sc concentre ensuite sur le problème de construction d'observateur pour les systèmes
linéaires instationnaires avec singularité polynômialc il l'infini. On introduit les notions
originales d'observabilité asymptotique et d'observateur à asymptotique. De tels ob-
servateurs dont la construction est basée sur la théorie des normales de Poincaré-
Dulac sont particulièrement faciles à mettre en œuvre, puisque le est. constant
dans l'échelle de temps la rapide. On donne des conditions de conver-
gence d'observateur de la [arille canonique observateur d'un système à
coefficients dans un corps de Ces rcsult.at.» sont appliqués à la poursuite en ligne
droite.
Comme la trajectographie est un probicme int rinsèqucment non Iineaire, d iverses con-
truct ious d'observateurs uon linéaires sont étudiées. avoir rappelé des résultats
négatifs: non existence d'observateur par les méthodes d'immersion et de linéarisation
de J'équation de sortie dans le cas passif. nous analysons les condi-
tions de immersion approchée. est
aussi proposée, basee sur la traustormat.ion sous tonne canonique observateur du
du système. 011 montre dans des cas cle trajr-ctographie
Des simulations numériques sont
Mots-clefs :
Systèmes de poursuite. Observabilité, Observateurs,




In this thesis, the tracking problem is studied by rneans of Observer Theory.
Firstly we present the active and passive t.racking problems and the associated models.
The observability of thcse systems is studied after recaJling observability criteria for linear
and nonlinear systems. vVe outline the main results of observer theory and propose several
to construct an observer in tilt' liuear st.at ionary and time-varying case and in
nonlinear case.
\Ve t.hcn focus on the problern of coust.ruetion of observers for a class of \inear time-
varyiug systems wil h polynomial al, Tho original concepts of asyrnp-
tot.ic observability and observers asympt.ot ic arc introduced. Such obscrvers.
whose construction is based on the Poincaré-Dulac t.heory of nomal Iorrns, are part icu-
larlv easy 1,0 implernenl since can be choscn constant with 1,0 the fast.est
tirne-sca!c. "IVepresent also conditions for t.he
the observer canonical form for linear systems wii.h coefficients
approaches art> applicd t.o the one dimensional problem.
'lracking problerns iut ri nsica.iiy uoniiur-ar. probiom of nonlinear observers
is studied. 'vVefirst t.wo ncgar ivc result.s: uonexistcnce of observers hy means of
immersion and by output. injection for passive tracking. We t.hen arialyze
the convergence of observers obt.ained by approximate immersion. Another approach is
also proposed, bascd on t.ransforming the tangent lincarization of the system into observer
canonical form. "IVeshow t he convergence of 1his observer in severa] cracking examples.
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Le problème de trajectographie a été étudié Beaucoup d'algorithmes
sont proposés sur CC' problème, les techniques étant par exemple la
régression des données, les moindres carrés, etc. La plupart des travaux dans cc domaine
sont étroitement liés à la théorie des syst('IllCS, ct. par conséquent leur développement est
une des sources des progrès réalisés sur ce sujet.
Nous nous intéressons dans ce travail aux méthodes permettant de traiter en temps
réel les signaux donnant des indications sur l'état. d'un ou plusieurs mobiles reçus par
un pat' exemple un radar, un sonar, un instrument. optique ou laser, etc. Ce
connu sous If' nom plus populaire de poursuite.
La poursuite contient eu efFet deux catégories de
matériellement dans le champ du la
but est ainsi d'arriver à tracer la ..t.rajer-toire' de la
ment fonctionnement de I'antenne. Cf'st ]f' cas que nous allons étudier. La poursuite
est. formulée comme un représentant la cible mobile dont le capteur
observer les considère le fait que le système dynamique
l'observation sont. inconnus. on pose le problème en termes
de plus souvent utilisée dans cette approche est
le
Wiener [90]qui portent sur le traitement des
issu La technique de Wiener a apporté une amélioration considérahle
sur les performances des systèmes traditionnels.
le début des années GO, la naissance de la théorie du filtrage de Kalman-Bucy
(u ne du filtragf' de Wiener ) [18, ·Hi, i18]a donné une impulsion considérable
aux dans cc domaine. Grâce à une structure récurrente, les algorithmes de pour-
suite basés sur le fihril.ge de Kalman sont Faciles à rnet.tre en œuvre sur ordinateur. Il y a
une abondante littérature sur If:S de cette technique au problème de trajec-
tographie. Citons. Har-Shalorn et Fort.mann [.1]et de .laz wiuski
[16].et l'article de [21].
l.e modélisé la plupart du
linéaire. En les systèmes actuels. ils sont
Chap. 1. Introduction
anueiee mtraae de Kalman étendu.
Hien que ces algorit.hmes aient ete appliques avec succès (cm citera le célèbre plan "Apollo"
Pour un problème pratique, la
convergence du de manière e-mpirique. par exemple par la
si
La méthode du non linéaire qui consiste il rechercher une loi conditionnelle
de l'état sachant toute de l'observation est rarement ut.ilisable dans le prob-
lème de pilr exemple [69]). En effet, le calcul de la densité dune
loi se à une équation aux dérivées partielles stochastique appelée
de Zakaï, et par suite est un problème de dimension infinie. Bien que des méth-
",!,n'CIlees Olt 1I111111t'l1l(U<" "'l'ellL été proposées pour résoudre l'équation de Zakilï, leur
rend la mise en œuvre très difficile.
Le cas où la solution dunc équation de Zaka,ï s'exprime à l'aide d'un de
dimension finie. cas appelé Iilt ro dl' dimension finie. bien que favorable au s'avère
très rare en pratique: la conrlit ion l'exisi ence d'un tel filtre est rarement
vérifiée par exemple 69]). cela explique pourquoi le filtrage exact est si
peu le filtrage de étendu si populaire.
Dans ce travail, nous étudions le de du point de vile de
la théorie de l'observateur. On une démarche en ce sens qu on ne
Cela nous permet d'utiliser les progrès récents
LiIl observateur esl un système dynamique servant
correctement l'état du original il parti]' de la sortie de ce dernier.
La de la est indi-pensable. et une étude empirique
esl largement insuffisante. revanche, l'analyse dt' la convergence de l'algorithme nous
permet dt' garantir les performances du système.
Bien que les c!ps morlèles idéaux en pratique, les études
basées sur de nous permettent dt' mie-ux comprendre les phénomènes qui
apparaissent dans trajectographie.
Une contribution travail concerue la construction d'observateur
du temps de manière continue et bornée, une des méthodes les
basée sur le filtrage de Kalman. En outre, pour éviter de le gain du filtre ou
de l'observateur il tout instant, une méthode classique consiste il utiliser à la place du
variable sa limite lorsque le tend vers l'infini [ci]. Cette méthode induit des
simplifications 1:lC' mise en œuvre notoires. On sait qu 'une tclle limite existe sous certaines
hypothèses restrictives et il nous a semblé important de déterminer jusqu'où cette méthode
être étendue. Plus exactement. si l'on considère un système linéaire inst.at.ionnaire
voisinage de l'infini, on observateur
constant, si l'on se temps la plus
cette dernière propriété
on montre qu'il pas en général à constant
l'on est obligé cie choisir lin gain inst.ationnaire. croissance
être alors caractérisée clans le cas des systèmes il, coefficients
En effet. on montre que le gain peut être choisi dans la plus
grande classe de comparabilité du corps si le système est Hvobservablc (voir la définition
dans le chapitre .'i). [ne coust.ruet.ion explicite de lobscrvateur est ainsi proposée. Ces
méthodes peuvent êt.re étendues au cas non linéaire par linéarisé tangent.
Nous remarquons par ailleurs que dans beaucoup d'applicat.ions, les observateurs
conçus par la méthode du filtrage de Kalman en horizon fini, mais explosent
au bout d'un certain moment. La not.ion asymptotique peut donner une
explica.tion à ce phénomène. Ou montre en effet sur nu exemple de trajectographie,
l'impossibilité de construire un observateur à gain constant exponeut iellcment stable, alors
que le syst.ème admet un observateur à gain constant dont J'erreur d'estimat.ion est expo-
nentiellement décroissante sur tout horizon fini mais ayant une singularité à l'infini, ce qui
provoque la L'utilisation des observateurs il gain instationnaire synthétisés
par la méthode corps de Hardy permet ainsi dévitcr cc de phémonène. Notons
que la convergence de J'observateur sc fait au prix dune du gain au moins
aussi rapide qlW les fonctions du temps les plus rapides par les coefficients du
syst èrne.
ou selon la les
plus sou vents
Au chapitre 3 nous parlons de l'observabilité, lin fondamental en théorie
des systèmes ainsi que pour la construction dobservatcur. rappelons des critères
ru-u t r les pt mJT] linéaires. Ensuite. nous appliquons ces
de différellt.s modèles de trajectographie. Dans ce
methode SV,;t.f'III,J.l.ICllIf' nour ramener un système
canonique. une concevoir un ob-
de la théorie de l'observateur. Nous
des méthodes cle con-
struction d'observateurs dans le cas linéaire instationnaire et. non linéaire.
Nous nous intéressons plus aux algorithmes susceprihles de s'appliquer
au problème de t raject.ographie.
Dans le chapt ire .'i nous nous intéressons une claSfif' part.iculièrc dc systèmes lineaires
inst.at ionnaircs : les avec singularité
les notions originales d'observateur il gain asymptotique.
On montre que ces observateurs existent sous condition d'observabilité asymptotique,
et leur construction est basée sur Iii théorie- df's formes normales de Poincaré-Dulac. Nous
étudions également les systèmes linéaires inst.at.ionna.ires à coefficients dans lin corps de
ll ardy. On propose une construction de l'observateur il de la forme et.
donne des conditions suf lisantes de convergence de cette dernière mét hode.
sont appliqués à la poursuite en ligne
Au chapitre 6. nous considérons le problème de pou rsu n.e- oaus ie plan CoL uans Il espace,
Comme les correspondant il.cc cas sont il le problème de
contruction l'observateur non linéaire est Après avoir des résultats
dans le cas non existence dobservai.eur pm d'immersion et
de d'erreur par injection de sortie. nous analysons les condi
Chap. 1. Introduction
Chapitre 2
Présentation du problème d e
trajectographie
2.1 In t r oducti o n
Le problème de trajectogra ph ie se divise gross ièr ement en t rois cat egor ies po ursuite en
ligne dro ite . poursui te dan s le plan et poursuite dans l' f'SP<K(,, . Les deux der nie rs sont
pré sent és dan s lr-s figures 2.1 et 2.2 respect iveme nt . n an s CM figure s. Je cap teur [antenne,




Figure 2.1: P roblème de pou rsuite dan s 1c plan.
Le pr oblèm.. de trajectographie est modé lisé en général comme un système non linéaire:
J i = f (:r) + g( r )u
l y = h(x ) (2.1)
Chap. 2. P r ésen ta ti nn du prohli-Illc d e t r a j ec t o g r a ph ie
Figure 1.2: Pro blème de poursuit", da ns l'espace.
où x est le vecte ur d'état , Il est une en trée connue représentant IE"s manoeuvres du por-
teur du et l'observatio n do nt composantes sali t (r, 1]' , i) rep r ésentant la
di stance, de gisement ou az imut respect ivement pour les capteurs à tro is
dimensions, ct pour les capteurs à deux di me nsio ns. Les champs de vec teu rs f (x )
et g(r ) et la vectorielle h(x ) décriv ent l'évolut ion de la ciull' dans le repère (fixe
ou non) du capte ur. Ils sont génér alement exp rimés da ns divers sys tèmes de coor données,
plus ou moins com mode s. même s' ils n' en dèpr'miellt pa s. Les représent at ions 11's plus
na t ure lles cl les cour amment uti lisée '>sont sans doute coordonnées car té sienne s.
polai res , et leu rs modifiée s.
N Oli S d istinguons par tic ulièrement deu x ms - la trajr-rtogrephie act ive et la t ra jec-
tog ra phie passi ve - qu i diffèrent uniquement pal' la disponibilité de l'obs erva tio n sur la
distance. Si l'observa t ion concern ant la dist an ce entre le cap teur e t la cible est disponible,
il s'ag it du problème de tra ject ogra phie ac tiv e, et de t raj ectograph ie pass ive sin on.
La poursuite passive désigne la sit ua t ion où ne sont uti lbl 's que des cap te urs pas sifs ,
par exemp le le sonar, le suivi opti que e t le radar pass if. Il st' peu t qu' il y ait da ns
ce cas deux cat égories d' objecti fs . Le pre m ier but es t {le poursuivr e la cible dans le
domaine ang ulair e et de se con tenter de n'aoqué rh- qu e des informa tio ns partielles . Dan s
ce cas, nous con sidéro ns un système en dimension réduite qui es t observable en un sens
con vena ble . Le deuxième but est de reconstr uire l'é tat ent ier a part ir de l' observat ion
passi ve. Cette tâche n'es t pas toujours possible, pa rce que le pro blème de tra jectographie
passiv e condui t souvent à un systè me inobserva ble . Par exem ple , Il' sys tèm e corre spond ant
au cas où le porteur es t immo bile ct où la cib le est à vit esse co nstan te est to ujours
inobservab le, ce qui est intuitif du point de vue phys ique. lln e solut ion géomé t rique ...st
de localiser le mobile par un réseau conte na nt plusie urs cap teurs passifs. Cepe ndan t, si
l'ou veut résou d re ce probh-mo avec un seul cap teur , il fau t que le por te ur de cc capteu r
2 ,2. Pou r sui t e en li gne d r oil e
fasse une ma noeuv re (accélératio n relative non nuIll ' ). Tout cela signifie qu e l'analyse Je
l'observabilité jo ue un rôle imp ort an t. pe ur le prob lème d e la tr aj/"Clograp hie pass ive.
Da ns les secti ons suivantes , nous allons présent er les mo dèle s tes plus souvent ut ilisés
dans les syst emes de poursuite. Parmi eux, il y a des modèles qui som mathé mat iquement
équ ivalents, donc leurs propriétés fond amentale s (pal' exemp le J'observ abili té ) ne d épen
dent pas des coor données cho isies , mais les perfo rmanc es des observ a te urs corr espo ndants
peuvent en dépe ndre. C'es t Cf' qui nous il amen é rappder Il'S repr ésen ta tion s des modè les
en dimensions 2 el 3, dan s les cas act if e l pass if, dan s If's différentes coordonn ées.
2. 2 P o u r suit e e n lig n e d r oi t e
Le pro blème de poursuite en ligne droite est for mu lé en général pal' 14) •
(2.21
où Xl rep rése nte la pos it ion J e la cible. L'évolut ion (le .T I est J onc polynûmia !e en fon d ion
du tem ps
(2.3)
où (.ro, xo, .ro, est lin vecte ur constant représen tant l'é tat init ial En pre nan t
Z = (xo, .TO' :rD, comme vecteur e-t en pos ant
le systè me (2.2) s 'ecr it de ma nière rounne un syst ème instat ionnai re
1 i = (1
l, 'J = C(t) z (2.4)
Il est clair que le prob lème de po ursuite dans l'es pact' ou dans le plan peu t se r éduire
à celui en ligne droite si dans cer tain es coor données [o sys leme se divise en des chaîn es
indé pen da nte s. C 'est précisément ce qui se passe dan s les sys tè mes classiqu es rie poursu ite.
2.:J Mod èle d e t rajc ctogrn p h ie e n coordonn é e s
cartési ennes
Pour mo dé lise r la dynamique de la cible , il nous faut aquérir une info rmation comp lète sur
les caracté r-ist jques d.. la tr ajectoire dl" la cib le, ce (lui es t gén ér alement impossible. Il es t
a lors nécessair.. d 'a jout..r (les con tr aintes sur la manœ uvr abi lité de la cible. Ici nou s nous
rest reig nons an problème de pou rsuit e d'u ne cib le se déplaçan t à vit esse cons tante. Sous
C ha " . 2 . P rése nt a t io n du pro bl è me de t ra jectogra p hie
cet te contra int e. l'evolution du mo bile dan s l'espacl'' es t don née , en coo rdonées ca rtéa i
ennes, pa r
lx = v,= «,y ==i = v.v. = a , (2.51
ou " ., e t a, sont les composan te-s de I'ac r élération du porteur du cap te ur dans la
direct ion des t rois axes. Si le cap teur est immobile. I' évolurion de ce pro blème peut






u ccs Ecos F
II cos E sin r
v ein E (2.6)
(2.7)
L'o bser va t ion ...,t donnée phyaiqu em ent eu coordonnées polaires. Elle s'exprime ('0
fonction de l'et a t en coor don nées car tési enne, :
!
' = J?+!i"+?
a = al csio(J.r1+::I +zl)
Î = arc reu (;)
(2.8)
Un mobile à vitess e non cons tante peut SI' rep r ésente r par un systè me dynam ique de
dimension plus élf'vt"p. Par exem ple. dan s Il' CiW J'u ne cib lf' se dép laçant à accéléra t ion
consr anrc, on obtient un mo dele d 'état en dim ension 9
Pour la poursuite dan s le plan. le systè me (2.5) SI' réd uit il
(2.9)
2.4 . Mod èle d e t r a jectog r a p h ie e n coord onnées p ola i re s
et l'observa t ion est donnée par
{
' fi'+?
"( = arctan ( ;)
(2.10)
L'avant.age des coordonn ées car tés iennes est Iii.simplici té de la repr ésenra rion d'état
- (2.5) f"st un système linéaire station nair e. Elle nous pe rmet Je plus d'écrire l'équ a tion
dynamique d.. ma nière ana logue dans le cas g énéral . Quant au system e équivalent (2.6),
nous verrons plus loin qu 'une form e modi fiée conv ien t il la poursu ite rassiv!'.
2 .1 Modè le d e trajectog r ap h ie e n coordo n nées po-
la ir e s
L'évolution d 'un mobile il vitesse cons ta nt .. se présen t.. en coordonnées polai res pa r
T(a l + ;. 1 (05 2 0 ) + (Ur cos 0 (O S '" + 0 sin.., + v , sin 0)
- sin 2..,+ cos o sinocos Î - +
T 2 T
(2.11)
oü = esrla pro jection de la distance r da ns If' plan (D, x , y ). 0 11 se ram ène
à un sys tème dy namique de dimension 6.
Le sys t ème (2.11) se réd uit dans If"plan il
{
r -"'-
.:.; = - 2;' ; + - u, sinÎ)
(2.12)
D olUS ces coord on nées, l'obser vati on est linéaire. Cf" sys tême Mt utilisé pa r ce rtain e
aute urs pour obtenir une estimati on d'é ta t pl us prêc ise [21]. Mais la pris e en compte de
la dynam ique dt" la ctb l.- est beaucoup plu s com pliquée qu' en coo rdon nées car t ésie nnes,
sa uf dans (les cas par t iculier s .
2 .5 Mo d èle d e tra j e c t o g r ap h ie e n c o o r d o n n é e s po-
laire s m odifiées
Les coord onnées polaires modifiées (e n abrégé CP M) sont int roduites pa r [1J. Dans ces
coordonnées, la linéari té de I'observarion est con servée ct , lorsq ue Je système n' est pas
com plèt ement ob servab le, les com posantes observabl!:'s et inobscrvale s sont déco up lées ,
donnant lieu ainsi à un observa teu r tolérant aux pannes [L 56J. Ces coordonnées sont
10 C hap . 2 . Pr ése nt n rion du p roblème de t ra jectograp h ie
lIli l"5 da ns le problèm e de tr aj<"Clograp hie passive pour nôcupi-rt'r j'in form ati on conce rnant
la dietenre.
Pour la po ursuite dan s 1.. plan. on int rodu it 1.. reansfoema no n suivan te;
, 1
.1",..,1 =.,. z ,... 1 =i. I ....3 = ; . r,... 4 = ; •
Z,...1o .1",... 2. Z-', Z,...4 ln veria bles t'II coordonnées polAirE'S modi fiées. Le sys tè me
(2.12) devi ent :
{ . _ + r,.. -•."nr,. ,) ) _fI ) ( )z ,.... - ...3 +x,....( 1l,s inz'''' I+ u.. (o:s.r' ''' I) - I I>'" +gz, ... U-X,.....,.,x,....4
Il = .t ' ''' 1
12.13)
LlO' dt" la. repré s..nta t ion l'II coo rdonécs Î\.celle en CP M s 'e lfectue par
le diff éomorp hisme loca l suivent
er ct an ( ;)
::r;y - YI





Z-.l COSZ,.." - X_l s inx''''1
12. ")
Donc. (2.13) est équiv ale nt ....u mod ele en eooedon nées car tésienues (2.9) avec observation
passj ve .
Pour la po ursuite dan! I'ee pece, lt" vecteu r d'e tat est de dime nsion S. donne par
où r
(2. 15 )
2.5. Modèle de trajectographie en coordonnées polaires modifiées Il
est le vecteur unitaire le long de la direction dE' la




l'évolution de la dynamique
] (
0:Jx3 1
_ :r pm 4(1 U
(2.16)
OÙ Il = (Ur' "v- llz)T est l'accélération du port.eur dans la direction des trois axes.




)/3 = sin er
l'application de sortie est alors linéaire:
y =C,L·ln ll.
(
1 0 0 0 0 0 0 0 )
c = 0
0




La relation entre les variables en coordonnees cartésiennes
est donnée par:
Notons que le système (2.16) nes! équivalent au
cartésiennes car la t.ransforrnat.ion est unr- injection
locale.
et celles en CPM ;rp m
(2.19)
(2.5) ell coordonnées
et (2.19) une surjection






12 Chap. 2. Présentation du problème de trajectographie
C hap it re 3
R appel s su r l' observabilit é
3 .1 Pré sent a ti on général e
Cons idé rons Il"systè me
1 I = jl x , ..)l. y = h(x ) (3. 1)
ou x E et u E U'" sont l' état et l'en née d u système dynamique resp ect ivement, el
y E R' est l'observat.ion d 'état. .'JOlIS supp osons en géné ral que f . Rn X R'" ---> Rn el
h Rn ..... R' sont de-s appl ica t ions de cla sse Coo Pou r toute entr ée constante, f (x . ·) est
un ch am p de vecteurs de class e C"'" sur Rn,
La dynami qu e du système (3.1) peut ét.rc définie plus abstraitement su r une va riété
.r infiniment diff érenuabl.. de dimension n , el l'observat ion su r une varié té Y infin im en t
différent iable de dimension p. Alors I ct !I sont des coordon nées locales de X el de Y
resp ec tiv em ent , et (3.1) est une expression du syst em e dan s ces coo rdo nnees locales.
O n considère souv ent le cas particulier (les systemes affines , qui s'expri ment en coo r-
données locales sous la forme
{
I = fi ·' ) +t. ..,g,(x)
y = h( .r)
(3.2)
où f et 91 , 9... sont des cham ps de vecte urs sur une- vané t è X de classe C"'" et
h(· ) X .}" est une application de classe C*
3 .2 Obse rvabilité d e s sys tèm es no n linéa ir e s
Pou r les syst ème s non linéaires. div erses notio ns d'observabilit é peuvent êtr e définies el
étud iées (voir [26,33,44, 4,),79, 9 1]), suivant qu'on s' inter esse au pro blèmes de la r éalis e -
rien mi nimale ou de la construction d'un observateur. Nous résumons ici les prin cipales
ap pr oches .
D éfin it io n 3 . 1 [SOI COIlSldérollS le sy.>/èm e (3 , 1). U cur l'ifnt .. .r1, Xl E X so nt indistin-
.lJuo.blt$ -< i, pou r tou le ent r ée adml s-<rblc II. E li. U III! sous ellH mb1t th RP les t raj ecto ires
J;l
14 Cha p. 3 . R a p p e ls sur l' o bservnbillt é
du li partir des Imlla ur XI(tO ) = X I ri Zl(tO) = Xl dorment la millle sort ie
y(t) pou r toul l ;:: Iu. L 'ensembl e des poin ts Indistinguables d'tlll Xo de X fst noté 1D {.ro).
D éfinitio n 3.2 Le syrdeme (B.l) est ol1sH,t,tlble en Xo n t D(r ol t'st rédui t li 1'0 lui mime .
;; Ol [
fD (J'o) = {.TO}
Le s yste me (3.1) est ohserva ble si , pour lout .r E X , JV (x) = {x }
Soit r(xo, ,,(1)) la com be intégr ale du sys tème passa nt par Xo pour l'entrée admi ssible
,,(1). Soit li un SOIIS ensem ble de X Deux points r],X2 E U sont U-indistinguab les, si
pour tout T > aet toute ent rée ad missi ble Il telle que tes trajectoires 2"(1) dan s l' inte rva lle
[O.TI restent dans U'
1 = L 2. 1 E [0, TI
les sor t ies y (t) sont ident iques. L'ensem ble (10'5 points V-ind istingu ables dt".ro est nolé-
par ( Du (xo).
D éfini ti on 3.3 SOit :ro E X l j/) point de l 'espfl ft rl'étflt , On dit que le sys thne (.9,1)
est localem ent observable 1"11 -ru s'il e.rist e lm l'Ois llWyt ouvert U de Xo tel 9'1(; pour tou t
lIolsll la ge l/ de .10 contenu l ''IIIS U , JDv( I o) =:: {.roI On dit 1U 'U /I sys fi me est localem ent
observable, M, pour tout :r E X le syslime es t tocolem etü observa ble en :r.
La propriét é d'observabilité locale' que l'o n a défini plu s haut t'S I souven t app..l"'"
observabi lité fa ible par comparaison à l'observabili t édite [orle- 144) qui ne ser a pas utilisée
ici , Nous omet to ns J OllC dans la suite Il" qualifica t if -faible"
Noto ns F (X ) l'ensemble des cham ps de vecteurs de X Soit
P = {j(:r , li ) l u =:: const.]
On no te :F l' a lgèbre de Lie engend rée par r. c'es t-à-dire la plus pet ite sous-algèbre de
V (X ) co ntenant r F est ap pel ée l'algèbre de Lie de comm an dahilité. En to ut po int
I E X 1t.'S éléments dt' .F(I) son t des combinaisons linéa ires finies des crochets de Lie
ucr és 1 des élémen ts de r soit
F ( x ) (r} " (3 .3 )
(J;,_I.f;,1 JII r. E RI. f; E r . ] =:: 1. .s,;.1, 2: J • / 2: I )
Soit 1{ le plus pet it sous-es pace liné aire de C"" (X) contenant les fonct ions h l(x),
hp(:l' ) . qui est fermé pal' rapport à la d ériv ée dl" l .ie par rapport au x élém ent s cie :PJ
'Sur 1..,. flotl'l ;ons du cr<.>c hd.-le I.i" pt olela dO'1..., nOU$ nous pa r exe mpt .. à [4,1, 68).
3 .2 . Obs er vabil it é d e s sy st èm es non lin éai res
1{ est appelé l'espace d' obser vati on
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On défin it la codist ribu t.ion dH associée à 'H, appel ée cudistrihut ion d 'ob servabilit é,
com me qui à tou t point x E .\ fait cor respondre Je sous-e space vectoriel
d'H(x ) = 1 h E "H} de l'espace cotangen t T;X
Th éo r ème 3. 1 (con d it io n su ffisa n t e) [44) SI
dim {d"H(xoH = Ti • (3.5)
alors le (S . l) l'st localem ent en Xo De plus , s i (S.5) es t vér ifi é en tout
point J' E X alOl's lt' syslème est localem ent observable.
T h éo rème 3 .2 (Cond it ion né ce ssai re ) [44J Si le
able. alors il exis te un ouoert den se D C X tel que
toul,fo dans D.
T h é o rè m e 3 .3 [44J Si (.'], I) est tm sys tèlll f an alytiq ue el vér ifie
dim {F }I,.. = n, \Ix E X
est localement obse r-u-
soi t vér ifiée pour
alors est unc conâucao n écessaire et suJjisant e pou r que le systèm e soit localement
Pour le problème d 'observateur . les en tré es du syst eme son t génér aleme nt de-s fonctions
du tem ps. Ce qu i nous intéresse dans ce cas est de pouvo ir dist inguer des t ra jecto ires
engen dr ées par chaque entrée u donnée , dépe ndant du tem ps. alors que dan s les dé finit ions
précéde ntes, on les traj ectoires pour au moins une ent rée. C 'est
pourquoi la notion d'ent rée introduite.
D éll n it ion 3.4 Une entree u [to, TJ --+ li di/ /.' unic crsclle si pour tout couple d'ét als
XI et x z, on li i pour all m 011ls lin t E [10. TI
L'e xistence J e telles ent rées a été ét udiée pa r Cras seli et Isidori [361 pour les sys-
les systèm es échant i llonnés décrits par des re lati ons
pc Sussmann pou r les sys tè mes en
résu lt ats es t que ces ent rées est dense dans des
ent rees admissibles pour une topologie convena ble.
Lorsqu 'of) analyse l'o bser vabilité pour une en trée ut l). il nous fau t adapte r la définitio n
de la dér ivée d... Lie. En t comme une variabl e supp lémentair e. la dynamique du
sys tème (3.1) peut for me autonome:
[3.6)
16 C h a p . 3 . R ap p el s s u r ]'o h:o; t>rv RhiJit p
Nous donc po uvon s définir un champ de vect eurs associé à (3.6) pa r
t, =' ]( X,U)#;. +
r-t la c1;rivi-e de Lie de h par rappor t au champ de vecteu rs f ..es t do nnée par
ah ah
LJ. h = a;f + ai
Introduisons la défin iti on de la codis tribution d 'obscrveblüté [45, 681 par la récurr ence
suivant e
En nota nt les dimens ions de S' pa r ri" nous pouvons définir pour tout i , '10 = " 0. Ti, =
n, - ",-1 On montre facilem ent qu e la suite {no, " I" . .} es t non croi ssant e. Nous
po uvons donc définir:
k, = cerd j s, l,j 2': O} , ;:: J
qui vérifient k1 2: 2: k,. et k, :5 Il . Les k, sont appelé s indic es d'observabil ité.
Nous pouvons maintenant donner la définit ion d'un ifor me obser vabil ité.
D é fin iti o n 3 .5 On dit que le systeme (3. 1) (s i unij ormément localement IJbMT1'fl b1r 01
x pou r t'en tre e réguliere Il [to, T] >-------> U . .,;'Il u iste d, s /.:1 2:: 2:: 2:: k p 2:': 0
vénfi ant k, = n el un voiSinage U dt .f Id qm;
i = l , , p;j = 0, ,k, - 1}(z ) = fi (3.7)
po ur lou l .r E U et pour tout t E [tc. T ]
De plus, 0/1 dit que le ,.y,. if me (9_1) est complèteme nt ulllformimlll/ localement oh-
sel'l!obh en x .si (3 . 7) est vénfià pou r une farmll r d 'enh'Fes anml$slbles.
Un crit ère po ur vérifier l'uniforme observ abilité. int rod uit par Williarnson [911 pour
les sys li 'mes bi linéa ires et généralisée pal Gauth ie r e t Born erd [33] pour les aystè mes non
lin éaire s , correspond à l'exis tenc e de coord onn ées da ns lesq uelles le sys t;'me s'e xprime SOII S
une form e diu ' canon ique. po ur laqu elle la constructio n d'o bservate ur est cons idé ra ble ment
simplifi ée. Not amment , dan s le cas mon o-sorti e , les cha m ps de vecte urs de la forme
cano niq ue d'o bservabilit é associée au système (3.2) sont t riangulaires et affines en l'en t rée
u.
T h éo eëm e 3 .4 [3:3, 35] Le .•y.•t ème mono -sorti r (3.2) l'si diff fo/ll OI'l,he il un systèm e de
IIJ[arme :
(3.8)
$1 et seulemen t si (3.!!) est ull/form ime lit obscrvllbll' pou r toute entree.
Dan s le problème de tra ject ographie, le por teur peut m anœ uvre r dans la limite des
contr -ainte-s d 'ac célé ra tio n imp osées pa r la nature du porteu r (ba teau tr aînant une a n-
tenne, radar em bar qué sur un avion , et c. ], ce qUÎ permet d ' ut iliser sur des durées , bien
que relati vement cou rte s l' II g énéral. de , r-ntréos universelles . C'es t po urquo i nous nous
intére ssons part.iculièrernen t la not ion d 'uniforme ob serva bilité.
3 .3 . O b ser va b ili t é d es systèm es l in éa ir es iust a tiouu ai res 17
3 .3 Observabilité d e s sys tètnes linéaires in stat io n-
naires
3.3 .1 Obse rvabilité d es sya tèmes lluéai re s à temps var ia b le no n
s ingu fie rs
Consid érons un syst ème linéai re il temp s varia ble non singulier
{
i = A(t ).r
v = C(t)x (3.9)
ou x E Rn y E e t .1 E "nxn x H et. C E )( H sont des mat rices dont tous
les élém en ts sont des fonc tions réel!..s born ées pou r t E J C R. La définition clas sique
d'observab ilit é po ur un tel systè me est qu 'on est capable de déterm iner de maniè re uniqu e
l'é ta t ini tial ,T O = x (to ) à pal Lil d'observations dans un inte rvalle fini y" t € J C R, J un
intervalle dt' tem ps conte nant 10. Si cette cond iti on n' es t pas vérifiée, le sys tè me est d it
inobserveble.
Nous pou vons écrir e explicite ment la sortie du sys teme (3,9)
11 ' = C(t) 'fl(f, fo)J"o, f to (3.10 )
où $ (/ ' /0) est la matric e de tra nsition liée à A (I). A l'a ide de la notion de G ram nne n
J 'obsen mblllU défini par [471
(3.11)
ce qui don ne, si ce dern ie r est inversible peur 1 E J
(3 12)
Une cond it ion nécessair e et suffisante pour que le sys tème (3.9) soit obs er va ble est donc
q ue le Cr ammien d'observabili té soi t inversible pou r tout 1 E 1
Clair em ent , les notions d 'obse rva bilité int rodu ites clans le pa ragr aphe pr éc édent en
non lin éaire coïnciden t diU1Sle cas lin éaire-o ù l'obse rvabilité l'st ind épendan te des entrées.
En effe t, la sort ie d 'un sys tè me com mandé
{
.è "" .4(t) z + B(t )u
!I = ('(1 ).1'
es t donné e pal'
donc
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D' Ol! notre remar que.
C h a p . 3 . Ra ppels su r l 'o bse r va b il it é
On conclut que pour étud ier l'obser va bili té d 'un sys tème lin éaire, il su ffit de considé rer
le cas sans commande (3.9).
Un autre po ur l'obser vabi lit é de systèm es liné ai res non singuliers est
donné pal
T h éor è m e 3 .5 [4-7, 76J lntro dsusone t'opérate ur slIi mmt
G(l )
ftC (t) +C (t) A(t)
+ (t. :-1C(t »)A(t). k:::: 2
(3.13)
Alors le systèm e (3.9) cs! observable à l'instant ini tiai to et s eulement si
dim{ô : C(lol 1k 2:O} = fi (3.14)
T h éor ème 3 .6 [L6, 761
(1) SI k = 0, 1, , n - I l = n pour un c c t alors If Grammiend"',,,,,,,,',,I'" ,G.I.,. /,1 est unI' ma /nce non smg1!/ière.
,n -e L] = n tout t E 1, si ft seulement si
pOUT to ul ndcr oal i e (1" I,le 1
Dans le cas sta tionnaire , l' observa bilit é définie pa r la con dit ion de rang de Kalm an et










3 .3 . O b se r vab ili t é d es sy s t èmes lin éaire s ln sra tt on n al - es
et en écrivant
f (t . x ) = + A(O:r§;
le champ de vecteurs associé à. (3. 15).
11,( 1, x) = C, (I )T. j = 1, .P
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les applioat.ions de sor tie. la condition (le fang d'o bserve bilité loca le que nous avons pr ésen-
tée plus haut t'st équivalente à
x) 1 i = L .1); k ;:: O} = n V(t.x ) E / x X (3.16)
Par un calcul direct . nous pouvons
la codis tri hutio n d'ob serv abilité do nnée par (3 .16) ét ant indé pen dante de J'.
3 .3 .2 Obse rvabilit é du l in éa r-is é tangent des sy s t è mes
linéaires
Dan s Ce par agraphe. nous e t ud ions l'observabi lité d 'un type part iculier de systèmes
liné ai res ins t.atio nnaires obt ..nua pa l' linéari sa t ion tangente de sys tèmes non linéaires de
la forme (3.1).
Soi t i( t) une tr ajectoi re no minale-à par ti r de l'é tat initia l i(to ) et de l'entrée urt) . En
notan t
= J' - J:'.
"" y -y.
le linéi'lrisé tangl'nt nf' (3. J) le long de la t rajectoir e i (· ) est do nné pal
(3.17)
!t.. = =
sont les J acobiens de f(I . u) et de h(.rl par rap port â .E.
Puisque (3.17) est un syslè me lineaire inst at ion nair e. les cri t ères d 'observabilité que
nous avo ns présentes dans It' paragra ptw ]'1'Ù"l"<!enl s'a ppliquent.
Prop o sit io n 3 .7 Si (3.1 ) r.'/ 1'K:..lnu Hlt unifor mément ob:,;ert'ab/e, et que la traj ectoi re
no min nlc reste to ujours .I<lu,. le ,lQl/w ilie observa ble à pa rt ir de l' état iTiitial ct t' entr ée u de
class e C" dnTl.'l [tu,TI, 1..' fi",:,,,';"" 11I1I!JI,tll le I01lg de cette trajectoire est
drms l'i n /er V(llh Ito•TI tin...if.'! mr/1lF .• indire» J ·oiJsen)(Jbiliti.
20 C h<lp. :l . Ha ppels. su r l' ob se r vabilité
P r eu ve Montrons qur la cod istr ibut ion d'uniforme observabili t édu sys tème origi na l es t
identique il. celle du linéa risé tangent dan s un domaine convena ble.
La cod ist rib ution d 'observabili t é uniforme ML définie par
0 ;; {l.}. dh, l i ;; 1. , p; j ;; O" . . k, - I}
Si li est de class e défin issons




az iJr 8x al:
a (Lf. dh, )?l + fT .!:!..- ( Ô(Lf ..dh,))T




ih: ar d.T rh:
+fiT(!!- (8(L::'dh.1)T)T , = 1. .p, ' = 1.2. ..
Dit d:r
D 'a ut re pa rt , en substituant ô fj ô x à A(I) et ah,jor il c,(t) . nou s obteno ns
L' dh 1;; 1. .p: k 2;Of" ' [J:r
d 'o ù le résult at .
R e rn a r -que 3 .1 L 'inverse de cell e proposvtum est vrai en UT j cutai" sens (voir ( 79, !l6j) .
PrÜ l,Qfm rnl , si le linéarIsé lan gent d 'un systeme nan linéai re le long de la trajectoire.ll
est tota lem ent observaMe dans "inten'all e du temps [to, TI , nlors Ir sy,Qth ,lf' original ('fIali
lininil'e ) est: observable en x ..,.




Comrne dans le cas stationnaire (linéaire ou lion linéaire). on peut définir des formes dites
par abus de en vue d'étendrf' les techniques linéaires associées à de
telles Notamment. ces Ull rôle important dans l'étude des systèmes
instat.ionnaires et dans la construction des observateurs . Nous présenterons d'abord les
formes canoniques [9, 7/'i, 76], ct nous étendrons ensuite ces
résultats au cas le cas stationnaire par exemple par Kailath
[47]. Nous donnerons url pour déterminer le changement de coordonnées









t = ( 1 0 0)




C = ( o 0 1)
où i = 1 .... 11 sont localement des fonctions
qUE' la matrice (l'observabili1.p du système est définie par:
Sous forme canonique observateur. UOLIS pouvons déduire par Ull calcul direct que la
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[ 1 )ql.lQ" 1 q,,- q..- u
Q" _1 'O_1
t>;C = ( q•.• '1.....- 1 Q" .2 q.,)
._ t + l k




La matrice d'obs ervabilit é de la forme canouiqne <l'observabi lité est donc to ut sim ple-
men t la ma trice identité .
T héo r èm e 3.8 [9, 75) Le systeme (9.9) dans le CIl S mono-sortie admet la f orm e canQnique
Ob!;;f f Vul e u r SI et seulement S I
pour tout l E [1o, TI.
P r e u ve ; Nùe5ifdé. Supposo ns que le système (3.9 ) adme tte la forme canoniqu e observa-
teur . A lors il existe une t ra nsformation inversible z = H (l )x , les éléments de 11'1 matrice
inve rsihle H(I) éta nt dt' ç),"\.SS(' C l dans [tn.Tl, de sorte que (3.9 ) est mis sous forme
ca noni que observateur (3.18) avec
A(f) = H (t) A( f )Il- 1( t) + H(t)H - 1(t )
C(!) '" C(t)JI -1(t )
Étalll donné que
e t que
( HA H - 1 + HH-I)




3. 3 . Obse rv a bi lit é d t.'s syst pm es lin éa i res in s tationn ;li re s
il vie nt
Q,It ) Q, JJ(II VI E ltc.TI
P uisq ue (J" et }f (i ) sont invers ibles pour 1 E [re, TI, l'e sc.
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S uffisanl :t. La démonstrat ion de la par t ie su ffisant e est fa it e de manière const ruct ive. Si
(3.9) es t to ta leme nt ob servable pour 1 E [10 , TI.et que Q" es t la matrice d 'o bser vabili t é
de (3.18), la m at rice définit' par
H I' ) (3.22)
est inversibl e pour t E [tc, 11 er n'est rien d'an tr e que la tre nsfurm atio n rec her chée . Pou r
pro uver que l'obser vab ilité est une cond it ion suffi.•ant e , il su tfil de vérifier q u'il ex iste un
ensemble uni que de coêfficic nrs a, vérifi an t
(:1.23)
1' .24)
L' unicité de (3.24 ) est évide nt e. En posant W (t) = H - l (t) , (3.23) devien t
W A = - Ii·' + A W
Soient la ,.... colon ne de H' et /1 = (/I I' ,fl ,,)T (3.2,5) peut se rééc rir e comm e
W" = - Ül ,, _ l - lt',, )
+ ( .1W1 ,4W2 A W.._1 A W.. )
En com parant les deux me-mbres de l'équ at ion ci-des sus . nous obtenons
La premiè re colonne de-W est donnee par
puisque
w Q;'Q .





Alors. W se détermine par récurrenc e par (3.16) à pa rt ir du vect eur H') donné par (3.28),
el tes coefficients a, sont détermi nés uniquem ent par (3.27) .
F'ina.lement , on peul vérifi er dire ctem ent q ue les éléme nt s de Q; I(I), el don c de W (t ).
ainsi qu e son inverse H (t ). sont bien défini s loca lement . •
2 1 C ha p . 3 . R ap pe ls su r l' o bse r va b il it é
Passons ma intenant au cas muhl-sorties . Un système (3 .18) est dit sous for me ca non








o 0 i 0::: l , . p






C, ( 0 () J li d , i= 1, ,jl
011 k, = 1/ . et , = 1. ,P , ) =;= 1. , 11,sont des éléme nts éven tu elleme nt non
nuls.
Noto ns tout d 'a bord qu e da ns le cas muln-sonlcs une di fficulté su pplé men tair e es t due
a u fait qu'une tran sform ation non singuliè re de sor tie'! est g énéralement nécess aire afin de
mettre le système sous forme can onique défin ie par (3 .18). On indiqu.. com ment calc ule r
cette tra nsformati on" ta fin (le cette section
253 .3 . O bscrveb ili té d es sys t èm es linénircs.;.";::" ;:;' a,,' :;;io"'''';::'";:;ir;:;,,'- --''''
Dans le cas mult i-sor t ies . si le sys tème es t observable , no us avons = !I.
Il se peu t alor s qu'il exis te plusie urs sous-ma trices dl" I"ang plein. Donc la matri ce
d'o bservabilité nf' peut pas d étermin er une forme canonique observateu r de m an ière
unique . POlir t rouve r la condition d'e xistenc .. d'une telle form e ca noniq ue o hser vate ur
ainsi que la t ranforma tion de coordo nnées, nous devons ajo ute r des con trai ntes supplé-
ment.airr-s à la condi tio n d 'observabilit é. [] es t éviden t que l'obser vabilité es t une cond it ion
néces sa ire po ur qu \ LnC forme canonique existe, Res le don c à t rouve r le cha ngem ent de
coordon née s.
Supposons qu' il exist e une suit e d 'enti ers {kr, . satisfaisant k, = TI tell e
que la sous-marnee d'observabilité
Q,
soi t de ra ng ple in
rang Q. =. '1 (3.29)
m , == '2..:, kJ mo "" 0 I/Ip == 71 } "" 1
,.,
, p
La matrice J 'o bserva bil ité du syst ème sous form .. canonique observateur s'éc rit
a a 1 0 Il 0
a 0 Ijl,m , Q1."'.
a
'1".'''' ._1 +1
0 1 q,,'t - l."', 1"" . _1+1
1 1 ",.2 Ij"" m q", ,m
0 0 a 0 1
a 0 '1",. _,+1·"'1 a a '1...,+2.....
'1.... _ , +3,,,.,
0 1
'1.... - 1.... .
a q"'•.4, _ l .+1 1 1.....m. _l +1 '1... ,....
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où les q,.} représ entent des éléments évent uelleme nt non nuls. Alor s Q,es t d.. fa llg plein .
quel les que soient les valeur s de q',J"
Parm i tous les che ix qui res tent à not re- disposit ion pour obte nir une for me canon-
ique, nous allo ns présenter deux schéma s po ur déterminer la sous-ma tri ce d'o bservabili té
à l'aide d' un rabl ..au appe lé di agram me d'Young qu'on util ise pour les systè me s st at ion -
naires [47]. CE'tableau est comp osé par p colonnes re présent ant l..s lign es de la m at rice
dl"sor tie C(t) ct Il lignes repr ésen tant les opérateur s qlW nous avons définis au début
de ce cha pitre. La (i , j) ième cellu le représe nte donc l'opéee tion
S chéma 1. L.- premier schéma choi sit le-s lignes de la sous- matrice d'o bservabilité par
la construc tion du t ableau suivant. NOliS cornrnençon s par = Cl e t l ' Indiq uon s en
me t tan t une croi x dans la cellule (l. ]) . Ensuit!' . si es t linéaireme nt indépendant de
Cl, nous mett ons une cro ix clans celt e cellule , e t nous con tinuo ns ce processus j usqu 'au
momen t où nous t rouvons Ill! Cl qui est liné nirement d épendant des lignes qu e no us
avons déjà rem plies. Dan s ce cas . 0 11 md un 0 ,Ians la cellule (kt . I ). Si k) < n , nous con -
t inuons 1(' même"procé dé pour la de uxièm e colonne- r-t nous ar rêtons ail mom en t où nous
tro uvons k, = 11lignes ind épend antes . Cl' es t présent é da ns la figure 3.1.
,








Figure 3.1: Diagram me d 'Young du schéma 1.
Dan s ce schéma , la sélect ion des lignes indépe ndantes est effeç tuée ,If' haut en bas sur
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la matrice
Schéma Il . CI"sch éma sélecrionne les vect eurs pa r c'est-à-dire que nous ga rdon s
les p premiè res lignes de la ma t rice d'observabi lit" et mettons un 0 dans la cellule cor-
res pondant à la ligne qui M pl"nci linéair ..ment des lignes préc éden tes. Nom cher chons
ensu ite les nou velles lignf"!l Indépendantes j usq u'a u mome nt où nous trouvons = ri


















Figure 3.2: Diagra m me d'Young du schéma IL
Dans re serond schéma , la sélect ion des lignes indépe ndantes pst effectuée da ns l'o rd re
de haut en bas sur Ill.mat rice
(
c )".cQ =
OiUl!! le CM où 1. = 1.2 = = 1., . les deux sehémas précédent s se rarn ètlt'nt à la mèm ..
sous-matrice d 'obse rvabilit é.
28 C ha p. 3 . R app ele s ur- l'obse rva bilité
Comme dans le cas mo no-sor tie , la t ra nsformation de coordonnées es t donnée pa r
T Q;' Q. 0" IV =Q;'Q, ,
li/ A = +
Alors , si nous notons IV} la J m" colonne de W , nous avons
Il nous rest e à choi sir les vecte urs initiaux W"". 1 = 0, , p - l , pou r acheve r I{' calc ul.
Com me W est déterminé uniq uement par .4. nous pouvon s en par ti culier choi sir il de
telle sor te que la ma trice d' observabilité vérifie
Q.e...,_, = te"" i = 1. .p
où cJ represente le vecteur un ité avec 1 dan s la posit ion j Llo m '_l -ème colonne {je la
m an-iee d'observa bilité est donc un vecteur unité ave c 1 Ja ns la. position m, . Les él ém..nts
res ta nts de cette colon ne ainsi qu e ce-ux correspon dant a A son t nuls. L'initialisat ion de
l'algorit hm e (3.30) est do nc donnée pa r
(3.32 )
Noton s que dans le cas mult.i-sor ties , 1".ma trice de sort ie ë =C W n'est pas Iorcéme nt
sou s forme définie dans (3.18). Cepend ant , par un cho ix conv ena ble dl:' base, OIL peut




Ct, 2 0 0 j 0
o ct,p 0 o Ck,p 0 1
Faison s un changement de sor tie
f; = Gy
alor s , comme c est l r iAflgu lai rf"su périe ure. on peut t rouver une matric e G inversible telle
que, J ans les nouve lles coo rdonnées. la matrice de "Oll ie
C:' = cC
est sous forme souhaitée.
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:lA Anal y se d e l ' o bse r va b il it é d e s p r o b lèmes d e t ra -
j e c t ogra p h ie
3 .4 .1 T rajectograp hie e n repère fixe
3. 1. 1. 1 C liS act if
Con sidérons d'a bordle syst ème composé de (2.5) et (2.8).
Pour vér ifier l'o bserva bilit é [uniforme] J 'un lei sys teme nous dét erminons la di mension
de la codts rr lbut ion
Par un ca lcu l dir ect nous obt enons
(- '- .o,_ Y_ ,o,- '- ,o)JT!+7+?
__" _ _
'
il v ,1' 2 + t'di - Zl -t'r - Z )
vr-+? 2 ' J (x 2 + !/' + z : )3 . .,)x 1 + yi + z l
(
- ,ex - Y' .Ji"+? )
(x 2 + y2 + lI) v'JT+?,0. (X2 + !l2 + .;:2) (1'2 + yJ + Z2) ' 0
+ ZX 2!12 _ Zy 4 _ ZJ!/) + l'\I(3zy.x3 +3X Z y 3 + Xy l3 )
(:r2 + y2 + .;:2)2 jïJl+ 1/ )3
+ v, (.r·\ :l + Xy l;;2 _ _ 2.t·1.'12 - -_rx _
(.1"1 + y I + z2/ V (x l + y2j3 • (.1"2 + y 2 +
V..(3YZX3 + 3Z X y 3 + .ry l 3 ) + _:-.r4 + ZX2y 2 +2Zy 4 _ X3 Z3 )
(Xl + )/2 + .:;2)2 J (x2 + y2)3
V.{YX 2Z2 + y3.;:2 _ y.z4 _ 2.r1!/ _ -y z
+ ( X2 + y 2 + z2i-l(x2 + y2 )3 . (1'2 + y 2 + ;:2)
_ U.( X3 + .ry2 _ x.z 2) +V,,(yx 'l + y3 _ YZ2) + + y2)
( r 2 + y2 + .:-2)2 J (l"l + y2)3 , X2 + yl + Z2
(- J ' } :y2' 0. O•O)
(
_ !l 2 ) + 2J·Yv. - v _ 11.(.1'2 _ !l 2 ) _ 2ryv".r )
(X2 + y2j2 (l"1 + y2J'
Clairem en t , (dh ,dLJh ) est de rang plein alors (J II (" l' accélérat ion a ap para ît une dériv e-
tio n plus tard. La comma n de il l" peu t donc pas faire chut er If" ra ng, c'es t-à-dir e que
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l'observabilité de ce système ne dépend pas de l'entrée. Il en résulte que .le svsteme (:2.5)
est localement uniformément observable ainsi que localement
ment avec les indices d'observabilité = k2 =
cie l'axe des z en y
définie.
L'observabilité de 1:25) peut être vérifiée directement par le [ai t qu'iJ existe un difféo-
morphisme local
TCOSO"COS,
r cos o siu j
r sin o
permettant de reconstruire l'état il.partir des observations (7\ ,. 0")et leurs dérivées cie Lie
par rapport aux champs de vecteurs définis par (2.5) [57].
3.4.1.2 Cas passif
l = {px(). Ày(-), ),z(· J.L(·). r(-), ),v(·)) 1 x E IR} (3.34)
est contenue dans une sous-variété inobservable passant pa.r (x. y, z , L:,r, v). L'ensemble
1 peut aussi s'exprimer












et Iii sotl,s, var iité m obscrvabtc pa.s.>un/ [Jar tou t pOInt est âonn ee 11fI1" (3 .:14) .
Not on s:
( 1 = ; (1 = (3 = = E r
el rappelons que comme u es t ccnstente. nous d éduiso ns de (2 .0)
1




et l'o bse rvation s'exprime l' Il fonct ion des nouvelle s variables
(3.43)
(3.11)
D'eprèe le th éor ème 3.9 , le sys teme (3.43) est loca lem ent observab le à par t ir de
l'o bserva t ion (3.41) seuf aux point s corres pondent à l 'axe des z,
Nous rema rquons finalem ent qu .. cor nm.. l'obscrvablilit é ne dépend pas des coor do n
nr..s, la propriété d'observa bilité ne chang e pas pour les autr es m odèles qui sont localemen t
difféomo rphes à.celui expr imé en coordonn ées cart ésiennes.
3 .4 .2 'I'rajecto g rnphie pass ive e n rep ère mobile
Nous con sidéro ns le cas où le capte-ur pass if es t t.rainé par (ou em ba rqué sur) un porteur
mob ile . Nous faison s en plus les hypotbèses suivantes
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• L'en sem ble "cap te ur r ius por te ur" est un objet r igide dont le cen t re de gravité est
soum is à une accéléra tion connue.
• L(" por teu r est ca pa ble de faire-des man œu vres arb it ra ires .
Notons qu 'en pr a t ique la seco nde hypo th èse n'est vérifiée que pendant des durées lim -
itées pour des raisons énerg ét iques évidentes . L'analyse qui su it se ra donc nat ur ellement
restrein te a ux inte rvalles de temps concs pond ants .
Nous étu dions le sys tème en coordonnées polaires modifi ées.
3.4 .2 . 1 Poursuite d a ns 1(' p lan
Un cr it ère algéh riq ue pour l'observabilit é du systè me J e poursuite en dimension 2 est
donn é da ns le théorème sui van t
3. 10 /1.581 Le de pours uite passlt'r en dlmo lslOn 2 (2.13) est un i·
[a rm em en t obs t n Jabie pou r la comma ndr u Ito, l l l - H2 " 1 d H tde m t1lt s i
(3.45)
OÙ "f est de t'azimut.
C o r o lla ir e 3 . 1 1 Les C01dl/Wrt S su il'an ll"S • ont éqlllv a/elltcs
(Il) J. 'a al tl les entrées du sys/è me vénjù:n t
ou de manière équiva/ellte "Il COO,-dOll ll ÙS pol aires modifiù s
fiX: "'l (Ur cos I p....l +Uv sin .r"rnl) + GX pm2:rpm3(U r sin I prn! - cos T"",I)
+ 3.r,,"'4(Ur sin I p.... ! - :1:""'1)2 + sin .rpml - cos r"",d := 0
(3.47)
3.4 .2 .2 P ou rsui t e d a n s l te-ap nce
Po ur vérifier la. prop rié té d' observa bilit é correspon dant au pro blème de poursuite passive
da ns l'espace, no us pr ésen lo ns les princip alt"Spro p rié té s d u vecte ur un ité de LDV
Le m m e 3 . 12 [391 L.. vecteu r unll é de 1.01' l' les relation» SlI i l}(Hl l e.5
(1'i,T)r
(1 - ffT) r :: 0
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R em a r q u e 3.2 (3 .50) imp[iqut' qllt' ft' l' fctfl lr t es! toujo urs orthogonal à r . Nous en
dédl1l$OflS i mmédla/t'mcfl t




R emarqu e 3 .3 La ma/n ee t' fT projctte tous le" vecteurs sur la droite LDV, par contre
la mat rice (l - i'fT ) projet te fous les vecteurs sur l'espace M thognnal à la droite LDV
L 'acti on de »rr et (1- rfT ) SlI r IHl vecteur v est repristlltie Ilur la fi!JUrt' 9.9
F igure .1.:J: Inte rprét at ion géornétriq ue- de rfT el de (1 _ rr T).
La ma tri ce d'ob servabilité Q" assoc iée au systeme 12.16)
F (x p", . u) = f (x , ," ) + 9(. 1",")u
avec l'obse rvation (2.17) est donnée par:
=. ...) +n (r , ..., u )
'10 31 - (X;"'1.rp...
>l' J2 - 2x" m JJh 3 -
oJ.o JJ - 2 .l"pm J
'4 C hai>. 3. R appe ls su r l 'o bse r va b ilit é
+ X pml l l T )
- ( 1 -
P r-op osit lc u 3 .13 CQIlSldéron." le sytème (2. / 6) UVH' obeernat ion passive, fi/ors
(i ) ce sys tè mr est ino iJsert'fl b1e s i Il = O. 0 11 sr Il t .:ild(Jr/s la direct ion de LD V
(ii) ,;;i 11 f 0, ce systèm e esl localemen t un if ()rm b n n l / observable ",j 1'f1r.r.i/érat inll dll
port eur n 'est pliS dans le 1'/flll t'ugendré parles vecteu rs rd r.
P re u ve : (i) L.. sys tè me pst clai rement inobserv able l'our 11 = 0, puisqu 'a lor s H(x , u) est
nu lle . e t [a m at rice d'observa bilité dé finie par (:3.53) nt>peut donc pa s êtr e de rang p lein.
D'aut re par t , si 11 est da ns la direction de LDV, alors (1 - ';:f T )u = 0, donc Il H = O. De
plus. r = 0, c'es t -à-dire Ipm2 '" 0, d'ou Ill)] = 0, \lIJ1 = O. Ijl n = - 2 .1:p...3 1 1:'1 Qo n 'es t pas
de plein rang .
( ii) Si tt n 'est pas dans le plan engend ré par par les vecteurs f el i , alors f el (1 - frT )u
ne som pas parallèles et la sou s-ma tri ce (\}IJ,3.n:H ) csr de r/lng plein ai nsi que"Q o' •
D' après Ce" qu i précèd e. les manœ uvres adm issibles du porte ur con sisten t , pou r ne pa s
dé tr ui re l'ob servab ilité , à ne jamais maint en ir la t rajecto ire d u porte ur da ns la dir ec t ion
de la ligne de visée .
3 .4. 2.3 Cas d é générés
Lorsque l'accélé ratio n du porteur est nulle . c'es t-a -dire 1.1 = O. le syst ème (2. 16 pe ut être
l'i-du iL CD élimi nan t la vari ab le
) = flx ,. ! (3.54)
P ro p os i t ion 3 . H Le s ystème (3.54) nuee obsrrt'ah on p a SSIt 't est 10ClJemeni ob:>trt'able
M et seetcment SI i- Q.
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Alors r p"lz # 0 est une condition suffisant!" pou r que Qo soit de rang plein . Dans Cf" la
liste des indices d'obs er vabilit éest (3, 2. 2 ). Sinon. si .fJ""z= O. le système (3.54) dégén;'r e
donc 11\ conditi on est nécessaire .
(3.55)
•
R em ar q u e 3 .4 Comp/ t . tenu du fa it qUt dans ft syst fmf (2 .16) III com posa nte x,,"'4
n'intervient pas daus les équations tifS aut res vlln ab/es, il n'y 11. pas lin; Ife dùtinguer,
lorsquf li = 0, entre lt cas ,.,rile capteur se dfplace il vitesse const nntr et celui oû lt cap.
teur est Imm obile. Notons quc .L p m Z 1-0 imp llqUt qut: la droite joi.qnant le port eur
el/a ciblt: Il e passe pas par l'origine .
C ha r. 3 . Rap pel s s ur l'ob se rva bil ité-
C hap itre 4
R appels s ur les obse rvateurs
4 .1 Obse r vateurs a syrn pto ti q u cs
Un obse rvateur d u système (3.1) est un sp tèmt"dyn amique qui ser t à recou st.ituer l'état
x( t) étant do nnées les observat ions y(s ). $ t. P r éclsemeut
Dé fin it ion 4 .1 a sympt.ot.lq ue} Le $!}sti me dynam Ique
i"" \t,(r . u . y) (4.1)
avrc i E Rn et lb : Rn )(Hon X RP ...... dt ctnsse CO<> est npTldi ob"eTt'Cdeur
locel. si les w naltiOJl!Jsuil'untessonl .,infiées
(i) si pour IHI to, i( lo) "" x( ia). alors x( i) = .l:(t) pour tou l t 2': 10 et u admissiMe .
(ii) sü existe un uoisiu agf ouved de l'origine U C Rn id que pour initiale Z to -
i l. EU on ait x , - i , EU Vi 2': tu. et ,l-.!.IJl II·T, - i.1I = O.
Le systi mf (,f .1) esl un obsen'ateu r flsy mpf oll 'l ll f y!obru, SI dan» la conditi on (ii) on
remp /au U par R"
Des définitions d'observateurs plus générales ont été introd uites , en part iculier , dan s
le Cil$ où l'estimée n'est pas directement l'étal du sys tè me mai s une sortie d'un
syst ème dy nami que comparable à (4. 1). La définit ion 4. 1 es t suffisamment générale pour
nos besoi ns.
Pour préc iser la vitesse de conver gence d'un observateu r. nous int rodu isons la défini tion
suivan te
Ot>fin ition 4.2 Le systèm e {4./ } l'si nppeU un exponentid focal si la rondl -
1i001 (t}e.5t vil'ljlic, et
(iii) s ï / existe des ron etn ntes posit ives AI 1'1 0 Ie/hs ql/e
pOlir X l o - E li , U lin 1IOisIIIIIge ou uer! de { 'ongl llf: .
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L 'obMrva/eur erpo nrn t sel global est défini d( fIli/llr jl/fOIl fil l'/,fIlp{IICilTll U par l' espace
entrer.
Nous pouv on s apporter quelq ues précisions à la st ruc tu re d' un obs ervateu r
non lineaire, en particulier à pa rti r de la condition (i).
T hé o rè m e 4 .1 [50, 921 S"PPo$ons qu,. N./) est IHl obsen'flieu r du (3. 1), li
"ttlli em b/e ries entrées admiMl bles. Alo,'';': la condi tio Ji (i) est vé rifiù St et seulemen t si 1P
véri/h
W(i, TI, y) "" fCi ,ll) + !-(i,y.u) (4 .2)
Qllk : x Hm XRI' ..... H" de clas se Coo el>! i d que
k(i,h(i) ,u) = 0 Vi E R" Vu E U (4..1)
LI"th éorème 4. 1 nous permet de décrire la forme géné rale de l 'observa teur non l inéa ire :
j = f( i . u ) + k(.r.lI , "(x» i( to) = i D (4.4)
Une expression approxi mative de k(.l , <J , y ) s'écri t localem en t k( i, ully - h(i:)). Dans
ce ca.., on appelle k(i , u) le gain de l'ob servateu r el (y - h(i:) ) l'i nnovation
On appel le erreur d 'est imation la diffé r..nee entre l'é ta t e t son est.imauon do nnée par
lin observate ur e",,:r - Î. En appli quan t (3.1) ("l (4.4), nous avo ns
; "" f(i: + e, u ) - f (i:, u ) - -:{.r, li, y ) (4.5)
Nous appelons (4.5) la dy namique d'erre ur. La condi t ion de convergence asy mptotique de
l' observateur imp lique donc lim,_ o<> e, "" O. L'existence d'un observat eu r est clone équiva-
len te à la st ebilis abihté de la dyn amique d 'erreur P,lT re tour de sortie , c t la cons t ruct ion
dl' l'o bse rva teur revien t à calc uler le bouclage de sortie stabilisant k (i . u. y ). O n me sur e
ainsi la difficulé du probl ème puis qu'i l n'e xiste pas act ue llement dl:" condi tion géné rale
d'e xistence d'une telle commande s tab ilisante .
4 .2 Obser va t e u r s linéaires
4 .2 . 1 Obse r va t e ur- d e Lu en b e rg e r
Le prob lème de const ruct ion d'un observ ateur pour le sys teme linéaire stationn aire
f j . = Ar + Bit
l y = C.r (4.6)
(4.7)i = ,4.i+ B u.+ K(y - Cx }
pst complè te me nt résolu pa r Luenberge r [31. 47, 61. 62. 6:J1. L'observa teur de Loe nbe rger
l'st donné par
d'où la dynami que d'e rreur
e= (A - Jl.C )t (4 .8)
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La cons tru ct ion d 'un observ at eur revient donc il t rouver un gain l,' tel que (A - K G ) soi t
une matrice stab le. Une condit ion nécessaire el suffisan te pou r q u' un tel gai n existe es t
qu .. If"sys t.ème (4.6) soit com plè tement observable.
Dans la mét hode de Luenberger . le placeme nt des pôles dt: l'équatio n est , en génénal ,
arbit raire. Ma is en pra tique , leur choix cor respon d souve nt à des considé ra tions physiques
0 11 expé rimentales ou à défaut à l'u til isa t ion d'u ne m éthode sta ndard te lle que les mé t h-
od es I.Q ou pa r analogie avec le-filt re dt, Kalm an.
Exe m ple 4.1 [32] Consid érons le sys t.t-II\'"
Ax
Cx
pour le ca s dt" dim en sion 2 et
(4.9)
(0 j 0)A = 0 0 lo 0 0
po ur le css cie dimension 3.
L'observa teur de (4.9) ..st de la forme dt, (4. 7). D éterrnin ous le gain d.. l 'ob serva teur pa r
la technique d u filt ragf' de Kal man st.atlo nn aire, réputé produ ire un observateu r "optim al"
robu s te aux per turbat ions sur la dy namiq ue c l l'obse rva t ion, En posa nt G = (0 l f la
soluti on de J'équat ion dt" R icca t i algébrique
(4.10)
est donnée par
où lV et V sont des constantes st ric te ment positiv es rep rese ntant les variances des bru it s
bla ncs gaussiens sta t ionnaires dan s la dy namique e t l 'observa tio n. Le ga in del 'obse rvat eur
donc do nné pal
En posant n = alors les pôles de l'équa rion d 'e rre ur se t rouven t à
Avec cc choix dt' valeu rs prop res corre spondant al! rapport signal/Lu llit , la dy na miq ue
d' erre ur es t tou jours exponen t iellement s t-able.
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Pour If" systè me (4.9) cl!" di mension 3, la soluuon de (ot.J O) est don n ée par
(
PLI Pu P13 ) 2W t!3V 2! J
P = 1'21 P:z2 PlJ = 2 IV\ /3V 1fJ 311fl 11V 1 /2 2W l 13V1/J
1'31 P':J2 1'33 IV 1/2V I / 2 2B"l/ 3V1/ J
e t le gai n de l'o bser vat eur est donné par
En posan t n = ( U/ j V)1 /1I les pôles de J'équat ion d'e rre ur associ ée se t rou vent à
O n arr ive donc à la mèm e concl usion que dans le (as précéd en t.
Les dynami ques d 'er reur assoc iées au filtre de oegrê 2 et 3 dont la. ri-par t it ion de s pôles
est repr ésentée sur la figure 4.1 correspondent à des polyn ômes df' But terworlh [321.
-;i----'t- n
(a) Polynôme de Bune rwonh de deg ré 2 (b'l Pulynômcdc Buncrwonhoe degré j.
Figur e 4. 1: Pôles des dy namiques d 'e rreur associées aux filtr es necll"grp 2 et J .
Dan s le cas général, nous ne pouvons pas touj our s trouver une solu t ion ex plici te de
(4, 10). Mais, grâce à la pro pr iété d 'observa bilit é de la pa ire (AJ ') "t de rommand abi l
ité de la pair e (A.G), l'exi st en ce d 'une solution définie positive ,l,· CLIO ) est garantie.
Nous pouv ons do nc constr uire un observa teur en calculant numé riquement la solu t ion de
l'équation de Rieeatt i. •
4 .2 . O b se r va te urs lin éa ir es 4l
4 .2 .2 Observateurs d e sys tè mes ft t e m ps va ri a b le non s in g u liers
L'a pproche de Lueoberger ne peut pa.!> s'appliq uer directe ment aux sys tè mes liné ai res
ins rationna ires. parce que la notion de pôle d 'un sys tè-me lnst.arlonnaire n'e st pl us sim-
pleme nt reliée à sa st abilit é (voir par ex . [51]). On peut alors avoir recour s au filtr age
de Kalm an dont la stabilité en instat ionn aire n'os t gar an t ie que pe ur des cas par t iculier s
[24, 27, 46J.
Nous allons présenter la méth ode ut ilisant de s form es canoni ques, propos ée par
William son [91], et Bestle et. Zeit z [9]. per mett an t de se ramener à l'obse r vateur de
Lunnberger . Cette app roche s 'ap pliqu e égalem en t à cer ta ins CM non linéaires , pa r ex-
em ple bilin éaires
Nous nou s a ux systèmes sans com mande (:U:l) sa lis nuir e à la gén ér-alité,
e t con sid érons le cas mo no-sort ie.
Si 1(' système (:l.9) est totalemen t observabl.. dans un int ervalle 1 C (O. 00), en vertu
du th éorème 3.8 nous pouvons le met t re, pal' un changemen t de coordo nnée s z = H ( /) x .






A = 0 ".-d' I
o 0 1 «..(t)
C = 1 0 0 1 )
ct les paires (Â,C) (A.C l sont liées pa l
(4.11)
Introduisons l'opérateur
.cq(t ) = - q(t ) -r .4.(t) q(t i ë q(l ) = [. ( L* - l q(t )) (4.) 3)
a lors d'après tf' ('!Ja r it,rf' pI'P, ":clent . le changemen t de coordo nnées est donn é par
W ' (t ) = (ë', (, .C -' ) , (t ) (4.14)
ave c q(t ) la d...rnière colonn.. de l' inverse Je la mat rice d'observ abilit é du systè me (:Ul) .
Dans les coordonnées cano nlqu ..s, l'ob ser vate ur est donc de la form e
i = A(Oi + k ( fI (y - ëi) (4.15)
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En choisissant le gain
où
Chap. 4. Rappels sur les observateurs
K(t) = art) + Q
a(t)= (al(t), ,an(t)f




Donc (En - oC) est une matrice stable si et seulement si 0 est tel que le polynôme
+ est Hurwitzien.
Dans coordonnées J'observateur est de la forme
Le gajn est donné pal
K(I)
= A(!)J + !((l)(y - C.î)
H(t)-lK(I)
H(t)-l(o+a(I))
(Ctü + CtlL + + On_1Ln- 1 + Ln) q(!) ,
(4.17)
(4.18)
la dynamique d'erreur est donnée par
e= (A(/)- K(t)C(t))e. (4.19)
Le comportement asymptotique de J'observateur n'est déterminé par la dynamique de
que sous des hypothèses supplémentaires sur le
E(t) = H(t)e(!) (4.20)
et si H(t) est une matrice dont tous les éléments sont continus et bornés dans un voisinage
de i = et sont notre assertion.
Notons
naire pour assurer l'existence d'un observateur à cause de la dépendance par rapport au
du changement de coordonnées.
donnerons loin une condition suffisante
asymptotique de (4.17) à partir des
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La cons t ructi on Of> l'o bserva teur pour lM sys tèm es m ufti -sortie s se dé duit di rec tement
de ce qui pré eède grâc e a la form e cano nique observa te ur. Da ns les coordonnée s ca non -
iq ues , la dy namique d'erreur est donnée par
i = (.411)- g II) GII) C(/ )), (4 .21)
où A(t ) el C{I) sont do nnées par (4.12 ) et G( t) rep resen te le changem ent in ver sible de
sorties. En choisisse nt
1\', = fI' (l) + 0' ; =1 , , P
où
0' = (0; , i = 1,
·, 1'
sont des vecte urs constants, el fI'(I ) est la m ,·èm e colon ne rie A(I) , la dynamique de












Un cho ix possible de a ' es t donc
0; = 0 } < m'_l j> m, i =l , p
(0':",_, , 0:", ) 1 = L, , p
son t les coe:fficien ts de polynô me s Hurwitaieus . La dy namiq ue de E est aJors déco uplée:
e t l'étude de la stabilité de E est ram enée a l'é t ude dl:' la st abilité de p sous-sy s tè mes
mono-sertie indé pe ndan ts. Dans les coo rdon nées ori ginales , l'observa teu r est de la for me
(4 .17), Il? gai n étant donné par
[{(t) = [(0: + a }C + + Ol,Ck,-1 + Cl ' )IVr ,
+ O :_l:.t 2C + + + ( l_)W..IG - 1(1) , (4,22 )
les vect eurs W , é ta nt choisis comme au cha pitre 3 (3.32)
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4.a Observateurs no n linéaires
L'ét ude des observa teurs non linéaires il. commencé par Je travail de Thau [82] au
des années 70. Il existe une abo ndan te littérature sur cc sujet (voir la bibliographie ).
méthodes sont de ux grandes classes : la m ét hodes de
Lyapunov et
La mét hode de Lyapu nov est tille idée intu it ive. Son principe repose sur la const ruct ion
d'une fonct ion inject ive dont Iii dérivée 11' long de la dynamique d'erreur est st rictement
voisinage de 0, ou, ce qui revient au même . qu i décro ît If' long des tr ajec to ires
de Une telle fonctio n dr- Lyap ounov permet donc de conclure à la stabili t,é
de la dynami que d'erreu r. L'application des méthod es de Lyapunov il la const ruction
d 'obs ervateurs sem ble être un pr oblème t rès com pliqué, en particulier parce que j'é ta t de
système appa ra ît dans J usqu 'à présen t, seuls des cas par ticuliers
ont été résolus sous des peu ex plicite s et difficiles à vérifier [43, 50, 82, 84 , 85],
La méthode de linéarisat ion est un prolongement de l' idée de Luenberger. Cette
mét hode est basée sur la not ion d 'équiva lence fi une d'e rreur linéai re . Peu dt"
classes de systèmes admet tent cepend an t une équation 1;
linéaire par im mersion ou difféomorphisme d'état et :
52, 55,64 ,65.91,93, Dans le m ême ord re d 'idées,
des obser vat eurs rédu its de ne linéar iser qu'u n
l'a utr e de perturbatio ns
variab le) [ï7, la
l'este toujou rs ouverte. C' est un de nos pr incipau x sujets
Nous allons J'appeler d'a bord deux concerna nt la linéarisation exact e de
d' er reur. que l'on ten tera au prohlème de tra jectographie au
6, et quelques éléments de t ep procnc LY' IP" " 'W" .
4 .3 .1 Linéa r isat ion exacte de la d yn amique d 'erreur
Considéro ns If' problème dt" constru ire un observat eur pour le systeme (3.1). Su pposons
que l"..nt rée u est de classe et notons
Alors, s'ilexiste un difféomorphis me'd'état
= \'F (x , i't), ( 011.1.' =
4.3. Observateurs non linéaires
et une injection non linéaire de sortie
(3.1) sous [orme canonique observateur avec
:
4.5
nous pouvons mettre le système
de sortie
(4.23)
l'observateur dans les nouvelles coordonnnées est donné par
[ = Aê +ory, u) + l<.(y - cê) (4.24)
La dynamique d'erreur (4.8) lui est associée. comme dans le cas linéaire.
Le difféomorphisme et l'injection de sortie qui transforment le système (3.1) en sa forme
canonique observateur sont les solutions des équations aux dérivées partielles suivantes:
= 1 = 1, .p:) = 1, .i, -1 (4.25)
i= J,
w- 13liV- 1 30
= li" !JI,A, 1,1= L
,p
,p: j = l, , le,
(4.26)
(4.27)
est définie, en coordonnées locales, pal
g E V(X x R)





52] Une condition ponr que le de linéarisation
derreur admette des solutions est que système (3.1) soil uni-
(:U) admet. par un difféomorphisme l' = X(z), la forme
(4.28)
C h a p . 4 . R ap p el s s u r le s o b se r va teurs
= j = L, les indices d'ob servabilité . On no te P( z)
l'auneau polynômes en z à en la sor tie el les dérivées de ti Le degré
de Z' J est défini pa r j - 1 et le degré d 'u n mon ôme z,,), ' z,,;. est défini par la somme des
degrés de ses facteurs , (JI - 1)+ + (J,. - l) . Pk (Z) d ésigne donc les polynômes de degré
infér ieur ou égal a k. En fin, désigne les po lynôm es de P k( Z) qui sont engen drés par
],'S éléments de p k- I ( z). Pa l' convent ion, Z'(k+l) est dans pk (z ), ma is pas dan s P; (z ).
P ro p ositio n 4. 3 Une condi tion /1011 '
Id que dans les nouneiies coordonn ées III
obso'vable est qu'en coordonnée
obse1'11(lble
Preuve
d 'ét at z =
IJOU ' " = l , ,p .
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O n a verifie la relation pour Ir =1.
Supposo ns que cela t'St vrai po ur Ir - 1 f>t qu e (4.30) exis te. c' es t- à-dire que si k, 2: k,
(4..11)
avec J',. (() E Si {', 2: k + i , a lors
où
(4.32)
donc p ,(t+ lj (O E P'; (() . Il result e de (4.32) que la récurr ence est vrai e pour tout k. •
Théo r èm e 4 .4 Unc condüum poer que le problèm e de Imé arlsa t lOn ( 'Iael f'
de la dynaml fJue aIt une souaio n que le sys temt: (8. J) adm ett e une represen -
t atlOu form e obsen tablt: spici lilf.
'I'b éo rême 4.5 [94] qlif. fe I;yste me (3 .l) est loca fem ent unif orm ém ent ob-
servable. A /or... fe problè me de 11'li ansation c:ra d e de fa dy nam ique d 'erre ur admet une
SOIUtÎOII s'I l existe des champs dt eecteurs yI , "q" vérifi ant
tel qu e
pour i ,j = l, ,p; Ir = 0,
= 0
. k' _I ; 1 = O. ,k , - 1
(4.34)
La résolu tion de (4.25), (4.26) el (4.27) est rarliculierement d ifficile( lans le r as généra l.
P help s ln ] a dévelop pé un algorithme-sim plifie qu i perm et le recou rs au ca lcul forme L
Ding, Frank et Guo ont éten du ces conditions en ajoutant com me cont ra intes le rejet
de ce r-taine s no nlinéa rités (25]. Ham mou ri, Gau thier el Morales [41, 42] ont par ailleurs
é tud ié If': prob lème de t ran sfor me r un systè me non linéai re en un syst ème bilin éaire par
inject ion de sortie, se ra me nan t ainsi il la. constru c t ion d' un observ a teu r pour un sy stème
bilin éaire.
4. 3.2 Immersion
Lévinc et Marino [55J ont présent é une IIIPt hode de con st ru ctio n d 'oh!Wrvateur il l'aide de
la notion d'im me rsion. Ils ont démon tré que si un syst eme non linéaire ob servable pe ut
s'jrnmerge r d ans un syst eme linéa ire observ able de dimens ion N ( ,V 2: n) , alo rs il admet
un obse rvateur asymptot ique.
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Co nsidé rons un systè me affine analytique
{ x fi·') +I: g,lx)"," ,y = il(x) (4.3.\)
(lil. r E R" , y ERP, Il R+ .....R'" une applica t ion Lebesgue mesu rable , J ,91> .. ,Ym E
C""'(W ,R n) , et Il E C"'(R".W) .
D éfiniti o n 4 .4 Sail Uo lm oois in aqe d' un point Xo E Rn On di t que le f r JS)
e.•t im me rgu l ble, d,ms Uo, JOliS IW s ystème lm irll re
{
i 1o'H I: G,,,,
' :::1 (4. 36)
!J = Hi
où i E RN N :::: n , F G". = 1. .ru , et If so1l1 des motrices ( O nS / fln tC .i dt; tailles
resp ect IVes ( N x X ), ( 1 x N ) cl (p x III) , s '" alsft< 1HU «pphc a tson de class e C"' 0 Uo --+
B(Uo ) C RN t ette q lJ,( pour /o ui r(tol el !otJ! .t (tol Id s !JlU
O(.rllo) ) = x (to l
h(r(.r( to), u»)= 1Ji ( i (to), u]
(4.37)
(4.38)
où r( x(t o), Il ) est lil courbe mUgrtlle de (I .9S) aparti r de .z(to /WU" l'en/rie Il et de même
POl"- .rUo), 11)soluhon de (.1.96 ).
Les cond it ions d'imm..rsion da ns uu sys tè me lin éaire sont énoncées par le théo rème
suiv ant
T h éor èm e 4.6 [23,31 , 551 t.c s ys tè m e (4.35) est im me l'ymble dan... ({ 36) da lll' Uo si rt
seu/t'ment s i dans Un
(i) Ho "" sr{ LJh,ll :$ i :$ p. k O} esl un espace ,'utoriel réel dr-dimension fin ie.
(ii) f,: , '\ "" const unte pour lout'\ E Ho et toul i "" 1, ,m.
Lem m e 1 .7 1551 SI Ir syslème (4,35) est tocotemm t obseveabte en Xo el les condit ions




L "" R - d im( Hol
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k, = » im pliq ue que . a près avoir réo rdon né les sorti" si nécessair e . la codistri-
bu t.ion su ivan te'
f>st de di menuon n da ns Ua. EII part iculie r.
e-st un difféo mo rphism e d'état loca l. D'a ut re par t , =R - di m(1io) im plique,
est une base d.. l'espace 1io, e t que le systè me original s'iunucrge par f} da ns un sys te me
observabl e don t l 'pta t est de dime nsion ; gale il relie de 1i1) . L'immersio n è = 6(.1') contient
donc Oc et 0 : R" -+ HN est une injec t ion , so n inverse 0- 1 : R'v ..... une surjecti on. Ccci
nous donn e
Théo rè me 4.8 1551Si fe r /.:jSj est focalrm ffll ob.>t n '(lble en ,1'0 et 'l U 'il eM im-
merge«bfe dans lH I s ysti me (.1..'16)de d' ffle',swn fi m t da n.• (Jo. u/Ot s i l enste un obsert'a -
U u r e.l'po fl enll d pt>1lr tonte condvuo n IlIIt Hd e .r (t o) III qur .l'(t) E Ua pour l ou t 1 ;:: 10.
E n effet l'o bserva teur assoc ié au syst em e (4 .:16) est donne pa l
{ i F(+ 1C(' - HO + t,C.u.i = O.;' (()
La dyn am ique d'erreur est linéaire s ta t ionn aire
i = (F - l\ "H )e
(U !!)
(4.4 0)
Con sidérons un systi -mc dont la dynam ique es t linéai re et l'observa tion un polynôme
de degré r
Par lin calcul direct . nous ob tenons
+ h,,,
"" h = J
X,.
(4.41)
ave c AL. ••" ".,. E R P po ur tout e, . i l , .r, Ainsi H o es t enge nd r é par les
cc mbiu aisc ns lin éaire s à coêfficlenrs constants desmonô mes dl;' degré infér ieur ou éga l il.
r• Cl es t do nt' de dime nsion finie. En conclu sion, on 11
Chap . 1 . R up p els su r le s ob se r va teurs
T h éo r èm e 4 .9 ['; 71 S I le systèm e (.f. 4J) e.sl lucalement o/lst'l't'ab/e, d adm et un obs erva-
IflJr/XArllnm ersio n
Remarq ue 4 .1 En ter mes dlffh cnf idlt , Fliess {eS} fl dOJlnr !/n t' cOlldili on
nécess aire ft lJujJisa llt r simi lai re celles du th éor ème 4-6, pour qlJt le système (.1.9;;]
e 'im me rqer dans ti ti système bilinéaire. Ln construction d 'u'l l'obserlJutcur non
l ltd ll i l "f se réduit elars à la constru ction d 'un observateur pour le "ys /ème bi/inéain asso-
cié.
Si le syst em .. n 'est pas immergeable dan s un sys tème linéaire, le p r éc é-
de nt no us perm et de t rouve r un observateu r approché en approximant ta sorti e par un
déve lop pem ent polyn ôrnial dr- .-r.... souh aité.
4,3 ,3 M é t ho de s du type d e Lya p unov
Da ns cette sect ion, nous rappelons rapidement comme nt const ruir e des observateurs no n
linéaires par la mét hode de Lyapu nov.
La pr em ière méthode de const ruct ion d 'u n obs..rva teu r a été proposée var T hau [821.
Con sidérons le systè me suivant
{
i- <;; A.r + 'P(x ) + 8 u
y <;; ex (4.42)
où A, B et C sont des matr ices cont an tes de t ailles appropriées e t (A,C ) est un e paire
com plètement ohser vablo . Si la fon ctio n non liné aire 'P est localem ent Lip-chltaienue, on
peut constr uire un observ at eur asymptotique à gain const ant.
Ko u , Elliott et Tar n [50J on t généralisé cette technique e t mont ré les liens ent re
l'existence d'une fonction de Lyapunov et d 'un ob serva teur ex ponen tie l. La principal, '
con trainte SUT la nonlin éarité de la dynamiq ue est qu'elle soit globale ment Lipsc hitzien ne .
Une autre mé t hod e a été proposée per Tsinias [8-1, 841où l'on t ravaille sur le linéar is é
tan gent plutôt que sur le systeme lui-même.
L'approche de Th au a êté lar gem ent mo difiée récem ment par Tornambè [83J el C au
t hie r e t ses collègues [3-L 35, 241po lir les sys tè mes mono -entr ée et mono.sort.le de la for me
suivante
1
( X' ) ( X') ( ,.,(r dx .1 .. l = .l n + lI' n_ l (.l1>
.1.. .,,(x ) l{,,(Jl
y XI = e X
) u ,1r + . (r ) + "' (x )u
(4.43 )
514 .3 _ Observat e u rs "no:;:n,, ' ''ill''-';:;ni;.:,,;;;., z;
Si les composan tes non linéairo;>s .,,( ·). tb. ( · l . . sont glob alement Lipschizlenne s, un
observa teur asy mptot ique à gra nd gain est construit par des technique s de per t ur ba t ions
sing ulièr es. Cf'tle approche s'a pplique hien entend u aux sys tè me" équivalents à (4.43) par
difféomorphisme
Ces résu ltat.s ont été éten dus par Ba rna rd pt Ha mrnouri [12] dans le cas multi-emrécs
et mul ti-so r tics .
La tech nique de s Systèmes à St ruct ure Variable (SSV) il été int roduite par Siotinc,
Hedric k el 17i] et Wa lcot t et Zak [89J en ce qui cour-erne les ob servat eu rs. l es non
linéar ités et les pe rt urba tions du sys tème sont sup posée s bor nées L'observateu r obte nu
es t il s tructur e variab le.
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Chapitre 5
A spects asym p tot iq ues
d 'observabilit é et d e s observa t eurs
p our le s sy s tèmes linéaire s
insta tionnaire s
5. 1 Observabilité asy m p t o t.iq ue




avec une singularité polynomia le en 1 = 00. P r écisément il exis te dos entiers IL 0 et
/.1 0 tels q ue
où .40 e t Co sont des matrices cons tantes non null es. Aut rem ent dit , f - " A(t ) et.
peuvent êt re représentées par des séries conve rg"'" tes en 1 = +00
1- I'.4 (t ) A(f ) g.4,r.
' - "C(t) é'( ') }": cr
Noto ns qu e a- = 0 est un poi nt station naire de (5.1) pour tout t , Lor sque 1 = 00, le
second membre de (5.1) n'e s t pas défini. ou plus pr écis émen t ad met une sing ularité, CI"
qui ju st ifil'"la terminolog ie.
Le système (3.9) sc réécri t
(5.2)
5 1




5. 1. Ob servabilit é asymptot iq ue
(5.3)
Les critères d'observabilité dans le chapitre 3 s'ap pliquent également au Ci\.,'1 singulier.
En cffet., en faisant un chang ement d 'éch elle de temps;
t = ((JI + j )r );h
l'Image du champ de vecteurs f(t.x) = *+ A(I)X';; par l'applicatic n 0(1, x ) = (t ( r), x)
est don née par
O.f(t , x) = + r "A,(llx ;;' = + A.(t )x#;
En d éfinissa nt
h)iI,X ) = t-vh /(t.r ) = èJ(t).r j = 1, .p
la codist ribu non d'observab ilité associee à (3.3) es t don née pa l
Dans les nou velles coordonné....s . l'opéra teu r défini par (:1.13) , ap pliqué À 1...sortie. devi..nt
rl (t)
2I.A (t )
+ il.: - 1cJ(t )A (1) k 2
pour ) = L. ,p, ct nous po uvo ns vérifie r par un ca lcul direct
Coro lla ir e 5. 1 if System f (.5.:1) est o6sfr{,(Jbie pou r un t e I E (0,00) si d seu lem ent si
J imO(I)= lJ 15.4)
C o r o lla ir e 5.2 i l' (5.2) l's i lo/a./erm:lI/ obs(rV f/bh dan s tm inler l'allc 1 si !I
seulement si la. condItion dl' tI1Jlg (5.$) esl pél"f iù pour pTV!squt lout i e t
Pour car actérise r l'o bservabilit é du sys tème (5.2) à l' infini , c'est-à-di re- a u point sin
gulio r, nous int rod uisons la défl uit.ion suiva nte.
C ha l'. 5. A sp ect s asym p tot iq ue s d 'o bserva bi li l p et d es ob servateurs 5.')
D éfiniti on 5 .1 Soi t
Oa =sp ]...·.) Il::: 0; i » L .II}
lu. co âistribution engendrù pcr "-" ) Alor s le systeme (5.2) est dil flsymplo liqutlnent oh-
sO'vflbie "i
dimO. "" Il
P r op o s ition 5 .3 Le» codistributions 0 et O. suti::;fonl10 retatio n .'luivante
Ji mO :::d irnO o
don» un voi"inag e de t "" 00.




I.'oJdh) L cJ.•,A " r " '+ '· l - L ! lc) .• ,I - r' ,+',+l)
.,.••=0 " ,,0
-L CJ '" A" A.,t - I" +" -I-I, ) - L (2i , + i1 )c).•,A.,r Cl' + l' +l' + l)
., ." .'. =0 " .•,:0
j = 10 , p
Lorsqu e t -+ 00, nous ob te nons
W ,) =c}.oAÔ- 1 1 -::: 0; ) = 1, ,p
1\OIlS pouvons écrire alors som la forme
dIs ojh) ='-'.J +w:)' j::: 0: } =1. . p
où ....:, sont des covecteurs dépend an t Je t sat isfaisant
l!.. = 0. i ::: 0 J = 1, , p
Su ppos ons d'abord que
dimOa = Il
Il ex iste alors une suite d'en tier s 1.:1 , k l , ,kp vér ifiant k l ::: k 2 ::: ::: k" , ap rès une
event uelle pe rmutation des sorties. avec k) = JI tell e ' Ille
S.l O bse r va b ili t é asy m p t ot iq u e








clint sp{dht. ,Lt,l dh\odh2 , ,L;:j 1dh2• ,dhp. . L::i 1dhp} = Tl
dam un voisinage de l' infini.
Con sidérons ensuite le cas
JimO. =m < n
Pou r la même raison. il exist e une suite d'entier 1.:1 . 1.:2 , • kr vérifiant 1.:1 ;::: ;? ;::: kp ,
a UnE' permutation pres sur les indices des sorti es , avec 1.:; = ln telle que
d im sp{dhL,
= di m Sp{Cl,O.
m
, L;:Î 1dh\, dh, .
,C l, O_
. ,dhp • ,L::j1ilh,,}
.c;» .
dans lin voisinage de l'inh ni. Comm e par ailleurs
o 2sp{dh •. • ,dhp , ,L::ï'dh p }
donc
dim 0 ;::: dim sp{dh lo ,L::t dh}.diI2, . -ihp , ,L::ï'dil,,}
= J imO.
au voisinage de l 'infini
P ropo sl t .icn 5 .4 Le systeme (5.2 ) (sf asym,ltoflquemellt observable si el seulement si
•
rang ( ) fi
COAÔ- I
P re u ve D'aprè s le-th éorèm e de Cay ley-Hamilt on. la cond iti on de rang d'observabihtè
est équival ..nte à
[
Co )CoAo
ran gO . = Lang
(5.5)
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d 'où le résulta t cherch é.
L'o bserv abilité asymprotiquc est d èterrrrinée par Ao et Co. les premiers te rmes ùe À(t)
et Je 6 (t) respect ivement . Nou s po uvons donc définir de manière équivale nt e un systeme
(5. 2) obser vable au premier ordr e si (110 • Co) est une paire ob serva ble. Nous rem ar quon s
de plus que cet te not ion d 'obs erv abilité asymptotique ne s'appliq ue pas i\UX systèmes don t
les limites de À(t) e t / ou è(t) n'exi stent pas, notamment les systemes périodiques.
5 .2 O b servateur s à ga in a syrn p t o t ique
Sam nuire à la général ité. nous considé rons If' sans commande (5. l).
Définit ion 5, 2 Lr systi m t dyna ml ljue
j dt. = 1- .dr
= À(l )i + f{ (l H / - " y - C(f)i- )
Tsi app eli llll Qilsc,·t'atcur à gaw asy mpl ollqur Je (5.S) Si Ir galT! / \ f'!; / {/Ile matr ice
const ante, et (5.S) est Ull oilscl'l'atcur asymptotique iJ pm·11I'd 'Ill! tu su.ffisammcnt grand.
T h é or èm e 5.5 S I fe systèmt' (S .1) est (l5ymplo /iquwnnl c'est -à-dire (Ao.Co)
es t une paire complètem ent oùservahle , lI/OI"S il lI 11e matrice cons tante f( telie que
la matrice constante Ao - H.Co (',_1 stnuit ct non (fi tout e.' ses valcurs propres
distmctcs, voi r ane er e A ). aut reme nt d, t tette que (5.5) cs' ua obsert"lttur <lsyrnp totù/1U'.
P re u ve En posa nt e( /) = l ·(I ) - i(t) l'erreur d'e srimat.ion de l'o bservateur (5.5 ), a lors
la dy namique d 'er reur est donn ee pal.
ou de man ière équivalente par
j dl- :> { - "drde .
-;h = ( A(t) - /\-C (t ) )t-
(5.6)
(5.7)
Si le spec tre de Ao - /( Cu n 'a de résonance, il exi ste une uensforrnarlc n e = H (t )e
avec H (t ) donnée per une converg ente . qu i met la dy nami que d'er re ur (5. 7) sou s
forme normale
c =( t"'\o-t t"- ' .\ , + (5 .S)
où A" 1 :> 0, , p, et G sont des mat rices constant es dia gonales. Ao étant en patt.icu lje r Ïa
forme de Jordan de la ma tr ice Au - J\Co. POUf 11'1 stabilité du système sou s forme normale.
il suffit que le spec t re de "0soit à partie reelle nég ative et la st abilité dt' l'obSt'rva teur en
coordonnées or iginales se déd uit du fmt qu e H(t) est bornée à l' infini ( voir Ann exe A).
Rappelo ns que' l'ob servabilité de ( Ao, Col imp lique l'ex iste nc!.' d ' un J( tel que to utes les
valeu rs propres de (Ao - /\'Co) sont dist inctes e t à par ti t' réelle st ric tem ent d'où
•
38 5 .:i. O b ser-vateur-s d an s le cas 110 11 a sy m pt o tique ment o bserv able
Rem a r-que 5 .1 Le comp ortement asym l' tnll'Tue de li, dynamique d 'erre ur MJUS fo rm e
normale es t dom in é pm ' le ferme t"A(l ri p""I,r d'v n to suffisamment g,·and. Alors, si
l'obsen..ateur donné par (5.5) n'a pa'>erplosé ju ..qu 'aCf moment, II"tI,éorr:mc S.5 garanllf
l'c;ristcnct d'un </b.sen.>ateurasyml'totique. Dr plus le 9",11 de cct ob,'1ervateur e.'11 constant
pat' rul'port (1 1.1 temps le plus mp id e l' C 'ts t pourquOI ,w us l 'apIn·lolis obsf1'vateur li g(lin
a.'> ym ,ilo l iqu e {S9}.
R e m a rqu e 5 .2 Cette approche est robuste a" sens où le fai t de niyljger 10 dynamiqu e
du sec ond orat'e par l'apport à l 'échd le de /a plus élel,te ren d le comport ement
asympto tique de l' observa it'ur insensible à des pfrlllrbatirms .'1ur ces dynamiques.
Les syst èmes linéaires stationnaires corr esponden t au r as où JI "" v = 0, Ao = A
et Co = C . Dans cc ces, notr e app rod w utilisant la forme normale redonne cell e de
Luenber ger. EH effet, du point de vue de la form e norma le, le système linéaire stationnai re
possede un point singulier non Fuchsien dl.' 2 à l' infini (voir an nexe A). P uisque la
dy na miq ue d'erreu r d'un systèm e lin éaire st ation ai re est automatiq uemen t SOll S form e
norrnale , la condi tion de non résonance n'e st pas nécessaire.
5 .3 Obse r va t eurs d a n s le cas non ns y m ptot iq uement
o bser va b le
Supposons q ue Jpsyst ème n'est pas asymptot iq uement observable, c'est -à-dir e
(
C, )CoAo
l al1 g . = m < '1
CoA(;- 1
alors il y existe un sous-espace asymptotiquemen t inobse rvable de di mens ion n - m . Nous
pouvons donc décompose r Ao et Co com me su it
dt' tel le sor te que CJ ) soit un.. paire observable de rallg d'obs..rvabilit éégal à m. On
notera de même la décomposition des matrices A, el C, pour 1 ? J dans la m ême basr-.
f aisons 1...choix de ga in suivan t
la dynamiq ue d'erreur est alo rs donnée pm
)( ::)
(5.9)
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avec el E R'" et /::1 E
La ma trice corr espondant il t" est clairem ent t rian gu laire inf érieure. Comme le bloc
di agon al in f érieur AJ2 n 'est pas mod ifié par le gain f\' , on ne pourra que Iii
com posante observable e l de l'erreur. Il en résulte que le sys teme n' ad met un observ ateur
asy mptotique qu e si a tout es ses valeur s propres il part.ie réelle négative ou nulle. En
pau.iculiet, si Il. au m oins une valeu r propre à pa rtie réelle positiv .., il n' exist e pas
d'observateur à gai n asymptotique
Le seul cas non trivial es t celu i où ItÔ1 il des valeurs pro pres à partie réelle nulle . Sans perte
de gé néralité, on peut supposer que to utes les valeur s propres de sont à partie rée ll..
nuite (on peut touj ou rs se ram ener il Cf" cas en décom posant Al1 en sous -espa ces st able e t
ce nt re, sa chant que 1'011n'a pas il mo difier la part.ie stable) e t nous ne consid erero ns pl us
désormais qu e cette sit ua t ion.
R e m a rq u e 5.a I'our stabiflS I::I"la pm·tle Hlo/;su<Jab1r à Tinfi ni. il/a ut ql1e torârc Il Je la
singulari ti soit po.•ili! 011 1111/. Si J.l = O. le ch f1llgem elli J'ichd le de est slins obj et
pu.isque le .• est al ors lIahl rf'ile men l eJ:fJnm i dan s "ichelle de temp s adaptée et les
résult ats se frtm .'po s fl lt de man ièH' it'idl'ilte. La vén ficlItloti CIl est /fll:; SÙ 1111lect eur (voir
aussi le tra itcm cnt dr " exemple 5.1).
Le syst ème autonome associé il (5.9) es t don né pal
1
dl
= , - ,.
dr
= - I\'JCJleJ+ / -I(A1 1 - !{JCl lel + / -I( A12 - 0 (1-1)
!E- = ( AJI - I\'JCJ )e1+ + r1 lo4il - l\ JC n el + + O(r ' )
(5.10)
Puisque est observable . el est locale men t stabilisable . La stabili té de e2 est
dé te rm inée par celle du sous systè me centr al. POUL cela . nous cherchons la sous- va r iété
cenlrate
('1 =0;)(e2, / - I)
qui est la soluti on dl' l'équ ati on différentielle
- ({J CJ )d> + AJ' C1 + - I\ J C:l4> + - IIJ C ?Je2 +OW2))
_ + ,-I (Aj1 ,-1 (04:2 - f\'JCf Je2+OW ' )) :::: 0
(5.1I)
avec comme conditions <fl( 0) = 0 et = O. Une solut ion approchée de (5. 11) est
donn ée par
Cf!' qu i imp liqu e
60 5 .3 . O bsf' r vnt f'urs d:l ns le ca s !lo n llSYlIlptoti q uc me n t o b ser vabl e
et do nc q ue D est la solut ion dt>l'équation a lgéhr iqllf'
Le sous-s ys te me cen tral est alors donné par
La st abilité de (5.10) est don c détermi née pal' le system .. rédu it (5. 13).
NOlis allons app rofondir cet te étude- dans 1.. cas part icu lier o ù le sous-espace inob ser-
vable est. de dimension L soit Al) =O. La solu tion de (5 .12) est alors do nnée par
L'existence dl' - A'JCJ)- I est garan t it' pa r l'ob ser vabili t é part ielle. Le sous sy stème
central s' écrit ici
(5.14)
Sup poson s que
alors el est stable asymp totiquemen t si
(.\.15)
Par contre, si
a lors f'2 est. asymp to tiquement sta ble si IIJ peut être choisi tel que
si pa r contr e
alors C2 es t insta ble.
Si enfi n
- At l(A61 - l\ 'JCJr l (/W - A"Jc t l = 0
on est dan s un cas cr it ique et lJOII S devons étudie r les ter mes d'erdr e supé r jeur en répé tan t
le même raisonne ment .
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Cette- idée peut bien sûr être ét end Il e au cas 011 AJl = 0 quelle que soi t la. dimen sion
de LE' sous -sys tème cent ral s'e xpr ime alors de m anière analog ue il (5.11) , et nous
obteno ns imm éd iatement qu'u ne condition suffisante pour que If' sys tè me centr al soit
stebilisa bb- est que la pai re
{A:' - - /(JCn -1(A:' - ll JC12 ) , Cil - - - HJCl ))
so it ob se rvable. cette proprié té n'es t pas une propriété nat urelle d u syst èm e
or iginal, mais elle doit ê tre comprise comme une cont ra inte euppié mentai re sur le choi x
dl" qui s' Inte rp r ète comme le fait que Je gain Ile doit pas rend re inobse rvable les
dyna miqu es corre spond an t aux échelle s de temps plu, lentes.
Ex e mp le 5.1 (pou rsuit e en ligne d roi te ) Considérons le problème de po ursuite en
ligllf' droite. Supposo ns
rO::=l'o+xot +
i ;t2 +
En po sa nt
(5.16)
- '-,-.(n - l) !
1
;Il
ce prohleme adm et la repr ésentation suivante
1 i 0
l '-"Y= C(t)z
La matrice d 'o bservabilité [Jar l'ap port au Lemps If' p lus rapide est donnée par
1 1 1 1
t" / n_ 1 (n - 1)!t ;;t
n 11 - 1 1
-p;;1
'"
- {fl - 1)!t1




Il en rés ulte que syst ème (5,17 ) n'est pas asymptcuq ueme ut observable puisque le sous -
espace asymptotiquement observa ble est de d ime ns ion 1 (correspondant à la der niè re
colonne de e l le SOUS -esP iU ' l' asvrn ptotiqucrncnt inobservable est de di men sion ».
L'obs erv ateur il gai n con st.ant pour (.') . I i ) est de la forme
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c l la dy na miq ue d'erreur est par
- k..(I -"e l + r: ..H e1 + + (II 1)!t- le.. + ..+d
- k"+i \ r " Cl + t - "-tl e2 + of (n 1)! t - 1e" + ..+d
En réécrivant (5.18) comme
(5 .19)
et en choisis sant k" tl > O. e"t 1 es t rendu exponentie llement s table et (e h , , e..) corre-
spond il.un sous-systeme cent ral. On est ici da ns 1", cas l' = 0, un cha ngement d 'éc he lle de
temps n'est do nc pas nécessaire (voir rem arq ue 5.3). Cepen dant , pour ram ener le point
d ' équilibre à l'origine, on pose (}= lft e t le sys teme devient
dO
- 0'dt
deI l" r- )dt - i ,
= 0 J.
(5.20)d,. (" ,.-. )
dt - k.. 1= 0 J .
d-:"+ I (" 0'-' )
dt - k"+1 )_0 J .
Alors (8 = O. "'\ = 0, C .. -t1 = 0 ) est un point d'équilibre dl' (5.20). La sous -vané té
centra le est donn ée par
(5.21)
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où 4Jv érifie l'équ ation différen tielle
(5 .22 )
avec tes conditions 6( 0) =0 et =O. où l'on a noté DoP(e" . . , e",B) le J acobien de
ot>(el. . t " ,B) par rapport au vecteur (e l> ,e..).
Une solution expli ci te de (5.22) s'o bt ient immédiatement




Nous t'JI d éduisons Jonc la sta bilité sans con vergence asym ptot ique poli r el>" " e" quels
q ll f' soir-nt les gains k l , , Autremeut dit , il n 'existe pas d'observateu r à gain asym p-
to tique pour le système (5 .17).
Mont rons que ce phénomène est int rinsèque en ce sem qu' il ex iste ind épen dem-
me ut (lu choix d ' un observ ate ur . Dans Cf' but , remarquons tout d'abord que la m atrice







( n - l) !
es t de ran g p lein pour to ut t E R. mais n'es t pas born ée lorsque t ---. 00. Cee ! im plique
qu'il exis te un changeme nt de coor do nnées SUI' un inte rvall e de temps fini
( = HIt)z
64 5.'1 . Sy st èm e s à c Of'ffi c i.. nt s d an s IIll co r ps d e H a rd y
Hil l
où H(l ) est donné par le procédé p r ése nt é en 4.2.2
( -l ft "- 1













tel que dans les nouvelles coo rdonnées . le système est sous forme canoniq ue obser va teuriç = E..t 1( (5.25)
y = (n t l
,..{ o : ]
o 0
0 1 0
Puis que (5.25 ) e-st I1n syst ê ll1t' Iillêa irt' s t.acionnai re qui est comp lète men t obse rvable, il
ad me t un observateu r ex ponentie l
(5.26)
le gain F; ét ant choisi dl" sor te que' l'erreu r d 'estimatio n te = ( - ( conve rge exponen -
tiellement vit e vers 0 Il en résulte que l 'observa teur (5.26) défi ni po ur un horizon fin i a
un com portement qualit at iveme nt différe nt de l' observat eur (5.1$ ) lorsque t ---+ 00. Plus
précisément , si l'on veut que l'o bserva te ur (5. IS) soit éq uivalent à (5.26), on doi t avoir
( = H (t )i ce qui implique que 1I{f ) /{f - n = A' On verifie faci lement que H (t ll\' t - n n'est
une mat rice cons tan te pour aucun choix cle I{ e t l' égalité ne peul donc pas avoir lieu, ce
qui achè-verie la non équivalence . •
5.4 Systè m es à co e fficie n t s d ans un corps d e H ardy
Dans cette ..c tiou, nous allo ns étendre la cou st rnct.ion d 'un observa teur en utilisant la
forme canonique observateur au cas où Il:'changem ent de coordo nnées n'est pas nécessaire
ment born é. Ce tte ét ud .. est basée sm la notio n de corps rll'"Hard y don t nous présenton s
des élém..nts nécessa ires dans l'annexe Il .
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Co nsidé ron s le sys te me suivant
(5 .27)
Suppos on s que tous les coefficients de .4(t) ct de Cft ) ap par t iennent à un corp s de Hardy,
e t not ons ]{H le plus peti t corps conte nan t R et ces coefficients. Ra pp elons qUE'la mat rice
J'obse rvabilité d u système (5.27 ) est définie p a r :
(5.28)
où , l'o pérateur Do o est défini au parag rap he 4.2.
Lem m e 5 .6 Si lous les " 'in",,,',du' I' )" d. CI·') "PP" ' Ii" "" ' ''' li Uf! corpe de Hardy,
alors Il exù;/e tln to E R Qo res te constunt
pour tout t 2': to·
app art iennent il f\ H, ai nsi les détermin an ts
la propriété de corps de Ha rdy, exist e un 10 E R tel que
tous les dé terminant s obt enu s son t bien définis e t pre nnent une valeu r soit nulle soit non
nulle pou r tout f 2': t o. Donc le rang de QQl'este con st ant po ur to ut t 2': to. •
Le lemme 5.6 est un résu ltat dual de celui présen té dans [301 sur la cornmand ebiht é
de sys tèm es linéaires inst a t.ionn aire s
D é fin ition 5 .3 Le
5'll eJ:1 ste slll te
sous-matrice d 'obser llan1!lté
est de rang plein pour toul l :?: 10
P roposit io n 5.7 S U PP 0 '; OJlS
corp.; de Hardy contenant les
dl ' l 'observu/eul' a-,ymptQtlque
es t dl/ obsel'll(lb/e au seu.s de ou Il-ob servable
, kr ,;utisj(llsu nt k, = Il cl un. E R t els ql'( la
66 5.4 . Sy st i·m es il coeffici e n t s d a n s u n co r ps d t>H ar d y
Pre u ve Suppos ons que 1<:" systèm e (5.27 ) est Il -observ abl.. e t que
(5.29)
est candidat il ê tre UII observa te ur asymptot ique. Il exis te un cha ngem ent de coo rdonnées
z = H (I ).r
qui met le syst ème (5.27) sous forme canoniq ue obse rva teu r
{
i = À ( / )z
y = C( t )z
0 r , par const ruction , to us les élém eur s de H( t) ai nsi qu e ceu x de H - l (t ) e t de Â(t)
appart ien nent à !\·H. En coordo nnées canoniques . l' observa teu r est de la forme
i = 11(tli + !I"{t )G(t ){y - C(I )E)
avec C(/ ) une matrice inversible repr ésentant Il" r-hangeme nt de sort ies, qui conduit à
l' équa tio n J 'erreur
i (À - (iC(t)C(/ )), (.\.30)
En rem arqua nt qu 'en coordon nées canoniq ues, l'é quat ion d'e rreur est sous Corme d é-
couplée par un choix conv enable d u gain fi·( t) et du chan gement de sor t ies C (t ), il su ffit
dt' considére r le cas mono-sor t ie. Dans ce call, l'éq uatio n d 'er reu r se réécr it com me :
li ," Pd !)e..el + Pl(t)Cn€n- I + 8rt_[(1)<:"t"rt_ l + (5. 31)
OÙ 8 1 (1). .8..(1) sont des fonc tions arbit ra ires corr espondant à. l ill choix con vena ble dt'
gain H (tl . On obt ient donc un e l'équ atio n différentielle de degré 11 polir e..
(3)+ t l,a;'- IJ(t) j= 2,
(5.32)
(5.33)
où l" i = j +1, , TI sont des entiers posi tifs. Montro ns que Ia solut ion générale de (5 .32)
est donnée par
, <:" _1 ER (5.3<)
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avec ",U) < 0 pour tout t to. lim,_ +<»,.,(1) = - oc . un élément da ns la pl us g ra nd e
classe dt" com par a bilité. not ée par l'_ En effe l par le calcu l direct, on pru t vér'ifier
>.(1)
1..- 1(1) i .._d<;{t),";(t»)
(5.35)
12(t ) 'h (",(t ), ,p(I).
11(1) 11{..,(t).<PfI) . ,<p!w -Il( t),,,,l")(t))
avec ')'.. , 1.. - 1 , . ..• "h sont des fonc t ions polyn ôrniales de to us le urs argumen ts. En rema r -
quant particulièrement que
P.I I) 1.10( 1)1
.B.._dt ), .PI(I) pe uvent êtr e détermi nés de m anièr e récurrente par (5.33 ) Clai rement ,
.Bdt). .P,,( I) sont da ns P-
La solution de (5.31) est do nnee par
,
= - L = r. , Il - 1 (5.36)
1= 1
00
iJ" - J + t j = 2, , Jo
''') -+1
(5.37)
avec 1" 1 = j + 1. ,JI son t des en tiers pos it ifs.
Comme tOIlS les fi)) sont do mi nés par -.p(T)dT). on il = 0, pour
j = 0, 1. ,71- 1. ..p(T)tlT) es t dans un...classc dc com parabilit ésupér ieure
il 1' , cec i impljque que lim, _ -+ooE,= 0,1 = L, , Il, et - Î'(t)) = O. •
Co ro lla i re 5.8 SUppOSOIl<! que les condition» dall s et que
l'erponentielle e' est la JI/tiS grandE clas se de est un
ob:;Hva teuI" 1J5ymptotique SI f\ (t) est chois, de sor te qu 'en cOJw " iques
/a dç no mupu: d 'erreu r (S ..')()) .,OI[ UH s!j"li me stononnoire ecponcntieltcmrnt stabh-.
P re u ve Soi t Ji( I) la t.ranfor ma t ion de coor don nées me tt ant le syst èm e so us forme
canoniq ue o bsl"rva tPlu , alor s 1''' \Te " r d'es t.inat.io n e n coo rrlonn":,.s orig inaL..s e p l. celle e n
coord onné e, canon iques c sont reliée s par
Le fa it que l'exponen tielle es t gra nde class e de comparabilité dans I\H ga rant it
que, pa r 1.111 cho ix ju dicieux de on pe-ut régler la vi tess e de COll vergence de c pour
qll e ( tend.. bi en vers zéro lo rsque 1 ..... 00. Cec i imp lique que (5.29) est un observate ur
68 5 .4 . Sy st è m es co effieients 0 1\ Il S un co r ps d e B ard y
asym pto tique' ( I ll système (5.27)
Exem p le 5. 1 (!Iu itf·) Nous reve nons au prob lème Je pour suit!" en ligne d roit!". Dans
Cf' sys tè-me, t OU 9 les élé me nts de Cf t) sont des polynômes de degré inf érieur ou égal il Il
à coefficie nts réels . Ils ap pa r tie nne-ul.donc évidem ment à un corps dt' Hardy, fO L t 01l S les
polynômes de degré infér ieur ou égal à n appar-tienn ent à la m ême elas se de compara bilité.
Eu aj ou tant l'exponentielle e' il ce cor ps, nous ob tenons un corps de Hardy /\ H = R(t , e')
de mu !/, 2 avec /, el pour classes de com parabilité. P uisque l'h ypothèse d' H-obs..rva bilité
es t. vérifi ée c t que l'e xponen t ie lle es t la plus gra nde classe de comparab ilité , le problè me
de J'obse rvateur asym ptotique ad met une solution. En effer, l 'e rre ur (l'es t im at ion en
coordonnées e = .r - i ...st donnée pa r
où H -I ( I) est dé fini par (5 .24 ). Il est clai r que e est asympto tiq uement stab le si e l'est.
Par exempl e. pour II:"problème de l' est imation des coe fficients d' un poly nôme de degr é
3, nou s avons
(
0 0 1 )
lI (t) = 0 1 1
1 t
e t le ga in d 'obs ervateur es t donné pa r
W ' (l) !)
(
10," - 0,1+Q, )
H (f) = - fi ol + fi]
""
OÙ fi O. 01, 0 2 sont les coefficient s du polynôme Hurwir aie n
Les resu lta ts (le sim ulat ion po ur ce problèm e sont présent és figure 5. 1 pour
l'observat eur à gain asym ptotique e t figure 5.2 pour l'o bserva teur uti lisa nt la forme canon-
ique e t les corps de Hardy. Les param ètre s initiaux (le la cible sont X o = 21000(11I),
.ro = - 200(111/5), i o = l(m / s1 ) .
Avec la prem ière méth od e, l'ob servateur à gain asym ptoti que prod uit des t"sti mécs
biais ees de la posit ion et d.. la vitesse , comme ann oncé au para gr aphe préc édent, seuil:'
l'err eur d 'a ccé léra tion conve rge. Noton s que le comportement dt? l'observa teu r en pré sence
d 'un bruî t bla nc Gau ssien de covaria nce U = lO(m ) sur lobservat ion, est peu per t u rbé
(voir la figure 5.3).
Le seco nd ob servat eur à gain ins ta t.ionnaire conve rge de m anièr e sa tis fa isa nt!" dans le
cas non p..r tu rbé . Cep ..ndant , cet obse rvateur est sensible a ux per t urbations. Ceci est dü
au fait que la croissance du gain est au moi ns auss i rap ide que les fonct ions du temps [es
plus ra pides enge ndrées par les coefficients du systeme. Les résult ar s de simu lati on po ur le
cas ave c observation per tu r bée sont donnés à Iii fip;IIlT5.4. La pert ur ba tion d 'o bserva t ion
est sup posée èt re le bru it blanc il covarian ce a = lO(m ). •
C hRp . 5 . Asp ects Rsympto t.iqu es e t ù t>s ob se r va tt>u r!; 69
"::1::.::.:: ::'::' ::: ..:::::::: ::::::: "':'::::::::::::::::::':::.:.':::::::.':::::::::::::. t Iseconde)
(a) Erreur d'e snmauœ œ ta position.
....1............. ... .... : ' ' 1 (seco nde)
(b) Erreur d'e srtmanon dcla vuesse.
.. !.. :::. . ,:,:: ... .: .::: . . ... ,.,:: : .:::.:::::,,':::.: useco ndc)
(1') Erreur d'estimation de recc crcrauon.
Figure 5.1: Erre urs d'est.imatio n lie l'observat eur à gain asymptotique. Xo = 21000(m) ,
ru= - 200{m/s) . .ro = I(m / Ill ) ,
70 5.4 . Sy stèmes il coeffic ients dans un corps d e Hard y
' .. 1 , .........•..... ..........., , : t (scconde)
(a) Erreur d'e stimation de ta posmon
t..x o (mis)
.•.............: : : t Iseconde)
(b) Erreur d'e stimation de ta vnesse.
:.............•................•....: l (seconde)
(c)
Figur e 5,2 : Erreu rs d 'est im ation de
co = 21000(m), i Q = -2QO(m j s ), i o =
ut ilisa nt la forme can oni que .
















(al Erreur d'esti mation de la position.
t tsec)
0 00 2000 6000 100.00





(c) Ereur d'estirmnionde l'accélération.
Figure 5.3: Erre urs d'e surn atic n de l'observat eur à ga.in asym ptot ique, le cas avec pertur-
be t ton. Xo = 21000(m ), :lo = ..ro = l(mf.., 2), 0- = LO(III).
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(c) Erreur d'e stimation de l'accélération.
Figure 5.'1; Erreurs d 'es timation dt' l'observ ateur utilis antla forme ca nonique , le cas avec
pe rt urbat ion. IQ = 21000(111). i Q = -200(m j.'l ), i o =1(m/s2 ) , Cf = lO(m).
Chapitre 6
Observateurs non linéaires pour le
problème de trajectographie
CI" cha pi t re conce rne la const ru ction d 'ob servateur s pour la t rajectog raphie dans le plan
et clans l' espace . Les sys tem es con ..spondants sont généralement non linéa ires e t nous
som mes donc con front és au problème dl:' la construction d' observateurs non linéai res.
Dan s un prem ier temps, nous allon s montrer que, mal heur eu sement , dans le cas pa ssif,
les syst èmes d.. poursuite ne peuvent pas êtr e t ranfcrmés sous forme canonique observa-
teur ni s ' immerg er dan s un syst ème linéaire de dime ns ion fini. les cas idéaux, à pa rt ir
d'observa tio ns physiques. NOli S cher chons don c des solut ions approchées, par exe mp le
l'immersion approchée cl l' approximation lin éaire tange nte, et éludions [f>lj conditions de
con vergence dl" Cf"S approches . u- s mêmes étud es sont envi sageables pour l'approche pa r
filt rage de Kalm an étend u.
fi. l R és ult a t s néga t ifs






aVl"C l'observation (2 .8 )
v I - + y- + z -
arcta n ( ; )
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A ce t te fin, nous dés irons J 'abord savoir si les techniques d'i m mersion et d'I nj ectio n de
sortie pe rm et tent de transfor me r Cf' systeme en un sys teme observable admettant un
ob serva teu r ave c un e dynami qu .. d' e rreur lin éarisa ble . Les répon ses "Ont 1f!Ssuiv ant es .
T b éor èm e 6.1 [51) Le (2 .5 ) avec obeeruatio« (2.8) n'est pas Imm er9tllble d,ms
lin systtme /in i niTf: de dllnellsulII fim e,
La dé mon str at ion J e ce théor ème consist e à prou ver q ue l' espace d' obser va t ion de ce
problème n'est pas de di mensio n finie et , partant , que la condit ion du th éo rème 1.9 n 'est
pas vérifiée. Pour pl us de dé ta ils. nous renvo yon s il [571.
Proposit io n 6 .2 le sys ttme (e. S) cvec obsr.rVfd ion pasû ve (2.8). Sa parue
observable, dorm ie par (:J.l 3) , (S.U ), n'est lUIS par injection de sortie ,
P reu v e La démonst ra t ion. rela t ivem en t calcu lat oi re, est rejetée e-n annexe .
Com pte-tenu de ces résulta ts négat ifs , nou s allons nous inté resser dans la sui te de ce
cha pit re au x mét hodes de cons t ruc tio n d'observa teurs appr oché s.
().2 I m m e r si o n a p p r o chée
P uisque le sys t ème (2.,') avec observation donnée par (2.8) nt" peu t pas s' im merger da ns
un sys tè me linéai re de dimension finie. nous allon s introd uire la not ion d' im mersion ap-
pre ch- e. Soit , par exempl e. des app roxim at ions d'o rdr e :2 du d évelo ppement de
Taylor de r, u ./ en lin point qu elconque
R R,, +R. ( r , rJ +(r,','IRr( n
So+s] (.r v , ) + ("" r)" ( : ) (6. 1)
9 90 + 91 \ J' !J ,)+(", r)9' ( : )
En appliquant le t héo rème 4.9, le sys tè me (2 .5) avec cbse rvancn (6.1) peut s' imm erger, par
le changement de variables B(X ) = en le sys tèm e
linéaire
fil = Ali













6. 2. Iu uuersion a p p,;.;',;;,o';,;;":.;.ee"'""- :..::
D'autre per t . en prena nt f3 "" [r . [f1', L},,,a, Lja , L}a, ) , Lrr, L}) T nous pouvons t ran s-
former le sys t ème (2.5) et (2.$) da ns Je sys t ème suivant
( /J '= A8+'P(L p)y "" ca (6.5)
où A et C sont do nnées pa l' (6.3) et (6.4) respec rlvem ent, ..t.
= ( 0 0 e,( t.p) 0 0 e.l t.p) 0 0
avec .p..(t,p) "" (,}r = 1'(3) . 'Po(t,p) = qo = oPl. et ',C' ,,(t ,p) = Lh = ,./3). et p étant un
vect eu r de par amèt res incon nus, Dans le CilS il vites se const an te. le vect eur de par am ètres
p = (x a. xa , Yo. Ya,zc-éo] est l'èrat in it ial.
Nou s constru isons un observa teu r pour tc système linéai re (6.2)
ô= .-\.9+ !l' (y - !i ) (6.6)
Alo rs, en posant e = (3 - 8, III dy namique d'e rreur est donn ée par
i = (A - A" C)e +"",( t,p ) (6.1)
Proposi ti on 6 .3 Soit P t'ensemble des paramètres pour Irsquels les trcj ccteires corre -
spolldalltes de la cible ne passent pas par l'au des z
p = {( l ·o. xO,Yü. Ûo, zo. i o) 1J.'oYo - royo 1-O} 16.3)
A lors il enste un gain f{ q UI st/lbdise la dynamique d 'erreur (6. 7) pou r lo ul JI E P
l' our d émontrer (t'tif> prop osit ion. nou s avons besoin du résult at suivant :
Lemme 6 04 [401 C on,;idirons If- s ysti m e
,1" "" P x + "",(I.p). .t(to J "" .ta (6.9)
ï 6 C h a il . 6 . O bse rva teur!> n on linéa ir es p o u r le p ro blème d e t ra jectog ra ph ie
Ot ' ( C F une mat rice de ta llit 11 x 11 t·a!ftlrs propres à partie réelle négalive.
Su ppo,. ons en o .lIre que ",(I , p) esl pour tOlI! p EP une fonct ion l'f ctnr ielle born ée sur
[to,+ool, et que pOT.r tout p E P
=0
PQur tout p E P (6.9) est asymptotiqu ement stable,
P re u ve d e la P r op os it ion 6 .3 Écrivons les observations C il fonction d u te mp s el de
l'ét at in iti al
j;;;+ tx o)' + (Yo + lyoP+ ( 20 + HoP
arcain + t:o:I:;o)J + (ta + lio)2)
1 = arc ta n e::
Les dér iv ées de r, o !"l g sont données pal'
+ yJ + it
((xo + txO)l + (Yo + '90P + (z o + tioF);
(xo.i:o+ ti-l+ !loYo+ lyJ+ ZOZo+ t i J )'
( .l'a + tio)2 + (YO +IYlIF + ( lo + ti O)l ) J
- i otxt + yJ) + (::0 - tzo)(xoi o + YOYo) + + !il )
((070 + l.To)'+ (yo + IYO)l + (zo + t ioP) ((xo + IxoP + (Yu+ IYoP)l /2
Yo:ro - ToYo
On pe ul alors vé rifier que
(6.10)'t/pE P .
{
lim r ln) =0 "In 2: 2
=0 V" J
"In;?: 1
donc "",(t, p) est unifo rmé ment born ée peur to ut 1 2: 0, et liml_ oo",(t , p) = 0 po ur tout
p EP Oc plus, ( A , C) est un e paire complètemen t observ able, do nc il exis te un gai n
K tel que la matrice (/ \ - H G) soit st able. Alors le lemme 6..4 imp lique que (6.i ) est
asy mptotiquement stable. •
R e m a r q ue 6 .1 (6,10) dOline 'ill critc rr de teslle rnnumele de t 'imm ersion apllm ehi e
permettan t deesurecta converçencc d 'lin obeerceteur. Gepel/danl , pour suÎVIY précisément
la traj ecto ire d 'un mobile, nota mment quand il s 'approche du capteur, 1IIle im m erSIOn dr
degré é1el'e est sou l'en' nice'<;BaÎ re .
Ce résu lta t peut ê tr e étend u au cas général. c'es t -à-dire lorsque la cible est su jette à
des accélêrat ions. l' objet du corollai re ci-desso us.
176 ,2. Imme r s ion a P\:!p"-' o:::':::":;:ée'-
Corollai re 6,5 'lu ',1 enste (le... enh t rs pO$it ifs t , j tt k tels que l'itat initial
de la trajec toir e d'un mobdr • etisiait
A/o rs 011 construire un <I.symplotique Imme rsion aplJ1'Od e si la tra-
lectolrY' considérer li partir de l'élat m it ial (IO. fie passe
pas par l' au des z ,
R oma rque 6 .2 La notion d'immersioll approché!:permet ,l' ezpliquu la converçence et la
de l'ob.5en'altllr à gain constant (appelé "OUl'trlt filin: 0 - (3, ou filllY' (; - {3- "I,
cct.] pa" rapport aux condit ions initi ales.
R e m a rq ue 6.3 L'im mer sion approch ée conduit li un observateur d(Jnt les choincs
d'int égmlrlll's li prntir de.' observat ion.' bOllt dùoup/ées, de sorte qu'un t pllnlle au nit 'eau
d 'un e chaine n 'empiche pas les aut res de [oncùonner. Un Ici obeeruateur t'Id dit tolérant
aux pan nes {56}.
Comme l' imm ersion pe rmet de se ram ene r à un systê me linéaire s tat ionna ire,
l 'o bserva teur J e Luenberger s' ap plique. 011 peul aussi uti liser l'a nalogie avec Il' filt re
de Ka lman st at ionnaire que nous aVOM pré senté e dan s la Section 4.2.1 pour ca lculer les
gain s des obser vateurs.
Nous allons pr ésenter d"'5 r ésult a ts de simulation num ériq ue pour la pour su ite d 'un e
cible se d éplaça nt à vitesse consta nte , prenons n. = 3.25, n"... = 4.89 pour
l'o bserva teur de dimension 2, et n. = 1.8, Il,,,.. = 2.6 pour l'obse rvat eur de dimensio n 3.
La condi tion de convergenCf"de la dynami que d' erreur est clOIK bien v érifiée dans les deux
cas ,
Dans la première simulation, les paramet res de la cible sont xe = 2,'jOO(m), yo =
2500(m ), : 0 = 2000(m) , i o = - 2-l0(m j s ), Yo= -2üO (m js). :o = - SO(m{b). La dis tance
m jnimalr- (ou dist ance nodale) r m , ,, = IS:J6.74(m ) est at te inte à t = 10.4(sUQlHlcs ), Les
figure s 6.1-6.4 présenten t les erreu rs l'l'estim ation de la position et de la vitesse dans les
coordonné-s pola ires el cartésie nnes respectivem ent pou r l'ohs er vareur dt' di mens ion 2 et
celu i de dim ensio n 3. Des biais d'est imat ion ap para issen t quand la cible s'ap proche de la
pos it ion du ca pteu r (origine) .
Dans If' deuxi ème cas , la positio n initiale dt" la cible est iden ti que à celle du premier
cas, mais i o = Z40(m {b), Yo= 200(l'11{.\), l o =50(mjs), au trement dit , la cible s' éloigne
de la position d'ob servation . Dans ce cas. il n'y il. pas de biais d 'estima tio n (voir les
figure 6.5 el 6.6)
POlir le premier cas de poursuite, les pert urbatjoua sur la dy namique et sur
l'observati on sont éga.lement considérées . Ou suppose que les perturba tions sont des
br ui ts blan cs Gaussi ens. Pour étudier J'influence de la per turbat ion sur l'obsr-rveteur , on
(ait des simu latio ns corr esponda nt à tr ois sit uatio ns le cas avec dynamique per tu rbée , 1('
cas avec observ ation pe rt urbée et le cas avec dyn amiq ue Cl observati on pert urbées. Dans
le premi er cas, les covaria nces d' accélérations sont. (J., = (J. , = f1", '= 9.8(m j .!l2). Dans le
78 C h ap. 6 . O bse r vat eur s no n li n t'a ir es p ou r le pr o b lè m e d e t r a j e c t ogr a p h ie
second cas, les covariances dt" bruits d'observeuon sont (J T =30(m ), =0.., = 1(d, .q). Les
résultats de s im ulat ion pour un obse rvateur de dimension 3 sont pr ésent ée a ux figure 6.7
- figure 6. )5.
O n voit cla ireme nt que les est ima tio ns d'accélé ra t ions sub issent l' influence la plus forte
de la pert urbat ion dt' la dyna miq ue. Par exemple, l'éc ar t moyeu dt' l'..r reu r d'esrim ar lon
,le l'a ccéléra tion de distance est environ 20(m f s l ) (voir figur e 6.9·11.). Par contre, mê me
si les estim ees sur I'a reélé ra tlon sont de qu ali té m édiocre. les es t imées sur la po sit ion et
la vite sse sont bien meille ures . Ce qui montre en pa rtic ulie r la robu stesse de l' estimée de
la pos it ion par ra pport aux pert ur ba tio ns .
On ind ique que dan s ce scénario de pour suite, c' es t la dynamique de la cinéma t.ique
d u syst ème q ui app orte du ret a rd à l' éta t esti mé.
6. 3 Approximation lin éai re
6 .3. 1 Approch e cie l'a p p ro x im a t io n liné ai re
Dans ce paragraphe, nous allon s étendre â cer tai ns systèmes non linéaires la méthode
de cons truct ion d'obser vateurs sou s form.. cano nique présent ée au chapit re :1 po ur les
sys t èmes lin éaires ins ratio nn alres Consid érons 1.. systè me non liné air e suivant :
1 i = f i·" " }l. y = h( x)
Un observate ur peu t êt re choisi de la form e
j. = f (i .u ) +k(i ,u )(y - h(i »)
et la dy nam ique d'erre ur est alors donnée par
c = f(x.u) - f( i,u ) - k(i Jt)( y - h(i »)






La parvie linéa ire de la dyn am ique d 'e rre ur es t donc un syst ème linéaire inata tionn aire.
En posant le chan gemen t de var iab le
E = H (i , ü)e
où ii repr ésente le vecteur engendré par Il et ses dérivées ju sq u' à un ord re approp rié.
H(i , fi ) tr ansforme (6.14) en
+ iI (i , ii) - ll - l (i , ii )e:+ O(llé111 )
(1IIi , ù)U IX,ùl + "] + f(i," I] + kli ,ùIIY - h(i) )]
- uu . H- I (i , iijE + O(lleI11)
6 .3 . Approxi m a t ion lin é a ir e
6 r (m)
IQ,OO
_ _ t rsec)
(a l Erreur d'extlruauo n de r.
dimention 2
t Iscc)
(Il) Erreur d'estunatlon de (J
79
6 "( (dcgj
(cl Erreur d'e sümœlond e l
1 (sec)
Figur e 6.1: Erreurs d 'esti mat ion de la posit ion en coord onnée polaire. l er (" II.S
ro =0 2500(111), !la = 2500(111 ), Zo = IOOO(m), i·o = -240(m / 8), 110 = - 200(m ( .» ,
io = - 50(m / s ).
80 C hap, 6 . Obser va t e ur s non linéai l"eS p o ur le p r oh Jpm e d e t raj eetogl'ap h ie
6.r (mis)
dimension 2
t..J-''---__ __ __ __--C..J rt sec)
(a) Erreur d'e stimanon de r.
(b) Erreur d'e stimation de ci,
A i (degls)
r ésec)
'--'- _ _ __-->-.J l (sec)
(c ) Erreur d'e stima tion de i .
Fig ure 6.2
Yo = 2500(m ), Zo = l OOO(m ), i o =
l or cas
6.3 . A pp roximati on li néa ire
6 )\ (m)
L.L _ _ _ _ -"---' 1 (sec)






(h) Erreur d'e stimatio n de v.
dl Im)
A
dimension 2 / .7
dimension 3
(c) Erreur d'ësümation de z:
1 (sec)
Figure 6.3; Erreurs d'estimation de la position en coordonnées cart ésienn es. Ier ca s
Xo = 2500(m), YI) = 25OO(m), Zo = 1000(m ), Xo = -240(m f $) , Yll = - 200(m f ,Q),
io =
82 C hap , 6. Obser vateur s no n Iin éa i rf>s p o u r le problème d e t r a j ec t og r a p h ie
dX (mIs)
LL __ __ _ _ --"-, r tsec)










(f) Erreur d'estlma rion de i .
Figure 6.4' Erreu rs J 'estimation de la vitess e en coord onnées car t ésien nes . l e r cas :
Yu = 2300(m), Zo = IOOO(m ), i o = -240(mls) , !io = - 200(m l s ),
i o =










'--'- __ _ _ _ _ -"--' u see)
(b) Erreur d'e stimarion de o .
(c) Erreur d'estim ation de 't.
t tsec )
figu re 6.5 Erre urs d' est imation de la positio n en coordonnées polaires. Secon d cas
1'0 = 250Q(m). Yo = 2500(rn), Z(I = l OOO(m), i o = 240(I7l/-i) . Yo = 200(m /s),
: 0 = 50(m/ ,,).




(a) Erreur d'estimation de x
li. Y (m )
/dimenSion 3
V "" dilllt:nSiOIl2
(b) Erreur d'e stimationd e y.
'--'- __ _ _ _ _ --'-.! 1 (sec)
,1, (m)
If'v=.::,Il
(ç ) Erreu r d'es timation de z.
Fig UI"(" 6.6: Erreurs d 'estirnaricn de la posi tio n en coordonnées cartésien nes, Secon d
cas .ln = 2500(m ), Yo = 2500(m ), 20 = lOOO(m ), i-o = 2·IO(m/5), !In = 2[)O(m/s),
in = 50(m/s).




(a) La cas avec dynamique perturbée.
.1 r (m)
:: 1.•. .•f . .•. .,\j )W..
t (sec)
ID 20




(c) Lecas avec dynamique et observation perturbées.
Figure 6.7: Erre urs d'estimation dt>r .1'0 = 2500(m), Yo = 2500(m), Zo = lOOO(m ),
ro = Ùo = - 200(m f s ), Zo = -50(m f s), Oa. = ""a.. = a«, = 9.S(m f s2),
0 , = 0"" = 0 .., = l (Jty).
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(c) Le cas avec dynamique ct observation perturbées.
Figure 6.8: Erreurs d'e st ima tion de J' xe =
J'o = Yo = - 200(m f s ), i o =
(1 , = (1 " = (1 ., = l(dey)
so = 2500(m), Zo = IOOO(m) ,
(1a, = (10. = (10 . = 9,8(m f .s2),
6 .3 . Appro x im a ti on liné ai r e







(a ) Le cas avec dynamique perturbée.
20.00
(b) Le cas avec observation perturbée.
t (sec)






(c) Le cas avec dynamique el observation pertu rbées .
Figure 6.9: Erreur s d 'est imat ion de i' :10 :: 2500(m). Yo = 2500(m ). Zo :: lOOO(m),
i o :: - 240(mfs), U(j :: - 200(m f ,<;) . éo :: o«, = ua . = U a . = 9.8(m / s1 ) ,
(1 , = ;30{1I1), U" = U'" = I (lreg).






















(c) Le cas avec dynamiq ue Cl observation perturbées.
F igure 6.10; Erreurs d'e st.imat.ion dt" 17 Xo = 2500(m) , !Jo = 2500{m ), ZOo = IOOO(m),
XO = - 2·10(m jll). Yo = -20U(m/s) . io = - .)U(m /s ), (J. , = 17., = 17., =
17, = :JO(m), 17" = = l (deg).
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(b) Le cas avec observation perturbée.
ô (degl s)
zo
(cj Le cas avec dynamiqu e et obser vation perturbées.
Figure 6.11: Erreurs d 'esti mat ion J e o Xu = 2500(m ). Yo = 2500(m ), Zo = 1000(m) ,
TO = -240(m/s). 1;0 = - 200(mls), i o "" - .,)0(111 1·'1), 17•• "" ""d. "" 17. , ""
o ; = Jü(m ) . 0' " = =: l(dl"g)
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(a) Le cas avec dynamique perturbée.
t (sec)
10 15 20
(b) Le cas avec observation perturbée.
t tsec)
10 15 20
(c) Le cas avec dynamique et observation perturbées.
Fi gur e 6.12: Erre urs (j'e st imation dt' jj ro = 2500(m ), Yo = 2500(m) , Zo = !OOO(m ),
Xo = - 2'1O(m / s ), flo = - 200(m/s), Zo = - 50(m / s ), o«, = o-, = o», = 9.8(m / s1 ) ,
17, = = 17, = l( ,}eq )















































(b) Le cas avec observation pertur bée.
20
(c) Le ca.. avec dynamique cl observatio n perturbées.
1 (sec)
Figu re 6.13: Err eur s d'e stimation de Î .fl) = :!500(m) , Yo = 2500(m), -eo = l OOO(m),
i l) = -240(mls) . Yl) = - 200(m/ 8), il) = - ,'>O(m/s ). (fa. = 0'. , = (Ta , = 9.8 (m / s1 ) ,
o , = 30(m ), = o , = l(d eg)
92 Chap. 6 . O h!lf'r va t f'urs n o n p Olir le p ro hlf>me d e t rajf'ctographie
61 (dcgls)
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(c) Lecas avec dynamique el observation perturbées.
Figure 6.1·1: Erre urs d'es timat ion de"( IO == 2500(m), Yu == 2,')00(m), -'"0 = 1000(m ).
Xo = - 240(m / s ). iJo = -200(m / s ), i o = - 50(m f s ). o«, = U o. = U o. = 9.8(m / s 1 ) ,
o , = 30(m ), u" = o-;= l(deg ).
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(b) Le cas avec dynamique cl observation perturbées.
Fil;lIft>6.15: Erreurs d'c st.imation de l' Xo = 2500(m ). Yo = 2500 (m ), Zo = lOOO(m ).
i o "" - 240{m / 5), Yu "" - 200(m f.'l), i o = - .')O(m/5), 0". = 0". = oe, = 9.8(m / 51),
0 , =30(m) . 0 a = (1 ., =1(r/t·.IJ) .
9·1 C h a p. 6 . O Lnier va t e u rs 110 11 lin éa ir es l'o u r le p ro b lè me de t ru ject og r llp h ie






k(I , "II, - hiIII ] - Oill'Ill
de sort e que l'équation ci.do ssus peut s'écr ire comme
i = (A( i , Il) -l'(,i, li)C(i, fi))e + (6. 15)
Â(i,u ) = fi] + f(i, lll)) lI- l (i . il ) ,
C(i,il ) = 3;(x )ll - l (i . ü) t( :ê, û) = H( i. u)k(i , ü)
Si ma intenan t nous une t r.ajr-r-toirr- ar bitr aire du sys teme (6.11), il est
faci le de rem arquer que la transformati on qui met le linéarisé t angent il cet te trajectoi re
sous forme canonique obse rva te-urest form ellemen t la m ême quI-'celleservant il construire
l'observa teur correspondant. mis il part le fait que 1(' poin t de fonctionn ement est différent .
On se pro pose donc d'utiliser ceu .. rema rque pour concevoi r un observa teur me tta nt le
système langent sous [orme-obse rvat",ur en chaque point. le gain étant choisi comme au
chapitr e 4 da ns le cas lin éaire ins tat.ionnaire. NOliS présentons ici l'id ée de la méthode de
man ière formelle et des résultats {te converg ence seront présent és Jans la su ite sur des cas
parti culier s.
C hoisissons donc une trajec to ire nominale observable arbitraire E, corr espondant à
l'entrée tl et noton s
[e linéar isé langent eorr espon dam. Comm e dans le cas linéaire insrati onnair e. sous des
condi t ions d'observa bilité. il ex iste des ehangemerus de coord onnées l/ (i , u) et de sorti es
C(i .Li) permettant de mettre le système r: sous forme ca nonique observateur éte ndue
6 .3 . A p p r oxi m at io n l inéaire











( è, . c" )'è = GC = c, = 1 0
Ü a:4 [(i , ii )
Ü 1 u)
o 1)1"" , j = l , ", p
où la sui te d'i ndices d'observa bil ité pOl. . kp } v érif .. k, = Il. Le passage rie E à s:
est donné par
+ fi( :i:,u )fr 1(x , ti )
+ f IX.UI]+ [,* .U]) W' (x.' J.
c= fji (X)H - I(X, i/ )
Le changement de coord onné es ('st. a insi d étermin é explicitemen t par
où WJt i . fi ),
d 'obser vabili t é (voir
sont des colon nes spéci fiques de l'inverse de la m at rice
3.3.3), et l'opérateur [. est définie par
D V,(r , u) - W,(i , fi) + il )
= - f _ j = t , , p (6.16)
Da ns le cas non commandé , cet opér ateu r est réduit à
(6.17)
Il suffit a lors de remp lacer la trajectoire arbitrai re (i , il ) par la tra jec to ire estimé e (i ,u)
et de calculer le ga in k(i, fi ) comm e dans le cas linéaire inst ation naire , de sorte q ue la
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dynamique d 'err eur dans les coordonn ées transformées, soit linéaire sta tio nn aire stable.
Un te l choix dt>gain est do nné exp licitemen t par
k(i,ii) = [(a; +oL, ,Ck' -1 +'c"' )W1.
+ n: _k.+2'c + + + ,Ck')W. IC-I (i , u ) ,
avec ,at -d, i = 1. , p des vecteurs Hurw it zien s.
Clairement . l'observabilit é est une condit ion n écessair e po ur effect uer la t rans for m a-
tia n ci-d essus, mai s elle n'e st pas suffisant e pour garall li r la convl ,rgence de l'obs erva teu r
obtenu , pou r la m ême rai son que dans le cas lin éaire instutionnai re. En effet , dan s le cas
non liné airr-, il sera plus difficile d' éval uer en général le comportement de la t ra ns form a-
tion ain si que celui du gain de l'obser vateur. Cependa nt , grâce à l'ex pr essio n exp licite
du cha ngeme nt de coordonnées e t du gai n de l'observate ur, l'étude de la converge nce est
rend ue possible pour des syst èm es spécifiques. C'est ce q ue lIOUS allons faire dans les
par agra p hes su ivants.
He m m-qu e 6.4 l,a milhode Je la/orme cano nique obscrvot ex r étendu s' apl,arenle à celle
de Zeit z {YS]Jans Ir ca..' mono -sortie et Je Birk ri Zritz [11] dans le CIlS mu!ti ·sQI·fit . Dan s
les Je Zeit z cl Birk, le $Y1!temf: t sl S1Jpposé linéa ri.'wble I/(I /" illj tdiun nml linéaire
dt sm·ti e. Mais les contrain tes principales de noire approche /"isidellt dans l' obSt rtlabi/it é
J'une pari et dons la Jifficult i dt garant ir des IrausjQrmatlons bOl·" ù /l Ir cas ginéral.
6 ,3 ,2 Po ursuit e en co or d o n né es carf.ésienues
6 .3 .2 .1 Le ca s act if
En em ployant la tech niq ue de l' app roxim at ion liné ai re, no us pouvons concevoir un ob-
servateur asym ptot iqu e. Considé rons le prob lème de poursuite d '1II1l" cible sc dé plaçant
à vitesse cons tante. En posant { = (.r , v.., g, z, v.V l'é tal d u systè me , alors
l'ob servateur asymptoti que s 'exprime comme
( = A( + ' ((II, - h(( )), ( (toi = (0 (6. 18)
6.3 . Appr oximati on li n éaire
En uti lisant le schém a 1. If> gain est don né par
de.'> vecte urs Hurw it ziens e t
i i i:
- JP+YI
".-[fI0 0W I = ; W l = if iy:r ' +y2 + z' - -.fP+Y!0 0
i
yil +y' + z'
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Pour étudie r la con vergence dl' l'observa teur obt enu nous remar quons d 'a bor d que le
champ de vect eu rs associé à ce système est com plet, et que pour l'a pprox ima t ion liné aire
l'erreur d 'estimation de l'é tat est supposée bornée, Par une inspection directe, nous véri-
fions imm éd ia temen t que le seul point singuli..r (le la transform ation de coordonnées est
préc isément le point inob se-rvable . Comme la t ra jec toire d'un e cible se d éplaçant. il vit esse
cons tante fran chit au plus une fois le point inobservable . il existe donc un ta il part ir
duq uel la tr an sform ation dt' coord on nées est bien défin ie, Par suite l'obse rvateur sous
forme canoniq ue obse rvat eur étendue conve rge asympt otiquement.
Les résutrars cl!' simulat ion pour If' même scena rio de po ursu ite que dan s le pr emi er
cas <le la sect ion précédente sont prése ntes d ans la figure 6.16.
UnI" aut re mé th ode de con cep tion d'obs ervateu r po ur le même système cons is te do in
ver ser l'o bser vati on en coordonnées pola ires po ur obte nir J'ob servation dans les coord on
nées car tés iennes. En con séquence . le syst ème de poursuite SI;' rédu it à t rois sous-systèmes
linéa ires décou plés . Xous re t rouvo ns ainsi le cas de la poursuite en lign e droite que no us
avon s au chapit r.. 5
6 .3 .2 ,2 Le cas p ass if
Dan s le cas passif, nous t ravaillon s sur le system" (3.43) avec obse rva t ion passive (3.'14).
L'o bser va teur assoc ié est de la lorme
( = [(() +k((I(, - h«( ) ) ((' , 1= (. (6.19)
98 C ha p. 6 . Ob servateu rs n O ll l inéair es pou r le problème de trajectogra ph ie
t rsec)








(b) Erreur d'e stimation d.. y.
1 ($(:C)
(cl Erreur d'e stimauon dc z.












... . . ............ .......,................
6y (mi s)
1000
(h) Erreur d'estimation de y.
(c) Erreur d'estirnanonde i ,
F igure 6.16: Erreurs d 'estima t ion, poursuit e active da ns l'espac e. .rD = 2500(m ),
!lo =2500(m). Z-o =1000(m). i o = - 240(m j s ). iJo= -200(m j j ), io = - 50lm j s ).
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En choisissant une m atr ice d'observabilit é correspo nd ant il la suite d 'i ndices
d 'observab ilité (2,3), le gain de l'o bservateur est donné par




( Il + (J)(lsin(t
I(f+(j(a+ (i + ( j)(1 sin (.
\j(f7(j
(ci +(; + (J) (J sin ( ..
- - I(f+(j
(a+ ci + + 2 (: (; + (,::) cos ( ..
((f + (1)S/1
( 1(3( i sin ( .. cos ) (5+ (Jas in ( ..s inl (5- ()cicos ( .. sin (5- (; cos(..cos (s
- ( t cos C.. sin Cs- (1a cos(.. cos (5+ (J(/ sin(.. sin2(5+ (J(J sin e..cee" (5))/P
«1 (3asin (ol cos- (5+ (3<: sin ( .. siDl <5 - (1 (i cos ( .. sin (5- (5
- (t cos (.. sin - ( . acos C..cos (5+ (3ci sin (4s inl (5+ e) C..cos! (5))/13 ,
«(3 sin e.. sin2(5- (1COS (. sin (s - (1COS C..cos (5+ (J sine..cosl (5)(3«i + (JH/P.
-((3("05(.. cosl (5+ (3 cos Col sinl (5+ (l s in (5+ (,:J sin (t cos (s)( : +
2 ro s ( ..( 1 sinl ( .. cos (5sin2 (s + (1 cos (5COS2 (4sin2 (5- (1cos2 (5cos2 (4sin (5
+(2cosl Cs - (1sin3(5 cos2(.. - (1 sinl (..sinl (5+L sin2(..cos J (s
sin2(..sin (5cosê (51
Pa.r .. on .. la. singul a r it é dl" la tr ansf or mat ion de co-
ordon née s ('st il. (J = ( 2 = 0 et ( .. = 2' (1 = (2 = 0 est If' poi nt inobser vable dans ce
problème. (6= i cor resp ond éga lement il un cas Inobse rvable , le n .s où la cible se dép lace
vert.ir ale ment , c'esr-ê-dire l' -= cons tante . Il faut done ch anger de st ra tégie pou r évite-r
cet te sit ua t ion. En rem arquant que le cham p de vecteur asso cié au systeme dynam ique
dans Ct" problè me est com plet , il suffit d 'é vite r [es po int s inobse rvables pou r assurer la
convergence de l'ob ser vateu r don ne pa r (6.19) pour une initi a lisa t ion conven abl e.
Les résult a ts (le sim ulatio n numérique dam le cas sans perturbat ions ct le cas avec
pcr turba tio ns pour le scena rio de pou rsuite ide ntique il. celui prés ent és dan s le cas ac t if
son t donnés à la figur e fi.17. Deus le secon d cas , les per t urb a tion s sur IIIdyna m ique et sur
l' observa t ion son t supposées èt re des bruits blanc s Gaus sien s à covariances U a. = =
U a. =9.8(m / s1 ) , 0' , = :JO(m). l1" = <7..,= I (deg). Les résultat s dl:' simu la t ion mon t rent
que ce t observate ur est rob uste par rapp or t aux pertu rb ati on s.
1016 .3 . A p pr oxim a ti on li néair -e__ _ _
t (sec )
0.00 5.00 10.00 15.00 1O.Ol
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(b) Erreur d'estimation de Ç2




oco 5 00 10 00 150l 20,00
tc ) Erreur ü'esrimation de çJ
J02 C h a p. 6 . non po ur le prob lèm e de t raject o g ra ph ie












000 ' 00 10.00 1500 20.00
(e) Erreur d 'esti mati on de r
Figure 6.1i : da ns l'espace . Xo '= 2500(m ),
Yo '= 2500(m ), <:0 = 1000(m ), LO = Yo = - 200(m / $), i o = - 50(m / .'l) ,
= u". = U a , = 9.8(m/ s1 ) , o ; = 30(m ), = <7.., = i(deg) ,
6 .3 . A p pr-oxim a t.ion liné aire
6.3 .3 P o u rs u it e pa ssi ve e n coo r d o n n ées p ol ai re s modifiées
6 .3. 3. 1 Le cas sans comm e nd e
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Nous présentons la construct ion d' un observ ateur pour le prob lème de tra jectographie pas·
sive dans le plan. le porteu r est immob ile, a lors le système cor res pon da nt
est donné pa r \ vor " ' ''.L')
{::L,
La matrice d 'observabilité associée à ce système est
( 1 0 0 )Q = 0 1 0o - 2Xp m3 - 2Xpm 2
Donc (6.20) est localement obse rva ble si X p m 2 ;{.O L' inverse de Q {'st
(
1 0 0 )Q_1 _ 0 1 0
- 0 _
Xpm 2 21·pm2
Si nous prenons la dern ière colon ne de Q-l comm e le vecteur initial
w=(o (J
2 .1'pm 2
LW = (0 12::::f '
L2W = (1- 6Xpm3 _ 6X ; m3 ) T
.1' pm Z
Alo rs da ns les coordonn ées origi na les, le gain d'observateur est donné pa r :
(6.20)
kli)
où ( 0 1 , a z, ( 3 ) est un vecte ur lI urwi tzien .
On vérifie im médiatement que l'obser vat eur obt en u est convergen t su r un hori zon fini
si Xpm 1 f- (J. C'est une contr a inte na tur eIle , = 0 est le seul cas inobse rvabl e.
Mais , lorsque t ----> 00 . X pm 2 s'a nnu le , ce l 'observa teur pou r
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un e erreur d' esti m ati on arb it raire. Donc le modèl e en CP l\l en repère fixe ne n'ap pliq ue
pas à la poursuit e de longue d urée.
Les résult ats de s imu lation num ér ique sont présentés dans la figure 6.18. Les
paramètres de la cible sont Xn = 5000(m), Yo = li " = - 4(m Js ) et
l'y = - 3(m Js J, et les para mèt res J e J'obse rva te ur sont: n i 0'1 = 7, a.1= 5.5 .
Nous prése nt ons ensu ite l'o bserva teur pour troi s dimensions,
Suppo sons que J'pm2 -#Q. On peut alors un observat eur sous forme ca non-
ique é tendue suiva nt le schém a JI prése nté dans la Sec 4.5 en écrivant exp lici tema nt























Ici no us utilisons le lia it que x,
avec un ga in de la forme
Si ce n'es pas le 'M , il suffit de cho isir la sous-m atr ice








L'analyse de la con vergenCE' de l'obs ervat eur ident ique à celle de la poursuite
dans le plan , puis que c-, = 0 est à la fois le Je point singulier de la
transformat ion de coordonnees.
Les résult a ts de simulation sont pr ésen tés dans la figure 6.19 pour la pou rsui te de la
même tra jectoire qu'au C(\.$ précédent.
6.3 . Ap prox im at ion linéa ire
6 .3 .3 .2 Le ca s ave c commande
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Pou r sim plifier , nous considéro ns le pr oblème de pours uite passive en dimension 2 corres-
pondan t a u sys tème (2.13). L'observa teur pour ce système est de la form e
En employant la technique de la forme can oniq ue étend ue , le gain dl" l'observa teur est
donné par:
cos Xpmi + sin Xpmi) + sin Xpml - cos ip md
s in Xp"'l - cos ip",J)l +2i pm1(u-,sin Î pml - li, cosx"",d
La figure 6.2U présen te un scéna rio cl.. po urs uite d'u n mobile. La positi on ini tia le de
la cible est .lo(O) = l OOO(m), .1/,(0) = lOOO(m), avec vitesse con stante =
= 4(m /s) . Le por teur d émarre de l'or igine avec la vitesse initiale
Ya = O(m / s ), II fai t une mano eu vre il accéléra t ion const ent c : U r =
= O.6(m / s1 ) . D d US cet exe m ple, la transformation (le coordonnées est
pour l'e nt rée choisie si l'é ta t es ti mé ne vérifie par P(i""" fi) = 0, c 'es t -à-di re le cas
ino bse rvable. ,\ cause dt' la contrainte d 'énergie, le po rt eur ne peu t pas garder la même
accélérati on trop longtem ps, donc la convergence dt' (f::i .22) a lieu pendant la mêm e d urée
que la m anœu vre . Pour ass urer une cOll\"t'rgencf"de l'observa teur à long te rm e, il fau t que
le porteur fasse une manœuvre a ussi longue que IA"S rés ulta ts cie la sim ula t ion
num ériq ue son t présentés dan s la figure 6.21.
On rem ar qu e finalem ent q ue polir la pour suite en coo rdo nnées polaires modifiées , si la
vitesse d'angle de la cible est fai ble, [es po ints d'opérat ion de s sys tè mes sont t rès pro ches
des po ints inob servables. Par con séque-nt , les observa te urs sont t ri-s sensibles aux bruits
d'o bserv at ion dans cette situation.







(a) Erreur d'estimation de x,,,,,,
1 (seconde)
Ib) Bneur d'cs nmatton œ X p'"l
(c) Erreur de sumaüonde x p ..J,
Figure G.IS: Err eurs d'estimat ion, pour su ite passive dans 1(' plan. .1"0 '= ,'JOOO(m ),
Yu '= SOOO(m), Ur '= - 4(m /s) . Vr = -3(m /-'l) .
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(a) Erreur d'es ur uanon de
O.OOI t. Jt ,.o1
r




(e) Erreur d'e stimation de
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A Xpm4
·-l-.·- -----'------- « = ",,0'
(dl Erreur d 'esnmation de x,,- ,
(e) Erreur d'esumatfoude
t (1ICCOl,de )
(0 Erreur d'estimation de .fP"'6 '
6.3. Approx im a t io n liné ai re
(g) Frrcur d'e snmauon oc t p.. 7 '
t tseccndc)
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Figure fi.19: Erreurs d'estimat ion , poursuite passive da ns l'espac e. .ro = 2500(m ).
Yo = 2f)OO(m ), Zo = IOOO(m ). i o = Yo = - 200{m/s), i o::
1
o
Figure 6.20: Poursuit e passive dan s le pla n.








(a) Erreur d'e stimation de X,..,
10.00
1(seconde)







.... - , .. ."..,..
.....,... .....
(c) Erreur d'esti rnarlon de ' ,..1'
.h ...... ( l lm )
(d) Erreur d 'es nmaiiooœ x,....
rtsecoooe)
III
Figur e 6.21: Err eurs d 'est ima tion. pour suit e passive dan a le plan. I c(O) = 1000(111 ),
y«O) = 1000(m ), i , (O) = 3(m / s ). Y. (O) = O(m/s ). li ., = 0.3')(m/,,:), u, = 0.6(m l " ' ).
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6 .4 Anne x e : P r e uve d e la p roposit io n 6 .2
En dérivant les sorti es par rapp ort aILtemps, pa r exemp le ')', nous ob te nons
')'(3 ) = (2C()S3 - 3(l ( 2) Coo 'l + (2( ? - 6(le;)sin cos
+ (3<:(2 - - «(3(1e; - a) cos2 (2(i - 6(f(2) sin (&cos ($
+ ( ?_ I(a + (2 )l
2 W+ {6 - +3 6 - + -
- + {J )3/2W +
2 ({i +W·l/ 2(:j{l - af.J+(fa- 36 - 66f.sf. 6(f +
- - - ta + a)3/l (f.?
N (1j.o -1(0", 0-,<1. ')',). '1))
â, 1,),1»
où ",- I( O". ir . ;; .I,;-,)) est definie par (3.36). Nous pouvo ns décrire
N = -{4 -/ 'c 056 0" + 4 q6 s inl O" + 2 coss (Tcos1'v?i q sin 0" + COS60; l i l
+ 1 cos! 0 cos2 ')'i j qO + 4 cee" (T(osl')'i i a 3sin n + (,Ostercosl l11a 'l s in1 (7
+2 cos3 0" cos2')'i2';1 sin O"C; +4 cos" 0" (Os2 ')'; 1a 4sin2 0" + cos! 0" cos" ..,&1C;2
+4 COS 0" CO$2 lU 4ii sin 11 + 8i4cos" 0" si n? l ri-2 + 4 i 2cos 2 O" sin 2 la4
+ 2 coss nsinl1iJj';' s ind + 2 crn;4a sinlTyiri- a + 4 cos3 a sin21'iii ri-3 sin 0"
+ cos4 0" sin 21i4.;2sinl 0" + 2 cos3 o sin 2 ")i 2a 2sin ua + 4 (05 2U Sill2 l ·yJ0-45in2cr
+(OS2<T sin2 ')U 20 2 + 4 cos o sin'J ')ri-4a sin o + 8 i 4 cos? o cos2 ')'a l
+4 i 2COOl O"cos2")U4)3/2(i 2,;. cos 0" sinJ a - sin u i ii cos" 0" - sin"'';' ii + 2a cos30 i l
+2,;.J cos a )( 12 cos' ') sinlii 3cos ! t7q3sin! a - 4 sin3 ')0-6 cos? o
- 3 sin3.., cos! .., ws'(Ju'(j' + 12 sin' '1COS31'COS' O"à3d i _ 12 sin v cos" "); ' cos' ".q4
+2 1 sin2'1 ..,a s sin t7-y cos (J + 12 sin"l 1 C053')' cos" 0';/1'a'
+12 sin' l C053Î cos5"'i 50-sin (J - 12 sin3J COS21'0-6sin l 0 - 12 sin "'1 1'i 6 cos6".
- 3 sin31 cos11 cos" u -).2"il - 6 sin3")cos2')'cos 517-? ii d sin o
+ 12 sin11 cos3") (0 50u i 41 + 36 sin2") (053Î (053 O" i 3ti3sin 0"
-1 2 sin3 1 cos'") cos' ,,.i 107 4sin20" - 6 sinJ ") COS11'C05317-) l a2 s in 00
- 12 sin3')'coslÎcoso i14ij sln e - 12 sin3Îcos2")cos3 0"i'i q3sin O"
- 24 sin J cos' li4cos4ua 2 - 12 cos 1'si n
'
'r cos" "à l ii i l - 12 cos 1 sin3") cos1 ",;. 40
+12 cos l' sin}1 cos30"; 1 sin aà â - 12 cos Î sin3") cos6 0")31 ';'
+12 cos Î sin31'';'4sin' uii +fi cos ')'si nJ iCOS5 ,, ; l i 2sin"
- 12 cos') sin 3") cos5(1)4 ,;.' sin o - 36 cos 1 sin3')' cos3 oi ',j-· sin 0
- 6 cos 1sin3 "l'COO3" i 4,;.' sin·1". + 6 cos')'sinJ"l'cos " a 20 l sin u
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'
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113l dev ient un" fonction algébrique , ce qui nous permet de supprimer tous les fM tl"UrS
communs en tre le numéra teur JI,' et le dénomi nateu r D. On t ran sforme ensui te l'expressio n




1 + cos 0"
.&'s in(,,"/2 ) +i1 coo(" / 2)
c05(0"/2)(1 + ("05('1" ) ,
sin{";/2)
(05(1 / 2) ,
,
1 +cos1
)-lsi nh/2) + 1 COS(-y/2'
+(05 1 )
Par le calcul di rect, nous pouv ons vérifie r que, par exemp le, ( f l cos! ('1" + a l ) n'es t pi1.S un
facte ur commun entre N ..t D [le calcul étant t rop lourd à la main, il peu t êtr e effectué
avec un logiciel symboliq ue, par exemple i (3) n'e st donc pa s polynômi ale en
(q,""y). On peut en déd uire immédiatement que i n 'est pas poly nômia ie en (a,)- ). En
rem arq uant que les ind ices d 'observabi lité du système sont k l = J. kl = 2, le résuh al est
donc d éduit de la propositi on 1.3 et d u théor ème .lA.
Chapitre 7
Conclusion
Le tr a vail de cene rbêse- consi ste en l' ét ude des observa te urs el leur s ap plica tio ns au
pro blème de t rajectographie .
Nous nou s int éresso ns d 'a bord à 1<'1 con stru cti on d'obse rva teurs ius ta t.iounairea. Des
con dit ion s suffisant es perm..n ant dt>vér ifier la converge ncf' d 'obser va teu rs sont prop osées
moyenn an t la theo ri.. des formes normales et <les cor ps dt' Har dy. A l'a ide d' une notion
asym ptoti qu e, pour cer ta ins systèmes Huéalre s irtstat.ionn aire s , 0 11 pe ut se ram ener il.un
obse rvat eu r sim ple dit obse rva teur à ga in asymp totique. Nous propo sons C:ga lement des
idées permetta nt d'étendre la tec hnique de la form e canoniq ue ob serva teur au cas non
linéa ire. Tout efois, dan s ce dernie r cas, la ( Ollv('fge nn ' d 'obser va teu r ne peu t ê t re vérifiée ,
pour I'in st.ant , que pour des cas part jculiers.
NOliS app liquon s ensuite ces méthod es ail problème de tra jectographie où l'e n pe ut se
ramen...r à un systè me linéa ire ou non linéai re. Les résultats de notre étu de co nfir ment.
l' importa nce de la t héorie de de l'obse rva teur pour les systeme s de po urs uite,
En définiti ve, nous rema rquons qu 'en ce qui conce rne [es système s linéai res inst e t ion -
nai res pert ur bés par des bruits, nous pou vons é te ndr e l'analyse asymp totiqu e et concev oir
un filtre à gain asym ptotique [60J. Cepe udant, dan s le cas génér al. la ro nstr uct.ion de filt re-
pour le pr ob lèm e de tra jectographie est loin d 'êtr e complètement résolu.
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Annexe A
Rappe ls sur la théorie d e formes
n o rrn ale s
A .1 For-m es norma les d es sy s t èmes non li néair e s
Cons idéron s un système
i -= f (x ) (A .1)
sut' une var iété analy tique X de dimension n . fêlant un champ dl' vecte urs analytiqu es.
S UPPOSOIIS que, salis nuire à la gén é r"lit é , f (O) O. au t rem e nt d it l'originp es t le point
sing ulie r {a pp..lp autrement po in t d 'équ ilib re ) d l:' (A. I). Notons
la forme de Jord an du linéar isé ta ngent de (A.t ) avec
où P est la matrice de changement de coordon née s associée il la forme de J orda n. On
cherc he 11 quelle condition le flot associé au cham p f est l' image par difféomorphisme h
associé il Az clans un voisinage convena ble J e l'origine. Autr ement (lit , on cherche un
di fféomorphisme local h défini da ns un voisinage de 0 tel que Xl(x ) =h(eA1z) pour to us
x , z véri fiant x =hl: ). Puisque le systêm e er son linéar isé teugeu t coïnciden t en 0, 011
peut choi sir h tel que l'origine est SO li point fixe h(O) = 0 et Toh = = Id To X salis
restreindre la généralité [54].
Consid érons les d éveloppe ments de Taylor de f pt h jusqu'à l'o rdre T , notés fI') et
M' )
où r et h' sont des polyn ômes homogèn ..s de degré i pour i = 2, Alors. Rj' )(x ) =
J( x ) - j( ' )(x) el = h(:) - hlr)( : ) sonl les restes d'o rdre supé rieur ou éga l à T .
Noton s X! " If' flot associé au champ f I' ) appr oché d'ordre T.
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Dé fin iti o n A .l On dll que
a!u. SI
ooismaçc l'ol'lgine .
A. t. Fo r-m es n or m al es de s sy stè m e s no n li néaires
D éfini tio n A .2 On dit aussi que ft champ f r.équ ivalent au
si xtr) = h(rl(z, (z)) pour tous 3', z Ids que l: = ou Z, (z) est le flot local
par g .
Le théorème de Poincaré affirme 'lue dans la classe de-s sér ies ent ières formelles un
champ de vecteurs peu t se ram ener à son lin éarisé tangent en un poin t singuli l'r par
un difféomo rp hisme form el si la condi tio n ne non résonance est véri fiée. Enonçons cet te
condi t ion
D é fini t io n A .3 On dit que la mat ri ce A est résonnanle, '1/ enstc une suite
d'en tur.• . avec k l + + k.. 2, telle 'lue l'une au moins des valeur.• propres
véf"lfie
(A .2)
Dans le cas contraire, A est dite lion résonn ante . Si (A .2J a lieu cuec k,'\, = r la
resoeancr est dite d'ordre 1
Théor èm e A . l (Po in ca r é] 51 1\ n'a pas de résonance d' ordre
le f est ,"·éqmval ent ri 5 0 11 Iméan,·f! /l!n!jellt Az En
f est équil'alenl à i\z
011 égal li r
si/\ est non
LI . d émonst ration du théorèm e de Po incaré est basée sur un procédé d 'él im in ation
successive des te rmes d'ord re supérieur à r , Pour les détai ls. no us nous référons à, pa r
exe mp le. [3, 10,
Dans le cas
champ polynomial auque l J est dittéorr..n'phe.
de résonna nt. admet une résonance
app elo ns mon ôme résonnent le champ de vecteurs monôme
sing ulier en 0 tl dont
le système) obtenu par le
où la sommation est tellf'< que '\ J = k,>.. , avec
k = k, ;:: 2, les
Défi n it ion A .4 Le
théorème de Pon" " '·Dol,,
A . R ap p e ls su r la th porie de fo rmes norma le s 121
Il nous faut évidemment vérifier la convergence de s éries forme lles qui ramènen t le
ch amp f il. la forme normale donn ée par le th éorème de Poincar é-Dulac. Un r ésul ta t sur
la convergence de sé ries for me lles dépe nd de la disposit ion des vale urs propres de !\ da ns
le plan compl exe.
D éfi n it io n A .!i On dit qu 'une collection de l'Uleun propres À ap/mr!ient au domai ne de
Poincaré, si l'elwt1oppe convexe des n poillts (À1 , , À.. ) du plan complexe ne contien t
pas l'o rigine .
Théorèm e A.3 [3] Si les valeurs prop f'f'••de!\ d'un champ f Ilyan/ un point siTlgulier fil
oappartiennen t au doma ine de Poincaré, alors f est, au VOIsinage de 0, analyti quem ent
iqu ivaltnl au champ SQII" form e lIOl'1na/e ,zifinit: PUl" (04.3),
Au trement di t . les sé ries formelles convergen t si les valeurs propres du linéarisé ta nge nt
sont situées dan s If' domai ne de Poin caré rnêrne da ns If' cas réson nan t. Dan s le cas non
réson nant, Ip cham p est éq uivalent il son linéarisé la ngent si la. disposit ion des valeurs
propres vér ifie la condi tion précé dente.
Pa r la définition du domaine de Poincaré, il existe da ns le plan complexe une droi te
rée lle qu i sépare la collection des valeurs propres de l'o rigine . Alors l'ou r les systèmes
réels. le domaine de Poincaré est le demi-plan des variabl es com plexes (dro it ou gauche)
ne con ten ant pa> l'axe imagi né. Un con tre-exe mple du domaine dl' Poincaré es t le cas
où le cha mp possède une sous -varié té centrele. Le problème de la conve rgence des série s
formelles ad m et une réponse gén ér ale lorsq ue l..s vale urs propres du linéar isé tangent ne
sont r as t rop proch es dl:" la réson ance [17J. On dit dans ce cas qu' il n 'y II pas de petits
Nous re marquons que bie n que la convergt"nce des séries form elles nt" puisse pas ê tr e
touj ours vérifiée. par une subst itution convergente nous pouvon s repérer les te rmes réson-
nants d' ordre peu élevé ct recu ler la per tu rbation il des ter mes d 'un certain ordre fini.
c'est-à -dire ramener le cham p à la forme
IA.4)
en un point singu lier par un changement de coordonnées non plus formel mais véri ta ble
(a u besoi n polyn ômial] . Ce fai t va faciliter l'application du t héorème de Poin ca r é-D ulac
aux pr oblèmes pra tiques.
A .2 Fo r-m es n o r-ma les d es syst èrn es linéaires in s t a-
t io n nair es
Dan s cette sect ion, nous allons envisager la Iamille d'é qua t ions linéaires inatationnaires
suivantes :
,r =; F(tl .r IA.5)
Ce type de sys tèmes peut êt r... le linéar isé tangen t d'un champ g énéral f(t, x) au voisinage
d'un point singulier. Le CM où le champ n'es t pas équivalent à son linéarisé tangent es t
compliqué, e t ceci ou trepasse ce qui nous intéresse.
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On rem ar que que bien que les é tud es du systè me (A.5) soien t effect uées en géné ra l
sur le do m aine comp lexe C" x C, nous restreignons <'lUX sys tè mes défin is cian s Ip domai ne
réel R" x R. Dans ce cas , il suffit (le COlIsi JÙ" f Il' systf.rne com me lUK' res t rict ion da ns le
domaine réel d 'un systèlllt' défini dans If' domain e complex e.
A .2 .1 P oin t s s in gu lie rs , éq u iva le nc es for-m alles e t formes nor-
m al es
Si F (!) d' un système (A.5) poss ède un pôtt' Pli un point ' 0 E R, IQ est ap pel é le point
singulier. Nous considé rons d 'abord le cas où la singularité J e F (I) se t rou ve à l'or igin e.
Supp osons que F (t ) admet le comp ortem en t asymptc uq ue suivant :
(A.6)
avec Il E Z et Ao mat rice constante finie. Alor s If' ( A .5) peu t s'é cr-ire comme
t" x = A( tJx
où A (t ) est analytiqu e Jans lin voisinage de 0, donc
(A. 7)
"'st. 1l11{' serie convergente en 1 =O. Si p. =1, nous di rons que la s ingula rit é es t Fuctcs ietme ,
si non
Nou s caractérisons ensuite la r égularité d'u n po int singu lier.
D éfl n it.ion A .6 Le point ,qillgulier 0 du ioystfme ( A. 7) est rt!JUlier s'il exisle 1111 f flti er "
lion-négatif Id ql U toutes les solutions de ce systèm e dalls un lloisinagc de 0 ne croi.%cnt
l' fl S l' /U S rapidrm rn! que P OUf le caiocontraire . la singu lflriU est irrég ulière.
La r égularit é e t l'irrégularité d 'un point sing ulie r pou r l' éq uat ion diffé rentielle d 'ordre Il
(A.8)
sont définies rie la mê me façon . En effet, par la t rans formati on de vari ables
nous po uvons trd llsfon ne r (A .S) e n u n système sous forme de (:\ .5) don t les él ém e n ts d e
la m atrice F(t) son t donnés pal
J' ,Hl = l ) , = 1.2 .IL] = 0 J f- j + [
= ) = 1,2 ,
,Il -1
"Ï'I r éo r-ème AA [3] Le 1'00ni Fuchsie n du sysll:me (A. 7) (11 = U est régulier .
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L' inverse du tbéorème A.4 est fa ux . En effet le point singu lie r d 'ordre JI d u syst ème
(A.7) es t rtigul ier si on peut donner à cc système la. forme ( A .B), e t s'i l vé rifie la condition
Fuch sienne ci-de ssou s
Thé o ri-rn e A .5 [3, 221 VII poin t :;ùlgulier 0 de (A.8) est riglJ/ier si et seul em ent toutes
le$ jonct iows tlpl (t) 'W Ilt arwlytù/ llel' dan s un Iloi:;inagf de O.
D é fin iti on A .7 Soit V un ooi sin açe de O. Le s deux
x = A(t )x i = (I (t):: (A.9)
son / an alyti quement équllItllents, s'il existe une application an alytique 1/ : V _ G l,(n,R )
((lPllelÙ l'appllt:allOn conj uguée ) /eile que la subst itu tion (l, z) >-->(t, J/(I )z ) transforme
l<11sY.it em e Ctl l' au tr"t'.
Si les deux sys tèm es dan s (A.9) sont conju gué s par l'a pplica t ion H (l ), la relati on suivante
(A.IO)
existe da ns un voisinag e de O.
D éf in itio n A .8 0 11 dit que les dellx systÈm es dans (A.9) son t for m ellem ent équiv alen ts,
S I JJ{t) est une serie [ormctlr de Taylo r pal' rapport li t u coefficients Ja,!:; G L ( tI,R )
vi rifiant [orm ellcmcnt la relati on (.1. .10;.
En r..m arquant que le sy stè m e ( .'\ .7) peut s 'é-cr ir t' d.. manière équivalente comme un
sys tèm e d... dimen sion 11 + l, appelé If"système SOIl S forme autonome
1





nous somm es alor s t'Il ITIt'SUl'e d' appliquer If' t héor èm e de Poi ncaré- Dula c au systeme
( A.l l ) pour obte nir la form e norma le associée. Nous distin guons le cas Fuchsien et celu i
non-Fuchsien.
D éffniti o n A .9 If spectre À = (.\1. dt Ao ,l'u n S,lIst èm e avec Fuchsi -
...nM (p = 1) est dit rison"'lIIt s'il exis t e au moins lm e paire À, et ÀJ telle qUI:
oti k es t un en tvcr strictement positif.
A .6 /3] Le j yst i:m e ( A . ?) "ya nl un po>n.I Fuchsien ...t l'ér iji a llt
E.'] A(t ) = Ao
euec Ao # 0 , est f or mel lem en t (·quil.altnt, el alor s analytiquement t'qui t'alen t au s ys tù ne
sult 'Qn t
tz = A oz
s' le spect re de Ao li'a pas df reso nance
(A.12)
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IR syst ème avec un point s singulier Fuchsien peut s'éc rire comme
où Ptt) est don née par des séries convergentes dan s un voisin age dr- O. Nous déduisons
facilement la solution fondame ntale du sys t èm e sous forme normale (1\.12)
<l> (t) =0t"a
En défi nissant =; exp( Ao log /), nous r éécrivo ns
<1> (/ ) =0exp( Ao log/)
EII app liqu an t le théor ème A. 6 au sys tème ayan t une per turbatlon de séries conver-
gentes, nous avo ns
Co rolla ir e A .T Sa it V lin t'o is irw ge .le O. 5011-' les condition» dll théorèm e A . fi, la
-,Vlll/IO'1 [onânmentale du (A. ?) (l' =01) est dMlnie par
<1> (1) :: fl (t )o:p( A Jogt )
où H (t ) V ..... G L( n ,R ) est un e mil/ nec don t la us les ilimellts SO li/ des .•cries ccn eer -
ge' lte s dan s UII voismage de O.
Nous passons maint enant au cas non-Fuchsien.
D éflnit.lon A .I O Le "pertre.\ :: (.\1, • .\.l de Ao :: limt _o A (t ) d'un (A. 7)
avec sillfJuht r-iU IlQJl -rÙdlSien lle (JI > 1) est resonnnnt s' ri rris te au moin s une pilire lelle
que.\' ::.\J, fi i
T héorème A .8 [3J S i le (..1.7) nvec AI) =1- 0 tldmef 0 l ) Q U I ' un poirü
non -H u;hSlen ,j 'ordre el que le spectre de fa matrice A o es t '10 11 réso nne nt, alors il
forrnelle mcll/ i.qul1!alen f au
t" z ::1J(t )z
où B(t ) est tille matnce diag onale poly nô lnla/e en form c de
B(/) =0Bo + B l f + + +Ct,, -l
(A .]3)
(A.14)
avec B o, . 8 ,,_2, C des ma/ riCfS con stantes diago nal es el parl icul ière:mt ll/ Bo = A 1,,-
forme de Jordan de Ao.
Si dans l'é qu atio n ori ginal f' Ao est a priori sous forure diego na le, B, coincident avec
les éléments d iagonaux de A" i = 1, . JI- 2. c'cs i -ê.dirc H, =0dia g(ai l' [221.
Ceci indi qu e le proc édé pour d éterm iner la forme nor mal e si e lle ex iste.
Le systeme sous forme norma le (,1.13) est sous forme découplée, c..ci nous perme-t
d 'obtenir la solut ion fondame nta le pa r int égra tion directe
<I> (f ) :: tGeq(r ')
où G est uue matrice cons tant e diagonal!". et Q(t - I ) une matrice diagon al" pol ynô mlale:
QU- I ) "'" - (JI _ - ( J' _ BI - - fB" - 2
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Corolla ir e A .9 13J Sous les coedüions du thiori me A.S, la solut ion [nndamenuüe
fnrm d /e du sys tème (A. 7) e.sl de fa [orme de
(A.!5)
ou H (t ) esl une matrICe dont les éliments sont d t l>siries formel/es.
Consid érons maintenan t [es sys te mes possédant une singularit é polyn ômiule en t = 00.
Supposons que F (t ) ne croî t pas plus rapide qu e t" à l'infini, ce sys tème peut a lors s' écri re
en fcnnc '
i = t"A /t )x (A. Ill)
En faisant un ch angement de l'é chelle de temp s (j =1f t, le sys t ème (A.5) ré écrit comme
(A.17)
Alor s la singularit é de ct' système est définie par la valeu r dr- l' . Ins istons sur le (a it qUI'
la singulari té d' un système est toujour s définie il l'ori gine. donc po ur le systeme ( A .16) le
cas l' = - 1 f'st 1(' Ci\.S Fuchsien , e t /.1> - 1 le ca s no n- Fuchsien.
En appliquan t Je t héorème A.S à (A.17), si If' spectr e de Ao ':= lim l_ ooA(t ) est non
réson nant , la forme nor male dt' (A. 16) est donnée par
z=ll{f) z
où B (t) est une m atrice diagonale sous forme
(A .18)
(A. 19)
avec Bo = A la forme de Jor dan dl' Ao. Et la solut ion fondam..male est donn ée par
(A .20)
où H (!) est une m atric.. don t les élém en ts sont de s sé rie s formelles , G 1lI1 t ' matr ice dîago
nale const ant e, et Q (t) une mat rice diagonale polynomiale de la forme suivante .
A.2.2 C o nv erge nces cie sé ri es formel1es
Comm e dans If' cas non linéaire . il nous res te-à vér ifie r la con ver gence de cha ngem ent de
varia bles pour ramener l'éq uivalen ce formell e il celle act uelle . En effet. la conv ergence de
la substitu t ion H {t ) dépend du car ar tè re de la singularité
Th é or ème A . l O [31 Si le pOInt Sl ll g ll /i t l' de deu1.' sysfime.< for m rll l"me nt i qlli l'a/ents est
régllbl' l', alo r .< l'app/i caholl COn}"9lJÙ est donn ee par des s ërses cOll t'trgen te.< dan s un
VOIsin age dll point sl1IglI/u:r.
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En vertu du théorème A.4, dans le cas Fuchsien. les éléme nts (le la su bst it ut ion l/( t)
sont toujours conve rgents, le corollaire A.7 don ne donc une so lut ion fonda m ent ale actuel le.
Par contre , da ns lt! cas non-Fuchsien, nous n'av ons trouvé qu'une solution formelle , si la
condit ion Fuchsienne n'est pas vér ifiée, Dans ce ol'rnif' l"cas , nous utili sons une not ion dt'
convergence plus faible.
Dé fini t ion A . IJ Soit f un f fonct ion 'Jnalyl ique da ns lHl t'oisi rwge Je t := (X) . 011 dit
que la sérieforrnrlle
est (Hi e série asymptotiq ue de f si
uniformément pour IOIJI l dans lm vOlsl/Mgr de f'i1ljim.
Thé o r ème A . l J (22) Si le ..pectre de Ao (l' un non -Fucbsie n (A .J6) (IJ > - I )
est n o n resonnant, hl M lut ion fondam entale form elle do rm ie pnr (/1, .20) est tint': ,;iri e
asymptotique de /a solution [oudemente le ad udl c.
Il est équ ivale nt dl' dire flue les séri es formelles dans H (I ) de (A.20) sont convergen te s
po ur t suffisam ..nt grand , si la non résona nce est vérifiée.
A .3 Stab ili t é d e sys t èm es in st a t io n nai re s a u p oi n t
s ingu lier
L'é-tude sur If' ccmportenu-» t asy mptotique d'un systè me inst.ation naire au poi nt sing ulier
est effectuée. comm e dans 1(' cas régulier. sur la st abilit é de la solu tio n fondament ale .
Lem m e A . I 2 [861 SOIt to un point s ingu/il!f de byslêml! (..L 5). Les conditi ons s ui vant es
son / équiva/en tl!.s
( i) Le pom t d '(qul/i bre l := 0 est aymp lotll/lu me nl btab/e /m'sq lle t .....00 .
(it) lim,_ox ll1>(t) II= O.
R ern a r-q u e A .I [,a $tabillU Qsymp totiqll e m" r{mcù ci-dessus t'st une prop riét é globale
par rapport ri l 'étut et locole f"lf l'app<Jrf au temps.
P r o p osi t ion A .1 3 I.e sy.stime (A .:» aoec pOlTlt "i1lgulier Fuchsien à 0 est asymptotiqllf' .
men t stable lorsqll f t .....O. SI le spectre de Ao := lim,_ o A( t ) Il'11 pas de ,·Ù'OIlUTlCf et toute s
les L'llt' ul"s prop res dt Ao so nt aparti e ,·ùlle stnt/emen t positme,
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P re u ve : Soit A la forme di' Jo rdan de Alh alors A = d iag(.\h parce qu e 1('
spect re de Ao n'a pas de résonance. En vertu du théorème de Poinc aré-Dulac, ....1' syst ème
est analytiquement équ ivalent à
ti = Az
dont la solutio n fondamentale l'st don née pal
( ,"$ (t ) = = o
qui es t s ta ble si et seulement si Rd". ) > 0, pour tou t i = 1... . ,n. L'app lica t ion con-
j ugée H (t ) est analyt ique dans un voisinag e de 0 dan s le cas non réso nn ant , d'où la
proposit ion , •
Le cas non Fuch sien est pl us cornpl...xe. En ana lysa nt la solution fondamentale des sys-
t ëmes avec point s ingulie r non Fuchsien (A .15) , il est cla ir que si toutes les valeurs propr es
de Ao sont à par t ie r éelle non nu ite, c' es t le te rm e qui maîtrise Il" com portement
asymptotique du syst ème.
Pro po sit io n A ,14 Si le systèm e (1l.5J adm et UII poin t smgull er d 'ordre p. li 0 et les
conditions du théQri m e A. 8 sont " érlfiies . alors
(i) si p. est impaire et les t'aleurs propr es de Ao WIll li pm-lie réelle slri ctemln l
posüire, le syst ème est ,<tabledans ua voisill aye de 0 .
(ii) si Il es t paire et ft sY8tt:m e es t st able à 0+ le sera illslable à 0 el vice
P r e u ve : Si le systèm{' est sons forme- normale, ct' 'lu i es t annonc é dans la prop osit ion est
vrai . D'autr e par t, si la non résonance dt> Ao est vérifiée, d 'ap rès le th éorème A .11, la
substi tut ion qui met le système sou s forme nor mal e es t convergente dan s un voisinage de
0, donc la stabi lité de solut ion Ioudam...nt ale est déterminée par la d isposit ion des valeurs
pro pres de Ao. •
R ema rqu e A .2 Tou s les résultats llClivellt être it ellltu s direc tem ent au./' ce.s où la si ngll-
lan/ise t rou pe ,.j110 1 c ca .
LI"cas OÛ 1".système admet une singulari té il.l 'in fini est plus in tére ssant. Pour ce ca s,
nous avons
Cur ol la ir e A. 15 Si le ( A. !j) "dm el un pom/ singu/.t r d 'ordrep. li l'infini el 1".•
conâitions dit fiti orèm e sont alors ce sys tem,. est asym ptotiquement st able
lors que i --0 +00 s i lou tes les llll/eu"" propres de Au ,.mlt li pn rtu, l'hile st rict em ent
négati ve,
Da ns de s cas pa rrlculicrs. la cond it ion Je stabilit é annoncé e ci-dessus t'st aussi n éces -
saire, Par exe m pl.. le sys tème
i = /" Ar (A .21)
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avec JI.?: O. A uue matrice constante. Puisque (..\.21) est Il prior i SOU5 forme norm a le (ton
unr- transformation lin éaire inversibl e du te mp s ind épendcnt ], 110 1,15 pouvons
décrir e sa solu tion fonrlilffit>lltale
(,.. ' )4>(I ) ; l'XP - Ap + 1
La condition nécessaire et suffisantr pour que (A.21) soit stable lorsque 1 ..... +oc est que
tou tes les vale urs prop res cie A soient .. partie rn l1f' stric te ment Sur tout da n
le CM ou JI ::::; O. nous revenons au linéa ire stationnaire. A cC'sens, nous avons obt en u
des r ésulta ts plus gén érau x.
Annexe B
R appels s u r les corps d e H ardy
Nous rappelons que lques déments conc er nant les corps de Hardy, po ur le conte nu dêt aillr
HO ll S nous référons à [ta . 14, L5. 72, 731 .
Un corps de Hardy est un ense mble de fonctions à valeur réel le définies dans un
voisiu ag.. de t = +00 en R ( ou. de manière équiv ale nte . eu demi-ligne posit ive en R ) q ui est
fermé par rapport il la différen tielle et forme un corp s pour l'addit ion ct la mu lt ipli cation
ordinaires. Des exemples de corps de Hardy sont
• Tous les sous-corps dt' R.
• Le corps R( l) des foncti ons ra t ionnelles 11 coefficients réels de la varia ble t .
• Tous les L-cor ps de Hardy ( L signifie loga,.ithmÎco-expon elltit'f j, un L-corp s éta nt
un corps de germes de fonctions obtenues par R(I) en répét ant les adjonctio ns
de fonctions alg ébriques à valeu r réelle, de logar ithnws de fonctions positives. et
d 'exponent iels df' fonctio ns (e.g., le corps A(I, ...,tIOgI. e' .e xp J(t l- 1) log t».
Le prem ier exem ple signifie qu e not.r.. étud.. cont ient le cas dl" linéaires stn -
rionnaires.
Si I { est un corps dl" Hardy et qu e [ un éléme nt non nu l de fI', alors K contient
un ê!ém('n t 1//. ced implique que f( t) of 0 si l E A es t suffisame nt grand. Puisque
f' E 1\' . / est dérivable pou r l E A suffisamenr gra nd, pa r conséquent / cet cont inu et soit
toujou rs posit if ou soit toujours négat if po ur t suffisament gran d . Donc cha que / E f{
est asyrnptoriquement zér o , ou touj ours positi f, ou toujours nég ati r, c'est -à-dire que le
signe de f est asym ptotiquement invar iable . Ce fait est égalem ent vrai pou r f' E I{ , donc.
chaque f E K est asymptotiq uement monot one. En par t iculie r, pour chaque f E «,
lim, _ ",,/{t) ex iste com me un élém ent de R U {-oo, + oo}. Ce sont les pro priétés tes plus
fondamentales des corp s de Hard y. Nou s rem arq uons que la ca ractér isation du corps de
Hardy l'l'dut les comporte men ts oscil latoir es il -ë cc . par exem ple ce qui es t présenté par
sin (!).
Si / , 9 E T{ croissent in finiment lorsq ue t - . co, alors à pa r t ir d 'un t suffisement gra nd
nous avo ns f ?: 9 ou Y ::= / On dit que [ ",t 9 sont com parables si et seul em ent s'i l existe
des e-ntiers N, ,'14 > 0 et. des const antes réelle s n , fi > 0 tels qu e, po ur 1suffisa rnon t gra nd,
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Si l (t ) ou 9(t) -- - 00, rem plaçons-les pal' - fou - e Si f (l } ou g(t ) .....0, rempl açon s-les
par ± l/fou ± I/g. On dit que la classe de com para bilité de f est plus grande que ccii,' de
9. si, J. 9 croissan t infinime nt. f > y N qu el que soi t N. Le te rme cie "com para bilité" nt:'
s 'ap pliq1le qu 'a ux éléments non nuls de !Î dont les limit es sont 0 ou ± 1Xllorsque t ..... 00 .
C'e st facile de vérifi er que la com parabilité est une rela t ion d'équivalence .
LI:'rang d'un corps de Hard y II' est défini pa r le nombre de la clesse de comp ar abi lité
de f{ Par exemple, le corps de Har dy R{l.logt , e l } est de fang 3. avec t , log t et e'
représe nta nt ses classes de compa rab ilité. Un corps de Hardy fi est de ra ng 0, si ct
seu lement si K CH.
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