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Abstract. In this paper, we first rework B. Kaufman’s 1949 paper [8] by using representa-
tion theory. Our approach leads to a simpler and more direct way of deriving the spectrum
of the transfer matrix for the finite periodic Ising model. We then determine formulas for
the spin correlation functions that depend on the matrix elements of the induced rotation
associated with the spin operator in a basis of eigenvectors for the transfer matrix. The
representation of the spin matrix elements is obtained by considering the spin operator as
an intertwining map. We exhibit the “new” elements V+ and V− in the Bugrij-Lisovyy for-
mula [2] as part of a holomorphic factorization of the periodic and anti-periodic summability
kernels on the spectral curve associated with the induced rotation for the transfer matrix.
1. Introduction
In 1944, L. Onsager [12] determined the exact value of the specific heat as a function of
temperature in the thermodynamic limit of the two-dimensional Ising model in the absence
of an external magnetic field. He showed that the partition function can be approximated by
the largest eigenvalue of the transfer matrix on the lattice. In 1949, B. Kaufman [8] simplified
Onsager’s calculation considerably by realizing the transfer matrix for the finite periodic Ising
model as an element in a spin representation of the orthogonal group. The eigenvalues of the
transfer matrix could then be found from the angles of rotation of the rotation matrix. In
order to calculate the degree of order, the transfer matrix was diagonalized by transformations
obtained as spin representations of orthogonal rotations. However, the calculation of the
determinant of these rotations (the proof of whether they are proper or improper) is not
included in Kaufman’s paper. (See line 33, page 1237 in [8]). In this paper, we provide these
calculations.
There is a complex matrix Tz(V ) whose entries are rational functions of z ∈ C which
completely determines the transfer matrix V on the finite periodic lattice. The matrix Tz(V )
is called the induced rotation associated with the transfer matrix. The set of pairs (λ, z)
such that det(λ − Tz(V )) = 0 is an elliptic curve M which is important for the spectral
analysis of the transfer matrix. In particular, the map M ∋ (λ, z) → z ∈ P1 is a two fold
covering, and there are two cycles M± on M which cover the circle S1 = {z : |z| = 1}. On
the cycle M+ we have λ < 1, and on the cycle M−, we have λ > 1. Just which points
zj ∈ S1 are relevant for the spectral analysis depend on the boundary conditions for the
model. For spin periodic boundary conditions on the lattice, the (2M + 1)th roots of unity,
z2M+1 = 1, are relevant as are the (2M + 1)th roots of −1, z2M+1 = −1. We will refer to
these two finite sets as the periodic spectrum ΣP and the anti-periodic spectrum ΣA. In the
infinite-volume limit all the points z ∈ S1 are relevant. Kaufman [8] showed that the space
in which the transfer matrix acts, can be divided into two invariant subspaces, which we will
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denote by (U = 1) and (U = −1). Here U is a product of the basis elements of the finite
sequence space, W := l2(−M, ...,M,C2), which are certain representations of the Clifford
relations. The expression (U = ±1) is the short-hand notation for the ±1 eigenspaces of U .
More specifically, Kaufman showed that the transfer matrix V can be written as the direct
sum V = V A ⊕ V P , where V A = V |(U=1) and V P = V |(U=−1). Here we have introduced
the letters A and P to refer to the restriction to the anti-periodic and periodic spectrum
respectively. We rework Kaufman’s paper [8] by proving that (U = 1) is unitarily equivalent
to the even tensor algebra of a subspace of W in the anti-periodic Fourier representation
while (U = −1) is unitarily equivalent to the even tensor algebra of a subspace of W in the
periodic Fourier representation. This result is summarized in Theorem 3.1 and is the main
result of this paper. In the anti-periodic Fock representation, we can choose a representation
of the transfer matrix V A such that the vacuum vector 0A is an eigenvector associated with its
largest eigenvalue. In a similar fashion, we can choose a representation of the transfer matrix
V P in the periodic Fock representation such that the vacuum vector 0P is an eigenvector
associated with its largest eigenvalue. By using these representations of the transfer matrix,
we can easily compute its full spectrum. We believe that this approach is much more direct
and simpler than the method employed in Kaufman’s paper. By applying this representation
theoretic approach, we can also determine formulas for the spin matrix elements, in a basis
of eigenvectors for the transfer matrix, that depend on the matrix elements of the induced
rotation associated with the spin operator. The spin matrix elements will be calculated by
regarding the spin operator as an intertwining map for the periodic and anti-periodic Fock
representations.
The paper is organized as follows. In Section 2, we describe the transfer matrix approach
to the Ising model as given in [8], and we provide the formula for the induced rotation
associated with the transfer matrix. In Section 3, we prove Theorem 3.1 which we described
above, and apply it to derive the spectrum of the transfer matrix in Theorem 3.3. In Section
4, we compute the matrix elements of the induced rotation associated with the spin operator
by restricting the spin operator to be a map from the Fourier space with periodic boundary
conditions to the Fourier space with anti-periodic boundary conditions. This result is given
in Theorem 4.1. Let us denote the matrix of the induced rotation for the spin operator by
s :=
(
A B
C D
)
,
where A,B,C,D are matrix elements for s in a polarization of W . The correlation func-
tions on the cylinder and the torus can be evaluated in terms of spin matrix elements in
an orthonormal basis of eigenvectors for the transfer matrix. We recall this calculation in
Section 5. Subsequently, in Section 6, Theorem 6.1, we provide Pfaffian formulas for the spin
correlation functions that depend on the inverse, D−1. To invert D is an extremely diffi-
cult task, and we only have a formula for it in terms of a Bugrij-Lisovyy conjecture for the
spin matrix elements. Bugrij and Lisovyy proposed the explicit formulas for the spin matrix
elements on the finite periodic lattice for the isotropic case [2] and for the anisotropic case
[3]. We include these formulas in Section 7. A proof of these formulas was given in [5] and
[6] but it is rather complicated. In Section 8, we express the proposed formulas for the spin
matrix elements in terms of a product of Jacobian elliptic functions in the uniformization
parameter of the spectral curve. In Section 9, we discuss the numerical comparison of our
D−1 matrix elements with the corresponding term in the Bugrij-Lisovyy formula. In Section
10.7, we turn to a calculation that shows the role played by the “new ”elements V± in the
Bugrij-Lisovyy formula in a factorization of the ratio of summability kernels on the spectral
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curve. We summarize this result in Theorem 10.1. In Appendix A, we introduce the Fock
representation of the Clifford Algebra of W as given in [13]. In Appendix B, we introduce
a Berezin integral representation for the matrix elements of the Fock representation of an
element in the Clifford group. We express the kernel of this operator as an exponential of a
skew symmetric matrix whose matrix elements depend on the matrix elements of its induced
rotation. We give this result in Lemma B.1 and Theorem B.2. Finally, in Appendix C, we
provide the formula for the spectral curve associated with the induced rotation for the trans-
fer matrix. We recall some properties of the Jacobian Elliptic functions which are involved
in the holomorphic factorization of the summability kernels on the spectral curve and in the
product formula for the spin matrix elements.
2. Transfer Matrix
We begin this section by recounting the analysis in the 1949 paper of Bruria Kaufman
[8] which shows that the transfer matrix for the finite periodic Ising model can be expressed
as an element in a spin representation of the orthogonal group. We then continue with a
calculation of the induced rotation associated with the transfer matrix.
For positive integers, M and N , consider the set IM = {−M,−M+1, ...,M} and the finite
lattice Λ := IM × IN . Let each vertex be assigned a spin value of +1 (spin up) or −1 (spin
down). A configuration σ is a particular assignment of spin values to the vertices, i.e. a spin
configuration is a map,
σ : Λ→ {+1,−1}.
In this paper, σ satisfies the periodic boundary conditions σ(−M, j) = σ(M + 1, j) and
σ(j,−N) = σ(j,N + 1) for all j. Each spin interacts ferromagnetically with its nearest
neighbors; in a configuration σ the interaction energy in the absence of an external magnetic
field is defined by
EΛ(σ) = −
∑
(i,j)∈Λ,|i−j|=1
Jijσiσj .
The sum is over all nearest-neighbors (i, j) in Λ with real valued interaction constants, Jij =
J1 > 0, if the sites are horizontally separated, and Jij = J2 > 0, if the sites are vertically
separated. The probability of a given configuration σ is proportional to the Boltzmann
weight,
w(σ) := exp
(
− EΛ(σ)
kBT
)
,
where T is the temperature and kB is the Boltzmann constant. The total weight is given in
terms of the partition function,
ZΛ =
∑
σ∈ΩΛ
w(σ),
where ΩΛ is the set of all possible configurations on Λ. The correlation functions are the
expected values of products of spin variables at sites j1, ..., jn in Λ,
〈σj1 · · · ·σjn〉Λ =
1
ZΛ
∑
σ∈ΩΛ
σj1 · · · ·σjnw(σ).
Let ΩΛ(row) denote the space of configurations of a row. An i
th row configuration is a map,
σi : IM → {+1,−1}.
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For i = −N, ...,N , we denote a collection of configurations σi ∈ ΩΛ(row) as σij := σij . Thus,
the spin variable σij is located at the site j in the i
th row. For σ, τ ∈ ΩΛ(row) we define the
22M+1 dimensional matrices,
V1(σ) := exp(
M∑
j=−M
K1σjσj+1), V2(σ, τ) := exp(
M∑
j=−M
K2σjτj), (2.1)
where Kl := JlkBT for l = 1, 2. Kaufman [8] showed that the partition function can be written
as the trace of the 2N + 1 power of the transfer matrix V1V2,
ZΛ = tr[(V1V2)
2N+1]. (2.2)
Introduce the matrices,
σ =
(
1 0
0 −1
)
, C =
(
0 1
1 0
)
, I =
(
1 0
0 1
)
,
and define
σj := I ⊗ · · · ⊗ I︸ ︷︷ ︸
M+j
⊗σ ⊗ I ⊗ · · · ⊗ I (2.3)
Cj := I ⊗ · · · ⊗ I︸ ︷︷ ︸
M+j
⊗C ⊗ I ⊗ · · · ⊗ I
which act on the tensor product,
M⊗
j=−M
C
2
j := C
2
−M ⊗ · · · ⊗ C2M = C2(2M+1),
where C2j = C
2 for each j. One can pick a basis for this tensor product space such that the
action of the spin operator σj for σ ∈ ΩA(row) is given by (2.3) [13]. For −M ≤ k ≤ M ,
define
pk := C ⊗ · · · ⊗ C︸ ︷︷ ︸
M+k
⊗σ ⊗ I ⊗ · · · ⊗ I,
qk := C ⊗ · · · ⊗ C︸ ︷︷ ︸
M+k
⊗− iσC ⊗ I ⊗ · · · ⊗ I
which satisfy the generator relations for the Clifford algebra,
pkpl + plpk = 2δkl, qkql + qlqk = 2δkl, pkql + qlpk = 0. (2.4)
Introduce the finite sequence space, W := l2(IM ,C
2), with an orthonormal basis
{ qk√
2
, pk√
2
}Mk=−M such that for an element v ∈W, we have
v = 1√
2
M∑
k=−M
xk(v)qk + yk(v)pk.
We define the distinguished nondegenerate complex bilinear form (·, ·) on W by
(u, v) =
M∑
k=−M
xk(u)xk(v) + yk(u)yk(v). (2.5)
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The Hermitian inner product on W is given by 〈u, v〉 = (u, v), where the conjugation is
defined as
u = 1√
2
M∑
k=−M
xkqk + ykpk.
The representations {qk, pk} are generators of an irreducible ∗-representation of the Clifford
algebra, Cliff(W ), on C2(2M+1) [13]. Now define the operator,
U :=
M∏
k=−M
Ck =
M∏
k=−M
ipkqk,
which plays a central role in Kaufman’s analysis. It is shown in [8] that the transfer matrices
V1 and V2 in (2.1) can be written
V1 = (
∏M−1
j=−M exp (−iK1pj+1qj)) exp (iK1p−MqMU),
V2 =
∏M
j=−M exp (iK∗2pjqj),
where the dual interaction constant K∗2 is defined by the relation
sinh(2K∗2) sinh(2K2) = 1.
It is easy to check that U2 = 1 and that U commutes with even elements in the Clifford
algebra. From this it follows immediately that V1 and V2 leave invariant the ±1 eigenspaces
for U . Let (U = ±1) denote the ±1 eigenspaces for U . Define
V := V1V2
and
V A : =
1
2
(I + U)
( M∏
j=−M
exp iK∗2pjqj
)( M−1∏
j=−M
exp (−iK1pj+1qj)
)
exp (iK1p−MqM), (2.6)
V P : =
1
2
(I − U)
( M∏
j=−M
exp (iK∗2pjqj)
)( M∏
j=−M
exp (−iK1pj+1qj)
)
. (2.7)
The letters P and A refer to periodic and anti-periodic respectively, and the reason for their
appearance will be clear shortly. A central result in [8] is that the transfer matrix V can be
written as the direct sum,
V = V A ⊕ V P ,
where
V A = V |(U=1) and V P = V |(U=−1).
The exponential factors in V A and V P are elements in a spin representation of the orthogonal
group [8].
A linear transformation V on ⊗Mj=−MC2j is an element of the Clifford group if there exists
a linear transformation,
T (V ) :W →W,
such that for all w ∈W ⊆ Cliff(W ), we have
V wV −1 = T (V )w.
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The operator T (V ) is called the induced rotation associated with V . The induced rotation
T (V ) is complex orthogonal with respect to the bilinear form (·, ·) and it determines V up
to a scalar multiple [13]. For j = 1, 2 introduce the short-hand notation
cj := cosh(2Kj) and sj := sinh(2Kj)
for the hyperbolic parametrization of the Boltzmann weights. We write
c∗j := cosh(2K∗j ) =
cj
sj
and s∗j := sinh(2K∗j ) =
1
sj
for the dual interactions. Adapting the technique introduced in [13], we compute the induced
rotation associated with the transfer matrix in (x, y) coordinates,
T (V2)
(
x
y
)
=
(
c∗2 −is∗2
is∗2 c∗2
)(
x
y
)
,
T (V1)
(
x
y
)
=
(
c1 is1z
−1
−is1z c1
)(
x
y
)
.
The second equation is understood as follows. The operator z acts on a finite sequence x
by sending xk to xk−1. On the invariant subspace for V1, where (U = −1), the sequence
is extended to be 2M + 1 periodic. On the invariant subspace for V1, where (U = 1), the
sequence is extended to be 2M + 1 anti-periodic. For k = −M, ...,M , introduce
θPk :=
2pik
2M + 1
, θAk :=
2pi(k + 12 )
2M + 1
and
zP := zP (k) = e
iθP
k , zA := zA(k) = e
iθA
k .
Define the two sets, ΣP = {z ∈ C : z2M+1 = 1} and ΣA = {z ∈ C : z2M+1 = −1}, which
we refer to as the periodic and anti-periodic spectrum respectively. By specializing the finite
Fourier series,
x(z) =
1√
2M + 1
M∑
k=−M
xkz
k,
to the periodic spectral points, z ∈ ΣP , on the subspace (U = −1) or to the anti-periodic
spectral points, z ∈ ΣA, on the subspace (U = 1), we obtain that T (V1) acts as a multiplica-
tion operator,
T (V1)
(
x(z)
y(z)
)
=
(
c1 is1z
−1
−is1z c1
)(
x(z)
y(z)
)
.
Define the induced rotation for the symmetrized transfer matrix,
T (V ) := T (V
1
2
2 )T (V1)T (V
1
2
2 ).
Then for temperatures below the critical temperature TC we find,
T (V ) =
(
cosh γ(z) w(z) sinh γ(z)
w(z) sinh γ(z) cosh γ(z)
)
, (2.8)
where γ(z) is defined as the positive root of
cosh γ(z) = c∗2c1 − s∗2s1
(
z+z−1
2
)
, (2.9)
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and where
w(z) = iz−1
A1(z)A2(z)
A1(z−1)A2(z−1) .
Here Aj(z) is defined by
Aj(z) :=
√
αj − z for j=1, 2,
where
α1 := (c
∗
1 − s∗1)(c2 + s2) = e2(K2−K
∗
1),
α2 := (c
∗
1 + s
∗
1)(c2 + s2) = e
2(K2+K∗1).
For T < TC , we have that 1 < α1 < α2, and the square root is chosen to lie in the right
half plane with positive real part. We observe that z → (Aj(z))± is analytic for z in a
neighborhood of the unit disc (|z| < α1) while z → (Aj(z−1))± is analytic in a neighborhood
of the exterior of the unit disc (|z| > α−11 ).
3. The Spectrum of the Transfer Matrix
Kaufman [8] showed that the eigenvalues of the transfer matrix can be found from the
angles of rotation of the rotation matrix by realizing the 22M+1 dimensional transfer matrix
as a spin representation of the (2M + 1) dimensional rotation matrix. In this section we
compute the eigenvalues for the transfer matrices V A and V P by using representation theory.
This approach is simpler and more direct than Kaufman’s method.
After Fourier transform, the Hermitian inner product on W becomes
M∑
k=−M
x¯(zk)x
′(zk) + y¯(zk)y′(zk)
and the complex bilinear form becomes
M∑
k=−M
x(zk)x
′(z−1k ) + y(zk)y
′(z−1k ), (3.1)
where the conjugation is given by x(z) 7→ x¯(z−1). Let TA denote the induced rotation
associated with V A, where V A is given in (2.6). Let TP denote the induced rotation associated
with V P , where V P is given in (2.7). Both TA and TP have positive real spectrum which
does not contain 1. We are interested in the isotropic splittings,
W =WA+ ⊕WA− and W =WP+ ⊕WP− ,
where WA+ and W
P
+ are the span of all eigenvectors of T
A and TP respectively associated
with the eigenvalues between 0 and 1, and WA− and WP− are the span of all eigenvectors of
TA and TP respectively associated with the eigenvalues greater than 1. Define
a(z) :=
√
A1(z)A2(z)
A1(z−1)A2(z−1)
which is normalized such that a(1) > 0. The eigenvalues of TP are given by e−γ(zP (k))
and eγ(zP (k)) for k = −M, ...,M , where γ(z) is defined as the positive root of (2.9). The
corresponding eigenvectors are
eP+,k(z) :=
1√
2
(
a(z)
iza(z)−1
)
δzP (k)(z) (3.2)
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and
eP−,k(z) :=
1√
2
(
a(z)
−iza(z)−1
)
δzP (−k)(z) (3.3)
respectively for z ∈ ΣP . Here
δzP (k)(z) =
{
1 if z = zP (k);
0 if z 6= zP (k).
Then {eP+,k, eP−,k}Mk=−M is an orthonormal basis for W with respect to the Hermitian inner
product. We also have (eP+,k, e
P
−,l) = δkl, so {eP+,k}Mk=−M and {eP−,k}Mk=−M are dual basis for
WP+ and W
P− with respect to the complex bilinear form. The eigenvalues and eigenvectors,
eA±,k(z), of T
A are defined in the exact same way for z ∈ ΣA. From (2.8) we see that WA±
are the ±1 eigenspaces of the polarization given by the multiplication operators in the anti-
periodic Fourier representation,
Q(zA) = −
(
0 w(zA)
w(zA) 0
)
, (3.4)
and WP± are the ±1 eigenspaces of the polarization given by the multiplication operators in
the periodic Fourier representation,
Q(zP ) = −
(
0 w(zP )
w(zP ) 0
)
. (3.5)
Let QA denote multiplication by Q(zA), and let Q
P denote multiplication by Q(zP ). Define
QA± :=
1
2 (I ±QA) and QP± := 12(I ±QP ).
Then
WA± = Q
A
±W and W
P
± = Q
P
±W
so QA± and QP± are orthogonal projections onWA± andWP± respectively. Define the alternating
tensor algebras,
Alteven(W+) :=
⊕
0≤2k≤n
Alt2k(W+) and Altodd(W+) :=
⊕
0≤2k+1≤n
Alt2k+1(W+),
where Altk(W+) is the space of alternating k tensors over W+, Alt
0(W+) = C and n =
dim(W+). Let F
P and FA denote the Fock representations associated with the Clifford
relations acting on Alt(WP+ ) and Alt(W
A
+ ) respectively. We have for x ∈W ,
FP (x) = c(x+) + a(x−), (3.6)
where x± = QP±x, and c(·) and a(·) are creation and annihilation operators as defined in
(A.4) and (A.5). Recall that V = V A ⊕ V P , where V A = V|(U=1) and V P = V|(U=−1), and
where U =
M∏
k=−M
ipkqk. We will prove the following theorem.
Theorem 3.1. Consider the isotropic splittings W = WA+ ⊕ WA− and W = WP+ ⊕ WP−
associated with the polarizations defined in (3.4) and (3.5). Let (U = ±1) denote the ±1
eigenspaces for U , where U =
M∏
k=−M
ipkqk. Then
Alteven(W
A
+ ) ≃ (U = 1), Alteven(WP+ ) ≃ (U = −1),
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Altodd(W
A
+ ) ≃ (U = −1), Altodd(WP+ ) ≃ (U = 1),
where ≃ denotes unitarily equivalent.
Proof. The strategy of the proof is as follows. We first make a change of basis { qk√
2
, pk√
2
}Mk=−M
to a basis
{
1√
2
q(z(k)), 1√
2
p(z(k))
}M
k=−M , where q(z(k)) and p(z(k)) are real with respect to
the conjugation, v(z) 7→ v¯(z−1), for z in ΣP or in ΣA. The elements q(z(k)) and p(z(k)) will
be defined below. Then define the “volume elements”,
UA :=
M∏
k=−M
ip(zA(k))q(zA(k)) and U
P :=
M∏
k=−M
ip(zP (k))q(zP (k)),
in the Clifford algebra. Let N P and NA denote the number operators in Alt(WP+ ) and
Alt(WA+ ) respectively, which are defined as
N P |Altk(WP+ ) = k and NA|Altk(WA+ ) = k. (3.7)
We show below that
UP = (−1)NP and UA = (−1)NA . (3.8)
Denote the linear transformation that sends qk√
2
to 1√
2
q(zP (k)) and
pk√
2
to 1√
2
p(zP (k)) by R
P ,
and the linear transformation that sends qk√
2
to 1√
2
q(zA(k)) and
pk√
2
to 1√
2
p(zA(k)) by R
A.
The transformations, RP and RA, are real and orthogonal, and it follows from page 153 of
[15] that they induce an automorphism of the Clifford algebra such that
U = det(RP )UP and U = det(RA)UA. (3.9)
We show below that
detRP = −1 and detRA = 1. (3.10)
Then it follows from (3.8), (3.9) and (3.10) that
U = −(−1)NP on Alt(WP+ ) (3.11)
and
U = (−1)NA on Alt(WA+ ). (3.12)
Since (−1)NP = 1 on Alteven(WP+ ) and (−1)NA = 1 on Alteven(WA+ ), we have from (3.11) and
(3.12) that
Alteven(W
P
+ ) ≃ (U = −1) and Alteven(WA+ ) ≃ (U = 1).
Subsequently, it follows that
Altodd(W
P
+ ) ≃ (U = 1) and Altodd(WA+ ) ≃ (U = −1).
We now return to the introduction of the basis elements, { 1√
2
q(zP (k)),
1√
2
p(zP (k))}Mk=−M and
then proceed to prove the first identity in (3.8). In the polarization, W =WP+ ⊕WP− , define
the creation operators as
aP∗k := c(e
P
+,k)
and the annihilation operators as
aPk := a(e
P
−,k),
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where c(·) and a(·) are defined in (A.4) and (A.5), and {eP±,k} are the eigenvectors for the
induced rotation TP as defined in (3.2) and (3.3). In the zP coordinates we define the basis
elements for W as
p(zP (k)) := (a
P∗
k + a
P
k ) and q(zP (k)) := i(a
P
k − aP∗k ). (3.13)
By using the anti-commutative relations given in (A.6), it can be checked that p(zP (k)) and
q(zP (k)) satisfy the Clifford relations. Since e¯
P
+,k(z
−1) = eP−,k(z), it is not hard to see that
p(zP (k)) and q(zP (k)) are real with respect to the conjugation, v(z) 7→ v¯(z−1). It can be
checked that (UP )2 = 1 and
UP p(zP (k))(U
P )−1 = −p(zP (k)) and UP q(zP (k))(UP )−1 = −q(zP (k)),
so UP is an element of the Clifford group with induced rotation −1 on WP . Furthermore,
from (3.7) we have
(−1)NPFP (v)(−1)NP = −FP (v) for v ∈ Alt(WP+ ).
It follows that FP (UP ) and (−1)NP have the same induced rotations in the Fock representa-
tion. Since we also have (−1)2NP = 1, it follows that FP (UP ) = l1(−1)NP for l1 = ±1. We
show that l1 = 1. From (3.13) we have that
aP∗k =
1
2(p(zP (k)) + iq(zP (k))) and a
P
k =
1
2(p(zP (k))− iq(zP (k))).
In the Fock representation associated with the polarization above, the number operator NP
is given by NP =
M∑
k=−M
aP∗k a
P
k . Using the fact that (a
P∗
k a
P
k )
2 = aP∗k a
P
k , following a similar
argument given in [13], we obtain
(−1)NP =
M∏
k=−M
eipia
P∗
k
aP
k =
M∏
k=−M
(1− 2aP∗k aPk ) =
M∏
k=−M
ip(zP (k))q(zP (k)) = U
P .
The basis elements { 1√
2
q(zA(k)),
1√
2
p(zA(k))} in the zA coordinates are defined in an analo-
gous way, and the second identity in (3.8) can be proved in a similar fashion. We now return
to the proof of (3.10). We start by proving that detRP = −1. The linear transformation RP
consists of a compositions of transformations,
RP : C2(2M+1)
FP⊕FP //
C
2(2M+1)
RP1 //
C
2(2M+1)
RP2 //
C
2(2M+1)
x 7→√2x
//
C
2(2M+1) .
Here FP is the finite inverse Fourier transform in the periodic representation, RP1 is the
transformation from the Fourier series representation to {eP+,k, eP−,−k}Mk=−M , while RP2 is the
transformation from {aP∗k , aP−k}Mk=−M to {q(zP (k)), p(zP (k))}Mk=−M .
Since {q(zP (k)), p(zP (k))} is not the normalized basis forW , but
{
1√
2
q(zP (k)),
1√
2
p(zP (k))
}
is, the transformation x 7→ √2x takes the first basis to the second. Let us denote the matrix
of this transformation by R3. (Note that the factor of 2 is not incorporated into our definition
of the Clifford relations: xy + yx = (x, y)e for x, y ∈W , where the more standard definition
is xy + yx = 2(x, y)e.) It follows that
det(R3) = 2
2M+1. (3.14)
The inverse Fourier transform
FP : C2M+1 → C2M+1
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in the zP representation has the following matrix,
FP = 1√
2M + 1


z−MP,−M .. .. z
−M
P,M
.. ..
.. ..
zMP,−M .. .. z
M
P,M

 ,
where zlP,k := z
l
P (k) = e
2piikl
2M+1 for k, l = −M, ...,M . It follows from [11] that the determinant
of FP is given as
det(FP ) = (−i)M . (3.15)
Let FP ⊕ FP act on the vector


x−M
y−M
..
..
xM
yM

. It can be checked that by interchanging the rows
and columns an even number of times in the matrix of FP ⊕FP that
det(FP ⊕FP ) = (−1)M . (3.16)
Define for k = −M, ..,M ,
RP1,k :=
1√
2
(
a(zP (k)) a(zP (k))
izP (k)a(zP (k))
−1 −izP (k)a(zP (k))−1
)
.
The matrix of RP1 is given by
RP1 :=
( M⊕
k=−M
RP1,k
)−1
,
where
detRP1 =
(
(−i)2M+1
M∏
k=−M
zP (k)
)−1
= i2M+1. (3.17)
The matrix of RP2 that goes from {a∗k, a−k}Mk=−M to {q(zP (k), p(zP (k)}Mk=−M is given by
RP2 =


−i 1 0 0 .. .. 0 0
0 0 i 1
.. −i 1 ..
.. i 1 ..
−i 1
i 1
−i 1
.. i 1 ..
0 0 −i 1
i 1 .. .. 0 0


−1
.
By interchanging the rows, we obtain
11
detRP2 = (−1)M det


−i 1
i 1
..
..
−i 1
i 1


−1
= (−1)M 1
22M+1
i2M+1. (3.18)
It follows from (3.14), (3.16), (3.17) and (3.18) that
detRP = det(R3) det(FP ⊕FP ) detRP1 detRP2 = −1.
The calculation of detRA is similar. The linear transformation RA is a composition of
transformations,
RA : C2(2M+1)
FA⊕FA //
C
2(2M+1)
RA1 //
C
2(2M+1)
RA2 //
C
2(2M+1)
x 7→√2x
//
C
2(2M+1) .
Here FA is the finite inverse Fourier transform in the anti-periodic representation, RA1 is
the transformation from the Fourier series representation to {eA+,k, eA−,−k}Mk=−M , while RA2
is the transformation from {aA∗k , aA−k}Mk=−M to {q(zA(k)), p(zA(k))}Mk=−M . The matrix of
FA : C2M+1 → C2M+1 is given by
FA := 1√
2M + 1


z−MA,−M .. .. z
−M
A,M
.. ..
.. ..
zMA,−M .. .. z
M
A,M

 ,
where zlA,k := z
l
A(k) = e
2pii
(
k+
1
2
)
l
2M+1 for k, l = −M, ...,M . We recognize this matrix as the
Vandermonde matrix. It follows from [15] that
detFA = 1√
2M+1
2M+1 (z
−M
A,−M ....z
−M
A,M )
2M+1
∣∣∣∣∣∣∣∣
1 z1A,−M z
2
A,−M .... z
2M
A,−M
.. ..
.. ..
1 z1A,M z
2
A,M .... z
2M
A,M
∣∣∣∣∣∣∣∣
= (−1)M 1√
2M + 1
2M+1
∏
−M≤j<k≤M
(wk+
1
2 − wj+12 ), (3.19)
where wk = e
2piik
2M+1 . The right hand side of the equation in (3.19) can be written
(−1)M 1√
2M+1
2M+1 (−1)M
∏
−M≤j<k≤M
(wk −wj), (3.20)
where we used that ∏
−M≤j<k≤M
w
1
2 = (−1)(2M+12 ) = (−1)M .
Since FP clearly also is a Vandermonde matrix, we have
detFP = 1√
2M+1
2M+1
∏
−M≤j<k≤M
(wk − wj). (3.21)
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It follows from (3.15), (3.19), (3.20) and (3.21) that
detFA = detFP = (−i)M .
Hence,
det(FA ⊕FA) = (−1)M . (3.22)
Define for k = −M, ...,M ,
RA1,k :=
1√
2
(
a(zA(k)) a(zA(k))
izA(k)a(zA(k))
−1 −izA(k)a(zA(k))−1
)
.
Then the matrix of RA1 is given by
RA1 :=
( M⊕
k=−M
RA1,k
)−1
,
where
detRA1 =
(
(−i)2M+1
M∏
k=−M
zA(k)
)−1
= (−i)2M+1. (3.23)
Furthermore, we have
detRA2 = detR
P
2 = (−1)M
1
22M+1
i2M+1. (3.24)
Combining (3.14), (3.22), (3.23) and (3.24) we obtain
detRA = det(R3) det(FA ⊕FA) detRA1 detRA2 = 1,
and the theorem is proved. 
Let 0A and 0P denote the unit vacuum vectors in Alt(W
A
+ ) and Alt(W
P
+ ) respectively.
We want to choose a representation of the transfer matrix V A in the Fock representation
Alt(WA+ ) such that the vacuum vector 0A is an eigenvector for V
A associated with its largest
eigenvalue. Similarly, we want to choose a representation of the transfer matrix V P in
the Fock representation Alt(WP+ ) such that the vacuum vector 0P is an eigenvector for V
P
corresponding to its largest eigenvalue. By Theorem 3.1, we can write V as the map,
V A ⊕ V P : Alteven(WA+ )⊕Alteven(WP+ )→ Alteven(WA+ )⊕Alteven(WP+ ),
where
V A ≃ V |Alteven(WA+ ) and V
P ≃ V |Alteven(WP+ ).
Let TA+ denote the restriction of T
A to WA+ , and let T
P
+ denote the restriction of T
P to
WP+ . Define as in [13] the linear transformations, Γ(T
A
+ ) and Γ(T
P
+ ), acting on Alt(W
A
+ ) and
Alt(WP+ ) respectively as
Γ(TA+ ) = 1⊕ TA+ ⊕ (TA+ ⊗ TA+ )⊕ · · · ⊕ (TA+ ⊗ · · · ⊗ TA+︸ ︷︷ ︸
2M+1
) (3.25)
and
Γ(TP+ ) = 1⊕ TP+ ⊕ (TP+ ⊗ TP+ )⊕ · · · ⊕ (TP+ ⊗ · · · ⊗ TP+︸ ︷︷ ︸
2M+1
). (3.26)
It can be checked that
T (Γ(TA+ )) = T
A and T (Γ(TP+ )) = T
P .
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It follows that there exists two real numbers, λA0 and λ
P
0 , such that the representations of V
A
and V P in the Fock representations Alt(WA+ ) and Alt(W
P
+ ) respectively are given by
V A = λA0 Γ(T
A
+ )|Alteven(WA+ ) and V
P = λP0 Γ(T
P
+ )|Alteven(WP+ ). (3.27)
Since the spectra of the induced rotations TA and TP do not contain 1, both TA+ and T
P
+
are strict contractions. Then it follows from (3.25) that the largest eigenvalue of Γ(TA+ ) is 1
with the unique eigenvector given by the vacuum vector 0A in Alt(W
A
+ ). Hence, λ
A
0 is the
largest eigenvalue of V A with corresponding eigenvector 0A. A similar argument shows that
λP0 is the largest eigenvalue of V
P with corresponding eigenvector 0P . We now determine the
eigenvalues for the transfer matrices V A and V P . We start by proving the following lemma.
Lemma 3.2. We have
det(Γ(TP+ )) = (detT
P
+ )
22M and det(Γ(TA+ )) = (detT
A
+ )
22M for M ≥ 0, (3.28)
where Γ(TA+ ) and Γ(T
P
+ ) are defined in (3.25) and (3.26).
Proof. We prove the first equation. Let us consider the tensor product (TP+ )
⊗k which acts on
Altk(WP+ ). We have that dim(Alt
k(WP+ )) =
(2M+1
k
)
for k = 1, ..., 2M + 1. The eigenvalues
of (TP+ )
⊗k is a product of e−γ(zP (l1))−γ(zP (l2))···−γ(zP (lk)) with a certain multiplicity, where
−M ≤ l1 < l2 < · · · < lk ≤M . Fix a choice e−γ(zP (n)) in this product. We want to determine
the multiplicity of e−γ(zP (n)). That amounts to figure out the number of ways we can combine
e−γ(zP (n)) with the remaining factors e−γ(zP (l)) for l = −M, ...,M and l 6= n in the product
above. This is the same as the number of ways we can pick out (k− 1) elements of e−γ(zP (l))
from 2M elements, which is
(2M
k−1
)
. We obtain
det(TP+ ⊗ · · · ⊗ TP+︸ ︷︷ ︸
k
) =
(
e−γ(zP (−M))e−γ(zP (−M+1)) · · · e−γ(zP (M))
)(2Mk−1)
= (det(TP+ ))
( 2Mk−1).
It follows that
det(Γ(TP+ )) = [det(T
P
+ )]
∑2M
j=0 (
2M
j ) = (det(TP+ ))
22M ,
and hence the lemma is proved. 
Recall that ΣA and ΣP denote the anti-periodic and periodic spectrum respectively.
Theorem 3.3. The eigenvalues of the transfer matrices V A and V P are given by
exp
[
1
2(±γ(zA(−M))± ....± γ(zA(M)))
]
(3.29)
and
exp
[
1
2(±γ(zP (−M))± ....± γ(zP (M)))
]
(3.30)
respectively, where γ is the positive root of
cosh γ(z) = c∗2c1 − s∗2s1 z+z
−1
2 for z ∈ ΣA or z ∈ ΣP .
There is an even number of minus signs in both spectra for T < TC . The largest eigenvalues
of the transfer matrices V A and V P are given by
λA0 =
∏
z∈ΣA
e
γ(z)
2 and λP0 =
∏
z∈ΣP
e
γ(z)
2
respectively.
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Proof. Recall that the transfer matrices V A and V P given in (2.6) and (2.7) have factors of
the form
∏
epq. We have
det e
∑
pq = e
∑
tr(pq).
Using the Clifford relations and properties of trace, we have
tr(pq) = tr(qp) = − tr(pq)
which implies that tr(pq) = 0. Hence det e
∑
pq = 1 and it follows that detV A = detV P = 1.
From (3.27) we have the identity
detV A = det[λA0 Γ(T
A
+ )]. (3.31)
Since Alt(WA+ ) has dimension 2
2M+1, and Γ(TA+ ) acts on Alt(W
A
+ ), it follows from (3.31) that
1 = (λA0 )
22M+1
det(Γ(TA+ )). (3.32)
From Lemma 3.2, we have
det Γ(TA+ ) = (detT
A
+ )
22M ,
and combining this with (3.32), we obtain
λA0 =
1√
det(TA+ )
.
Since the eigenvalues of TA+ are given by the set {e−γ(z)}z∈ΣA , we obtain
λA0 =
∏
z∈ΣA
e
γ(z)
2 .
It follows from (3.27) that an eigenvector for V A is on the form, eA+,j1 ∧ eA+,j2 ∧ ... ∧ eA+,jk ,
for −M ≤ j1 < j2 < · · · < jk ≤ M , where k is even. The corresponding eigenvalue is
exp
(
1
2
∑
z∈ΣA
γ(z) −
k∑
i=1
γ(zA(ji))
)
. Hence (3.29) follows. The calculation of the eigenvalues
of V P is done in the exact same way. 
4. Spin Operator
In this section, we compute the induced rotation associated with the spin operator. We
determine the matrix of this rotation in the orthonormal basis of eigenvectors for T (V ). The
spin operator σj at site (j, 0) acts on the Clifford generators as
σjpkσ
−1
j = − sgn(k − j − 1)pk,
σjqkσ
−1
j = − sgn(k − j)qk,
where
sgn(x) =
{
+1 if x ≥ 0
−1 if x < 0.
Since the spin operator σj anti-commutes with U , it maps the −1 eigenspace for U into the
+1 eigenspace for U. Thus, we have
σj =
(
0 σPAj
σAPj 0
)
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acting on (U = −1)⊕ (U = +1). Since (U = −1) ⊕ (U = +1) is also unitarily equivalent to
Alt(WP± ) and Alt(WA± ), we can consider σj as the map,
σj : Alt(W
P
+ )→ Alt(WA+ ) (4.1)
or
σj : Alt(W
A
+ )→ Alt(WP+ ). (4.2)
It is convenient to let the induced rotation for the spin operator be the identity at the
endpoint j = M . In order to do this, we translate the qk basis elements by 1 lattice unit.
This will change the operator at site j to be multiplication by − sgn(k−j−1) for both qk and
pk. In the Fourier representation, the corresponding action on the induced rotation for the
spin operator is multiplication by zA on the left and by z
−1
P on the right. The spin operator
is then completely reduced to a “difference” of periodic and anti-periodic translations. We
therefore formulate the matrix representation of the induced rotation associated with σM .
Let s := T (σM ) denote multiplication by − sgn(k−M − 1). In the Fourier representation we
have the following matrix representation for s,
sf(zA) =
1
2M + 1
∑
z∈ΣP
2(zAz)
−M
z − zA f(z). (4.3)
The induced rotation for the transfer matrix is then given by
T (V˜ ) :=
(
z 0
0 1
)
T (V )
(
z−1 0
0 1
)
.
The conjugation of T (V ) was not introduced in Section 2, since it complicates the repre-
sentation of the transfer matrix in the alternating tensor algebra. The eigenvectors of T (V˜ )
corresponding to the eigenvalues e−γ(zP ) and eγ(zP ) are given by
e˜P+,k(z) :=
1√
2
(
a(z)
ia(z)−1
)
δzP (k)(z) (4.4)
and
e˜P−,k(z) :=
1√
2
(
a(z)
−ia(z)−1
)
δzP (−k)(z) (4.5)
respectively for z ∈ ΣP . The eigenvectors, e˜A±,k(z), corresponding to the eigenvalues, e∓γ(zA),
are defined in the exact same way for z ∈ ΣA. We now consider the isotropic splittings,
W = W˜P+ ⊕ W˜P− and W = W˜A+ ⊕ W˜A− ,
where {e˜P±,k}Mk=−M is the choice of basis for W˜P± , and {e˜A±,k}Mk=−M is the choice of basis for
W˜A± . The following theorem follows.
Theorem 4.1. Suppose that (
A B
C D
)
is the matrix of the identity map on W going from the W˜P+ ⊕ W˜P− splitting to the W˜A+ ⊕ W˜A−
splitting. Then the matrix elements of A,B,C and D are given by,
Alk = Dlk =
1
(2M + 1)
(zP (k)zA(l))
−M
zP (k)− zA(l) [a(zA(l))a(zP (k))
−1 + a(zA(l))−1a(zP (k))], (4.6)
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Blk =
1
(2M + 1)
(zP (k)zA(l))
−M
1− zP (k)zA(l) [a
−1(zA(l))a−1(zP (k))− a(zA(l))a(zP (k))], (4.7)
Clk = −Blk (4.8)
for k, l = −M, ....,M with
a(z) =
√
A1(z)A2(z)
A1(z−1)A2(z−1) and Aj =
√
αj − z, j = 1, 2
for z ∈ ΣA or z ∈ ΣP .
Here we have for example D = QA−|W˜P
−
which maps W˜P− into W˜A− . Recall that the rep-
resentations {qk, pk} are generators of an irreducible ∗-representation of the Clifford algebra
Cliff(W ) on C2(2M+1) [13]. Let F denote the Fock representation associated with these Clif-
ford relations. Since σMxσ
−1
M = sx for x ∈ W , where σM : C2(2M+1) → C2(2M+1), it follows
that
σMF (x) = F (s(x))σM . (4.9)
The Fock representation defined in (3.6) is an irreducible ∗-representation of the Clifford alge-
bra. All irreducible ∗ representations of the Clifford algebra over W are unitarily equivalent
[1]. Thus, it follows that there exists a unitary map,
UP : C
2(2M+1) → Alt(W˜P+ )
such that
FP (x) = UPF (x)U
−1
P (4.10)
and a unitary map,
UA : C
2(2M+1) → Alt(W˜A+ )
such that
FA(s(x)) = UAF (s(x))U
−1
A . (4.11)
It follows from (4.9), (4.10) and (4.11) that
UAσMU
−1
P F
P (x) = FA(s(x))UAσMU
−1
P .
The map,
σ := UAσMU
−1
P : Alt(W˜
P
+ )→ Alt(W˜A+ ),
is an intertwining map which is unique up to a constant by Schur’s lemma.
Thus, we have the following commutative diagram,
Alt(W˜P+ )
σ // Alt(W˜A+ )
Alt(W˜P+ )
σ //
FP
OO
Alt(W˜A+ ),
FA◦s
OO
where σ satisfies the intertwining relation,
σFP (x) = FA(s(x))σ. (4.12)
We will use this relation in Section 6 when we find an expression for the spin matrix elements.
Now we can regard σAPj as the restriction of σj to Alteven(W˜
P
+ ). In a similar fashion, we can
restrict σj to Alteven(W˜
A
+ ) and recover σ
PA
j . This restriction is central since we will consider
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the spin operator in terms of an eigenvector basis for the transfer matrix V which is simple
only in Alteven(W˜
A
+ ) and Alteven(W˜
P
+ ). We are interested in understanding the N → ∞
limit of the two point correlation for the spin operator. The eigenvector associated with
the largest eigenvalue for the transfer matrix will dominate in this limit under the action of
the spin operator σ. In order to compute this limit, we will need to know the spin matrix
elements for σ. As we will see in Section 6, the spin matrix elements can be written in terms
of the inverse of D in (4.6).
5. Two-point Correlation Function
For n > m, we have [8]
〈σmiσnj〉Λ = tr(σiV
n−mσjV (2N+1)−n+m)
tr(V 2N+1)
. (5.1)
Recall that
V = V A ⊕ V P ,
where
V A = λA0 Γ(T
A
+ )|Alteven(WA+ ), V
P = λP0 Γ(T
P
+ )|Alteven(WP+ ),
and where Γ(TA+ ) and Γ(T
P
+ ) are defined in (3.25) and (3.26). Using the equation above, the
identity Γ(TA+ )0A = 0A, and the fact that only the terms which involve the vacuum vector
0A survive in the semi-infinite volume limit, N →∞, we obtain
lim
N→∞
〈σmiσnj〉Λ = 〈0A, σi
(
V
λA
0
)n−m
σj0A〉
= e
1
2 (n−m)
∑M
j=−M
[
γ(zP (j))−γ(zA(j))
]
×
×
M∑
K=1
∑
−M≤k1<······<k2K≤M
〈0A, σieP+,k1 ∧ · · · ∧ eP+,k2K 〉×
× e−(n−m)
∑2K
j=1 γ(zP (kj))〈eP+,k1 ∧ · · · ∧ eP+,k2Kσj , 0A〉.
On the torus, where both M and N are fixed, the two-point correlation function can be
written in a form involving the spin matrix elements 〈eA+,l1 ∧ · · · ∧ eA+,lL , σeP+,k1 ∧ · · · ∧ eP+,kK 〉
for L+K = even.
6. Spin Matrix Elements on the Finite Periodic Lattice
In this section, we will provide a formula for the matrix elements of the spin operator in
a basis of eigenvectors for the transfer matrix V . Recall that after “conjugation” the spin
operator is a map,
σ : Alt(W˜P+ )→ Alt(W˜A+ ),
and the induced rotation, s := T (σ), associated with the spin operator is the identity on W .
We defined the matrix of this map to be
s :=
(
A B
C D
)
: W˜P+ ⊕ W˜P− → W˜A+ ⊕ W˜A− ,
where for example D = QA−|W˜P
−
. Let Dτ denote the transpose of D with respect to the
bilinear form (·, ·), and D−τ : W˜P+ → W˜A+ is the inverse of Dτ . Here D is invertible when the
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one-point function 〈0A, σ0P 〉 is nonzero. Let P denote the collection of subsets of
{−M,−M + 1, ....,M}. For an element J in P, we write
J = {J1, J2, ..., Jk} with J1 < J2 < · · · < Jk.
We write #J = k for the number of elements in J . If R is a 2M × 2M matrix, we let RI,J
denote the (#I +#J)× (#I +#J) sub matrix of R made from the rows and columns of R
indexed by I and J respectively. For I, J ∈ P define
e˜A±,I := e˜
A
±,I1 ∧ e˜A±,I2 ∧ · · · ∧ e˜A±,Ik
and
e˜P±,J := e˜
P
±,J1 ∧ e˜P±,J2 ∧ · · · ∧ e˜P±,Jk .
The sets {e˜A±,I} and {e˜P±,J} are orthonormal bases for Alt(W˜A± ) and Alt(W˜P± ) respectively.
We have the following theorem.
Theorem 6.1. Let I, J ∈ P and suppose 〈0A, σ0P 〉 6= 0. Then the spin matrix elements are
given by
〈e˜A+,I , σe˜P+,J〉 = 〈0A, σ0P 〉Pf(RI,J),
where Pf(RI,J) is the Pfaffian of the skew symmetric matrix,
RI,J =
(
BD−1I×I D
−τ
I×J
−D−1J×I D−1CJ×J
)
.
The sum is over all such I and J with #I +#J even.
Proof. Since σ satisfies the intertwining relation (4.12), the proof follows from Theorem B.2.

Corollary 6.2. For −M ≤ k < j ≤M and 〈0A, σ0P 〉 6= 0, we have
〈0A, σ e˜P+,ke˜P+,j〉
〈0A, σ 0P 〉 = ( e˜
P
+,k,D
−1C e˜P+,j) = (D
−1C)kj,
〈e˜A+,ke˜A+,j , σ 0P 〉
〈0A, σ 0P 〉 = ( e˜
A
−,k, BD
−1 e˜A−,j) = (BD
−1)kj,
〈e˜A+,k, σ e˜P+,j〉
〈0A, σ 0P 〉 = ( e˜
A
−,k,D
−τ e˜P+,j) = D
−τ
kj . (6.1)
7. Bugrij-Lisovyy Conjecture for the Spin Matrix Elements
For simplicity, let ΣP and ΣA now denote the sets
{
2pik
2M+1 , k ∈ {−M, ...,M}
}
and{
2pi
(
k+
1
2
)
2M+1 , k ∈ {−M, ...,M}
}
respectively. We consider the isotropic case and define the
interaction constant to be K := K1 = K2. The function γ(θ) is defined as the positive root of
the equation
cosh(γ(θ)) = sinh(2K) + sinh(2K)−1 − cos(θ).
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A. I. Bugrij and O. Lisovyy [2] proposed the following formula for the spin matrix elements
on the finite periodic lattice for the isotropic case in the orthonormal basis of eigenvectors
for the transfer matrix,
〈e˜A+,l1 ∧ e˜A+,l2 ∧ ... ∧ e˜A+,lm , σe˜P+,k1 ∧ e˜P+,k2 ∧ ... ∧ e˜P+,km′ 〉
=
√
ξξT
m∏
i=1
e
1
2 v
(
e
iθA
li
)
√
(2M + 1) sinh γ(θAli )
m′∏
j=1
e−
1
2v
(
e
iθP
kj
)
√
(2M + 1) sinh γ(θPkj)
×
×
∏
1≤i<i′≤m
sin
θA
li
−θA
l
i′
2
sinh
γ(θA
li
)+γ(θA
l
i′
)
2
∏
1≤j<j′≤m′
sin
θP
kj
−θP
k
j′
2
sinh
γ(θP
kj
)+γ(θP
k
j′
)
2
×
×
∏
1≤i≤m,1≤j≤m′
sinh
γ(θA
li
)+γ(θP
kj
)
2
sin
θA
li
−θP
kj
2
, (7.1)
where
ξ = |1− (sinh(2K))−4|14 ,
and where the cylindrical parameters ξT and v(e
iθ) are defined as
ξ4T :=
∏
θ′∈ΣP
∏
θ∈ΣA sinh
2
(γ(θ′)+γ(θ)
2
)
∏
θ′∈ΣP
∏
θ∈ΣP sinh
(γ(θ′)+γ(θ)
2
)∏
θ∈ΣA
∏
θ′∈ΣA sinh
(γ(θ)+γ(θ′)
2
) ,
v(eiθ) = log
∏
θ′∈ΣA sinh
(γ(θ)+γ(θ′)
2
)
∏
θ′∈ΣP sinh
(γ(θ)+γ(θ′)
2
) .
Here m+m′ is even. It can be checked that e±
1
2 v(e
iθ) can be written in the forms,
V+(e
iθ) := e
v(eiθ)
2 =
√√√√√e−γ(pi)2 (λ−1(eiθ)− λ(−1))
e−
γ(0)
2 (λ−1(eiθ)− λ(1))
∏
θ′>0∈ΣA e
−γ(θ
′)
2 (λ−1(eiθ)− λ(eiθ′))∏
θ′>0∈ΣP e
−γ(θ
′)
2 (λ−1(eiθ)− λ(eiθ′))
(7.2)
and
V−(eiθ) := e−
v(eiθ)
2 =
√√√√√ eγ(0)2 (λ(eiθ)− λ−1(1))
e
γ(pi)
2 (λ(eiθ)− λ−1(−1))
∏
θ′>0∈ΣP e
γ(θ′)
2 (λ(eiθ)− λ−1(eiθ′))∏
θ′>0∈ΣA e
γ(θ′)
2 (λ(eiθ)− λ−1(eiθ′))
, (7.3)
where λ(eiθ) = eγ(θ) for θ = θAli or θ = θ
P
kj
, and where we used the short-hand notation
γ(θ) := γ(eiθ). Here the square roots are taken with positive real parts. This particular form
of v(eiθ) will play a central role in Section 10 when we consider the factorization of the ratio
of summability kernels on the spectral curve.
8. Pfaffian Formalism and the Bugrij-Lisovyy Conjecture
The Bugrij-Lisovyy formula in (7.1) and Corollary 6.2 lead to the following conjecture for
the isotropic Ising model:
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Conjecture. The matrix elements of D−τ , BD−1 and D−1C are given by,
D−τi,j ∝
V+(zA(i))√
(2M + 1) sinh γ(θAi )
V−(zP (j))√
(2M + 1) sinh γ(θPj )
sinh
γ(θAi )+γ(θ
P
j )
2
sin
θAi −θPj
2
, (8.1)
BD−1i,i′
∝ V+(zA(i))√
(2M + 1) sinh γ(θAi )
V+(zA(i
′))√
(2M + 1) sinh γ(θAi′ )
sin
θAi −θAi′
2
sinh
γ(θAi )+γ(θ
A
i′
)
2
,
D−1Cj,j′
∝ V−(zP (j))√
(2M + 1) sinh γ(θPj )
V−(zP (j′))√
(2M + 1) sinh γ(θPj′)
sin
θPj −θPj′
2
sinh
γ(θPj )+γ(θ
P
j′
)
2
respectively, where ∝ denotes proportional to.
The proportionality constants in each of the terms above are the same and therefore
omitted. Here we have extended the Bugrij-Lisovyy conjecture to include the elements
〈e˜A+,k, σ e˜P+,j〉 which are not “physical elements”. By applying Theorem 6.1 and Wicks Theo-
rem, we can express the spin matrix elements 〈e˜A+,l1 ∧ ...∧ e˜A+,lm , σe˜P+,k1 ∧ ...∧ e˜P+,km′ 〉 in terms
of Pfaffians of a skew symmetric matrix whose elements are multiples of 〈e˜A+,li ∧ e˜A+,li′σ0P 〉,
〈0A, σe˜P+,kj ∧ e˜P+,kj′ 〉 and 〈e˜
A
+,li
, σe˜P+,kj 〉. By using the proposed Bugrij-Lisovyy formula for
these elements, we show that the Pfaffian of the matrix can be written as a product of Jaco-
bian elliptic functions in the uniformization parameter of the spectral curve. We find that up
to a constant, this product is the same as the one given in the Bugrij-Lisovyy formula. This
supports the Bugrij-Lisovyy conjecture. We refer the reader to Appendix C for a description
of elliptic functions and the Uniformization Theorem C.1. We start by writing the factor
sinh(γ(θ)+γ(θ
′)
2 )
sin(θ−θ
′
2 )
in (8.1) in terms of the uniformization parameters by performing the elliptic substitutions,
eiθ = z(u, a) = k sn(u+ ia) sn(u− ia), eiθ′ = z(u′, a) = k sn(u′ + ia) sn(u′ − ia),
where
ℑu = ℑu′ = K
′
2
and ℜu ∈ (0, 2K),
and 0 < 2a < K ′ is defined by s1 = −i sn(2ia). Here K and K ′ are elliptic integrals given in
(C.8) and (C.9), and sn(u) is a Jacobian elliptic function of u with modulus k = 1
s1s2
. Then
Theorem C.1 implies
e
γ+θi
2 =
√
k sn(u− ia),
e
−γ+θi
2 =
√
k sn(u+ ia).
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We have
sinh(γ(θ)+γ(θ
′)
2 )
sin(θ−θ
′
2 )
= i
e
γ+γ′
2 − e−
γ+γ′
2
e
iθ−iθ′
2 − e− iθ−iθ
′
2
= i
e
γ+iθ
2 e
γ′+iθ′
2 − e−
γ+iθ
2 e−
γ′+iθ′
2
eiθ − eiθ′ . (8.2)
Thus the numerator of (8.2) becomes
ik[sn(u− ia) sn(u′ − ia)− sn(u′ + ia) sn(u+ ia)].
Using the identity
sn(u− ia) sn(u+ ia) = sn
2(u)− sn2(ia)
1− k2 sn2(u) sn2(ia)
which follows from the addition formulas (C.4) and (C.5), the denominator becomes
k
(
sn2(u)− sn2(ia)
1− k2 sn2(u) sn2(ia)
)
− k
(
sn2(u′)− sn2(ia)
1− k2 sn2(u′) sn2(ia)
)
.
After some simplifications, the expression in (8.2) becomes
−2i[cn(ia) dn(ia) sn(ia)][sn(u) cn(u′) dn(u′) + sn(u′) cn(u) dn(u)]
(sn2(u)− sn2(u′))(1 − k2 sn4(ia))
= s1
1
sn(u− u′) . (8.3)
In the isotropic case we have s−11 =
√
k. If we substitute v := −u+ iK ′2 and v′ := −u′ − iK
′
2
in (8.3), and apply identity (C.10), we obtain
s1
1
sn(u− u′) = −
√
k sn(v − v′).
Now we will make the following elliptic substitutions,
e
iθA
lj = k sn(ulj − ia) sn(ulj + ia) for 1 ≤ j ≤ m,
e
iθP
kj = k sn(ukj − ia) sn(ukj + ia) for 1 ≤ j ≤ m′,
followed by the translations,
vlj : = −ulj +
iK ′
2
for 1 ≤ j ≤ m,
vkj : = −ukj −
iK ′
2
for 1 ≤ j ≤ m′.
Then using Theorem 6.1 and Wicks Theorem, we obtain for m+m′ = even,
〈e˜A+,l1 ∧ e˜A+,l2 ∧ ... ∧ e˜A+,lm , σe˜P+,k1 ∧ e˜P+,k2 ∧ ... ∧ e˜P+,km′ 〉
= 〈0A, σ0P 〉Pf(r),
where Pf(r) is the Pfaffian of the skew symmetric matrix r with matrix elements above the
diagonal given by: For 1 ≤ i < i′ ≤ m,
rli,li′ =
〈e˜A+,li e˜A+,li′ , σ0P 〉
〈0A, σ0P 〉
∝ V+(zA(li))√
(2M + 1) sinh γ(θAli )
V+(zA(li′))√
(2M + 1) sinh γ(θAli′
)
(−
√
k sn(vli − vli′ )),
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for 1 ≤ i ≤ m and 1 ≤ j ≤ m′,
rli,m+kj =
〈e˜A+,li , σe˜P+,kj〉
〈0A, σ0P 〉
∝ V+(zA(li))√
(2M + 1) sinh γ(θAli )
V−(zP (kj))√
(2M + 1) sinh γ(θPkj )
(−
√
k sn(vli − vkj))
and for 1 ≤ j < j′ ≤ m′,
rm+kj ,m+kj′ =
〈0A, σe˜P+,kj e˜P+,kj′ 〉
〈0A, σ0P 〉
∝ V−(zP (kj))√
(2M + 1) sinh γ(θPkj)
V−(zP (kj′))√
(2M + 1) sinh γ(θPkj′
)
(−
√
k sn(vkj − vkj′ )).
Define E to be the (m+m′)× (m+m′) diagonal matrix
E =
(
eA 0
0 eP
)
with matrix elements
eAli,li =
V+(zA(li))√
(2M + 1) sinh γ(θAli )
for 1 ≤ i ≤ m,
ePm+kj ,m+kj =
V−(zP (kj))√
(2M + 1) sinh γ(θPkj )
for 1 ≤ j ≤ m′.
Define s to be the (m+m′)× (m+m′) skew symmetric matrix with matrix elements above
the diagonal given by
sli,li′ = −
√
k sn(vli − vli′ ) for 1 ≤ i < i′ ≤ m,
sli,m+kj = −
√
k sn(vli − vkj ) for 1 ≤ i ≤ m, 1 ≤ j ≤ m′,
sm+kj ,m+kj′ = −
√
k sn(vkj − vkj′ ) for 1 ≤ j < j′ ≤ m′.
We will need the following lemma found on page 87 of [13].
Lemma 8.1. [13] Let r be the 2n × 2n skew symmetric matrix with i, j matrix element
ri,j = −
√
k sn(ui − uj) for i, j = 1, 2, ..., 2n. Then
Pf(r) =
2n∏
i<j
ri,j.
23
Using Lemma 8.1, we have
Pf(r) = Pf(EsEτ )
= (detE) Pf(s)
=
m∏
i=1
V+(zA(li))√
(2M + 1) sinh γ(θAli )
m′∏
j=1
V−(zP (kj))√
(2M + 1) sinh γ(θPkj)
×
×
∏
1≤i<i′≤m
−
√
k sn(vli − vli′ )
∏
1≤j<j′≤m′
−
√
k sn(vkj − vkj′ )×
×
∏
1≤i≤m,1≤j≤m′
−
√
k sn(vli − vkj),
which up to a constant is the same product formula as given in (7.1).
9. Numerical Calculations
We have numerically compared the calculation of our BD−1, D−τ , and D−1C matrix
elements with the corresponding terms in the Bugrij-Lisovyy formula (7.1). What we find is,
that as we let the temperature approach TC from below, our results are close to theirs, but
there is a discrepancy. We are uncertain of the reason for this. We also find that in the scaling
regime, i.e. as we let M get bigger while we keep the temperature close to TC , the precision
improves. We compared the formulas in MATLAB by creating our (2M+1)×(2M+1) matrix
D as given in (4.6). Then we multiplied the transpose of this matrix with the matrix with
elements 〈e˜A+,k, σe˜P+,j〉 for −M ≤ k, j ≤M as given in the Bugrij-Lisovyy formula (7.1). If this
had returned the identity matrix, it would have shown numerically that the Bugrij-Lisovyy
formula provides an inverse for our matrix Dτ .
10. Holomorphic Factorization of the Ratio of Summability Kernels on the
Spectral Curve
In this section, we exhibit the “new” elements V± in the Bugrij-Lisovyy formula as part
of a holomorphic factorization of the periodic and anti-periodic summability kernels on the
spectral curve associated with the induced rotation for the transfer matrix.
Introduce the cycles
N+ =
{
u|0 < ℜu < 2K,ℑu = 0},
N− =
{
u|0 < ℜu < 2K,ℑu = ±K ′},
whereK andK ′ are elliptic integrals given in (C.8) and (C.9). These cycles are the boundaries
for the holomorphic factorization of the summability kernels. Introduce the notation, λp :=
λ(eip) = eγ(p). We will prove the following theorem.
Theorem 10.1. Near the curve,
N− =
{
u : 0 < ℜu < 2K,ℑu = ±K ′},
we have the identity
V˜+(u)
z(u)2M+1 + 1
=
V˜−(u)
z(u)2M+1 − 1 (10.1)
while near the curve,
N+ =
{
u : 0 < ℜu < 2K,ℑu = 0},
24
we have the identity
V˜+(u)
z(u)2M+1 + 1
= − V˜−(u)
z(u)2M+1 − 1 , (10.2)
where
V˜+(u) :=
√
(λ(u)− λpi)
(λ(u)− λ0)
∏
p>0∈ΣA(λ(u)− λp)∏
p>0∈ΣP (λ(u)− λp)
V˜−(u) :=
√
(λ(u)− λ−10 )
(λ(u)− λ−1pi )
∏
p>0∈ΣP (λ(u)− λ−1p )∏
p>0∈ΣA(λ(u) − λ−1p )
.
The square roots are here chosen to have positive real parts.
Before we give the proof we explain our principal concern with Theorem 10.1. Recall from
Appendix A that the two cycles M+ and M− on the spectral curve M, where λ < 1 and
λ > 1 respectively, are given by
M± = {(z, λ) = (eiθ, e∓γ(θ))}.
Recall from Appendix C that in the uniformization parameter u, the cycles M± are located
at the following positions in the periodic parallelogram,
M± =
{
u : 0 < ℜu < 2K,ℑu = ±K ′2
}
.
We observe that in a neighborhood of the cycle M+, the function V˜+(u) is a multiple of
V+(u) in (7.2) from the Bugrij-Lisovyy formula while V˜−(u) is a multiple of V−(u) in (7.3) in
a neighborhood of the cycle M−. The factorization problem solved by V˜± makes it possible
to transform sums over the periodic points to the anti-periodic points. A related factorization
in the scaling limit was employed in [10] to compute a relevant Green function for the Dirac
operator on the cylinder. Subsequently, in [14] the technique in [10] was used to compute
the matrix elements of the spin operator for the periodic Ising model in the scaling limit. It
is expected that this technique can be extended to the finite periodic lattice to provide an
alternative proof of the Bugrij-Lisovyy conjecture. If one uses formulas for the spin matrix
elements on a finite periodic lattice, one can control the convergence of the scaling limit in
a much simpler way. This convergence result is given in [7] assuming the Bugrij-Lisovyy
conjecture [2].
We now return to the proof of Theorem 10.1.
Proof. Recall from Appendix C that 0 < 2a < K ′ is defined by s1 = −i sn(2ia). A simple
calculation shows that a substitution of a with a + K
′
2 in the elliptic parametrization of the
Boltzmann weights, interchanges z and λ in the spectral curve (C.1), and sends s1 to −s2,
s2 to −s1, and c1c2 to −c1c2. We therefore introduce the relation
ia′ :=
iK ′
2
+ ia.
Then
λ′ := λ(u+ iK
′
2 , a
′) = z(u, a) = k sn(u+ ia) sn(u− ia) (10.3)
and
z′ := z(u+ iK
′
2 , a
′) = λ(u, a) =
sn(u− ia)
sn(u+ ia)
(10.4)
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for k = 1
s1s2
. Interchanging λ and z through the substitution, a 7→ a+ iK ′2 , the spectral curve
given in (C.1) becomes
s1
λ′ + λ′−1
2
+ s2
z′ + z′−1
2
= c1c2. (10.5)
Using the spectral curve in (10.5), we can write∏
p∈ΣP
(c1c2 − s1 cos p− s2 z′+z′−12 ) =
∏
p∈Σp
s1(
λ′+λ′−1
2 )− s1 cos p
= (s12 )
2M+1
∏
p∈Σp
((λ′ − eip)(1− λ′−1e−ip))
= (s12 )
2M+1(λ′2M+1 − 1)2λ′−(2M+1) (10.6)
and similarly,∏
p∈ΣA
(c1c2 − s1 cos p− s2 z′+z′−12 ) = (s12 )2M+1(λ′
2M+1
+ 1)2λ′−(2M+1). (10.7)
Then from (10.3), (10.6) and (10.7) we obtain(
z(u)2M+1 + 1
z(u)2M+1 − 1
)2
=
(
λ′2M+1 + 1
λ′2M+1 − 1
)2
=
∏
p∈ΣA(c1c2 − s1 cos p− s2 z
′+z′−1
2 )∏
p∈ΣP (c1c2 − s1 cos p− s2 z
′+z′−1
2 )
. (10.8)
Now we rewrite the factor in (10.8) using (10.4) and the spectral curve in (C.1). It becomes∏
p∈ΣA(λp + λ
−1
p − (z′ + z′−1))∏
p∈ΣP (λp + λ
−1
p − (z′ + z′−1))
=
∏
p∈ΣA(λp − z′)(1− λ−1p z′−1)∏
p∈ΣP (λp − z′)(1 − λ−1p z′−1)
=
∏
p∈ΣA(λ(u) − λp)(λ(u) − λ−1p )∏
p∈ΣP (λ(u)− λp)(λ(u)− λ−1p )
.
Since λ(p) = λ(−p) for p 6= 0, pi, the right hand side of the equation above can be written
(λ(u) − λpi)(λ(u)− λ−1pi )
(λ(u)− λ0)(λ(u)− λ−10 )
∏
p>0∈ΣA(λ(u)− λp)2(λ(u)− λ−1p )2∏
p>0∈ΣP (λ(u)− λp)2(λ(u) − λ−1p )2
.
Now define
V˜+(u) :=
√
(λ(u)− λpi)
(λ(u)− λ0)
∏
p>0∈ΣA(λ(u)− λp)∏
p>0∈ΣP (λ(u)− λp)
,
V˜−(u) :=
√
(λ(u)− λ−10 )
(λ(u)− λ−1pi )
∏
p>0∈ΣP (λ(u) − λ−1p )∏
p>0∈ΣA(λ(u)− λ−1p )
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such that we have (
V˜+(u)
z(u)2M+1 + 1
)2
=
(
V˜−(u)
z(u)2M+1 − 1
)2
. (10.9)
In order to figure out the correct signs near the curves N± when we take the square root in
(10.9), it is enough to check the identities in (10.1) and (10.2) at one point. We will check
(10.1) by letting u = K ± iK ′ which are points on the curve N−. Using the identities (C.10),
the addition formula (C.4), and Theorem C.1, we obtain
z(K ± iK ′) = k sn(K ± iK ′ + ia) sn(K ± iK ′ − ia)
= k
(
k−1 ns(K) cn(ia) dn(ia)− k−1 ds(K) cs(K) sn(ia)
1− ns2(K) sn2(ia)
)
×
×
(
k−1 ns(K) cn(ia) dn(ia) + k−1 ds(K) cs(K) sn(ia)
1− ns2(K) sn2(ia)
)
.
Here we also used the fact that sn(u) is an odd function of u while cn(u) and dn(u) are even
functions of u, [17, p. 493]. Using the fact that sn(K) = 1, cn(K) = 0 [17, p. 499], the
identities in (C.2) and the fact that α2 = −k−1 ns2(ia) [13, p. 338], we obtain
z(K ± iK ′) = k
−1 dn2(ia)
1− sn2(ia)
=
k−1(1− k2 sn2(ia))
1− sn2(ia)
=
k−1(1 + kα−12 )
1 + k−1α−12
which can be checked to be greater than one for T < TC . Thus,
1
z(K±iK ′)2M+1−1 is positive.
A similar calculation gives, λ(K ± iK ′) = 1, and hence V˜+(u) and V˜−(u) are both positive
for u = K ± iK ′. Thus the identity in (10.1) follows. Now we prove (10.2) by letting u = K
which is a point on the curve N+. Then it can be checked that
z(K) =
k cn2(ia)
dn2(ia)
= z(K ± iK ′)−1 < 1,
and hence 1
z(K)2M+1−1 is negative. We also have λ(K) = 1 so that V˜±(u) are positive for
u = K. Hence (10.2) follows, and the theorem is proved.

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Appendix A. Grassmann Algebra and Fock Representations of the Clifford
Algebra
In this section, we introduce the Fock representations of the Clifford algebra. We follow
[13] closely and refer the reader to this work for more details. Assume W is a finite even-
dimensional complex vector space with a distinguished nondegenerate complex bilinear form
(·, ·). A subspace V of W is isotropic if (x, y) = 0 for all x, y ∈ V . We are interested in a
decomposing of the space W into two isotropic subspaces W± such that
W =W+ ⊕W−. (A.1)
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Such a splitting is called an isotropic splitting or a polarization. We parametrize each isotropic
splitting by an operator Q defined by
Qx =
{
x if x ∈W+;
−x if x ∈W−. (A.2)
Define Q± := 12(I ±Q). Since Q2 = I, we observe that Q± are the projections onto the ±1
eigenspaces for Q. We notice that Q+ +Q− = I and Q+Q− = 0. If we define W± := Q±W ,
then the space W is the direct sum given in (A.1). An operator Q that is skew symmetric
and satisfies Q2 = I is called a polarization. Let Sk denote the group of permutations on the
set {1, 2, ..., k}. The linear operator defined by
W⊗k ∋ w 7→ alt(w) := 1
k!
∑
σ∈Sk
sgn(σ)wσ1 ⊗ · · · ⊗ wσk
is a projection from W⊗k onto Altk(W ), where Altk(W ) is the space of alternating k tensors
over W . The wedge product of v ∈ Altk(W ) and w ∈ Altl(W ) is here defined by
v ∧w :=
√
(k + l)!√
k!
√
l!
alt(v ⊗w) ∈ Altk+l(W )
and it follows that for vi ∈W and i = 1, ..., k,
v1 ∧ v2 ∧ · · · ∧ vk = 1√
k!
∑
σ∈Sk
sgn(σ)vσ1 ⊗ vσ2 ⊗ · · · ⊗ vσk
(see [13] and [16]). The Clifford algebra Cliff(W ) of W is the associative algebra with multi-
plicative unit e, generated by elements x ∈W that satisfy the Clifford relations,
xy + yx = (x, y)e for x, y ∈W. (A.3)
For each polarization Q of the isotropic splitting of the spaceW , there is a Fock representation
FQ of the Clifford algebra Cliff(W ). This representation acts on the alternating tensor
algebra,
Alt(W+) :=
n⊕
k=0
Altk(W+),
where Alt0(W+) = C and n = dim(W+). The Fock representation is defined as
W ∋ x 7→ FQ(x) := c(x+) + a(x−)
for x± = Q±x. Here W− is identified with the dual W ∗+ via the nondegenerate complex
bilinear form W+ ∋ x+ 7→ (x+, x−) for x− ∈ W−. The creation operator c(x+) associated
with x+ ∈W+ acts on Altk(W+) in the following way,
Altk(W+) ∋ v 7→ c(x+)v = x+ ∧ v ∈ Altk+1(W+). (A.4)
The annihilation operator a(x−) associated with x− ∈ W− is defined as a(x−) := cτ (x−),
where cτ (x−) is the transpose of c(x−) with respect to the complex bilinear form (·, ·). It is
given by
a(x−)v =
k∑
j=1
(−1)j−1(x−, vj)v1 ∧ · · · ∧ vˆj ∧ · · · ∧ vk (A.5)
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for v = v1 ∧ · · · ∧ vj ∧ · · · ∧ vk ∈ Altk(W+), and where vˆj signifies that the factor vj is
omitted from v. It can be checked that the creation and annihilation operators satisfy the
anti-commutation relations,
c(x+)c(y+) + c(y+)c(x+) = 0,
a(x−)a(y−) + a(y−)a(x−) = 0,
a(x−)c(y+) + c(y+)a(x−) = (x−, y+)I
(A.6)
for x±, y± ∈ W±. Since W± are isotropic subspaces and by using the anti-commutation
relations given in (A.6), it is not hard to see that FQ satisfies the generator relations for the
Clifford algebra,
FQ(x)FQ(y) + FQ(y)FQ(x) = (x, y)I for x, y ∈W. (A.7)
When the polarization is understood, we will drop the subscript Q and write F := FQ. We
write
0 := 1⊕ 0⊕ · · · ⊕ 0
for the vacuum vector in Alt(W+). The vacuum vector is defined to be the unique vector
that is annihilated by all the elements inW− in the FQ representation of the Clifford algebra.
Define the Clifford group G as the group of invertible elements g in the Clifford algebra
Cliff(W ) that satisfy
gvg−1 = T (g)v for v ∈W ⊆ Cliff(W )
for some linear map T (g) on W . It follows from this equation that T is complex orthogonal,
i.e.
(T (g)v, T (g)w) = (v,w) for v,w ∈W.
Appendix B. Berezin Integral Representation for the Matrix Elements
In this section we introduce a representation of the creation and annihilation operators
which is an analog of the holomorphic representations as given in Faddeev and Slavnov [4].
We will use this representation to write the matrix elements for the Fock representation of an
element g in the Clifford group as Pfaffians of a skew symmetric matrix whose entries depend
on the matrix elements of the induced rotation associated with g.
AssumeW is a finite even-dimensional complex vector space with a Hermitian inner prod-
uct 〈·, ·〉 and a distinguished nondegenerate complex bilinear form (·, ·) defined by
(u, v) = 〈u¯, v〉 for u, v ∈W,
where u 7→ u¯ is a conjugation. We consider a Hermitian polarization,
W =W+ ⊕W−,
whereW± are isotropic subspaces of W as defined in Appendix A. Let {e+k } and {e−k } denote
orthonormal bases for W+ and W− with respect to the Hermitian symmetric inner product,
and suppose that {e+k } and {e−k } are dual with respect to the complex bilinear form, i.e.
(e+k , e
−
l ) = δkl. Suppose that W has dimension 2M and define
e±I := e
±
I1
∧ · · · ∧ e±Ik for 1 ≤ I1 < · · · < Ik ≤M. (B.1)
The set {e±I } is then an orthonormal basis for Alt(W±), where we define e+∅ = 1. Let P
denote the collection of subsets of {1, ....,M}. For an element J in P, we write
J = {J1, J2, ..., Jk} with J1 < J2 < · · · < Jk.
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We write #J = k for the number of elements in J . If R is a 2M × 2M matrix, we let RI,J
denote the (#I +#J)× (#I +#J) submatrix of R made from the rows and columns of R
indexed by I and J respectively. An element in Alt(W+) is given by
G(e+) :=
∑
I∈P
GIe
+
I ,
where the map, P ∋ I → GI ∈ C. Here G(e+) can be thought of as a “polynomial” in
the elements e+I in the exterior algebra. For 1 ≤ i ≤ M , the creation operator c(·) acts on
Altk(W+) as
Altk(W+) ∋ v 7→ c(e+i )v = e+i ∧ v ∈ Altk+1(W+)
for e+i ∈ W+. For 1 ≤ i ≤ M , the annihilation operator, a(e+i ) := ∂∂e+i , is analogous to a
“derivative”, and is the linear map
∂
∂e+i
: Alt(W+)→ Alt(W+)
defined as follows: If the monomial, X := e+i1 ∧ e+i2 ∧ · · · ∧ e+in , contains exactly one factor e+i
then
∂
∂e+i
(e+i1 ∧ e+i2 ∧ · · · ∧ e+in) = ±e+i1 ∧ · · · ∧ eˆ+i ∧ · · · ∧ e+in ,
where eˆ+i signifies that the factor e
+
i is omitted from X, and the plus or minus sign is
determined by number of interchanges the operator ∂
∂e+i
has to make from the left before it
contracts the factor e+i . An even number of interchanges gives a positive sign and an odd
number gives a minus sign. If the monomial does not contain any factor e+i or if it contains
more than one factor of e+i , then
∂
∂e+i
X = 0. We define Berezin integrals as linear functionals
in the following way,∫
e+de+ = 1,
∫
e−de− = 1,
∫
de+ = 0,
∫
de− = 0,
where we assume that de− and de+ anti-commute with each other as well as with e− and e+.
An element in the Grassmann algebra Alt(W ) is given by
G(e+, e−) = G00+G01e−1 +G10e
+
1 +G11e
−
1 ∧e+1 + ...+G1,...,M,M,...,1e−1 ∧ ..∧e−M ∧e+M ∧ ...∧e+1 ,
where G00, G01, G10 ,..., and G1,...,M,M,...,1 are complex numbers [4]. The integral of G(e
+, e−)
is then defined as ∫
G(e+, e−)
M∏
k=1
de+k de
−
k = G1....M,M...1.
For G and H in Alt(W+), we have [4, p. 53]
〈G,H〉 =
∫
G¯(e+)H(e+)e−
∑M
k=1 e
+
k
∧e−
k
M∏
k=1
de+k de
−
k , (B.2)
where
G¯(e+) =
∑
I∈P
G¯Ie
−
I
and the conjugation is defined as
GIe
+
M ∧ · · · ∧ e+1 = G¯Ie−1 ∧ · · · ∧ e−M .
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It is here understood that e
∑
e+
k
∧e−
k is the power series in the exterior algebra,
M∑
k=0
(∑
e+k ∧ e−k
k!
)k
.
We are in particular interested in two polarizations,
W =WA+ ⊕WA− and W =WP+ ⊕WP− .
Here WP± and WA± are isotropic subspaces of W defined by
WA± = Q
A
±W and W
P
± = Q
P
±W,
where
QA± :=
1
2(I ±QA), QP± := 12(I ±QP ),
and where QA and QP are polarizations as defined in (A.2). Let FP and FA denote the
Fock representations associated with the Clifford algebra Cliff(W ) acting on Alt(WP+ ) and
Alt(WA+ ) respectively. We consider a map
g : Alt(WP+ )→ Alt(WA+ ),
which satisfies the intertwining relation
gFP (x) = FA(T (g)x)g
for x ∈W , and where T := T (g) is the induced rotation associated with g. We write
T (g) :=
(
A B
C D
)
for the matrix of the induced rotation for g, where T is a map WP+ ⊕WP− → WA+ ⊕WA− .
Since T (g) is a complex orthogonal matrix, we have the relation
T (g)τT (g) = I,
where
T τ =
(
Dτ Bτ
Cτ Aτ
)
.
This relation implies the following identities,
DτA+BτCτ = I, DτB +BτD = 0
CτA+AτC = 0, CτB +AτD = I
(B.3)
when D is invertible. Introduce the anti-commuting “dummy” variables α±i ∈ WP± which
anti-commute with e±i as well. The action of the operator g on G(α
+) ∈ Alt(WP+ ) is given
by [4, p. 55]
(gG)(e+) =
∫
g(e+, α−)G(α+)e−
∑M
k=1 α
+
k
∧α−
k
M∏
k=1
dα+k dα
−
k .
Let {e±i } and {α±j } denote orthonormal bases for WA± and WP± respectively and for I, J ∈ P
define e±I and α
±
J as in (B.1). We first prove the following lemma.
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Lemma B.1. Let g˜(e+, α−) := eR, where
R =
∑
l,m
[(12alme
+
l ∧ e+m) + (blme+l ∧ α−m) + (12clmα−l ∧ α−m)]
and a = BD−1, b = D−τ and c = D−1C, where
T =
(
A B
C D
)
is the matrix of a complex orthogonal map, WP+ ⊕WP− →WA+ ⊕WA− . Then
g˜G(e+) =
∫
g˜(e+, α−)G(α+)e−
∑M
k=1 α
+
k
∧α−
k
M∏
k=1
dα+k dα
−
k (B.4)
defines a linear map which satisfies the intertwining relation,:
g˜FP (x)G = FA(Tx)g˜G (B.5)
for G ∈ Alt(WP+ ) and x ∈W .
Proof. For α+i , G ∈ Alt(WP+ ), we have
(g˜FP (α+i )G)(e
+) =
∫
g˜(e+, α−)α+i G(α
+)e−
∑M
k=1 α
+
k
∧α−
k
M∏
k=1
dα+k dα
−
k . (B.6)
By the signed Leibniz rule, we have
∂
∂α−i
e−
∑M
k=1 α
+
k
∧α−
k = α+i e
−∑Mk=1 α+k ∧α−k
and it follows that the integral in (B.6) can be written
(g˜FP (α+i G))(e
+) = −
∫
∂
∂α−i
[g˜(e+, α−)]G(α+)e−
∑
k α
+
k
∧α−
k
M∏
k=1
dα+k dα
−
k ,
where
− ∂
∂α−i
g˜(e+, α−) =
(∑
l
D−τli e
+
l −
∑
l
(D−1C)ilα−l
)
g˜(e+, α−)
= (D−τ +D−1C)α+i g˜(e
+, α−).
Now we have for v ∈ Alt(WP+ ),
FA(Tα+i )v =
M∑
k=1
[
Akie
+
k + Cki
∂
∂e+k
]
v.
It follows that
(FA(Tα+i )g˜G)(e
+)
=
∫ [ M∑
k=1
Akie
+
k + Cki
∂
∂e+k
]
g˜(e+, α−)G(α+)e−
∑M
k=1 α
+
k
∧α−
k
M∏
k=1
dα+k dα
−
k .
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We have [∑
k
Akie
+
k + Cki
∂
∂e+k
]
g˜(e+, α−)
=
(∑
k
Akie
+
k +
∑
k,l
Cki(BD
−1)kle+l +
∑
k,l
CkiD
−τ
kl α
−
l
)
g˜(e+, α−)
= (A+D−τBτC +D−1C)α+i g˜(e
+, α−)
= (D−τ +D−1C)α+i g˜(e
+, α−),
where we in the last equation used (B.3). Thus, we have showed that
g˜FP (α+i )G = F
A(Tα+i )g˜G
for α+i , G ∈ Alt(WP+ ). We can prove (B.5) in a similar fashion for α−i ∈WP− . 
Let 0P and 0A denote the unit vacuum vectors in Alt(W
P
+ ) and Alt(W
A
+ ) respectively.
Since the map g˜ satisfies the relation in (B.5), the range of g˜ is invariant under the action of
the Fock representation FA(x) for all x ∈W . The Fock representation is irreducible [13], so
the range of g˜ is either trivial or all of Alt(WA+ ). Since g˜0P is nonzero, the range of g˜ must
be Alt(WA+ ). Thus g˜ is invertible, so we have that g˜ is an element of the Clifford group.
Recall (see [13]) that the Pfaffian of a 2M × 2M skew symmetric matrix R with matrix
elements Rj,k is defined in the following way: Let {ej} denote the standard basis of C2n. The
Pfaffian, Pr(R), of R is defined by
1
2MM !
( 2M∑
j,k=1
Rj,kej ∧ ek
)M
= Pf(R)e1 ∧ · · · ∧ e2M . (B.7)
We use Lemma B.1 to prove that g can be written as an exponential, whose argument is a
quadratic form.
Theorem B.2. Suppose that g satisfies the intertwining relation,
gFP (x)v = FA(Tx)gv for x ∈W and v ∈ Alt(WP+ ),
where
T (g) :=
(
A B
C D
)
is the matrix of its induced rotation, T :WP+ ⊕WP− → WA+ ⊕WA− . Suppose that the one-point
function 〈0A, g 0P 〉 is nonzero. Then the kernel g(e+, α−) of g can be written as
g(e+, α−) = 〈0A, g 0P 〉
∑
I,J∈P
Pf(RI,J)e
+
I ∧ α−J ,
where Pf(RI,J) is the Pfaffian of the (#I +#J)× (#I +#J) skew symmetric matrix,
RI,J =
(
BD−1I×I D
−τ
I×J
−D−1J×I D−1CJ×J
)
. (B.8)
The sum is over all such I and J with #I +#J even.
Proof. Since g satisfies the intertwining relation,
gFP (x) = FA(Tx)g for x ∈W,
33
Lemma B.1 implies that there is a nonzero constant λ such that
g(e+, α−) = λ eR, (B.9)
where
R =
∑
l,m
[(12alme
+
l ∧ e+m) + (blme+l ∧ α−m) + (12clmα−l ∧ α−m)]
for a = BD−1, b = D−τ and c = D−1C. It can be checked that
〈0A, g˜0P 〉 =
∫
e
1
2
∑M
m,l=1 clmα
−
l
∧α−me−
∑M
k=1 α
+
k
∧α−
k
M∏
k=1
dα+k α
−
k .
Writing out the Taylor series expansion in the integrand expression above, we obtain
〈0A, g˜0P 〉 = 1.
Hence,
λ = 〈0A, g0P 〉
and
g(e+, α−) = 〈0A, g0P 〉eR. (B.10)
It is well-known that
eR =
∑
I,J∈P
Pf(RI,J)e
+
I ∧ α−J , (B.11)
where RI,J is given in (B.8). Here #I +#J must be even in order to contribute to the sum.
Combining (B.10) and (B.11), we obtain the result. 
Appendix C. The Spectral Curve associated with the Induced Rotation for
The Transfer Matrix
In this section, we recall facts about the Jacobian elliptic functions, sn(u, k), cn(u, k) and
dn(u, k), where u is the uniformization parameter and k is the modulus. These functions
play a central role in the holomorphic factorization of the ratio of summability kernels on the
spectral curve in Section 10. They are also a key element in a product formula for the spin
matrix elements on the finite periodic lattice as we will discover in Section 8. We follow the
introduction of the Jacobian elliptic functions as given in [17] and [13], and refer the reader
to these books for more details. The spectral curve M associated with the induced rotation
Tz(V ) for the transfer matrix is given by the set of (z, λ) such that
s1
z + z−1
2
+ s2
λ+ λ−1
2
= c1c2. (C.1)
The spectral curve is topologically a torus and the two fold covering, (λ, z) 7→ z, is ramified
at z = α±1 , α
±
2 , where [13, p. 65]
α1 = (c
∗
1 − s∗1)(c2 + s2) and α2 = (c∗1 + s∗1)(c2 + s2).
The roots α1 and α2 were introduced in Section 2 in connection with the Boltzmann weights.
We use the shorthand notation sn(u), cn(u) and dn(u), for sn(u, k), cn(u, k) and dn(u, k)
since the modulus k is fixed at k = 1
s1s2
in our calculations. The functions sn(u), cn(u) and
dn(u) are doubly periodic meromorphic functions of u and they satisfy the equations
sn2(u) + cn2(u) = 1, dn2(u) + k2 sn2(u) = 1 (C.2)
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and
d
du
sn(u) = cn(u) dn(u). (C.3)
We use the standard notation [13],
ns(u) :=
1
sn(u)
, cs(u) :=
cn(u)
sn(u)
and in general
nx(u) :=
1
xn(u)
and x y(u) :=
xn(u)
yn(u)
,
where x and y are one of either c, d or s. The Jacobian elliptic functions satisfy the following
addition formulas [17, p. 496-497],
sn(u+ v) =
sn(u) cn(v) dn(v) + sn(v) cn(u) dn(u)
1− k2 sn2(u) sn2(v) , (C.4)
sn(u− v) = sn
2(u)− sn2(v)
sn(u) cn(v) dn(v) + sn(v) cn(u) dn(u)
, (C.5)
cn(u+ v) =
cn(u) cn(v)− sn(u) sn(v) dn(u) dn(v)
1− k2 sn2(u) sn2(v) , (C.6)
dn(u+ v) =
dn(u) dn(v) − k2 sn(u) sn(v) cn(u) cn(v)
1− k2 sn2(u) sn2(v) . (C.7)
Introduce the elliptic integrals [17, p. 501],
K =
∫ 1
0
(1− t2)−12 (1− k2t2)−12 dt, (C.8)
K ′ =
∫ 1
0
(1− t2)−12 (1− k′2t2)−12 dt (C.9)
for which the complementary modulus k′ is defined by k2 + k′2 = 1. If we translate the
Jacobian elliptic functions by iK ′, we have [17, p. 503]
sn(u± iK ′) = k−1 ns(u),
cn(u± iK ′) = ∓ik−1 ds(u),
dn(u± iK ′) = ∓i cs(u).
(C.10)
Introduce the two cycles on M,
M± = {(z, λ) = (eiθ, e∓γ(θ))},
for θ ∈ [−pi, pi). Here we have introduced the notation γ(θ) := γ(eiθ), where γ is defined as
the positive root of
cosh γ(z) = c∗2c1 − s∗2s1
(
z+z−1
2
)
.
Palmer [13, p. 71] showed that an elliptic substitution gives a uniformization of the whole
complex curve:
Theorem C.1. [13] The map,
[0, 2K]× i[−K ′,K ′] ∋ u 7→ (z(u, a), λ(u, a))
with
z(u, a) = k sn(u+ ia) sn(u− ia)
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and
λ(u, a) =
sn(u− ia)
sn(u+ ia)
is a uniformization of the spectral curve,
s1
z + z−1
2
+ s2
λ+ λ−1
2
= c1c2,
where k = 1
s1s2
, and 0 < 2a < K ′ is defined by
s1 = −i sn(2ia).
In the uniformization parameter u, the cycles M± are located at
M± =
{
u : 0 < ℜu < 2K,ℑu = ±K
′
2
}
.
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