In this paper we study the asymptotic stability of a mechanical robotics model with damping and delay. This model yields a certain linear third order delay differential equation. In proving our results we make use of Pontryagin's theory for quasi-polynomials.
Introduction
It is well known that delay or time lag provides a source of instability in dynamical systems. Stépán [1] accounts for various sources of delay in robotics and addresses aspects of stability of the resulting differential systems. Stépán [2] considers a position controlled elastic robot with one degree of freedom. (See Fig. 1.) This mechanical system is governed by a system of delay differential equations which interestingly evolves into a third order delay differential equation. See also [3] and [4] for further study of this model and further applications of third order delay differential equations. The aim of this paper is to give a complete study and extension of Stépán's stability results for this model. The resulting system is
X (t) = CX(t) + EX(t − τ ),
(1 , α = √ s/m 2 is the natural frequency of the undamped, uncontrolled system, and κ = f/(2m 2 α) is the relative damping factor. We write system (1.1) as a third order delay differential equation in q 2 (t):
In this paper we study the asymptotic stability of the zero solution of the following third order delay differential equation:
y (t) = p 1 y (t) + p 2 y (t − τ ) + q 1 y (t) + r 2 y(t − τ ). (1.3)
There has been very little study on the delay differential equation of the third order as in the second order. For asymptotic stability of certain types of third order equations, see [1, [5] [6] [7] [8] ; for other aspects of these equations, see [9] [10] [11] [12] , and for studies of the system (1.1), see [4, [13] [14] [15] [16] [17] . There is no complete study of stability criteria of (1.3), and this is the focus of our study.
In this paper we obtain practical (either easily checked or algorithmically checked) stability criteria for the zero solution of (1.3). When p 1 = p 2 = 0 we have the undamped system and our result is a rediscovery of Stépán's results [1] in a different way. Our results for p 1 and p 2 not equal zero are new.
This paper is organized as follows. In Section 2, we present the tools used in our asymptotic stability analysis. In Section 3 we give our main results. In Section 4 we present some examples.
Background
In this section, we identify the characteristic function of (1.1) in order to study the asymptotic stability of the zero solution. We also quote the main results of Pontryagin related to the asymptotic stability [18] and the applications of Pontryagin's results [17, 13.7-13.9] .
The characteristic function of (1. Letting s = z τ , we examine the zeros of See [18] . The function (2.3) is a special function, usually called an exponential polynomial or a quasi-polynomial. The problem of analyzing the distribution of the zeros in the complex plane of such functions has received a great deal of attention. We call the term a rs z r w s the principal term of h(z, w) if a rs = 0, and for each term a mn z m w n with a mn = 0, we have r m and s n.
Note that H (z) = h(z, e z ), where
It is clear from Definition 2.1 that h(z, w) of (2.5) has principal term z 3 w. We now cite two theorems of Pontryagin, see [19, 20] . In order to study the location of the zeros of H (z) one has to study the zeros of F and G. To do so, we need the following result which is useful in determining whether all roots of F and G are real. Let f (z, u, v) be a polynomial in z, u, and v, which we write in the form (z, u, v) , and let φ * (s) (u, v) 
Also we let Note that the functions F (y) and G(y) in (2.9) and (2.10) have principal terms y 3 sin y and −y 3 cos y, respectively. We will use Theorems 2.2 and 2.3 to study the asymptotic stability of (1.1). In the next section we will present the main results of this paper.
Main results
In this section we present the main results of this paper. From Theorem 2.2, we have the following necessary condition. 
Proof. For A = 0 and D = 0, (2.9) and (2.10) yield
and
From (3.3) we obtain that if B 0, then G has nonreal zeros, thus it is necessary that B < 0. Since D(0) = BM and B < 0 it is necessary that M < 0. The zeros of G are y = 0, y = ± √ −B and y n = π/2 + nπ (n ∈ Z). If y is a zero of G,
and, in particular, 
Thus D(nπ + π/2) > 0 if and only if
We distinguish two cases for n.
For n even since M is negative the right hand side of (3.5) negative and inequality (3.5) is satisfied. For n odd (3.5) is equivalent to
Observe that (3.6) holds for all odd n 2k + 1 if and only if it holds for n = 2k + 1
Observe that (3.7) holds for all even n with 0 n 2k if and only if it holds for n = 2k. Condition (3.2) results in combining the last two cases. For n negative, no additional analysis is needed since D is even. This proof of necessity is now complete. Sufficiency is straightforward. 2
This result is a rediscovery of the result given in [1] . We will examine the system with A > 0 and D > 0. For n = 1, 2, . . ., the function w has limits +∞ and −∞ at (n − 1)π and nπ , respectively, when the limits are taken from inside this interval
Recall that 0 is a zero of G, and thus G has 1 + 2k
. Therefore the number of zeros of G cannot equal 4k + 3. From Theorem 2.2, G has nonreal zeros.
Thus it is necessary that B < 0, and hence M < 0. 2
In addition, necessary for the zero solution of (1.3) to be asymptotically stable are Using (2.9)-(2.10), if r is a zero of G, then
The "middle side" of (3.10) is positive on (2nπ − π/2, 2nπ + π/2), and thus in order for the zeros of F and G to interlace the interval (2nπ − π/2, 2nπ + π/2) can contain at most one zero of G.
/r 2 is decreasing and − sec r is increasing. On this interval the far right side of (3.8) can have at most two points of sign change in this interval, and in order for the zeros of F and G to interlace, [(2m+1)π, (2m+1)π +π/2) can contain at most two zeros of G. Now w((2m+ 1)π + ) = +∞ > ζ((2m + 1)π) and w((2m + 1)π + π/2) = 0 < ζ((2m + 1)π + π/2). As such w(y) = ζ(y) has an odd number of roots in this interval, and thus (c) holds. (A) Suppose √ −B ∈ (π/2, 3π/2). Then necessary for the zero solution of (1.3) to be asymptotically stable is 
Then necessary for the zero solution of (1.3) to be asymptotically stable is
)π) and three roots in one of the intervals
Proof. Case (A). In case (a2), there are 3 zeros of G in (π/2, 3π/2). These zeros are either r 1 < r 2 in (π/2, π) and r 3 = π , or r 1 in (π/2, π), r 2 = π , and r 3 in (π, 3π/2). The remaining positive zeros are r j +2 , in (j π, (j + 1)π), for j = 2, 3, . . . . The case that (π, 3π/2) has two roots is impossible since the bracketed expression in (3.10) is decreasing on [π, 3π/2), and hence it can exhibit at most two points of sign change in [π, 3π/2). Thus w(y) = ζ(y) can have at most one root in (π, 3π/2). A simple observation yields that if F (π) = π 2 (−A + D) − M > 0, then G has one root in (π/2, π) and one root in (π, 3π/2), and
yields two roots in (π/2, π).
In case (a3), G has three zeros r 1 , r 2 , r 3 in (π/2, π) ∪ (π, 3π/2) and r j +2 in (j π, (j + 1)π), for j = 2, 3, . . . .
In case (b1), G has one root r j +2 in every interval (j π, (j + 1)π), for j = 2n, 2n + 1, . . . . Also G has one zero in every ((2i − 1)π, 2iπ) for i = 1, 2, . . ., n − 1, and there is one interval (2mπ, (2m + 1)π) for m = 0, 1, . . . , n − 1 with 3 zeros of G. Thus, the zeros are r 1 ,r 2 , r 3 , . . . , r 2n+1 in (0, 2nπ) .
In case (b2), y = 2nπ is a zero of G. In (0, (2n − 1)π) , G has 2n + 1 zeros. We denote them as r 1 , r 2 , . . . , r 2n+1 . We denote the root r 2n+2 = 2nπ . In (j π, (j + 1)π), for j = 2n + 1, 2n + 2, . . . , G has one zero r j +2 . Also in one interval (2mπ, (2m + 1)π), m 2n − 2, G has three roots.
In case (b3), G has one root r j +3 in every interval (j π, (j + 1)π), for j = 2n + 1, 2n + 2, . . . . There is one interval (2mπ, (2m + 1)π) for some m = 0, 1, . . ., n − 1 with 3 zeros of G, and G has one zero in every interval (iπ, (i + 1)π) for i = 1, 2, . . ., 2n. Thus the zeros are r 1 ,r 2 , r 3 , . . . , r 2n+2 in (0, 2nπ).
In case (c1), G has exactly one root r m+2 in each interval In case (c3), G has exactly one root r m+2 in each interval (mπ, (m + 1)π), m = 2n, 2n + 1, . . . . Also w(y) = ζ(y) has two roots r 2n , r 2n+1 in ((2n − 1)π, (2n − 1)π + π/2) and one root r j in every interval (j π, (j + 1)π) for j = 1, 2, . . ., 2n − 2.
because of the decreasingness of w(y) and increasingness of ζ(y). If w(y) = ζ(y) has two roots
The other zeros of G are 0 and the negatives of these zeros. Proof. We start with the necessity. Assume the zero solution of (1.3) is asymptotically stable. From Remark 3.1, we have the zero configuration for G, and it is necessary that the zeros of F and G interlace. 12a) and (3.12b) , then the zero solution of (1.3) is asymptotically stable.
The proof is based on Theorem 3.2, the fact that all −1 < cos r 2j +1 < 0 and (3.12a)- In each interval ((n − 1)π, nπ) (n = 1, 2, . . .) the function w resembles the cotangent function in that w is decreasing on each interval ((n − 1)π, nπ), and w has limits +∞ and −∞ at (n − 1)π and nπ , respectively, when the limits are taken from inside this interval.
Let n be a positive integer. On ((n − 1)π, nπ), ζ = w has an odd number of roots because ζ((n − 1)π) < w((n − 1)π + ) = ∞ and ζ (nπ) > w(nπ − ) = −∞, say 2m n + 1 roots. On (0, 2kπ), ζ = w has 2k + 2m roots where m = m 1 + m 2 +· · ·+m 2k . Recall that 0 is a zero of G, and thus G has 1 +2k +2m+2k +2m = 1 +4(k +m) zeros in [−2πk, 2πk] . Therefore the number of zeros of G cannot be equal 4k + 3. From Theorem 2.2, G has nonreal zeros.
Thus it is necessary to assume that B < 0 and hence M < 0. Proof. Suppose that √ −B ∈ (nπ, (n + 1)π) for some positive n. The function w has limits −∞ as y approaches nπ or (n + 1)π when the limits are taken from inside this interval (nπ, (n+1)π), and w((n+1/2)π) = 0. Thus w(y) = ζ(y) has at least two roots in (nπ, (n + 1)π). For any other interval between consecutive multiples π , w(y) = ζ(y) has a root. The total number of zeros in (0, 2kπ] is at least 2k + 1. Since G is an odd function and y = 0 is a zero of G, G has at least 4k + 3 in [−2kπ, 2kπ], and by Theorems 2.2 and 2.3, G has exactly 4k + 3 zeros in this interval. Therefore G has all real zeros.
If √ −B = nπ for some positive n, then y = nπ is a zero of G. In this case the graph of w is the same as in the previous case except in the intervals ((n − 1)π, nπ) and (nπ, (n + 1)π). In ((n − 1)π, nπ) , w goes to −∞ as y approaches (n − 1)π and w goes to 2nπ as y approaches nπ . In (nπ, (n + 1)π) the w approaches −∞ as y goes to (n + 1)π and the same limit 2nπ as y goes to nπ . Thus w = ζ has an odd number of roots in ((n − 1)π, nπ) and (nπ, (n + 1)π). As in the previous case since y = 0 and y = nπ are zeros of G and G is an odd function the number of zeros of G is at least 4k + 3. Again the number must be exactly 4k + 3 by Theorems 2.2 and 2.3, and therefore G has all real zeros in this case. 2 = 1, 2, . . ., m, m+ 2, . . . . Thus, (3.14) , (3.15) , −M > 0, and the evenness of F imply that F changes sign strictly at the zeros of G. Let 0 < < π/2 be fixed. One can see from (2.9) that for k sufficiently F (y) < 0 for 2kπ − < y 2kπ and that F (2kπ + ) > 0. Thus F has no zeros in (−2kπ, −2kπ + ) and one zero in (2kπ, 2kπ + ) . This argument and the previous argument show that F has at least 4k + 3 zeros in (−2kπ + , 2kπ + ), and thus F has exactly 4k + 3 there. So F all real zeros, and F has only one zero between consecutive zeros of G. 
for some positive L such that
The proof is based on Eq. (3.16). Algorithmic stability test II gives us a stopping criteria for Theorem 3.3.
Examples
Example 4.1. Consider (1.3),
where
In this example we apply algorithmic stability test I. We found that r 1 = 1. .1) is asymptotically stable. Without the delay the zero solution is not asymptotically stable. We also examine Eq. (4.1) with M = −1 and we found that interlacing fails and the zero solution is not asymptotically stable. Although delay generally has a destabilizing effect, this is one of the cases when the delay stabilize the zero solution. In this example we apply Theorem 3.3. We found that r 1 = 1.30 and F (r 1 ) = 35.42 > 0. By Theorem 3.3 the zero solution of (4.9) is not asymptotically stable. As demonstrated by the above examples, our stability criteria for (1.3) are easy to implement. It is also interesting to notice in Example 4.1, that the zero solution is not asymptotically stable without the delay. The result on system of delay differential equations cannot be applied to our examples.
We consider Example 3.21 given by Stépán [1] where positive and negative damping cases are given with charts. Example 4.7. Consider (1.1). Stépán [1] derived the stability chart of (1.1) in Fig. 4 in the plane dimensionless parameters (τ α) and (K/α). It has been constructed for a small value of the relative damping (κ = 0.01).
This paper gives the first comprehensive study of Eq. (1.3). The authors intend to consider more general third order equations of type (1.3).
