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Abstract-h this paper, we shall provide explicit error bounds for the derivatives of cubic and 
quintic Lidstone-spline interpolates in L o. norm. These results are used to acquire precise error 
bounds for the derivatives of approximated quintic as well as bicubic and biquintic Lidstone-spline 
interpolates. Sufficient numerical illustration which dwells upon the sharpness and importance to 
boundary value problems and integral equations of the obtained results is also included. 
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1. INTRODUCTION 
In 1929, Lidstone [l] introduced a generalization of Taylor’s series which approximates a given 
function in the neighborhood of two points instead of one. In terms of completely continuous 
functions, it, has been characterized in the work of Boas [2,3], Poritsky [4], Schoenberg [5], Whit- 
taker [6,7], Widder [8,9], and others. In the field of approximation theory [10-141, the Lidstone 
interpolating polynomial of degree (2m - 1) satisfies the Lidstone conditions P(2i)(0) = Ai, 
Pt2’)(1) = Bi, 0 5 i _< m - 1. Further, boundary value problems consisting of 2mth order ordi- 
nary differential equation f(2m) = F(z, f, f’, . . . , f(2m-1)) and the Lidstone boundary conditions 
f’*“(O) = ,$, f’2i’(l) = &, and several of its particular cases, have been the subject matter of 
several recent, investigations [11,15-231. The motivation of this paper is in line with these related 
works. 
2. PRELIMINARIES 
Let --oo < a < 6 < 00 and --oo < c < d < co. For the intervals [a,!~] and [c, d], we let 
A : a = x0 < XI < .. . < xN+l = b, and A’ : c = yo < y1 < +a. < g&f+1 = d denote uniform 
partitions of [u, b] and [c, d] with stepsizes h = (b-a)/(N+l) and C = (d-c)/(M+l), respectively. 
Further, we let p = A x A’ be a rectangular partition of [a, b] x [c, d]. Let PCn@[u, 61 be the set 
of all real-valued functions f(x) such that: 
(i) f(x) is (n - 1) t imes continuously differentiable on [a, b], 
(ii) there exist ti, 0 I i < L + 1 with a = to < tl < . . . < tl;+l = b such that on each open 
subinterval (&,&+I), 0 5 i 5 L, D”-‘f (II = $) is continuously differentiable, and 
‘k-et by dn/ls-W 
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(iii) the sup-norm of D*f is finite, i.e., 
For functions f(z, y) of two variables, sets PCn~m([u, b] x [c, cl]) and PP~~~( [a, b] x [c, d]) are 
defined analogously. 
DEFINITION 2.1. The unique polynomial An(z) of degree (2n + 1) defined by the relations 
Ao(x) = 2, 
AX(z) = &-1(x), (2.1) 
An(O) = A,(l) = 0, nT 1, 
is called Lidstone polynomial. 
LEMMA 2.1. [2] The Lidstone polynomial A,(s) can be expressed as 
I 
1 
L(x) = gn(Gt)t4 12 L 1, 
0 
where 
g1(x,t) = 
(x - 1)t, t 5 x7 
(t - 1)x7 x I t, 
I 
1 
gn(x,f) = o 91(x, Qgn-l(h7 t) dtl, n 2 2. 
LEMMA 2.2. [2] The following equality holds 
I 
1 
An(l - x) = gn(x, t)(l - t) dt, n 2 1. 
0 
Let dzn,k represent the numbers 
k = 2i, 0 5 i 5 n, 
(2.2) 
(2.3) 
(2.4 I 
(2.5) I
d 2G = (_l).-i+12(;;;~2;;) fj2n_2., k=2i+l, Oliln-1, (2.6) 
2, k = 2n+ 1, 
where E2n and B2, are 2nth Euler and Bernoulli numbers, respectively. It is clear that dZn,k+2 = 
d2n-2,k,0 < k 5 2n - 1. 
LEMMA 2.3. [lo] The following holds 
I 
1 
(-l)ng,(x,t) dt = 
0 s 
o1 lg,-Jz, t)l dt = (-lY%(x) 5 dzn,o, 
where Ezn(x) is the Euler polynomial of degree 2n. 
LEMMA 2.4. [lo] The following holds 
I o1 Ig;(x,t)ldt = (-l)n [2E2,(2) + (1 - 2x)E2,+1(x)] 5 &n,1. (2.8) I 
P-7) 
I 
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For a fixed A, we define the set &(A) = {h(z) E C[a,b] : h(z) is a polynomial of degree at 
most (2m - 1) in each subinterval [zi,zi+l],O 5 i 5 N}. It is clear that ,&(A) is of dimension 
[2m(N + 1) - N]. 
DEFINITION 2.2. For given function f(z) E C (2m-2)[,, b], say L:f(z) is the L,(A)-interpolate 
of f(z), also known as Lidstone interpolate of f(z) if L$f(z) E &(A) with D2”L$, f(xi) = 
fmyz4 = f!2k’ ;0~k~?7--1,0~i~N+1. 
In view of ;2.1)-(2.5), it can be shown that (cf. [lo]) for f(z) E C(2m-2)[~, b], Lhf(z) uniquely 
exists and in the subinterval [xi, zi+l] can be explicitly expressed as 
(2.9) 
Therefore, it follows that 
N+l m-l 
cm) = c c G71,i,j(z)fi(2j), (2.10) 
i=o j=o 
where T m,i,j(~); 0 5 i 5 N + 1, 0 5 j 5 m - 1 are the basic elements of &(A) satisfying 
D2vGn,i,j(qJ = &p&j; OlVlrn-1, OIp<N+l, (2.11) 
and appear as 
(2.12) 
= 0, otherwise. 
It is clear that in the above Definition 2.2 as well as in the representation (2.10), the function 
f(z) need not be in C (2m-2)[u, b], rather it is sufficient (which we shall assume throughout) that 
for the function f(z), D2kL$J(zi) = f(2k)(zi) = fi(2k); 0 5 k 5 m. - 1, 0 5 i 5 N + 1 exist. 
LEMMA 2.5. For 0 5 i 5 N and 0 5 k 5 2j + 1, 0 I j I m - 1, the following equalities hold 
PROOF. For xi 5 cc I xi+l, from (2.12), (2.5) and (2.2), we find that 
I s 
1 
= h2j-” 
d8kO 
5 h2j-“; 
gj (074) (1 - 4) d4 3 
’ dkSj (07 4) 
de” 
/ (1 - 4 44 
and 
IDkr*,i+l,j z ( )I 5 h2j-k I’ Idkg;~~‘)Ic$@, 
Jo I cm’- f 
Therefore, it follows that 
ziS$gi+l [IDk~m,i,j(x)l + lDk~~,i+l,j(x)I] 
2 - xi e=- 
h ’ 
OIkI2j-1, 
OLk<2j-1. 
(2.13) 
<h2j-ko~~l~1/ak4;~‘“)1db, - O<ks2j-1. 
Now, (2.13) for 0 < k 5 2j - 1 follows from (2.1) and Lemmas 2.3 and 2.4. 
CMlA 20-9-c 
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For k = 2j, from (2.12) and (2.1), we have 
Finally, for k = 2j + 1 it suffices to note that D2j+lr,,i,j(z) = -l/h and D2j+1~,,i+I,j(z) = 
l/h. I 
The first few d2j,k are given in Table 2.1. 
Table 2.1. 
k 
1 4 5 
j 
0 2 3 
0 1 2 
1 1 1 
ii s 
1 2 
2 & 1 
2z 
1. L 
8 2 1 2 
LEMMA 2.6. For 0 I i I N and 0 5 k 5 5 the following equalities hold 
kr3,i,j(2)I = b2j,kh2jWk; j = 1,2, 
where the constants baj,k are given in Table 2.2. 
Table 2.2. 
(2.14) 
PROOF. The proof is by direct computation, and we convince by noting that 
= (0.65221842 - 2)h4. I 
LEMMA 2.7. [lo] Let f(z) E PC2m7m[a, b]. Then, 
IIDk(f - L&f)11 I d2m,kh2m-kllD2mfll, OIk<2m-1. (2.15) I 
LEMMA 2.8. [12] Let f(z) E PC2”-2~W[a,b]. Then, 
IIDk(f - L:f)ll I 2d2m--2,kh2m-2-k(lD2m-2fII, O<k<2m-2. (2.16) I 
LEMMA 2.9. 
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[12] Let f(z) E PCSm-l@[a,b], 1 5 m 5 3. Then, 
IlWf - G3)ll 5 C2m-l,kh2n-1-kl(D2m-lfll, Q<k<2m-2, (2.17) 
where the constants c2,,,-l,k are given in Table 2.3. 
Table 2.3. 
m 
1 2 3 
k 
0 f 1 
w di? 
1 a& &(1-&y2(2+5fi) 
2 3 h 
3 2 $ 1 
5 5 
4 1 
T 
Results similar to that of Lemmas 2.7-2.9 for several other interpolating polynomials such as 
Hermite, Abel-Gontscharoff, special cases of Birkhoff, and their applications in the theory of 
ordinary differential equations are available in [ 11,24,25]. 
For a fixed A, we define the spline space S,(A) = {s(z) E C(2m-2)[,, b] : s(z) is a polynomial 
of degree at most (2m - 1) in each subinterval [~ci,zi+l], 0 I i I N}. It is clear that &(A) is 
of dimension (N + 2m). 
DEFINITION 2.3. For given f(z) E C (2m-2)[a, b], say LS$f(s) is the Lidstone S,(A)-interpolate 
of f(s), also known as Lidstone-spiine interpolate of f(z) if LSfif(s) E Sm(A) with 
em4 = f(G) = fi, l<i<N, 
D2kLSAf(,,) = f(2’c)(Xi) = f!2”‘. 
(2.18) 
m 2 7 i=O,N+l, O<klm-1. 
Since ,!!&(A) c &(A), we can represent LSfif(z) in terms of the basic elements r,,ij(z); 
0 5 i 2 N + 1, 0 < j 5 m - 1 of &(A) even though these functions may not belong to S,(A). 
In fact, we have 
Iv+1m-1 
Jwtm) = c 1 r,,i,j(a:)02jLS~f(si). (2.19) 
i=l) j=o 
As earlier, here also we note that in Definition 2.3 as well as in the representation (2.19) for 
the function f(z) it is sufficient to assume that D2”Lif(zi) = fc2”)(zi) = fi(2k); 0 5 k < m - 1, 
O<i<N+lexist. 
For m = 2 and 3 in Sections 3 and 4, respectively, we shall show that the unknown constants 
02jLSgf(zi), 1 I i 5 N, 1 5 j 5 m - 1 are the solutions of diagonally dominant systems of 
linear algebraic equations, and hence, can be obtained explicitly in terms of the known quantities. 
LEMMA 2.10. [26] Let A be a square matrix such that ljAl[ < 1. Then, (I f A) is nonsingular 
and 
II(I f A)-?1 I (1 - llAW1, 
where I is the identity matrix. I 
28 P. J. Y. WONG AND R. P. AGARWAL 
3. CUBIC LIDSTONE-SPLINE INTERPOLATION 
We need the following results. 
LEMMA 3.1. Let 1 5 i < N but fixed, and p(z),q(z) be two cubic polynomials in [~_r, xi] and 
[zi, 2i+r], respectively. Suppose D2”p(zi) = D2kq(zi) = fjzk). , k = 0,l then Dp(zi) = Dq(zi) if 
and only if 
; [D2P(Q-1) + 4f,!’ + D2&+r)] = P(Zi-1) - vi + Q(Zi+1). 
PROOF. By construction 
(3.1) 
P(S) = Ql + &(a: - Xi) + y1(a: - zi)2 + Sl(a: - ziy, 
where 
Ql = fi, Pl = ; [fi - P(Zi-l)] + ; [D2P(Zi-1) + 2f,“] , 
Yl = if;> 61 = & [f,” - D2P(%l,] , 
and hence, Dp(zi) = /3r. Similarly, 
q(z) = o2 + @2(x -xi)+ 72(x - xi)2 +62(x -z& 
where 
02 = fi, P2 = ; [dG+1) - fi] - ; [D2&+1) f 2.fi1’3 ) 
72 = fj:> 62 = & [D2q(zi+1) - f,!‘] , 
and hence, Dq(zi) = &. 
Therefore, Dp(zi) = Dq(zi) if and only if pr = Pz, which is the same as (3.1). I 
LEMMA 3.2. Let h(z) E &(A) be a function for which, say, ci = h(si), cy = D2h(zi), 0 5 i < 
N + 1 exist. Then, h(z) E &(A) if and only if cy, 1 L i _< N satisfy the following relations 
c;- 1 + 4c; + CI;, = h2 L(CG1 - 2ci + Ci+1), lI:i<N. (3.2) 
Moreover, from the system (3.2) the unknowns cr, 1 5 i 5 N can be obtained uniquely in 
terms of ci, 0 5 i 5 N + 1, ci and c;(r+r. 
PROOF. By Lemma 3.1 the continuity of D/z(t) is equivalent to the equations (3.1), which are 
the same as (3.2). This system in matrix form can be written as 
Bc2 = k, (3.3) 
where c2 = [cy], 
{ 
1, Ii - jl = 1, 
B = [bij] = 4, i = j, (3.4) 
0, otherwise, 
and k = [ki], where 
$(c, - 2c1+c2)--4, i = 1, 
k( = +i-1 - 2% + G+1), 2<i<N-1, (3.5) 
+-I - 2cN + cN+l) - c&+1, i = Iv. 
Since the matrix B is strictly diagonally dominant, the system (3.2) has a unique solution. 1 
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LEMMA 3.3. For a given f(z) E C(2)[a,b], LS@f(z) exists and is unique. 
PROOF. For a given g(z) E d2)[u,b], Lfg( 2 exists and is unique. Further, by Lemma 3.2 for ) 
the given set of numbers ci = fi, 0 2 i 5 N + 1, cy = f,!‘; i = 0, JV + 1 there exist unique cy ,
1 5 i 5 N satisfying (3.2). Now, let g(z) E C(2)[u,b] be such that g(zi) = ci, D2g(zi) = cr, 
0 I i I N + 1. Then, again by Lemma 3.2, Ltg(z) E &(A). However, from the definition this 
Q?g(z) is the same as LSef(z). I 
REMARK 3.1. From Lemma 3.3 and (2.19) it is clear that LSpf(z) can be expressed as 
N+l N 
LSf.f(x) = c rZ,i,O(x)fi + TZ,O,&)f: + 7.2,N+l&)f:+l + c 7’2,&)4, (3.6) 
i=o i=l 
where cy, 1 5 i 5 N satisfy (3.2). I 
REMARK 3.2. It is possible to describe a basis for &(A), namely the ‘L-cardinal splines,’ 
{s~(z)}~~~, defined by the following interpolation conditions: 
Sj(Zi) = 6,j, D2Sj(U) = D%j(b) = 0; 0 L: i,j < N+1, 
sN+2(4 = sN+3(2i) = 0, o<i<Jv+1, 
D2sN+2(a) = 1, D23N+2(b) = 0, 
D23N+3(4 = 0, D23N+3(b) = 1. 
Obviously, LS$f( z can be explicitly expressed as ) 
N+l 
‘%%) = c %b)fi + sN+Z(@$ + sN+3(4f;+l. (3.7) I 
i=o 
4. QUINTIC LIDSTONE-SPLINE INTERPOLATION 
We need the following results. 
LEMMA 4.1. Let 1 < i < N but fixed, and p(z), q(x) be two quintic polynomials in [xi-r, xi] and 
[zi, zi+r], respectively. Suppose D2”p(zi) = D2”q(zi) = fi(2k), 0 I k I 2 then Dp(zi) = Dq(zi) 
if and only if 
; [D2P(G-i) + 4fi” + D2&ri+r)] = P(Zi-1) - 2fi + Q(Zi+1) 
+ & [7D4p(ri-i) + 16fi4) + 7D4q(zi+i)] , (4.1) 
and D3p(zi) = D3q(zi), if and only if, 
D2Ph-1) - 2f,!' + D2q(zi+1) = ; [D4P(Zi_1) + 4f,(4) + D4q(si+l)] . (4.2) 
PROOF. The proof is similar to that of Lemma 3.1. I 
LEMMA 4.2. Let h(z) E La(A) be a function for which, say, ci = h(zi), cy = D2h(zi) and 
c(4) - D4h(zi), 0 5 i 5 N + 1 exist. Then, h(z) E .!&(A) if and only if c:, ci4), - 
tie following relations 
1 < i I N satisfy 
65c’,’ + 26~; + c; = -SC; + ; h2cf) + f$ (4co - 7cl + 2c2 + c3), (4.3) 
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c;_~ + 26& + 66~; + 26cl’+, + c;+~ 
= $(ci-, + 2ci-1 - 6ci + 2ci+1 + ci+z), 2 I i 2 N - 1, (4.4) 
2 2 (4) c;_, + 26c;_1 f 65~; = -SC;+, + ?h c~+~ + $(cN-2 + 2cN-1 - 7cN + 4cN+1), (4.5) 
65ct4) + 26$ + cy) = gcN _ l8@ 
1 h2 ’ 
+ s(-2% + 5c1 - 4C2 + Cg) (4.6) 
ci”-‘, + 26~121 + 66~:~) + 26ci:), + ciy2 
= $(y_, - 4ci_1 + 6ci - 4ci+1 + Q+~), 2 I i I N - 1, (4.7) 
120 
cN__2 + 26c$ + 65~;) = -c” (4) h2 N+1 - 18&+ $(cN-_2 - 4cN-1 + 5cjV - 2cN+1). (4.8) 
Moreover, from the systems (4.3)-(4.5) and (4.6)-(4.8) the unknowns CT and ci4), 1 < i 5 N 
can be obtained uniquely in terms of ci, 0 5 i 5 N + 1, cg, c%+~, c:), and c$$+,. 
PROOF. The proof is similar to that of Lemma 3.2. In matrix form, systems (4.3)-(4.5) and (4.6)- 
(4.8), respectively, can be written as 
B1c2 = kl and 
B1c4 = k2, 
where c2 = [c!‘] c4 = [ct4’] z 1 2 3 
26, Ii - jl = 1, 
65, i=j=l,N, 
BI = [b&l = 
I 
66, i = j = 2,. . . , N - 1, 
l, Ii - jl = 2, 
0, otherwise, 
and kl = [ki], kp = [kz], where 
2 2 (4) 20 ’ -SC; + ?h co + %(4co - 7cl + 2c2 + c3), 
-4 + $(CO + 2~1 - 6~2 + 2~3 + cq), 
kt = ( S(C~_2 + 2~_1 - 6ci + 2ci+1 + ci+z), 
CL+1 + $(cM + 2cN-2 - 6cN-1 + 2% + cjV+1), 
2 2 (4) 20 \ -SC;+, + ?h c~+~ + p(cN-2 + 2cN-1 - 7cN + 4cN+l), 
120 
I- 
(4) =c; - 18c, + $(-2% + 5~1 - 4C2 + Cs), 
+ . w(ci-2 - 4ci-1 + 6ci - 4ci+1 + ci+2), 
-cN+l i- z(cN-3 - 4c~-2 f ~CN-1 - ~CN •k c~+i), (4) 
(4.9) 
(4.10) 
(4.11) 
i = 1, 
i = 2, 
3 I i 5 N - 2, (4.12) 
i=N-1, 
i = N, 
i = 1, 
i = 2, 
3IiIN-2, 
i=N-1, 
I- 
LEMMA 4.3 
120 ‘” 
,zc’k+1 - lSc$+, + s(cN-2 - 4cN-1 + 5%’ - 2cN+l), i = N. 
(4.13) II 
For a given f(z) E Cc4)[a, b], LS~.f(z) exists and is unique. 
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PROOF. The proof is similar to that of Lemma 3.3. 
REMARK 4.1. Ram Lemma 4.3 and (2.19) it is clear that LS,hf(r) can be expressed as 
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I 
N+l N 
LSff(z) = c 7’3,i,O(z)fi + ‘.3,0,1(4f: + 7.3,N+1,1(4f;+l + ~T3,i,&)c:) 
i=o i=l 
N 
+ 7-3 0 2(“)#) + r3 N+12(2)f’*’ , > * 9 N+l + c T3,i,2(+:4), (4.14) 
i=l 
where c!’ and c(4) * * f 1 5 i 5 N satisfy (4.3)-(4.8). I 
REMARK 4.2. It is possible to describe a basis for &(A), namely the ‘L-cardinal splines,’ 
{s~(x)}~~~, defined by the following interpolation conditions: 
Sj(Zi) = t&j, D2”sj(,) = 02”sj(b) = 0; k = 1,2, o 5 i,j 5 N + 1, 
sj(Zi) = 0; N+2<j<N+5, O<i<N+1, 
D4sN+2(4 = 1, D43N+2(b) = 0, D23N+2(a) = D2sN+2(b) = 0, 
D4sN+3(a) = 0, D4sN+3(b) = 1, D2sN+3(a) = D23N+3(b) = O, 
D23N+4(a) = 1, D2sN+4(b) = 0, 04s N+4(a) = D43N+4(b) = 0, 
D2SN+5(a) = 0, D2sN+5(b) = 1, D43N+5(a) = D43N+5(b) = O* 
Obviously, LSef( x can be explicitly expressed as ) 
N+l 
‘%%) = c %(z)fi + sN+Z(z)f~$~) + sN+3(2)f;Ll + sN+4(z)f; + sN+5(z)f;+p (4.15) 1 
i=o 
5. ERROR BOUNDS 
Let f(z) E PCnla [u,b], 2m - 2 I n I 2m. To obtain upper bounds for IIDk(f - LS$f)ll, 
0 < k 5 n - 1 in terms of IlD”fll, we begin with the equality 
f(z) - ~%kw = (f(4 - cf(4) + (Gif(4 - wm) * (5.1) 
In (5.1) the term (Lit(z) - LSfif(x)) belongs to &(A), and 
D2” (e&G) - LS&f(Xi)) = 0; lliL:N, k=o, i = 0, N+l, O<klm-1. 
Hence, from (2.10) and (2.19) it follows that 
N m-l 
(5.2) 
where e?j z,m = f!2j’ - D2jLSef(zi). Thus, on substituting (5.2) into (5.1) and differentiating the z 
resulting relation k times, 0 < k 5 n - 1 at 2 E [zi, zi+l], 0 I i 5 N, we obtain 
N m-l 
D” (f(z) - -MZf(z)) = D” (f(z) - Gtf(z)) + C C rC,\,j(x) e$,. 
i=l j=l 
(5.3) 
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Let the vector [c$,~;] be denoted as e,. 2j Then, from the triangle inequality, we find that 
n&-l 
IIWf - W3)ll I Il@(f - GMII + C IlG-ill 
j=l 
x max max 
O<i<Nzi<x<xi+~ 
I,@). .@)I + Ir@) %%3 m,i+l,j(")l] 7 0 5 k 5 n - 1, (5.4) 
@) where we have used the fact that T,,,+~ (x) is nonzero only in the interval (zi-1, zi) U(si, zi+i). 
In the right side of (5.4), the equalities and the inequalities obtained in Lemmas 2.5 and 2.7-2.9 
can be used, and hence, we only need to compute upper estimates for Ilez(l, 1 5 j < m - 1. 
LEMMA 5.1. Let f(x) E PP@[a,b]. Then, 
(i) if 2 < n 5 4 
Il4ll 5 ~n~n-211~nfll, (5.5) 
where (~2 = 6, (~3 = (46)/g and (~4 = l/4; 
(ii) if 4 < n I 6 
II&ill 5 &hn-211~nfll, (5.6) 
where 64 = 0.38179896 + 0, &s = 0.67806574 - 1 and 66 = 0.18518519 - 1; and 
(iii) if 4 < n 5 6 
lIeill 5 Pn~n-411~“fll~ (5.7) 
where /34 = 20, &, = 0.25465679 + 1 and Be = 0.83333333 + 0. 
PROOF. We shall prove only (5.6) for n = 4. The proof of the other cases is similar. Let r = 
[ri(f)] be an N x 1 vector defined by 
r = Biei, (5.8) 
where the matrix Bi is given in (4.11). Then, it follows that 
&f2=k1+~, (5.9) 
where ICI is defined in (4.12) and f2 = [f,!‘] is an N x 1 vector. 
For i = 1, from (5.9), (4.11) and (4.12), we have 
r-i(f) = 8&’ + 65f:’ + 26f; + &’ - ; h2fi4) - f (4fo - 7fi + 2fz + f3), 
which in view of Peano’s kernel theorem can be written as 
r1(f) = ; 
.S 
13 
2 2 (4) (~),(a: - t):D4f(t) dt - - h f. 
3 
, 
X0 
where 
I(n>& -#I =/ [ ( 6 8 50 - t)+ + 65(sl - t)+ + 26(zz - t)+ + (33 - t)+] 
- J [4(X0 - t)"+ - 7(X1 - t>“, + 2(X2 - t)“, + (x3 - $11 
I 
= 
\ 
6T- 
20 
$3 = al(T), T = (~3 -t), T E b, &] 
-al(T), T = (23 - t), 7-c [&A] 
14h - 102T + ;T2 + $T3 = a2(T), T = (x2 - t), 
T E [O,ph] lJ[qh, h], where p < q are the 
positive roots of 30z3 + 30z2 - 51Z + 7 = 0 
--~12(7’), T = (~2 - t), T E [ph,qh] 
32h - 192T + FT2 - $T3 = a3(T), T = (~1 - t), 
TE 0,-h 
[ I 
L -a3(T), T = (x1 -t), TE wh,h]. [ 
(5.10) 
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Therefore, from (5.10) it follows that 
33 
+ J 
ph 
J 
qh 
a2 (T) dT + -42(T) dT + 
0 ph J 
h 
a2 (7’) dT 
qh (5.11) 
J 
(l-&i%)h 
+ a3 (T) dT + 
= (*.5;15875)h2,,04fli. 
J 
h 
(1-di?i)h 
For 2 I i 5 N - 1, again from (5.9), (4.11) and (4.12), we have 
ri(f) = fill_, + 26fill_r + 66f,!’ + 26f$, + fi’lt2 - ;(&2 + 2fi_1 - 6fi + 2fi+r + fi+2) 
and again by Peano’s kernel theorem, we have 
q(f) = ; .J Zi+Z (T&(z - t)3+D4f(t) dt. X1-2 
Thus, as in the case i = 1, we find that 
Ir&)l 5 (4.36317497)h2~~D4f~~, 2<i<N-1. (5.12) 
Finally, for i = N, we have 
2 2 (4) r%(f) = f;_2 + 26f;_r + 65f; + 8f;+, - $I fiv+r - $(fN-2 + 2fN-1 - 7fN + 4fN+& 
and hence, as earlier in the case i = 1, we obtain 
IrN(f)l 2 (4.5815875)h211D4fll. (5.13) 
Now multiplying both sides of (5.8) by the diagonal matrix Cl = [d,], where dii = l/u, a E Xi+, 
1 5 i 5 N to obtain 0 Brez = q r, which gives that 
II411 I IIWW1ll/lWl~ (5.14) 
Writing Cl Br = I + A, where A is an N x N matrix with the property that llA[l < 1, it follows 
from (5.14) and Lemma 2.10 that 
(5.15) 
To obtain the smallest bound in (5.15), we need to maximize (1 - llAl/) a over a E RR+. For this, 
from (4.11) we have 
(65 - al + 27 166 - al + 54 
a , a 
U 
,o 
(5.16) 
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Table 5.1. 
- 
2 
- 
1 
4 
- 
4 
0.33418320 + 0 
0.11075662 + 1 
0.31317990 + 1 
0.11763598 + 2 
Table 5.2. 
5 
0.45800925 - 1 
0.15305465 + 0 
0.42779423 + 0 
0.15371972 + 1 
0.30465679 + 1 
6 
0.14489293 - 1 
0.48148148 - 1 
0.13570602 + 0 
0.49537037 + 0 
0.95833333 + 0 
0.21666667 + 1 
Table 5.3. f(z) = (1 - z2)ez,z E [-l,l],n = 6. 
0.85958137 - 3 0.22728105 - 4 0.14347215 - 5 
Table 5.4. f(z) = z( 1 - z)e*, z E (0, 11, n = 6. 
0.16855348 - 9 0.26408407 - 11 
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Thus, the condition llA[l < 1 is equivalent to 120/a - 1 < 1 (1 - 12/a < 1 for all a 2 66), which 
gives that a > 60. Hence, from (5.16), we find that 
~,g (1 - IIAN a = mm 
{ - 
609&_p~ - 12% p,$W 
1 
= 12. 
Using (5.11)-(5.13) and (5.17) in (5.15), we obtain 
Ile~ll 5 (0.38179896 + 0)h2/D4flj. 
(5.17) 
I 
THEOREM 5.2. Let f(z) E PCn@[a,b], 2 5 n < 4. Then, 
IlW - Jwv>ll 5 Y2,n,k~n-kllwll, Olk<n-1, (5.18) 
where the constants yQ&,k are given in Table 5.1. 
PROOF. Using Lemmas 2.5, 2.7-2.9 and 5.1 in (5.4) the inequalities (5.18) are immediate. 
THEOREM 5.3. Let f(x) E PCn~oo[a,b], 4 5 n 56. Then, 
Ilo”(f - Lstf)il 5 %,n,khn-kl(~nfll, O<k<n-1, (5.19) 
where the constants +&n,k axe given in Table 5.2. 
PROOF. Using Lemmas 2.5, 2.7-2.9 and 5.1 in (5.4) the inequalities (5.19) are immediate. m 
REMARK 5.1. The sharpness of the inequalities (5.18) and (5.19) remains undecided. However, 
in Tables 5.3 and 5.4 we compute the actual values of IIDk(f - LSef)ll for some simple functions 
and compare these with the corresponding right side bounds in (5.19). I 
6. APPROXIMATED QUINTIC LIDSTONE-SPLINES 
For a given function f(z) E PC6~~[a,b] and a fixed partition A, we shall construct approxi- 
mates for the quintic Lidstone-spline interpolate LSef(z) when 
(1) the values of f,!‘, i = 0, N + 1 are unknown; 
(2) the values of f,!“‘, i = 0,N + 1 are unknown; 
(3) the values of fy, fj4’, i = 0, N + 1 are unknown; 
(4) the values of fi, 1 5 i I N are unknown; 
(5) the values of fi, 1 5 i 5 N, _fj4’, i = 0, IV + 1 are unknown; and 
(6) the values of fi, 0 5 i 2 N + 1, f,!‘, fj4’, i = 0,iV + 1 are unknown. 
CASE 1. We approximate f,!‘, i = 0, N + 1 by the following relations: 
(6.1) 
-ffi+d + ;f&3 - 13fIV-2 + 7 fN_1 - ; fN -+ 7 fN+l 
> 
. 
(6.2) 
It is easy to see that each of these relations has O(h6) truncation error. 
DEFINITION 6.1. Say S1 f (z) is an approximate for LS$f (x) if S1 f (x) E S3(A) with S1 f (xi) = 
fi, 0 5 i I IV + 1, and D2& f (xi) = fy, D(4)S1 f (xi) = f,!“‘, i = 0, N + 1. 
We use (6.1) and (6.2) to replace f,!‘, i = 0, N + 1 in the systems (4.3)-(4.5) and (4.6)-(4.8) 
and observe that the resulting unknowns c’;i, c:), 1 < i 5 N, say, can be obtained uniquely in 
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terms of fi, 0 5 i 5 N+ 1, and fi4’ and j$ii. Further, by Remark 4.1, &f(z) can be explicitly 
expressed as 
N+l N 
&f(z) = c 7’3,3,i,o(z)fi + T3,0,1(4$ + 7’3,N+l,&)f;+l + ~T3,i,l(+;: 
i=o i=l 
N 
+ r3 0 Z(z)fo(4) + T3 N+l , , I 9 ~(z)f’~’ N+l + c T3,&)4:). (6.3) 
i=l 
To obtain a priori bound for ]]@(j - SJ)]], 0 _< k 5 5, we use the inequality 
lmf- Slf)ll I IlWf-wv)ll+ lP"(%v- W)ll, (6.4) 
in which the first term of the right side can be estimated by Theorem 5.3, whereas for the second 
term we proceed as follows: from Remark 4.1 and (6.3), we have 
N N 
(Slf - LStf)(d = r3,0,1(~)8; + T3,N+l,1(2)6;+1 + c T3,i,1(z)e! + ~T39i72(2)81!4)’ (6.5) 
i=l i=l 
where 0: = i# - f{, 8G+1 = fE+i - fK+l, and 0: = cY~ - cy, 0i4) = ce) - ~1~). Thus, for 
0 5 k < 5, it follows that 
where e2 and e4 are the vectors [ey] and [ey’], respectively. In (6.6), we have used the fact that 
Dkrs,i,l(~) is symmetrical about the line z = zi, and that D%g,i,i(z) as well as Dkr3,i,2(2) is 
nonzero only in the interval (~-1, zi) U(ti, zi+i). 
LEMMA 6.1. If f(z) E P@“[a, b], then 
PROOF. We shall prove (6.7) only for i = 0. Denoting 0: by r(f), we have 
which in view of Peano’s kernel theorem can be written as 
r(f) = $ 
.I 
x5 
(r)& - r):@f(t) & 
50 
where 
(6.7) 
(6.8) 
(r)& - t>: = & [45(x0 - t)“, - 154(x1 - t): + 214(x2 - t): 
-156(23 - t): + 6l(~4 - t): - 10(zs - t): - 240h2(zo - t)“,] . 
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It is easy to see that (T-)&CC - t)$ * 1s nonpositive for all t E [zo,zs]. Thus, from (6.8), it follows 
that 
k(f)1 I -; /=5(r)z(z - r):Pf(r)ldt 
* 20 
= gh4p6fII. 
LEMMA 6.2. If f(z) E PC6@[u,b], then 
I 
(6.9) 
PROOF. Letting c2 = [cy] and CT = [&I, we have (4.9) and 
Brcf = ICI, (6.10) 
where ir is obtained from Icr by replacing zy with Sr, i = 0, N + 1. Thus, from (4.9) and (6.10) 
it follows that 
B&2-CC:) =ki --ICI. (6.11) 
Multiplying both sides of (6.11) by the diagonal matrix 0 = [&I, where dii = l/a, a E W, 
1 5 i 5 N, we get 
q Br(C2 -c:> = q (kr - ki), 
which implies that 
lP211 = llc2 - 411 I Il(~&)-1ll lD(h - h)ll. (6.12) 
Now as in Lemma 5.1 writing 0 Br = I + A, where A is an N x N matrix with the property that 
l/All < 1, it follows from (6.12) and Lemmas 2.10 and 6.1 that 
1 1 
lP211 I 1_llAll ; ~~{~l~~l~l~~l,l~~+,l,~l~~+,I} 
1 
‘8 
‘iqq; ~Wffll . I 
(6.13) 
Since, in Lemma 5.1, we have noted that the maximum of (1 - llAll)u, a E !R+ subject to the 
condition [[All < 1 is 12, from (6.13) the inequality (6.9) is immediate. I 
LEMMA 6.3. If f(z) E~PC~@[~, b], then 
Vii I $h21p-fll. (6.14) 
PROOF. Letting c4 = [cy’] and cf = [cc’], we have (4.10) and 
Blc’: = k2, (6.15) 
where k2 is obtained from kz by replacing z: with Zy, i = 0, N + 1. Thus, from (4.10) and (6.15) 
as in Lemma 6.2 it follows that 
ii@]] = iic4 - 41 
I lI(=d-‘IllP(h - k2)II 
1 1 120 
‘m;hZ h41P6fII 1 
1 120 137 =-- 
12 h2 180 h41P6flI 1 = ;h211D6fll. 
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THEOREM 6.4. If f(x) E PC6~m[a, b], then 
lP”(f - %f)ll 5 PI,kwlPfll, O<lcL5, (6.16) 
where &I = 0.27466883 + 0, &,I = 0.11263889 + 1, /3r,z = 0.31167245 + 1, pr,s = 0.68379630 + 1, 
pr,4 = 0.85694444 + 1, and /3r,s = 0.17388889 + 2. 
PROOF. We use Lemmas 2.5, 2.6, 6.1-6.3 in (6.6) to obtain an upper estimate for ]]II”(LS,hf - 
Srf)]], this estimate together with Theorem 5.3 in (6.4) then gives (6.16). I 
CASE 2. As in Case 1, we approximate fi4’ and #r by the formulae 
fi”’ 21 fi4’ = ; (3j”0 - 14fr + 26fz - 24fs + llf4 - 2fs), (6.17) 
$il = jj,$r = ; (-2f~--4 + ll.fN-3 - 24fnr-2 + 26fiv--1 - 14.fN + 3fN+l), 
(6.18) 
which have 0(h6) truncation error. 
DEFINITION 6.2. Say Szf(%) is an upprotimate for LS$f(z) if S2f(z) E S3(A) with S2f(zi) 
= fi, 0 I i I N + 1 and D2Szf(zi) = f,!‘, D4S2f(zi) = fj4’, i = 0,N + 1. 
As in Case 1 we use (6.17) and (6.18) to replace fi4’, - z 0, N + 1 in the systems (4.3)-(4.5) 
and (4.6)-(4.8) and note that the resulting unknowns c&, c$, 1 5 i 5 N, say, can be obtained 
uniquely in terms of fi, 0 I i I N + 1, and f{ and f$$+r. Further, by Remark 4.1, S,f(z) can 
be explicitly expressed as 
N+l N 
Sz.f(z) = c r3,i,O(z)fi + r3,O,l(z)f: + r3,N+l,l(z)f;+r + ~r3,i.l(+;~ 
i=O i=l 
N 
+ r3 0 2(x)?i4) + r3 N+l > > 7 9 2(4ft4) N+l + Cr3,i,2(~)$). (6.19) 
i=l 
Thus, for this case the relations corresponding to (6.4)-(6.6) are 
IPV - Sz.f)ll I IlWf - wv)ll + IPkW,a.f - S2f)lll (6.20) 
(S2f - L$%(z) = r3,0,2(~)&) + T3,N+1,2(x)&i1 + cT3,i,l(z)& + 5 r3,i,2(x)4j4), (6.21) 
i=l i=l 
and 
are the vectors [#.‘I and [4t4’] respectively. As in Case 1 here in (6.22) also we have used the fact 
that Dkrs,i,2(z) ii symme&ical about the line z = xi, and that D’ra,i,r(z) as well as Dkrs,i,z(z) 
is nonzero only in the interval (xi-r, Xi) U(zi, zi+r). 
Further, the results corresponding to Lemmas 6.1-6.3 are as follows: 
LEMMA 6.5. If f(x) E R?+[a,b], then 
Id:“‘1 5 $211D6fll; i=O,N+l. (6.23) I
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LEMMA 6.6. If f(z) E PC6y00[a, b], then 
M211 5 gpllPfll. (6.24) I 
LEMMA 6.7. If f(z) E PC6~00[a,b], then 
lM411 5 ~WVI. (6.25) I 
THEOREM 6.8. If f(x) E PC6@[a,b], then 
Ilok(f - ‘92f)ll < P2,kf‘6-kI(@fII, OIkI5, (6.26) 
where ,!32,0 = 0.12646280+0, /32,1 = 0.42986111 +O, p 2,2 = 0.11878803+1, p2,3 = 0.48240741+1, 
@2,4 = 0.10875000 + 2, and &5 = 0.16333333 + 2. 
PROOF. The proof is similar to that of Theorem 6.4. I 
CASE 3. 
DEFINITION 6.3. Say &f(z) is an upproticimate for LSpf(cc) if &f(x) E &(A) with &f(q) = 
fi, 0 5 i 5 N + 1 and D2Ssf(zi) = $, D4Ssf(zi) = $4’, i = 0, N + 1. 
We use (6,1), (6.2), (6.17) and (6.18) to replace fc, .fi (4), i = 0, N+ 1 in the systems (4.3)-(4.5) 
and (4.6)-(4.8) and note that the resulting unknowns c&, cg’, 1 5 i I N, say, can be obtained 
uniquely in terms of fit 0 5 i 5 N+l. Further, by Remark 4.1, Ss f (x) can be explicitly expressed 
as 
N+l N 
S3f(P) = c r3,i,O(z)fi + T3,0,1(z)$ f r3,N+l,l(Z)jg+1 + cT3,i,l(z)& 
i=O i=l 
N 
+ 7-3 0 2(4fj4) , , + 7-3 2(4.fc4) T N+l , N+l + 1 T3,i,2(2)$)- (6.27) 
i=l 
THEOREM 6.9. If f(x) E PC6~m[u,b], then 
Ilo”(f - s3f)ll 5 P3,kh6-“ll@fll, O<k<5, (6.28) 
where &,o = 0.38664234 + 0, ,&,i = 0.15081019 + 1, /3 3,2 = 0.41688988+1, fl3,3 = 0.11166667+2, 
f13,4 = 0.18486111 + 2, and ,03,5 = 0.31555556 + 2. 
PROOF. The proof is similar to that of Theorem 6.4. I 
CASE 4. 
DEFINITION 6.4. We say &f(x) is an approximate for LS,hf(z) if &f(z) E S’s(A) with 
P&f (Zj) = fi(2k), 0 5 k 5 2, i = 0, N + 1 and SJ(2i) = gi, 1 5 i < N, where the 
given gi, 1 5 i < N are such that 
lFiyN Ifi -al = 6 -- 
In systems (4.3)-(4.5) and (4.6)-(4.8), we replace fi by gi, 1 I i I N and note that the resulting 
unknowns c$i, cg’, 1 5 i 6 N, say, can be obtained uniquely in terms of fj2k), 0 5 k 5 2, 
i = 0, N + 1 and gi, 1 I i 5 N. Further, by Remark 4.1, &f(2) can be explicitly expressed as 
S4f(Z) = 7.3,O,O(z)fO + TQ,N+l,O(z)fN+l + &3,&O(s)% 
i=l 
N 
+ T3,O,l(z)f: + ~3,N+l&)f:+~ + cT3,i,l(+l;i (6.29) 
i=l 
N 
f 7’3 2(4#) , 0 , + 7-3 I N+l 2(4fc4) 9 N+l + c r3,i,2(2)$) * 
i=l 
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Thus, for this case the relations corresponding to (6.4)-(6.6) are 
IlW - S4f)ll I IIWf - Mf)ll + Il~k(wv - S4f)ll, (6.30) 
N N N 
(S4f - LS,af)(z) = c r3,i,O(z)c + c T3,i,lb)Y,!I + c ~3,i,2(dYi(4), (6.31) 
i=l i=l i=l 
and 
IP’“(S4f - W?f)ll F: 5 max 
O<z<N ~i<:%,+~ [ID 
kT3,i,o(G + Pk~3,i+1,0(~,I] 
+ IIY~II max O~E<N z.<?$+~ [ID Ic~3,i&)I + lDk~3,i+1&)I] (6.32) 
+ 11~~11 m.= Osz<N zis~~,+l [lDkT3Adx>l + lDkr3,i+L2(dl] 7 
where & = gi - fi, y,! = c&‘~ - cy , yi (4) = $1 _ &4) 2 and y2 and y4 are the vectors [$‘I and [rj4’], 
respectively. 
Further, the results corresponding to Lemmas 6.2 and 6.3 are as follows: 
LEMMA 6.10. If f(z) E PC61”[a,b], then 
llY211 I 20h-2t. (6.33) I 
LEMMA 6.11. If f(z) E PC6+‘[a,b], then 
lly4jj I 160K4<. (6.34) I 
THEOREM 6.12. If f(x) E PC6@[u,b], then 
Ilok(f - s4f)ll 5 ^(3,6,i~h~-~llD~fll + d-k o<lc<5, (6.35) 
where Ys,s,k are defined in Table 5.2 and TO = 0.55833333 + 1, 71 = 0.16666667 + 2, r2 = 
0.40000000 + 2, 7s = 0.12000000 + 3, 74 = 0.16000000 + 3, and 75 = 0.32000000 + 3. 
PROOF. The proof is similar to that of Theorem 6.4. I 
CASE 5. 
DEFINITION 6.5. Say &f(z) is an upprotiimate for Mef(z) if &f(z)ESs(A) with D2kSsf(zi) = 
f!2k’, k = 0, 1, i = 0, N + 1, &f(zi) = gi, 1 I i I N, where the given gi, 1 5 i 5 N are such 
i$at 
ma Ifi - 94 = E*, 
l<i<N 
and D(4)S5f(zi) = ftt4), i = 0, N + 1 where f*(4) is obtained from $j4’ by replacing fi with gi, E .a 
lli<N. 
In systems (4.3)-(4.5) and (4.6)-(4.8), we replace fi by gi, 1 < i 5 N and f,!4’ by fJC4), 
i = 0, N + 1 and note that the resulting unknowns c&, cg’, 1 2 i 5 N, say, can be obtained 
uniquely in terms of f!2k’ z 7 k = 0, 1, i = 0, N + 1 and gi, 1 5 i 5 N. Further, by Remark 4.1, 
Ss f (x) can be explicitly expressed as 
sSf(x) = 7,3,O,O(~)fO + T3,N+l,O(z)fN+l + 2 r3,i,Ob)gi 
i=l 
N 
+ 7’3,0,1(# + 7.3,N+l,l(x)f;+l + ~~3,i.l(% (6.36) 
i=l 
N 
+ r3,0,2(x)f;(4) + T3,N+l,2(x)fi;(;i)l + c r3,i,2(&? 
i=l 
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THEOREM 6.13. If f(x) E PC’@[a, b], then 
Pk(f - S5f)ll 2 ~z,k~6-kIl~6flI + Tp-kt*, OIkI5, (6.37) 
where /&k are defined in Theorem 6.8 and TO = 0.73104060 + 1, r; = 0.22401389 + 2, 7; = 
0.56816605 + 2, r$ = 0.19908333 + 3, 7; = 0.36950000 + 3, and 7; = 0.58500000 + 3. 
PROOF. Here we use the triangle inequality 
IPk(f - S5f)II I IP”(f - S2f)ll + IP”(S2f - S5f)ll, O<k<5, 
and apply Theorem 6.8 to the first term, whereas for the second term, we follow a technique 
similar to that of Theorem 6.4. I 
CASE 6. 
DEFINITION 6.6. Say S&(z) is an approximate for LS~f(x) if SfJ(z)ESs(A) with S~f(z~)= gi, 
0 5 i 5 N + 1, where the given gi, 0 5 i 5 N + 1 are such that 
D<y$+l Ifi - Sil = i, 
-- 
and D(2k)Ssf(zi) = &(2k), k = 1,2, i = 0, N+ 1 where f^!2k) is obtained from &(2k) by replacing fi z 
with gi, 0 I i I N + 1. 
In systems (4.3)-(4.5) and (4.6)-(4.8), we replace fi by gi, 0 5 i I N + 1 and f~2k) by fiZk), 
k = 1,2, i = 0, N + 1 and note that the resulting unknowns c&, c$), 1 < i < N, say, can be 
obtained uniquely in terms of gi, 0 5 i 5 N+ 1. Further, by Remark 4.1, Ssf(x) can be explicitly 
expressed as 
i=O i=l 
N 
+ r3 0 2(2)$*) + r3 N+l 2(z)j(*) I , 9 I N+l + C ~3,i,2(~)c$. (6.38) 
i=l 
THEOREM 6.14. If f(x) E PC6@[a,b], then 
Ilok(.f - s6f)II 5 P3,kh6-“ll@fll + +kh-ki, O<k<5, (6.39) 
where ,&,k are defined in Theorem 6.9 and %-, = 0.16150108 + 2, +I = 0.65111111 + 2, ‘i2 = 
0.18115289 + 3, +3 = 0.36177778 + 3, F4 = 0.45333333 + 3, and ‘is = 0.74666667 + 3. 
PROOF. Here we use the triangle inequality 
Ilo”(f - s,f)ll 5 Ilo”(f - s3f)ll f 110k(s3f - S6f)117 O<ki5, 
and apply Theorem 6.9 to the first term, whereas for the second term we follow a technique 
similar to that of Theorem 6.4. I 
REMARK 6.1. As in Remark 5.1 in Tables 6.1-6.3, we compute the actual values of IlD”(f-SJ)((; 
1 5 i 5 3, 0 < k 5 5 for the function f(z) = ~(1 - z)e” in the interval [0, 1) and compare these 
with the corresponding right side bounds. 
WA 28-9-D 
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Table 6.1. 
N 9 24 49 
Ilf - Mll 0.24286631 - 5 0.11741985 - 7 0.19396635 - 9 
Bound 0.26878582 - 4 0.11009467 - 6 0.17202293 - 8 
IIW - Slf)II 0.15075588 - 3 0.18237596 - 5 0.60271223 - 7 
Bound 0.11022633 - 2 0.11287176 - 4 0.35272425 - 6 
IID - Slf)ll 0.56242737 - 2 0.17031578 - 3 0.11261865 - 4 
Bound 0.30499688 - 1 0.78079201 - 3 0.48799501 - 4 
llD3(f - Slf)ll 0.83624670 - 1 0.63499697 - 2 0.84057178 - 3 
Bound 0.66915038 + 0 0.42825624 - 1 0.53532030 - 2 
Table 6.2. 
0.75329811 - 6 0.35765114 - 8 0.58725701 - 10 
0.11624376 - 1 0.29758403 - 3 
0.42568293 + 0 
N 9 
Table 6.3. 
I 24 I 49 
I Ilf Bound - S3f II 0.37836102 1671 926 - 4 5 0.81708756 15497668 - 8 6 0.13544474 24215106 - 9 8
IIW - S3f)II 0.12081555 - 3 0.14707598 - 5 0.48702711 - 7 Bound . 4758006  2 . 51121   4 . 72256 8  6 I 
llD2(f - S3f)ll 0.56242737 - 2 0.17031578 - 3 0.11261865 - 4 
Bound 0.40796071 - 1 0.10443794 - 2 0.65273713 - 4 
llD3(f - S3f)ll 0.14174899 + 0 0.10632426 - 1 0.14019507 - 2 
Bound 0.10927493 + 1 0.69935957 - 1 0.87419946 - 2 
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7. TWO VARIABLE LIDSTONE-SPLINE INTERPOLATION 
For a fixed p, we define the set, Lm(p) as follows: 
L,(p) = &(A) @ &(A’) (the tensor product) 
= Span {rm,i,~(z)m,j,“(y)),N_+ol ZZt s1 2;’ 
= { h(z, y) E C([a, b] x [c, d]) : h(z, y) is a two-dimensional 
polynomial of degree at most, (2m - 1) in each variable 
and in each subrectangle[zi, zi+l] x [yj, yj+l]; 0 < i < N, 0 5 j 5 M}. 
Since Lm(p) is the tensor product of &(A) and Lm(A’) w lc h’ h are of dimensions [2m(N+ 1) -N] 
and [2m(M + 1) - M], respectively, Lm(p) is of dimension [2m(N + 1) - IV] x [2m(M + 1) - M]. 
DEFINITION 7.1. For a given f(z, y) E C(2m-2*2m-2)([a,b] x [c,d]), we say L&f(z, y) is the 
L,(p)-interpolate of f(z, y), also known as the twcFdimensionaJ Lidstone interpolate of f(z, y) 
if %f(~ y) E L(p) with DzpD$Lg f(zi, yj) = ft!,2j11’2V); 0 5 i 5 N + 1, 0 < j 5 M + 1, 
O<p,VLm-1. 
For f(s, y) E C(2m-2>2m-2)([,,b] x [c,d]) ‘t 1 is clear that Lg,f(z, y) uniquely exists and can be 
explicitly expressed as 
(7.1) 
The set. Sm(p) is defined as follows: 
Sm(p) = S,(A) @ &(A’) (the tensor product) 
= {S(GY) E c (2m-212m-2)( [a, b] x [c, d]) : s(z, y) is a two-dimensional 
polynomial of degree at most (2m - 1) in each variable and in each subrectangle 
[G,G+I] x [~j, yj+ll; 0 5 i I N, 0 5 j L M}. 
Since 5&(p) is the tensor product of S,(A) and &(A’) w ic are of dimensions (N + 2m) and h h 
(M + 2m), respectively, Sm(p) is of dimension (N + 2m)(M + 2m). 
DEFINITION 7.2. For a given f(z,y) E C(2m-2,2m-2)([a,b] x [c,d]), we say LS&f(z, y) is the 
Lidstone S,(p)-interpolate of f(z, y), also known as Lidstone-spline interpolate of f(z, y), if 
LS&f(z, y) E 2&(p) with D;pDpLs& f(Xi, yj) = filYY2”‘, where p, u, i and j satisfy the follow- 
ing: 
(1) if p = 0, v = 0 then 0 5 i 5 N + 1, 0 < j 5 M + 1; 
(2) if1~~~m-1,v=Otheni=O,N+1,OIj~M+1; 
(3) if ,u = 0, 1 5 Y 5 m - 1 then 0 < i 5 N + 1, j = 0, M + 1; and 
(4) if1~~~m-l,1~v~m-1then(i,j)=(0,0),(O,M+l),(N+1,0),(N+1,M+1). 
Since L(P) C L(P) in view of (7.1) it is clear that LS&f(z, y) can be written as 
N+l m-l A4+1 m-l 
=G&f(X~ Y) = c c c c rm,i,~(x)rm,j,y(y)D~C”D~“Ls~f(xi, yj). (7.2) 
i=o p=o j&l L/=0 
In (7.2), DzfiDrLS& f (xi, yj) where p, u, i and j do not fulfill Definition 7.2 exist uniquely. In 
fact, for m = 2 and 3, we shall show that these unknown constants are the solutions of diagonally 
dominant systems of aJgebraic equations. 
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LEMMA 7.1. Let h(z,Y) E &(p), be a function for which, say, c$V2y = D$‘Drh(zi,Yj); 
0 5 5 p,u 1, 0 5 i 5 N + 1, 0 5 j 5 M + 1 exist. Then, h(z, y) E Sz(p) if and only if 
c$2”, where p, v, i, and j are such that 
(1) if p = 1, v = 0, then 1 5 i 5 N, 0 5 j 5 M + 1; 
(2) if p = 0, v = 1, then 0 5 i 5 N + 1, 1 5 j 5 M; and 
(3) if~=1,~=1,then1~i~N,j=O,M+1andO~i~N+1,1~j~M, 
satisfy the following relations: 
(7.3) 
where v, i, j in (7.3) are such that if Y = 0, then 1 5 i 5 N, 0 5 j 5 M + 1, and if v = 1, then 
l<i<N, j=O,M+l;and 
e2 (c;,;$ + 4~;,;‘~ + c;,;&) = 6 (c:;“, - 2c$” + c;;;ol) , 
where p, i, j in (7.4) are such that I_L = 0, 1,0 5 i 5 N + 1, 1 5 j 5 M. 
(7.4) 
Moreover, from (7.3) and (7.4) the unknowns c$‘2u where p, u, i, and j satisfy the conditions 
of Lemma 7.1 can be obtained uniquely in terms of c~,~‘2u where p, u, i, and j fulfill Definition 7.2 
for m = 2. 
PROOF. The proof follows from Lemma 3.2. I 
LEMMA 7.2. For a given f(s, y) E C(212)([a, b] x [c, d]), LS,Pf(z, y) exists and is unique. 
PROOF. The proof is similar to that of Lemma 3.3. I 
REMARK 7.1. In view of Remark 3.2, LS,Pf(z, y) in terms of L-cardinal splines {s~(~c)}E:~ and 
{sj(Y))z can be explicitly expressed as 
N+l M+l 
LS,P.f(x, y) = C C .fi,jsi(z)sj(Y) 
i=O j=O 
N+l 
+ c [f,!od2’ SA4+2(Y) -I- f!012’ 
i=O 
I,M+Is&f+3(Y)] G(Z) 
M+l 
-k c [_f$$“)sN+2(z) + .f~f/,jSN+3(2)] sjb> 
j=O 
(7.5) 
+ ~~~~“‘~N+Z(+M+2(Y) + f~$&sN+2(+M+3(?d 
+ f~~~,o~N+3(+M+2(?l) + ~~~~,M+~~N+~(~)SM+~(Y). 
LEMMA 7.3. Let h(z, y) E &4(p), be a function for which, say, c$“~ = DzfiD$‘h(zi,yj), 0 5 p, 
v 5 2, 0 5 i 5 N + 1, 0 5 j 5 M + 1 exist. Then, the function h(z, y) E S,(p) if and only if 
c$2”, where ,LL, u, i, and j are such that 
(1) if p = 1,2, u = 0, then 1 5 i 5 N, 0 5 j 5 M + 1; 
(2) ifp=O,u=1,2,thenO<i~N+l,l~j~M;and 
(3) ifp = 1,2, u = 1,2,then1IiIN,j=O,M+1andO~i~N+1,1~j<M, 
satisfy the following relations: 
65c;;33y + 26c;;;” + c;::y = -&$32” + ;h2$;:” + j!j (4~;;;~ - 7~;;;” + 2c;;;” + C;;:“) , (7.6) 
C~~~j + 26c~~~,j + 66~~:~” + 26C~~~j f cT$[j 
20 
= 2 
0,2v 0,2V 
ci-2,j + 2ci-l,j - 6c?Y?” + 2c?12” 2,~ 2+l,j + cyfgj) 7 2 I ’ I N - 1, (7.7) 
Sharp Error Bounds 45 
cY:~,~ + 26~y:~,~ + 65~:; 
2 242~ = -S~yJl,j + ih Ci+l,j + J (C$ff’z,j + 2cy:l,j - 7CYJV + 4cy+y, (7.8) 
65c;;,2v + 26c;;$’ + c;;;” = sc;;;” - 18c;;;” + $ -2$;3” + 5cy;;” - 4#32v + c$3”) , (7.9) 
2 I i 5 Iv - 1, (7.10)’ 
cy:2,j + 26cyfI j + 65cy; 
‘120 22v 
= F’l;r+l,j - 18cy;1,j (7.11) 
In the system (7.6)-(7.11) if v = 0, then in (7.7) and (7.10), 2 < i < N - 1, 0 5 j 5 M + 1, 
and in (7.6), (7.8), (7.9) and (7.11), 0 5 j 2 M + 1; also if v = 1,2 then in (7.7) and (7.10), 
2 2 i 5 iV - 1, j = 0, M + 1, and in (7.6), (7.8), (7.9) and (7.11), j = 0, M + 1. 
Further, we have 
65c;,;” + 26~,2’$~ + c;,$‘~ = -SC;,$‘~ + $ ci$ + ; (4c$’ - 7c;,;” 2 2 2~4 
2 5 j I M - 1, (7.13) 
c;,~$_~ + 26cf,$, + 65c;,$ 
= -8c;$$+, + ie2c;,pi+t + ; (c;,g2 + 2c$_, - 7c;,$? + 4@+,) , (7.14) 
120 2p 2 
65~;,$‘~ + 26~:;‘~ + c;,$‘~ = Fci,o( - 18~;,;‘~ + F (-2c$’ + 5c$‘O - 4c$O + &” ) (7.15) 
’ > 
~;,:i”~ + 26c$‘4, + 66czY4 + 26c$$ + c:‘$~ 
120 ’ = - 
e4 ( 
c?ct~o 2,J_2 - 4c;,!$ + 6c;,;” - 4c;,‘$ + c;,;$~) , 2 ij < M - 1, (7.16) 
For 0 5 p 5 2 in equations (7.13) and (7.16), 2 5 j 5 M - 1, 0 5 i 5 N + 1, and in (7.12), 
(7.14), (7.15) and (7.17), 0 5 i 5 IV + 1. 
Moreover, from the systems (7.6)-(7.8), (7.9)-(7.11), (7.12)-(7.14) and (7.15)-(7.17) the un- 
knowns c:,;‘~” where p, V, i and j satisfy the conditions of Lemma 7.3 can be obtained uniquely 
in terms of c$‘” where p, u, i and j fulfill Definition 7.2 for m = 3. 
PROOF. The proof follows from Lemma 4.2. I 
LEMMA 7.4. For a given f(z, y) E C(4a4)([u, b] x [c, d]), LS:f(z, y) exists and is unique. 
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PROOF. The proof is similar to that of Lemma 3.3. I 
REMARK 7.2. In view of Remark 4.2, LS~f(x, y) in terms of Gcardinal splines {s~(z)}~-,~ and 
{Sj (Y))S5 can be explicitly expressed ss 
iv+1 A4+1 
+ f$d4’sN+2(+M+2(Y) + $j&sN+2(+M+3(Y) + f~~~,0~N+d~)~M+2(?/) 
+ fit4;fi),M+1S~+3(2)S~+~(Y) + f$~4’sN+4(~)sM+2tY) + I$$+ISN+~(~)SM+~(Y/) 
+ j~.fl,osN+S(+M+2(Y) + &4/,~+1sN+5(2)sw+3(Y) + ~:pd2’sN+z(Z)sM+4(Y) 
+ j,$$!@N+2(+M+5(Y) + ~&!~,osN+&+M+4(Y) 
+ fi14;21,~+1sN+s(~)~M+5(Y) + f$;2)sN+4(+M+4(Y) 
+ f,$;&sN+4(+M+S(Y) + f&2~,0~N+5(~)~M+4(?/) 
+ ~~~~,M+~SN+~(~)~M+~(Y). 
(7.18) I 
The following result whose proof for m = 2,3 is immediate from Remarks 7.1 and 7.2, re- 
spectively, provides a characterization of LS&f(z, y) in terms of one-dimensional interpolation 
schemes. 
LEMMA 7.5. If f(z, y) E C(2m-2~2m-2)([u, b] x [c,d]), then 
LSgJ(z, y) = LS$LS&f(X, y) = J%&s$f(G Y). (7.19) I 
Now let f(z, y) E C(2m-2~2m-2) ([a, b] x [c, d]) b e an arbitrary function. J+om Lemma 7.5, we 
have 
f - LS&f = (f - LAS&f) + LSk(f - LS$f) (7.20) 
= (f - LS;f) + p$(f - LS$f) - (f - LSfi’f)] + (f - LS$f) 
(7.21) 
= (f - L&&f) + [LSi’(f - LS&f) - (f - LSkf)] + (f - LSfi’f). 
(7.22) 
THEOREM 7.6. Let f(z, y) E PC4@([u,b] x [c,d]). Then, 
Ilf - J%fll I Y2,4,0~411efll + ~22,2,0~2~211~pLfll + ~2,4,0~411qkfll (7.23) 
IPdf - LKf)ll 5 ~2,4,1~311mll + Y 2,2,0Y2,2,1h~211D~D~f11 + ~2,3,0~3~~~;&f~~~ (7.24) 
where the constants 72,n.k are defined in Table 5.1. 
PROOF. Since as a function of 2, (f - LSf’f) E PC2+[a, b], from (7.21) and Theorem 5.2 it 
follows that 
Ilf - Ls,pfll < y2,4,0h4ilD:fil + 7 2,2,0h211@(f - L‘$‘.f)II + +f2,4,0~411D;fll* 
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I N=M 
IlMf - Wf)ll 
Bound 0.29169307 - 4 0.94774178 - 5 0.89250457 - 6 
IWdf - Wf)ll 0.16362769 - 6 0.51461613 - 7 0.43901072 - 8 
Bound 0.10463016 - 4 0.30031132 - 5 0.22576743 - 6 
lP3f - -wf)ll 0.22226736 - 4 0.91750474 - 5 0.14149493 - 5 
Bound 0.63917381 - 3 0.26048616 - 3 0.39535400 - 4 
Ilqxf - Wf)ll 0.31517736 - 5 0.13044340 - 5 0.20175806 - 6 
Bound 0.12465393 - 3 1 0.45928225 - 4 1 0.61665526 - 5 
VW - WfH 0.71469950 - 3 1 0.36895889 - 3 1 0.91138015 - 4 
Bound 0.18469208 - 1 0.94407284 - 2 0.23020948 - 2 
Ilqu - %f)ll 0.10240725 - 3 0.52814012 - 4 0.13031980 - 4 
Bound 0.27924699 - 2 1 0.13884489 - 2 1 0.33121300 - 3 
IlWf - J=%P)II 0.29006293 - 1 0.18961716 - 1 0.76511253 - 2 
Bound 0.28530337 + 0 1 0.18244285 + 0 1 0.71235952 - 1 
I@(f - ~WNI 0.41865442 - 2 1 0.27311926 - 2 1 0.10986838 - 2 
Bound 
Ilf - WfII 
Bound 
IlWf - WfNI 
Bound 
Ilqxf - -wfIl 0.186949Olf 0 0.15235634 + 0 0.97926395 - 1 
Bound 0.73973501 + 0 0.58980712 + 0 0.36814392 + 0 
Further, since as a function of y, 0: f E PC2+ [c,d], and DzLSe’f = LSf’Dzf, Theorem 5.2 
can be used again to obtain 
ll@(f - LSA,f)ll I +~z,z,o~~IID;D~fll~ 
Combining the above two inequalities, we get (7.23). The proof of (7.24) is similar. I 
REMARK 7.3. In Theorem 7.6 the corresponding bound for IIDy(f - LS,“f)ll can be obtained by 
replacing x with y and h with e. I 
THEOREM 7.7. Let f(x, y) E PCnyn+([a,b] x [c,d]), 4 5 n 5 6. Then, 
IlD,k(f - ~%f)II 5 mz,d+IICfll + “Y3,n,rc~~,n,ohn-kenllD~D~~ll 
+ mvdnlID,nDkfII, 0 5 k 5 n - 1, (7.25) 
where the constants Ts,n,,$ are defined in Table 5.2. 
PROOF. The proof is similar to that of Theorem 7.6. I 
REMARK 7.4. In Theorem 7.7 the corresponding bounds for IlDi(f - LS$‘f)ll can be obtained 
by replacing x with y and h with l. I 
REMARK 7.5. As in Remarks 5.1 and 6.1 in Table 7.1 for n = 6, we compute the actual values 
of IlDk(f - LS$_f)II and IlDb(f - LS!j’f)ll, 0 5 k 5 5 for the function f(x,y) = x(1 - ezY) E 
C+,@([O, l] x [0, 11) an d use Theorem 7.7 to compare these with the corresponding right side 
bounds. I 
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8. SOME APPLICATIONS 
To show further the sharpness and the importance of our results here, we shall present the 
following four interesting applications. 
Sixth Order Boundary Value Problems 
For the two-point sixth order boundary value problem 
P) = F(z, f), alx<b, 
f(a) = -40, f”(a) = AZ, fc4)(a) = Ad, (8.1) 
f(b) = Bo, f”(b) = Bz, fc4’(b) = B4, 
quintic Lidstone-spline solution &f(x) (which is in the class C14)[a, b]) can be constructed as 
follows: 
(1) 
(2) 
(3) 
Define xi = a + ih, 0 5 i 5 N + 1, h = (b - a)/(N + l), fi = f(zi), where f(x) is the 
exact solution of (8.1). 
Compute gi, 1 < i 5 N the approximation of fi, 1 5 i 5 N by using the sixth order 
method of Twizell and Boutayeb [18]. Th is means that maxl<i<N ]fi - gi] = < = 0(h6). -- 
Construct &f(z) with the known conditions D2”S4f(xc) = Azk, D2”S4 f(xN+i) = &k, 
0 5 k 5 2 and S4f(xi) = gi, 1 5 i 5 N. 
From Theorem 6.12 it is clear that this S4f(x) is a 6th order Cc41 approximation to the 
solution f(z) of the problem (8.1), i.e., ]]f - SJ]] = 0(h6). 
In particular, for the problem 
f(‘) = -12(2 + x2)e” - llf, Olx<l, 
f(0) = 0, f”(0) = 0, fc4’(0) = -8 (8.2) 
f(1) = 0, f”(1) = -4e, fc4)(1) = :16e, 
for which the exact solution is f(x) = x(1 - x)e”, we use the above procedure to construct 
the Cl41 approximate solution &f(z). In Table 8.1, we illustrate E which is computed by using 
the known exact solution (this is just to show the importance of our results; of course, in general 
upper bounds for < are available), the actual values of ]] Dk(f - &f) 11, 0 5 k 5 5 and compare 
these with the corresponding right side bounds in (6.35). 
Table 8.1. 
N 9 19 39 
5 0.90735475 - 11 0.16256441 - 12 0.20067281- 13 
m&fll 1 0.40770642 - 7 ( 0.64207779 - 9 ) 0.10066548 - 10 
Bound 0.14179460 - 5 0.22155522 - 7 0.34627790 - 9 
IlW - s4N 0.14474331- 5 0.45703286 - 7 0.14350181 - 8 
Bound 0.47118396 - 4 0.14724568 - 5 0.46025960 - 7 
IlD’(f - s4f)ll 0.47287688 - 4 0.29942329 - 5 0.18830510 - 6 
Bound 0.13280302 - 2 0.83002223 - 4 0.51887607 - 5 
llD3(f - s4f)II 0.19017619 - 2 0.24130497 - 3 0.30383108 - 4 
Bound 0.48477115 - 1 0.60596593 - 2 0.75759202 - 3 
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Fourth Order Boundary Value Problems 
For the two-point fourth order boundary value problem 
f@) = F(x, f), alxlb, 
f(a) = Ao, f”(a) = AZ, (8.3) 
f(b) = Bo, f”(b) = BP, 
a 6th order quintic Lidstone-spline solution S4f(x) of class Cc4) can be constructed as for (8.1), ex- 
cept that now we use some known 6th order discrete method to compute gi, 1 5 i 5 N, and instead 
of D4S4f(xo) = A4,D4S4f( xN+l) = B4 simply use B4S4f(zo) = F(a,Ao), D4S4f(5~+1) = 
F(b, Bo). 
Second Order Boundary Value Problems 
For the two-point second order boundary value problem 
f” = F(? f), 
f(a) = A, f(b) = B, 
(8.4) 
a 6th order quintic Lidstone-spline solution &f(z) of class C’t4) can be constructed as follows: 
(1) 
(2) 
(3) 
Define xi = a + ih, 0 I i I N + 1, h = (b - a)/(N + l), fi = f(zi), where f(x) is the 
exact solution of (8.4). 
Compute gi, 1 5 i 5 N the approximation of fi, 1 < i 5 N by using the sixth order 
method of Chawala [27]. 
Construct &f(z) with conditions Ssf(zo) = Ao, &J(zN+I) = Bo, D2SJ(xo) = F(a, Ao), 
D2Sd(~~+~) = J’(b,Bo), 04Ssf(~i) = fs?4’, i = 0, N + 1 (cf. see Definition 6.5) and 
S5f(zi) = gi, 1 I i I N. 
From Theorem 6.13 it is clear that this S&(z) is a 6th order Cc4) approximation to the 
solution f(z) of the problem (8.4). 
REMARK 8.1. The above construction of SJ(z) and &J(Z) for the problems (8.3) and (8.4), 
respectively, is in contrast with Usmani and Warsi [19,20] and others, where the smooth solutions 
of the boundary value problems are obtained by using only the consistency relations for the spline 
functions such as the systems (4.3)-(4.5) and (4.6)-(4.8). Although, this results into a relatively 
less computation, but then only lower order approximations are achieved. 
In particular, for the problem 
f” = (1 - x)f + 1, 0 < x < 1 
(1+x)2 - - ’ 
f(O) = 1, f(l) = ;7 
(8.5) 
for which the exact solution is f(z) = l/(1 + z), we use the above procedure to construct 
the Ct4) approximate solution Sr,f(z). In Table 8.2, we illustrate <* which is computed by using 
the known exact solution, the actual values of ]]@(f - Ssf)]], 0 5 Ic < 5 and compare these with 
the corresponding right side bounds in (6.37). 
Linear Integral Equations 
Consider the linear Fredholm integral equation of the second kind 
@(xc) = /” f(5, YM(Y) dY + ti(x), z E [a,b], 
where f(z, y) E C c212)([a, b] x [c,:]) and $J(z) E C[a, b]. 
(8.6) 
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Ilf - S5f II 0.23942844 - 5 
Bound 0.91086171 - 4 
IlWf - S5f)ll 0.91008223 - 4 
Bound 0.30960098 - 2 
lie 8.2. 
19 39 
0.73603471 - 10 0.11709800 - 11 
0.61647537 - 7 0.12750912 - 8 
0.14232446 - 5 0.22238349 - 7 
0.46709008 - 5 0.19295906 - 6 
0.96751726 - 4 0.30235102 - 5 
0.28046843 - 3 0.23177642 - 4 
0.53471341- 2 0.33419778 - 3 
0.37094152 - 1 0.60972925 - 2 
0.43428389 + 0 0.54285753 - 1 
0.29196317 + 1 0.95126454 + 0 
0.19579351+ 2 0.48948577 + 1 
0.90619104 + 2 0.57347295 + 2 
0.58813777 + 3 0.29407014 + 3 
In (8.6), we can approximate f(z, y) by its biquintic Lidstone-spline interpolate, LS~f(z, y), 
which in view of (7.18) is in degenerate form, i.e., (for the simplicity of notation) can be written 
With this approximation the resulting integral equation appears as 
4(x) = 1” Wf(x:, Y)&Y) dy + +(x)7 x E [e,bl, 
C 
which determines an approximate solution 4(x). 
Equation (8.7) is the same as 
(8.7) 
where 
BP= dQ 
SC 
P,J%(~)~(Y) dy, lSP<C. (8.9) 
v=l 
From (8.8) the approximate solution i(x) can be obtained if we can determine the 6 x 1 vector 
,0 = [pfi]. For th is, we substitute (8.8) in (8.9), to obtain 
which in system form can be written as fi = Pp + q, or 
(I- PM = 47 
where P = [pij] is an < x 6 matrix 
&Bv(Y)Aj (Y) dy, 1 5 i,j I t, 
lIpUI, (8.10) 
(8.11) 
(8.12) 
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and q = [qi] is an e x 1 vector 
(8.13) 
It is clear from (8.8) and (8.11) that a unique i(z) exists if and only if the matrix (I - P) is 
nonsingular. To provide sufficient conditions for the existence of a unique 4(z), we introduce the 
operators R and 5’ on C[a, bj as follows 
R[# = Id f(x, ~/M(Y) dgl, and 
c 
S[$1 = I” -%‘f(x, yMy> & 
so that (8.6) and (8.7) in operator form can be written as 
(I- R)BI = ti (8.14) 
and 
(1 - SMI = ti, (8.15) 
respectively. 
DEFINITION 8.1. Let T : C[a, b] -+ C[a, b] be an operator defined by T[~#J] = $. We say that the 
operator T is invertible if T[q5] = $J h as a unique solution c$ E C[a, b] for each $ E C[a, b]. 
LEMMA 8.1. If (I - R) is invertible and 
0 = (d - c)llf - -@Al II(I - W’ll < 1, 
then (I - S) is invertible, i.e., (8.7) has a unique solution J(X). 
PROOF. The proof is similar to that of Lemma 3.1 in [28]. 
THEOREM 8.2. If(I- R) is invertible and (8.16) holds, then 
II4 - 611 L ~Mll and 
II4 - $11 < 47%. 
(8.16) 
1 
(8.17) 
(8.18) 
@equality (8.17) gives a priori error bound, whereas (8.18) provides a postetiori error bound.) 
PROOF. The proof is similar to that of Theorem 3.2 in [28]. I 
From Theorem 7.7 the following corollary of Theorem 8.2 is immediate. 
COROLLARY 8.3. If (I - R) is invertible, f(s, y) E PC”?“@’ ([a, b] x [c, d]), 4 L: n I 6 and p is 
such that 
fin = (Y3,n,o~nll~,nfJl + r&&o ~“~“llq,P3ll+73,rl,ofw;fllm - c)ll(~ - Wll < 1, 
then (I - S) is invertible. Moreover, (8.17) and (8.18) hold. I 
In particular, we consider the integral equation 
d(2) = I’ z(1 - ezY)@(y) dy + e” - z, x E [O,l], (8.19) 
whose exact solution is known to be 4(z) E 1. In this equation, the operator R is given by 
52 
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’ ll~~4II I max 
s O<z<l 0 
141 - e”“)l &II94 = oy~I(e” - z - 1)11441 = (e - 2)11411, -- - - 
which gives that jlRl[ 5 (e - 2) < 1. 
From the extension of Lemma 2.10 for bounded linear operators in Banach spaces, the term 
[[(I - R)-lll in 0s (Corollary 8.3) can be replaced by (3 - e)-l. With this modification the two 
error bounds (8.17) and (8.18) will be larger. We shall find i(s) and the actual value of 114 - 411, 
and compare this with the modified error bounds. 
Choosing N and M such that in Corollary 8.3, Us < 1. We first obtain the biquintic Lidstone- 
spline interpolate of the kernel f(z, y) = ~(1 - e2Y) E C (O”@)([O, l] x [0, 11). For this, in view of 
Remark 7.2, we need only to construct the cardinal Lidstone-splines si(z), 0 5 i 5 N + 5 and 
sj(y), 0 < j 5 M + 5. From (4.14) we note that only the values of c!, and ci (4),llilNneed 
to be computed for each cardinal spline as the explicit expressions of the functions ~s,~,j(z) are 
known. Thus, we need to solve the system (4.3)-(4.5) and (4.6)-(4.8). To find J(z), we need to 
solve the system (8.11) to obtain the vector p, then from (8.8) it follows that 
N-k.5 
4(x) = C sp(x)Pp + e” - 5, 
p=o 
x E [O, 11. 
In Table 8.3, we present the actual value of 114 - $11 = maz@<i<N max,,~z~li+l 11 - $(x)1, and -- 
the two modified error bounds. 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
Table 8.3. 
N=M 7 9 15 
II4 - ill 0.37330983 - 8 0.10296204 - 8 0.67617175 - 10 
& 11~11 0.42676780 - 5 0.11185281- 5 0.66665125 - 7 
us 11411 0.42676597 - 5 0.11185268 - 5 0.66665121 - 7 
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