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Seja E a álgebra de Grassmann e Ma,b(E) uma subálgebra da álgebra de matrizes Ma+b(E)
sobre E. Nosso trabalho trata da descrição das identidades graduadas satisfeitas pelas álgebras
Ma,b(E) e por seus produtos tensoriais. Como aplicação obteremos a PI-equivalência entre as
álgebras Mpr+qs,ps+qr(E) e Mp,q(E)⊗Mr,s(E) que é parte do Teorema do Produto Tensorial de
Kemer e veremos que o teorema falha em característica positiva, vamos ter somente uma das
inclusões, pelo menos no caso (r, s) = (1, 1). Trataremos também das identidades graduadas sa-
tisfeitas pelas álgebras do tipoM2n−1,2n−1(E) e E⊗n. Nossas provas são combinatoriais e contam
com a relação entre as identidades graduadas e as ordinárias, também contam com a construção
de modelos apropriados para as correspondentes álgebras relativamente livres graduadas.
Palavras-chave: Identidade graduadas, PI-equivalência, Matrizes sobre a álgebra de Gras-
smann, Álgebras relativamente livres.
Abstract
Let E be Grassmann algebra and Ma,b(E) a subalgebra of matrix algebra Ma+b(E) over
E. Our work deals with the description of the graded identities satisfied by algebras Ma,b(E)
and by their tensor products. As application we obtain a PI-equivalence between the algebras
Mpr+qs,ps+qr(E) and Mp,q(E) ⊗Mr,s(E) which is part of the Tensor Product Theorem of Ke-
mer and we shall see that the theorem fails in positive characteristic, we have only one of the
inclusions, at least in case (r, s) = (1, 1). We shall treat also of the graded identities satisfied by
the algebras of the type M2n−1,2n−1(E) and E⊗n. Our proofs are combinatorial and rely on the
relationship between ordinary and graded identities, also we rely on the construction of suitable
models for the corresponding relatively free graded algebra.
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Introdução
Seja K um corpo infinito de característica diferente de 2. Nesta dissertação todas as álgebras
serão consideradas sobre o corpo K. Denotaremos por K〈X〉 a álgebra livre gerada livremente
pelo conjunto de variáveis enumeráveis X = {x1, x2, . . .}. Um polinômio f = f(x1, . . . , xn) ∈
K〈X〉 é uma identidade polinomial para uma K-álgebra A se f se anula quando avaliado em
elementos quaisquer de A. Quando umaK-álgebra satisfaz um polinômio não nulo, ela é chamada
PI-álgebra. As identidades polinomiais satisfeitas por uma álgebra A formam um ideal, T (A),
de K〈X〉 que é fechado com respeito a todos os endomorfismos de K〈X〉, chamado um T -
ideal. Cada T -ideal de K〈X〉 é desse tipo. Descrever um T -ideal de uma álgebra qualquer é
um problema muito difícil. Descrever as identidades de uma álgebra A, significa encontrar um
conjunto gerador de polinômios para T (A), em que tal conjunto é chamado base das identidades
de A. Em 1950, Specht fez a seguinte pergunta com respeito a álgebras associativas sobre um
corpo de característica 0: Toda álgebra associativa sobre um corpo K, charK=0, possui uma
base finita para as suas identidades polinomiais? Esta pergunta ficou conhecida como Problema
de Specht. A celebrada teoria de Kemer, (veja [9]), conduz à uma classificação de T -ideais em
característica 0 e à solução positiva do problema de Specht.
Em seus trabalhos, Kemer estudou as álgebras T -primas que são álgebras cujos T -ideais são
ideais primos dentro da classe dos T -ideais na álgebra associativa livre K〈X〉. Tais T -ideais são
chamados T -primos. De acordo com a teoria de Kemer, os únicos T -ideais T -primos não triviais
em característica 0 são T (Mn(K)), T (Mn(E)) e T (Ma,b(E)), ondeMn(K) eMn(E) são álgebras
de matrizes de ordem n × n sobre K e sobre a álgebra de Grassmann E de dimensão infinita,
respectivamente e Ma,b(E) é subálgebra de Ma+b(E), (essas álgebras são descritas no Capítulo
2). Além disso, foi mostrado por Kemer, que em característica 0 valem as seguintes igualdades:
(i) T (Ma,b(E)⊗ E) = T (Ma+b(E));
(ii) T (Ma,b(E)⊗Mc,d(E)) = T (Mac+bd,ad+bc(E));
(iii) T (M1,1(E)) = T (E ⊗ E).
Este resultado é conhecido por Teorema do Produto Tensorial de Kemer, do qual segue que
o produto tensorial de duas álgebras A e B T -primas é PI-equivalente a uma álgebra T -prima,
isto é, T (A⊗B) = T (C), onde C é uma álgebra T -prima.
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Um conceito muito importante que possui uma forte relação com a teoria de Kemer é de
álgebras graduadas e suas identidades polinomiais graduadas. Seja G um grupo finito abeliano,
dizemos que uma K-álgebra A é G-graduada se ela é escrita como soma direta de subespaços
vetoriais
⊕
g∈GAg tais que AgAh ⊆ Agh, para quaisquer g, h ∈ G. Um exemplo bem comum
que podemos ter de álgebra graduada é dado pela álgebra de Grassmann E (sua construção
pode ser encontrada no Capítulo 1 e sua graduação no Capítulo 2), outro exemplo de álgebra
graduada pode ser dado pela álgebra de matrizes A = Mn(K) que possuem uma graduação
natural, G = Zn e Ag = span〈eij |j − i ≡ g(modn)〉. Claramente os conjuntos Ag definem
uma graduação para A. Aqui recordaremos brevemente as principais noções de identidades
polinomiais graduadas (a definição formal pode ser encontrada no Capítulo 2). Seja K〈X〉
uma álgebra associativa livre livremente gerada por X = {x1, x2, . . .} sobre K, e seja G um
grupo abeliano finito. Assuma que X =
⋃
g∈GXg onde Xg são conjuntos enumeráveis disjuntos.
Então a álgebra K〈X〉 é G-graduada naturalmente, pondo K〈X〉g o conjunto gerado por todos
os monômios m = xi1xi2 · · ·xin tal que xit ∈ Xgt e g1 · · · gn = g. O polinômio f(x1, . . . , xn) é
uma identidade polinomial G-graduada para a álgebra G-graduada A se f(a1, . . . , an) = 0, para
qualquer ai ∈ A de mesmo G-grau que xi. O conjunto de todas identidades G-graduadas para
A é o TG-ideal TG(A), que é fechado com respeito a todos endomorfismos graduados de K〈X〉.
Identidades graduadas se tornaram um objeto de interesse independente e muitos outros
trabalhos foram realizados após os trabalhos de Kemer nos últimos anos. Por exemplo, Koshlukov
e Azevedo em [10] descrevem bases de identidades satisfeitas pela álgebra de matrizes de ordem
2 × 2, M2(K), pela álgebra M1,1(E) e pela álgebra E ⊗ E. Em [2] eles estudam, com Fidelis,
T -ideais T -primos sobre corpos infinitos e por meio dos métodos de Regev, provam que o teorema
do produto tensorial vale somente em polinômios multilineares e que o teorema falha para o T -
ideal das álgebras M1,1(E) e E ⊗E. Di Vincenzo, em [3], descreve as identidades graduadas de
M1,1(E) em um corpo de característica 0. Vasilovsky descreve, em [19], as identidades graduadas
para álgebras de matrizes com Zn-graduação. Em [5], Di Vincenzo e Nardozza descrevem um
sistema de geradores para as identidades polinomiais graduadas das álgebrasMa,b(E) eMa,b(E)⊗
Mc,d(E), mostram também que este produto tensorial satisfaz as mesmas identidades polinomiais
graduadas queMac+bd,ad+bc(E), (essas últimas álgebras são descritas no Capítulo 2 juntamente
com suas graduações).
Nosso trabalho vai tratar da descrição das identidades graduadas satisfeitas pelas álgebras
do tipo Ma,b(E) e seus produtos tensoriais. Essas identidades serão relacionadas por meio de
construções de modelos de álgebras livres graduadas para as álgebras Ma,b(E)⊗Mc,d(E) e para
Mac+bd,ad+bc(E). Vamos estudar também as identidades satisfeitas pelas álgebrasM2n−1,2n−1(E)
e satisfeitas pelas potências tensoriais da álgebra de Grassmann, para isso introduziremos a
definição de álgebra k-supercomutativa.
Esse trabalho está estruturado em três capítulos. No primeiro capítulo são apresentados con-
ceitos básicos, mas que são fundamentais para o desenvolvimento dessa dissertação. Incluímos
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definições e noções de álgebras que são satisfeitas por identidades polinomiais, as PI-álgebras,
bem como resultados que fazem relação entre T -ideais e variedades de álgebras e que dão com-
preensão para os demais capítulos. No Capítulo 2, relembramos as definições de álgebras
graduadas, álgebras livres graduadas e identidades polinomiais graduadas e todos os resultados
do Capítulo 1 para álgebras ordinárias são aplicados para álgebras graduadas. Também nesse
capítulo, vamos descrever a graduação das álgebras de matrizes e de Grassmann e seus produ-
tos tensoriais. Ainda no Capítulo 2, vamos definir supervariedade e também introduzimos o
envoltório de Grassmann, superálgebras supercomutativas e álgebra supercomutativa livre cujas
noções vão auxiliar nos resultados do Capítulo 3.
Finalmente, no Capítulo 3, vamos estudar as identidades das álgebras Mp,q(E) ⊗Mr,s(E)
e Mpr+qs,ps+qr(E). Além disso, pondo a = pr+ qs, b = ps+ qr,m = p+ q e n = r+ s, descreve-
remos um conjunto gerador de identidades graduadas para a subálgebra Mp,q,r,s(E) de Mmn(E)
que é isomorfa à Ma,b(E), no caso quando o corpo K é infinito e charK = p 6= 2. Provaremos
que esses polinômios são identidades graduadas para a álgebra Mp,q(E) ⊗Mr,s(E) e como con-
sequência obtemos a inclusão T (Mpr+qs,ps+qr(E)) ⊆ T (Mp,q(E)⊗Mr,s(E)) para correspondentes
identidades polinomiais ordinárias. Ainda no Capítulo 3, vamos introduzir as álgebras do tipo
M2n−1,2n−1(E) e E⊗n e descreveremos bases das identidades polinomiais graduadas para estas
álgebras. Mostraremos resultados que relacionam os TG-ideias dessas álgebras sobre corpos em
características 0 e positiva diferente de 2. E por último vamos ver alguns casos do Teorema do
Produto Tensorial de Kemer.
Capítulo 1
Preliminares
Neste capítulo vamos apresentar definições e resultados que serão importantes para o desen-
volvimento do nosso trabalho. Primeiro falaremos sobre a estrutura de uma álgebra e mencio-
naremos exemplos tais como álgebra de matrizes Mn(K), depois definiremos álgebra associativa
livre, identidades polinomiais, PI-álgebras e daremos mais exemplos de álgebras que satisfa-
zem identidades polinomiais, de T -ideais e variedades. Apresentaremos também o processo de
multilinearização. Por meio deste processo, em característica 0, o estudo das identidades polino-
miais de uma dada álgebra pode ser reduzido ao estudo de identidades polinomiais multilineares.
Falaremos brevemente sobre produto tensorial e sua propriedade universal para então darmos
continuidade a novos resultados. E por último consideraremos alguns resultados básicos sobre
produtos tensoriais de PI-álgebras. Todas as álgebras consideradas serão associativas e unitárias.
1.1 Álgebras
Seja A um espaço vetorial sobre um corpo K, então:
Definição 1.1.1. Dizemos que A é uma álgebra (ou K-álgebra) se A é munido com uma operação
binária ∗ (i.e. uma função ∗ : (A,A) → A), chamada multiplicação, tal que para quaisquer
a, b, c ∈ A e qualquer α ∈ K
(a+ b) ∗ c = a ∗ c+ b ∗ c
a ∗ (b+ c) = a ∗ b+ a ∗ c
α(a ∗ b) = (αa) ∗ b = a ∗ (αb).
Usualmente denotaremos a multiplicação de A por · e escreveremos ab ao invés de a · b.
Definição 1.1.2. Dizemos que uma álgebra A é:
(i) Associativa se o produto de A é associativo, isto é, se (ab)c = a(bc), para quaisquer
a, b, c ∈ A.
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(ii) Comutativa se o produto é comutativo, isto é, se ab = ba para quaisquer a, b ∈ A.
(iii) Unitária (ou com unidade) se o produto de A possui elemento neutro, isto é, se existe
1 ∈ A tal que 1a = a1 = a para todo a ∈ A.
Mencionaremos alguns exemplos de álgebras sobre um corpo K :
Exemplo 1.1.3. L - qualquer extensão do corpo base K com a operação normal;
Exemplo 1.1.4. K[x],K[x1, x2, . . . , xn] - os polinômios em uma variável ou várias (comutando)
variáveis; K[x1, x2, . . .] a álgebra polinomial em várias variáveis enumeráveis;
Exemplo 1.1.5. Para n ∈ N, o espaço Mn(K) de todas as matrizes n× n com entradas em K
munido do produto usual de matrizes, é uma álgebra associativa com unidade de dimensão n2.
Nesta álgebra é importante destacar as matrizes unitárias eij, para 1 ≤ i, j ≤ n, onde eij é
a matriz cuja única entrada não nula é 1 na i-ésima linha e na j-ésima coluna. Essas matrizes
formam uma base para Mn(K). Mais geralmente, se A é uma álgebra, consideraremos o espaço
vetorial Mn(A) de todas as matrizes n× n com entradas em A. Tomando o produto em Mn(A)
análogo ao produto de matrizes com entradas em K, temos então uma estrutura de álgebra em
Mn(A).
Definição 1.1.6. (i) O subespaço S da álgebra A é chamado subálgebra se é fechado para a
multiplicação, i.e., s1, s2 ∈ S implica s1 · s2 ∈ S.
(ii) Um subespaço vetorial I de A é um ideal (bilateral) de A se xa, ax ∈ I, para quaisquer
x ∈ I e a ∈ A.
Seja agora, A uma álgebra e I um ideal de A. Consideremos o espaço vetorial quociente
A/I = {a+ I|a ∈ A}, sendo a+ I = {a+ x|x ∈ I}. Para cada a ∈ A, vamos denotar o elemento
a+ I por a. Temos que as operações de soma e produto por escalar são definidas por
a+ b = a+ b e λa = λa
para a, b ∈ A e λ ∈ K.
Consideremos agora o produto
· : A/I ×A/I −→ A/I
(a, b) 7−→ a · b = ab
Este produto está bem definido e é bilinear. Portanto A/I, munido dele é uma álgebra
chamada de álgebra quociente de A por I.
Definição 1.1.7. Seja A uma álgebra associativa com unidade e S um subconjunto de A. Defi-
nimos:
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(i) A subálgebra de A gerada por S, denotada por K〈S〉, como sendo a interseção de todas as
subálgebras de A que contém S ∪ {1}.
(ii) O ideal de A gerado por S como sendo a interseção de todos os ideais de A que contém S.
Se A = K〈S〉, então dizemos que S gera A como álgebra ou que S é um conjunto gerador de
A como álgebra. Uma caracterização de subálgebra gerada e ideal gerado por um conjunto de
uma álgebra associativa com unidade é dada a seguir.
Sejam A uma álgebra associativa com unidade e S um subconjunto não vazio de A. Então
(i) A subálgebra de A gerada por S coincide com o subespaço de A gerado pelo conjunto
{1, si1si2 · · · sik | i1, . . . , ik ∈ N, si ∈ S}.
(ii) O ideal de A gerado por S coincide com o subespaço de A gerado por
{ asb | s ∈ S, a, b ∈ A}.
Definição 1.1.8. Sejam A e B duas álgebras. Uma transformação linear ϕ : A → B é um
homomorfismo de álgebras se
ϕ(xy) = ϕ(x)ϕ(y)
para todo x, y ∈ A. Quando A e B possuírem unidade, vamos exigir também que ϕ(1A) = 1B.
Se ϕ : A→ B é um homomorfismo de álgebras, dizemos que ϕ é :
• Um monomorfismo, se ϕ é injetora.
• Um epimorfismo, se ϕ é sobrejetora.
• Um isomorfismo, se ϕ é biunívoca.
Quando existe um isomorfismo ϕ : A → B, dizemos que A e B são álgebras isomorfas e
denotamos por A ∼= B. Observe que ϕ−1 : B → A também é um isomorfismo.
• Um endomorfismo de A, se ϕ é um homomorfismo de A em A.
• Um automorfismo de A, se ϕ é um endomorfismo bijetivo de A.
Denotamos por:
(i) EndA o conjunto de todos os endomorfismos de A.
(ii) Imϕ a imagem de ϕ, isto é, Imϕ = { ϕ(a) | a ∈ A}.
(iii) kerϕ o núcleo de ϕ, isto é, kerϕ = { a ∈ A| ϕ(a) = 0}.
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Não é difícil ver que kerϕ é um ideal de A e que Imϕ é uma subálgebra de B.
Uma importante relação entre homomorfismos e álgebras é dada pelo
Teorema 1.1.9. [Teorema de homomorfismo de álgebras] Sejam A e B álgebras e ϕ : A → B
homomorfismo de álgebras, então:
A/ kerϕ ∼= Imϕ.
1.2 Álgebra Livre
Seja X = {x1, x2, . . .} um conjunto enumerável de variáveis não comutativas. A álgebra
livre K〈X〉 livremente gerada por X sobre K é o K-espaço com o conjunto de monômios
{xi1 · · ·xin |n = 0, 1, 2, . . .} como base.
Dizemos que xi1xi2 · · ·xin = xj1xj2 · · ·xjm quando n = m, i1 = j1, . . . , in = jn. Denotaremos
por 1 a palavra vazia (de comprimento zero). Os elementos de K〈X〉 que são chamados de
polinômios.
Consideremos agora em K〈X〉, a multiplicação definida por
(xi1xi2 · · ·xin)(xj1xj2 · · ·xjm) = xi1xi2 · · ·xinxj1xj2 · · ·xjm .
Esta multiplicação é estendida em K〈X〉 por linearidade. Munido deste produto, K〈X〉 é
uma álgebra associativa, pois esse produto é associativo e com elemento neutro 1.
Sejam A uma álgebra e h : X → A uma aplicação arbitrária, de modo que h(xi) = ai para
i ∈ N. Considerando a aplicação linear ϕh : K〈X〉 → A tal que ϕh(1) = 1A e ϕh(xi1xi2 · · ·xin) =
ai1ai2 · · · ain , temos que ϕh é um homomorfismo de álgebras e é o único satisfazendo ϕh |X= h.
Dizemos que K〈X〉 é álgebra associativa livre com unidade, livremente gerada por X.
Definimos degαm, o grau de um monômio αm, com α ∈ K, como o comprimento da palavra
m. Também degxim, o grau de m na indeterminada xi, é o número de vezes que xi aparece em
m.
Exemplo 1.2.1. Consideremos o monômio m(x1, x2, x3) = 2x1x3x32x3, temos que degx1 m = 1,
degx2 m = 3, degx3 m = 2 e o comprimento de m é 6.
Consequentemente, grau deg f de um polinômio f = f(x1, x2, . . . , xn) é o grau máximo de
um monômio em f ; degxi f , o grau de f em xi, é o maior dos degxi u, para u um monômio de f .
Dado f = f(x1, . . . , xn) ∈ K〈X〉, denotamos por f(a1, . . . , an) a imagem de f por ϕh. Note
que f(a1, . . . , an) é um elemento de A obtido por substituição dos x′is pelos a
′
is em f .
Definição 1.2.2. Seja A uma K-álgebra e f = f(x1, x2, . . . , xn) ∈ K〈X〉. Dizemos que f ≡ 0 é
uma identidade polinomial de A se f(a1, a2, . . . , an) = 0, para todo a1, a2, . . . , an ∈ A.
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Denotemos Φ o conjunto de todos os homomorfismos ϕ : K〈X〉 → A. Então é claro que
f ≡ 0 é uma identidade polinomial para A se, e somente se, f ∈
⋂
ϕ∈Φ




kerϕ. Então dados a1, . . . , an ∈ A e uma aplicação h : X → A tal que h(xi) = ai,
para i = 1, . . . , n, como K〈X〉 ser livremente gerada por X, existe um único homomorfismo
ϕ : K〈X〉 → A tal que ϕ |X= h, daí temos
f(a1, . . . , an) = f(ϕ(x1), . . . , ϕ(xn)) = ϕ(f(x1, . . . , xn)) = 0.
Logo f = f(x1, . . . , xn) é uma identidade para A. Reciprocamente, se f = f(x1, . . . , xn) é uma
identidade para A, então dado um homomorfismo arbitário ϕ : K〈X〉 → A, temos
ϕ(f(x1, . . . , xn)) = f(ϕ(x1), . . . , ϕ(xn)) = 0




Diremos usualmente que f ≡ 0 é uma identidade para A ou que A satisfaz f ≡ 0. Como o
polinômio f = 0 é uma identidade para qualquer álgebra A, fazemos a seguinte
Definição 1.2.3. Se A satisfaz uma identidade polinomial não trivial f ≡ 0, então dizemos que
A é uma PI-álgebra.
Para a, b ∈ A, seja [a, b] = ab − ba denotado o comutador de Lie de a e b. Daremos alguns
exemplos de PI-álgebras.
Exemplo 1.2.4. Se A é uma álgebra comutativa, então A é uma PI-álgebra que satisfaz a
identidade [x, y] ≡ 0.
Exemplo 1.2.5. Qualquer álgebra nilpotente é uma PI-álgebra. De fato se, An = 0, para algum
n > 1, então x1 · · ·xn ≡ 0 é uma identidade polinomial para A.
Exemplo 1.2.6. Seja A uma álgebra nil de expoente limitado. Isto significa que existe um inteiro
n ≥ 1 tal que an = 0, para todo a ∈ A. Então claramente xn ≡ 0 é uma identidade polinomial
de A.
Exemplo 1.2.7. Seja E a álgebra (exterior) de Grassmann sobre um espaço vetorial de dimensão
infinita, sobre um corpo K, com charK 6= 2. A álgebra E pode ser construída como: seja K〈X〉
a álgebra livre de posto enumerável sobre X = {x1, x2, . . .}. Se I é o ideal bilateral de K〈X〉
gerado pelo conjunto de polinômios {xixj + xjxi | i, j ≥ 1}, então E ∼= K〈X〉/I.
Se escrevermos ei = xi + I para i = 1, 2, . . ., então E tem a seguinte apresentação:
E = 〈1, e1, e2, . . . | eiej = −ejei, para todo i, j ≥ 1〉.
Observamos que se charK 6= 2, das relações, segue que e2i = 0, para todo i = 1, 2, . . ..
Denote por Sn o grupo simétrico sobre {1, . . . , n}. Note que de eiej = −ejei segue facilmente
que para qualquer 1 ≤ k < l ≤ n,
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ei1 · · · eik−1eikeik+1 · · · eil−1eileil+1 · · · ein = −ei1 · · · eik−1eileik+1 · · · eil−1eikeil+1 · · · ein .
Portanto, escrevendo qualquer permutação σ ∈ Sn, como produto de transposições, obtemos
eiσ(1) · · · eiσ(n) = (sgnσ)ei1 · · · ein,
onde sgnσ é o sinal da permutação σ (i.e., sgnσ = +1 ou −1 se σ for uma permutação par ou
uma permutação ímpar). Segue-se que
B = {1, ei1 · · · eik | 1 ≤ i1 < . . . < ik}
gera E sobre K como espaço vetorial. De fato, suponha que h =
n∑
i=1
αiwi = 0 é uma relação com
o número minimal de coeficientes não nulos αi, onde wi ∈ B, n ≥ 2. Se o elemento em aparece
em w1 mas não em w2, então emw1 = 0, emw2 6= 0 e emh =
n∑
i=1
αiemwi = 0 é uma relação com
um número menor de coeficientes não nulos, o que é uma contradição. Portanto, B é uma base
de E.
É conveniente escrever E na forma E = E0 ⊕ E1 onde
E0 = span{ei1 · · · ei2k | 1 ≤ i1 < . . . < i2k, k ≥ 0},
E1 = span{ei1 · · · ei2k+1 | 1 ≤ i1 < . . . < i2k+1, k ≥ 0}.
Temos que E0E0 +E1E1 ⊆ E0 e E0E1 +E1E0 ⊆ E1. Temos também que E0 coincide com o
centro de E. Afirmamos que E satisfaz a identidade [[x, y], z] ≡ 0. De fato, como E0 é o centro,
qualquer comutador de dois elementos de E torna-se uma combinação linear dos monômios e′is
de comprimento par. Assim [E,E] ⊆ E0 e a conclusão segue.
1.3 T-ideais e Variedades de Álgebras
Dada uma álgebra A, definimos
T (A) = {f ∈ K〈X〉 | f ≡ 0 em A},
o conjunto de identidades polinomiais de A. Claramente, T (A) é um ideal bilateral de K〈X〉.
Além disso, se f = f(x1, . . . , xn) é qualquer polinômio em T (A) e g1, . . . , gn são polinômios
arbitrários em K〈X〉, então f(g1, . . . , gn) ∈ T (A). Dessa forma, como qualquer endomorfismo de
K〈X〉 é determinado pela função x 7→ g, x ∈ X, g ∈ K〈X〉, segue que T (A) é um ideal fechado
com respeito a todos os endomorfismos de K〈X〉. Com efeito, consideremos ϕ : K〈X〉 → K〈X〉
um homomorfismo definido por ϕ(xi) = gi, xi ∈ X, gi ∈ K〈X〉, então dado f ∈ T (A), temos
ϕ(f(x1, . . . , xn)) = f(ϕ(x1), . . . , ϕ(xn)) = f(g1(xi1 , . . . , xim1 ), . . . , gn(xj1 , . . . , xjmn )).
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Logo, f(g1(xi1 , . . . , xim1 ), . . . , gn(xj1 , . . . , xjmn )) ∈ K〈X〉 assim, para um dado homomorfismo
ψ : K〈X〉 → A,
ψ ◦ ϕ(f(x1, . . . , xn)) = f(ψ(g1(xi1 , . . . , xim1 )), . . . , ψ(gn(xj1 , . . . , xjmn ))) = 0
uma vez que ψ(g1(xi1 , . . . , xim1 )), . . . , ψ(gn(xj1 , . . . , xjmn )) ∈ A. Assim ϕ(f) ∈ kerψ e daí segue
que ϕ(f) ∈ T (A).
Os ideais com essa propriedade são chamados T -ideais.
Definição 1.3.1. Um ideal I de K〈X〉 é um T -ideal se ϕ(I) ⊆ I para todo endomorfismo ϕ de
K〈X〉.
Portanto T (A) é um T -ideal de K〈X〉. Na verdade, todos os T -ideais de K〈X〉 são desse
tipo. De fato, se I é um T -ideal, então T (K〈X〉/I) = I, pois dados f(x1, . . . , xn) ∈ I e
g1, . . . , gn ∈ K〈X〉, como f(g1, . . . , gn) ∈ I, temos que
f(g1, . . . , gn) = f(g1, . . . , gn) = 0.
Disso segue que I ⊆ T (K〈X〉/I), e por outro lado, se f(x1, . . . , xn) ∈ T (K〈X〉/I), então para
xi = xi + I, temos
0 = f(x1, . . . , xn) = f(x1, . . . , xn),
isso implica que f(x1, . . . , xn) ∈ I.
Classes de T -ideais e ideais de identidades coincidem.
Definição 1.3.2. Um ideal verbal de uma álgebra A é o ideal gerado por todas substituições em A
nos elementos de um T -ideal I de K〈X〉. Em outras palavras, o ideal verbal de A correspondente
à I é o ideal gerado por
{f(a1, . . . , an) | f(x1, . . . , xm) ∈ I, ai ∈ A}.
Definição 1.3.3. Dado um subconjunto não vazio
S = {fi(x1, . . . , xni) ∈ K〈X〉|i ∈ I} ⊆ K〈X〉,
a classe de todas as álgebras A tais que f ≡ 0 em A para todo f ∈ S é chamada a variedade
V = V(S) determinada por S.
Uma variedade V é não trivial se S 6= 0 e V é própria se também V 6= 0. Por exemplo, a classe
de todas as álgebras comutativas formam uma variedade própria com S = {[x, y]}. Também, se
S = {xn}, então V(S) é a classe de todas as álgebras que são nil de expoente limitado por n.
Note que se V é a variedade determinada pelo conjunto S e 〈S〉T é o T -ideal de K〈X〉 gerado por
S, então V(S) = V(〈S〉T ) e 〈S〉T =
⋂
A∈V(S)
T (A). Assim cada variedade corresponde um T -ideal
de K〈X〉; a recíproca também é verdadeira.
8 CAPÍTULO 1. PRELIMINARES
Teorema 1.3.4. [Birkhoff] Uma classe não vazia V de álgebras é uma variedade se, e somente se,
ela é fechada em respeito de subálgebras, produtos diretos e imagens homomórficas (quocientes)
1) Subálgebras: para toda A ∈ V e para todo B ⊆ A subálgebra temos que B ∈ V;
2) Produtos diretos: se {Aγ}γ∈Γ é uma família de álgebras e Aγ ∈ V, para todo γ ∈ Γ, então∏
γ∈Γ
Aγ ∈ V;
3) Imagens homomórficas (quociente): Se ϕ : A→ B é um homomorfismo de álgebras e A ∈ V,
então ϕ(A) ∈ V. (Se A ∈ V e I CA é ideal de A, então A/I ∈ V).
A prova pode ser encontrada, por exemplo, em [6].
Agora seja V uma variedade, A ∈ V uma álgebra e Y ⊆ A um subconjunto de A. Dizemos
que A é relativamente livre sobre Y (com respeito à V), se para qualquer álgebra B ∈ V e para
qualquer função α : Y → B, existe um homomorfismo β : A → B estendendo α. Quando V é a
variedade de todas as álgebras, isto é a definição de uma álgebra livre sobre Y . A cardinalidade
de Y é chamado o posto de A.
Álgebras relativamente livres são facilmente descritas em termos de álgebras livres.
Teorema 1.3.5. Sejam X um conjunto não vazio, K〈X〉 uma álgebra livre sobre X e V uma
variedade com o correspondente ideal T (V) ⊆ K〈X〉. Então K〈X〉/T (V) é relativamente livre
sobre o conjunto X = {x + T (V) | x ∈ X}. Além disso, qualquer duas álgebras relativamente
livres com respeito a V de mesmo posto são isomorfas.
Demonstração. Seja B ∈ V e seja α : X → B uma aplicação. Defina uma função β : X → B
por β(x) = α(x + T (V)). Como K〈X〉 é álgebra livre sobre X, β pode ser estendida à um
homomorfismo β : K〈X〉 → B. Agora, se f ∈ T (V), então f é uma identidade de B, portanto
β(f) = 0. Isto mostra que T (V) ⊆ ker(β) e α estende-se à um homomorfismo α : K〈X〉/T (V)→
B, α(g + T (V)) = β(g). Assim K〈X〉/T (V) é uma álgebra relativamente livre sobre X.
Sejam agora, K1,K2 ∈ V álgebras relativamente livres de mesmo posto sobre X = {xi | i ∈ I}
e Y = {yi | i ∈ I}, respectivamente. Como K1 e K2 são álgebras relativamente livres com
respeito à V, existem homomorfismos α1 : K1 → K2 e α2 : K2 → K1 tais que α1(xi) = yi e
α2(yi) = xi, para todo i ∈ I. É claro que α1α2 e α2α1 são as funções identidades sobre Y e X,
respectivamente. Portanto α1, α2 são isomorfismos e K1 ∼= K2. 
A correspondência entre T -ideais e variedades é bem entendida.
Teorema 1.3.6. Existe uma correspondência 1-1 entre T -ideais de K〈X〉 e variedades de ál-
gebras. Nesta correspondência uma variedade V corresponde à um T -ideal de suas identidades
T (V) e um T -ideal I à uma variedade de álgebras satisfazendo todas as identidades de I. Ou
seja I1 ⊆ I2 se, e somente se, V ar(I2) ⊆ V ar(I1), para quaisquer T -ideais I1 e I2 de K〈X〉.
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Demonstração. Se I1 e I2 são dois T -ideais, com I1 6= I2, então existe, digamos, f ∈ I1\I2.
Mas então, V(I1) 6= V(I2) uma vez que K〈X〉/I2 não satisfaz f e daí K〈X〉/I2 ∈ V(I2) mas
K〈X〉/I2 /∈ V(I1).
Agora se V1 e V2 são duas variedades, V1 6= V2, existe, digamos, A ∈ V1\V2. Portanto existe
f ∈ T (V2) tal que f /∈ T (A). Como T (A) ⊇ T (V1), segue que T (V1) 6= T (V2). 
Se V é uma variedade e A é uma K-álgebra tal que T (A) = T (V) (por exemplo, A =
K〈X〉/T (V)), então dizemos que V é uma variedade gerada por A e escrevemos V = var(A).
Também, referiremos à K〈X〉/T (V) como a álgebra relativamente livre da variedade V de posto
|X|.
1.4 Polinômios Homogêneos e Multilineares
Quando um corpo K é infinito, o estudo das identidades de uma dada álgebra pode ser
reduzido ao estudo de polinômios homogêneos.




n ⊕K(1)n ⊕K(2)n ⊕ . . .
onde, para cada k ≥ 0, K(k)n é o subespaço gerado por todos os monômios de grau total k. Se
Kn é não unitária, k ≥ 1. Como K(i)n K(j)n ⊆ K(i+j)n , para todo i, j ≥ 1, dizemos que Kn é
graduado por grau ou que ele tem uma estrutura de álgebra graduada. Os K(i)n ’s são chamados
de componentes homogêneas de Kn. Esta decomposição pode ser ainda mais refinada como







onde K(i1,...,in)n é o subespaço gerado por todos os monômios de grau i1 em x1, . . . , in em xn.
Claramente K(i1,...,in)n K
(j1,...,jn)
n ⊆ K(i1+j1,...,in+jn)n e neste caso dizemos que Kn é multigraduado.
Definição 1.4.1. Um polinômio f pertencente a K(k)n , para algum k ≥ 1, será chamado homogê-
neo de grau k. Se f pertence a algum K(i1,...,in)n , ele será chamado multihomogêneo de multigrau
(i1, . . . , in). Diremos que um polinômio f é homogêneo na variável xi se xi aparece com o mesmo
grau em cada monômio de f .
Exemplo 1.4.2. Consideremos os polinômios f(x1, x2, x3) = 2x1x22x3 − x2x3x2x1 + 3x2x1x3x2
e g(x1, x2, x3) = 3x21x2 − 4x1x32x1 − x1x2x1x3. Temos que f é multihomogêneo, enquanto que g
é homogêneo somente em x1.
Se f(x1, . . . , xn) ∈ K〈X〉 podemos sempre escrever





onde f (i1,...,in) ∈ K(i1,...,in)n é a soma de todos os monômios em f onde x1, . . . , xn aparece em
grau i1, . . . , in, respectivamente. Os polinômios f (i1,...,in) que são não nulos são chamados de
componentes multihomogêneos de f .
Exemplo 1.4.3. Seja f(x1, x2, x3) = x1x3 + 2x2x3x2−x22x3. Temos que x1x3 e 2x2x3x2−x22x3
são as duas componentes multihomogêneas de f , sendo que a primeira tem multigrau (1, 0, 1)
enquanto que a segunda tem multigrau (0, 2, 1).
Um resultado muito importante para o nosso trabalho é o:
Teorema 1.4.4. Seja K um corpo infinito. Se f ≡ 0 é uma identidade polinomial para a álgebra
A, então cada componente multihomogênea de f é ainda uma identidade polinomial para A.
Demonstração. Para cada variável xt, 1 ≤ t ≤ n, podemos decompor f =
m∑
i=0
fi, onde fi é a
soma de todos os monômios de f em que xt aparece em grau i e m = degxt f é o grau de f em
xt. Por indução, é suficiente provar que, para cada variável xt, fi ≡ 0 para todo i ≥ 0. Sejam
α0, α1, . . . , αm elementos distintos de K. Claramente, para cada j = 0, . . . ,m,
f(x1, . . . , αjxt, . . . , xn) ≡ 0
é ainda uma identidade para A. Como cada fi é homogêneo em xt de grau i,
fi(x1, . . . , αjxt, . . . , xn) = α
i
jfi(x1, . . . , xt, . . . , xn).
Portanto
f(x1, . . . , αjxt, . . . , xn) =
m∑
i=0
αijfi(x1, . . . , xn) ≡ 0, (1.1)
em A, para todo j = 0, . . . ,m. Escreva a matriz de Vandermonde
∆ =

1 1 · · · 1
α0 α1 · · · αm
...
... · · · ...
αm0 α
m
1 · · · αmm

Então (1.1) diz que para cada a1, . . . , an ∈ A, se escrevermos fi(a1, . . . , an) = f i, então
(f0, . . . , fm)∆ = 0.
Como o determinante de Vandermonde det(∆) =
∏
0≤i<j≤m
(αj − αi) é não nulo, segue que f0 ≡
0, . . . , fm ≡ 0 são identidades de A. A prova portanto está completa. 
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Note que o resultado anterior é ainda válido se K é um corpo finito tal que |K| > degf .
Por outro lado, se K é um corpo com q elementos, K satisfaz a identidade xq − x ≡ 0, mas as
componentes homogêneas desta identidade não se anulam em K.
Uma das consequências mais importantes do Teorema 1.4.4 é que sobre um corpo infinito cada
T-ideal é gerado por seus polinômios multihomogêneos. Entre os polinômios multihomogêneos
um papel especial é desempenhado pelos multilineares.
Definição 1.4.5. Um polinômio f(x1, . . . , xn) na álgebra associativa livre K〈X〉 é multilinear de
grau n se f é multihomogêneo de grau (1, . . . , 1) em K〈x1, . . . , xn〉 ⊂ K〈X〉. Denotamos por Pn
o espaço vetorial de todos os polinômios em K〈X〉 que são multilineares de grau n. Claramente,
Pn é de dimensão n! e possui uma base
{xσ(1) · · ·xσ(n) | σ ∈ Sn}.
Como em um polinômio multilinear f(x1, . . . , xn) cada variável aparece em cada monômio
em grau 1, é claro que este polinômio é sempre da forma
f(x1, . . . , xn) =
∑
σ∈Sn ασxσ(1) · · ·xσ(n)
onde ασ ∈ K e Sn é o grupo simétrico sobre {1, . . . , n}.
Observação 1.4.6. Se f é um polinômio multilinear e g1, . . . , gn ∈ K〈X〉 são tais que gi =
mi∑
j=1
wij em que wij são monômios, então f(g1, . . . , gn) é uma soma de termos f(w1j1 , . . . , wnjn).
Observação 1.4.7. Seja A uma K-álgebra gerada como espaço vetorial por um conjunto B sobre
K. Se f é um polinômio multilinear que se anula em B, então f é uma identidade polinomial
de A.
Demonstração. Sejam a1 =
∑
α1iui, . . . , an =
∑
αniui elementos de A onde ui’s são elementos
de B, αji ∈ K. Então, uma vez que f(x1, . . . , xn) é linear em cada variável, f(a1, . . . , an) =∑
i1,...,in
α1i1 · · ·αninf(ui1 , . . . , uin) = 0. 
Definição 1.4.8. Seja S um conjunto de polinômios em K〈X〉 e f ∈ K〈X〉. Dizemos que f é
uma consequência dos polinômios de S (ou f segue dos polinômios de S) se f ∈ 〈S〉T , o T-ideal
gerado pelo conjunto S.
Definição 1.4.9. Dois conjuntos de polinômios são equivalentes se eles geram o mesmo T-ideal.
Dizemos que duas álgebras A e B são PI-equivalentes se elas satisfazem as mesmas identidades
polinomiais, isto é, T (A) = T (B). Neste caso escrevemos A ∼ B.
Seja f(x1, . . . , xn) ∈ K〈X〉 um polinômio multihomogêneo de grau k em x1. Considere
também as variáveis y1, y2 de X, distintas de x2, . . . , xn. Substituindo a variável x1 de f por
y1 + y2, obtemos o polinômio
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h(y1, y2, . . . , xn) = f(y1 + y2, . . . , xn).
Desenvolvendo o polinômio da direita, encontramos uma componente homogênea de grau 1 em
y1. Chamando essa componente homogênea de h1, tem-se que degy2 h1 = k − 1 e que
h1(x1, x1, . . . , xn) = kf(x1, . . . , xn).
Em particular, temos
Exemplo 1.4.10. Consideremos o polinômio f(x1, x2) = x2x21 + x1x2x1. Notamos que f é
multihomogêneo de grau 2 em x1. Sendo y1, y2 ∈ X, obtemos
f(y1 + y2, x2) = x2(y1 + y2)
2 + (y1 + y2)x2(y1 + y2) =
x2y
2
1 + x2y1y2 + x2y2y1 + x2y
2
2 + y1x2y1 + y1x2y2 + y2x2y1 + y2x2y2.
Logo, h1(y1, y2, x2) = x2y1y2 + x2y2y1 + y1x2y2 + y2x2y1 e daí h1(x1, x1, x2) = 2f(x1, x2).
Com essa informação em mãos, temos o seguinte teorema.
Teorema 1.4.11. Se charK = 0, cada polinômio não nulo f ∈ K〈X〉 é equivalente a um
conjunto finito de polinômios multilineares.
Demonstração. Examinaremos mais de perto o processo de multilinearização. Pelo Teorema
1.4.4, f é equivalente ao conjunto de suas componentes homogêneas. Portanto, podemos assumir
que f = f(x1, . . . , xn) é multihomogêneo. Aplicaremos o processo de multilinearização à f : se
degx1 f = d > 1, então escrevemos
f(y1 + y2, x2, . . . , xn) =
d∑
i=0
gi(y1, y2, x2, . . . , xn)
onde degy1 gi = i, degy2 gi = d− i e degxt gi = degxt f , para todo t = 2, . . . , n.
Então todos os polinômios gi = gi(y1, y2, x2, . . . , xn), i = 1, . . . , d − 1, são consequências de
f .
Note que para cada i,





f(y1, x2, . . . , xn).




) 6= 0, portanto f é uma consequência de qualquer gi, i = 1, . . . , d− 1.
Aplicamos um argumento de indução para completar a prova. 
Observamos que a hipótese de característica zero pode ser mudado para charK > degf e o
resultado acima é ainda válido.
Corolário 1.4.12. Se charK = 0 e I é um T -ideal, então I é gerado por seus polinômios
multilineares.
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Demonstração. Como charK = 0, K é um corpo infintito e portanto I é um ideal gerado por
seus polinômios multihomogêneos. Seja f = f(x1, . . . , xn) ∈ I um polinômio multihomogêneo.
Como I é um T -ideal, temos que h(y1, y2, x2, . . . , xn) = f(y1 + y2, x2, . . . , xn) ∈ I. Então, por
K ser um corpo infinito, h1(y1, y2, x2, . . . , xn) ∈ I, onde h1 é a componente homogênea de h em
que y1 tem grau 1. Da igualdade h1(x1, x1, x2, . . . , xn) = kf(x1, x2, . . . , xn), e pela hipótese de
charK = 0, segue que f é consequência de h1(y1, y2, x2, . . . , xn). Assim, continuando o processo
de linearização para h1, encontraremos h2 e então h1 será consequência de h2. Dessa forma,
concluiremos que f é consequência de algum polinômio multilinear e é equivalente a ele. 
Definição 1.4.13. Seja A uma PI-álgebra com T -ideal T (A). A dimensão dos polinômios
multilineares em K〈X〉 módulo as identidades polinomiais de A é chamada a n-ésima codimensão
do T -ideal T (A) ou das identidades polinomiais de A e é denotado por cn(A) (ou por cn(V) se
considerarmos o T -ideal das identidades polinomiais da variedade V), i.e.,
cn(A) = dimPn/(Pn ∩ T (A)), n = 0, 1, 2, . . ..
Esta sequência é chamada a sequência das codimensões do T -ideal T (A).
1.5 Produto Tensorial e Elementos Genéricos
Definição 1.5.1. Sejam V e W espaços vetoriais, sobre o corpo K, com bases {vi | i ∈ I} e
{wj | j ∈ J}, respectivamente. O produto tensorial V ⊗W = V ⊗K W de V e W é o espaço












αiβj(vi ⊗ wj), αi, βj ∈ K.
Os elementos v ⊗ w satisfazem
(v1 + v2)⊗ w = (v1 ⊗ w) + (v2 ⊗ w)
v ⊗ (w1 + w2) = (v ⊗ w1) + (v ⊗ w2)
(λv)⊗ w = λ(v ⊗ w)
v ⊗ (λw) = λ(v ⊗ w)
para quaisquer v1, v2, v ∈ V,w1, w2, w ∈W e λ ∈ K.
Sejam A e B K-álgebras e consideremos em A⊗B o produto bilinear definido por
· : (A⊗B)× (A⊗B) −→ (A⊗B)
((a1 ⊗ b1), (a2 ⊗ b2)) 7−→ (a1 ⊗ b1) · (a2 ⊗ b2) = a1a2 ⊗ b1b2.
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O espaço vetorial, munido com este produto, é uma K-álgebra chamada de produto tensorial
das álgebras A e B.
Exemplo 1.5.2. Sendo A uma K-álgebra, a transformação linear
Φ : Mn(K)⊗A −→ Mn(A)
eij ⊗ a 7−→ aeij
onde aeij é a matriz de Mn(A) que tem a na entrada (i, j) e 0 nas demais, é um isomorfismo de
álgebras. De fato, primeiramente, note que {aeij | 1 ≤ i, j ≤ n, a ∈ β} é uma base para Mn(A)
como espaço vetorial, onde β é uma base de A. Considere a tranformação linear
Ψ : Mn(A) −→ Mn(K)⊗A























Dessa forma, Ψ = Φ−1 e assim Φ é bijetiva. Mostraremos agora que Φ é um homomorfismo de





0, se j 6= v
abeiw, se j = v
.
Se j 6= v, temos que
Φ((eij ⊗ a)(evw ⊗ b)) = Φ(eijevw ⊗ ab) = Φ(0⊗ ab) = 0 = aeijbevw = Φ(eij ⊗ a)Φ(evw ⊗ b).
Se j = v, segue-se que
Φ((eij ⊗ a)(evw⊗ b)) = Φ(eijevw⊗ ab) = Φ(eiw⊗ ab) = abeiw = aeijbevw = Φ(eij ⊗ a)Φ(evw⊗ b).
Assim, Φ é um homomorfismo das álgebras Mn(K)⊗A e Mn(A).
Portanto, Mn(K)⊗A ∼= Mn(A) como álgebras.




a11 a12 · · · a1m





am1 am2 · · · amm
 ∈Mm(K) e y =

b11 b12 · · · b1n





bn1 bn2 · · · bnn
 ∈Mn(K)




a11 ⊗ y a12 ⊗ y · · · a1m ⊗ y





am1 ⊗ y am2 ⊗ y · · · amm ⊗ y
,
onde
aij ⊗ y =

aij · b11 aij · b12 · · · aij · b1n





aij · bn1 aij · bn2 · · · aij · bnn

para todo i, j = 1, . . . , n, e obtemos
x⊗ y =

a11b11 · · · a11b1n · · · · · · a1mb11 · · · a1mb1n


















am1b11 · · · am1b1n · · · · · · ammb11 · · · ammb1n







am1bn1 · · · am1bnn · · · · · · ammbn1 · · · ammbnn

∈Mmn(K).
Portanto Mmn(K) ∼= Mm(Mn(K)) e daí, Mm(K) ⊗Mn(K) ∼= Mmn(K) e o isomorfismo é
dado por
Φ : Mm(K)⊗Mn(K) −→ Mmn(K)
eij ⊗ evw 7−→ en(i−1)+v,n(j−1)+w
.
Este produto é conhecido como produto de Kronecker.
Caracterização por uma propriedade universal
Sejam V e W espaços vetoriais sobre o corpo K e seja ϕ : V ×W → L uma aplicação bilinear
onde L é um espaço vetorial. Então, associado a ϕ está a transformação linear h : V ⊗W → L.
Essa propriedade é formalizada da seguinte maneira: considere um espaço vetorial V ⊗ W e
⊗ : V ×W → V ⊗W uma aplicação linear. O par (V ⊗W,⊗) satisfaz a propriedade universal
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Assim, para todo espaço vetorial L e para toda aplicação bilinear ϕ : V ×W → L existe uma
única aplicação linear h : V ⊗W → L tal que ϕ = h ◦ ⊗. Além disso, se (T, g) é um outro par
satisfazendo a mesma propriedade universal, então T ∼= V ⊗W .
O produto tensorial também opera em funções lineares entre espaços vetoriais. Especifica-
mente, dadas duas funções lineares S : V → X e T : W → Y entre espaços vetoriais, o produto
tensorial das duas funções lineares S e T é uma função linear
S ⊗ T : V ⊗W → X ⊗ Y
dada por
(S ⊗ T )(v ⊗ w) = S(v)⊗ T (w), v ∈ V , w ∈W .
Mais que dois espaços vetoriais
A construção e a propriedade universal do produto tensorial pode ser estendida para mais
que dois espaços vetoriais. Por exemplo, suponha que V1, V2 e V3 são três espaços vetoriais. O
produto tensorial V1⊗V2⊗V3 é definido justamente com uma função trilinear a partir do produto
direto
ϕ : V1 × V2 × V3 → V1 ⊗ V2 ⊗ V3
de modo que, qualquer função trilinear F a partir de um produto direto a um espaço vetorial W
F : V1 × V2 × V3 →W
fatora-se unicamente como
F = L ◦ ϕ
onde L é uma função linear. O produto tensorial é caracterizado unicamente com essa pro-
priedade, até um isomorfismo único. Esta construção está relacionada com repetidos produtos
tensoriais de dois espaços vetoriais. Por exemplo, se V1, V2 e V3 são três espaços vetoriais, então
são isomorfos (naturalmente)
V1 ⊗ V2 ⊗ V3 ∼= V1 ⊗ (V2 ⊗ V3) ∼= (V1 ⊗ V2)⊗ V3.
Mais geralmente, o produto tensorial de uma família indexada arbitrariamente Vi, i ∈ I, é definido
para ser universal em relação a aplicações multilineares do produto direto
∏
i∈I Vi.
Observação 1.5.4. Sendo V,W e U espaços vetoriais sobre K, valem:
(i) K ⊗ V ∼= V ;
(ii) Kn ⊗ V ∼= V n;
(iii) W ⊗ V ∼= V ⊗W ;
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(iv) Se v ∈ V e w ∈W , então v ⊗ w 6= 0⇔ v 6= 0 e w 6= 0;
(v) (V ⊗W )⊗ U ' V ⊗ (W ⊗ U);
(vi) Se S1 = {vi | i ∈ I} e S2 = {wj | j ∈ J} subconjuntos linearmente independentes de V
e W , respectivamente, então o conjunto S = {vi ⊗ wj | i ∈ I e j ∈ J} é um subconjunto
linearmente independente de V ⊗W ;
(vii) Sejam X1 = {vi | i ∈ I} e X2 = {wi | i ∈ I} subconjuntos de vetores não nulos de V e W .
Se X1 ou X2 é linearmente independente, então X = {vi ⊗ wi | i ∈ I} é um subconjunto
linearmente independente de V ⊗W ;
(viii) Se dim(V ) = m e dim(W ) = n então dim(V ⊗W ) = mn.
Estas propriedades podem ser verificadas com o uso da propriedade universal.
Tendo em mãos a Definição1.4.13 de sequência das codimensão e de produto tensorial po-
demos introduzir os seguintes teoremas. A prova do próximo teorema pode ser encontrada em
[7].
Teorema 1.5.5. [Regev] Se a álgebra A satisfaz uma identidade de grau d ≥ 1, então
cn(A) ≤ (d− 1)2n.
Teorema 1.5.6. Sejam A e B duas PI-álgebras sobre um corpo arbitrário K. Então
cn(A⊗B) ≤ cn(A)cn(B),
para todo n ≥ 1.
Demonstração. Sejam A e B álgebras relativamente livres de postos enumeráveis nas variedades
var(A) e var(B), respectivamente. Denotamos por {u1, u2, . . .} um conjunto de geradores livres
de A e {v1, v2, . . .} um conjunto de geradores livres de B. Vamos escrever p = cn(A), q = cn(B).
Sejam m1, . . . ,mp ∈ A monômios multilineares linearmente independentes nos elementos
u1, . . . , un e sejam r1, . . . , rq ∈ B monômios multilineares linearmente independentes em v1, . . . , vn.
Então, para todo polinômio multilinear f(x1, . . . , xn), um elemento f(u1 ⊗ v1, . . . , un ⊗ vn) em
A⊗B, pode ser escrito como uma combinação linear de mi ⊗ rj , 1 ≤ i ≤ p, 1 ≤ j ≤ q.
Portanto, para quaisquer polinômios multilineares f1, . . . , fpq+1 pode-se encontrar escalares
não triviais α1, . . . , αpq+1 ∈ K tais que
(α1f1 + · · ·+ αpq+1fpq+1)(u1 ⊗ v1, . . . , un ⊗ vn) =
α1f1(u1 ⊗ v1, . . . , un ⊗ vn) + · · ·+ αpq+1fpq+1(u1 ⊗ v1, . . . , un ⊗ vn) = 0
em A⊗B.
Vamos escrever g = α1f1 + · · ·+ αpq+1fpq+1. Pela definição de álgebra relativamente livre e
pelas propriedades de produto tensorial, qualquer função ui → ai ∈ A, vi → bi ∈ B, i = 1, . . . , n,
pode ser estendida a um homomorfismo ϕ : A⊗B → A⊗B. Segue que
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g(a1 ⊗ b1, . . . , an ⊗ bn) = 0
para quaisquer a1, . . . , an ∈ A, b1, . . . , bn ∈ B. Uma vez que g é multilinear, g é uma identidade
de A⊗B. Portanto a dimensão de Pn módulo Pn ∩ T (A⊗B) não excede pq = cn(A)cn(B) e a
prova do teorema está completa. 
Teorema 1.5.7. Se A e B são duas PI-álgebras, então A⊗B é também uma PI-álgebra.
Demonstração. Pelo Teorema 1.5.5 existe inteiros d e l tais que cn(A) ≤ dn e cn(B) ≤ ln para
qualquer n ≥ 1. Então
cn(A⊗B) ≤ (dl)n,
para todo n. Uma vez que para qualquer k, n! > kn para n suficientemente grande, existe m tal
que cm(A⊗B) < m!, i.e., A⊗B satisfaz uma identidade multilinear não trivial de grau m. 
Seja K um corpo infinito, A uma K-álgebra e C uma K-álgebra comutativa não nil e
considere a K-álgebra A⊗K C.
Lema 1.5.8. Seja f = f(x1, . . . , xn) ∈ K〈X〉. Então f é uma identidade polinomial de A⊗K C
se, e somente se, f é identidade polinomial para A.
Demonstração. Por K ser corpo infinito, pelo Teorema 1.4.4 podemos considerar f(x1, . . . , xn)
multihomogêneo de multigrau (m1, . . . ,mn). Suponhamos que f é uma identidade polinomial
para A⊗K C, então dados a1, . . . , an ∈ A, c1, . . . , cn ∈ C, temos
f(a1 ⊗ c1, . . . , an ⊗ cn) = f(a1, . . . , an)⊗ cm11 . . . cmnn = 0,
como C é uma álgebra não nil e cm11 . . . c
mn
n 6= 0, para alguns c1, . . . , cn ∈ C, segue que
f(a1, . . . , an) = 0 e f é identidade para A.
Vamos supor agora que f é identidade polinomial para A. Para a1, . . . , an ∈ A = A ⊗K C
precisamos mostrar que f(a1, . . . , an) = 0. Suponha primeiro que a1 = a1⊗ c1, . . . , an = an⊗ cn.
Então
f(a1, . . . , an) = f(a1, . . . , an)⊗ cm11 · · · cmnn = 0
e concluímos este caso.
Agora, sejam a1 = b1 ⊗ d1 + b2 ⊗ d2, a2 = a2 ⊗ c2, . . . , an = an ⊗ cn. Então
f(a1, . . . , an) = f(b1 ⊗ d1, a2 ⊗ c2, . . . , an ⊗ cn) + f(b2 ⊗ d2, a2 ⊗ c2, . . . , an ⊗ cn) +∑m1−1
i=1 fi(b1 ⊗ d1, b2 ⊗ d2, a2 ⊗ c2, . . . , an ⊗ cn)
onde
f(x1 + y1, x2, . . . , xn)− f(x1, x2, . . . , xn)− f(y1, x2, . . . , xn) =
∑m1−1
i=1 fi(x1, y1, x2, . . . , xn)
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Os fi’s são as linearizações parciais e degx1 fi = i. Como todos os polinômios fi da igualdade
acima são consequências multihomogêneas de f , pelo Teorema 1.4.4, os fi’s são identidades
polinomiais para A. Pela primeira parte da prova, segue que f(a1, . . . , an) = 0 também neste
caso. Pela generalização deste argumento para a1 =
∑
i
a1i ⊗ c1i, . . . , an =
∑
i
ani ⊗ cni ∈ A,
aij ∈ A, cij ∈ C, escrevemos f(a1, . . . , an) como uma soma de expressões da forma
g = g(ai1j1 ⊗ ci1j1 , . . . , aikjk ⊗ cikjk)
onde g = g(x1, . . . , xk) é uma consequência multihomogêneos de f . Novamente pela primeira
parte da prova obtemos g = 0. 
Como uma aplicação do lema anterior, encontraremos uma forma explícita para uma álgebra
relativamente livre de uma variedade gerada por uma álgebra de dimensão finita. Esta álgebra
será gerada por “elementos genéricos”.
Seja A uma álgebra de dimensão finita sobre um corpo K. Coloquemos dimK A = m e
consideremos {u1, . . . , um} uma base de A sobre K. Seja ξ(i)j , i ≥ 1, 1 ≤ j ≤ m, variáveis
e seja K[ξ(i)j | i ≥ 1, 1 ≤ j ≤ m] o anel de polinômios comutativos sobre K nessas variáveis.
Construimos B = A⊗K K[ξ(i)j ], o produto tensorial das álgebras A e K[ξ(i)j ].
Definição 1.5.9. Os elementos ξ(i) =
m∑
j=1
uj ⊗ ξ(i)j , i = 1, 2, . . . são chamados elementos gené-
ricos. A subálgebra A˜ de B gerada por ξ(1), ξ(2), . . . sobre K é chamada a álgebra de elementos
genéricos de A.
Teorema 1.5.10. Se K é infinito, a álgebra A˜ é uma álgebra relativamente livre de posto enu-
merável da variedade var(A), i.e., A˜ ∼= K〈X〉/T (A), onde X é enumerável.
Demonstração. Seja X = {x1, x2, . . .} enumerável e seja ψ : K〈X〉 → A˜ o epimorfismo induzido
pela aplicação xi 7→ ξ(i), i = 1, 2, . . . . Pelo Teorema 1.1.9,
K〈X〉/ kerψ ∼= A˜.
Para provar o teorema, basta verificarmos que kerψ = T (A).
Provaremos primeiro que T (A) ⊆ kerψ. Seja f = f(x1, . . . , xn) ∈ T (A), então f(a1, . . . , an) =
0 para quaisquer a1, . . . , an ∈ A. Para provarmos essa inclusão, devemos ter que ψ(f) = 0, para
todos a1, . . . , an ∈ A.
ψ(f(x1, . . . , xn)) = f(ψ(x1), . . . , ψ(x1)) = f(ξ
(1), . . . , ξ(n)),
Pelo Lema 1.5.8, T (A⊗K[ξ(i)j ]) = T (A), portanto f(ξ(1), . . . , ξ(n)) = 0 e T (A) ⊆ kerψ.
Suponha agora que g = g(x1, . . . , xn) ∈ kerψ, ou seja, g(ξ(1), . . . , ξ(n)) = 0 em A˜ e sejam
a1, . . . , an elementos arbitrários de A, os ai’s são combinações lineares da base {u1, . . . , um} de
A,







com λ(i)1 , . . . , λ
(i)
m ∈ K. Como K[ξ(i)j ] é álgebra comutativa livre de posto enumerável, qualquer
função ξ(i)j → λ(i)j estende-se à um homomorfismo K[ξ(i)j ]→ K. Portanto, devido à propriedade
universal do produto tensorial, as funções
id : A→ A, a 7→ a,
g : K[ξ
(i)
j ]→ K, ξ(i)j 7→ λ(i)j ,
onde 1 ≤ i ≤ n, 1 ≤ j ≤ m, estendem-se a um homomorfismo ϕ : A ⊗ K[ξ(i)j ] → A tal que
ϕ(ξ(i)) = ai, 1 ≤ i ≤ n. Portanto,
0 = ϕ(0) = ϕ(g(ξ(1), . . . , ξ(n))) = g(ϕ(ξ(1)), . . . , ϕ(ξ(n))) = g(a1, . . . , an).
Como a1, . . . , an são elementos arbitrários de A, g(x1, . . . , xn) ≡ 0 é uma identidade de A e então
segue que kerψ = T (A). 
Observação 1.5.11. Segue do Teorema 1.5.10 que, f = f(x1, . . . , xn) ∈ T (A) se, e somente se,
f(ξ(1), . . . , ξ(n)) = 0.
Um caso especial de nosso interesse é quando A = Mn(K) é a álgebra de matrizes n × n
sobre K. Neste caso, escolhendo as unidades matriciais eij ’s como uma base para Mn(K), temos
a álgebra polinomial K[ξ(t)ij ] nas variáveis ξ
(t)










é a matriz com entradas ξ(t)ij . Os elementos ξ
(t) são chamados matrizes genéricas n×n e a álgebra
K{ξ} = M˜n(K) = K〈ξ(1), ξ(2), . . .〉 é chamada a álgebra de matrizes genéricas n × n sobre K.
Assim do teorema anterior temos o seguinte
Corolário 1.5.12. A álgebra K{ξ} de matrizes genéricas n× n sobre o corpo infinito K é uma
álgebra relativamente livre de posto enumerável na variedade gerada por Mn(K).
Capítulo 2
Álgebras Graduadas
Aqui estudaremos a estrutura de álgebra graduada por um grupo abeliano finito, daremos
alguns exemplos, definiremos os tipos de graduação para a álgebra de matrizes Mn(K), para
os quais vamos exemplificar. Depois, descreveremos a graduação do produto tensorial de duas
álgebras graduadas quaisquer e então aplicaremos esta descrição no produto tensorial da álgebra
de matrizes e a álgebra de Grassmann e nas subálgebras deste produto tensorial. Vamos tratar das
definições de álgebra livre graduada, TG-ideais de álgebras graduadas e por fim introduziremos
a noção de superálgebra e variedade de superálgebras. Também falaremos sobre o envoltório
de Grassmann e o envoltório supercomutativo de uma superálgebra e mencionaremos a relação
entre superálgebras simples e o envoltório de Grassmann.
2.1 Álgebras Graduadas
Seja A uma álgebra sobre um corpo K e seja G um grupo finito abeliano qualquer.




Ag tais que para todo g, h ∈ G, AgAh ⊆ Agh.
Da definição é claro que qualquer a ∈ A pode ser unicamente escrito como uma soma a =∑
g∈G
ag com ag ∈ Ag. O subespaço Ag é chamado componente homogênea de A, g ∈ G. Portanto,
um elemento a ∈ A é homogêneo (ou homogêneo de grau g) se a ∈ Ag, neste caso, denotaremos
o seu G-grau por ∂G(a) = g.
Um subespaço B ⊆ A é graduado ou homogêneo se B =
⊕
g∈G
(B ∩ Ag). Em outras palavras,
B é graduado se, para qualquer b ∈ B, b =
∑
g∈G
bg implica que bg ∈ B, para todo g ∈ G.
Similarmente, podemos definir subálgebras graduadas, ideais graduados, etc.
Exemplo 2.1.2. Qualquer álgebra pode ser graduada por qualquer grupo G pondo Ae = A e
Ag = 0 para qualquer g 6= e. Esta graduação é chamada trivial.
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Exemplo 2.1.3. A álgebra de Grassmann E possui uma Z2-graduação natural: E = E0 ⊕ E1
onde E0 é o subespaço dos monômios de comprimento par e E1 dos monômios de comprimento
ímpar sobre geradores de E.
Mais geralmente, as álgebras Z2-graduadas são chamadas superálgebras.
Definição 2.1.4. Se A = A0 ⊕ A1, então é dita uma superálgebra. Os subespaços A0 e A1 são
chamados as componentes par e ímpar de A, respectivamente.
Considere n um inteiro positivo e




Definição 2.1.5. A graduação acima é dita elementar, se existe uma n-upla g = (g1, . . . , gn) ∈
Gn tal que eij ∈ Ag−1i gj .
Definição 2.1.6. A graduação acima é chamada fina se para qualquer g ∈ G temos dimAg ≤ 1.
Aqui daremos dois exemplos de graduação sobre A = Mn(K), o primeiro sendo graduação
elementar enquanto o segundo é fina.
Exemplo 2.1.7. Seja G = Zn e para cada λ ∈ Zn tomemos o subespaço Aλ = 〈eij | j − i = λ〉.
Observe que A0 é o conjunto das matrizes diagonais. Do fato do conjunto {eij | 1 ≤ i, j ≤ n} ser





Agora, para ver que esta decomposição define uma Zn-graduação em A, basta observar que
eijevw =
{
0, se j 6= v
eiw, se j = v
donde Aλ1Aλ2 ⊆ Aλ1+λ2, para λ1, λ2 ∈ Zn. Observe que os Zn-graus das matrizes em A =
Mn(K) estão posicionados como
0 1 · · · n− 2 n− 1






2 3 · · · 0 1
1 2 · · · n− 1 0

Em particular, temos o seguinte exemplo: seja A = M2(K) e seja G = Z2. Então definimos
A0 = span〈e11, e22〉, A1 = span〈e12, e21〉.
Exemplo 2.1.8. Agora suponha G = Zn × Zn, e seja ω ∈ K uma n-ésima raiz primitiva de 1.
Consideremos as duas seguintes matrizes n× n
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a = ωn−1e11 + ωn−2e22 + · · ·ωen−1,n−1 + en,n e b = e12 + e23 + · · ·+ en−1,n + en1.
Então a e b satisfazem as relações
ab = ωba, an = bn = I,
onde I é matriz identidade n×n. Os elementos aibj, 1 ≤ i, j ≤ n, determinam uma G-graduação
fina em Mn(K), onde Mn(K)(i,j) = span〈aibj〉.
Observação 2.1.9. Podemos definir sobre a álgebra Mmn(K) do Exemplo 1.5.3 a seguinte Zmn-
graduação:
Mmn(K)λ = 〈etu | u− t = λ〉
em que u = n(i− 1) + v, t = n(j − 1) + w e
λ = u− t = n(j − 1) + w − (n(i− 1) + v) = n(j − i) + w − v.
Observação 2.1.10. Dadas duas álgebras graduadas A =
⊕
g∈G
Ag e B =
⊕
h∈H
Bh então A⊗B é
G×H-graduada e sua componente homogênea de grau (g, h) ∈ G×H é o subespaço
(A⊗B)(g,h) = Ag ⊗Bh.
Demonstração. Primeiramente, A⊗B =
⊕
(g,h)∈G×H





ai ∈ A =
⊕
g∈G




para todos i ∈ I e j ∈ J . Assim,


























Pela propriedade (iv) da Observação 1.5.4 de produto tensorial, podemos mostrar que a soma
dos subespaços Ag ⊗Bh é direta.
Agora, vamos mostrar que esses subespaços definem uma graduação para A⊗B. É suficiente
considerarmos a prova somente para os elementos x = ag1 ⊗ bg1 ∈ Ag1 ⊗ Bh1 , com ag1 ∈ Ag1 ,
bh1 ∈ Bh1 e y = ag2 ⊗ bh2 ∈ Ag2 ⊗Bh2 , com ag2 ∈ Ag2 , bh2 ∈ Bh2 . Temos
xy = (ag1 ⊗ bg1)(ag2 ⊗ bg2) = ag1ag2 ⊗ bg1bh2 .
Assim, por ag1ag2 ∈ Ag1Ag2 ⊆ Ag1g2 e bg1bh2 ∈ Bh1Bh2 ⊆ Bh1h2 , segue que xy ∈ (A ⊗
B)(g1g2,h1h2). Portanto {(A⊗B)(g,h)|g ∈ G, h ∈ H} é uma G×H-graduação para A⊗B. 
Definição 2.1.11. Sejam A e B álgebras G-graduadas. Um homomorfismo ϕ : A → B é um
homomorfismo G-graduado se ϕ(Ag) ⊆ Bg, para todo g ∈ G. Do mesmo modo são definidos
isomorfismos, endomorfismos e automorfismos G-graduados.
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2.2 Álgebra de Matrizes sobre Álgebra de Grassmann
SejaMn(K) a álgebra de matrizes n×n sobre um corpoK, podemos considerar a Zn-graduação




Mn(K)λ, onde Mn(K)λ = 〈eij | j − i = λ〉.
Seja E a álgebra de Grassmann, e consideremos a Z2-graduação definida no Exemplo 2.1.3:
E = E0 ⊕ E1.
Pelo Exemplo 1.5.2, Mn(K)⊗E ∼= Mn(E) e pela Observação 2.1.10 Mn(K)⊗E é Zn × Z2-
graduada.
Vamos determinar agora a Zn × Z2-graduação para Mn(E) usando o isomorfismo
Φ : Mn(K)⊗ E −→ Mn(E)
eij ⊗ a 7−→ aeij .
Assim temos
Mn(E)(λ,0) = Φ(Mn(K)λ ⊗ E0) e Mn(E)(λ,1) = Φ(Mn(K)λ ⊗ E1)
Logo, para λ ∈ Zn temos que
Mn(E)(λ,0) = 〈aeij | j − i = λ, a ∈ E0〉 Mn(E)(λ,1) = 〈aeij | j − i = λ, a ∈ E1〉
é uma Zn × Z2-graduação para Mn(E).
Em particular, temos o seguinte exemplo:



























| k2, k3 ∈ K
}
é uma Z2-graduação para M2(K). Utilizando o isomorfismo Φ, obtemos
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E assim temos a Z2 × Z2-graduação {M2(E)(0,0),M2(E)(1,0),M2(E)(0,1),M2(E)(1,1)} da álgebra
M2(E).
Sejam p e q inteiros positivos, p ≥ q, com m = p + q. Consideremos a álgebra Mp,q(E)





tais que u ∈ Mp(E0), t ∈ Mq(E0), v ∈ Mp×q(E1) e w ∈
Mq×p(E1), onde Mp(E0) é o espaço vetorial de todas as matrizes p × p com entradas de E0,




























Afirmamos que Mp,q(E) é subálgebra de Mm(E). De fato, como os conjuntos Mp(E0),
Mq(E0),Mp×q(E1) eMq×p(E1) são espaços vetoriais, logoMp,q(E) é subespaço deMp+q(E). Va-






















u1u2 + v1w2 u1v2 + v1t2
w1u2 + t1w2 w1v2 + t1t2
)
.
Observamos que u1, u2 ∈ Mp(E0) então u1u2 ∈ Mp(E0) pois as entradas das matrizes u1 e u2
estão em E0. Observamos também que, como v1 ∈ Mp×q(E1) e w2 ∈ Mq×p(E1) o produto
v1w2 é uma matriz de ordem p × p e por suas entradas estarem em E1, o produto deles está
em E0. Assim u1u2 + v1w2 ∈ Mp(E0). A mesma observação pode ser feita para concluirmos
que u1v2 + v1t2 ∈ Mp×q(E1), w1u2 + t1w2 ∈ Mq×p(E1) e w1v2 + t1t2 ∈ Mq(E0). Portanto
AB ∈Mp,q(E) e a afirmação é válida.
Afirmamos que a álgebra Mp,q(E) é subálgebra graduada de Mm(E). De fato, podemos
construir uma Zm × Z2-graduação para Mp,q(E) da seguinte forma.
Seja η : {1, . . . , p+ q} → Z2 dada por
η(i) =
{
0, se 1 ≤ i ≤ p
1, se p+ 1 ≤ i ≤ p+ q
.
Então Mp,q(E) pode ser escrita como soma direta dos subespaços





onde Mp,q(E)(λ,η(i)+η(j)) = 〈aijeij | j − i = λ, aij ∈ Eη(i)+η(j)〉.
Agora, vamos mostrar que esses subespaços determinam uma graduação para Mp,q(E), isto
é,
Mp,q(E)(λ1,η(i)+η(j))Mp,q(E)(λ2,η(v)+η(w)) ⊆Mp,q(E)(λ1+λ2,η(i)+η(j)+η(v)+η(w)),
para todos os pares (λ1, η(i) + η(j)), (λ2, η(v) + η(w)) ∈ Zm × Z2.
Sejam x = aijeij ∈Mp,q(E)(λ1,η(i)+η(j)) e y = avwevw ∈Mp,q(E)(λ2,η(v)+η(w)), então
xy = (aijeij)(avwevw) = aijavweijevw =
{
0, se j 6= v
aijavweiw, se j = v
.
Se j 6= v, então eijevw = 0 e xy ∈Mp,q(E)(λ1+λ2,η(i)+η(j)+η(v)+η(w)). Se j = v, então eijevw =
eiw e além disso, η(i) + η(j) + η(v) + η(w) = η(i) + η(w), logo xy ∈ Mp,q(E)(λ1+λ2,η(i)+η(w)),
pois j − i = λ1, w − v = λ2, e fazendo os cálculos λ1 + λ2 = j − i + w − v = w − i, daí eiw ∈
Mp+q(K)λ1+λ2 e aijavw ∈ Eη(i)+η(j)Eη(v)+η(w) ⊆ Eη(i)+η(w).
Dessa forma Mp,q(E)(λ,η(i)+η(j)) define uma Zm × Z2-graduação para Mp,q(E) e a afirmação
é válida.
Seja agora, o inteiro positivo n = r + s, com r ≥ s e consideremos a subálgebra graduada
Mr,s(E) de Mn(E) com graduação




0, se 1 ≤ i ≤ r
1, se r + 1 ≤ i ≤ r + s
.
Observação 2.2.2. Podemos definir uma graduação sobre o produto tensorial das álgebras
Mp,q(E) e Mr,s(E).
Definimos uma Zmn × Z2-graduação em Mp,q(E) ⊗Mr,s(E) por (Mp,q(E) ⊗Mr,s(E))(t,a),
onde, dados aijeij ∈Mp,q(E) e bvwevw ∈Mr,s(E), aijeij ⊗ bvwevw ∈ (Mp,q(E)⊗Mr,s(E))(t,a) se
aij ∈ Eη(i)+η(j), bvw ∈ Eµ(v)+µ(w).
Pela Observação 2.1.9,
∂G(eij ⊗ evw) = ∂G(en(i−1)+v,n(j−1)+w) = n(j − i) + w − v = t,
e
(t, a) = (n(j − i) + w − v, η(i) + η(j) + µ(v) + µ(w)) ∈ Zmn × Z2.
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a11 ⊗ b11 a11 ⊗ b12 a12 ⊗ b11 a12 ⊗ b12
a11 ⊗ b21 a11 ⊗ b22 a12 ⊗ b21 a12 ⊗ b22
a21 ⊗ b11 a21 ⊗ b12 a22 ⊗ b11 a22 ⊗ b12





a11 ⊗ b11 0 0 0
0 a11 ⊗ b22 0 0
0 0 a22 ⊗ b11 0




0 0 0 0
0 0 a12 ⊗ b21 0
0 0 0 0




0 0 0 a12 ⊗ b12
0 0 0 0
0 a21 ⊗ b12 0 0




0 a11 ⊗ b12 0 0
0 0 0 0
0 0 0 a22 ⊗ b12




0 0 a12 ⊗ b11 0
0 0 0 a12 ⊗ b22
a21 ⊗ b11 0 0 0




0 0 0 0
a11 ⊗ b21 0 0 0
0 0 0 0
0 0 a22 ⊗ b21 0
 ,
(A⊗B)(0,1) = (A⊗B)(2,0) = 0.
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2.3 Álgebra Livre Graduada e T -ideais Graduados
Seja K〈X〉 álgebra associativa livre livremente gerada sobre K pelo conjunto enumerável




Xg = {x(g)1 , x(g)2 , . . .} são conjuntos disjuntos e enumeráveis. As variáveis de Xg são ditas ho-
mogêneas de grau g. O grau homogêneo de um monômio x(gi)i1 · · ·x
(gt)
it
∈ K〈X〉 é definido por
g1g2 · · · gt. Denotaremos por K〈X〉g o subespaço de K〈X〉 gerado por todos os monômios tendo






Denotaremos por K〈X〉gr a álgebra K〈X〉 com esta graduação. K〈X〉gr é chamada a álgebra
livre G-graduada de posto enumerável sobre K.
A álgebra K〈X〉gr tem a seguinte propriedade universal: dada qualquer álgebra G-graduada
A, qualquer função ψ : X → A tal que ψ(Xg) ⊆ Ag, para todo g ∈ G, estende-se unicamente à
um homomorfismo, ψ : K〈X〉gr → A de álgebras G-graduadas.




chamado o ideal G-graduado de identidades polinomiais graduadas de A. Isto significa que um
polinômio graduado f(x(g1)1 , . . . , x
(gn)
n ) ∈ K〈X〉gr é uma identidade graduada para a álgebra A,
e escrevemos f ≡ 0 sobre A, se f(a(g1)1 , . . . , a(gn)n ) = 0 para todos a(g1)1 ∈ A(g1), . . . , a(gn)n ∈ A(gn).
Definição 2.3.1. Um ideal I de K〈X〉gr é um TG-ideal se ϕ(I) ⊆ I para todo endomorfismo
G-graduado ϕ de K〈X〉gr.
Portanto TG(A) é um TG-ideal de K〈X〉gr.
Lema 2.3.2. Se A e B são álgebras G-graduadas que satisfazem TG(A) ⊆ TG(B), então T (A) ⊆
T (B).
Demonstração. Sejam f(x1, . . . , xn) ∈ T (A) e b1 =
∑
g∈G
b1g, . . . , bn =
∑
g∈G
bng ∈ B. Como f ∈




x1g, . . . ,
∑
g∈G
xng) ∈ TG(A) ⊆ TG(B),
então
f(b1, . . . , bn) = f(
∑
g∈G




E portanto f(x1, . . . , xn) ∈ T (B), e temos a inclusão T (A) ⊆ T (B). 
Corolário 2.3.3. Se TG(A) = TG(B), então T (A) = T (B).
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2.4 Superálgebras e Envoltório de Grassmann
Seja K〈Y,Z〉 uma superálgebra livre sobre K de posto enumerável, onde as variáveis de Y tem
grau homogêneo zero e as variáveis de Z tem grau homogêneo um. Relembrando que, dada uma
superálgebra A = A0 ⊕ A1, um polinômio f(y1, . . . , yk, z1, . . . , zm) ∈ K〈Y, Z〉 é uma identidade
graduada ou superidentidade de A se
f(a1, . . . , ak, b1, . . . , bm) = 0
para todo a1, . . . , ak ∈ A0, b1, . . . , bm ∈ A1.
Denotaremos por T2(A) o ideal de identidades graduadas de A.
Definição 2.4.1. Um ideal graduado I = I0⊕I1 de K〈Y,Z〉 é chamado um T2-ideal se ϕ(I) ⊆ I
para todo endomorfismo Z2-graduado ϕ de K〈Y, Z〉.
Note que T2(A) é um T2-ideal deK〈Y, Z〉. É claro, também que, qualquer T2-ideal deK〈Y,Z〉
é da forma T2(A) para alguma superálgebra A.
Como no caso de álgebras ordinárias, qualquer conjunto não vazio S ⊆ K〈Y,Z〉 define uma
variedade.
Definição 2.4.2. Dado um conjunto não vazio S = S0 ∪ S1, S0 ⊆ K〈Y,Z〉0, S1 ⊆ K〈Y,Z〉1, a
classe de todas as superálgebras A = A0 ⊕ A1 tais que f ≡ 0 em A para todo f ∈ S é chamada
supervariedade determinada por S.
Para qualquer supervariedade V, o conjunto T2(V) de suas identidades graduadas é claramente
um T2-ideal. Também, K〈Y, Z〉/T2(V) é superálgebra relativamente livre graduada de posto
enumerável de V com geradores pares livres Y e geradores ímpares livres Z.
O Teorema 1.3.4 [Birkhoff] também vale para supervariedades se nós trocarmos os homomor-
fismos usuais por homomorfismos graduados.
Relembrando que E é a álgebra, com 1, gerada pelo conjunto enumerável {e1, e2, . . .} satis-
fazendo as relações
eiej = −ejei, i, j ≥ 1.
Uma base de E é dada por 1 e por todos os monômios da forma
ei1ei2 · · · eim ; i1 < i2 < · · · < im; m ≥ 1.
Portanto E tem uma Z2-graduação E = E0 ⊕ E1 onde E0 é o subespaço de E gerado pelos
monômios ei1ei2 · · · eim de comprimento par m e E1 é o subespaço gerado por todos os monômios
de comprimento ímpar.
Dada qualquer superálgebra A, podemos formar uma nova superálgebra com a ajuda de E
chamada o envoltório de Grassmann de A.
Definição 2.4.3. Seja A = A0 ⊕A1 uma superálgebra. A álgebra
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E(A) = (A0 ⊗ E0)⊕ (A1 ⊗ E1)
é chamada o envoltório de Grassmann de A.
Claramente o envoltório de Grassmann E(A) tem uma Z2-graduação, E(A) = E(A)0⊕E(A)1,
onde E(A)0 = A0 ⊗ E0, E(A)1 = A1 ⊗ E1.
Denotaremos por Pk,m o espaço de polinômios multilineares deK〈Y,Z〉 nas variáveis y1, . . . , yk,
z1, . . . , zm. A interseção Pk,m ∩ T2(A) consiste de todas as identidades graduadas multilineares
da superálgebra A tendo grau k sobre as variáveis pares e grau m sobre as variáveis ímpares.






ασ,W w0zσ(1)w1 · · ·wm−1zσ(m)wm





(sgnσ)ασ,W w0zσ(1)w1 · · ·wm−1zσ(m)wm.
A função ∼ possui as seguintes propriedades básicas.
Lema 2.4.4. Seja f ∈ Pk,m. Então:
1) f é uma identidade graduada de E(A) se, e somente se, f˜ é uma identidade graduada de A;
2) ˜˜f = f .
Demonstração. A segunda afirmação é óbvia. Provaremos a primeira afirmação. Seja y1, . . . , yk ∈
A0, z1, . . . , zm ∈ A1 elementos homogêneos arbitrários de A e g1, . . . , gk ∈ E0, h1, . . . , hm ∈ E1
elementos homogêneos arbitrários de E.
Fixemos um monômio
m = a0(y1, . . . , yk)zσ(1) · · · zσ(m)am(y1, . . . , yk),
por m ser um monômio multilinear, pela Observação 1.4.7, calculemos seus valores m em y1 ⊗
g1, . . . , yk ⊗ gk, z1 ⊗ h1, . . . , zm ⊗ hm apenas. Uma vez que g1, . . . , gk estão no centro de E e
h1, . . . , hm anticomutam, obtemos
m = a0(y1, . . . , yk)zσ(1) · · · zσ(m)am(y1, . . . , yk)⊗ g1 · · · gkhσ(1) · · ·hσ(m) =
(sgnσ)a0(y1, . . . , yk)zσ(1) · · · zσ(m)am(y1, . . . , yk)⊗ g1 · · · gkh1 · · ·hm.
Desta igualdade, pela definição de ∼, segue que
f(y1 ⊗ g1, . . . , yk ⊗ gk, z1 ⊗ h1, . . . , zm ⊗ hm) = f˜(y1, . . . , yk, z1, . . . , zm)⊗ g1 · · · gkh1 · · ·hm.
Como os elementos y1, . . . , zm, g1, . . . , hm são elementos homogêneos arbitrários , f ≡ 0 em
E(A) se, e somente se, f˜ ≡ 0 em A. Isto completa a prova do lema. 
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Seja agora V uma variedade de álgebras. Denotemos por V∗ a classe de todas as superálgebras
A = A0 ⊕A1 tal que E(A) ∈ V. Recordando que charK = 0, temos:
Teorema 2.4.5. Para qualquer variedade de álgebras V a classe V∗ é uma supervariedade.
Demonstração. Denotemos por S o conjunto de todas identidades multilineares de V. Como
charK = 0, alguma álgebra B está em V se, e somente se, g ≡ 0 em B para todo g ∈ S.
Agora, seja A = A0 ⊕ A1 uma superálgebra e B = E(A) = (A0 ⊗ E0) ⊕ (A1 ⊗ E1). Como
observamos acima, B é também Z2-graduada com B0 = A0 ⊗ E0, B1 = A1 ⊗ E1. Portanto B
satisfaz uma identidade multilinear g ≡ 0 de grau n se, e somente se, B satisfaz a família de 2n
identidades graduadas f ≡ 0 onde qualquer f é obtido de g apenas trocando algumas k variáveis
(0 ≤ k ≤ n) com indeterminadas pares e todas as outras n − k variáveis com indeterminadas
ímpares.
Pelo lema anterior, B = E(A) satisfaz uma identidade multilinear graduada f ≡ 0 se, e
somente se, A satisfaz uma identidade graduada f˜ ≡ 0. Isto significa que podemos começar com
identidades multilineares da variedade V e construímos o conjunto de identidades graduadas W
tais que E(A) ∈ V se, e somente se, h ≡ 0 em A para todo h ∈ W . E a prova do teorema está
completa. 
Observação 2.4.6. Se as superálgebras A = A0⊕A1 e B = B0⊕B1 têm as mesmas identidades
graduadas, então E(A) e E(B) têm as mesmas identidades ordinárias.
Uma superálgebra A é chamada simples se A não contém ideais graduados não triviais e
A2 6= 0.
Exemplo 2.4.7. Temos como exemplos de superálgebras simples graduadas Mn(K) com gradu-
ação (Mn(K), {0}); Mn(B), onde B = K · 1 +K · c, c2 = 1, com graduação (Mn(K), cMn(K));












K K · · · K 0 0 · · · 0









K K · · · K 0 0 · · · 0
0 0 · · · 0 K K · · · K









0 0 · · · 0 K K · · · K









0 0 · · · 0 K K · · · K









0 0 · · · 0 K K · · · K
K K · · · K 0 0 · · · 0









K K · · · K 0 0 · · · 0

.
É uma consequência de [20] o seguinte teorema de classificação de superálgebras simples
sobre um corpo algebricamente fechado de característica 0.
Teorema 2.4.8. Qualquer superálgebra simples de dimensão finita sobre um corpo algebri-
camente fechado de característica 0 é isomorfa, como superálgebra, a Mn(K), Mn(B) onde
B = K · 1 +K · c, c2 = 1, ou a Mk,l(K).
Uma conexão entre a classificação das superálgebras simples de dimensão finita e o envoltório
de Grassmann é devido à classificação dos T -ideais verbalmente primos de Kemer.
Definição 2.4.9. Um T -ideal Γ é verbalmente primo se para quaisquer T -ideais Γ1, Γ2 tais que
Γ1Γ2 ⊆ Γ devemos ter que Γ1 ⊆ Γ ou Γ2 ⊆ Γ.
Uma variedade será chamada prima se o T -ideal correspondente é verbalmente primo. Tam-
bém uma álgebra A será chamada verbalmente prima se ela gera uma variedade prima.
Teorema 2.4.10. Seja V uma variedade própria de álgebras sobre um corpo K de característica
zero. Então V = V ar(A), onde A = Mn(K), Mn(E), ouMk,l(E) = M (k,l)0 (K)⊗E0⊕M (k,l)1 (K)⊗
E1 se, e somente se, V é prima.
Demonstração. Consideremos T (A) o T -ideal de identidades de A. Suponhamos primeiro que
A = Mn(K). Suponhamos, que existam um par de T -ideais Γ1 e Γ2 tais que Γ1Γ2 ⊆ T (A) mas
Γ1 * T (A) e Γ2 * T (A).
Pela escolha de Γ1 e Γ2, segue que os ideais verbais de A, Γ1(A) 6= (0) e Γ2(A) 6= (0). Mas
nesse caso Γ1(A) = A e Γ2(A) = A pois a álgebra das matrizes não possui ideais próprios. Daí
(0) = Γ1Γ2(A) = Γ1(A)Γ2(A) = A
2 6= (0)
e chegamos numa contradição.
Suponhamos agora que A = Mn(E).
Suponhamos que o T -ideal Γ * T (A). Então pela escolha de Γ, segue que Γ(A) 6= 0.
Observemos que o ideal verbal de uma álgebra A qualquer é fechado com respeito a to-
dos endomorfismo dessa álgebra. De fato, seja ϕ : A → A um homomorfismo e Γ(A) =
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{f(a1, . . . , an) | f(x1, . . . , xn) ∈ Γ, a1, . . . , an ∈ A} o ideal verbal de A. Então dado f =
f(x1, . . . , xn) ∈ Γ e a1, . . . , an ∈ A, temos ϕ(f(a1, . . . , an)) = f(ϕ(a1), . . . , ϕ(an)) = f(a′1, . . . , a′n),
onde ϕ(ai) = a′i ∈ A, para todo i = 1, . . . , n, e assim segue que ϕ(f(a1, . . . , an)) ∈ Γ(A). Por-
tanto, ϕ(Γ(A)) ⊆ Γ(A).
Como Γ(A) 6= (0), existe 0 6= x =
n∑
s,t=1
bstest ∈ Γ(A). Então para algum par (s0, t0),
s0, t0 ∈ {1, . . . , n}, bs0t0 =
l∑
i=1
αiwi 6= 0, onde wi são elementos da base de E, αi ∈ K, para todo
i = 1, . . . , l.
Considere B o conjunto de todos os geradores da álgebra E tal que bs0t0 é combinação linear
do produto deles e considere ei1 · · · eik o monômio de comprimento minimal em bs0t0 . Então seje
B′ = B − {ei1 , . . . , eik}.
Podemos escrever B′ = B1 ∪ B2 como uma união disjunta e vamos considerar os elementos
g1 = ej1 · · · ejm , com ej1 , · · · , ejm ∈ B1, g2 = ejm+1 · · · ejm+l , com ejm+1 , · · · , ejm+l ∈ B2. Então
y = g1eis0 e z = g2et0j e g1g2 6= 0, para todo i, j.
Temos




(g1bs0t0g2)eij = (ej1 · · · ejmei1 · · · eikejm+1 · · · ejm+l)eij ,
então para algum N e para todos i, j, temos (er1 · · · erN )eij ∈ Γ(A).
Considere φ : E → E uma aplicação tal que er1 7→ es1 , er2 7→ es2 , . . . , erN 7→ esN , para
quaisquer s1, . . . , sN ∈ {1, 2, . . .} e os demais para outros valores. Note que pela relação eiej =
−ejei, para todos i, j, φ pode ser estendida endomorfismo da álgebra E, isto é
φ(er1 · · · erN ) = es1 · · · esN = φ(er1) · · ·φ(erN )
e podemos definir então a aplicação ψ : A→ A, por
ψ((er1 · · · erN )eij) = φ(er1 · · · erN )eij = (es1 · · · esN )eij .
Por Γ(A) ser fechado com respeito a todos os endomorfismos de A, segue de ((er1 · · · erN )eij) ∈
Γ(A) que ((es1 · · · esN )eij) ∈ Γ(A), para todo s1, . . . , sN . Para todo a ∈ A e para todos
r1, . . . , rN ∈ {1, . . . , N} temos
((er1 · · · erN )eij)a ∈ Γ(A) e daí ((er1 · · · erN )eij)A ⊆ Γ(A) e ENA ⊆ Γ(A).
Agora, se Γ′ é um outro ideal tal que Γ′ * T (A), então como foi provado acima EN ′A ⊆ Γ′(A)
para algum N ′ ∈ N. E como na primeira parte da prova, suponha que ΓΓ′ ⊆ T (A). Portanto
(0) = ΓΓ′(A) = Γ(A)Γ′(A) ⊇ ENEN ′A2 6= (0).
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o que é um absurdo.
E finalmente, suponhamos A = Mk,l(E). Nos elementos y = g1eis0 e z = g2et0j , em que
g1, g2 ∈ E0 ∪ E1 são monômios homogêneos. Podemos escolher g1 e g2, observando a graduação
de A, tais que g1bs0t0g2 seja um monômio de comprimento 2N , isto é, g1bs0t0g2 = ei1 · · · ei2N .
O restante da prova segue análogo, observando que teremos EN0 A ⊆ Γ(A). E concluimos uma
parte do teorema.
A recíproca pode ser encontrada em [9]. 
Em um corpo de característica positiva diferente de 2, as variedades de álgebras determinadas
pelas álgebras Mn(K), Mn(E) e Mk,l(E) também são variedades primas, mas não são as únicas
(ver [16]).
Como já dissemos anteriormente, duas álgebras A e B são PI-equivalente, A ∼ B, se elas
satisfazem as mesmas identidades polinomiais, isto é, T (A) = T (B). O seguinte teorema resulta
que, sobre um corpo de característica 0, o produto tensorial de quaisquer duas álgebras T -primas
é PI-equivalente à uma álgebra T -prima.
O Teorema do Produto Tensorial de Kemer é o seguinte.
Teorema 2.4.11. Seja K um corpo, charK=0. Então
(i) Mp,q(E)⊗ E ∼Mp+q(E);
(ii) Mp,q(E)⊗Mr,s(E) ∼Mpr+qs,ps+qr(E);
(iii) M1,1(E) ∼ E ⊗ E.
Uma prova para este teorema, que não depende da teoria da estrutura desenvolvida por
Kemer, pode ser encontrada em [14].
Note que os outros produtos tensoriais de álgebras T -primas da lista do Teorema 2.4.10 são
obtidos de isomorfismos junto das propriedades de produto tensorial. Antes de provarmos tal
afirmação, vamos mostrar o
Lema 2.4.12. Seja K um corpo, charK = 0. Se duas álgebras A e B são tais que A ∼ B e
C é uma álgebra comutativa não nil ou é uma das álgebras Mm(K),Mn(E) ou Mp,q(E), então
A⊗ C ∼ B ⊗ C.
Demonstração. Como charK = 0, podemos considerar somente identidades polinomiais multili-
neares, isto é, f = f(x1, . . . , xk) ∈ K〈X〉 tal que
f(x1, . . . , xk) =
∑
σ∈Sk
ασxσ(1) · · ·xσ(k).
Suponhamos que C é uma álgebra comutativa não nil. Pelo Lema 1.5.8,
T (A⊗ C) = T (A) = T (B) = T (B ⊗ C).
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Suponhamos agora que C = Mm(K). Como f é multilinear é suficiente considerar somente
substituições dos elementos a1 ⊗ ei1j1 , . . . , ak ⊗ eikjk , onde a1, . . . , ak ∈ A e ei1j1 , . . . , eikjk são as
unidades matriciais de Mn(K).
Assim, obtemos
f(a1 ⊗ ei1j1 , . . . , ak ⊗ eikjk) =
∑
σ∈Sk
ασaσ(1) · · · aσ(k) ⊗ eiσ(1)jσ(1) · · · eiσ(k)jσ(k) .
Observamos que para algumas permutações σ ∈ Sk, eiσ(1)jσ(1) · · · eiσ(k)jσ(k) = 0, então defini-
mos o conjunto S′k = {σ ∈ Sk|eiσ(1)jσ(1) · · · eiσ(k)jσ(k) = eiσ(1)jσ(k)}, daí
f(a1 ⊗ ei1j1 , . . . , ak ⊗ eikjk) =
∑
τ∈S′k




















ατaτ(1) · · · aτ(k) ⊗ eptqt =
r∑
t=1
fpt,qt(a1, . . . , ak)⊗ eptqt .
Logo, f é identidade para A⊗ C se, e somente se, o polinômio






ατxτ(1) · · ·xτ(k)
para todo t = 1, . . . , r é identidade para A.
Claro que fpt,qt ≡ 0 em A (em B) para todo t = 1, . . . , r se, e somente se, f ≡ 0 em A ⊗ C
(em B ⊗ C).
Mas por hipótese T (A) = T (B), o que implica que fpt,qt ≡ 0 em A se, e somente se, fpt,qt ≡ 0
em B.
Portanto, quando C = Mn(K), A⊗ C ∼ B ⊗ C.
Consideremos C = Mn(E). Sejam c1 = w1ei1j1 , . . . , ck = wkeikjk ∈ Mn(E), onde ws ∈
E0 ∪ E1 são elementos da base de E, então
f(a1 ⊗ c1, . . . , ak ⊗ ck) =
∑
σ∈Sk
ασaσ(1) · · · aσ(k) ⊗ cσ(1) · · · cσ(k) =∑
σ∈Sk
ασaσ(1) · · · aσ(k) ⊗ wσ(1)eiσ(1)jσ(1) · · ·wσ(k)eiσ(k)jσ(k) =∑
σ′∈S′k
ασ′aσ′(1) · · · aσ′(k) ⊗ wσ′(1) · · ·wσ′(k)eiσ′(1)jσ′(k) =∑
σ′∈S′k
ασ′aσ′(1) · · · aσ′(k) ⊗ (−1)δσ′w1 · · ·wkeiσ′(1)jσ′(k) =
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∑
σ′∈S′k
(−1)σ′ασ′aσ′(1) · · · aσ′(k) ⊗ w1 · · ·wkeiσ′(1)jσ′(k)
onde (−1)δσ′ = 1 ou −1, dependendo da posição dos monômios homogêneos ímpares. Como E
possui dimensão infinita, sempre podemos tomar os ws’s de forma que w1 · · ·wk 6= 0.
Por argumentos similares ao caso anterior, segue que
f ≡ 0 em A⊗Mn(E)⇔ f ≡ 0 em B ⊗Mn(E).
Para C = Mp,q(E), a prova é similar a anterior. 
Usando isomorfismos, as propriedades de produto tensorial e as PI-equivalências do Teorema
2.4.11 provaremos que o produto tensorial de álgebras T -primas da lista do Teorema 2.4.10 é
PI-equivalente a uma álgebra T -prima. Primeiro, observamos que a álgebra de matrizes Mn(K)
é PI-equivalente a álgebra Mn,0(E) = Mn(E0).
(1) Sejam Mm(K) e Mn(E) álgebras de matrizes de ordem m×m, n× n sobre K e E, respec-
tivamente. Então
Mm(K)⊗Mn(E) ∼= Mm(K)⊗ (Mn(K)⊗ E) ∼=
(Mm(K)⊗Mn(K))⊗ E ∼= Mmn(K)⊗ E ∼= Mmn(E).
Portanto Mm(K)⊗Mn(E) ∼Mmn(E).
(2) Sejam Mm(K) e Mp,q(E) a álgebra de matrizes m×m sobre K e a subálgebra de Mp+q(E).
Então
Mm(K)⊗Mp,q(E) ∼Mm,0(E)⊗Mp,q(E),
este último produto tensorial é PI-equivalente a Mmp,mq(E) pelo item (ii) do Teorema
2.4.11.
Logo Mm(K)⊗Mp,q(E) ∼Mmp,mq(E).
(3) Sejam Mm(E) e Mn(E) álgebras de matrizes de ordem m ×m e n × n, respectivamente,
sobre E. Então
Mm(E)⊗Mn(E) ∼= (Mm(K)⊗ E)⊗ (Mn(K)⊗ E) ∼= Mm(K)⊗ (E ⊗Mn(K))⊗ E ∼=
Mm(K)⊗ (Mn(K)⊗ E)⊗ E ∼= (Mm(K)⊗Mn(K))⊗ (E ⊗ E) ∼= Mmn(K)⊗ (E ⊗ E)
pela observação feita acima e pelo item (iii) do Teorema 2.4.11, segue que Mmn(K)⊗ (E⊗
E) ∼ Mmn,0(E) ⊗ M1,1(E) e este pelo item (ii) do Teorema 2.4.11 é PI-equivalente a
Mmn,mn(E).
Portanto Mm(E)⊗Mn(E) ∼Mmn,mn(E).
2.5. ENVOLTÓRIOS SUPERCOMUTATIVOS 37
(4) Sejam Mm(K) e Mn(K) álgebras de matrizes de ordem m ×m e n × n, respectivamente,
sobre K. Pelo Exemplo 1.5.3, Mm(K)⊗Mn(K) ∼= Mmn(K).
Logo Mm(K)⊗Mn(K) ∼Mmn(K).
(5) Sejam Mn(E) e Mp,q(E) a álgebra de matrizes de ordem n × n sobre E e a subálgebra de
Mp+q(E), respectivamente. Então
Mp,q(E)⊗Mn(E) ∼= Mp,q(E)⊗ (Mn(K)⊗ E) ∼= (Mp,q(E)⊗Mn(K))⊗ E,
como Mn(K) ∼ Mn,0(E), seguem do Lema 2.4.12 e dos itens (ii) e (i) do Teorema 2.4.11
as relações de PI-equivalência
(Mp,q(E)⊗Mn(K))⊗ E ∼ (Mp,q(E)⊗Mn,0(E))⊗ E ∼Mpn,qn(E)⊗ E ∼Mpn+qn(E).
Portanto Mp,q(E)⊗Mn(E) ∼Man+bn(E).
Assim, o produto tensorial de quaisquer álgebras T -primas é PI-equivalente a uma álgebra T -
prima.
2.5 Envoltórios Supercomutativos
Definição 2.5.1. Uma superálgebra A = A0⊕A1 é dita supercomutativa se para todos elementos
homogêneos a, b ∈ A,
ab− (−1)(deg a)(deg b)ba = 0.
A álgebra de Grassmann com sua graduação E = E0 ⊕ E1 é um exemplo de superálgebra
supercomutativa.
Definiremos de forma natural um objeto livre S de posto enumerável na classe de superálge-
bras supercomutativas como segue. Tome U = {u1, u2, . . .} e V = {v1, v2, . . .}, dois conjuntos de
variáveis eumeráveis e definimos S = K[U, V ] uma álgebra com 1, gerada por U ∪V sobre K, su-
jeito às condições que os elementos de U são elementos centrais e os elementos de V anticomutam
entre si.
Em símbolos S é definido em termos de geradores e relações assim:
S = 〈1, u1, v1, u2, v2, . . . |uiuj = ujui, vivj = −vjvi, uivj = vjui, i, j = 1, 2, . . .〉.
A álgebra S = K[U, V ] tem uma Z2-graduação natural S = S0⊕S1 se exigirmos que as variáveis
de U sejam elementos pares e os elementos de V são ímpares.
Também S tem a seguinte propriedade universal: dada qualquer álgebra supercomutativa A,
qualquer ϕ : {U, V } → A tal que ϕ(U) ⊆ A0 e ϕ(V ) ⊆ A1 pode ser unicamente estendida a um
homomorfismo de superálgebras ϕ : S → A.
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Definição 2.5.2. S = K[U, V ] é chamada álgebra livre supercomutativa sobre K sobre os con-
juntos enumeráveis de variáveis comutativas de U e anticomutativas de V .
Se identificarmos os elementos geradores e1, e2, . . . , da álgebra de Grassmann E com os ele-
mentos v1, v2, . . . , de S respectivamente, então E está contido em S com Z2-graduação induzida.
Assim E0 é gerada por todos monômios em vi′s de comprimento par e E1 é gerado por todos
os monômios em vi′s de comprimento ímpar. Observamos que S ∼= K[U ] ⊗K E, onde K[U ] é
álgebra comutativa livre.
Como no caso do envoltório de Grassmann, podemos definir o assim chamado superenvoltório
ou S-envoltório de qualquer superálgebra.
Definição 2.5.3. Se A = A0 ⊕A1 é uma superálgebra, o superenvoltório de A é a superálgebra
S(A) = (A0 ⊗ S0)⊕ (A1 ⊗ S1).
Proposição 2.5.4. Para qualquer superálgebra A sobre um corpo de característica zero, S(A) e
E(A) satisfazem as mesmas identidades polinomiais.
Demonstração. Como observamos acima, E ⊆ S é a subálgebra gerada por V . Portanto E(A) ⊆
S(A) e E(A) satisfaz todas as identidades de S(A).
Agora, seja f(x1, . . . , xn) um polinômio multilinear que não é uma identidade para S(A).
Então, pela Observação 1.4.7, existem a1, . . . , an ∈ A0 ∪A1 e p1, . . . , pn ∈ S0 ∪ S1 tais que
f(a1 ⊗ p1, . . . , an ⊗ pn) 6= 0.
Podemos claramente assumir que a1, . . . , ar ∈ A0, p1, . . . , pr ∈ S0, ar+1, . . . , an ∈ A1, pr+1, . . . , pn ∈
S1. Portanto, recordando que os pi′s comutam ou anticomutam entre eles, escrevemos
f(a1 ⊗ p1, . . . , an ⊗ pn) = b⊗ p1 · · · pn
com 0 6= b ∈ A e 0 6= p1 · · · pn ∈ S. É claro que os mesmos cálculos mostram que
f(a1 ⊗ u1, . . . , ar ⊗ ur, ar+1 ⊗ v1, . . . , an ⊗ vn−r) = b⊗ u1 · · ·urv1 · · · vn−r 6= 0.
Uma vez que S é uma álgebra livre supercomutativa, a função ϕ : A⊗ (U ∪ V )→ A⊗E tal
que
ϕ(a⊗ vi) = a⊗ ei, ϕ(a⊗ ui) = a⊗ en+2i−1en+2i, i = 1, 2, . . .
para todo a ∈ A, pode ser estendido a um homomorfismo ϕ : A⊗S → A⊗E tal que ϕ(S(A)) ⊆
E(A). Obtemos
ϕ(f(a1 ⊗ u1, . . . , ar ⊗ ur, ar+1 ⊗ v1, . . . , an ⊗ vn−r)) =
f(ϕ(a1 ⊗ u1), . . . , ϕ(ar ⊗ ur), ϕ(ar+1 ⊗ v1), . . . , ϕ(an ⊗ vn−r)) =
f(a1 ⊗ en+1en+2, . . . , ar ⊗ en+2r−1en+2r, ar+1 ⊗ e1, . . . , an ⊗ en−r) =
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b⊗ en+1en+2 · · · en+2r−1en+2re1 · · · en−r 6= 0.
Portanto f não é uma identidade de E(A) e a prova está completa. 
Proposição 2.5.5. Seja A = A0 ⊕ A1 uma superálgebra de dimensão finita sobre o corpo K.
Se {a1, . . . , ak} e {b1, . . . , bt} são bases de A0 e A1 respectivamente, então a subálgebra de S(A)
gerada pelos elementos
ξi = a1 ⊗ ui1 + · · ·+ ak ⊗ uik + b1 ⊗ vi1 + · · ·+ bt ⊗ vit, i = 1, 2, . . .
é uma álgebra relativamente livre da variedade var(E(A)) com geradores livres ξ1, ξ2, . . ..
Demonstração. Para provarmos a proposição, pela Observação 1.5.11, é suficiente provar que
f ∈ T (E(A)).
Seja f(x1, . . . , xn) um polinômio não nulo tal que f(ξ1, . . . , ξn) = 0. Se c1, . . . , cn ∈ S(A),
então, para todo 1 ≤ i ≤ n, podemos escrever
ci = a1 ⊗ pi1 + · · ·+ ak ⊗ pik + b1 ⊗ qi1 + · · ·+ bt ⊗ qit
para convenientes pij ∈ S0, qij ∈ S1. Como na prova anterior, existe um homomorfismo sobrejetor
ϕ : A⊗ S → A⊗ S tal que
ϕ(ai ⊗ uij) = ai ⊗ pij , ϕ(bj ⊗ vij) = bj ⊗ qij , 1 ≤ i ≤ k, 1 ≤ j ≤ t.
Segue que f(c1, . . . , cn) = ϕ(f(ξ1, . . . , ξn)) = 0 e f é uma identidade para a álgebra S(A). Claro
que qualquer subálgebra de S(A) satisfaz todas identidades de S(A) e de E(A), pois elas são as
mesmas.
Isto significa que a álgebra gerada pelos elementos ξ1, ξ2, . . . é uma álgebra relativamente livre
da variedade var(S(A)). Uma vez que var(S(A)) = var(E(A)), a prova está completa.

Capítulo 3
Parte do Teorema do Produto Tensorial
Neste capítulo construiremos modelos apropriados para as álgebras graduadas relativamente
livres, para Mp,q(E) ⊗Mr,s(E) e para Mpr+qs,ps+qr. Exibiremos conjuntos geradores para os
ideais de identidades graduadas satisfeitas por estas álgebras e mostraremos vários corolários
de interesse independente. Estendemos os resultados de Regev [13] a álgebras sobre corpos
infinitos de característica diferente de 2. Obteremos uma nova prova de uma das igualdades do
Teorema do Produto Tensorial de Kemer (Teorema 2.4.11) sobre um corpo em característica 0,
mas em característica maior que 2 vamos ter somente uma das inclusões. Estudaremos também as
identidades graduadas deM2n−1,2n−1(E) e as identidades graduadas de E⊗n em características 0 e
positiva. Por último, vamos apresentar mais casos do Teorema do Produto Tensorial comparando
os T -ideais graduados das álgebrasM2n−1,2n−1(E) eM2k−1,2k−1(E)⊗M2l−1,2l−1(E). Em todo este
capítulo, nossas álgebras e espaços vetoriais serão sobre o corpo K infinito e de característica
diferente de 2.
3.1 Modelos para Álgebras Relativamente Livres
Fixemos a notação m = p+ q, n = r+ s e o conjunto G = Zmn ×Z2. Na álgebra de matrizes
vamos considerar a Zmn-graduação elementar como no Exemplo 2.1.7, além disso se R é qualquer
álgebra Z2-graduada então, como já sabemos pelo Exemplo 1.5.2, Mmn(R) ∼= Mmn(K)⊗R tem
a G-graduação definida para produto tensorial de álgebras graduadas (Observação 2.1.10).
Para h ∈ N, denotamos Ih = {1, 2, . . . , h} ⊂ N, assumiremos que p ≥ q e r ≥ s e definiremos
a função γp,q : Ip+q → Z2 por
γp,q(i) =
{
0, se 1 ≤ i ≤ p
1, se p+ 1 ≤ i ≤ p+ q
Similarmente, consideramos a função γr,s : Ir+s → Z2.
Vamos considerar os seguintes conjuntos de variáveis
Y = {ykij | 1 ≤ i, j ≤ m}, Z = {zkij | 1 ≤ i, j ≤ n},
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onde k = 1, 2, . . . .




ij) = γp,q(i) + γp,q(j) e ∂Z2(z
k
ij) = γr,s(i) + γr,s(j).




















zk1i1j1 ◦ zk2i2j2 = 0, se ∂Z2(zk1i1j1) = ∂Z2(zk2i2j2) = 1,
para todo k1, k2, i1, i2, j1, j2. Aqui [a, b] = ab− ba é o comutador de a e b, e a ◦ b = ab + ba é o
produto de Jordan de a e b. Definiremos a álgebra R1 = K〈Y ∪ Z〉/P1. Usaremos as mesmas
letras ykij e z
k




ij com respeito a projeção K〈Y ∪ Z〉 → R1.
R1 é uma álgebra Z2-graduada. Além disso o conjunto Y gera uma álgebra livre super-
comutativa, bem como Z também gera, e os elementos de Y comutam com os elementos de
Z.



















vw en(i−1)+v,n(j−1)+w) = (n(j − i) + w − v, ∂Z2(ykij) + ∂Z2(zkvw)) = (t, a) ∈ G.
A matriz A(t,a)k é um elemento homogêneo na álgebra G-graduada Mmn(R1) de grau (t, a).
Ponha G(t,a) como o conjunto de todas as matrizes A(t,a)k , k ≥ 1, e G =
⋃
(t,a)∈G G(t,a).
Denotaremos por Fp,q,r,s a álgebra gerada por G. Então a álgebra Fp,q,r,s é uma subálgebra
graduada de Mmn(R1).























0 0 0 0
yk21z
k
21 0 0 0
,








0 0 0 0
0 0 0 yk22z
k
12




















0 0 0 yk12z
k
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0 0 0 0
, A(3,1)k =

0 0 0 0
yk11z
k
21 0 0 0





k ≥ 1, e as componentes de grau (0, 1) e (2, 0) são zero. Note que a posição das entradas não
nulas da matriz A(t,a)k é a mesma posição das matrizes da Observação 2.2.2.
Vamos considerar o conjunto de variáveis
U = {ukij | 1 ≤ i, j ≤ mn},
onde k = 1, 2, . . . . Construiremos a álgebra livre K〈U〉 sobre U , Z2-graduada da seguinte forma.
Seja w ∈ Imn escreveremos w = n(w1 − 1) + w2, w1 ∈ Im, w2 ∈ In e denotaremos ε(w) =
γp,q(w1)+γr,s(w2). Notamos que ε(w) está bem definido, uma vez que w1 e w2 são determinados
unicamente por w. Assim, dada uma variável ukij ∈ U , definimos o seu G-grau por
∂G(u
k
ij) = ε(i) + ε(j).
Neste caso, as variáveis ukij são todas pares se ε(i) + ε(j) = 0 e ímpares se ε(i) + ε(j) = 1.




] = 0, se ε(i1) + ε(j1) = 0,
uk1i1j1 ◦ uk2i2j2 = 0, se ε(i1) + ε(j1) = ε(i2) + ε(j2) = 1,
para todo k1, k2, i1, i2, j1, j2.
Seja R2 = K〈U〉/P2. Então pelas relações acima, R2 é uma álgebra Z2-graduada. Aqui
também, usaremos as mesmas letras ukij para os geradores de K〈U〉 e suas imagens em R2.









e k ≥ 1. Agora ponha H =
⋃
(t,c)∈G
H(t,c) e seja Lp,q,r,s a álgebra gerada pelo conjunto H. Como
a matriz B(t,c)k possui G-grau (t, c), ela é homogênea em Mmn(R2). Segue que Lp,q,r,s é uma
subálgebra G-graduada de Mmn(R2).
Como exemplo daremos a seguir os geradores da álgebra L1,1,1,1.





uk11 0 0 0
0 uk22 0 0
0 0 uk33 0
0 0 0 uk44
, B(1,0)k =

0 0 0 0
0 0 uk23 0
0 0 0 0






0 uk12 0 0
0 0 0 0
0 0 0 uk34
0 0 0 0
, B(2,1)k =

0 0 uk13 0
0 0 0 uk24
uk31 0 0 0






0 0 0 uk14
0 0 0 0
0 uk32 0 0
0 0 0 0
, B(3,1)k =

0 0 0 0
uk21 0 0 0
0 0 0 0
0 0 uk43 0

e as componentes de grau (0, 1) e (2, 0) são zero.
Observação 3.1.1. Seja (t, c) ∈ G, e fixemos p, q, r, s. Devido as graduações de Fp,q,r,s e Lp,q,r,s
as posições das entradas não nulas da matriz B(t,c)k são as mesmas posições não nulas de A
(t,c)
k ,
por exemplo, isso ocorre nas matrizes A(0,0)k e B
(0,0)
k .
Proposição 3.1.2. A álgebra Fp,q,r,s é relativamente livre na variedade de álgebras G-graduadas
determinada por Mp,q(E)⊗Mr,s(E).
Demonstração. Seja K〈X〉 = K〈Xθ1 , Xθ2 , . . . , Xθ2mn〉 a álgebra livre G-graduada onde Xθi con-
siste das variáveis {x(θi)t |t ≥ 1} de G-grau θi, e X =
⋃
Xθi .
O homomorfismo de álgebras G-graduadas ϕ : K〈X〉 → Fp,q,r,s definido por x(θi)l 7→ A(θi)l é
sobrejetor, logo, pelo Teorema 1.1.9,
K〈X〉/ kerϕ ∼= Fp,q,r,s.
Para provar a Proposição 3.1.2, é suficiente provar que kerϕ = TG(Mp,q(E)⊗Mr,s(E)).
Vamos mostrar que TG(Mp,q(E) ⊗Mr,s(E)) ⊆ kerϕ. Suponhamos que f = f(x1, . . . , xk) ∈
TG(Mp,q(E)⊗Mr,s(E)), isto é,
f(c1, . . . , ck) = 0 para todo c1, . . . , ck ∈Mp,q(E)⊗Mr,s(E).
Como K é um corpo infinito, pelo Teorema 1.4.4, podemos considerar f = f(x1, . . . , xk) ∈ K〈X〉
um polinômio multihomogêneo de multigrau (m1, . . . ,mk).
Queremos provar que ϕ(f(x1, . . . , xk)) = f(A1, . . . , Ak) = 0, onde ∂G(xi) = ∂G(Ai) = θi.
Suponhamos primeiro, que f seja um polinômio multilinear, então basta verificar somente






d , por wd apenas.
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f(w1, . . . , wk) =
∑
σ∈Sk
ασwσ(1) · · ·wσ(k) =
f˜(en(i1−1)+v1,n(j1−1)+w1 , . . . , en(ik−1)+vk,n(jk−1)+wk)y
1
ih1jh1
· · · ykihk jhk z
1
vh1wh1
· · · zkvhkwhk ,
onde
f˜ = f˜(en(i1−1)+v1,n(j1−1)+w1 , . . . , en(ik−1)+vk,n(jk−1)+wk) =∑
σ∈Sk
(−1)σ(py)+σ(pz)ασen(iσ(1)−1)+vσ(1),n(jσ(1)−1)+wσ(1) · · · en(iσ(k)−1)+vσ(k),n(jσ(k)−1)+wσ(k)
e (−1)σ(py) = −1 ou 1 dependendo da posição das variáveis ydihjh ímpares com respeito as
permutações σ ∈ Sk, da mesma forma para (−1)σ(pz).
Como f ≡ 0 emMp,q(E)⊗Mr,s(E) vamos ter que, via isomorfismo, f˜ = 0 emM(p+q)(r+s)(K).
Realmente, para ai1j1ei1j1 ⊗ bv1w1ev1w1 , . . . , ai1j1ei1j1 ⊗ bv1w1ev1w1 ∈Mp,q(E)⊗Mr,s(E),
f(ai1j1ei1j1 ⊗ bv1w1ev1w1 , . . . , ai1j1ei1j1 ⊗ bv1w1ev1w1) = 0.
Agora, Mm(E) ∼= Mm(K)⊗ E (ver Exemplo 1.5.2) e daí
aijeij ⊗ bvwevw 7→ (eij ⊗ aij)⊗ (evw ⊗ bvw).
Usando as propriedades de produto tensorial, segue que
0 = f(ai1j1ei1j1 ⊗ bv1w1ev1w1 , . . . , ai1j1ei1j1 ⊗ bv1w1ev1w1) 7→
f((ei1j1 ⊗ ai1j1)⊗ (ev1w1 ⊗ bv1w1), . . . , (eikjk ⊗ aikjk)⊗ (evkwk ⊗ bvkwk)) (3.1)
Mas Mm(K)⊗Mn(K) ∼= Mmn(K), eij ⊗ evw 7→ en(i−1)+v,n(j−1)+w, então (3.1) é levado isomor-
ficamente a
f(en(i1−1)+v1,n(j1−1)+w1 ⊗ (ai1j1 ⊗ bv1w1), . . . , en(ik−1)+vk,n(jk−1)+wk ⊗ (aikjk ⊗ bvkwk)) =
f̂(en(i1−1)+v1,n(j1−1)+w1 , . . . , en(ik−1)+vk,n(jk−1)+wk)⊗ (ai1j1 · · · aikjk)⊗ (bv1w1 · · · bvkwk),
onde
f̂ = f̂(en(i1−1)+v1,n(j1−1)+w1 , . . . , en(ik−1)+vk,n(jk−1)+wk) =∑
σ∈Sk
(−1)σ(pa)+σ(pb)ασen(iσ(1)−1)+vσ(1),n(jσ(1)−1)+wσ(1) · · · en(iσ(k)−1)+vσ(k),n(jσ(k)−1)+wσ(k)
e (−1)σ(pa) = 1 ou −1, dependendo da posição dos elementos aij , da mesma forma para (−1)σ(pb).
Observe que f˜ = f̂ , pois f é uma identidade graduada, então (−1)σ(pa)+σ(pb) = (−1)σ(py)+σ(pz).
Portanto f˜ = 0 em M(p+q)(r+s)(K) ∼= Mp,q(K)⊗Mr,s(K).
Dessa forma, f ∈ kerϕ.
Suponhamos, agora que, md > 1, para algum d = 1, . . . , k. Podemos escrever f(A1, . . . , Ak)
como uma soma de expressões da forma
gt = gt(wh11, . . . , whtt),
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onde gt = gt(x1, . . . , xt) são linearizações parciais de f . Por f ≡ 0 em Mp,q(E)⊗Mr,s(E), segue
que gt ≡ 0 também em Mp,q(E) ⊗Mr,s(E), pela primeira parte da prova, todos gs = 0 e disto
implica que ϕ(f) = 0. Assim f ∈ kerϕ e a inclusão TG(Mp,q(E)⊗Mr,s(E)) ⊆ kerϕ está provada.
Agora vamos mostrar que kerϕ ⊆ TG(Mp,q(E)⊗Mr,s(E)).
Seja f(x(θ1)1 , . . . , x
(θk)
k ) ∈ kerϕ e sejam c1, . . . , ck ∈Mp,q(E)⊗Mr,s(E) elementos homogêneos,
onde cd =
∑
(adidjdeidjd) ⊗ (bdvdwdevdwd), tais que ∂G(cd) = θd, para todo d = 1, . . . , k e ad ∈
Mp,q(E), bd ∈Mr,s(E). Observe que o G-grau dos elementos homogêneos em Mp,q(E)⊗Mr,s(E)
corresponde ao G-grau dos somandos das matrizes Ad.
Os conjuntos Y e Z geram a álgebra livre supercomutativa R1 com Z2-graduação, logo pode-
mos estender qualquer função graduada (que preserva graus de elementos) Y ∪Z → E a um homo-
morfismo Z2-graduado ψ : R1 → E, onde ψ(ydij ) = adij e ψ(zdvw) = bdvw. Consequentemente, pela
propriedade universal, a um homomorfismo G-graduado ψ : Lp,q,r,s →Mp,q(E)⊗Mr,s(E) tal que
ψ(ydijz
d
vwen(i−j)+v,n(j−1)+w) = adijeij ⊗ bdvwevw. Dessa forma, ψ(A(θd)d ) = cd, onde ∂G(cd) = θd
para todo d.
Temos que ϕ(f) = 0, isto é, f(A(g1)1 , . . . , A
(gk)
k ) = 0, então
0 = ψ(0) = ψ(f(A
(θ1)
1 , . . . , A
(θk)
k )) = f(ψ(A
(θ1)
1 ), . . . , ψ(A
(θk)
k )) = f(c1, . . . , ck).
Daí f ≡ 0 é identidade graduada para Mp,q(E)⊗Mr,s(E) e kerϕ ⊆ TG(Mp,q(E)⊗Mr,s(E)).
Portanto kerϕ = TG(Mp,q(E)⊗Mr,s(E)). 
Renomeando a = pr + qs e b = ps + qr, podemos construir uma subálgebra Mp,q,r,s(E) de
Mmn(E) que é isomorfa à Ma,b(E) (Veja [5]).




Mp,q,r,s(E) se, e somente se, aij ∈ Eε(i)+ε(j).
Proposição 3.1.3. A álgebra Lp,q,r,s é relativamente livre na variedade de álgebras G-graduadas
gerada por Mp,q,r,s(E).
Demonstração. Considere K〈X〉 a álgebra livre G-graduada igual na Proposição 3.1.2. O ho-
momorfismo ϕ : K〈X〉 → Lp,q,r,s definido por ϕ(x(θi)l ) = B(θi)l é sobrejetor, logo pelo Teorema
1.1.9
K〈X〉/ kerϕ ∼= Lp,q,r,s.
Para provar a Proposição 3.1.3, é suficiente verificar que kerϕ = TG(Mp,q,r,s(E)).
De fato, vamos mostrar que kerϕ ⊆ TG(Mp,q,r,s(E)). Como K é um corpo infinito, podemos
considerar f = f(x1, . . . , xk) ∈ K〈X〉 um polinômio multihomogêneo de multigrau (m1, . . . ,mk).
Suponhamos que f = f(x1, . . . , xk) ∈ TG(Mp,q,r,s(E)), isto é,
f(b1, . . . , bk) = 0 para todo b1, . . . , bk ∈Mp,q,r,s(E), com ∂G(xi) = ∂G(bi) = θi.
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Queremos provar que ϕ(f(x1, . . . , xk)) = f(B1, . . . , Bk) = 0.
Vamos supor primeiro que f é multilinear, então substituiremos xd somente pelos somantes
das matrizes Bd, d = 1, . . . , k isto é, somente por udidjdeidjd
f(u1i1j1ei1j1 , . . . , u
k
ikjk
eikjk) = f̂(ei1j1 , . . . , eikjk)u
1
i1j1
· · ·ukikjk ,
onde
f̂(ei1j1 , . . . , eikjk) =
∑
σ∈Sk
(−1)σ(pu)ασeiσ(1)jσ(1) · · · eiσ(k)jσ(k)
e (−1)σ(pu) = −1 ou 1, dependendo da posição das variáveis udidjd ímpares com respeito à per-
mutação σ ∈ Sn.
Agora, como f ≡ 0 em Mp,q,r,s(E) segue que (como na prova da Proposição 3.1.2) f̂ = 0 em
Ma,b(K) ∼= Mp,q,r,s(K).
Portanto f ∈ kerϕ.
Suponhamos agora que md > 1, para algum d = 1, . . . , k.








onde gt = gt(x1, . . . , xt) são linearizações parciais de f . Por f ≡ 0 em Mp,q,r,s(E), segue que
gt ≡ 0 em Mp,q,r,s(E) também. E pela primeira parte da prova, gt = 0. Portanto ϕ(f) = 0. A
inclusão TG(Mp,q,r,s(E)) ⊆ kerϕ está provada.
Vamos mostrar agora que kerϕ ⊆ TG(Mp,q,r,s(E)).
Seja f(x(θ1)1 , . . . , x
(θk)
k ) ∈ kerϕ e sejam b1, . . . , bk ∈ Mp,q,r,s(E) elementos homogêneos, onde
bd =
∑
adijeij tais que ∂G(bd) = θd, para todo d = 1, . . . , k. Observe que o G-grau dos elementos
homogêneos bd em Mp,q,r,s(E) corresponde ao G-grau dos somandos das matrizes Bd.
Como U gera a álgebra livre supercomutativa R2 Z2-graduada, podemos estender qualquer
função graduada U → E a um homomorfismo Z2-graduado ψ : R2 → E, udij 7→ adij . Consequen-
temente, a um homomorfismo G-graduado ψ : Lp,q,r,s → Mp,q,r,s(E) definido por ψ(B(θd)d ) = bd
para todo i.
Assim, dado f ∈ kerϕ temos que ϕ(f) = 0 isto é f(B1, . . . , Bk) = 0, então
0 = ψ(0) = ψ(f(B
(θ1)
1 , . . . , B
(θk)
k )) = f(ψ(B
(θ1)
1 ), . . . , ψ(B
(θk)
k )) = f(b1, . . . , bk).
Daí f ≡ 0 é uma identidade graduada para Mp,q,r,s(E) e kerϕ ⊆ TG(Mp,q,r,s(E)).
Portanto kerϕ = TG(Mp,q,r,s(E)). 
Assim construimos modelos convenientes de álgebras relativamente livres G-graduadas para
Mp,q(E)⊗Mr,s(E) e para Mp,q,r,s(E). De fato, estes modelos são os análogos G-graduados das
álgebras de matrizes genéricas.
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3.2 Identidades Graduadas de Mp,q,r,s(E) e Lp,q,r,s
Por conveniência simplificaremos a notação: dadas as variáveis G-graduadas x1, . . . , xd ∈
K〈X〉 de graus (ti, ai) ∈ G, para todo i = 1, . . . , d, escreveremos os geradores B(ti,ai)i de Lp,q,r,s
simplesmente como Bi. Além disso, para qualquer elemento G-homogêneo v de qualquer álgebra
G-graduada A, escreveremos ∂G(v) = ∂(v) = (α(v), β(v)) onde α(v) é o Zmn-grau de v e β(v)
é o Z2-grau de v. Em outras palavras, representaremos g ∈ G como g = (α, β) para α ∈ Zmn,
β ∈ Z2. Finalmente, se B é uma matriz, denotaremos por Bij sua (i, j)-ésima entrada.
Se B ∈ Lp,q,r,s é um elemento G-homogêneo, denotaremos por | supp(B) | o número de
entradas não nulas de B e chamaremos de suporte de B.








Demonstração. Notamos que em cada linha e em cada coluna da matriz B(th,ch)kh temos no máximo














matrizes homogêneas. Aqui jh = ih + th módulo mn, então jh = jh(ih) é unicamente definido




























Temos que o produto uk1i1j1u
k2
j1j2
é não nulo se ambos uk1i1j1 e u
k2
j1j2
são não nulos e distintos.
Por j1 ser determinado unicamente por i1, segue que o | supp(B(t1,c1)k1 B
(t2,c2)
k2
) | é no máximo


















e concluimos a prova do lema. 
Se M = M(x1, . . . , xd) é um monômio graduado, definimos a densidade de M em Lp,q,r,s
como o número de entradas não nulas da matriz M(B˜1, . . . , B˜d). Aqui B˜ é representada pela
matriz do mesmo tipo como B obtida pela substituição de todas as entradas não nulas de B por
1 ∈ K e preservando as entradas nulas.
Definição 3.2.2. O monômio graduado M é dito esparso em Lp,q,r,s se sua densidade em Lp,q,r,s
é 0.
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Observação 3.2.3. É imediato ver que se um monômio tem um submonômio de G-grau (0, 1),
então ele é esparso em Lp,q,r,s. Além disso, quando p = q então a existência de um submonômio
de G-grau (mn/2, 0) também implica que o dado monômio é esparso.
Analogamente para o caso da álgebra Fp,q,r,s definimos | supp(A) | para um elemento homo-
gêneo A ∈ Fp,q,r,s. Assim temos a noção de monômios esparsos em Fp,q,r,s.Segue imediatamente
da Observação 3.1.1 que
Lema 3.2.4. Um monômio é esparso em Fp,q,r,s se e somente ele é esparso em Lp,q,r,s.
Observe que as matrizes B(t,c)k contêm no máximo uma entrada não nula em cada linha e em
cada coluna. Então temos os seguintes lemas:
Lema 3.2.5. Sejam M(x1, . . . , xd) e N(x1, . . . , xd) ∈ K〈X〉 dois monômios graduados tais que
M(B1, . . . , Bd)ij = ±N(B1, . . . , Bd)ij 6= 0, para alguns i e j e M(B˜1, . . . , B˜d)ij 6= 0. Então os
monômios M e N possuem o mesmo Nd-multigrau como monômios comuns. Além disso, para
todo h = 1, . . . , d, se M(x1, . . . , xd) = m′xhm′′ então N(x1, . . . , xd) = n′xhn′′ para adequados
monômios n′ e n′′ tais que ∂(m′) = ∂(n′) e ∂(m′′) = ∂(n′′). Aqui alguns dos monômios m′,m′′, n′
e n′′ podem ser vazios.
Demonstração. Seja M(x1, . . . , xd) ∈ K〈X〉 e escrevemos M(x1, . . . , xd) = xk1xk2 · · ·xkl , onde
{k1, k2, . . . , kl} = {1, . . . , d} e ∂(xh) = (th, ah) = ∂(Bh) para todo h = 1, . . . , d. Então escreve-
mos a (i, j)-ésima entrada Mij de M(B1, . . . , Bd) como
M(B1, . . . , Bd)ij = u
k1
ij1
uk2j1j2 · · ·u
kl
jl−1j .
Da mesma forma escrevemos N(x1, . . . , xd) = xr1xr2 · · ·xrs , onde {r1, . . . , rs} = {1, . . . , d}.
Então escrevemos a (i, j)-ésima entrada Nij de N(B1, . . . , Bd) como
N(B1, . . . , Bd)ij = u
r1
ii1
ur2i1i2 · · ·ursis−1j .




· · ·ukljl−1j = ±u
r1
ii1
ur2i1i2 · · ·ursis−1j
implica que M e N tem a mesma coleção de variáveis, a menos da ordem, isto é, as variáveis da
direita e da esquerda aparecem o mesmo número de vezes, então segue que M e N tem o mesmo
multigrau como monômios no sentido comum.
Para provarmos a segunda parte do lema, vamos renomear xh por xkv ,
M(x1, . . . , xh, . . . , xd) = xk1 · · ·xkv · · ·xkl
e xh aparece na v-ésima posição. Como M(B1, . . . , Bd)ij 6= 0, a variável ukvjv−1jv aparece em Mij ,
isto é,






· · ·ukljl−1j ,
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então m′ = xk1 · · ·xkv−1 e ∂(m′) = (jv−1 − i, ε(i) + ε(jv−1)).
Pela primeira parte da prova, M e N possuem a mesma coleção de variáveis. Segue que
ukvjv−1jv também aparece em Nij na w-ésima posição, isto é,







Como Nij 6= 0, existe um submonômio de N , digamos n′, tal que
∂(n′) = ∂(m′) = (jv−1 − i, ε(i) + ε(jv−1))
e concluimos o lema. 
Aqui, precisamos observar a condição M(B1, . . . , Bd)ij 6= 0 imposta no Lema 3.2.5. Sem essa
imposição poderia acontecer que M(B1, . . . , Bd)ij = 0 como resultado de alguns cancelamentos
entre as entradas das B′is. Por sua vez, as matrizes B˜i têm entradas 0 e 1, assim para elas tais
cancelamentos não podem acontecer. Por esta razão definimos densidade e esparsidade.
Lema 3.2.6. Seja M = M(x1, . . . , xd) ∈ K〈X〉 um monômio graduado. Se M(B1, . . . , Bd) = 0,
então M(x1, . . . , xd) ≡ 0(modJ).
Demonstração. Como M(B1, . . . , Bd) = 0 então ou M é esparso ou alguma variável ímpar ukij
aparece pelo menos duas vezes entre as entradas do monômio M . No primeiro caso, concluimos
o lema. No segundo caso, temos





e podemos ver M como M = m′xkm′′ com m′ = m1 e N = n′xkn′′ com n′ = m1xkm2. Pelo
Lema 3.2.5, ∂(m1) = ∂(m1xkm2), então α(xkm2) = 0 e α(m2) = −t, assim ou ∂(xkm2) = (0, 1)
ou (0, 0). Se ∂(xkm2) = (0, 1) então pela Observação 3.2.3, M é esparso e daí, M ∈ J . Se





k m3 ≡ −m1x(t,1)k m2x(t,1)k m3 = −M(modJ).
Dessa forma, 2M ∈ J e como charK 6= 2 segue que M ∈ J . 


























onde t ∈ Zmn, e por todos os monômios que são esparsos em Lp,q,r,s.
Aqui recordaremos que a G-graduação sobre Mp,q(E) ⊗Mr,s(E) foi definida anteriormente
na Seção 2 (ver Observação 2.2.2). E suas relações com a G-graduação sobre Mp,q,r,s(E) foram
esboçados na prova da Proposição 3.1.2.
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Lema 3.2.7. O ideal de identidades G-graduadas de Lp,q,r,s satisfaz as identidades graduadas de
J , ou seja, J ⊆ TG(Lp,q,r,s).
Demonstração. Para provar o lema, é suficiente provar que os geradores de J são identidades
graduadas para Lp,q,r,s.
Claramente todos os monômios esparsos são identidades para Lp,q,r,s. Observamos que todos
os outros geradores restantes de J são polinômios multilineares, pela Observação 1.4.7, assim
podemos substituir as variáveis pelas matrizes B(t,c)k somente.
Mais uma vez devido a multilinearidade, podemos restringir as substituições somente para
os elementos δc,ε(i)+ε(j)ukijeij .















ii. Claro que se i 6= v ambos os
produtos acima são nulos. Portanto [x(0,0)1 , x
(0,0)
2 ] é uma identidade graduada para Lp,q,r,s.
Podemos tomar como exemplo em L1,1,1,1 os elementos da matriz B
(0,0)
k , em que claramente
u1iieiiu
2
vvevv 6= 0 se i = v e dessa forma u1iiu2ii = u2iiu1ii.




3 − x(t,0)3 x(−t,0)2 x(t,0)1 se anula em Lp,q,r,s. Note que se











i,i+tei,i+t, onde ε(i)+ε(i+t) =
0 e a soma dos indíces de u e e são módulo mn. É suficiente mostrar somente para es-
sas substituições, uma vez que pela regra de multiplicação de matrizes todas as outras
possibilidades de substituição para x(−t,0)2 e x
(t,0)












Exemplificando novamente em L1,1,1,1, para t = 1 vamos ter que u123u232u323 = u323u232u123 e para
u232 e u341 o produto e32 e e41 é 0.










1 se anula em Lp,q,r,s. Claro que















Desta forma obtemos a inclusão J ⊆ TG(Lp,q,r,s).

Lema 3.2.8. Sejam M(x1, . . . , xd) e N(x1, . . . , xd) dois monômios graduados em K〈X〉. Su-
ponha que para alguma (i, j)-ésima entrada, M(B1, . . . , Bd)ij = ±N(B1, . . . , Bd)ij 6= 0. Então
M ≡ ±N(modJ).
Demonstração. De acordo com o Lema 3.2.5 os monômios M e N tem o mesmo multigrau.
Suponha que x1 é a variável que aparece no extremo esquerdo em M , isto é, M(x1, . . . , xd) =
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x1m
′. Novamente, pelo Lema 3.2.5, podemos escrever N(x1, . . . , xd) = n1x1n2, onde ∂(n1) =
(0, 0). Seja l o comprimento (grau total) de M e de N . Faremos a prova por um argumento de
indução sobre l.
A base da indução é l = 1, o que é óbvio. Suponhamos então l > 1. Se n1 é monômio vazio,
então aplicaremos a indução para m′ e n2. Portanto, assumiremos que n1 não é o monômio vazio.
Consideraremos os três casos seguites:
Caso 1. Seja M(x1, . . . , xd) = x1m1x1m2 com ∂(x1m1) = (0, 0) então N(x1, . . . , xd) =
n1x1n2x1n3 e pelo Lema 3.2.5, ∂(n1x1n2) = (0, 0) o que implica que ∂(x1n2) = (0, 0). Dessa
forma aplicando os geradores de J vamos ter que
N(x1, . . . , xd) = n1x1n2x1n3 ≡ x1n2n1x1n3(modJ).
Pondo n′ = n2n1x1n3 temos que N(x1, . . . , xd) ≡ x1n′(modJ) e daí, aplicamos o argumento de
indução para o comprimento de m′ e n′.
Caso 2. Seja M(x1, . . . , xd) = x1m1xaxbm2, então N(x1, . . . , xd) = n1xan2x1n3xbn4 com
∂(n1xan2) = (0, 0) e pelo Lema 3.2.5, olhando para x1m1xa e n1xan2x1n3 e ainda para seus
submonômios x1m1 e n1, segue que ∂(n1xa) = ∂(x1m1xa) = ∂(n1xan2x1n3).
Se n2 é monômio vazio, então ∂(n1xa) = ∂(x1n3) = (0, 0). Se por outro lado n2 não é
monômio vazio então como ∂(n1xan2) = (0, 0) segue que ∂(n1xa) = ∂(x1n3) = (t, c) e ∂(n2) =
(−t, c). Em ambos os casos, temos que N = n1xan2x1n3xbn4 ≡ ±x1n3n2n1xaxbn4(modJ) e
terminamos este caso da mesma maneira como no Caso 1.
Caso 3. Suponhamos que nenhum dos casos anteriores sejam válidos. Suponha queN comece
com a letra xj e escreva M(x1, . . . , xd) = x1m1m2xjm3 com ∂(x1m1m2) = (0, 0). Assumiremos
que N(x1, . . . , xd) = xjn1x1n2, assim temos ∂(xjn1) = (0, 0), pelo Lema 3.2.5.
Mas ∂(M) = ∂(xjm3) = ∂(x1n2) = ∂(N). Dessa forma, segue de ∂(M) = ∂(x1n2) que
M possui um submonômio inicial de mesmo G-grau que M e xj não deve aparecer em tal
submonômio. Portanto, podemos escolherm1 em2 de tal forma que ∂(x1m1) = ∂(x1n2) = ∂(M)
e temos ∂(m2xjm3) = ∂(xjn1) = (0, 0).
Como no Caso 2, dividiremos este caso em dois subcasos. Se m2 é o monômio vazio então
∂(x1m1) = ∂(xjm3) = (0, 0). Se por outro lado, m2 não é monômio vazio, obtemos ∂(x1m1) =
∂(xjm3) = (t, c) e ∂(m2) = (−t, c). E mais uma vez, em qualquer um dos casos concluimos que
M = x1m1m2xjm3 ≡ ±xjm3x1m1m2(modJ) e concluimos o lema pelo argumento de indução,
desta vez começando por n. 
Proposição 3.2.9. O ideal de identidades G-graduadas de Lp,q,r,s coincide com o ideal J , ou
seja, TG(Lp,q,r,s) = J .
Demonstração. A inclusão TG(Lp,q,r,s) ⊇ J é resultado do Lema 3.2.7.
Vamos mostrar agora que TG(Lp,q,r,s) ⊆ J . Suponhamos, por contradição, que o polinômio
multihomogêneo f ∈ TG(Lp,q,r,s) mas f /∈ J . Consideremos k o menor inteiro positivo tal que f
é escrito como combinação linear de k monômios módulo J , isto é,
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f(x1, . . . , xd) ≡
k∑
i=1
aimi(modJ), ai ∈ K; ai 6= 0.
Como f /∈ J , temos que k ≥ 1. Pelo Lema 3.2.6, podemos supor, a menos da ordenação dos
monômios m1, . . . ,mk, que m1(B1, . . . , Bd) 6= 0. Dessa forma, segue que
a1m1(B1, . . . , Bd) = −
k∑
i=2
aimi(B1, . . . , Bd).
Como todos monômios são de mesmo multigrau, para algum h, com 2 ≤ h ≤ k, temos para
alguns i e j
m1(B1, . . . , Bd)ij = ±mh(B1, . . . , Bd)ij 6= 0.












Mas isso é uma contradição com a minimalidade de k. Portanto, f ∈ J e TG(Lp,q,r,s) ⊆ J . 
Segue desta proposição e da Proposição 3.1.3 o seguinte teorema.
Teorema 3.2.10. Seja K um corpo infinito, charK 6= 2. Então o ideal de identidades G-
graduadas de Mp,q,r,s(E) coincide com J .
Demonstração. Pela proposição anterior, J = TG(Lp,q,r,s) e pela Proposição 3.1.3, Lp,q,r,s ∼=
K〈X〉/TG(Mp,q,r,s(E)). Dessa forma,
J = TG(Lp,q,r,s) = TG(K〈X〉/TG(Mp,q,r,s(E)) = TG(Mp,q,r,s(E))).

Corolário 3.2.11. TG(Mp,q,r,s(E)) ⊆ TG(Mp,q(E)⊗Mr,s(E))
Demonstração. Pelo teorema anterior, é suficiente mostrar que os geradores de J , (3.2), estão
em TG(Mp,q(E)⊗Mr,s(E)).
Pelo Lema 3.2.4, os monômios esparsos são identidades para Mp,q(E)⊗Mr,s(E).
Agora mostraremos que [x(0,0)1 , x
(0,0)
2 ] é identidade para Mp,q(E) ⊗Mr,s(E). Como este po-
linômio é multilinear, iremos substituir somente por elementos da forma aeij ⊗ bevw, onde aeij
é um elemento homogêneo de Mp,q(E) e bevw ∈ Mr,s(E) também é um elemento homogêneo.
Sejam c1 = a1ei1j1 ⊗ b1ev1w1 , c2 = a2ei2j2 ⊗ b2ev2w2 , ambos de G-grau (0, 0).
Segue que α(ch) = 0 se, e somente se, ih = jh e vh = wh, h = 1, 2. Então fazendo i1 = i, i2 =
j, v1 = v e v2 = w, teremos
c1c2 − c2c1 =
(a1eii ⊗ b1evv)(a2ejj ⊗ b2eww)− (a2ejj ⊗ b2eww)(a1eii ⊗ b1evv) =
(a1a2eiiejj ⊗ b1b2evveww)− (a2a1ejjeii ⊗ b2b1ewwevv).
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Como o G-grau de c1 e c2 é (0, 0) isso implica que a1a2 = a2a1 e b1b2 = b2b1. Se i 6= j ou v 6= w
ambos os produtos são nulos. Daí [x(0,0)1 , x
(0,0)
2 ] se anula em Mp,q(E)⊗Mr,s(E).
Agora, sejam ch = aheihjh ⊗ bhevhwh , com h = 1, 2, 3 e α(c1) = α(c3) = −α(c2) = t.
Note que se, ou c1c2 = 0 ou ∂G(c1c2) = (0, 1), então c1c2c3 = 0. Se c1c2c3 = c3c2c1 = 0,
concluimos. Se, c1c2c3 6= 0, então c1c2 6= 0 e ∂G(c1c2) = (0, 0) e
c1c2c3 = (a1ei1j1 ⊗ b1ev1w1)(a2ei2j2 ⊗ b2ev2w2)(a3ei3j3 ⊗ b3ev3w3) =
a1a2a3ei1j1ei2j2ei3j3 ⊗ b1b2b3ev1w1ev2w2ev3w3 ,
então j1 = i2, j2 = i3 e w1 = v2, w2 = v3 e n(ih − 1) + vh = n(j1 − 1) + wh + t, h = 1, 2, 3.
Dessa forma, também c3c2c1 6= 0 e
c3c2c1 = (a3ei3j3 ⊗ b3ev3w3)(a2ei2j2 ⊗ b2ev2w2)(a1ei1j1 ⊗ b1ev1w1) =
a3a2a1ei3j3ei2j2ei1j1 ⊗ b1b2b3ev3w3ev2w2ev1w1 ,
então j3 = i2, j2 = i1 e w3 = v2, w2 = v1.
Notamos que, neste caso, j3 = i2 = j1, i1 = j2 = i3, w1 = w3 = v2, v1 = w2 = v3.
Vamos fazer i1 = i, j1 = j, v1 = v, w1 = w e obtemos c1c2c3 = a1a2a3eij ⊗ b1b2b3evw e
c3c2c1 = a3a2a1eij ⊗ b3b2b1evw.
Como a1, a2, a3 ∈ Eγp,q(i)+γp,q(j), segue que a1a2a3, a3a2a1 ∈ Eγp,q(i)+γp,q(j). Da mesma forma
como b1, b2, b3 ∈ Eγr,s(v)+γr,s(w), temos b1b2b3, b3b2b1 ∈ Eγr,s(v)+γr,s(w).
Se Eγp,q(i)+γp,q(j) = Eγr,s(v)+γr,s(w), então c1c2c3 = c3c2c1. Isso implica que x1x2x3 − x3x2x1
é identidade graduada para Mp,q(E)⊗Mr,s(E).
Se Eγp,q(i)+γp,q(j) 6= Eγr,s(v)+γr,s(w), podemos supor que Eγp,q(i)+γp,q(j) = E0, Eγr,s(v)+γr,s(w) =
E1, então a1a2a3 = a3a2a1 e b1b2b3 = −b3b2b1, logo c1c2c3 = −c3c2c1. Disso, segue que implica
que x1x2x3 + x3x2x1 é identidade graduada para Mp,q(E)⊗Mr,s(E).
E portanto, concluimos a prova do corolário. 
Corolário 3.2.12. T (Mpr+qs,ps+qr(E)) ⊆ T (Mp,q(E)⊗Mr,s(E)).
Demonstração. Pelo Corolário 3.2.11,
TG(Mp,q,r,s(E)) ⊆ TG(Mp,q(E)⊗Mr,s(E))
Como Mp,q,r,s(E), com a G-graduado, é isomorfa à Mpr+qs,ps+qr(E) (veja [5]), temos
TG(Mp,q,r,s(E)) = TG(Mpr+qs,ps+qr(E)),
e obtemos TG(Mpr+qs,ps+qr(E)) ⊆ TG(Mp,q(E)⊗Mr,s(E)). Pelo Lema 2.3.2 segue que
T (Mpr+qs,ps+qr(E)) ⊆ T (Mp,q(E)⊗Mr,s(E)).

Em [1] foi provado que em charK > 2 a igualdade dos dois T -ideais acima falha. Quando
(r, s) = (1, 1), foi construída uma identidade polinomial ordinária para Mp,q(E) ⊗Mr,s(E) mas
que não é satisfeita por Mpr+qs,ps+qr(E).
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3.3 Matrizes sobre Álgebras Supercomutativas e suas Gradua-
ções
Aqui consideraremos graduações com grupos do tipo G = Zn2 para um inteiro positivo n
adequado. Em tal caso, seja A uma álgebra G-graduada. Se a ∈ A é um elemento homogêneo,
denotaremos seu G-grau homogêneo por |a|. Além disso, se α = (α1, . . . , αn) e β = (β1, . . . , βn) ∈
Zn2 , denotaremos por
〈α, β〉n = α1β1 + · · ·+ αnβn, sα = α1 + · · ·+ αn, sα,i = sα − αi,
onde as operações são em Z2. Quando o número n for evidente no contexto, denotaremos somente
〈α, β〉 ao invés de 〈α, β〉n.
Definição 3.3.1. A álgebra A Zn2 -graduada é n-supercomutativa se para todos elementos homo-
gêneos a, b ∈ A temos ab = (−1)〈|a|,|b|〉ba.
Se A é Zk2-graduada e B é Zl2-graduada, então A ⊗ B é Zk+l2 -graduada de uma maneira
natural. Sua componente homogênea de grau (α1, . . . , αk+l) é gerada por todos os elementos
a⊗ b, onde a ∈ A, b ∈ B são elementos homogêneos, |a| = (α1, . . . , αk) e |b| = (αk+1, . . . , αk+l).
Proposição 3.3.2. Sejam A álgebra k-supercomutativa e B álgebra l-supercomutativa. Então
A⊗B é uma álgebra (k + l)-supercomutativa com respeito à graduação induzida.
Demonstração. Vamos mostrar que a álgebra A⊗B satisfaz a identidade xy − (−1)〈|x|,|y|〉yx.
Sejam x e y tais que |x| = (α1, . . . , αk+l) e |y| = (β1, . . . , βk+l). Tomemos a1, a2 ∈ A e
b1, b2 ∈ B tais que |a1| = (α1, . . . , αk), |a2| = (β1, . . . , βk), |b1| = (αk+1, . . . , αk+l) e |b2| =
(βk+1, . . . , βk+l). Como |ai ⊗ bi| = (|ai|, |bi|) e por
〈(|a1|, |b1|)〉+ 〈(|a2|, |b2|)〉 = α1β1 + · · ·+ αkβk + αk+1βk+1 + · · ·+ αk+1βk+l =
〈(|a1|, |b1|), (|a2|, |b2|)〉 = 〈|a1 ⊗ b1|, |a2 ⊗ b2|〉
segue que
(a1 ⊗ b1)(a2 ⊗ b2) = (a1a2 ⊗ b1b2) = ((−1)〈|a1|,|a2|〉a2a1)⊗ ((−1)〈|b1|,|b2|〉b2b1) =
(−1)〈|a1|,|a2|〉+〈|b1|,|b2|〉 = (−1)〈|a1⊗b1|,|a2⊗b2|〉(a2 ⊗ b2)(a1 ⊗ b1).
Portanto A⊗B é uma álgebra (k + l)-supercomutativa. 
Seja n ∈ N, denotaremos
cn(x, y) = xy − (−1)〈|x|,|y|〉yx, (3.3)
onde x e y são variáveis na álgebra livre Zn2 -graduadaK〈X〉, e |x| e |y| são seus graus homogêneos,
respectivamente. Claro que, uma álgebra A Zn2 -graduada é n-supercomutativa se, e somente se,
os polinômios cn(x, y) são identidades polinomiais graduadas para A para todo x, y ∈ X e para
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todos os graus de x, y. Denotaremos por Jn o T -ideal Zn2 -graduado de K〈X〉 gerado pelos
polinômios cn(x, y), quando |x| e |y| percorrem independentemente sobre Zn2 .
Recorde que os T -ideais (graduados) de K〈X〉 são gerados pelos seus elementos multiho-
mogêneos, uma vez que K é um corpo infinito. Então, a partir de agora, trabalharemos com
polinômios multihomôgeneos (graduados).
Lema 3.3.3. Seja f = f(x1, . . . , xk) um polinômio Zn2 -graduado multihomogêneo de multigrau
(t1, . . . , tk). Então, para algum λ ∈ K,
f(x1, . . . , xk) ≡ λxt11 · · ·xtkk (modJn).
Além disso, se s|xi| = 1 e ti ≥ 2, para algum i, i = 1, . . . , k, então f ∈ Jn.
Demonstração. Como f(x1, . . . , xk) é multihomogêneo de multigrau (t1, . . . , tk) podemos escre-
ver f como combinação linear de monômios de multigrau (t1, . . . , tk), isto é f(x1, . . . , xk) =
l∑
j=1
λjmj(x1, . . . , xk). Fazendo modJn, temos que as variáveis de mj comutam e anticomutam,
para todo j = 1, . . . , l, logo f(x1, . . . , xk) ≡ λxt11 · · ·xtkk (modJn).
Agora, suponha sem perda de generalidade que, |x1| = α com pois 〈|x1|, |x1|〉 = s|x1| = 1 e





2 · · ·xtkk = (−1)〈|x1|,|x1|〉x21xt1−21 xt22 · · ·xtkk = −x21xt1−21 xt22 · · ·xtkk .
Isso implica que
xt11 · · ·xtkk ≡ −xt11 · · ·xtkk (modJn)
e por charK 6= 2, xt11 · · ·xtkk ≡ 0(modJn). Mas pela primeira parte da prova, segue que f ≡
0(modJn). Logo f ∈ Jn. 
A álgebra de Grassmann E é 1-supercomutativa. Pela Proposição 3.3.2 a álgebra E⊗n é
n-supercomutativa. Neste caso a graduação é dada definindo E⊗n(α1,...,αn) = spanK〈a1 ⊗ · · · ⊗
an|∂Z2(aj) = αj〉.
As graduações de M2n−1,2n−1(E) e M2n(E)
Definiremos os grupos de matrizes Gn ≤M2n(K) (ver [13]).
Dado n ≥ 1, construiremos, por indução, os grupos
Gn = 〈A1n, . . . , Ann, B1n, . . . , Bnn〉 ⊆M2n(K)
(gerado por 2n elementos) como segue:
(G0 = {±1} ⊆ K)
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, então A11C1 =
−C1A11 e B11C1 = −C1B11.
Assuma agora que Gn = 〈A1n, . . . , Ann, B1n, . . . , Bnn〉 ⊆M2n(K) é dado e construiremos











1 ≤ i ≤ n.












onde I2n ∈M2n(K) é a matriz identidade.
Então o grupo Gn+1 é gerado pelas matrizes A1,n+1, . . . , An+1,n+1 e B1,n+1, . . . , Bn+1,n+1 ∈
M2n+1(K).
Lema 3.3.4. As seguintes relações são válidas em Gn:
(i) A2in = I2n, B
2
in = −I2n, C2n = I2n para todo 1 ≤ i ≤ n;
(ii) AinCn = −CnAin, BinCn = −CnBin, para todo 1 ≤ i ≤ n;
(iii) AinAjn = −AjnAin, BinBjn = −BjnBin, para todo 1 ≤ i 6= j ≤ n;
(iv) AinBjn = −BjnAin, para todo 1 ≤ i, j ≤ n.






Demonstração. (i) Quando n = 1, então














Suponha válido para n > 1, isto é A2in = I2n
(1), para todo i = 1, . . . , n e veremos que para
n+ 1 também é válido:
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logo A2i,n+1 = I2n+1 e a afirmação vale para n+ 1.
Agora mostraremos que B2in = −I2n , para todo 1 ≤ i ≤ n. Para n = 1, temos














Suponhamos válido para n > 1, isto é, B2in = −I2n (2), para todo i = 1, . . . , n e veremos que para
n+ 1 também vale:



















Portanto, B2i,n+1 = −I2n+1 e a afirmação vale para n+ 1.

























































= −Cn+1Bi,n+1, i = 1, . . . , n.











0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0


0 0 1 0
0 0 0 −1
1 0 0 0
0 −1 0 0
 =

0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0
 = −

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0
 = −

0 0 1 0
0 0 0 −1
1 0 0 0
0 −1 0 0


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 =










Suponhamos válido para n > 2, isto é, para todo 1 ≤ i 6= j ≤ n, AinAjn = −AjnAin(3) e veremos





























Portanto, para n+ 1, Ai,n+1Aj,n+1 = −Aj,n+1Ai,n+1, para todo 1 ≤ i 6= j ≤ n, i 6= j.
Provaremos agora que BinBjn = −BjnBin, para todo 1 ≤ i 6= j ≤ n.











0 0 0 −1
0 0 1 0
0 −1 0 0
1 0 0 0


0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0
 =

0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0
 = −

0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0


0 0 0 −1
0 0 1 0
0 −1 0 0











Suponhamos que para n > 2 vale, isto é, BinBjn = −BjnBin(4), para todos 1 ≤ i 6= j ≤ n, e





























Portanto, para n+ 1, Bi,n+1Bj,n+1 = −Bj,n+1Bi,n+1, para todo 1 ≤ i 6= j ≤ n.






























Suponhamos que para n > 1 seja válido, isto é, AinBjn = −BjnAin(5), para todo 1 ≤ i, j ≤ n−1,


































Portanto, para n+ 1, Ai,n+1Bj,n+1 = −Bj,n+1Ai,n+1, i, j = 1, . . . , n.
Como as matrizes An+1,n+1 e Bn+1,n+1 possuem uma estrutura diferente, mostraremos que
para i = n+ 1, as relações do lema também são válidas:
(i)





















































































(iii) Mostraremos que, quando i 6= n+ 1, Ai,n+1An+1,n+1 = −An+1,n+1Ai,n+1.
























































(iv) Agora mostraremos que
Ai,n+1Bn+1,n+1 = −Bn+1,n+1Ai,n+1, para todo i = 1, . . . , n,
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e vamos mostrar que para n+ 1 também vale:


























A1n · · ·AnnCnB1n · · ·BnnI2n 0




(−1)nCnA1n · · ·AnnB1n · · ·BnnI2n 0





















Do Lema 3.3.4 segue que Gn = {±Aα11n · · ·AαnnnBαn+11n · · ·Bα2nnn | (α1, . . . , α2n) ∈ Z2n2 } e |Gn| =
2 · 4n.
Seja Hn = {Aα11nAα22n · · ·AαnnnBαn+11n Bαn+22n · · ·Bα2nnn | (α1, . . . , α2n) ∈ Z2n2 }. Denotaremos por
Hi,n o subconjunto de Hn consistindo de todos os elementos tais que
2n∑
j=1
αj = i ∈ Z2.
A prova do próximo lema pode ser encontrado em [13].
Lema 3.3.5. O conjunto Hn é uma base do espaço vetorial M2n(K), consistindo de matrizes
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Agora definiremos uma Z2n2 -graduação sobreM2n−1,2n−1(E). Assim a componente homogênea
M2n−1,2n−1(E)(α1,...,α2n) de grau (α1, . . . , α2n) é o subespaço
H(α1,...,α2n) = {rAα11n · · ·AαnnnBαn+11n · · ·Bα2nnn | r ∈ E(α1+···+α2n)}.






































| r3 ∈ E1
}
.
Enquanto que pelo Lema 3.3.4, obtemos HαHα′ ⊆ Hα+α′ para todos α, α′ ∈ Z2n2 . De fato,
pelas propriedades do Lema 3.3.4 temos que dados rAα11n · · ·Bα2nnn ∈ Hα, r′Aα
′
1
1n · · ·Bα
′
2n
nn ∈ Hα′ ,
com α = (α1, . . . , α2n), α′ = (α′1, . . . , α′2n) ∈ Z2n2 , r ∈ Esα e r′ ∈ Esα′
(rAα11n · · ·AαnnnBαn+111 · · ·Bα2nnn )(r′Aα
′
1


















Lema 3.3.7. A álgebra graduada M2n−1,2n−1(E) é 2n-supercomutativa.
Demonstração. Sejam M,N elementos homogêneos de M2n−1,2n−1(E) de Z2n2 -grau α e α′, res-
pectivamente. Então M = rAα11n · · ·Bα2nnn , N = r′Aα
′
1
1n · · ·Bα
′
2n
nn onde r ∈ Esα e r′ ∈ Esα′ , com
α = (α1, . . . , α2n), α′ = (α′1, . . . , α′2n). Fazendo os cálculos, segue que
MN = rr′Aα11n · · ·Bα2nnn Aα
′
1




= (−1)sα,1α′1rr′Aα′11nAα11n · · ·Bα2nnn Aα
′
2









1n · · ·Bα2nnn





1n · · ·Bα2nnn
que é igual à (−1)〈α,α′〉NM . 
Para denifir uma Z2n+12 -graduação sobre M2n(E) precisaremos do seguinte lema.
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Lema 3.3.8. Seja r ∈ E um elemento Z2-homogêneo, e seja M ∈ Hn. Então o elemento
rM ∈ M2n(E) pode ser escrito unicamente como r′Aα11n · · ·Bα2nnn Cα2n+1n onde r′ é um elemento
Z2-homogêneo de E e ∂Z2(r) = ∂Z2(r′) = sα = α1 + · · ·+ α2n+1.
Demonstração. Por hipótese, r ∈ E e M ∈ Hn, então rM = rAα
′
1
1n · · ·Bα
′
2n
nn , α′ = (α′1, . . . , α′2n) ∈
Z2n2 e esta expressão para rM é única.
Se ∂Z2(r) = sα′ , fazemos αk = α′k se k ≤ 2n, α2n+1 = 0 e r′ = r. Se ∂Z2(r) 6= sα′
pomos α2n+1 = 1 e αk = α′k + 1 se k ≤ 2n. Dessa forma, por Cn = A1n · · ·Bnn, segue que
Aα11n · · ·Bα2nnn Cα2n+1n = Aα11n · · ·Bα2nnn Cn = Aα
′
1+1
1n · · ·Bα
′
2n+1
nn A1n · · ·Bnn = ±Aα
′
1
1n · · ·Bα
′
2n
nn = ±M ,
uma vez que Ain, Bjn e Cn anticomutam. Assim, ±rAα11n · · ·Bα2nnn Cα2n+1n = rM , então pomos
r′ = ±r, e concluimos.
Agora assuma r1A
β1
1n · · ·Bβ2nnn Cβ2n+1n = rM = r2Aγ11n · · ·Bγ2nnn Cγ2n+1n , onde sβ = ∂Z2(r1) =
∂Z2(r) = ∂Z2(r2) = sγ . Então, como acima, temos βk + β2n+1 = α′k = γk + γ2n+1 para todo
k = 1, . . . , 2n, então sβ + (2n− 1)β2n+1 =
2n+1∑
i=1
βi + (2n− 1)β2n+1 =
2n+1∑
i=1
γi + (2n− 1)γ2n+1 =
sγ + (2n − 1)γ2n+1 e como sβ = sγ , segue que (2n − 1)β2n+1 = −β2n+1 = β2n+1 = γ2n+1 =
−γ2n+1 = (2n − 1)γ2n+1, e portanto βk = γk, para todo k. Logo r1 = r2 e assim provamos a
unicidade. 
Corolário 3.3.9. A álgebra M2n(E) é Z2n+12 -graduada. Sua componente homogênea de grau
(α1, . . . , α2n+1) é o subespaço
W(α1,...,α2n+1) = {rAα11n · · ·B2nnnC2n+1n | r ∈ E(α1+···+α2n+1)}.
Demonstração. Pelo Lema 3.3.8, segue que qualquer elemento homogêneo de M2n(E) escreve-se





e pelo Lema 3.3.5, temos WαWα′ ⊆Wα+α′ . 
Lema 3.3.10. A álgebra M2n(E) é (2n+ 1)-supercomutativa.
Demonstração. Sejam M,N ∈ M2n(E) elementos homogêneos de Z2n+12 -grau α e α′, respecti-
vamente. Então M = rAα11n · · ·Bα2nnn Cα2n+1n , N = r′Aα
′
1





n onde r ∈ Esα , r′ ∈ Esα′ ,
com α = (α1, . . . , α2n+1) e α′ = (α′1, . . . , α′2n+1). Então fazendo os cálculos
MN = (rAα11n · · ·Bα2nnn Cα2n+1n )(r′Aα
′
1






= (−1)sα,1α′1rr′Aα′11nAα11n · · ·Bα2nnn Cα2n+1n Aα
′
2













1n · · ·Bα2nnn Cα2n+1n







1n · · ·Bα2nnn Cα2n+1n
que é igual a (−1)〈α,α′〉NM . 
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3.4 As Identidades Graduadas em Características 0
Nesta seção, consideraremos K um corpo de característica 0.
Proposição 3.4.1. 1. As identidades Z2n2 -graduadas de M2n−1,2n−1(E) seguem dos polinômios
c2n(x, y) quando |x| e |y| percorrem independentemente sobre Z2n2 .
2. As identidades Z2n+12 -graduadas para M2n(E) seguem dos polinômios c2n+1(x, y).
Demonstração. 1. Do Lema 3.3.7 todos os c2n são identidades graduadas para M2n−1,2n−1(E).
Denotaremos por J = J2n o ideal de K〈X〉 gerado pelos polinômios c2n. Seja f(x1, . . . , xk)
uma identidade multilinear graduada para M2n−1,2n−1(E). Pelo Lema 3.3.3, f(x1, . . . , xk) ≡
λx1 · · ·xk(modJ), onde λ ∈ K.
Se λ = 0, f ∈ J . Suponhamos que λ 6= 0 e vamos mostrar que o monômio x1 · · ·xk não pode
ser uma identidade graduada para M2n−1,2n−1(E).
Vamos considerar qualquer variável xi, para qualquer i = 1, . . . , k.
Seja |xi| = (α1, . . . , α2n),
se s|xi| = 0, pomos xi = A
α1
1n · · ·Bα2nnn ;
se s|xi| = 1, então pomos xi = eiA
α1
1n · · ·Bα2nnn , onde ei ∈ E;
então x1 · · ·xk = ei1 · · · eirD, onde i1 < · · · < ir e D é uma matriz inversível. Dessa forma
x1 · · ·xn não pode ser uma identidade para M2n−1,2n−1(E) e isso implica que f não é uma
identidade para M2n−1,2n−1(E), o que é uma contradição.
2. A segunda afirmação da proposição é provada da mesma forma como acima. 
Agora descreveremos os geradores do T -ideal graduado de E⊗n.
Proposição 3.4.2. Os polinômios cn(x, y), para quaisquer variáveis x, y, quando |x| e |y| per-
correm independentemente sobre Zn2 , geram o T -ideal de identidades graduadas de E⊗n.
Demonstração. Como foi observado acima, E⊗n é n-supercomutativa. Isto significa que os po-
linômios cn(x, y) são identidades graduadas para E⊗n. Seja J = Jn o ideal graduado gerado
pelos polinômios cn. Suponhamos que f(x1, . . . , xk) é uma identidade polinomial graduada para
E⊗n e f /∈ J . Então pelo Lema 3.3.3, f ≡ λx1 · · ·xk(modJ) para algum 0 6= λ ∈ K. Mas, se
|xi| = (α1, . . . , αn) substituimos xi por ai = bi1⊗· · ·⊗bin onde bij = 1 se αj = 0 e bij = e(i−1)n+j
quando αj = 1. Assim
a1 · · · ak = (b11 ⊗ · · · ⊗ b1n)(b21 ⊗ · · · ⊗ b2n) · · · (bk1 ⊗ · · · ⊗ bkn) =
(b11b21 · · · bk1)⊗ (b12b22 · · · bk2)⊗ · · · ⊗ (b1nb2n · · · bkn) 6= 0,
pois cada monômio b1jb2j · · · bkj é produto dos geradores diferentes de E. Logo x1 · · ·xk não
pode ser uma identidade graduada para E⊗n, uma contradição. 
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Teorema 3.4.3. Seja K um corpo, charK = 0. A álgebra E⊗m é PI-equivalente (graduada) à
M2n−1,2n−1(E) quando m = 2n é par, e à M2n(E) quando m = 2n+ 1 é ímpar.
Demonstração. Pelos Lema 3.4.1 e Lema 3.4.2, segue que TG(M2n−1,2n−1(E)) = TG(E⊗2n). Além
disso pelo Lema 2.3.2, T (M2n−1,2n−1(E)) = T (E⊗2n). Também TG(M2n(E)) = TG(E⊗2n+1) e
T (M2n(E)) = T (E
⊗2n+1). 
Para n = 1, temos como consequência uma prova diferente de uma das afirmações do Teorema
de Kemer.
Corolário 3.4.4. Se charK = 0 as álgebras M1,1(E) e E ⊗ E são PI-equivalentes.
3.5 As Identidades Graduadas em Característica p>2
Seja K um corpo infinito de característica p > 2.
Corolário 3.5.1. Se charK = p > 2 então as identidades graduadas de M2n−1,2n−1(E) seguem
dos polinômios c2n(x, y).
Demonstração. Seja f = f(x1, . . . , xk) uma identidade polinomial multihomogênea graduada
para M2n−1,2n−1(E). Se f não segue de c2n(x, y), então pelo Lema 3.3.3, f ≡ λxt11 · · ·xtkk (modJ),
0 6= λ ∈ K. Seja xi um elemento homogêneo de grau |xi| = (α1, . . . , α2n) na Z2n2 -graduação. Pela
segunda parte do Lema 3.3.3, se ti > 1, deveremos ter que sxi = 0 e definimos xi = A
α1
1n · · ·Bα2nnn ,
se s|xi| = 1 então ti = 1 e definimos xi = eiA
α1
1n · · ·Bα2nnn , ei ∈ E. Assim xt11 · · ·xtkk = ei1 · · · eirD,
onde i1 < · · · < ir correspondem às variáveis xi com s|xi| = 1 e D é uma matriz invertível. Assim
f não pode ser uma identidade para M2n−1,2n−1(E), o que é uma contradição. 
Da mesma forma segue a prova para o seguinte corolário.
Corolário 3.5.2. Seja charK = p > 2. O ideal de identidades graduadas para M2n(E) é gerado
pelos polinômios c2n+1(x, y).
Lema 3.5.3. Seja charK = p > 2 e seja x uma variável na álgebra livre Zn2 -graduada K〈X〉
de grau homogêneo α = (α1, . . . , αn). Suponha além disso que sα = 0 e αi = 1 para algum
i, 1 ≤ i ≤ n. Então xp é uma identidade graduada para E⊗n.
Demonstração. Seja a =
k∑
j=1
aj1 ⊗ · · · ⊗ ajn ∈ E⊗n um elemento Zn2 -homogêneo de mesmo grau








p ⊗ · · · ⊗ (ajk)p.
Mas para algum 1 ≤ i ≤ n, aji ∈ E1, assim apji = 0 e temos ap = 0. 
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Denotaremos por P o T -ideal gerado por todos os polinômios cn(x, y) e por todos os polinô-
mios xp onde x é uma variável que tem o Zn2 -grau α = (α1, . . . , αn) que satisfaz sα = 0 e αi = 1,
para algum i, 1 ≤ i ≤ n.
Proposição 3.5.4. O ideal de identidades Zn2 -graduadas de E⊗n é igual a P .
Demonstração. Seja f = f(x1, . . . , xk) um polinômio multihomogêneo Zn2 -graduado e suponha-
mos que f /∈ P . Pelo Lema 3.3.3, podemos escrever f módulo cn(x, y) como f = λxt11 · · ·xtkk ,
0 6= λ ∈ K e para s|xi| = 1, temos ti = 1. Além disso, por nossa suposição, sempre que s|xi| = 0,
e |xi| 6= (0, . . . , 0), devemos ter que ti < p. Agora, mostraremos que xt11 · · ·xtkk não é identidade.
Em característica p, a variável xt é equivalente à sua linearização completa gt(y1, . . . , yt) =∑
σ∈St
yσ(1) · · · yσ(t) para qualquer t < p. Se s|x| = 0, este polinômio, módulo P , é igual a t!y1 · · · yt,
porque as variáveis yi comutam.
Em outras palavras, podemos assumir que em xt11 · · ·xtkk temos ti = 1 para todo i tal que
|xi| 6= (0, . . . , 0). Agora, como na prova da Proposição 3.4.2, se |xi| = (α1, . . . , αn) substituimos
xi por ai = bi1 ⊗ · · · ⊗ bin onde bij = 1 se αj = 0, e bij = e(i−1)n+j quando αj = 1. Assim
xt11 · · ·xtkk não pode ser identidade graduada para E⊗n e concluímos a prova. 
Teorema 3.5.5. 1. O T -ideal de identidades Z2n2 -graduadas de E⊗2n contém propriamente o
T -ideal de M2n−1,2n−1(E).
2. O T -ideal de identidades Z2n+12 -graduadas de E⊗2n+1 contém propriamente o T -ideal de
M2n(E).
Demonstração. 1. É suficiente mostrar que xp, com |x| = (1, 1, 0, . . . , 0), não é uma identidade
para M2n−1,2n−1(E).
Seja a ∈M2n−1,2n−1(E) tal que |a| = |x| = (1, 1, 0, . . . , 0), então a = A1nA2n, como charK =
p > 2, p = 2k + 1, para algum inteiro k, daí
ap = (A1nA2n)
p = (A1nA2n)
2kA1nA2n = (−1)kA1nA2n 6= 0.
A prova para 2 é análoga. 
3.6 Uma Estrutura de T -ideais Graduados
Denotaremos por Lm−1,n a álgebra M2m−1,2m−1(E)⊗ E⊗n. Esta álgebra possui uma Z2m+n2 -
graduação que é induzida da Z2m2 -graduação de M2m−1,2m−1(E) e da Zn2 -graduação de E⊗n.
Proposição 3.6.1. O T -ideal Z2m+n2 -graduado de Lm−1,n é gerado pelas identidades c2m+n(x, y)
e pelos elementos xp onde |x| = α = (α1, . . . , α2m+n) ∈ Z2m+n2 são tais que sα = 0 e αj = 1,
para algum j, 2m+ 1 ≤ j ≤ 2m+ n.
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Demonstração. Pela Proposição 3.3.2, Lema 3.3.7 e Proposição 3.4.2, segue que Lm−1,n satisfaz
as identidades graduadas c2m+n(x, y). Além disso, pelo Lema 3.5.3 as identidades do tipo xp são
satisfeitas.
Agora, seja f um polinômio multihomogêneo, então pelo Lema 3.3.3 podemos escrever f ,
módulo as identidades da afirmação, como um único monômio multiplicado por um escalar
não nulo λ ∈ K, isto é, f ≡ λxt11 · · ·xtkk . Seja xi uma variável qualquer tal que |xi| = α =
(α1, . . . , α2m+n), para qualquer i = 1, . . . , k.
Se s|xi| = 1, então podemos assumir que ti = 1. Além disso, se s|xi| = 0, |xi| = α, como na
afirmação, e αj = 1 para algum j, 2m + 1 ≤ j ≤ 2m + n, então tj < p. Provaremos que esse
monômio não pode ser uma identidade graduada para Lm−1,n. Assumiremos que ti = 1, para
cada xi que satisfaz as condições da afirmação. Portanto, sempre que ti > 1, devemos ter que
|xi| = (α1, . . . , α2m+n) onde s|xi| = 0 e αj = 0 para todo j, 2m+ 1 ≤ j ≤ 2m+ n.
Agora, para qualquer i = 1, . . . , k, sejam yi, zi variáveis graduadas homogêneas de Z2m2 -
grau |yi| e Zn2 -grau |zi|, respectivamente, tais que |xi| = (|yi|, |zi|) ∈ Z2m+n2 . Consideremos os
monômios g = yt11 · · · ytkk e h = zt11 · · · ztkk . Recordando, pela nossa suposição, que se ti > 1 então
|zi| = (α2m+1, . . . , α2m+n) = 0 ∈ Zn2 e assim s|xi| = s|yi| + s|zi| = s|yi| = 0. Como na prova da
Proposição 3.5.4, o monômio h não se anula em E⊗n. Da mesma forma temos que, como na
prova da Proposição 3.4.1, g não é identidade polinomial graduada para M2m−1,2m−1(E). Então,
existem elementos b1, . . . , bk ∈ E⊗n, tais que |bi| = |zi| e bt11 · · · btkk 6= 0. De modo análogo,
existem elementos a1, . . . , ak ∈ M2m−1,2m−1(E), tais que |ai| = |yi| e at11 · · · atkk 6= 0. Portanto
f(a1 ⊗ b1, . . . , ak ⊗ bk) = λat11 · · · atkk ⊗ bt11 · · · btkk 6= 0. 
Como consequência temos o seguinte teorema.
Teorema 3.6.2. Seja G = Z2n2 , então TG(Ln−1,0)  TG(Ln−2,2)  TG(Ln−3,4)  · · ·  
TG(L0,2n−2)  TG(E⊗2n).
Demonstração. Notamos que todas estas álgebras são 2n-supercomutativas e portanto satisfa-
zemx c2n(x, y). Pela Proposição 3.6.1 temos que, para todo i = 1, . . . , n−1, a álgebra L(n−1)−i,2i
satisfaz xp onde |x| = α = (α1, . . . , α2n) ∈ Z2n2 são tais que sα = 0 e αj = 1 para algum
j, 2(n − i) + 1 ≤ j ≤ 2(n − i) + 2i. Assim, para um dado i0 ∈ {1, . . . , n − 1}, L(n−1)−i0,2i0
satisfaz a xp onde x satisfaz as condições da Proposição 3.6.1. E L(n−1)−i0,2i0 satisfaz a todos x
p
satisfeitos pelas álgebras L(n−1)−i,2i em que i ≤ i0. Logo,
TG(L(n−1)−i,2i)  TG(L(n−1)−i0,2i0).
Por Ln−1,0 = M2n−1,2n−1(E) satisfazer apenas aos polinômios gerados por c2n(x, y) e por E⊗2n
satisfazer xp, em que a variável x cumpre as condições do Lema 3.5.3, segue que TG(Ln−1,0)  
TG(L(n−1)−i,2i)  TG(E⊗2n), para todo i = 1, . . . , n− 1. Portanto,
TG(Ln−1,0)  TG(Ln−2,2)  · · ·  TG(E⊗2n).

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Denotaremos por Lm,n a álgebraM2m(E)⊗E⊗n . A álgebra Lm,n possui Z2m+n+12 -graduação
induzida da Z2m+12 -graduação deM2m(E) e da Zn2 -graduação de E⊗n. Como na Proposição 3.6.1,
temos
Lema 3.6.3. O T -ideal de identidades Z2m+n+12 -graduadas de Lm,n é gerado pelas identidades
c2m+n+1(x, y) e pelos elementos xp onde |x| = α = (α1, . . . , α2m+n+1) ∈ Z2m+n+12 são tais que
s|x| = 0 e αj = 1, para algum j, 2m+ 2 ≤ j ≤ 2m+ n+ 1.
Agora, temos todas as ferramentas para o seguinte teorema.
Teorema 3.6.4. Seja K um corpo infinito, charK 6= 2 e seja G = Z2n2 . Então
TG(Ln−1,0) ⊆ TG(Ln−1,1) ⊆ TG(Ln−2,2) ⊆ TG(Ln−2,3) ⊆ · · · ⊆ TG(L0,2n−2) ⊆ TG(L0,2n−1).
Denotemos por G = Z2n+12 . Então
TG(Ln,0) ⊆ TG(Ln−1,1) ⊆ TG(Ln−1,2) ⊆ TG(Ln−2,3) ⊆ · · · ⊆ TG(L0,2n−1) ⊆ TG(L0,2n+1).
Se charK = 0, todas as inclusões se tornam igualdades; quando charK = p > 2, todas são
inclusões próprias.
Demonstração. Quando charK = 0, o teorema segue do Teorema 3.4.3. Suponha charK = p >
2. Então, Proposição 3.6.1 junto com o Lema 3.6.3 nos dão as inclusões próprias. 
Corolário 3.6.5. Seja charK 6= 2. Então TG(M2n−1,2n−1(E)⊗ E) ⊇ TG(M2n(E)). A igualdade
vale somente quando charK = 0.
Demonstração. Segue do teorema acima uma vez que Ln−1,1 = M2n−1,2n−1(E) ⊗ E e Ln,0 =
M2n(E). 
3.7 Mais Casos do Teorema do Produto Tensorial
Nesta seção compararemos os T -ideais graduados das álgebras M2n−1,2n−1(E) e
M2k−1,2k−1(E) ⊗M2l−1,2l−1(E), onde k + l = n, sobre um corpo infinito K de característica
positiva p 6= 2.
Primeiro consideraremos uma Z2n2 -graduação sobre M2k−1,2k−1(E) ⊗M2l−1,2l−1(E) induzida
da Z2k2 -graduação de M2k−1,2k−1(E) e a Z2l2 -graduação de M2l−1,2l−1(E). Assim temos uma
Z2n2 = Z2k2 × Z2l2 -graduação sobre esta álgebra. Além disso, pelas Proposições 3.3.2 e 3.3.7
temos que a álgebra M2k−1,2k−1(E)⊗M2l−1,2l−1(E) é 2n-supercomutativa.
Lema 3.7.1. Seja x uma variável e assuma que |x| = α = (α1, . . . , α2n) ∈ Z2n2 , sα = 0 e
α1 + · · · + α2k = α2k+1 + · · · + α2n = 1. Então xp é uma identidade polinomial graduada para
M2k−1,2k−1(E)⊗M2l−1,2l−1(E).
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Demonstração. Seja a ∈M2k−1,2k−1(E)⊗M2l−1,2l−1(E) um elemento homogêneo de Z2n2 -grau α,
como nas condições do Lema 3.7.1. Então a = a1 + a2 + · · · + at, onde ai = riAα11k · · ·Bα2kkk ⊗
r′iA
α2k+1
1l · · ·Bα2nll , e ri, r′i ∈ E1 são elementos ímpares da álgebra de Grassmann para todo i.
Como sα = 0, os elementos homogêneos ai comutam, portanto
ap = (a1 + · · ·+ at)p = ap1 + · · ·+ apt .
Por ri, r′i ∈ E1, temos api = 0, para todo i. E concluimos a prova do lema. 
Agora, seja J o T -ideal gerado pelos polinômios c2n(x, y) e por todos xp onde as variáveis x
satisfazem a condição do Lema 3.7.1.
Teorema 3.7.2. O T -ideal de identidades Z2n2 -graduadas de M2k−1,2k−1(E) ⊗M2l−1,2l−1(E) é
igual a J .
Demonstração. Seja f = f(x1, . . . , xq) /∈ J um polinômio Z2n2 -graduado multihomogêneo de
multigrau (t1, . . . , tq). Pelo Lema 3.3.3, f ≡ λxt11 · · ·xtqq (modJ ), onde 0 6= λ ∈ K e ti = 1 se
s|xi| = 1, i = 1, . . . , q. Além disso, se o Z
2n
2 -grau de algum xi satisfaz as condições do Lema 3.7.1
então ti < p.
Portanto, como na prova da Proposição 3.5.4, assumiremos que ti = 1 para cada xi que
satisfaz as condições do Lema 3.7.1. Assim, se ti > 1, segue que |xi| = (α1, . . . , α2n) onde
2k∑
i=1
αi = 0 =
2l∑
i=1
α2k+i. Vamos construir uma substituição para qual xt11 · · ·xtqq não se anula em
M2k−1,2k−1(E)⊗M2l−1,2l−1(E).
Tomemos uma variável xi de f e coloquemos α = |xi|.
Então definimos
xi 7→ ai = riAα11k · · ·Bα2kkk ⊗ r′iA
α2k+1






j=1 αj = 1
1, se
∑2k
j=1 αj = 0
,
analogamente para r′i.
Se sα = 1, então ou
∑2k
j=1 αj = 1 e
∑2l
j=1 α2k+j = 0 e pomos ri = ei e r
′
i = 1 ou
∑2k
j=1 αj = 0
e
∑2l
j=1 α2k+j = 1 e pomos ri = 1 e r
′
i = ei.
Se sα = 0, então
∑2k
j=1 αj = 1 =
∑2l




j=1 αj = 0 =∑2l
j=1 α2k+j e pomos ri = 1 = r
′
i.
Logo, xt11 · · ·xtqq não se anula emM2k−1,2k−1(E)⊗M2l−1,2l−1(E) e consequentemente f também
não. 
Como exemplo, podemos considerar o monômio x1x2x3x24, em que s|x1| = s|x2| = 1 estão nos
dois primeiros casos enquanto que s|x3| = s|x4| = 0, estão nos dois últimos. Então
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1l · · ·B
α1,2n
ll




1l · · ·B
α2,2n
ll




1l · · ·B
α3,2n
ll




1l · · ·B
α4,2n
ll ,
e daí a1a2a3a24 6= 0.
Corolário 3.7.3. Seja K um corpo infinito, charK 6= 2. Assuma que k + l = n, então
TZ2n2 (M2n−1,2n−1(E)) ⊆ TZ2n2 (M2k−1,2k−1(E) ⊗M2l−1,2l−1(E)). Eles coincidem somente em ca-
racterística 0.
Demonstração. É claro que quando charK = 0, TZ2n2 (M2n−1,2n−1(E)) = TZ2n2 (M2k−1,2k−1(E) ⊗
M2l−1,2l−1(E)), pois ambas as álgebras satisfazem aos polinômios gerados por c2n(x, y). Enquanto
que em charK > 2, pelo Teorema 3.7.2, TZ2n2 (M2k−1,2k−1(E) ⊗M2l−1,2l−1(E)) = J . Portanto,
TZ2n2 (M2n−1,2n−1(E))  TZ2n2 (M2k−1,2k−1(E)⊗M2l−1,2l−1(E)).

Corolário 3.7.4. Seja k1 + l1 = k2 + l2, k1 ≥ l1, k2 ≥ l2, e assuma que k1 6= k2. Assuma
também que K é um corpo infinito e charK 6= 2. Então TZ2n2 (M2k1−1,2k1−1 ⊗M2l1−1,2l1−1) é igual
à TZ2n2 (M2k2−1,2k2−1 ⊗M2l2−1,2l2−1) somente quando charK = 0. Se charK = p > 2 nenhum dos
dois está contido no outro.
Demonstração. Se K é tal que charK = 0, então pelo Corolário 3.7.3, ambos os conjunto são
iguais a TZ2n2 (M2n−1,2n−1(E)), e portanto, são iguais. Para provarmos a segunda parte do corolá-
rio, devemos mostrar que existe uma variálvel x tal aque xp ≡ 0 em M2k1−1,2k1−1 ⊗M2l1−1,2l1−1 ,
mas que não se anula em M2k2−1,2k2−1 ⊗ M2l2−1,2l2−1 , e uma variável y, tal que yp ≡ 0 em
M2k2−1,2k2−1 ⊗ M2l2−1,2l2−1 , mas que não é identidade para M2k1−1,2k1−1 ⊗ M2l1−1,2l1−1 . Con-
sideremos k1 = 2n − 1 e k2 = 2n − 2, então l1 = 1 e l2 = 2. Seja x uma variável tal que
|x| = (α1, . . . , α2n) = (1, . . . , 1), então
∑2n−1
i=1 αi = 1 e α2n = 1, portanto x satisfaz as condições
do Lema 3.7.1. Daí xp ≡ 0 em M2k1−1,2k1−1 ⊗M2l1−1,2l1−1 . Por outro lado xp não é identidade
para M2k1−1,2k1−1 ⊗M2l1−1,2l1−1 , pois
∑2n−2
i=1 = 0 = α2n−1 + α2n e podemos substituir x por
A1k1 · · ·Bk1k1 ⊗ A1l1 · · ·Bl1l1 . Agora, consideremos a variável y tal que |y| = (β1, . . . , β2n) =
(0, 1, . . . , 1, 0), então
∑2n−2
i=1 βi = 1 = β2n−1 + β2n e assim y
p ≡ 0 em M2k2−1,2k2−1 ⊗M2l2−1,2l2−1
por satifazer as condições do Lema 3.7.1. Mas yp não se anula em M2k1−1,2k1−1 ⊗M2l1−1,2l1−1 ,
pois
∑2n−1
i β2n−1 = 0 = β2n e basta substituir y por A2k1 · · ·Bk1k1 ⊗A1l1 · · ·Bl1−1l1 .

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