Abstract-In this paper, a network architecture for the realization of a pragmatic framework for optical packet transport called the light-frame (LF) framework is proposed. The architecture enables the transport of packets over optical media. While doing so, it relaxes the need for address recognition as well as high-speed switching, which are the two key hindering factors that have prevented contemporary optical packet transport solutions from being deployed. Using this framework, a tradeoff was achieved between cost (maturity in deployment) and performance (network efficiency). The idea is to create a logical topology that enables N 2 connectivity, yielding sublambda granularity, and thereby facilitating packet transport. Methods for topology discovery and conflict resolution are proposed. This paper also discusses stochastic as well as optimization analysis of the framework. The fiber resource requirements of this network solution are compared to a leading access networking solution-passive optical networks (PONs)-and cost benefits are shown. The LF concept due to its finely granular application, despite a present technological bottleneck, presents a good implementation case that allows it to be pushed for next-generation optical packet transport, especially in the access area. 
I. PREAMBLE TO THE LIGHT-FRAME (LF) CONCEPT
T HE PROMULGATION of IP communication in the past decade and the parallel exploitation of the large bandwidth offered by the optical fiber have motivated proposals for the pragmatic implementation of optical packet communication by coalescing the two dominant technologies of IP and wavelength division multiplexing (WDM) [6] , [7] , [11] , [12] . The optical packet communication concept [11] , [12] has been considered as native IP packets over WDM, a method to efficiently utilize the enormous bandwidth offered by the optical fiber while adhering to the limitations posed by the optoelectronic bandwidth bottleneck. The result of such a packet-based optical infrastructure leads to the statistical multiplexing of packets (and flows) from different nodes that enables bandwidth to be provisioned dynamically. An optical layer solution that implements packet communication has two primary functions, namely 1) optical address recognition and 2) high-speed switching of packets between interfaces at a node. Technologies that perform these functions are in the nascent stages of development, and plausible cost-effective solutions are currently not available. Most of the networking solutions proposed in the literature assume physical layer advances-an area of optics that is currently best described as only modestly (optimistic) advanced. Currently, there are no technologically feasible and economically viable solutions for implementing optical packet transport in a cost-effective and pragmatic way. The purpose of this paper is to develop an optical packet transport solution that is based on mature (not to be confused as inferior) physical layer technology. To do so, we extend a solution that is built on the concept of light-trails [4] - [8] , further enhancing light-trails to accommodate packet transport. The light-trail framework provides basic insight on how to achieve all-optical statistical multiplexing. "A light-trail is a generalization of a lightpath in which data can be inserted or removed at any node along the path." A light-trail is a group of nodes capable of achieving dynamic provisioning in an optical path through an out-of-band control channel (overlaid protocol), leading to multiple source-destination pairs being able to establish time-differentiated (nonoverlapping) connections over the light-trail while eliminating the need for high-speed switching. Thus, a light-trail is analogous to an optical bus, and further, due to its out-of-band control, it enhances the known properties of an optical bus. Our packet transport framework is similarly based on the principle of optical bus technology with a novel in-band protocol and network configuration methodology. The overlaid protocol and associated overhead for management within light-trails causes coarse granularity. Thus, in their fundamental manifestation, light-trails do not solve our requirement for optical packet transport but provide for dynamic communication (optical statistical multiplexing). Light-trail provides for switchless multipoint communicationa property that we exploit in creating our packet framework.
To support packet transport, we propose the concept of "LF framework." The LF framework is a pragmatic implementation of packet-level transport [1] at the optical layer. The proposed framework is based on an architecture that has evolved from the basic light-trail concept. Hence, like light-trail, it uses mature components for implementation. The LF concept results in the formation of a logical topology that enables N 2 connectivity. Network-wide connectivity is achieved by intelligently providing transport routes to packet flows in a network and by 0733 -8724/$20.00 © 2006 IEEE circumventing the need for fast switching and optical layer packet/header recognition schemes. In a larger sense, the concept of LF framework is analogous to Ethernet LANs that use broadcast and select buses. However, extending the concept of Ethernet LANs to optical networks entails a new challenge. This challenge is imposed by limitations in contention resolution technology in the optical domain. By putting forth a novel and mature node architecture, we propose a method to extend the simple Ethernet LAN approach into optical networks. The LF node reduces costs and enhances performance (fine granular packet communication) by eliminating the need for optical packet header recognition and high-speed switching. By using a unique contention resolution strategy, the framework is able to achieve Ethernet LAN performance in optical networks. The dual benefit of low deployment cost and finely granular performance is the key contribution of this paper.
This paper is organized as follows: In Section II, we explain the motivations of the framework and the interconnection concept. The section also discusses the node architecture from a conceptual and a subsystem perspective. Section III discusses the different functions that a node performs in the LF framework. Section IV is devoted to conflict resolution and recovery of lost packets. In Section V, we describe networkwide signaling and topology discovery, which are essential for the functioning of the framework. Section VI evaluates the solution stochastically, concentrating on computing the delays experienced by packets traversing through the unique interconnection methodology of the framework. The delays computed in Section VI are fundamental in the design of the framework. The stochastic results computed in Section VI are used to simplify the design criteria of the framework. The design is based on the constrained optimization discussed in Section VII. The stochastic results and optimized design are simulated through an event-driven simulator, and the results are shown in Section VIII. Finally, Section IX develops the framework for access networks.
II. LF FRAMEWORK CONCEPT AND NODE ARCHITECTURE
The LF framework presents a node architecture, a protocol, and a configuration methodology that enable successful transport of packets in the optical domain.
A. Light-Frame (LF)
An LF is an "optical implementation" of a layer-2 electronic frame that carries two types of information, namely 1) MAC address of sender and receiver(s) and 2) carrier clock and data recovery preamble. The typical implementations of LFs are 1500 and 9600 bytes based on Ethernet framing. A node that supports the LF framework is presented later as a black box in Fig. 1(a) and (b) .
B. LF Framework, Strings, Threads, and Node Types
The objective of the LF framework is to provide optical packet transport and fine bandwidth granularity using mature components. We now discuss the motivation for the choices of node architecture, node interconnection methodology, and contention resolution and recovery policy, which are fundamental in the LF framework.
The primary interconnection mechanism is based on unidirectional optical buses called "strings" that alleviate the need for high-speed switching. We define the first node in a string as the convener node, and the last node as the end-node. A bus, however, leads to potential collision. To avoid collision, arbitration in the bus through an out-of-band control channel is possible, but it increases cost and requires extra components. Without an arbitration mechanism in the optical bus, we face the prospect of collisions similar to native Ethernet. While carrier sensing to detect collisions is possible in native Ethernet, the same is not possible in the optical domain due to physical layer issues [21] . To detect and resolve contention, we propose a novel contention resolution and recovery scheme in which when a collision occurs, copies of the two packets that collide are extracted from the network prior to the collision and stored in a local (electronic) buffer. The copies of the two colliding packets that are stored arrive in overlapping time intervals, enabling the node (which stores packets) to detect the occurrence of collision. The stored copies are subsequently retransmitted, while the packets that have collided result in "optical junk" that is eventually discarded.
To enable (N 2 ) connectivity, we desire strings to be potentially large. However, in a large bus, the delay experienced by packets from a node is a function of the position of the node in the bus (string) [27] . Hence, strings have to be limited in size. Another aspect to consider is that the use of all-optical buses to provide N 2 connectivity would lead to the formation of optical loops. Loops result in "optical" signal recirculation, causing active optical components to get damaged. To avoid recirculation, we differentiate nodes into two types, namely 1) all-optical or OOO nodes and 2) optoelectronic or OEO nodes. OOO nodes are transparent to pass through traffic, implying no electronic conversion of pass-through optical signals. OEO nodes are opaque nodes that convert packets in the optical domain into electronic domain and forward the packets (converting) back into the optical domain depending on electronic layer matching. The choice of OEO and OOO nodes enables cycle-free design.
Further, to maintain connectivity between nodes in the network that are not necessarily sharing the same bus (string), we propose the concept of "threads" (Fig. 2) . Threads are one-hop optical paths between nodes in different strings. The presence of a thread indicates the ability of a node in one string to send data to a node in another string without any switching (alloptically).
Nodes in the LF framework can support packet-mode communication and are composed of mature low-cost components, thus avoiding the requirement for high-speed switching as well as fast contention resolution. Nodes are located either on strings or at the intersection of strings and threads. To support strings, the node architecture is assumed to exhibit two types of signal flow, namely 1) optical drop-and-continue and 2) passive add. The optical signal that enters a node is dropped and continued to the next node, and the same optical path is used to passively add local traffic. With these two functions, a node supports bus operation (string). The node also supports thread operation, i.e., communication between strings. Data from one string moves to another string through a thread by exploiting the passive functions of bifurcation and admittance of the optical signal in the node. The functions of bifurcation and drop-and-continue use the passive splitting properties of an optical coupler, while the functions of passive adding and admittance in a node are based on the passive combining properties of optical couplers.
C. Black-Box LF Node Model
In Fig. 1 , we show the black-box model and signal flow diagram for OOO implementation. The black-box model has seven optical ports (A to G) supported by necessary peripheral electronics. Of the seven optical ports, four are external or network interfaces (A, D, E, and F), connecting to other nodes, while the remaining interfaces (B, C, and G) are for local use. Interface A is called string input; it is connected to an adjacent and upstream node on the same string. Interface A allows LFs from the string to enter the incumbent node. Interface D is called the string output; it feeds (connects) to a node that is downstream of the incumbent on the same string. Interface B is called a local drop interface; it drops LFs locally. Interface F is called the thread output (or simply bifurcation) interface, which is responsible for passively bifurcating traffic arriving from A into a thread. Interface C is called local add interface and is responsible for adding LFs into the network. Interface E is called the admittance or thread input interface; it admits LFs from a thread into the node. Finally, interface G is called the intermediate thread input interface (defined later). From an electronic perspective, interfaces B, C, and G are connected to electronic buffers through burst-mode transceivers [11] (which can detect and transmit packets). Electronic buffers B and G feed to port C [ Fig. 1(a) ], resulting in OEO operation. This is used to recover LFs or break continuous optical cycles.
OEO Implementation: The connection between interfaces A and D in the OEO case is disconnected. This means that the signal that enters interface A is dropped entirely (to interface B, without any drop and continue operation-only dropped). If data have to be forwarded to interface D, this is done through complete electronic conversion and optical regeneration between B and D. Likewise, interfaces A and F and interfaces E and D are optically isolated (disconnected), resulting in OEO operation.
In Fig. 1(b) , we show two abstract implementation models of the LF node. The first implementation assumes that only the local I/O ports for add/drop are part of the abstract model, while the second implementation assumes that only external I/O ports are part of the abstract model. The second abstract model of the LF node is compared to a 2 × 2 switch. The simplicity of the LF model implies that connections between ports are static (no switching), as compared to a 2 × 2 switch that changes its states (from bar to cross and vice versa). Despite the static connections, the LF node architecture supports two of the four (bar, cross, up multicast, and down multicast) possible states supported by the 2 × 2 switch. The supported states are cross, up multicast, and a partial state of up-bar (bar between corresponding ports). The simultaneous support of these states without switching or requiring inline I/O buffers makes the LF node simpler to manage as well as cost effective at a tradeoff of performance at high loads. Due to the all-optical passage of traffic through the LF node, there is no dependency on bit rate or protocol. Fig. 3 shows the node architecture. The node resides on a string whose flow is from left to right. The optical signal enters the node from the string input port and passes through two couplers (shown as triangles in Fig. 3 ). The first coupler is called "drop and bifurcate coupler" (DBC), and the second coupler is called "add and admittance coupler" (AAC). The two couplers are separated by a slow-moving on/off switch and an optical isolator. The switch is used only while converting an OEO node (OFF-state) to an OOO node (ON-state) and vice-versa.
D. Node Architecture to Support LF Framework
The two couplers are 1 × 3 and 3 × 1 in splitting/combining configurations. The DBC (1 × 3) has one input and three output lines. LFs from an upstream node arrive at the DBC through the string input port and are split by the DBC into three output ports. The first output port is connected to a burst-mode receiver, the second port used for pass-through is connected to the AAC, and the third port is called the bifurcation port connected to a Mach-Zehnder interferometer (MZI) switch from where a thread can emanate.
The AAC is a 3 × 1 passive coupler whose primary function is to add traffic into the network at this node. The three input ports of the AAC have the following connections: The first input port is connected to the local add port of the node that is supported by a burst-mode transmitter, enabling addition of LFs into the network. The second input port is connected to the DBC completing the bus function of the string. Finally, the third input port of the AAC is connected to a thread MZI. This port is responsible for admitting LFs that arrive from a thread into the string at which the node resides. The single AAC output port is connected to the output fiber (string output of the node). The two MZIs called admittance MZI (AMZI) and bifurcation MZI (BMZI) collectively regulate traffic (LFs) into the node from/to the threads and also establish/tear down threads.
III. FUNCTIONING OF THE NODE AND PERIPHERAL SYSTEMS
This section describes the functioning of a node in the LF framework as well as peripheral electronic systems. Let us assume that the node we are examining is an intermediate node N x in a string S. A thread emanates from this node to a node N y in string S 1 , while another thread submerges into N x from a node N z located in string S 2 . Further, let node N u be the upstream neighbor of N x and node N d be the downstream neighbor of N x in string S. The functions of the node N x are classified as 1) local LF add; 2) local LF drop/pass-through/ bifurcate; and 3) admit (and/or submergence) of LF from thread. Prior to defining these functions, we highlight the role of peripheral systems (electronic buffers) shown in Figs. 1 and 3 . A node in the LF framework consists of three electronic buffers. In the absence of optical header recognition and highspeed switching, the LF node relies on these electronic buffers in conjunction with a logic circuit to facilitate contention resolution, recovery, and input queueing. In an LF node, we define the three electronic buffers as drop buffer B D , thread buffer B T , and add buffer B A . Drop buffer B D collects all the LFs (irrespective of their destination address) that are split and dropped at port B. Thread buffer B T is responsible for collecting LFs that arrive from the thread into a node. Finally, the add buffer B A is responsible for buffering LFs before being added into the network (input queueing). The purpose of buffers in the LF framework is to resolve contention and recover lost LFs. Buffer sizing is explained in Appendix. Let us now discuss the possible node behavior through function definition.
A. Local LF Add
Local LF add is defined when a node adds a locally generated LF into the network. Assume that the node has an LF at its local input interface that it desires to transmit into the string. The node stores the LF (in electronic format) in B A for a period of time that corresponds to the listening (sensing) of the underlying channel to upstream traffic. Upon sensing the string as idle, the local burst-mode transmitter transmits its LF. Prior to sending the LF into the string, the node changes the state of the AMZI to a restricted state (defined as in Section III-D). This state of the AMZI routes an LF arriving at the thread input E to the thread burst-mode receiver, thus avoiding collision with local transmission (LF adding). The thread burst-mode receiver detects an incoming LF and sends it to buffer B A for retransmission. The add buffer B A continues to buffer an LF until it is successfully transmitted. In a busy system (with multiple collisions), this may involve multiple attempts before successful transmission.
B. Resolution of Collision Between Upstream and Local Transmissions
Assume that, during the transmission of an LF by node N x , another LF transmitted by upstream node N u (upstream in the string) arrives at node N x . These two LFs collide, resulting in both being lost. Optical detection of collision is expensive and technologically nascent; hence, it is difficult. In our system, node N x continues to buffer a copy of its LF in the add buffer B A until its transmission is successful. However, the LF that arrived from the upstream node N u must also be retransmitted due to collision. The LF framework does not have provisions for a mechanism to inform upstream nodes of lost LFs, and it is assumed that once an LF is injected into the network, it would reach the destination successfully, possibly in an all-optical way or possibly through multiple OEO hops. The node at which a collision happens is responsible for taking corrective action for all the LFs involved in the collision. From Fig. 3 , the colliding LF that arrived from the upstream node passes through the DBC before colliding with the local LF in the AAC (location of collision). The collision hence occurs at the AAC. This point is marked X in Fig. 1(a) . Despite the occurrence of a collision, the DBC is able to drop an uncorrupted copy of the entire LF (from upstream node N u ) prior to the collision due to the coupler drop-and-continue characteristic that results in the optical power splitting of the incoming LF. Backward reflection of light due to collision, which could disrupt the dropping of the copy, is prevented by the isolator (shown in Fig. 3 ). Due to the availability of prior splitting, a copy of the LF from the upstream node N u that collided with the LF from N x is recovered at buffer B D . B D eventually transfers this LF in electronic format to B A for retransmission, and the LF joins the queue in B A along with the local LF. It should be noted that collision in the LF framework implies the retransmission of all LFs involved in collision, since a copy of each colliding LF is buffered electronically at the node where collision occurs. The preceding discussion highlights the role of local LF add in terms of contention resolution, which is discussed in detail in the next section.
C. Local Drop/Pass-Through/Bifurcate
Local drop/pass-through/bifurcate is defined as the dropping/passing-through/bifurcation of an LF at a given node. An LF that enters a node from the string input (port A) is optically split into three copies, where each is sent to ports corresponding to local drop, thread output (bifurcate), and string output. This splitting of the LF into three copies happens at the DBC. The local drop port always drops a copy of the LF that passes through the node, irrespective of whether the LF is destined for that node or not. The bifurcate (thread output) port allows an LF from an upstream node to be (optically) bifurcated into a thread. Through bifurcation, copies of the LF jump from one string to another, all-optically via the thread.
D. Admittance From Thread (Submergence of a String)
Admittance from thread (also submergence of a string) is defined as admitting an LF from a thread into a node. The thread admittance (also string submergence) port consists of an MZI that behaves as a slow moving 1 × 2 switch. The switch has two states, i.e., open and restricted. In the "open state," the MZI splits the incoming LF (from the thread) into two copies, sending one to the local thread buffer (at port G), while sending the other copy into the AAC for transmission to downstream string nodes. In the second state called "restricted state," the MZI sends the incoming LF (without splitting) to port G for electronic detection. From port G, the LF in electronic format is either forwarded or discarded. Note that whenever a local LF is to be added, to avoid collision between the locally added LF and the LF incoming from the thread, the MZI is moved into the restricted state. Further, the thread admittance port is also known as a string submergence port. If required, instead of a thread, a string can be submerged into another string, resulting in a Y-shaped structure with two strings.
IV. CONFLICT RESOLUTION AND RECOVERY STRATEGY
Due to the presence of passive elements that combine and split signals in an LF node, collisions do occur similar to carrier sense multiple access (CSMA) Ethernet. The LF framework has a unique way to recover LFs lost due to collisions. The collision recovery principle involves isolating the location of collision in a node and electronically storing copies of LFs obtained by optically splitting just prior to the location of the collision. Note that the "location of collision" in a node is fixed and is identified by the point marked "X" in Fig. 1(a) . This point marks the intersection of LFs possibly arriving from upstream nodes, thread, and local transmitter. However, prior to a collision, a copy of the colliding LF is made available to the buffers in the node (at which collision happens) due to splitting of light at the couplers or MZI. This means that only one of the two split portions (copies of LF) undergoes collision, while the other copy is safely detected and stored electronically in the buffer. In the event of a collision, the stored copy is retransmitted into the framework. To decide whether to retransmit or not, a node has to determine that a collision has occurred. It determines the occurrence of a collision when copies of two or more LFs arrive in overlapping time intervals at the node (in different buffers). Through simulation, we have observed that the maximum amount of time required to detect collision is the duration of an LF. The detection time is upper bounded by the duration of an LF because the occurrence of a collision implies that an LF has arrived during the transmission period of another LF. Hence, the detecting logic circuit has to wait for the entire LF duration to identify if a collision occurred. Since LFs are Ethernet packets, the collision detection time at 1 Gb/s line rate is at the most 12 µs. The salient feature of this detection process is that it involves no optical technique but a simple time correlation of buffer status in the electronic domain. After collision is detected, the node decides whether to retransmit the recovered LFs. The decision to retransmit or discard an LF is made based on the following argument. Due to the N 2 connectivity property, while the copy under consideration undergoes collision, another copy of the LF that is not involved in collision may reach the destination node (using another path). In such a case, the node at which collision happens has the option of either discarding or retransmitting the LF. This decision to discard or retransmit is taken by comparing the LF source and destination address and all possible associated paths connecting the source to the destination. If the node (at which the collision occurs) realizes that another copy of the LF that collided would reach the destination prior to the copy under consideration (i.e., there is a shorter path), then it discards the LF. Hence, LFs that are on routes that are not the shortest ones are termed as "floating" LFs since they are superceded by another copy TABLE I CONFLICT MANAGEMENT SCHEME in reaching their prospective destination. Discarding floating LFs at an OEO node or after a collision does not affect the communication between the source and destination node. To determine whether an LF is floating or not, a node is required to have a topology map (discussed in Section V) of the entire framework, enabling it to compute the shortest path between a source-destination pair.
In Table I , we have shown the conflict management and remedial action (shown in Fig. 4 ) that is taken by an LF node. In the table, we see that there are four cases of collision in a node.
The first case is between an LF arriving from an upstream node and a locally launched LF. The LF from the upstream node is recovered at the local burst-mode receiver (port B in Fig. 1 due to the drop-and-continue operation), while the local LF is stored in the transmitter itself (buffer B A , port C) until it is successfully transmitted. This case is shown in Fig. 4(a) .
The second case is between an LF arriving through a thread (port E in Fig. 1 ) and an LF from an upstream node (port A). This case is shown in Fig. 4(b) . Here, the LF from the upstream node is stored in the local drop buffer B D at port B, while the one from the thread is recovered at port G (buffer B T ).
In the third case, we consider the possibility of collision between three LFs-one from an upstream node, one from the thread, and one injected locally. Although the three LFs arrive in overlapping time intervals, only two of the three collide-the LF from the upstream node and the locally injected LF. The third LF arriving from the thread does not collide. This is because when a node is launching its own LF, the AMZI is in the restricted state; hence, the LF from the thread is routed (without splitting at the AMZI) to the thread buffer B T (port G). For recovery, the LF from the upstream node is split at the DBC before collision, and a copy is recovered electronically at buffer B D (port B). Likewise, the local transponder at port C maintains an electronic copy of the locally injected LF in buffer B A until successful transmission. This case is shown in Fig. 4(c) .
In the final case shown in Fig. 4(d) , we consider an LF arriving from a thread and another LF that is injected locally. The injection procedure ensures that the AMZI is in the restricted state; hence, collision is not allowed to happen. The LF from the thread is routed to the thread-buffer B T through the burstmode receiver, and hence, collision is avoided. In Table I , we show how the conflicting LFs are recovered and the state of the corresponding MZI.
V. TOPOLOGY DISCOVERY MECHANISMS IN LF NETWORKS
Topology discovery is necessary for two reasons. 1) To maintain normal operation of the network, we require that there should not be any optical cycle in the framework. This means that, to maintain N 2 connectivity, certain nodes have to be OEO while others are OOO. Through topology discovery, nodes can set their state to OEO or OOO. 2) When a collision occurs, a node has to decide whether to retransmit a recovered LF. By referring to a topology map, a node can infer whether a copy of the recovered LF has already reached the intended destination and hence can decide whether to discard (or forward) the LF.
The challenge in topology discovery is twofold. First, in the absence of an out-of-band management system and with no synchronization between nodes, the LF framework relies on the data plane to perform the additional role of control (plane). Second, neighbor discovery with spanning tree protocols is not possible due to the bus property of strings and N 2 connectivity in the LF framework (every node that is connected through an all-optical path is a virtual neighbor).
Constraints in Topology Design: Consider two nodes N a and N b in an LF framework. Due to the N 2 connectivity property, there must be at least one path from N a to N b , and likewise, there must be at least one reverse path from N b to N a . A necessary condition for a cycle-free LF framework is stated as: if there is a path from N a to N b (including N a and N b ) that consists entirely of OOO nodes, then there must be no path from N b to N a that consists entirely of OOO nodes (i.e., all paths N b to N a must be OEO paths). A relaxation of the necessary condition is the sufficient condition stated as follows: If all the paths from N a to N b are OEO, then the composition of every reverse path (i.e., from N b to N a ) is a don't care state.
Based on the necessary and sufficient conditions, the LF framework is a mixture of OEO and OOO nodes arranged along strings and threads. OEO nodes are crucial in satisfying these conditions. The convener and end-nodes of a string are OEO nodes, while all other nodes in the string are OOO or OEO. A convener for one string is an end-node for another string.
Based on the constraints outlined above, we now understand how a node disseminates the topology of the LF framework to meet the necessary and sufficient conditions. For topology dissemination, nodes use control messages that are LFs with certain specific bit patterns that differentiate them from data frames when analyzed electronically. Control messages carry relevant information pertaining to the sender address and intended receiver address as well as discovery information. Control messages are of two types, namely 1) "hello" and 2) "clarification" messages. "Hello" messages are used by nodes for neighbor discovery and topology planning. When a node receives a "hello" message from another node, it knows that a path exists between the sender of the message and itself. It, however, does not know whether the path is of OOO type or of OEO type. If there were any OEO nodes in this path, then they would send another message following the "hello" message notifying the presence of the OEO node in the path. This second message is called the "clarification" message. Both "hello" and "clarification" messages are broadcast throughout the LF framework. The "hello" message is also used for setting the state of a node (OOO/OEO) depending on the formation of optical cycles.
Principles of Topology Design: Consider an LF framework as a directed graph G whose edges are optical fibers and vertices are either OEO or OOO nodes. If we replace each OEO node by two nodes connected by an edge (which is an electronic connection that we call as an electrical edge), we obtain a new graph G . G and G are similar. The topology of G can be derived from the topology of G . Let G be the graph obtained from G by removing all the electronic edges. Then, G is a set of multiple directed acyclic graphs (DAGs), each of which consist of one or more components, all of which are necessarily optical edges (optical connections). In the topology discovery scheme that we propose, we have the following steps: 1) Find the topology of each component of G . 2) Derive the topology of G by taking into consideration all the "electrical" edges.
3) Obtain the topology G from G . In a DAG, it is not possible for a node N a to be the ancestor and descendant of any other node N b .
Let 1) source: a node without any optical ancestor, e.g., convener node of a string;
2) sink: a node without any optical descendant, e.g., endnode of a string; 3) intermediate node: a node with at least one optical ancestor and at least one optical descendant.
Let k be the number of hops of the longest path in a DAG. Due to the presence of unidirectional optical buses (strings) in a DAG, descendant nodes are able to discover the set of all their ancestors after the reception of "hello" messages sent by the ancestors. The set discovered after the flooding of "hello" messages is, however, not an ordered one. But by exchanging information about the unordered set of ascendants, sinks in a DAG can deduce the ordered set after k + 1 iterations (message exchange).
We use examples to explain our topology discovery mechanism. Consider the DAG shown in Fig. 5(a) consisting of two strings S 1 (having nodes N 1 , N 2 , N 3 , N 4 ) and S 2 (having nodes N 5 , N 6 , N 7 , N 8 ) and threads N 7 − N 2 and N 9 − N 3 .
We first discuss the string discovery mechanism for which we consider string S 1 . After two iterations (two broadcasts of "hello" messages), node N 2 knows that N 1 is its direct predecessor and that no node exists between N 1 and N 2 . (The first "hello" corresponds to N 1 announcing itself, and the second "hello" ("clarification" message) corresponds to N 1 , confirming that there is no other node upstream of itself in the DAG.)
After three iterations, N 3 knows that N 1 and N 2 are its predecessors and that N 1 is N 2 's predecessor. Similarly, after four iterations, N 4 knows that N 1 is a predecessor of N 2 , N 2 is the predecessor of N 3 , and N 3 is the predecessor of N 4 . Therefore, after four iterations, the string S 1 is discovered at the sink of the DAG (N 4 ) in Fig. 5(a) .
In general, after a maximum of k + 1 iterations, all the sinks in a DAG (of diameter k) discover the ordered set of their ancestors; this information is forwarded back to the source through OEO nodes and other DAGs, as explained in the remainder of this section. Now, let us consider thread discovery. In the same DAG shown in Fig. 5(a) , assume that all the strings (S 1 and S 2 ) have been discovered through the string discovery process just mentioned above. Consider the thread N 7 − N 2 with signal flow from N 7 to N 2 . Messages sent by nodes upstream of N 7 in string S 2 are routed into string S 1 through the thread N 7 − N 2 . In string S 1 , node N 2 receives these messages via its thread input port and stores a copy in its thread buffer B T . N 2 is now aware that a thread sinks into itself but is unaware of the source of the thread. This is because in the LF framework, a source of a thread cannot send data into the thread (refer to Figs. 1 and 3) . Despite this property, the sink of the thread can deduce the source through a correlation method. We apply this correlation for the discovery of thread N 7 − N 2 as follows. 1) N 2 examines the traffic arriving from the thread and deduces that N 5 and N 6 are elements in the same string as the source of the thread and are upstream of it. N 2 makes this deduction since messages sent by N 5 or N 6 are routed to N 2 through the thread, and there is no further "clarification" message that implies N 2 to believe otherwise.
2) Correlating N 5 and N 6 to be elements of string S 2 , N 2 deduces that the source of the thread is an element of S 2 . 3) N 2 observes the messages it receives from string S 2 and finds a node N x in the same string S 2 such that N x is the farthest node from the convener of S 2 from which N 2 receives all-optical (without "clarification") traffic. N 2 calls this node as the thread decipher. In Fig. 5(a) , the thread decipher is node N 6 . 4) N 2 finds the node N x+1 element of S 2 such that N x+1 is the optical descendant of N x (thread decipher) in string S 2 . N 2 induces N x+1 to be the source of the thread, which in this case is N 7 .
Discovery of strings and threads results in sink nodes of a DAG having information about the order of their ancestors. Once sink nodes of a DAG know about the order of their ancestors, this information is relayed to other DAGs, as shown in Fig. 5(b) . In the figure, we have two DAGs named u and v that have been discovered and that (due to the N 2 connectivity property) can exchange information about each other. Likewise, other DAGs flood the framework with their information, resulting in each node knowing about every node, string, thread, and OEO node in the framework. This procedure is followed by building topology maps and deciphering preferred routes. Preferred routes are announced throughout the framework. Due to the N 2 connectivity property, there are multiple possible routes from a source node to a destination node; however, it is advisable to select the best route (providing least latency) so that LFs on the remaining less preferred routes can be destroyed when undergoing OEO conversion either at OEO node sites or when being retransmitted after a collision.
The state of each LF node must be properly set. In the ON-state, the LF node is able to perform the functions of local add, local drop, bifurcation, admittance, and continuance of the signal. For the OFF-state, there are two possibilities by which a thread either submerges into a node or does not submerge into it. An OOO node (with a sinking thread) must support collision cases in the OFF-state. This means it has to support all the above operations except for local add and drop. An OOO node without an incoming thread does not consider collision in the OFFstate. The functions supported by such a node are restricted to bifurcation and continuance only. OEO nodes support all except local add/drop operations in the OFF-state.
Incremental Growth of the LF Framework-Adding/Deleting Nodes: This is a pronounced problem since it involves adding or removing nodes that can potentially upset the necessary and sufficient conditions in the framework. In an existing LF framework, nodes are added by making use of the taps (at node sites) in optical fibers. Once a node is added, it begins transmitting "hello" packets indicating its presence. It also receives data from other nodes (due to N 2 connectivity). Through the process of string discovery, it locates its position on the string and communicates this information to the rest of the nodes in the framework. Further, the added node will by default adhere to the necessary and sufficient conditions since prior to its existence the framework adhered to the same conditions. Hence, irrespective of the state (OOO/OEO) of the new node, the necessary and sufficient conditions are conformed.
In contrast, deleting nodes does not guarantee that the necessary and sufficient conditions will be met. When a node is turned off or (equipment) removed from the framework, then a cycle can suddenly be created in the network (if the deleted node was an OEO type). Other nodes continue to monitor their traffic, and upon detecting a cycle, nodes capable of changing their state to OEO status do so. Since multiple nodes might change their status to OEO when they detect a cycle, we assume that nodes exchange information and enable the optimal node (result of constrained optimization process) to be in the OEO state, while other nodes (which had changed state to OEO) move back to their earlier OOO state. In this way, nodes are added or removed from the framework paving incremental growth. It should be noted that if no node (part of an optical cycle) can become an OEO, then this would lead to (catastrophic) recirculation of the optical signal. Hence, the optical on/off switch shown in Figs. 1 and 3 is a critical component of node design. The OFF position of the switch enables an OOO node to be converted into an OEO node.
VI. STOCHASTIC EVALUATION OF THE LF FRAMEWORK

A. Analysis
Let G be an LF framework with N nodes given by V = {v 1 , v 2 , . . . , v N }. The node set V is divided into two subsets V OOO and V OEO containing OOO and OEO nodes, respectively. Clearly, G is a directed graph. In order to avoid catastrophic recirculation of the optical signal, we insist that G further satisfies the following "acyclic property": G is a directed graph that does not contain any cycle with nodes from the subset V OOO . Our parameter of interest is the end-to-end delay experienced by an LF from an arbitrary source to an arbitrary destination node in each DAG formed within G. The LF framework can be broken down into strings and threads. From a stochastic perspective, threads do not contribute to queueing delay since they are end-to-end collision-free optical connections. This enables us to approximate the LF framework as a cluster of independent strings each having a set of nodes and a connection adjacency matrix whose elements correspond to the interconnection between strings (i.e., threads) in the network. By computing the stochastic behavior (delay experienced) in a string and summing this delay through the corresponding elements of the adjacency matrix, we can compute the endto-end delay experienced in the LF framework.
Apart from the propagation delay that an LF encounters in a string, there are two other types of delay. The first is defined as the take-off time. The take-off time is the time needed for an LF to be inserted into the network and is limited by the queueing at a local add port of an ingress node. The second delay is defined as the collision time and is the time lost when an LF collides and has to be reinserted or retransmitted at the node where collision occurs. Take-off time and collision time are interrelated with the collision time being a function of the takeoff time.
Let us first consider computation of the take-off time t take-off (k + 1) at node v k+1 (k + 1st node). The take-off time for a particular node depends on the position of the node in the string. In particular, it depends on the nodes that are upstream of this node within the string. If the node under consideration is the convener, then the take-off time depends on the arrival rate and line speed (in bits per second) (no collision from any upstream node). If the node is an intermediate node, then the take-off time depends on the probability of successful transmission under an environment of possible collisions with other LFs arriving from upstream nodes (note that t take-off is independent of LFs that arrive from the thread due to the restricted position of the AMZI while locally adding LFs). Let all nodes assume identical statistical behavior [22] , and let the arrival process be Markovian and the service distribution be general, exemplifying native Ethernet-type traffic [24] .
To calculate the take-off time and hence delay in a string, we first compute the success probability of a node being able to insert an LF into a string, and subsequently, from the success probability, we compute the experienced delay. The collision centric aspect of the LF framework creates two states of existence for a node-backlogged and unbacklogged [22] , [23] . In the backlogged state, a node has LFs in its buffer (B A ) that had previously attempted retransmission unsuccessfully. In the unbacklogged state, a node has no LFs in its buffer. For our computation, we assume N to be the number of nodes in the entire network, n be the number of nodes in a string that we are evaluating, λ be the arrival rate (in LFs per second), k be the number of nodes upstream of this node in the string, and q r be the retransmission probability (after a collision occurs). The success probability then is the sum of probabilities that no backlogged node transmits, subject to one unbacklogged node transmitting, and the probability that one backlogged node transmits while all unbacklogged nodes refrain from transmission. This can be shown as [23] 
where P u (1, k) is the probability that one unbacklogged node transmits, P b (0, k) is the probability that no backlogged node transmits, P u (0, k) is the probability that no unbacklogged node transmits, and P b (1, k) is the probability that exactly one backlogged node transmits. These four probabilities are calculated as binomial probabilities
Then, the success probability is computed by adding the product of the first two and the last two binomial functions above (see [22] for details)
The blocking probability (BP) of an LF at the (k + 1)st node in a string is
To compute the delay, we substitute the success probability of a node in the Pollaczek Khinchin's waiting time formula by considering the system as Go-Back-1 ARQ. The justification is that an LF node continues to attempt transmission with the success probability shown in (3) and (4) until the transmission is successful like the Go-Back-1 ARQ case. Then, the first two moments of service time of LFs, assuming that LFs follow a general service distribution [24] , are
where p n,N (k+1) is given in (4). Thus, we get t take-off (k + 1) = λX 2 
2(1 − λX) .
The string propagation delay is calculated by computing the sum of the delays due to collisions along a path plus the original source node take-off time when the LF is being injected into the network as well as the total time it spends through OEO conversions on the way to its destination. To be successfully transmitted through a string of n nodes from node v i to node v n (end-node), the delay experienced is computed as
where P (collision u ) is the probability of collision at node u and can be calculated by substituting u for k in (2) .
Framework-Wide Average Delay Analysis: We now compute the average delay an LF experiences when traversing between node pair {v i , v j }. We define the following parameters:
Let SP ij denote the set of nodes along the shortest path from v i to v j . Let E(SP ij ) be the number of DAGs along the path SP ij .
It follows that the maximum number of OEO nodes encountered along the shortest path from From the above, we can compute the average expected end-to-end delay as
The above (brief) stochastic results are critical in determining the performance of the LF framework and in designing the framework. The following subsection will make use of this result in determining string size as a function of delay for different network sizes. We estimate the delay an LF experiences as a function of string size (n) and arrival rate λ. This leads to an upper bound on the number of nodes in a string for a particular arrival rate and line speed.
B. String Delay Analysis
The stochastic properties are important for designing the LF framework, more specifically in the choice of strings and threads. If we consider the choice of strings from all possible segments in the network, then the corresponding optimization problem is NP complete [18] , [19] . We can simplify the problem by breaking it into two constituents: first finding out the optimum size of strings and then choosing a set of strings whose size is fixed. Then, the problem is tractable (analogous to bin packing [18] ) using LP software for node counts in the order of 16-64. A similar problem of computing optimal unidirectional bus placements in a network (light-trails) was studied in [8] and shown to be NP-complete. The aspect (of choosing strings and threads) is discussed in the next section on optimization. The first problem of finding out the appropriate string size is done through simulation or computation of the delay profile in a string as a function of the number of nodes. The appropriate string size is dependent on two factors, namely 1) network load and 2) end-to-end latency tolerance for a particular network size. Assuming identical traffic distribution among nodes in the network, we are able to choose the appropriate string size for a specific latency tolerance. We compute the end-to-end delay profile as a function of the number of nodes in a string for multiple loads in the network. From this result, we estimate the operating range for mean string size ψ for a particular network load. We then create a set of strings to choose from such that the set has N C ψ possible choices, where ψ is the result of the estimation process for mean string size. The network load used while finding out string size is typical for access communication-around 25%-35% of the maximum load. If the link load is higher than 50%, then it is more efficient to establish circuits (lightpaths). CSMA Ethernet is also known to work well in < 36% load region. Shown in Fig. 6 is a theoretically computed plot of the mean end-to-end delay (neglecting propagation delay) averaged over all N 2 − N source-destination pairs for 16-, 32-, and 64-node networks. We are able to choose the value of ψ by observing the value of delay that is acceptable for a specific network operating load. We observed that the value of ψ is of the order between 20% and 30% of N for networks up to 64 nodes (as in typical access area), leading to service-centric (voice/data) allowable delays.
VII. LIGHT-FRAME FRAMEWORK DESIGN PROBLEM
Given a set of LF node sites, our LF framework design problem is a constrained optimization that minimizes cost and maximizes performance. Cost is measured by the number of strings (of fixed size, as obtained in the previous section) and threads, which together correspond to fiber built out and deployment cost. The performance is modeled by maintaining cycle-free N 2 connectivity. Since string size is proportional to the average latency experienced by LFs, we simplify our design problem by relaxing the choice of string size to a fixed one rather than an arbitrary one. The relaxation on string size implies that the optimization is valid for a specific traffic pattern and the topology has to be reconfigured if the traffic pattern was to change. Our minimization now involves selecting a minimum number of strings, each of fixed size, from all possible strings and further selecting a minimum number of threads from the N 2 − N possible threads. To maintain the cycle-free property, we also need to assign OOO function or OEO function to nodes to satisfy the (necessary and sufficient) conditions mentioned in Section V. We desire to keep the number of OEO nodes in the framework to a minimum to emphasize on all-optical technology, thereby minimizing electronic inline involvement (switching and buffering). Clearly, this is a difficult optimization problem with no trivial solution. We formulate this problem as an integer linear program (ILP) problem.
For an N -node LF system, let us define the following notation: S a vector of size 1 × α denoting the set of all possible strings. The vector contains strings only of size ψ, where ψ is obtained through the approximate delay model shown in Section VI. This means that α ≤ N ψ . T a vector of size 1 × β, where β = N 2 denotes the set of all possible threads. Let P 1 , P 2 , . . . , P N 2 be a "set" of two-dimensional (2-D) matrices called the "source-destination path matrix," such that each matrix P k contains all the possible paths from source node k/N to destination node k mod N , where k/N is the integer quotient after the division of k by N , and k mod N implies the remainder value when k is divided by N . Each row in every matrix P k denotes a possible path from k/N to k mod N . Hence, each row in P k contains the elements of the path from k/N to k mod N . Further, the number of columns in each row of P k is N , but a particular path may not be of N nodes (including source and destination), implying P k to be irregular, and hence, we use zero stuffing to make P k regular. Further, we define the following:
a vector of maximum size 1 × N extracted by selecting only nonzero elements from the rth row (path) in the matrix P k ; v(P i k (r)) the number of nonzero elements in the vector P i k (r); σ k the total number of possible paths between a source-destination pair k. σ k is computed from P k ; φ an N × N matrix, called "adjacent optical connectivity matrix," that is generated such that φ ij = 1, if nodes i and j (i = j) are optically adjacent 0, otherwise γ a 1 × N vector denoting OEO nodes such that
v(γ) the number of OEO nodes in a network (of N nodes); C an N × N matrix called the "OEO effect matrix" such that
, if i or j is an OEO node i.e., γ i = 1 and/or γ j = 1 0, if both i and j are OOO.
Note that in the above equation, the choice of 9 is only to differentiate it as a number > 1.
We construct a "superimposition" matrix ∆ by the superimposition of C on φ such that
, if both i and j are OOO 9, if the connection between i and j is OEO i.e., i or j is OEO, and φ ij = 1, C ij = 9 0, if there is no direct physical link between i and j and φ ij = 0 and C ij = 0.
Using the above notation, we formulate an ILP to minimize the effective resources of strings and threads, as well as OEO nodes as follows. Our objective function to minimize the number of strings and threads and the number of OEO nodes is given as
subject to 1) variable constraints x i = 1, if string S i is chosen as part of the framework 0, otherwise
y j = 1, if thread T j is chosen as part of the framework 0, otherwise (8)
2) general constraints a) N 2 connectivity; b) absence of a cycle (avoiding cycles in the design). The general constraints are formulated by considering each of the N 2 − N source-destination pairs and then interchanging the source and the destination nodes to ensure conformity of necessary and sufficient conditions. For a particular source-destination pair k, let k * be the "reverse" pair, i.e., the source node in pair k becomes the destination node in k * . Pairs k and k * conform to the necessary and sufficient conditions, as mentioned before.
Necessary Condition: If k (or k * ) is provisioned through a path that is all optical, then k * (or k) "must" be a path that has "at least" one OEO in it.
Sufficient Condition: By relaxing the necessary condition, we get the sufficient condition, where a pair k and k * are such that both k and k * have at least one OEO node in each connecting path (no all-optical paths).
For the necessary condition, the constraints are shown in the following expression for each source-destination pair k ∈ {1, . . . ,
and
Equation (11) signifies that at least one reverse path exists for k * , and (12) signifies that the reverse path has cumulative ∆ ij > 1, i.e., the path is composed of OEO nodes, hence opposing the first equation leading to a cycle-free design.
The second (sufficient) condition to be considered during optimization is when a source-destination pair is connected via paths that have OEO nodes in them. In this case, the reverse pair k * is a "don't care" state. We formulate this don't care state (the sufficient condition) such that if
as long as there is a path in k * and given by
The last two equations have the right-hand-side ≥ 1 signifying that the reverse path may either be composed of OOOs (multiplication resulting in 1) or composed of a mixture of OOOs and OEOs.
VIII. SIMULATION
In this section, we explain the simulation model. The purpose of the simulation model is to compute LF framework parameters like end-to-end latency and queueing delay and compare these with observations made from the analytical model (whose results are shown in Fig. 6 ). We built an eventdriven simulator to which we feed in the value of ψ as well as the set of strings and threads from an ILP solver. The ILP solver generates the optimal set of strings and threads given by S and T , respectively. The two sets are transferred to the simulator through an API. The simulation program is coded in VC++ (and MFC). The following parameters are defined for the simulation model: The network size is assumed to be 16 nodes, the line rate is 1 Gb/s, and the mean inter-node distance is 2 km. The simulator uses an iterative methodology whereby time is divided into iterations, and events are mapped onto iterations. The duration of an iteration is critical as it enables accurate capture of network behavior. By ensuring the duration of an iteration to be lesser than the LF duration, we allow the simulator to capture collision events (since collisions occur when an LF is being transmitted and another is received amidst this transmission). Since LFs are Ethernet packets, we observe that the average size of an LF is 6 µs at 1-Gb/s line rate. Hence, we choose the duration of an iteration as 4 µs assuming the line rate to be 1 Gb/s. The maximum LF length is assumed to be 12 µs (1500-bytes frame on a 1-Gb/s line rate). Each electronic buffer in a node is of 1.2 Mb and is capable of storing a minimum of 100 Ethernet (LF) frames. As given in the Appendix, we obtain a buffer packet loss of 10 E − 6 with this buffer size selection for a network load of 30%. Load is calculated as follows: Let λ be the average arrival rate of LFs at each of the N nodes. Let t LF be the duration of an LF (say of size 1500 bytes and at 1-Gb/s speed, t LF is 12 µs). Let C be the line rate in bits per second (1 Gb/s). Then, the normalized load is calculated as
Upon execution of the simulation code, each node generates LFs at rate λ, and a generated LF has equal probability of having a particular node as a destination node. The LF is then queued in buffer B A until successfully transmitted. Once transmitted into the network, the LF is guaranteed to reach the destination node. It may, however, be subject to collisions on the way. In such a case, the LF is buffered and retransmitted, thereby incurring delay. Another aspect of the LF framework is that several copies of the same LF may be floating in the network due to splitting (dropping and bifurcation) at LF nodes along each of the multiple paths. In such a case, the copies are removed either at an OEO site or when a collision happens. A node's network management system (NMS) is assumed to know the best path from a source to a destination through the topology discovery mechanism in Section V. The NMS constitutes of a processor that is connected to individual subsystems in the node (as shown in Fig. 3) , and it controls the operations of the node such as transmissions of LFs, detection of collision (by correlating arrivals in buffers), etc. Hence, if a node receives a copy of an LF that is not on the preferred path, then it is discarded.
Shown in Table II is the evaluation of the LF framework for 16 nodes with the topology shown in Fig. 7 . The topology is based on ψ estimated to be six nodes for achieving a 100-µs queueing delay (neglecting propagation delay) at 25% normalized load. Simulation results included in Table II show parameters like queueing delay, throughput, and take-off time and the number of LF transmissions against load in the network. 
IX. ACCESS NETWORKS AND LFS
The two aspects of the LF framework that are of particular interest for application in the access area are pragmatic deployment and ability to provide fine granular bandwidth in packet form. One way to implement optical access networks or first mile networks is based on passive star topologies called passive optical networks (PONs). The PON concept employs time sharing of wavelength in the direction of communication from the arm ends of a star to its center (called upstream) and optical broadcasting in the other direction (called downstream) to achieve full duplex communication. With a single duplex wavelength, upstream sharing combined with downstream broadcasting adversely affect bandwidth utilization, making the PON performance similar to an LF framework (without collisions by using a dynamic bandwidth allocation protocol [28] ). To improve performance, PONs use wavelength diversity (two wavelengths) in upstream and downstream communication modes. The LF framework based on the mesh concept, however, requires lesser fiber for deployment than the starshaped PON under a certain (valid) assumption. Consider a star PON implementation as shown in Fig. 8 in which a passive splitter splits the signal into arms of the star. To compare the LF framework and PON, we assume that the distance between the passive splitter and the nodes is sufficiently large. We claim that this is a valid assumption. This is because if the assumption is false, i.e., the distance between the splitter and the nodes was small, then there is no need for an optical solution at all-we would terminate the fiber at the splitter itself and have lower cost copper/coaxial point-to-point links connecting end users. This would also negate the need for time sharing and broadcasting (as in PON). Since this is not the case, it is required that the fiber is deployed all the way to the nodes in present first mile networks. Hence, our assumption is valid: The mean of the distances between the splitter and the nodes of a PON is large. It is reasonable to say that the nodes are at a "sufficiently large" distance if the standard deviation of these nodes' distances is far less than the mean of all the distances (from the splitter). Using this assumption, we now show fiber savings in the LF framework, as compared to PON implementation.
Consider Figs. 8 and 9 that show two identical networks for the PON and LF framework with similar node site placements. Let S 1 , S 2 , . . . , S N be the distances of each node from the PON star splitter N c in Fig. 8 . The splitter has coordinates 
1/2 , for every i, has to be greater than the standard deviation of the node distances from the splitter denoted by σ S .
Consider the LF framework as a mesh of multiple one-hop optical segments between nodes. Further, if we superimpose the PON topology on the LF framework as in Fig. 10 , we observe that each one-hop optical segment between two nodes N i and N j is the subtended third side of a triangle whose other two sides are part of the original star-shaped PON system given by distances S i and S j . 
At this point, we stipulate the condition for which the LF framework consumes lesser fiber resources than the PON system iff 
where k ij is the length of the subtended one-hop optical path between nodes i and j, and E[S] is the mean expected value of the distance of a node from the splitter c. Further simplifying the right-hand side with the mean expected value E[S] and considering our original assumption E[S] σ, we get
Simplifying using Cosine rule, we have
Approximating with the expected value of S and again assuming a small value of σ s , we get
Equation (20) gives the criteria for the LF framework to result in the use of lesser fiber resources, as compared to a star-shaped PON system. Through simulation, we have shown that the left-hand side of (20) is far less than the right-hand side of (20) since ∆ ij is small for most of i, j, and hence, the LF framework results in fiber savings.
Note: It should also be pointed out that despite the apparent fiber savings in the LF framework as compared to PON, the optimal LF topology that results in this fiber savings is obtained for a static traffic pattern only. In contrast, for the case of PON, the system is able to respond to dynamic traffic variations by using a bandwidth allocation and scheduling scheme [28] .
Evaluation: We will now use a quantitative method to show the difference of resource usage in both LF and PON networks. Typical PON implementations are envisioned with 16 and 32 nodes [25] . Let us consider a typical first-mile network of 32 nodes. We first build a PON network and then superimpose on it several different mesh topologies (LF frameworks) based on varying connection densities and observe the variation of ∆ ij . Calculating a mean ∆ ij provides us the net advantage shown in (20) , but by plotting a histogram for ∆ ij for all i, j gives us a graphical understanding (distribution of ∆ ij ) and hence fiber savings. Note that a smaller value of ∆ ij indicates that a fiber segment in the LF framework connecting two nodes is of small size (as compared to the two corresponding two sides in the PON star) (see Fig. 10 ).
Shown in Fig. 11 is a histogram giving the frequency distribution of the one-hop optical paths subtended by ∆ ij as a function of the range of ∆ ij for multiple randomly generated LF topologies. The multiple topologies indicate the connectivity density of the mesh network (how densely are the nodes connected to each other). We classify the LF framework into four basic types, namely 1) sparsely connected, 2) loosely connected, 3) well connected, and 4) full mesh. The terminology of sparse, loose, well connected, and full mesh is simply to form a step-wise discrete aid for visualizing the connectivity matrix.
In a sparsely connected mesh for 32 nodes, we have a resultant network of 48 one-hop optical links or segments. Further, approximately 88% of these are subtended by ∆ ij ≤ π/6. The remaining 12% links are distributed in the following way: 8% in the range of π/6 ≤ ∆ ij ≤ π/4 and 4% in the range of ∆ ij > π/4. The well-connected mesh leads to a network that has 102 links, with 90% being subtended by ∆ ij ≤ π/6, while the remaining 10% have ∆ ij ≤ π/5.
Finally, the fully connected mesh has 108 one-hop links with 96% of the links subtended by ∆ ij ≤ π/6.
We observe that ∆ ij for most cases is small, which means cos(∆ ij ) → 1, and hence, the left-hand side of (20) is much smaller than the right hand side, indicating vast fiber savings.
Shown in Fig. 12 is the benefit in terms of fiber deployment for the LF framework as compared to a PON system. This simulation was done considering E[S] = 20 km and σ S of 2 km, representing a typical access area. We see that there is a substantial fiber savings in the LF framework as compared to the PON system for all the four connection methodologies we used. This result, thus, makes it evident on how the LF framework is a better choice for access networks compared with PON for static traffic patterns.
X. CONCLUSION
In this paper, we presented the LF framework for providing optical packet transport in the access area as a methodology to extend "native" Ethernet from LAN to optical networks. We first introduced the LF node architecture in [1] and [2] , and in this paper, we fine tune the node architecture to extend into a network. In addition, we enhance the concept proposed in [1] by discussing key framework issues (such as OOO/OEO nodes, cycles, and collisions), particularly highlighting collision recovery, topology discovery, and network design issues. The proposed conflict management mechanism along with topology discovery is novel. We present a stochastic delay computation that lays the foundation to efficiently develop an ILP for designing the LF framework. The constrained optimization involves a suitable choice of strings, threads, and node types (OEO or OOO nodes), as well as adherence to a cycle-free design. Based on the stochastic model and the ILP, we construct a simulation program to evaluate the LF behavior. To justify the attention shown to optical packet transport, we compare the LF framework to an existing application case in the access area-PON and identify improvement in terms of costs.
We summarize the contribution of the LF framework as a solution that enables extension of native Ethernet into highspeed optical networks and, hence, facilitates optical networks to harness the salient features of native Ethernet. Like Ethernet, the LF framework does have a tradeoff in terms of loss due to collision, but when extended to a suitable application case, the framework is a promising candidate as compared to existing solutions from both price and implementation perspectives.
APPENDIX BUFFER SIZING
We discuss the choice of buffer size in this section. Shown in Fig. 13 is a plot of blocking probability (BP) as a function of network load for different buffer sizes. BP is computed as the ratio of the number of packets dropped to the number of packets that go through the buffer. Network load is computed as shown in Section VIII. We observe that the BP with a buffer size of 100 LFs (packets), with each LF having a maximum size (MTU) of 1500 bytes, is 10 E − 6 at 45% network load and 10 E − 7 at 30% network load (typical access network operating condition). If the buffer size is increased to accommodate 250 packets (LF of max size 1500 B), the BP at 30% load drops to 10 E − 17 and at 40% load to 10 E − 12. The plot is theoretically computed from the result of t take-off (k + 1) and p n,N k+1 and enables us to estimate buffer size.
