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Abstract
The Vlasov–Fokker–Planck equation is a model for a collisional, electrostatic plasma. The approximation of this equation in
one spatial dimension is studied. The equation under consideration is linear in that the electric ﬁeld is given as a known function
that is not internally consistent with the phase space distribution function. The approximation method applied is the deterministic
particle method described inWollman and Ozizmir [Numerical approximation of theVlasov–Poisson–Fokker–Planck system in one
dimension, J. Comput. Phys. 202 (2005) 602–644]. For the present linear problem an analysis of the stability and convergence of the
numerical method is carried out. In addition, computations are done that verify the convergence of the numerical solution. It is also
shown that the long term asymptotics of the computed solution is in agreement with the steady state solution derived in Bouchut
and Dolbeault [On long time asymptotics of theVlasov–Fokker–Planck equation and of theVlasov–Poisson–Fokker–Planck system
with coulombic and Newtonian potentials, Differential Integral Equations 8(3) (1995) 487–514].
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
We consider the linear Vlasov–Fokker–Planck equation in one spatial dimension with periodic boundary condi-
tions. That is we look for the phase space distribution function, f (x, v, t), deﬁned on the region of phase space
A = {(x, v)/0xL,−∞<v<∞} that solves the initial, boundary value problem
f
t
+ v f
x
+ (E(x, t) − v)f
v
− f − q 
2f
v2
= 0,
f (x, v, 0) = f0(x, v), f0(0, v) = f0(L, v). (1.1)
Here  and q are positive constants, and E is a known function of x and t. Given the periodic boundary condition at
t = 0 then the solution to (1.1) satisﬁes the periodic boundary condition f (0, v, t)= f (L, v, t) for t > 0. A motivation
for studying (1.1) is to, in fact, solve a more complicated nonlinear problem. In this case the electric ﬁeld E(x, t)
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is obtained to be internally consistent with the distribution function f through the solution of the Poisson equation. Thus
E(x, t) = −
x
and (x, t) is the solution to
2
x2
= −(x, t),
(0, t) = (L, t) = 0, (1.2)
with
(x, t) =
∫ ∞
−∞
f (x, v, t) dv − h(x).
The coupled nonlinear system (1.1), (1.2) is referred to as the Vlasov–Poisson–Fokker–Planck system. This system of
equations models a collisional, electrostatic plasma. In [19] a type of deterministic particle method for approximating
(1.1), (1.2) is developed. This method depends on computing the solution along characteristic trajectories associated
with the ﬁrst order transport part of (1.1). By a transformation of variables based on the characteristic equations (1.1) is
put into a form so that ﬁnite difference methods for solving parabolic type partial differential equations can be applied.
In [19] we demonstrate computationally the effectiveness of the numerical method; however, no analytical results
are given to guarantee the convergence. Some of the analytical problems regarding the convergence of the numerical
method can be addressed by considering separately the approximation of the convection–diffusion equation (1.1) with
the function E given as a known external ﬁeld. In the present paper we will therefore study the application of the
deterministic particle method to approximate this linear problem. For this case proofs are provided on the stability
and accuracy of the numerical approximation. The analysis is carried out for a somewhat simpler model problem and
discretization than what is used in computation; however, numerical work is then presented to verify the convergence of
the computed solution and to correlate the computational results with the analytical proofs of convergence. In addition,
some computations are done to demonstrate the time asymptotic approach to the steady state. The numerical solutions
show an agreement with theoretical results of Bouchut and Dolbeault [3].
Other papers on the numerical approximation of (1.1), (1.2) are [8,13,15].These papers give deterministicmethods for
approximating the solution to (1.1), (1.2)whichmake use of characteristic curves associatedwith the ﬁrst order transport
part of (1.1). Also, random particle methods have been applied to approximate the Vlasov–Poisson–Fokker–Planck
system as described in [1,7]. Another approach to approximating these equations is the Galerkin method in which
the phase space distribution function is represented by a Fourier–Hermite expansion [10,11]. Some additional ref-
erences on the subject are [6,9,12]. We mention that the numerical method of [19] has been generalized to the
Vlasov–Poisson–Fokker–Planck system in two spatial dimensions. Some discussion of the method in two dimensions
is given in [20].
2. The linear convection–diffusion equation
To put Eq. (1.1) into a different form for approximation we start with the initial value problem in all of phase space
f
t
+ v f
x
+ (E(x, t) − v)f
v
− f − q 
2f
v2
= 0,
f (x, v, 0) = f0(x, v), −∞<x <∞, −∞<v<∞. (2.1)
In an early paper on this subject [4], Chandrasekhar approaches the problem of ﬁnding solutions to (2.1) by making a
transformation of variables based on independent integrals associated with the ﬁrst order transport part of the equation.
Taking this approach we consider the characteristic system associated with the equation
f
t
+ v f
x
+ (E(x, t) − v)f
v
= 0. (2.2)
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That is
dx
dt
= v, x(0) = x0, (2.3)
dv
dt
= E(x(t), t) − v, v(0) = v0. (2.4)
The solution to (2.3), (2.4) is
x(t) = x(x0, v0, t), v(t) = v(x0, v0, t),
continuously differentiable functions of x0, v0 and t. For each t the transformation of R2 given by
(x0, v0) → (x(x0, v0, t), v(x0, v0, t)) (2.5)
has nonzero Jacobian and is therefore invertible. Let the inverse transformation be
x0 = x0(x, v, t), v0 = v0(x, v, t). (2.6)
The functions x0(x, v, t) and v0(x, v, t) are independent integrals of (2.3), (2.4). As such they are each solutions to the
transport equation (2.2). Under the transformation of independent variable (x, v) → (x0, v0) and a further change of
dependent variable given by
f (x0, v0, t) = et g(x0, v0, t).
Eq. (2.1) is put into the form
g
t
= q
[
(a(x0, v0, t))
2 
2g
x20
− 2a(x0, v0, t)b(x0, v0, t) 
2g
x0v0
+ (b(x0, v0, t))2 
2g
v20
+c(x0, v0, t) g
x0
+ d(x0, v0, t) g
v0
]
,
g(x0, v0, 0) = f0(x0, v0). (2.7)
The coefﬁcients in (2.7) are
a(x0, v0, t) = et x
v0
(x0, v0, t), b(x0, v0, t) = et x
x0
(x0, v0, t), (2.8)
c(x0, v0, t) = e3t
(
v
v0
P1 − x
v0
P2
)
, d(x0, v0, t) = e3t
(
x
x0
P2 − v
x0
P1
)
, (2.9)
where x(x0, v0, t), v(x0, v0, t) is the solution to (2.3), (2.4) and
P1 =
[
−
2x
x20
(
x
v0
)2
+ 2 
2x
x0v0
(
x
v0
)(
x
x0
)
− 
2x
v20
(
x
x0
)2]
(x0, v0, t), (2.10)
P2 =
[
−
2v
x20
(
x
v0
)2
+ 2 
2v
x0v0
(
x
v0
)(
x
x0
)
− 
2v
v20
(
x
x0
)2]
(x0, v0, t). (2.11)
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The details of this transformation of variables are given in [19]. In terms of the solution g(x0, v0, t) to (2.7) the solution
to (2.1) is
f (x, v, t) = et g(x0(x, v, t), v0(x, v, t), t)
with x0(x, v, t), v0(x, v, t) deﬁned by (2.6).
For the periodic problem (1.1) the formulation given so far is modiﬁed by assuming that 0x0L, and including
the boundary condition g(0, v0, t) = g(L, v0, t). Also to more effectively solve (2.7) for −∞<v0 <∞ a further
transformation of independent variable is made. Let
v0 = cu√
1 − u2 , −1<u< 1, −∞<v0 <∞,
g
v0
= 1
c
(1 − u2)3/2 g
u
,
2g
v20
= 1/c2(1 − u2)3 
2g
u2
− 3/c2(1 − u2)2ug
u
= (1 − u
2)3/2
c

u
(
(1 − u2)3/2
c
g
u
)
. (2.12)
In terms of the variables x0, u, t, 0x0L, −1<u< 1, v0(u) = cu/
√
1 − u2, the set of equations to be solved is
g
t
= q
[
(a(x0, v0(u), t))
2 
2g
x20
− 2a(x0, v0(u), t)b(x0, v0(u), t) (1 − u
2)3/2
c
2g
x0u
+ (b(x0, v0(u), t))2 (1 − u
2)3/2
c

u
(
(1 − u2)3/2
c
g
u
)
+c(x0, v0(u), t) g
x0
+ d(x0, v0(u), t) (1 − u
2)3/2
c
g
u
]
,
g(x0, u, 0) = f0
(
x0,
cu√
1 − u2
)
,
g(0, u, t) = g(L, u, t), g(x0,−1, t) = g(x0, 1, t) = 0. (2.13)
In (2.13) the coefﬁcients are given by
a(x0, v0(u), t) = et x
v0
(x0, v0(u), t), b(x0, v0(u), t) = et x
x0
(x0, v0(u), t), (2.14)
c(x0, v0(u), t) = e3t
(
v
v0
P1 − x
v0
P2
)
,
d(x0, v0(u), t) = e3t
(
x
x0
P2 − v
x0
P1
)
. (2.15)
Here x(x0, v0(u), t), v(x0, v0(u), t) is the solution to
dx
dt
= v, x(0) = x0, (2.16)
dv
dt
= E(x(x0, v0(u), t), t) − v,
v(0) = v0(u) = cu√
1 − u2 (2.17)
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and P1, P2 are given by (2.10), (2.11) now regarded as functions of x0, u, t . If v0 = cu/
√
1 − u2 then u = u(v0) =
v0/
√
v20 + c2. Given the set A= {(x, v)/0xL,−∞<v<∞} then by the periodicity (2.5) and (2.6) are regarded
as transformations ofA ontoA. The solution to (1.1) is therefore written in terms of the solution to (2.13) and the inverse
transformation (2.6) as
f (x, v, t) = et g(x0(x, v, t), u(v0(x, v, t)), t). (2.18)
The functions a(x0, v0(u), t), b(x0, v0(u), t) given by (2.14) are obtained by differentiating (2.16), (2.17) and solv-
ing the resulting system of equations for the ﬁrst partial derivatives as in [19, (1.28)–(1.31)]. For the coefﬁcients
c(x0, v0(u), t), d(x0, v0(u), t) as given by (2.15) it is necessary to further differentiate (2.16), (2.17) and solve a
system of equations for the second partial derivatives as in [19, (1.32), (1.33)].
The solution to (1.1) can be given in terms of a sequence of solutions to (2.13). The process of developing the solution
this way is the basis for the numerical approximation and is described in more detail at the beginning of Section 6.
2.1. The ﬁeld-free Vlasov–Fokker–Planck equation
Some basic problems involved in computing (2.13) can be understood by considering the equations when E(x, t) is
zero. For the initial value problem (2.1) the equation is now
f
t
+ v f
x
− v f
v
− f − q 
2f
v2
= 0, (2.19)
f (x, v, 0) = f0(x, v).
The ﬁrst order equation (2.2) is
f
t
+ v f
x
− v f
v
= 0. (2.20)
The characteristic equations are
dx
dt
= v, x(0) = x0,
dv
dt
= −v, v(0) = v0.
The solution is
x = x0 + v0(1 − e−t )/, v = v0e−t . (2.21)
The inverse transformation is
x0 = x − v(et − 1)/, v0 = vet . (2.22)
These functions of x, v, t are independent integrals of the characteristic system. In (2.7) the coefﬁcients a(x0, v0, t),
b(x0, v0, t) depend only on t and are
a(t) = et x
v0
= (et − 1)/, (2.23)
b(t) = et x
x0
= et . (2.24)
As the second partial derivatives of (2.21) in terms of x0 and v0 are zero it follows that c(x0, v0, t)=0, d(x0, v0, t)=0.
The initial value problem (2.7) is
g
t
= q
⎡
⎣(et − 1

)2
2g
x20
− 2
(
et − 1

)
et
2g
x0v0
+ e2t 
2g
v20
⎤
⎦ ,
g(x0, v0, 0) = f0(x0, v0). (2.25)
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In terms of the solution to (2.25), the solution to (2.19) is
f (x, v, t) = et g
(
x − v
(
et − 1

)
, vet , t
)
.
For the periodic problem it is assumed that f0(x, v) in (2.19) satisﬁes the periodic boundary condition in x. With the
additional transformation v0 = cu/
√
1 − u2 then the initial-boundary value problem (2.13) is
g
t
= q
⎡
⎣(et − 1

)2
2g
x20
− 2
(
et − 1

)
et
(1 − u2)3/2
c
2g
x0u
+e2t (1 − u
2)3/2
c

u
(
(1 − u2)3/2
c
g
u
)⎤⎦ ,
g(x0, u, 0) = f0
(
x0,
cu√
1 − u2
)
,
g(0, u, t) = g(L, u, t), g(x0,−1, t) = g(x0, 1, t) = 0. (2.26)
From the periodicity the inverse transformation (2.22) can be written as
x0(x, v, t) = (x − v(et − 1)/)∗, v0(x, v, t) = vet ,
where (x − v(et − 1)/)∗ = (x − v(et − 1)/) + mL ∈ [0, L] with m an integer. Also
u(v0(x, v, t)) = ve
t√
v2e2t + c2
.
Then referring to (2.18) the solution to (2.19) with periodic boundary conditions is
f (x, v, t) = et g
(
(x − v(et − 1)/)∗, ve
t√
v2e2t + c2
, t
)
, 0xL, −∞<v<∞, (2.27)
where g(x0, u, t) is the solution to (2.26).
3. Finite difference method for the ﬁeld free equation
The goal is to obtain a numerical approximation to (2.19) with periodic boundary conditions. For this purpose the
equation is put into the form (2.25) or (2.26). Finite difference methods are ﬁrst devised that can be applied to the initial
value problem in all of space, (2.25). In this case it is not too difﬁcult to obtain some theoretical results on the stability
and convergence of the methods. The numerical methods are then adapted to the initial, boundary value problem (2.26)
for the purpose of computation. On an extended time interval the ﬁnite difference approximation to (2.26) is periodically
reinitialized and the computation restarted on a sequence of sub-time intervals. This greatly improves the efﬁciency
and long term stability of the numerical method. This regriding process is discussed in more detail in Section 6. We
start by considering the discrete approximation of the initial value problem
g
t
= q
[
(a(t))2
2g
x20
− 2a(t)b(t) 
2g
x0v0
+ (b(t))2 
2g
v20
]
,
g(x0, v0, 0) = f0(x0, v0). (3.1)
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The coefﬁcients a(t), b(t) are continuous bounded functions. Eq. (2.25) is of the form (3.1) with a(t), b(t) given by
(2.23), (2.24).
3.1. Forward difference method
It can be worthwhile to determine the result of applying a simple forward difference method to (3.1). Given small
parameters x and v phase space is partitioned into a uniform rectangular grid x0i = ix, v0j = jv, i, j—integers.
For the time step t then tn = nt, n = 0, 1, 2, . . . . Let g(x0, v0, t) be the solution to (3.1). Then the approximation
to g(x0i , v0j , tn) is denoted gni,j . We introduce some notation. Let
D2xg
n
i,j =
gni+1,j − 2gi,j + gni−1,j
(x)2
, D2vg
n
i,j =
gni,j+1 − 2gni,j + gni,j−1
(x)2
,
Dtg
n
i,j =
gn+1i,j − gni,j
t
, D0,xg
n
i,j =
gni+1,j − gni−1,j
2x
, D0,vg
n
i,j =
gni,j+1 − gni,j−1
2v
,
D0,xD0,vg
n
i,j =
gni+1,j+1 − gni+1,j−1
2v
− g
n
i−1,j+1 − gni−1,j−1
2v
2x
= g
n
i+1,j+1 − gni+1,j−1 − gni−1,j+1 + gni−1,j−1
(2x)(2v)
. (3.2)
In terms of the grid function gni,j a simple forward difference approximation to (3.1) is
Dtg
n
i,j = q[a(tn)2D2xgni,j − 2a(tn)b(tn)D0,xD0,vgni,j + b(tn)2D2vgni,j ],
g0i,j = f0(x0i , v0j ). (3.3)
Let r1 = t/(x)2, r2 = t/(v)2 and let us deﬁne operators
2xgi,j = (x)2D2xgni,j , 2vgi,j = (v)2D2vgni,j ,
0,xg
n
i,j = (2x)D0,xgni,j , 0,vgni,j = (2v)D0,vgni,j . (3.4)
Then the difference equation can be written as
gn+1i,j = gni,j + q[a(tn)2r12xgni,j − 12a(tn)b(tn)
√
r1r20,x0,vg
n
i,j + b(tn)2r22vgni,j ]. (3.5)
An analysis of the stability of the difference method in the discrete L2 norm is carried out by using the discrete Fourier
transform as deﬁned in [17, p. 157]. Applying the discrete Fourier transform to Eq. (3.5) gives the equation in the
transform variables , ,−,  of the form
gˆn+1(, ) = gˆn(, ) + q[r1a2(ei + e−i − 2)
− 12
√
r1
√
r2ab((e
iei − eie−i) − (e−iei − e−ie−i)) + r2b2(ei + e−i − 2)]gˆn(, )
or
gˆn+1 = gˆn − 4q[r1a2 sin2(/2) − 12
√
r1r2(ab) sin() sin() + r2b2 sin2(/2)]gˆn.
The symbol of the ﬁnite difference method is
(, ) = 1 − 4q[r1a2 sin2 (/2) − 12
√
r1r2(ab) sin() sin() + r2b2 sin2 (/2)].
The method is stable if ||1. This leads to the stability condition r1a(tn)2 + r2b(tn)21/(2q). Thus the forward
difference method (3.3) for the initial value problem is conditionally stable. It will be assumed that a(t), b(t) are given
by (2.23), (2.24). As these functions increase as t increases the restriction on t relative to x and v becomes more
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severe as time increases. The forward difference method (3.3) can be adapted to the initial, boundary value problem
(2.26) and readily computed. However, as the stability condition suggests a very small time step may be required to
get an accurate answer. We found this to be the case in computations done with this method.
3.2. Implicit methods
We look for methods that are stable over a long time interval with a less restrictive time step. The solution to this
problem is to make the computation more implicit. Referring to the initial value problem (3.1) we determine that the
following semi-implicit difference method is unconditionally stable and convergent:
Dtg
n
i,j = q[a(tn)2D2xgn+1i,j − 2a(tn)b(tn)D0,xD0,vgni,j + b(tn)2D2vgn+1i,j ],
g0i,j = f0(x0i , v0j ). (3.6)
For vectors g = {gi,j } let ‖g‖2,	 = (
∑
i,j |gi,j |2xv)1/2. The linear space of vectors bounded in the norm ‖ ∗ ‖2,	 is
denoted l2,	. The stability and convergence in the l2,	 norm of the difference method (3.6) is given as
Theorem 3.1. It is assumed that the coefﬁcients a(t), b(t) and the solution, g, of (3.1) are bounded sufﬁciently differ-
entiable functions and that g and sufﬁcient derivatives of g are bounded functions in L2(R2).
(i) The semi-implicit difference method (3.6) is unconditionally stable with respect to the l2,	 norm.
(ii) The solution gn ={gni,j } of (3.6) converges in the l2,	 norm to the solution g(x0, v0, t) of (3.1) as t,x,v → 0.
The accuracy of the ﬁnite difference method is O(t + (x)2 + (v)2).
Proof. Let r1 = t/(x)2, r2 = t/(v)2. Then (3.6) is written as
gn+1i,j = gni,j + q[a(tn)2r12xgn+1i,j − 12a(tn)b(tn)
√
r1r20,x0,vg
n
i,j + b(tn)2r22vgn+1i,j ]. (3.7)
Fourier transforming the equation according to the methods of [17] we derive that gˆn+1 = gˆn where
= 1 + 2q(ab)
√
r1r2 sin() sin()
1 + 4qa2r1 sin2(/2) + 4qb2r2 sin2(/2)
.
It can be readily determined that ||1. Therefore, the difference method (3.6) is unconditionally stable.
The semi-implicit method (3.6) is also consistent. Let the difference equation (3.7) be written as
Lni,j (g
n
i,j ) = gn+1i,j − gni,j − q[r1a(tn)22xgn+1i,j − 12
√
r1r2a(tn)b(tn)0,x0,vg
n
i,j + r2b(tn)22vgn+1i,j ] = 0.
Then for g(x0, v0, t) the solution to (3.1) and expanding in Taylor series it can be shown that
Lni,j (g(x0i , v0j , tn)) = t
ni,j , (3.8)
where

ni,j = c1(x0i , v0j , tn)t + c2(x0i , v0j , tn)(x)2 + c3(x0i , v0j , tn)(v)2.
Here
c1(x0i , v0j , tn) =
(
1
2
2g
t2
− qa2 
3g
x2t
− qb2 
3g
v2t
)
(x0i , v0j , tn) + O(	),
c2(x0i , v0j , tn) =
(
−qa
2
12
4g
x4
+ 1
3
q(ab)
4g
x3v
)
(x0i , v0j , tn) + O(	),
c3(x0i , v0j , tn) =
(
−qb
2
12
4g
v4
+ 1
3
q(ab)
4g
xv3
)
(x0i , v0j , tn) + O(	).
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The quantity O(	) refers to a term derived from the remainder in the Taylor formula that approaches zero as t,x,
v → 0. Assuming c1, c2, c3 are bounded functions then 
ni,j → 0 as t,x,v → 0 and the method is pointwise
consistent.
To prove norm consistency in the discrete L2 sense let us consider (3.8) in the form
gn+1i,j − qa(tn)2r12xgn+1i,j − qb(tn)2r22vgn+1i,j = gni,j − 12qa(tn)b(tn)
√
r1r20,x0,vg
n
i,j + t
ni,j . (3.9)
We regard (3.9) as an equation of the form
Q1g
n+1 = Qgn + t
n, (3.10)
where Q1,Q are linear operators applied to vectors g, 
 with components gi,j , 
i,j . Then
gn+1 = Q−11 Qgn + t (Q−11 
n).
As on [17, p. 61] the discrete L2, i.e., l2,	, consistency of (3.6) is proved by obtaining a bound on ‖Q−11 
n‖2,	 as
follows:
‖Q−11 
n‖2,	‖Q−11 ‖2,	‖
n‖2,	.
The operator norm for Q−11 is deﬁned as
‖Q−11 ‖2,	 = sup‖u‖=1 ‖Q
−1
1 u‖2,	.
To bound ‖Q−11 ‖2,	 let  be the symbol for Q1. Then from [17, Proposition 3.1.9, p. 111] ‖Q−11 ‖2,	C where C is a
constant such that 1/C. However,
= 1 + 4qa2r1 sin2(/2) + 4qb2r2 sin2(/2).
Since 1/1 then ‖Q−11 ‖2,	1 and
‖Q−11 
n‖2,	‖
‖2,	‖c1‖2,	t + ‖c2‖2,	(x)2 + ‖c3‖2,	(v)2
K(t + (x)2 + (v)2).
Assuming the functions c1, c2, c3 are bounded in the l2,	 norm then the difference method (3.6) is norm consistent in
l2,	 and accurate of order O(t + (x)2 + (v)2). The consistency and the stability previously proved is sufﬁcient to
guarantee the convergence of the method by [17, Theorem 2.5.2, p. 79]. 
For the purpose of computation the semi-implicit method (3.6) is adapted to the initial, boundary value problem
(2.26). In discretizing (2.26) several domains of deﬁnition are involved. Phase space is the (x, v) domain given by
A = {(x, v)/0xL,−∞<v<∞}.
The (x0, v0) domain is
A0 = {(x0, v0)/0x0L,−∞<v0 <∞}
such that x0 = x0(x, v, t), v0 = v0(x, v, t) and (x0(x, v, t), v0(x, v, t)) are the functions deﬁned by (2.6). The (x0, u)
domain is
= {(x0, u)/0x0L,−1<u< 1}
such that v0 = cu/
√
1 − u2. To approximate the solution to (2.19) in the (x, v) domain we obtain a ﬁnite difference
approximation to (2.26) in the (x0, u) domain.
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The domain  is partitioned as follows: given integers Nx,Nv let x = L/Nx,u = 2/(Nv + 1). Then
x0i = (i − 1/2)x, uj = −1 + ju, i = 1, . . . , Nx, j = 1, . . . , Nv . (3.11)
Thus the region{
(x0, u)/0x0L,− Nv
Nv + 1u
Nv
Nv + 1
}
⊂ 
is subdivided into a uniform rectangular grid with (x0i , uj ) the center of the i, j rectangle on the grid. The region{
(x0, u)/0x0L,−1<u< − Nv
Nv + 1 or
Nv
Nv + 1 <u< 1
}
is the part of  associated with points at inﬁnity at which the distribution function is zero.
Let v0j = cuj /
√
1 − u2j . The point (x0i , uj ) in  corresponds to the point (x0i , v0j ) in A0.
For the time T let Nt be a positive integer and t = T/Nt . Then tn = nt, n = 0, 1, 2, . . . , Nt is the partition of the
time interval [0, T ].
The semi-implicit approximation to (2.26) is computed as follows: let
sj =
(1 − u2j )3/2
c
, s0j =
(1 − (uj − .5u)2)3/2
c
, s1j =
(1 − (uj + .5u)2)3/2
c
. (3.12)
Adding to the notation of (3.2) an approximation to the quantity ((1 − u2)3/2/c)(/u)(((1 − u2)3/2/c)(g/u)) is
given as
D2ugi,j=sj
[
s1j
(gi,j+1 − gi,j )
u
−s0j
(gi,j − gi,j−1)
u
]/
u=sj
[s1j gi,j+1 − (s1j + s0j )gi,j + s0j gi,j−1]
(u)2
. (3.13)
The centered difference approximation to ((1 − u2)3/2/c)(g/u) is given as
D0,ugi,j = sj (gi,j+1 − gi,j−1)2u . (3.14)
Let g0i,j = f0(x0i , v0j ) = f0(x0i , cuj /
√
1 − u2j ). Then for n = 0, 1, 2, . . . given gni,j to get gn+1i,j we compute
gn+1i,j = gni,j + qt[a(tn)2D2xgn+1i,j − 2a(tn)b(tn)D0,xD0,ugni,j + b(tn)2D2ugn+1i,j ]. (3.15)
If i = 1 then gni−1,j = gnNx,j , if i =Nx then gni+1,j = gn1,j which is the periodic boundary condition in x0. If j = 1 then
gni,j−1 = 0 and if j = Nv then gni,j+1 = 0 which is the zero boundary condition at u = ±1. The coefﬁcients a(t), b(t)
are given by (2.23), (2.24). We describe some methods for computing (3.15).
3.3. Iterative methods
One way to solve (3.15) for gn+1i,j given that gni,j is known is to use an iterative procedure. Let r1 = t/(x)2,
r2 = t/(u)2. If we let
Fni,j = gni,j − 12q
√
r1r2a(tn)b(tn)sj (g
n
i+1,j+1 − gni+1,j−1 − gni−1,j+1 + gni−1,j−1)
and dj (tn) = 1 + 2qr1a(tn)2 + qr2b(tn)2sj (s1j + s0j ) then similar to [19, (2.4)] Eq. (3.15) is written as
gn+1i,j =
qr1a(tn)
2
dj (tn)
(gn+1i+1,j + gn+1i−1,j ) +
qr2b(tn)
2
dj (tn)
sj (s
1
j g
n+1
i,j+1 + s0j gn+1i,j−1) +
1
dj (tn)
F ni,j . (3.16)
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Given gni,j Eq. (3.16) can be solved iteratively to obtain gn+1i,j . Let h0i,j = gni,j . Then for k = 0, 1, 2, . . .
hk+1i,j =
qr1a(tn)
2
dj (tn)
(hki+1,j + hki−1,j ) +
qr2b(tn)
2
dj (tn)
sj (s
1
j h
k
i,j+1 + s0j hki,j−1) +
1
dj (tn)
F ni,j . (3.17)
This iterative procedure is referred to as the Jacobi method. Let ‖hk‖∞,	 = maxi,j |hki,j | and
(tn) = max
j
(
2qr1a(tn)2 + qr2b(tn)2sj (s1j + s0j )
dj (tn)
)
.
As in [19] one readily derives that
‖hk+1 − hk‖∞,	(tn)‖hk − hk−1‖∞,	.
Since 0<(tn)< 1 the sequence {hki,j } converges uniformly in i, j and limk→∞ hki,j = gn+1i,j . However, as t increases
the coefﬁcients a(t), b(t) increase, and (t) gets closer to one. Thus the larger t gets the slower is the convergence of
the procedure.
A more precise analysis of the convergence of (3.17) is based on the eigenvalues of the transformation so deﬁned.
Speciﬁcally, we consider the problem of ﬁnding the eigenvalues, , that satisfy
qr1a(tn)
2
dj (tn)
(hi+1,j + hi−1,j ) + qr2b(tn)
2
dj (tn)
sj (s
1
j hi,j+1 + s0j hi,j−1) = hi,j . (3.18)
Using separation of variables let hi,j = xiyj then
qr1a(tn)
2
dj (tn)
(xi+1yj + xi−1yj ) + qr2b(tn)
2
dj (tn)
sj (s
1
j xiyj+1 + s0j xiyj−1) = xiyj ,
qr1a(tn)
2 (xi+1 + xi−1)
xi
+ qr2b(tn)2sj
(s1j yj+1 + s0j yj−1)
yj
= dj ,
qr1a(tn)
2 (xi+1 + xi−1)
xi
= dj − qr2b(tn)2sj
(s1j yj+1 + s0j yj−1)
yj
.
The left side of this equation is a function only of i and the right side a function only of j. We therefore separately set
both sides equal to a constant, , that is
qr1a(tn)
2 (xi+1 + xi−1)
xi
=  (3.19)
and
dj − qr2b(tn)2sj
(s1j yj+1 + s0j yj−1)
yj
= . (3.20)
Eq. (3.19) can be solved analytically. Let
(xi+1 + xi−1)
xi
= 
qr1a(tn)
2 = 
or
xi+1 + xi−1 = xi .
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Table 1
Rates of convergence: q = .01
tn max (tn) Nitr—Jacobi Nitr—SOR
0 0.66179 0.67098 39 17
1 0.82031 0.82465 68 23
2 0.92640 0.92778 154 35
3 0.96521 0.96575 295 48
If i = 1, xi−1 = xNx and if i = Nx, xi+1 = x1. We therefore ﬁnd the eigenvalues of the Nx × Nx matrix
D =
⎛
⎜⎜⎜⎜⎝
0 1 0 · · · 0 0 1
1 0 1 · · · 0 0 0
. . .
. . .
0 0 0 · · · 1 0 1
1 0 0 · · · 0 1 0
⎞
⎟⎟⎟⎟⎠ .
The matrix D is a circulant matrix having eigenvectors that are columns of a Fourier matrix [16, pp. 297–298]. For
k = 0, 1, . . . , Nx − 1 let wk = e2k/Nx . The eigenvalues of D are readily determined to be s = ws−1 + w−(s−1) =
2 cos(2(s − 1)/Nx), s = 1, . . . , Nx . The eigenvalues of (3.19) are therefore s = qa2r1s . To get the eigenvalues 
we then substitute = s in (3.20) and rearrange the equation to get
qr2b
2sj s
1
j
dj
yj+1 + s
dj
yj +
qr2b
2sj s
0
j
dj
yj−1 = yj .
If j = 1, yj−1 = 0 and if j = Nv, yj+1 = 0. To obtain  we therefore compute numerically the eigenvalues of the
Nv × Nv matrix
As =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
s
d1
qr2b
2s1s11
d1
0 · · · 0 0 0
qr2b
2s2s02
d2
s
d2
qr2b
2s2s12
d2
· · · 0 0 0
. . .
. . .
0 0 0 · · · qr2b
2s(Nv−1)s0(Nv−1)
d(Nv−1)
s
d(Nv−1)
qr2b
2s(Nv−1)s1(Nv−1)
d(Nv−1)
0 0 0 · · · 0 qr2b
2sNv s
0
Nv
dNv
s
dNv
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(3.21)
for each s , s = 1, . . . , Nx, p = 1, . . . , Nv . The N = NxNv eigenvalues of the transformation deﬁned by (3.17) are
denoted ps , s = 1, . . . , Nx, p = 1, . . . , Nv .
We are interested in ﬁnding the maximum eigenvalue, i.e., max = maxs,pps . It is observed computationally that
max is obtained when s is a maximum, i.e., when s = 1, 1 = 2 and 1 = 2qa2r1. Thus max = maxp p1 , the
maximum eigenvalue of the matrix (3.21) when s = 1. On theoretical grounds one can determine that for the Jacobi
iteration 0< max < 1, and therefore the Jacobi method converges [2, p. 111]. This is conﬁrmed by a computation of the
eigenvalues in (3.18) in which it is also observed that as t increases max → 1, and the rate of convergence of the Jacobi
method decreases. Table 1 shows the computation of max for the casewhereL=1, Nx=100, Nv=100,t=.01, q=.01
and for tn=0, 1, 2, 3.Also included is the number of iterations,Nitr , required for the Jacobi iteration (3.17) to converge
to a tolerance of 10−8.
The method used to accelerate the convergence rate of the iterative procedure (3.17) is SOR (successive overre-
laxation). Here the updated value of hi,j is used in the iterative procedure as soon as it is available. In addition an
extrapolation is carried out based on the updated hi,j and its previous value. Thus for i > 1 and j > 1 instead of (3.17)
we compute
h
k+1
i,j =
qr1a(tn)
2
dj (tn)
(hki+1,j + hk+1i−1,j ) +
qr2b(tn)
2
dj (tn)
sj (s
1
j h
k
i,j+1 + s0j hk+1i,j−1) +
1
dj (tn)
F ni,j (3.22)
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and
hk+1i,j = h
k+1
i,j + (1 − )hki,j (3.23)
with > 1. The problem encountered here is to determine the overrelaxation parameter, . Following the theory given
in [2, p. 123] the optimal  can be determine from max through the formula
b = 2
1 +
√
1 − 2max
.
The quantity max can be obtained by computing the maximum eigenvalue of As when s = 1. Rather than do this at
each time step, tn, we determine that a good approximation to max is given by (tn). Therefore, for present purposes
the optimal  is computed as
b = 2
1 +
√
1 −(tn)2
. (3.24)
Included inTable 1 for the computation being considered are the values(tn) for tn=0, 1, 2, 3which can be compared
to the corresponding values of max. Also included are the number of iterations required of the SOR algorithm, (3.22),
(3.23), to converge to a tolerance of 10−8. By comparison with the number of iterations needed by the Jacobi method
it is seen that the SOR algorithm with b given by (3.24) can substantially improve the rate of convergence of the
iterative procedure.
As seen from Table 1 as tn increases the number of iterations required by the iterative procedure increases. The
regriding process described in Section 6 is a means for avoiding a large number of iterations for large tn.With regriding
the semi-implicit method (3.15) is periodically reinitialized so that tn=0 and restarted. The solution to (2.19) is thereby
computed as a sequence of solutions to (2.26). The regrid period limits the magnitude of tn and can be chosen so that
the number of iterations needed by the iterative method does not become too large.
3.4. A direct method
For relatively large values of q even with optimal acceleration of convergence and regriding a large number of
iterations may be required for the iterative method. For such cases a direct method of solution of the semi-implicit
procedure (3.15) may be useful. To describe a direct method ﬁrst the initial value problem (3.1) is considered. Referring
to (3.7) the difference equation can be written as
(1 − qa(tn)2r12x − qb(tn)2r22v)gn+1i,j = (1 − 12qa(tn)b(tn)
√
r1r20,x0,v)g
n
i,j . (3.25)
A modiﬁcation of this equation leads to the Douglas–Rachford method as described in [17]. Let a = a(tn), b = b(tn)
then
1 − qa2r12x − qb2r22v = (1 − qa2r12x)(1 − qb2r22v) − q2a2b2r1r22x2v .
Eq. (3.25) is replaced by
(1 − qa2r12x)(1 − qb2r22v)gn+1i,j = (1 + q2a2b2r1r22x2v − 12qab
√
r1r20,x0,v)g
n
i,j . (3.26)
Effectively the term q2a2b2r1r22x
2
vg
n+1
i,j is added to the left side of (3.25) and is balanced by the term q2a2b2r1r22x
2vg
n
i,j added to the right side of the equation. Eq. (3.26) is equivalent to
(1 − qa2r12x)g∗i,j = (1 + qb2r22v)gni,j − 12 qab
√
r1r20,x0,vg
n
i,j , (3.27)
(1 − qb2r22v)gn+1i,j = g∗i,j − qb2r22vgni,j . (3.28)
Thus, given a(tn), b(tn) and gni,j at time tn, the method is to solve equation (3.27) in the index i for each j to obtain the
array g∗i,j . Then solve Eq. (3.28) in the index j for each index i to obtain the array gn+1i,j .
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We prove the stability of (3.27), (3.28) as an initial value problem.
Theorem 3.2. Given that the coefﬁcients a(t), b(t) of (3.1) are bounded, continuous functions the ﬁnite difference
method (3.27), (3.28) is unconditionally stable with respect to the l2,	 norm.
Proof. Fourier transforming Eqs. (3.27), (3.28) gives
(1 + 4qr1a2 sin2(/2))gˆ∗ = (1 − 4qr2b2 sin2(/2))gˆn + 2qab
√
r1r2 sin() sin()gˆn,
(1 + 4qr2b2 sin2(/2))gˆn+1 = gˆ∗ + 4qr2b2 sin2(/2)gˆn.
Eliminating gˆ∗ and solving for gˆn+1 results in gˆn+1 = gˆn where
= 1 + 2qab
√
r1r2 sin() sin() + 16q2r1r2a2b2 sin2(/2) sin2(/2)
(1 + 4qr2b2sin2(/2))(1 + 4qr1a2sin2(/2))
.
It is a straightforward matter to show that −1< 1, and therefore the difference method (3.27), (3.28) is uncondi-
tionally stable. 
We apply the Douglas–Rachford method to the initial, boundary value problem (3.15). Let r1 = t/(x)2,
r2 =t/(u)2. In addition to (3.4) and referring to (3.13), (3.14) let 2ugi,j = (u)2D2ugi,j , 0,ugi,j = (2u)D0,u. The
difference equation is written as
(1 − qa2r12x − qb2r22u)gn+1i,j = (1 − 12qab
√
r1r20,x0,u)g
n
i,j . (3.29)
At this point the factorization proceeds exactly as before for the initial value problem to replace (3.29) with
(1 − qa2r12x)(1 − qb2r22u)gn+1i,j = (1 + q2a2b2r1r22x2u − 12qab
√
r1r20,x0,u)g
n
i,j
or equivalently with
(1 − qa2r12x)g∗i,j = (1 + qb2r22u)gni,j − 12qab
√
r1r20,x0,ug
n
i,j , (3.30)
(1 − qb2r22u)gn+1i,j = g∗i,j − qb2r22ugni,j . (3.31)
The algorithm for computing (3.30), (3.31) is described in [19] (here a nonzero electric ﬁeld is included). Theorem 3.2
suggests that this algorithm can be unconditionally stable, and computations indicate that this is the case. Furthermore,
the efﬁciency of the Douglas–Rachford method is not affected by the size of the coefﬁcients a(tn), b(tn). The method
can be an effective means of computing a solution to (3.15) in cases where the maximum eigenvalue of the previous
iterative procedure gets very close to one.
4. Finite difference method for nonzero electric ﬁeld
If the electric ﬁeld,E(x, t), in (1.1) is not zero then the coefﬁcients in (2.13) are functions of x0, u, and t, and the ﬁnite
difference approximation also includes the ﬁrst partial derivative terms with coefﬁcients c and d. To develop the ﬁnite
difference approximation for Eq. (2.13) we start with the initial value problem in all space given by (2.7). The analysis
of our difference methods is carried out for this equation. Then, as in Section 3 the methods are adapted to the initial,
boundary value problem (2.13) for the purpose of computation. As in the previous section phase space is partitioned
into the uniform rectangular grid x0i = ix, v0j =jv. The time interval is partitioned as tn=nt, n=0, 1, 2, . . . . The
approximation to g(x0i , v0j , tn) is denoted gni,j . It is assumed that the coefﬁcients a−−d are known functions of x0, v0,
and t. The quantities a(x0i , v0j , tn) will be denoted ai,j (tn) and similarly for coefﬁcients b − −d. The semi-implicit
difference approximation for (2.7) is then given as
Dtg
n
i,j = q[(ai,j (tn))2D2xgn+1i,j − 2ai,j (tn)bi,j (tn)D0,xD0,vgni,j + (bi,j (tn))2D2vgn+1i,j
+ ci,j (tn)D0,xgni,j + di,j (tn)D0,vgni,j ], g0i,j = f0(x0i , v0j ). (4.1)
Since the coefﬁcients in (4.1) now depend on x0 and v0 one cannot easily use Fourier transform methods to analyze
the stability and convergence of the ﬁnite difference approximation as was done for the ﬁeld free equation. At present
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we do not carry out a convergence analysis for the semi-implicit method (4.1). However, if the difference equation is
fully implicit then we can provide proofs for the stability and convergence of the method. To make (4.1) into a fully
implicit difference scheme one replaces n with n + 1 in the mixed second difference term and in the terms involving
ﬁrst order differencing in x and v. Also, the coefﬁcients in the equation are evaluated at time tn+1 rather than at time
tn. The fully implicit method can, in fact, be computed by an iterative procedure. We, therefore, carry out an analysis
for stability and convergence of the fully implicit difference scheme. Solutions computed with this method can then
be compared with those computed with the semi-implicit scheme which is the preferred method of computation. We
thereby obtain some analytical veriﬁcation for the computed solutions.
4.1. The fully implicit difference method
We consider the initial value problem
g
t
= q
[
(a(x, v, t))2
2g
x2
− 2a(x, v, t)b(x, v, t) 
2g
xv
+ (b(x, v, t))2 
2g
v2
+c(x, v, t)g
x
+ d(x, v, t)g
v
]
,
g(x, v, 0) = f0(x, v), −∞<x <∞, −∞<v<∞. (4.2)
To simplify notation the “0” subscript used in the previous sections is for the present dropped from x and v. The
assumption is that the solution g(x, v, t) is a continuous, sufﬁciently differentiable and bounded function of x, v and t
and that g and higher derivatives as needed are bounded in L2(R2) for each t ∈ [0, T ]. The partition of phase space is
then given by xi = ix, vj = jv, i, j—integers, gni,j is the approximation to g(xi, vj , tn), the coefﬁcient a(xi, vj , tn)
is denoted ai,j (tn) and similarly for the coefﬁcients b,−−, d . The fully implicit difference scheme for approximating
(4.2) is
Dtg
n
i,j = q[(ai,j (tn+1))2D2xgn+1i,j − 2ai,j (tn+1)bi,j (tn+1)D0,xD0,vgn+1i,j + (bi,j (tn+1))2D2vgn+1i,j
+ ci,j (tn+1)D0,xgn+1i,j + di,j (tn+1)D0,vgn+1i,j ], g0i,j = f0(xi, vj ). (4.3)
4.1.1. Stability
The ﬁrst goal is to prove the unconditional stability of the ﬁnite difference method (4.3). To motivate the proof we
compute the L2 norm of g(x, v, t) as the solution to (4.2). Multiplying (4.2) by g(x, v, t) and integrating over x and v
then ∫
(x,v)
g
g
t
dv dx = q
[∫
(x,v)
(a2)g
2g
x2
− 2(ab)g 
2g
xv
+ (b2)g 
2g
v2
+ (c)g g
v
+ (d)g g
v
]
dv dx.
Integrating by parts and assuming that g(x, v, t) → 0 as |x|, |v| → ∞ then

t
∫
(x,v)
g2 dv dx = q
∫
(x,v)
(
2
x2
(a2) − 2 
2
xv
(ab) + 
2
v2
(b2) − c
x
− d
v
)
g2 dv dx
− 2
∫
(x,v)
(
a
g
x
− bg
v
)2
dv dx. (4.4)
If the coefﬁcients a − −d are derived according to (2.8), (2.9) one can determine that∫
(x,v)
(
2
x2
(a2) − 2 
2
xv
(ab) + 
2
v2
(b2) − c
x
− d
v
)
g2 dv dx = 0. (4.5)
The stability proof is given, however, for a general equation of the form (4.2), and the property (4.5) is not used.We let∫
(x,v)
(g(x, v, t))2 dv dx = ‖g(t)‖22
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and assume the functions a − −d are continuous in t and twice differentiable and bounded in x and v for each t. Then
‖g(t)‖22‖g(0)‖22 + qK
∫ t
0
‖g(s)‖22(s) ds,
where∣∣∣∣ 2x2 (a2) − 2 
2
xv
(ab) + 
2
v2
(b2) − c
x
− d
v
∣∣∣∣ K
for 0s t . Thus
‖g(t)‖22‖g(0)‖22eqKt and ‖g(t)‖2‖g(0)‖2eqKt/2.
The stability proof proceeds by deriving the discrete analogue of (4.4). Some notation in addition to (3.2) is
Dxgi,j = gi+1,j − gi,j
x
, Dvgi,j = gi,j+1 − gi,j
v
,
DxDvgi,j =
gi+1,j+1 − gi+1,j
v
− gi,j+1 − gi,j
v
x
= gi+1,j+1 − gi+1,j − gi,j+1 + gi,j
(x)(v)
.
The unconditional stability of the ﬁnite difference method (4.3) is stated as the following theorem (an applicable
deﬁnition of stability is given in [17, p. 74]).
Theorem 4.1. It is assumed that the coefﬁcients a(x, v, t), . . . , d(x, v, t) of (4.2) are continuous bounded functions
of x, v, t and twice differentiable in x and v for each t ∈ [0, T ]. For the solution gn = {gni,j } of (4.3) there is a constant
K that depends on T such that for any x,v and for any t < 1/(2qK) then√∑
i,j
(gni,j )
2(2)qKT
√∑
i,j
(g0i,j )
2
for 1nNt .
Proof. Eq. (4.3) is written as
gn+1i,j = gni,j + (t)q[(ai,j (tn+1))2D2xgn+1i,j − 2ai,j (tn+1)bi,j (tn+1)D0,xD0,vgn+1i,j + (bi,j (tn+1))2D2vgn+1i,j
+ ci,j (tn+1)D0,xgn+1i,j + di,j (tn+1)D0,vgn+1i,j ]. (4.6)
Multiplying by gn+1i,j and summing over i, j then (4.6) is written as∑
i,j
(gn+1i,j )
2 =
∑
i,j
gn+1i,j g
n
i,j + (t)q[term1 − term2 + term3 + term4 + term5], (4.7)
where
term1 =
∑
i,j
(ai,j (tn+1))2gn+1i,j D
2
xg
n+1
i,j , term3 =
∑
i,j
(bi,j (tn+1))2gn+1i,j D
2
vg
n+1
i,j ,
term2 = 2
∑
i,j
ai,j (tn+1)bi,j (tn+1)gn+1i,j D0,xD0,vg
n+1
i,j ,
term4 =
∑
i,j
ci,j (tn+1)gn+1i,j D0,xg
n+1
i,j , term5 =
∑
i,j
di,j (tn+1)gn+1i,j D0,vg
n+1
i,j .
A discrete analogue of the integration by parts is carried out for each term. For the present let gn+1i,j = gi,j .
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The expression obtained for term1 is a discretized version of the integration by parts for continuous functions given
by
∫
(x,v)
a2g
2g
x2
dv dx = −
∫
(x,v)
a2
(
g
x
)2
dv dx + 1
2
∫
(x,v)
2(a2)
x2
g2 dv dx.
It can be determined that
term1 = −
∑
i,j
[
a2i,j (D0,xgi,j )
2 + 1
4
(x)2a2i,j (D
2
xgi,j )
2
]
+ 1
2
∑
i,j
(D2xa
2
i,j )g
2
i,j . (4.8)
The derivation to arrive at (4.8) is rather lengthy; however, one can readily verify that the left side equals the right side
by multiplying out squared quantities and making some change of indices in the sums.We state the expressions for the
other terms in (4.7). These expressions are derived as discrete analogues of integration by parts applied to continuous
functions.
term2 = −
∑
k,j
(2ab)i,j (D0,xgi,j )(D0,vgi,j ) + 14
∑
i,j
(DxDv(2ab)i,j )gi,j gi+1,j+1
+ 1
4
∑
i,j
(DxDv(2ab)i,j−1)gi,j gi+1,j−1,
term3 = −
∑
i,j
[
b2i,j (D0,vgi,j )
2 + 1
4
(v)2b2i,j (D
2
vgi,j )
2
]
+ 1
2
∑
i,j
(D2vb
2
i,j )g
2
i,j ,
term4 = −1
2
∑
i,j
(Dxci,j )gi,j gi+1,j , term5 = −12
∑
i,j
(Dvdi,j )gi,j gi,j+1.
One can verify the expressions for term2, . . . , term5 similarly as for term1.
To continue the stability proof we refer to (4.7). With the expressions for the different terms in Eq. (4.7) can be put
into the form
∑
i,j
(gn+1i,j )
2 =
∑
i,j
gn+1i,j g
n
i,j + (t)q
⎛
⎝−∑
i,j
[ai,jD0,xgn+1i,j − bi,jD0,vgn+1i,j ]2
− 1
4
∑
i,j
[(x)2a2i,j (D2xgn+1i,j )2 + (v)2b2i,j (D2vgn+1i,j )2]
+ 1
2
∑
i,j
[
(D2xa
2
i,j )(g
n+1
i,j )
2 − 1
2
(DxDv(2ab)i,j )gn+1i,j g
n+1
i+1,j+1
− 1
2
(DxDv(2ab)i,j−1)gn+1i,j g
n+1
i+1,j−1 + (D2vb2i,j )(gn+1i,j )2
−(Dxci,j )gn+1i,j gn+1i+1,j − (Dvdi,j )gn+1i,j gn+1i,j+1
]⎞⎠
. (4.9)
We are assuming the coefﬁcients a, . . . , d to be twice differentiable and bounded in x and v for each t. Thus, the ﬁnite
differences are given the bounds
|D2xa2i,j |K1, |D2vb2i,j |K3, |DxDv(2ab)i,j |K2,
|DxDv(2ab)i,j−1|K2, |Dxci,j |K4, |Dvdi,j |K5.
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From (4.9) one obtains the inequality
∑
i,j
(gn+1i,j )
2
∑
i,j
gn+1i,j g
n
i,j + (t)q
(
1
2
)
K
∑
i,j
(gn+1i,j )
2
. (4.10)
Here K = K1 + K2 + K3 + K4 + K5 and |gn+1i,j gn+1i+1,j+1| 12 ((gn+1i,j )2 + (gn+1i+1,j+1)2) and similarly for other such
products. One therefore derives the inequality∑
i,j
(gn+1i,j )
2
∑
i,j
(gni,j )
2 + (t)qK
∑
i,j
(gn+1i,j )
2
.
Thus
(1 − (t)qK)
∑
i,j
(gn+1i,j )
2
∑
i,j
(gni,j )
2
.
It follows that∑
i,j
(gni,j )
2 1
(1 − (t)qK)n
∑
i,j
(g0i,j )
2
. (4.11)
To prove the unconditional stability of the ﬁnite difference method (4.3) we consider a time interval [0, T ] and for
Nt , a positive integer, let t = T/Nt , tn = nt, n = 0, . . . , Nt . Also, it is assumed that the bounds K1, . . . , K5 for
coefﬁcients a, . . . , d apply for t ∈ [0, T ]. Since t = T/Nt and for nNt then
1
(1 − (t)qK)n =
1(
1 − T
Nt
qK
)n  1(
1 − T
Nt
qK
)Nt =
⎡
⎢⎢⎣
⎛
⎜⎜⎝1 − 1Nt
T qK
⎞
⎟⎟⎠
−Nt/T qK⎤⎥⎥⎦
T qK
.
Here T , q and K = K1 + · · · + K5 are independent of Nt , and it is assumed that (T qK)/Nt < 1. The function
f (x) = (1 − 1/x)−x is monotonically decreasing for x > 1 and limx→∞ f (x) = e. If we assume Nt/(T qK)> 2, i.e.,
t = T/Nt < 1/(2qK) then⎛
⎜⎜⎝1 − 1Nt
T qK
⎞
⎟⎟⎠
−Nt/T qK
<
(
1 − 1
2
)−2
= 4.
From (4.11) one then obtains the estimate
∑
i,j
(gni,j )
2(4)qKT
∑
i,j
(g0i,j )
2 or
√∑
i,j
(gni,j )
2(2)qKT
√∑
i,j
(g0i,j )
2, 1nNt . (4.12)
As (4.12) is independent of t,x,v, assuming t < 1/(2qK), this estimate then guarantees the unconditional
stability of the ﬁnite difference method (4.3). 
Wenote that in the proof ofTheorem4.1 it is assumed that the coefﬁcients a−−d are bounded and twice differentiable
in x and v. This assumption is justiﬁed by Lemma 5.2 in Section 5.
4.1.2. Consistency and convergence
The next step is to prove the consistency and convergence of the method. If we could prove consistency in the discrete
L2 sense then that would be sufﬁcient to guarantee the convergence by [17, Theorem 2.52]. However, such a proof
requires obtaining a bound on the inverse of the matrix Q1 in an expression of the type (3.10). As the elements of
the matrix depend on x, v as well as t one cannot readily apply [17, Proposition 3.1.9] as was done in Section 3 and
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obtaining a bound on ‖Q−11 ‖2,	 seems difﬁcult. Therefore, to prove the convergence we take a different approach. First,
it is demonstrated that the ﬁnite difference method is pointwise consistent. Then with this result a proof of convergence
in the discrete L2 sense is obtained by applying the methods used in proving L2 stability.
To prove pointwise consistency let g(x, v, t) be the solution to (4.2) and let
L(g(xi, vj , tn)) = Dtg(xi, vj , tn) − q[(ai,j (tn+1))2D2xg(xi, vj , tn+1)
− 2ai,j (tn+1)bi,j (tn+1)D0,xD0,vg(xi, vj , tn+1) + (bi,j (tn+1))2D2vg(xi, vj , tn+1)
+ ci,j (tn+1)D0,xg(xi, vj , tn+1) + di,j (tn+1)D0,vg(xi, vj , tn+1)]. (4.13)
The pointwise consistency of the ﬁnite difference method (4.3) is stated as
Proposition 4.1. It is assumed that the solution to (4.2), g(x, v, t), is a continuous, bounded, and sufﬁciently differ-
entiable function of x, v, t . It is also assumed that there are constants K1,K2 such that K1x/vK2. Then the
operator L deﬁned by (4.13) has the property that L(g(xi, vj , tn))= 
(xi, vj , tn) and 
(xi, vj , tn) → 0 as x,v and
t → 0.
Proof. Using Taylor series
D2xg(xi, vj , tn+1) =
2g
x2
(xi, vj , tn+1) + 112
4g
x4
(xi, vj , tn+1)(x)2 + O((x)4),
where O((x)4) refers to terms obtained from the remainder in the Taylor formula. Then
a2i,j (tn+1)D2xg(xi, vj , tn+1) = a2i,j (tn+1)
2g
x2
(xi, vj , tn+1) + (x)2
(
1
12
a2i,j (tn+1)
4g
x4
+ O((x)2)
)
.
A similar expression is obtained for b2i,j (tn+1)D2vg(xi, vj , tn+1).
For the mixed second difference one derives
D0,xD0,vg(xi, vj , tn+1) = 
2g
xv
(xi, vj , tn+1) + 16
4g
x3v
(x)2 + 1
6
4g
xv3
(v)2 +
5∑
l=−1
O((x)4−l (v)l).
The assumption is that there are constants K1,K2 such that K1x/vK2. With this restriction we can write
5∑
l=−1
O((x)4−l (v)l) =
4∑
l=0
O((x)4−l (v)l)
= ((x)2 + (v)2)O((x)2 + (x)(v) + (v)2).
It then follows that
(2ab)i,j (tn+1)D0,xD0,vg(xi, vj , tn+1)
= (2ab)i,j (tn+1) 
2g
xv
(xi, vj , tn+1)
+ (x)2
(
(2ab)i,j (tn+1)
1
6
4g
x3v
+ O((x)2 + (x)(v) + (v)2)
)
+ (v)2
(
(2ab)i,j (tn+1)
1
6
4g
xv3
+ O((x)2 + (x)(v) + (v)2)
)
.
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For the ﬁrst order differences in x and v
ci,j (tn+1)D0,xg(xi, vj , tn+1) = ci,j (tn+1)
(
g
x
(xi, vj , tn+1) + 16
3g
x3
(xi, vj , tn+1)(x)2 + O((x)4)
)
= ci,j (tn+1)g
x
(xi, vj , tn+1) + (x)2
(
ci,j (tn+1)
1
6
3g
x3
+ O((x)2)
)
.
A similar expression is derive for di,j (tn+1)D0,vg(xi, vj , tn+1).
For the differencing in t one has
Dtg(xi, vj , tn) = g
t
(xi, vj , tn+1) − 12
2g
t2
(xi, vj , tn+1)(t) + O((t)2).
Substituting the Taylor expansions for the various differenced terms in (4.13), collecting terms multiplied by
t, (x)2, (v)2, and using the fact that g(x, v, t) is a solution to (4.2) it now follows that
L(g(xi, vj , tn) = c1(xi, vj , tn)t + c2(xi, vj , tn)(x)2 + c3(xi, vj , tn)(v)2,
where
c1(xi, vj , tn) = −12
2g
t2
(xi, vj , tn+1) + O(	),
c2(xi, vj , tn) = q
[
− 1
12
a2i,j (tn+1)
4g
x4
+ 1
6
(2ab)i,j (tn+1)
4g
x3v
− 1
6
ci,j (tn+1)
3g
x3
]
(xi, vj , tn+1) + O(	),
c3(xi, vj , tn) = q
[
− 1
12
b2i,j (tn+1)
4g
v4
+ 1
6
(2ab)i,j (tn+1)
4g
xv3
− 1
6
di,j (tn+1)
3g
v3
]
(xi, vj , tn+1) + O(	).
The quantity O(	) refers to terms derived from the remainder in the Taylor formula that approach zero as x,v,
t → 0. Let

(xi, vj , tn) = c1(xi, vj , tn)t + c2(xi, vj , tn)(x)2 + c3(xi, vj , tn)(v)2. (4.14)
As 
(xi, vj , tn) → 0 as t,x,v → 0 then the ﬁnite difference method (4.3) is pointwise consistent. 
Using the consistency result the proof of stability can be adapted to prove the convergence of (4.3).
Let eni,j = g(xi, vj , tn) − gni,j where g(x, v, t) is the solution to (4.2) and gni,j is the solution to (4.3). For a grid
function, gi,j , we use the notation (
∑
i,j (gi,j )
2xv)1/2 = ‖g‖2,	 = ‖g‖. The convergence of the solution of (4.3) is
given by
Theorem 4.2. It is assumed that the conditions of Theorem 4.1 and Proposition 4.1 hold. Also, it is assumed that the
solution to (4.2), g(x, v, t), and the necessary derivatives of g are bounded functions in L2(R2) for each t ∈ [0, T ].
Then for any time T there are constants (T ) and C(T ) that can depend on T such that for t < 
‖en‖C(T )(t + (x)2 + (v)2) (4.15)
for 0 tnT .
Proof. From Proposition 4.1 L(eni,j ) = L(g(xi, vj , tn) − L(gni,j )) = 
(xi, vj , tn). That is
Dte
n
i,j − q[(ai,j (tn+1))2D2xen+1i,j − 2ai,j (tn+1)bi,j (tn+1)D0,xD0,ven+1i,j + (bi,j (tn+1))2D2ven+1i,j
+ ci,j (tn+1)D0,xen+1i,j + di,j (tn+1)D0,ven+1i,j ] = 
(xi, vj , tn)
and
en+1i,j = eni,j + (t)q[(ai,j (tn+1))2D2xen+1i,j − 2ai,j (tn+1)bi,j (tn+1)D0,xD0,ven+1i,j + (bi,j (tn+1))2D2ven+1i,j
+ ci,j (tn+1)D0,xen+1i,j + di,j (tn+1)D0,ven+1i,j ] + t
(xi, vj , tn).
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Multiplying by en+1i,j xv and summing over i, j one has
∑
i,j
(en+1i,j )
2xv =
∑
i,j
en+1i,j e
n
i,jxv + tq
∑
i,j
[(ai,j (tn+1))2en+1i,j D2xen+1i,j
− 2ai,j (tn+1)bi,j (tn+1)en+1i,j D0,xD0,ven+1i,j + (bi,j (tn+1))2en+1i,j D2ven+1i,j
+ ci,j (tn+1)en+1i,j D0,xen+1i,j + di,j (tn+1)en+1i,j D0,ven+1i,j ]xv
+ t
∑
i,j
en+1i,j 
(xi, vj , tn)xv.
At this point the procedure used to prove stability can be followed starting at (4.7) and continuing to (4.10) to derive
∑
i,j
(en+1i,j )
2xv
∑
i,j
|en+1i,j eni,j |xv + tq
(
1
2
)
K
∑
i,j
(en+1i,j )
2xv
+ t
∣∣∣∣∣∣
∑
i,j
en+1i,j 
(xi, vj , tn)xv
∣∣∣∣∣∣ . (4.16)
Letting
∑
i,j
|en+1i,j eni,j |xv
1
2
(‖en+1‖ + ‖en‖)
and ∣∣∣∣∣∣
∑
i,j
en+1i,j 
(xi, vj , tn)xv
∣∣∣∣∣∣ ‖en+1‖‖
(·, tn)‖
from (4.16) one obtains the inequality
‖en+1‖2‖en‖2 + tqK‖en+1‖2 + 2t‖en+1‖‖
‖. (4.17)
Now
‖
‖ =
⎛
⎝∑
i,j
|c1(xi, vj , tn)t + c2(xi, vj , tn)(x)2 + c3(xi, vj , tn)(v)2|2xv
⎞
⎠
1/2
t‖c1‖ + (x)2‖c2‖ + (v)2‖c3‖C(t + (x)2 + (v)2).
The constant C is such that ‖c1‖, ‖c2‖, ‖c3‖C. Here we make use of the assumptions on the boundedness of the
coefﬁcients a, . . . , d and the solution, g, of (4.2). Let K1 = K,K2 = 2C then
‖en+1‖2‖en‖2 + tqK1‖en+1‖2 + tK2‖en+1‖(t + (x)2 + (v)2).
The inequality can be written as
‖en+1‖2 −
(
tK2(t + (x)2 + (v)2)
1 − K1qt
)
‖en+1‖‖en‖2/(1 − K1qt). (4.18)
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Given the time interval [0, T ] let Nt be a positive integer, t = T/Nt , and tn = nt, n = 0, . . . , Nt . We assume Nt
sufﬁciently large so that
t <
1
2qK1
. (4.19)
Thus, in the statement of the theorem = 1/(2qK1). Now 12 < 1 − tqK1 < 1. The inequality for ‖en+1‖ is obtained
from (4.18) by completing the square as(
‖en+1‖ − tK2(t + (x)
2 + (v)2)
2(1 − K1qt)
)2
‖en‖2/(1 − K1qt) +
(
tK2(t + (x)2 + (v)2)
2(1 − K1qt)
)2
.
Thus
‖en+1‖ tK2(t + (x)
2 + (v)2)
2(1 − K1qt) +
√√√√‖en‖2/(1 − K1qt) +
(
tK2(t + (x)2 + (v)2)
2(1 − K1qt)
)2
and
‖en+1‖ tK2(t + (x)
2 + (v)2)
2(1 − K1qt) + ‖e
n‖/√1 − K1qt + tK2(t + (x)2 + (v)2)2(1 − K1qt) .
One therefore obtains the inequality
‖en+1‖ ‖e
n‖√
1 − K1qt
+ tK2(t + (x)
2 + (v)2)
1 − K1qt . (4.20)
At t = 0, g(xi, vj , 0)= g0i,j = f0(xi, vj ). Thus e0i,j = g(xi, vj , 0)− g0i,j = 0 and ‖e0‖= 0. Also 12 < 1−K1qt < 1.
From the inequality (4.20) we therefore compute
‖e1‖ tK2(t + (x)
2 + (v)2)
1 − K1qt .
Furthermore, if
‖en‖ ntK2(t + (x)
2 + (v)2)
(1 − K1qt)(n+1)/2
,
then by (4.20)
‖en+1‖ ntK2(t + (x)
2 + (v)2)
(1 − K1qt)((n+1)+1)/2
+ tK2(t + (x)
2 + (v)2)
1 − K1qt
 (n + 1)tK2(t + (x)
2 + (v)2)
(1 − K1qt)((n+1)+1)/2
.
Since the inequality holds for n = 1 then by induction the inequality for n1 is
‖en‖ ntK2(t + (x)
2 + (v)2)
(1 − K1qt)(n+1)/2
.
For n = 0, . . . , Nt then ntT . Thus
‖en‖ TK2(t + (x)
2 + (v)2)
(1 − K1qt)(n+1)/2
= TK2
(1 − K1qt)1/2
(t + (x)2 + (v)2)
(1 − K1qt)n/2
.
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According to (4.19) then K2/(1 − K1qt)1/2
√
2K2, so let K3 =
√
2K2. Then
‖en‖ TK3(t + (x)
2 + (v)2)
(1 − K1qt)n/2
.
Letting t = T/Nt and 0nNt the inequality is
‖en‖ TK3(t + (x)
2 + (v)2)(
1 − K1q T
Nt
)n/2  TK3(t + (x)
2 + (v)2)(
1 − K1q T
Nt
)Nt/2 .
Now
1(
1 − K1q T
Nt
)Nt/2 =
⎡
⎢⎢⎣
⎛
⎜⎜⎝1 − 1Nt
K1qT
⎞
⎟⎟⎠
−Nt/K1qT⎤⎥⎥⎦
K1qT /2
,
and by assumption (4.19) Nt/(K1qT )> 2. Thus⎛
⎜⎜⎝1 − 1Nt
K1qT
⎞
⎟⎟⎠
−Nt/K1qT
<
(
1 − 1
2
)−2
= 4
so that⎡
⎢⎢⎣
⎛
⎜⎜⎝1 − 1Nt
K1qT
⎞
⎟⎟⎠
−Nt/K1qT⎤⎥⎥⎦
K1qT /2
4K1qT /2 = 2K1qT .
We therefore obtain the inequality
‖en‖K3T (2K1qT )(t + (x)2 + (v)2)
for n = 0, . . . , Nt . As T is arbitrary the convergence of the fully implicit ﬁnite difference method (4.3) is now proved
with C(T ) = K3T (2K1qT ) in (4.15). The accuracy of the method is O(t + (x)2 + (v)2). 
5. Difference method with approximate coefﬁcients
In Section 4 the proof of convergence of the solution to the ﬁnite difference approximation (4.3) to the solution of
the PDE (4.2) proceeds on the assumption that the coefﬁcients a(x, v, t), . . . , d(x, v, t) in (4.3) are known functions.
However, the known function in Eq. (1.1) is the electric ﬁeld, E(x, t), and the coefﬁcients a, . . . , d in (4.2), (4.3) are
obtained according to (2.8)–(2.11) from the solution (x(x0, v0, t), v(x0, v0, t)) to (2.3), (2.4). In an actual computation
given the function E(x, t) the solution to (2.3), (2.4) and the ﬁrst and second partial derivatives with respect to x0 and
v0 are computed numerically. Hence the coefﬁcients in (4.3) must be replaced by approximations. Therefore, we need
to account for the error incurred by replacing the exact coefﬁcients in (4.3) by approximate coefﬁcients. We return to
the previous notation in which (x, v) is a point in phase space. The transformation (x, v) → (x0, v0) is deﬁned in terms
of the inverse functions (2.6). The transformation (x0, v0) → (x0, u) is deﬁned according to (2.12). Eqs. (1.1), (2.1)
are written in terms of (x, v), Eq. (2.7) in terms of (x0, v0), and Eq. (2.13) in terms of (x0, u). Eq. (4.2) equates to (2.7)
with coefﬁcients a − −d given by (2.8), (2.9).
The exact particle trajectories as solutions to (2.3), (2.4) are referred to as (x(x0, v0, t), v(x0, v0, t)). To approximate
this solution the time interval [0, T ] is partitioned as t = T/Nt ,Nt a positive integer and tn = nt, n= 0, 1, . . . , Nt .
For the interval tn t tn+1 the approximate trajectories with initial point x0, v0 given as (x(x0, v0, t), v(x0, v0, t))
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are obtained as solutions to
dx
dt
= v(t), x(tn) = x(x0, v0, tn), (5.1)
dv
dt
= E(x(tn), tn)) − v(t), v(tn) = v(x0, v0, tn). (5.2)
The solution evaluated at t = tn+1 is
x(x0, v0, tn+1) = x(x0, v0, tn) +
(
1 − e−t

)
v(x0, v0, tn)
+
(
t

− 1 − e
−t
2
)
E(x(x0, v0, tn), tn), (5.3)
v(x0, v0, tn+1) = e−t v(x0, v0, tn) +
(
1 − e−t

)
E(x(x0, v0, tn), tn). (5.4)
The exact ﬁrst partial derivatives of the functions (x(x0, v0, t), v(x0, v0, t)) with respect to x0 and v0 are obtained
as solutions to
d
dt
(
x
x0
)
= v
x0
,
x
x0
(0) = 1, (5.5)
d
dt
(
v
x0
)
= E
x
(x(x0, v0, t), t)
(
x
x0
)
− 
(
v
x0
)
,
v
x0
(0) = 0 (5.6)
and
d
dt
(
x
v0
)
= v
v0
,
x
v0
(0) = 0. (5.7)
d
dt
(
v
v0
)
= E
x
(x(x0, v0, t), t)
(
x
v0
)
− 
(
v
v0
)
,
v
v0
(0) = 1. (5.8)
The exact second partial derivatives are solutions to
d
dt
(
2x
xr0v
s
0
)
= 
2v
xr0v
s
0
,
2x
xr0v
s
0
(0) = 0, (5.9)
d
dt
(
2v
xr0v
s
0
)
= E
x
(
2x
xr0v
s
0
)
− 
(
2v
xr0v
s
0
)
+ 
2E
x2
(
x
x0
)r( x
v0
)s
,
2v
xr0v
s
0
(0) = 0, r, s = 0, 1, 2, r + s = 2. (5.10)
The approximations to the ﬁrst and second partial derivatives are obtained by differentiating (5.1), (5.2) with respect
to x0, v0. The equations for approximating ﬁrst partial derivatives with respect to x0 are
d
dt
(
x
x0
)
= v
x0
, (5.11)
d
dt
(
v
x0
)
= E
x
(x(tn), tn)
x
x0
(tn) − 
(
v
x0
)
. (5.12)
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By solving (5.11), (5.12) for tn t tn+1 and similarly for derivatives with respect to v0 the approximate ﬁrst par-
tial derivatives are obtained as follows: let (x/x0)(x0, v0, 0) = 1, (v/x0)(x0, v0, 0) = 0, (x/v0)(x0, v0, 0) =
0, (v/v0)(x0, v0, 0) = 1. Then given (x/x0)(x0, v0, tn), (v/x0)(x0, v0, tn), (x/v0)(x0, v0, tn), (v/v0)
(x0, v0, tn) the quantities at time tn+1 are computed as
x
x0
(tn+1) = x
x0
(tn) +
(
1 − e−t

)
v
x0
(tn) +
(
t

− 1 − e
−t
2
)
E
x
(x(x0, v0, tn), tn)
x
x0
(tn), (5.13)
v
x0
(tn+1) = e−t v
x0
(tn) +
(
1 − e−t

)
E
x
(x(x0, v0, tn), tn)
x
x0
(tn), (5.14)
x
v0
(tn+1) = x
v0
(tn) +
(
1 − e−t

)
v
v0
(tn) +
(
t

− 1 − e
−t
2
)
E
x
(x(x0, v0, tn), tn)
x
v0
(tn), (5.15)
v
v0
(tn+1) = e−t v
v0
(tn) +
(
1 − e−t

)
E
x
(x(x0, v0, tn), tn)
x
v0
(tn). (5.16)
The approximate second partial derivatives are obtained as solutions for tn t tn+1 to
d
dt
(
2x
xr0v
s
0
)
= 
2v
xr0v
s
0
, (5.17)
d
dt
(
2v
xr0v
s
0
)
= E
x
(x(tn), tn)
(
2x
xr0v
s
0
)
(tn) − 
(
2v
xr0v
s
0
)
+ 
2E
x2
(x(tn), tn)
(
x
x0
)r( x
v0
)s
(tn), r, s = 0, 1, 2, r + s = 2. (5.18)
Thus let (2x/xr0v
s
0)(0) = 0, (2v/xr0vs0)(0) = 0 and given quantities at time tn then
2x
xr0v
s
0
(tn+1) = 
2x
xr0v
s
0
(tn) +
(
1 − e−t

)
2v
xr0v
s
0
(tn) +
(
t

− 1 − e
−t
2
)
E
x
(x(tn), tn)
2x
xr0v
s
0
(tn)
+
(
t

− 1 − e
−t
2
)
2E
x2
(x(tn), tn)
(
x
x0
)r( x
v0
)s
(tn), (5.19)
2v
xr0v
s
0
(tn+1) = e−t 
2v
xr0v
s
0
(tn) +
(
1 − e−t

)
E
x
(x(tn), tn)
2x
xr0v
s
0
(tn)
+
(
1 − e−t

)
2E
x2
(x(tn), tn)
(
x
x0
)r( x
v0
)s
(tn), r, s = 0, 1, 2, r + s = 2. (5.20)
The exact coefﬁcients used in the ﬁnite difference equation (4.3) are given by expressions (2.8), (2.9). For the
approximate coefﬁcients it will be necessary to require that they are zero for x0, v0 sufﬁciently large. For this the
function (x0, v0) ∈ C∞0 (R2) is deﬁned so that
(x0, v0) =
{1, |x0| + |v0|R0 − 1,
0, |x0| + |v0|>R0. (5.21)
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The approximate coefﬁcients at time tn are then given as
a(x0, v0, tn) = (x0, v0) exp(tn) x
v0
(x0, v0, tn),
b(x0, v0, tn) = (x0, v0) exp(tn) x
x0
(x0, v0, tn),
c(x0, v0, tn) = ((x0, v0))2 exp(3tn)
(
v
v0
P 1 − x
v0
P 2
)
(x0, v0, tn),
d(x0, v0, tn) = ((x0, v0))2 exp(3tn)
(
x
x0
P 2 − v
x0
P 1
)
(x0, v0, tn).
Here P 1, P 2 are the expressions (2.10), (2.11) with the exact partial derivatives replaced with the approximate partial
derivatives computed according to (5.13)–(5.16), (5.19), (5.20).
We consider the fully implicit difference method with the exact coefﬁcients of (4.3) replaced with approximate
coefﬁcients. Let ai,j (tn) = a(x0i , v0j , tn) and similarly for bi,j (tn), . . . , di,j (tn). The fully implicit difference method
with approximate coefﬁcients is
Dtg
n
i,j = q[(ai,j (tn+1))2D2xgn+1i,j − 2ai,j bi,j (tn+1)D0,xD0,vgn+1i,j + (bi,j (tn+1))2D2vgn+1i,j
+ ci,j (tn+1)D0,xgn+1i,j + di,j (tn+1)D0,vgn+1i,j ], (5.22)
g0i,j = f0(x0i , v0j )
the goal is to prove that the solutions to (5.22), gni,j , converge to g(x0, v0, t), the solution to (2.7), as R0 → ∞ and
x,v,t → 0.
To comment on notation in the proofs that follow a generic constant, C, may change value from one expression to
the next. Also, the functional dependence of the constant on other quantities may be made explicit or not as needed.
We ﬁrst determine bounds on the solution to (2.3), (2.4) and on their exact and approximate derivatives.
Lemma 5.1. Let x(x0, v0, t), v(x0, v0, t) be the solution to (2.3), (2.4) such that x(x0, v0, 0) = x0, v(x0, v0, 0) = v0.
Assume the constant K such that |E(x, t)|K . Then if |v0|R0 there is a constant R = C(R0) that depends on R0
such that |v(x0, v0, t)|R for t > 0.
Proof. Integrating Eq. (2.4) and using the bound |E|K gives the result
|v(t)| exp(−t)R0 + K
(
1 − e−t

)
.R0 + K

.
Thus C(R0) = R0 + K/= R. 
Lemma 5.2. Let x(x0, v0, t), v(x0, v0, t) be the solution to (2.3), (2.4). For any positive integer L it is assumed that
E(x, t) and (lE/xl)(x, t) are continuous functions for all x and t ∈ [0, T ] for lL and that there is a constant
K such that |lE/xl |K . Then (l/xr0vs0)x(x0, v0, t), (l/xr0vs0)v(x0, v0, t) are continuous functions of x0, v0,
and t, and there are constants Cl = Cl(T ) that depend on T such that∣∣∣∣ lxr0vs0 x(x0, v0, t)
∣∣∣∣ ,
∣∣∣∣ lxr0vs0 v(x0, v0, t)
∣∣∣∣ Cl ,
0r, s l, r + s = l, 1 lL.
Proof. The proof of this lemma is straightforward. First l = 1 is considered. The ﬁrst partial derivatives with respect
to x0 are solutions to (5.5), (5.6). The existence and uniqueness of the solutions to (5.5), (5.6) continuous in t and in
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the initial values x0, v0 is guaranteed by standard theory of systems of linear ODEs. Then integrating (5.5), (5.6) and
applying the bound on E leads to a Gronwall inequality of the form∣∣∣∣ xx0 (t)
∣∣∣∣+
∣∣∣∣ vx0 (t)
∣∣∣∣ 1 + K
∫ t
0
(∣∣∣∣ xx0 (
)
∣∣∣∣+
∣∣∣∣ vx0 (
)
∣∣∣∣
)
d
,
with K = K + 1 + . Thus∣∣∣∣ xx0 (t)
∣∣∣∣+
∣∣∣∣ vx0 (t)
∣∣∣∣  exp(Kt) exp(KT ) = C1(T ).
The same estimate applies to partial derivatives with respect to v0.
The equations for higher derivatives with respect to x0, v0 are obtained by differentiating (5.5), (5.6). The equations
for l = 2 are (5.9), (5.10). The existence and uniqueness of continuous solutions is assumed. Integrating one derives a
Gronwall inequality for higher derivatives of the form∣∣∣∣ lxxr0vs0 (t)
∣∣∣∣+
∣∣∣∣ lvxr0vs0 (t)
∣∣∣∣ K
∫ t
0
(∣∣∣∣ lxxr0vs0
∣∣∣∣+
∣∣∣∣ lvxr0vs0
∣∣∣∣
)
(
) d
+ Kl−1(T )t .
The constant Kl−1(T ) is a bound on terms involving partial derivatives of E with respect to x and partial derivatives of
x(x0, v0, t), v(x0, v0, t) with respect to x0, v0 of degree less than l. The solution is∣∣∣∣ lxxr0vs0 (t)
∣∣∣∣+
∣∣∣∣ lvxr0vs0 (t)
∣∣∣∣ 
(
eKt − 1
K
)
Kl−1(T ) = Cl(T )
for 0 tT . 
A result analogous to Lemma 5.2 is now proved for the approximate particle trajectories given by (5.3), (5.4).
Lemma 5.3. Let (x(x0, v0, tn), v(x0, v0, tn)) be the solution to (5.1), (5.2) for 0 tnT and assume the constant K
such that |lE/xl |K for lL. Then there are constants Cl = Cl(T ) that depend on T such that∣∣∣∣ lxr0vs0 x(x0, v0, tn)
∣∣∣∣ ,
∣∣∣∣ lxr0vs0 v(x0, v0, tn)
∣∣∣∣ Cl ,
0r, s l, r + s = l, 1 lL.
Proof. First l = 1 is considered. The ﬁrst partial derivatives with respect to x0 are computed from (5.11), (5.12). One
makes use of the bounds
1 − e−t

Ct,
∣∣∣∣∣t − 1 − e
−t
2
∣∣∣∣∣ C(t)2 (5.23)
and assumes |E/x|K . Then from (5.13), (5.14) one obtains inequalities∣∣∣∣ xx0 (tn+1)
∣∣∣∣ 
∣∣∣∣ xx0 (tn)
∣∣∣∣+ Ct
∣∣∣∣ vx0 (tn)
∣∣∣∣+ KC(t)2
∣∣∣∣ xx0 (tn)
∣∣∣∣ ,∣∣∣∣ vx0 (tn+1)
∣∣∣∣ e−t
∣∣∣∣ vx0 (tn)
∣∣∣∣+ KC(t)
∣∣∣∣ xx0 (tn)
∣∣∣∣
and ∣∣∣∣ xx0 (tn+1)
∣∣∣∣+
∣∣∣∣ vx0 (tn+1)
∣∣∣∣ 
∣∣∣∣ xx0 (tn)
∣∣∣∣+
∣∣∣∣ vx0 (tn)
∣∣∣∣+ (KCt + KC(t)2)
∣∣∣∣ xx0 (tn)
∣∣∣∣+ Ct
∣∣∣∣ vx0 (tn)
∣∣∣∣ .
Let KC(1 + t) + C = K and b1(tn) = |(x/x0)(tn)| + |(v/x0)(tn)|. The inequality for b1(tn) is
b1(tn+1)b1(tn) + Ktb1(tn) = (1 + Kt)b1(tn), b1(0) = 1.
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It follows that b1(tn)(1 + Kt)n. Let t = T/Nt and tn = nt, n = 0, . . . , Nt . For 0 tnT then
b1(tn)
(
1 + K T
Nt
)n

(
1 + K T
Nt
)Nt
=
⎛
⎜⎜⎜⎝
⎛
⎜⎜⎝1 + 1Nt
KT
⎞
⎟⎟⎠
Nt/KT
⎞
⎟⎟⎟⎠
KT
 exp(KT ).
Thus ∣∣∣∣ xx0 (tn)
∣∣∣∣ ,
∣∣∣∣ vx0 (tn)
∣∣∣∣  exp(KT ).
The same type of bound is obtained for |(x/v0)(tn)|, |(v/v0)(tn)|. Let C1(T ) = exp(KT ). Then∣∣∣∣ xx0 (tn)
∣∣∣∣ ,
∣∣∣∣ vx0 (tn)
∣∣∣∣ ,
∣∣∣∣ xv0 (tn)
∣∣∣∣ ,
∣∣∣∣ vv0 (tn)
∣∣∣∣ C1(T ) (5.24)
for 0 tnT .
For l2 the equations for the lth derivatives with respect to x0, v0 take the form
lx
xr0v
s
0
(tn+1) = 
lx
xr0v
s
0
(tn) +
(
1 − e−t

)
lv
xr0v
s
0
(tn) +
(
t

−
(
1 − e−t
2
))
E
x
(x(tn), tn)
lx
xr0v
s
0
(tn)
+
(
t

−
(
1 − e−t
2
))
p(x0, v0, tn), (5.25)
lv
xr0v
s
0
(tn+1) = e−t 
lv
xr0v
s
0
(tn) +
(
1 − e−t

)
E
x
(x(tn), tn)
lx
xr0v
s
0
(tn)
+
(
1 − e−t

)
p(x0, v0, tn), 0r, s l, r + s = l. (5.26)
Here p(x0, v0, tn) is a sum of terms involving kx/xr0v
s
0, r + s = k, 1k l − 1 and (kE/xk)(x(x0, v0, tn), tn),
2k l. For l = 2 the equations are (5.19), (5.20). Let bl(tn)= |(lx/xr0vs0)(tn)| + |(lv/xr0vs0)(tn)|. From (5.25),
(5.26) one derives an inequality for bl(tn) of the form
bl(tn+1)(1 + Kt)bl(tn) + Kl−1t .
HereKl−1=Kl−1(T ) is a constant depending onT such that (Ct+C)|p(x0, v0, tn)|Kl−1 for 0 tnT . The constant
C is being deﬁned by (5.23). Since bl(0) = 0 then bl(t1)Kl−1t and bl(t2)(1 + Kt)(Kl−1t) + (Kl−1t) and
bl(tn)[(1 + Kt)n−1 + (1 + Kt)n−2 + · · · + 1]Kl−1t .
Thus
bl(tn)(1 + Kt)n(Kl−1nt).
Letting t = T/Nt then for 0 tnT
bl(tn)Kl−1T
(
1 + K T
Nt
)Nt
= Kl−1T
⎛
⎜⎜⎜⎝
⎛
⎜⎜⎝1 + 1Nt
KT
⎞
⎟⎟⎠
Nt/KT
⎞
⎟⎟⎟⎠
KT
Kl−1T exp(KT ).
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Let Cl(T ) = Kl−1T exp(KT ). Then∣∣∣∣ 2xxr0vs0 (tn)
∣∣∣∣ ,
∣∣∣∣ 2vxr0vs0 (tn)
∣∣∣∣ Cl(T )
for 0 tnT , nNt . 
Wenowconsider the error obtained by replacing exact particle trajectories as solutions to (2.3), (2.4)with approximate
trajectories as solutions to (5.1), (5.2). Let (x(t), v(t)) = (x(x0, v0, t), v(x0, v0, t)) be the solution to (2.3), (2.4) such
that x(x0, v0, 0) = x0, v(x0, v0, 0) = v0 and (x(t), v(t)) = (x(x0, v0, t), v(x0, v0, t)) be the solution to (5.1), (5.2) for
tn t tn+1 and such that x(x0, v0, 0) = x0, v(x0, v0, 0) = v0. The error in particle trajectories is given by
Lemma 5.4. Given the constant R0 such that |x0| + |v0|R0 then there is a constant K and a constant K1 =K1(R0)
depending on R0 such that
|x(x0, v0, tn) − x(x0, v0, tn)| + |v(x0, v0, tn) − v(x0, v0, tn)|(K1T exp(KT ))t (5.27)
for 0 tnT .
Proof. Taking the difference between solutions to (2.3), (2.4) and (5.1), (5.2) one obtains the equation for tn t tn+1
d
dt
(x(t) − x(t)) = (v(t) − v(t)), (5.28)
d
dt
(v(t) − v(t)) = (E(x(t), t) − E(x(tn), tn)) − (v(t) − v(t)). (5.29)
Eq. (5.29) is integrated as
(v − v)(t) = e−(t−tn)(v − v)(tn) +
∫ t
tn
e(t−s)(E(x(s), s) − E(x(tn), tn)) ds. (5.30)
Now
E(x(t), t) − E(x(tn), tn) = (E(x(t), t) − E(x(tn), tn)) + (E(x(tn), tn) − E(x(tn), tn)).
Let
E(x(t), t) − E(x(tn), tn) = ddt E(x(t), t)|t=t0(t − tn)
for tn t0 t and
d
dt
E(x(t), t) = E
x
dx
dt
+ E
t
= E
x
v(t) + E
t
.
It is assumed that |E/x|, |E/t |K . Then for |x0| + |v0|R0 by Lemma 5.1 |v(t)|R0 + K/ = R. Thus
|dE/dt |KR + K = K1(R0) and
|E(x(t), t) − E(x(tn), tn)|K1(t − tn).
Also,
|E(x(tn), tn) − E(x(tn), tn)| =
∣∣∣∣Ex (z, tn)
∣∣∣∣ |x(tn) − x(tn)|K|x(tn) − x(tn)|
with z ∈ [x(tn), x(tn)]. From (5.30) one obtains the inequality
|(v − v)(t)| = e−(t−tn)|(v − v)(tn)| +
∫ t
tn
e(t−s)(K1(s − tn) + K|x(tn) − x(tn)|) ds.
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Let ex(t) = maxtn s t (|x(s) − x(s)|), ev(t) = maxtn s t (|v(s) − v(s)|). One derives the inequality
ev(t)ev(tn) +
∫ t
tn
(K1(s − tn) + Kex(s)) ds. (5.31)
Integrating (5.28) leads to
ex(t)ex(tn) +
∫ t
tn
ev(s) ds. (5.32)
Adding (5.31), (5.32) one arrives at the inequality
ex(t) + ev(t)
∫ t
tn
(K1(s − tn) + K(ex(s) + ev(s))) ds. (5.33)
Let y(t) = ex(t) + ev(t) and solving (5.33) leads to the inequality for tn t tn+1
y(t)eK(t−tn)y(tn) +
∫ t
tn
eK(t−s)K1(s − tn) ds.
One obtains from this the estimate
y(tn+1)eKt (y(tn) + K1(t)2).
For n = 0, i.e., t0 = 0, since x(0) = x(0) = x0 and v(0) = v(0) = v0 then y(0) = 0. Thus y(t1) = eKtK1(t)2,
y(t2) = eKt (eKtK1(t)2 + K1(t)2)e2Kt2K1(t)2,
and by induction y(tn)enKt nK1(t)2. For t = T/Nt then ntT for 0nNt . Thus
y(tn)(eKT K1T )t
for 0nNt . This then gives the inequality (5.27) for 0 tnT . 
Given a bound on the error in the approximate trajectories a similar procedure is followed to obtain bounds on the
error in approximate ﬁrst and second partial derivatives. Taking the difference between Eqs. (5.5), (5.6) and (5.11),
(5.12) and making use of Lemma 5.4 a Gronwall type inequality is derived for tn t tn+1 to bound the difference
between exact and approximate ﬁrst partial derivatives with respect to x0. The same type of proof applies for partial
derivatives with respect to v0. Summing over time intervals for 0 tnT provides error bounds for approximate ﬁrst
partial derivatives that depend on T. One then derives error bounds for approximate second partial derivatives. Here
a Gronwall type inequality for the error for tn t tn+1 is obtained by considering the difference between Eqs. (5.9),
(5.10) and (5.17), (5.18) and making use of Lemma 5.4 and the error bounds for ﬁrst partial derivatives. A summation
provides the error for the time interval [0, T ].While containing some additional technical details the derivation of error
bounds for approximate partial derivatives is sufﬁciently similar to the proof of Lemma 5.4 that we state the following
lemma without further proof.
Lemma 5.5. Given the constant R0 such that |x0| + |v0|R0 then there are constants K and C =C(R0, T ) such that
for r, s nonnegative integers and 0 tnT∣∣∣∣ kxxr0vs0 (tn) −
kx
xr0v
s
0
(tn)
∣∣∣∣+
∣∣∣∣ kvxr0vs0 (tn) −
kv
xr0v
s
0
(tn)
∣∣∣∣
(CT eKT )t, 0r, sk, r + s = k, k = 1, 2. (5.34)
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We proceed with a proof that the solution to (5.22) converges to the solution of (2.7). Given the function (x0, v0)
deﬁned by (5.21) let
a˜(x0, v0, t) = (x0, v0)a(x0, v0, t), b˜(x0, v0, t) = (x0, v0)b(x0, v0, t),
c˜(x0, v0, t) = ((x0, v0))2c(x0, v0, t), d˜(x0, v0, t) = ((x0, v0))2 d(x0, v0, t).
The following lemma gives the error in the coefﬁcients of (5.22).
Lemma 5.6. There is a constant C = C(R0, T ) such that for 0 tnT then
|(a˜(x0, v0, tn))2 − (a(x0, v0, tn))2|Ct, |(b˜(x0, v0, tn))2 − (b(x0, v0, tn))2|Ct ,
|a˜(x0, v0, tn)b˜(x0, v0, tn) − a(x0, v0, tn)b(x0, v0, tn)|Ct ,
|c˜(x0, v0, tn) − c(x0, v0, tn)|Ct, |d˜(x0, v0, tn) − d(x0, v0, tn)|Ct .
Proof. The result follows from the bounds of Lemmas 5.2 and 5.3 and the error in approximate partial derivatives of
Lemma 5.5. For example for |x0| + |v0|R0 then
|(a˜(x0, v0, tn))2 − (a(x0, v0, tn))2| = |a˜(x0, v0, tn) + a(x0, v0, tn)||a˜(x0, v0, tn) − a(x0, v0, tn)|
e2tn
∣∣∣∣ xv0 (tn) +
x
v0
(tn)
∣∣∣∣
∣∣∣∣ xv0 (tn) −
x
v0
(tn)
∣∣∣∣
C(T )
∣∣∣∣ xv0 (tn) −
x
v0
(tn)
∣∣∣∣ C(R0, T )t .
Similarly for the error in (b(x0, v0, tn))2. The error in a(x0, v0, tn)b(x0, v0, tn), c(x0, v0, tn), d(x0, v0, tn) involves
more complicated algebra but the idea is the same. 
Let a˜i,j (tn) = a˜(x0i , v0j , tn) and similarly for b˜i,j (tn), . . . , d˜i,j (tn). We deﬁne
L˜(g(x0i , v0j , tn)) = Dtg(x0i , v0j , tn) − q[(a˜i,j (tn+1))2D2xg(x0i , v0j , tn+1)
− 2a˜i,j b˜i,j (tn+1)D0,xD0,vg(x0i , v0j , tn+1) + (b˜i,j (tn+1))2D2vg(x0i , v0j , tn+1)
+ c˜i,j (tn+1)D0,xg(x0i , v0j , tn+1) + d˜i,j (tn+1)D0,vg(x0i , v0j , tn+1)]
and
R(g(x0i , v0j , tn)) = (1 − 2(x0i , v0j ))q[(ai,j (tn+1))2D2xg(x0i , v0j , tn+1)
− 2ai,j bi,j (tn+1)D0,xD0,vg(x0i , v0j , tn+1) + (bi,j (tn+1))2D2vg(x0i , v0j , tn+1)
+ ci,j (tn+1)D0,xg(x0i , v0j , tn+1) + di,j (tn+1)D0,vg(x0i , v0j , tn+1)]. (5.35)
Then with the operator L(g(x0i , v0j , tn) deﬁned by (4.13) and by the result of Proposition 4.1 (pointwise consistency)
L(g(x0i , v0j , tn)) = L˜(g(x0i , v0j , tn)) − R(g(x0i , v0j , tn)) = 
(x0i , v0j , tn)
with 
(x0i , v0j , tn) given by (4.14). Thus,
L˜(g(x0i , v0j , tn)) = 
(x0i , v0j , tn) + R(g(x0i , v0j , tn)). (5.36)
Our assumption is that the solution to (2.7), g(x0, v0, t), as well as partial derivatives of g of sufﬁciently high order
are continuous, bounded functions and are bounded functions in L2(R2) for each t ∈ [0, T ]. Also, on the basis of
S. Wollman, E. Ozizmir / Journal of Computational and Applied Mathematics 213 (2008) 316–365 347
Lemma 5.2 it is determined that ai,j (tn), . . . , di,j (tn) are uniformly bounded functions for all i, j and tn ∈ [0, T ]. As
a result it is assumed that given any > 0 for R0 in (5.21) sufﬁciently large then
‖R(g)‖ =
⎛
⎝∑
i,j
|R(g(x0i , v0j , tn))|2xv
⎞
⎠
1/2
< 
for 0 tnT , and it is assumed that this holds uniformly in x,v with |x| + |v|h0 (a small parameter).
For gni,j the solution to (5.22) let
L(gni,j ) = Dtgni,j − q[(ai,j (tn+1))2D2xgn+1i,j − 2ai,j bi,j (tn+1)D0,xD0,vgn+1i,j
+ (bi,j (tn+1))2D2vgn+1i,j + ci,j (tn+1)D0,xgn+1i,j + di,j (tn+1)D0,vgn+1i,j ]
so that L(gni,j ) = 0. Also, let eni,j = g(x0i , v0j , tn) − gni,j and deﬁne
S(g(x0i , v0j , tn))
= q[(a˜2i,j − a2i,j )(tn+1)D2xg(x0i , v0j , tn+1)
− 2(a˜i,j b˜i,j − ai,j bi,j )(tn+1)D0,xD0,vg(x0i , v0j , tn+1) + (b˜2i,j − b2i,j )(tn+1)D2vg(x0i , v0j , tn+1)
+ (c˜i,j − ci,j )(tn+1)D0,xg(x0i , v0j , tn+1) + (d˜i,j − di,j )(tn+1)D0,vg(x0i , v0j , tn+1)].
Then it can be veriﬁed that L˜(g(x0i , v0j , tn))−L(gni,j )=L(eni,j )− S(g(x0i , v0j , tn)). Combined with (5.36) it follows
that L(eni,j ) − S(g(x0i , v0j , tn)) = 
(x0i , v0j , tn) + R(g(x0i , v0j , tn)). Thus,
L(eni,j ) = 
(x0i , v0j , tn) + R(g(x0i , v0j , tn)) + S(g(x0i , v0j , tn)).
The proof of convergence of the solution to (5.22) involves showing that ‖en‖ = (∑i,j |eni,j |2xv)1/2 → 0 as
x,v,t → 0. This result is stated as
Theorem 5.1. Given any > 0 and time T then there exists a > 0 such that ‖en‖<  for 0 tnT whenever (x)2 +
(v)2 + t < .
Proof. Let (x0i , v0j , tn)= 
(x0i , v0j , tn)+R(g(x0i , v0j , tn))+S(g(x0i , v0j , tn)) so that L(eni,j )= (x0i , v0j , tn). For
1 to be determined it is assumed that in (5.21)R0 =R0(1) is sufﬁciently large so that ‖R(g(·, tn))‖< 1 for 0 tnT
and for all x,v with
√
(x)2 + (v)2h0 (small parameter). By Lemma 5.6 |a˜2i,j (tn)−a2i,j (tn)|C(R0, T )t and
similarly for the other differences of coefﬁcients in S(g(x0i , v0j , tn)). Thus
‖S(g(·, tn))‖C(R0, T )t (‖D2xg‖ + ‖D0,xD0,vg‖ + ‖D2vg‖ + ‖D0,xg‖ + ‖D0,vg‖)C(R0, T )t .
Also, from (4.14)
‖
(·, tn)‖t‖c1‖ + (x)2‖c2‖ + (v)2‖c3‖C(T )(t + (x)2 + (v)2).
Thus
‖(·, tn)‖C(T )(t + (x)2 + (v)2)) + C(R0(1), T )t + 1
=C(T )((x)2 + (v)2) + (C(T ) + C(R0(1), T ))t + 1
=C(T )((x)2 + (v)2) + C(R0(1), T )t + 1. (5.37)
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We assume on the basis of Lemma 5.3 that
|D2xa2i,j |K1, |D2vb2i,j |K3, |DxDv(2ab)i,j K2,
|DxDv(2ab)i,j−1K2, |Dxci,j |K4, |Dvdi,j |K5
and K = K(T ) = K1 + K2 + K3 + K4 + K5. Then L(eni,j ) = (x0i , v0j , tn) is written as
en+1i,j = eni,j + (t)q[(ai,j (tn+1))2D2xen+1i,j − 2ai,j (tn+1)bi,j (tn+1)D0,xD0,ven+1i,j + (bi,j (tn+1))2D2ven+1i,j
+ ci,j (tn+1)D0,xen+1i,j + di,j (tn+1)D0,ven+1i,j ] + t(xi, vj , tn).
As in the proof of Theorem 4.2 one derives the inequality
‖en+1‖2‖en‖2 + tqK‖en+1‖2 + 2t‖en+1‖‖(·, tn)‖.
This inequality is the same form as (4.17). With (5.37) the inequality is
‖en+1‖2‖en‖2 + tqK‖en+1‖2 + 2t‖en+1‖[C(T )((x)2 + (v)2) + C(R0(1), T )t + 1].
One, therefore, follows similar reasoning continuing from (4.17) in the proof of Theorem 4.2 to derive
‖en+1‖ ‖e
n‖√
1 − Kqt +
2t[C(T )((x)2 + (v)2) + C(R0(1), T )t + 1]
1 − Kqt .
Let t = T/Nt with Nt sufﬁciently large so that t < 1/(2qK) and therefore 12 < 1 − tqK < 1. It follows that
‖en‖ 2T [C(T )((x)
2 + (v)2) + C(R0(1), T )t + 1]
(1 − Kqt)(n+1)/2
 2
√
2T [C(T )((x)2 + (v)2) + C(R0(1), T )t + 1]
(1 − Kqt)n/2 .
For 0nNt then
‖en‖ 2
√
2T(
1 − Kq T
Nt
)Nt/2 [C(T )((x)2 + (v)2) + C(R0(1), T )t + 1].
As shown in the proof of Theorem 4.2
1(
1 − Kq T
Nt
)Nt/2 2KqT .
Thus
‖en‖2√2T (2KqT )[C(T )((x)2 + (v)2) + C(R0(1), T )t + 1]
C(T )((x)2 + (v)2) + C(R0(1), T )t + C(T )1. (5.38)
Given > 0 then letC(T )1 < /3, i.e., 1 < /(3C(T )). The 1 then determinesR0 of (5.21) and the small parameter
h0 speciﬁed above so that ‖R(g(·, tn))‖< 1 for
√
(x)2 + (v)2h0. Let 1 =min(/3C(T ), h20) so that for (x)2 +
(v)2 < 1 then C(T )((x)2 + (v)2)< /3. Having speciﬁed 1 and R0 =R0(1) then the constant C(R0(1), T ) of
(5.38) is determined. Let 2 = min(/3C(R0(1), T ), 1/2qK) so that for t < 2 then C(R0(1), T )t < /3. Finally,
let = min(1, 2). If t + (x)2 + (v)2 <  then from (5.38)
‖en‖C(T )1 + C(R0(1), T )2 + C(T )1
C(T ) 
3C(T )
+ C(R0(1), T ) 3C(R0(1), T ) + C(T )

3C(T )
= . 
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6. The numerical method
The analysis that is carried out in Sections 3–5 is for a discretization of the initial value problem (2.7) combined with
(2.8)–(2.11). This is a simpler and more idealized problem than what is solved computationally. For the computational
problem the periodic boundary condition in x is introduced , and the further transformation of velocity space is carried
out according to (2.12) to get Eq. (2.13). The numerical method is based on obtaining the solution to (1.1) in terms of a
sequence of solutions to (2.13). For the time interval [0, T ] then T1 is such that T/T1=M an integer. For l=0, 1, . . . ,M
let 
l = lT 1, t ∈ [0, T1], t = 
l + t . On the time interval t ∈ [
l , 
l+1] then
f (x, v, t) = et g(x0(x, v, t), u(v0(x, v, t)), t).
Here x0(x, v, t), v0(x, v, t) is the inverse transformation (2.6), u(v0) is the inverse of (2.12), and g(x0, u, t) is the solu-
tion to (2.13) for t ∈ [0, T1] such that g(x0, u, 0)= f (x0, cu/
√
1 − u2, 
l ). If l = 0, 
l = 0 then f (x, v, 
l )= f0(x, v).
If l > 0 then f (x, v, 
l ) = eT1g(x0(x, v, T1), u(v0(x, v, T1)), T1) and such that g(x0, u, t) is the solution to (2.13)
for t ∈ [
l−1, 
l]. The numerical method discretizes this process. The method of approximation can be viewed as a
type of deterministic particle method in which the solution to (1.1) is computed along particle trajectories approxi-
mating the solutions to (2.16), (2.17). The function values along trajectories are obtained from the ﬁnite difference
approximation of (2.13) which is carried out on a ﬁxed grid. The particle computation is supplemented with a periodic
interpolation of the solution along trajectories onto the ﬁxed grid for approximating (2.13). The difference equation
for (2.13) is then reinitialized with the interpolated data as the new initial function, and the particle computation is
restarted.
A brief description of the numerical approximation is givenwith details referred to [19]. The computational procedure
is based on approximating (2.13) by a semi-implicit difference method as is done in [19]. However, since the analysis
of Sections 4 and 5 is for a fully implicit difference method we also include in the description the procedure for
computing with a fully implicit difference method.A comparison between the semi-implicit and fully implicit methods
for approximating (2.13) is given in Section 7.
6.1. Outline of the numerical method
1. Partition of phase space and time intervals: Let = {(x0, u)/0x0L,−1<u< 1}. The partition of  is given
by (3.11) (also by [19, (2.1)]). The points (x0i , uj ), i = 1, . . . , Nx, j = 1, . . . , Nv of (3.11) provide the uniform grid
for approximating (2.13) by a ﬁnite difference method. Let
v0j = cuj /
√
1 − u2j . (6.1)
The points (x0i , v0j ) are the initial points for particle trajectories approximating the solution to (2.16), (2.17). The total
number of particles in phase space is N = NxNv .
To discretize the time interval [0, T ] let T1 <T be such thatMT 1 =T for positive integer M. For positive integerNg
lett =T1/Ng . The time interval for the particle computation is [0, T1] and is discretized as tn=nt, n=0, 1, . . . , Ng .
The initializing and regriding of the solution is done at times 
l = lT 1, l = 0, 1, . . . ,M . Let k = lNg + n. The actual
time of the computation is tk = 
l + tn, k = 0, 1, . . . , Nt where Nt = MNg .
2. The deterministic particle method on the time interval [0, T1]:
(i) The approximation of (2.13): Let gni,j be the approximation to g(x0i , uj , tn). If l = 0, n = 0, i.e., k = 0, tk = 0
then let
g0i,j = f0(x0i , v0j ), v0j =
cuj√
1 − u2j
, i = 1, . . . , Nx, j = 1, . . . , Nv .
It is assumed that∫ L
0
∫ ∞
−∞
f0(x, v) dv dx =
∫ L
0
∫ 1
−1
f0
(
x0,
cu√
1 − u2
)
c
(1 − u2)3/2 du dx0 = K .
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Let
= 1
K
⎛
⎝∑
i,j
g0i,j
c
(1 − u2j )3/2
ux
⎞
⎠
and then g0i,j = g0i,j / so that∑
i,j
g0i,j
c
(1 − u2j )3/2
ux = K .
Thus the computation is initialized at t0 = 0 to preserve the L1 norm of the initial data. This is equivalent in the context
of [19, p. 610] to normalizing the initial data to preserve charge neutrality. If l > 0, n= 0, i.e., tk = lT 1 = 
l and tn = 0,
then g0i,j is obtained from the regriding process addressed in part 3.
At time tn we assume approximate coefﬁcients ai,j (tn),−, di,j (tn). Then given gni,j , n=0, 1, . . . , Ng −1 to get gn+1i,j
we compute gn+1i,j as the solution to the semi-implicit difference equation (the notation is according to (3.2), (3.13),
(3.14))
gn+1i,j = gni,j + qt[(ai,j (tn))2D2xgn+1i,j − 2ai,j (tn)bi,j (tn)D0,xD0,ugni,j + (bi,j (tn))2D2ugn+1i,j
+ ci,j (tn)D0,xgni,j + di,j (tn)D0,ugni,j ]. (6.2)
The boundary conditions for (6.2) are the same as for (3.15). The difference equation (6.2) is either solved by the
iterative procedure SOR or by the direct Douglas–Rachford method as explained in [19, Section 2.2.2]. We let
= 1
K
⎛
⎝∑
i,j
gn+1i,j
c
(1 − u2j )3/2
ux
⎞
⎠
and then gn+1i,j = gn+1i,j /. Thus the computed solution is normalized at each step of the computation to preserve the L1
norm (or total charge). This makes the present computation consistent with the procedure of [19, p. 613] in which the
computed solution is normalized at each step to preserve charge neutrality.
(ii) Approximation of (2.16), (2.17), particle trajectories: The approximation to (2.16), (2.17) with initial point
(x0i , v0j ) at time tn is denoted x(i, j, tn), v(i, j, tn). Thus x(i, j, 0)=x0i , v(i, j, 0)=v0j , and given x(i, j, tn), v(i, j, tn)
the computation of x(i, j, tn+1), v(i, j, tn+1) proceeds according to the discretization of (2.16), (2.17) given in
[19, Section 2.2.3]. However, in the present paper the self-consistent electric ﬁeld E(x, t) of [19, (2.18), (2.19)] is
replaced with the given external ﬁeld, E(x, t).
(iii)Approximation of ﬁrst partial derivatives and coefﬁcients ai,j (tn), bi,j (tn):Approximate ﬁrst partial derivatives of
the i, j th trajectory with respect to x0, v0 are computed as in [19, Section 2.2.4]. Given partial derivatives at time tn then
partial derivatives at time tn+1 are computed according to expressions [19, (2.20)–(2.23)] inwhich E/x(x(i, j, tn), tn)
is replaced with (E/x)(x(i, j, tn), tn). The coefﬁcients ai,j (tn+1), bi,j (tn+1) are then given at the end of [19,
Section 2.2.4].
(iv)Approximation of second partial derivatives and coefﬁcients ci,j (tn), di,j (tn):Approximate second partial deriva-
tives of the i, j th trajectory with respect to x0, v0 are computed as in [19, Section 2.2.5]. Given second partial derivatives
at time tn then second partial derivatives at time tn+1 are computed according to [19, (2.24), (2.25)] in which derivatives
of the exact ﬁeld E(x, t) replace derivatives of the self-consistent ﬁeld. The coefﬁcients ci,j (tn+1), di,j (tn+1) are then
obtained as in [19, Section 2.2.5].
3. Regriding the solution: As described in [19, Section 2.2.6] the approximate trajectory (x(i, j, tn), v(i, j, tn)) is
considered to be the path of an element of charge in phase space given by
qni,j =
cgni,j
(1 − u2j )3/2
ux.
Here gni,j is computed above in part 2(i). At times 
l = lT 1, l = 1, 2, . . . ,M this solution along particle trajectories
computed in part 2 is interpolated onto the ﬁxed grid given by (3.11) as discussed in part 1. The process is described
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in detail in [19, Section 2.3]. Thus, when n = Ng, tn = T1 the charge elements qni,j at locations in phase space
(x(i, j, tn), v(i, j, tn)) are used to construct a new initial function g0i,j for (6.2). The particle computation of part
2 is then restarted with tn = 0, and the computation of part 2 proceeds for tk in the interval [lT 1, (l + 1)T1].
4. The solution on the time interval [0, T ]: Quantities that are computed to represent the solution to (1.1) are the
kinetic energy and the free energy. For t ∈ [0, T ] the kinetic energy, ke(t), is precisely as in [19, Section 2.4]. The
discretized version of ke(t), denoted ke(tk), is given by [19, (2.37)] for 0 tkT . As stated in [3] the free energy is
deﬁned by FE(t) = ke(t) + pe(t) − q/ent(t) where pe(t) is the potential energy associated with Eq. (1.1) and ent(t)
is the entropy. The entropy is deﬁned as in [19, Section 2.4]. The discrete version, ent(tk), is computed according to
[19, (2.38)]. The potential energy is deﬁned by
pe(t) =
∫ L
0
∫ ∞
−∞
0(x, t)f (x, v, t) dv dx (6.3)
in which 0(x, t) is the electric potential such that E(x, t) = −(0/x)(x, t). For this periodic problem an arbitrary
constant of integration in the function 0(x, t) is chosen so that 0(0, t) = 0(L, t) = 0. For t ∈ [lT 1, (l + 1)T1] and
t = t − lT 1 then in terms of the solution to (2.13), (2.16), (2.17)
pe(t) =
∫ L
0
∫ 1
−1
0(x(x0, v0(u), t), t)g(x0, u, t)
c
(1 − u2)3/2 du dx0.
The discretization of this integral for tk ∈ [lT 1, (l + 1)T1] and tn ∈ [0, T1] is
pe(tk) =
∑
i,j
0(x(i, j, tn), tk)g
n
i.j
c
(1 − u2j )3/2
ux. (6.4)
Thus from (6.4) and [19, (2.37), (2.38)] the free energy is then approximated as FE(tk)=ke(tk)+pe(tk)−q/ent(tk).
A summary of the numerical method is given in [19, Section 2.4.1]. To apply this summary to the present paper
the following changes are made: the approximations to the trajectory and equations for the ﬁrst and second partial
derivatives discussed in Section 6.1, part 2(ii)–(iv) use the known electric ﬁeld, E(x, t), and not the self-consistent
electric ﬁeld,E(x, t). The computation of free energy as given by expression [3, (1.12), (1.13)] involves only the known
external potential and not an internally consistent electric ﬁeld. The computation of an electric ﬁeld by the particle-in-
cell method, which is part of the computation in [19], is not included in the numerical procedure of the present paper.
With these changes the summary of the numerical method given in [19] can be followed for the computations in the
present paper.
6.2. Computation of the fully implicit difference method
An analysis of the stability and convergence of the fully implicit difference method as an approximation to the initial
value problem (2.7) is carried out in Sections 4 and 5. For the purpose of actual computation this method is adapted to
the initial, boundary value problem (2.13). This is done by modifying the algorithm for computing the semi-implicit
difference method described in Section 6.1, part 2(i) to apply to the fully implicit difference method. Eq. (6.2) is
replaced with
gn+1i,j = gni,j + qt[(ai,j (tn+1))2D2xgn+1i,j − 2ai,j (tn+1)bi,j (tn+1)D0,xD0,ugn+1i,j + (bi,j (tn+1))2D2ugn+1i,j
+ ci,j (tn+1)D0,xgn+1i,j + di,j (tn+1)D0,ugn+1i,j ], (6.5)
If i = 1 then gn+1i−1,j = gn+1Nx,j , if i = Nx then gn+1i+1,j = gn+11,j . If j = 1 then gn+1i,j−1 = 0 and if j = Nv then gn+1i,j+1 = 0.
The solution to (6.5) is obtained by an iterative procedure based on the equation
g˜l+1i,j = gni,j + qt[(ai,j (tn+1))2D2xg˜l+1i,j − 2ai,j (tn+1)bi,j (tn+1)D0,xD0,ug˜li,j + (bi,j (tn+1))2D2ug˜l+1i,j
+ ci,j (tn+1)D0,x g˜li,j + di,j (tn+1)D0,ug˜li,j ], (6.6)
with l = 0, 1, 2, . . . . Eq. (6.6) is a semi-implicit equation in the index of iteration l in which gni,j is a ﬁxed quantity.
Thus, given gni,j to get g
n+1
i,j let g˜
0
i,j = gni,j and given g˜li,j one obtains g˜l+1i,j by solving the semi-implicit equation (6.6)
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using either the SOR or Douglas–Rachford method described in [19, Section 2.2.2]. Then l + 1 → l, g˜l+1i,j → g˜li,j ,
and the solution to (6.6) is repeated. This iterative procedure continuous until maxi,j |g˜l+1i,j − g˜li,j | is sufﬁciently small.
Then gn+1i,j = g˜l+1i,j , and gn+1i,j is taken to be the solution to (6.5). For K given in Section 6.1, part 2(i) let
= 1
K
⎛
⎝∑
i,j
gn+1i,j
c
(1 − u2j )3/2
ux
⎞
⎠
and gn+1i,j = gn+1i,j /. To compute the solution to (1.1) based on the fully implicit difference method this iterative
procedure based on Eq. (6.6) replaces the procedure for solving the semi-implicit equation (6.2) in Section 6.1,
part 2(i).
To incorporate the fully implicit difference method (6.5) into the overall numerical approximation some changes
are made to the summary of operations given in [19, Section 2.4.1]. Since the coefﬁcients in (6.5) are evaluated at
time tn+1 these coefﬁcients need to be computed before applying the iterative procedure (6.6). The steps of the particle
computation are listed in the summary under part (3). To compute with the fully implicit method (6.6) these steps
should be in the order: given quantities at time tn to get updated quantities at tn+1
(i) compute approximate second partial derivatives;
(ii) compute approximate ﬁrst partial derivatives;
(iii) obtain coefﬁcients ai,j (tn+1), bi,j (tn+1), ci,j (tn+1), di,j (tn+1);
(iv) compute gn+1i,j based on (6.6);
(v) compute particle trajectories x(i, j, tn+1), v(i, j, tn+1).
We do not provide a proof of the convergence of the algorithm (6.6) for solving the fully implicit difference method;
however, in all computations done the algorithm based either on SOR or Douglas–Rachford converged with a relatively
small number of iterations in the index l. Also, the primary purpose for computing the fully implicit difference method
is to establish a correspondence between the analysis of stability and convergence that is given in Sections 4 and 5 and
actual computation.
7. Computational examples
7.1. Numerical veriﬁcation of convergence
If the function, E(x, t), in (1.1) is a function only of x, i.e., E(x, t) = E(x) and E(x) = −0/x for the potential
function 0(x), then the steady state solution to (1.1) is
fs(x, v) = K
C
√
2(q/)
exp
(
−v
2/2 + 0(x)
q/
)
, (7.1)
where
K =
∫ L
0
∫ ∞
−∞
f0(x, v) dv dx
and
C =
∫ L
0
exp
(
−0(x)
q/
)
dx.
The form of the steady state is given in [3, TheoremA, p. 491] for an initial value problem in three dimensions. However,
we can assume for the potential 0(x) that 0(0) = 0(L) = 0, and the form of [3, TheoremA] is then adapted to the
present 1-D periodic problem as given by (7.1).
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The steady state solution (7.1) then gives us an exact solution to (1.1) that we can use to test the convergence and
accuracy of the computed solution to (1.1). The error in the computed solution is measured in terms of a discrete L2
norm which is deﬁned in the following way. We assume the time interval [0, T ] to be subdivided as described at the
beginning of Section 6 into subintervals [
l , 
l+1], 
l = lT 1, l = 0, 1, . . . ,M . Then let t ∈ [
l , 
l+1], t ∈ [0, T1], and
t = 
l + t . The L2 norm of f (x, v, t) is
‖f (·, t)‖2 =
(∫ L
0
∫ ∞
−∞
(f (x, v, t))2 dv dx
)1/2
.
Based on the transformations of independent variables deﬁned by (2.5) and (2.12) the change of variables in the integral
are (x, v) → (x0, v0) and then (x0, v0) → (x0, u). In terms of variables (x0, u) then the L2 norm is written as
‖f (·, t)‖2 =
(∫ L
0
∫ 1
−1
(f (x(x0, v0(u), t), v(x0, v0(u), t), t))
2e−t c
(1 − u2)3/2 du dx0
)1/2
.
For data points (x0i , v0j )where v0j =v0(uj )=cuj /
√
1 − u2j and discrete time tn =nt and tk = 
l + tn then a discrete
L2 norm, referred to as the l2,	 norm, can be deﬁned as
‖f ‖2,	 =
⎛
⎝∑
i,j
(f (x(x0i , v0(uj ), tn), v(x0i , v0(uj ), tn), tk))
2e−tn c
(1 − u2j )3/2
ux
⎞
⎠
1/2
.
Here f is the exact solution to (1.1), and x(x0i , v0(uj ), tn), v(x0i , v0(uj ), tn) are the exact solutions to (2.16), (2.17)
with initial points x0i , v0(uj ) at time tn. The l2,	 norm is now being deﬁned somewhat differently than in Sec-
tions 3–5. Let f (x(i, j, tn), v(i, j, tn), tk) be the approximation to f (x(x0i , v0(uj ), tn), v(x0i , v0(uj ), tn), tk). Then
(x(i, j, tn), v(i, j, tn)) is the approximate trajectory given in Section 6.1, part 2(ii) and f (x(i, j, tn), v(i, j, tn), tk) =
etngni,j such that g
n
i,j is the normalized solution to (6.2) or (6.5) at time tn ∈ [0, T1] and tk = 
l + tn. The square of the
error in the discrete approximation in the l2,	 norm is deﬁned as
‖f − f ‖22,	 =
∑
i,j
(f (x(x0i , v0(uj ), tn), v(x0i , v0(uj ), tn), tk)
− f (x(i, j, tn), v(i, j, tn), tk))2e−tn c
(1 − u2j )3/2
ux
=
∑
i,j
(f (x(x0i , v0(uj ), tn), v(x0i , v0(uj ), tn), tk) − etngni,j )2e−tn
c
(1 − u2j )3/2
ux.
Even if we have an exact function, f, for the solution to (1.1) in general we do not have expressions for the exact
trajectories x(x0i , v0(uj ), tn), v(x0i , v0(uj ), tn) for tn > 0. Thus for tn > 0 we cannot precisely measure the discrete
L2 error even with a known solution. However, at tn = 0, tk = 
l then x(x0i , v0(uj ), 0)= x0i , v(x0i , v0(uj ), 0)= v0j =
cuj /(1 − u2j )3/2. Then
‖f − f ‖22,	 =
∑
i,j
(f (x0i , v0j , 
l ) − g0i,j )2
c
(1 − u2j )3/2
ux.
In this expression f (x0i , v0j , 
l )= f (x0i , cuj /
√
1 − u2j , 
l ) is exactly evaluated if f is a known function and g0i,j is the
initial function for (6.2) or (6.5) at tk =
l , tn=0.As discussed in Section 6.1, part 2(i) if l=0 then g0i,j is obtained from
the initial function for (1.1), f0(x, v). If l > 0 then g0i,j is obtained from the regriding, Section 6.1, part 3. Therefore
the error of the numerical method is computed at times 
l , l = 0, 1, . . . ,M and will be given as a relative discrete L2
error. Let fe(x, v, 
l ) be the exact solution to (1.1) at time t = 
l and to emphasize that g0i,j is the initial data for (6.2)
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or (6.5) at time tk = 
l we use the notation g0i,j = g0,li,j . Then
errl2(
l ) =
(∑
i,j (fe(x0i , v0j , 
l ) − g0,li,j )2
c
(1 − u2j )3/2
ux
)1/2
(∑
i,j (fe(x0i , v0j , 
l ))
2 c
(1 − u2j )3/2
ux
)1/2
=
(∑
i,j (fe(x0i , v0j , 
l ) − g0,li,j )2
c
(1 − u2j )3/2
)1/2
(∑
i,j (fe(x0i , v0j , 
l ))
2 c
(1 − u2j )3/2
)1/2 . (7.2)
The function fs(x, v) given by (7.1) provides both the initial data for (1.1) for the time dependent computation and
also the exact solution, fe(x, v, t). In (1.1) we let E(x, t) = E(x) = −c0(2/L) sin((2/L)x) where c0 is a constant.
Then 0(x) in (7.1) is
0(x) = c0
(
1 − cos
(
2
L
x
))
(7.3)
and (0) = (L) = 0. Given the function 0(x) the constant C in (7.1) is computed numerically. To initialize the
computation (Section 6.1, part 2(i)) at tk=0, i.e., l=0, n=0, 
l=0, tn=0, let g0i,j =fs(x0i , v0j ), v0j =cuj /
√
1 − u2j , i=
1, . . . , Nx, j = 1, . . . , Nv . Then
g
0,0
i,j = g0i,j /, =
1
K
⎛
⎝∑
i,j
g0i,j
c
(1 − u2j )3/2
ux
⎞
⎠ (7.4)
with K deﬁned in (7.1). Thus∑
i,j
g
0,0
i,j
c
(1 − u2j )3/2
ux = K .
The initial data are therefore normalized to be consistent with the integral of fs(x, v) given as∫ L
0
∫ ∞
−∞
fs(x, v) dv dx =
∫ L
0
∫ 1
−1
fs
(
x0,
cu√
1 − u2
)
c
(1 − u2)3/2 du dx0 = K .
For the exact solution we let
fe(x0i , v0j , 
l ) = fe(x0i , v0j ) = g0,0i,j (7.5)
with the grid function g0,0i,j given by (7.4). Thus fe(x0i , v0j ) is obtained by evaluating (7.1) at data points and is then
normalized so that the discrete L1 norm has the value K.
The numerical method of Section 6 is computed with initial data given by (7.4) and the exact solution given by (7.5).
The relative error errl2(
l ) is computed at initialization and regrid times 
l , l = 0, 1, . . . ,M . Since g0,0i,j = fe(x0i , v0j )
at 
l = 0 then errl2(0)= 0. For the ﬁrst set of computations we let = .1, q = .002 in (1.1) and L= 1,K = 3.5 in (7.1).
The parameter, c, in (6.1) is c = .5. The parameter, c0, in the expression for 0(x), (7.3), is c0 = .002. In the particle
computation (Section 6.1, part 2(i)) the approximation of Eq. (2.13) is done by the semi-implicit method (6.2) and by
the fully implicit method (6.5). For the present set of parameters the SOR algorithm is used to solve (6.2) and (6.6).
A demonstration of the convergence of the numerical method is given in Fig. 1. The graphs of errl2 for the interval
[0, T ], T = 10 are shown for Nx × Nv = 50 × 50,t = .04, Ng = 5;Nx × Nv = 70 × 70,t = .02, Ng = 10;Nx ×
Nv = 100 × 100,t = .01, Ng = 20;Nx × Nv = 140 × 140,t = .005, Ng = 40. The error errl2(
l ) is plotted at the
S. Wollman, E. Ozizmir / Journal of Computational and Applied Mathematics 213 (2008) 316–365 355
0 1 2 3 4 5 6 7 8 9 10
0
1
2
3
4
5
6
x 10-3
TIME
e
rr
l 2
solid lines : fully implicit
dashed lines : semi-implicit
50x50, dt=0.04, Ng=5
70x70, dt=0.02, Ng=10
100x100, dt=0.01, Ng=20
140x140, dt=0.005, Ng=40
Fig. 1. beta = 0.1, q = 0.002, SOR, c = 0.5, c0 = 0.002.
regrid times 
l . The interval of the particle computation is 
l+1 − 
l = 
 = Ngt = .2 in each case, so the regriding
time 
l is the same even as the grid parametersNx,Nv,t are changed. The solid lines give the graphs for the different
grid parameters in which the fully implicit method is used to approximate (2.13), and the broken line graphs show
the results using the semi-implicit method to approximate (2.13). It is seen from Fig. 1 that the numerical method
of Section 6 is convergent using either the fully implicit or semi-implicit methods for approximating (2.13). Also, as
could be expected the computations based on the semi-implicit difference method are slightly less accurate than the
computations based on the fully implicit difference method.
Figs. 2 and 3 show a comparison of the grid function g0,li,j and the exact function fe(x0i , cuj /
√
1 − u2j ) at time

l = T = 10, l = 50. Here the computations are based on the semi-implicit differencing with Nx × Nv = 100 ×
100,t = .01, Ng = 20. In Fig. 2, x0i is ﬁxed and uj varies on the interval (−1, 1). The solid line is the graph of
fe(x0i , cuj /
√
1 − u2j ) and the asterisks give the graph of g0,li,j with i = 40, 1jNv . In Fig. 3, uj is ﬁxed and x0i
varies on the interval (0, 1). The graph of fe(x0i , cuj /
√
1 − u2j ) is given by the solid line and the graph of g0,li,j is given
by the dashed line with asterisks with j = 30, 1 iNx . The graphs show that the grid function values g0,li,j provide
a good approximation to the exact function values fe(x0i , cuj /
√
1 − u2j ). The values g0,li,j , l = 50 retain from 3 to 5
signiﬁcant digits in comparison with the exact values.
The convergence of the numerical procedure of Section 6 is also demonstrated using the Douglas–Rachford method
for solving the difference equations (6.2) or (6.5). For these computations some different parameters are used. Let
= .1, q = .1 in (1.1). The constant c in (6.1) is c = 2. The constant c0 in (7.3) is c0 = .01. In (7.1) L = 1,K = 3.5 as
before. In Fig. 4 the graphs of errl2(
) are shown for Nx ×Nv = 50× 50,t = .04, Ng = 5;Nx ×Nv = 70× 70,t =
.02, Ng =10;Nx ×Nv =100×100,t = .01, Ng =20;Nx ×Nv =140×140,t = .005, Ng =40. The solid lines are
the graphs for which the fully implicit method (6.5) is used to approximate (2.13), and the broken lines are the graphs
for which the semi-implicit method (6.2) is used to approximate (2.13). The convergence of the numerical method is
similar to what is seen in Fig. 1.
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Fig. 2. x0 ﬁxed (i = 40), u varies (j = 1 : 100).
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
2.5
2.6
2.7
2.8
2.9
3
3.1
3.2
3.3
x0
f e
solid line: exact solution
asterisk   : approximate
beta=0.1, q=0.002, SOR
c=0.5, c0=0.002
semi implicit
100x100, dt=0.01
Fig. 3. u ﬁxed (j = 30), x0 varies (i = 1 : 100).
Figs. 5 and 6 show the comparison of the grid function g0,li,j and the exact solution fe(x0i , cuj /
√
1 − u2j ) at time

l=T=10, l=50.The computations are based on semi-implicit differencingwithNx×Nv=100×100,t=.01, Ng=20.
In Fig. 5, x0i is ﬁxed and uj varies with i = 20, 1jNv . The solid line is the graph of fe(x0i , cuj /
√
1 − u2j ) and
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Fig. 5. x0 ﬁxed (i = 20), u varies (j = 1 : 100).
the asterisks the graph of g0,li,j . In Fig. 6, uj is ﬁxed and x0i varies with j = 30, 1 iNx . The solid line is fe, the
dashed line with asterisks is g0,li,j .As in the previous example when compared to the exact values the approximate values
g
0,l
i,j , l = 50 are accurate to 3 to 5 signiﬁcant digits.
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Fig. 6. u ﬁxed (j = 30), x0 varies (i = 1 : 100).
Wewould like to correlate the convergence demonstrated numerically with the analytical proofs of convergence given
in Sections 4 and 5. The proofs of Sections 4 and 5 are for a simpler model problem and discrete approximation of
(1.1). Nonetheless, some relevant comparison can be made with the numerical results. For the partition of phase space
as discussed in Section 6.1, part 1 and deﬁned by (3.11) x =L/Nx,u= 2/(Nv + 1). For the examples L= 1 so for
Nx,Nv = 50, 70, 100, 140 let x1 = 150 ,u1 = 251 ,x2 = 170 ,u2 = 271 ,x3 = 1100 ,u3 = 2101 ,x4 = 1140 ,u4 = 2141 .
Then
x2 = 57x1, u2 = 5171u1, x3 = 710x2, u3 = 71101u2, x4 = 57x3, u4 = 101141u3.
If t1 = .04,t2 = .02,t3 = .01,t4 = .005 then t2 = .5t1,t3 = .5t2,t4 = .5t3. Let us consider the initial
value problem (4.2) and the fully implicit difference approximation (4.3). In this case the coefﬁcients in (4.2), (4.3)
are assumed to be known functions, and the discretization is on the whole of phase space. The result of Theorem 4.2
is that the discrete L2 error incurred by approximating (4.2) with (4.3) is O(t + (x)2 + (v)2). If we consider for
this problem a sequence of discretizations such that
x2 = 57x1, v2 = 5171v1, t2 = .5t1,
x3 = 710x2, v3 = 71101v2, t3 = .5t2,
x4 = 57x3, v4 = 101141v3, t4 = .5t3.
Then
tk+1 + (xk+1)2 + (vk+1)2 ≈ .5(tk + (xk)2 + (vk)2), k = 1, 2, 3.
Therefore, according to Theorem 4.2 the error of the discrete approximation should reduce by a factor of about = .5
with each reﬁnement of the phase space grid and the partition of the time interval. However, if the coefﬁcients in the
ﬁnite difference approximation are not known exactly and need to be approximated numerically then we follow the
result of Theorem 5.1. Also, in Theorem 5.1 the discretization does not cover all of space but is carried out on a ﬁnite
domain. The result of Theorem 5.1 indicates that the reduction in the error with a reﬁnement of the grid may be less
than what is predicted by Theorem 4.2. According to Theorem 5.1 for a ﬁxed small parameter, 1, then there is an
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Table 2
Discrete L2 error at T = 10, c = .5
n Nx × Nv, t errl2(n) errl2(n)/errl2(n − 1)
1 50 × 50, .04 0.5102E −2 –
2 70 × 70, .02 0.2774E −2 .5437
3 100 × 100, .01 0.1601E −2 .5771
4 140 × 140, .005 0.1120E −2 .6996
R0 = R0(1) which is sufﬁciently large so that the quantity R(g(·, tn)) deﬁned by (5.35) is such that ‖R(g(·, tn)‖< 1
for 0 tnT . Then there is a constant C(R0(1), T ) such that the discrete L2 error in approximating (2.7) by (5.22) is
given by (5.38). It is convenient to put this estimate into the form
‖en‖C(R0(), T )((x)2 + (v)2 + t) + C(T )1
with the assumption that C(R0(), T )C(T ). We let C(T )1 =  and 	= (x)2 + (v)2 + t and write
‖en‖C(R0(), T )	+ = C	+ . (7.6)
With this estimate for the error a reﬁnement of the grid as given above does not result in a reduction of the error by
factor of  ≈ .5 but by some factor > .5. Let 	1 = (x1)2 + (v1)2 + t1 and 	2 = (x2)2 + (v2)2 + t2 and
assume 	2 = .5	1 then
C	2 + 
C	1 +  =
1
2C	1 + 
C	1 +  =  (7.7)
and 12 < < 1. The parameter, , is a measure of the error incurred by replacing the inﬁnite domain by a ﬁnite domain
for the discrete approximation. The parameter,R0, is a measure of the size of the ﬁnite domain. The smaller  is relative
to 	1, the closer  is to .5. If  is ﬁxed and 	1 decreases then  increases.
We look for some correspondence between the theoretical result of Theorem 5.1 and the computational results of
Section 7.1. The convergence result of Fig. 1 is considered. Here =.1, q=.002, c0=.002, and the SORmethod is used
in the ﬁnite difference approximation of (2.13). For the case where the fully implicit method is used for approximating
(2.13) Table 2 gives the values errl2(
l )= errl2(n) at 
l = 10 as the mesh parameters x,u,t are reﬁned. The index
n is a reference number for the reﬁnement. It is seen that errl2 decreases as expected as the mesh is reﬁned but the ratio
errl2(n)/errl2(n − 1) increases. This can correspond to the case where  in the error estimate (7.6) is a signiﬁcantly
large quantity in relation to 	. To make  less signiﬁcant in the estimate (7.6) one can widen the grid for the discrete
approximation. That is the parameter 1 and also =C(T )1 is reduced andR0(1) is increased, which can also increase
the constant C(R0(1)). The ratio  given by (7.7) should then be closer to .5. There is not an exact parallel between the
partition of phase space for Theorem 5.1 and the numerical method of Section 6. For Theorem 5.1 there is a uniform
cut-off parameter independent ofx,v given byR0 which deﬁnes the domain of the discrete problem. For the periodic
problem being solved by the numerical method of Section 6 the domain is inﬁnite in velocity space, and there is no
uniform cut-off parameter for the partition of velocity space given by (6.1). In (6.1) the parameter c adjusts the width
of the domain of the discrete problem in velocity space. Increasing c widens the grid in velocity space and may have a
similar result as reducing 1 and increasing R0(1) in the context of the discretization of Theorem 5.1. We, therefore,
see what the effect is of making c larger. For the computations of Table 2 c = .5 in (6.1). This constraint is now set to
c= 2, and the computations of Table 2 are repeated with the larger value of c. The result is given in Table 3. First what
is noted is that the discrete L2 error at T = 10 given by errl2(n) is signiﬁcantly greater than in Table 2. What is also
apparent is that the ratios errl2(n)/errl2(n−1) are much closer to .5. Thus, we can conjecture that the error estimate for
approximating the periodic problem has a form in terms of x,u,t analogous to (7.6) and that widening the grid in
velocity space has an effect similar to increasingR0 and decreasing  in the error estimate (7.6). That is the contribution
to the error from truncating the domain is made small compared to the contribution to the error from discretizing the
domain. A similar result is obtained for computations based on the Douglas–Rachford method as given in Fig. 4. For
the computations in Fig. 4, c = 2 in (6.1), and the ratios of errl2(n) at T = 10 increase as discretization parameters
360 S. Wollman, E. Ozizmir / Journal of Computational and Applied Mathematics 213 (2008) 316–365
Table 3
Discrete L2 error at T = 10, c = 2
n Nx × Nv, t errl2(n) errl2(n)/errl2(n − 1)
1 50 × 50, .04 0.4009E −1 –
2 70 × 70, .02 0.2194E −1 .5473
3 100 × 100, .01 0.1087E −1 .4954
4 140 × 140, .005 0.5582E −2 .5135
decrease. If we let c = 10 for the computations of Fig. 4 then the discrete L2 errors are greater than for c = 2, but the
ratios errl2(n)/errl2(n − 1) are close to .5.
We therefore ﬁnd some correspondence between the analytical error bounds of Theorems 4.2 and 5.1 and the error
obtained computationally using the numerical method of Section 6. The theoretical results obtained for the simpler
model problems of Sections 4 and 5 give some indication of what the error estimates can be for the more complex
discretization of Section 6.
7.2. Time dependent approach to steady state
For initial data which is not a steady state solution to (1.1) the numerical method of Section 6 is applied to demonstrate
the convergence to the steady state as time, t, increases. The computations verify the result of [3, Theorem A] in the
context of the present 1-D periodic problem.
In computing the approach to steady state we consider the graphs of kinetic energy and free energy. The steady state
value of these quantities can be derived from the function (7.1). To derive the steady state value of kinetic energy the
function f (x, v, t) in the expression for kinetic energy, [19, Section 2.4], is replaced with (7.1). Thus
1
2
∫ L
0
∫ ∞
−∞
v2fs(x, v) dv dx = 12K
(∫ ∞
−∞
v2√
2(q/)
exp
(
− v
2
2q/
)
dv
)(
1
C
∫ L
0
exp
(
−0(x)
q/
)
dx
)
= K(q/)
2
.
Therefore, as t → ∞ then
ke(t) → K(q/)
2
. (7.8)
The free energy, FE, is given by FE(t)=ke(t)+pe(t)−q/ent(t)where the potential energy, pe(t), is given by (6.3),
and the entropy, ent(t), is deﬁned in [19, Section 2.4]. Replacing f (x, v, t) with (7.1) in the expression for entropy in
[19, Section 2.4] one obtains
−
∫ L
0
∫ ∞
−∞
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= −
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Thus, as t → ∞ ent(t) → −K ln(K/C√2(q/)) + K/2 + KD and also pe(t) → q/KD. The result is that
ke(t) + pe(t) − q/ent(t) → q

K
2
+ q

KD − q

(
−K ln
(
K
C
√
2(q/)
)
+ K
2
+ KD
)
= q

K ln
(
K
C
√
2(q/)
)
.
The limiting value of free energy is therefore
FE(t) → q

K ln
(
K
C
√
2(q/)
)
(7.9)
as t → ∞.
For the computations the initial distribution function for (1.1) is
f0(x, v) = K
L
√
2vth
(1 + 2 cos(2x/L)) exp
(
− v
2
2v2th
)
, 0xL, −∞<v<∞. (7.10)
As initial data for the Vlasov–Poisson system, i.e., (1.1), (1.2) with = q = 0, a function of the form (7.10) gives rise
to classical Landau damping. The constants in (7.10) are speciﬁed as = .01, L= 1, vth = .3/,K = 3.5. The electric
ﬁeld in (1.1) is given as E(x, t) = E(x) where
E(x) = −c0(2) sin(2x), 0x1. (7.11)
The constant c0 > 0 determines the magnitude of the ﬁeld. The function0(x) that corresponds toE(x) given by (7.11)
is
0(x) = c0(1 − cos(2x)). (7.12)
The constant of integration is chosen so that 0(0) = 0(1) = 0.
For the computations  and c0 are kept at ﬁxed values and the parameter q is varied. The semi-implicit method (6.2)
is used to approximate (2.13). For , c0 ﬁxed then as q increases the rates of convergence of the iterative methods
for solving (6.2) decrease. This is seen in the proof of convergence of the Jacobi method. The Jacobi method for the
ﬁeld free case is stated as (3.17). For nonzero electric ﬁeld this iterative procedure is stated as [19, (2.5)]. The method
is shown to converge because (tn), given for the ﬁeld free case following (3.17), is such that 0<(tn))< 1. With
nonzero electric ﬁeld this quantity is given in [19] as
(tn) = max
i,j
(
2qr1a2i,j (tn) + qr2b2i,j (tn)sj (s1j + s0j )
Di,j
)
withDi,j =1+2qr1a2i,j (tn)+qr2b2i,j (tn)sj (s1j +s0j ). The quantities sj , s1j , s0j are deﬁned by (3.12). For ﬁxed parameters
x,u,t and given coefﬁcients ai,j (tn), bi,j (tn) then as q increases (tn) → 1. The closer (tn) gets to one the
slower the convergence of the Jacobi method, and similarly the more iterations required for convergence of the SOR
method. With the slower convergence of the SOR method for increasing q we ﬁnd that for larger q values the more
efﬁcient method for solving (6.2) is the direct Douglas–Rachford method. The Douglas–Rachford method for nonzero
electric ﬁeld is stated as [19, (2.11), (2.12)]. In this method ﬁrst Nx linear equations in Nx unknowns must be solved
Nv times followed byNv linear equations inNv unknowns to be solvedNx times. It is to be noted that theNv equations
in Nv unknowns has a coefﬁcient matrix that is tridiagonal, and the speed of computation of the Douglas–Rachford
method is signiﬁcantly increased by using a system solver that takes account of this structure.
The constant c0 in (7.11) is ﬁxed with c0 = .002. The parameter  in (1.1) also remains ﬁxed with  = .1. The
computations are then carried out on a time interval [0, T ] for values q increasing from 0.0001 to 100. For q = 0.0001
then T = 100. For other q values T = 50. With  and c0 ﬁxed then as q increases the steady state value of ke increases.
As a function of q the steady state FE increases for small q, attains a maximum value around q = 0.07, then decreases
with FE = 0 around q = 0.2. Further increasing q then FE becomes negative and continues to decrease as q increases.
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Table 4
Free energy as a function of q at time T a
q Nx × Nv Ng c FE0 FET FES
0.0001 100 × 100 400 .5 0.030527 0.017377 0.017373
0.001 100 × 100 100 .5 .099280 0.098927 0.098925
0.01 50 × 200 100 .5 .786808 0.526759 0.526756
0.07 25 × 400 100 1 5.37032 1.261799 1.261792
0.1 25 × 400 100 1 7.66208 1.175408 1.175382
0.2 25 × 400 100 1 15.3013 −0.081793 −0.082246
0.4 25 × 800 100 2 30.5797 −5.023503 −5.023519
0.7 25 × 800 50 2 53.4972 −15.65162 −15.65170
1.0 25 × 800 50 2 76.4148 −28.60407 −28.60438
10.0 25 × 1600 50 4 763.942 −689.059 −689.053
100.0 25 × 1600 50 8 7639.22 −10918.95 −10920.18
aFor q = .0001, T = 100, for q .001, T = 50,t = .01.
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Fig. 7. beta = 0.1, c0 = 0.002, dt = 0.01.
Table 4 shows the values of free energy as a function of q. The FE values computed at times t = 0,FE0 and t = T ,FET
are compared to the steady state value of FE computed from (7.9), given by FES .
A characteristic of the computations of Table 4 is that with increasing q the diffusion in velocity space becomes amore
pronounced effect. As a result it becomes necessary to increase the number of discrete velocities in the initial particle
distribution, particularly the number of higher velocity particles, in order to obtain a sufﬁciently accurate solution. A
way of doing this without increasing the total number, N, of data points is to let Nv >Nx with NxNv = N . It is found
that good accuracy can be attained this way using a relatively course grid in the x-variable. In addition, with increasing
Nv the constant c in (6.1) can be increased which widens the domain in velocity space. If additional accuracy is still
required the total number of particles, N, is increased. With increasing q and increasing number of data points in the
computation and with Nv >Nx the computing time for Douglas–Rachford becomes signiﬁcantly less than for SOR.
Thus, in Table 4 the SOR method for solving (6.2) is used for q = .0001, .001, and the Douglas–Rachford method is
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Fig. 9. beta = 0.1, c0 = 0.002, dt = 0.01.
used for q .01. For all computations t = .01. It can be noted that for large q values the change in FE from t = 0 to
the steady state is very large. Table 4 shows that a good accuracy is attained for the approach to the steady state value
of FE for a wide range of the diffusion parameter q.
Graphs of ke and FE are shown in Figs. 7–9. The steady state value of ke is given by (7.8). With K = 3.5,  = .1
then for q = .1, .2., .4 the graphs of 2ke approach steady state values of 3.5, 7, 14, respectively. These graphs are
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shown in Fig. 7. The corresponding FE graphs are contained in Fig. 8 for the time interval [0, 15]. The free energy is
a monotonically decreasing function of time as is proved in [3]. The steady state value of FE is given by (7.9). The
FE graph for q = .4 is shown on a ﬁne scale in Fig. 9. The jumps in this graph are discontinuities resulting from the
regriding. The regriding process discussed in Section 6.1, part 3 preserves the continuity of the kinetic energy but
not that of potential energy or entropy. Hence, on the ﬁne scale the free energy shows the discontinuities at points of
regriding.
8. Summary and conclusion
In this paper we have applied the numerical method described in [19] to the linear Vlasov–Fokker–Planck equation
in one dimension. Here the electric ﬁeld is a known external force and is not computed to be internally consistent
with the phase space distribution function. For this linear equation some of the problems of stability and convergence
of the numerical method of [19] are addressed. More speciﬁcally a main aspect of the numerical method of [19] is
to transform Eq. (1.1) based on integrals of the characteristic . The transformed equation is then approximated by a
ﬁnite difference method. The analysis in the present paper studies the stability and accuracy of this ﬁnite difference
approximation. First, Eq. (1.1) is considered for which E(x, t) = 0. For the analysis of stability and convergence the
initial value problem in all space is studied. The transformation based on integrals of the characteristic equations puts
Eq. (2.19) into the form (2.25) in which the coefﬁcients are known functions of t. A semi-implicit difference method is
applied to approximate the solution to (2.25). It is proved based on Fourier transform methods that this semi-implicit
method is unconditionally stable and convergent. For the purpose of computation Eq. (2.25) is further transformed to
the form (2.26), and periodic boundary conditions are introduced. The semi-implicit difference method is then adapted
to this periodic, boundary value problem as (3.15). Two methods for solving (3.15) are introduced, the iterative SOR
algorithm and the direct Douglas–Rachford method. Some problems regarding the convergence and implementation
of the SOR algorithm are addressed through a computation of the eigenvalues of the transformation associated with
the iterative procedure. The unconditional stability of the Douglas–Rachford procedure is proved in the context of the
initial value problem.
When the external ﬁeld, E(x, t), in (1.1) is not zero the transformed equation for the initial value problem, which is
given by (2.7), has coefﬁcients which depend on the spatial and velocity variables aswell as t. For the analysis of stability
and convergence of the ﬁnite difference approximation to (2.7) we cannot depend on the Fourier transform techniques.
Nevertheless, in Section 4 it is proved that a fully implicit ﬁnite difference approximation to (2.7) is unconditionally
stable and convergent. It is assumed in the proof of Section 4 that the coefﬁcients in the fully implicit difference
equation (4.3) are known functions. However, in practice these functions are not known exactly and must be obtained
by numerically approximating the solutions to the trajectory equations alongwith approximations of the ﬁrst and second
partial derivatives of these trajectories. The inclusion of the computation of the trajectories gives a numerical method
which can be viewed as a type of deterministic particle method. In Section 5 a theorem is proved which guarantees the
convergence of the fully implicit difference method with approximate coefﬁcients to the solution of the initial value
problem (2.7). This constitutes proving the convergence of the deterministic particle method to the solution of the
initial value problem (2.1). The fully implicit difference method with approximate coefﬁcients is adapted to solve the
periodic, boundary value problem (2.13). This then is the main part of the deterministic particle method described in
Section 6 for approximating the solution to the periodic, boundary value problem (1.1). A numerical veriﬁcation of
convergence of the deterministic particle method and a comparison of the semi-implicit and fully implicit methods for
approximating (2.13) is carried out in Section 7.1. It is determined computationally that both the fully implicit and semi-
implicit methods for approximating (2.13) give a convergent numerical method, and there is not a signiﬁcant difference
between solutions computed with the fully implicit method and those computed with the semi-implicit method. The
theoretical results of Sections 4 and 5 provide proofs of convergence that apply to a fully implicit difference method;
however, as the computational work shows the numerical method based on semi-implicit differencing converges to the
same solution as with fully implicit differencing. This comparison along with the results of Sections 4 and 5 provides
some theoretical veriﬁcation of the semi-implicit method which is the preferred method for approximating (2.13).
From the numerical work of Section 7.2 we demonstrate that with the deterministic particle method we can compute
an accurate solution to (1.1) for a wide range of the parameter determining the Fokker–Planck diffusion. The com-
puted solution converges to a steady state which is consistent with the time asymptotic solution proved analytically
in [3, TheoremA].
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