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The problem of automated and runtime analysis of vehicular data from large scale traffic
monitoring networks is tackled through localized and small-size Bayesian networks (BNs),
which are utilized to capture the spatio-temporal relationships underpinning traffic data
from nearby road links.
A Gaussian Mixture Model (GMM) is used to track the joint probability distribution
between the cause node and the effect node in the BN.
Moreover, feature selection techniques are used to reducemodel complexity, increase traf-
fic forecasting accuracy and anomaly detection capabilities.





Il problema dell’analisi automatica ed in tempo reale dei dati relativi al traffico raccolti da
una grande rete di monitoraggio, è affrontato tramite reti Bayesiane (BN) localizzate e di
piccole dimensioni. Tali modelli permettono di catturare le relazioni spazio-temporali che
caratterizzano le rilevazioni del traffico provenienti da strade vicine.
La distribuzione di probabilità congiunta tra nodi causa ed effetto nella BN è stimata per
mezzo di GaussianMixture Model (GMM).
Inoltre, metodi per la selezione delle features sono stati utilizzati per ridurre la complessità
del modello, aumentare l’accuratezza della predizione del traffico e della capacità di rilevazio-
ne di anomalie.
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Negli ultimi anni si è assistito ad una sempre più rapida crescita del numero di sensori installa-
ti nei piùdisparati luoghi con lo scopodi rilevare grandezze di interesse, soprattutto grazie alla
riduzione del loro costo. La gigantesca mole di dati che tali reti possono produrre, ha spinto
molti ricercatori a studiare e sviluppare applicazioni capaci di sfruttare l’informazione in essa
contenuta, ai fini di risolvere problemi che la moderna società si ritrova a dover affrontare.
Uno scenario particolarmente attuale è rappresentato dalle Smart City, nuovo concetto di
città moderna ”intelligente”, nella quale grazie all’impiego di reti di grandi dimensioni, spes-
so composte da dispositivi ed infrastrutture eterogenee, è possibile monitorare e interagire
con fenomeni quali il consumo energetico, lo stato di sicurezza di strutture storiche ed edifici
pubblici (Smart Energy Grid e Building Monitoring), nonchè la sorveglianza dello stato di
alcuni ambienti critici (Environmental monitoring). Come suggerito dagli autori di [2], le
Smart City hanno come principale obiettivo il raggiungimento di un più efficiente utilizzo
delle risorse pubbliche, permettendo così allo stesso tempo l’incremento della qualità dei ser-
vizi offerti ai cittadini e la riduzione dei costi operativi che la pubblica amministrazione deve
sostenere.
L’idea di impiegare soluzioni ICT per l’ottimizzazione della gestione delle risorse pubbli-
che è recentemente stata impiegata da diverse realtà, tra cui è possibile citare la città di San-
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tander in Spagna che si propone come centro di test per lo studio e lo sviluppo di questo
tipo di applicazioni. La visibilità e le potenzialità che questo settore possiede, ha incentivato
la nascita di un progetto europeo atto alla definizione di criteri di categorizzazione del livel-
lo di intelligenza che una data città soddisfa (http://www.smart-cities.eu). Alcune tra le più
grandi città comeLosAngeles, San Francisco e Barcellona sono state attrezzate con reti capaci
di monitorare vari aspetti di cui si pensa sia possibile una più oculata gestione. Ad esempio
un’applicazione per lo smart parking è stata presentata dagli autori di [1], i quali hanno in-
vestigato diversi sistemi per classificare l’occupazione dei parcheggi distribuiti attraverso la
città grazie all’acquisizione di dati accumulati durante un periodo di 6 mesi. Il sistema da
loro proposto permette di rilevare sensori con un pattern di utilizzo anomalo o per esempio
di accumunare parcheggi con simili statistiche di occupazione. Un sistema di questo tipo
può abilitare la fruizione di nuovi servizi, capaci di operare in tempo reale, sia per gestori
dei parcheggi che per i cittadini stessi. Le nuove tecnologie e servizi per il risparmio energe-
tico permetterebbero inoltre la riduzione dei consumi e delle emissione di CO2 fino al 67 %
secondo quanto affermato nel progetto Triangulum (http://www.triangulum-project.eu).
Di primaria importanza risultano essere anche i sistemi di rilevazionedello stato del traffico
veicolare attraverso le strade. Tali sistemi sono recentemente divenuti oggettodi unanotevole
attività di ricerca, motivata dalla sempre maggiore criticità che le grandi metropoli mostrano
su questo fronte a causa dell’elevata congestione. I servizi intelligenti che si possono pensare
per questo nuovo tipo di reti sono numerosi, basti pensare alla possibilità di ridistribuire
il traffico per le strade di una metropoli durante le ore più critiche per la circolazione, o di
rilevare in modo autonomo il verificarsi di gravi incidenti attivando successivamente delle
politiche che favoriscano l’intervento repentino dei soccorsi.
Le infrastrutture per il monitoraggio si basano su diverse tecniche per la raccolta delle mi-
surazioni d’interesse, ad esempio alcune possono avvalersi d’immagini e video reperiti da di-
spositivi posizionati in corrispondenza delle più critiche intersezioni. A tali dati, possono
essere applicate tecniche di analisi capaci di cogliere l’intensità del traffico ad esempio.
Altre tipologie di dispositivi, possono raccogliere informazioni tramite la rilevazione di
segnali radio (WiFi, Bluetooth, GPS, etc. ) emessi dai numerosi dispositivi elettronici che
oggigiorno si trovano in movimento in tutti i centri urbani, come ad esempio cellulari, na-
vigatori GPS e le più moderne autovetture. L’acquisizione di una dettagliata mappa della
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situazione del traffico in tempo reale, può abilitare numerosi nuovi servizi, e permettere di
migliorare quelli già esistenti. Un esempio allettante è rappresentato da sistemi capaci di re-
golare il sistema semaforico della città in modo che questo possa tenere conto dell’effettivo
carico che i diversi collegamenti stanno subendo ed agire in modo da mitigare le congestioni.
L’enorme mole di dati che tali reti raccolgono rendono l’ispezione e l’estrapolazione ma-
nuale dell’informazione contenuta nelle misure grezze impraticabile anche da parte di per-
sonale esperto, è stato perciò necessario lo sviluppo e l’applicazione di tecniche avanzate per
l’analisi autonoma delle misure raccolte. Tali tecniche cadono comunemente sotto il nome
diMachine Learning e riguardano lo studio di algoritmi capaci di estrapolare conoscenze sul
fenomeno in esame tramite l’elaborazione di misure da esso provenienti. Questa disciplina,
anche se non di recente nascita, ha vissuto un nuovo picco di interesse dovuto alla facilità
con cui oggigiorno è possibile accedere a gigantesce collezioni di misure provenienti da feno-
meni di interesse, che risultano essere essenziali a tali algoritmi perchè possano efficacemente
apprendere le interconnesioni, spesso celate, presenti nei dati.
Due comuni operazioni che trovano impiego nell’ambito delle reti per il monitoraggio del
traffico veicolare sono la previsione del traffico futuro e la rilevazione di anomalie, mentre la
prima può abilitare la costruzione di sistemi di controllo che possano prevedere situazioni
critiche ed intervenire preventivamente secondo politiche che ne scoraggino il verificarsi, la
rilevazione di anomalie permette invece di estrapolare informazioni riguardanti fenomeni
inaspettati, che devino dal comportamento normale, come incidenti o congestioni dovute a
qualche particolare evento.
In letteratura si possono trovare diverse tecniche ed algoritmi che investigano tali scenari,
durante questo progetto di tesi il problema della predizione a breve termine e la rilevazione
di anomalie nel traffico è stato affrontato tramite l’utilizzo di reti Bayesiane, ovvero versa-
tili modelli grafici probabilistici che permettono il calcolo distribuito della distribuzione di
probabilità congiunta tra un insieme di variabili aleatorie. Tali grafi si prestano alla rappre-
sentazione di interconnessioni di tipo causa-effetto, che ben si adatta allo scenario investigato.
L’applicazione di questo framework al problema delle reti di monitoraggio del traffico risul-
ta molto promettente grazie alla loro possibilità di considerare relazioni spazio-temporali nei
dati in un unico modello e alla possibilità di decomporre il problema globale in istanze loca-
li. L’utilizzo di metodi per la selezione delle feature basati su criteri di dipendenza come la
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mutua informazione, ha permesso di ridurre il numero delle variabili coinvolte nelle singo-
le reti Bayesiane, riducendo la complessità associata alla loro fase di allenamento senza però
deteriorarne le prestazioni.
Inoltre, grazie al versatile framework probabilistico che il modello offre, è stata possibile la
definizione di uno score per l’dentificazione delle anomalie, le cui prestazioni sono risultate
promettenti ad una prima analisi.
La disponibilità di un intero anno di rilevazioni ottenute da una rete di sensori Bitcarrier
installati dalla ditta Worldsensing di Barcellona, ha permesso infine di allenare e testare in
modo estensivo su dati reali le performance dei metodi analizzati, attestandone la robustezza
e praticità.
Nella sezione seguente, verrà presentata una breve introduzione allo stato dell’arte della ri-
cerca nell’ambito delle reti di monitoraggio del traffico veicolare e dei metodi per la selezione
delle feature basati sulla mutua informazione. Il capitolo Strumenti Matematici, richiamerà
i principali concetti sulla mutua informazione e provvederà ad esporre le principali tecniche
per la sua stima dai dati. Saranno inoltre illustrati in modo dettagliato i metodi utilizzati du-
rante la selezione delle feature, a cui seguirà una breve sezione sulle principali caratteristiche
delle reti Bayesiane. Successivamente, nel capitolo 4, verrà esposta una dettagliata descrizione
dello scenario affrontato durante il progetto e delle soluzioni che ad esso sono state applicate.
Nel capitolo Risultati sarà possibile osservare una raccolta dei risultati più significativi otte-
nuti dall’applicazione deimetodi descritti nel capitolo 4 in diverse configurazioni, testandone
le prestazioni sui dati reali a disposizione. Infine, nella sezione Conclusioni saranno esposte
alcune considerazioni finali sul lavoro svolto e le possibili direzioni in cui questo potrà essere




La rilevazione di anomalie, chiamate anche con il nome di outliers, si riferisce al problema di
trovare all’interno dei dati, dei pattern incompatibili con quello che viene definito compor-
tamento ”normale”. Un approccio intuitivo è quello di definire una regione che rappresenti
il comportamento normale, e di conseguenza considerare tutto ciò che vi si allontana come
anomalo.
Gli scenari in cui questa disciplina trova impiego sono molti, alcuni esempi sono il rileva-
mento di frodi ed intrusioni, l’individuazione di anomalie in campo medico, l’elaborazione
di immagini, la rilevazioni di anomalie nel testo, la sicurezza informatica e le reti di sensori. Il
fattore comune a tutti questi diversi scenari è il fatto che l’dentificazione di anomalie nei dati
comporti l’acquisizione di informazioni di alto valore per chi sta conducendo le analisi, che
possono essere sfruttate per agire in modo opportuno.
Gli autori di [9] hanno raccolto nel loro lavoro di sintesi, una dettagliata trattazione delle
più comuni applicazioni a cui la rilevazione di anomalie è stata associata nella recente lette-
ratura, concentrandosi su quali fossero i requisiti e le sfide richiesti da ciascuno degli scenari
osservati.
In particolare è stato da essi stilato un elenco di quelli che risultano essere i più grandi
ostacoli da affrontare quando si lavora con le anomalie:
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• definire cosa sia un’anomalia non è sempre facile, dato che spesso essa dipende dalla
natura dei dati e dai requisiti dell’applicazione,
• l’identificazione della regione in cui il comportamento può essere considerato ”nor-
male” non risulta sempre agevole, in certe situazioni può essere anche impraticabile
in quanto non vi è la possibilità di osservare ogni istanza ordinaria appartenente alla
popolazione,
• spesso il fenomeno osservato può essere non stazionario e quindi le sue statistiche pos-
sono evolvere con il tempo. Un esempio è rappresentato dal mondo degli attacchi
informatici, dove spesso l’attentatore si adatta al sistema di rilevazione delle anomalie,
imparando a non farsi individuare,
• lavorare con dati eticchettati (scenario Supervised) risulta spesso impossibile o trop-
po costoso, è perciò necessario in alcune situazioni lavorare con dati non etichettati
(scenario Unsupervised) facendo l’implicita ipotesi che le anomalie si verifichino con
frequenzamolto più bassa rispetto ai comportamenti normali, permettendo in questo
modo l’impiego di strumenti statistici per la identificazione delle prime.
Nel seguito verrano brevemente descritti gli articoli riguardanti il problema della previsio-
ne dell’evoluzione del traffico e della rilevazione delle anomalie nelle reti di monitoraggio del
traffico veicolare che sono stati consultati.
In [10], gli autori hanno proposto un metodo per la rilevazione delle anomalie nel traffi-
co basato sui dati raccolti dai GPS montati sui taxi in alcune città come ad esempio Beijing.
Dopo aver suddiviso l’area osservata a griglia, ed aver valutato l’evoluzione temporale del nu-
mero di taxi per ogni cella, gli autori hanno sfruttato l’idea che le anomalie si riflettano sul
normale comportamento dei taxi per rilevare le situazioni anomale.
Gli autori di [11], propongono un nuovo approccio per la rilevazione dei comportamen-
ti anormali, considerando le singole strade della città al posto delle suddivisioni ad aree. Il
metodo che descrivono si propone di identificare le anomalie nella rete stradale per mezzo
di un metodo basato sulle deviazioni facendo l’ipotesi di distribuzione normale per il com-
portamento ordinario, inoltre essi applicanomodelli per la diffusione del calore alla rete, con
l’obiettivo di riuscire ad identificare dove si siano originate le anomalie, dopo aver osservato
come queste tendano a diffondersi nelle strade adiacenti. Durante la valutazione del singo-
lo collegamento, i dati relativi alle strade adiacenti non vengono però considerati nel loro
lavoro.
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Il lavoro presentato in [12] introduce il framework delle reti Bayesiane nello scenario della
predizione dell’evoluzione del traffico in un instante futuro , solitamente nel intervallo di 5-30
minuti. Grazie al modello proposto risulta possibile considerare ai fini della predizione sia lo
storico delle misure provenienti dalla strada corrente, di cui si vuole prevedere l’andamento
del traffico futuro, sia le misure passate provenienti dalle quelle adiacenti ad essa. Gli autori
hanno mostrato come sia possibile inferire la densità di probabilità congiunta delle variabili
coinvolte nel modello, solitamente non nota, tramite Gaussian Mixture Model, tecnica che
utilizza una combinazione lineare di gaussiane per raggiungere tale scopo. Successivamen-
te, i parametri del GMMvengono determinati tramite l’applicazione di una generalizzazione
dell’algoritmo Expectation-Maximization (EM) chiamata Competitive EM (CEM) [13]. Tale
algoritmo permette di trovare in modo autono sia il valore ottimale dei parametri, che il nu-
merodei parametri stessi come ad esempio il numerodi funzioni gaussiane impiegate durante
la fase di stima. Infine, sfruttando le proprieta delle distribuzioni gaussiane, gli autori hanno
espresso l’andamento medio rispetto alla variabile di interesse direttamente come funzione
dei parametri stimati fornendo un veloce metodo per fare previsioni.
Un ulteriore lavoro basato su reti Bayesiane è stato proposto in [14], dove gli autori si pro-
pongono di ottimizzare la struttura del grafo eliminando i nodi e le connessioni ridondanti o
non necessarie, che contribuiscono ad aumentare la complessità richiesta dal training del mo-
dello. Nello specifico propongono l’utilizzo di una metrica basata sulla mutua informazione
per la scelta delle variabili più rilevanti ai fini della predizione del traffico. Questo lavoro
testa gli algoritmi proposti su dati reali relativi al flusso (quantità) di veicoli transitati duran-
te un certo intervallo di tempo t in corrispondenza di sensori posizionati su alcune tratte
autostradali nell’area di Los Angeles.
Sebbene l’idea di utilizzare una metrica come la mutua informazione per sviluppare algo-
ritmi capaci di ottimizzare la struttura delle reti Bayesiane sia promettente, il particolare cri-
terio di selezione delle variabili adottata nell’articolo [14], non considera nella sua interezza
le complicate inter-dipendenze spazio-temporali caratterizzanti i dati reali.
Il framework considerato durante il progetto di tesi, è molto simile ai lavori [12, 14], in
quanto anche esso fausodelmodello graficodelle reti Bayesianeper trovare le relazioni spazio-
temporali esistenti tra lemisure provenienti dalla rete di sensori. Quanto proposto in questo
lavoro, permette un miglior utilizzo delle potenzialita che il modello probabilistico offre, ai
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fini della rilevazione delle anomalie, aspetto non considerato nei due articoli citati. Ripren-
dendo l’idea in [14] di impiegare dei criteri che permettanodi ottimizzare inmodo autonomo
la struttura del grafo, è stato possibile l’implementazione ed il test delle prestazioni che diversi
criteri per la selezione di feature sono in grado di fornire.
Imetodi impiegati per la selezione delle feature rilevanti saranno anche qui basati sullamu-
tua informazione, ma con la capacità di considerare più aspetti delle complicate dipendenze
tra i dati e la variabile da predirre. L’obiettivo che tali tecniche di riduzione della dimensio-
nalità dei dati si propongono di raggiungere è duplice: la diminuzione del tempo richiesto
dall’allenamento del modello tramite la selezione delle più rilevanti variabili da includere in
esso e il mantenimento o in alcuni casi anche il miglioramento delle prestazioni.
Il problema della selezione delle migliori feature è complicato, in quanto una ricerca esau-
stiva diviene rapidamente impraticabile con il crescere della cardinalità dell’insieme da te-
stare. Molti metodi subottimi sono stati proposti in letteratura nei più diversi campi di
applicazione per aggirare questo ostacolo.
Di seguito verrannobrevemente richiamati i principali articoli consultati durante l’investigazione
dei criteri (euristici) per la selezione delle feature basati sulla mutua informazione.
In genere questi metodi si basano sulla costruzione iterativa dell’insieme finale delle featu-
re selezionate, prendendo ad ogni iterazione la variabile che massimizzi la rilevanza espressa
secondo una qualche metrica considerata rappresentativa.
A causa della necessità di trovare metodi a bassa complessità, ciascuno di questi metodi
impone una o più assunzioni, tra cui quella di indipendenza ed indipendenza condizionata,
tra le variabili in modo da poter semplificare il problema di ottimizzazione completo.
In [15] viene definito un metodo chiamato minimum redundancy Maximum Relevance
(mRMR), il quale cerca di costruire in modo iterativo l’insieme di variabili ottimo tentando
di bilanciare l’informazione che la variabile scelta apporta rispetto alla variabile target e la
ridondanza che a sua volta aggiunge rispetto agli elementi già selezionati. Talemetodo tende a
penalizzare troppo gravemente variabili simili che possono comunque contribuire in termini
d’informazione.
Un altro metodo chiamato Joint Mutual Information (JMI),presentato in [16], seleziona
le variabili chemassimizzano la mutua informazione tra la variabile target e la coppia compo-
sta dalla variabile presa in considerazione e le variabili già selezionate. Questo approccio gra-
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zie alla considerazione di un termine aggiuntivo, sembra correggere il problema riscontrato
in [15].
In [17, 8] è possibile trovare un tentativo di unificazione dei varimetodi euristici per la sele-
zione delle feature, come casi speciali di un framework più generale. Inoltre [8] da una chiara
descrizione di quelli che sono i principali due approcci al problema della selezione delle fea-
ture: ossia metodi dipendenti o indipendenti dall’algoritmo di learning. I metodi chiamati
filter, che appartengono alla seconda categoria, sono gli unici criteri considerati durante il la-
voro di tesi. Il principale obbiettivo degli autori di [8] è quello di derivare i criteri più comuni
trovati in letteratura come particolari istanze del più generale problema di massimizzazione






Il significato della Mutua Informazione fra due variabili aleatorie continue X e Y può es-
sere compreso, come chiaramente presentato in [3], partendo dalla definizione di entropia
relativa o divergenza di Kullback-Liebler (KL), alle volte chiamata impropriamente distanza
nonostante non ne possieda le necessarie proprietà. La divergenza di KL è definita per due







Nonostante tale misura risulti verificare le proprietà di non negatività e di annullamento
solo e soltanto nel caso di due distribuzioni di probabilità  e q identiche ( = q), essa
risulta essere non simmetrica e non verificare la disuguaglianza triangolare. Per questi motivi
non può essere definita come vera distanza tra distribuzioni di probabilità, anche se in prima
approssimazione può aiutare l’intuizione pensare ad essa in questi termini.
La mutua informazione I(X;Y ) può dunque essere espressa in termini di divergenza di
KL tra la distribuzione probabilità congiunta (x; y) della coppia di variabili aleatorieX ed
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H(XjY ) H(Y jX)I(X;Y )
Figura 3.1: Rappresentazione tramite diagrammi di Venn della mutua informazione
Y ed il prodotto delle distribuzioni marginali (x) e (y):






La metrica così formulata rappresenta la diminuzione di incertezza che ognuna delle due
variabili subiscenel caso si venga a conoscenzadell’altra ed èquindiunamisuradell’informazione
contenuta nella prima variabile relativamente alla seconda e viceversa. Questa misura possie-
de un certo numero di importanti proprietà :
I(X;Y ) = I(Y ;X) (3.3)
I(X;Y )  0 (3.4)
I(X;X) = H(X) (3.5)
I(X;Y )  maxfH(X); H(Y )g (3.6)
Gli autori di [3], osservano inoltre che la relazione tra la mutua informazione ed entropia
può essere formulata come:
I(X;Y ) = H(X) +H(Y ) H(X;Y ) (3.7)





H(x; y) =  
Z
(x; y) log((x; y))dxdy (3.9)
H(yjx) =  
Z
(x; y) log((yjx))dxdy (3.10)
Infine è possibile riformulare l’equazione (3.7) rispetto all’entropia condizionata ottenen-
do:
I(X;Y ) = H(X) H(XjY ) (3.11)
= H(Y ) H(Y jX) (3.12)
Il concetto di mutua informazione può ulteriormente essere esteso, definendo la mutua
informazione condizionata I(X;Y jZ) definita per le vairabili continueX , Y eZ come:
I(X;Y jZ) =
Z





= H(XjZ) H(XjY Z) (3.14)
Le grandezze quì esposte possono essere facilmente rappresentate tramite diagrammi di
Venn, nelle figure 3.1 e 3.2 è possibile osservare rispettivamente le quantità corrispondenti
alla mutua informazione e la mutua informazione condizionata.
Nel seguito verranno esposti una selezione tra i più comuni metodi non parametrici per
la stima della Mutua Informazione sfruttando un insieme finito di N punti indipendenti
estratti dalla popolazione. Con il termine non parametrico si intende che la forma della den-
sità di probabilità che si vuole inferire dai campioni disponibili non è fissata a priori secondo
note distribuzioni contenenti parametri che sarano successivamente adattati ai dati, ma bensì






Figura 3.2: Rappresentazione tramite diagrammi di Venn della mutua informazione condizionata
3.1.1 Metodo Binning per la stima della mutua informazione
Il più semplice dei metodi usati per calcolare la mutua informazione di una coppia di va-
riabili aleatorie continue si basa sulla discretizzazione del dominio delle variabili, tramite la
divisione in intervalli (nel caso monodimensionale). Tale procedura permette di ottenere
facilmente una stima della distribuzione di probabilità tramite le frequenze relative con cui
i dati osservati cadono in ciascun intervallo. Per esempio volendo derivare la distribuzione
di probabilità di una variabile aleatoria X scalare è necessario suddividere il dominio in n





dove nx(i) è il numero di osservazioni che appartengono all’intervallo i ed N è il nume-
ro totale di osservazioni. Il vantaggio di questo approccio è sicuramente il fatto che non
richieda l’applicazione di complesse operazioni ne tantomeno di dover utilizzare routine per
l’integrazione numerica. Nonostante la sua convenienza da un punto di vista computazio-
nale, questo metodo richiede di cercare il numero adeguato di intervalli n in cui suddividere
il dominio che in genere è strettamente dipendente dallo scenario che si sta osservando. I ri-
cercatori hanno proposto diverse alternative per aggirare questo ostacolo, come ad esempio
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metodi per la suddivisione dinamica del dominio, in modo che gli intervalli contengano un
ugual numero di osservazioni [4].
3.1.2 MetodoNearest Neighbors per la stima dellaMutua Informazione
In [5] viene presentato un metodo basato sulla distanza del k-esimo nearest neighbor, dove
k è un parametro dell’algoritmo nearest neighbor e il valore ad esso assegnato dipende dal
contesto. Tale parametro permette di configurare la risoluzione usata dall’algoritmo sui da-
ti, difatti k piccoli permettono una maggior sensibilità alle flutuazioni locali della metrice
investigate, mentre valori grandi tendono ad estrarne andamenti medi.
Gli autori [5] hanno ripresouna tecnicaprecedentementeutilizzataper la stimadell’entropia
di Shannon, adattandola al caso della stima della mutua informazione. Partendo da un nu-
mero N di osservazioni indipendenti zi = (xi; yi) per una coppia di variabili aleatorie di-
stribuite secondo (x; y) è possibile definire una distanza secondo la quale ordinare i vici-
ni per ognuno degli N punti. La scelta fatta in [5] è ricaduta sulla norma massima di;j =
jjzi  zjjj = maxfjjxi xjjj; jjyi  yjjjg. La variabile aleatoria (i) = maxfx(i); y(i)g
rappresenta la distanza, sempre secondo la norma massima, tra il punto zi e il suo k-esimo
vicino z(k)i . Una volta determinato z
(k)
i , è possibile trovare il numero di puntinx(i) edny(i)
tra gli N totali che cadono ad una distanza massima di (i) dai punti xi e yi proiettati nei
rispettivi sottospazi. Determinate queste statistiche per ognuno dei punti a disposizione è
possibile derivare la mutua informazione come:
I(X;Y ) =  (k)  h (nx + 1) +  (ny + 1)i+  (N) (3.16)
dove hi indica sia la media rispetto agli N campioni che rispetto alla realizzazioni di que-
sti, inoltre la funzione Digamma è definita come  (x) =  (x) 1d (x)=dx dove   =R1
0
ut 1e udu è la distribuzione Gamma.
La complessità richiesta da questo metodo è sostanzialmente determinata dalla ricerca
del k-esimo nearest neighbors, sfruttando un’implementazione efficiente basata su struttu-
re ad albero k-dimensionale è possibile raggiungere un costo computazionale asintotico di
O(logN) per la ricerca, ed un costo complessivo per l’algoritmo diO(N logN).
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3.1.3 Metodo KDE per la stima dellaMutua Informazione
Il metodo presentato in [6] si basa sulla stima delle distribuzioni di probabilità per mezzo di
Kernel, per poi ottenere una stimadellamutua informazione grazie all’integrazionenumerica
diretta della formula (3.2). DatiN punti xi estratti dalla popolazione in modo indipenden-
te è possibile approssimare la distribuzione di probabilità (x) della popolazione tramite il






K(x  x(i); h) (3.17)
dove h è un parametro e rappresenta la larghezza della finestra del Kernel. In [7], gli autori
hanno provato che con un’adeguata scelta del kernelK() e della larghezza della finestra h è
possibile ottenere asintoticamente inN la convergenza della densità di probabilità stimata a
quella vera per una generica densità.
Una comune scelta del Kernel ricade sulla funzione Gaussiana, che inserita nell’equazione

















dove x(i) è l’i-esimo campione della variabile x, d indica la sua dimensione e  rappresenta
la matrice di covarianza associata alla variabile x  x(i). Questo approccio per la stima della
Mutua Informazione ha provato di poter ottenere ottimi risultati, al costo però dell’elevata
complessità computazionale asintotica diO(N2).
3.2 Criteri per la selezione delle feature
Gli autori in [8] hanno analizzato un gran numero di algoritmi in letteratura per mostrare
come questi fossero tutti riconducibili ad un problema di massimizzazione della Verosomi-
glianza condizionata. La forma più generale del framework da loro proposto, comprende
molti dei metodi che risultano essere combinazione lineare della mutua informazione e mu-
tua informazione condizionata tra coppie di variabili e ha l’obiettivo di massimizzare in mo-
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do iterativo laMutua informazione I(Xk;Y jS) tra le feature da selezionareXk e la variabile
target Y condizionata alla conoscenza dell’insieme delle feature già selezionate S.
Chiamando con St e St rispettivamente l’insieme delle feature selezionate alla t-esima ite-
razione del processo di ottimizzazione ed il suo insieme complementare, è possibile descrivere
il passo t del processo di ottimizzazione miope come:
Xk = argmax
Xj2St
Jfanyg(Xj; Y; St) (3.19)
St+1 = St [Xk (3.20)
St+1 = StnXk (3.21)
dove J rappresenta il criterio utilizzato per ordinare le feature, che nella sua forma più
generale può essere scritto come:







Dall’equazione (3.22) è possibile ricondursi ai più famosi metodi euristici proposti grazie
alla scelta opportuna dei parametri  e .
Il più semplice criterio che può essere applicato si basa sulla funzioneJmim(Xk) e prende il
nome diMutual InformationMaximization (MIM). Esso seleziona le variabili con unamag-
gior dipendenza con la variabile target ad ogni iterazione, non curandosi del fatto che alcune
feature scelte potrebbero essere altamente ridondanti. La scelta dei parametri (; ) = (0; 0)
permette il passaggio dall’equazione (3.22) alla (3.23):
Jmim(Xk) = I(Xk;Y ) (3.23)
Un secondo criterio, chiamaro minimum Redundancy Maximum Relevancy (mRMR),
può essere ottenuto imponendo iparametri con i seguenti valori (; ) = ( 1jSj ; 0) e l’equazione
(3.22) diviene:





Si puònotare come inquesto caso featureXk eccessivamente simili a feature già selezionate
vengano penalizzate dalla funzione Jmrmr.
Un ulterioremetodo chiamato JointMutua Informationmaximization (JMI) è assocciato

















Il termine aggiuntivo introdotto nell’equazione (3.25) tiene conto del fatto che coppie di
variabili correlate possano dare congiuntamente un contributo in termini di informazione
maggiore rispetto a quello apportato se prese singolarmente. Come conseguenza questo
metodo tende a permettere che feature molto simili vengano selezionate se ritenute utili
congiuntamente.
Osservando l’equazione originale (3.22) è possibile notare che in generale i due parametri
(; ) richiedono di per se un’ottimizzazione per la ricerca di opt e opt, operazione non
necessaria per le equazioni (3.23), (3.24) e (3.25).
Alcuni autori hannoproposto criteri basati su combinazioni non lineari dellamutua infor-
mazione, che come osservato dagli autori di [8], non possono essere derivati dal framework
basato sulla verosimiglianza condizionata appena descritto. In particolare un metodo chia-
mato Conditional Mutual Information Maximization (CMIM), proposto in [18], utilizza
una funzione Jcmim definita come:
Jcmim(Xk) = I(Xk;Y ) max
Xj2S
[I(Xk;Xj)  I(Xk;XjjY )] (3.26)
dove l’operazione di massimo costituisce la non linearità introdotta.
3.3 Reti Bayesiane
Le reti Bayesiane sono modelli grafici probabilistici che permettono di rappresentare distri-
buzioni di probabilità e presentano delle proprietà interessanti [19]:
• forniscono un metodo semplice per visualizzare la struttura di un modello probabili-
stico,
• forniscono informazioni sulle proprietà del modello come ad esempio l’indipendenza
condizionata tramite la sola osservazione del grafico,
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• complicate operazioni matematiche possono essere espresse in termini di più semplici
manipolazioni del grafo.
Un grafo è formato da nodi, chiamati anche vertici, connessi grazie all’utilizzo di archi. In
unmodello grafico probabilistico i nodi rappresentano variabili aleatorie (o un gruppo di es-
se),mentre gli archi esprimono relazioni probabilistiche tra di esse. Questo tipo dimodelli so-
no utilizzati per catturare come la distribuzione di probabilità congiunta dell’intero insieme
di variabili possa essere decomposta in un prodotto di fattori, ognuno dei quali dipendente
solamente da un sottoinsieme delle variabili.
I grafici alla base delle reti Bayesiane sono chiamatiDirectedAcyclicGraph (DAG) inquan-
to composti da archi diretti e senza la presenza di clicli, e su di essi vale la proprietà di poter
definre un ordine topologico secondo il quale ordinare i nodi del grafo.
Per esempio è possibile considerare una distribuzione di probabilità congiunta arbitraria
p(a; b; c) di tre variabili aleatorie a; b e c, grazie all’applicazione della product rule è possibile
scomporla come segue:
p(a; b; c) = p(cja; b)p(bja)p(a) (3.27)
Figura 3.3: Rete Bayesiana associata alla fattorizzazione in (3.27)
Per ognuno dei fattori di destra nella (3.27) è possibile disegnare un arco che colleghi le
variabili condizionanti alla prima variabile.
Un nodo xi viene definito nodo padre o causa rispetto al nodo figlio o effetto xj nel caso
esista nel grafoun arcodirettodaxi axj . Generalizzando il concetto adun insiemediK 2 N
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variabili aleatorie, chiamando con Paxi l’insieme dei noid causa di xi, è possibile scomporre
la distribuzione di probabilità congiunta come:




Un importante concetto associato alle reti Bayesiane è quello dell’indipendenza condizio-
nata, secondo la quale due nodi non direttamente collegati possono essere considerati indi-
pendenti una volta conosciuti i nodi causa. Un tale tipo di modello si adatta molto bene
allo scenario delle reti di monitoraggio del traffico veicolare, in quanto l’ipotesi di indipen-
denza condizionata è associabile all’idea che l’evoluzione del traffico su una data strada sia
indipendente dalle strade della rete non direttamente collegate ad essa, una volta conosciuto
il traffico delle strade adiacenti. Questa proprietà di poter scomporre il problema globale
in fattori dipendenti da un minor numero di variabili, permette di calcolare la distribuzio-
ne di probabilità congiunta in modo distribuito rendendo possibile l’applicazione di questi
modelli scalabile a scenari con reti di grandi dimensioni.
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Definizione del problema e soluzione
4.1 Rilevazioni del traffico
Lo scenario considerato durante il progetto di tesi è una rete di monitoraggio del traffico
veicolare appartenente all’aziendaWorldsensing, che grazie alla grande quantità di sensori in-
stallati, è capace di raccogliere informazioni sullo stato del traffico attraverso le principali vie
di una grande città. In particolare è stato possibile avere accesso ad una grande collezione di
misurazioni raccolte durante un anno completo da Gennaio 2016 a Dicembre 2016. I dati
sono stati raccolti grazie all’installazione di 686 sensori Bitcarrier disposti in posizioni stra-
tegiche lungo le principali strade della città. Questi dispositivi permettono di monitorare
l’evoluzione del traffico tramite l’ascolto di segnali Bluetooth e WiFi emessi dai dispositivi
mobili come telefoni, navigatori GPS, e alcune vetture di ultima generazione. Essi permetto-
no di raccogliere dati inmodo anonimo dai segnali catturati per fornire informazioni relative
all’andamento del traffico. Secondo le prestazioni dichiarate da Worldsensing, essi sono ca-
paci di tracciare fino a 500 dispositivi al minuto che viaggino a velocità comprese tra i 5 ed
i 160 km/h su strade con un massimo di 6 corsie per ogni verso di percorrenza, garantendo
una copertura longitudinale fino ad un massimo di 42m.
Ogni dispositivo durante il periodo di osservazione memorizza la velocità media vt osser-
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vata lungo il collegamento da esso tracciato durante lo slot temporale t, dove la durata di tale
slot è stata fissata a 5minuti, con il relativo timestamp salvato in formatoUTC. Per identifica-
re le misurazioni ogni sensore è stato associato ad un identificatore univoco, anche se alcune
strade a causa della loro lunghezza sono state suddivise in più tratte risultando come sezioni
indipendenti.
Vi è la possibilità che alcune misurazioni non siano disponibili per alcuni dei sensori, i da-
ti grezzi iniziali sono stati perciò sottoposti ad una fase di pre-processing durante la quale è
stato possibile aggiungere le misuremancanti per mezzo di interpolazione lineare a patto che
il buco temporale non superasse i 5 slot. Nel caso in cui gli slot superino la soglia, le misure
mancanti vengonomarcate come non disponibili. Per uniformare la frequenza di campiona-
mento i dati sono stati processati anche da un filtro per la rimozione del jitter ed infine per
eliminare il rumore ad altissima frequenza lemisure sono state filtrate da un filtro passa-basso
di tipo Butterworth con frequenza di taglio 4 volte la frequenza di campionamento.
4.2 Framework Bayesiano
Lo scenario appena introdotto è stato affrontato tramite l’utilizzo di reti Bayesiane, ossia mo-
delli grafici probabilistici che hanno la capacita rappresentare in modo chiaro le relazioni tra
le variabili coinvolte, sotto forma di dipendenze causa-effetto. Essi vengono frequentemen-
te utilizzati per il calcolo della probabilità congiunta dell’intero insieme di variabili a causa
della facilità con cui è possibile decomporre questo problema in sottoproblemi indipendenti
di ridotte dimensioni. Questa strategia rende possibile l’applicazione di tali modelli anche
a scenari con un elevata quantità di variabili coinvolte, rendondoli quindi scalabili a reti di
grandi dimensioni.
L’assunzione che permette tale scomposizione è l’indipendenza condizionata, secondo la
quale una variabile effetto risulta essere indipendente dal resto dei nodi una volta conosciuti
i suoi nodi causa. Trasportando questo concetto nel contesto delle reti di monitoraggio del
traffico, è possibile leggere l’ipotesi d’indipendenza condizionata come indipendenza tra la
velocità misurata su una certa strada ed il resto della rete stradale una volta cononosciute le
misurazioni delle strade direttamente collegate con essa (affluenti ed emissarie).
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4.2.1 Struttura dei dati
Per ogni scelta del sensore da analizzare (strada corrente), è possibile costruire un dataset de-
dicato che includa solamente i dati ritenuti rilevanti rispetto alla posizione osservata. Chia-
mando con t il tempo corrente, istante in cui si vuole fare una predizione sull’andamento del
traffico ad esempio, è possibile indicare con xuit = [vt 1; : : : ; vt D] l’insieme delle veloci-
tà osservate ai tempi precedenti a t dal sensore con identificatore ui 2 U per una finestra
temporale lungaD, dove U è l’insieme delle strade intersecanti quella corrente. Tale vettore
rappresenta l’insieme delle variabili causa del nodo ui rispetto alla variabile corrente (target)
y = vt, ossia la velocità al tempo t nella strada corrente. Inoltre è possibile definire il vetto-
re di variabili causa della strada stessa come xct = [vt 1; : : : ; vt D] dove c è l’identificativo
della strada corrente. Per ogni scelta del tempo t e della strada corrente c, è dunque possibile
memorizzare in una matrice la riga zt composta dai nodi causa xuit i 2 U e xct seguiti dalla
variabile target yt come mostrati nella tabella 4.1.





... ... ... ... ...
Tabella 4.1: matriceXid contenente come colonne le time series associate con i vari nodi cause per un certo sensore
c
La matriceX id associata con il sensore id ha dimensioni determinate dal numero delle
osservazioni N , dalla larghezza della finestra temporale considerata e dal numero di strade
collegate a quella corrente corrispondente alla cardinalità dell’insieme U (CU = jU j) ed è
calcolabile come : N  [(D  CU) + (D + 1)]. Le dimensioni di questa struttura possono
diventare proibitive per scelte troppo generose dei parametri e in corrispondenza di strade
con un alto numero di ramificazioni.
Inoltre è possibile osservare che non tutte le colonne, chiamate anche feature, contribui-
scano allo stesso modo in termini d’informazione aggiuntiva introdotta rispetto a yt. Difatti
è molto probabile che alcune delle feature siano molto simili tra loro come nel caso di osser-
vazioni appartenenti a slot temporali adiacenti. Vi è inoltre la possibilita che alcune strade
collegate a quella corrente non interagiscano in modo evidente con questa e che quindi la
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Figura 4.1: Rappresentazione DAG della rete Bayesiana, in azzurro i nodi causa ed in giallo il nodo effetto
loro considerazione non sia di alcun aiuto ai fini della massimizzazione della totale informa-
zione accessibile. Alti livelli d’informazione ridondante non migliorano le prestazioni degli
algoritmi applicati, ma incrementano la complessità richiesta per il loro training ed in alcuni
casi è anche possibile che le prestazioni ne risultino penalizzate.
Le due principali applicazioni basate sul framework appena descritto che sono state inve-
stigate durante questo lavoro sono state la previsione della velocità media nel breve termine
(a distanza di uno slot temporale: 5minuti) e la rilevazione delle anomalie. A questi servizi
può essere richiesto di operare in tempo reale, è perciò necessario che gli strumenti applicati
al problema siano compatibili con i limitati tempi di esecuzione che questo scenario impone.
Una soluzione al problema dell’elevata dimensionalità dei dati, è rappresentato dal meto-
do di selezione delle feature (Feature Selection) , che si propone di estrarre un sottoinsieme
di colonne in modo che l’informazione racchiusa sia massima e la dimensione del sottoinsie-
me minima. Per svolgere questa operazione i diversi metodi si avvalgono di vari criteri per
misurare la dipendenza che le colonne mostrano tra di loro e rispetto alla variabile effetto.
Una metrica particolarmente interessante risulta essere la mutua informazione, in quan-
to capace di rappresentare interconnessioni complesse, anche non lineari a differenza della
semplice correlazione, tra gli elementi considerati. La mutua informazione di una coppia
di variabili misura la perdita di incertezza associata ad una variabile quando l’altra viene resa
nota, rappresenta quindi l’informazione che una delle due variabili racchiude relativamente
alla seconda. Purtroppo non avendo a disposizione una tale misura, è stato necessario come
prima parte di questo progetto, studiare, implementare e testare diversi metodi per la stima
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della metrica d’interesse direttamente dai dati.
Il compito risulta essere non triviale e i metodi proposti in letteratura presentano diversi
punti di forza e di debolezza. In particolare i principali metodi presi in considerazione: il
metodo Binnning, il metodo nearest neighbors ed infine il metodo basato sui Kernel appar-
tengono alla categoria degli stimatori non parametrici. I test condotti hanno portato alla
scelta finale del metodo basato sui k-nearest neighbors con la scelta di k = 3 perchè ritenuto
un buon compromesso tra la bontà della stima e la complessità dell’algoritmo.
Tali tecniche di selezione delle feature, possono abilitare lo sviluppo di procedimenti che
in modo autonomo permettano un’ottimizzazione della struttura del modello grafico, elimi-
nando le variabili non rilevanti e velocizzandone di conseguenza la fase di allenamento.
4.3 Procedura di stima dellaMutua Informazione
A causa delle misure non disponibili, alcuni sensori possono trovarsi nella situazione in cui
per una data riga zt della matriceX id una o più posizioni presentino dei buchi (gestiti con
il valore Nan). In tal caso la riga associata viene considerata non utilizzabile e per questo eli-
minata. Alcuni sensori a causa di queste esclusioni possono vedere ridursi notevolmente il
numero di righe e quindi di dati indipendenti su cui effettuare il training ed il testing degli al-
goritmi. Per assicurare che solo i sensori con abbastanza dati vengano presi in considerazione
viene fatta una prima selezione in base al numero totale di misure disponibili per la variabile
target yt che ogni sensore possiede, non è escuso che tali righe includano in qualche posizione
il valore Nan. Un sensore associato ad unamatrice con un numero di righe inferiore aNyt=2
viene a priori scartato per il ridotto numero di osservazioni, dove Nyt rappresenta il massi-
mo numero di campioni che è possibile raccogliere durante l’arco di un anno mantenedo un
tempo di campionamento di 5minuti (N totyt = 365  24  12 = 105120). Tale azione risolve
il problema di trovare risultati validati su un numero troppo ridotto di campioni e quindi
dalla discutibile significatività statistica.
Il passo successivo riguarda l’eliminazione delle colonne contenenti un numero troppo
elevato di valori non disponibili, in quanto colpevoli di rendere non valide un numero non
trascurabile di righe della matrice. In particolare sono state risparmiate le colonne posseden-
ti almeno la metà del numero effettivo di righe della matriceX id (ossia il numero di valori




































































Figura 4.2: Tabella della mutua informazione I calcolata con il metodo k-nearest neighbors (k = 3) per il sensore con
id = 1001046
sono ancora contenere valori Nan, la rimozione delle righe contenenti tali buchi riduce ulte-
riormente il numero di dati disponibili, portando all’esclusione di altri sensori dall’insieme
di quelli validi, ossia i sensori tali per cui il numero di dati finali disponibili sia sceso sotto
N totyt =2.
Dopo aver definitoX idsurr l’insieme delle feature sopravvisute alla selezione per i dispositivi
id non scartati (110 in totale), è stato necessario stimare la mutua informazione tra le coppie
di variabili (Xi;Xj) appartenenti al prodotto cartesiano fX idsur [ fyggxfX idsur [ fygg. Le
stime della mutua informazione tra le variabili di un dato sensore, possono essere raccolte
sotto forma di matrice I id, dove nella posizione (i; j) è possibile trovare I(Xi;Xj) e sulla
diagonale principale è possibile trovare l’entropia delle singole variabili. Data la simmetria
della metrica che stiamo considerando, è stato necessario calcolare solo la meta superiore di
tale matrice, diagonale compresa. Per ogni coppia di variabili sono stati considerati 10000
righe scelte in modo uniforme tra quelle della matriceX id per la stima di I(Xi;Xj).
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In figura 4.2 è possibile osservare una realizzazione di I id per il sensore id = 1001046, do-
ve la finestra temporale è stata fissata aD = 3 per facilitare la visualizzazione. Risulta possibi-
le cogliere la forte dipendenza tra feature appartenenti ad una data strada per i suoi diversi lag
temporali con la tendenza a scemare al crescere della distanza (I(xu1t 1; xu1t 2) > I(xu1t 1;xu1t 3)
). Osservando l’ultima colonna è inoltre possibile valutare quanto le varie feature siano ”cor-
relate” con la variabile target yt, è possibile notare come alcuni dei sensori diversi da quello
corrente siano più dipendenti di altri rispetto ad yt. Per permettere una chiara visione dei
valori più piccoli contenuti nella matrice, la diagonale è stata forzata a zero eliminando le
entropie marginali, non particolarmente interessanti in questo contesto. In figure 4.3 è pos-
sibile confrontare l’andamento dellamutua informazione del vettorexct rispetto alla variabile
target yt calcolata con diversi metodi di stima per il sensore con id = 1000003.
Oltre alla stimadella I(Xi;Xj)per i sensori sopravvisuti, è statonecessario calcolareun’altra
matrice I idcond utile per definire alcuni criteri utilizzati dalla procedura di feature selection.
Tale matrice nella posizione (i; j) contiene I(Xi;XjjY ), ossia la mutua informazione delle
coppie di feature condizionata alla conoscenza della variabile target Y .
4.4 Selezione delle feature basata sullaMutua Informazione
I risultati ottenuti dalla stima della mutua informazione, hanno confermato l’idea che non
tutte le feature contribuiscano in ugual modo all’apporto di informazione rispetto ad yt.
L’idea alla base della parte successiva del progetto è stata di investigare dei metodi capaci ap-
punto di selezionare un sottoinsieme di feature, evitando di prendere colonne troppo simili
o che non apportassero informazione rispetto alla variabile target, in modo da ottimizzare la
struttura del grafo corrispondente. Questo approccio che non altera le variabili originali, è
preferito nel caso in cui non si voglia perdere il significato fisico associato alle feature origi-
nali, in opposizione al procedimento di estrazione, il quale genera un nuovo sottoinsieme di
feature ottenute tramite una qualche trasformazione. Le tecniche di riduzione della dimen-
sionalità sono molto usate sia nei problemi di tipo Supervised che Unsupervised, come nel
caso in esame. I metodi di feature selection possono essere suddivisi in due categorie prin-
cipali, metodi wrapper che risultano essere dipendenti dall’algoritmo di learning applicato,
ed i metodi filter che risultano invece essere indipendenti da esso. In questo lavoro è stato
preferito il secondo approccio, in quanto capace di separare la fase di selezione da quella di
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Binning Method (Nbins = 100)
Binning Method-Bias Correction (Nbins = 100)
Figura 4.3: Confronto delle curve ottenute da diversi metodi di stima, per la mutua informazione tra la variabile yt e le
componenti del vettorexct (c = 1000003)
training dei modelli. Il compito di trovare il sottoinsieme ottimo di variabili tramite ricer-
ca esaustiva delle possibili soluzioni diviene impraticabile al crescere del numero di feature.
Dato che spesso il numero di variabili con cui si deve lavorare può raggiungere facilmente
anche lemigliaia, diversi ricercatori hanno propostometodi euristici per aggirare il problema
e trovare soluzioni subottime che permettessero di ottenere buone prestazioni.
L’approccio generale èquellodi considerareun criterio che tenga contodelle inter-dipendenze
tra le variabili e le riesca adordinare secondo la loro importanza. La subottimalità dell’approccio
risiede nel andare poi a costruire in modo iterativo l’insieme finale, prendendo ad ogni itera-
zione decisioni miopi, in quanto basate su informazioni parziali a causa della proibitiva com-
plessità associata a quelle complete. Un’ulteriore caratteristica di questi approcci è che una
volta presa una decisione, questa non viene più ripresa in considerazione (greedy oprimiza-
tion).
Ai fini del progetto, 4 tra i più comuni algoritmi euristici trovati in letteratura sono stati
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testati per valutarne le prestazioni in termini di scelta di ”buone” feature: MIM,mRMR,JMI
e CMIM.Maggiori informazioni possono essere consultate nella sezione ad essi dedicata nel
capitolo 3.
4.5 Predizione del traffico
Per testare le prestazioni dei 4 criteri è stata verificata la capacità dei modelli costruiti basan-
dosi su ciascuno di essi, di imparare dai dati a prevedere quale sarà l’andamento della velocità
nello slot temporale successivo dato uno storico di dimensioneD per la strada considerata e
per quelle che la intersecano, ossia usando la matriceX id dove l’ultima colonna rappresenta
la variabile target.
Dopo aver eseguito le routine di selezione, associato con ognuno dei sensori validi, è pos-
sibile consultare l’insieme ordinato di feature per ciascuno dei 4 criteri applicati. All’interno
di tale insieme gli elementi presi secondo l’ordine definito sono via via meno importanti se-
condo la metrica applicata, nonostante questa informazione aggiuntiva rimane ancora da
determinare quale sia il numero ottimalem di feature da selezionare.
Il modello di apprendimento utilizzato per valutare la bontà delle feature selezionate è sta-
to il regressore lineare, tale scelta è stata determinata dalla possibilità di fare il training e il
testing dei modelli a complessità molto basse, in modo che fosse possibile un’estensiva ricer-
ca nello spazio delle configurazioni, e dal fatto che l’utilizzo di metodi filter per la selezione
abbiano permesso di ottenere insiemi ordinati di feature indipendenti dall’algoritmo succes-
sivamente applicato. L’insieme dimetriche analizzate per ottenere il confronto più completo
possibile tra i 4 metodi saranno definite nella sezione dei risultati, dove sarà anche possibile
consultare le curve ottenute.
Una volta identificato il miglior criterio, è stato fatto il training dei modelli Bayesiani per
diverse configurazioni dim in modo da poter osservare le prestazioni ottenibili. Il training è
stato eseguitousando la tecnicaGaussianMixturemodel, la quale impiegauna combinazione
lineare di funzioni Gaussiane per stimare una qualsiasi funzione di probabilità congiunta
delle variabili che compongono il modello. Definendo il vettore x = [xu1t ; : : : ; xuM ; xct ]
contenente le variabili causa e il vettore z = [x; y] contenente anche la misura da predirre,







 = [1; : : : ; Q;1; : : : ;Q] (4.2)
dove Q è il numero di funzioni gaussiane usate per la stima ed il vettore rappresenta
l’intero insieme dei parametri che devono essere ottimizzati durante l’operazione di training,
vale inoltre la proprietà
PQ
i=1 i = 1 e le funzioni di densità di probabilità Pi(zji) =
G(z;i;i) sono funzioni Gaussiane con parametrii = [i;i] i = 1; : : : ; Q.
La procedura usata per stimare i parametri prende il nome di Bayesian Variational Infe-
rence, ed è una generalizzazione dell’algoritmo Expectation-Maximization (EM) in quanto
oltre a trovare i parametri chemassimizzino la verosomiglianza delle osservazioni, è capace di
selezionare in modo autonomo anche il numero di Gaussiane necessare per il fitting.
Ricordando che z = [x; y], è possibile riscrivere P (zj) separando le variabili causa
da quella effetto come P (x; y). Dalla probabilità congiunta P (x; y) è possibile ottenere la
probabilità condizionata della variabile target rispetto alle variabili causa come:




y P (x; y)
(4.3)
La scelta di usare funzioni Gaussiane per il mixture model permette inoltre, tramite la
manipolazione delle equazioni appena presentate, di ottenere un compatto framework per
la predizione dei valori della funzione target una volta che i parametri del modello sono stati
identificati [12]. Dati i parametri del modello e i dati su cui lavorare, è possibile ottenere il























dove le quantità presenti nelle equazioni possono essere direttamente calcolate dai para-
metri come :
i;yjx = i;y  i;yx 1i;xx(i;x   x) (4.8)
i;yjx = i;yy  i;yx 1i;xxi;xy (4.9)











4.6 Rilevazione delle anomalie
La seconda applicazione basata sulle reti per il monitoraggio del traffico veicolare testata in
questo lavoro, è la rilevazione di anomalie. Per ogni sensore selezionato, si vuole sapere se
la misura corrente yt rilevata durante lo slot t si possa considerare anomala. Per adempiere
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a tale scopo si hanno a disposizione, come per lo scenario della predizione, lo storico di D
misure passate misurate sulla strada corrente e su quelle che l’intersecano.
A causa della mancanza di dati etichettati, non è possibile sapere con assoluta certezza se
una datamisura sia o non sia anomala. L’unica soluzione per aggirare questo problema è fare
uso dell’assunzione che le anomalie presenti nei dati siano statisitcamente meno frequenti
dei comportamenti “normali” in modo che sia possibile individuare le anomalie in quanto
statisticamente meno probabili.
Durante questa seconda parte del progetto di tesi è stato preferito non applicare il filtro
passa-basso ai dati nella fase di pre-prcessing, in quanto vi è la possibilità che possa filtrare
anche le anomalie insieme al rumore ad alta frequenza.
Per poter considerare le capacità di un modello nel rilevare le anomalie, è stato necessario
ottenere uno scenario di riferimento nel quale fosse possibile conoscere se una certa misura
fosse anomala o meno. Con questo intento le misure dedicate al test sono state corrotte per
mezzo di anomalie artificialmente inserite, in modo che fosse possibile avere un riferimento.
La scelta di lavorare su dati reali, i quali possono contenere anomalie, ha comportato il
dover procedere con cautela nella deposizione delle anomalie artificiali in modo che non si
sovrapponessero a quelle presenti in origine (anomalie originali).
Come anticipato nei capitoli precedenti, il definire se una data misura sia anomala non è
compito semplice. Per permettere a diversi metodi di essere confrontabili è stato definito il
requisito dell’applicazione req 2 [0; 1], il quale esprime la frazione di campioni anomali sul
totale di quelli esaminati che vogliono essere rilevati come anomali. Ad esempio per una se-
quenza diN misure, il numero di anomalie che si suppone l’applicazione debbamediamente
rivelare èNA = N  req.
L’approccio investigato in questo lavoro per poter rilevare le anomalie, si basa sulla defini-
zione di uno score che quantifichi il livello di anomalia di una datamisura. Una volta definita
talemisura, è possibile calcolare una soglia specifica per ogni sensore che permetta di separare
i campioni anomali da quelli normali. In particolare ogni campione associato ad uno score
che superi tale soglia viene classificato come anomalo.
Il calcolo della soglia è stato effettuato sui valori dello score calcolati sui dati di training
X idtrain, in modo che il numero di anomalie rilevate da ogni sensore su tali campioni sia pari
al numero imposto dall’applicazioneNA. La soglia oltre ad essere specifica per il sensore, deve
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essere calcolata per ogni metodo di learning che si vuole confrontare, utilizzando lo score ad
esso associato.
Le NA anomalie artificiali che sono state inserite inX idtest ottenendo ~X idtest, consistono
nella contaminazione della misura yt perW slot consecutivi con rumore Gaussiano incorre-
lato di varianza w. In questo modo si tenta di rompere la struttura nei dati, facendo si che i
modelli allenati sui dati originali (di training) possano riconoscere l’anormalità dei campioni
corrotti contenuti nella matrice ~X idtest.
Una volta sporcate le misure correnti yt, è necessario propagare le modifiche nella matrice
~X idtest in modo che anche le misure a tempi passati della strada corrente assumano progressi-
vamente i valori corrotti dal rumore. Dalle considerazione appena esposte il numero di righe
consecutive della matriceX idtest affette dall’inserimento di un’anomalia lungaW campioni,
è LA = W +D, dove il termineD tiene conto della memoria che il modello ha la capacità
di considerare.
Per identificare le posizioni in cui sia possibile la deposizione di anomalie artificiali, è stata
usata la soglia ottenuta dall’analisi sui dati di train e confrontata con lo score valutato sui dati
di test contenuti in X idtest, trovando così le posizioni contenenti misure ritenute anomale
per il requisito req specificato dall’applicazione. Una volta identificate le posizioni da evitare,
sono state inserite leNA anomalie diD+W campioni scegliendo tra gli intervalli disponibili
che non presentassero ne anomalie orginali ne buchi temporali.
Lamatrice contenente le misure di test corrotte ~X idtest così ottenuta, è stata successivamen-
te utilizzata per testare le capacità rivelatrici dei modelli investigati. I modelli considerati a
tal fine sono stati ancora una volta il regressore lineare ed il modello allenato tramite GMM.
Per entrambi sono stati utilizzati i modelli ridotti aNft = 8, ottenuti durante la fase di test
delle capacità predittive. Merita di essere sottolineato il fatto che la matrice ~X idtest e quindi le
anomalie artificiali siano le stesse per tutti i metodi testati.
Per ciascunodei duemodelli, è stato definito uno score chequantificasse il livello di anoma-
lia della misura osservata. Lo score definito per la misura zt = [xt; yt] nel caso del regressore
lineare è il residuo stesso:
SCORElin reg(zt) = (yt   y^t) (4.13)
dove y^t è la predizione ottenuta dal modello al tempo t e yt il valore reale.
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Lo score utilizzato invece per il secondomodello è stato definito come funzione della pro-
babilità condizionata p(ytjxt). In particolare lo score è stato basato sulla funzione di riparti-
zione F () della probabilità condizionata p(ytjxt) definita come F (y) =
R y
 1 p(ujx)du.
SCOREBay net(yt) =   log
 
F (yt + )  F (yt   )

(4.14)
il range in qui esso può variare è [0;1], dove il livello di anomalia cresce con il valore
dello score. Il parametro  rappresenta i qualche modo la sensibilità che lo score presenta
nei confronti dei dati anomali. L’identificazione del valore appropriato per il parametro 
richiederebbe in principio una ricerca nello spazio delle configurazioni. Tale procedura non
è però stata eseguita durante questo lavoro e  è stato fissato a valori considerati ragionevoli.
Quest’approssimazione, in prima analisi, non ha pregiudicato le prestazioni finali grazie al
grado di libertà rappresentato dalla scelta della soglia, che ha permesso al modello di auto-
regolarsi.
In sintesi la procedura seguita per questa fase sulla rilevazione delle anomalie risulta strut-
turata in più passi:
• inizialmente vengono definiti quelli che sono i requisiti dell’applicazione req.
• I dati di training vengono analizzati, producento come output il segnale formato dallo
score associato ad ogni riga della matriceX idtrain. Il segnale così derivato viene utiliz-
zato per determinare la soglia specifica threqid per ogni sensore e per ogni algoritmo di
learning in modo che mediamente rileviNA anomalie.
• Successivamente viene calcolato lo score associato ai campioni di testX idtest, il quale
confrontato con la soglia threqid appena trovata permette di identificare le anomalie
originali presenti nei dati di test.
• Sfruttando l’informazione ottenuta sulle posizione delle anomalie originali, vengono
trovate le posizioni disponibili per l’inserimento della anomalie artificiali, in modo
che non si sovrappongano alle prime e che non cadano a cavallo di buchi temporali
che possono essere presenti nei dati
• Un numero NA di anomalie artificiali vengono iniettate nei dati di test con una va-
rianza del rumore 2w e salvati nella matrice corrotta ~X idtest.
• Le prestazioni di diversimodelli nella rilevazione delle anomalie può essere testata sulle
anomalie artificiali presenti in ~X idtest utilizzando la soglia specifica per ciascun sensore,
requisito dell’applicazione e algoritmo di learning.
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La rottura delle dipendenze presenti nei dati ai fini della rilevazione di anomalie può es-
sere effettuata in diversi modi, oltre alla corruzione dei dati per mezzo di rumore Gaussiano
incorrelato, è possibile ad esempio applicare un bias negativo alle misure elette per il posizio-
namento delle anomalie artificiali. La tecnica per la deposizione e la rilevazione delle stesse





Il capitolo dei risultati è suddiviso in due sezioni, la prima dedicata ai risultati ottenuti du-
rante la fase di feature selection e relativi al contesto della predizione del traffico. La seconda
invece considera l’applicazione delle rilevazione di anomalie. Per entrambi gli scenari il para-
metroD è stato fissato a 6 slot, ossia una finestra temporale di 30minuti. I sensori soprav-
vissuti alle molteplici fasi di scrematura sono infine risultati essere 110 e le curve mostrate
nelle seguenti figure sono da intendersi come andamento mediato su tali sensori. Inoltre la
matriceX id per ognuno dei sensori è stata divisa in due parti:X idtrain (75%) che rappresenta
la porzione di dati utilizzabili per il training dei modelli e la ricerca dei parametri, edX idtest
(25%), porzione dedicata al test dei modelli.
5.1 Selezione delle feature e predizione del traffico
Saranno inizialmente riportati i risultati ottenuti durante la procedura per la selezione delle
feature. Le metriche secondo le quali i 4 procedimenti saranno testati verranno successiva-
mente definite. Per mostrare quanto i criteri di selezione siano in grado di filtrare efficace-
mente le feature, è stata scelta come applicazione di riferimento la previsione dell’evoluzione
del traffico futuro a breve termine ( 1 slot = 5minuti).
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Gli insiemi di feature ottenuti con i 4 metodi sono stati testati tra di loro e al variare del
numero di variabili considerate per il training dei modelli. Il modello alleanto sull’intero in-
sieme di feature a disposizione per undato sensore è stato nel seguito chiamato comemodello
completo o a massima complessità. Può essere inoltre utile richiamare che il numero totale
di feature è dipendente sia dal parametroD, rappresentante la finestra temporale considera-
ta, che dal numero di strade intersecanti quella correnteCU . Il massimo numero di variabili
causa che un modello può considerare è quindi dato da: N totft = D +D  CU .
Durante questa prima fase di esplorazione delle possibili configurazioni, l’algoritmodi lear-
ning impiegato, come già spiegato nel capitolo 4 è stato il regressore lineare. Le metriche cal-
colate sono state validate per mezzo della tecnica di K-fold cross validazione usandoK = 3
sul insieme dei dati di training.
La prima quantità calcolata è stata l’errore quadraticomedio RMSE per ogni criterio di se-
lezioneutilizzando comevariabile libera il numerodi feature costituenti l’insieme selezionato.






(y   y^)2 (5.1)
dove y rappresenta il dato reale, e y^ la predizione fornita dal modello. I risultati presentati in
questa sezione si riferiscono tutti al caso della predizione ad un singolo step (one-step-ahead),
dove la durata dello step si ricorda essere di 5minuti.
L’RMSE rappresenta una sintesi cumulativa degli errori commessi dal modello durante la
predizione. Ai fini del confronto secondo questo aspetto, in figura 5.1 sonomostrate le curve
medie per i 4 algoritmi, per vari insieme di feature selezionate in modo crescente fino ad un
massimo di 18 elementi.
Si può notare come dopo 8 feature, ad eccezione del solo metodo (mRMR), l’RMSE ten-
da a convergere per tutti i diversi modelli. Da un’analisi più approfondita, considerando le
selezioni ottenute a livello di singolo sensore, è emerso che il fattore penalizzante per il meto-
do mRMR è il fatto che penalizzi eccessivamente la selezione di feature molto simili, che nei
dati a disposizione spesso corrispondono alle velocità ai tempi passati del sensore corrente. Il
posticipo della selezione di tali nodi causa rende le prestazioni in termini di RMSE dei mo-
delli allenati sfruttando questo criterio più lente nella conversione alle migliori performance
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Figura 5.1: Confronto delle curve del RMSEmedio tra i 110 sensori, ottenute sfruttando i differenti criteri per la
selezione e variando il numero di featureNft considerate durante l’allenamento del regressore lineare.
ottenibili.
Per catturare l’andamento del RMSE più nel dettaglio, in figura 5.2 è possibile osservare la
sua dispersione attraverso i vari sensori della rete al variare dei criteri applicati e del numero
di feature selezionate.Tale informazione è stata rappresentata sotto forma di boxplot, i quali
mostrano i range in cui è possibile trovare il 95% dei valori, infatti l’estremo inferiore e su-
periore rappresentano rispettivamente il 2.5 % ed il 97.5 % dei dati (RMSE). La cardinalità
dell’insieme di feature è mostrata fino ad un valore massimo di 12 in quanto già dalla figura
5.1 è evidente che i 4 criteri convergano per valori superiori.
Anche in questo caso è possibile notare come i diversi criteri tendano a convergere rapida-
mente in termini di dispersione dell’RMSE, ad eccezzione del metodo mRMR che presenta
una maggiore dispersione, a causa di quando sopra spiegato.
La seconda metrica investigata è la densità di probabilità (PDF) dei residui ottenuti dai
39
Figura 5.2: Rappresentazione tramite boxplot della dispersione degli RMSE ottenuti dai modelli lineari testati uti-
lizzando diversi numeri di feature selezionate secondo i diversi criteri. I wisker sono stati impostati al 2.5% ed al
97.5%.
vari algoritmi di learning, dove i residui sono definiti come:
Res(y; y^) = (y   y^) (5.2)
Il calcolo delle PDF si basa sul metodo degli istrogrammi, il quale dopo aver suddiviso
il dominio dei residui inNbin intervalli, approssima le probabilità di tali intervalli con le fre-
quenze relative. Infine la densità di probabilità restituita è definita costante a tratti sull’intero
dominio, inmodo che l’area sottesa alla curva abbia valore unitario. I risultati finali sono stati
ottenuti applicando una suddivisione del domino inNbin = 500 intervalli.
Nel seguito verranno presentate le curve ottenute secondo questa procedura, per i 4 criteri
al variare del numero di feature selezionate Nft, dove il modello utilizzato per il training è
ancora il regressore lineare.
In figura 5.3, è possibile fare un confronto tra i 4 criteri per i modelli allenati utilizzando
solamente le prime due feature per ciascun criterio di selezione.
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Figura 5.3: Densità di probabilità dei residui per i vari criteri con il vincoloNft = 2.
Ancheosservandoquesta secondametrica è possibile notare come ilmetodomRMRabbia
delle prestazioni vistosamente peggiori rispetto agli altri modelli, in quanto afflitto da una
maggior dispersione della probabilità.
Alzando il numerodi featureutilizzate dagli algoritmi di learning, è possibile notare in figu-
ra 5.4 come i residui tendano a concentrarsi intorno allo zero, indice dellamaggior probabilità
che i modelli riescano a fare una previsione accurata.
Sempre in figura 5.4 è possibile notare come gia con 8 feature selezionate tutti i criteri, con
la solita eccezione di mRMR, raggiungano le prestazioni del modello allenato considerando
l’insieme completo di variabili.
Dall’attenta osservazione dei risultati complessivi mostrati nelle figure 5.1,5.2,5.3 e 5.4 e
dall’ispezione dei risultati per i singoli sensori, è stato eletto JMI comemetodo vincente per la
selezione delle feature,nonostante le simili prestazioni con i metodiMIM e CMIM, in quan-
to il più equilibrato nella scelta delle feature, capace di bilanciare in modo soddisfacente i
termini di ridondanza e rilevanza in (3.25). In figura 5.5 è possibile valutare l’andamento della
densità di probabilità dei residui per il criterio JMI al variare del numerodi feature considerate
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Figura 5.4: Densità di probabilità dei residui media per i vari criteri con il vincoloNft = 8.
Nft.
Anche in questo caso viene confermata la rapida convergenza, al crescere diNft, delle pre-
stazioni del modello ridotto a quelle del modello allenato con l’insieme completo di feature
mostrato per riferimento in 5.5.
Per concludere questa prima parte d’analisi basata sul regressore lineare, è stata calcolata
un’ulteriore metrica secondo la quale fare il confronto definita come P [Res(y; y^) > R],
ossia la funzione di ripartizione complementare 1   CDF (Res(y; y^) dei residui. Tale me-
trica tende ad evidenziare inmodo chiaro il decrescere della probabilità associata all’evento di
ottenere residui di grande valore.
In figura 5.6 è possibile osservare le curvemedie ottenute per il criterio JMI emRMR, scel-
ti in quanto rappresentativi delle migliori e peggiori prestazione rispettivamente. Per avere
un riferimento è stata inserita anche in questo caso, la curva ottenuta utilizzando il modello
allenato con l’intero insieme di feature.
Anche in figura 5.6 viene confermata la rapida convergenza delle prestazioni del modello
ridotto (criterio JMI) alla curva ottenuta utilizzando il modello a massima complessità. Per
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Figura 5.5: Densità di probabilità dei residui media per il criterio JMI al variare del numero di feature selezionateNft.
Nft = 8, il modello allenato secondo il criterio JMI, mostra una probabilità leggermente
maggiore di produrre residui alti rispetto a quanto possibile con il modello a massima com-
plessita, e perNft = 12 una perfetta corrispondenza è raggiunta. Anche in questo confron-
to è evidente come i modelli basati sul mRMR non riescano a raggiugero lo stesso livello di
prestazioni a paritàNft.
Terminata questa prima fase è stato possibile dichiarare inferiori le prestazioni globali del
criteriomRMR su tutti i fronti investigati. Gli altri criteri invece hanno ottenuto prestazioni
globali (media sui sensori) simili, nonostante le sostanziali differenze nel criterio di selezione.
Tale effetto è possibilmente causato dalla forte dipendenza tra yt e xct che la maggior parte
dei sensori presenta, tale situazione permette ametodi che tenderebbero a selezionare feature
altamente ridondanti, di ottenere prestazioni ottime.
Dalle analisi fatte durante questa prima parte di analisi, il criterio JMI è stato selezionato
come vincente ed il numero di feature considerato mediamente “ottimale” è stato fissato a
Nft = 8.
Durante la fase successiva, grazie alla scelta del criterio e del numero di feature, è stato
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Figura 5.6: Funzioni di ripartizione di probabilità complementari dei residui per i criteri JMI emRMR, è inoltre inserito
il riferimento del regressore lineare allenato con l’intero insieme di feature
possibile testare le prestazioni dei modelli Bayesiani allenati tramite GMM come spiegato
nel capitolo 4. Dove la routine per il calcolo dei parametri è stata configurata in modo che il
numero di GaussianeQ utilizzate per approssimare la probabilità congiunta non superasse
20.
A differenza della prima fase, qui i modelli sono stati allenati sull’intero insieme di dati
X idtrain e testati sui datiX idtest (non ancora utilizzati fino a questo momento).
In figura 5.7, viene mostrata la densità di probabilità dei residui per i modelli basati sul
criterio di selezione JMI ed allenati tramite GMM al variare del numero di feature seleziona-
te Nft. Per confronto è mostrata inoltre la curva ottenuta dal modello Bayesiano allenato
utilizzando l’intero insieme di variabili.
Anche in questo caso è possibile osservare come già con Nft = 8 le prestazioni del mo-
dello ridotto raggiungano quelle del modello a massima complessità. Confermando quindi
la possibilità concreta di ridurre la complessita del modello tramite la procedura proposta.
Per concludere l’analisi delle prestazioni in termini di capacità di previsione dei modelli, in
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Figura 5.7: densità di probabilità dei residui dei modelli Bayesiani al variare del numero di feature selezionateNft in
accordo con il metodo JMI.
figura 5.8 è stato riproposto un confronto in base alla funzione di ripartizione complemen-
tare utilizzando questa volta i modelli allenati tramite GMM. Le curve inserite per avere un
riferimento sono in questo caso due, quella relativa al modello a massima complessità allena-
to tramite GMM e quella relativa al regressore lineare sempre a massima complessita. Que-
st’ultima curva è stata ricalcolata rispetto a quella mostrata in figura 5.6 in quanto i modelli
in questa fase sono stati allenati e testati su insiemi di dati differenti, si ricorda infatti che
durante la fase precedente è stata usata la cross validazione sull’insieme di dati di training per
validare i risultati.
In figura 5.9 è possibile apprezzare l’accuratezza con cui il modello Bayesiano conNft = 8
feature è in grado di predirre la velocità, con un orizzonte temporale della predizione di 5
min, per il sensore con id = 1000012. Tale risultato era prevedibile dalla distribuzione dei
residui, la quale mostrava un’elevata concentrazione dei residui intorno allo zero (figura 5.7).
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Figura 5.8: Funzione di probabilità complementari per i modelli Bayesiani al variare del numero di featureNft con-
siderate. Sono inoltre incluse le curve di riferimento dei modelli a piena complessita allenati tramite GMMe tramite
regressore lineare.
5.2 Rilevazione anomalie
In questa seconda sezione verranno confrontate le capacità di rilevazione delle anomalie del
regressore lineare e del modello Bayesiano, entrambi con un numero ridotto di feature, co-
me definito nella precedente sezione di questo capitolo (Nft = 8). Lo scenario utilizzato
per ottenere i risultati numerici presentati nel seguito, è quello presentato nella sezione del
capitolo 4 dedicato alle anomalie, dove il numeroNA delle anomalie artificiali inserite è sta-
to fissato a 100. I parametri delle anomalie artificiali iniettate sono stati fissati aW = 5 eD
alla memoria inclusa nel modello per la strada corrente, chiamataD0 .
La metrica utilizzata per quantificare le prestazioni è stato il True Positive Rate (TPR),
ossia il numero di campioni rilevati come anomalie sul totale di campioni affetti da anomalie
artificialiNA (W+D0). Tali curve sono state calcolare per diversi requisiti dell’applicazione
req al variare della deviazione standard del rumore utilizzato per corrompere i dati del test
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Figura 5.9: Capacità predittive del modello Bayesiano conNft = 8 per il sensore con id = 1000012. In alto:
traccia della velocità yt al tempo t e la sua predizione y^t. In basso: segnale dei residui tra la velocità reale e la stima
w.
Ricordando che lo scenario implementato, permette di testare entrambi imodelli, nel com-
pito di rilevare le stesse anomalie artificialmente iniettate, permettendo un equo confronto.





1224 utilizzando i due
algoritmi di learning appena definiti. Tali requisiti corrispondono all’imporre la rilevazione
media di 1, 6 e 24 anomalie al giorno.
In prima analisi è possibile notare come le prestazioni del modello Bayesiano, con il suo
score probabilistico ottengano prestazioni nettamente superiori rispetto al regressore linea-
re, ad eccezione del caso di basso rumore w << in cui lo score probabilistico tende a non
rilevare nessuna anomalia. Le curve ottenute per entrambi i modelli al crescere del requisito
dell’applicazione req tendono a rilevare una maggior quantità di anomalie artificiali. Difatti
per rilevare unmaggior numeromedio di anomalieNA ciascuno dei duemodelli deve ridurre
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1224 al variare della deviazione standard del rumore incorrelato Gaussianow
la soglia specifica, rendendo il modello più sensibile alle anomalie artificiali. Sarebbe proba-
bilmente possibile notare un aumento del numero di falsi positivi rilevati, anche se in questo
scenario non è possibile ottenere questo confronto.
Un differente metodo utilizzato per corrompere i dati è stato quello di applicare un bias
negativo costante invece che del rumore Gaussiano incorrelato per simulare le anomalie ar-
tificiali. La durata delle anomalie consecutive inserite è stata fissata anche in questo caso a
W = 5. Le posizioni in cui inserire le anomalie artificiali vengono identificate come nel
metodo basato sul rumoreGaussiano e anche in questo caso le velocitàmodificate sono quel-
le del nodo corrente che vengono poi propagate per l’intera memoria associata alla strada
corrente D0  D. La principale differenza tra il metodo del rumore Gaussiano e quello
del bias negativo è la tecnica utilizzata per corrompere la statistica dei dati e generare quindi
un’anomalia, difatti il primo utilizza unmetodo aleatorio mentre il secondo è completamen-
te deterministico. I risultati ottenuti impiegando questo metodo sono presentati in figura
5.11, dove è possibile osservare un drastico decremento delle prestazioni del metodo lineare
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1224 al variare del bias negativo applicato
rispetto al caso di rumore Gaussiano. Il TPR del modello Bayesiano e del regressore lineare
è qui messo a confronto al variare dell’entità del decremento costante di velocità applicato a
yt (bias negativo) per diversi requisiti req dell’applicazione.
La causa di tale peggioramento sembra imputabile al fatto che il modello lineare tenda
ad adeguarsi allo stato anomalo più velocemente, lo score basato sui residui tende a tornare
sotto la soglia più velocemente rispetto allo score probabilistico, rilevando meno campioni
anomali rispetto aquantopossibile con ilmodelloBayesiano. Questo ci permette dimostrare
come lo score probabilistico del modello Bayesiano sia particolarmente robusto ed indicato
per questa tipologia di applicazioni.
Infine, in figura 5.12, è mostrato un esempio del processo di rilevazione delle anomalie su
un breve intervallo temporale per un sensore (id = 1000012). Lo scenario mostra come lo
score probabilistico offerto dal modello Bayesiano permetta di identificare la maggior parte
delle anomalie artificialmente inserite. Nella parte superiore della figura è possibile osservare













































Figura 5.12: Rilevazione delle anomalie su un breve intervallo temporale per il sensore id = 1000012, tramite
l’impiego del modello Bayesiano allenato conNft = 8. Le anomalie sono state create con il metodo basato sul ru-
more Gaussiano ed il requisito dell’applicazione è req =; 61224 . In alto: segnale yt sui dati di test originali e corrotti
insieme alle predizioni del modello sui dati corrotti. In basso : lo score associato alle anomalie presenti nei dati di test
corrotti.
deviazione standard w = 10 insieme alle predizioni che il modello Bayesiano ha prodotto
sui dati corrotti. La soglia sullo score è stata fissata per un requisito req = 6
1224 di 6 anomalie
al giorno ed in particolare nell’intervallo mostrato è possibile osservare 2 anomalie artificiali,




Durante il progetto è stato possibile apprezzare la versatilità offerta dalle reti Bayesiane, che
per mezzo di DAG permettono la costruzione di modelli capaci di rappresentare complesse
dipendenze probabilistiche spazio-temporali tra i dati.
L’utilizzo di tecniche per la selezione delle feature basate sulla mutua informazione ha per-
messo l’implementazione di diverse tecniche che fossero in grado di ottimizzare in modo
autonomo la struttura del grafo, riducendo la complessità richiesta dall’algoritmo di training.
Le possibili configurazioni dei metodi per la selezione delle feature sono stati confrontati
tra di loro secondo diverse metriche utili per valutare le prestazioni in termini di capacità
predittive dei diversi modelli.
Il criterio consideratomigliore, è infine stato validato sui dati reali per poter valutare quali
fossero le sue prestazioni. Imodelli Bayesiani ottenuti sono stati in grado di otteneremigliori
prestazioni rispetto al regressore lineare sia nel compito della predizione che della rilevazione
delle anomalie nel traffico veicolare.
Nel secondo caso la versatilità del framework probabilistico del modello studiato ha per-
messo la definizione di uno score in grado di valutare il grado di anomalia di una misura.
Tramite il suo impiego è stato possibile un evidente miglioramento delle prestazioni rispetto
al metodo basato sul regressore lineare.
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Futuri sviluppi di questo progetto possono comprendere l’estensione del framework inve-
stigato tramite la considerazione di diverse tipologie di segnali che le reti per il monitoraggio
del traffico possono raccogliere, come ad esempio lamisura del numero di veicoli che transiti-
nonelle vicinanze dei sensori della rete. Inoltre potrebbe essere interessante la verifica di come
le prestazioni del framework proposto evolvano nel caso un differente orizzonte temporale
fosse impiegato ai fini della predizione del traffico futuro.
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