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We explore the characterization of wind resource intermittency in southern Africa.
 Hourly reanalysis wind data is used over a 31-year period (1979–2009).
 We find that wind resource is high in parts of South Africa, Tanzania, and Kenya.
 In South Africa, wind speeds are highly variable and capacity value is low.
 The potential for mitigating intermittency by interconnection is explored.a r t i c l e i n f o
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Producing electricity from wind is attractive because it provides a clean, low-maintenance power supply.
However, wind resource is intermittent on various timescales, thus occasionally introducing large and
sudden changes in power supply. A better understanding of this variability can greatly benefit power grid
planning. In the following study, wind resource is characterized using metrics that highlight these inter-
mittency issues; therefore identifying areas of high and low wind power reliability in southern Africa and
Kenya at different time-scales. After developing a wind speed profile, these metrics are applied at various
heights in order to assess the added benefit of raising the wind turbine hub. Furthermore, since the inter-
connection of wind farms can aid in reducing the overall intermittency, the value of interconnecting near-
by sites is mapped using two distinct methods. Of the countries in this region, the Republic of South
Africa has shown the most interest in wind power investment. For this reason, we focus parts of the study
on wind reliability in the country. The study finds that, although mean Wind Power Density is high in
South Africa compared to its neighboring countries, wind power resource tends to be less reliable than
in other parts of southern Africa—namely central Tanzania. We also find that South Africa’s potential var-
ies over different timescales, with higher reliability in the summer than winter, and higher reliability dur-
ing the day than at night. This study is concluded by introducing two methods and measures to
characterize the value of interconnection, including the use of principal component analysis to identify
areas with a common signal.
 2015 The Authors. Published by Elsevier Ltd. This is anopenaccess article under the CCBY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
As the threat of climate change builds, there is a push toward
lower CO2 emissions [1]. One strategy for reducing these emissions
is to build away from carbon intensive electricity production and
toward clean energy sources like energy harvested the environ-
ment—specicially from the wind and sun. These clean energy
resources are dominated by new technologies that are dependent
on intermittent, locally unique sources not yet well understood.Understanding past variability of climate in relation to potential
renewable resources can steer investment toward beneficial sus-
tainable ventures and avoid poor investment decisions. In the fol-
lowing paper, we present a study of historical wind patterns with
the hope that these patterns persist in the future.
In the last few decades there has been a growing interest in
wind-generated electricity. However, due to the synoptic variabil-
ity of the wind near the earth’s surface, wind power generation is
intermittent on useful operating time scales (hours and days). The
southern region of Africa, including Kenya, provides an interesting
case study for this analysis. Energy demand in many of the coun-
tries in this region of the world is rising quickly, especially com-
pared to developed countries, and plans for interconnection
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region, South Africa has shown the greatest interest in harnessing
wind energy.
The main goal of this study is to characterize wind resource reli-
ability, focusing on understanding the temporal characteristics of
wind, for the purpose of wind power harvesting investment deci-
sions in southern Africa. First, we present common wind resource
assessment methods. We then present our method, which is aimed
at addressing a slightly different goal, i.e. a focus on temporal vari-
ability and resource reliability. The remainder of the paper pre-
sents results followed by a discussion section.
1.1. Wind resource characterization
Typically, for national planning purposes, wind resource is char-
acterized following a few similar steps. First, an annual mean wind
speed dataset is used to specify wind resource geographically. In
the past, this has been a collection of wind station data, as used
by Diab [3] for South Africa. Then, the estimated annual mean wind
speed is used, along with assumed or estimated distribution
parameter/s, to represent wind speed characteristics over time
using a distribution fitting [4]. The Weibull distribution is most
widely used [5–8], among others) because it fits wind speed distri-
bution fairly well, reproducing the positive skewness, and only
requires two parameters for fitting [9]. Recently, some doubt has
been raised about using the Weibull distribution as noted recently
in Gunturu and Schlosser [10]. Jaramillo and Borja [11] found that
the Weibull distribution could not be generalized to two parame-
ters for fitting some wind regimes. Morrissey et al. [12] also found
the Weibull fitting to be inaccurate for the wind speed distribution
at a particular site. The study found that the Weibull fitting under-
estimated lower wind speed frequencies and overestimated higher
wind speed frequencies. Furthermore, buoyancy fluxes have been
found by He et al. [13] to distort typical wind behavior away from
a fitted Weibull distribution. The study also found that the Weibull
distribution does not reproduce the positive skewness typically
observed in nighttime winds.
Often, after solving for the Weibull shape parameters, a refer-
ence turbine is often used to estimate the power theoretically gen-
erated, applying the limitations of cut-in and cut-out wind speeds.
An example of a typical power curve is shown in Fig. 1 along withFig. 1. Power curve for a Vestas V80 2000/80 2 MW turbine at 1.225 km/m3 (in
black and on right axis; data from [14] and MERRA wind speed distribution from a
kernel smoothing density and as a box-and-whisker plot (both in blue) from the
location in South Africa with the highest mean potential. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)the wind speed distribution of the location in South Africa with the
most wind speed potential (based on the data presented
subsequently).
In order to avoid the limitations of choosing a specific wind tur-
bine, others have described the wind resource in a more general-
ized form. The wind power generated by wind turbines is related
to the cube of wind speed (V) and air density (q). A common value
used to express this relationship is wind power density (WPD)
using the following equation:
WPD ¼ 1=2qV3 ð3Þ
Due to the cubic relationship of wind power generated and
wind speed, higher wind speeds are important to identify, both
spatially and temporally. Due to the wind turbine mechanics as
well as a means to protect the turbine itself, the efficiency of power
produced by a wind turbine decreases as wind speed increases,
resulting in a relationship that is almost linear, although piecewise,
with four distinct stages (from Fig. 1): no power from 0 to 4 m/s; a
steep increase from 4 m/s to about 14 m/s; a flat relationship from
14 m/s to 25 m/s, independent of incremental changes in wind
speed; and no power produced above the cut-out wind speed of
25 m/s. The majority of the power produced remains in the range
between 4 m/s and 14 m/s, where small changes in wind speed
result in large changes in power produced, thus resulting in highly
intermittent output.
1.2. Wind resource mapping of South Africa
A necessary intermediate step in the typical wind characteriza-
tion process is mapping the resource. So far, wind resource has not
been mapped over much of southern Africa, but there have been
three completed, well-documented attempts to map wind resource
over South Africa. Diab [3] developed an initial wind resource map,
effectively classifying areas of good, moderate and low wind power
potential. Diab used 79 long-term weather stations of varying geo-
graphic settings with classical methods estimating mean wind
speed, wind power density, and Weibull distribution parameters.
Diab found that a band covering the full coast of South Africa is
likely to have the highest wind potential, with some moderate
potential further inland. Hagemann [15] points out a few problems
with this early work, mostly in the use of the weather station data
and measurement errors in the data itself. Following Diab’s work,
an attempt was made by Eskom and other partners in the early
2000s to develop a more reliable wind resource map. Unfortu-
nately, these were never made available to the public [14].
Hagemann [14] explored the value of using the regional climate
model, MM5, to develop a high-resolution wind climatology for
South Africa, representing a typical year. As a result, he produced
a mesoscale map of wind resource, which superseded Diab’s work.
Hagemann estimates that South Africa has a total potential wind
generation of about 80.5 TW h, 35% of total 2007 electricity sales.
The third resource map of South Africa was produced as part of
the ‘‘Wind Atlas for South Africa” [16] project, coordinated by the
South African National Energy Development Institute (SANERI).
This map was produced using a combined meso/micro-scale mod-
eling technique emploring the Karlsruhe Atmospheric Mesoscale
Model (KAMM; [17,18] and the microscale model WAsP [19].
WAsP makes use of the previously discussed Weibull distribution.
This technique has been used in studies of Ireland, as well as Eur-
ope, Russia, and Egypt, among others [20].
2. Data and methods
For this study, the MERRA (Modern-Era Retrospective for
Research and Analysis) reanalysis dataset is used [21]. Reanalysis
datasets are attractive because they attempt to represent a balance
Fig. 2. Mean wind speed (m/s) at 50 m for southern Africa.
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data at an hourly time-step from 1979 to 2009. Although there
are certainly limitations to the reanalysis approach, MERRA
improves on the representation of the hydrologic cycle and uses
a large repository of conventional observations from various
sources, as well as satellite radiance data.
The spatial scale of MERRA is 1/2 by 2/3, somewhere between
mesoscale and synoptic scale. One of the caveats of using data that
represents the average conditions over a semi-large grid is that the
aggregation could cause misrepresentations of the small-scale
variability in time. Of course, a wind farm would be subject to
the wind behavior at a much smaller spatial scale. For this reason,
we focus this study on patterns relevant at a larger spatial scale
than the scale of a single wind farm project. Further analysis is
needed, using many of these techniques, using wind data at a finer
resolution in order to understand the behavior at the project scale.
Due to these limitations, we focus the main findings of this
research on characterizing wind resource reliability, principally
concerned with variations in time. Nonetheless, in order to avoid
confusion we illustrate the differences between coarse-gridded
wind speeds and wind speeds measured at a point by comparing
MERRA data with station wind speeds provided by the WASA pro-
ject mentioned previously (see Supplementary Material 1).
Through this comparison, we find that the MERRA gridded wind
speed data is lower than the WASA station data for both the mean
and median. Local topographic effects are likely the main cause of
these differences. We also find that, in 6 out of the 8 stations, the
skewness of the station data is larger than the skewness of the
MERRA data, and in most cases is much larger. These two findings
suggest that local wind speeds in South Africa are likely to be
higher and more skewed than the gridded data.
Wind speed is estimated using similarity theory with the fol-
lowing logarithmic empirical relationship, taking into considera-
tion roughness length (z0), height (z), and friction velocity (u⁄) [22]:
Vz ¼ u

k
 
ln
z d
z0
 
ð5Þ
The MERRA data provide the variables for this calculation. In
this equation, the atmosphere is assumed to be neutrally stratified.
This assumption does introduce limitations. For example, we do
not capture the case where nocturnal low-level jets produce high
wind speeds. We leave this for future research. However, we are
capturing the majority of high wind speeds, where the boundary
layer has high wind shear and is therefore approximately neutrally
stable. This procedure for producing wind speeds using MERRA has
been proven to correlate well with other methods for mapping
wind potential in the United States [23] as well as Australia [24].3. Results
Fig. 2 shows the mean wind speed in m/s at 50 m. These results
look similar to Hagemann [14] and the results from WASA [16] in
most areas in South Africa, although the spatial resolution is coar-
ser with MERRA. There are higher wind speeds in the southwest
and lower in the northeast. Also, South Africa has relatively high
mean wind speeds compared to its neighboring countries.
3.1. Wind power density and measures of central tendency
Mean and median WPD at 80 m is shown for southern Africa in
Fig. 3. Similar to the map of wind speed, there is a large area
around central Africa (northwest in the map) where the wind
power potential is poor. This area extends over the majority of
the Democratic Republic of the Congo, into northern Angola, and
east to the western parts of Tanzania and Uganda. The areas ofgood wind resource potential are in central Tanzania, the south-
western part of South Africa, and most of Kenya. There are also
some smaller areas of potential along the border of Botswana
and Zimbabwe, southern Mozambique, and parts of Zambia.
Typically, mean wind speed or mean WPD is used to show the
central tendency of wind resource potential. Due to the positive
skewness of the wind power density, Gunturu and Schlosser [23]
suggest that the median is a meaningful measure of central ten-
dency for national grid planning as it represents the lower bound
of the theoretical output produced half of the time, providing a
simplified measure of reliability. As shown in Fig. 3, the median
is considerably lower than the mean. In fact, the area of poor wind
resource potential in the northwest portion of the map extends
south over Angola and into most of Namibia.
3.2. Measures of reliability
To further our understanding of the quality of wind resource in
southern Africa, we have decided to map two measures of reliabil-
ity. First, we must choose a threshold to classify wind power for a
given grid and hour as either usable or unusable. In the past, a
value of 220W/m2 has been demonstrated as the minimum
needed for wind power generation [25]. For this study we have
chosen to follow the US Wind Resource Atlas and use a value of
200 W/m2 to account for advances in technology [26], which was
also used in Gunturu and Schlosser [23] and Hallgren et al. [24].
The first measure we calculated is availability. Availability is the
number of hours with usable WPD (i.e.WPDP 200 W=m2) divided
by the number of total hours from the MERRA data. As previously
noted, with the MERRA data we are limited to measuring wind
power resource in terms of the mean over the grid, which repre-
sents an area between 3500 and 4000 km2. While the mean wind
speed over the grid shows low availability, for example, wind
power availability may be high at a smaller spatial scale, e.g., due
to local topographic effects. For this reason, and due to the depen-
dence of many of the measures presented henceforth on this
assumed threshold of 200 W/m2, we include maps of these mea-
sures using lower thresholds in Supplementary Material 2.
Fig. 4 shows the availability fraction for southern Africa.
A similar pattern emerges from this measure that we have seen
before, where there is low availability in the northeastern section
of the map. In fact, the majority of this region has availability
Fig. 3. Mean (left) and median (right) wind power density (W/m2).
Fig. 4. Availability (left) and mean of wind power density episode lengths (right) at 80 m hub height.
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able wind power. Three regions with good availability stand out:
Kenya with wind power available around half of the total time,
central Tanzania with wind power available between one third
and one half, and southwestern South Africa with power available
between one fourth and one third of the total time. We find that
using lower thresholds (as shown in Supplementary Material 2)
increases the availability fraction somewhat uniformly over the
region, except in the central DRC where availability remains zero.
The next measure of reliability we have calculated is wind
power episode lengths. Here, a wind power episode is defined as
a period of time where wind power is usable for consecutive hours.
Each of these wind power episodes is found and the number of
consecutive hours is recorded. Fig. 4 shows the median of the wind
power episode lengths. We see that central Kenya has wind power
episodes around 20 h long on average, central Tanzania around 8–
15, and southwestern South Africa around 8–13 h. We find that
using lower thresholds (Supplementary Material 2) increases the
value but does not have a strong effect on the pattern, similar to
the availability measure. For example, using a threshold of100W/m2 increases the mean episode length from about 10 to
about 14 h.3.3. Changes over different time-scales
Since wind speed is driven by large-scale circulations, wind
power potential can vary somewhat consistently over the seasonal
and diurnal cycles, among others. For this part of the study, we will
focus on the Republic of South Africa as an example. First, using the
same WPD threshold of 200 W/m2, we calculate a binary time-
series representing an hour with either unusable (i.d. less than
the threshold) or usable (i.e. greater than the threshold) wind
power. Then, we calculate the total area in South Africa with usable
power and divide it by the total area in South Africa. From this cal-
culation, we estimate the fraction of area with power, where a
value of one means that all of the area has power in that hour, a
value of 0.5 means half of the area has power, etc. Now, we have
a single 31-year timeseries and can make claims on how the wind
power potential changes over various timescales.
Fig. 5. Median (black line), 10th percentile (bottom grey line), and 90th percentile (top grey line) of the seasonal distribution of the fraction of area in South Africa with usable
WPD. Weekly electricity demand as a fraction of the mean is superimposed in red. (For interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)
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90th (top grey line), 50th (black), and 10th (bottom grey line) per-
centiles smoothed with a 168-h (1 week) moving median. In this
case, the 90th percentile represents the 1-week central tendency
of the highest fraction of area with usable power that could be
expected in a 10-year period. Similarly, the 10th percentile would
be the lowest expected to occur in a 10-year period. There is a clear
seasonal cycle in wind power usability in South Africa, which peaks
around October/November followed by a lull around April. Also
notice that the mean value fluctuates from about 0.1 to 0.5 in a
typical 24-h period, meaning that theWPD in about 40% of the area
drops below the threshold within the day. The 90th percentile
drops to around 0.2 in April and rises above 0.5 around October
and November, while the 10th percentile hits a long peak from
November to January, slightly below 0.1 and a long 6-month lull
near zero from the middle of March to the middle of September.
The median finds a steady peak near the beginning of October that
lasts to the middle of January at around 0.5 and drops close to zero
at the beginning of May. As a reference, the electricity-demand
weekly load (as a fraction of the mean) is shown to illustrate
changes in demand over the seasons. Unfortunately, peak demand
is in the winter months, June-July-August, when wind power avail-
ability is low, and therefore has low capacity value over the season.
The availability of wind power and energy demand both fluctu-
ate daily as well. Fig. 6 shows the distribution of the fraction of area
with usable power in South Africa over 24-h using box and whisker
plots, in grey. The plot starts 30 min after midnight and ends
30 min before, so the average daylight hours can be assumed to
be between 6:00 and 18:00, although this does change seasonally.
To avoid clutter, outliers are not shown in this plot. Outliers are
assumed to be any value greater than q3 + 1.5 (q3  q1) or less than
q1  1.5 (q3  q1), where q1 is the 25th percentile and q3 is the 75th
percentile. The end of the grey line, top and bottom, represents
these limits. The thick grey line represents q1 at the bottom and
q3 at the top, and the black dot is the median. The red line, again,
shows the mean electricity demand profile across the day. As
shown, South Africa has a much higher fraction of grids with power
during the day than at night. Just after midnight, most of the grids
do not have usable power, with a median around 0.03. Around
3:30, the wind starts to increase above the threshold in many of
the grids, peaking around 10:00 and dropping down to around0.1 at 15:30. The daily distribution of grids with power is ideal
for matching the morning peak demand, and therefore has high
capacity value, but fails to meet the peak demand in the evening,
around 20:30. Another interesting feature of this plot is the
extremes. During the peak hours around 10:00, the distributions
reach the full range of possible values, from zero to 1.
3.4. Wind power density at different altitudes
Wind speed at lower altitudes is commonly interrupted by sur-
face generated turbulence (e.g., topography or surface heating
causing thermal plumes). At higher altitudes, the surface generated
turbulence has less of an effect on wind speed, and is, therefore,
generally higher. However, the increase in wind potential and reli-
ability differs by location because the surface generated turbulence
differs in nature. Also, as the altitude increases, the density of the
air decreases at a rate of about 0.01% per meter. This means that
an increase of 100 m would result in a reduction of about 1% of
the WPD caused by thinner air.
As wind turbine technology advances, increasing the hub height
becomes more economically feasible. In the following section, we
will explore WPD at various heights. Using EQ-5, we can estimate
wind speeds at different values of z, then convert these to WPD
using EQ-3.
Fig. 7 shows the difference between median WPD at 80 m and
150 m. Generally speaking, the median WPD increases with height
proportional to the central tendency.
Next, we explore how the episode lengths change with altitude.
Fig. 7 shows the difference between 150 m and 80 mmean episode
length. Although episode lengths are relatively high in South
Africa, the length of available wind power doesn’t seem to increase
as much with height as the areas in Kenya or central Tanzania. In
fact, the northern part of Zambia shows more promise at higher
altitudes than South Africa. The cause of these differences are likely
a result of variations in the effects of surface heating across the
region since topography does not vary in time.
3.5. Mapping the value of interconnection
One proposed method for dealing with wind power intermit-
tency is to connect wind farms that have negatively correlated
Fig. 6. Diurnal distribution of the fraction of area with usable WPD in South Africa. The load is superimposed in red shown as a fraction of the mean. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 7. Difference between 150 m and 80 m for the Median wind power density (W/m2) (left) and mean wind power density episode lengths (right).
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power, the other does, and vice versa. We wanted to investigate
this potential in southern Africa using a technique developed by
Gunturu and Schlosser [23], anti-coincidence, as well as a simple
rank correlation and a more complex method, principal component
analysis.
3.5.1. Null anti-coincidence
Here, we take the full hourly timeseries of WPD for every grid
point in southern Africa and convert it to a binary dataset, where
zeros represent unusable WPD, less than 200W/m2, and ones rep-
resent usable WPD, greater than 200 W/m2. For every grid, we look
at the surrounding grids in a fixed window and determine that
grid’s ‘‘score.” This score represents a measure of how useful it
would be to interconnect wind farms with the surrounding grids.
We have decided to use a window of 19  19 grids, which repre-
sents a box that is 10 grids in each direction from the reference
point, R, and is approximately 1000 km on each side. For each grid
in this box, the binary values are compared between the point of
interest, R, and each surrounding grid, P. Every hour where there
is usable power at P and unusable power at R are counted. If thiscount is at least greater than the total number of hours of unusable
power at R, the grid, P, is considered to be ‘‘null anti-coincident” to
the grid, R. These grids are counted and the total count represents
the null anti-coincidence score.
Fig. 8 shows the score at 80 m and the difference between
150 m and 80 m. Note for any grid that is at least 10 grids from
the edge, the total number of grids in the window is 360
(19 ⁄ 19  1), so a value of 72 means that 20% of the surrounding
grids are anti-coincident. The size of the grid box is shown in the
northwestern area of each map in Fig. 8 as reference.
The values are highest in eastern Botswana, central Tanzania,
and a large area in western Angola. South Africa shows a fairly
low null anti-coincidence score, especially in the west where there
is a high wind power potential. Another interesting feature of these
maps is that the score never increases with hub height in southern
Africa. The decreases are largest in Namibia and the cluster near
the South Africa-Botswana-Zimbabwe borders.
3.5.2. Principal component analysis
Next, we investigate the variance of the hourly wind speeds in
southern Africa using Principal Component Analysis (PCA). PCA
Fig. 8. Null anti-coincidence score at different hub heights: 80 m (top left); difference between 100 m and 80 m (top right); difference between 120 m and 80 m (bottom left);
difference between 150 m and 80 m (bottom right).
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ing variance, where the first Principal Component explains the
most variance, the second explains the second-most, etc. Here,
we use PCA in two ways: (i) Use the anomaly, or z-score, of WPD
for the entire domain and (ii) use a calculated capacity factor and
limit the domain to on-shore wind in South Africa. Fig. 9 shows
the coefficients, or eigenvectors, of the first eight principal compo-
nents for (i). The first principal component explains 19% of the total
variance, the second explains 7%, and so on, as shown in the figure.
The areas in the maps with similar coefficient values exhibit the
pattern captured in that particular principal component. Basically,
the red areas in the maps are out of phase with the blue areas and
the percentage value can be thought of as a measure of importance
of that principal component. The first principal component showsFig. 9. The first 8 Principal Component coefficients from the PCA of the signal of hourly
variance explained by that principal component.positive values over land and some negative values in the Atlantic
Ocean. This map shows that WPD onshore is negatively correlated
with WPD in the Atlantic Ocean. When we look at this principal
component in a timeseries, we see a strong 24-h cycle suggesting
that this variance is primarily capturing the diurnal cycle. The sec-
ond principal component has captured variance that shows that
South Africa is in phase with the ocean around it and out of phase
with the rest of southern Africa. Principal components 3 through 7
display interesting features in the Atlantic Ocean that were also
captured in the anti-coincidence score, especially along the coast
of Namibia.
For the second PCA, we use the power curve from the Vestas
V80 2000/80 2 MW wind turbine, shown in Fig. 1, to produce
capacity factor values. Fig. 10 shows the eigenvalues from thisWPD dataset over southern Africa. The values in parentheses are the percentage of
Fig. 10. Geographic variation of eigenvalues from the first eight Principal Components performed on the onshore capacity factor in South Africa.
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variance represented is shown in parenthesis. The first principal
component, which explains 38% of the capacity factor variance, is
all in-phase, especially the area in the southwest where most of
the wind power potential resides. This result is not ideal for
interconnection. This first principal component appears to be
capturing the strong diurnal cycle, similar to the first principal
component shown in Fig. 9. Principal components 2, 4, 5, and 6
suggest that the area along the coast in the Eastern Cape province
is out-of-phase with areas in the Western Cape and Northern
Cape. These being out-of-phase suggest interconnection value;
although, summing the variance explained by these principal
components only gets us 24%—still much less than the first
principal component.4. Conclusions
Using the MERRA data, we have mapped and identified areas of
high and low wind-resource reliability, focusing on characterizing
WPD intermittency and temporal relationships with near-by wind
resource. Due to the coarseness of the MERRA data, we cannot ana-
lyze wind power potential at the project scale, but rather we focus
on characterizing temporal variability and/or reliability. Similar to
previous studies, we find that South Africa has moderate to high
wind power potential overall, especially in the west and south
along the coast. While central Tanzania has a similar wind resource
potential, wind resource in central Tanzania is more reliable than
in South Africa. This conclusion was not obvious in the map of
mean wind speed or meanWPD, but is shown clearly in other mea-
sures like median, availability, and wind-power episode lengths. In
order to understand how South Africa’s wind-power reliability
changes over various time scales, we plot the percentage of area
with moderate wind power produced based on a threshold of
WPD. South Africa’s wind power reliability varies over the year,
with higher reliability in the summer than the winter. We also find
that a larger area of South Africa has reliable WPD during the day
than at night. When we compare these with the demand profile
over these time-scales, wind is typically less reliable at peak
demands throughout the year and the day. However, as is illus-
trated in Supplementary Material 2, wind speeds at the local scale
in southwestern South Africa are likely to be higher and more
skewed than the gridded scale. While this characteristic difference
implies wind speeds are likely to be less reliable as they are moreskewed, it also suggests that wind power potential is likely to be
higher in portions of each grid.
We conclude the study by demonstrating two different meth-
ods—null anti-coincidence and Principal Component Analysis—to
understand the spatial variability and the role of spatial correlation
in large-scale intermittency. The goal here is to provide measures
of the potential of interconnection, a common method suggested
to reduce intermittency and improve reliability. Overall, we find
that interconnection potential is poor southern Africa, especially
for dealing with the daily peak demand. This potential is especially
low in South Africa, but tends to be higher in Tanzania, Botswana
and Namibia (through an onshore-offshore interconnection).
We expect that understanding the wind reliability of a region
using these and other methods can help harvest the wind resource
with reliability. For example, our findings suggest that, if South
Africa intends to invest heavily in wind harvesting, the resource
itself is not likely be harvested reliably without also investing in
quick-start, backstopping technologies and/or energy storage,
thereby increasing the cost. Alternatively, in other countries,
specifically central Tanzania and Kenya, wind resource is likely to
be more reliable and therefore require fewer additional costs.Acknowledgements
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