The combined resolution and sensitivity of the Advanced Camera for Surveys deep imaging provides the capability of high-accuracy lens modeling of Abell 1689. Originally based on the technique of Broadhurst and coworkers, our software is designed to provide a precise and efficient method of modeling cluster lenses without assumptions relating the large-scale cluster dark matter to the light. Abell 1689 is robustly modeled using a freely varying cluster halo component consisting of an NFW profile, shapelets ( Refregier), and a mass sheet, as well as a galaxy component based on the light. Another improvement over previous modeling techniques is the application of magnification-corrected image magnitude constraints. In addition, our final model is consistent with the results from Broadhurst and coworkers. Monte Carlo simulations are also performed to explore the modeling systematics related to the image positional errors, the dependence on multiple image systems, and the WMAP predictions.
In addition, our final model is consistent with the results from Broadhurst and coworkers. Monte Carlo simulations are also performed to explore the modeling systematics related to the image positional errors, the dependence on multiple image systems, and the WMAP predictions. Subject headings: cosmological parameters -dark matter -galaxies: clusters: individual (Abell 1689) -gravitational lensing
INTRODUCTION
The existence of dark matter, originally inferred by Zwicky and Smith in the 1930s, is strongly supported by evidence from numerous sources including dynamics, lensing, X-ray, microwave background observations, and large-scale structure ( LSS), among others. For example, cluster galaxies possess velocities exceeding the escape velocity associated with the visible matter, and the potential well of the visible cluster matter is insufficient to sustain the observed hot X-ray-emitting gas.
The most current studies suggest that the universe is likely composed of only $5% ordinary visible baryonic matter, while 25% is dark matter, and the remaining $70% is dark energy associated with the vacuum ( Riess et al. 2004; Spergel et al. 2003; Ruhl et al. 2003) . Therefore, 95% of the universe poses a mystery; little is known about its content and properties because it cannot be studied as easily as the visible baryonic matter.
Although not visibly observed, dark matter influences the evolution of the universe due to its empirical gravitational effects. Because gravitational lensing is the only unambiguous way to accurately measure the total matter in a system, it is essential for studying dark matter. Moreover, mass estimation employing lensing techniques is of significant interest due to its independence of the symmetry, dynamical state, and type of matter in the cluster. Other methods of mass estimation often require extensive assumptions regarding the symmetry, state of the cluster, and especially whether the cluster is dynamically relaxed, ensuring the applicability of hydrostatic equilibrium to the intracluster gas. Therefore, strong-lensing mass determinations are used as a calibration to which other mass estimation methods can be compared.
The properties of dark matter, such as whether or not it is collisional, influence the clustering properties and therefore the shape of the matter distribution. By exploring the profile of the dark matter component, information about its nature can be gleaned, giving constraints on its properties and how it interacts. Cold dark matter (CDM ) structures consisting of slower, heavier particles are formed bottom-up from smaller to larger structures, while hot dark matter ( HDM ), consisting of lighter, faster particles, forms top-down from larger to smaller structures where the high energies erase small-scale fluctuations. Thus, cuspy profiles such as the Navarro-Frenk-White ( NFW ) profile ( Navarro et al. 1997 
provide support for a collisionless CDM universe due to the smaller scale condensation of matter; r s and s are the NFW profile scale radius and density parameters, respectively. Although an inner density slope, d log /d log r, of À1.0 to À1.5 is predicted from CDM simulations ( Navarro et al. 1997; Moore et al. 1999; Ghigna et al. 2000; Power et al. 2003) , additional studies report flatter observed slopes than theory predicts (Sand et al. 2002; Broadhurst et al. 2000; Shapiro & Iliev 2000) . However, Bartelmann & Meneghetti (2004) conclude that the prior studies that obtain shallower slopes do not disprove CDM theory because once the asymmetry is taken into account, there is agreement.
To experimentally determine the inner slope of the dark matter, the mass distribution of the cluster must first be modeled. Often, analytic profile representations of the lens mass components are used to define both the visible and dark matter portions of a cluster and are optimized using constraints from the multiple images ( Kneib et al. 1993 ( Kneib et al. , 1996 Tyson et al. 1998 ). Any given cluster can possess hundreds of cluster galaxies, as well as additional dark matter components. Therefore, the number of model parameters for these components, optimized according to constraints from the multiple images, can reach on the order of several hundred, requiring scaling relations to minimize the number of free parameters.
In addition, models based on analytic profiles often involve the assumption that the components are aligned with the visible mass in order to minimize the number of parameters. However, this may not be the case, as with Abell 2218 (Abdelsalam et al. 1998) and Abell 1689, as discussed in x 8. Therefore, constraining all of the mass components, especially the dark matter and gas components, to align with the visible mass can lead to misleading results if the dark matter and visible matter are not aligned. Alternatively, nonparameterized modeling methods, which might have the proper diversity to avoid the visible matter alignment and profile assumption issues, often involve an extensive parameter phase space where the given constraints may not be sufficient to fully determine the model or alternatively may have resolution limitations.
A new paradigm in gravitational lens modeling is now possible due to the imaging provided by the Advanced Camera for Surveys (ACS), the revolutionary instrument installed on the Hubble Space Telescope (HST ) in 2002 March. This thirdgeneration HST instrument possesses 2 times the field of view and 5 times the sensitivity of the Wide Field Planetary Camera 2 ( WFPC2). The improved sensitivity and high resolution provided by ACS have expanded the field of deep, wide-field optical imaging, revealing earlier epochs of the universe in a fraction of the time previously required and achieving the most extensive imaging of gravitational lensing to date.
For the ACS Low Redshift Cluster Gravitational Lensing Survey GTO Program, multiple pointings are aligned with a central region of overlap to attain depth comparable to the original WFPC2 Hubble Deep Field around the main portion of each cluster, not only enabling high-resolution imaging of the previously observed, highly distorted background galaxies, but also revealing ever fainter, undiscovered distant lensed sources. As shown in Figure 1 , Abell 1689, the strongest cluster lens observed, is the first in this study. In conjunction with ACS, the gravitational lensing by the cluster, which acts like a powerful telescope, has provided an improved capability of probing at least 2 mag fainter to study galaxies that would normally be beyond detection using conventional methods. Another significant benefit of this study includes photometrically estimating the redshifts of all of the objects in the field of view, which greatly expands the modeling capability because there are only a few spectroscopically known redshifts for the background galaxies and none for the giant arcs, observed in Abell 1689.
These deep, multiband high-resolution ACS images reveal a greater number of strongly lensed background objects that act as constraints enabling the cluster's mass distribution to be ascertained more precisely than previous investigations with HST or ground-based observations. The ultimate goal of the modeling software used in this analysis is to have a well-constrained model while avoiding excessive parameterization and assumptions regarding the alignment of mass with light, exploiting the ACS data to the detail now possible.
The initial analysis of the ACS Abell 1689 data by Broadhurst et al. (2005b, hereafter B05) involved the essential discovery of 30 multiply imaged sources with over 100 images throughout the ACS field of view; these images span redshifts up to 5.5. In addition, B05 modeled the cluster by optimizing the deflection and subsequently ascertaining the mass profile. The modeling technique employed by B05 based the initial large-scale mass distribution on the light, but their final mass model was in fact rather different from the light distribution. In addition, the conservation of surface brightness, in the form of flux constraints on the images from common sources, was not enforced. This analysis models the cluster independent of the light distribution, with the additional inclusion of flux constraints. The creation of the initial version of our code, which was originally based on the techniques of B05 such as the two-component form of the overall mass distribution, is discussed in detail; despite the similarities with B05, this software is an independent implementation that is discussed in detail in the remaining sections.
Among the interesting techniques developed in this modeling method is the use of a perturbed NFW profile for the largescale halo, including the dark matter. The caveat is that there is significant variation in the method of exploring the matter profile, analyzing either the total matter or just the dark matter. In addition, other studies, including Moore et al. (1999) , Ghigna et al. (2000) , Power et al. (2003) , and Merritt et al. (2005) , find that alternate profiles robustly describe the projected density. Although there has been significant debate regarding the overall form of the matter, the latest research (Diego et al. 2005; Huo et al. 2004; Kategert et al. 2004; Kneib et al. 2003) supports the NFW ( Navarro et al. 1997 ) being used in describing the cluster profile, although additional research (Sand et al. 2002 (Sand et al. , 2004 has suggested that the profile is not in agreement with the NFW at small radii. Research by Kneib et al. (2003) has provided evidence that the NFW profile provides a robust fit to the mass profile at large radii with a power-law slope less than À2.4, in agreement with the NFW slope of À3 while excluding the isothermal profile. Moreover, as Broadhurst et al. (2005a) show, the model-independent mass profile obtained was well fitted by an NFW as well as a steep power-law profile; the isothermal profile was rejected.
This analysis addresses the background and results related to the lens modeling of Abell 1689. The description of the observations (x 2) is followed by the details of the modeling, including the lens modeling methodology and software (x 3). Following the definition of the deflection model (x 4) and the summary of the optimization techniques (x 5), the derivation of the magnification from the deflection is explored (x 6). A thorough discussion of the results follows, addressing the quality (x 7) as well as the comparison with the conclusions of B05 (x 8). This is followed by the future endeavors (x 9) and overall conclusions (x 10). Unless otherwise specified, errors are within a 90% confidence level, H 0 ¼ 100 h km s À1 Mpc À1 , m ¼ 0:3, and Ã ¼ 1 À m ; at the redshift of this cluster, z ¼ 0:18, 1 00 corresponds to 3.04 kpc for this assumed cosmology ( Kayser et al. 1997) . Finally, the F475W, F625W, F775W, and F850LP filters will be referred to as g 475 , r 625 , i 775 , and z 850 , respectively.
OBSERVATIONS
As shown in Figure 1 , exceptional imaging has been acquired of Abell 1689, the strongest lensing galaxy cluster observed. The ACS Guaranteed Time Observations (GTO) deep imaging data of Abell 1689, located at a redshift of z ¼ 0:18, were obtained with the Wide Field Camera ( WFC) in 2002 June 12-16 and June 21-22. An efficient wide-field optical detector with 0B05 pixels, the WFC includes two 2048 ; 4096 pixel CCDs covering a field of view of approximately 3A4 ; 3A4. Due to dithering, the final mosaic of Abell 1689 has dimensions of 3A683 ; 3A770. This cluster, at a right ascension of 13 h 11 m 31 s and a declination of À01 20 0 24 00 , was observed in a single pointing. Four passbands were used for the study of Abell 1689, totaling 23 orbits in all: 4 orbits from g 475 , 4 orbits from r 625 , 5 orbits from i 775 , 7 orbits from z 850 , and 3 additional orbits from the grism, G800L. The four passbands provide the ability to distinguish colors and photometrically estimate the redshifts for all of the cataloged objects in the field of view of Abell 1689, which possesses an Einstein radius of $50 00 . A complete description of the data and the associated processing is provided in B05.
Given the depth of the data and the multiple-filter imaging, photometric redshift determination is an essential capability available to the analysis. However, these images of the dense Abell 1689 cluster cannot be successfully processed with SExtractor (Bertin & Arnouts 1996) to extract the photometric information and other object properties. To detect and therefore ascertain the photometry of many of the objects in the original images, contamination by the cluster galaxy halos and smaller intervening galaxies must first be removed. After the modeling and subtraction of these galaxies, the photometry of the remaining objects of interest can be successfully determined.
In this analysis, the multiply imaged systems identified by B05 ( Fig. 2 ) were used to model the cluster; details regarding these systems are included in B05. In order to accurately measure the photometry of these galaxies lensed by Abell 1689, 125 of the largest cluster galaxies, as well as others intruding on the photometric determination of the background galaxies, were fitted and subtracted (Zekser 2005) . In addition, to properly detect the elongated arc images using SExtractor ( Bertin & Arnouts 1996) , extreme deblending and thresholding parameters are required. The thresholding defines the level above which an object is detected. In contrast, deblending controls the separation of neighboring objects, defining how to assign the flux of each pixel; the higher deblending that is required in this example results in high sensitivity to subfeatures, separating them out as separate objects.
CLUSTER LENS MODELING METHODOLOGY
The lens equation (Schneider et al. 1992, eq. [2.15a] 
defines the lensing transformation between the source and image planes. The source location, , is defined in terms of the image position, , and the scaled deflection angle, , which is simply the deflection angle scaled by the angular distance ratio,
where d S and d LS are the angular diameter distances from the observer to the source and from the lens to the source, respectively. The explicit source redshift dependence is expressed by the factor f k (z src ), the angular distance ratio normalized to a reference redshift, z ref 3:00,
The functional dependence of this ratio on redshift is indicated in Figure 3 for the case of the Abell 1689 lensing cluster at a redshift of 0.18. Given that the scaled deflection angle equals the gradient of the two-dimensional lensing potential (Schneider et al. 1992, eq. [5.8] 
the lens equation defines the lensing potential, É, with respect to the positions and redshifts of both the source and image. Using Poisson's equation, the projected surface mass density, AE(), can then be expressed in terms of the deflection (Schneider et al. 1992, eq. [5.13]) ,
assuming the critical surface mass density (Schneider et al. 1992, eq. [5.5] ),
where d L is the distance to the lens. To model the cluster lens, the deflection field,, is optimized by modeling the cluster according to the lens equation and the constraints provided by the positions and magnitudes of the multiply lensed images. The surface mass distribution is then derived from this final deflection map. Earlier strong-lensing cluster investigations with only a few identified images possess significant limitations in accuracy. However, with the advancement in cluster imaging afforded by ACS and the work done by B05, a plethora of multiply lensed images have been identified to constrain the fit and obtain an accurate solution to the surface mass density of the cluster lens.
Constraints used in modeling gravitational lensing systems usually do not uniquely define a final model for a system; for example, the mass-sheet degeneracy (Falco et al. 1985) arises due to the invariance of the observed image properties under a constant transformation of the projected mass sheet, ¼ AEAE À1 crit . Physical constraints on the mass, such as requiring the mass to be a positive, decreasing profile that tends to % 0 at very large radii, can help reduce the significance of such degeneracies. In contrast, determination of the mass based on multiple image systems at different redshifts breaks this degeneracy (Abdelsalam et al. 1998) . Thus, the multiply imaged sources (B05) over a range of redshifts up to z ¼ 5:5 aid in breaking the effect of the mass-sheet degeneracy in this modeling.
The DOLENS software described in this paper provides a physically robust methodology for modeling cluster lenses without correlating the large-scale dark matter to the light. Originally based on the method employed by B05, this DOLENS software optimizes a minimally parameterized deflection model of the strong-lensing cluster that includes two components consisting of the largest and smallest scales. The galaxy component is derived from the visible galaxy distribution and augmented by a mass-to-light ratio. The model is then optimized using the surface brightness constraint along with position minimization for the bright knots within the images. Despite the similarities with B05, this software is an independent implementation that makes important improvements; the enhancements and the specific contrasts in the methodology of Broadhurst et al. (2005a) are discussed in detail in the remaining sections.
The general modeling process includes first obtaining the initial galaxy component; singular isothermal ellipsoid models are placed at each galaxy location with respect to the rest-frame B-band light (x 4.1). This overall galaxy mass component is transformed to lensing deflections, , and is simply scaled in the modeling by a single mass-to-light ratio parameter. In addition, the large-scale halo is defined in the modeling with an NFW profile, as well as shapelets (Refregier 2003 ) that can accommodate larger core components and asymmetries in the deflection (x 4.2). The optimization of the model employs a modified amoeba algorithm ( Press et al. 1992) to vary the parameters in this overall deflection model, consisting of the galaxy and halo components (x 5). The amoeba optimization seeks to minimize the magnification-weighted source plane position and flux scatter for each set of multiply lensed image systems from a common source; the derivation of the magnification is discussed in x 6. Following the determination of the optimized deflections, the model is inverted to determine the surface mass profile from equation (6). This process is discussed in detail in the following sections. Alternatively, readers interested in the discussion of the modeling results are invited to proceed to x 8 to review the general conclusions.
DEFLECTION COMPONENTS
In this modeling method, the optimization of the total deflection field of the cluster involves both a halo component and a galaxy component, analogous to B05. Parameterized fits usually involve assumptions regarding the model profiles used for galaxies as well as dark matter components. If enough constraints are not available, then restrictions on the shape and alignment of these elements must be adopted, especially for the halo dark matter. For example, parameters, such as the central position, can be based on the light distribution. With the benefit of the ACS data, the plethora of multiply imaged systems provide an opportunity to reduce such restrictions. In this analysis, profiles are utilized to define the initial form of the galaxy component in agreement with the light, but the halo component is allowed to vary using the NFW and additional shapelet ( Refregier 2003) basis images that avoid overly restricting the form of the halo. Furthermore, there is no initially imposed halo kernel derived from the light, as with B05; therefore, the large-scale dark matter accommodated by the cluster halo mass component is not based on the light. In addition, the x, y coordinates of the position of the halo component are also left as modeling parameters. As shown below, the method of modeling applied in this analysis produces a robust model.
We assume that the deflection can be expressed as a superposition of a galaxy component, g , and a cluster halo component, h , which includes the large-scale dark matter contribution. These components are accommodated in the total deflection model as follows:
The k sheet parameter is the normalized mass sheet in units of critical surface mass density. This form not only improves the optimization but also significantly improves the fit because the mass distribution is not optimally accommodated by the galaxy and perturbed NFW halo components alone. Although part of the mass model is inevitably related to the background, the mass sheet is just another shape parameter and is assumed to contribute to the large-scale mass contribution of the cluster. It does not represent an infinite mass sheet, but rather the mass at the largest scales beyond the Einstein radius.
In the following sections, the deflection components are described in detail. First, x 4.1 describes the creation of the galaxy component from the light distribution and the linear contribution of this component to the model. Then, the definition of the halo component is discussed in x 4.2.
Galaxy Component
The initial form for the galaxy deflection component, g0 , is calculated from the initial galaxy mass distribution normalized to the observed rest-frame B-band light. The galaxy mass component is assumed to trace the surface brightness of the visible galaxies. At each cluster galaxy location, a softened isothermal ellipsoid (SIE),
surface mass density profile is placed, where the perpendicular coordinates are defined with respect to the semimajor and semiminor axes, 1 and 2 , respectively ( Narayan & Bartelmann 1999) . AE 0 was normalized to the rest-frame B-band light luminosity for each galaxy. The positions and magnitudes of the cluster galaxies are utilized to place the SIE model profiles. The ellipticity of the galaxy mass is assumed to agree with the light distribution; the error associated with this assumption is a small perturbation on an already small component of the model. Moreover, the galaxy components are scaled assuming M/L ¼ 1:0 in the B-band rest frame with constant core, c . Setting M /L ¼ 1:0 initially does not affect the model result; it simply implies that the model parameter scaling this component is essentially the galaxy massto-light ratio of the overall galaxy matter with respect to B-band rest-frame light surface brightness. The mass-to-light ratio scale is then a parameter that is optimized in the modeling process. The light distribution for the mass-to-light ratio investigation was created from the g 475 image of the cluster, normalized to pixelized units of B-band rest-frame solar luminosities. Alternatively, the i 775 band could have been used to minimize the contamination by the star formation activity and thus improve the stellar mass sensitivity. Assuming a spherical mass distribution for all galaxies provides a fine first-order approach considering that the small deviations in the profile have a minor effect on the macroscopic deflections. However, the inclusion of more specific profile information such as ellipticity is simple and provides better correspondence in the mass-to-light ratio calculation with the mass distribution of the cluster galaxies.
The galaxies selected for the galaxy component were chosen to lie with respect to the cD galaxy within a AE0.125 mag color range for adjacent filters and within 8 mag compared with the cD galaxy, totaling 142 galaxies in all. We thereby obtain approximately 150 of the brightest cluster galaxies with a final i 775 magnitude cutoff of 23. An extensive representation of the cluster galaxies is accommodated by these cutoffs reaching a limit where the background galaxies become significant and the luminosity is low enough that the cluster galaxy contribution to the deflection becomes insignificant, less than 2% of an ACS pixel. To optimize the model, a single mass-to-light ratio for all of the galaxies is varied.
Halo Component
Although parameterized model profiles are utilized when creating the initial galaxy component, a less constrained description for the dominant cluster halo contribution is used. This enables the model to accurately accommodate the large-scale dark matter and hot X-ray-emitting gas, as well as the deviations from the idealistic galaxy profiles due to cluster interactions. Rather than imposing a single profile that may not be representative of the mass profile, especially for the dark matter, a superposition of an NFW profile ( Navarro et al. 1997) and image basis functions is used along with a mass sheet to obtain a general model of the halo deflection. The benefit of this method is that it does not confine the halo to any single profile, allowing a broader exploration of the halo distribution. The NFW profile allows the accommodation of a cuspy profile; however, the basis images used along with the NFW profile can dominate the halo if a cuspy profile is not required. The definition of the halo,
where the index i refers to the x-or y-axis, involves a superposition of image basis functions, P i (), and an axially symmetric NFW deflection component, n;i (R), expressed in terms of a projected normalized coordinate, R ¼ /r s . Given the general form of the three-dimensional NFW density profile provided as equation (1), the NFW deflection relation can be ascertained (Meneghetti et al. 2003) . Assuming the general vectorized form of the NFW deflection,
the directionally independent radial NFW deflection is defined as follows:
crit is a dimensionless normalization parameter related to the NFW profile parameters, r s and s . In addition, the function f (R) is defined according to Meneghetti et al. (2003) as
The P i () function from equation (10) consists of a superposition of two-dimensional shapelet basis images,
where a i;nm refer to the series coefficients and
i is the original coordinate, x c is the model center that is allowed to vary in the model, and x i is the coordinate with respect to the model center. The shapelets, S nm , are a complete orthonormal set of image shape basis functions derived from weighted Hermite polynomials corresponding to perturbations from a Gaussian ( Refregier 2003) ,
To simplify the modeling, the x and y shapelet scales, , are assumed equivalent and allowed to vary; the equivalent shapelet scales do not inhibit elliptical solutions. Note that for the shapelets to be a complete orthonormal basis, the same value of must be used for all of the S nm functions. Because the shapelets are a complete basis, any image can be derived from a superposition of an infinite number of shapelets or alternatively approximated by a finite number, N, where n; m 2f0; 1; : : : ; N À 1g. Figure 4 portrays all of the secondorder (N ¼ 3) shapelet distributions utilized in superposition to model the x and y halo deflection components, separately. The number of shapelets used is based on the balance of the need for accuracy with the overhead and efficiency related to the number of model parameters.
By defining the halo component in terms of the cuspy NFW and additional shapelet components, the halo can be optimized independently of the light distribution providing a more accurate generalized solution for modeling the overall mass distribution, which in particular includes the dark matter component. Finally, while the center of the shapelets and the NFW profile are assumed to coincide, their position is not assumed to be aligned with the light, but allowed to vary in the model as additional parameters.
The inclusion of the distinct NFW component is a new capability that reduces the number of shapelets required to accurately model the halo distribution and the anticipated central cuspiness from the dark matter component. However, this in no way forces the resulting model to be cuspy; if the model mass is not cuspy, the NFW parameter, s , can be negligibly small so that the halo is entirely described by the shapelets. Degeneracies between the NFW and the shapelets in defining the total mass inevitably exist; although the inclusion of the NFW and shapelets still remains a complete basis, they no longer form an orthogonal basis. However, the significance of the parameter uncertainty to the modeling is not paramount because the main result is the determination of the total mass; the individual shapelet and NFW parameters are not used beyond deriving this total mass. The parameter uncertainties and degeneracies are further discussed in x 7.
As previously defined, the shapelets are components of the deflection and not the mass. It is, however, the main goal to determine the mass and to understand the effect the shapelet basis can have on the final mass and its slope. Figure 5 displays some of the mass components derived from the first-order (N ¼ 2) deflection basis shapelet combinations; only the mass images derived from the positive combinations of shapelets are shown due to the plethora of total combinations possible. Figure 6 displays the relationship between the mass images for all of the shapelet combinations with n i ¼ 1 and n j ¼ 0. As shown in Figure 5 , it is apparent that there are a significant number of degrees of freedom provided in describing the mass even when only using the second-order shapelets for the deflection. Finally, this parametrically defined halo, accommodating the large-scale halo gas and dark matter component, is freely allowed to vary using these NFW and shapelet parameters to optimize the model independently of the light.
Total Deflection
Given the above model deflection elements, the total deflection provided as equation (8) now takes the form
As described in x 4.1, the galaxy component kernel, g0 , is calculated from the galaxy mass distributions based on the observed rest-frame B-band light. The combination of optimization parameters, (1 À k)q, acts as the galaxy mass-to-light ratio of the cluster galaxy contribution. In addition to the constant positive multiplier for the galaxy deflection component, q, which corresponds to the unnormalized mass-to-light ratio for the galaxies, the parameters for the halo deflection shapelet and NFW contributions are also defined. Given shapelets of dimension N, 2N 2 þ 7 parameters are fitted by the DOLENS software. This includes q, x c , y c , r s , s , and k, as well as N 2 x-deflection shapelet parameters and N 2 y-deflection shapelet parameters. In addition, a single parameter for the shapelet scale, , is included.
The parameters for the N ¼ 3 second-order case are listed in Tables 1 and 2 , with and without flux constraints, respectively. The total shapelet dimension was set to N ¼ 3, which includes N 2 ¼ 9 basis functions for each deflection component, as shown in Figure 4 , and includes a total of 25 parameters. In particular, the priors on the parameters were chosen to ensure a nonnegative mass sheet while limiting the shapelet scale to the size of the field of view, which is the limit of what the data can probe. Moreover, the intention was that the NFW in concert with the shapelet could accommodate the halo mass while the mass sheet provides the larger scale component to the halo; a negative mass sheet would not be physically sensible. The priors used in the lens modeling, including the positive mass sheet and the use of shapelets with a constrained size, are employed for well-defined reasons; however, one may find slightly different results and subsequent interpretation if broader constraints are allowed.
MODELING OPTIMIZATION
In order to optimize the model to ascertain the deflection field and ultimately the surface mass density of the cluster, each set of multiple images originating from a common source is analyzed according to the lens equation. Morphological features, such as bright knots or H ii regions, within each image are treated as pointlike images from a single source, similar to the B05 methodology. The software optimizes the fit by mapping the positions of these resolved image regions to the source plane and requiring them to have minimal scatter; because these images correspond to a common source, they should ideally point back to the same source position, but due to the model limitations and the fact that the final mass map represents all mass along the line of sight, there is nominal scatter in the delensed positions.
Although optimization of the model should be done in the image plane between the observed images and the model image locations, this is far more complicated considering that the total number of image solutions is unknown for any given source position in relation to such a complex lensing mass. Moreover, the correlation of observed to model images can be difficult, especially if the number of model images produced does not match the data. In order to avoid this extra problematic calculation for every image at every step in the optimization algorithm, source plane optimization is adopted and delensed image position differences are weighted by the corresponding magnification to avoid bias toward large magnifications.
Flux Constraint
In addition to the minimization of the magnification-weighted source plane position scatter, constraints establishing the conservation of surface brightness were applied to improve the model. Because the intrinsic source magnitude is unknown, the scatter 2 total basis images. A shapelet, labeled as n x , n y or n x n y , defines the orders n x and n y of the Hermite polynomial involved in the shapelet for each of the two directions, x and y, respectively, according to eq. (15).
of the delensed i 775 magnitude was minimized for each set of images corresponding to a common source. Due to the high magnifications and significant variability near the critical curves, the flux should be demagnified pixel by pixel in order to match the magnitudes of images corresponding to a common source; however, this is impractical due to the processing time required. The photometry from the extended images was therefore demagnified with the magnification at the point-source position, to obtain the intrinsic photometry of each extended image. Such an approximation is reasonable for those images that are not near the critical curves where the magnification is large and varies significantly over the image; to reduce the effect of the significant error in the high-magnification regimes, the magnitude deviations from the mean were weighted by the corresponding inverse mean magnification. The overall errors for the magnitude scatter were then chosen such that the minimization function and the effect on the fit were balanced for both the magnitude and positional contribution so optimization would account for both the position and surface brightness comparably. Similarly to the nominal positional scatter, the remaining scatter in the magnitude is inevitable due not only to model limitations and the fact that the final mass map represents all mass along the line of sight, but also to the extinction, which can vary over even this small field of view.
The prior version by B05 optimizes positions without reference to the conservation of flux. Although the optimization of position is the dominant component for obtaining a viable model, ensuring the conservation of surface brightness is an important physical constraint for accurately modeling the cluster lens systems. These constraints had an impact on the properties of the final model, as is discussed in x 8.3.
Optimization Algorithm
By optimizing the deflection field rather than the mass, a robust representation of the mass distribution is obtained with relatively simple optimizing methodology. First, the optimization does not require derivation of the entire mass model from the deflection at each step in the optimization process, improving speed and efficiency, which enables large sets of images to be run and analyzed. Moreover, by modeling the deflection, magnification information only needs to be calculated at the discrete image locations. Because of the local nature of the modeling, it is essential to take advantage of numerous image systems distributed throughout the ACS field of view to constrain the resulting model; Figure 2 provides the details of the multiply imaged systems used in this analysis.
The data used by this modeling software include the pixel locations of prominent features, such as bright knots, within each of the images, as well as the full pixelized image flux used in the conservation of surface brightness constraints, referred to as flux constraints. Also provided are the source redshifts in the form of normalized angular distance ratios, f k (z src ), for each of the sources; refer to equation (4). These are obtained from the spectroscopic or best known intrinsic photometric redshift estimations. Before any modeling was done, photometric redshift estimates were obtained for the multiply imaged systems of interest. Utilizing the zeroth-order cluster information, including the M E , a simple SIS model was used to delens the objects prior to using BPZ ( Benítez 2000) to ascertain the photometric redshift estimates. In addition to the position and redshifts of these multiple images, the initial galaxy deflection component is provided as an image. The original cropped cluster image used in this research was an approximate 4096 ; 4096 pixel 2 image with a 0B05 pixel À1 resolution; refer to B05 for the details regarding the data. Following the rebinning by a factor of 2 to improve the modeling efficiency, the image is then 2048 ; 2048 pixels 2 and possesses a resolution of 0B1 pixel
À1
. Due to the convolved nature of the deflection, the model remains accurate.
The DOLENS software uses the amoeba algorithm to optimize the parameters defining the deflection components corresponding to the galaxies, halo, and mass sheet. The Powell method of optimization was also tested and found to provide a faster There are two unique combinations (10, 10 and 10, À10) of x-and y-deflections based on this single shapelet basis image. As shown, the mass image À10, 10 is simply the inverse of 10, À10; similarly for À10, À10 and 10, 10. A mass combination labeled n, m indicates that the mass is derived from x-deflection shapelet n and y-deflection shapelet m. A negative label indicates the use of the inverted shapelet deflection image.
convergence for most solutions; however, it is much less robust if the minimum is not well behaved. Due to amoeba's broader reliability, it was retained for the search optimization.
In order to ensure convergence, the modeling was rerun, initiating the parameters at the previously optimized values. When the final optimized output of the rerun produces the same values as those input to the model, then the modeling was assumed converged. Otherwise, another rerun at these final parameter values is again initiated. For the extensive Monte Carlo runs discussed in detail in x 8, a convergence of 5% in the parameters was accepted; a majority of the fitting time was in that last 5% that was found to impact the form of the model negligibly. If there is concern whether this is a global solution, the amoeba algorithm should also involve a random search of parameter space to find the optimum initial conditions. After applying the convergence test in each case, the best solution is taken as the solution for the model. Because the amoeba algorithm does not enable constraints to be applied to the parameter space, a constrained parameter interval x 2½a; b is mapped to x 0 2 (À1; 1) according to the transformation
and is used in the amoeba optimization; a simple variation to this approach is used to apply one-sided constraints, x2½a; 1).
One issue with minimization algorithms such as amoeba is that the processing time required increases significantly with the number of parameters, limiting the resolution of shapelet basis functions used; owing to the low curvature of the final solution as discussed in x 8, this does not pose a significant issue. When accommodating shapelet dimensions higher than the preferred N ¼ 3 shapelets, the computation time becomes excessive and the solution can more easily progress to a local minimum, while below N ¼ 3 the resolution of the halo is unnecessarily course and less accurate.
Because we optimize using the deflections instead of the mass, the solution does not necessarily satisfy strict agreement of the mixed derivatives
Nonetheless, the derivatives are in agreement within 0:99 þ5:7 À0:97 % due to the inherently improved fit when the mixed derivatives are similar to one another. Considering that a constant mass-to-light ratio is used for the multiplier of the galaxy component, this contribution already satisfies the above constraint on the curl. In contrast, the halo component requires an explicit constraint; in order to enforce the physical vanishing curl constraint, a penalty was included that aided in the optimization toward mixed derivative equality. The cross derivative discrepancies are eliminated at the Note.-Refer to x 4 for more information about these parameters. Note.-Refer to x 4 for more information about these parameters.
end of the optimization when the deflections are integrated to determine the mass model. We find that our approximation changes the mass less than 0.09% and the magnification changes less than 0.05% on average, excluding magnification up to 20 that approaches the critical curves.
Minimization
To optimize the model coefficients, the lens equation is used to ascertain the source position and intrinsic i 775 magnitudes for all images. The scatter in position and magnitudes from the mean for all of the images corresponding to a common source are then compared and the differences summed in the minimization function, 2 . These differences, as well as the penalties, are then minimized as follows (assuming that A is the normalization parameter discussed in x 5.1):
The first term in equation (20) is the magnification-weighted sum of the source plane scatter, where refers to the source plane position; the determination of the magnification, , is discussed in the next section. The first sum is over each multiply imaged system k, while the second sum is over each image, i, in the set. The second term involves the magnification-weighted sum of the deviation of the intrinsic source plane magnitude of an image from the mean of all of the images from the same source; m refers to the magnitude. Because higher magnifications result in smaller source plane distances corresponding to any given image distance, it is imperative to weight the source plane scatter by the magnification. Without this correction, a bias exists toward the smaller source plane scatter inevitable at higher magnifications. In contrast, the inverse magnification weighting for the flux scatter is employed to reduce the effective contribution of the highly magnified images where the magnitude estimate is most uncertain; dividing the magnitude scatter by the magnification prevents the highly uncertain regions from significantly affecting the minimization. For simplicity, the magnification at the image position is utilized. The final term in equation (20) sums over all of the penalty constraints. The penalization factor is an empirical approach of adding nonlinear physical constraints analogous to Lagrange multipliers; this method is common in other applications such as image restoration. The application of this penalization factor is much like limiting the parameter space as done with equation (18); however, these constraints are too complicated to represent a priori and are therefore applied in the minimization function. To avoid negative regions in the mass, the fitting function was assigned a penalty under two pivotal circumstances. First, due to the extensive curvature possible with the shapelets, and thus the halo component, the halo mass at each image position was penalized if negative. In addition, the extremities of the model are the least constrained and can significantly influence the form of the solution, introducing possibly erroneous curvature. Therefore, a penalty was assigned for negative halo and galaxy mass values at the corners and a sample of edge positions in the images, totaling approximately 80 points. These negative mass penalizations simply consist of a factor multiplied by the sum of negative mass values at the previously specified corner, edge, and image positions as follows:
This sum is over the negative mass distribution, M <0 , and f is the penalization factor on the order of 10,000, fixed such that the contribution to the minimization function is on the order of the other components. When the penalty was too small, the model did not converge, while a penalty too large resulted in the solution producing extremely curved, nonphysical deflections. Without these positive mass constraints, the optimization of the model can be severely affected by the surface mass density entering negative mass domains resulting in nonphysical solutions. The previously mentioned mixed derivative constraint was also included in this final penalization term; as previously mentioned, the final optimized solution involves derivatives in agreement to within 0:99 þ5:7 À0:97 %. Finally, the use of the potential rather than the deflections, as well as different priors, may reduce the need for these penalization parameters.
MAGNIFICATION
The modeling algorithm produces the final optimized reduced deflection components at a reference redshift, z ref ¼ 3:00. To obtain the reduced deflections at any other source redshift, the reduced deflection can be scaled linearly with the angular distance ratio, f k (z src ),
The deflections can be augmented for the particular source redshift with a simple scaling, but the magnification involves a nonlinear relationship with redshift. The magnification map for a source at redshift z src is related to the reference deflection and is defined as the inverse of the Jacobian matrix determinant for the transformation from the image plane to the source plane,
The Jacobian,J
is easily derivable from the vector lens equation where ¼ xî þ yĵ; refers to the reduced deflection at the reference redshift, z ref , and f k ¼ f k (z src ). In order to calculate the magnification, the derivative of the deflection defined by equation (17),
is required. The derivative of the halo deflection is defined from equation (10),
where the j and k indices label the coordinate components. Finally, the derivative of the shapelet component is determined from equation (14),
Given jk ¼ 0 and x 0 j ¼ x j /, where is the shapelet scaling parameter, the derivative of the shapelet takes on the following form:
By employing the definition of the derivative of the Hermite function (Arfken & Weber 2001) ,
the above relationship for the derivative of the shapelet simplifies to
Finally, the derivative of the NFW component is obtained using equation (11) and the scaleless variable,
In the above, i 0 is defined such that ii 0 ¼ 0, so that if x i ¼ x then x i 0 ¼ y and, similarly, if i ¼ x then i 0 ¼ y . Furthermore, the trigonometric vector is defined as
The derivative of the one-dimensional representation of the NFW deflection, (R) provided as equation (12), is defined as follows given
After substituting f (R) from equation (13), the derivative of the NFW deflection takes on the following form:
SOLUTION CONSTRAINT
Utilizing the modeling method previously discussed, a robust mass model can be obtained for the cluster. However, improvements to the modeling still remain because the model does not fit the mass distribution to the limits of the data and systematics. Moreover, due to the use of lensed images, which are affected not only by the cluster lensing but also by the point-spread function, it is a formidable challenge to obtain good model errors for the individual data points, including both the position and magnitude information. Even by assuming that the errors are the same between the different images, the magnification has been included with a weighting factor to enable simultaneous fitting of both the position and magnitude information. Even more of an issue is the necessity of the magnification weighting, which makes predicting the errors problematic. Because there is currently not an accurate error model, the fitting uses the unnormalized errors.
The details of how well the model is constrained, as well as the uniqueness of the final model, are important factors in understanding the final solution. Figure 7 displays nine probability contour plots. Because of the sheer number of combinations of the 25 parameters, only a few have been displayed. Each plot essentially portrays the minimization error for two dimensions in parameter space where two of the parameters are varied over a fine grid and the other parameters remain at the best-fit values. These plots were created by first calculating the minimization error, 2 , from equation (20) at each grid point in the two-dimensional parameter space of interest, where all of the other parameters remain at the best-fit values. This is a reasonable approach because it can only overestimate the true errors; if there are systematic effects that make the scatter larger than the noise, then using this method overestimates the noise and the confidence regions appear larger. The main conclusion is that the final range includes the true value.
One interesting property observed in the probability plots is the larger variation observed in k; this is apparent when one compares the uncertainty observed in Figure 7 with the priors for the parameters listed in Table 1 . The mass-sheet degeneracy is broken; however, there remains an extended region of viable lambda parameters. As previously discussed in x 4, this remaining uncertainty is mainly a result of limited constraint on this largest scaled feature that represents mass beyond the Einstein radius. This uncertainty does not imply any deficiency in the model but simply reflects the limited extent of the strong-lensing regimes, the residual structure following the breaking of the mass-sheet degeneracy, and the relationship between k and other parameters, in particular the shapelets. For example, when the mass sheet is decreased, the shapelet scale increases to replace the large-scale component previously accommodated by the mass sheet. Moreover, as Figure 7 indicates, a nonzero mass-sheet component is important for reliably modeling the cluster mass with this method. In addition, a direct correlation between the shapelet scale and the mass-to-light parameter is portrayed where increasing one results in an increase in the other parameter. This might imply that the more the small scales are accommodated by the galaxy component, the more the shapelets can fit the larger scales.
Given the final mass model, explorations can be made not only into the cluster properties, such as the slope of the dark matter, but into the impact of the cosmology on the cluster model as well. The analysis and discussion that follow in x 8 first involve the study of the mass and mass-to-light ratio predicted by the cluster model. In addition, the NFW profile (Navarro et al. 1997) is fitted to the model and the comparison with prior lensing and X-ray studies is addressed. Following a discussion regarding the halo and galaxy mass components, the significance of the flux constraint and the systematics related to the impact of the image systems used in the model are next investigated. Finally, the slope results and the influence and trends observed in the cosmological investigations are explored.
DISCUSSION
The modeling described in the previous sections was run under various conditions to explore the final cluster properties and the systematics. Monte Carlo simulations were run with the best-fit model parameters as the initial conditions. Unless otherwise specified, the cosmology is assumed to be m ¼ 0:3 and Ã ¼ 0:7 and errors are quoted at the 90% confidence level that are based solely on the Monte Carlo simulation results. Many of the overall results quoted refer to the final values listed in Table 3 , which includes errors based on the systematics discussed in x 8.4, as well as the WMAP cosmological constraints.
Although the optimized deflection model is independent of the Hubble parameter, there is reference made to this parameter as it affects the final properties of the model. It is important to make the clear delineation that this gravitational lens modeling cannot constrain the Hubble parameter.
Mass Model
The mass of Abell 1689 within the giant arc, predicted to be at a redshift of $1.8 (Broadhurst et al. 2005a; Zekser 2005) with an Einstein radius of $50B0 (0.15 Mpc), was estimated to be 2:3 ; 10 14 M using the zeroth-order strong lens mass estimation,
This estimate agrees within $10% of our mass of 2:04 þ0:03 À0:11 ; 10 14 M obtained from the final model; this mass model displays a skewed distribution with a sharp upper limit. The B-band massto-light ratio was observed to be 215 . The profile of the mass distribution for Abell 1689 is displayed in Figure 8 , showing the best-fit NFW Fig. 7. -Model parameter confidence. The confidence interval contour plots for some of the different model parameters are displayed with the probability estimated from the minimization function error from Monte Carlo simulations involving the random selection of the cosmological parameters within the WMAP constraints. These simulations were run for a fine grid in the two-dimensional parameter space, with all other parameters set to the best-fit values. Only a portion of these plots are shown due to the numerous combinations possible with the 25 parameters in this perturbed NFW model. The 68%, 90%, and 99% confidence intervals are indicated in each case.
profile ( Navarro et al. 1997; Narayan & Bartelmann 1999 ) with scale radius r s ¼ 239 As shown in Table 4 , other mass estimates from the literature are listed. This table also displays a comparison of our Monte Carlo simulations assuming comparable cosmologies with prior studies to explore the relationship. The Monte Carlo simulations involved random selection of the cosmological parameters within the uncertainties of WMAP, the image position within AE1 pixel uncertainty, and the 22 out of the 26 image systems with the smallest scatter. The mass estimation we determined from both basic strong-lensing estimates and the high-level modeling does not agree with the X-ray masses provided; as expected for this asymmetric, evolving cluster, the lensing mass exceeds the X-ray mass by a factor of $2, as shown in Table 4 . In addition, this table also summarizes the comparison of our results with the lensing results of prior studies indicating comparable values. Also refer to Broadhurst et al. (2005a) for the discussion of the modelindependent analysis using Subaru observations of Abell 1689.
The modeling methods utilized in this analysis introduce several necessary features providing interesting contributions, including the benefit of accommodating the anticipated cuspy nature of the dark matter halo. The use of the NFW profile and shapelets as the basis in the modeling can accommodate a broad range of core morphologies from cuspy, using an NFW dominant profile, to broader distributions, using mainly shapelets. Without a cuspy component, there are inherent modeling accuracy limitations and possible deviations in the mass-to-light ratio of the galaxies due to the model attempting to fit the cuspy component erroneously with the compact central cD galaxy from the galaxy component, if they are aligned. Even with the use of the NFW component, if the mass model and largest galaxies are aligned, there can be uncertainty in accommodating the smallscale cuspiness of the mass model with the NFW and galaxy components. This is not a significant issue for this cluster due to the offset of the optimized mass model from the central cD galaxy discussed above.
Within the Einstein radius, the large halo structure, consisting of the halo dark matter and intracluster gas, is observed to Notes.-A total of 300 Monte Carlo runs have been analyzed with errors indicated at the 90% confidence level. Percent contributions and mass-to-light ratios are calculated within the Einstein radius. possess 85% of the cluster's mass with the remaining 15% in the small-scale visible and dark matter galaxy component. This implies that only a few percent of the cluster resides in the visible, baryonic galaxy component. Inner radii are more strongly affected by the prominence of the large, bright central cD galaxy; thus, the fraction of galaxy mass is higher in this regime as shown in the top right panel of Figure 10 . In addition to this plot of the radial mass distribution emphasizing the galaxies' small contribution to the mass model, the overall mass distribution and the halo and galaxy components are also displayed in Figure 10 ; the NFW and shapelet components that create the halo component are also portrayed in this figure. The contour mass map is provided as Figure 11 overlaying the i 775 light distribution of the cluster. As shown in these figures, the mass model derived from Abell 1689 is found to be dominated by a smooth halo distribution, consisting mainly of dark matter, which is rounder than the observed highly asymmetric cluster light distribution. However, there still exists a perturbation to the northeast due to the subclump at a distance of 1 0 , which is either a merger group or in projection.
The dominant contributions to the halo are the mass sheet and shapelets, which can accommodate the asymmetry of the overall cluster mass. Moreover, it is inaccurate to model the dark matter halos with a simple profile, such as an NFW, because the deviations can be quite significant especially for nonrelaxed clusters that lack symmetry, as in the case of the nonaxisymmetric Abell 1689 cluster with the associated northeastern subclump. However, the use of the simplest basis possible is imperative to accurately and efficiently describe the cluster lens mass.
Critical Curves and Caustics
The critical curves and caustics for the best-fit model are displayed in Figure 12 at the reference redshift of 3.00. As can be seen, the cluster galaxies can perturb the caustics and critical curve structure, affecting the local deflection environment significantly. Due to the highly asymmetric light distribution of Abell 1689, the centers of the critical curve and caustic curves, especially at higher redshifts, are misaligned, as indicated by Figure 12 . Critical curves are tracers of mass contours correlated to the critical surface mass density, while the caustics are sensitive to the weighted center of mass for the mass above the threshold. In particular, there exists a tight correlation between the caustic center and the weighted center of the mass above a threshold. For an axisymmetric cluster, these variant curves would align with the center of the cluster and would not elucidate the relationship as clearly as in this asymmetric case.
Flux Constraint
Because the intrinsic photometry of each source is unknown, the relative flux is constrained between images of a common source. As discussed previously in x 5, the images were weighted according to magnification such that those images near the caustics were down-weighted to avoid the bias from the significant uncertainty in the intrinsic photometry in these regions. Without this weighting, the model based on this method can predict models in discord with the physical laws of gravitational lensing.
Exploration of the final mass model with and without the flux constraints provides variant final model solutions, as shown by the differing best-fit model parameters in Tables 1 and 2 . Due to possible degeneracies, this does not necessarily imply significantly differing solutions; however, the final mass profiles and other properties of the model have some differences. The confidence intervals for some of the parameters in Table 1 are provided in Figure 7 . The positive mass sheet and the use of shapelets with a constrained size are employed for well-defined, physical reasons as previously discussed; however, broader constraints may elicit slightly different results and subsequent interpretation.
The summaries of the cluster properties, obtained from runs that separately include and exclude the flux constraints, are shown in Table 5 . Whether including or excluding the flux constraint, many of the parameters are in agreement, such as Einstein mass, percent contributions from the NFWand shapelet components, and the overall mass-to-light ratio. However, the impact of the flux constraint is apparent when one analyzes the differences observed in the mass profiles in Figure 13 and many of the other parameters listed in Table 5 . As indicated, with the flux constraint, the mass is more dominant in the outer regions than without the flux constraint, corresponding to a higher approximate velocity dispersion at larger radii for models with the flux constraint. In addition, the overall halo contribution and the intermediate and outer slopes increase with the advent of the flux constraint. Finally, the overall fit of the NFW profile to the total mass varies with slightly different positioning with respect to the cD galaxy, as well as extremely variant scale and concentrations.
With the introduction of the flux constraint, predictions might indicate an expected worsening of the mean scatter in the delensed source plane positions, otherwise referred to as the mean positional source plane scatter, due to the competitive constraint between the positions and flux. However, because the weighted scatter and magnitude deviations are optimized instead, the flux constraint is observed to progress to a solution with an improved mean positional source plane scatter, as indicated in Table 5 . Without the introduction of the conservation of surface brightness, the overall form and properties of the matter can be influenced as discussed; therefore, this information should be included in cluster mass modeling.
Errors and Systematics
This study provides information regarding the impact of completeness and image system variety on the model; this reveals insight into the contribution of systems with significant error in the delensed position that have the tendency to pull the solution into a different regime. The choice of image systems employed in optimizing the model can influence the final results, especially because a handful of the 30 image systems identified by B05 appear to have high delensed positional scatter for at least one of the images in those sets. The larger scatter for these systems does not necessarily indicate that they were erroneously identified; these systems of images with larger error could indicate areas in the modeling that might require improvement to accommodate additional structure in the deflection map.
To explore the effect of the choice of image systems, modeling was conducted using 30, 26, and 22 image systems. The 26 and 22 image system subsets possessed the lowest weighted positional scatter from the original 30; the plot of the positional scatter for the 22 image system is provided as Figure 14 . The 30, 26, and 22 image subsets are displayed in Figure 2 . Corresponding to the B05 catalog of the 30 multiple arc systems found in Abell 1689, the set of 26 image systems in this analysis excludes the systems 1, 12, 15, and 16, while the set of 22 excludes 1, 2, 12, 16, 19, 20, 26, 27 . One reason for excluding some of the very high delensed positional scatter systems is that a single divergent system can have a significant impact, pulling the model into a Notes.-The percent contribution and mass-to-light ratios are within the Einstein radius. Refer to Tables 1 and 2 for the flux constrained and unconstrained model parameters, respectively. 00 from the center of the model; therefore, the above mass profiles are plotted up to this limit. The slight turn up at the tail of the solid line above is not significant since this region is significantly unconstrained. different region of parameter space. The optimization process balances these large errors by progressing to a solution that is less optimal for most of the systems, but which averages the errors over all of the systems. A clear understanding must be obtained to try to balance the image system completeness versus the impact of the high-scatter image systems. Table 6 displays the differences in the model and cluster properties derived from the use of these different numbers of image systems. In particular, when using all 30 image systems, the mean position deviation is 1B2. The 26 image systems dropped to 1B1 and the 22 image system was even lower with 0B7 for the mean delensed image position deviations. Many of the model properties are comparable, but the mass appears to increase with the omission of the outlier systems. Other trends observed include a substantial increase in the outer slope with more restricted image systems.
The uncertainties in Table 6 overlap in some cases because there is usually a much lower precision in the 30 versus the 22 image system cases; for the 22 image systems, the pull of the high-scatter system and the associated bias in the solution was removed and the solution was able to reach a robust equilibrium. Although many of the properties are found to shift slightly due to this rectification, the zeroth-order properties, such as the mass within the Einstein radius, are negligibly affected by the changes.
The comparison of the masses from each of these cases is displayed in Figure 13 . The 30 and 26 image profile cases have a similar shape due to the impact of the high-scatter systems that pull down the mass in the center of the cluster. Even the 26 image profile still has significant scatter affecting the solution due to the backlash of the fit when the first high-scatter systems are removed. Although the high-resolution mass model has a different form when the high-scatter image systems are included, the zeroth-order properties, such as the Einstein mass and mass-tolight ratio, are in agreement between the models. The profile for the 22 image solution without the flux constraint is also displayed in Figure 13 . As shown in this figure, as well as in Table 5 , the profile ascertained without the flux constraints possesses more mass at lower radii, while the flux constraints produce a profile with more mass at larger radii. The significance of the difference between the profiles with and without the flux constraints at small radii is exaggerated by the logarithmic x-axis.
The 22 image systems with the least weighted scatter, which were used to obtain the final model results, possessed no apparent preferential pattern in the image plane, nor did the remaining higher error systems indicate a correlation. Moreover, these 22 image systems used are still distributed over much of the field of view, as depicted in Figure 2 , aiding in optimal mass model constraint.
Another study of interest involved the error associated with the choice of different subsets of the same total number of multiply imaged systems. A random subset of 22 of the 26 lowest scatter image systems were chosen and subsequent deviations in the model solutions were examined; refer to Table 7 for the results of these Monte Carlo simulations. This is the first lensing system with enough multiply imaged systems to enable analysis of the bias in the choice of systems employed in the modeling.
A few tests were also run using subsets of five of the seven image systems containing the brightest images simulating image sets from shallower imaging; the faint counterimages would not have been observed in such a case. These quick investigations resulted in most models diverging or producing physically nonsensible results; only one out of the six simulations converged to a solution with properties similar to the observations from our main conclusions. This suggests, as one would expect, that complex modeling such as this requires deep imaging to attain the plethora of multiply imaged systems to obtain enough constraints for this modeling. Shallower imaging necessitates simpler models with far fewer components.
Another method of exploring the accuracy of the mass solution involves varying the arc positions used in the modeling within positional errors; observational errors of AE1 pixel corresponding to 0B05 were used to explore the effect on the mass model and the associated results, summarized in Table 7 . As observed, the slope, Einstein mass, and the mass-to-light ratios are remarkably insensitive to positional variation. The actual model parameters, some of which are summarized in Table 7 , are more variable, but this might be indicative of some degeneracy in the definition of the mass between the NFW and shapelet components. Finally, the percent contribution to the overall mass in the form of halo and galaxy components and the composition of the halo in terms of NFW and shapelets are also consistent.
Mass Profile Slope
The total surface mass density distribution consists of regimes where the slope, d log AE/d log R, of the median profile is constant. In particular, the intermediate slope from about 6 to 30 kpc and the outer slope from 80 to 120 kpc have nearly constant slopes; refer to Figure 15 À0:05 when a flux constraint was included; without the flux constraint, the observed slope was approximately À0.44. The outer slope was found to be À0:57 þ0:02 À0:12 with the flux constraint; without the flux constraint, the slope was approximately À0.70. The quoted errors in the slopes are estimated from the systematics discussed in x 8.4, as well as information based on the WMAP cosmology. In addition, the variation of the slope with respect to the uncertainty in the mass-sheet parameter is explored in Figure 16 . The dark matter slope is negligibly affected by the choice of mass-to-light ratio for the individual galaxies. The intracluster gas is problematic because we only have a total halo that is not broken into visible and dark matter. Future modeling would ideally include the X-ray component explicitly. If the visible portion of the halo component were to be approximated as a certain fraction of the whole, then also the slope would not be affected. This indicates the dominant effect of the dark matter on the total mass.
The difficulty in separating the baryonic component from the dark matter for slope calculations is a common issue. To aid in their separation of the dark and luminous matter, Sand et al. (2004) include information about the dynamics, specifically the velocity dispersion of the brightest central galaxy ( BCG). Their results are based on an axisymmetric assumption, which was significantly explored to quantify the effect. Moreover, they found that when the profile is not circularly symmetric, it can significantly affect the slope, producing flatter profiles on average. The clusters studied by Sand et al. (2004) mainly involve single BCG clusters with approximately axisymmetric potentials, while Abell 1689 is at the other nonrelaxed, nonsymmetric, multimodal extreme. Moreover, their investigations involve lensing clusters with many fewer arcs and therefore may be less constrained.
Dynamics
The center of the X-ray cluster is found to be located within 3 00 of the cD galaxy center for the XMM-Newton and Chandra data (Andersson & Madejski 2004; Xue & Wu 2002) ; coincidence of these centers is an indicator for a relaxed cluster. The strong-lensing mass model also is found to be offset from the cD galaxy by 7:05 þ0:05 À3:70 arcsec (with Á ' 2B4, Á ' À6B6). This corresponds to a physical offset of 21:0 þ0:5 À11:1 kpc with respect to the WMAP cosmology described in Table 7 . The offset distance is estimated from the location of the final model center of the NFW and shapelets with respect to the cD galaxy. The position and all cosmological analyses produced similar conclusions regarding the offset. However, the study into the effect of multiple image system variation revealed slightly different conclusions as shown in Table 7 . Figure 17a displays the errors for the total mass (red ), halo mass (green), and galaxy mass (blue) for the Monte Carlo simulations that involved the random selection of the cosmological parameters within the WMAP uncertainty. The overall mass-tolight ratio versus radius from the center is displayed in Figure 17b .
The form of the cluster is clearly depicted by Figures 17c and  17d , portraying the ellipticity and position angle of the cluster's total mass. The variation with distance from the cluster center is a result of subclumps, in particular the structure $1 0 to the northeast of the cD galaxy. The plot of the variation of ellipticity with semimajor axis is provided as Figure 17c and shows that the cluster mass is round in projection near the center and becomes increasingly elliptical at larger distances due to the subclumps of galaxies. As stated by Miralda-Escudé (2002) , the decrease in cluster galaxy ellipticity at smaller radii could arise from the influence of self-interacting dark matter. Similarly, the progression of the overall cluster ellipticity to zero within the cluster center could also be such an indicator. The radial distribution of the cluster mass and other radially dependent cluster properties has inherent issues related to deviations from the assumed axisymmetric profile. However, as the ellipticity decreases as r approaches zero, the exploration of the inner slope is negligibly changed by this axisymmetric assumption; moreover, median profiles are used for the profile analysis. In addition, the position angle becomes more aligned with the subclump at larger radii, with the position angle decreasing, as shown in Figure 17d in comparison with Figure 11 . Due to the uncertainty in the mass-sheet parameter, the logarithmic slopes, d log AE/d log R, for the intermediate (6-30 kpc) and outer (80-120 kpc) regimes specified in Fig. 15 are plotted with respect to variations in the mass-sheet parameter. All other parameters are set to the best-fit value, while only the mass-sheet parameter is varied. The intermediate and outer slopes are represented by dot-dashed and triple-dotdashed lines and normalized by their best-fit values, À0.41, and À0.57, respectively. In addition, the best-fit mass-sheet parameter is designated with a dotted line; the x-axis of the plot portrays the 90% confidence interval for the masssheet parameter.
Abell 1689 consists of two spatial clumps, the main cluster with velocity dispersion 1400-1450 km s À1 and the subclump 1 0 to the northeast at 700 km s À1 (Miralda-Escudé 1995). Furthermore, Girardi et al. (1997) suggest the existence of two substructures in redshift at z ¼ 0:175 and 0.184 determined from the Teague et al. (1990) data. Although not in agreement with the direction of the spatial subclump, the alignment is along the southeast to northeast direction and is suggestive of a filamentary structure along the line of sight (Girardi et al. 1997 ).
Comparison
Originally based on techniques used by B05, this modeling and the subsequent analysis provide a unique opportunity for comparison with the prior results of B05. Despite the similarities with B05, this software is an independent implementation that makes some important improvements, such as the addition of constraints based on the conservation of surface brightness, the introduction of a perturbed NFW mass model for the cluster halo, and an augmented iteration scheme. The use of the same multiply lensed images as those determined by B05 assists in direct comparison of the advancements implemented in this new modeling methodology. Refer to B05 for a complete description, as well as images of the multiply imaged systems involved in this analysis.
This new method of modeling cluster lenses involves exploring the overall mass of the cluster without basing the largescale form of the mass on the light distribution. B05 bases both the large-and small-scale forms of the cluster mass directly on the observed light distribution. The initial kernel used by B05 for the smooth mass component is not defined from a parameterized analytic profile, but from the large-scale, smoothed galaxy light distribution formed from a superposition of the power-law galaxy masses. In contrast, our technique assumes no initial halo dependence on the light distribution.
The smooth component used by B05 was augmented in the model with a two-dimensional additive polynomial perturbing function. The B05 model uses nine and 14 parameters for second-and third-order deflection perturbations, respectively, with two additional parameters for the normalization of the highand low-frequency mass scale components. In contrast, the analysis applied in this study involves 2N 2 þ 7, which results in 25 parameters for the second-order, N ¼ 3, shapelets; the additional complexity is due to the implementation of the analytic NFW profile, as well as the superposition of shapelets. Moreover, this analysis explicitly includes a parameter for alignment and an additional parameter to accommodate the mass sheet dependence. The conclusions of B05 state that the light profile is more concentrated than the mass. This provides support for not basing the large-scale lens mass model on the light distribution, which is a new technique in this study. To avoid relying on the light for the position of the large-scale mass, the central location of the large-scale halo mass model was allowed to vary. The significance of this variability is shown by our final results in x 8.1, indicating a misalignment between the position of the cD and total mass model.
As shown in Figure 8 , the overall mass profiles from this method and the prior method of B05 are in general agreement; the main difference is that the B05 model has a larger mass at smaller radii and smaller mass at the largest radii as compared with the model from this study. for h ¼ 0:70; the Einstein radius is defined consistently for each Monte Carlo model to be measured from the center of the mass distribution to the specified center of the giant arc. As observed, both the mass and the mass-to-light ratio possess a skewed distribution with the 90% confidence interval errors calculated directly from the Monte Carlo simulations. Because the Einstein radius of this asymmetric cluster has significant error associated with it, this estimate of the Einstein radius, although consistent between Monte Carlo simulations, also has associated with it a systematic error that is more difficult to quantify. Different algorithms for estimating the Einstein radius would doubtlessly give slightly different values, but presumably the scatter in the Monte Carlo simulations would be similar.
The slope, d log AE/d log R ¼ À0:65 AE 0:1, obtained by B05 is comparable to our results using all of the 30 multiply imaged systems without the flux constraint producing an outer slope of approximately À0.70. However, additional structure was observed in our profile, including the two constant slope regimes summarized in x 8. In addition, there are also significant differences in the critical curves between our results and those of B05 inevitably due to the sensitive nonlinear relationship between the critical curves and the mass model. The overall form of the mass may have a different form, but the average mass profiles are in agreement.
Another aspect of the modeling involves the use of redshift and cosmological constraints. The modeling by B05 uses angular distance ratios, f k , set to unity in the modeling. The redshift information is used after the modeling along with the cosmology to determine the final solution; the f k values are then inferred from the image deflection positions. The basis of this method was that the f k values vary less than 10% for this lowredshift cluster, which would imply that the cosmology and redshift would have an insignificant contribution to the model. In contrast, this paper's modeling utilizes the cosmology and takes advantage of the optimal information provided by the much improved ACS imaging; the f k values are determined from the spectroscopic and photometric redshifts. This enables a method that is more easily applied to future cluster lenses where the f k relation does not plateau as shown in Figure 3 . Moreover, when f k is set to unity for all of the multiply imaged systems in this modeling, which is equivalent to assuming that all sources are at the reference redshift, the model does not converge to a physically sensible solution. This form of the model is more sensitive to the changes in physics encountered by an assumption such as defining all sources to be at a mean redshift. In particular, changes in the f k values in this flexible modeling methodology could even help narrow down the proper f k by exploring the effect on the model's fit; this was used in verifying the photometric estimate of the giant arc.
Despite the differences between our modeling approach and that used in B05, the final average mass distributions are quite similar, providing confidence that the results from both models are reliable.
FUTURE IMPROVEMENTS
The intention of this cluster lens modeling approach is to incrementally improve the modeling technique to eventually enable pixelized modeling with minimal parameterization and imposition of assumptions. Numerous improvements to the modeling have so far been introduced, but additional changes would advance the software further, such as the introduction of the hot X-ray-emitting gas as an additional component; currently the entire X-ray-emitting gas and large-scale dark matter are accommodated by a single halo component. By separating the X-ray contribution from the halo component, the baryonic contribution, which includes the galaxies and X-ray gas, can be determined.
In order to avoid the necessity of introducing the mixed derivative penalty to the minimization function, the shapelets could be introduced as basis images of the mass potential. However, this involves significantly more analytical calculations. In addition to the implementation of alternative optimization algorithms such as simulated annealing, another improvement may include using an alternative profile other than the NFW; at this time, however, the research (Huo et al. 2004; Kategert et al. 2004; Kneib et al. 2003 ) supports the NFW profile. Otherwise, the inclusion of an NFW profile with variable slope and ellipticity could be added. However, the mass basis, which includes the shapelet deflection basis, has the capability of significantly augmenting the form of the mass model. In addition, although the current perturbed NFW is robust, the addition of another NFW component may be warranted due to the subclump of galaxies 1 0 to the northeast of the cluster center. However, there is a lot to be said for a simple model with a few parameters, and we believe that we have settled on a form of the mass that is capable of reliably modeling this mass distribution.
Currently, there is an inherent assumption that all of the galaxies in the galaxy component have the same mass-to-light ratio. Allowing every galaxy its own mass-to-light ratio would introduce too many parameters to the fit. Moreover, the galaxy massto-light ratio cannot be constrained for individual galaxies except where there is a significant perturbation to an image by the intrusion of the galaxy. Moreover, galaxy mass, size, and shape parameters would also be highly indistinguishable, leading to significant degeneracies considering that most of the galaxies are only a small percent of the mass.
A more realistic initial approximation of the galaxy component is splitting it into subgroups, accommodating the different group properties and possibly independent mass-to-light ratios; it would be of particular interest to compare and see if the massto-light ratios differ significantly. For the Abell 1689 cluster, there are subgroups in both radial velocity and position on the sky (Miralda-Escudé 1995; Girardi et al. 1997; King et al. 2002) . In particular, there exists a group of galaxies 1 0 to the northeast spatially separated from the main portion of the cluster, as shown in Figure 1 , which could be demarcated with a variant mass-tolight ratio possibly improving the fit if indeed these components are found to be optimized at different ratios. If separate galaxy contributions are accommodated in the modeling, then there is a separate input deflection image for each group, each with their own M/L model parameter. Alternatively, the mass-to-light ratio could be allowed to vary over the field with a functional relationship parametrically accommodated in the modeling. Another improvement that has been minimally tested is the capability of varying the source redshifts as additional optimization parameters.
Alternate methods are also being approached and even include nonparameterized mass reconstruction (Diego et al. 2005) . Finally, the most obvious and important improvement to this current modeling would involve obtaining more spectroscopically determined redshifts.
CONCLUSIONS
Gravitational lensing provides insight into the nature and distribution of not only the cluster mass distribution as a whole, but also the dark matter contribution in relation to the visible light. This study explores a different approach to the modeling that robustly accommodates the cluster large-scale mass without significant basis on the light by using the NFW and shapelet basis images for the model; the additional sheet mass and explicit capability of accommodating a core, as well as the variant axisymmetric shapes and model center, have been imperative for accurately modeling this cluster. In addition, the inclusion of the gravitational lensing conservation of surface brightness provides an improved solution. Another significant aspect of this analysis is the added photometric redshift capability with the benefit of the ACS data. Finally, this is the first lensing system that is deep enough to provide ample multiply imaged systems to enable analysis of the systematics related to the choice of systems employed in the modeling, as well as other model systematics.
The mass distribution of Abell 1689 was found to be more axially symmetric than the light with a dominant large-scale halo dark matter component containing over 85% of the mass within the Einstein radius of $50 00 , while less than 15% is included in the galaxy component. The mass within the giant arc is approximately 2:04 Broadhurst et al. (2005a) , the main results of our analysis were found to agree.
A caveat clearly highlighted by this analysis is the fact that any modeling analysis of a complex system such as Abell 1689 will always depend on the assumptions used, as well as the choice of information supplied to the modeling. One's interpretations of the model results should always be guided by a proper assessment of the systematics. As supported in this analysis, the results are found to be sensitive to the completeness of the multiple image systems used, the form of the model, the constraints imposed on the modeling, the cosmology, and observational uncertainties including limited redshift information and spatial resolution. We have tried throughout this analysis to highlight these systematics and explore the extent to which they impact the conclusions from our modeling.
