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На рис. 5 подані результати обчислень, тобто всі показники рейтингу 
корпоративного клієнта. 
 
Рис. 5 – Зведений рейтинг клієнта 
Висновки. За допомогою запропонованої методики, процес моніторингу 
клієнта комерційного банку піднявся на якісно новий рівень, допомагаючи 
зменшити існуючу диспропорцію інформації між позичальниками та 
емітентами, з одного боку, і кредиторами та покупцями боргових зобов'язань 
з іншого. Нова методика визначення рейтингу клієнта комерційного банку 
дозволить швидко й ефективно приймати відповідальні стратегічні рішення. 
Результати роботи можуть бути використані у відділах ризику банківських 
послуг для автоматизації процесу рейтингу кредитів, а також для проведення 
різних досліджень в області фінансової стабільності підприємств. 
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ДИНАМИЧЕСКАЯ КЛАСТЕРИЗАЦИЯ ВРЕМЕННЫХ РЯДОВ С 
ИСПОЛЬЗОВАНИЕМ АГРЕГИРОВАННЫХ ПОКАЗАТЕЛЕЙ 
В статті розглядається задача кластеризації часових рядів стосовно котирування акцій. У роботі 
були використані: метод отримування головних компонент «Гусениця» і коефіцієнт Херста для 
отримання параметрів ряду; метод k-середнього та евклідова відстань для кластерізація. 
В статье рассматривается задача кластеризации временных рядов применительно к котировкам 
акций. В работе были использованы: метод получения главных компонент «Гусеница» и 
коэффициент Хёрста для подсчета параметров ряда; метод k-среднего и евклидово расстояние 
для кластеризации. 
In this paper was examined a problem of time series based on stocks market history prices. For this 
purpose was used: method of Singular Spectrum Analysis and Hurst exponent for parameters 
calculation; k-mean clustering and Euclidean distance for clustering.  
Введение. Успешное решение задачи прогнозирования рядов в 
значительной мере определяется соответствием выбранной модели истинной 
структуре ряда. Задача выбора вида модели не имеет формального решения и 
в значительной мере опирается на эвристические соображения в сочетании со 
статистическими методами оценивания параметров модели и последующей 
проверкой ее адекватности. Очевидно, что решение указанной задачи 
существенно облегчается, если предварительно сгруппировать исследуемые 
временные ряды в группы, содержащие ряды, в определенном смысле 
близкие по структуре. Для решения этой вспомогательной задачи можно 
использовать известные методы кластеризации, однако при этом возникает 
проблема выбора обоснованных показателей «близости» временных рядов на 
основе вычисляемых статистических характеристик. 
Проблема кластеризации временных рядов. Различные походы к 
решению задачи кластеризации временных рядов рассматривались в ряде 
работ [1, 2]. При этом для решении задачи использовались такие методы 
кластеризации, как перегруппированная кластеризация (relocation clustering), 
агломеративная иерархическая кластеризация, метод k-среднего, метод  
нечеткого c-среднее и другие. 
В [1] рассмотрены вопросы классификация временных рядов цен на 
акции по индустриальным категориям, таким как Media, IT, и др. и проведен 
анализ движения цен акций между различными категориями. При этом 
использовались следующие показатели: 
- результаты усреднения ряда на недельной основе; 
- процентные приросты цен на акции в определенные моменты времени; 
- нормализованные значения процентных приростов цен акций; 
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Для решения задачи использовалась иерархическая конгломеративная 
кластеризация с функциями стоимости Single link (min), Complete link (max), 
average link, ward’s method. В качестве метрики была выбрано Евклидовое 
расстояние. 
Основные подходы к задаче кластеризации временных рядов 
рассмотрены в [2]. Таким образом, основная проблема состоит в выборе 
системы показателей временного ряда, обеспечивающих формирование 
критериев их подобия (близости) и соответствующего метода кластеризации. 
Выбор перечня показателей. Для решения задачи кластеризации были 
в работе выбраны следующие показатели временного ряда { } 1
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· Показатель «тренд» – направленность роста временного ряда: 
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· Показатель, основанный на использовании коэффициентов 
разложения ряда по методу главных компонент. Для расчетов целесообразно 
воспользоваться методов «Гусеницы» (Singular Spectrum Analysis)» [3]. 
Расчеты производятся на основе использования так называемой 
«траекторной» матрицы, вычисленной на интервале времени 1K N M= - + , 
где 
2
























, 1 .TV P P
K
=  (1) 
Далее выполняется сингулярное разложение матрицы V: V U V= S , где 
xS  – диагональная матрица размера M K´  с неотрицательными 
вещественными числами по диагонали. Эти числа и используются в качестве 
коэффициентов разложения по методу «Гусеницы». 
· Показатель Хёрста [4] – показатель стохастичности ряда, 
позволяющий оценить, является ли ряд стохастичным, белым шумом или же 
имеет место наличие тренда. Показатель определяется из соотношения: 
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 – нормированный диапазон (rescaled range), С – константа, Н – 
показатель Хёрста. В свою очередь нормированный диапазон можно 
вычислить следующим способом: 
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1, 2..,i n= . Параметр Херста в свою очередь оценивается с использованием 
уравнения линейной регрессии, полученного путем логарифмирования (5): 
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Окончательно выражение для искомой оценки приобретает вид: 
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Выбор алгоритма кластеризации и метрики. В работе был 
использован известный метод кластеризации k-среднее. В качестве метрики 
было выбрано Евклидово расстояние в пространстве оцениваемых 
показателей. 
Соответственно можно ввести показатель расстояния между двумя 
рядами: 
 2( , ) ( ) ,i j i ik k
k
P X X p p= -å  (7) 
где ikp – k -й показатель i -го временного ряда.  
Вычислительный эксперимент. Для вычислительного эксперимента 
были использованы временные ряды цен на акции на бирже NASDAQ за 
последние 5 лет. Был проведен эксперимент, на 500 временных рядах, 
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которые разбивались на 10 групп. В приведенной ниже таблице, указаны 
среднее расстояние, заданное формулой (7), между временными рядами 
внутри одной группы. 
Как видно из таблицы, группы 1–6 имеют сравнительно малое среднее 
расстояния между временными рядами. Группы 7–10 в таблице не приведены, 
так как среднее расстояние в них на порядок больше, что означает, что эти 
группы содержат выбросы. Подсчёт среднего расстояния между центрами 
кластеров показал, что они удалены друг от друга, так как расстояние 
превышает 510 . 
Таблица полученных групп 
 Номер группы 
1 2 3 4 5 6 
Количество 
рядов 
88 46 81 33 161 65 
Среднее P 
в группе 
2232 7150 4392 9293 1426 3101 
 
Заключение. В перспективе, для лучшей кластеризации, можно 
использовать другие методы. Например, c-среднее – нечеткая кластеризация, 
которая позволит определить с какой степенью тот или иной ряд относится к 
какому-то кластеру. Целесообразно также использовать методы 
иерархической кластеризации, которые не требуют задания исходного числа 
кластеров, а позволяют найти их в процессе выполнения процедуры 
кластеризации. Так же для процедуры c-среднего можно использовать 
метрику относительного расстояния, вычисленную через корреляционный 
коэффициент Пирсона. 
Представляет интерес так же использование других показателей, таких 
как коэффициенты разложения на прототипы функций (вейвлеты), 
коэффициенты разложения Фурье и другие возможные разложения, что, 
возможно, позволит повысить точность кластеризации. 
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О МЕТОДОЛОГИЧЕСКИХ АСПЕКТАХ РЕШЕНИЯ ЗАДАЧ 
ПРОГРАММНО-ИНФОРМАЦИОННОЙ ПОДДЕРЖКИ 
ТЕХНИЧЕСКОГО ОБСЛУЖИВАНИЯ И РЕМОНТА 
Визначені задачі методологічної і програмно-інформаційної підтримки процесів технічного 
обслуговування і ремонту (ТОіР), основні проблемні галузі наукової підтримки організації робіт 
з ТОіР. Пропонуються мінімальний набір функцій системи програмно-інформаційної підтримки 
процесу ТОіР, а також використання в подібних системах засобів аналізу та інтелектуальної 
підтримки. Наведено основні елементи методики організації ремонтних робіт із застосуванням 
засобів автоматизації та приклади IDEF0–діаграм опису процесу ТОіР. 
Определены задачи методологической и программно-информационной поддержки процессов 
технического обслуживания и ремонта (ТОиР), основные проблемные области научной 
поддержки организации работ по ТОиР. Предлагаются минимальный набор функций системы 
программно-информационной поддержки процесса ТОиР, а также использование в подобных 
системах средств анализа и интеллектуальной поддержки. Приведены основные элементы 
методики организации ремонтных работ с применением средств автоматизации и примеры 
IDEF0–диаграмм описания процесса ТОиР. 
There were identified problems of methodology and software-information support to maintenance and 
overhaul (MRO), and main areas of scientific support to the organization of work on maintenance and 
repair. Proposed minimum set of function of system software and information support to MRO, as well 
as the use of such systems, analytical tools and intellectual support. Basic elements of MRO 
organization methodic showed. 
Введение. После распада СССР многие производственные предприятия 
вынуждены в новых условиях самостоятельно решать проблему обеспечения 
непрерывного функционирования своего оборудования. Работоспособность 
оборудования напрямую влияет на производственно-финансовые показатели 
предприятия и его экономическое состояние. Поэтому решение задачи 
обеспечения эффективной организации технического обслуживания и 
ремонтов (ТОиР) производственного оборудования имеет достаточно 
большое значение. 
Рассматриваемая проблема заключается в том, что ранее в СССР 
существовали специализированные научные институты (ЭНИМС, 
ЭНИКМАШ, ВНИИЛИТМАШ, ВНИИДМАШ), занимающиеся научной 
организацией ТОиР, которые публиковали методические рекомендации по 
организации на предприятиях системы ТОиР и, в частности, планово-
предупредительных ремонтов (ППР), а после его распада отсутствует 
системная организация работы ремонтных служб, и каждое предприятие 
вынуждено самостоятельно решать задачи организации ТОиР своего 
оборудования. Упомянутые институты под руководством ЭНИМС еще в 
