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We study the ground state phase diagram and the quantum phase transitions in spin-1 Bose gases
with Raman induced spin-orbit coupling. In addition to the Bose-Einstein condensates with uniform
density, three types of stripe condensation phases that simultaneously break the U(1) symmetry and
the translation symmetry are identified. The transitions between these phases are investigated, and
the occurrences of the various tricritical points are predicted. The excitation spectra in the plane-
wave phase and the zero-momentum phase show rich roton-maxon structures, and their instabilities
indicate the tendency to develop the crystalline order. We propose the atomic gas of 23Na could be
a candidate for observing the stripe condensate with high contrast fringes.
PACS numbers: 03.75.Hh, 67.85.Fg, 05.30.Jp
I. INTRODUCTION
The remarkable realization of synthetic spin-orbit (SO)
coupling in quantum gases generates great interest re-
cently and is opening up new perspective in exploring
the many-body phenomena with ultracold atoms [1]. So
far, a specific type of SO coupling, which is induced by
a pair of Raman laser beams, has been experimentally
achieved in atomic gases of 87Rb [2], 40K [3], and 6Li [4].
In contrast to solid-state materials, ultracold atoms pro-
vide a unique platform to study the rich SO effects in
bosons. Previously, the interesting properties of the SO
coupled spin-half Bose-Einstein condensates have been
extensively studied on both the experimental side [2, 5–
10] and the theoretical side [11–16]. Very recently, the
Raman coupling scheme is experimentally generalized to
spin-1 bosons by NIST group [17], and novel conden-
sation phases in this system are also theoretically pre-
dicted [18, 19].
The purpose of the present work is to study the in-
teractions effects on the quantum phase transitions in
the spin-1 SO coupled Bose gases. Our main results
are summarized in Fig. 1, which shows the ground-state
phase diagrams in terms of the Raman coupling strength
Ω and the quadratic Zeeman field Λ. Three types of
stripe condensation phases that simultaneously break the
U(1) symmetry and the translation symmetry are iden-
tified with either antiferromagnetic interaction or ferro-
magnetic interaction. These stripe phases, as well as the
plane-wave (PW) phase and the zero-momentum (ZM)
phase, are characterized by the spin magnetization and
the crystalline order. The occurrences of the various tri-
critical points are also predicted.
The paper is organized as follows. In the next section,
we first recall the unique feature of the single-particle dis-
persion in this spin-1 system and interpret the magnetic
tricritical transition in the noninteracting limit. Then,
∗Electronic address: zqyu.physics@outlook.com
the effects of many-body interactions on the magnetic
phase transition are considered in Sec. III, and the ele-
mentary excitations in the PW phase and the ZM phase
are also studied. In Sec. IV, the ground-state phase dia-
gram are determined via a variational approach, and the
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FIG. 1: Ground-state phase diagram of SO coupled spin-1
Bose gases with (a) antiferromagnetic interaction and (b) fer-
romagnetic interaction. Three types of stripe condensation
phases are labeled as STR1, STR2 and STR3, respectively.
The quantum phase transitions could be either first order
(dash-dotted line) or second order (solid line). Various tricrit-
ical points are indicated by the symbols F, , and 4. Inter-
actions parameters: (a) c2n¯ = 0.1Er and (b) c2n¯ = −0.1Er;
for both plots c0n¯ = 1Er.
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2stripe phases are characterized by the spatial modula-
tions of density and magnetization. Finally, in Sec. V,
we conclude with discussions on the experimental rele-
vance of our theory. For completeness, the calculation
details are given in Appendixes.
II. SINGLE-PARTICLE PHYSICS
We consider the experimental scheme that three Ra-
man laser beams propagating along x direction are em-
ployed to generate SO coupling in spin-1 bosons [17]. In
this setup, the momentum transfer between the adjacent
hyperfine states is achieved via the two-photon Raman
transition. The effective Hamiltonian (in the laboratory
frame) for single atom is given by (set ~ = 1)
H˜R =
~p2
2m
+
Ω√
2
(Fx cos 2krx+ Fy sin 2krx) + ΛF
2
z , (1)
where kr is the recoil momentum of the Raman lasers,
{Fx, Fy, Fz} are Pauli matrices for spin-1, Ω is the Ra-
man coupling strength, and Λ is the quadratic Zee-
man field [20]. By applying the unitary transformation,
HR = U
†H˜RU with U = e−2ikrxFz , one can remove the
coordinate dependence of Hamiltonian (1). In the ro-
tating frame, the single-particle Hamiltonian is rewritten
as
HR = p − 2mkrpxFz + 1√2ΩFx + Λ
′F 2z , (2)
with p = p
2/(2m), Λ′ = Λ + 4Er, and Er = k2r /(2m).
The second term of the Hamiltonian (2) represents a lin-
ear coupling between spin and momentum.
We choose momentum as a good quantum number to
determine the single-particle ground state [21]. The dis-
persion relation of lowest band is given by
εp = p +
2
3Λ
′ − 2√Apx cos τpx , (3)
with τpx =
1
3 arccos(Bpx/A
3/2
px ), Apx =
1
9Λ
′2 + 16Ω
2 +
16
3 Erpx , and Bpx =
1
27Λ
′3 + 112Λ
′(Ω2 − 64Erpx). The
energy eigen-state for the same band is given by
φ~p(~r) =
√
1
V
a+a0
a−
 ei~p·~r, (4)
with a± = −a0Ω/C±, a20 = [1 + Ω2/C2+ + Ω2/C2−]−1,
and C± = 23Λ
′ ∓ 4mpxkr + 4
√
Apx cos τpx . For px = 0,
a+ = a−.
As first pointed out by Lan and O¨hberg [18], the single-
particle ground state can be dramatically tuned by the
Raman coupling strength and the quadratic Zeeman field
(see Fig. 2). When Λ is large enough, εpx has only one
minimum, and the ground state is the ZM state; when
Λ → −∞, the lowest energy occurs at two opposite mo-
menta, and the ground state is the PW state with two-
fold degeneracy. In the intermediate region, there are
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FIG. 2: Ground-state phase diagram of a spin-1 boson with
Raman coupling. The insets show schematic dispersion rela-
tion of the lowest band in different regions, where the spec-
trum has one, two, and three minima, respectively.
three local energy minima for Ω below a critical value,
and the ground state is determined by the competition
between them. The three minima merge together at the
tricritical point (Ω?,Λ?), where the spectrum becomes a
extremely flat band in x direction
εpx = ε? + λ?p
6
x (px → 0), (5)
with ε? = 16(2−
√
5)Er and λ? =
[
(256
√
5−511)mk4r
]−1
.
For Ω < Ω?, the transition between the PW state and the
ZM state is first order, and the ground-state momentum
exhibits a sudden jump at the transition. For Ω > Ω?,
the PW-ZM transition is second order, and the ground-
state wave function evolves continuously across the phase
boundary.
To further get a quantitative description of the tricrit-
ical transition, we expand the single-particle spectrum in
the vicinity of px = 0. Up to the sixth order, we have
εpx = ε0 + λ2p
2
x + λ4p
4
x + λ6p
6
x +O(p8x), (6)
where ε0 =
1
2 (Λ
′ − √Λ′2 + 2Ω2), and explicit form of
coefficients λ2, λ4 and λ6 are given in Appendix A. The
dispersion relation in Eq. (6) is reminiscent to the Lan-
dau’s phase transition theory [22], in which the free en-
ergy is expanded in terms of the order parameter. With
an analogous analysis, we find the conditions for the PW-
ZM transition. When λ24 = 4λ2λ6 (with λ4 < 0 and
λ2, λ6 > 0), a first-order transition takes place; when
λ2 = 0 (with λ4, λ6 > 0), a second-order transition hap-
pens. The first-order transition and the second-order
transition meet at the tricritical point (Ω?,Λ?), where
the condition
λ2 = λ4 = 0 (7)
is satisfied. Although the dispersion in Eq. (6) is ap-
proximate, it provides an accurate description of the
3low-energy physics in the vicinity of the tricritical point.
From the condition (7), we find the tricritical point at
Ω? = 16
√
5
√
5− 11Er ' 6.7946Er, (8)
Λ? = 4
(
13− 6
√
5
)
Er ' −1.6656Er. (9)
Due to the spin-momentum coupling, when the atom’s
momentum varies, its spin polarization also changes. The
momentum of the single-particle ground state p0 satisfies
the stationary condition
∂pxεp
∣∣
p=p0
= 0. (10)
Applying the Hellmann-Feynman theorem to the left-
hand side above, we find
p0 = 2krMz, (11)
where Mz = 〈Fz〉 is the longitudinal magnetization. Re-
lation (11) implies an accompanied magnetic transition
across the PW-ZM phase boundary. Mz is finite in the
PW state and is zero in the ZM state. When a first-
order transition between these two phases happens, a
sudden jump in the magnetization can be observed; when
a second-order transition takes place, the nonzero mag-
netization emerges continuously in the PW state. The
landscape of the magnetization is shown in the phase di-
agram of Fig. 2. In the PW phase regime, the ground
state has two fold degeneracy, Mz is chosen to be posi-
tive with a spontaneous breaking of the Z2 symmetry.
III. CONDENSATE WITH UNIFORM DENSITY
A. PW condensate and ZM condensate
Now we turn to the interactions effects in a many-body
system.
The interactions between spin-1 bosons include two
parts: the density-density interaction and the spin-spin
interaction. The interaction Hamiltonian reads
Hint =
c0
2
∫
d~r n2(~r) +
c2
2
∫
d~r ~F(~r) · ~F(~r), (12)
where n(~r) = ψ†ψ is the local density operator, ~F(~r) =
(Fx,Fy,Fz) is the local spin operator with Fx,y,z ≡
ψ†Fx,y,zψ, ψ† = (ψ
†
+, ψ
†
0, ψ
†
−) is the creation operator for
the spin-1 atoms, and c0 and c2 are interaction strength
parameters. In this work, the density-density interaction
is assumed to be repulsive (c0 > 0), and the spin-spin
interaction could be either antiferromagnetic (c2 > 0) or
ferromagnetic (c2 < 0).
In analogy to the single-particle case, we first assume
the many-body ground state is a Bose-Einstein conden-
sate with single momentum macroscopically occupied.
The condensate wave function ϕ ≡ 〈ψ〉 is written as
ϕ(~r) =
√
n¯
α+α0
α−
 ei~pc·~r, (13)
where n¯ is the average density of atoms, ~pc = (pc, 0, 0) is
the condensation momentum, and α±,0 are real param-
eters satisfying the normalization condition α2+ + α
2
0 +
α2− = 1. In general, the condensate wave function does
not necessarily coincide with the single-particle ground
state.
At mean-field level, we replace the field operator ψ
by the condensate wavefunction ϕ and write the energy
functional of the system as
E =
∫
d~r
[
ϕ†HRϕ+
c0
2
(
ϕ†ϕ
)2
+
c2
2
∑
j=x,y,z
(
ϕ†Fjϕ
)2 ]
.
(14)
The condensate wavefunction should minimize the total
energy. From the stationary condition ∂pcE = 0 and the
wavefunction ansatz in (13), we find a simple relation be-
tween the condensation momentum and the longitudinal
magnetization,
pc = 2krMz, (15)
with Mz = α
2
+−α2−. In contrast with the single-particle
result in Eq. (11), the interactions effects have been in-
cluded in this relation, where pc in principle could be
different from p0. The spinor parameters α±,0 satisfy
the time-independent Gross-Pitaevskii (GP) equation,
L
α+α0
α−
 = µ
α+α0
α−
 , (16)
where µ is the chemical potential, and
L = HR(pc) + c0n¯+ c2n¯
[
MzFz +
√
2α0(α+ + α−)Fx
]
.
Once pc and α±,0 are determined from Eqs. (15) and
(16), the equation of state for the PW phase and ZM
phase thus can be obtained.
When the interactions between the atoms are spin-
independent, i.e., c2 = 0, the solution of GP equation
(16) reduces to the single-particle wave function with
µ = εpc + c0n¯, and the ground-state phase diagram re-
mains the same as the noninteracting case (Fig. 2). When
the interactions become spin-dependent, the condensate
wave function is different from the single-particle state
and, consequently, the transition between the PW phase
and the ZM phase is affected. As shown in Fig. 3, for
c2 < 0 (c2 > 0), the phase boundary moves toward the
side with larger (smaller) Ω and Λ, and the discontinuity
magnitude of Mz decreases (increases) at the first-order
transition [23]. When the spin-spin interaction is weak,
such corrections are typically small.
B. Elementary excitations
Beyond the mean-field level, one can use Bogoliubov
theory to take account of quantum fluctuations. In the
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FIG. 3: Magnetic phase transitions between the PW phase
and the ZM phase for different spin-dependent interaction
strength c2. The condensation momentum is related to the
spin magnetization via the relation pc = 2krMz (see the right
axes). For both plots, c0n¯ = 1Er.
PW phase and the ZM phase, the grand canonical Hamil-
tonian for the fluctuation part is given by
KBog =
∑
qx>0
{
Ψ†~qK~qΨ~q − Tr [KR(~pc − ~q) + ΣN]
}
(17)
with KR(~p) = HR(~p)− µ, and
K~q =
[
KR(~pc + ~q) + ΣN ΣA
ΣA KR(~pc − ~q) + ΣN
]
. (18)
Here, Ψ†~q is the creation operator in the Beliaev represen-
tation with ~q being the excitation momentum, ΣN and
ΣA are the normal self-energy and anomalous self-energy,
respectively, whose explicit expressions are given in Ap-
pendix B. The quadratic Hamiltonian (17) can be solved
via the Bogoliubov transformation, and the elementary
excitations are readily determined from
Det
[
KR(~pc + ~q) + ΣN − ω ΣA
−ΣA −KR(~p − ~q)− ΣN − ω
]
= 0.
(19)
Due to the emergence of the off-diagonal long-range or-
der, the lowest branch excitations in the long wavelength
limit is the gapless phonon mode. The gapless feature of
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FIG. 4: Lowest band of elementary excitations in (a) the PW
phase and (b) the ZM phase for different values of Ω and Λ.
For both plots, c0n¯ = 1Er and c2 = 0.
the spectrum is mathematically guaranteed by a modified
version of the Hugenholtz-Pines relation [24],
Det [HR(pc)− µ+ ΣN(0, 0)− ΣA(0, 0)] = 0, (20)
which is indeed satisfied at the Bogoliubov level. Across
the first-order transition between the PW phase and
the ZM phase, the sound velocity of the phonon mode
exhibits a sudden jump at the phase boundary. At
the second-order PW-ZM transition, sound velocity van-
ishes (in x direction), which is similar to the spin-half
case [13, 15]. At the tricritical point (Ω?,Λ?), the phonon
mode is extremely soft and shows a novel cubic dispersion
in long-wavelength limit,
ωqx = η|qx|3, (qx → 0). (21)
For c2 = 0, we find η =
√
c0nEr/(2
√
5− 4)/(8k3r ).
At larger qx, the lowest band of excitations could
show rich roton-maxon structures, as plotted in Fig. 4.
Such a nonmonotonic dispersion relation attributes to
the triple-well/double-well structure of the single-particle
spectrum. In the ZM phase, the roton-maxon structure
(if it exists) is symmetric, and the spectrum has two de-
generate local minima at opposite momenta; in the PW
phase, the roton-maxon structure is asymmetric, and the
spectrum has either one or two local minima at qx < 0.
Previously, the roton excitations in the two-component
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FIG. 5: Stability diagram of the PW phase and the ZM phase
with (a) antiferromagnetic interaction and (b) ferromagnetic
interaction. The roton excitations suffer the dynamic (en-
ergetic) instability in the region with dark-gray (light-gray)
shadow. Interactions parameters are the same as Fig. 1.
SO coupled Bose gases have been experimentally ob-
served via the Bragg spectroscopy measurement [9, 10];
a similar technique can be employed in the spin-1 system
to detect the double-roton structure (see Appendix C for
details).
While the excitations spectra are always stable for
c2 = 0, the spin-dependent interaction (being either an-
tiferromagnetic or ferromagnetic) could cause various in-
stabilities, as shown in Fig. 5. The onset of the occur-
rence of the instability is corresponding to the situation
that the roton gap vanishes. In the unstable region, the
ZM phase suffers the dynamic instability that the ener-
gies of the roton excitations become imaginary, and the
PW phase suffers the energetic instability that the ener-
gies of roton excitations become negative. When the dis-
persion shows an asymmetric double-roton structure, the
energetic instability occurs near the roton with a lager
(smaller) |qx| for c2 > 0 (c2 < 0). Similar to the spin-
half case [10], the closure of the roton gap indicates the
tendency to develop crystalline order in the system. The
different type of instabilities imply the existence of stripe
phases with different crystalline orders.
IV. STIPE CONDENSATES
A. Three types of stripe condensates
To include the stripe phases, we employ the variational
method and write the condensate wavefunction as
ϕ =
√
n¯
ξ+
α+α0
α−
eipcx + ξ0
β1β0
β1
+ ξ−
α−α0
α+
e−ipcx
 ,
(22)
with pc 6= 0. Here, α±,0 and β0,1 are real parameters
describing the spinor configurations with different mo-
menta, and ξ±,0 are complex coefficients for each com-
ponents. These parameters satisfy the normalization
constraints α2+ + α
2
0 + α
2
− = 1, β
2
0 + 2β
2
1 = 1 and
|ξ+|2 +|ξ0|2 +|ξ−|2 = 1. When ξ0 = ξ− = 0, the variation
ansatz (22) recovers the wavefunction of the PW phase;
when ξ± = 0, it describes the ZM condensate; when two
or all of the coefficients {ξ0, ξ±} are nonzero, it represents
a stripe phase that breaks the translation symmetry.
According to Eq. (14), the variation energy for the
ground state can be written in terms of the parameters
α±,0, β0,1, pc, |ξ±,0|, and θ ≡ arg ξ0−(arg ξ+ +arg ξ−)/2.
Through a straightforward numeric minimization with
respect to the variation parameters, we find the ground-
state phase diagram as shown in Fig. 1. Besides the PW
phase and the ZM phase, three types of stripe phases are
identified as follows.
(i) The STR1 phase with ξ0 = 0 and |ξ+| = |ξ−| =
1/
√
2. In this phase, the longitudinal magnetization Fz
vanishes everywhere, and density distribution shows a
spatial modulation with a period of pi/pc,
n(~r) = n¯
[
1 + 2 |ξ+ξ−|
(
α20 + 2α+α−
)
cos(2pcx+ 2θ
′)
]
,
(23)
where θ′ ≡ (arg ξ+ − arg ξ−)/2 determines the positions
of the peaks in the density profile.
(ii) The STR2 phase with ξ0 6= 0, |ξ+| = |ξ−| 6= 0,
and θ = pi/2. In this phase, both density and spin po-
larization are nonuniform. The density distribution is in
the same form as Eq. (23), and longitudinal magnetiza-
tion oscillates with a period being twice of the density
modulation
Fz(~r) = n¯
√
2 |ξ0ξ+| (α+ − α−)β1 sin(pcx+ θ′). (24)
The relative phase between the density and spin modula-
tion is fixed, and a node of Fz(~r) is always corresponding
to a peak of n(~r).
(iii) The STR3 phase with ξ0 6= 0, |ξ+| = |ξ−| 6= 0, and
θ = 0. In this phase, Fz = 0, and the condensate density
oscillates with a period of 2pi/pc,
n(~r) = n¯
[
1 + 2 |ξ+ξ−|
(
α20 + 2α+α−
)
cos(2pcx+ 2θ
′)
+4 |ξ0ξ+| (α0β0 + α+β1 + α−β1) cos(pcx+ θ′)] .
(25)
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FIG. 6: Spatial distributions of density (solid line) and lon-
gitudinal magnetization (dash-dotted line) in (a) the STR1
phase, (b) the STR2 phase, and (c) the STR3 phase. Right
column shows the schematic single-particle dispersion and the
momentum occupation of the condensate in each case. Pa-
rameters: (a) Ω = 3.6Er, Λ = −0.72Er, c2n¯ = 0.1Er, (b)
Ω = 3.6Er, Λ = −0.68Er, c2n¯ = 0.1Er, and (c) Ω = 0.9Er,
Λ = 0, c2n¯ = −0.1Er; for all the plots, c0n¯ = 1Er.
In Fig. 6, we show examples of the density and mag-
netization distributions in the different stripe phases. It
is worth noting that although the condensate wavefunc-
tion (22) is written in the rotating frame, our results
for n(~r) and Fz(~r) remain the same in the laboratory
frame [25]. These distribution functions can be experi-
mentally measured through the in situ imaging.
For c2 > 0, the STR1 phase extends a wide area in the
phase diagram (see Fig. 1), and it is always the ground
state when the quadratic Zeeman field Λ is negative large
enough. The STR2 phase appears in a narrow region,
where the energies of the single-particle states at mo-
menta px = 0 and ±pc are close. The upper boundary
and lower boundary of this region start at (Ω,Λ) = (0, 0)
and end at the tricritical point (Ω?,Λ?). For c2 < 0, the
STR3 phase exists when both Ω and |Λ| are small, and
it could extend to a larger Ω regime when the density-
density interaction c0n¯ is suppressed. The area for the
stripe phases in the phase diagram shrinks as |c2| de-
creases, and it eventually vanishes when the interac-
tions become spin-independent. In the limit that Ra-
man coupling vanishes, our phase diagram recovers the
well-known results of the spinor Bose gases [26] (see Ap-
pendix D for details).
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FIG. 7: Contrasts of density modulation (solid line) and mag-
netization modulation (dash-dotted line) as a function of Λ.
Parameters: (a) c2n¯ = 0.1Er, Ω = 3.6Er, (b) c2n¯ = 0.1Er,
Ω = 3.85Er, and (c) c2n¯ = −0.1Er, Ω = 0.9Er. For all the
plots, c0n¯ = 1Er.
We note that the phase region for the stripe conden-
sates determined from the variational approach is quali-
tatively consistent with the instability analysis discussed
in the previous section (see Fig. 1 and Fig. 5).
B. Contrast of fringes and tricritical points
To further characterize the stripe phases, we inves-
tigate the contrast of the density fringes, which is de-
fined by the relative amplitude of the density modulation
(nmax − nmin)/(2n¯). The nonzero contrast in the stripe
phases implies the spontaneous breaking of the transla-
tion symmetry and the emergence of the crystalline order.
In the STR2 phase, besides the density modulation, the
longitudinal magnetization also shows a spatial oscilla-
tion. As a result, the contrast of magnetization fringes
(Fmaxz − Fminz )/(2n¯) is nonzero. In the PW phase and
ZM phase, both density and magnetization are uniform,
and the crystalline order vanishes.
The behaviors of contrasts across the different phase
boundaries are shown in Fig. 7. The transitions between
the PW phase and the stripe phases (STR1, STR2 and
STR3) are first order. The contrast of density modu-
lation exhibits a sudden jump at the phase boundary,
and the magnetization per particle Mz =
1
N
∫
d~rFz also
shows a discontinuity. The ZM-STR2 transition and the
7ZM-STR3 transition have the nature of second order.
When either of these transitions takes place, the uni-
form condensate in the ZM phase evolves smoothly into
a density modulated stripe with a finite contrast. For
c2 > 0, there is also an intriguing transition between two
stripe phases (STR1 and STR2). This transition is sec-
ond order as well. As the system enters the STR1 phase
from the STR2 side, the coefficient ξ0 in the wavefunction
continuously decreases to zero, and the contrast of the
magnetization modulation vanishes at phase boundary.
It is worth noting that in the STR2 phase the contrast of
magnetization fringes exhibits a nonmonotonic behavior
as Λ or Ω changes.
The first-order transitions and the second-order transi-
tions meet at the tricritical points, as shown in the phase
diagram of Fig. 1. For c2 > 0, the tricritical point de-
noted by the symbol  separates the STR1, STR2, and
ZM phases, and the tricritical point denoted by the sym-
bol F separates the STR2, ZM, and PW phases. For
c2 < 0, the STR3, PW, and ZM phases are separated by
the tricritical point denoted by the symbol 4, and the
tricritical transition at (Ω?,Λ?) is essentially the same as
the noninteracting case. As the spin-dependent interac-
tion vanishes, the region for the stripe phases collapses,
and the tricritical points  and 4 disappear.
V. DISCUSSION AND CONCLUSION
Finally, we discuss the experimental relevance of our
theory.
In the recent experiment of Ref. [17], the synthetic SO
coupling has been realized in the spin-1 Bose gas of 87Rb
atoms. Due to the very weak ferromagnetic interaction
(c2/c0 ' −0.005), the stripe phase (STR3) in the 87Rb
gas is expected to be found in a very limited region, and
the contrast of the density modulation is too weak to
make an evident detection. The interactions effects on
the PW-ZM transition are also negligible; the experi-
mental observation of the magnetic phase transition [17]
is indeed in a good agreement with the noninteracting
prediction.
Atomic gas of 23Na could be a candidate to observe the
stripe phases with antiferromagnetic interaction. Theo-
retically, a STR2 condensate with high contrast of den-
sity and magnetization modulations can be achieved at
suitable values of Ω and Λ. However, the narrow phase
region requires the fine-tuned parameters in experiment.
The STR1 phase, which extends a large area in the phase
diagram, is more promising for an accessible experimen-
tal detection. To estimate the visibility of the density
fringes, it is helpful to derive some analytic results when
the quadratic Zeeman field is negative large. In the limit
of −Λ  Ω, Er, the hyperfine level mF = 0 can be adia-
batically eliminated, and the system can be mapped to a
spin-half model with the effective Hamiltonian given by
H ′ =
∫
d~r
[
ψ′†
~p2
2m
ψ′ − 2kr
m
ψ′†pxσzψ′ +
Ω′
2
ψ′†σxψ′
+
1
2
∑
σ=↑,↓
gσσψ
′†
σ ψ
′†
σ ψ
′
σψ
′
σ + g↑↓ψ
′†
↑ ψ
′†
↓ ψ
′
↓ψ
′
↑
]
, (26)
where ψ′† = (ψ′†↑ , ψ
′†
↓ ) is the field operator for the
spin-half atoms, ↑ and ↓ represent the hyperfine states
mF = 1 and −1, respectively, g↑↑ = g↓↓ = c0 + c2
and g↑↓ = c0 − c2 are interactions parameters, and
Ω′ = Ω2/(2Λ′) is the effective coupling strength. From
the knowledge of the spin-half model [12], it is readily
to show the contrast of the stripe can reach a maximum
value
√
2c2/(c0 + 2c2)/[1+c0n¯/(4Er)]. Thus, for sodium
(c2/c0 ' 0.03), the amplitude of density modulation can
easily exceed 20%. We have numerically checked that
when the system is away from the negative large Λ limit,
a comparable contrast can also be achieved.
It should be noted that the configuration of hyperfine
states in our spin-half model is different from the well
studied two-component system of 87Rb atoms [2, 5–10].
In that setup, two adjacent hyperfine levels, either mF =
0,+1 or mF = 0,−1, are labeled as the pseudospin states,
and the stripe phase exists only when c2 < 0 [27]. For
87Rb, the maximum amplitude of the density modulation
is about 4%. Such a weak contrast makes it very difficult
to directly observe the density fringes.
The major challenge for the experiment with 23Na
atoms may be the heating problem. Due to the small
fine-structure splitting, the heating by the Raman lasers
could be much more serious than in rubidium gases. For
the spin-half system, it has been shown that the phase
region for the stripe state is almost unchanged when tem-
perature is below 0.5 Tc [7, 16] (Tc is the condensation
temperature). For the case of spin-1, a complete phase
diagram at finite temperature is still unavailable, and we
leave this issue to future study.
In conclusion, the interplay between the SO coupling
and spin-dependent interaction could give rise to a
rich ground-state phase diagram in spin-1 Bose gases.
Three types of stripe condensation states with different
crystalline orders are identified in the presence of either
antiferromagnetic or ferromagnetic interaction, and the
occurrences of various tricritical points are predicted.
Our results could be useful to the future exploration of
the stripe condensates in experiment.
Note added − During the preparation of the paper we
became aware of two recent works [29, 30], in which a
similar problem is also studied.
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8Appendix A: Series expansion of single-particle
dispersion
The lowest band of single-particle energy spectrum can
be expanded as Eq. (6) with the coefficients given by
λ2 =
1
2m
[
1 + 16Er
(
1
D
+
Λ′ −D
Ω2
)]
,
λ4 =
64E3r
m2
[
1
D3
+
4
Ω2D
− 2(Λ
′ +D)
Ω4
− 4Λ
′2(Λ′ −D)
Ω6
]
,
λ6 =
1024E3r
m3
[
1
D5
+
3
Ω2D3
+
18
Ω4D
+
2(Λ′ − 5D)
Ω6
+
16Λ′3
Ω8
+
16Λ′4(Λ′ −D)
Ω10
]
,
where D =
√
Λ′2 + 2Ω2 is the energy gap between the
lowest band and highest band at p = 0. When λ6 > 0,
the power expansion form of the dispersion relation (6)
can be used to determine the PW-ZM transition.
Appendix B: Self-Energy in Bogoliubov
Approximation
In Bogoliubov approximation, the self-energies ΣN and
ΣA are independent of momentum and frequency. The
matrix elements of the normal self-energy are given by
Σ11N = c0n¯(1 + α
2
+) + c2n¯(1 +Mz − α2−), (B1)
Σ22N = c0n¯(1 + α
2
0) + c2n¯(1− α20), (B2)
Σ33N = c0n¯(1 + α
2
−) + c2n¯(1−Mz − α2+), (B3)
Σ12N = Σ
21
N = c0n¯α0α+ + c2n¯α0(α+ + 2α−), (B4)
Σ23N = Σ
32
N = c0n¯α0α− + c2n¯α0(α− + 2α+), (B5)
Σ13N = Σ
31
N = (c0 − c2)n¯α+α−, (B6)
where the spinor parameters α± and α0 are obtained
from the GP equation (16). The matrix elements of the
anomalous self-energy are given by
Σ11A = (c0 + c2)n¯α
2
+, (B7)
Σ22A = c0n¯α
2
0 + 2c2n¯α+α−, (B8)
Σ33A = (c0 + c2)n¯α
2
−, (B9)
Σ12A = Σ
21
A = (c0 + c2)n¯α0α+, (B10)
Σ23A = Σ
32
A = (c0 + c2)n¯α0α−, (B11)
Σ13A = Σ
31
A = c0n¯α+α− + c2n¯(α
2
0 − α+α−). (B12)
Using the self-energies ΣN and ΣA, the GP equation
(16) can be rewritten as
[
HR(pc)− µ+ ΣN − ΣA
]α+α0
α−
 = 0. (B13)
Thus the Hugenholtz-Pines relation (20) is verified at Bo-
goliubov level.
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FIG. 8: Dynamic structure factor in (a) the PW phase and (b)
the ZM phase. Each line is for a given wave vector ~q = qxxˆ.
From bottom to top, the values of qx ranges from −4.3kr
to 1.8kr with an even spacing 0.15kr in (a) and ranges from
−2.8kr to 2.8kr with an even spacing 0.16kr in (b). Other
parameters: (a) Λ = −0.5Er; (b) Λ = −0.2Er; for both plots,
c0n¯ = 1Er, c2 = 0, and Ω = 3Er.
Appendix C: Bragg spectroscopy in PW phase and
ZM Phase
In the zero temperature limit, the Bragg spectrum
measured in experiment is proportional to the dynamic
structure factor [28],
S(~q, ω) =
∑
`
∣∣∣〈Φ`|ρ†~q|Φ0〉∣∣∣2 δ(ω − ω`0), (C1)
where ρ~q =
∫
d~r ψ†ψe−i~q·~r is the density fluctuation op-
erator, Φ0 is the many-body ground state with the en-
ergy E0, Φ` is the excited state with the energy E`,
and ω`0 = E` − E0. In Bogoliubov approximation,
ρ~q '
∫
d~r (ϕ†ψ + ψ†ϕ)e−i~q·~r, and S(q, ω) can be read-
ily obtained by solving the quadratic Hamiltonian (17).
In Fig. 8, we plot the dynamic structure factor for dif-
ferent wave vector ~q lying on the x-axis. To take account
of the energy resolution in experiment, δ-function in (C1)
has been replaced by 1√
pi
e−(ω−ω`0)
2/2 in our numeric
calculation (set  = 0.03Er). One can see the asymmet-
ric (symmetric) double-roton structure in the PW (ZM)
phase.
9Appendix D: Spinor wavefunction in vanishing
Raman Coupling Limit
As the Raman coupling is gradually switched off, our
phase diagram recovers the well-known result in spinor
Bose gases [26]. To show this, it is more convenient to
use the laboratory frame, in which the condensate wave-
function is given by ϕ˜ = e−2ikrxFzϕ, with ϕ being the
wavefunction in the rotating frame.
For c2 > 0, the antiferromagnetic interaction favors the
vanishing magnitude of ~F . In the limit that the Raman
coupling vanishes, the ground state is the ZM phase when
Λ > 0 and is the STR1 phase when Λ < 0. The ZM phase
recovers the longitudinal polar state,
ϕ˜ZM
Ω→0−−−→ √n¯
 0eiχ
0
 , (D1)
and the STR1 phase recovers the transverse polar state,
ϕ˜STR1
Ω→0−−−→
√
n¯
2
 10
eiχ
 , (D2)
where χ is an arbitrary real number. A complicated situ-
ation occurs at Λ = 0, where the STR1 phase, the STR2
phase and the ZM phase are degenerate. The STR2 phase
also approaches to a specific type of polar state in the
limit that both Ω and Λ vanish,
ϕ˜STR2
(Ω,Λ)→(0,0)−−−−−−−−→
√
n¯
2

√
1− |ξ0|2eiχ
i
√
2|ξ0|√
1− |ξ0|2e−iχ
 , (D3)
with 0 < |ξ0| < 1.
For c2 < 0, the spin-dependent interaction prefers to
generate a ferromagnetic order. In the Ω → 0 limit,
the ground state is the PW phase when Λ < 0 and is
the STR3 phase when 0 < Λ < 2|c2|n¯. The PW phase
recovers to the longitudinal ferromagnetic state,
ϕ˜PW
Ω→0−−−→ √n¯
eiχ0
0
 , (D4)
and the STR3 phase recovers the partially magnetic
state,
ϕ˜STR3
Ω→0−−−→
√
n¯
2

√
1 + Λ2c2n¯e
iχ√
2− Λc2n¯√
1 + Λ2c2n¯e
−iχ
 . (D5)
When Λ > 2|c2|n¯, the ground state is the ZM phase. It
recovers the longitudinal polar state in the same way as
the case of c2 > 0.
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