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a b s t r a c t
We characterize the class of claw-free b-perfect graphs by giving a complete description of
their structure.
© 2011 Elsevier B.V. All rights reserved.
All our graphs are simple, finite and undirected. For standard notation and terminology not defined here, we follow
West [18]. A b-coloring of graph G using k colors is a partition of V (G) into k non-empty independent sets V1, . . . , Vk that
satisfy the following property: for each i in {1, . . . , k}, there exists a vertex xi in Vi, called a b-vertex of color i, such that xi has a
neighbor in Vj for every j in {1, . . . , k}with j ≠ i. The b-chromatic number χb(G) of a graph G is defined as the largest integer
k such that G admits a b-coloring using k colors. These concepts were introduced by Irving and Manlove [10]. Obviously
every graph G satisfies χb(G) ≥ χ(G), where χ(G) denotes the chromatic number of G. The difference χb(G)− χ(G) can be
arbitrarily large, even for bipartite graphs; see [13]. Hoàng and Kouider [7] proposed to call a graph G b-perfect if equality
χb(H) = χ(H) holds for every induced subgraph H of G. A graph is minimally b-imperfect if G is not b-perfect and every
proper induced subgraph of G is b-perfect. Hoàng and Kouider [7] posed the question of characterizing b-perfect graphs by
forbidden subgraphs and solved it for special subclasses of graphs. Later, Hoàng, Linhares Sales and Maffray [8] gave a list of
twenty-two graphs that are minimally b-imperfect and conjectured that a graph is b-perfect if and only if it does not have
an induced subgraph that is isomorphic to one of these twenty-two graphs. Let us call F this list of twenty-two graphs. The
earlier results of [7] are evidence for this conjecture, and so were more recent results of [8] and [14]. Finally, the conjecture
was proved to hold true in general by Hoáng, Maffray and Mechebbek [9].
Theorem 1 ([9]). A graph is b-perfect if and only if it does not contain a member of F as an induced subgraph.
However, the proof from [9] is based on a study of minimally b-imperfect graphs and does not give a structural description
of b-perfect graphs. Here we characterize the class of claw-free b-perfect graphs by giving a complete description of their
structure. Recall that a claw is a graphwith four vertices a, b, c, d and three edges ab, ac, ad, and a graph is claw-free if it does
not contain a claw as an induced subgraph. Claw-free graphs have been widely studied and include remarkable classes of
graphs such as line graphs, proper circular-arc graphs, and complements of bipartite graphs. Chudnovsky and Seymour [2,3]
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Fig. 1. Class F ′ = {P5, P4 ∪ P3, 3P3,H1, 2D4, P6,H2,H3}.
gave a deep theorem that completely elucidates the structure of claw-free graphs. See [5] for a survey of results in claw-free
graphs. The structure of claw-free perfect graphs was described in [15].
Let Pn, Cn, and Kn denote respectively the path, cycle and complete graph on n vertices, and let Kp,q denote the complete
bipartite graph with classes of size p and q respectively. When H is a family of graphs, a graph G is said to be H-free if it
contains no induced subgraph isomorphic to any member ofH . If G1 and G2 are two vertex disjoint graphs, then their union
G1 ∪ G2 is the graph with vertex-set V (G1) ∪ V (G2) and edge-set E(G1) ∪ E(G2); and their join G1 + G2 is the graph with
vertex-set V (G1)∪V (G2) and edge-set E(G1)∪E(G2)∪{xy : x ∈ V (G1), y ∈ V (G2)}. For any positive integer k, let kG denote
the union of k disjoint graphs each isomorphic to G. Let D4 denote the simple graph (sometimes called diamond) with four
vertices and five edges. LetF ′ = {P5, P4∪P3, 3P3, 2D4, P6,H1,H2,H3} (see Fig. 1). It is easy to see thatF ′ consists precisely
of those members of F that are claw-free. Thus we know that every claw-free F ′-free graph is b-perfect. Our aim here is
to give a direct and complete description of the structure of claw-free F ′-free graphs. Incidentally, this will also give a new
proof that they are b-perfect.
For any two disjoint subsets S and T of V (G), we say that S is complete to T when every vertex in S is adjacent to every
vertex in T , and anticomplete to T when there is no edge between S and T . Also, G[S] denotes the subgraph induced by S in
G. For any x in V (G), let N(x) denote the set of neighbors of x in G; moreover, when S is any subset of V (G) \ {x}, then NS(x)
denotes N(x) ∩ S. For a graph G, let G denote the complement of G. We say that G is co-connected if G is connected.
A triad is a set of three pairwise non-adjacent vertices.
In order to present our main result, we need to introduce a few special classes of graphs.
Graphs with no triad. Let us define a class C = C0 ∪ C1 ∪ C2 of graphs as follows.
C0 = {K1} ∪ {Kr ∪ Ks, r ≥ 1, s ≥ 1}.
A graph G is in C1 if V (G) can be partitioned into subsets X0, X1, . . . , Xt , Y0, Y1, . . . , Yt (t ≥ 2) such that:
• Each of X1, . . . , Xt , Y1, . . . , Yt is not empty;• If t = 2, then X0 and Y0 are not empty;• The sets X = X0 ∪ X1 ∪ · · · ∪ Xt and Y = Y0 ∪ Y1 ∪ · · · ∪ Yt induce cliques;• For all i, j in {1, . . . , t}, the sets Xi and Yj are complete to each other if i = j and anticomplete to each other if i ≠ j;• X0 is anticomplete to Y , and Y0 is anticomplete to X .
A graph G is in C2 if V (G) can be partitioned into subsets X0, X1, . . . , Xt , Y0, Y1, . . . , Yt (t ≥ 1) such that:
• Each of X0, X1, . . . , Xt , Y1, . . . , Yt is not empty;• If t = 1, then Y0 is not empty;• The sets X = X0 ∪ X1 ∪ · · · ∪ Xt and Y = Y0 ∪ Y1 ∪ · · · ∪ Yt induce cliques;• For each i in {1, . . . , t}, Xi is anticomplete to Yi and complete to Y \ Yi;• X0 is anticomplete to Y .
Note that in the definition of class C1, the sets X and Y play symmetric roles, but in the definition of class C2 they do not.
It is a routine matter to check that if G is any member of C, then every induced subgraph of G is in C.
Let C∗ be the class of graphs defined as follows. A graph G is in C∗ if G = F1 + · · · + Fℓ (with ℓ ≥ 1), where each Fi is
either a C5 or amember ofC. It is a routinematter to check that every induced subgraph of a member ofC∗ is also amember
of C∗.
Define two subclasses of C∗ as follows.
• C∗0 = {F1 + · · · + Fℓ, ℓ ≥ 1, each Fi is a member of C0}.• C∗∗0 = {C4} ∪ {K1 + (Kr ∪ Ks), r ≥ 1, s ≥ 1}.
Clearly, we have C∗∗0 ⊂ C∗0 ⊂ C∗.
Graphs with a triad. Let us define a class S = S1 ∪ S2 of graphs as follows.
A graph G is in S1 if V (G) can be partitioned into six non-empty subsets X1, X2, X3, Y1, Y2, Y3 such that the four sets
Y1 ∪ X2 ∪ X3, Y2 ∪ X1 ∪ X3, Y3 ∪ X1 ∪ X2 and X1 ∪ X2 ∪ X3 induce cliques and every edge of G is in one of these four cliques.
A graph G is in S2 if V (G) can be partitioned into subsets X0, X1, . . . , Xt , Y1, . . . , Yt (with t ≥ 2) such that:
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• X1, . . . , Xt , Y1, . . . , Yt are non-empty;
• If t = 2, then X0 is not empty;
• The set X = X0 ∪ X1 ∪ · · · ∪ Xt induces a clique;
• Each of the sets Y1, . . . , Yt induces a clique, and they are pairwise anticomplete to each other;
• For each i in {1, . . . , t}, Yi is complete to Xi and anticomplete to X \ Xi.
We can now state our main theorem.
Theorem 2. Let G be any graph, with components G1, . . . ,Gk, k ≥ 1. Then the following three properties are equivalent:
(a) G is claw-free and b-perfect;
(b) G is claw-free and F ′-free;
(c) One of the following two properties holds (up to relabeling the components):
(c1) G1 is a member of C∗ ∪ S and, if k ≥ 2, each of G2, . . . ,Gk is a clique;
(c2) k ≥ 2,G1 is a member of C∗0 ,G2 is a member of C∗∗0 and, if k ≥ 3, each of G3, . . . ,Gk is a clique.
Before giving the proof of the main theorem, we need a number of technical results. The following two lemmas are
essentially from [7, Lemmas 1.3 and 1.4], just formulated differently.
Lemma 3. Let G be a graph with G = G1 + · · · + Gk, k ≥ 1. Then χb(G) = χb(G1)+ · · · + χb(Gk). Consequently, G is b-perfect
if and only if each of G1, . . . ,Gk is b-perfect.
Proof. For each i in {1, . . . , k}, let ci be a b-coloring of Gi with χb(Gi) colors. Let the colorings use disjoint sets of colors.
Consider the mapping c defined for each x in V (G) by c(x) = ci(x) where i is the integer such that x ∈ V (Gi). Clearly, c is a
b-coloring of G since, for each i in {1, . . . , k}, every b-vertex of ci becomes a b-vertex of c. So χb(G) ≥ χb(G1)+· · ·+χb(Gk).
Conversely, if c is any b-coloring ofGwithχb(G) colors, then the sets of colors used on distinctGi’s are disjoint, which implies
that the restriction of c to each Gi is a b-coloring of Gi. So χb(G) ≤ χb(G1)+· · ·+χb(Gk). Finally, observe that if G is b-perfect
then every Gi is b-perfect since it is an induced subgraph of G. Conversely, suppose that every Gi is b-perfect. Then we have
χb(G) = χb(G1)+ · · · + χb(Gk) = χ(G1)+ · · · + χ(Gk) = χ(G), and the same argument holds for every induced subgraph
of G. Thus the last sentence of the lemma holds. 
When G is the union of several graphs, the situation is a little more complicated. Nonetheless the following lemma will
help us handle it.
Lemma 4. Let G be a graph with G = G1 ∪ · · · ∪ Gk, k ≥ 1. Then:
(i) χb(G) ≥ max{χb(Gi) | i = 1, . . . , k}.
Moreover, if each of G2, . . . ,Gk is a clique, then:
(ii) χb(G) = max{χb(Gi) | i = 1, . . . , k}.
Proof. Note that G1 is not necessarily connected. For each i in {1, . . . , k}, let ci be a b-coloring of Gi with χb(Gi) colors, and
let β = max{χb(Gi) | i = 1, . . . , k}. Consider the mapping c : V (G) → {1, . . . , β} defined by c(x) = ci(x) where i is the
integer such that x ∈ V (Gi). Clearly, c is a b-coloring of G since it is a b-coloring of Gj, where j is such that β = χb(Gj). This
implies (i). Now assume that G2, . . . ,Gk are cliques. Let c be any b-coloring of G with χb(G) colors. If any b-vertex of c is in
Gi for some i in {2, . . . , k}, then all colors appear in Gi, which implies (since Gi is a clique) χb(G) ≤ |V (Gi)| = χb(Gi) ≤ β .
In the opposite case, all b-vertices of c are in G1, which implies that c is a b-coloring of G1, so χb(G) ≤ χb(G1) ≤ β . These
inequalities, together with (i), imply (ii). 
Theorem 5 ([11,12], See also [7]). Let G be a P4-free graph. Then G is b-perfect if and only if G contains no 3P3 and no 2D4.
Lemma 6. Let G be a graphwith components G1, . . . ,Gk, k ≥ 1. Then G is b-perfect if and only if (up to relabeling the components
of G) one of the following holds:
(i) G1 is b-perfect and (if k ≥ 2) each of G2, . . . ,Gk is a clique;
(ii) G1 is {P4, 2P3, 2D4}-free, G2 is {P4, 2P3,D4}-free, and (if k ≥ 3) each of G3, . . . ,Gk is a clique.
Proof. Suppose that (i) holds. By (ii) of Lemma 4 we have the following equality χb(G) = max{χb(Gi) | i = 1, . . . , k} =
max{χ(Gi) | i = 1, . . . , k} = χ(G). The same argument holds for every induced subgraph of G. Thus G is b-perfect.
Suppose that (ii) holds. Then G1∪G2 is P4-free, 3P3-free and 2D4-free, so, by Theorem 5, G1∪G2 is b-perfect. Then we can
apply (ii) of Lemma 4 (to the graph G1 ∪ G2 in the role of the graph called G1 in that lemma, which need not be connected)
and we can conclude as in the preceding paragraph. Thus G is b-perfect.
Conversely, suppose that G is b-perfect. Then G contains no 3P3, so at most two components of G are not cliques; in other
words, if k ≥ 3 then each of G3, . . . ,Gk is a clique. If also one of G1,G2 is a clique, then G satisfies (i). So let us assume that
both G1,G2 are not cliques, i.e., they both contain a P3. Since G contains no P4 ∪ P3 and no 3P3, each of G1,G2 is P4-free and
2P3-free, and since G contains no 2D4, then both G1,G2 are 2D4-free and one of them is D4-free. So (ii) holds. 
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The structure of graphs G1 and G2 in item (ii) of Lemma 6 follows from the usual structure theorem of P4-free graphs
[1,4,17]. We will see below that in the case of claw-free graphs it is even simpler.
Theorem 7. Every member of C∗ is b-perfect.
Proof. Let G be any member of C∗. We prove the result by induction on |V (G)|. We know that every induced subgraph of G
is also a member of C∗. So we need only show that χb(G) = χ(G).
First suppose that G is inC. If G is inC0, then it is easy to check that χb(G) = ω(G). Next, suppose that G is inC1∪C2, with
the same notation as in the definition of either class. Let c be a b-coloring of Gwith χb(G) colors. (Since X and Y are cliques,
each color class has atmost two elements.) For each color i, let ui be a b-vertex of color i, with the condition that we choose ui
in Y whenever that is possible. Let U = {u1, . . . , uχb(G)}. Suppose that χb(G) > ω(G). Then some color of c does not appear
in the clique X and some color does not appear in the clique Y . Thus wemay assume that color 1 (resp. color 2) appears only
in X (resp. in Y ), and so its unique vertex u1 (resp. u2) is the b-vertex of color 1 (resp. 2). In particular, u1 and u2 are adjacent.
Moreover, all other b-vertices are adjacent to both u1 and u2. If G is in C1, then these conditions imply, up to symmetry, that
u1 ∈ X1 and u2 ∈ Y1. Then all other b-vertices must be in X1 ∪ Y1, which is a clique, so χb(G) = |U| ≤ |X1 ∪ Y1| ≤ ω(G),
a contradiction. If G is in C2, then the above conditions imply, up to symmetry, that u1 ∈ X1 and u2 ∈ Y2 ∪ Y0. Then all
other b-vertices must be in (X \ X0) ∪ (Y \ Y1). If U is a clique, we obtain a contradiction as above, so let us assume that
there are non-adjacent vertices ui and uj in U with i ≠ j. Then i, j ≥ 3. The non-adjacency of ui and uj and the inclusion
U ⊆ (X \ X0) ∪ (Y \ Y1) implies that there is an integer h such that ui ∈ Xh and uj ∈ Yh, with 2 ≤ h ≤ t . Since uj is a
b-vertex, it must have a neighbor vi of color i, and since vi is not adjacent to ui, we must have vi ∈ Yh. But then we have
N(vi) ∪ {vi} = N(uj) ∪ {uj}, so vi is also a b-vertex, which contradicts our choice of ui. Hence χb(G) = ω(G).
Finally suppose that G is in C∗ \C. If G is C5, then χb(G) = χ(G) = 3. If G ≠ C5, then G = F1+· · ·+ Fℓ with ℓ ≥ 2, where
each Fi is in C ∪ {C5}, so the result follows from the induction hypothesis and Lemma 3. 
Theorem 8. Every member of S is b-perfect.
Proof. Let G be a member of S1 ∪ S2, with the same notation as in the definition of either class. Let c be any b-coloring of
G with χb(G) colors. Suppose that χb(G) > ω(G). Then some color of c does not appear in the clique X , so it appears in Y .
Thus some vertex y in Y is a b-vertex of c . However, all neighbors of y form a clique (whether G is in S1 or in S2), so all colors
appear in that clique, which implies χb(G) ≤ ω(G), a contradiction. Now let us consider an induced subgraph H of G. It is a
routine matter to check that if H is connected, then it is a member of C∗ ∪ S, and if H is not connected, then it is the union
of a member of C∗ ∪ S and a number of cliques. Thus H satisfies χb(H) = χ(H) by Theorem 7, Lemma 4, and the first part
of this proof. So G is b-perfect. 
In the next theorem, we elucidate the structure ofF ′-free graphs that are cobipartite. It is easy to see that graphs H1 and
P6 on Fig. 1 are the only two members of F ′ that are cobipartite.
Theorem 9. Let G be a co-connected graph. Then G is in class C if and only if G is cobipartite and contains no P6 and no H1.
Proof. It is a routine matter to check that every graph in C is co-bipartite, P6-free and H1-free and we omit the details.
Conversely, let us assume that G is co-bipartite, P6-free andH1-free. If G has only one vertex, then it is inC0. So let us assume
that it has at least two vertices. We distinguish three cases.
Case 1: G has no induced P5. Since G is bipartite, connected, and has at least two vertices, it is well-known (see for
example [6] or [16, Section 2.4]) that, for some integer h ≥ 1, the set V (G) can be partitioned into 2h non-empty subsets
X1, . . . , Xh, Y1, . . . , Yh such that X1 ∪ · · · ∪ Xh and Y1 ∪ · · · ∪ Yh are two stable sets of G and, for all i, j in {1, . . . , h}, a vertex
in Xi is adjacent in G to a vertex in Yj if and only if i+ j ≤ h+ 1. Suppose that h ≥ 3. Pick vertices xi in Xi and yi in Yi for each
i in {1, 2, h}. Then {x1, x2, xh, y1, y2, yh} induces an H1 in G, a contradiction. So h ≤ 2. If h = 1, then G is in C0. If h = 2, then
it is easy to see that G is in C2 (with parameter t = 1). This concludes the proof in Case 1.
Let us denote by D6 the bipartite graph that consists in a C6 plus an edge between two vertices that are at distance 3 from
each other on the C6.
Case 2: G has an induced C6 or D6. Note that these two graphs are members of C1 (with parameter t = 3 and t = 2
respectively). Therefore let H be the largest induced subgraph of Gwith H ∈ C1. Let H be described with the same notation
as in the definition of class C1. We claim that G = H . Suppose the contrary. Since G is co-connected, there is a vertex x in
V (G)\V (H) that is non-adjacent to a vertex of H . Up to the symmetry of X and Y , we may assume that x has a non-neighbor
in Y . Since G is bipartite and connected, x is complete to X . Pick any xi in Xi for each i in {1, . . . , t} and any x0 in X0 if X0 ≠ ∅.
Let us prove that:
For some integer s in {0, 1, . . . , t}, x is anticomplete to Y \ Ys. (1)
First suppose that x has a non-neighbor y0 in Y0. Suppose that x has both a neighbor z1 in Y1 and a neighbor z2 in Y2. If t ≥ 3,
then {x, x2, x3, y0, z1, z2} induces an H1; and if t = 2, then x0 exists and {x, x0, x2, y0, z1, z2} induces an H1, in both cases a
contradiction. So x is anticomplete to one of Y1, Y2. By the same argument, and up to symmetry, we may assume that x is
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anticomplete to Y1 ∪ · · · ∪ Yt−1. If x has a neighbor zt in Yt and a neighbor z0 in Y0, then {x, x1, xt , y0, z0, zt} induces an H1.
So x is also anticomplete to one of Yt , Y0, and (1) holds for some s in {t, 0}.
Now suppose that x is complete to Y0, and, up to symmetry, that x has a non-neighbor y1 in Y1. If, for some distinct integers
q, r in {2, . . . , t, 0} (with q < r say, so r ≠ 0), x has both a neighbor zq in Yq and a neighbor zr in Yr , then {x, y1, xr , zq, x1, zr}
induces a P6 in G, a contradiction. It follows that for some integer q in {2, . . . , t, 0}, x is anticomplete to Yr for every r in
{2, . . . , t} \ {q}. Moreover, by the same argument, if Y0 ≠ ∅, then (since x is complete to Y0) x is anticomplete to Y2∪· · ·∪Yt
and, by applying the argument to any vertex of Y2 instead of y1, x is also anticomplete to Y1; and then (1) holds with s = 0.
Now let Y0 = ∅, and so t ≥ 3. We may assume q = t . We can now repeat the preceding argument with any vertex of
Y2 instead of y1 and with the pair Y1, Yt , so x is also anticomplete to one of Y1, Yt , and (1) holds with s in {1, t}. Thus (1) is
established.
Now consider the subgraph H ′ of G induced by V (H) ∪ {x}. If in (1) we have s ∈ {1, . . . , t}, then H ′ is a member of C1
(because x can be added to the set Xs) and it is larger than H , a contradiction. Now let s = 0. If x is anticomplete to Y0, then
H ′ again is a member of C1 (x can be added to X0), a contradiction. So x has a neighbor in Y0. Then we can put x in a new set
called Xt+1, move the vertices of Y0∩N(x) into a new set Yt+1 (so Yt+1 ≠ ∅), andH ′ again is a member ofC1 (with parameter
t + 1), a contradiction. Thus we have established that G = H , so G is in class C1.
Case 3: G has an induced P5 and no induced C6 or D6. Note that P5 is a member of C2 (with parameter t = 2). Thus let H be
the largest induced subgraph of G with H ∈ C2. Let H be described with the same notation as in the definition of class C2.
We claim that G = H . Suppose the contrary. Since G is co-connected, there is a vertex u in V (G) \ V (H) that is non-adjacent
to a vertex of H . Call H ′ the subgraph of G induced by V (H) ∪ {u}.
First suppose that u has a non-neighbor x0 in X0. Since G is bipartite and connected, u is complete to Y . Pick any yi in
Yi for each i in {1, . . . , t} and y0 in Y0 if Y0 ≠ ∅. Suppose that u has a neighbor w0 in X0. Pick any x1 in X1 and z in Y \ Y1.
Then {u, x0, w0, x1, y1, z} induces anH1 orD6 (depending on the adjacency between u and x1), a contradiction. Therefore u is
anticomplete to X0. If u is complete to X1∪· · ·∪Xt , thenH ′ is a member ofC2 (because u can be added to Y0), a contradiction.
So let us assume, up to symmetry, that u has a non-neighbor x1 in X1. If t ≥ 2 and u has any non-neighbor xi in Xi with i ≥ 2,
then {u, x1, xi, y1, yi, x0} induces a D6. So either t = 1 or u is complete to X2 ∪ · · · ∪ Xt . If u has a neighbor w1 in X1, then,
for any z in Y \ Y1, the set {u, x1, w1, y1, x0, z} induces an H1. So u is anticomplete to X1. But then H ′ is in class C2 (because
u can be added to Y1), a contradiction. We may therefore assume that u is complete to X0. Pick any x0 in X0.
Suppose that u has a non-neighbor x1 in X1∪· · ·∪Xt , say x1 ∈ X1. Again sinceG is bipartite and connected, u is complete to
Y . If t ≥ 2, then, for any x2 in X2, the set {u, x1, y1, x0, y2, x2} induces a P6 or C6 (depending on the adjacency between u and
x2). So t = 1, and Y0 is not empty. Then H ′ is a member of C2 (with sets X ′0 = Y1, X ′1 = {u}, X ′2 = Y0, Y ′1 = X1 ∩ NH(u), Y ′2 =
X0, Y ′0 = X1 \ NH(u)), a contradiction. Therefore we may assume that u is complete to X . So u has a non-neighbor in Y .
Suppose that u is complete to Y1 ∪ · · · ∪ Yt . So u has a non-neighbor y0 in Y0. Then we can put u in a new set called Xt+1
and define a set Yt+1 = Y0 \ NH(u), and it follows that H ′ is a member of C2, a contradiction. Therefore we may assume, up
to symmetry, that u has a non-neighbor y1 in Y1. We claim that:
For each i in {0, 1, . . . , t}, u is either complete or anticomplete to Yi. (2)
For suppose that u has a neighbor yi in Yi and a non-neighbor zi in Yi. If i ≠ 0, then, for any z in Y \Yi, the set {u, xi, yi, zi, x0, z}
induces an H1 or D6 (depending on the adjacency between u and z). If i = 0, then {u, x0, y0, z0, x1, y1} induces an H1, a
contradiction. Thus (2) holds.
If u is anticomplete to Y , then u can be added to X0 and H ′ is a member of C2, a contradiction. If u is anticomplete to
only one of Y0, Y1, . . . , Yt , then it is anticomplete to Y1 and it can be added to X1 and H ′ is again a member of C2. So, by
(2), u is anticomplete to at least two of the sets Y0, Y1, . . . , Yt and complete to at least one of them, which implies t ≥ 2.
So there are distinct integers r, s in {0, 2, . . . , t} such that u has a non-neighbor yr in Yr and a neighbor zs in Ys. But then
{u, x0, x1, y1, yr , zs} induces an H1, a contradiction. Thus we have established that G = H , so G is in class C2. This completes
the proof of the theorem. 
Proof of Theorem 2. First observe that (a)⇒ (b), because every member of F ′ is not b-perfect.
Now we prove that (c)⇒ (a). If G satisfies (c1), then, by Theorems 7 and 8, G1 is b-perfect, and by (i) of Lemma 6, G is
b-perfect. If G satisfies (c2), then G1 ∪ G2 is P4-free, 3P3-free and 2D4-free, so, by Theorem 5, G1 ∪ G2 is b-perfect, and by (ii)
of Lemma 6, G is b-perfect.
Now let us prove that (b)⇒ (c).
Case 1: G1 contains a C5. Let F be the vertex-set of an induced C5 in G1, let A be the set of vertices of V (G1) \ F that have a
neighbor in F , and let Z = V (G1) \ (F ∪ A). Consider any vertex a in A. It is a routine matter to check that if a is adjacent
to at most four vertices of F , then the subgraph induced by V (F) ∪ {a} contains either a claw, P5,H2 or H3, a contradiction.
Thus A is complete to F . Now suppose that Z ≠ ∅. Since G1 is connected, and Z is anticomplete to F , there must be an edge
zawith z ∈ Z and a ∈ A. Then, for any two non-adjacent vertices f , f ′ in F , the set {a, f , f ′, z} induces a claw. So Z = ∅. Thus
G1 = G[F ] + G[A]. Note that if G1 contains another C5, then it is included in G[A]. Let t be the total number of C5’s in G1, and
let F1, . . . , Ft be the C5’s of G1. The preceding argument implies that G1 = F1+ · · ·+ Ft + F0, where F0 may be empty. In any
case, F0 contains no C5 by the definition of t . Moreover, F0 contains no triad, for otherwise such a triad plus any vertex of F1
induces a claw. Also F0 does not contain the complement of an odd cycle of length at least 7 since F0 contains no P6. Thus F0
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is co-bipartite, and, by Theorem 9 (applied to every co-component of F0), F0 is a member of C∗. Since G1 contains a P4, and
G contains no P4 ∪ P3, the components G2, . . . ,Gk (if k ≥ 2) contain no P3, and consequently each of them is a clique. Thus
G satisfies (c1).
From now on, we may assume that G contains no C5.
A 3-sun is a graph with six vertices a, b, c, d, e, f and edges ab, ac, bc, da, db, eb, ec, fc, fa. Note that the 3-sun is a
member (the smallest member) of S1.
Case 2: G1 contains a 3-sun. Let H be the largest induced subgraph of G1 that is a member of S1. We claim that G1 = H .
Suppose the contrary. Since G1 is connected, there is a vertex u in V (G1) \ V (H) that has a neighbor in H . Let H be described
with the same notation as in the definition of class S1. Let H ′ be the subgraph of G1 induced by V (H) ∪ {u}.
Suppose that u has no neighbor in X1 ∪ X2 ∪ X3. Then, up to symmetry, u has a neighbor y1 in Y1. But then, for any x1 in
X1, x2 in X2 and y2 in Y2, the set {u, x1, x2, y1, y2} induces a P5 or C5, a contradiction. So u has a neighbor x1 in X1∪X2∪X3, say
x1 ∈ X1. If u has a non-neighbor z2 in Y2 and a non-neighbor z3 in Y3, then {x1, u, z2, z3} induces a claw. So we may assume,
up to symmetry, that u is complete to Y2. Pick any y2 in Y2.
Suppose that u has a non-neighbor w2 in X2. If u has a non-neighbor w1 in X1, then, for any y1 in Y1, the set
{u, y2, w1, w2, y1} induces a P5 or C5. So u is complete to X1. Similarly, u is complete to X3. Pick any yi in Yi for each i in {1, 3}.
If u is adjacent to both y1, y3, then {u, y1, y2, y3} induces a claw. If u is adjacent to exactly one of y1, y3, then {u, y1, y2, y3, w2}
induces a P5. So u is anticomplete to Y1∪Y3. If uhas a neighbor x2 in X2, then {x2, u, y1, y3} induces a claw. So u is anticomplete
to X2. In summary, u is complete to Y2 ∪ X1 ∪ X3 and anticomplete to X2 ∪ Y1 ∪ Y3. So u can be added to Y2, which shows that
H ′ is a member of S1, a contradiction to the choice of H . Therefore we may assume that u is complete to X2.
By the same argument as with x1, and up to symmetry, we may assume that u is complete to Y1 and consequently to
X1. Pick any y1 in Y1, x3 in X3 and y3 in Y3. Then u is not adjacent to y3, for otherwise {u, y1, y2, y3} induces a claw, and
u is adjacent to x3, for otherwise {x1, u, x3, y3} induces a claw. In summary, u is complete to X1 ∪ X2 ∪ X3 ∪ Y1 ∪ Y2 and
anticomplete to Y3. So u can be added to X3, which shows that H ′ is a member of S1, again a contradiction. Thus we have
established that G1 = H , so G1 is in S1. Since G1 contains a P4, and G contains no P4 ∪ P3, the components G2, . . . ,Gk (if
k ≥ 2) contain no P3, and consequently each of them is a clique. Thus G satisfies (c1).
From now on, we may assume that G contains no C5 and no 3-sun.
A bull is a graph with five vertices a, b, c, d, e and edges ab, bc, cd, be, ce. Note that a bull is a member (the smallest
member) of S2.
Case 3: G1 contains a triad. It is easy to establish that every connected graph that contains a triad contains either a claw,
P5 or bull. (To see this, let {a1, a2, a3} be a triad, and, for each i in {1, 2}, let Qi be a shortest path from ai to a3. Then it is a
routine matter to check that the subgraph induced by V (Q1) ∪ V (Q2) contains a claw, a P5 or a bull.) So G1 contains a bull.
Let H be the largest induced subgraph of G1 that is a member of S2. We claim that G1 = H . Suppose the contrary. Since G1
is connected, there is a vertex u in V (G1) \ V (H) that has a neighbor in H . Let H be described with the same notation as in
the definition of class S2. Let H ′ be the subgraph of G1 induced by V (H) ∪ {u}.
Suppose that u is anticomplete to X \X0. If u is also anticomplete to Y , then u has a neighbor in X0, and we can define two
new sets Yt+1 = {u} and Xt+1 = X0 ∩ N(u), which show that H ′ is a member of S2, a contradiction. If u has a neighbor y in
Y , say y ∈ Y1, then, for any x1 in X1, x2 in X2, y2 in Y2, the set {u, x1, x2, y1, y2} induces a P5 or C5, a contradiction. Therefore,
and up to symmetry, we may assume that u has a neighbor x1 in X1.
Suppose that u also has a neighbor x2 in X2. Pick any y1 in Y1, y2 in Y2 and x in X \ (X1 ∪ X2). If u is not adjacent to x,
then it is adjacent to y1, for otherwise {x1, y1, u, x} induces a claw, and similarly to y2; but then {x1, y1, x2, y2, u, x} induces
a 3-sun. So u must be adjacent to x, that is, u is complete to X \ (X1 ∪ X2). If u has a non-neighbor w1 in X1, then u is
adjacent to y2, for otherwise {x2, y2, w1, u} induces a claw, and not to y1, for otherwise {u, x, y1, y2} induces a claw; but
then {u, x1, w1, y1, x2, y2} induces an H1. So umust be complete to X1, and similarly it is complete to X2. If u is anticomplete
to Y , then u can be added to X0, which shows thatH ′ is in S2, a contradiction. Therefore assume that u has a neighbor y1 in Y1.
Pick any y in Yj for any j in {2, . . . , t}. Then u is not adjacent to y, for otherwise, for any x in X \ (X1 ∪ Xj), the set {u, x, y1, y}
induces a claw; and u has no non-neighbor z1 in Y1, for otherwise {z1, y1, u, x2, y2} induces a P5. In summary u is complete
to X ∪ Y1 and anticomplete to Y \ Y1, so u can be added to X1, which shows that H ′ is in S2, a contradiction. Therefore we
may assume that u is anticomplete to X2, and similarly u is anticomplete to X2 ∪ · · · ∪ Xt .
If u has a non-neighbor z1 in Y1, then, for anyw2 in X2, the set {x1, z1, u, w2} induces a claw. So umust be complete to Y1.
If u has a neighbor x0 in X0, then {u, y1, x0, x2, y2} induces a P5 or C5. So u is anticomplete to X0. If u has a neighbor y2 in Y2,
then, for any x in X \X1∪X2, {y1, u, y2, x2, x} induces a P5. So u is anticomplete to Y2, and similarly, to Y3∪· · ·∪Yt whenever
t ≥ 3. Now u can be added to Y1, which shows that H ′ is a member of S2, a contradiction. Thus we have established that
G1 = H , so G1 is in S2. Since G1 contains a P4, and G contains no P4 ∪ P3, the components G2, . . . ,Gk (if k ≥ 2) contain no P3,
and consequently each of them is a clique. Thus G satisfies (c1).
Case 4. We may now assume that every component Gi of G contains no C5 and no triad. The component Gi also does not
contain the complement of an odd hole of length at least 7 (because it contains no P6), so it is cobipartite, so, by Theorem 9,
it is in class C∗. Since G contains no 3P3, we may assume that at most two components of G are not cliques, in other words,
if k ≥ 3 then each of G3, . . . ,Gk is a clique. If also one of G1,G2 is a clique, then G satisfies (c1). So let us assume that both
G1,G2 are not cliques, i.e., they both contain a P3. Since G contains no P4 ∪ P3, both G1,G2 contain no P4. Thus G1 and G2 are
in C∗0 (because C5 and every member of C1 ∪ C2 contains a P4). Moreover, since G contains no 2D4, we may assume that G2
contains no D4.
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Let v1–w–v2 be a P3 inG2. For each i in {1, 2}, letAi = N(vi)\{w}. SinceG2 contains no triad, every vertex ofG2\{v1, w, v2}
is in A1 ∪ A2.
Suppose that there is a vertex x in A1 ∩ A2. Then x is not adjacent tow, for otherwise {v1, v2, w, x} induces a D4. If G2 has
a vertex y different from v1, v2, w, x, then it is easy to check that the subgraph induced by {v1, v2, w, x, y} contains a claw,
D4 or P4, a contradiction. So V (G2) = {v1, v2, w, x}, that is, G2 induces a C4, and G satisfies (c2). Now let A1 ∩ A2 = ∅.
If any vertex a1 in A1 is not adjacent tow, then {a1, v1, w, v2} induces a P4. So A1 ⊂ N(w) and similarly A2 ⊂ N(w). If A1
contains two non-adjacent vertices a1, a′1, then {a1, a′1, w, v2} induces a claw. So A1 induces a clique, and similarly so does
A2. If a vertex a1 in A1 is adjacent to a vertex a2 in A2, then {a1, v1, w, a2} induces a D4. So A1 is anticomplete to A2. Thus G2
is in class C∗∗0 , and G satisfies (c2). This completes the proof of the theorem. 
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