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Abstract
In this thesis, we present a distributed task allocation system for a team of robots
serving queues of tasks in an environment. We consider how historical information
about such a system’s performance could be used to improve future allocations. Our
model is representative of a multi-robot mail delivery service, in which teams of
robots would have to cooperate to pick up and deliver packages in an environment.
We provide a framework for task allocation, planning, and control of the system and
analyze task switching as a method for improving a task allocation as the system is
running.
We first treat a system where robots exchange tasks as they encounter each other
in the environment. We consider both cases where the number of robots matches
the number of task queues being served and where it does not. Most importantly,
for situations where an optimal task switching policy would be too computationally
expensive, we provide heuristics that nonetheless guarantee task completion. Our
simulations show that our heuristics also generally lower the costs of task completion.
We incorporate historical data about system performance by looking at a spatial
allocation of tasks to robots in the system. We propose an algorithm for partitioning
the environment into regions of equal workload for the robots. In order to overcome
communication constraints, we introduce hubs, locations where robots can pass tasks
to each other. We simulate the system with this additional infrastructure and compare
its performance to that without hubs. We find that hubs can significantly improve
performance when the task queues themselves follow some spatial structure.
Thesis Supervisor: Daniela Rus
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Chapter 1
Introduction
1.1 Motivation and Goals
Efficient coordination is a requirement for success in many applications of multi-robot
systems. In general, a complex task given to a multi-robot system consists of a se-
quence of simpler subtasks that can be performed by individual robots. For example,
product manufacturing can be broken down into tasks of retrieval of materials or tools
and assembly of components. Package delivery and transportation tasks consist of
sequences of locations to visit in order. How these subtasks are assigned to robots in
the system will have a high impact on the performance of the team as a whole. The
problem of determining which robots perform which tasks is called task assignment
or task allocation.
This thesis presents the task allocation problem for a team of robots and suggests
distributed algorithms for task allocation. We consider settings where the set of tasks
that must be done contains some ordering. For example, in the case of assembly of a
table, when attaching a leg to the top, the leg must first be retrieved, then brought to
the location of the table top, then placed in the correct orientation and screwed into
place. These types of constraints, where one task must be completed before the other
can begin, are called precedence constraints. On the other hand, every leg of the table
can be attached independently of the others, and so at any point in time, legs can
be in different states of ‘attachment.’ The breakdown of a typical task often contains
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some tasks with precedence constraints and some whose ordering does not matter.
We model this breakdown using queues. Tasks whose ordering depends on each other
belong in the same queue. Then, individual queues can be executed independently
of all others, giving the system some flexibility to optimize the performance of tasks,
while tasks within a single queue will be performed in an order consistent with the
precedence constraints.
The challenge here is how to allocate queues when robots have only partial knowl-
edge about the state of the team and about the tasks, which limits their ability to
determine the optimal solution. For example, returning to the table assembly ex-
ample, only the robot assigned to attach a leg will know how many of the tasks in
that leg’s queue have been completed and which one is next. Because of this in-
complete knowledge, robots must make task allocation decisions based only on local
information and on information they receive from other robots that they encounter
as they traverse the environment. In some cases, even the exact composition or size
of a queue may be unknown. For example, in a door-to-door mail delivery system
(e.g., [38]), robots pick up packages from their origins and bring them to their des-
tinations. However, a robot does not necessarily know the destination of a package
before it picks it up. In this case, only the task at the beginning of the queue is
known, and although the robot must know that another task will follow, what that
task is will not be revealed until the first task is complete. We therefore must develop
task allocation algorithms that not only can deal with uncertainty in the queues and
the states of other robots but can also adjust for uncertainty in the task queues that
a robot itself serves.
The key insight is that when robots do encounter each other in the environment,
they can exchange information about their task queues and redistribute the queues
to obtain a less expensive allocation. Since the queues enforce an ordering on the
tasks, queues must be exchanged in their entirety. This procedure of allowing robots
to exchange tasks has often been used [37, 56] to improve suboptimal allocations as
a system is running, but there has been little work in guaranteeing task completion,
especially when not all tasks are known, as is the case when tasks are placed in
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queues. Our work, inspired by [7], combines work in task switching with path planning
algorithms and a controller to guarantee that whatever task allocation is produced is
feasible, robots will avoid collision, and tasks will be completed in finite time.
1.2 Contribution to Robotics
This thesis makes the following contributions:
1. A decentralized algorithm for task allocation. We present a decentral-
ized algorithm for a system of robots serving queues of tasks, including infinite
queues. We use task-switching, where robots in communication with each other
can share and redistribute the queues they collectively have knowledge of, to
incrementally improve an allocation. We provide a framework for planning and
control of the robotic system, and we describe several switching policies that
can be used within this framework when the number of queues is equal to the
number of robots, and when it is not. We evaluate the policies via simulations
and perform hardware experiments using ground vehicles for the case where the
number of queues is greater than the number of robots.
2. Conditions for task completion. We discuss the issue of task completion
and queue starvation. We prove that when queues are finite, all tasks will be
completed within a finite amount of time. When queues can be of infinite length,
we provide sufficient conditions for ensuring all queues make forward progress.
3. Hubs as a infrastructure for communication. We observe that in many
practical applications, task queues contain some structure which will lead to
patterns in traffic and in the interaction between robots. Using trajectory in-
formation from our simulations, we locate areas that experience high traffic and
we divide the environment into regions of equal workload for the robots to serve.
We place hubs in the environment so that robots serving different regions can
communicate about the tasks they have been assigned. We evaluate the cost
of task completion via simulations and compare them to systems without hubs
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for task queues containing uniformly randomly distributed tasks and for task
queues with biased distributions.
1.3 Related Work
1.3.1 Task Allocation
Task allocation has a long history of research, and many approaches are suggested in
the literature, each with its own specific problem definition. Gerkey and Mataric´ [25]
suggest a taxonomy for different instances of the task allocation problem and cate-
gorized problems according to 1) how many tasks each robot serves (single task (ST)
vs. multitask (MT)), 2) how many robots serve each task (single robot (SR) vs
multirobot (MR)), and 3) how much information about future tasks is available to
robots during allocation (instantaneous assignment (IA) vs. time-extended assign-
ment (TA)).
The great majority of work in task allocation has been of the ST-SR-IA variety,
when every robot on a team serves exactly one task and every task requires one
robot. An optimal solution for this situation can be calculated in polynomial time
using the Hungarian algorithm [30], provided the cost of service for each robot-task
pair is known. However, the Hungarian algorithm requires centralized computation
and it is not ideal for multi-robot systems, where knowledge about tasks and robot
locations is distributed throughout the system and communication between robots
may be unreliable. When considering distributed methods, market-based approaches
have become popular (See [20] for a survey of results). In market-based approaches,
robots bid for the privilege of performing a task based on their own private estimates
of the utility of the task, and the tasks are awarded to the bidders with the highest
bids. These approaches require less communication and computation than centralized
methods but generally cannot find the optimal solution, although upper and lower
bounds on the solution quality can be determined in some cases (e.g., [33]).
When an initial task assignment is suboptimal, it can be improved by allowing
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robots to reallocate the tasks among themselves as they encounter each other in the
environment. Sandholm [45] described reallocation in terms of contracts between
agents, which allow them to exchange tasks in a manner that guarantees an improve-
ment to the task allocation, and he demonstrated how different contracts could be
used to avoid certain types of local optima. His ideas were later generalized [56] to
allow reallocation among k agents simultaneously. Liu and Shell [37] analyzed these
‘swap loops’ for performance and demonstrated that with a sufficient amount of time,
the system would reach the globally optimal task allocation.
In general, the issues of path planning and control for the multi-robot system have
been considered separate from task allocation. In the work above, costs for each task
are estimated based solely on the robot and task positions and a robot’s ability to
perform a certain task. Additional costs incurred when robots must coordinate with
each other to avoid collision or otherwise successfully complete their assigned tasks
are not considered. This oversight can lead to situations where the estimated costs
used for task allocation are gross underestimates, or where the resulting allocation
is not even feasible. Bennewitz et al. [11] attempted to combine task assignment
with path planning while maintaining a distributed approach by assigning priorities
to tasks and having agents plan in order of priority. They proposed a hill-climbing
technique for determining the correct priorities but were unable to guarantee that a
feasible task assignment, if it existed, would be found. Similarly, Yu and Lavalle [54]
tackled task assignment and path planning on a graph by formulating the problem
as a maximum flow problem and then using time delays to prevent collisions between
robots traversing overlapping paths.
Ayanian et al. [7] extended task reallocation to consider the full cost of coordina-
tion between robots and is the inspiration behind the algorithms in this thesis. In [7],
it is assumed that each robot in the system is assigned one task and that it knows
only about the task it is currently assigned. When robots meet in the environment,
they can exchange information about their tasks and swap their tasks if it will result
in a lower overall cost, as determined by path planning for the group as a whole. Ev-
ery time tasks are exchanged, the new task assignment is guaranteed to require less
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travel distance than the previous one, even including coordination between robots.
The resulting system is stable, and all tasks are completed in finite time.
1.3.2 Vehicle Routing
When robots serve multiple tasks (MT-SR-TA systems), then ordering of tasks must
be considered in addition to the actual task assignment. The Traveling Salesman path
problem1 [24,34] addresses the challenge of ordering visits to a set of nodes in a graph.
Specifically, a robot starting at one node on a graph must plan the least-cost path that
visits all other nodes (tasks). The Traveling Salesman path problem reduces to the
standard Traveling Salesman problem (TSP), which requires a tour of all the nodes
rather than a path, in linear time [40], and much of the literature focuses on the TSP
rather than the TSP-path. Because of this, we will refer to both as the TSP here.
For our system, we are particularly concerned with the multi -TSP variant (mTSP),
where multiple robots starting at various nodes on the graph must find the least-
cost path so that they collectively visit all other nodes on the graph. Unfortunately,
the TSP is NP-hard [24], and although 5/3- and 2-approximation schemes [8, 28]
have been discovered for specific cases (most notably under the assumption of a
Euclidean distance metric), in general not even a polynomial time approximation
algorithm exists [44]. A large number of heuristics [18,23,27,36] have been proposed
and evaluated for this problem. Perhaps the most well-known is the Lin-Kernighan
heuristic [36], in which a path is incrementally improved by swapping in edges that
are not in the path while keeping the result a path. See [10, 34] for a more complete
survey of results on the TSP.
The mTSP requires that all tasks are known at the time of planning. When tasks
appear as the system is running, task allocation must occur online. Dynamic vehicle
routing considers these types of situations. See [26, 42] for survey of results. Many
times, tasks are modeled as stochastic [12,14,47], that is, they appear according to a
1The Traveling Salesman path problem is also sometimes referred to as the Hamiltonian path
problem (HPP) by the operations research community. It should not be confused with the Hamilto-
nian path problem from the theoretical computer science community, which is a special case of the
TSP
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Poisson process and are uniformly randomly distributed throughout an obstacle-free
environment, although some work has considered other task distributions [16]. In this
case, a divide-and-conquer approach can be taken [14], in which the vehicles partition
the environment among themselves and each vehicle individually attends to the tasks
in its own region. Not only does this approach have provable guarantees on its quality
of performance, but it has the added benefit that since each vehicle stays within its
own region, the challenge of inter-vehicle collision avoidance is averted. Although
the divide-and-conquer approach is decentralized in that no negotiation about task
assignment between vehicles is necessary once the partitioning has been determined,
it requires a vehicle to be aware of every demand that appears within its region, which
is not always possible, as in the case of our example door-to-door delivery system.
When task locations are clustered into regions, hubs [2, 29, 39, 52] can be used to
further decrease the cost of task completion and serve as a method of communica-
tion between robots in different regions. In vehicle routing models, hubs are special
locations in the environment where tasks can be ‘bundled’ for mass execution in the
future. Often the hub location problem is decoupled from the actual vehicle routing
problem in that the traffic throughout the environment and task distributions are
assumed to be known. The problem then becomes to locate hubs and reroute traffic
so that tasks that are close to one another are sent to the same hubs before actual
execution. The majority of hub-routing schemes assume a hub-and-spoke model [52],
that is, all task locations are connected directly to a small number of hubs, which, in
turn, are connected to one another. Servicing tasks reduces to finding a tour starting
at the hub and visiting all the tasks serviced by the hub (a TSP), with occasional re-
visits to the hub for refueling or restocking [3,9]. Since the actions of identifying tasks
(bringing them to hubs) and completing them are separate, tasks cannot be serviced
unless they are brought to a hub first (i.e, there is no direct service). In our model,
the robots are simultaneously the ones who execute tasks and who discover them, so
in order to further improve performance, we would like to allow direct service.
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1.4 Thesis Organization
This thesis is organized as follows. Chapter 2 introduces the problem and proposes
a task allocation algorithm for the case where every agent serves one task queue.
Chapter 3 extends the algorithm to the case where the number of queues differ from
the number of agents. Chapter 4 considers how historical information about the
system performance can be used to partition the environment for a divide-and-conquer
strategy and to locate hubs. Chapter 5 details how these hubs can be integrated into
our task allocation algorithm. Chapter 6 contains final thoughts and conclusions.
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Chapter 2
Basic Problem Definition:
One Queue per Agent
We begin by considering the most basic problem definition, where a team of N agents
serves as many task queues,1 and develop a task allocation strategy. We assume that
agents live in a known environment, and that they can exchange information with
each other about their task queues only when they are within close proximity to each
other. We introduce task switching for improving an assignment online.
2.1 Definitions and Problem Setup
Consider a bounded, connected workspace W ⊂ Rd. The workspace contains a team
of N agents (robots) VA = {ai|i = 1, . . . , N} with state
x = [xᵀ1 x
ᵀ
2 · · · xᵀN ]ᵀ , xi = [xi yi zi · · · ]ᵀ ∈ Rd
and dynamics
x˙i = ui
The agents can accurately localize themselves in the environment. They must collec-
tively perform a collection of tasksQ in the form of N queuesQ = {Qk|k = 1, . . . , N}.
1The majority of this chapter was published in [48].
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q2
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a1 a2
pi(Q1) = a1, pi(Q2) = a2
Figure 2-1: Relevant variables shown on a 2 agent, 2 queue system. Agents a1 and
a2 (solid black shapes) live in a workspace W and serve queues Q1 (blue) and Q2
(red). The shapes of the tasks indicate the current assignment pi, where a1 is serving
the blue queue and a2 is serving the red queue. The active tasks are shown in bright
colors, future tasks as faded.
The problem formulation and notation are illustrated in Figure 2-1.
2.1.1 Task Queues and Task Assignments
A task queue is a list of positions Qk = {qk1 , . . . , qknk}, nk > 0, in W that must be
visited in order. A task qkb is active if it is currently at the head of the queue.
A task assignment is a bijective function pi : Q → VA, which may vary with time,
between the task queues and the agents. We say agent ai owns Qk at a certain point
in time if pi
(
Qk
)
= ai and correspondingly that Qk belongs to ai. We assume all
agents are identical and equally able to perform any task.
An agent can complete an active task qkb of a queue it owns by entering the
-neighborhood of qkb , for some small characteristic  > 0 of the workspace. We
assume tasks have no service time, so the next task qkb+1 becomes active immediately.
An agent is aware of only the currently active task in its queue and has no knowledge
of any tasks that appear later. Upon completing the final task in its assigned queue,
the queue is said to be finished and the agent becomes free, i.e., it is assigned no
tasks.
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a5 a2
a4
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a1
Figure 2-2: Communication graph on five agents. The environment is broken in
convex polytopes (outlined in gray) such that agents can communicate with each
other only if they are in neighboring polytopes. Agents a2, a4, and a5 form a group.
Agents a1 and a3 are in their own individual groups.
2.1.2 Communications Model
The communication graph on the team of agents is a dynamic undirected graph
GN = (VA, EN) where EN = {(ai, aj)|ai and aj can communicate}. Following [7], we
assume that the workspace W has been tessellated into a finite number of convex,
non-overlapping polytopes pm such that any polytope and its neighbor intersect along
exactly one hyperplane. A pair of agents in a pair of polytopes (pm, pm
′
) can com-
municate if an agent at any position in pm would be able to communicate with an
agent at any position in pm
′
. Therefore, the polytopes must be sufficiently small that
agents in adjacent polytopes are able to communicate; the polytopes can easily be
subdivided if this is not the case.2 Figure 2-2 shows an example of a communications
graph.
A set of agents form a group G ⊆ VA if the subgraph of GN induced by G is
connected. Agents in the same group can share information about task locations but
have no knowledge of tasks belonging to other agents outside the group.
2.1.3 Problem Formulation
The goal of this work is to find a task assignment that minimizes the cost (time,
distance traveled, etc.) of completing the tasks. In order to simplify our problem and
2For more detail, the reader is referred to [7].
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decouple task assignment from control, we use a cost function that is independent of
the equations of motion.
The tessellation of the workspace into polytopes allows us to represent the en-
vironment as a graph Gp = (Vp, Ep) where Vp = {p1, p2, . . .} are the polytopes and
Ep = {(pm, pm′)|pm shares a facet with pm′}. Each edge e ∈ Ep is associated with a
positive weight we. Let P i(qkb ) be the path in the polytope graph Gp that agent ai
has traveled during the time it has been assigned task qkb , and let w
i(qkb ) be the sum
of weights of the edges traversed along that path. The total weight that all agents
assigned to qkb traverse is w
k
b =
∑N
i=1 w
i(qkb ). For a task that is not yet active, w
k
b ≡ 0.
Then, we define a per-task cost that is a function Cw of this travel weight:
cost of completing qkb = Cw
(
wkb
)
(2.1)
and a combined system cost
cost =
total travel cost
number of tasks
=
∑N
k=1
∑nk
b=1Cw
(
wkb
)∑N
k=1 n
k
(2.2)
which is the eventual mean cost per task once all tasks have been completed. Mini-
mizing this value is equivalent to minimizing the total cost for all agents to complete
all the tasks.
The problem addressed in this thesis is as follows:
Problem 2.1.1 (Finite Queue) For a given initial state x0, find a task assignment
pi such that:
1. all tasks are completed in finite time and
2. the cost as defined in Eq. (2.2) is minimized.
Infinite Queues
Due to the task completion condition 2.1.1(1), this optimization problem is only
well-defined when all queues are of finite length. For the case of an infinite queue,
we instead consider the queues’ progress. We say a queue is making progress if the
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currently active task in the queue is completed in a finite amount of time. If this is
not the case, we say the queue has stalled.
The cost function given in Eq. (2.2) also requires task completion. In order to
translate this function for the infinite queues case, we define instead a running cost.
Let σk ∈ {1, . . . , nk} be the queue’s state (i.e., the current position in the queue, or
the current value of b). Then the running cost is
costr(t) =
∑N
k=1
∑σk
b=1Cw
(
wkb
)∑N
k=1 σ
k
(2.3)
and the infinite queues cost function is
cost = lim
t→+∞
costr(t) = lim
t→+∞
∑N
k=1
∑σk
b=1w
k
b∑N
k=1 σ
k
(2.4)
The modified problem statement is as follows:
Problem 2.1.2 (Infinite Queue) For a given initial state x0, find a task assign-
ment pi such that
1. all queues make progress and
2. the cost as defined in Eq. (2.4) is minimized.
2.2 Algorithm Overview
In order to generate optimal solutions to Problems 2.1.1 and 2.1.2 under the given
communication constraints, agents must coordinate to rendezvous and share informa-
tion about task locations. However, in order to know how to coordinate, agents must
already have some information about the tasks they will exchange. With this circular
information requirement, a decentralized optimal solution is unlikely. Rather than
optimizing the global task assignment, then, we focus on cost improvements that can
be made during local interactions that occur naturally as agents move towards their
assigned tasks.
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Algorithm 1: Loop run by agent ai
1 Communications: Find ai’s group: Gi ← {aj|aj and ai can communicate};
2 while not all active tasks belonging to Gi completed do
3 Communications: Share agent/task positions;
4 Path planning: Find the least-cost in-group task assignment and
corresponding path in the group configuration space;
5 Switching: Exchange queues according to line 4;
6 while Gi unchanged AND no tasks completed do
7 Control: Calculate control inputs;
8 Communications: Update Gi, agent positions;
9 end
10 end
q1
1
q2
1
q3
1
q1
2
q2
2
q3
2
a1 a2
(a) pi(Q1) = a1, pi(Q2) = a2
w(q )122w (q )111
w (q )211
w (q )222
(b) pi(Q1) = a1, pi(Q2) = a2
w (q )221
w (q )212
(c) pi(Q1) = a2, pi(Q2) = a1
Figure 2-3: Algorithm 1 on the 2 agent, 2 queue system shown in Figure 2-1. (a) The
agents individually complete the first task and continue to the second when (b) they
encounter each other and form a group. They compute the optimal task assignment
for the currently active tasks and exchange queues. As they move toward their newly
assigned tasks, they move out of communication (c) and individually continue on to
complete the second tasks.
In our system, each group of agents coordinates independently of other groups
to navigate to its active tasks according to Algorithm 1. When agents come into
communication with each other, they share information about their currently active
tasks, compute the optimal task assignment for the group, and coordinate the group’s
path to the task locations they have decided. This computation needs to occur only
once when the group forms, since the optimal task allocation and the path to that
configuration will not change, and may take advantage of parallel speedup [19, 31].
When new agents enter the group or agents leave the group, then the new information
can be used to recompute the optimal policy for the newly formed group.
Figure 2-3 shows an example of Algorithm 1 on a 2 agents, 2 queues system. At
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the beginning (Figure 2-3(a)), agents a1 and a2 are not in communication, so each is
in its own group. Each agent independently plans to complete the tasks in its task
queue. In Fig. 2-3(b), the agents come within communication range of each other and
form a single group. The agents exchange position and task location data (line 3),
and they determine that the least cost assignment is that where they exchange queues
(line 4). In Fig. 2-3(c), the agents move towards their new task assignments (lines 6-
9). They break communication and again form individual groups. The agents each
retain information only about the new task queue that they have been assigned and
individually plan their paths to these tasks.
2.2.1 Switching and Path Planning
The optimal task allocation for a communication group is determined using an A*
search over the group task configuration space for the least-cost path between the
group’s starting positions and task locations [6]. Any assignment of task to agent is
allowed as long as each agent is assigned one task. A* is used, as opposed to the
bipartite matching of [30], since the cost of an agent-goal assignment depends on
the other assignments and whether an agent must coordinate with others to avoid
collision.
The group task configuration space is a space consisting of all transformations of
the agents in the group such that no agents in the group collide with each other. For
groups that are a single agent, this space is equivalent to the workspace W itself.
For larger groups, it is a subset of the Cartesian power of W (points corresponding
to inter-agent collisions are removed). The tessellation of W induces a tessellation
on the group task configuration space, allowing us to define a discrete representation
of the group task configuration space as a graph, GP = (VP , EP ), where vertices
VP = {p1, p2, . . .} are polytopes in this Cartesian product space and edges in EP con-
nect pairs of polytopes that share a supporting hyperplane. Each edge is weighted
with a heuristic distance designed so that the optimal path through this group poly-
tope graph is truly the optimal path with respect to our defined cost function (refer
to [7] for more details).
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Applying A* to the resulting graph yields a discrete path on the polytopes between
the group’s current configuration and its goal. The final positions of the agents give
the least cost task assignment for the given starting and task locations.
2.2.2 Control Policy
To move to the task locations, the group is driven to successive intermediate goals
inside polytopes along the computed path using a proportional controller. At every
point in time, the group locates itself in the group task configuration graph GP
and computes the convex polytope extension of its current polytope location into
the next polytope in the desired path [6]. An intermediate goal xd for the group is
then located inside the intersection of this convex polytope extension and the next
polytope. Since the polytope extension is convex, the straight line between the group’s
current configuration and the intermediate goal is guaranteed to lie entirely inside.
Thus, driving the agents to the intermediate goal using a proportional controller
x˙i = k(xi − xdi ) ∀i | agent i is in the group (2.5)
will keep the agents inside the environment while still avoiding collision, as long as
all agents use the same k. Note that while theoretically with this controller it will
take an infinite amount of time to reach the goal, the time to enter within an -ball of
it is finite. Practically, it is impossible to attain an exact position for a real system,
and getting within a small distance of a goal is acceptable. Therefore, this control
law will allow the agents to complete their tasks in finite time.
2.3 Guarantees for the System
The algorithm runs entirely online and requires no centralized entity, making a glob-
ally optimal task assignment impossible. It is straightforward to construct a set of
task queues for which this approach will perform arbitrarily badly when compared to
an optimal centralized policy with full knowledge of the queue contents. Despite this,
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our switching policy does guarantee a decrease in global cost for every exchange of
tasks that occurs, and that progress is made on the global level. Of greater interest,
however, is that all task queues make progress.
2.3.1 Finite-Length Queues
In the case that all task queues are of finite length, the system is stable and all tasks
will complete. This result is a straightforward extension of the proofs in [7].
Theorem 2.3.1 If all task queues are of finite length, every task in Q will be com-
pleted.
Proof: Partition time into intervals {e1 = (t0, t1), e2 = (t1, t2), . . .}, which we call
epochs, during which the set of active tasks remains constant. An epoch ends when
a task is completed and the next task becomes active. The last epoch extends until
t→ +∞.
Now consider an epoch ei. During this time interval, the active tasks in the system
are constant, so the proof in [7] holds, and the system will converge asymptotically
to the task locations. Because we require agents to get within only  distance of a
task, some task will be completed after only a finite amount of time. This task can
be one of two types:
I) The task is not final. A new task will become active, and the epoch will end.
At least one queue will make progress.
II) The task is final. Since no new task will become active, the epoch will continue
and the system will continue to converge to the given task locations. If tasks
remain that are not yet completed, the next task to be completed will again fall
into one of these two types. If all tasks in the epoch are completed, then they
all are the final tasks in their queues, or else the epoch will have ended before
this time. In that case, all tasks in Q are complete.
Therefore, any epoch containing active tasks that are not final will end after some
finite amount of time. The only epoch that can last forever, i.e., the last epoch, is
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(a) Initial (b) Switch (c) New Task (d) New Task (e) Switch (f) New Task
Figure 2-4: Example of a 2 agent, 2 queues situation where the red queue will not
make progress. Agents are shown as a solid black square and circle. They are always
in communication with each other. The active tasks to which they are assigned are
the empty square and circle respectively. The colors indicate the queue for each task.
The blue queue alternates between a task in the bottom left and in the bottom right.
Repeated changes of task assignment for the two agents cause the red queue to stall.
one in which all tasks are final. Since the system will converge to these tasks, every
task in Q will be completed.
2.3.2 Infinite-Length Queues
When task queues are infinite-length, for certain cost functions, the switching policy
in Section 2.2.1 does not guarantee completion of all tasks in a finite amount of time.
Figure 2-4 shows a simple example of a task queue that is unable to progress. The
cost function in this case is Cw(w) = w. The blue queue alternates task locations
between the bottom left and bottom right locations, while the red queue (stalled) has
an active task at the top. Every time a new task in the blue queue becomes active,
the agents exchange tasks to achieve a better assignment, and all previous progress
towards the red task is lost. Since the blue queue is infinite in length, neither agent will
ever complete the red task. Therefore, for infinite-length queues, using the switching
policy described in Section 2.2.1 only guarantees that some queue will make progress.
Theorem 2.3.2 At least one queue in Q will make forward progress.
Proof: The proof for this is identical to that of Theorem 2.3.1. In particular, we
partition time into (an infinite number of) epochs. During each epoch, the set of
active tasks is constant, so by [7], the system will converge asymptotically to the task
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locations. Some task will be completed in a finite amount of time, and the queue to
which that task belongs will make forward progress.
In order to guarantee that all queues make progress, the cost function must satisfy
certain criteria. In particular,
Theorem 2.3.3 If the cost function Cw is an increasing function with strictly in-
creasing first derivative that satisfies
lim
wˆ→+∞
dCw(w)
dw
∣∣∣∣
w=wˆ
= +∞, (2.6)
then every queue in the system will make progress.
Proof: It suffices to show that no task will take infinitely long to complete. Consider
any active task qk
σk
. If no queue permutations involving Qk ever occur, this is true by
virtue of the path planning and control policy, and of the discussion in [6]. Therefore,
we need only consider what happens if a task permutation occurs. Let the agent that
used to be assigned to Qk be aold, and the new agent be anew. One of two cases will
occur: (In the following analysis, the terms closer and farther are in terms of cost,
rather than shortest distance)
I) anew is closer to qk
σk
than aold. If permutations of only this type occur, then the
cost of completing qk
σk
can only decrease. The time until completion of qk
σk
will
be less than that if there were no permutation, and it will therefore be finite as
well.
II) anew is farther from qk
σk
than aold. In this case, the cost of completing qk
σk
increases, and some previous progress towards qk
σk
is lost. For a finite completion
time, the number of permutations of this type must itself be finite.
In order for a permutation to occur, the total cost to completion within
a group must decrease, even though the cost to completion of qk
σk
increases.
However, eventually the increase in cost associated with further delaying com-
pletion of qk
σk
will dominate any potential decrease in cost to other group tasks,
and it will be impossible to decrease the group cost without decreasing the cost
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Environment # agents # tasks / queue
Plant 6 25
Street 6 25
Create 4 25
Table 2.1: Summary of parameters used for each environment during simulations of
the system with one queue per robot.
associated with the stalling queue. At this point, any future task permutations
will be of type I, and task qk
σk
will complete in finite time.
Intuitively, using a cost function that grows faster than wk
σk
causes groups of agents
to gradually shift from minimizing total cost to minimizing maximum cost when
considering possible task permutations, eventually forcing execution of tasks when
the waiting time becomes too long. This idea of weighting stalled queues higher the
longer they have been stalled is similar to that of aging functions in the job scheduling
literature [1, 21]. The exact cost function can be chosen to reflect the system user’s
desired balance between cost optimality and queue progress.
2.4 Simulations and Results
We simulated the system in Matlab, using the MultiParametric Toolbox [32] for
polytope computations. We used three two-dimensional environments, shown in Fig-
ure 2-5: (Plant) an area with large open spaces punctuated by obstacles of varying
size and shape, as is characteristic of a manufacturing plant; (Street) a grid of long
narrow corridors, similar to the streets that a delivery vehicle would use; and (Cre-
ate) a smaller street-like environment later used in our hardware implementations.
Although these environments were designed to be consistent with our motivating ex-
amples in Chapter 1, we can use the results to draw general conclusions about our
algorithm.
We simulated the system with switching and without in each of the environments.
Tasks were uniformly randomly distributed throughout the free space. The initial task
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Figure 2-5: Plant, Street, and Create environments used in simulations, partitioned
into polytopes.
assignment was random with each agent assigned one queue. We used a cost function
of Cw(w) = w
2. Twenty trial runs were performed for each test case. Table 2.1 shows
the parameters used for each environment.
Figure 2-6(a) shows the per task average cost with switching and without switching
in the Create environment. At the beginning, the average cost of tasks were low since
the agents immediately moved to complete them, but it quickly reached some steady
state. On the other hand, the average number of switches per task, shown in Figure 2-
6(b), remained relatively constant throughout the entire simulation. The trends in
the plots are representative of those in the other two environments. Table 2.2 gives the
average number of switches per task, as well as the mean computation time required
every time a new group forms, and the steady state average cost per task. The steady
state value was calculated by fitting a power curve y = a
(∑N
k=1(σ
k)
)b
+ c, b < 0 to
the data and taking the value c.
2.5 Discussion
In all three environments, switching allowed us to decrease the distance traveled
per task. Since agents could exchange tasks rather than coordinate around each
other, they wasted less movement when switching is allowed. The benefit achieved
by switching was less pronounced in the Plant and Street environments than in the
37
0 20 40 60 80 100 120 140 160 180
0
0.5
1
1.5
2
2.5
3
3.5
4
number of tasks completed
av
er
ag
e 
co
st
 p
er
 ta
sk
200
No Switching
With Switching
(a)
0 50 100 150 200
-2
-1
0
1
2
3
4
number of tasks completed
nu
m
be
r o
f s
w
itc
he
s
No Switching
With Switching
(b)
Figure 2-6: (a) Average cost per task and (b) number of switches per task for the
system over time for 20 simulation runs/policy in the Create environment. Mean
costs are shown as a solid line, and the shaded areas indicate ±1 standard deviation.
Create environment. This can be attributed to the much smaller size of the Create
environment compared to the other two. In larger environments, robots are less
likely to meet with each other and to have to evaluate switching. This difference
is reflected in the number of switches per task resulting in each environment: the
Create environment yielded approximately double the number of exchanges per task
as compared to the other two environments.
Group computation time is “wasted time”: no progress towards tasks can be
made since agents do not know which tasks they will shortly be assigned. Despite
# switches computation time average cost
environment switching per task per planning cycle (s) per task
Plant No 0 (0) 9.36 (128.2) 670.9 (100%)
Yes 0.21 (0.50) 6.92 (71.3) 644.2 (96.0%)
Street No 0 (0) 30.3 (35.8) 19.9 (100%)
Yes 0.24 (0.52) 20.5 (32.7) 19.3 (96.6%)
Create No 0 (0) 16.8 (49.0) 3.14 (100%)
Yes 0.56 (0.93) 2.13 (41.3) 2.62 (83.7%)
Table 2.2: Switching frequency, computation time per planning cycle, and steady
state cost per task over 20 simulation runs/policy. Entries for switching frequency
and computation time take the form ‘mean (std. dev.)’. The steady state cost is in
the form ‘raw value (% of no switching cost)’.
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that the agents do not travel during group computations and no additional cost is
incurred, practically we would like to minimize this downtime. Given the results
in Table 2.2, we notice that allowing switching actually reduced computation time.
This is because the resulting task assignments were less likely to require complex
coordination between agents, allowing the path planner to find a path to the goal
much more quickly.
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Chapter 3
Multiple Queues per Agent
In this chapter, we extend the algorithm presented in Chapter 2 for the single queue
per agent system to that where the number of queues does not match the number
of agents1. In this case, it is possible that an agent may serve multiple queues si-
multaneously, or that an agent may be free even when no queues have been finished.
We consider other switching policies that may be used and analyze their performance
theoretically and experimentally.
3.1 Problem Setup for Multiple Queues per Agent
The setup for this case is similar to that for the single queue per agent system. Let N
agents live in a bounded, connected workspace W tessellated into convex polytopes.
Now Q is a collection of M queues, where M is not necessarily equal to N . Our aim
is still to minimize the mean cost per task, and the problem definitions remain the
same.
Since M may not be equal to N , the task assignment pi is no longer bijective.
At any point in time, an agent may be assigned one task queue, multiple queues, or
none at all. We use Qi ⊆ Q to denote the set of queues belonging to agent i. Since
an agent can only make progress in one queue at a time, we call the queue that is
currently making progress the active queue and the other queues inactive.
1The majority of this chapter was published in [48].
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Figure 3-1: Example of a 2 agent, 3 queues situation where switching to the locally
optimal task assignment increases the global cost. The agents are shown as a solid
black square and circle, and tasks are shown as empty squares and circles, colored ac-
cording to queue. The agents are initially in communication with each other. (b) and
(c) show the paths that the agents would take given two different queue assignments.
The path resulting from the initial task assignment (b) covers less distance than the
path after switching (c), even though the assignment in (c) yields a lower local cost.
3.2 Guarantees for the System
Assigning queues to an agent now requires additional consideration of the order in
which those queues will be completed. Thus, the decision of whether to exchange
queues becomes more complex than can be solved by simply running A*. This prob-
lem of finding the locally optimal task assignment amounts to solving a multiple
Traveling Salesman Path Problem (mTSP) with collision constraints every time a
new group forms. Even if this is done, we cannot guarantee that the cost incurred
by the switching system will be no greater than that incurred by the non-switching
system using the initial assignment. Unlike the case of a single queue per agent,
lack of knowledge about future tasks can hurt. Figure 3-1 shows a situation where a
switch that optimizes local cost (given the currently known task locations) increases
the final global cost.
On the other hand, the guarantees on queue progress from Chapter 2 still hold.
In particular:
Corollary 3.2.1 If all task queues are finite-length, then every task in Q will be
completed in finite time. If more than one task queue is infinite-length, then at least
one queue will make progress. If the cost function satisfies Eq. 2.6, then all queues
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will make progress.
The proofs are similar to those in Chapter 2. Note that for this setup, in addition
to the possibility of a queue stalling (i.e., the queue is active but does not make
progress) is the possibility of starvation, when a queue is always inactive. This can
occur if whenever a new task becomes active, the agent plans to perform it first (before
other waiting tasks). Similarly to the stalling problem, a cost function satisfying (2.6)
will prevent starvation.
3.3 Switching Policies
While mTSPs with collision constraints solve the multiple queues problem, they are
computationally expensive [24]. To our knowledge, few solutions exist in the litera-
ture, and even then only heuristics [46]. Therefore, in order to address the multiple
queues problem, we decouple task assignment and path planning. We underestimate
the distance between agents and tasks using the shortest path without considering
collisions. Using these distances, we solve for a task assignment and an order of
execution for the tasks assigned to an agent. Finally, we calculate the collision-free
paths for each agent in the group to its next task using A*. We consider the following
heuristics for determining the task assignment and ordering.
1. NoSwitch. The task assignment does not change.
2. mTSP. Agents in the group collectively solve the mTSP on the graph of agents
and task locations, taking the cost function into account and ignoring collision
constraints. The computational complexity of this policy is exponential in the
number of agents and tasks in a group, but it will give the lowest cost local task
assignment out of all the policies tested.
3. DivideAndConquer. The agents in the group calculate the Voronoi partition
of the workspace among themselves, using their current positions as the seeds.
Each agent assumes responsibility of one region of the workspace and is assigned
all tasks that lie within it. The agents independently determine the ordering
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of tasks by solving the TSP (single agent Traveling Salesman Path Problem)
on its own set of tasks. In the case of infinite communication range, where a
group of agents will always consist of the entire team, this policy is similar to
the multi-vehicle divide-and-conquer policy, which has been proven to perform
within a factor N of optimal for the dynamic vehicle routing problem [14].
4. Greedy. Agents take turns choosing the next closest active task to their current
location. This policy uses only strict distance traveled and does not take the
cost function into account.
5. A*First. Given the initial task assignment, all queues assigned to an agent
are treated as a single set. Each agent orders its set of queues individually and
determines the first task to complete. Agents in the group then share their first
tasks and use A* search to determine the least cost permutation of these sets
of task queues. With this policy, we test whether regrouping of task queues
actually improves performance. When M = N , this policy reduces to that
described in Section 2.2.1 for the single queue per agent case.
Each of these policies returns a sequence ΩQi of queues, one for each agent a
i in the
group, in the order that they should be performed.
When an agent is not in communication with any others, all the switching policies
except Greedy reduce to an optimal ordering of the task queues calculated by solving
the TSP on the active tasks. Although the TSP is NP-complete [24], when the number
of tasks held by a single agent is small, exhaustive search over all permutations of
the queue ordering can be quite fast. In our implementation, the total number of
queues never exceeded twenty, and individual agents were often assigned much fewer
queues, so we used exhaustive search. When a larger number of queues must be
serviced, heuristics such as the Lin-Kernighan heuristic [36] may be used. When a
randomized heuristic is used, care must be taken that the result remains consistent or
only improves with repeated runs on the same input, or else queues could be passed
between agents an infinite number of times.
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Since these heuristics are based on estimates of cost and do not reflect the true
distances-to-goal as determined by A* in the joint space, we cannot make any guar-
antees on the cost of task completion. Instead, we ran simulations to evaluate how
well they perform. We can still, however, guarantee queue progress in some cases.
Theorem 3.3.1 If the cost function satisfies Eq. 2.6, then the mTSP, DivideAnd-
Conquer, and A*First switching heuristics guarantee progress in all queues. Greedy
and NoSwitch cannot guarantee progress regardless the cost function.
Proof: First we show that the NoSwitch and Greedy policies cannot guarantee
progress. In the case of NoSwitch, this result comes from the possibility that the
original task allocation may not be feasible. If other agents are blocking one agent’s
path to the goal and there is no room to maneuver, then the blocked agent’s task will
never be completed. In the case of the Greedy policy, this result comes from the fact
that the Greedy policy considers only the distance to a task and does not take the
cost function into account. Therefore, the Greedy policy is vulnerable to situations
like that shown in Figure 2-4, where a queue can be repeatedly passed between agents
without making progress.
The other three switching policies do guarantee progress despite not accounting
for the full cost of coordination. Consider a queue that has not made progress. There
are two ways for the active task never to be completed: 1) the queue never becomes
active, or 2) the assignment of agent to queue is not feasible (i.e., the agent is not
able to move to the task location). We consider each switching policy in turn.
2. mTSP. In accordance with Corollary 3.2.1, it is impossible that the queue will
never become active due to the cost function. Even if the agent that owns the
queue joins or leaves communication groups, at some point the queue will have
become so costly that its importance outweighs that of all other queue. It will
remain an active queue no matter the other queues in the group. While deciding
the task allocation, the group will move to minimize the distance between the
queue and its assigned agent. Since this agent is the closest agent, there can be
no other agent blocking its path to the task. The active task will be completed.
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Environment # agents # queues # tasks / queue
Plant 6 18 10
Street 6 18 25
Create 4 8 40
Table 3.1: Summary of parameters used for each environment during simulations of
the system with multiple queues per robot.
3. DivideAndConquer. Similarly to the Greedy algorithm, agents allocate tasks by
distance, but individual agents order their queues to minimize total cost. Thus,
a queue that has not made progress in a while will eventually become active.
Unlike the Greedy algorithm, it is impossible for a queue to be reallocated to
an agent that is farther in distance, so situations like that shown in Figure 2-4,
where progress towards a task is lost during switching, will never occur. In
addition, since the agent assigned to the queue is the closest agent, there is no
possibility of another agent blocking the path to the task’s completion. Thus,
the queue will eventually make progress.
5. A*First. Because queues must be exchanged en masse, this situation is similar
to that of a single queue per robot. By Corollary 3.2.1, it is impossible that the
queue will never become active. By Theorem 2.3.3, if the queue remains active,
then it will not be repeatedly passed between agents but must make progress.
With all three of the switching policies, if the cost function satisfies Eq. 2.6, a queue
that has been ignored will eventually become active and remain active until the task
at its head is completed. A* path planning will find a path that allows the group
achieve this task, and the queue will then make progress.
3.4 Simulations and Implementation
3.4.1 Simulations
Using Matlab, we simulated the system for each of the five switching policies in
each of three environments shown in Figure 2-5. Tasks were uniformly randomly dis-
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Figure 3-2: Average cost/task for the system over time for 20 simulation runs/policy
in the Create environment. Mean costs are shown as a solid line, and the shaded
areas indicate ±1 standard deviation.
tributed throughout the free space. The initial task assignment was random with each
agent assigned an equal number of queues. We used a cost function of Cw(w) = w
2.
Twenty trial runs were performed for each test case. Table 3.1 shows the parameters
used for each environment.
Figure 3-2 shows the per-task average cost for each switching policy in the Create
environment. The cost of completing the first few tasks was low since they did not
have to wait for other tasks to be completed. The rest of the task queues had to
wait, and so the cost of tasks that were completed later is larger. As agents move
around the environment, they encountered each other and exchanged tasks, so that
the per-task cost quickly reached some steady state. The plots look similar for the
Plant and Street environments.
As for the single queue per robot case, the number of switches was approximately
constant throughout the entire simulation for all switching policies. Table 3.2 shows
the relevant statistics in the steady state. Again, the steady state value for average
cost was calculated by fitting a power curve y = a
(∑N
k=1 σ
k
)b
+ c, b < 0 to the data
and taking the value c. The number of switches per task varied with the environment.
In general Greedy yielded the greatest frequency of switches and A*First yielded the
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# switches computation time steady state
per task per planning cycle (s) average cost
Plant environment
NoSwitch 0 (0) 11.38 (431.9) 1463 (100%)
mTSP 1.10 (1.08) 9.05 (65.74) 1066 (72.8%)
DivideAndConquer 1.06 (1.04) 2.70 (4.71) 1150. (78.6%)
Greedy 4.01 (29.02) 2.67 (3.59) 1213 (82.9%)
A*First 0.47 (0.83) 6.66 (213.1) 1426 (97.5%)
Street environment
NoSwitch 0 (0) 9.19 (189.0) 53.7 (100%)
mTSP 0.88 (0.98) 7.65 (67.58) 32.4 (60.5%)
DivideAndConquer 0.92 (1.02) 2.49 (4.64) 39.0 (73.8%)
Greedy 1.62 (4.33) 1.68 (3.62) 36.6 (68.2%)
A*First 0.37 (0.72) 6.90 (249.9) 40.4 (75.4%)
Create environment
NoSwitch 0 (0) 8.80 (583.5) 5.03 (100%)
mTSP 0.88 (0.96) 3.46 (20.40) 3.05 (60.6%)
DivideAndConquer 0.87 (0.92) 0.46 (0.54) 3.17 (63.0%)
Greedy 1.78 (2.40) 13.92 (780.7) 3.52 (70.1%)
A*First 0.67 (1.06) 2.49 (95.54) 3.92(77.9%)
Table 3.2: Switching frequency, computation time per planning cycle, and steady
state cost per task over 20 simulation runs/policy. Entries for switching frequency
and computation time take the form ‘mean (std. dev.)’. The steady state cost is in
the form ‘raw value (% of NoSwitch)’.
least, although the difference is not statistically significant. The NoSwitch policy
required the greatest amount of computation time, followed by mTSP. mTSP and
DivideAndConquer yield the lowest per-task average costs.
3.4.2 Experimental Results
We implemented the system for four iRobot Creates. A VICON motion capture
system was used to track the robots in real-time. The robot positions were sent via
UDP to an off-board computer running Matlab, which computed the control inputs
for each of the robots. The implementation is centralized since all communications
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Figure 3-3: Experimental setup with iRobot Creates for multiple queues per robot.
occur via the Matlab computer, but as mentioned in Section 2.2, all algorithms
could be run in a distributed fashion. The robots collectively served eight queues, each
consisting of four tasks randomly distributed throughout the environment. Figure 3-3
shows photographs of the experimental setup.
We generated two sets of task queues and ran the system using each switching
policy. Each run took between 10 minutes and 40 minutes, depending on the switch-
ing policy, with the NoSwitch policy taking the greatest amount of time. Table 3.3
summarizes the results of the experimental runs. Out of the 60 runs, 59 successfully
completed all task queues. The single failure resulted from an occluded marker: the
VICON system was unable to detect one of the robots, leading to incorrect calcu-
lations of the control input and causing the robot to drive out of the environment.
Still the majority of trial runs were successful, indicating that our algorithm is robust
against minor environmental disturbances.
Figure 3-4 shows the per task average cost and the number of switches per task for
one of our queue sets. We can see that the switching policies were less well separated
in terms of performance than they were in simulation. Although all switching policies
performed better than the NoSwitch policy, there was no significant difference between
any of them. In addition, although the set of queues was the same every time, because
of lags in communication, slight differences in starting position, and other factors, the
robot trajectories were not always the same. The standard deviation in average cost
per task is much larger than it was during simulations. Tasks also experienced more
switching.
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Figure 3-4: (a) Average cost per task and (b) number of switches per task for the
system over time for 7 simulation runs/policy using task queue set 1. Mean costs are
shown as a solid line, and the shaded areas indicate ±1 standard deviation.
3.5 Discussion
In all simulations, the NoSwitch policy yielded the highest cost, followed by A*First.
The mTSP performed best out of the five. The relative performance of DivideAnd-
Conquer and Greedy depended on the environment. DivideAndConquer performed
better than Greedy in the Plant and Create environments, while the Greedy approach
performed better in the Street environment. Given the structures of the environments
tested, this is understandable. The Plant environment has large open spaces relative
to the holes, and agents can choose from a larger variety of similar-length paths to
get from one point to another. Here, a Voronoi decomposition of the space makes
sense, since the length of the shortest path between any two points in the cell will
be approximately equal to the Euclidean distance between them. On the other hand,
the Street environment consists of narrow corridors, and the lengths of the shortest
path between two points will be relatively long compared to the straight line path.
Moving always to the closest active task (Greedy) in this case performs better than
repeatedly traversing the same corridors to reach tasks.
Out of the five policies, Greedy usually required a slightly greater number of
switches per task. Whereas DivideAndConquer and mTSP tended to send agents
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# switches comp. time per running average cost
per task planning cycle (s) time (min) per task
Task queue set 1 (7 runs / policy)
NoSwitch 0 (0) 0.56 (2.04) 20.7 (9.20) 6.09 (100%)
mTSP 1.20 (1.47) 0.12 (0.59) 13.7 (3.83) 4.45 (73.0%)
DivideAndConquer 2.97 (5.60) 0.21 (0.44) 15.6 (5.62) 4.46 (73.1%)
Greedy 1.22 (1.10) 0.055 (0.038) 16.0 (7.55) 4.31 (70.1%)
A*First 0.78 (1.00) 0.34 (1.09) 10.9 (3.34) 4.54 (74.5%)
Task queue set 2 (5 runs / policy)
NoSwitch 0 (0) 0.96 (4.20) 18.8 (5.36) 6.35 (100%)
mTSP 1.58 (2.17) 2.46 (5.96) 11.2 (2.49) 2.78 (43.9%)
DivideAndConquer 2.58 (3.47) 0.60 (2.66) 9.00 (1.58) 4.85 (76.4%)
Greedy 0.85 (1.00) 0.33 (0.71) 10.4 (2.07) 3.80 (59.9%)
A*First 1.11 (1.55) 0.12 (0.26) 10.8 (1.10) 5.67 (89.3%)
Table 3.3: Switching frequency, computation time per planning cycle, total running
time, and average cost per task. Entries for switching frequency, computation time,
and running time take the form ‘mean (std. dev.)’. The average cost is in the form
‘raw value (% of NoSwitch)’.
in different directions, causing groups to break up, Greedy did not. For the Greedy
policy, it is likely that when tasks are close together, agents move in the same direc-
tion, causing groups to remain intact and increasing the opportunities for switching.
Interestingly, the opposite was true in hardware experiments, where the DivideAnd-
Conquer policy required the greatest number of task switches, followed by mTSP.
This effect is likely due to the difference in queue lengths. With the short queues
in the hardware experiments, several robots completed queues extremely quickly and
were left free. It was often the case that the last few tasks would be passed through
a series of free agents before being completed by the last one. On the other hand,
when agents are moving about the environment, it is more likely for larger groups to
form, leading to more efficient local task queue allocations and a lower frequency of
switching.
The switching policies that do not allow redistribution of queues (NoSwitch and
A*First) were the least effective, although all policies were able to avoid starvation
of any queue. Since the cost function increases the longer a task is put on hold and
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since it satisfies Eq. 2.6, any queues that are starved will cause the per-task cost to
increase to infinity. We can see that in all cases, the average cost per task settled to
some steady state, indicating that no tasks were ignored.
In terms of computation time, the NoSwitch policy generally required the great-
est amount, followed by mTSP. The large computation time for the NoSwitch policy
stemmed entirely from the A* path planning of groups to their assigned tasks. Since
no task switching occurred, a larger amount of coordination between agents was re-
quired. Task switching saves computation by producing task assignments that are
less likely to require coordination between agents. The larger amount of coordination
required for certain policies over others was reflected in the hardware experiments.
NoSwitch took the greatest amount of time per trial run because of the complex ma-
neuvers required to avoid collision. In addition, although the Greedy policy generally
required the least amount of computation time per cycle, it did not guarantee the
shortest running time, indicating that the task assignments produced by the Greedy
policy also required robots to maneuver around each other to reach their goals.
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Chapter 4
Incorporating Historical Data:
Hub Location
In this chapter, we use historical data about agents’ trajectories to create additional
infrastructure, in the form of hubs, to help the agents further lower their costs of
operation. The inspiration behind this chapter is the prior work in [14, 41], which
showed that when all agents know about all tasks in an environment, a division of
tasks to agents by region is near-optimal. In the previous chapter, we found that
a divide-and-conquer switching policy performed well in many cases. With our re-
stricted communications, the kind of knowledge required to directly use the strategy
proposed by [41] is improbable for agents. However, we can get closer to this division
of tasks by using hubs. Historical information about task locations and agents’ tra-
jectories is used to estimate the effect of the hubs on the system and to locate them
in the workspace.
4.1 Division of the Environment into Regions
Following the approach of [14, 41], we desire an equitable partioning of the environ-
ment. That is, given N agents, we would like to divide the environment into N
disjoint connected regions such that the workload for each is equal. A direct applica-
tion of the equitable partitioning algorithm in [41], a variation of Lloyd’s algorithm,
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will not work since the basic assumptions differ. Most importantly, [41] assumes a
convex environment, whereas our environment may contain obstacles. There have
been many attempts to extend Lloyd’s algorithm to environments that are noncon-
vex or contain obstacles [13, 15, 50], but a solution for general environments remains
elusive.
Fortunately, our workspace is tessellated into polytopes and converted into a graph
for the purposes of path planning. This means that rather than searching for algo-
rithms in the continuous domain, we can use algorithms for graph partitioning. Graph
partitioning in its standard formulation requires an equitable partitioning of a graph
such that the number or total weight of edges connecting separate partitions is min-
imized. We have no such constraint on the connected edges. We therefore use the
partitioning algorithm proposed in [55], which aims to equitably partition a graph
without considering the cost of edges connecting partitions.
Weighting of Graph Edges
The goal of this partitioning is to equalize the workload (cost) for each agent. Since
in our problem formulation the cost is a function of the total distance traveled, the
edge weights on the graph of the workspace must be changed to reflect this cost. To
estimate the true cost of assigning an edge to an agent, we use historical data about
the agents’ movements.
Take the system described in Chapters 2 and 3. As the agents serve their tasks,
they remember which polytopes they enter (i.e., which edges on the graph of the
workspace they traverse). It is not necessary for them to remember the exact time
or the order in which they move between polytopes, only the number of times they
traverse each edge. Let nie be the number of times agent a
i has traversed edge e ∈ GP .
Then the total cost associated with edge e is w′e = we
∑N
k=i n
i
e
Note that what matters in graph partitioning is not an edge’s exact weight we but
rather its relative weight w
′
e∑
w′e
. We assume that when performing this partitioning, the
system has been running long enough for these relative weights to reach some steady
state. Figure 4-1 shows the relative weights for four edges of the Street environment
54
0 0.5 1 1.5 2 2.5 3 3.5 4
x 102
0
0.005
0.01
0.015
0.02
0.025
time (s)
re
la
tiv
e 
fr
eq
ue
nc
y 
of
 tr
av
el
 
 
(a) (b)
Figure 4-1: (a) Relative traversal weight of edge for four edges of the Street environ-
ment, highlighted in (b), during one trial run from Section 3.4.1. The relative weights
all converge to some steady state value over time.
during one simulation run from Section 3.4.1 and confirms that the edge weights
will indeed converge after a sufficient amount of time, assuming that the underlying
structure of the task queues does not change frequently.
4.2 Hub Location
This division of the environment into regions will not be effective unless we add
infrastructure for the agents to communicate with each other when they learn about
tasks that belong in regions not their own. For this purpose we introduce hubs. Hubs
at the borders between regions serve as locations where agents can drop tasks that are
located in other regions and where they can pick up tasks that other agents have left
for them. Of course, hubs could lower performance if they are not placed judiciously.
Therefore, for the hubs to be effective, we specify the following criteria.
Criteria 4.2.1 Hubs should satisfy the following four criteria:
1. Hubs should be placed close to the borders between regions.
2. Hubs should be placed in areas of high traffic.
3. A hub must lie inside one of the regions that it serves.
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4. For every two neighboring regions, at least one hub must serve both.
The first two criteria have to do with the performance of the system. Although an
allocation of task to agent by region would decrease the overall cost of operation for the
system, having to visit hubs to drop off and pick up tasks could force agents to traverse
more roundabout paths, resulting in additional cost and potentially negating the
benefits of environment partitioning. Placing hubs near the borders between regions
ensures that an agent does not travel far into regions not its own to drop off and pick
up queues. This keeps the travel costs of agents low not only by keeping hubs close
to the regions they serve but also by keeping low the probability of multiple agents
coming into communication each other and having to coordinate. The second criteria
places hubs at hotspots, locations frequently traversed by the agents. Intuitively, the
more frequently an agent is in the vicinity of a hub, the less additional cost a detour
to that hub will incur.
The last two criteria have to do with the infrastructure that is necessary in order
for agents to pass tasks to each other. We say that a hub is serving a region when an
agent in that region can drop off and pick up tasks at that hub. Essentially, in order
to guarantee all tasks can be completed, a task must be able to be transported from
any region to any other region. Since a task could potentially take any path through
the environment and a hub is the only guaranteed method of passing a task from
one region to another, this means that any two neighboring regions (that contain
neighboring polytopes) must share a hub between them. The reasons for these two
conditions are further discussed in Chapter 5.
To generate hub locations, we use the star clustering algorithm [5]. The star
clustering algorithm was originally designed to determine the topic structure of a
document collection by locating dense subgraphs in the collection’s similarity graph,
but it can be modified slightly to locate hotspots near region boundaries. Algorithm 2
provides the steps for generating the hub locations.
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Algorithm 2: Star clustering for computing hub locations
Data: GP = (VP , EP ) graph representation of the workspace
{R1, R2, . . . , RN} = regions of the workspace, result of Section 4.1
∀e ∈ EP , fe = the number of times e was traversed
Result: H = pairs (hr,Rrh) of hub locations and the regions they serve
1 (V∗, E∗)← SimilarityGraph(GP , {R1, R2, . . . , RN}, {fe}) // Algorithm 3;
2 Vh ← StarClustering ((V∗, E∗));
3 H ← RegionAssign(Vh, (V∗, E∗), {R1, R2, . . . , RN}) // Algorithm 4;
4.2.1 The Similarity Graph
First we create an analog of a document collection’s similarity graph for hub location.
The vertices of a collection’s similarity graph are the documents in the collection,
whereas our vertices will be actual locations in the environment. The edges in a
similarity graph are weighted by the level of similarity between the two documents
it connects, with higher similarity levels indicating more similarity. Our measure of
similarity is proximity, weighted by frequency of traversal. We create a complete
graph G∗ = (V∗, E∗) where V∗ contains potential hub locations in the environment.
Algorithm 3 details the procedure for constructing this graph.
Vertices
If we were to use the vertices of GP for V∗, we would locate hotspots in the environ-
ment (polytopes that are visited frequently), but they would not necessarily be near
the borders between regions. In order to ensure that hubs will be located near the
boundaries of regions, we add vertices to V∗ corresponding to the vertices and edges
located on region boundaries. That is,
V∗ = VP∪
{
boundaryVerts(pm, pm
′
)
∣∣∣(pm, pm′) ∈ EP AND pm, pm′ in different regions}
(4.1)
where the function boundaryVerts(pm, pm
′
) returns the vertices and centroid of the
facet shared by the neighboring polytopes pm and pm
′
.
57
Algorithm 3: SimilarityGraph(GP , {R1, R2, . . . , RN}, {fe})
Data: GP = (VP , EP ) graph representation of the workspace
{R1, R2, . . . , RN} = regions of the workspace
∀e ∈ EP , fe = the number of times e was traversed
Result: (V∗, E∗) = similarity graph
// Add Vertices
1 V∗ ← VP ;
2 for pm, pm
′ ∈ Vp do
3 if pm and pm
′
are neighbors and in different regions then
// Add boundaryVerts
4 F ← facet shared between pm and pm′ ;
5 V ← {vertices of F}; Vc ← centroid of F ;
6 V∗ ← V∗ ∪ V ∪ {Vc};
7 end
8 end
// Construct edges
9 E∗ ← ∅;
10 for v∗x, v
∗
x′ ∈ V∗ do
11 pm ← polytopes containing v∗x; pm′ ← polytopes containing v∗x′ ;
12 if pm ∩ pm′ 6= ∅ then
13 P ← ShortestPath(pm, pm′);
14 w∗e ← mine∈P fe∑
e∈P we
;
15 else
16 Ep ← edges in EP with one vertex at pm;
17 w∗e ←
∑
e∈Ep fe
dist(v∗x,v∗x′ )
;
18 end
19 E∗ ← E∗ ∪ {((pm, pm′) , w∗e)};
20 end
Edges
For every pair of vertices v∗x, v
∗
x′ ∈ V∗, we calculate the least-weight path through the
polytope graph GP and give the edge e = (v∗x, v
∗
x′) ∈ E∗ a similarity (or weight) equal
to
w∗e =
minfreq(v∗x, v
∗
x′)
dist(v∗x, v
∗
x′)
(4.2)
where minfreq(v∗x, v
∗
x′) is the minimum number of times agents traversed any edge
in the least-weight path between v∗x and v
∗
x′ , and dist(v
∗
x, v
∗
x′) is the weight of the
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path. If v∗x and v
∗
x′ lie within the same polytope (e.g., one is a boundary vertex),
then the weight becomes undefined. We use for minfreq(v∗x, v
∗
x′) the number of times
any agent was inside the polytope containing v∗x and for dist(v
∗
x, v
∗
x′) the Euclidean
distance between the two points. Note that the weight w∗e increases as the frequency
of travel between the two points increases and as the distance between the two points
decreases.
4.2.2 Star Clustering
As in [5], we apply a threshold to the graph G∗: we eliminate all edges whose weights
are lower than the 96th percentile. We then locate the hubs in the thresholded
graph by alternately choosing the vertex with the largest degree and removing that
vertex and its neighbors from consideration as future hubs. We remove hubs that
do not have neighbors in more than one region since they would do little to enable
communication between the agents. Note that this algorithm does not require us to
dictate the number of hubs but chooses as many hubs as are necessary to cover all
the region borders.
4.2.3 Hub-Region Assignment
Finally, given the hub locations, we must determine which regions each of the hubs
serves. We use the similarity graph computed for the star clustering as detailed in
Algorithm 4. Taking each of the hubs as the center of a star, we consider all of its
satellites. Any region that a hub or its satellites lie within is a region served by that
hub.
4.2.4 Analysis
We now analyze the hub location algorithm in relation to Criteria 4.2.1.
Criterion 1 is satisfied by the star clustering algorithm. In particular, the weights
on the similarity graph takes into account the distance between its vertices. Vertices
are added to the similarity graph that correspond to locations on the region bound-
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Algorithm 4: RegionAssign(Vh, (V∗, E∗), {R1, R2, . . . , RN})
Data: Vh = hub locations
(V∗, E∗) = similarity graph
{R1, R2, . . . , RN} = regions of the workspace
Result: H = pairs (hr,Rrh) of hub locations and the regions they serve
1 H ← ∅;
2 T ←cutoff threshold, 96th percentile of edge weights in E∗;
3 for hr ∈ Vh do
4 Rj ←region in which hr lies;
5 Vr ←
{
v | (v, hr) ∈ E∗ and w∗(v,hr) ≥ T
}
;
6 Rrh ← {Ri | a vertex in Vr lies in Ri};
7 H ← {(hr,Rhh ∪Rj)};
8 end
aries. Since the star clustering algorithm covers a graph with star-shaped subgraphs,
every boundary node is guaranteed to be covered by at least one hub. That is, every
point on the boundaries between regions will be ‘close’ to at least one hub.
Criteria 3 and 4 are directly satisfied by Algorithm 4. Line 4 satisfies criterion
3 by assigning to a hub the region in which it lies. For criterion 4, the algorithm
assigns to a hub hr all regions touched by edges with an endvertex at hr and a weight
exceeding the 96th percentile cutoff used for clustering. Because of the vertices added
to the similarity graph before star clustering, every point on the boundary between
any two neighboring regions is guaranteed to be connected in the similarity graph to
at least one hub. When Algorithm 4 is run on that hub, line 5 will find the vertex
on the boundary between the regions, and both regions will be added to the hub’s
region assignment. Thus, every two neighboring regions will share at least one hub
between them.
Criterion 2 is more difficult to quantify but is also satisfied by the star clustering
algorithm. The weights on the similarity graph incorporate the level of traffic through
an area. High traffic edges are more likely to exceed the 96th percentile cutoff used
in the clustering and increase the probability of nodes in those areas being chosen as
hubs.
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Figure 4-2: Environment used for evaluation of partitioning and hub location algo-
rithms. (a) The environment is overlaid by its graph representation, with each edge
colored according to frequency of traversal during simulation. (b) Results of parti-
tioning and hub location. Each color indicates one region. Hubs are shown as black
circles. The list of numbers in the caption indicates the proportion of the total graph
weight that each region covers.
4.3 Results and Evaluation
4.3.1 Test Cases
Before incorporating hubs and regions into our task allocation scheme, we first tested
the partitioning and hub location algorithms on cases where we knew the expected
outcome. Figure 4-2 shows one example. The environment, which we call Four
Rooms, consists of four larger spaces connected by narrow corridors. We simulated
this environment using four agents and four queues with no switching and tasks uni-
formly distributed throughout the free space. In the figure, the graph representation
of the environment is overlaid on the environment itself, and edges are colored accord-
ing to the number of times the edge was traversed by an agent during the simulation.
As can be expected, the majority of traffic occurred in the corridors when agents had
to travel between rooms to complete tasks.
Since the corridors were where most of the coordination between agents occurred,
we would like our algorithm to give each agent its own room and place hubs in the
corridors for agents to pass off their tasks. A look at Figure 4-2(b) shows that this
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Figure 4-3: Create environment. (a) The environment is overlaid by its graph repre-
sentation, with each edge colored according to frequency of traversal during simula-
tion. (b) Results of partitioning and hub location. Each color indicates one region.
Hubs are shown as black circles and numbered for reference. The list of numbers in
the caption indicates the proportion of the total graph weight that each region covers.
did indeed occur. Computing the proportion of the total graph weight covered by
each region shows that the partition was also equitable: exactly 0.25 of the graph was
apportioned to each region.
The Four Rooms environment had a natural partitioning in that there were as
many rooms as robots. To test how the algorithm would perform on a less structured
environment, we considered the gridlike Create environment with tasks uniformly dis-
tributed (Figure 4-3). The trajectory information was taken from one of the NoSwitch
simulations performed in Section 3.4.1. In this case, the gridlike structure of the Four
Rooms environment remains, but the number of ‘rooms,’ or junctions in the envi-
ronment, is no longer equal to the number of agents. We expect the partitioning
algorithm to evenly divide the junctions in the environment.
We also also considered an obstacle-free environment in which the structure of the
task queues produced a traffic pattern similar to that in the Four Rooms (Figure 4-4).
In particular, we used a mixture of four Gaussians. Each Gaussian had its peak in one
of four quadrants in the square environment. They had identical covariance matrices
and were weighted evenly. The trajectories resulting from simulations using this task
distribution were, as can be seen in Figure 4-4(b), heavily concentrated around a
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Figure 4-4: A square obstacle-free environment. (a) The distribution of tasks in the
environment. (b) The environment overlaid by its graph representation, with each
edge colored according to frequency of traversal during simulation. (b) Results of
partitioning and hub location. Each color indicates one region. Hubs are shown as
black circles. The list of numbers in the caption indicates the proportion of the total
graph weight that each region covers.
square centered in the environment, and the resulting frequency plot resembles that
for the Four Rooms environment.
The results of both tests were again consistent with expectations. The graph par-
titioning algorithm was able to divide the workload evenly among the regions. For the
Create environment, regions containing infrequently traversed edges (such as the red
and green regions at the top and bottom of the environment) were larger in area than
those containing frequently traversed edges. In the case of the square environment,
the regions corresponded to one for each peak of the Gaussian mixture distribution.
The shapes of the regions, too, reflected the symmetry in the environment and in
the frequency plot. Hubs were located on the boundaries between regions near ar-
eas of high traffic. In addition, the hub location algorithm placed more hubs in the
square environment than in the grid-like environments, reflecting that the boundaries
between regions are longer in the square environment.
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4.3.2 Environments Used in Simulation
We used the results of one NoSwitch simulation in each environment from Section 3.4.1
and ran the partitioning and hub location algorithms on them. Figure 4-5 shows the
results. Looking at the proportions of the workload captured in each region, we can see
that the partitioning algorithm performed fairly well on the Street environment and
was able to divide the workspace into N regions of approximately equal workload. The
distribution of work in the Plant environment was much more uneven, with workloads
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Figure 4-5: Plant and Street environments. (a,b) The environment is overlaid by
its graph representation, with each edge colored according to frequency of traversal
during simulation. (c,d) Results of partitioning and hub location. Each color indicates
one region. Hubs are shown as black circles and numbered for reference. The list of
numbers in the caption indicates the proportion of the total graph weight that each
region covers.
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Plant Street Create
1/N 0.166 0.166 0.250
minimum 0.0042 0.115 0.208
maximum 0.398 0.241 0.333
range (mean) 0.271 0.0237 0.0126
range (std) 0.0429 0.0136 0.0300
range (min) 0.163 0.000 0.000
range (max) 0.385 0.126 0.125
Table 4.1: Workload distribution over regions for repeated runs of the partitioning
algorithm. The values reported are the minimum proportion of the workload covered
by a region resulting from the algorithm, the maximum proportion of the workload,
and statistics on the ranges of workload proportion spanned by the N regions during
each trial run.
ranging between 0.08 of the total work and 0.23. The partitioning algorithm in [55]
converges to a local minimum on the space of environment partitions, and the output
differs depending on the starting guess. Table 4.1 reports the variation in workload
distribution over repeated runs of the partitioning algorithm using data from the same
three simulations as for Figures 4-3, 4-5,and 4-5. The partitioning algorithm was run
500 times on each data set with different initial guesses. For each result, we calculated
the range, the difference between the maximum proportion of workload captured by
a region and the minimum. The table contains statistics about this value over the
500 runs, as well as the absolute minimum and maximum proportions of workload
captured by any region produced by the algorithm. The target workload proportion
(1/N) is also given. The Plant environment resulted in the worst partitionings out of
the three environments.
4.4 Discussion
For gridlike environments, the results of the partitioning and hub location algorithms
seemed to be consistent with our expectations. Individual regions covered approxi-
mately equal workload. Regions containing infrequently traversed edges had larger
areas than those containing very frequently traversed edges. Interestingly, boundaries
between regions tended to occur on frequently traversed edges, meaning that areas of
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high frequency (high workload) were divided between regions. This is beneficial for
the hub placement step, since the hotspots of the workspace are naturally on region
boundaries.
From Table 4.1 we see that the Plant environment, with its irregularly sized and
shaped polytopes, was ‘harder’ for the partitioning algorithm than the gridlike en-
vironments: in no case was the algorithm able to achieve an equitable partition for
the Plant environment (the minimum range was 0.163). On the other hand, the per-
formance of the partitioning algorithm was consistent: the standard deviation of the
range is approximately equal across all three environments. Visually, the algorithm
also performed better on the Street and Create environments. In the Plant environ-
ment, the region boundaries were not as smooth. For example, the purple region
at the top right of the Plant environment included a triangle-looking polytope that
jutted into the red region. Note that this polytope is actually a trapezoid that shares
a short edge with the neighboring purple polytope, so the region remains connected.
Hubs seem to be placed consistently with our criteria. Many lay on the boundaries
between regions and the rest were very close. Table 4.2 shows the average cost of
traveling from a hub to each of the boundaries that the hub serves. Almost every hub
was on average less than a tenth of the environment diameter away from the region
boundaries. On the other hand, the distance to the next closest hub was generally
much larger, verifying that the hubs were spread out, even when serving the same
two regions. We can also see that hubs tended to lie in areas of high traffic. The third
column of Table 4.2 considers the number of times an agent entered into the polytope
containing the hub, as compared to every other polytope in the environment. Most
hubs lay in polytopes whose frequency of traversal was above median, and half of
them were in the top 20% of most frequency traversed polytopes. In every test case,
there was at least one hub between every pair of neighboring regions. In some cases,
when the borders between multiple regions were close, then they required only one
hub to serve all the regions. For example, hub 8 in Figure 4-5(b) connects the yellow,
cyan, and blue regions together. It lies further from the boundaries of the regions it
serves than the other hubs in favor of being located along a frequently traversed path.
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Mean cost Cost to Traversal
to boundary nearest hub frequency (%ile)
Plant environment (diameter = 1370.4)
Hub 1 74.5 324.6 69.2%
Hub 2 0.0 324.6 99.7%
Hub 3 76.8 440.5 62.6%
Hub 4 128.2 322.3 93.2%
Hub 5 68.8 342.7 68.5%
Hub 6 101.7 215.5 40.2%
Hub 7 65.8 109.3 92.5%
Hub 8 167.3 322.3 83.2%
Hub 9 113.2 109.3 94.7%
Street environment (diameter = 53.4)
Hub 1 0.00 9.05 82.7%
Hub 2 0.42 12.42 86.9%
Hub 3 0.00 15.85 51.1%
Hub 4 2.03 8.85 96.2%
Hub 5 0.00 8.35 88.2%
Hub 6 2.23 10.25 43.5%
Hub 7 0.00 7.15 65.0%
Hub 8 0.00 7.15 91.1%
Create environment (diameter = 6.27)
Hub 1 0.00 2.55 32.5%
Hub 2 0.43 2.55 90.0%
Hub 3 0.21 2.71 42.5%
Hub 4 0.00 2.67 35.0%
Table 4.2: Summary of hubs located in the Plant, Street, and Create environments.
Values indicate the mean cost of a path from the hub to the closest point on each
region boundary that it serves, as well as the cost of travel to the nearest cost. The
third column indicates the rank of the polytope containing the hub as compared to
other polytopes in terms of number of times agents entered.
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Chapter 5
Task Allocation in the
Presence of Hubs
We can incorporate the partitioning and hubs computed in Chapter 4 into our task
allocation. Specifically, agents are now assigned regions and must serve the tasks in
those regions. Hubs are used as indirect communication between agents. Agents can
leave queues with tasks they do not want to serve at hubs for pickup by other agents
in the future. In this chapter, we present the new problem definition and a modified
task switching policy for the situation described.
5.1 Problem Setup for Task Allocation with Hubs
With the existence of hubs, an agent now has more choices about how to serve the
tasks it is assigned. As in Chapters 2 and 3, it can still complete the task by moving
to the task location or it can exchange a queue with another agent if it comes into
communication. It can also move to a hub and drop the task queue for another agent
to pick up and serve later.
This option means that a task assignment is no longer a function mapping task
queues only to agents but can also map queues to hubs. Suppose there are Nh hubs
Vh = {hr|r = 1, . . . Nh} located in the workspace. A task assignment is a function
pi : Q → VA
⋃Vh, which may vary with time, between the task queues and either
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agents or hubs. In order for an agent to drop a queue at a hub, it must travel to
the hub location. As for tasks, we say that an agent is at a hub if it enters the
-neighborhood of the hub.
In addition, we must introduce some notation for the regions resulting from our
partitioning in Section 4.1. The environment is partitioned into N regions Ri, each
of which is a connected set of polytopes
{
pm
i
1 , pm
i
2 , . . .
}
. The union of all the regions⋃N
k=1 Ri covers the entire workspace. When an agent a
i is assigned to a region Ri, it
must serve all tasks in that region that it becomes aware of. In this case, we say that
ai owns Ri, and Ri belongs to ai.
Hubs form the communication backbone for agents serving different regions. We
say a hub hr connects regions Ri and Rj if agents ai and aj can exchange task queues
via hr. We say hr serves Ri (and ai) as long as hr connects Ri to some other region.
5.2 Switching and Path Planning
5.2.1 Queue Ordering for a Single Agent
An agent can no longer simply solve the TSP along its active task locations but now
must also decide for each task whether to drop it at a hub. If a task lies inside the
agent’s region, then the agent must serve that task and cannot drop it. For other
tasks, the agent can determine whether directly serving the task or dropping it at
Algorithm 5: Order queues belonging to agent ai
Data: xi = position of agent a
i
Qi = queues belonging to ai
Ri = region belonging to ai
Result: ΩQHi = pairs (Q
k, hr) of queues and hub drop offs in order of service
1 for Qk ∈ Qi do
// Calculate set of hubs Hk that advance qk
σk
2 Hk ← PotentialHubs(Qk, Ri) // Algorithm 6;
3 end
4 ΩQHi ← TSPwithHubs(xi,
{
(Qk, Hk)|Qk ∈ Qi
}
);
5 ΩQHi ← PostProcessing(ΩQHi );
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Figure 5-1: Algorithm 5 on an agent serving two queues in the Create environment.
(a) The agent is shown as a solid black square and owns the yellow region. The active
tasks are the blue and red squares. (b) The agent first computes the potential hub
drop off locations by calculating the shortest path through hubs from every polytope
in the yellow region to the task polytopes, shown as gray dots. (c) It then plans the
shortest path that achieves all the tasks or drops them at the potential hubs. In this
case, the agent completes the red queue, then drops the blue task at hub 3.
a hub would be more cost efficient, and which hub the task should be dropped at.
Algorithm 5, illustrated in Figure 5-1 for the Create environment, shows how an agent
individually plans its ordering of task queues when taking hubs into account.
Potential Hub Drop Offs (Line 2)
The agent first calculates for each task the potential hubs for drop off using Algo-
rithm 6. The agent checks if the task lies within its own region, in which case it cannot
be dropped at a hub. Otherwise, it calculates the shortest paths from every polytope
in its own region to the task location, using the hubs as transition points between
regions. To do this, the agent temporarily modifies the graph of the workspace, re-
moving edges between polytopes in different regions and adding vertices for the hubs,
so that any path between two polytopes in different regions must go through a hub.
The potential hub drop off locations are any hubs in the computed path that serve the
agent. In Figure 5-1, the red task is in the yellow region, so the agent must complete
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Algorithm 6: PotentialHubs(Qk, Ri)
Data: Qk = queue that can be dropped
Ri = region of agent serving the queue
Result: Hk = hubs that serve as potential drop offs
1 pq ← polytope containing qk
σk
;
2 Hk ← ∅;
3 if pq 6∈ Ri then
4 for pm ∈ Ri do
5 P ← ShortestPathViaHubs(pm, pq);
6 Hk ← Hk ∪ {hr|hr ∈ P};
7 end
8 end
it. For the blue task, the agent calculates the shortest path through hubs between
every yellow polytope to the task polytope (Figure 5-1(b)). The resulting potential
hub drop off locations are hubs 2 and 3. Hub 4, which does serve the yellow region,
does not contribute to the completion of the task under any circumstances, so it is
not included as a potential hub. Note this computation need only happen once the
first time the agent becomes aware of the task, since the list of potential drop off
locations will not change.
Traveling Salesman Path Problem with Hubs (Line 4)
The agent proceeds with solving the TSP using either exhaustive search or a heuristic
as described in Section 3.3. Now, the cost of an ordering of task locations is the
ordering’s lowest possible cost given the potential hub drop offs. A greedy approach
of choosing at each step the closer of a task and its potential hub drop offs will not
work here since lowering the cost of one task by dropping it at a hub changes the path
of the agent and may increase the cost of future tasks. However, the lowest cost can
be calculated in polynomial time using dynamic programming. Suppose ΩQi is the NΩ
queues in the proposed order of service, let Qk denote the kth queue in ΩQi and let H
′k
be its potential drop off locations (including hubs and the actual task location). We
define a function MinCost(k, hr), which is the minimum cost of serving the first k
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queues in ΩQi while dropping Q
k at hr, and observe the following recurrence relation.
 MinCost(0, h
r) = 0
MinCost(k, hr) = min
hk−1,i∈Hk−1
[
MinCost(k − 1, hk−1,i) + Cw(hk−1,ihr)
] (5.1)
where Cw(h
ihj) indicates added cost incurred for all future tasks by moving from hi
to hj on the graph representation of the workspace, given the path taken so far. Note
that if the cost function Cw satisfies condition for queue progress given in Eq. 2.6,
then Cw is strictly increasing so minimizing the cost of all tasks served before the
kth task minimizes the cost of the kth task as well. Then the minimum cost of the
sequence ΩQi is min
hNΩ,i∈HNΩ
MinCost(NΩ, h
NΩ,i), and the corresponding set of drop offs
can be easily reconstructed by keeping track of which drop off was chosen at each k.
At every step, we consider the potential drop offs for the last two tasks and
their effect on the cost of each future task, giving us a computational complexity
of O(MN2h) for each step. Since this is done for each queue in ΩQi , the overall
computation complexity is O(M2N2h) . Since we must store the minimum cost and
corresponding drop offs for each potential drop off of the last task considered, this
procedure requires O(MNh) space. We call the variation of the TSP that uses this
cost function the TSPwH (Traveling Salesman Path Problem with Hubs). The output
is a sequence ΩQHi of queues in the order of service, along with the drop off locations
for each queue.
Post Processing (Line 5)
Finally, since we are planning in polytope space, travel between two tasks in the same
polytope incurs zero cost. The optimal ordering given in line 4 may place hub drop
offs before visiting the hub itself. A post-processing step is added to ensure hub visits
occur first. Note that this does not increase the cost of the ordering.
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5.2.2 Switching Policies for Groups in Communication
When groups enter into communication, they must also take hubs into account with
their switching policy. In order for queues not to be exchanged or dropped at hubs
an infinite number of times, the group switching policy must be consistent with the
single-agent planning policy. We consider the following straightforward extensions of
the switching heuristics in Chapter 3.
1. NoSwitch. The task assignment does not change. Agents individually order
their tasks by solving the TSPwH.
2. mTSP. Agents in the group collectively solve the mTSP, now taking hubs into
consideration. Similarly to the TSPwH, we can use the same algorithms as for
the mTSP without hubs but compute the cost of an ordering using dynamic
programming.
3. DivideAndConquer. This switching policy corresponds most directly to [14].
We have already computed the equitable partitioning of the environment. The
agents determine what region each task lies in. They each take the tasks that lie
in their own regions, as well as tasks for which the shortest path runs through
their own region. In this policy, an agent must drop a task at a hub if it lies
outside the agent’s region.
4. Greedy. Agents take turns choosing the next closest active task to their current
location. If a potential hub drop off location is closer than the actual task
location, then the agent will drop off the task.
5. A*First. In this problem statement, agents are allowed to drop individual
queues at hubs, so the original intention of the switching policy (to prevent
regrouping of task queues) is already undermined. In addition, this policy per-
formed worst out of all the switching policies during the simulations presented
in Section 3.4.1. We will not consider it here.
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Algorithm 7: PickupQueues(ai, hr,Qr)
Data: ai = agent visiting hr
hr = hub where the queues are
Qr = queues dropped at hr
Result: Qir = queues that agent ai should pick up
1 Qir ← ∅;
2 for Qk ∈ Qr do
3 pq ← polytope containing qk
σk
;
4 if pq ∈ Ri then
// Pick up the queue if the task is in ai’s region
5 Qir ← Qir ∪Qk;
6 else
7 P ← ShortestPathViaHubs(hr, pq);
8 HP ← hubs in order visited along P ;
9 if any hubs in HP serve ai then
// Pick up the task if it requires work by ai
10 Hk ← last hub in HP that serves ai;
11 Qir ← Qir ∪Qk;
12 end
13 end
14 end
5.2.3 Picking up Queues from a Hub
When an agent ai arrives at a hub hr that owns tasks, it must decide whether to pick
up the corresponding queues, i.e., whether service of the task requires effort on the
agent’s part. Specifically, agent ai must decide whether the task requires movement
through the region belonging to ai. Thus, for each task queue at hr, the agent executes
a modified version of Algorithm 6, where instead of the loop at line 4, the agent only
calculates the shortest path from the hub polytope to the task location. If none of the
hubs in the computed path serve ai, then this means that no movement is required
on the part of ai to complete the task in question, and the queue can be left at the
hub. Otherwise, the agent picks up the queue. Note that since the potential hubs
are calculated at the point of queue pickup, agent ai does not need to re-execute
Algorithm 6 during its queue ordering and path planning stages.
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5.2.4 Ensuring Visits to Hubs
One of the dangers of allowing agents to drop their queues at hubs is that if the
intended pickup agent does not also visit the hub, the queue may be left at the hub
indefinitely and will never be completed. We must ensure that agents visit hubs
repeatedly, even if they do not have tasks that must be dropped at the hubs. This
can be achieved by adding the hubs as infinite queues. For each agent ai, assign the
agent one queue for every hub that connects Ri to another region. We call these
queues hub queues to distinguish them from task queues. Hub queues differ from
task queues in that they are infinite queues of tasks at exactly the same location (the
location of the corresponding hub) and they cannot be exchanged with other agents.
In order to ensure that all the agents will repeatedly visit the hubs containing tasks
they might need to serve, hub queues must also be associated with a cost function
satisfying Eq. 2.6. It is not necessary for this cost function to be the same as for
real tasks in the system. Users may modify the relative cost functions of the hub
queues and task queues to balance how quickly they wish queues to be picked up
from hubs with how much additional cost they are willing endure from visiting hubs
unnecessarily. Note that adding hub queues will also cause agents to move indefinitely,
even when they are assigned no real tasks, although this movement will not increase
the cost of completing any tasks.
5.3 Guarantees on Task Completion
The location of hubs and the structure of the task queues will have a large effect on
the cost of task completion for the system. Since the environment partitioning and
hub location algorithms are based on historical data, we can make few guarantees on
the performance of the system in the future in terms of cost. We can, however, still
guarantee that all tasks will be completed. In particular, regardless of the partitioning
and task queue structure, we guarantee
Lemma 5.3.1 Given any hub hr at any point in time, it will be a finite amount of
76
time until every agent that hr serves visits it.
Proof: This statement follows directly from Theorem 2.3.3 and how hr was assigned
as a queue to each of the agents that it serves. In particular, a cost function satisfying
Eq. 2.6 is associated with the hub queue for every agent. Therefore, the hub queues
will make forward progress with every agent that the hub serves. That is, every agent
that hr serves will visit hr within a finite amount of time.
Lemma 5.3.2 Given a task queue Qk that has been dropped at hub hr, if the hubs
satisfy Criteria 4.2.1, it will be a finite amount of time before some agent picks up
Qk from the hub.
Proof: Lemma 5.3.1 states that every agent that hr serves will visit hr within a finite
amount of time. We must then show that one of these agents will decide to pick up
queue Qk. First, according to Algorithm 7, an agent ai must pick up Qk if qk
σk
lies
in the region belonging to ai. Therefore, if qk
σk
lies in a region that hr serves, one of
the agents that visits hr is guaranteed to pick it up. Now consider the case where
qk
σk
is in a region not served by hr. The agent visiting hr computes the shortest path
from hr to qk
σk
through a sequence of hubs. The first hub is hr. By Criteria 4.2.1(4),
the second hub must serve a region also served by hr, the region in which the path
between the two hubs lies. The agent that serves this region will pick up the Qk.
Lemma 5.3.3 If a queue Qk with active task qk
σk
is picked up from a hub hr, and
either the DivideAndConquer or NoSwitch policies are used, the queue will not be
dropped off at hr again unless qk
σk
has been completed.
Proof: Let Ri be the region containing task qk
σk
. If hr serves Ri, then the next time
ai visits hr, it will pick up Qk and complete qk
σk
. Clearly, Qk will not be dropped at
hr again unless qk
σk
has been completed.
If hr does not serve Ri, the agent that picks up Qk computes a shortest path
through hubs to qk
σk
and drops the queue at the next hub in the path. A shortest path
has optimal substructure: given a shortest path between two points, the shortest path
between any two other points along the path is the subset of the path between those
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points. Therefore, as long as agents continue to drop Qk at the hubs on the shortest
path, the path of the queue will not change. Since a shortest path does not contain
cycles, when queue switching can only occur via hubs (NoSwitch), Qk will never
return to a hub it has been picked up from unless a new task becomes active. For the
DivideAndConquer policy, the queue can only move further along the shortest path
(never backwards), so the same applies.
Combining these lemmas yields our claim of queue progress:
Theorem 5.3.4 If both the task cost function and hub cost function satisfy Eq. 2.6,
and the DivideAndConquer switching policy is used, then all queues will make progress.
Proof: In order for a queue to stall, one of three cases must occur: 1) the queue is
dropped at a hub and never picked up, 2) the queue is assigned to an agent but always
remains inactive, 3) the queue is repeatedly passed between agents and/or hubs so
that no real progress is ever made. Case 1 cannot occur by Lemma 5.3.2. Case 2
cannot occur by Corollary 3.2.1, which stated that a queue will eventually become
active since the cost of starvation will become too high. As for case 3, according to
Lemma 5.3.3, a queue will never return to a hub it has been previous dropped at unless
it has made progress (i.e., a task has been completed). This means that if a queue
stalls, it can be dropped at hubs only a finite number of times. In a manner similar to
Theorem 3.3.1, we can show that a queue will be passed between agents only a finite
number of times before it makes progress. Essentially, when the cost function satisfies
Eq. 2.6, tasks that have been ignored eventually become too costly to ignore and so
are completed (Note that this reasoning does not apply to the NoSwitch policy).
Therefore, case 3 also cannot occur. All task queues will make progress.
5.4 Simulations and Results
5.4.1 Uniform Task Distributions
Using Matlab, we simulated ten trial runs of the modified system on each of the
three environments using the regions and hub locations computed in Section 4.3 and
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Figure 5-2: Average cost/task for the system over time for 10 simulation runs/policy
with hubs in the Create environment. Mean costs are shown as a solid line, and the
shaded areas indicate ±1 standard deviation.
with each of the four switching policies. Table 5.1 gives the parameters used for each
simulation. Figure 5-2 shows average per-task cost over time for each of the switching
policies. The line for the NoSwitch policy without hubs from Section 3.4.1 is also
included as reference. The results look much the same as all previous simulations.
Costs begin low but quickly increase to some steady state value. Table 5.2 shows
the results for simulation runs in all environments. Note that drops at hubs are also
included in the switches count. No improvement was found for any of the policies
using hubs; the DivideAndConquer policy usually performed best out of those tested.
Environment # agents # queues # tasks / queue
Plant 6 18 10
Street 6 18 15
Create 4 8 15
Table 5.1: Summary of parameters used for each environment during simulations of
the system with hubs.
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# switches computation time steady state
per task per planning cycle (s) average cost
Plant environment
NoSwitch 0 (0) 11.38 (431.9) 1463 (100%)
NoSwitchHubs 0.35 (0.71) 21.8(12.9) 1341 (91.6%)
mTSPHubs 0.72 (2.55) 44.4 (44.1) 3872 (264.5%)
DivideAndConquerHubs 4.98 (2.12) 15.8 (12.8) 2599 (177.5%)
GreedyHubs 8.63 (11.1) 3.94 (1.54) 1595 (109.0%)
Street environment
NoSwitch 0 (0) 9.19 (189.0) 53.7 (100%)
NoSwitchHubs 0.97 (2.51) 20.8 (22.7) 69.0 (128.6%)
mTSPHubs 4.36 (22.3) 59.9 (9.64) 102.7 (191.4%)
DivideAndConquerHubs 4.57 (7.22) 18.1 (8.10) 66.3 (123.5%)
GreedyHubs 11.9 (14.9) 1.41 (1.10) 95.8 (178.4%)
Create environment
NoSwitch 0 (0) 8.80 (583.5) 5.03 (100%)
NoSwitchHubs 0.81 (0.91) 13.2 (515.4) 5.68 (112.9%)
mTSPHubs 4.89 (5.20) 29.3 (30.3) 7.56 (150.3%)
DivideAndConquerHubs 2.07 (2.18) 1.57 (3.65) 4.44 (88.3%)
GreedyHubs 10.26 (22.7) 0.75 (2.53) 5.28 (105.0%)
Table 5.2: Switching frequency, computation time per planning cycle, and steady
state cost per task over 10 simulation runs/policy. Entries for switching frequency
and computation time take the form ‘mean (std. dev.)’. The steady state distance is
in the form ‘raw value (% of NoSwitch without Hubs)’. The results from simulations
in Section 3.4.1 for NoSwitch without hubs are included for reference.
5.4.2 Biased Task Distributions
We expect that the gains of partitioning the environment and using hubs will be
more pronounced in systems where the task queues are not uniformly distributed
throughout the environment but rather follow some spatial structure, i.e., tasks can
naturally be clustered into regions. We simulated the system again using two biased
distributions that are commonly used to model task distributions in real systems.
In the Street and Create environments, with which we simulated package delivery
tasks, we used a mixture of Gaussians. These distributions can be used to model typ-
ical cities or states in which demands for service are highly concentrated in certain
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areas, such as the city center or business district. Figure 5-3(b,c) shows the distribu-
tions of tasks used in these simulations. The distribution for the Street environment
was a mixture of two Gaussians: µ1 = [26 24] , Σ1 = [20 0; 0 10] , w1 = 0.3 and
µ2 = [5 10] , Σ2 = [10 0; 0 30] , w2 = 0.7. The distribution for the Create environ-
ment was a mixture of 3 Gaussians: µ1 = [−0.5 1.5], Σ1 = [0.8 0; 0 0.8], w1 = 0.6;
µ2 = [−1 − 2], Σ2 = [0.1 0; 0 0.4], w2 = 0.2; and µ3 = [1 0], Σ3 = [0.001 0; 0 2],
w3 = 0.2. In the Plant environment, we assumed that the manufacturing plant has
located tasks that are related to each other close together, so that agents will receive
tasks that are far away only infrequently. For this case, we divided the environment
into six regions and generated tasks according to a Markov model. Tasks had an 80%
chance of being in the same region as the preceding task and a 20% change of being
anywhere else. Within regions they were uniformly distributed. The regions used for
this simulation are shown in Figure 5-3(a).
We simulated the system with each of these task distributions, used the data from
the simulation to partition the environment and compute hub locations, and reran the
simulations on the system with hubs in place. The results can be found in Table 5.3.
Figure 5-4 summarizes the results on average per-task cost for each of the switching
policies, using the NoSwitch policy without hubs as a basis of comparison. In these
simulations, the DivideAndConquer policy with hubs improved performance over the
NoSwitch policy without hubs for every environment.
5.5 Discussion
Based on our results, partitioning the environment and adding hubs provides no bene-
fit when tasks are uniformly distributed in the environment. Most of the tests yielded
average per-task costs that were higher than without the hubs, and the variance in
performance was much larger with hubs. When tasks were randomly distributed
throughout the environment, the agents’ regions were of approximately equal area,
so there was about a N−1
N
probability that a new task would not be in the region of
the agent that owned the queue. This led to a greater amount of travel for agents,
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# switches computation time steady state
per task per planning cycle (s) average cost
Plant environment
NoSwitch 0 (0) 4.44 (44.9) 1312 (100%)
mTSP 0.47 (0.76) 3.30 (32.6) 692.1 (52.8%)
DivideAndConquer 0.40 (0.67) 1.80 (3.45) 742.1 (56.6%)
Greedy 1.06 (1.40) 3.05 (2.50) 847.1 (64.6%)
NoSwitchHubs 0.26 (0.70) 12.4 (11.2) 1402 (106.9%)
mTSPHubs 2.10 (4.75) 35.3 (37.4) 1459 (111.2%)
DivideAndConquerHubs 1.20 (2.78) 10.7 (11.5) 482.6 (36.8%)
GreedyHubs 0.11 (0.75) 0.86 (1.10) 734.5 (56.0%)
Street environment
NoSwitch 0 (0) 15.5 (282.2) 36.9 (100%)
mTSP 1.47 (1.49) 25.5 (164.0) 26.1 (70.7%)
DivideAndConquer 1.26 (1.38) 3.97 (7.05) 30.5 (82.7%)
Greedy 3.49 (9.16) 6.90 (86.5) 31.3 (84.3%)
NoSwitchHubs 2.04 (6.19) 16.7 (27.4) 67.2 (182.1%)
mTSPHubs 6.05 (8.58) 35.1 (62.2) 47.5 (128.8%)
DivideAndConquerHubs 4.81 (8.00) 8.43 (11.8) 28.5 (77.2%)
GreedyHubs 0.078 (0.48) 3.30 (0.97) 35.5 (96.2%)
Create environment
NoSwitch 0 (0) 6.59 (30.5) 4.34 (100%)
mTSP 0.89 (0.98) 43.2 (25.9) 2.86 (65.9%)
DivideAndConquer 0.84 (0.89) 0.52 (0.60) 2.94 (67.7%)
Greedy 1.94 (2.46) 0.76 (3.10) 3.31 (76.3%)
NoSwitchHubs 0.29 (0.52) 111.1 (60.2) 1.53 (35.3%)
mTSPHubs 2.31 (2.00) 43.6 (21.8) 3.09 (71.2%)
DivideAndConquerHubs 0.55 (0.84) 17.1 (5.85) 1.36 (31.3%)
GreedyHubs 0.97 (1.97) 2.30 (3.21) 1.40 (32.3%)
Table 5.3: Switching frequency, computation time per planning cycle, and steady
state cost per task over 10 simulation runs/policy under the biased task distribution
shown in Figure 5-3. Entries for switching frequency and computation time take
the form ‘mean (std. dev.)’. The steady state cost is in the form ‘raw value (% of
NoSwitch without Hubs)’.
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(a) Plant (b) Street (c) Create
high
freq
low
freq
Figure 5-3: Distributions used for simulations when tasks are not uniformly randomly
distributed. (a) In the Plant environment, we divided the environment into 6 regions
and used a Markov model to generate the locations of successive tasks in a queue.
Tasks had a 80% chance of being in the same region as their predecessors and a 20%
chance of being anywhere else. (b,c) In the Street and Create environments, tasks
were distributed according to a mixed Gaussian.
who had constantly to move to hubs to drop queues and pick up new ones, leading
to an overall greater per-task cost.
Interestingly, the performance of the system also depended on the switching policy,
and contrary to the simulations without hubs, the mTSP switching policy performed
worst when hubs were in place. The high dependency of the performance of the
system on the switching policy indicates that even though the agents served regions
that were disjoint, they still came into communication fairly often. It is most likely
due again to how the distribution of tasks requires agents to visit region boundaries
often, increasing the likelihood that they would encounter other agents.
On the other hand, when tasks were not distributed evenly throughout the envi-
ronment, partitioning and hub location had a large positive impact. Since tasks were
often located close to one another, agents in systems with biased task distributions
only had to visit hubs infrequently to drop and pick up tasks, so the adverse effects of
the hubs, which were so pronounced with uniformly distributed tasks, was lessened.
The lowest per-task costs were achieved by combining the DivideAndConquer policy
with the hub infrastructure. Out of all the policies tested, the DivideAndConquer
policy was the only one that strictly enforced region boundaries. For the NoSwitch
and mTSP policies, agents could travel into other regions to complete tasks if their
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Figure 5-4: Bar graph of average cost for each switching policy as compared to
NoSwitch without hubs for the biased task distributions shown in Figure 5-3. Exact
values can be found in Table 5.3.
solution to the TSPwH indicated that this was the least costly path. In addition,
the DivideAndConquer policy did not give agents the option to serve tasks in other
regions, so the time required for queue ordering and path planning was much shorter.
The results indicate that when an environment partitioning is in place, strict ad-
herence to the region boundaries will not only provide better performance, but also
requires much less computation time. With Greedy, the agent could travel into an-
other region if the task was closer than the hub drop off location. However, during
simulations, agents also stayed within their own regions for the most part. Its status
as the second-best performing switching policy supports that confining agents to their
regions will provide better performance.
The partitioning and hub infrastructure yielded larger gains in more open envi-
ronments such as the Create and Plant environments. In both of these environments,
using the hubs was able to reduce the average cost of performance to less than 40%
of the NoSwitch average cost, as compared to the Street environment, where the
DivideAndConquerHubs policy was only able decrease average cost to 77.2%. This
difference is mostly likely due to how hubs were located in the environment. As can
be seen in Figure 4-5, there was not a hub at every point along the region boundary.
When regions contain large open spaces with relatively few obstacles, then the short-
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est path to a task through hubs does not deviate much from the actual shortest path
through the environment. However, when the environment is mostly obstacles, as in
the case of the Street environment, then the additional cost associated with visiting
a hub may be much higher. This observation demonstrates the limits of dynamic
vehicle routing work that assumes obstacle-free environments. Adding more hubs
to cover more of the region boundaries would not necessarily improve performance
either, since the agent must visit all hubs in order to check for queues to pick up,
incurring additional cost.
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Chapter 6
Conclusion
This thesis addresses the problem of task allocation for a multi-robot system. We
introduced a model for such a system that used task queues to enforce precedence
constraints, and we discussed a framework for planning and control of the robotic
system. Building on previous work in [7], we analyzed task switching as a method
for improving a task allocation as the system is running, and demonstrated that the
resulting task assignment is always feasible. We also provided conditions under which
task completion could be guaranteed.
We considered how the switching policies and planning would differ when the
number of queues in the system matched the number of robots and when they did
not. Even when the number of robots and the number of queues are carefully designed
to be equal for a system, the case where the two differ is important for robustness,
so that a system can recover from robot failures by allowing other robots to assume
more task queues than intended. Unfortunately, in the case where the number of
robots and queues did not match, we found that a switching policy that guaranteed a
cost improvement for every task exchange would be computationally expensive, and
we instead proposed switching heuristics. We proved that some of these heuristics
still guaranteed task completion, and we observed via simulation that in general they
also improved performance. We implemented the system for four iRobot Creates
and tested it for various switching heuristics. Our results were consistent with the
simulations, indicating that the framework we have proposed is relevant for real world
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systems.
We further extended our system to incorporate historical data by taking a divide-
and-conquer approach to task allocation. In this approach, robots each assume re-
sponsibility for a region in the environment and serve the tasks in that region exclu-
sively. With our model, robots had incomplete knowledge of the tasks, so we added
hubs to the environment to allow robots in different regions to communicate tasks to
one another. We proposed a method for partitioning the environment into regions of
equal workload for the robots to serve and for locating hubs in the environment using
information from past performances of the system. We used the computed regions
and hubs in a new set of simulations and compared the results to those without the
divide-and-conquer approach. Our results indicated that this approach could yield
large gains when the task queues followed some spatial pattern. This is relevant to
many real world application, where tasks are not randomly distributed throughout
an environment but do follow biased spatial distributions.
Although our simulations showed that a divide-and-conquer approach combined
with hubs could yield improvements in performance, it was not purely distributed in
that the partitioning and hubs location algorithms were centralized. The historical
information about the trajectories of all the robots in the system were collected in
one location in order to build the workload and similarity graphs. In cases where the
task distribution does not vary much over time, this is not a great drawback. For
the most part, however, task distributions for delivery tasks are not stationary and
can change even by the hour [4]. It is not unreasonable to desire robots to be able
to update the partitioning and hub locations online, especially as both the partition-
ing algorithm [55] and the star clustering algorithm [5] claim to support distributed
computation. Some interesting questions related to this line of work would be how
much additional information robots would need to communicate to each other, how
often the partitioning and hubs should be updated, and how the updated partitioning
and hubs should be communicated to other robots in the system. Since robots may
not all simultaneously receive information about the updated partitioning, there is
the issue that some robots may be using old hub locations and some robots the new
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ones. An online partitioning and hub location scheme would have to accommodate
for this discrepancy and address how long after an update robots must continue to
visit the old hub locations before they can be certain that all robots have received
the information about the new ones.
Further work is required for our system to be of practical value for real-world
applications. Most obvious are the issues of scale. Every year, more than 3 billion
packages are delivered in the United States by billions of mail carriers of the United
States Postal Service [51]. Our system worked well for the six agents and eighteen
queues that were simulated, but the path planning step often took up to several
seconds every time a new group formed. Since often the new path for a newly formed
group is a small variation on the paths for the old groups, path planning can be sped
up significantly.
Secondly, the work in this thesis assumed that the environment was known and
could be represented as a graph, and that the robots had exact positioning informa-
tion that they could use to track where in the graph they were at all times. Rarely
is this a realistic assumption. The previous work in [7] addressed partially known
environments and how agents could update their graph representations of the free
space online. However, the method described in that work requires the environment
to be tessellated beforehand and for agents to identify entire polytopes as obstacles
or free space. Taking a different approach, trajectory clustering can be used to gen-
erate a graph of the environment from the paths that agents in the environment
commonly use [17,35,49,53] and can process GPS streams online [43]. Running these
trajectory clustering algorithms for individual agents would even allow the map of
the environment to vary per agent, giving the system more flexibility to accommo-
date heterogeneous teams. For systems that must run for long durations, trajectory
information can also be compressed before clustering to speed up processing [22].
Finally, the system requires greater robustness against vehicle failure. Currently,
under the environment partitioning and hubs location scheme, every agent is respon-
sible for one region, and agents’ regions do not overlap. If an agent fails, the tasks in
its region will remain incomplete. With the potentially billions of vehicles in a mail
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delivery system, the probability of vehicle failure is high. To mitigate its negative
effects, we can consider a system that is in between the single-region system from
Chapter 3 and the N -region system in Chapter 5 and that divides the environment
into a small number of regions shared by multiple agents. Experiments with actual
data on package pickup and delivery distributions and on the routes of mail carriers
should be performed to determine what this small number is. In this way, agents
sharing a single region can pick up neglected task queues if one of the agents fails,
and the benefit of the divide-and-conquer approach can still be derived. Incorporating
this work into our system will allow the system to be more applicable to real-world
systems.
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Appendix A
Important Symbols
Table A.1: Symbols pertaining to agents
Symbol Definition
N Number of agents
VA Set of all agents
ai Agent i of N
xi Position of agent a
i
Table A.2: Symbols pertaining to queues
Symbol Definition
M Number of queues
Q Set of all queues
Qi Set of queues belonging to agent ai
Qk Queue k of M
nk Number of tasks in queue qk
qkb bth task in the queue Q
k
σk State of queue qk; i.e., how many tasks have been active
pi Task assignment
ΩQi queues in order of service for agent i
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Table A.3: Symbols pertaining to the workspace
Symbol Definition
W Bounded, connected workspace where agents live
Gp Graph representation of the workspace W
Vp Set of polytopes in tessellated workspace W ; vertices of Gp
pm Polytope m in the tessellated workspace W
Ep Edges of the Gp; connects neighboring polytopes
we Weight on edge e ∈ Ep
wkb Total weight of edges traversed by agents assigned to queue q
k
b
Cw Cost function
GN Communication graph over the agents
Gi Communication group containing agent ai
Table A.4: Symbols pertaining to hubs
Symbol Definition
Nh Number of hubs
Vh Set of all hubs
hr Hub r out of Nh
Ri Set of polytopes in the region belonging to agent ai
Rrh regions served by hub hr
ΩQHi ordering of queues (Q
k, hr) with hub drop off locations
G∗ similarity graph used in hub location
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