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Abstract
When a series of problems are related, representations derived from learning ear-
lier tasks may be useful in solving later problems. In this paper we propose a novel
approach to transfer learning with low-dimensional, non-linear latent spaces. We
show how such representations can be jointly learned across multiple tasks in a
discriminative probabilistic regression framework. When transferred to new tasks
with relatively few training examples, learning can be faster and/or more accurate.
Experiments on a digit recognition task show signicantly improved performance
when compared to baseline performance with the original feature representation
or with a representation derived from a semi-supervised learning approach.
1 Introduction
When faced with a new task, it is advantageous to exploit knowledge and structures found useful
in solving related problems. A common paradigm to exploit such knowledge is to learn a feature
space from previous tasks and transfer that representation to a future task. Ideally, the transferred
representation is of lower dimension than the raw feature space, and the set of functions implied by
the new representation still contains the optimal classier for the new task. When this is the case,
the new task can be learned more robustly and/or with fewer training examples in the transferred
space than in the raw space.
Several methods have been proposed which exploit a shared intermediate representation to constrain
learning across multiple tasks [2, 3, 12]. Recently, intermediate representations have also been
discovered using manifold learning over a classier weight space [1]. Generally, these approaches
have been limited to learning deterministic and/or linear representations. Transfer of probabilistic
representations has been explored in a Gaussian Processes (GP) paradigm, by explicitly sharing a
covariance function and/or kernel hyperparameters across tasks [7, 17]. However, previous methods
for transfer learning with GPs did not explicitly discover a low-dimensional representation.
In this paper we propose a novel approach to transfer learning based on discovering a low-
dimensional, non-linear latent space jointly across tasks in a discriminative probabilistic regression
framework, and transferring that space to future tasks. We show that when there are relatively few
training examples in the new task, learning can be improved signicantly.
We build our discriminative probabilistic model on top of the Gaussian Process Latent Variable
Model (GP-LVM) [5]. GP-LVMs can learn non-linear probabilistic low dimensional representations
of observed data, generalizing Probabilistic Principal Components Analysis (PPCA). PPCA [13]
marginalizes over the latent coordinates, making it impractical to share a latent space across multiple
tasks; in contrast, the GP-LVM optimizes the latent coordinates, and marginalizes over weights.
Optimization with respect to latent variables facilitates the introduction of additional constraints on
the reduced dimensional representation, e.g., dynamical models [15], hierarchical constructions [6],
preservation of local topologies [8] or joint optimization of regression problems [11].
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Figure 1: Graphical models of (a) GPLVM, (b) our probabilistic discriminative model for a single
task, and (c) our Discriminative Transfer model.
Here, we propose a novel approach to transfer learning which jointly optimizes latent variables to
accurately reconstruct the data and solve multiple tasks. Latent spaces can be shared across tasks,
and/or transferred to new tasks. Our method can be thought of as generalizing the deterministic
linear latent spaces of [1], or as allowing GP covariances dened over low dimensional spaces to be
transferred across tasks.
Experiments on digit recognition tasks indicate that the ability to transfer non-linear, low-
dimensional features across problems can provide signicant performance improvements, especially
when the target task has relatively few training examples compared to the source problems used to
learn the latent space. Baseline experiments conrm that learning the shared latent space discrim-
inatively is important; PCA-based semi-supervised learning underperformed transfer learning with
representations learned discriminatively.
In the remainder of the paper, we rst describe our approach to learn a discriminative latent space
jointly with a single classication task. We then extend this to the multi-task setting, jointly opti-
mizing the latent space to account for each task as well as the underlying data. Finally, we present a
transfer learning formalism, where a latent space learned on previous tasks is used in a new classi-
cation or regression task. We experiment with different digit recognition tasks, and conclude with a
discussion of our method and avenues for future work.
2 Probabilistic Discriminative Latent Variable Model
Conventional classication methods suffer when applied to problems with high dimensional input
spaces and very small training sets. If, however, the high dimensional data in fact lie on a low-
dimensional manifold, accurate classication may be possible with a small amount of training data
if that manifold is discovered by the classication method.
Here, we take advantage of the probabilistic nature of the Gaussian Process Latent Variable Model
(GPLVM)[5] to perform classication by jointly learning a low dimensional generative model of
the data and a discriminative regressor. Joint learning was previously used by Shon et al. [11] to
learn a common structure between two regression tasks. Here, although the graphical model is the
same (Fig. 1 (b)), the context is very different; we are interested in learning a latent space that can
discriminate between classes. In particular we want to learn a low dimensional manifold to best
generate the data and perform classication. Urtasun and Darrell [14] introduced a new method that
learns a discriminative probabilistic low dimensional latent space by applying a prior distribution on
the latent space based on LDA, but their method can not be directly extended to a multi-task setting.
2.1 Learning a discriminative low dimensional space
Jointly learning latent variables and classier parameters is challenging when techniques such as
PPCA [13] are used to model the low dimensional structure of the data, as they marginalize out the
latent variables. The GPLVM is a generalization of PPCA to the non-linear case that marginalizes
the weights and optimizes the latent coordinates; as a consequence, one can jointly learn the latent
space to reconstruct the data and perform classication as a regression task. This allows us to share
latent variables across problems and transfer representations.
More formally, let Y = [y1, · · · ,yN ]T be the matrix composed of all the observations, with yi ∈
<D, and let Z = [z1, · · · , zN ]T be the matrix composed of all the labels, with zi ∈ <S . Let X =
[x1, · · · ,xN ]
T be the matrix whose rows represent the unobserved positions of the training data in
latent space, xi ∈ <q . We model the distribution of the observations given the latent coordinates as
a Gaussian Process
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where elements of the kernel matrix KY are dened by the covariance function, (KY )i,j =
kY (xi,xj). In particular, we use a kernel that is the sum of an RBF, a bias or constant term, and a
noise term,
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where β¯ = {β1, · · · , β4} comprises the kernel hyperparameters that govern the output variance, the
RBF support width, the bias and the variance of the additive noise, respectively.
In our framework, instead of performing classication on the raw feature space we take advantage
of the low dimensional representation of the data and perform classication using a mapping from
latent coordinates to labels, p(Z|X).
We use a least squares classication technique for this mapping [10]. This may be suboptimal
since the latent coordinates are more constrained than with Gaussian process classication (GPC),1
however learning and inference can be performed analytically, avoiding the computational overhead
of classical GPC methods. Despite this approximation, our method works well in practice, and we
expect the performance to improve when extended to GPC.
Under these assumptions the likelihood of the labels is
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where γ¯ are the kernel hyperparameters.
Assuming independence of the observations and labels given the latent coordinates (see Fig. 1 (b)),
learning the joint model is equivalent to minimizing the negative log likelihood L with respect to the
latent coordinates X, and the kernel hyperparameters of both mappings, β¯, γ¯,
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where C1 is a constant.
This independence assumption allows the use of different kernels for the different mappings. For
example, smoothness might be important for the latent to observation mapping, an RBF being a
good kernel choice. For the latent to labels mapping, smoothness might not be that important and
one can use other kernels, such as the Mat·ern kernel [10]. Here we use the kernel in (2) for both
mappings.
1Gaussian process classification discriminatively models p(Z|Y) as a Bernouilli distribution. The proba-
bility of success is related to an unconstrained intermediate function, which is mapped to the unit interval by a
sigmoid function (e.g., logit, probit) to yield a probability. Unlike the regression case, in the GPC, neither the
posterior, the marginal likelihood, nor the predictions can be computed analytically. Several approximations
[4, 9, 16] have been proposed based on sampling or on analytic approximations (e.g., Laplace, Expectation-
Propagation), but are in general computationally expensive. The extension of our joint learning framework to
this more complex approach is the subject of future research.
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Figure 2: Probabilistic discriminative model. Low dimensional representations learned using (a)
PCA, (b) our probabilistic discriminative model (section 2), and (c) our probabilistic discriminative
model with back-constraints. The data is composed of two different classes. The training examples
of the two classes are depicted in red and green. The latent coordinates estimated for the test data
are shown in black. Note how the discriminative model separates the classes with or without back-
constraints. The inclusion of back-constraints signicantly speeds inference.
2.2 Inference
To speed up inference, we take advantage of the back-constrained GPLVM [8] and constrain the
latent space to be a function of the observations
xnj = gj(yn;w) (6)
where xnj is the n-th component of xn. In particular we use a multilayer perceptron to represent
this mapping
gj(y) = wij
h∑
i=1
σ(uTi y) , (7)
where σ(u) = 1/(1 + exp(−u)) is the sigmoid function and w = {wij} is the set of parameters.
When learning the back-constraint model, the minimization is done with respect to w instead of the
latent coordinates. As a consequence of back-constraining the model, optimization of the test latent
coordinates is no longer necessary and inference is very fast. Given a new test point, y′, its latent
position, x′, is obtained by evaluating (6). The test labels are estimated by thresholding the mean
prediction, µ(x′), of the latent to label mapping that is
µ(x′) = ZTK−1Z kz(x
′) (8)
where kz(x′) is the vector with elements kz(x′,xi) for all the latent positions xi in the model.
Fig. 2 shows a synthetic example where a two-class problem is learned using (a) PCA and our
probabilistic discriminative model (b) with or (c) without back-constraints. Jointly learning the
reconstruction and classication mapping splits the different classes in the latent space and results
in better classication performance.
3 Transfer Learning with a Shared Latent Space
In our transfer learning scenario, we assume that if a latent low dimensional representation was found
to be useful for a set of tasks, it will be useful for future related tasks. When we say that a latent
representation is useful we mean that there is a function (i.e. a classier) from the latent coordinates
to the labels that performs accurate classication. It is easy to see that the joint learning framework
described in the previous section can nd useful representations, since it is learned discriminatively.
One of the advantages of using a low dimensional representation of the data for classication is
that fewer parameters need to be estimated, thus reducing the number of examples required for
training. Therefore, if we can nd a useful low dimensional representation using previous tasks we
can effectively reduce the number of examples needed for learning the new task. In this section we
show how the proposed probabilistic discriminative model can be extended to the transfer learning
scenario.
3.1 Jointly learning P related problems
Let Y(p) = [y(p)1 , · · · ,y
(p)
Np
]T be the set of Np observations associated to problem p, and Y =
[Y(1), · · · ,Y(P )]T the set of all observations. Similarly let X = [X(1), · · · ,X(P )]T be the latent
coordinates for all problems, and Z(p) = [z(p)1 , · · · , z
(p)
Np
]T be the labels for the p-th problem. Our
model (Fig. 1 (c)) is a generative model of the data with a shared latent space across problems
and a set of independent (given the latent variables) regressors modeling each classication task.
Learning this model is equivalent to minimizing the negative log likelihood with respect to the latent
coordinates, and the kernel hyperparameters of each individual mapping.
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where C2 is a constant and γˆ(p) are the hyperparameters associated with the classication regressor
of problem p. Note that now, there are P ∗ Np + NY hyperparameters to estimate, where Np is
the number of hyperparameters to model a single latent to labels mapping, and NY is the number
of hyperparameter of the mapping from the latent space to the observations. We call this model the
Multi-Task Latent Gaussian Process (Multi-Task LGP).
Given that we can nd a low dimensional representation that is useful for multiple tasks, we turn our
attention to the problem of using that representation in a future task.
3.2 Transfer learning with the joint model
In our transfer learning scenario we are interested in training a classier for one particular task,
which we call the target task, using a very small training set. We assume that in addition to the
training set of the target task, we are given labeled training sets for related tasks. In our case we can
informally say that a set of tasks are related if there exists a latent space (i.e. a representation) such
that we can nd good classiers for all tasks on that space (i.e. using the shared representation).
The input to our transfer learning algorithm is a target training set ttarget = {Y(P+1),Z(P+1)} and a
collection of source training sets C = {t1, · · · , tP } from related problems, where ti = {Y(i),Z(i)}.
Our method proceeds as follows. We rst train a Multi-Task LGP using the training sets in C
and learn a shared latent space (as described in section 3.1), and then project the target samples
YP+1 using the learned back-constraints to create the target latent coordinates2. We then train a GP
regressor from the target latent coordinates to the target labels. We call our method Discriminative
Transfer (DT).
Of course, one can jointly train the set C ′ = {t1, · · · , tP , ttarget} composed of the target and
related problems. However, in practice, when the target problem has few examples compared to the
problems in C, the results are very similar. The advantage of the two step optimization is that if the
latent space has already been learned (from a potentially very large collection of related problems)
training the target task becomes very fast. Similar optimization strategies have been previously
applied in the literature [1].
Inference in our model is done as described in section 2.2; the back-constraints are learned from the
P related problems, and used to estimate the latent positions of the target problem. The test labels
are then obtained by thresholding the output of the latent-to-labels regressor for the target task.
4 Experimental Results
We conducted experiments on the rst ve digits of the USPS dataset from the UCI repository; we
regard the binary detection of each digit as a separate task. Each of the tasks consists of detecting
2There is a single set of back-constraints for all the related problems that are learned jointly with the indi-
vidual discriminative regressors using (9).
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Figure 3: Transfering the latent space learned from a single source problem to a target problem.
The target problem is to detect 3’s from other digits, and the source problems are to similarly detect
(a) 1’s, (b) 2’s, (c) 3’s, (d) 4’s, and (e) 5’s. Each related problem is trained with 300 positive
examples and 300 negative examples of the other four digits. Our algorithm (red) is compared
against two baselines: a single-task probabilistic discriminative model that learns a latent space only
from the target data (black) and the result of PCA-based semi-supervised learning with unlabeled
data from the source problem (green). Note that the 5’s problem might be less related to the 3’s since
the transfer learning does not help. In all the cases except the self-transfer (c), the PCA baseline
underperforms the discriminative probabilistic model, showing the importance of discriminatively
learning the latent space.
one digit from the other digits3. For every task we generate a labeled training set ti = {Y(i),Z(i)}
by picking 300 positive examples and 300 negative examples (sampled from the other four digits).
We generate a testing set for each task in a similar manner.
We compare our approach to two baselines. The rst ignores the related problems (i.e. information
in C), and learns a single-task model using only the target data. The second is based on semi-
supervised learning using the data in C but not the labels. More specically, it learns a PCA space
using data from the related problems and projects the target observations onto that space. It then
uses a GP regressor to learn a mapping from the projected target samples to the target labels. For
all experiments we used a two dimensional latent space; all optimizations were performed with
conjugate gradient descent and run for a maximum of 100 iterations.
In the rst set of experiments we transfer a shared representation learned from a single related
problem, with 600 training examples (300 positive and 300 negative) for the related problem. We
evaluate the performance of our algorithm and the baselines for different sizes of the training data
for the target problem using 10 random partitions of the data. Fig. 3 (ae) shows how the error rate
decreases as more examples are used. In all cases Discriminative Transfer gives lower error rates
than the PCA-based semi-supervised baseline, illustrating the importance of learning the latent space
discriminatively. We also see that transferring from any task except from digit 5 increases perfor-
mance relative to the rst baseline, suggesting that digit 5 might not be as related. The self-transfer
3In particular we focus on detecting 3’s from the other digits (i.e., 1’s, 2’s, 4’s, 5’s) since it is known to be
one of the hardest problems.
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Figure 4: Joint learning of the latent space from multiple source problems and transfer to the target
task. The source and target problems are as above. Results using Discriminative Transfer are shown
in red and are compared against two baselines, PCA-based semi-supervised learning (green) and a
single-task probabilistic discriminative model trained on the target problem (black). Transfer from
other related (and less related) problems improves the performance with respect to learning with a
single-task model, especially when the number of examples is small. PCa-based semi-supervised
learning performs poorly in this case. Figure (a) shows results when using 100 positive examples
and 100 negative examples for each related problem, and (b) shows results with 200 positive and
200 negative examples.
case gives an upperbound on the performance of transfer learning; it tells us what the performance
would be if the problems were fully related (Fig. 3 (c)).
The previous experiment showed that transferring a shared latent space from a related problem
can signicantly reduce the number of training examples needed to learn the target problem. In
practice however, we do not know what problem to choose for transfer because we do not know a
priori which problems are related. What we need is a transfer learning algorithm that takes a set
C containing mostly related problems and learns good shared latent spaces without being adversely
affected by the presence of a few less-related problems. In our second set of experiments we test
the robustness of our transfer learning algorithm in this more realistic scenario and transfer a shared
representation from all previous problems (i.e., detecting 1’s, 2’s, 4’s, 5’s). The results in Fig. 4
show that Discriminative Transfer improves performance signicantly compared to PCA and GP
baselines. Our algorithm performs similarly using 200 (Fig. 4(a)) or 400 (Fig. 4(b)) examples for
each related problem.
5 Conclusion
We have presented a new method for transfer learning based on shared non-linear latent spaces.
Our method exploits joint optimization within a GP-LVM framework, and discovers latent spaces
which are simultaneously effective at describing the observed data and solving several classication
or regression tasks. When transferred to new tasks with relatively few training examples, learn-
ing can be faster and/or more accurate with this approach. Experiments on a digit recognition task
demonstrated signicantly improved performance when compared to baseline performance with the
original feature representation or with a representation derived from a semi-supervised learning ap-
proach. As future work we plan to extend our method to a GPC formalism, investigate sparcication
techniques to speed learning and inference, as well as explore the use of discriminative priors on the
latent space [14] in the context of our model.
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