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While musical performances are determined by many factors such as the musical genre
and interpretation, rhythmic synchronization is at the foundation of musical interaction.
Here, we study the statistical nature of the mutual interaction of two humans when playing
rhythms. We find that the interbeat intervals (IBIs) of both laypeople and professional
musicians exhibit scale-free (power law) cross-correlations. Surprisingly, the next beat to be
played by one person is dependent on the entire history of the other persons IBIs on time
scales up to several minutes. A general stochastic model for Mutually Interacting Complex
Systems (MICS) is introduced which suggests a physiologically motivated explanation for the
occurrence of scale-free cross-correlations. In addition, The MICS model may be applicable
to study the dynamics of other complex systems where scale-free cross-correlations have been
observed, including econophysics, physiological time series and collective behavior of animal
flocks. The interdisciplinary study provides an understanding of fundamental characteristics
of timing and synchronization at the inter-brain level and leads directly to applications in
audio engineering.
In his book Musicophilia, neurologist Oliver
Sacks writes: “In all societies, a primary func-
tion of music is collective and communal, to bring
and bind people together. People sing together
and dance together in every culture, and one can
imagine them having done so around the first
fires, a hundred thousand years ago [1]. In such
a situation, there seems to be an actual binding
of nervous systems accomplished by rhythm” [2].
Here, we bring ‘musical binding’ to a more
quantitative level by means of statistical physics.
What is the nature of musical binding when
two humans play rhythms in synchrony from
a statistical point of view? We show that the
IBIs of the two subjects exhibit long-range cross-
correlations (LRCC), which were found in all
cases studied, including laypeople and profes-
sional musicians indicating a broad phenomenon.
A model for mutually interacting complex sys-
tems (MICS) is presented that suggests a phys-
iologically motivated explanation the surpris-
ing presence of long-term memory in the cross-
correlations of musical performances. The MICS
model generalizes a previously developed model
of interval timing of a single person [3].
The observation of LRCC may point to char-
acteristics of criticality in the dynamics of the
considered complex system. A variety of com-
plex systems exhibit LRCC, examples include
∗ holgerh@physics.harvard.edu
price fluctuations of the New York Stock Ex-
change (where the LRCC become more pro-
nounced during economical crisis) [4–6], heart-
beat and electroencephalography fluctuations [5,
7], particles in a Lorentz channel [8], the binding
affinity of proteins to the DNA [5], schools of fish
[9], and the collective response of starling flocks
[10, 11]. The origin of collective dynamics and
LRCC based on local interactions may appear
elusive [10] and is the focus of current research
[9, 11]. Of particular interest are the rules of in-
teractions of the individuals in a crowd [12, 13]
and transitions to synchronized behavior [6, 14].
Inter-brain synchronization has received
growing attention recently, examples include
interpersonal synchronization (see [15] for an
overview), coordination of speech rhythm [16],
social interactions [17], cortical phase synchro-
nization while playing guitar in duets (using si-
multaneous electroencephalography (EEG) mea-
surements) [18, 19] and improvisation in classi-
cal music performances [20]. In a performance
every single beat is accompanied by small tem-
poral deviations from the exact beat pattern. A
natural companion of rhythmic performances of
a single noninteracting musician in presence of
a metronome are long-range correlations (LRC)
[21]. Listeners significantly preferred long-range
correlated deviations over white noise fluctua-
tions in musical rhythms [22, 23]. LRC are
also inherent in the reproduction of both spa-
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2tial and temporal intervals of single subjects
[3, 15, 24, 25] and in musical compositions, such
as pitch fluctuations [26, 27] and note lengths
[28], reflecting a hierarchical, self-similar struc-
ture in these compositions.
Rhythmic synchronization is at the founda-
tion of musical interaction, including orchestral
play and hand clapping audiences [29]. Notably,
the differences between the beats of two musi-
cians are on the order of only a few millisec-
onds, not much larger than the typical duration
of a single action potential (∼ 1ms). The neuro-
physical mechanisms of timing in the millisecond
range are still widely open [30, 31]. EEG oscil-
latory patterns are associated with error predic-
tion during music performance [32]. Fine motor
skills, such as finger-tapping rhythm and rate,
are used to establish an early diagnosis of Hunt-
ington’s disease [33]. The neurological capacity
to synchronize with a beat may offer therapeu-
tic applications for Parkinson’s disease, while the
mechanisms are unknown to date [34].
For analysis of the cross-correlations be-
tween two non-stationary time series, a modi-
fied version of detrended cross-correlation analy-
sis (DCCA) is used [7], where global detrend-
ing is added as initial step, which has shown
to be vital [35]. In a nutshell, DCCA calcu-
lates the detrended covariance F (s) in windows
of size s. LRCC are present if F (s) asymp-
totically follows a power law F (s) ∼ sδ with
0.5 < δ < 1.5. To classify the autocorrela-
tion, two methods are used: detrended fluctu-
ation analysis (DFA) [36, 37] and a globally de-
trended power spectral density (gPSD) method.
Since we are dealing with slowly varying non-
stationary time series where the PSD method
fails, we propose gPSD, which is an extension
of the PSD method by including prior global de-
trending. A time series is called long-range corre-
lated if its PSD asymptotically decays in a power
law, p(f) ∼ 1/fβ for small frequencies f and
0 <β< 2. The limits β=0 (β=2) relate to white
noise (Brownian motion) while −2 < β < 0 indi-
cates anti-correlations. The DFA exponent α is
related to β via β=2α− 1.
The performances were recorded at the Har-
vard University Studio for Electroacoustic Com-
position (See Supplementary Information for de-
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Figure 1. (top) Two professional musicians A and B
synchronizing their beats: comparison of experiments
(a-c) with MICS model (d-f). (a) The IBIs of 1134
beats of A (black curve) and B (blue curve, offset by
0.1 s for clarity) exhibits slowly varying trends and
a tempo increase from 133 to 182 beats per minute
(BPM). (b,e) The gPSD of time series IA, IB shows
LRC asymptotically for small f and anti-correlations
for large f separated by a kink at f ≈ 0.2 Hz [3].
(c) Evidence of LRCC between IA and IB , DCCA
exponent is δ = 0.69. (d-f) The MICS model for
βA = βB = 0.85, N = 1133 predicts δ = 0.74,
in excellent agreement with the experimental data.
A global trend extracted from (a) was added to the
curve for illustration. Other parameters as in Fig. 2.
tails) on a Studiologic SL 880 keyboard yield-
ing 59 time series of Musical Instrument Digital
Interface (MIDI) recordings (Fig. 1(top)). Each
recording lasted ∼7 minutes containing typically
∼ 1000 beats. The subjects were periodically
pressing a key on the keyboard with one fin-
ger and eyes closed and were given the following
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Figure 2. (a) Evidence of LRCC in the MICS model.
(b) The PSD of IA (and IB) shows two regimes:
LRC asymptotically for small f with exponent βIA =
0.86 ≈ max(βA, βB) and anti-correlations for large f .
Other parameters (a-b): N = 217, βA = βB = 0.85,
WA = WB = 0.5, aA = aB = 6. (c) Excellent agree-
ment is found between the predicted δ of the MICS
model and tasks (i), marked by red (green) circles
for simultaneous (sequential) recordings. In contrast,
δARFIMA (dashed line) deviates strongly for α > 0.75.
Tasks (ii) are consistent with absence of LRCC, i.e.,
δ = 0.5 (black line). For each αA = αB ≡ α, 100
time series of length N = 2048 were generated and δ
was calculated for all power law estimates with Pear-
son correlation coefficient R>0.95 (for α ≥ 0.9 all
realizations fulfilled this criterion).
tasks. Task type (i): Two subjects played beats
in synchrony with one finger each. In addition,
‘sequential recordings’ were made, where subject
B synchronizes with prior recorded beats of sub-
ject A. Sequential recordings are widely used in
professional studio recordings. Task type (ii):
One subject played beats in synchrony with one
finger of the left and right hand. Task type
(iii): One subject played beats with one finger
(‘finger tapping’). In addition to periodic tap-
ping, a 4/4 rhythm {1, 2.5, 3, 4}, where the sec-
ond beat is replaced by an offbeat, was used in
tasks (i-iii).
In Fig. 1(a) the IBIs IA, IB from a recording
of two professional musicians A and B playing
periodic beats in synchrony (task (i)) are shown
as a representative example. Evidence for LRCC
between IA and IB is reported in Fig. 1(c) with
exponent δ = 0.69 ± 0.05 (note that δ = 0.5
means absence of LRCC). The two subjects are
rhythmically bound together on a time scale up
to several minutes and the generation of the next
beat of one subject depends on all previous beat
intervals of both subjects in a scale-free manner.
Strikingly, as depicted in Fig. 2(c), LRCC were
found in all performances of both laypeople and
professionals, when two subjects were synchro-
nizing tapping or simple rhythms. This strongly
suggests that rhythmic coupling (or binding) is
a scale-free process. In contrast, when a sin-
gle subject is synchronizing left and right hand
(tasks (ii)), no significant LRCC were observed
(Fig. 2(c)), suggesting that the interaction of two
complex systems is a necessary prerequisite for
rhythmic binding.
The PSD of time series IA, IB shows two
regimes: LRC and short-range anti-correlations
(Fig. 1(b)) in excellent agreement with studies
of single subjects finger tapping [3]. These two
regimes are present in all 59 time series, which
demonstrates that these regimes not only oc-
cur in single subjects tapping, but are persistent
in interacting musicians. Another quantity di-
rectly accessible to the listener are the deviations
dn between almost simultaneously played beats
(Fig. S1). An average over all recordings yields
<αd>= 0.73± 0.11 indicating LRC in the devi-
ations.
What is the origin of the scale-free cross-
correlations? In models for LRCC such as a
two-component Autoregressive Fractionally Inte-
grated Moving Average (ARFIMA) process [35],
the n’th element of the time series is essentially
generated by a stochastic term plus a weighted
sum over all previous elements, which also is the
case for other long-memory processes, such as
fractional Brownian motion. However, though
these statistical processes are widely applied
standard process in finance, climate analysis etc.,
this appears not to be (physiologically) mean-
ingful here. In fact, it is highly unlikely, that
each subject has actual memory of all hundreds
of IBIs played in the preceding minutes. Hence,
the occurrence of scale-free cross-correlations is
surprising. Moreover, our experimental results
deviate strongly from the analytical prediction
4based on ARFIMA (δARFIMA = (αA + αB)/2
[35], dashed line in Fig. 2(c)). In the following, a
model for MICS will be introduced, where LRCC
emerge dynamically from a local interaction.
Gilden et al. presented a model in which the
generation of temporal intervals by a single per-
son is composed of two parts: an internal clock
and a motor program associated with moving
a finger or limb [3]. The delay of the motor
program is given by Gaussian white noise ξn.
The internal clock generates beat intervals Cn
where the power spectral density consists of 1/f
noise [3] (which we generalize to 1/fβ noise with
0 < β < 2 to account for recent studies [21]).
The following observation is built into the
MICS model: When two subjects A and B
are synchronizing a rhythm, each person will
try to (partly) compensate the deviations dn =∑n
j=1(IA,n−IB,n) perceived between the two n’th
beats when generating the n+1’th beat. We pro-
pose the following model for MICS
IA,n = aACA,n + ξA,n − ξA,n−1 −WAdn
IB,n = aBCB,n + ξB,n − ξB,n−1 +WBdn (1)
where CA,n and CB,n consist of Gaussian 1/fβ
noise with exponents 0 < βA,B < 2. Anti-
correlations on short time scales arise from the
term −ξn−1: A long IBI is likely followed by a
short IBI and vice versa in order to locally main-
tain a given tempo [3]. The parameters aA and
aB can be extracted from the slope of the anti-
correlations in IA, IB for high f : the larger aA
the smaller the anti-correlations in IA [3]. The
coupling strengths 0 < WA,B < 2 describe the
rate of compensation of a deviation in the genera-
tion of the next beat. In the limitWA = WB = 0
the model in ref. [3] is obtained, while the process
diverges for over-compensation (WA +WB ≥ 2).
A comparison of the MICS model with the ex-
periments is shown in Fig. 1.
What are predictions of the MICS model?
(P1) Emergence of LRCC (Fig. 2(a)). The pre-
dicted DCCA exponents δMICS, which are not a
parameter of the model, are in excellent agree-
ment with the experiments (Fig. 2(c)). (P2)
Asymptotically, αd = αIA = αIB = max(αA, αB)
holds. Even when turning off clock A (i.e., aA =
0), the long-time behavior of both IA and IB is
asymptotically given by the exponent of clock B.
The finite size effect βIA < 0.85 = max(βA, βB)
in Fig. 1(e) vanishes for large N, see Fig. 2(b).
A possible extension of this model is to consider
variable coupling strengths W = W (dn). The
coupling is likely to increase with large devia-
tions dn (e.g., glitches), thus Eq. (1) becomes
nonlinear in dn.
The scale-free synchronization phenomenon
can be used to couple the IBIs of two audio
tracks, i.e., to imitate the generic interaction be-
tween two musicians. To demonstrate the proce-
dure, a MIDI version of the song Billie Jean was
modified in three different ways (see audio files in
the Supplementary Information), such that drum
and bass are: (1) coupled (WA,B = 0.5), (2) ‘hu-
manized’ individually (WA,B = 0), (3) random-
ized using white noise (as implemented in pro-
fessional audio editing software). Since human-
izing is preferred by listeners over randomizing
[21, 22], it is expected that musical binding will
be preferred over randomizing.
In conclusion, rhythmic synchronization be-
tween individuals (both musicians and musical
novices) exhibits long-term memory of the part-
ner’s interbeat intervals up to several minutes,
for which an explanation is suggested in a physi-
ologically motivated stochastic model for MICS.
The MICS model may be applicable to other
MICS, such as synchronization phenomena and
interdependencies in finance, heartbeats, EEG
signals [5, 7] or bird flocks [10], where the origin
of scale-free cross-correlations and resulting col-
lective behavior is often unknown. On the meth-
ods side, to avoid artifacts in the PSD of slowly
varying non-stationary time series, our analysis
suggests prior global detrending (gPSD). It was
demonstrated that the observed memory phe-
nomenon in rhythmic synchronization can be
imitated by ‘fractal’ coupling of audio tracks
and thus applied in post-processing of music.
While this study complements our understand-
ing of timing and synchronization at the neural
networks level, we hope that this work further
stimulates the interdisciplinary study of neuronal
correlates of timing and synchronization at the
inter-brain level, e.g., based on combined audio,
EEG or fMRI measurements.
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7I. SUPPLEMENTARY INFORMATION
A. Experimental setup
In total, 59 MIDI recordings of subjects play-
ing musical rhythms in synchrony were made. A
MIDI file readily contains the relevant quanti-
ties for this study, since it is basically a text file
containing a set of instructions such as the in-
strument, loudness, pitch and start/end times of
the beat (in contrast to an audio file). Compared
to acoustic recordings, the use of MIDI not only
speeds up the data analysis, but also eliminates
the ‘beat finder’ as a source of errors and provides
a sub-millisecond temporal resolution. Thirteen
subjects took part in the study (8 male, 5 female)
with average age 32 ± 11 yrs. The experiments
were conducted at the Harvard University Stu-
dio for Electroacoustic Composition (HUSEAC)
on a studiologic SL 880 keyboard with baud rate
19.2 kHz, i.e., a temporal resolution of 0.05 ms.
The musical expertise was determined through
a self-assessment on a scale from 1 (absolute
layperson) to 6 (professional musician), with av-
erage 3.3 ± 2.0, covering the whole range from
professional musicians to laypersons. In order
to consider only auditory information subjects
were asked to close their eyes during the experi-
ments. In Fig. S1the deviations between the two
subjects beats are shown (recording ID 30; the
corresponding interbeat intervals are reported in
Fig. 1.
B. Audio examples: musical coupling
Two audio or MIDI tracks are modified such
that the generic interplay between subjects is im-
itated by adding LRCC. This procedure is called
musical coupling. As a proof of concept, the
drum and the bass track of a MIDI version of
the song Billie Jean by Michael Jackson (tempo:
117 BPM for the fourth notes) are modified in
three different ways:
1. coupled tracks (by adding LRCC):
BillieJean_coupled_std10.mp3
2. humanized tracks (by adding LRC):
BillieJean_humanized_std10.mp3
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Figure S1. (top)Deviations between the beats of two
professional musicians in experiment ID 30 exhibit
LRC with DFA exponent α = 0.72. (bottom) The
scale-free signature of the interaction of the two mu-
sicians is reproduced in the MICS model (N = 1133
data points, βA = βB = 0.85) with DFA exponent
α = 0.89 for the deviations. In the asymptotic limit
(for large N >∼ 105), the DFA exponent is given by
α = (max(βA, βB) + 1)/2 = 0.925.
3. randomized tracks (by adding white
noise):
BillieJean_whitenoise_std10.mp3
Only the interbeat intervals are modified, all
other characteristics, such as pitch and loudness
remain unchanged. Track A includes all drum
and keyboard sounds, while track B includes the
bass. The interbeat intervals of track A and B
read It,A = xt + T and It,B = yt + T , where T is
the average interbeat interval given by the tempo
usually provided in beats per minute (BPM) of
the song. The time series xt and yt exhibit (1)
LRCC, or (2) LRC using 1/fβ noise, but xt and
yt are statistically independent, or (3) Gaussian
white noise. In all three cases, a standard devi-
ation of 10 ms was chosen for xt and yt, which
– for purpose of demonstration – is larger than
what would typically be used in a music produc-
tion.
To implement musical coupling, xt and yt
were generated via a two-component ARMIFA
8process, the deviations xt and yt are shown in
Fig. S2. All elements of the time series are used
for the drum tracks (marked by red circles), while
on some notes the bass is not playing (e.g., in the
intro). Note that different processes that exhibit
LRCC could be used to induce musical coupling,
including the MICS model (Eqs. 1).
C. Two-component ARFIMA
A two-component Autoregressive Fraction-
ally Integrated Moving Average (ARFIMA) pro-
cess has been proposed, that generates two time
series x1,2 which exhibit LRCC [5, 7]. The pro-
cess is defined by
Xt =
∞∑
n=1
an(αA − 0.5)xt−n
Yt =
∞∑
n=1
an(αB − 0.5)yt−n
xt = [WXt + (1−W )Yt] + ξt,A
yt = [(1−W )Xt +WYt] + ξt,B (2)
with Hurst exponents 0.5 < αA,B < 1, weights
an(d) = dΓ(n− d)/(Γ(1− d)Γ(n+ 1)), Gaussian
white noise ξt,A and ξt,B and gamma function
Γ. The coupling constant W ranges from 0.5
(maximum coupling between xt and yt) to 1 (no
coupling). It has been shown analytically, that
the cross-correlation exponent is given by δ =
(αA + αB)/2. An example of two coupled time
series generated with a two-component ARFIMA
process is shown in Fig. S2.
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Figure S2. (top) Scale-free coupling of two audio
tracks: Shown are the deviations from their respec-
tive exact positions (e.g., given by a metronome) in
the drum track (upper blue curve, offset by 50 ms for
clarity) and bass track (lower black curve) to imitate
musical coupling. Red circles indicate deviations on
the eighth beats that were used in the process of the
musical coupling procedure. When an instrument is
silent on a beat, then the corresponding deviation is
skipped. The time series of length N = 1120 were
generated with a two-component ARFIMA process
with δ = 0.9 = (αA + αB)/2. Standard deviation of
the depicted time series is 10 ms. Parameters: Hurst
exponents αA = αB = 0.9 and coupling constant
W = 0.5. (bottom) Excerpt of the first four bars
of the song Billie Jean by Michael Jackson (adapted
from www.youtube.com/PrefectionistsMusic). Since
on every beat there is a drum sound in this song, all
1120 deviations in xA are added to the drum track,
whereas e.g. in the first two bars the bass pauses.
