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Abstract
In this paper, we investigate the non-autonomous discrete Kadomtsev-Petviashvili (KP)
system in terms of generalized Cauchy matrix approach. These equations include non-
autonomous bilinear lattice KP equation, non-autonomous lattice potential KP equation,
non-autonomous lattice potential modified KP equation, non-autonomous asymmetric lattice
potential modified KP equation, non-autonomous lattice Schwarzian KP equation and non-
autonomous lattice KP-type Nijhoff-Quispel-Capel equation. By introducing point transfor-
mations, all the equations are described as simplified forms, where the lattice parameters
are absorbed. Several kinds of solutions more than multi-soliton solutions to these equations
are derived by solving determining equation set. Lax representations for these equations are
also discussed.
Keywords Non-autonomous discrete KP system, Generalized Cauchy matrix approach,
Exact solutions, Lax representations
PACS numbers: 02.30.Ik, 02.30.Ks, 05.45.Yv
1 Introduction
As one of the most important models in nonlinear evolution equation, KP equation has at-
tracted lots of attention. The first discrete KP equation, which in the form of bilinear structure,
was proposed by Hirota in Ref. [1], where the corresponding soliton solutions, Lax pair and
Ba¨cklund transformation were also studied. Subsequently, operator approach [2], Lie-algebraic
approach [3], direct linearization (DL) method [4], Cauchy matrix approach [5] and its gener-
alization [6] were also used to construct the discrete KP system. In Ref. [7], Adler, Bobenko
and Suris (ABS) utilized consistency approach to classify discrete integrable three-dimensional
equations of the octahedron type, in which discrete KP equation and its Schwarzian version were
included and discrete KP equation was shown 4D-consistency on a 4D cube. The discrete KP
system is comprised of several equations, which are bilinear lattice KP (blKP) equation, lattice
potential KP (lpKP) equation, lattice potential modified KP (lpmKP) equation, asymmetric
lpmKP equation, lattice Schwarzian KP (lSKP) equation and lattice KP-type Nijhoff-Quispel-
Capel (lKP-NQC) equation. Here we also call these equations: lattice KP-type equations. All
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the above equations in discrete KP family can be described as
Q(f˜ , f̂ , f ,
̂˜
f, f˜ , f̂ ; p, q, r) = 0, (1.1)
where f := fn,m,h = f(n,m, h) denotes the dependent variable of the lattice points labeled by
(n,m, h) ∈ Z3; p, q and r are continuous lattice parameters associated with the grid size in the
directions of the lattice given by the independent variables n, m and h. In equation (1.1), we
have employed the notations
f˜ = fn+1,m,h, f̂ = fn,m+1,h, f = fn,m,h+1,
in terms of which we also have
̂˜
f = fn+1,m+1,h, f˜ = fn+1,m,h+1, f̂ = fn,m+1,h+1.
In addition, we define the backward direction of shifts ˜, ̂, and as
f˜ = fn−1,m,h, ˆf = fn,m−1,h, ¯f = fn,m,h−1.
When parameters p, q and r in (1.1) are constants, equation (1.1) is called autonomous equa-
tion, while when p, q and r are defined by p = p(n) = pn, q = q(m) = qm and r = r(h) = rh,
equation (1.1) corresponds to the non-autonomous equation. In recent two decades, the study
of the non-autonomous discrete integrable systems has been a hot topic and some significant
progress has been made. In Ref. [8], Sahadevan and Capel utilized Lax pair technique and
singularity confinement criteria to study the complete integrability of the non-autonomous dis-
crete modified Korteweg-de Vries and sine-Gordon mappings. Besides, with the help of the Lax
pair approach, the ultra-local singularity confinement criterion and direct construction of con-
servation laws, Sahadevan et al. also discussed the integrability conditions for non-autonomous
quad-graph equations [9]. Grammaticos and Ramani [10] investigated the non-autonomous ABS
lattice by singularity confinement and algebraic entropy approach. With regard to the solutions,
Willox and his collaborators constructed solutions for non-autonomous blKP equation by Dar-
boux transformation (DT) and binary DT [11,12]. Hay gave the Casorati determinant solutions
to the non-autonomous cross-ratio equation [13]. Kajiwara et al. derived soliton solutions
for many non-autonomous discrete equations in terms of bilinear formalism [14–16], including
discrete KP hierarchy. Recently, Zhang and his collaborators investigated exact solutions to sev-
eral non-autonomous discrete equations by means of bilinear method, including non-autonomous
H1, H2, H3 and Q1 in non-autonomous ABS lattice [17] and non-autonomous lattice Boussinesq
equation [18].
Motivated by the generalized Cauchy matrix approach for the autonomous lattice KP-type
equations [6], in present paper we will make use of this method to study the non-autonomous
lattice KP-type equations, including non-autonomous blKP equation, non-autonomous lpKP
equation, non-autonomous lpmKP equation, non-autonomous asymmetric lpmKP equation,
non-autonomous lSKP equation and non-autonomous lKP-NQC equation. A determining equa-
tion set (DES) will be firstly introduced, based on which evolution of matrix M will be given.
Furthermore, by defining scalar function S(i,j)(a, b) and considering its evolution, recurrence
relations of S(i,j)(a, b) will be constructed, by which the non-autonomous lattice KP-type equa-
tions will be constructed as closed forms with special choices of i, j and a, b. The corresponding
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exact solutions will be derived by solving the canonical form of the DES. As a concrete spin-off
of the derivations presented here, we also derive the Lax representations for the non-autonomous
lattice KP-type equations.
The paper is organized as follows. In Section 2, we set up DES and introduce scalar function
S(i,j)(a, b) together with vector functions u(i)(a) and tu(j)(b). By considering the evolution of
S(i,j)(a, b), non-autonomous lattice KP-type equations are constructed. The deformation of the
non-autonomous lattice KP-type equations are also derived by imposing point transformations.
In Section 3, we discuss exact solutions for the DES. Sec. 4 is devoted to the construction of Lax
representation. Conclusion will be given in the last section. In addition, we have an Appendix
consisting of 2 sections as a compensation of the paper.
2 Generalized Cauchy matrix approach
In this section, we will establish the generalized Cauchy matrix approach for the non-autonomous
lattice KP-type equations. Firstly, we will introduce the DES. Secondly, by proposing scalar
function S(i,j)(a, b) and considering its evolution relation, several non-autonomous lattice KP
equations will be constructed as closed-forms. τ -function will also be considered to build the
non-autonomous blKP equation.
In generalized Cauchy matrix approach, the following proposition [19] is always needed.
Proposition 1. Let us denote the eigenvalue sets of matrices A and B by E(A) and E(B),
respectively. For the known matrices A,B and C, equation
AM −MB = C (2.1)
has a unique solution M if and only if E(A)
⋂
E(B) = ∅.
The equation (2.1) is one of the famous matrix equations, named as Sylvester equation. This
equation plays a central role in many areas of applied mathematics. With some more conditions
on E(A) and E(B), solution M of (2.1) can be expressed via series or integration [20].
2.1 DES
Let us start from the following DES
KM +ML = r ts, (2.2a)
pnr˜ = (pnIN +K)r, qmr̂ = (qmIN +K)r, rhr = (rhIN +K)r, (2.2b)
t˜s(pnIN ′ −L) = pn
t
s, t̂s(qmIN ′ −L) = qm
t
s, ts(rhIN ′ −L) = rh
t
s, (2.2c)
where IN and IN ′ are, respectively, the Nth-order and N
′th-order unit matrices; M ∈ CN×N ′ ,
r ∈ CN×1 and
ts ∈ C1×N ′ are undetermined functions depending on independent variables n, m
and h, while K and L are non-trivial constant matrices. It is easy to recognize that (2.2a) is
the Sylvester equation corresponding to C being rank 1 in (2.1). To guarantee the Sylvester
equation (2.2a) can be solved, we assume E(K)
⋂
E(−L) = ∅. Besides, we also suppose sIN±K
and sIN ′ ±L are invertible for s = 0, pn, qm, rh, a, b.
From (2.2), the evolution of M can be obtained. In fact, subtracting (2.2a) from (2.2a)˜,
we get
K(M˜ −M) + (M˜ −M)L = r˜ t˜s− r ts. (2.3)
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Taking the first relations of (2.2b) and (2.2c) into (2.3) yields
K(M˜ −M) + (M˜ −M)L =
1
pn
Kr t˜s+
1
pn
r t˜sL, (2.4)
which gives rise to the evolution of M in n-direction
M˜ = M +
1
pn
r t˜s (2.5)
in the light of Proposition 1. Replacing pn by qm, and ˜-shift by ̂-shift or pn by rh, and ˜-shift
by -shift in (2.5), we obtain
M̂ = M +
1
qm
r t̂s, M = M +
1
rh
r ts. (2.6)
Relations (2.5) and (2.6) encode all the information on the dynamics of the matrix M , w.r.t.
the independent variables n,m and h, in addition to (2.2a) which can be thought as the defining
property of M .
2.2 Master function S(i,j)(a, b)
2.2.1 The definition of S(i,j)(a, b)
Now we introduce scalar function
S(i,j)(a, b) = ts(bIN ′ +L)
j
C(IN +MC)
−1(aIN +K)
i
r
= ts(bIN ′ +L)
j(IN ′ +CM)
−1
C(aIN +K)
i
r, i, j ∈ Z, (2.7)
whereC ∈ CN ′×N is an arbitrary constant matrix; parameters a and b are freedom, which can be
either constants or functions depending on independent variables n,m and h. Here we still call
S(i,j)(a, b) the master function (see Ref. [21]), since it will be used to generate non-autonomous
lattice KP-type equations. In addition to (2.7), we also need the following auxiliary vector
functions
u
(i)(a) = (IN +MC)
−1(aIN +K)
i
r, i ∈ Z, (2.8a)
t
u
(j)(b) = ts(bIN ′ +L)
j(IN ′ +CM)
−1, j ∈ Z. (2.8b)
Then S(i,j)(a, b) can be expressed by u(i)(a) and tu(j)(b) through
S(i,j)(a, b) = ts(bIN ′ +L)
j
Cu
(i)(a) = tu(j)(b)C(aIN +K)
i
r. (2.9)
2.2.2 Invariance of S(i,j)(a, b)
Supposing that under transformed matrices T1 and T2, matrices K1 and L1 are, respectively,
similar to K and L, i.e.
K1 = T1KT
−1
1 , L1 = T2LT
−1
2 . (2.10)
Then with transformations
M1 = T1MT
−1
2 , C1 = T2CT
−1
1 , r1 = T1r,
t
s1 =
t
sT
−1
2 , (2.11)
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DES (2.2) becomes
K1M1 +M1L1 = r1
t
s1, (2.12a)
pnr˜1 = (pnIN +K1)r1, qmr̂1 = (qmIN +K1)r1, rhr1 = (rhIN +K1)r1, (2.12b)
t˜s1(pnIN ′ −L1) = pn
t
s1, t̂s1(qmIN ′ −L1) = qm
t
s1, ts1(rhIN ′ −L1) = rh
t
s1, (2.12c)
and (2.7) yields
S(i,j)(a, b) = ts(bIN ′ +L)
j
C(IN +MC)
−1(aIN +K)
i
r
= ts1(bIN ′ +L1)
j
C1(IN +M1C1)
−1(aIN +K1)
i
r1. (2.12d)
This means that the master function S(i,j)(a, b) is invariant under transformations (2.10) and
(2.11).
2.2.3 Evolution of S(i,j)(a, b)
To proceed, we firstly consider the evolutions of u(i)(a) and tu(j)(b). Function (2.8a) is equivalent
to
(IN +MC)u
(i)(a) = (aIN +K)
i
r. (2.13)
Taking ˜-shift of (2.13) and noting that (2.5) and (2.2b), we have
pn(IN +MC)u˜
(i)(a) = (pn − a˜)(a˜IN +K)
i
r + (a˜IN +K)
i+1
r − r t˜sCu˜(i)(a),
which by relation (2.9) further leads to
pnu˜
(i)(a) = (pn − a˜)u
(i)(a˜) + u(i+1)(a˜)− S˜(i,0)(a, b)u(0)(a). (2.14a)
Similar relations to (2.14a) also hold for the other lattice shifts, i.e., the ̂− and − shifts,
associated with the parameters qm and rh, respectively:
qmû
(i)(a) = (qm − â)u
(i)(â) + u(i+1)(â)− Ŝ(i,0)(a, b)u(0)(a), (2.14b)
rhu
(i)(a) = (rh − a)u
(i)(a) + u(i+1)(a)− S
(i,0)
(a, b)u(0)(a). (2.14c)
The system (2.14) gives the evolution of u(i)(a). The evolution of tu(j)(b) can be obtained
similarly, which are
pn
t
u
(j)(b) = (pn + b) t˜u
(j)
(
˜
b)− t˜u
(j+1)
(
˜
b) + t˜u
(0)
(b)S(0,j)(a, b), (2.15a)
qm
t
u
(j)(b) = (qm + b) t̂u
(j)
(
ˆ
b)− t̂u
(j+1)
(
ˆ
b) + t̂u
(0)
(b)S(0,j)(a, b), (2.15b)
rh
t
u
(j)(b) = (rh + b) tu
(j)
(
¯
b)− tu
(j+1)
(
¯
b) + tu
(0)
(b)S(0,j)(a, b). (2.15c)
The evolution of S(i,j)(a, b) can be constructed from (2.14) by left-multiplying row vector
ts(bIN ′ +L)
jC and using (2.2c), which reads
(pn + b)S˜
(i,j)(a, b˜)− S˜(i,j+1)(a, b˜)
= (pn − a˜)S
(i,j)(a˜, b) + S(i+1,j)(a˜, b)− S˜(i,0)(a, b)S(0,j)(a, b),(2.16a)
(qm + b)Ŝ
(i,j)(a,
ˆ
b) − Ŝ(i,j+1)(a,
ˆ
b)
= (qm − â)S
(i,j)(â, b) + S(i+1,j)(â, b)− Ŝ(i,0)(a, b)S(0,j)(a, b),(2.16b)
(rh + b)S
(i,j)
(a,
¯
b)− S
(i,j+1)
(a,
¯
b)
= (rh − a)S
(i,j)(a, b) + S(i+1,j)(a, b)− S
(i,0)
(a, b)S(0,j)(a, b).(2.16c)
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System (2.16) can also be derived from (2.15a), (2.15b) and (2.15c) by, respectively, right-
multiplying column vectors C(a˜IN +K)
ir˜, C(âIN +K)
ir̂ and C(aIN +K)
ir.
2.3 Closed form lattice equations
From relation (2.16), several non-autonomous lattice equations can be constructed. To get them
we introduce the following variables
S(i,j) = S(i,j)(0, 0), u = S(0,0), v = 1− S(−1,0), w = 1− S(0,−1), (2.17a)
va = 1− S
(−1,0)(a, 0), wb = 1− S
(0,−1)(0, b), sa,b = S
(−1,−1)(a, b), (2.17b)
sa = a− S
(−1,1)(a, 0), tb = S
(1,−1)(0, b) − b. (2.17c)
Following the autonomous case [5,6], we will see in the following non-autonomous lpKP equation
with the dependent variable u, non-autonomous lpmKP equation with the dependent variable
v or w, non-autonomous lKP-NQC equation with the dependent variable sa,b where a, b are
constants, and non-autonomous lSKP equation with a new dependent variable z, which is related
to S(−1,−1) through a simple transformation. The non-autonomous asymmetric lpmKP equation
appears with dependent variables vpn−1 (or vqm−1 or vrh−1) or w−pn (or w−qm or w−rh).
2.3.1 Non-autonomous lpKP equation
When i = j = 0 and a = b = 0, (2.16) gives rise to
pnu˜− S˜
(0,1) = pnu+ S
(1,0) − u˜u, (2.18a)
qmû− Ŝ
(0,1) = qmu+ S
(1,0) − ûu, (2.18b)
rhu− S
(0,1)
= rhu+ S
(1,0) − uu. (2.18c)
Eliminating S(0,1) and S(1,0) in (2.18), we get the non-autonomous lpKP equation
(pn − u˜)(qm − rh + u˜− ̂˜u) + (qm − û)(rh − pn + ̂˜u− û) + (rh − u)(pn − qm + û− u˜) = 0.(2.19)
By recombining (2.19), two equivalent forms can be derived as
(pn + û)(qm − rh + u− û) + (qm + u˜)(rh − pn + u˜− u) + (rh + ̂˜u)(pn − qm + û− u˜) = 0,(2.20)
and
(pn − rh + u− u˜)
̂
pn − rh + u− u˜
=
(qm − rh + u− û)
˜
qm − rh + u− û
=
(pn − qm + û− u˜)
pn − qm + û− u˜
. (2.21)
2.3.2 Non-autonomous lpmKP equation and asymmetric equation
According to two different values i = −1, j = 0 and i = 0, j = −1, two non-autonomous lpmKP
equations can be constructed, corresponding to dependent variables v and w, respectively. In the
following, we will directly consider the evolutions of va and wb. The advantage is that one can
construct the non-autonomous asymmetric lpmKP equation easily. The two non-autonomous
lpmKP equations will be derived from equations of va and wb by taking a = b = 0.
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Equation-I:
Taking i = −1, j = 0 and b = 0 in (2.16) and noting that definition (2.17), we have
s˜a = (pn + u)v˜a − (pn − a˜)va˜, (2.22a)
ŝa = (qm + u)v̂a − (qm − â)vâ, (2.22b)
sa = (rh + u)va − (rh − a)va. (2.22c)
By removing sa, we obtain the following system
pn − qm + û− u˜ =
(pn − ̂˜a)v̂a˜ − (qm − ̂˜a)v˜â̂˜va , (2.23a)
rh − pn + u˜− u =
(rh − a˜)v˜a − (pn − a˜)va˜
v˜a
, (2.23b)
qm − rh + u− û =
(qm − â)vâ − (rh − â)v̂a
v̂a
. (2.23c)
Adding the above three relations, we get
(pn − ̂˜a)v̂a˜ − (qm − ̂˜a)v˜â̂˜va +
(rh − a˜)v˜a − (pn − a˜)va˜
v˜a
+
(qm − â)vâ − (rh − â)v̂a
v̂a
= 0. (2.24)
Substituting (2.23) into (2.21), we can obtain an equivalent form of (2.24). Note that when
a = 0, (2.24) yields the non-autonomous lpmKP equation, i.e.
pnv̂ − qmv˜̂˜v +
rhv˜ − pnv
v˜
+
qmv − rhv̂
v̂
= 0. (2.25)
In this case, system (2.23) with a = 0 supplies the Miura transformation between non-autonomous
lpKP equation (2.19) and non-autonomous lpmKP equation (2.25).
It is remarkable to note that the non-autonomous asymmetric lpmKP equation can be ob-
tained from (2.24) by setting a = pn−1, which is given by
(pn − qm)v˜pn−1̂˜vpn−1 +
(rh − pn)v˜pn−1
v˜pn−1
+
(qm − pn−1)vpn−1 − (rh − pn−1)v̂pn−1
v̂pn−1
= 0, (2.26)
where vpn−1 is the dependent variable. In a similar fashion, by assuming a = qm−1 or a = rh−1,
the corresponding non-autonomous asymmetric lpmKP equation can be derived
(pn − qm)v̂qm−1̂˜vqm−1 +
(rh − qm−1)v˜qm−1 − (pn − qm−1)vqm−1
v˜qm−1
+
(qm − rh)v̂qm−1
v̂qm−1
= 0, (2.27)
or
(pn − rh−1)v̂rh−1 − (qm − rh−1)v˜rh−1̂˜vrh−1 +
(rh − pn)vrh−1
v˜rh−1
+
(qm − rh)vrh−1
v̂rh−1
= 0. (2.28)
Equation-II:
7
Analogue to the earlier analysis, system (2.16) with i = 0, j = −1 and a = 0 leads to
tb = −(pn + b)w˜
˜
b + (pn − u˜)wb, (2.29a)
tb = −(qm + b)ŵ
ˆ
b + (qm − û)wb, (2.29b)
tb = −(rh + b)w
¯
b + (rh − u)wb. (2.29c)
Comparing the three relations in (2.29), we get
pn − qm + û− u˜ =
(pn + b)w˜
˜
b − (qm + b)ŵ
ˆ
b
wb
, (2.30a)
rh − pn + u˜− u =
(rh + b)w
¯
b − (pn + b)w˜
˜
b
wb
, (2.30b)
qm − rh + u− û =
(qm + b)ŵ
ˆ
b − (rh + b)w
¯
b
wb
. (2.30c)
Taking (2.30) into (2.21) gives rise to
1
ŵb
((pn + b)w˜
˜
b − (rh + b)w
¯
b)̂
(pn + b)w˜
˜
b − (rh + b)w
¯
b
=
1
w˜b
((qm + b)ŵ
ˆ
b − (rh + b)w
¯
b)˜
(qm + b)ŵ
ˆ
b − (rh + b)w
¯
b
=
1
wb
((pn + b)w˜
˜
b − (qm + b)ŵ
ˆ
b)
(pn + b)w˜
˜
b − (qm + b)ŵ
ˆ
b
. (2.31)
When b = 0, (2.31) leads to one more non-autonomous lpmKP equation
1
ŵ
(pnw˜ − rhw)̂
pnw˜ − rhw
=
1
w˜
(qmŵ − rhw)˜
qmŵ − rhw
=
1
w
(pnw˜ − qmŵ)
pnw˜ − qmŵ
. (2.32)
Likewise, system (2.30) with b = 0 provides the Miura transformation between non-autonomous
lpKP equation (2.19) and non-autonomous lpmKP equation (2.32). If we suppose b = −pn
or b = −qm or b = −rh, then the non-autonomous asymmetric lpmKP equation can also be
described as
ŵ−pnw˜−pn
ŵ−pnw−pn
=
((qm − pn)ŵ−pn − (rh − pn)w−pn)˜
(qm − pn)ŵ−pn − (rh − pn)w−pn
, (2.33)
or
w˜−qmŵ−qm
w˜−qmw−qm
=
((pn − qm)w˜−qm − (rh − qm)w−qm)̂
(pn − qm)w˜−qm − (rh − qm)w−qm
, (2.34)
or ̂˜w−rhw−rh
w˜−rhŵ−rh
=
((pn − rh)w˜−rh − (qm − rh)ŵ−rh)
(pn − rh)w˜−rh − (qm − rh)ŵ−rh
. (2.35)
2.3.3 Non-autonomous lKP-NQC equation and lSKP equation
Let us examine the equation related to sa,b. It is easy to know that (2.16) with i = j = −1 gives
rise to relation
1 + (pn − a˜)sa˜,b − (pn + b)s˜a,
˜
b = v˜awb, (2.36a)
1 + (qm − â)sâ,b − (qm + b)ŝa,
ˆ
b = v̂awb, (2.36b)
1 + (rh − a)sa,b − (rh + b)sa,
¯
b = vawb. (2.36c)
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By the identity
(v˜awb)
̂
(v˜awb)
=
(v̂awb)
˜
(vawb)˜
×
(vawb)
̂
(v̂awb)
, (2.37)
we arrive at
(1 + (pn − a˜)sa˜,b − (pn + b)s˜a,
˜
b)
̂
(1 + (pn − a˜)sa˜,b − (pn + b)s˜a,
˜
b)
=
(1 + (qm − â)sâ,b − (qm + b)ŝa,
ˆ
b)
˜
(1 + (rh − a)sa,b − (rh + b)sa,
¯
b)˜
×
(1 + (rh − a)sa,b − (rh + b)sa,
¯
b)
̂
(1 + (qm − â)sâ,b − (qm + b)ŝa,
ˆ
b)
. (2.38)
When a, b are complex constants, we can reduce (2.38) to the so-called non-autonomous lKP-
NQC equation, i.e.
(1 + (pn − a)sa,b − (pn + b)s˜a,b)
̂
(1 + (pn − a)sa,b − (pn + b)s˜a,b)
=
(1 + (qm − a)sa,b − (qm + b)ŝa,b)
˜
(1 + (rh − a)sa,b − (rh + b)sa,b)˜
×
(1 + (rh − a)sa,b − (rh + b)sa,b)
̂
(1 + (qm − a)sa,b − (qm + b)ŝa,b)
. (2.39)
By setting a = b = 0 and defining
z = S(−1,−1) −
( n−1∑
i=n0
1
pi
+
m−1∑
j=m0
1
qj
+
h−1∑
l=h0
1
hl
+ z0
)
, z0 ∈ C, (2.40)
(2.39) leads to
(ẑ − ̂˜z)(z˜ − z˜)(z − ẑ)
(z˜ − ̂˜z)(z − z˜)(ẑ − ẑ) = 1, (2.41)
which is the non-autonomous lSKP equation.
It is worthy noting that (2.38) is a general equation, from which all the rest equations
obtained above can be deduced by a direct choice of parameters.
2.4 Non-autonomous blKP equation
To construct the non-autonomous blKP equation, we consider the following τ -function
τ = |IN +MC| = |IN ′ +CM |. (2.42)
The latter identity is a consequence of the general Weinstein-Aronszajn formula. Now we discuss
the evolution of function τ . Taking ˜-shift on (2.42) and noting that (2.5) and (2.2c), we have
τ˜ = |IN + M˜C| = |IN +MC||IN +
1
pn
(IN +MC)
−1
r t˜sC|
= τ(1 +
1
pn
t˜sC(IN +MC)
−1
r)
= τ(1− ts(−pnIN ′ +L)
−1
C(IN +MC)
−1
r)
= τw−pn . (2.43)
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In a similar way, taking ˜-shift on (2.42) and noting that (2.5) and (2.2b), we can get τ˜ = τvpn−1 .
Therefore, we find
τ˜
τ
= w−pn =
1
v˜pn−1
. (2.44)
Based on this relation, (2.23a) with a = pn−1 or (2.30a) with b = −pn yields
pn − qm + û− u˜ = (pn − qm)
̂˜ττ
τ˜ τ̂
. (2.45a)
In terms of the symmetric property of (pn,˜), (qm,̂) and (rh, ), we also get
qm − rh + u− û = (qm − rh)
τ̂ τ
τ τ̂
, (2.45b)
rh − pn + u˜− u = (rh − pn)
τ˜ τ
τ τ˜
. (2.45c)
System (2.45) gives rise to the non-autonomous blKP equation, which reads
(pn − qm)̂˜ττ + (qm − rh)τ̂ τ˜ + (rh − pn)τ˜ τ̂ = 0. (2.46)
Obviously, (2.45) can be referred to as Miura transformation between non-autonomous lpKP
equation (2.19) and non-autonomous blKP equation (2.46). In terms of relation (2.44) together
with its (qm,̂) and (rh, ) counterparts, we know that equation (2.46) can be understood as the
potential equation for the non-autonomous asymmetric lpmKP equation.
Up to now, we have constructed all the non-autonomous lattice KP-type equations by using
generalized Cauchy matrix approach. In the next part, we will identify these non-autonomous
lattice equations by introducing simple point transformations.
2.5 Deformation
In this subsection, we discuss the non-autonomous lattice KP-type equations obtained in sub-
sections 2.3 and 2.4 by means of simple point transformations, where lattice parameters are
absorbed in the deformed equations. In order to compare the non-autonomous case with the
autonomous case, we give the autonomous lattice KP-type equations in Appendix A. We will
find that both of these two types of equation can be described in the same form. The form is
formal, which not means these two types of equations can be converted with each other.
Non-autonomous lpKP equation :
Through transformation
u = x+
( n−1∑
i=n0
pi +
m−1∑
j=m0
qj +
h−1∑
l=h0
rl + x0
)
, x0 ∈ C, (2.47)
equation (2.19) yields
x˜(̂˜x− x˜) + x̂(x̂− ̂˜x) + x(x˜− x̂) = 0. (2.48)
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Non-autonomous lpmKP equation and asymmetric equation:
For non-autonomous lpmKP equation (2.25), we consider point transformation
v = y
( n−1∏
i=n0
pi
)( m−1∏
j=m0
qj
)( h−1∏
l=h0
rl
)
y0, y0 ∈ C, (2.49)
under which equation (2.25) yields
ŷ − y˜̂˜y +
y˜ − y
y˜
+
y − ŷ
ŷ
= 0. (2.50)
Similarly, for non-autonomous lpmKP equation (2.32), we have
1
ŷ′
(y˜′ − y′)̂
y˜′ − y′
=
1
y˜′
(ŷ′ − y′)˜
ŷ′ − y′
=
1
y′
(y˜′ − ŷ′)
y˜′ − ŷ′
, (2.51)
where variable y′ is defined by
w = y′
( n−1∏
i=n0
1
pi
)( m−1∏
j=m0
1
qj
)( h−1∏
l=h0
1
rl
)
y′0, y
′
0 ∈ C. (2.52)
The transformations
vpn−1 = ξ
( m−1∏
j=m0
(pn−1 − qj)
)( h−1∏
l=h0
(rl − pn−1)
)
ξ0, ξ0 ∈ C, (2.53)
and
w−pn = η
( m−1∏
j=m0
1
(qj − pn)
)( h−1∏
l=h0
1
(rl − pn)
)
η0, η0 ∈ C (2.54)
convert, respectively, the non-autonomous asymmetric lpmKP equations (2.26) and (2.33) into
ξ˜̂˜
ξ
+
ξ˜
ξ˜
−
ξ̂ + ξ
ξ̂
= 0, (2.55)
and
η̂η˜
η̂η
=
̂˜η − η˜
η̂ − η
. (2.56)
Similar analysis can also be done to equations (2.27), (2.28), (2.34) and (2.35).
Non-autonomous lKP-NQC equation :
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In the construction of non-autonomous lSKP equation (2.41), we assume a = b = 0 in (2.39).
Now for complex constants a, b with a 6= 0 or b 6= 0, we can make transformation
sa,b = z
′
n−1∏
i=n0
(
pi − a
pi + b
) m−1∏
j=m0
(
qj − a
qj + b
) h−1∏
l=h0
(
rl − a
rl + b
)
z′0 +
1
a+ b
, z′0 ∈ C, (2.57)
under which non-autonomous lKP-NQC equation (2.39) yields
(ẑ′ −
̂˜
z′)(z˜′ − z˜′)(z′ − ẑ′)
(z˜′ −
̂˜
z′)(z′ − z˜′)(ẑ′ − ẑ′)
= 1. (2.58)
It should be noted that this equation has the same form with (2.41).
Non-autonomous blKP equation :
For non-autonomous blKP equation (2.46), we consider a new variable σ defined by
σ = τ
( n−1∏
i=n0
m−1∏
j=m0
(pi − qj)
)( m−1∏
j=m0
h−1∏
l=h0
(qj − rl)
)( h−1∏
l=h0
n−1∏
i=n0
(rl − pi)
)
σ0, σ0 ∈ C. (2.59)
Then by direct calculation we know (2.46) becomes
̂˜σσ + σ̂σ˜ + σ˜σ̂ = 0. (2.60)
3 Explicit solutions of DES (2.2)
According to the analysis of section 2, we know that all the non-autonomous lattice KP-type
equations are given by scalar function S(i,j)(a, b) = ts(bIN ′ +L)
jC(IN +MC)
−1(aIN +K)
ir
and τ -function τ = |IN +MC|, where
ts, r, M , K and L are defined by DES (2.2). Therefore,
for deriving exact solutions to the non-autonomous lattice KP-type equations, we just need to
solve the DES (2.2). In terms of the invariance of S(i,j)(a, b) (τ -function is also invariant) and
the covariance of the DES (2.2) under transformations (2.10) and (2.11) (see Subsec. 2.2.2),
here we turn to solve the canonical equation set
ΓM +MΛ = r ts, (3.1a)
pnr˜ = (pnIN + Γ)r, qmr̂ = (qmIN + Γ)r, rhr = (rhIN + Γ)r, (3.1b)
t˜s(pnIN ′ −Λ) = pn
t
s, t̂s(qmIN ′ −Λ) = qm
t
s, ts(rhIN ′ −Λ) = rh
t
s, (3.1c)
where Γ and Λ are N ×N and N ′ ×N ′ matrices in canonical form, respectively. In canonical
DES (3.1), evolution equations (3.1b) and (3.1c) are always used to determine discrete plain
wave factor vectors r, ts and Sylvester equation (3.1a) is always used to define matrix M . By
the assumptions of K and L in (2.2), we know here E(Γ)
⋂
E(−Λ) = ∅, sIN ±Γ and sIN ′ ±Λ
are invertible for s = 0, pn, qm, rh, a, b. In virtue of the canonical structures of both Γ and Λ,
it is possible to give a complete classification for the solutions. The solving procedure of the
Sylvester equation (3.1a) has been given in detail in Ref. [6], where matrix M was factorized as
M = FGH (see also continue case [22]). Here we just list some main results. The most general
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solution of the DES (3.1) can be obtained when Γ and Λ are taken as (for notations, one can
see Appendix B)
Γ = Diag
(
Γ
[N1]
D ({ki}
N1
1 ),Γ
[N2]
J (kN1+1),Γ
[N3]
J (kN1+2), · · · ,Γ
[Ns]
J (kN1+(s−1))
)
, (3.2a)
Λ = Diag
(
Λ
[N1’]
D ({κj}
N ′1
1 ),Λ
[N2’]
J (κN ′1+1),Λ
[N3’]
J (κN ′1+2), · · · ,Λ
[Ns’]
J (κN ′1+(s−1))
)
. (3.2b)
Then from (3.1) we have solutions
r =


r
[N1]
D ({ki}
N1
1 )
r
[N2]
J (kN1+1)
r
[N3]
J (kN1+2)
...
r
[Ns]
J (kN1+(s−1))

 ,
t
s =


ts
[N1’]
D ({κj}
N ′1
1 )
T
ts
[N2’]
J (κN ′1+1)
T
ts
[N3’]
J (κN ′1+2)
T
...
ts
[Ns’]
J (κN ′1+(s−1))
T


T
, (3.3)
and M = FGH, where
F = Diag
(
Γ
[N1]
D ({ρi}
N1
1 ),T
[N2](kN1+1),T
[N3](kN1+2), · · · ,T
[Ns](kN1+(s−1))
)
, (3.4)
H = Diag
(
Λ
[N1’]
D ({̺j}
N ′1
1 ),H
[N2 ’](κN ′1+1),H
[N3 ’](κN ′1+2), · · · ,H
[Ns’](κN ′1+(s−1))
)
, (3.5)
and G possesses block structure
G = (Gi,j)s×s, (3.6)
with
G1,1 = G
[N1;N1’]
DD ({ki}
N1
1 ; {κj}
N ′1
1 ), (3.7a)
G1,j = G
[N1;Nj ’]
DJ ({ki}
N1
1 ;κN ′1+j−1), (1 < j ≤ s), (3.7b)
Gi,1 = G
[Ni;N1’]
JD (kN1+i−1; {κj}
N ′1
1 ), (1 < i ≤ s), (3.7c)
Gi,j = G
[Ni;Nj ’]
JJ (kN1+i−1;κN ′1+j−1), (1 < i, j ≤ s). (3.7d)
The corresponding solution is called mixed solution.
Some special solutions can be derived from the mixed solution by setting order. For example,
when N1 = N and N
′
1 = N
′ with Ni = N
′
j = 0(i, j = 2, 3, . . . , s), the corresponding solution can
be described as
r = r[N]D ({ki}
N
1 ),
t
s = ts[N’]D ({κj}
N ′
1 ), (3.8)
and
M = FGH =
( ρi̺j
ki + κj
)
N×N ′
, (3.9a)
where
F = Γ[N]D ({ρi}
N
1 ), G = G
[N;N’]
DD ({ki}
N
1 ; {κj}
N ′
1 ), H = Λ
[N’]
D ({̺j}
N ′
1 ). (3.9b)
This leads to the multi-soliton solutions. When N2 = N and N
′
2 = N
′ with Ni = N
′
j = 0(i, j =
1, 3, . . . , s), the corresponding solution is given by
r = r[N]J (kN1+1),
t
s = ts[N’]J (κN ′1+1), (3.10)
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and
M = FGH, (3.11a)
where
F = T [N](kN1+1), G = G
[N;N’]
JJ (kN1+1;κN ′1+1), H = H
[N’](κN ′1+1). (3.11b)
This is called Jordan-block solutions or multi-pole solutions, which can be derived from multi-
soliton solutions through limit procedure. Since we need Γ and Λ to satisfy invertible conditions,
eigenvalues of Γ and Λ can not be zero. Therefore here we can not obtain rational solutions.
4 Lax representation
The Lax pair for Hirota’s DAGTE (Discrete analogue of a generalized Toda equation, which is
equivalent to autonomous blKP equation by independent variable transformation) was firstly
given by Hirota in Ref. [1]. Subsequently, Wiersma and Capel [23] discussed the Lax representa-
tion of autonomous lpKP equation by DL method. In this section, we will make use of a similar
method in Ref. [23] to systematically construct the Lax representation of the non-autonomous
lattice KP-type equations with the help of evolutions (2.14) and (2.15). For convenience, we
introduce operators Ti (i = 1, 2, 3), which are defined by T1f = f˜ , T2f = f̂ and T3f = f . Their
inverse are shown by T−11 f =
˜
f , T−12 f =
ˆ
f and T−13 f =
¯
f . Notations (u(i)(a))0 and (
tu(j)(b))0
indicate the first component of vectors u(i)(a) and tu(j)(b), respectively. In addition, we also
denote u(i)(0) = u(i) and tu(j)(0) = tu(j).
Non-autonomous lpKP equation and blKP equation:
The first component of system (2.14) with i = 0 and a = 0 yields
pnT1(u
(0))0 = pn(u
(0))0 + (u
(1))0 − u˜(u
(0))0, (4.1a)
qmT2(u
(0))0 = qm(u
(0))0 + (u
(1))0 − û(u
(0))0, (4.1b)
rhT3(u
(0))0 = rh(u
(0))0 + (u
(1))0 − u(u
(0))0. (4.1c)
Eliminating (u(1))0, we get a linear system
(pnT1 − qmT2)(u
(0))0 = φ3(u
(0))0, φ3 = (pn − qm + û− u˜), (4.2a)
(qmT2 − rhT3)(u
(0))0 = φ1(u
(0))0, φ1 = (qm − rh + u− û), (4.2b)
(rhT3 − pnT1)(u
(0))0 = φ2(u
(0))0, φ2 = (rh − pn + u˜− u), (4.2c)
where (u(0))0 can be referred to as the potential function. The compatibility condition of (4.2)
leads to
T1φ1
φ1
=
T2φ2
φ2
=
T3φ3
φ3
, (4.3)
which is the non-autonomous lpKP equation (2.21). In fact, rh ∗ T3(4.2a) + pn ∗ T1(4.2b) + qm ∗
T2(4.2c) gives rise to
(T3φ3)(rhT3(u
(0))0) + (T1φ1)(pnT1(u
(0))0) + (T2φ2)(qmT2(u
(0))0) = 0. (4.4)
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Removing rhT3(u
(0))0 and qmT2(u
(0))0 by (4.2c) and (4.2a), we have
pn(T1φ1 + T2φ2 + T3φ3)T1(u
(0))0 +
(
(T3φ3)φ2 − (T2φ2)φ3)
)
(u(0))0 = 0. (4.5)
Noting that T1φ1 + T2φ2 + T3φ3 = 0, we get (T3φ3)φ2 − (T2φ2)φ3 = 0, i.e.,
T2φ2
φ2
= T3φ3
φ3
. In a
similar fashion, if we remove rhT3(u
(0))0 and pnT1(u
(0))0 by (4.2b) and (4.2a) or pnT1(u
(0))0 and
qmT2(u
(0))0 by (4.2c) and (4.2b), we can also have
T1φ1
φ1
= T3φ3
φ3
or T1φ1
φ1
= T2φ2
φ2
. Thus (4.3) holds.
This means linear system (4.2) can be viewed as the Lax representation of the non-autonomous
lpKP equation.
Focusing on system (2.15) with j = 0 and b = 0, we can obtain another Lax representation
for the non-autonomous lpKP equation, which is described as
(pnT2 − qmT1)(
t
u
(0))0 = φ3T1T2(
t
u
(0))0, (4.6a)
(qmT3 − rhT2)(
t
u
(0))0 = φ1T2T3(
t
u
(0))0, (4.6b)
(rhT1 − pnT3)(
t
u
(0))0 = φ2T1T3(
t
u
(0))0, (4.6c)
where ( tu(0))0 is the potential function and φi (i = 1, 2, 3) are defined by (4.2).
Thanks to the relations (2.23), (2.30) and (2.45), (u(0))0 and (
tu(0))0 can always be viewed
as the potential functions to construct the Lax representations of non-autonomous lpmKP equa-
tion, non-autonomous asymmetric lpmKP equation and non-autonomous blKP equation. For
example, for the non-autonomous blKP equation (2.46), the corresponding Lax representations
can be described as
(pnT1 − qmT2)(u
(0))0 = ̟3(u
(0))0, ̟3 = (pn − qm)
̂˜ττ
τ˜ τ̂
, (4.7a)
(qmT2 − rhT3)(u
(0))0 = ̟1(u
(0))0, ̟1 = (qm − rh)
τ̂ τ
τ τ̂
, (4.7b)
(rhT3 − pnT1)(u
(0))0 = ̟2(u
(0))0, ̟2 = (rh − pn)
τ˜ τ
τ τ˜
, (4.7c)
or
(pnT2 − qmT1)(
t
u
(0))0 = ̟3T1T2(
t
u
(0))0, (4.8a)
(qmT3 − rhT2)(
t
u
(0))0 = ̟1T2T3(
t
u
(0))0, (4.8b)
(rhT1 − pnT3)(
t
u
(0))0 = ̟2T1T3(
t
u
(0))0. (4.8c)
In the following, we will consider another Lax representations of non-autonomous lpmKP
equation and non-autonomous asymmetric lpmKP equation. The proofs are similar to the non-
autonomous lpKP case, which are omitted here.
Non-autonomous lpmKP-I equation and asymmetric equation:
We consider potential function
(
u(−1)/v
)
0
. It is easy to know that (2.14) with a = 0 and
15
i = −1 implies
pnT1
(
u(−1)
v
)
0
=
pnv
v˜
(
u(−1)
v
)
0
+ (u(0))0, (4.9a)
qmT2
(
u(−1)
v
)
0
=
qmv
v̂
(
u(−1)
v
)
0
+ (u(0))0, (4.9b)
rhT3
(
u(−1)
v
)
0
=
rhv
v
(
u(−1)
v
)
0
+ (u(0))0. (4.9c)
By removing (u(0))0, we get a linear system
(pnT1 − qmT2)
(
u(−1)
v
)
0
= ϕ3
(
u(−1)
v
)
0
, ϕ3 =
(
pn
v˜
−
qm
v̂
)
v, (4.10a)
(qmT2 − rhT3)
(
u(−1)
v
)
0
= ϕ1
(
u(−1)
v
)
0
, ϕ1 =
(
qm
v̂
−
rh
v
)
v, (4.10b)
(rhT3 − pnT1)
(
u(−1)
v
)
0
= ϕ2
(
u(−1)
v
)
0
, ϕ2 =
(
rh
v
−
pn
v˜
)
v, (4.10c)
which is one more Lax representation of the non-autonomous lpmKP equation (2.25).
For non-autonomous asymmetric lpmKP equation (2.26), we can take a = pn−1 and i = −1
in (2.14) and remove (u(0))0 and finally arrive at
(pnT1 − qmT2)
(
u(−1)(pn−1)
vpn−1
)
0
= ψ3
(
u(−1)(pn−1)
vpn−1
)
0
, (4.11a)
(qmT2 − rhT3)
(
u(−1)(pn−1)
vpn−1
)
0
= ψ1
(
u(−1)(pn−1)
vpn−1
)
0
, (4.11b)
(rhT3 − pnT1)
(
u(−1)(pn−1)
vpn−1
)
0
= ψ2
(
u(−1)(pn−1)
vpn−1
)
0
, (4.11c)
where
ψ1 =
(
qm − pn−1
v̂pn−1
−
rh − pn−1
vpn−1
)
vpn−1 , ψ2 =
(rh − pn−1)vpn−1
vpn−1
, ψ3 = −
(qm − pn−1)vpn−1
v̂pn−1
,
and (u(−1)(pn−1)/vpn−1)0 is the potential function.
Non-autonomous lpmKP-II equation and asymmetric equation:
Similar as before, the Lax representation for the non-autonomous lpmKP-II equation (2.32)
can also be obtained by taking j = −1 and b = 0 in (2.15) and eliminating ( tu(0))0, which reads
(pn−1T
−1
1 − qm−1T
−1
2 )
(
tu(−1)
w
)
0
= χ3
(
tu(−1)
w
)
0
, χ3 =
(
pn−1
w˜ −
qm−1
ˆ
w
)
w, (4.12a)
(qm−1T
−1
2 − rh−1T
−1
3 )
(
tu(−1)
w
)
0
= χ1
(
tu(−1)
w
)
0
, χ1 =
(
qm−1
ˆ
w
−
rh−1
¯
w
)
w, (4.12b)
(rh−1T
−1
3 − pn−1T
−1
1 )
(
tu(−1)
w
)
0
= χ2
(
tu(−1)
w
)
0
, χ2 =
(
rh−1
¯
w
−
pn−1
w˜
)
w, (4.12c)
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where ( tu(−1)/w)0 is the potential function. Analogue as aforementioned, the Lax representation
for the non-autonomous asymmetric lpmKP equation (2.33) can also be derived
(pn−1T
−1
1 − qm−1T
−1
2 )
(
tu(−1)(−pn)
w−pn
)
0
= ς3
(
tu(−1)(−pn)
w−pn
)
0
, (4.13a)
(qm−1T
−1
2 − rh−1T
−1
3 )
(
tu(−1)(−pn)
w−pn
)
0
= ς1
(
tu(−1)(−pn)
w−pn
)
0
, (4.13b)
(rh−1T
−1
3 − pn−1T
−1
1 )
(
tu(−1)(−pn)
w−pn
)
0
= ς2
(
tu(−1)(−pn)
w−pn
)
0
, (4.13c)
where
ς1 =
(
qm−1 − pn
ˆ
w−pn
−
rh−1 − pn
¯
w−pn
)
w−pn , ς2 =
rh−1 − pn
¯
w−pn
w−pn , ς3 = −
qm−1 − pn
ˆ
w−pn
w−pn ,
and the potential function is ( tu(−1)(−pn)/w−pn)0.
Conclusion
The study of non-autonomous discrete equation is always an interesting topic in discrete inte-
grable system. Comparing with autonomous discrete equation, non-autonomous discrete equa-
tion can be understood as an equation with variable coefficients. The main difference between
autonomous case and non-autonomous case focus on the following aspects:
spacing parameters : (p, q, r) → (pn, qm, rh),
linear function : pn+ qm+ rh →
∑n−1
i=n0
pi +
∑m−1
j=m0
qj +
∑h−1
l=h0
rl,
discrete exponential function : (p+a
p−b
)n( q+a
q−b
)m( r+a
r−b
)h →
∏n−1
i=n0
(pi+a
pi−b
)
∏m−1
j=m0
(
qj+a
qj−b
)
∏h−1
l=h0
( rl+a
rl−b
).
Since both of these two types of equations can be described in the same form through point
transformation (see also Subsec.2.5 and Appendix A), they should have many similar proper-
ties, such as multi-dimensional consistency. A extreme important point of the non-autonomous
discrete equation is that it is usually used to reduce discrete Painleve´ equation, which is always
the non-autonomous ordinary difference equation.
In this paper we investigate the non-autonomous lattice KP-type equations in terms of gen-
eralized Cauchy matrix approach with the DES (2.2) to be the starting point. By introducing
scalar function S(i,j)(a, b) = ts(bIN ′ +L)
jC(IN +MC)
−1(aIN +K)
ir and considering its dy-
namical properties, several non-autonomous lattice KP-type equations are obtained, including
non-autonomous lpKP equation, non-autonomous lpmKP equation, non-autonomous asymmet-
ric lpmKP equation, non-autonomous lSKP equation and non-autonomous lKP-NQC equation.
The non-autonomous blKP equation is derived by introducing τ -function τ = |IN + MC|.
Through point transformations all the obtained equations are transformed into simplified forms.
For the purpose of finding exact solutions of the DES (2.2), we consider the canonical forms Γ
and Λ of matrices K and L and introduce transformation (2.11) to simplify it. As a result, the
most general solution of the canonical DES is obtained when Γ and Λ are taken the general
form (diagonal-Jordan block combination). The multi-soliton solutions and the multi-pole solu-
tions are also constructed as special cases. With the help of the dynamical properties of vector
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functions u(i)(a) and tu(j)(b), we construct Lax representations for the non-autonomous lattice
KP-type equations. According to different choice of the potential functions, several expressions
have been revealed.
We hope the results given in present paper will be useful to study the discrete Painleve´
equation.
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A Autonomous discrete KP equations
The list of autonomous discrete KP equations are
lpKP equation : (p− u˜)(q − r + u˜− ̂˜u) + (q − û)(r − p+ ̂˜u− û)
+ (r − u)(p − q + û− u˜) = 0, (1.1a)
lpmKP-I equation :
pv̂ − qv˜̂˜v +
rv˜ − pv
v˜
+
qv − rv̂
v̂
= 0, (1.1b)
lpmKP-II equation :
1
ŵ
(pw˜ − rw)̂
pw˜ − rw
=
1
w˜
(qŵ − rw)˜
qŵ − rw
=
1
w
(pw˜ − qŵ)
pw˜ − qŵ
, (1.1c)
asymmetric lpmKP-I equation :
(p− q)v˜p̂˜vp +
(r − p)v˜p
v˜p
+
(q − p)vp − (r − p)v̂p
v̂p
= 0, (1.1d)
asymmetric lpmKP-II equation :
ŵ−pw˜−p
ŵ−pw−p
=
((q − p)ŵ−p − (r − p)w−p)˜
(q − p)ŵ−p − (r − p)w−p
, (1.1e)
lKP-NQC equation :
(1 + (p− a)sa,b − (p+ b)s˜a,b)
̂
(1 + (p− a)sa,b − (p+ b)s˜a,b)
=
(1 + (q − a)sa,b − (q + b)ŝa,b)
˜
(1 + (r − a)sa,b − (r + b)sa,b)˜
×
(1 + (r − a)sa,b − (r + b)sa,b)
̂
(1 + (q − a)sa,b − (q + b)ŝa,b)
, (1.1f)
blKP equation : (p− q)̂˜ττ + (q − r)τ̂ τ˜ + (r − p)τ˜ τ̂ = 0. (1.1g)
where lattice parameters p, q, r are complex constants.
18
For equations in list (1.1), we consider transformations
u = x+ pn+ qm+ rh+ x0, (1.2a)
v = ypnqmrhy0, (1.2b)
w = y′p−nq−mr−hy′0, (1.2c)
vp = ξ(p− q)
m(r − p)h ξ0, (1.2d)
w−p = η(q − p)
−m(r − p)−h η0, (1.2e)
sa,b = z
′
(
p− a
p+ b
)n(q − a
q + b
)m(r − a
r + b
)h
z′0 +
1
a+ b
, (1.2f)
σ = τ(p− q)−nm(q − r)−mh(r − p)−nhσ0, (1.2g)
where x0, y0, y
′
0, ξ0, η0, z
′
0, σ0 are constants.
Under transformations (1.2), autonomous discrete KP equations (1.1) yield deformed equa-
tions
lpKP equation : x˜(̂˜x− x˜) + x̂(x̂− ̂˜x) + x(x˜− x̂) = 0, (1.3a)
lpmKP-I equation :
ŷ − y˜̂˜y +
y˜ − y
y˜
+
y − ŷ
ŷ
= 0, (1.3b)
lpmKP-II equation :
1
ŷ′
(y˜′ − y′)̂
y˜′ − y′
=
1
y˜′
(ŷ′ − y′)˜
ŷ′ − y′
=
1
y′
(y˜′ − ŷ′)
y˜′ − ŷ′
, (1.3c)
asymmetric lpmKP-I equation :
ξ˜̂˜
ξ
+
ξ˜
ξ˜
−
ξ̂ + ξ
ξ̂
= 0, (1.3d)
asymmetric lpmKP-II equation :
η̂η˜
η̂η
=
̂˜η − η˜
η̂ − η
, (1.3e)
lKP-NQC equation :
(ẑ′ −
̂˜
z′)(z˜′ − z˜′)(z′ − ẑ′)
(z˜′ −
̂˜
z′)(z′ − z˜′)(ẑ′ − ẑ′)
= 1, (1.3f)
blKP equation : ̂˜σσ + σ̂σ˜ + σ˜σ̂ = 0. (1.3g)
B List of notations
• Diagonal matrices:
Γ
[N]
D ({ki}
N
1 ) = Diag(k1, k2, . . . , kN ), (2.1a)
Λ
[N’]
D ({κj}
N ′
1 ) = Diag(κ1, κ2, · · · , κN ′), (2.1b)
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• Jordan block matrices:
Γ
[N]
J (a) =


a 0 0 · · · 0 0
1 a 0 · · · 0 0
0 1 a · · · 0 0
...
...
...
...
...
...
0 0 0 · · · 1 a


N×N
, (2.2a)
Λ
[N’]
J (b) =


b 0 0 · · · 0 0
1 b 0 · · · 0 0
0 1 b · · · 0 0
...
...
...
...
...
...
0 0 0 · · · 1 b


N ′×N ′
, (2.2b)
• Lower triangular Toeplitz matrix [24]:
T
[N](kµ) =


ρµ 0 0 · · · 0 0
∂kµρµ
1! ρµ 0 · · · 0 0
∂2
kµ
ρµ
2!
∂kµρµ
1! ρµ · · · 0 0
...
... · · ·
...
...
...
∂N−1
kµ
ρµ
(N−1)!
∂N−2
kµ
ρµ
(N−2)!
∂N−3
kµ
ρµ
(N−3)! · · ·
∂kµρµ
1! ρµ


N×N
, (2.3)
• Skew triangular Toeplitz matrix:
H
[N’](κν) =


∂N
′
−1
κν ̺ν
(N ′−1)! · · ·
∂2κν ̺ν
2!
∂κν ̺ν
1! ̺ν
∂N
′
−2
κν ̺ν
(N ′−2)! · · ·
∂κν ̺ν
1! ̺ν 0
∂N
′
−3
κν ̺ν
(N ′−3)! · · · ̺ν 0 0
...
...
...
...
...
̺ν · · · 0 0 0


N ′×N ′
, (2.4)
where ρµ and ̺ν are discrete exponential functions defined by
ρµ =
n−1∏
i=n0
(
1 +
kµ
pi
) m−1∏
j=m0
(
1 +
kµ
qj
) h−1∏
l=h0
(
1 +
kµ
rl
)
ρ(0)µ , ρ
(0)
µ ∈ C, (2.5a)
̺ν =
n−1∏
i=n0
(
1−
κν
pi
)
−1 m−1∏
j=m0
(
1−
κν
qj
)
−1 h−1∏
l=h0
(
1−
κν
rl
)
−1
̺(0)ν , ̺
(0)
ν ∈ C. (2.5b)
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Meanwhile, the following expressions need to be considered:
N -th vector: r[N]D ({kj}
N
1 ) = (ρ1, ρ2, · · · , ρN )
T, (2.6a)
N ′-th vector: ts[N’]D ({κj}
N ′
1 ) = (̺1, ̺2, · · · , ̺N ′), (2.6b)
N -th vector: r[N]J (k1) =
(
ρ1,
∂k1ρ1
1!
, · · · ,
∂N−1k1 ρ1
(N − 1)!
)T
, (2.6c)
N ′-th vector: ts[N’]J (κ1) =
( ∂N ′−1κ1 ̺1
(N ′ − 1)!
, · · · ,
∂κ1̺1
1!
, ̺1
)
, (2.6d)
N ×N ′ matrix : G[N;N’]DD ({ki}
N
1 ; {κj}
N ′
1 ) = (gi,j)N×N ′ , gi,j =
1
ki + κj
, (2.6e)
N1 ×N
′
2 matrix : G
[N1;N2’]
DJ ({ki}
N1
1 ; d) = (gi,j)N1×N ′2 , gi,j = −
( −1
ki + d
)j
, (2.6f)
N2 ×N
′
1 matrix : G
[N2;N1’]
JD (c; {κj}
N ′1
1 ) = (gi,j)N2×N ′1 , gi,j = −
( −1
c+ κj
)i
, (2.6g)
N1 ×N
′
2 matrix : G
[N1;N2’]
JJ (c; d) = (gi,j)N1×N ′2 , gi,j = C
i−1
i+j−2
(−1)i+j
(c+ d)i+j−1
, (2.6h)
where
Cij =
j!
i!(j − i)!
, (j ≥ i).
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