Abstract
Clustering Algorithm Introduction
In data mining [1] , clustering is an important algorithm, and it can be used to reflect the nature material characteristics. It makes clustering to the objects according to different criterions in many areas; therefore, each cluster contains the same or similar properties or characteristics. Clustering is also widely used in the current social areas, such as military, social sciences, education, health, history fields and so on.
There're many algorithms currently. Many scholars have studied many algorithms for clustering for many years. There are several traditional clustering algorithms, such as: partition algorithm [2] , method based on hierarchical [3] , method based on density [4] , method based on grid [5] , method based model [6] and so on. These algorithms are used to study clustering in different angles. Many scholars have studied clustering algorithms for many years K-means clustering is the most classical algorithm in clustering algorithms, which is belonged to partition algorithm. It divides all objects into k clusters, and each cluster contains one object at least, so a cluster may include one object or several objects, then each object belongs to a cluster. Each cluster has a center which also could be called as cluster center or center of mass, and the center expresses the cluster' average value. Cluster center is an important parameter for the algorithm, and it can reflect the clustering's nature of the characteristics. The data of the clustering contributes more significance to the study, and it reflects the cluster' main character in comprehensive angle.
Social networks' community is similar to the cluster analysis in data mining [7] . The social networks' node is the object of clustering analysis, and social networks' community is the cluster of the cluster analysis, therefore, the idea of clustering analysis can be applied to social network.
Introduction to social network
Social network [8] is relatively stable relation system, which includes some interaction among the individual members of society, and it is concerned about the interaction and contacts of the individuals, Individuals build up different social circle or community by means of different contacts in social networks. Network refers to a variety of associations, and social networks can be simply called structure posed by social relations.
The problem of Social network analysis originated in the adaptive networks in the physics, studying network relations can help to combine relationship between the individuals, "micro" social networks and large-scale system of "macro" structure. Social network is a research branch developed by variety of disciplines gradually.
From the perspective of social networks, individuals' interactions can be expressed as a model or rule based on the relationship in the social environment, and this relationship reflects the social structure based on regular patterns. The quantitative analysis is the departure point of social network analysis. Social network analysis is not just a tool, but also a way of thought on the relationship. It can be used to explain some problems in sociology, economics, management science and other areas. In recent years, the method is widely used in some areas, such as occupational mobility, urbanization's impact to individual life, the world's political and economic system, international trade and other fields, therefore, social network has played an important role.
So far, a number of social network community detection algorithms have been proposed as following: Kernighan-Lin algorithm [9] , GN algorithm [10] and ICS algorithm [11] .
3. Clustering algorithm based on rough set's using in social networks
K-means algorithm for social network
Based on the thought of k-means, Khorasgani RR proposed a kind of community detection method in Top Leader [12, 13] information network. In social networks' community, there is the most representative node which is known as the "leader" node, and the relation between the leader node and the other nodes is most closely in the community. Using K-means clustering algorithm in social network can accurately reflect the relationship between network nodes and the division of community clusters.
K-means clustering algorithm' disadvantage
When the K-means clustering is used in social networks, there are several disadvantages as following:
(1) Determine the value of K. In the K-means algorithm, the value of K is determined to initialization of the K clusters' center randomly, so the value of K's initialization may not be correct, and it may lead to the result that the community center can not reflect the nature of the community, therefore, the clustering results can not reflect the relationship between the clusters of objects correctly. K initial community centers were established randomly, and it is easy to fall into local minimum in the calculation process. Clustering algorithm is more sensitive to the boundary points, and when the initial boundary point were used as the community center, the final clustering results and the cluster center may not be correct.
(2) The relations among the cluster object or community node and the community. In the K-means algorithm, an object belongs to a defined cluster, but when K-means algorithm is applied to the social network, a node may belong to more than one community, it may belong to the junction of the two communities, or it may be closely linked to the two communities. From this perspective,, a simple K-means algorithm can't solve practical problems.
Solving the disadvantages using rough set clustering ideas
In order to solve the above two disadvantages, this paper presents the dynamic clustering method based on rough set [14] :
(1) The determination of K. Using the idea of rough set, the improved algorithm determining the number K of the cluster includes the following two steps:
a Defining the initial value of the number K of cluster. After calculating the community network's edges (E), points (n) and the degrees of nodes, it find the number of nodes whose degree is greater than E/n, and those nodes are the initial of the K cluster centers.
b Computing the most suitable K. Using the improved formula, it combines the approximation set and lower approximation set, so it makes K changing dynamically, and K can increase or decrease correspondingly until it can find a suitable K.
(2) Computing of cluster center. It improves the cluster center formula based on the idea of rough set, and the method includes the following three steps:
a Improving cluster centers formula; b Introducing some parameters of rough set to represent the community center; c Dividing the nodes into upper approximation set or lower approximation set of the community. This paper gives three definitions of social network:
3.3.1. Definition 1: The weight of w.
It is the summation of links between node i and node j within a certain period of time, and it represents the relationship between the two nodes.
The greater of the weight w, the more frequently of links between two nodes; if w is 0, there is no link between two nodes.
3.3.2.Definition 2:
The evaluation function.
In the formula, F(i) is the evaluation function of node i;  is a coefficient, and it indicates the impact factor of node in the whole social network community; U represents the entire community, j represents the node associated to node i, w i，j is the weight between node i and node j.
Evaluation function is used to calculate the initial cluster center of community, and the work includes that calculating for all nodes' evaluation functions, and making the larger value of the K's nodes as the initial community cluster centers. C's lower approximation set A (C): It is the set that the objects are surely belong to cluster C; C's upper approximation set A (C): It is the set that the objects may be belong to cluster C; For a cluster, there must be lower approximation set and upper approximation set. If the node belongs to the lower approximation set of the community, the node must belong to the community's upper approximation set. Lower approximation set is a subset of the upper approximation set. Lower approximation set and upper approximation set's introduction provides a method solving the ambiguity that the object belongs to a community. Any two lower approximation sets must not be overlap. If a node does not belong to any lower approximation set of a community, then the node must belong to two or more communities' upper approximation sets.
In this paper, through the concept of rough set, the definition of cluster community center is: 
 

（3）
In the formula, e lower =n lower /n upper ； e upper =1-e lower ； n lower is the number of nodes in lower approximation set; n upper is number of nodes in upper approximation set; e lower is the parameter of lower approximation set, e upper is the parameter of upper approximation set, the summation of two parameters is 1, and they are the proportion of approximation set in the cluster or the community respectively.  is the coefficient.
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The specific improved algorithm
The improved algorithm uses rough set ideas to improve K-means clustering algorithm. The algorithm makes K changing dynamically, and it improves the calculation of cluster center, which can be applied to social networks.
This section uses three algorithms to describe the improved specific algorithm.
Algorithm 1: Clustering process of social network.
(1) Determining weight w to each node; (2) Making clustering using clustering algorithm based on rough set (Algorithm 2) ; (3) Getting the community center and clustering results after clustering.
Algorithm 2: Clustering algorithm based on rough set clustering.
Input: the number of communities K (less than the sample size N), e lower ，e upper ； These inputted variables are random, because the variables in the algorithm will be recalculated, so the random input values will not impact on the algorithm results.
Output: K' cluster centers of cluster; Specific procedures: (1) Using the initial evaluation function to calculate the center of the K clusters; (2) Using (algorithm 3) to classify the nodes to the cluster' upper approximation set and lower approximation set; (3) Calculating cluster center using community clustering center formula based on rough set; In this process, the lower approximation set's weight e lower and upper approximation set's weight e upper can be recalculated according to the clustering results based on the number of objects of lower approximation set and upper approximation set; (4) Determining the following conditions: ① If there is a cluster whose lower approximation set is empty, the cluster should be canceled, then K=K-1; turn ①; ② If K no longer decreases, it should comply (2) (3) (5); (5) Determining the following conditions: ① If there are two clusters' upper approximation is the same, it should merger the two clusters, then K=K-1; turn ①; ② If K no longer decreases, it should comply (2) (3) (6); (6) When K does not change, it output the reasonable number of cluster K' and RoughCenters. In the algorithm, step (4) (5) reflects the dynamic changes of K, in the process, K has been to find the most suitable value until it meets conditions.
Algorithm 3:
The nodes are classified into the community's upper approximation set or lower approximations set.
(1) Defining the value of threshold, and it reflect the distance between approximation set and lower approximation set;
(2) Calculating the Euclidean distance between initial cluster center node and other nodes; (3) Finding the minimum value and location of each node and community centers; this minimum's related community centers is the center node of the community's approximation set; (4) Finding the center of each sub-minimum value and location of each node and all kinds of clusters' center; (5) Calculating the difference RT between minimum value and the sub-minimum value; (6) If RT<threshold, then the node is classified to the cluster of lower approximation set; (7) If RT≥threshold, then the node is classified to the cluster of the upper approximation set. Through the three algorithms, it combines the rough set and K-means algorithm to form an improved clustering algorithm based on rough set. After it was applied to social networks, it got the dividing community networks including community centers and community division.
Research significance
When clustering algorithm based on rough set is applied in social networks, there is some significance of research as following:
(1) Using the K-means clustering ideas, it divides the social networks' nodes, and the clustering results obtained can help to research the community network, because the improved algorithm can improve the accuracy of communities' division;
(2) Using ideas of rough, it applies the social network's nodes into the clustering process, and it generates the upper approximation set and lower approximation set, therefore, the algorithm solves the problem that the boundary is not clear in overlapping social network; (3) In the dynamic process of calculating the cluster number K, it reflectes the change of nodes' impact degree. From this perspective, the data's change during the process has important significance in research of dynamic social networks.
Experimental procedure and results
Experiment data set
The experimental data used in the article is the classic data set, which came from summarizes of 34 individuals' activities in a club [15] by using 34 nodes as the 34 individuals and making sides as the links between individuals.
The standard module of Q in clustering is a quality standard of community network used to measure the number of unknown cases, and it is defined as [15] : ) (
In the formula, e ij is the proportion that the total number of connect community i's individuals and community j's edges in edges total number;
, it is the proportion that the number of connected community i's individuals in the total number of all the edges. The standard is a common measure of community division quality, and this article uses this indicator to determine and compare the social network community division algorithms' result accuracy.
Experiment process
This experimental process includes the following steps: (1) According to the 34 nodes data set, it calculates the weight matrix between any two nodes; (2) Making clustering of data set based on rough set; In the clustering process, the initial cluster number of K is 5, and after the dynamic clustering algorithm, K eventually stabilized as a value of 3, which indicating that the best social network clustering K-value is 3. After calculating the rough set's upper approximation set and lower approximation set, it got the final clustering cluster community centers.
(3) Calculating the clustering results of the modularity index Q. After calculation, the value Q is 0.402.
Experiment result
We use the algorithm proposed in the paper, and we get the result: the K is 3 after dynamic changes, and the Modularity index Q is 0.402.
The results of the paper's algorithm were compared with the other algorithms; then the results were shown in Table 1 . Data shows that the accuracy is better than several other algorithms when the clustering algorithm based on rough set was used in social networks. It is obvious that our method got the best partition of all. 
Conclusion.
The paper used the improved clustering algorithm based on rough set to do research on social network. When the K-means clustering is used in social network，there are several disadvantages as following: determine the value of K，and the relations among the cluster object or community node and the community. This paper solves the disadvantages using rough set clustering ideas. The algorithm makes K changing dynamically, and it improves the calculation of cluster center, which can be applied to social networks. After making clusters to social network, it solves the problem that the social network' division boundary is not clear. Through the experiments, it shows that the method improves the accuracy of community division.
