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中文摘要
中文摘要
为研究 Lipschitz 函数极小化问题, 本文使用了一个线性搜索的无导数方法, 即
CS-DFNP 算法. 由于目标函数和约束函数可能是非光滑的, 传统的基于梯度概念的优
化理论和方法不再适用于此类优化问题, 所以文中使用了 Clarke-Jahn 广义方向导数来
研究问题的稳定点. 文章首先对只含有部分边界约束的问题进行了理论分析研究, 并证
明了 CS-DFNP 算法对于此类问题会产生Clarke-Jahn 稳定点. 对于包含复杂的不等式
约束函数的优化问题, 在满足一定合理的假设条件基础下, 我们使用精确罚函数法将其
进行处理, 并根据已有的关于精确罚函数的研究成果, 理论上证明了算法的有效性. 其
中, 在使用罚函数法时, 我们仅仅只对非线性的不等式约束进行惩罚, 而对于边界约束不
作处理. 这样也会减少不必要的误差, 从而提高算法的精确性. 最后, 文章选取两个例子,
一个是光滑的约束问题, 另外一个是非光滑的优化问题. 实验结果表明, 算法在误差允许
的范围内是可行的. 对于光滑的无约束问题, 初始值的选择对于实验结果影响不大, 但
对于后者, 其影响较为明显. 算法在选取稠密方向序列时, 选择的是 Halton 序列. 这种
序列是基于某种特定的方法算出来的, 它们之间的偏差比较小, 在某种程度上可以看作
是随机的. 我们将产生的序列进行了单位化处理, 这样也能更好地对步长进行处理. 在
进行实验时, 可以发现参数的选择对于算法的时效和准确性有较大的影响, 我们通过不
断的实验尽量选取相对较优的参数. 总体来说, CS-DFN 算法是可行的, 但还有许多可以
改进的地方.
关键词：罚函数; 次微分; 稠密序列
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Abstract
Abstract
In order to study the minimization problem of Lipschitz function, this paper uses a
non-derivative method of linear search, that is, CS-DFNP algorithm. As the objective
function and the constraint function may be non-smooth, the traditional optimization
theory and method based on gradient concept is no longer applicable. As a result, in this
paper, the Clarke-Jahn generalized directional derivative is used to study the stability
of the problem. Firstly, the paper carries out a theoretical analysis and research on the
problem of only some boundary constraints. And we proves that the CS-DFNP algorithm
will generate Clarke-Jahn stability for such problems. For the optimization problem with
complex inequality constraint function, we use the exact penalty function method to deal
with it under the condition of reasonable assumptions. And according to the existing
exact penalty function, the results of the research prove the validity of the algorithm
in theory. When we use the penalty function method, we only punish the nonlinear
inequality constraint and do not deal with the boundary constraint, which also reduces the
unnecessary error and improve the accuracy of the algorithm. Finally, the paper chooses
two examples, one is a smooth unconstrained problem and the other is a non-smooth
optimization problem. Experimental results show that the algorithm is feasible in the
range of error tolerance. For the smooth unconstrained problem, the choice of the initial
value has little effect on the experimental results, but the effect is obvious for the latter.
The algorithm chooses the Halton sequence when selecting the dense direction sequence,
which is based on a certain method. The deviation between them is relatively small. To
some extent, it can be seen as random. The sequence is treated in unit, which can also be
better to deal with the step in the experiment. When doing experiments, we find that the
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Abstract
choice of parameters has great influence on the timeliness and accuracy of the algorithm,
which is the problem that we will inevitably encounter. The relatively optimal parameters
can be selected by a large number of experiments. On the whole, CS-DFN algorithm is
feasible, but there is still much room to be improved.
Key words: Penalty Function; Subdifferential; Dense Sequence
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第 一 章 引言
1.1 非光滑优化发展概述
随着科学技术的不断发展, 最优化方法在自然科学, 工程技术, 军事国防, 城市管理
等领域得到了广泛的应用, 同时也越来越受到人们的重视. 优化问题可以分为光滑优化
和非光滑优化. 对于光滑优化问题, 其最优化理论和方法已经非常成熟. 但在实际生活
中, 我们面临的许多问题并不只是光滑优化问题, 更多的是非光滑问题 [1][2], 如图像复
原, 信号处理, 神经网络, 资源分配, 机器人控制等等. 因此, 现在越来越多的学者开始研
究非光滑优化问题. 非光滑优化又称不可微优化, 是最优化理论与方法中的一个重要分
支. 由于不具有可微性质, 传统的基于梯度概念的优化理论和方法不再适用于非光滑优
化问题. 在约束优化问题中, 初始数据可能是非光滑的. 即使初始数据是光滑的, 在应用
罚函数逼近和扰动技术时, 非光滑性也会自然而然的产生. 现代变分分析 [3] 最具代表
性的特征之一就是其内蕴的非光滑性. 也就是说, 必须处理不可微函数或者具有非光滑
边界的集合. 变分分析框架中经常出现的许多基本概念比如距离函数, 值函数, 扰动约
束等都不可避免地是非光滑的. 这样对于求解极小化问题, 就不能通过传统意义上的导
数来解决. 这对于我们研究优化问题来说是一个极大的困难. 到目前为止, 尚没有有效
的方法来处理一般形式的非光滑函数优化问题. 现在只能对一些特殊形式的非光滑优
化问题作分类研究. 其中, 凸分析和 Lipschitz 规划研究影响较大, 且其理论也较为完善.
Clarke 在 [4] 中对广义方向导数和次微分作了详细地分析, 这对于研究非光滑函数来说
具有非常重要的意义. 以 Lipschitz 函数为主的不可微函数, 将非光滑优化与分析的研究
工作推向了高潮, 并形成了一套相对成熟的理论体系. 但是对于算法的实现, 仍然面临很
大的困难. 许多算法也只停留在概念上, 要实际执行起来要困难许多. 这是因为要找到
一个点的下降方向很难做到, 即使找到, 也很难保证算法的收敛性.
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1.2 无导数优化发展概述
近二十年来, 最优化问题的理论和应用受到广泛的重视, 发展迅速, 成果也很多. 常
用的优化算法主要分两类: 一类是利用目标函数的梯度和 Hessian 矩阵构造处理的迭代
算法, 统称为梯度算法; 另一类是不利用导数的方法, 统称为直接方法. 这两类算法各有
优缺点. 相对来说, 前者收敛速度快, 但是需要计算梯度和 Hessian 矩阵, 计算量和存储
数据较大. 后者不必计算梯度, 适用性强, 但收敛速度慢. 甚至于有些启发式算法理论上
只能依概率 1 收敛到局部最优解, 如遗传算法仿效生物的进化和遗传 [5], 根据优胜劣汰
的原则逐步地逼近最优解, 可能得到的是次优解. 但遗传算法避免了一般优化算法的维
数灾难问题. 在一些实际问题中, 目标函数的表达式很复杂, 甚至于无法用解析表达式表
示, 要计算它的梯度是非常困难的. 因此需要直接方法来求解优化问题, 也就是在求解
问题时不需要计算目标函数和约束函数的导数, 就可以达到预定效果的方法. 这对于研
究函数导数不存在或者导数信息难以获取的优化问题来说, 是非常有效的. 求解无约束
最优化问题的直接方法有 Hooke-Jeeves 算法 [6], Rosenbrock 算法, 单纯形法, Powell 方
法等. 其中, 步长加速法是 Hooke 和 Jeeves 于 1961 年提出来的, 也称模式搜索法. 从算
法的过程可以看出其收敛速度是比较慢的, 但不得不说的是这种方法对于求解变量不多
的问题, 是非常有效的. 之后很多学者将这种方法进行修正并运用到带有约束的问题中.
信赖域方法是 Powell 最先在 1970 年提出, 它的基本思想是在迭代点 𝑥𝑘 附近的某邻域
内, 优化目标函数内找到一个二次逼近式, 通过参数指标衡量二次逼近式与目标函数的
近似程度, 从而确定是否为下一个迭代点 𝑥𝑘+1. 信赖域方法在一定条件下, 能够保证全
局收敛性, 但是目标函数必须是可导的. 对于处理非光滑优化问题, 网格自适应直接搜
索算法(简称MADS) [7,8] 一种常用的无导数方法. MADS 方法引入的稠密方向以及极
端障碍法, 可以为非光滑约束问题提供一个一般的且具灵活性的框架. MADS 与线性搜
索和信赖域方法的不同之处在于, 它在每一次迭代过程中只要求函数值简单下降, 而不
是充分下降. 对于约束最优化问题, 通常是将其转化成无约束最优化问题. 方法主要是
各种不同形式的罚函数法. 它依赖于如果将目标函数与约束函数进行组合, 于是出现了
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许多不同形式的罚函数. 早期的罚函数法需要求解一连串的无约束优化问题, 计算量大
且收敛速度慢, 更严重的是随着罚参数趋于其极限, 这些罚函数的性态越来越差. 为了
克服这些缺点, 人们又提出了精确罚函数 [9], 精确罚函数最明显的缺陷就是它的不可微
性, 所以无约束优化的梯度算法对它都不适用, 因此对精确罚函数的光滑逼近的研究引
起了学者们的广泛关注.
1.3 本论文的主要研究内容
本论文主要研究的是在 𝑅𝑛 空间中, 目标函数和约束函数是满足 Lipschitz 条件的极
小化问题. 即
𝑚𝑖𝑛 𝑓(𝑥)
𝑠.𝑡 𝑔(𝑥) ≤ 0,
𝑥 ∈ 𝑋
(1-1)
其中, 𝑓 : 𝑅𝑛 → 𝑅, 𝑔 : 𝑅𝑛 → 𝑅𝑚, 𝑋 = {𝑥 ∈ 𝑅𝑛 | 𝑙𝑖 ≤ 𝑥𝑖 ≤ 𝑢𝑖, 𝑖 ∈ 𝐼𝑛}, 𝐼𝑛 =
{1, 2, 3, · · ·, 𝑛}且 𝑓(𝑥) 与 𝑔𝑖(𝑥)(𝑖 ∈ 𝐼𝑚) 在 𝑅𝑛 上满足 Lipschitz 条件. 因此, 函数可能是光
滑的也可能是非光滑的. 在满足一定假设条件的情况下, 本文利用 Clarke-Jahn 方向导
数,来探索寻找此类问题的稳定点. 文献 [10]提出了一个线性搜索的无导数算法. 本文基
于此方法, 提出了当变量部分无界时, 即 𝑋 = {𝑥 ∈ 𝑅𝑛| 𝑙𝑖 ≤ 𝑥𝑖 ≤ 𝑢𝑖, 𝑖 ∈ 𝐼𝑡, 0 < 𝑡 < 𝑛},
不需要估计变量的上下界的另一种算法. 考虑到问题 1-1 含有非线性约束, 故
本文先从只含简单的边界问题入手. 之后通过罚函数将两者联系起来. 算法在
每次迭代时可以看作经过两个阶段. 第一个阶段分为两个子部分, 首先是目标
函数沿着方向 {±𝑒1,±𝑒2, · · ·,±𝑒𝑡} 进行探测搜索, 搜索完毕后紧接着沿着方向
{𝑒𝑡+1, · · ·, 𝑒𝑛,− 1√𝑛−𝑡
𝑛∑︀
𝑖=𝑡+1
𝑒𝑖} 进行搜索. 当第一阶段搜索结束后, 如果此次搜索的步长满
足一定条件时, 算法将进入第二个阶段, 此时函数将沿着事先定义的稠密序列 {𝑑𝑘} 进行
的局部的线性搜索. 之所以使用随机序列是因为函数可能是非光滑的, 简单的搜索方向
是很难将函数的性质描述清楚, 因此文中用到了稠密序列, 进而对目标函数作进一步地
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探索. 文章从理论上证明了算法的合理性, 并经过实际算例进行了验证.
1.4 论文的主要结构
本文共计五节, 每章节的主要内容是:
第一节引言, 主要阐述了非光滑优化以及无导数优化算法的发展概况, 并对本文研
究的内容作出了简要描述. 最后根据文章编排, 对论文的主要结构进行了介绍.
第二节预备知识, 这节主要介绍了 Lipschitz 函数的基本概念, 在广义方向导数下的
一些性质定理和需要用到的一些符号概念. 并简单介绍了罚函数方法在含不等式约束优
化问题中应用的思想.
第三节, 本节主要讨论只含简单边界优化问题. 其中, 目标函数可能是非光滑的极小
化问题, 因此本文利用 Clarke-Jahn 方向导数. 基于 Clarke-Jahn 稳定点提出了一个修正
后的 CS-DFNP 算法, 并从理论上并证明了算法的收敛性.
第四节, 这节内容主要解决的是非线性不等式约束的优化问题, 其中目标函数和约
束函数可以是非光滑的, 利用推广的 KKT 必要条件, 对问题的稳定点进行了分析. 接着
结合上节提出的 CS-DFNP 算法, 利用精确罚函数将两个问题联系起来. 在满足一定条
件的基础下, 证明了两者具有相同的稳定点. 最后, 文章选取两个数值算例对 CS-DFNP
算法进行了验证, 实验结果表明该算法是可行的.
第五节, 对本文的内容作出总结, 以及本文存在的不足之处和对未来工作的展望.
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第 二 章 预备知识
这一节将详细介绍本文所需要的相关概念和一些理论知识. 其中的内容主要参考文
献 [4,6,11].
2.1 Lipschitz 函数在广义梯度下的性质定理
定义 2.1： 设 𝑓(𝑥) 是集合 𝐷 ⊆ 𝑅𝑛 的实值函数, 若存在常数 𝐿 > 0, 对任意的
𝑥1, 𝑥2 ∈ 𝐷, 都有
| 𝑓(𝑥1)− 𝑓(𝑥2) |≤ 𝐿‖𝑥1 − 𝑥2‖
则称 𝑓(𝑥) 为 𝐷 上的 Lipschitz 函数.
文中出现的 ‖ · ‖, 表示欧几里德范数. 𝑆(0, 1) 表示以原点为中心的单位球面, 即
𝑆(0, 1) = {𝑥| ‖𝑥‖ = 1, 𝑥 ∈ 𝑅𝑛}.
定义 2.2： 设 𝑓(𝑥) 为 𝑅𝑛 上的实值函数, 则 𝑓(𝑥) 在点 𝑥 处关于方向 𝑑 ∈ 𝑅𝑛 的广义方
向导数定义为
𝑓 𝑜(𝑥; 𝑑) = lim
𝑦→𝑥
sup
𝑡→0+
𝑓(𝑦 + 𝑡𝑑)− 𝑓(𝑦)
𝑡
. (2-1)
当 𝑓(𝑥) 是 Lipschitz 函数时, 等式右端的差商总是有界的, 因此其上极限一
定存在, 所以 Lipschitz 函数的广义方向导数总是存在的. 通常, Lipschitz 函数的
经典方向导数不一定存在. 即使存在, 经典方向导数也要比广义方向导数小, 即
𝑓 ′(𝑥; 𝑑) ≤ 𝑓 𝑜(𝑥; 𝑑), ∀𝑑 ∈ 𝑅𝑛.
定义 2.3： 设 𝑓(𝑥) 为 𝑅𝑛 上的 Lipschitz 函数, 𝑓(𝑥) 在 𝑥 点的广义梯度记为 𝜕𝑓(𝑥), 其
定义表达式如下:
𝜕𝑓(𝑥) = {𝜉 ∈ 𝑅𝑛|𝜉𝑇𝑑 ≤ 𝑓 𝑜(𝑥; 𝑑),∀𝑑 ∈ 𝑅𝑛}.
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其中, 广义方向导数和广义梯度也称为 Clarke 广义方向导数和 Clarke 广义梯度(Clarke
次微分).
本文中需要用到的重要定理如下:
定理 2.1： [11] 设 𝑓(𝑥) 为 𝑅𝑛 上的 Lipschihz 函数, 𝐿 为 Lipshihz 常数, 则有以下结论:
(Ⅰ) 𝜕𝑓(𝑥) 为 𝑅𝑛 上的凸紧集, 且 ‖𝜉‖ ≤ 𝐿,∀𝜉 ∈ 𝜕𝑓(𝑥);
(Ⅱ) 𝑓 𝑜(𝑥; 𝑑) = max{𝜉𝑇𝑑|𝜉 ∈ 𝜕𝑓(𝑥)},∀𝑑 ∈ 𝑅𝑛;
(Ⅲ) 𝜉 ∈ 𝜕𝑓(𝑥) 当且仅当 𝑓 𝑜(𝑥; 𝑑) ≥ 𝜉𝑇𝑑,∀𝑑 ∈ 𝑅𝑛.
定理 2.2： [11] 设 𝑔𝑖(𝑥), 1 ≤ 𝑖 ≤ 𝑚 为 𝑅𝑛 上的局部 Lipschitz 函数, 则对于极大值函数
𝑓(𝑥) = max
1≤𝑖≤𝑚
𝑔𝑖(𝑥), 有 𝜕𝑓(𝑥) ⊂ 𝑐𝑜{𝜕𝑔𝑖(𝑥) | 𝑖 ∈ 𝐼(𝑥)}, 其中 𝐼(𝑥) = {𝑖 | 𝑔𝑖(𝑥) = 𝑓(𝑥)}.
命题 2.1： 设 𝑔𝑖(𝑥), 1 ≤ 𝑖 ≤ 𝑚 为 𝑅𝑛 上的 Lipschitz 函数, 令 𝑃 (𝑥) =
𝑚∑︀
𝑖=1
max{0, 𝑔𝑖(𝑥)},
设 𝑋 = {𝑥 ∈ 𝑅𝑛 | 𝑔𝑖(𝑥) ≤ 0, 1 ≤ 𝑖 ≤ 𝑚}, 则 𝑃 (𝑥) 在 𝑋 上的次微分满足
𝜕𝑃 (𝑥) ⊂
∑︁
𝑖∈𝐼0(𝑥)
[0, 1]𝜕𝑔𝑖(𝑥),
其中 𝐼0(𝑥) = {𝑖 ∈ 𝐼𝑚 | 𝑔𝑖(𝑥) = 0}.
证明： 由题设知 𝑔𝑖(𝑥)为 𝑅
𝑛上的 Lipschitz函数,容易得到 𝑃 (𝑥)也是 𝑅𝑛上的 Lipschitz
函数. 根据定理 2.2 知,
𝜕max{0, 𝑔𝑖(𝑥)}
⎧⎪⎪⎨⎪⎪⎩
= 0 如果 𝑔𝑖(𝑥) < 0,
⊂ 𝑐𝑜{0, 𝜕𝑔𝑖(𝑥)} = [0, 1]𝜕𝑔𝑖(𝑥) 如果 𝑔𝑖(𝑥) = 0.
因为 0 ∈ [0, 1]𝜕𝑔𝑖(𝑥), 所以, 当 𝑔𝑖(𝑥) ≤ 0时,
𝜕max{0, 𝑔𝑖(𝑥)} = [0, 1]𝜕𝑔𝑖(𝑥)
因此,
𝜕𝑃 (𝑥) ⊂
𝑚∑︁
𝑖=1
max{0, 𝑔𝑖(𝑥)} ⊂
∑︁
𝑖∈𝐼0(𝑥)
[0, 1]𝜕𝑔𝑖(𝑥)
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