Abstract-A layered video object coding system is presented in this paper. The goal is to improve video coding efficiency by exploiting the layering of video and to support content-based functionality. These two objectives are accomplished using a sprite technique and an affine motion model on a per-object basis. Several novel algorithms have been developed for mask processing and coding, trajectory coding, sprite accretion and coding, locally affine motion compensation, error signal suppression, and image padding. Compared with conventional frame-based coding methods, better experimental results on both hybrid and natural scenes have been obtained using our coding scheme. We also demonstrate content-based functionality which can be easily achieved in our system.
I. INTRODUCTION

O
BJECT-BASED and related layered coding have been active topics of research in the coding field [18] , [19] , [4] . By coding each object/layer separately, improved coding efficiency and many content-based functionalities can be realized. Recently, the MPEG community chose a layered coding architecture for the prototype, called Verification Model, of the new international video compression standard MPEG4 [3] , [20] . This standard emphasizes multiple functionalities such as the following.
• Object scalability: Each object can be coded and decoded independently of others, so that decoder-end video editing (without decompression) or selected access of multimedia databases can easily be accomplished.
• Spatial scalability: Each object can be decoded at several specified spatial resolutions. Different objects can be encoded at different spatial resolution.
• Temporal scalability: Each object can be decoded at several temporal resolutions. Different objects can be encoded at different temporal resolutions.
• Coding of graphics and hybrid data: Synthetic video from computer graphics and synthetic-natural hybrid video are becoming increasingly important sources of digital video at such a pace so that coding of these data requires special attention.
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This paper describes a video coding system which exploits a layered representation and coding of video frames. In fact, it constitutes Microsoft Corporation's proposal to the MPEG4 standardization process. Because of its improved coding efficiency and the support for diverse functionalities sought by MPEG4, many parts of this layered coding scheme have been selected as fundamental components of the first MPEG4 Verification Model.
A layered representation [4] considers a video frame as the superposition of a number of layers. For example, the video frames of the sequence "Fish" shown in Fig. 14 can be decomposed into three layers, namely the fish, the caption and the background (fourth row of Fig. 14) . The whole video frame becomes a sorted (according to the depth of each layer) linear combination of the layers. The weighting factor of each layer can be loosely defined as the alpha channel (a collection of alpha values) of that layer, which essentially represents the transparency of the pixels in that layer. For example, if we overlay a pixel with alpha value on top of the resulted pixel will have an intensity value of where the alpha value represents the fraction of intensity of which will be seen and the rest of the fraction comes from Such compositions have been proven indispensable in computer graphics since they allow selective rendering of only part (layer) of the image that needs to be updated. Likewise, the exact reason should be at effect for video coding as far as the compression efficiency is concerned. This is particularly the case for computer generated synthetic images where the layered decomposition is readily available. Our layered coding scheme takes exactly such a viewpoint. For example, if the background of the video sequence is stationary, it will be coded only once and never be updated. As a result, our video coding system takes advantage of the fact that the properties or parameters of graphics objects are readily available and do not rely on image analysis, and thus codes graphics objects at a higher efficiency. On the other hand, we have noticed that while the readily available layer decomposition is very convenient for synthetic video, for natural video sequences, it can be obtained by using moving image segmentation [23] , [21] . Usually, the segmentation procedure has to be considered as a significant overhead for any layered coding schemes. Such topics are beyond the scope of this paper.
The organization of this paper is as follows. Section II gives an overview of the proposed video coding system. Section III describes the main algorithms used in our coding scheme. Section IV illustrates the encoding process which involves 1051-8215/97$10.00 © 1997 IEEE the coding of all the layers, namely, their shapes (masks or gray-level alpha-channels), trajectories and textures. Section V shows the corresponding decoding process. Section VI demonstrates the experimental results. Finally, Section VII provides the conclusions.
II. OVERVIEW OF THE VIDEO CODING SYSTEM
Besides its layered object-based video coding architecture, our video coding system is also noteworthy for several major innovations. First, in addition to the coding of image textures in existing schemes, the associated alpha channel of each layer may be coded. Since the alpha channel is similar to a color plane, its coding can be expensive at times. In order to maximize coding efficiency, we adopted an adaptive approach. If a layer consists mostly of opaque pixels, its alpha channel can be adequately described by a binary mask, in which case we use contour coding to represent the shape of the object. Otherwise, the gray-level alpha channel is coded as another color plane. Sometimes, we refer to these two approaches together as shape coding.
Second, we classify the layers of video frames into two categories: sprite layers and ordinary layers. A sprite is a large object built up from pixels in potentially many frames which is transmitted first and then warped and cropped (masked) to form a part of an object in subsequent frames. The portions of objects created from sprites do not usually have an associated error signal. For example, the sprite for a stationary background is a union of its visible part in all of the frames in the sequence. During decoding, the sprite is warped into the current frame with a small amount of additional information, i.e., the trajectories of the sprite. Note that a sprite is not necessarily a background. The use of a sprite provides two important advantages to our coding scheme. First, for some objects that undergo rigid two-dimensional (2-D) motion, sprite composting is good enough to generate estimated objects so that motion estimation and error signal encoding are avoided. Second, we use sprites to identify parts of an object in a particular frame that cannot be predicted from the previous frame. Once identified, these parts can be encoded more efficiently than traditional motion-compensated coding methods. An ordinary layer will be coded with conventional motion-compensated transform coding, e.g., the H.263 standard [14] .
Third, we have developed several new algorithms to solve problems that arise specifically from coding of arbitrarily shaped objects in a layered-coding scheme. In our layered object-based video coding scheme, compression, decompression, and processing are done on a per-object basis. There are six major tools in our video coding system.
• Mask processing and coding: The lossy simplified chain code, as its name suggests, is a lossy simplified version of the well-known chain code. This contour coding method improves contour coding efficiency with almost invisible loss of the boundary information.
• Sprite accretion: For natural objects whose motion can be modeled by sprite warping, the sprites need to be accreted if they are not provided. The accretion process uses a planar perspective transformations to describe the deformations between a sprite and the frames where the sprite appears.
• Trajectory coding: It was found that the perspective and affine motion parameters are not suitable for motion coding. Another representation, namely, "the coordinate representation," is developed for both global perspective and local affine motion compensation. In addition, the coordinate representation enables a scalable representation of motion.
• Local affine motion estimation: Arbitrarily shaped objects require special attention in terms of motion prediction and compensation. In our approach, first, "fast block (polygon) matching" is applied to each pixel inside the object to obtain the dense motion vector field. Next, an affine motion model is used to represent the dense motion within a block. A repetitive padding method is developed, which can be useful not only for coding but also for object-based motion estimation and compensation that is frequently encountered in object-based coding.
III. ALGORITHMS
A. Mask Processing and Coding
1) Simplified Chain Coding:
The mask, a basic data type enabling object-based processing, is defined as a 1-b alpha channel. If the pixel value of a mask is one (opaque), it means that the object is valid at this pixel location. If it is zero (transparent), the object is not defined there. In order to compress video efficiently, lossy contour coding technique to describe the shape of masks should be developed. Contours on a rectangular grid can be described by a traditional eightconnected chain code [10] , [11] [see Fig. 1(a) ]. Given the location of the starting point and the chain code for each subsequent point, the entire contour can be reconstructed. Any continuous contour can be described in this way. This method requires 3 b per contour pixel before entropy coding. Comparied to other contour coding techniques such as polygon approximation, chain code normally provides better results in terms of complexity, efficiency, and visual quality for nature images.
Lossless simplified chain code [22] is a modification of the chain code which only requires three symbols to represent the movements of a chain. Furthermore, lossy simplified chain code was developed in [12] . This lossy technique reduces the number of bits necessary to describe each link in the chain and, furthermore, does this in such a way that naturally leads to further gains when entropy coding is used on the simplified chain. A new lossy eight-connected simplified chain code is designed which only leads to minor loss of resolution for the original contour while improving the contour coding efficiency even more.
2) Simplified Chain Encoding: It was discovered experimentally that most of the links either preserve direction or change it by only one pixel left or right. There are two cases: when the previous point is along the grid (chain codes 0, 2, 4, 6) and when the previous point is diagonal (chain codes 1, 3, 5, 7). Consider the case of previous point 0 [ Fig. 1(b) ] as the representative of the "along the grid" case. Codes 0, 1, and 7 are the most common, with the other codes occurring less than 0.2% of the time in our tests. Similarly, in the diagonal case represented by previous code 1 [ Fig. 1(c) ], the codes 1, 0, and 2 are the most common with the other codes again occurring less than 0.2% of the time.
The simplification consists of using these three possibilities to define an eight-connected chain movement: forward, left, and right (F, L, and R, respectively). This requires that the original chains be modified, since sections of high curvature cannot be represented with this simplified code. These changes can be made to any contour encoded as an eight-connected chain code, or the simplification can be made as the chain is being encoded.
The simplification of an eight-connected encoded chain is best described by examining all possible cases. First, when the chain code can be described by the new code F, L, or R, simply substitute the new codes for the old. When this is not possible, there will be three modifications each for the "along the grid" [ Fig. 1(d) ] and the "diagonal" case [ Fig. 1(e) ], neglecting rotations and reflections. We will use the sequences 02x, 03x, and 04x as the representatives of "along the grid" and sequences 13x, 14x, and 15x as the representatives of "diagonal." Now, 02 becomes 1, 03 becomes 2. Both of these cases "cut off" the sharp corners. Case 04 is just removed from the chain, since it represents a contour that is one pixel left, then one pixel back right. Again cutting off the sharp corner, 13 becomes 22, 14 becomes 2. Case 15 is removed. These modifications are shown in Fig. 2 . Note that all of these modifications involve reducing the curvature in regions where the curvature is very high, that is, 90 degrees or more over two pixels. The sharpest curve possible in the simplified code is a right angle over three pixels. The loss of these extremely fine details has not been apparent in the decoded sequence.
It sometimes happens that the modifications described above introduce sharp curvature in the contour. These cases can be handled either by iterating the simplification process until no changes are made, or by looking backward as the simplification takes place and handling these cases as they arise. The iterative method is much simpler to implement, and the "look backward" method may be faster for chains where several iterations would be necessary with the first method.
After the chains have been encoded using the simplified chain code (F, R, L), they are entropy coded. Experimental results show that the forward case F occurs about 50% of the Fig. 2 . Modifications of special cases: "x" represents the existing chain, "a" is the penultimate point to consider and "b" is the last point in the chain. "(x, b)" indicates that the last point "b" coincides with a point "x" which is already part of the chain. time, with the right and left cases each at about 25%, which suggests that a first-order Huffman code will work very well, representing F by 0, R and L by 10 and 11, respectively. Indeed, bitrate of about 1.47 b per pixel (bpp) is typical for our contours derived from masks for video compression. Comparing to the polygon approximation, we conclude that the lossy eight-connected simplified chain code normally provides better results for nature images.
B. Trajectory Coding
A particular feature point of an object in a frame has a corresponding location in the next frame. A list of the coordinates of such a feature point through the sequence constitutes a trajectory. As will be seen in the next sections, a number of feature points are used to globally warp the sprite into the current frame or locally motion-compensate an object. In these two cases, trajectories define the global perspective and local affine transforms, respectively. The computed perspective or affine coefficients are nonintegers. Hence, we have to quantize the coefficients before transmission or storage. Obviously, we have to be careful in quantizing these coefficients since the quality of motion compensation will be greatly affected.
Instead of directly quantizing the eight (perspective model) or six (affine model) coefficients, we quantize the coordinates of four pairs (perspective) or three pairs (affine) of and for a sprite or a block. This coordinate representation turns out to be much less sensitive to quantization noise and yields better quality than directly quantizing the coefficients. Furthermore, coding point coordinates provides a convenient way to achieve motion scalability. Motion with increasing degree of complexity can be easily represented and coded by using an increasing number of point pairs. For example, one pair of and is sufficient to describe translational motion which can be modeled as because the decoder has enough information to solve for the unknowns and with information of one pair of points. In fact, this mode coincides with MPEG-2's motion estimation/compensation. If we add one more pair, rotation, magnification, and translation can be described. For example, anisotropic magnification and translation can be modeled as Rotation, isotropic magnification, and translation can described simultaneously by Both models have four unknowns and thus the decoder needs four equations, i.e., two point pairs, to solve for the unknowns. Shear can be described if the third pair is added, which constitutes the complete affine model If one more pair is added, we can obtain perspective transformation However, to reduce the degradation of motion prediction introduced by the coordinate quantization, the configuration of the these points has to be chosen with care. For example, good performance can be obtained when they form an equilateral triangle for an affine model or a rectangle for the perspective model. For simplicity, in the case of affine model, we choose the three points to be the center, left-top corner, and right-top corner of the block. In the case of perspective model, four corners of a rectangle are used.
In the following, we describe the quantization of the coordinates of the point pairs in detail. The location of the feature point is first inserted to the head of each trajectory. Each component or of an augmented trajectory is differentially coded and, then, concatenated before coded by the QM-coder [17] . The bitstream contains the coordinates of the points and the coordinate difference of the points in the subsequent frames. In other terms, if are feature points and trajectories for total of frames, respectively, will be QM-coded.
C. Sprite Accretion and Coding
1) Definition of Sprite:
A sprite is a large static image composed from the pixels in an object visible through the entire scene. Consider the example of a background object in a sequence. Portions of this background may not be visible in certain frames because of foreground objects or camera motion (panning). However, if we collect all of the relevant pixels throughout the entire sequence, we can obtain a complete background (sprite), which can be transmitted or stored once and then used to recreate portions of many different frames.
2) Sprite Accretion: The process of registering object pixels from different frames and then blending them into a single sprite is called accretion. This is similar to creating a photographic mosaic using traditional means [5] , [6] , [24] . Accreted sprites can be used to fill in portions of each frame which become exposed because of foreground or camera motion. Because of camera (or object) motion, the sprite may have to be warped differently to each frame in the sequence.
A sprite is represented and encoded in the same way as a regular object, i.e., as a collection of pixels with an alpha mask. To transmit the information necessary to warp the sprite into its correct position at each frame, we use a collection of feature points, or trajectories. These feature points do not have to correspond to any semantically meaningful features in the scene-they just have to be points whose positions in the sprite and frame are in correspondence. For example, for the planar perspective warps described below, the feature points will simply be the locations in the sprite corresponding to the four points in the object.
We use planar perspective transformations to describe the deformations between a sprite and the frames where it appears. This transformation is appropriate when the sprite corresponds to a single planar surface in the world, or when the sprite is a static background and the camera motion is a pure rotation around its optical center. In both cases, the geometrical relationship between pixels in different frames (and hence between the frames and the sprite) is represented as a planar perspective transformation [9] where and are the coordinates of the pixels in the current frame and the sprite, respectively, and through are perspective coefficients. The values for these coefficients are derived from the locations of the corners of each frame in the sprite (note that these locations may be outside the sprite and/or current object).
To compute the values for through for each frame, we use a global intensity-based registration algorithm proposed in [5] . This algorithm operates in a hierarchical (coarse-tofine) way. At each level, the displaced frame differences are computed between the warped frame and the previous sprite. The motion parameters through are then updated using gradient descent on the total displaced frame difference (DFD) error. After several iterations, the algorithm converges, provided the initial motion was not too large at that level.
At all levels, a mask for that frame is used to indicate the locations of pixels for registration.
Once a given frame has been registered with the previous sprite (the sprite is originally initialized to be the object appearing the first time), it is then blended (accreted) with the previous sprite to construct the current sprite. A weighting function which decreases near the edges in order to mask out differences in overall intensity may be used.
There are two major advantages of using sprites. First, if an object only undergoes simple 2-D motion, sprite composition and warping is accurate enough to describe the movement of the object without running the local dense motion estimation/compensation as described below. This saves a large amount of encoding time and bits for coding of motion vectors and error signals. The most obvious example is the background layer in a video conferencing scene. In fact, obtaining the background sprite can be a very easy and fast operation, since often a complete background is given at the beginning. Second, information from a sprite can be used to represent newly exposed regions in each frame. Instead of attempting to do motion estimation in those areas, we use pixels from the background sprite because these newly exposed areas cannot be predicted from the previous frame. Furthermore, intraframe compressing these newly exposed areas for the whole image sequence (i.e., the master sprite) together is more efficient than processing them in each frame as error signals, i.e., MPEG-1 or MPEG-2 because spatial correlation can be exploited.
3) Encoding and Decoding: Sprite encoding is done using an intraframe (as opposed to error signal) still image compressor. In our scheme, a lattice wavelet coding algorithm [16] is employed for the sprite compression. Wavelet coding is preferred because it can avoid blocking artifacts. The warping parameters of the sprite to each frame are encoded using the trajectory coding technique described in Section III-B. In this case, four pairs of feature points are used for the frames where the sprite appears.
D. Local Affine Motion Estimation
Motion estimation and compensation play very important roles in a video compression scheme [7] , [8] . Since strong correlations and similarities exist between consecutive frames, the data rate can be dramatically reduced if temporal correlation is appropriately exploited. The motivation of our work is to provide a method that can use more complex motions than translation for motion compensation. These complex motions include rotation, magnification, and shear. In all of the video compression standards, such as MPEG-1, MPEG-2, and H.26X, only translation is used in motion estimation and compensation. This approximation is good enough for slowmotion video such as video conferencing, or translation-only frames. It is, however, not accurate enough for most of the video signals that contain more complex motions. High error signals, and therefore high data rates, are expected if only translation is used to model these complex motions.
Local affine transformation, as a simplified version of perspective transformation, can describe translation, rotation, magnification, and shear. Two processes are involved in our implementation for the computation of affine transform, namely, dense motion vector estimation and clustering to obtain affine coefficients. We use a modified block match algorithm to compute the dense motion vectors, and then get the affine coefficients by clustering from computed motion vectors.
1) Fast Modified Block (Polygon) Matching:
Since we are dealing with object-based coding, boundary information should be taken into account in the motion estimation. Two particular issues are addressed: modified block (or polygon) matching algorithm and its fast implementation.
a) Modified block (polygon) matching:
A mask which defines the region of the object is first input to the process for each object, assuming that this mask has been obtained. To compute the motion vector for one pixel, a block centered at this pixel is formed. The user specifies the block size. The closest block is then computed using a distortion criterion in the neighborhood of the next frame. For example, if sum of absolute difference (SAD) is used, we compute for each and Here is the block size specified by the user. The last term indicates that only nontransparent original pixels are used in the computation, thus avoiding the problem of including the pixels belonging to a different object with different motion. This is equivalent to forming a polygon to do the matching. The motion vector is then defined as the difference between the location of the current pixel and the corresponding one in the reference frame with the smallest distortion b) Fast block (polygon) matching: Dense motion estimation (i.e., a motion vector for each pixel) is very slow to compute if exhaustive block (polygon) matching is applied. However, we can dramatically speed the whole process up by taking advantage of the memory of the data of the adjacent pixels. The blocks for the two horizontally adjacent pixels only differ by two columns of pixels, one incoming for the new pixel and one outgoing for the old pixel. Therefore, if we store the computation results of the previous pixel and only update the changes, we can greatly reduce the amount of complexity.
The procedure is as follows. Assume the block size is the search range is and the rectangle size of the bounding box in an object is 1) To fully take advantage of the spatial, namely, horizontal and vertical, memory, we need to store ( (block bound).width) error numbers, where (block bound) is the union size of the block and bounding rectangle. Denote (block bound).width as biWidth. We create an array for these numbers.
• For the first row of the image, we generate difference numbers for each column.
• Starting from the second row, we update the array by deleting the difference of the outgoing pixel and adding the difference of the incoming pixel in each column.
2) We can generate the difference numbers (assign an array for this) for each block to decide the motion vector of the corresponding pixel.
• For the left-most pixel of each row, we sum up the difference of the columns for each one in the So we generate difference numbers for this pixel and store this in the array. The motion vector is the difference of the location from the pixel to the one in the pixels with the smallest value.
• From the second pixel of each row, we update each of the numbers by adding the incoming column and deleting the outgoing column. Then we find the motion vector using the same criterion.
The complexity is proportional to the image size times the search range It is independent of the block size. So we reduce the arithmetic complexity by a factor of ignoring the bigger memory buffer required to do the computation and the memory swapping time. Compared with the brute force approach, which can be huge if is large, the accuracy remains the same. In other words, the results are exactly the same as exhaustive block (polygon) matching. With the fast block matching algorithm, dense motion estimation becomes feasible.
2) Affine Transform Clustering: Once the dense motion vectors are obtained for an object, we can generate affine transforms for that object. The computed affine transform is the best approximation of the dense motion vectors in the leastsquare error sense. The affine transformation, as a simplified version of perspective transformation with is defined as follows:
where and are the coordinates of the pixels in the current and reference objects, respectively, and through are the affine coefficients. Since we need six parameters to describe an affine transform, we need at least three pairs of and to compute an affine transform. It is usually not sufficient to use one affine transform to describe the motion of a whole object. We use locally affine transformations. We divide an object into squares of the same shape, e.g., 32 32 blocks. Given the motion vector of each pixel (e.g., computed from polygon matching), except for some pixels with low confidence, we have pairs of corresponding coordinates, where is the number of pixels with a highconfidence motion vector. So we have Therefore, we define sets of the equations for affine transformations
We then compute the six affine coefficients from these equations. This is an over-determined system, meaning that the number of equations is greater than the number of unknowns. For fast computation, we apply singular value decomposition (SVD) [13] to obtain these six coefficients. The computed affine transformation is the best approximation of the dense motion vectors in the least-square error sense.
Since we need six coefficients of overhead to describe an affine transform for each square, which is three times more than the translation-only motion approaches, we need to be careful about choosing the block size. If the block size is too small, the amount of data for encoding these six coefficients will add significantly to the entire bitstream. This loses the advantage of applying affine motion compensation. On the other hand, if the block size is too large, one affine transform may not be accurate enough to describe the motion of the entire block, which will result in high error signals, and thus high data rate, for this block.
In our preferred mode, we use the size of 32 32 for each block, instead of 16 16 used in MPEG-1 and MPEG-2. Since the overhead here is three times as much as in MPEG-1 or MPEG-2, we enlarge the block size to be four times of MPEG-1 so that the average overhead is actually smaller. However, since more accurate motion estimation is performed, the error signal is not expected to be larger than that of MPEG-2 even when the block size is four times larger.
3) Pixel Interpolation: Since the warped pixel coordinates are usually not integers, some interpolation technique has to be applied to yield the pixel values. In the current implementation, the simple bilinear interpolation is used because of its low computational complexity and reasonable quality.
4) I, B, and P Objects: I (intra), B (bi-direction), and P (prediction) object modes are used in our video coding system. Similar to I, B, and P frames in MPEG1 [1] and MPEG2 [2] , the I-object mode is to code the original signals, P-object is to do motion estimation and compensation using one object as the reference in some previous frame, and the B-object mode is to do motion estimation and compensation bidirectionally with two reference objects, one in some previous frame and one in some later frame. Both the two reference objects in the B-object mode have to be either I-or P-objects. In our design, the user can specify the number of P-objects between two Iobjects, and the number of B-objects between two I-objects, an I-and a P-objects, or two P-objects.
There are several advantages of B-objects. Since the motion estimation for B-objects is done bidirectionally, the estimated objects are expected to be more accurate than P-objects, especially for the newly exposed regions since one following frame is referenced. Also, temporal scalability can be easily achieved using B-object since they can be dropped at the decoder side without affecting the following frames. Furthermore, since Bobjects are not used as reference objects, bit allocation to the error signals can be flexible depending on the bit rate and the desired image quality. Usually, the amount of bits allocated to B-objects is much smaller than that of I-and P-objects to achieve high compression.
One drawback of using B-objects is that the amount of bits allocated to P-objects is high. This is because that frame distance of the current and the reference objects is large, thus the motion estimation is more difficult. This results in higher error signals and hence more bits for coding the error signals.
5) Unrestricted Motion Estimation:
An unrestricted motion estimation mode is designed in our video coding system. The technique is to improve the motion estimation techniques, especially for object-based coding schemes. It is known that it is difficult to do motion estimation for the newly exposed regions, especially in P-objects, since the reference object does not contain any information for estimating the motion of these parts. Therefore, the error signals in these regions are high, thus causing high bitrate.
One way to alleviate this problem is to provide the option of coding the original signals instead of the error signals if the variance of the original is smaller than that of the error signals. It is likely that the variance of the error signals is larger than that of the original if the motion estimation is inaccurate.
In this technique, the error signal is generated by padding the reference signals, applying motion compensation, and taking the difference between the original and the estimated signals. This takes advantage of the spatial, in addition to temporal, correlation when motion compensation is applied. Therefore, for the newly exposed regions, even if the temporal estimation cannot be used, the error signals might still be low because of the spatial resemblance between pixels.
Also, because of the limitations in restricted motion model, the motion estimation for the block that is partly newly exposed is forced to locate at a wrong position because the motion vector cannot be out of bound in the reference object. The error signals in these regions are hence high. The original signals therefore tend to be coded. With this unrestricted motion model, it is guaranteed that part of the motion estimation is done accurately, even though the error signals for the padded region may be high. So the error signals for the whole region are likely to be small.
The procedure for this unrestricted motion estimation is described as follows.
• Expand the bounding rectangle of the reference object by some amount of pixels in all four directions. The amount of expansion should be large enough, but not too big, to save memory size and computations. Currently, we expand the image in each direction by the motioncompensation block size • Pad the transparent pixels of the reference object using the repetitive padding. 1 Use the padded image as the new reference object.
• Apply local motion estimation and compensation described in Section III-D. The computational complexity for this scheme is low. Only expansion and padding need to be done in addition to motion estimation and compensation.
E. Error Signal Suppression
Error signals are generated by subtracting the motioncompensated signals from the original signals. The error signals usually cost the largest amount of bits in the entire bitstream, typically from 80 to 95%. Therefore, it is important to suppress the error signals in order to reduce the bitrate without sacrificing the visual quality.
A simple, fast, and efficient error signal suppression method is designed. This method is composed of two steps: a thresholding and a nonlinear filtering of the thresholded signal. The goal of the thresholding mechanism is to get rid of the random noise. Because of the imperfection of the original image sources, random noise will still be left over in error signals even if the motion estimation is accurate. Thresholding can reduce this effect. Afterwards, a 3-by-3 cross-shaped median filter (see Fig. 3 ) is applied. This step is to eliminate the salt-and-pepper like signals that do not affect the visual quality. It is well known that motion estimation is much more 1 See Section III-F for detailed descriptions of repetitive padding. difficult at the high contrast regions. A small inaccuracy of motion estimation will result in large impulsive error signals. These impulsive signals are very difficult to code using an error signal coder since this creates a lot of high frequency components in the interframe compressor. Getting rid of these signals actually does not influence the visual quality too much, while reducing the bitrate significantly.
The advantage of such a technique is that the impulsive noise can be removed while the other original signals are faithfully preserved. Other nonlinear filtering techniques such as normal separable or nonseparable median filters and morphological filters may destroy more meaningful signals. The simulations show that the bitrate can be reduced by 10 to 20% without loss of image visual quality.
F. Image Padding Technique
The supports for image regions of each object have to be made rectangular in order for subband or transform coding to be applied, except shape adaptive approaches of transform coding such as shape adaptive discrete cosine transform (DCT). An appropriate padding scheme should be employed to the transparent pixels of an object to reduce the data rate required for this rectangular support. In other words, we should replace the color values of the transparent pixels by some numbers so that it benefits the texture coding the most. Since contour information, i.e., the mask, is already sent, we can change the values of the transparent pixels arbitrarily without affecting the original data. In the following, we discuss a novel image padding technique, i.e., repetitive padding, followed by a summary of the performances of repetitive padding and comparisons with another two well-known padding techniques.
The repetitive padding process consists of five steps. 1) Consider each undefined pixel outside the object boundary a zero pixel. 2) Scan each horizontal line of the original image region.
Each scan line is possibly composed of two kinds of line segments: zero segments that have all zero pixels within each segment and nonzero segments that have all nonzero pixels within each segment. If there are no nonzero segments, do nothing. Otherwise, there are two situations for a particular zero segment: it can be positioned either between an end point of the scan line and the end point of a nonzero segment, or, between the end points of two different nonzero segments. In the first case, fill all of the pixels in the zero segments with the pixel value of the end point of the nonzero segment. In the second case, fill all of the pixels in the zero segments with the averaged pixel value of the two end points. 3) Scan each vertical line of the original image and perform the identical procedure as described in 1) to each vertical scan line. 4) If a zero pixel can be filled in by both 2) and 3), the final value takes the average of the two possible values. 5) Consider the rest of zero pixels. For any one of them, scan horizontally to find the first horizontal nonzero pixel, and scan vertically to find the first vertical nonzero pixel. Replace the zero pixel by the average of the first horizontal and vertical nonzero pixels. Fig. 4 illustrates the outcome of each of the steps described above.
Many padding techniques have been proposed, e.g., constant-value extension (a special case is called "zerostuffing") and mirroring [15] . Based on our experience, for transform coding techniques such as DCT, repetitive padding technique provides better results than constant-valued extension and mirroring methods for intratype image coding. For the displaced object difference (DOD) coding, zerostuffing technique often outperforms mirroring and repetitive padding, not to mention its simplicity. Therefore, the zerostuffing technique has been applied in our DOD compression while the repetitive padding method is used when the object appears at the first time.
IV. ENCODER
This section will describe the complete encoding process, which in essence is a combination of the tools described in Section III.
A. Pre-Generated Data
In our current implementation, the following data have to be generated before the error feedback process if they exist or the option is turned on:
• masks; • trajectories;
• quantized sprites (master objects), shown in Fig. 5 . In Fig. 5 , a lattice wavelet coder [16] represents a wavelet transform followed by a quantizer. The inverse wavelet coder is an inverse quantizer followed by an inverse wavelet transform. Although the processes of generating these data are off-line, they can be changed to on-line without too much complication. For example, for sprite accretion and generation, instead of quantizing and transmitting the whole sprite together, we can determine the newly exposed regions in one frame and code these regions as they are determined. However, this approach leads to less efficient compression of the sprite. Therefore, the real-time processing ability is only obtained at a cost of compression efficiency.
B. Error Feedback Loop
The block diagram of the error feedback loop per object is shown in Fig. 6 . Note that in Fig. 6 , the coordinate transform block actually includes two parts: 1) the perspective transform defined by the trajectories for sprite warping and 2) the affine transform defined by the dense motion estimation for estimating the object of the current frame from some reference object. For sprite warping, the coordinate transform is a global perspective transform. For object warping (dense motion compensation), the coordinate transform is a local affine transform. For the clarity of the figure, this distinction is not shown in the block diagram. Also, this diagram only shows a pure object-based coding approach. Several other modes are also supported by the scheme.
• Frame-based coding scheme, such as MPEG-1, MPEG-2, and H.26X. This is actually a special case of this objectbased scheme since we can set the number of objects to be one and define the object to be the whole frame. This mode is to support backward compatibility to the existing standards and handle scenes that are not suited for object-based coding.
• Per-frame error signal coding and compression. In this mode, the error signals for all of the objects in the frame are composited and then coded together. The whole quantized previous frame, instead of an individual object, will be the reference for the current object. This mode is supported mainly for enhanced compression efficiency when the functionalities of pure object-based coding are not required. Although it is not easy to verify the above statement rigorously, most obviously per-frame coding does not have to code the padded pixels that exist in per-object coding and thus at least it has fewer pixels to code. However, the advantage of independent perobject coding is that we can intelligently allocate various amounts of bits to different objects depending on the resolution requirement for each object. Many bits could be saved by using this method. The detailed encoding process is described in the following two sections:
1) The Frame When the Object First Appears (Refer to Fig. 7 ): Note that in general, an object can appear at any time.
• Load and quantize the masks. Put the coded data to the bitstream.
• For each object, check the existence of the sprite.
• If YES, load the quantized sprite. Warp the quantized sprite perspectively to the first frame based on the transform defined by trajectories of four feature points. Apply the quantized mask to the warped quantized sprite. represents the procedure to apply a mask to an object. This is the quantized object for the first frame.
• If NO, load the original object if it is available, or load the original frame, then apply the quantized mask to this frame. Quantize and code this object. Put this coded data to the bitstream. Fig. 8 ): Here the quantized object warping includes motion estimation and motion compensation. For each object we have the following.
2) Subsequent Frames (Refer to
• Load and quantize the mask. Put the coded data to the bitstream.
• Check the sprite usage encoding parameter.
• If it is zero, this means that no sprite is used for this object. Check the codeword for affine quantization. If it is three, only pure block match is applied to generate the estimated object. Otherwise, perform dense motion estimation and affine clustering for each block in the object. Quantize and code the affine coefficients using the trajectories of three feature points. Put the coded data to the bitstream. The estimated object is obtained by warping the region in the reference object to the current block using the quantized affine coefficients. Check the per-object error signal compression encoding parameter.
• If it is ON, compute the error signal for this object by subtracting the estimated object from the original object. Quantize and code this error signal using DCT. Put this data to the bitstream. Fig. 9 . Illustration of the mask operation for detecting newly exposed region.
• If it is OFF, continue to the next object. Note that motion estimation and compensation should be done bidirectionally with two reference objects if it is a B-object.
• If it is 10 or 11, a sprite is used. Ten means that a stationary sprite is used (no sprite warping is needed), and 11 means that a moving sprite is used. Check the affine block size for this object.
• If it is zero, continue to the next object. However, the encoder may choose to warp the sprite to the current frame using the trajectory information to obtain the quantized object for the current frame. This operation is not necessary for bitstream generation.
•
If it is greater than zero, it implies that motion compensation also needs to be applied.
• The mask of the previous frame is warped to the current frame first using the trajectories. • Subtract the warped previous mask from the current mask. This results in the newly exposed region in the current frame. This is illustrated in Fig. 9 . The sprite is warped only to this newly exposed region using the trajectories.
The intersection of the current mask and the warped previous mask is the region where local motion estimation and compensation is applied. Use the same method as in the case of sprite usage being zero to generate the estimated object and/or quantized error signals as well as the quantized object.
• If the per-object error signal compression flag is FALSE,
• Combine all of the estimated objects by compositing them together. This yields the estimated frame.
• Subtract the estimated frame from the original frame. This gives the error signals for the current frame.
• Quantize and code the error signals using DCT. Put the compressed data to the bitstream. • Add the quantized error signals back to the estimated frame to get the quantized frame.
C. Encoder Output Bitstream
The output bitstream of the encoder includes the following: overhead, sprites, alpha channel information, trajectories for global sprite warping and local affine motion compensation, and error signals. Not all of the data need to be present in the bitstream. This depends on the objects and the coding modes that the user specifies.
V. DECODER
The decoder generates the reconstructed objects and/or frames from the bitstream. Although it is basically a subset of the encoding process since the encoder needs to generate the reconstructed objects for the reference of the next frame, we still describe this part separately because MPEG4 requires a complete video coding system which includes both encoding and decoding syntax.
A. Overhead and Sprite Decoding
• Decode the overhead to obtain all of the modes specified in the encoder. • Decode the sprites using a wavelet decoder, as shown in Fig. 10 , if they are available. The QM-coder is used for the entropy decoder. Here the inverse wavelet coder includes an inverse quantizer followed by an inverse wavelet transform.
• Decode the trajectories if the sprite usage parameter is 11.
B. Decoder Error Feedback Loop
The diagram of the decoder error feedback loop is shown in Fig. 11 . Fig. 12) This can be detected from the bitstream by 1) if the fixed number of objects flag is TRUE, then this is always the first frame in the sequence; 2) if the flag is FALSE, then this has to be detected by the object existence flag in each frame. If this flag is zero in the previous frame and one in the current frame, this indicates that this object newly appears in this frame. After detecting this, for each object, the following operations are performed. • Decode the mask.
C. The Frame When the Object First Appears (Refer to
• If the sprite exists, check the sprite usage flag.
• If it is ten, apply the mask to the quantized sprite. This is the quantized object. • If it is 11, warp the sprite to the first frame using the trajectory. Apply the mask to the warped sprite. This is the quantized object for the first frame.
• Otherwise, decode the intraframe coded data, then apply the mask to this decoded object. This yields the quantized object for the first frame. Fig. 13 ):
1) Subsequent Frames (Refer to
• Decode the mask.
• Check the sprite usage flag for this object.
• If it is zero, this means that no sprite is used for this object. Decode the dense affine coefficients. Generate the estimated object using these affine coefficients and the reference object (may be the quantized object of the previous frame). Check the per-object error signal compression flag.
• If it is one, decode the error signal for this object using a DCT decoder. Add this error signal to the estimated object. This gives the quantized object.
•
If it is zero, continue to the next object.
• If it is 10 or 11, a sprite is used. Check the affine block size for this object.
• If it is zero, warp the sprite to the current frame using the trajectories information. This is the quantized object. • If it is greater than zero, it implies that this sprite has to be combined with the dense motion compensation.
• The mask of the previous frame is warped to the current frame first using the trajectories. • Subtract the warped previous mask from the current mask. The result is the newly exposed region in the current frame. Warp the sprite to this newly exposed region using the trajectories information.
The intersection of the current mask and the warped previous mask is the region where dense motion estimation/compensation has been applied at the encoder. The dense affine coefficients are decoded first. The estimated signal for this active region is generated by warping (backward) the reference object using the decoded affine information. • Overlay the two regions together to yield the estimated object. Check the per-object error signal compression flag.
• If the per-object error signal compression flag is TRUE, decode the error signal for this object. Add this error signal to the estimated object. This yields the quantized object for the current frame.
If it is FALSE, continue to the next object.
• If the per-object error signal compression flag is FALSE
• combine all of the estimated objects by overlaying the objects together. This yields the estimated frame; • decode the error signal for this frame using a DCT decoder; • add the quantized error signals back to the estimated frame to get the quantized frame.
VI. EXPERIMENTAL RESULTS
In this section, we will show some experimental results using our video coding system. Two sequences, namely "Fish" (hybrid sequence) with CIF format (352 288) and "Stefan" (nature sequence) with SIF format (360 240), are tested. In both cases, 10 s of video clips are processed. We will highlight our improvement of coding efficiency as well as new functionalities. The comparison is carried out with a traditional frame-based video codec like H.263. The common testing conditions are the following.
• Frame rate: 15 frame/s.
• DCT quantization step: 20. In Fig. 14, the first row shows two original frames in "Fish" sequence. The second row presents the corresponding decoded frames using our codec at 99 Kb/s. The third row provides the decoded result by H.263 in the same visual quality but at a much higher bitrate: 320 Kb/s. The fourth row illustrates each layering object involved in the sequence.
In Fig. 15 , a nature sequence "Stefan" is tested. The first row shows two original frames. The second row demonstrates the decoded frames at 87 Kb/s. The third row provides the decoded result by H.263 in the same visual quality but at a much higher bitrate: 520 Kb/s. The following three images represent the extracted sprites which are used to represent the background without update. The reason to have three separate sprites for background is purely caused by buffer limitation. Part of the masks are provided by MPEG4 testing group and some of them are obtained using a semi-automatic segmentation tool developed in Microsoft Corporation. The last row shows that we can achieve object scalability very easily using our codec.
VII. CONCLUSIONS
A video object coding system using layered representation has been presented in this paper. It achieves improved coding efficiency compared to the traditional nonobject-based video coding system. Moreover, it also supports additional functionalities such as object scalability. Due to its promising performance, many parts of this layered video object coding scheme have already been selected as elementary components of the MPEG4 Verification Model (VM), e.g., the overall object-based architecture, the polygon matching, the repetitive padding, and object-based motion estimation and compensation. Moreover, sprite warping and affine motion compensation are anticipated to be adopted in the future version of VM. We believe that this new technology could be integrated into additional multimedia storage and real time video applications.
