Abstract. In the modelling of smooth spatio -temporal fields (eg. in wireless sensor networks) it is desirable to have locally adapted smoothness of the field. Hybrid shift invariant spaces (HSIS), studied in this paper, are a good fit for this purpose. We explore the properties of these spaces and formulate the dynamical sampling problem in this new setting. We generalize the techniques of dynamical sampling in shift-invariant spaces to HSIS. We solve the dynamical sampling problem in hybrid shift invariant spaces under special assumptions and the related results in shift invariant spaces become corollaries.
1. Introduction 1.1. What is the dynamical sampling problem? Let a function f , defined on a domain D, be the initial state of a physical system that evolves in time under the action of a family of operators A t (indexed by t ≥ 0). It is known that f can be recovered if we take samples on D, i.e, f is uniquely determined by all values on D. An interesting question to ask is if we can under-sample the function f = f 0 and still recover it by using its subsampled states A ti f = f ti , i = 1, . . . , N , at appropriate sampling sets X i ⊂ D. For example, if f = f 0 is an initial temperature distribution and A t is the heat diffusion operator, then f t is the temperature distribution at time t. Samples are taken at varying times, and the reconstruction of f = f 0 uses samples of these various states, f 0 , f t1 , . . . , f t N . The dynamical sampling problem is solved when conditions on the sampling sets and N are found, so that recovery of the signal is possible. This new problem is related to sensing networks [12, 11] and the work in [9, 10] . In [9] Lu and Vetterli study the problem of dynamical sampling for the specific case of bandlimited functions, with a heat kernel as an evolution operator. Several related mathematical models addressing special cases have been studied in [4, 5, 1] and we briefly reflect on them in the next subsection.
sampling problem under these assumptions can be stated as follows: Under what conditions on a and N can a function f ∈ 2 (Z) be recovered from the samples (1.1) {f (X), a * f (X), · · · , (a N −1 * f )(X)}, for X ⊂ Z?
When X = mZ, we call the sampling procedure for obtaining the data (1.1) a m, Ndynamical sampling scheme. If in addition, N = m, then we call it a m-dynamical sampling scheme. In [4, 5] the authors take the Fourier transform (labeled as or F) of the repeated samples and use Poisson's summation formula to derive a matrix representation for the sampling process. In this way, all the sampling information is intergrated into a matrix and the recovery problem can be studied using matrix properties.
In shift invariant spaces (SIS 1 ) the crucial ingredient towards a stable reconstruction of a sampled function, influenced by a convolution operator a, is described by [1] : Lemma 1.1. Let a SIS V (ϕ) be defined as in (2.1) and take f = k c k ϕ(.−k) ∈ V (ϕ). Let By Theorem 1.2, whenever A m (ξ) is singular, a stable recovery is impossible. Overcoming this problem for finitely many singularities is possible by taking extra samples. Let T c be a operator that shifts a vector in 2 (Z) to the right by c units so that T c z(k) = z(k − c). Let S mn T c represent shifting by c and then sampling by mn for some positive integer n. It holds Theorem 1.3. Suppose A m (ξ) is singular only when ξ ∈ {ξ i } i∈I with |I| < ∞. Let n be a positive integer such that |ξ i − ξ j | = k n for any i, j ∈ I and k ∈ {1, . . . , n − 1}. Then the additional sampling given by {S mn T c } c∈{1,...,m−1} provides enough additional information to stably recover any f ∈ V (ϕ).
1.3. Dynamical sampling in hybrid shift invariant spaces. For modelling smooth spatio -temporal fields in wireless sensor networks, locality such as smoothness is an important factor [11] . On behalf of locality, we introduce a hybrid shift invariant space (HSIS), which is in fact a generalization of a conventional SIS and can adapt to the local smoothness properties of the field i.e. allows the amount of smoothness of the field to be adapted more locally. We are motivated by the possibility of a generalization of the developed dynamical sampling scheme for SIS [1] in this new setting. Specifically, we define a hybrid shift invariant space V (ϕ − , ψ + ) as a patchwork (see (2.5)) of two semi-shift invariant spaces, under some mild conditions on the building blocks ϕ, ψ. This construction can be generalized to a patchwork of finitely many subspaces, which is a part of our future work (see subsection 5.3).
We assume that any signal of interest h ∈ V (ϕ − , ψ + ), when sampled on a sampling set S, can be fully recovered; if we undersample h on a sampling set X ⊂ S, the data is insufficient for reconstruction. We assume h is evolving in time under the influence of an evolution operator family, denoted by A n (h), n = 1, 2, ..., N − 1. We undersample h and its evolved states A 1 h, A 2 h, ..., A N −1 h on a sampling set X ⊂ S and label the sampling operator as S X . In applications this means we only need to use |X| sensor nodes repeatedly working N times, and do not require a full sensor network with |S| sensor nodes, which is useful as it saves on equipement. The dynamical sampling problem in a hybrid shift invariant space under these assumptions is:
What are the conditions imposed on A 1 , ..., A N −1 , X and N , so that a function h ∈ V (ϕ − , ψ + ) can be recovered from its repeated subsamples
We propose two notions here that we find are of importance in our setting, but also in the cases discussed in [4, 5, 1] :
(1) Invertible sampling condition. Operators A 1 , ..., A N −1 , the sampling set X and the number of repeated samplings N satisfy this condition in a fixed HSIS, if any function h in that HSIS has a related sample data set (1.6) that uniquely determines h. In other words, this condition ensures the uniqueness of recovery. (2) Stable sampling condition. Operators A 1 , ..., A N −1 , the sampling set X and the number of repeated samplings N satisfy this condition in a fixed HSIS, if for any two functions h, h 1 in that HSIS it holds
Within this paper we consider our sampling set X to be mZ, a sampling grid with fixed width, as our basic tool (3.6) is not adapted to a non-uniform grid.
1.4. Organization and contribution. The organization of this paper is as follows: First, we define a hybrid shift invariant space and study its properties in Section 2. In Section 3 we formulate the dynamical sampling problem in HSIS and state several useful results related to dynamical sampling in HSIS. We give the invertible sampling condition and stable sampling condition for the special case when X = mZ and {A 0 , A 1 , ..., A N −1 } is a family of convolution operators in Section 4. We further explore some singularity problems related to stability and prove that it is possible to add extra samples to recover the signal in a stable way. Last, in Section 5 we discuss several related problems, such as the sensor motion problem and the sampling rate varying problem. We have placed several properties and examples of interest in the Appendix.
Constructing a hybrid shift invariant space
We first review the basic properties of shift invariant spaces and then introduce the notion of hybrid shift invariant spaces.
A typical shift invariant space considered in sampling theory is generated by a single building block ϕ ∈ L 2 (R). Specifically, V is defined by
is a Riesz basis for a separable Hilbert space H if there exist constants A,B >0 such that
Theorem 2.1. If there exist some positive constansts M, m > 0 such that
If ϕ satisfies the assumptions of Theorem 2.1, then V (ϕ) is equivalently defined as V (ϕ) = span{ϕ(· − k)} with coefficients in 2 (Z). The local behavior and global decay of ϕ can de described in terms of Wiener amalgam spaces [3, 7] . A measurable function f belongs to the Wiener amalgam space
Because ideal sampling makes sense only for continuous functions, we work in the amalgam spaces
and satisfies the conditions of Theorem 2.1, then V (ϕ) is a subspace of W 0 (L 2 ). Under these conditions on ϕ, any function f ∈ V (ϕ) is continuous and can be sampled at any x ∈ R. Moreover, there exists C > 0 such that
satisfies the conditions of Theorem 2.1 and for almost all ξ ∈ R it holds j∈Zφ (ξ + j) = 0, then there exists an interpolated atom ϕ I ∈ V (ϕ) that vanishes on intergers except
In other words, f can be recovered from its samples on Z, i.e. from f (Z).
For more on sampling and reconstruction in SIS we refer the reader to [2, 3, 6, 8, 13, 14, 15, 16] .
It is trivial to show that the sets {ϕ(·−k)|k < 0} and {ψ(·−l)|l ≥ 0} are then Riesz bases for the restricted, semi shift invariant spaces
to be an element of a hybrid shift invariant space
where the joint coefficients sequence (c k ) k<0 ∪ (d l ) l≥0 is naturally in 2 (Z). We call the shifts of ψ right-oriented ; respectively, the shifts of ϕ are left-oriented.
Under some mild conditions (see Proposition 2.3), the union of the Riesz bases for V (ϕ − ) and V (ψ + ) is a Riesz basis for V (ϕ − , ψ + ). In fact, a sum of two Riesz bases-generated spaces V 1 and V 2 will often be a Riesz basis-generated space V 1 +V 2 . Proposition 2.3. Given two Riesz bases R 1 = {ϕ k : k < 0} and R 2 = {ψ k : k ≥ 0}, where ϕ k and ψ k are not necessarily generated as shifts of single functions, let V 1 and V 2 be the closed subspaces of some Hilbert space H, spanned by R 1 and R 2 respectively. Then {ϕ k } k<0 ∪ {ψ k } k≥0 is a Riesz basis for V 1 + V 2 if and only if there exists some M ∈ (0, 1) such that for all f ∈ V 1 and g ∈ V 2 , it holds:
Remark 2.4. For Propostion 2.3 to hold true, it is necessary to have V 1 ∩ V 2 = {0}. In finite dimensions, V 1 ∩ V 2 = {0} is equivalent to (2.6). The equivalency no longer holds true in infinite dimension spaces. So (2.6) is an essential condition that cannot be weakened. In Example 6.1 (see Appendix), we show that there exist two infinite-dimensional spaces V 1 and V 2 with V 1 ∩ V 2 = {0}, but (2.6) fails.
Remark 2.5. In special cases, for instance when the bulding blocks are compactly supported, the uniform M -inequality always holds true (see Example 6.2 in the Appendix). In this case, it is possible to verify (2.6) via some prior infromation on the buildling blocks.
We now give the proof of Proposition 2.3:
As {ϕ k } k<0 and {ψ k } l≥0 are Riesz bases for V 1 and V 2 , we know,
Notice that, {ϕ k } k<0 ∪ {ψ l } l≥0 is a Riesz basis for V 1 + V 2 if and only if for f and g defined as above, it holds
From the above, we know that (2.7) holds if and only if
. Now the problem reduced to show there exists some 0 < M < 1 such that (2.6) holds iff (2.9) holds for all f ∈ V 1 , g ∈ V 2 .
" ⇐ " Suppose we have M ∈ (0, 1) is such that (2.6) holds true. Then
As
, we conclude that (2.9) holds true.
. The left-hand side of the inequality is not always positive, thus M − 1 cannot be positive, since f
Thus f, g = 0 for all f, g. Otherwise, one of Re f, g and Re f, −g could be negative. Therefore (2.6) follows directly.
Case 2: Let 0
. Let us verify this is true:
for some f and g. If Re f, g ≥ 0, then
, which is a contradiction.
, which is a contradiction. For f and g, there exists some θ, such that | f, g | = Re f, e iθ g . Hence,
.
3. Dynamical sampling in hybrid shift invariant spaces
and V (ψ) such that the union of the respective Riesz bases for the related V (ϕ − ) and V (ψ + ) is a Riesz basis for a HSIS V (ϕ − , ψ + ).
3.1. Reasons to work with interpolated atoms in the HSIS case. Most of the results presented in this paper hold true for any reasonable choice of atoms ϕ and ψ, if we assume that sampling on Z gives us enough data for reconstruction. However, sampling a function h on Z, if h is a linear combination of shifts of interpolated atoms, surely gives us sufficient information for full function recovery -namely, the samples are the function expansion coefficients (similar to the SIS result in Lemma 2.2, see Property 6.3 in the Appendix). Taking samples on Z may not be enough for function recovery in a HSIS when working with atoms that are not interpolated (see Example 6.4 in the Appendix). Therefore, working with atoms that are not interpolated will require the assumption that sampling the hybrid functions on Z would be sufficient for recovery. In addition, working with interpolated atoms simplifies some of the proofs in Section 5. This is why we work with interpolated atoms ϕ and ψ i.e. they satisfy ϕ(0) = 1 = ψ(0) and ϕ(k) = 0 = ψ(k) for all k / ∈ Z \ {0}. However, we alert the reader that our results hold true in any HSIS, under the assumption that Z is a sufficient sampling set for full function reconstruction in that HSIS. For this reason, we formally keep the functions Φ 0 and Ψ 0 introduced in (3.4) in all the listed results, even though for the special case when using interpolated atoms it holds Φ 0 = Ψ 0 = 1.
3.2.
Stating the dynamical sampling problem. In a smooth spatio -temporal field, the initial state of a signal h ∈ V (ϕ − , ψ + ) is evolving under the influence of an evolution operators family. We work with an evolution operators family, given by powers of convolution, denoted by A n (f ) = a * a * a.... * a * f , in short a n * f . We undersample N evolved states of h at a unform grid X = mZ for some m > 1 and label the sampling operator as S m (h) = h| mZ . The dynamical sampling problem in a hybrid shift invariant space V (ϕ − , ψ + ) under these assumptions can be stated as follows:
What conditions imposed on a, m and N satisfy the invertbile sampling condition and the stable sampling condition for a m, N -dynamical sampling scheme in HSIS? Given an evolution operator A described by Ah := a * h (for a ∈ W ) and labeling a j := a * a * a · · · * a, we have
For j = 0, 1, ..., N − 1, we define
for integers j = 0, 1, ..., N − 1 are 1-periodic and it holds
Proof. By Poisson's Summation Formula, it holds
We compare formula (3.7) to Lemma 3.1 and conclude that (3.6) holds true.
Main results
After taking N -times repeated subsamples (4.1)
we apply the Fourier transform to the obtained samples and organize them in a column vector y N (ξ) := (ŷ 0 (ξ)ŷ 1 (ξ) ...ŷ N −1 (ξ)) T . We introduce the vector columns
For fixed values of m, let
, then all the entries in A m,N (ξ), B m,N (ξ) are continuous.
Proposition 4.1 (Matrix Representation form).
The dynamical samples (4.1) can be represented in matrix form (in short notation) on the Fourier side as
Proposition 4.1 provides a matrix representation of our sampling process. Before we discuss the mimimum sampling requirement on the time side (that is, the minimal value of N ) to make sure this sampling process is injective, we first discuss the conditions under which any h ∈ V (ϕ − , ψ + ) (that is, its coefficients sequence (c k ) k<0 ∪ (d l ) l≥0 ) can be recovered in N -times repeated sampling steps.
Note that G : 
It is easy to see that
N and we can observe that, for fixed values of m and N , the matrices A m,N (ξ) and B m,N (ξ) define linear operators A and B from ( Proof. If we assume that c(ξ) and d(ξ) (related to the sampled signal h = c * ϕ + d * ψ) form a solution to (4.4), then we can recover the coefficients (c k ) k<0 ∪ (d l ) l≥0 if and only if that solution is unique. This means that our sampling operator must be injective, that is, different signals have different samples.
" ⇐ " Suppose h 1 has the same dynamical samples as h. Let c 1 (ξ) and d 1 (ξ) be the vector columns as in (4.2) and (4.3) respectively, related to h 1 . Then c 1 (ξ) and d 1 (ξ) form a solution to the equation in Proposition 4.1 too, so we have
It follows that c − c 1 ∈Ĥ l and
By the injectivity of A|Ĥ l and B|Ĥ r we conclude that c = c 1 and
" ⇒ " Let us assume that our sampling process is injective, which means different signals have different dynamical samples. Since
, thend(ξ) = 0 and respectively d(ξ)) = 0, so (4.4) becomes
To preserve the injectivity, A|Ĥ l must be injective. In a similar manner, we conclude that B|Ĥ r must be injective too. If we assume that AĤ l ∩BĤ r = {0}, then there exist nonzero c 1 (ξ) and nonzero
These c 1 and d 1 determine a unique function h 1 ∈ V (ϕ − , ψ + ). But the zero sequence also provides a solution to (4.8), which recovers the zero function h ≡ 0. By assumption h 1 = h, which is a contradiction to having injective A|Ĥ l and B|Ĥ r . Therefore, it must hold AĤ l ∩ BĤ r = {0}. 
. We can recover all h ∈ V (ϕ) via a N = m dynamical sampling scheme if and only if the related matrix
Theorem 4.5 (Stable sampling condition). The dynamical sampling process in HSIS is stable if and only if both A|Ĥ l , B|Ĥ r are injective mappings with closed range, and for all f ∈ AĤ l , g ∈ BĤ r , there exists some M ∈ (0, 1) such that
Proof. We use the labels A = A m,N and B = B m,N . Similar to the reasoning in the proof of Propostion 2.3, if h is the sampled signal, stability means that h ∼ ŷ N . That is, there exist constants c 1 , c 2 > 0 such that c 1 h ≤ ŷ N ≤ c 2 h . We have (4.10) y N (ξ) = Ac(ξ) + Bd(ξ),
Therefore, the stability of the recovered signal is equivalent to
In case Theorem 4.5 does not hold true, there will be multiple solutions to the dynamical sampling problem. One solution candidate is the min norm solution (see Lemma 6.6 in the Appendix).
It is interesting that, if we sample N = 2m times, then we will produce a 2m × 2m square matix in the adapted matrix equation from Propositon 4.1. That equation now becomes (4.12)
Corollary 4.6. If the square matrix
is invertible for all ξ ∈ [0, 1], then we can stably recover the sampled signal via equation (4.12). As a direct result of Theorem 1.3, it is possible to fix finitely many sigularities of A m (ξ) and B m (ξ) and achieve stability on whole shift invariant space V (ϕ), V (ψ) respectively. It follows naturally that this is feasible with the semi-shift invariant spaces V (ϕ − ), V (ψ + ). We explore the case when M 2m (ξ) has finitely many sigularities. It is known that if M 2m (ξ) is invertible for ξ ∈ [0, 1], then we can recover the sampled signal in a stable way. Now assume M 2m (ξ) has finitely many sigularities {ξ i } i∈I , |I| < +∞. We prove that we can achieve stable recovery in a HSIS with interpolated atoms through adding extra samples. In synchrony with Theorem 1.3, we have the following result Theorem 4.7. Let the samples S m (a j * h), j = 0, 1, ..., m−1 for h ∈ V (ϕ − , ψ + ) be given, where ϕ, ψ are interpolated atoms. Let {ξ i } i∈I be the finite set of singularities of M 2m (ξ) and allow a choice for n such that |ξ i − ξ j | = k n , k ∈ {1, 2, ..., n − 1} for any i = j ∈ I.Then along with the additional samples S mn T c h for shifts c = 1, 2, ..., m, there is enough information to stably recover h ∈ V (ϕ − , ψ + ) via a 2m-dynamical sampling scheme.
Proof. For interpolated atoms, it holds Φ 0 = Ψ 0 = 1, so the additional samples produce the following equation
We organize all the samples in a vector
In addition, we define vector functions
We employ the following matrices
For all ξ ∈ [0, 1 n ), the giant matrixM 2m (ξ) has a bounded inverse. The key ingredient here is that the matrix
involved inM 2m (ξ), is invertible for l ∈ {0, 1, 2, ..., n−1} (as its rows are rotated and re-ordered roots of unity,which causes orthogonality among the rows). In addition, for any fixed l, at most one of the block matrices M 2m (ξ + l n ) is singular (because for a fixed value of ξ, at most one ξ + l n ∈ {ξ i } i∈I ). For more details, we refer to the proof of the analogous result for 2 (Z) [5] .
Conclusions and future work
We have defined a hybrid shift invariant space and discussed the dynamical sampling problem in that setting. We establish the invertible sampling scheme and stable sampling scheme. Then we studied the possibility of adding extra samples to overcome sigularities. In addition, we present some initial encouraging results towards a locally adapted sampling rate in hybrid spaces. But first, we reflect on the option of sensor motion when using the techniques of dynamical sampling. We have solid reasons to believe that sensor motion is not a strategy that will improve the reconstruction process in terms of stability or the size of the necessarry data for full function recovery (see subsection 5.2).
Given that a hybrid SIS means there is a locally varying quality of the functions we sample (h = f + g ∈ V (ϕ − , ψ + ) with f ∈ V (ϕ − ) and g ∈ V (ψ + )), the natural question to pose here is: can we recover the function h by a dynamical sampling scheme that has different (locally adapted) rates of sampling in V (ϕ − ) and V (ψ + ) respectively? Varying the sampling rate in the dynamical sampling scheme may eventually provide more locality but we have not proved a general result yet. However, we have an encouraging example toward a generalized sampling rate variance presented in subsection 5.1.
5.1.
Varying the sampling rate -first results. Let h = f +g ∈ V (ϕ − , ψ + ). For interpolated ϕ and ψ, the samples of h on Z − give us (f (k)) k<0 , due to Property 6.3 (see bellow) and we can fully compute We can use the data from (5.1) to clean up the data in (5.2) and obtain sufficient subsamples for g, a * g upto a m−1 * g, namely
.., m − 1. Then we can reconstruct g via the standard matrix equationŷ(ξ) = B m (ξ)d(ξ), provided B m (·) is invertible and recover h as f + g. This means that, if we allow sensor motion, we must be willing to take a lot more samples than in the case of a immobile sensor network.
Sensor motion.
The dynamical sampling problem studied so far involved repeated subsampling via a network of sensors with fixed locations (sampling on mZ). Here we briefly discuss the difficulty we would encounter if we allow for changes of the sensors locations in a SIS setting:
Let m = 2. We sample f = k∈Z c k ϕ(· − k) ∈ V 2 (ϕ) on 2Z at t = 0. If the atom ϕ is interpolated then the samples are
If we take samples at 2Z at t = 1 of a * f , we have sufficient data to recover via the standard formula (c k ) k∈Z = F −1 (A 2 ·ŷ). Let's assume the sampling grid has changed from 2Z (at t = 0) to 2Z + 1 at t = 1. Even though we can compute f 2 = k∈Z c 2k ϕ(· − 2k) from (5.3) and thus compute a * f 2 | 2Z+1 to clear up what
is for f 1 = k∈Z c 2k+1 ϕ(· − 2k − 1), we still do not have sufficient data to recover f 1 and then recover f = f 1 + f 2 .
5.3. When three or more atoms are involved to build a hybrid space. Let us consider a hybrid space V = V (γ, ϕ, ψ), composed of three different parts of SISs V (γ), V (ϕ) and V (ψ) with γ, ϕ, ψ ∈ W 0 and influenced by the standard evolution operator, defined by a convolution a ∈ W . We consider a typical element of V to be of form
Z) has non-zero entries for at most k > L > 0 and c = (c k ) k∈Z ∈ 2 (Z) has non-zero entries for at most K ≤ k ≤ L. We let y j = A j h| mZ = a j * h| mZ and Γ j := a j * γ| Z for j = 0, 1, ..., N − 1. Formula (3.6) then takes form (5.4)
and the related matrix equation (4.4) becomes
Whenever the left inverse of M n (ξ) = [G N (ξ)A N (ξ)B N (ξ)] exists, we can recover the coefficients sequence b ∪ c ∪ d via (5.5). Clearly, the conditions imposed on M n (ξ) to ensure its left inverse existence will be more complex than in the case we studied in this paper (a HSIS generated with only two atoms).
6. Appendix 6.1. In Proposition 2.3, we have stated the uniform M -inequality as crucial for a Riesz basis-generated patched space. But a uniform M -inequality does not always hold true, even if the patched spaces have a zero intersection.
Example 6.1. Let B = {ϕ n | n ≥ 0} be an orthonormal basis for some space V . Let the subspaces V 1 and V 2 be generated by the bases
There is no uniform M ∈ (0, 1) such that for all f ∈ V 1 = spanB 1 and g ∈ V 2 = spanB 2 it holds | f, g | < M f g .
Let us clarify why in Example 6.1 the uniform M -inequality does not hold true: Given two elements f ∈ V 1 and g ∈ V 2 , there exist coefficients c k , k ≥ 0 and
By (6.1), f + g has a V -space representation and by the orthonormality of the basis B it holds
6.2. The uniform M -inequality introduced in Proposition 2.3 surely holds true for spaces V 1 , V 2 generated by Riesz bases of compactly supported elements. Let's assume that ϕ, ψ are compactly supported, normalized atoms and let 
In (6.3) there will be only finitely many nonzero inner products, if we assume that more than one pair of atom shifts overlap. Therefore it is possible to expand the result from Example 6.2 on a HSIS with finitely many overlaps of its compactly supported, shift-oriented atoms.
6.3. In this paper, we chose to work with interpolated atoms in the HSIS case as sampling a function of type (2.4) on Z surely gives us sufficient information for full function recovery (the samples are the function expansion coefficients). Proof. For any h ∈ V (ϕ − , ψ + ), given that {ϕ(x − k)} k<0 ∪ {ψ(x − l)} l≥0 is Riesz basis, there exists a unique sequence {c k } k<0 ∪ {d l } l≥0 such that h = However, a hybrid space generated by two atoms ϕ and ψ is not identical to the hybrid space generated by the two respective interpolated atoms ϕ I and ψ I , even though V (ϕ) = V (ϕ I ) and V (ψ) = V (ψ I ) hold true. The last equations imply that proper injective behavior of the respective operators is required, restriced on the half-Hardy spaces.
