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Abstract We are interested in finding a solution to the tensor complementarity problem
with a strong M-tensor, which we call the M-tensor complementarity problem. We propose
a lower dimensional linear equation approach to solve that problem. At each iteration, only
a lower dimensional system of linear equation needs to be solved. The coefficient matrices
of the lower dimensional linear systems are independent of the iteration after finitely many
iterations. We show that starting from zero or some nonnegative point, the method generates
a sequence of iterates that converges to a solution of the problem monotonically. We then
make an improvement to the method and establish its monotone convergence. At last, we
do numerical experiments to test the proposed methods. The results positively support the
proposed methods.
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1 Introduction
As a direct extension of the linear complementarity problem (LCP), the tensor complemen-
tarity problem (TCP) is a subclass of the general nonlinear complementarity problem (NCP)
with some attractive special structures. In recent years, the study in the TCP has received
much attention due to its wide applications in multi-person noncooperative games, hyper-
graph clustering problem, DNA microarrays and so on, see, for instance, [3,10,18] and ref-
erences therein. We refer to [11,13,19] for good reviews in the theory and the applications
of TCPs.
In this paper, we focus our attention on numerical methods for solving TCPs. Since
TCPs are NCPs, in many cases, they can be solved by existing efficient numerical meth-
ods for solving NCPs. Indeed, those methods such as the smoothing Newton method [10],
the nonsmooth Newton method [17], the Levenburge-Marquardt method [7], continuation
method [9] and the interior point method [25] for solving NCP have been applied to solve
TCPs. Another way to develop numerical methods for solving TCPs is to extend the idea
of those methods for solving LCPs. For example, Xie, Li and Xu [22] proposed an iterative
method for finding the least solution to the TCP with a strongly monotone Z-tensor where
the subproblems are lower dimensional tensor equations. After finitely many iterations, the
solution of the last tensor equation is a solution of the TCP. Similar to LCP, the TCP can be
formulated as a modulus-based nonsmooth equation and then the idea of numerical methods
for solving the nonsmooth equation reformulation to LCP can be applied [17,24]. Recently,
Du and Zhang [6] showed that a TCP can be transformed as a mixed integer programming.
There are also some other interesting ideas for developing numerical methods to TCPs [23,
26]. We refer to a recent review paper [12] for a good summary in the numerical methods
for TCPs.
Quite recently, Guan and Li [8] proposed a linearized method and a lower dimensional
linear equation method for solving the TCP with a strong M-tensor (M-TCP). Monotone
convergence for both methods was well established. However, to ensure the convergence
of the methods, the initial point must be selected in some feasible set. It really restricts the
application to the methods because in many case, finding a feasible point is not an easy task.
In this paper, we further study numerical methods for finding a solution to the M-TCP. The
proposed method can be regarded as an improvement to the method in [8]. The subproblems
of the method are also lower dimensional systems of linear equations. The proposed method
possesses the following attractive properties.
– At each iteration, only a lower dimensional system of linear equations needs to be
solved.
– The initial point can be set to zero or a solution of some lower dimensional system of
linear equations.
– The sequence of the generated iterates converges to a solution of the M-TCP monotoni-
cally.
We then make an improvement to the method so that the improved method is closer
to Newton’s method than its unimproved version. We prove that the improved method still
possesses monotone convergence property.
The structure of this paper is organized as follows. In the next section, we first introduce
some necessary concepts and notations and then propose a lower dimensional linear equa-
tion method. We will also establish the monotone convergence of the method. In Section 3,
we make an improvement to the method proposed in Section 2 and establish its monotone
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convergence. In Section 4, we conduct some numerical experiments to test the effectiveness
of the proposed methods.
We conclude this section by introducing some notations that will be used throughout the
paper. Let Rn denote the n-dimensional real Euclidean space. Denote [n] = {1, 2, ..., n}. For
a column vector x = (x1, x2, ..., xn)
T ∈ Rn and I ⊆ [n], xI denotes the subvector of x whose
elements are xi ∈ R, i ∈ I. For matrix A = (ai j) ∈ R
n×n and I, J ⊆ [n], we denote AIJ the
submatrix of A with elements ai j, i ∈ I, j ∈ J. For convenience, the principle submatrix AII
is abbreviated as AI . Similarly, for a tensor A = (ai1 i2 ...im ) and index set I ⊂ [n], we use AI
to denote the subtensor of A with elements ai1 i2 ...im , i1, i2, ..., im ∈ I.
2 A Lower Dimensional Linear Equation Approach To M-TCP
We first introduce the some concepts which will be used in this paper [4,19,20].
Definition 1 A real tensor (hypermatrix)A = (ai1 ...im ) is a multi-array of real entries ai1 ...im ∈
R, where i j = 1, . . . , n j for j = 1, . . . ,m. When n1 = · · · = nm = n, A is called an mth
order n-dimensional tensor. The set of all mth order n-dimensional real tensors is denoted as
T (m, n).
Clearly, whenm = 2, T (2, n) is the set of all n×n real matrices. For a tensorA ∈ T (m, n)
and a vector x ∈ Rn, the notationAxm−1 stands for a vector in Rn whose elements are
∑
i2 ,...,im









ai1 ...im xi1 xi2 · · · xim .
Definition 2 LetA = (ai1 i2 ,...,im) ∈ T (m, n).
– TensorA is called nonnegative and denoted asA ≥ 0 if all its elements are nonnegative.
– If the elements of A satisfy ai...i = 1, i ∈ [n], and all other elements are zeros, thenA is
called the identity tensor and is denoted by I.





– Tensor A is called a Z-tensor if all of its off-diagonal entries are nonpositive, which is
equivalent to
A = sI − B, B ≥ 0, (1)
where s > 0 is a scalar. In the case m = 2, Z-tensors reduce to the so-called Z-matrices
[1].
– A Z-tensor of form (1) is called an M-tensor if s ≥ ρ(B). If s > ρ(B), then A is called
a strong or nonsingular M-tensor. Here and throughout the paper, ρ(B) denotes the the
spectral of tensor B [20,19]. In the case m = 2, M-tensors reduce to the so-called M-
matrices [1].
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The TCP was first introduced by Song and Qi [21]. It is to find an x ∈ Rn such that
x ≥ 0, F(x) = Axm−1 − b ≥ 0, xTF(x) = 0. (2)
where A ∈ T (m, n) and b ∈ Rn. If A is a strong M-tensor, then the problem is an M-TCP.
Since strong M tensors are P tensors, the M-TCP (2) always has a solution [19]. In particular,
the so called feasible set
F = {x ∈ Rn | F(x) ≥ 0, x ≥ 0}
has a least element that is a solution to the M-TCP.
Definition 3 For a tensor A = (ai1 ...im ) ∈ T (m, n), we call the subtensor M(A) = (a˜i1 ...im ) ∈
T (m, n) the majorization tensor ofA whose elements are
a˜i j... j = ai j... j, i, j = 1, 2, . . . , n
and all other elements are zeros. The corresponding matrix M(A) = (ai j) ∈ R
n×n with
ai j = ai j... j, i, j = 1, 2, . . . , n
is called the majorization matrix ofA. The subtensor
Mc(A) = A−M(A)
is called the complement of A with respective toM(A).
For any x = (x1, . . . , xn)
T ∈ Rn and α ∈ R, we define x[α] = (xα
1
, . . . , xαn )
T whenever it is
meaningful. It is easy to get
Axm−1 = M(A)x[m−1] +Mc(A)x
m−1.
For simplicity, in the latter parts of the paper, without confliction, we simply denote the
majorization matrix M(A) by A and the subtensorMc(A) by A¯, i.e.,
A = (ai j) = M(A) = (ai j... j), A¯ =Mc(A).
By the use of those notations, the TCP (2) can be written as
x ≥ 0, F(x) = Ax[m−1] + A¯xm−1 − b ≥ 0, xTF(x) = 0. (3)
We are going to propose a sequential lower dimensional linear equation method to solve
the last problem. For an x ∈ Rn+ = {x ∈ R
n| x ≥ 0} , we denote
I˜+(x) = {i |xi > 0} and I˜0(x) = {i |xi = 0}.
It is not difficult to see that if we have known a solution x∗ of the TCP (2), then x∗ is a
solution of the following lower dimensional tensor equation
Fi(x) = 0, ∀i ∈ I˜+(x
∗), xi = 0, ∀i ∈ I˜0(x
∗).
One the other hand, if for some index set I, the lower dimensional tensor equation
Fi(x) = 0, ∀i ∈ I, xi = 0, ∀i < I (4)
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has a nonnegative solution x¯ satisfying
Fi(x¯) ≥ 0, ∀i < I,
then x¯ is a solution to the TCP.
The above equivalency between the NCP/LCP and the system lower dimensional non-
linear/linear equations provides a way to develop lower dimensional equation approach to
the NCP/LCP. Indeed, the LCP with a Z-matrix can be solved via solving several systems of
linear equations (see e.g. [15]). Such an idea has recently extended to solving the Z-tensor
complementarity problem (Z-TCP) by Xie, Li and Xu [22] where the Z-TCP was solved
by solving several lower dimensional tensor equations. Our purpose here is to improve the
method by Xie, Li and Xu [22]. Specifically, we will propose an iterative method to solve
the M-TCP by solving a sequence of systems of linear equations.
From now on, without specification, we always assume that A is a strong M-tensor. It
is easy to see that if A is a strong M-tensor, then its majorization matrix A = M(A) is a
nonsingular M-matrix, in particular, A−1 exists and is nonnegative.
The following lemma proved by Li, Guan and Wang [14] will be very important role in
the development of our method.
Lemma 1 IfA is a strong M-tensor, and the feasible set S defined by
S
△
= {x ∈ Rn+| F(x) = Ax
m−1 − b ≤ 0}
is not empty, then S has a largest element that is the largest nonnegative solution to the
M-tensor equation F(x) = Axm−1 − b = 0.
We are in the position to describe the idea of our method, which we call sequential
lower dimensional linear equation method. At the beginning, we get an initial point x(0) ≥ 0
as an estimate to x∗ and an initial index set I0 = {i | Fi(x
(0)) < 0} , ∅ as an estimate to
I˜+(x
∗) satisfying I0 ⊆ I˜+(x
∗). In general, at iteration k, suppose we have got an x(k) such that
Ik = {i | Fi(x
(k)) < 0} , ∅. We then solve a lower dimensional system of linear equations









= 0, ∀i < Ik. As we shall show that the
sequences of iterates {x(k)} and index sets {Ik} will satisfy
0 ≤ x(k) ≤ x(k+1) and Ik ⊆ Ik+1.
After finitely many iterations, the index set Ik will remain unchanged. That is, there is an
nonnegative integer k¯ such that Ik = Ik¯, ∀k ≥ k¯. As a result, the method essentially reduces
to a linearized method for finding a nonnegative solution to the lower dimensional nonlinear
equation




= 0 and Fi(x
(k)) ≥ 0, ∀i < Ik¯, any nonnegative solution of the last lower dimen-
sional equation extended with some zero elements is a solution of the M-TCP (2).
The steps of the method are given below.
Algorithm 1. (A Sequential Lower Dimensional Linear Equation Approach)
Initial. Given positive sequence {αk} ⊂ (αmin, 1) and positive constant η > 0. Find an
initial point x(0) ≥ 0 such that the set I0 = {i | Fi(x
(0)) < 0} is not empty. Let k := 0.
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Step 1. Stop if ‖min{F(x(k)), x(k)}‖ ≤ η. Otherwise, solve the following lower dimen-





















= 0, ∀i < Ik.
Step 2. Determine the index set
Ik+1 = {i | Fi(x
(k+1)) < 0}.
Let k := k + 1. Go to Step 1.
Remark 1. At the beginning, we need to find an x(0) ≥ 0 such that I0 , ∅ and I0 ⊆ I˜+(x
∗),
where x∗ is a solution to the M-TCP. To this end, we define the index set
I0 = {i | bi > 0}.
If I0 = ∅, then zero is a trivial solution to the M-TCP (2). Without loss of generality, we
suppose that there are at least one index i satisfying bi > 0, namely, I0 , ∅. It is easy to see
that the relation I0 ⊆ I˜+(x
∗) holds for any solution x∗ of (2). In this way, we can easily get
an initial point x(0) = 0 and I0.









and then let x
(0)
i
= 0, ∀i < I0. It is not difficult to see that such an x
(0) meets the
requirement that x(0) ≥ 0 and {i | Fi(x
(0)) < 0} , ∅ unless
ai1 i2 ...im = 0, ∀(i1, i2, . . . , im) , (i, j, . . . , j), i, j ∈ I0.
In the latter case, we can select ρx(0) with ρ ∈ (0, 1) as an initial point.
In what follows, we investigate some interesting properties of the above algorithm.
Since A is a nonsingular M-matrix, so is its principal submatrix AIk . Therefore, the sys-
tem of linear equations (5) always has a unique solution unless Ik = ∅. As we shall show in
Proposition 2 that the index set Ik will never be empty. So, the algorithm is well defined.
By the fact FIk (x
(k)) < 0, we can easily get the following trivial proposition.
Proposition 1 Suppose that A is a strong M-tensor. Then the sequence {x(k)} generated by
the sequential lower dimensional linear equation approach is non-decreasing in the sense
x(k+1) ≥ x(k) ≥ 0, ∀k ≥ 0. (6)
The proposition below show that the sequence of index sets {Ik} is non-decreasing, i.e.,
Ik ⊆ Ik+1. As a result, the method is well defined. Since Ik ⊆ [n] is finite, after finitely many
iterations, the index set Ik will remain unchanged.
Proposition 2 Suppose thatA is a strong M-tensor. Then the sequence of the index sets {Ik}
generated by Algorithm 1 is non-decreasing, i.e.,
Ik ⊆ Ik+1. (7)




Moreover, it holds that
Fi(x
(k+1)) ≤ Fi(x
(k)), ∀i < Ik. (8)
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≤ (1 − αk)FIk (x
(k)) < 0,

















































The last inequality yields (8). The proof is complete. ⊓⊔
We conclude this section by showing that the limit of {x(k)} exists and is a solution to the
M-TCP (2).
Theorem 1 Suppose that A is a strong M-tensor. Then the sequence of iterates {x(k)} gen-
erated by Algorithm 1 converges to a solution to the M-TCP (2).
Proof It follows from the last proposition that there is an index k¯ such that
Ik = Ik¯
△
= I¯, ∀k ≥ k¯.






= {x ≥ 0 |AI¯ x
m−1
I¯
− bI¯ ≤ 0}.
Since A is a strong M-tensor, so is its principal subtensor AI¯ . It follows from Lemma 1
that the set FI¯ has a largest element x¯I¯ ≥ x
(k)
Ik
. It together with Proposition 1 shows that the
sequence of iterates {x
(k)
I¯
} is monotone and bounded and hence has a limit x¯. Taking limits
in both sides of (5), we get F I¯(x¯I¯) = 0. On the other hand, by the definition of x
(k) and Ik,
we always have x
(k)
i
= 0 and Fi(x
(k)) ≥ 0, ∀i < I¯. Consequently, we claim that x¯ = (x¯I¯ , 0) is
a solution to the TCP (2). ⊓⊔
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3 An Improvement
In this section, we make some improvements to the method proposed in the last section.
The idea is similar to the approximate Newton method for solving M-tensor equation by Li,
Guan and Wang [14].
Instead of solving the lower dimensional linear system (5), we solve the following lower













+ δIk = 0, k = 0, 1, 2, . . . , (9)
where
δIk = αkFIk (x
(k)) + ǫIk , αk ∈ (0, 1)
and ǫIk is chosen in the way that ǫI0 = 0 and for k ≥ 1,
ǫIk = rIk (x








(k)) + bIk ) − AIk (x
(k))[m−1]
The difference between (5) and (9) lies in the term ǫIk = rIk (x
(k)) − rIk (x
(k−1)). The role of
this term is to make the solution of (9) closer to the point generated by Newton’s method for
solving FIk (x) = 0 in xIk than the solution of (5). We refer to [14] for details.
In order for the method to be monotonically convergent, we need the requirement αkFIk (x
(k))+
ǫIk ≤ 0, ∀k to ensure the monotone property of {x
(k)
Ik
}. It is satisfied if we let ǫIk satisfy
ǫIk ≤ −αkFIk (x
(k))
△
= ǫ+Ik . (10)
On the other hand, we also need the condition (1 − αk)FIk (x
(k)) − ǫIk ≤ 0. It is satisfied if we
let ǫIk satisfy
ǫIk ≥ (1 − αk)FIk (x
(k))
△
= ǫ−Ik . (11)
Combine (10) and (11), we need to choose ǫIk that satisfies both of the inequalities above,
i.e.,










) − rIk (x
(k−1)
Ik










= 0, ∀i < Ik.
If FIk (x¯






and update the index set Ik to get Ik+1 =
{i | Fi(x




Based on the above arguments, we propose a lower dimensional approximate Newton
approach as follows.
Algorithm 2. (A Sequential Lower Dimensional Approximate Newton Approach)
Initial. Given positive sequence {αk} ⊂ (αmin, 1) and positive constant η > 0. Find an
initial point x(0) ≥ 0 such that the set I0 = {i | Fi(x
(0)) < 0} is not empty. Let ǫI0 = 0 and
k := 0.
Step 1. Stop if ‖min{F(x(k)), x(k)}‖ ≤ η.







= 0, ∀i < Ik.
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Step 3. If FIk (x¯
(k+1)) < 0, then go to Step 4. Otherwise, let ǫIk = 0. Go to Step 2.






and update the index set Ik to get Ik+1 = {i | Fi(x
(k+1)) < 0}.






) − rIk (x
(k−1)
Ik





The approximate Newton method possesses similar properties to the lower dimensional
linear equation method proposed in the last section. In particular, the sequence of iterates
generated by the method converges to a solution to the M-TCP monotonically. We summa-
rize the results as a theorem below but omit the proof.
Theorem 2 Suppose that A is a strong M-tensor. Then Algorithm 2 is well defined. More-
over, the sequence of iterates {x(k)} generated by the algorithm converges to a solution of the
M-TCP (2) montonically in the sense
x(k+1) ≥ x(k) ≥ 0, ∀k ≥ 0. (12)
In addition, the sequence of index sets {Ik} is non-decreasing in the sense
Ik ⊆ Ik+1.
4 Numerical Results
In this section, we conduct some numerical experiments to test the methods proposed in
Sections 2 and 3 on several classes of problems. We implemented our methods in Matlab
R2015b and ran the codes on a personal computer with 3.60 GHz CPU and 20.0 GB RAM.
We used the tensor toolbox [2] to proceed the related tensor computation. The termination
criterion for both methods is set to
‖min{F(x(k)), x(k)}‖ ≤ 10−8
or the number of iteration reaches to 1000. In all cases, we take the parameter αk = α be
constant.
While conducting numerical experiments, we set the initial point to be x(0) = (0, 0, ..., 0)T ,
and the elements of the right hand side b is randomly generated by letting b = Ax˜m−1 with
x˜ uniformly distributed in (0, 1). The M-tensors of the test problems were from [5,16,24].
Details are given below.
Problem 1. The M-tensor A takes the form A = sI − B, where B is a nonnegative
m-order tensor whose elements are random values uniformly distributed in (0, 1). The pa-
rameter s is set to
s = (1 + ε) · max
i=1,2,...,n
(Bem−1)i, ε > 0
where e = (1, 1, ..., 1)T , and we set ε = 0.01. We tested the case m = 3, m = 4, and m = 5
with different dimensions.
Problem 2. TheM-tensorA takes the formA = sI−B, whereB is a symmetric m-order
tensor whose elements are random values uniformly distributed in (0, 1). The parameter s is
set to
s = (1 + ε) · max
i=1,2,...,n
(Bem−1)i, ε > 0
where e = (1, 1, ..., 1)T , and we set ε = 0.01. We tested the case m = 3, m = 4, and m = 5
with different dimensions.
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Problem 3. The M-tensor A takes the form A = sI − B, where B is a nonnegative
m-order tensor whose elements are defined by
bi1 i2 ...im = | sin(i1 + i2 + · · · + im)|
and s = nm−1. We tested the case m = 3, m = 4, and m = 5 with different dimensions.
We tested both methods with different value α on the above three problems with m = 3,
m = 4 and m = 5 and different dimensions n. For simplicity, we abbreviate Algorithms 1
and 2, as LD-LEQA, and LD-A-Newton respectively.
For each α, and each pair (m, n), we tested the methods LD-LEQA and LD-A-Newton
100 times and recorded the average performance of both methods. Tables 1 -9 list the per-
formance of both methods on Problems 1-3 with m = 3, m = 4 and 5 and different sizes n.
The meaning of each column is given below.
’n’: the dimension n of the problem;
’Iter’: the total number of iterations;
’Time’: the CPU time (in seconds) used for the method;
’Ik’: the average update times for the index set Ik;
’Res.’: the average final residual ‖min{F(x(k)), x(k)}‖;
’K’: the average cycle times between Steps 2 and 3 in the method LD-A-Newton.
First, we point out that the LD-A-Newton method successfully terminated at a solution
of the test problems in all cases, and the LD-LEQA method terminated at a solution of
the test problems in most cases. In the case m = 3, α = 0.1, the LD-LEQA method failed
sometimes. The data in Tables show the efficiency of the proposed methods.
The convergence of both methods needs the requirement αk < 1. However, as αk can be
arbitrarily close to 1, we tested the methods with αk = 1. The results show that αk = 1 is
practically a good choice.
The results clearly show that both methods with small αk performed not very well. In
most cases, as the parameter αk increases, the performance of both methods becomes better
and better. The best parameter for ’LD-LEQA’method seems to αk = 1 while the best param-
eter αk for the ‘LD-A-Newton’ method seems not to be very clear. In many cases, αk = 0.9
is the best while for some problems the best αk seems to 1. Perhaps the best parameter for
that method lies in the interval [0.9, 1]. However, theoretically, it is not easy to determine the
best parameter αk. The performance of both methods LD-LEQA and LD-A-Newton is very
close for the case α = 1. However, it does not mean that they coincide in that case. Com-
pared the best cases for both methods, we can find that in most cases, the ‘LD-A-Newton’
method is an improvement to the ’LD-LEQA’method though sometimes the improvement
is not too much. At least, the performance of the ‘LD-A-Newton’ method is not at bad as
’LD-LEQA’.
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Table 1 Results for LD-LEQA and LD-A-Newton on Problem 1 with 3-order tensors
LD-LEQA LD-A-Newton
n αk Iter. Time Ik Res. Iter. Time Ik Res. K
10 0.10 411.0 0.00478 1.28 9.83E-09 40.7 0.00085 1.27 6.81E-09 0
10 0.20 207.0 0.00243 1.40 9.49E-09 35.1 0.00072 1.35 6.85E-09 0
10 0.30 142.1 0.00170 1.52 9.27E-09 36.4 0.00077 1.46 7.01E-09 0
10 0.40 102.3 0.00124 1.50 9.04E-09 35.2 0.00075 1.40 7.10E-09 0
10 0.50 76.6 0.00094 1.26 8.34E-09 33.0 0.00069 1.23 7.03E-09 0
10 0.60 67.6 0.00084 1.38 8.49E-09 36.4 0.00076 1.31 7.19E-09 0
10 0.70 51.3 0.00065 1.34 7.99E-09 32.7 0.00069 1.31 6.95E-09 0
10 0.80 48.6 0.00062 1.46 7.71E-09 36.7 0.00076 1.45 7.36E-09 0
10 0.90 40.4 0.00053 1.24 7.21E-09 35.2 0.00074 1.23 7.25E-09 0
10 1.00 33.2 0.00045 1.26 6.98E-09 33.2 0.00070 1.26 6.98E-09 0
100 0.10 656.7 0.14887 14.10 9.81E-09 63.4 0.01702 9.80 7.96E-09 0
100 0.20 315.3 0.07180 12.34 9.63E-09 55.5 0.01403 7.38 7.76E-09 0
100 0.30 215.9 0.05040 10.76 9.38E-09 57.3 0.01445 6.72 8.08E-09 0
100 0.40 146.9 0.03568 9.17 9.17E-09 52.0 0.01323 5.92 7.72E-09 0
100 0.50 128.0 0.03188 8.70 9.05E-09 58.2 0.01483 6.08 7.99E-09 0
100 0.60 103.1 0.02651 7.74 8.91E-09 57.2 0.01490 5.98 8.01E-09 0
100 0.70 87.0 0.02306 7.04 8.83E-09 57.4 0.01484 5.85 7.94E-09 0
100 0.80 75.6 0.02071 6.44 8.41E-09 58.1 0.01522 5.73 8.08E-09 0
100 0.90 63.8 0.01769 5.87 8.03E-09 56.1 0.01462 5.66 8.20E-09 0
100 1.00 54.4 0.01544 5.20 8.00E-09 54.4 0.01398 5.20 8.00E-09 0
300 0.10 742.0 13.53704 32.86 9.82E-09 70.2 1.31610 14.64 8.16E-09 0
300 0.20 369.3 6.81863 24.47 9.61E-09 65.5 1.22889 10.53 8.30E-09 0
300 0.30 241.1 4.45899 19.48 9.48E-09 64.2 1.20440 9.38 8.16E-09 0
300 0.40 181.5 3.36238 16.43 9.29E-09 65.3 1.22432 9.12 8.22E-09 0
300 0.50 138.1 2.56310 13.62 8.99E-09 62.7 1.17387 8.36 8.10E-09 0
300 0.60 115.7 2.14645 12.16 8.96E-09 64.4 1.20469 8.52 8.01E-09 0
300 0.70 99.2 1.84629 10.88 8.81E-09 65.7 1.23085 8.48 8.03E-09 0
300 0.80 83.2 1.55263 9.50 8.61E-09 64.1 1.20064 8.09 8.02E-09 0
300 0.90 70.9 1.32455 8.49 8.39E-09 62.6 1.17344 7.91 8.18E-09 0
300 1.00 63.7 1.19200 7.70 8.03E-09 63.7 1.19311 7.70 8.03E-09 0
500 0.10 781.2 64.59965 45.17 9.82E-09 74.2 6.23206 16.23 8.32E-09 0
500 0.20 388.5 32.17770 30.99 9.69E-09 69.0 5.79661 11.68 8.17E-09 0
500 0.30 254.7 21.12680 23.30 9.47E-09 68.0 5.71271 10.48 8.20E-09 0
500 0.40 186.5 15.49360 19.35 9.34E-09 67.0 5.63550 10.12 8.24E-09 0
500 0.50 144.4 12.01567 15.99 9.14E-09 65.6 5.51316 9.68 8.16E-09 0
500 0.60 118.7 9.89608 14.17 8.96E-09 65.9 5.53928 9.62 8.22E-09 0
500 0.70 101.2 8.44990 12.38 8.76E-09 66.9 5.62170 9.61 8.21E-09 0
500 0.80 86.2 7.21168 10.88 8.54E-09 66.3 5.57606 9.23 8.17E-09 0
500 0.90 76.0 6.37274 10.00 8.32E-09 67.1 5.63857 9.26 8.32E-09 0
500 1.00 69.3 5.81163 9.47 8.33E-09 69.3 5.82063 9.47 8.33E-09 0
6. Du, S., Zhang, L.: A mixed integer programming approach to the tensor complementarity problem. J.
Global Optim. 73(4), 789-800 (2019)
7. Du, S., Zhang, L., Chen, C., Qi, L.: Tensor absolute value equations. Sci. China Math. 61(9), 1695-1710
(2018)
8. Guan, H.B., Li, D.H.: Linearized Methods for M-Tensor Complementarity Problems, J. Optim. Theory
Appl. 184(3), 972-987 (2020)
9. Han, L.: A continuation method for tensor complementarity problems. J. Optim. Theory Appl. 180(3),
949-963 (2019)
10. Huang, Z.H., Qi, L.: Formulating an n-person noncooperative game as a tensor complementarity prob-
lem. Comput. Optim. Appl. 66(3), 557-576 (2017)
11. Huang, Z.H., Qi, L.: Tensor complementarity problems-Part I: basic theory. J. Optim. Theory Appl.
183(1), 1-23 (2019)
12. Huang, Z.H., Qi, L.: Tensor Complementarity Problems-Part II: Solution Methods. J. Optim. Theory
Appl. 183(2), 365-385 (2019)
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Table 2 Results for LD-LEQA and LD-A-Newton on Problem 1 with 4-order tensors
LD-LEQA LD-A-Newton
n αk Iter. Time Ik Res. Iter. Time Ik Res. K
10 0.1 307.5 0.00531 0.52 9.65E-09 23.6 0.00070 0.49 5.62E-09 0
10 0.2 150.3 0.00294 0.56 9.30E-09 21.2 0.00065 0.56 5.52E-09 0
10 0.3 91.5 0.00193 0.38 8.87E-09 18.6 0.00064 0.38 5.11E-09 0
10 0.4 70.1 0.00149 0.60 8.38E-09 20.3 0.00070 0.56 5.44E-09 0
10 0.5 51.5 0.00106 0.54 7.97E-09 18.7 0.00063 0.54 4.82E-09 0
10 0.6 41.5 0.00094 0.48 7.60E-09 19.2 0.00068 0.48 5.62E-09 0
10 0.7 34.5 0.00076 0.55 6.99E-09 19.7 0.00069 0.55 5.53E-09 0
10 0.8 29.8 0.00066 0.61 6.58E-09 20.9 0.00070 0.61 5.30E-09 0
10 0.9 22.3 0.00051 0.48 5.78E-09 18.5 0.00064 0.48 5.32E-09 0
10 1.0 18.3 0.00043 0.52 5.43E-09 18.3 0.00063 0.52 5.43E-09 0
50 0.1 414.7 1.63350 3.72 9.68E-09 32.7 0.13309 3.17 6.27E-09 0
50 0.2 191.5 0.75783 3.25 9.34E-09 27.9 0.11384 2.59 5.96E-09 0
50 0.3 126.9 0.50108 3.14 8.96E-09 28.3 0.11521 2.63 6.48E-09 0
50 0.4 91.2 0.36114 2.93 8.72E-09 27.7 0.11291 2.49 6.09E-09 0
50 0.5 69.3 0.27510 2.89 8.18E-09 26.9 0.10920 2.44 6.31E-09 0
50 0.6 56.7 0.22582 2.64 7.82E-09 27.7 0.11267 2.37 6.28E-09 0
50 0.7 46.4 0.18550 2.49 7.35E-09 27.7 0.11215 2.27 5.85E-09 0
50 0.8 37.2 0.15037 2.35 7.21E-09 26.6 0.10798 2.24 5.59E-09 0
50 0.9 32.5 0.13208 2.17 6.43E-09 27.5 0.11122 2.12 6.19E-09 0
50 1.0 28.2 0.11454 2.16 6.35E-09 28.2 0.11378 2.16 6.35E-09 0
100 0.1 448.7 26.49473 6.90 9.66E-09 35.1 2.12947 5.06 6.67E-09 0
100 0.2 214.0 12.66867 5.96 9.35E-09 31.7 1.93125 4.23 6.25E-09 0
100 0.3 142.1 8.43494 5.83 8.94E-09 32.3 1.96416 3.86 6.27E-09 0
100 0.4 103.0 6.12377 5.38 8.66E-09 32.0 1.94605 3.75 6.15E-09 0
100 0.5 78.1 4.66351 4.60 8.30E-09 31.0 1.88445 3.33 6.35E-09 0
100 0.6 62.3 3.73376 4.11 8.12E-09 30.9 1.87908 3.25 6.04E-09 0
100 0.7 51.1 3.07129 3.80 7.55E-09 30.8 1.87787 3.23 5.87E-09 0
100 0.8 42.2 2.54122 3.29 7.00E-09 30.3 1.84097 3.02 6.38E-09 0
100 0.9 35.9 2.17368 3.08 6.59E-09 30.5 1.86023 3.04 6.29E-09 0
100 1.0 29.2 1.78072 2.65 6.36E-09 29.2 1.77966 2.65 6.36E-09 0
150 0.1 454.7 134.00378 8.95 9.58E-09 35.0 10.57799 5.76 6.25E-09 0
150 0.2 232.3 68.55610 8.90 9.26E-09 35.1 10.64310 5.10 6.75E-09 0
150 0.3 148.3 43.89494 7.38 8.94E-09 33.7 10.21452 4.57 7.17E-09 0
150 0.4 103.1 30.61030 6.33 8.77E-09 31.4 9.52810 3.95 6.31E-09 0
150 0.5 86.4 25.69072 5.90 8.41E-09 35.0 10.57002 4.05 6.72E-09 0
150 0.6 62.9 18.77788 4.10 7.73E-09 30.7 9.33273 3.24 6.03E-09 0
150 0.7 53.1 15.91829 4.19 8.28E-09 32.1 9.73869 3.62 7.01E-09 0
150 0.8 46.8 14.05005 4.24 6.71E-09 33.9 10.24510 4.05 6.74E-09 0
150 0.9 34.1 10.31884 2.95 7.18E-09 28.9 8.78752 2.81 6.09E-09 0
150 1.0 33.7 10.20621 3.57 7.01E-09 33.7 10.20972 3.57 7.01E-09 0
13. Huang, Z.H., Qi, L.: Tensor Complementarity Problems-Part III: Applications. J. Optim. Theory Appl.
183(3), 771-791 (2019)
14. Li, D.H., Guan, H.B., Wang, X.Z.: Finding a Nonnegative Solution to an M-Tensor Equation. (2018)
arXiv preprint arXiv:1811.11343
15. Li, D.H., Nie, Y.Y., Zeng, J.P.: Conjugate Gradient Method for the Linear Complementarity Problem
with S-Matrix. Mathematical and Computer Modelling. 48, 918-928 (2008)
16. Li, D.H., Xie, S., Xu, H.R.: Splitting methods for tensor equations. Numer. Linear Algebra Appl. (2017).
https://doi.org/10.1002/nla.2102
17. Liu, D., Li, W., Vong, S.W.: Tensor complementarity problems: the GUS-property and an algorithm.
Linear Multilinear Algebra. 66(9), 1726-1749 (2018)
18. Luo, Z., Qi, L., Xiu, N.: The sparsest solutions to Z-tensor complementarity problems. Optim. Lett.
11(3), 471-482 (2017)
19. Qi L., Chen H., Chen Y.: Tensor Eigenvalues and their Applications. vol. 39 of Advances in Mechanics
and Mathematics, Springer. Singapore (2018)
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Table 3 Results for LD-LEQA and LD-A-Newton on Problem 1 with 5-order tensors
LD-LEQA LD-A-Newton
n αk Iter. Time Ik Res. Iter. Time Ik Res. K
10 0.10 289.9 0.00874 0.28 9.61E-09 18.9 0.00086 0.27 4.47E-09 0
10 0.20 136.4 0.00432 0.28 9.15E-09 16.0 0.00073 0.27 4.89E-09 0
10 0.30 86.8 0.00285 0.26 8.64E-09 15.3 0.00072 0.26 4.11E-09 0
10 0.40 63.2 0.00206 0.32 8.11E-09 15.3 0.00074 0.31 4.22E-09 0
10 0.50 47.0 0.00155 0.23 7.53E-09 14.8 0.00073 0.23 3.93E-09 0
10 0.60 37.2 0.00126 0.32 7.05E-09 15.1 0.00074 0.32 4.62E-09 0
10 0.70 29.4 0.00100 0.18 6.68E-09 14.9 0.00071 0.18 4.48E-09 0
10 0.80 22.5 0.00077 0.25 5.27E-09 13.7 0.00066 0.25 4.53E-09 0
10 0.90 18.9 0.00065 0.36 4.93E-09 14.7 0.00069 0.36 4.43E-09 0
10 1.00 13.2 0.00046 0.18 4.24E-09 13.2 0.00062 0.18 4.24E-09 0
30 0.10 347.5 4.89410 1.05 9.55E-09 22.9 0.33635 0.94 4.85E-09 0
30 0.20 164.7 2.32469 0.91 9.10E-09 20.1 0.29642 0.83 4.84E-09 0
30 0.30 105.2 1.49033 1.00 8.79E-09 19.6 0.28927 0.95 4.54E-09 0
30 0.40 73.2 1.04148 0.81 8.21E-09 18.1 0.26833 0.73 4.72E-09 0
30 0.50 56.6 0.80844 1.07 7.73E-09 18.8 0.27813 1.02 4.79E-09 0
30 0.60 43.5 0.62517 0.89 7.23E-09 17.9 0.26590 0.84 5.23E-09 0
30 0.70 36.0 0.51938 0.91 6.81E-09 19.1 0.28212 0.88 4.86E-09 0
30 0.80 28.0 0.40769 0.84 5.91E-09 18.0 0.26710 0.84 4.51E-09 0
30 0.90 22.4 0.32824 0.82 5.36E-09 17.7 0.26294 0.82 4.77E-09 0
30 1.00 18.4 0.27282 0.86 4.96E-09 18.4 0.27320 0.86 4.96E-09 0
50 0.10 389.0 73.70609 2.14 9.36E-09 26.4 5.19228 1.86 5.65E-09 0
50 0.20 186.9 35.61845 1.90 9.21E-09 24.1 4.76648 1.76 5.51E-09 0
50 0.30 111.3 21.28997 1.57 8.75E-09 20.7 4.09390 1.29 5.05E-09 0
50 0.40 82.7 15.81562 1.62 8.22E-09 21.8 4.30798 1.43 4.35E-09 0
50 0.50 61.6 11.84067 1.71 7.97E-09 21.0 4.14938 1.52 5.26E-09 0
50 0.60 46.4 8.95547 1.52 7.43E-09 19.3 3.84438 1.48 4.75E-09 0
50 0.70 39.8 7.70087 1.67 6.66E-09 21.5 4.24571 1.62 5.68E-09 0
50 0.80 31.9 6.21819 1.38 6.98E-09 21.1 4.17595 1.29 5.69E-09 0
50 0.90 25.1 4.93880 1.10 5.80E-09 20.1 3.99757 1.10 5.26E-09 0
50 1.00 18.5 3.67888 0.90 4.09E-09 18.5 3.67996 0.90 4.09E-09 0
20. Qi, L., Luo, Z.: Tensor Analysys, Spectral Theory and Special Tensors, SIAM Philadelphia, 2017.
21. Song, Y., Qi, L.: Tensor complementarity problem and semi-positive tensors. J. Optim. Theory Appl.
169(3), 1069-1078 (2016)
22. Xie, S.L., Li, D.H., Xu, H.R.: An iterative method for finding the least solution to the tensor comple-
mentarity problem. J. Optim. Theory Appl. 175(1), 119-136 (2017)
23. Xie, Z.J., Jin, X.Q., Wei, Y.M.: Tensor methods for solving symmetric M-tensor systems. J. Sci. Comput.
74(1), 412-425 (2017)
24. Xu, H.R., Li, D.H., Xie, S.L.: An equivalent tensor equation to the tensor complementarity problem with
positive semi-definite Z-tensor. Optim. Lett. 13(4), 685-694 (2019)
25. Zhang, K.L., Chen, H.B., Zhao, P.F.: A potential reduction method for tensor complementarity problems.
J. Ind. Manag. Optim. 15(2), 429-443 (2019)
26. Zhao, X., Fan, J.: A semidefinite method for tensor complementarity problems. Optim. Methods Softw.
34(4), 758-769 (2019)
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Table 4 Results for LD-LEQA and LD-A-Newton on Problem 2 with 3-order tensors
LD-LEQA LD-A-Newton
n αk Iter. Time Ik Res. Iter. Time Ik Res. K
10 0.10 383.2 0.00437 1.06 8.73E-09 37.8 0.00073 1.08 6.70E-09 0
10 0.20 206.7 0.00242 1.47 9.50E-09 35.2 0.00068 1.41 6.96E-09 0
10 0.30 134.9 0.00161 1.34 9.18E-09 34.0 0.00067 1.32 6.92E-09 0
10 0.40 97.6 0.00118 1.38 8.93E-09 33.3 0.00065 1.36 7.02E-09 0
10 0.50 74.8 0.00093 1.28 8.55E-09 32.2 0.00063 1.25 6.87E-09 0
10 0.60 60.7 0.00076 1.33 8.34E-09 32.1 0.00063 1.28 7.05E-09 0
10 0.70 53.8 0.00068 1.40 8.16E-09 34.6 0.00067 1.35 6.79E-09 0
10 0.80 45.1 0.00058 1.28 7.65E-09 33.9 0.00066 1.27 7.01E-09 0
10 0.90 37.3 0.00049 1.16 7.19E-09 32.5 0.00064 1.16 6.88E-09 0
10 1.00 31.8 0.00043 1.12 6.83E-09 31.8 0.00062 1.12 6.83E-09 0
100 0.10 648.8 0.15002 13.97 9.80E-09 66.9 0.01847 9.78 7.94E-09 0
100 0.20 321.4 0.07539 11.86 9.58E-09 56.7 0.01456 7.35 7.88E-09 0
100 0.30 217.8 0.05298 10.92 9.42E-09 58.0 0.01527 6.74 8.04E-09 0
100 0.40 159.5 0.03983 9.44 9.23E-09 57.1 0.01494 6.32 8.05E-09 0
100 0.50 119.8 0.03128 8.38 9.10E-09 54.0 0.01416 5.88 7.95E-09 0
100 0.60 107.4 0.02881 7.92 8.90E-09 59.8 0.01605 6.19 8.03E-09 0
100 0.70 87.7 0.02388 6.65 8.53E-09 57.8 0.01527 5.60 8.02E-09 0
100 0.80 77.1 0.02142 6.35 8.51E-09 59.3 0.01575 5.65 8.16E-09 0
100 0.90 63.8 0.01837 5.82 8.27E-09 56.3 0.01506 5.60 8.10E-09 0
100 1.00 56.8 0.01694 5.24 8.04E-09 56.8 0.01510 5.24 8.04E-09 0
300 0.10 742.0 13.53705 32.86 9.82E-09 72.0 1.34031 14.70 8.45E-09 0
300 0.20 378.2 6.92375 24.70 9.62E-09 67.4 1.25509 10.52 8.17E-09 0
300 0.30 239.4 4.38205 18.82 9.45E-09 63.7 1.18805 9.11 8.10E-09 0
300 0.40 177.0 3.24861 16.35 9.33E-09 63.5 1.18212 9.01 8.17E-09 0
300 0.50 143.6 2.64295 13.88 9.16E-09 65.5 1.22129 8.59 8.22E-09 0
300 0.60 109.9 2.02500 11.48 8.83E-09 60.8 1.13152 8.13 8.18E-09 0
300 0.70 95.0 1.74614 10.39 8.74E-09 62.7 1.16524 8.09 8.05E-09 0
300 0.80 81.6 1.50654 9.53 8.44E-09 62.7 1.16506 8.08 8.01E-09 0
300 0.90 72.7 1.34424 8.54 8.41E-09 64.1 1.19443 7.92 8.18E-09 0
300 1.00 64.1 1.18834 7.85 8.03E-09 64.1 1.19236 7.85 8.03E-09 0
500 0.10 758.32 62.86028 44.13 9.81E-09 72.4 6.09754 16.12 8.02E-09 0
500 0.20 396.3 32.90419 30.76 9.67E-09 70.5 5.93959 11.70 8.57E-09 0
500 0.30 255.4 21.22288 23.70 9.47E-09 68.1 5.73344 10.70 8.48E-09 0
500 0.40 185.2 15.41738 19.36 9.32E-09 66.5 5.60625 9.96 8.20E-09 0
500 0.50 158.5 13.21131 16.90 9.15E-09 72.8 6.12783 10.06 8.06E-09 0
500 0.60 118.1 9.87174 14.00 8.97E-09 65.6 5.52896 9.52 8.22E-09 0
500 0.70 102.5 8.57173 12.36 8.75E-09 67.8 5.70941 9.40 8.37E-09 0
500 0.80 86.2 7.22303 10.80 8.62E-09 66.3 5.59094 9.30 8.33E-09 0
500 0.90 73.6 6.18479 9.80 8.39E-09 65.0 5.47536 9.14 8.12E-09 0
500 1.00 64.9 5.47389 9.08 8.25E-09 64.9 5.48309 9.08 8.25E-09 0
A Lower Dimensional Linear Equation Approach to The M-Tensor Complementarity Problem 15
Table 5 Results for LD-LEQA and LD-A-Newton on Problem 2 with 4-order tensors
LD-LEQA LD-A-Newton
n αk Iter. Time Ik Res. Iter. Time Ik Res. K
10 0.1 305.9 0.00466 0.43 9.59E-09 23.3 0.00061 0.43 4.99E-09 0
10 0.2 147.3 0.00274 0.52 9.31E-09 20.5 0.00059 0.50 5.35E-09 0
10 0.3 95.0 0.00184 0.52 8.80E-09 20.0 0.00061 0.52 5.23E-09 0
10 0.4 67.3 0.00140 0.51 8.55E-09 19.2 0.00062 0.51 5.14E-09 0
10 0.5 54.3 0.00113 0.65 7.94E-09 20.5 0.00067 0.62 5.80E-09 0
10 0.6 41.1 0.00086 0.50 7.48E-09 18.9 0.00065 0.48 5.31E-09 0
10 0.7 34.1 0.00071 0.59 7.42E-09 19.6 0.00064 0.59 5.57E-09 0
10 0.8 28.0 0.00064 0.49 6.47E-09 19.3 0.00064 0.49 5.29E-09 0
10 0.9 23.5 0.00052 0.57 5.83E-09 19.4 0.00063 0.57 5.79E-09 0
10 1.0 18.8 0.00043 0.55 5.48E-09 18.8 0.00061 0.55 5.48E-09 0
50 0.1 416.3 1.65426 3.84 9.63E-09 32.9 0.13508 3.30 6.12E-09 0
50 0.2 199.6 0.79373 3.30 9.32E-09 29.7 0.12185 2.83 5.98E-09 0
50 0.3 126.8 0.50404 3.21 8.95E-09 28.3 0.11655 2.56 5.80E-09 0
50 0.4 91.4 0.36453 2.81 8.49E-09 27.7 0.11371 2.37 6.07E-09 0
50 0.5 68.7 0.27502 2.75 8.33E-09 26.6 0.10887 2.30 6.18E-09 0
50 0.6 56.3 0.22604 2.61 7.81E-09 27.5 0.11307 2.34 6.33E-09 0
50 0.7 45.3 0.18317 2.38 7.30E-09 26.9 0.10962 2.18 6.06E-09 0
50 0.8 37.0 0.15060 2.22 7.34E-09 26.4 0.10721 2.12 5.95E-09 0
50 0.9 31.6 0.12884 2.07 6.66E-09 26.8 0.10916 2.05 5.85E-09 0
50 1.0 27.3 0.11121 2.01 6.32E-09 27.3 0.11080 2.01 6.32E-09 0
100 0.1 458.5 27.07540 6.95 9.65E-09 36.3 2.19945 5.12 6.18E-09 0
100 0.2 222.1 13.14838 6.47 9.35E-09 33.6 2.03888 4.36 6.10E-09 0
100 0.3 145.0 8.60966 5.65 9.06E-09 33.3 2.02319 3.86 6.29E-09 0
100 0.4 101.2 6.02541 4.80 8.71E-09 31.2 1.89879 3.54 6.11E-09 0
100 0.5 78.0 4.65768 4.54 8.41E-09 30.9 1.87877 3.38 6.42E-09 0
100 0.6 62.6 3.75133 4.09 8.08E-09 31.0 1.88703 3.30 6.38E-09 0
100 0.7 50.0 3.01059 3.67 7.57E-09 29.9 1.82375 3.12 6.42E-09 0
100 0.8 42.5 2.56505 3.35 7.11E-09 30.6 1.86099 3.15 6.25E-09 0
100 0.9 36.4 2.20142 3.11 7.14E-09 31.1 1.88975 2.90 6.21E-09 0
100 1.0 30.5 1.86036 2.85 6.09E-09 30.5 1.86052 2.85 6.09E-09 0
150 0.1 469.8 138.47280 10.16 9.67E-09 36.7 11.10158 6.65 7.23E-09 0
150 0.2 236.2 69.80835 8.39 9.17E-09 36.1 10.91339 5.35 6.42E-09 0
150 0.3 147.9 43.83193 7.35 9.07E-09 33.6 10.20136 4.68 6.55E-09 0
150 0.4 109.7 32.55305 6.35 8.82E-09 34.4 10.41653 4.35 6.38E-09 0
150 0.5 79.8 23.78048 5.32 8.69E-09 31.5 9.55875 3.71 6.65E-09 0
150 0.6 69.1 20.64181 5.42 7.94E-09 34.8 10.54593 4.26 6.63E-09 0
150 0.7 53.8 16.15826 4.39 7.98E-09 32.5 9.85268 3.55 6.59E-09 0
150 0.8 44.2 13.29398 3.97 6.89E-09 31.8 9.63884 3.45 6.18E-09 0
150 0.9 37.3 11.26369 3.35 6.99E-09 31.7 9.63216 3.29 6.76E-09 0
150 1.0 32.9 9.98344 3.23 7.45E-09 32.9 9.99252 3.23 7.45E-09 0
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Table 6 Results for LD-LEQA and LD-A-Newton on Problem 2 with 5-order tensors
LD-LEQA LD-A-Newton
n αk Iter. Time Ik Res. Iter. Time Ik Res. K
10 0.10 285.4 0.00622 0.27 9.57E-09 18.3 0.00071 0.27 4.16E-09 0
10 0.20 140.8 0.00414 0.37 9.06E-09 17.3 0.00077 0.35 4.48E-09 0
10 0.30 88.5 0.00265 0.33 8.60E-09 16.1 0.00074 0.32 4.58E-09 0
10 0.40 63.6 0.00193 0.29 8.12E-09 15.8 0.00072 0.28 4.72E-09 0
10 0.50 47.4 0.00148 0.32 7.74E-09 15.1 0.00069 0.31 4.13E-09 0
10 0.60 36.9 0.00113 0.27 7.07E-09 15.1 0.00068 0.27 4.43E-09 0
10 0.70 29.9 0.00097 0.34 6.87E-09 15.3 0.00071 0.34 4.38E-09 0
10 0.80 23.7 0.00080 0.26 5.85E-09 14.9 0.00069 0.26 4.66E-09 0
10 0.90 18.4 0.00065 0.31 5.16E-09 14.3 0.00066 0.31 4.14E-09 0
10 1.00 14.1 0.00050 0.28 4.20E-09 14.1 0.00065 0.28 4.28E-09 0
30 0.10 337.9 4.74205 1.00 9.56E-09 21.7 0.31847 0.93 4.69E-09 0
30 0.20 166.3 2.34133 1.12 9.19E-09 20.7 0.30398 1.08 4.93E-09 0
30 0.30 105.2 1.48612 1.01 8.52E-09 19.5 0.28701 0.94 4.54E-09 0
30 0.40 74.5 1.05789 1.07 8.34E-09 19.0 0.27995 1.00 4.88E-09 0
30 0.50 60.7 0.86375 1.19 7.72E-09 21.2 0.31133 1.18 5.42E-09 0
30 0.60 44.2 0.63280 0.94 7.34E-09 18.5 0.27395 0.92 4.74E-09 0
30 0.70 35.4 0.50998 0.95 6.64E-09 18.5 0.27285 0.91 4.73E-09 0
30 0.80 27.4 0.39752 0.79 5.61E-09 17.3 0.25702 0.78 4.76E-09 0
30 0.90 22.0 0.32231 0.86 5.21E-09 17.5 0.25856 0.86 4.40E-09 0
30 1.00 18.7 0.27555 0.92 5.13E-09 18.7 0.27423 0.92 4.49E-09 0
50 0.10 370.4 70.20072 1.83 9.45E-09 24.3 4.78678 1.67 5.14E-09 0
50 0.20 174.0 33.18610 1.50 9.00E-09 21.0 4.15895 1.38 5.43E-09 0
50 0.30 111.5 21.28006 1.54 8.81E-09 20.6 4.08660 1.33 5.66E-09 0
50 0.40 79.8 15.27265 1.83 8.19E-09 20.6 4.08046 1.58 4.91E-09 0
50 0.50 61.8 11.89036 1.54 8.06E-09 20.9 4.14703 1.42 5.75E-09 0
50 0.60 50.7 9.77023 1.75 7.23E-09 22.3 4.43491 1.63 4.79E-09 0
50 0.70 37.0 7.23194 1.50 7.27E-09 19.3 3.84970 1.42 5.31E-09 0
50 0.80 31.4 6.13018 1.54 6.58E-09 20.7 4.09443 1.50 5.30E-09 0
50 0.90 23.1 4.55194 0.92 5.76E-09 18.3 3.64513 0.92 4.41E-09 0
50 1.00 19.3 3.84198 1.13 4.53E-09 19.3 3.84969 1.13 5.12E-09 0
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Table 7 Results for LD-LEQA and LD-A-Newton on Problem 3 with 3-order tensors
LD-LEQA LD-A-Newton
n αk Iter. Time Ik Res. Iter. Time Ik Res. K
10 0.10 480.3 0.00554 1.94 9.77E-09 46.0 0.00097 1.86 7.15E-09 0
10 0.20 232.4 0.00271 2.02 9.50E-09 40.4 0.00079 1.92 7.09E-09 0
10 0.30 150.3 0.00179 1.99 9.25E-09 38.7 0.00079 1.87 7.56E-09 0
10 0.40 106.9 0.00130 1.85 8.87E-09 37.0 0.00074 1.73 7.04E-09 0
10 0.50 88.0 0.00108 1.85 8.75E-09 38.9 0.00077 1.72 7.38E-09 0
10 0.60 71.2 0.00088 1.82 8.51E-09 38.6 0.00076 1.72 7.32E-09 0
10 0.70 59.2 0.00075 1.84 8.20E-09 38.3 0.00076 1.77 7.41E-09 0
10 0.80 48.2 0.00062 1.57 8.02E-09 36.4 0.00072 1.56 7.31E-09 0
10 0.90 44.6 0.00057 1.68 7.83E-09 39.1 0.00076 1.68 7.34E-09 0
10 1.00 36.3 0.00048 1.55 7.18E-09 36.3 0.00072 1.55 7.18E-09 0
100 0.10 776.3 0.17203 19.62 9.82E-09 104.7 0.02775 13.94 8.57E-09 0
100 0.20 473.5 0.11223 18.06 9.74E-09 88.8 0.02337 10.28 8.54E-09 0
100 0.30 327.6 0.07971 16.00 9.62E-09 91.2 0.02450 9.46 8.62E-09 0
100 0.40 240.7 0.05868 14.22 9.48E-09 90.0 0.02400 9.20 8.49E-09 0
100 0.50 196.0 0.05058 13.00 9.42E-09 92.5 0.02487 9.01 8.47E-09 0
100 0.60 151.9 0.03882 11.19 9.11E-09 86.6 0.02300 8.53 8.54E-09 0
100 0.70 126.4 0.03318 10.14 9.02E-09 85.1 0.02274 8.39 8.51E-09 0
100 0.80 107.3 0.02881 9.11 8.79E-09 83.6 0.02222 7.95 8.43E-09 0
100 0.90 98.7 0.02694 8.66 8.80E-09 87.8 0.02319 8.24 8.58E-09 0
100 1.00 87.5 0.02456 8.04 8.45E-09 87.5 0.02286 8.04 8.45E-09 0
300 0.10 910.7 16.66016 46.09 9.87E-09 124.4 2.31343 19.95 8.93E-09 0
300 0.20 591.9 10.85018 35.96 9.73E-09 117.7 2.18905 15.40 8.87E-09 0
300 0.30 404.3 7.42173 28.98 9.64E-09 113.8 2.11285 14.27 8.80E-09 0
300 0.40 304.8 5.60404 24.43 9.55E-09 115.1 2.14223 13.78 8.91E-09 0
300 0.50 244.7 4.50272 21.07 9.47E-09 116.4 2.16287 13.42 8.91E-09 0
300 0.60 196.0 3.61086 18.03 9.24E-09 112.8 2.09708 12.87 8.86E-09 0
300 0.70 169.5 3.12860 16.71 9.19E-09 115.2 2.14364 13.17 8.79E-09 0
300 0.80 148.5 2.74180 15.26 9.17E-09 116.5 2.16680 13.28 8.98E-09 0
300 0.90 133.1 2.46366 13.95 9.13E-09 118.7 2.20126 12.96 9.00E-09 0
300 1.00 111.7 2.06975 12.51 8.88E-09 111.7 2.07658 12.51 8.88E-09 0
500 0.10 948.6 79.85518 52.47 9.79E-09 129.2 10.94522 22.46 8.63E-09 0
500 0.20 622.4 52.13565 44.69 9.77E-09 119.9 10.15264 16.85 8.71E-09 0
500 0.30 481.5 40.37000 36.74 9.63E-09 136.6 11.56076 16.59 8.98E-09 0
500 0.40 309.9 26.03142 29.59 9.59E-09 116.9 9.89903 15.81 9.07E-09 0
500 0.50 247.9 20.83906 24.70 9.47E-09 117.8 9.97742 15.19 8.94E-09 0
500 0.60 209.6 17.64331 22.41 9.30E-09 120.8 10.23520 15.63 9.05E-09 0
500 0.70 184.9 15.58413 20.22 9.18E-09 125.8 10.65973 15.78 8.83E-09 0
500 0.80 153.7 12.96135 17.59 8.98E-09 120.5 10.20854 15.00 8.79E-09 0
500 0.90 141.9 11.97928 16.63 8.97E-09 126.6 10.71584 15.26 8.78E-09 0
500 1.00 130.7 11.03999 15.63 8.81E-09 130.7 11.08248 15.63 8.81E-09 0
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Table 8 Results for LD-LEQA and LD-A-Newton on Problem 3 with 4-order tensors
LD-LEQA LD-A-Newton
n αk Iter. Time Ik Res. Iter. Time Ik Res. K
10 0.10 336.1 0.00620 0.81 9.68E-09 26.4 0.00088 0.80 5.82E-09 0
10 0.20 168.4 0.00317 1.02 9.32E-09 25.3 0.00078 1.01 5.95E-09 0
10 0.30 103.2 0.00197 0.77 8.83E-09 22.3 0.00071 0.75 5.62E-09 0
10 0.40 76.2 0.00152 0.89 8.57E-09 22.9 0.00074 0.86 5.65E-09 0
10 0.50 58.2 0.00120 0.89 8.11E-09 22.3 0.00075 0.86 5.80E-09 0
10 0.60 44.2 0.00090 0.73 7.79E-09 20.8 0.00070 0.70 5.40E-09 0
10 0.70 33.7 0.00071 0.60 6.98E-09 19.1 0.00063 0.60 5.10E-09 0
10 0.80 30.4 0.00065 0.83 7.07E-09 21.4 0.00070 0.81 5.83E-09 0
10 0.90 27.0 0.00056 0.83 6.31E-09 22.8 0.00070 0.83 5.60E-09 0
10 1.00 20.7 0.00044 0.76 5.74E-09 20.7 0.00067 0.76 5.74E-09 0
50 0.10 442.9 1.68472 4.81 9.68E-09 35.6 0.13991 3.98 6.43E-09 0
50 0.20 220.7 0.84063 4.69 9.30E-09 34.2 0.13486 3.56 6.14E-09 0
50 0.30 139.4 0.53271 4.47 9.01E-09 32.2 0.12717 3.32 6.57E-09 0
50 0.40 101.1 0.38800 4.04 8.73E-09 31.9 0.12575 3.17 6.40E-09 0
50 0.50 80.1 0.30834 3.95 8.34E-09 32.7 0.12873 3.16 6.45E-09 0
50 0.60 63.8 0.24628 3.73 7.94E-09 32.3 0.12713 3.04 6.26E-09 0
50 0.70 52.1 0.20245 3.29 7.58E-09 31.9 0.12551 3.00 6.15E-09 0
50 0.80 43.5 0.16932 3.03 7.28E-09 31.6 0.12469 2.83 6.84E-09 0
50 0.90 37.0 0.14476 2.78 7.00E-09 31.7 0.12488 2.73 6.58E-09 0
50 1.00 31.3 0.12276 2.54 6.35E-09 31.3 0.12345 2.54 6.35E-09 0
100 0.10 508.3 30.05680 9.40 1.05E-08 41.7 2.52250 6.43 6.56E-09 0
100 0.20 239.8 14.20850 8.37 9.39E-09 37.2 2.25550 5.30 6.64E-09 0
100 0.30 167.6 9.95136 7.66 9.11E-09 40.4 2.44527 5.06 6.91E-09 0
100 0.40 121.7 7.23960 7.23 8.84E-09 39.8 2.41201 4.85 6.85E-09 0
100 0.50 88.6 5.28599 5.96 8.71E-09 36.5 2.21096 4.17 6.84E-09 0
100 0.60 72.2 4.32089 5.28 8.35E-09 37.1 2.24677 4.05 6.72E-09 0
100 0.70 59.1 3.54901 4.87 7.73E-09 36.6 2.22074 4.06 6.62E-09 0
100 0.80 49.6 2.98645 4.33 7.46E-09 36.4 2.20733 3.94 6.89E-09 0
100 0.90 42.2 2.54689 3.88 6.92E-09 36.3 2.20106 3.62 6.61E-09 0
100 1.00 37.7 2.28669 3.69 6.97E-09 37.7 2.28647 3.69 6.97E-09 0
150 0.10 545.9 160.77944 13.69 9.59E-09 44.9 13.51070 7.81 7.02E-09 0
150 0.20 262.5 77.46291 11.41 9.32E-09 41.6 12.52018 6.38 7.57E-09 0
150 0.30 175.7 51.94255 10.19 9.17E-09 42.4 12.77545 5.81 7.38E-09 0
150 0.40 126.2 37.39957 8.25 8.70E-09 41.3 12.43902 5.28 7.03E-09 0
150 0.50 93.0 27.64861 6.63 8.52E-09 38.4 11.59103 4.44 6.85E-09 0
150 0.60 75.6 22.51350 6.03 8.45E-09 38.8 11.70155 4.56 7.31E-09 0
150 0.70 64.3 19.21018 5.53 7.99E-09 40.1 12.07682 4.41 7.06E-09 0
150 0.80 52.8 15.80802 5.13 7.43E-09 38.8 11.72094 4.34 7.30E-09 0
150 0.90 45.0 13.53543 4.66 7.02E-09 38.8 11.70904 4.41 6.92E-09 0
150 1.00 39.6 11.93023 4.22 7.73E-09 39.6 11.92661 4.22 7.73E-09 0
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Table 9 Results for LD-LEQA and LD-A-Newton on Problem 3 with 5-order tensors
LD-LEQA LD-A-Newton
n αk Iter. Time Ik Res. Iter. Time Ik Res. K
10 0.1 292.8 0.0088 0.33 9.57E-09 18.6 0.00084 0.33 4.26E-09 0
10 0.2 142.1 0.0045 0.37 9.10E-09 17.2 0.00080 0.37 4.18E-09 0
10 0.3 92.2 0.0030 0.46 8.73E-09 17.2 0.00082 0.46 4.64E-09 0
10 0.4 66.2 0.0022 0.39 8.25E-09 16.8 0.00082 0.39 4.69E-09 0
10 0.5 49.3 0.0016 0.40 7.55E-09 16.0 0.00078 0.38 4.14E-09 0
10 0.6 38.6 0.0013 0.38 7.00E-09 15.9 0.00077 0.37 4.32E-09 0
10 0.7 31.7 0.0010 0.46 6.16E-09 16.5 0.00078 0.46 4.51E-09 0
10 0.8 24.6 0.0008 0.39 6.01E-09 15.7 0.00078 0.39 4.74E-09 0
10 0.9 19.8 0.0007 0.36 4.74E-09 15.5 0.00076 0.36 4.05E-09 0
10 1.0 14.9 0.0005 0.30 4.56E-09 14.9 0.00071 0.30 4.56E-09 0
30 0.1 364.4 5.1263 1.54 9.61E-09 24.7 0.36092 1.44 5.37E-09 0
30 0.2 173.4 2.4459 1.39 9.13E-09 22.1 0.32516 1.30 5.17E-09 0
30 0.3 107.5 1.5229 1.29 8.67E-09 20.2 0.29792 1.17 5.16E-09 0
30 0.4 80.1 1.1367 1.50 8.28E-09 21.3 0.31319 1.35 5.08E-09 0
30 0.5 60.3 0.8604 1.39 8.01E-09 20.8 0.30652 1.28 5.28E-09 0
30 0.6 48.3 0.6931 1.34 7.48E-09 21.2 0.31230 1.29 5.00E-09 0
30 0.7 37.9 0.5456 1.26 6.93E-09 20.4 0.30083 1.23 4.84E-09 0
30 0.8 31.7 0.4587 1.37 6.78E-09 21.3 0.31255 1.33 5.48E-09 0
30 0.9 25.3 0.3687 1.23 5.98E-09 20.6 0.30329 1.24 4.61E-09 0
30 1.0 18.4 0.2722 0.97 4.76E-09 18.4 0.27280 0.97 4.76E-09 0
50 0.1 389.6 73.5789 2.22 9.10E-09 26.0 5.07913 2.13 5.05E-09 0
50 0.2 193.5 36.7433 3.00 9.12E-09 26.0 5.09821 2.35 6.19E-09 0
50 0.3 117.3 22.2988 1.91 8.77E-09 22.4 4.41128 1.78 5.89E-09 0
50 0.4 89.4 17.0444 2.70 8.48E-09 24.9 4.88273 2.22 5.49E-09 0
50 0.5 61.8 11.8438 2.00 7.78E-09 20.5 4.05600 1.74 6.28E-09 0
50 0.6 52.6 10.0997 2.35 7.65E-09 23.4 4.60535 1.96 6.55E-09 0
50 0.7 45.0 8.6703 2.26 7.28E-09 25.4 4.97413 2.13 5.73E-09 0
50 0.8 31.6 6.1435 1.48 6.46E-09 20.8 4.11331 1.52 4.93E-09 0
50 0.9 28.1 5.4934 1.61 6.86E-09 23.1 4.54994 1.61 5.72E-09 0
50 1.0 21.4 4.2241 1.35 5.95E-09 21.4 4.21741 1.35 5.95E-09 0
