The central limit theorem of martingales is the fundamental tool for studying the convergence of stochastic processes. The central limit theorem and functional central limit theorem are obtained for martingale like random variables under the sub-linear expectation by Zhang (2019). In this paper, we consider the multi-dimensional martingale like random vectors and establish a functional central limit theorem. As applications, the Lindeberg central limit theorem for independent random vectors is established, and the sufficient and necessary conditions of the central limit theorem for independent and identically distributed random vectors are obtained.
1 Introduction and notations. Peng[5] introduced the notion of the sub-linear expectation. Under the sub-linear expectation, Peng [5, 6, 7, 8, 9] gave the notions of the G-normal distributions, G-Brownian motions, G-martingales, independence of random variables, identical distribution of random variables and so on, and developed the weak law of large numbers and central limit theorem for independent and identically distributed (i.i.d.) random variables. Zhang [14] established the Lindeberg central limit theorem for independent but not necessary identically distributed one-dimensional random variables as well as martingale like sequences.
In this paper, we consider the multi-dimensional martingale like random vectors. In the classical probability space, since the convergence in distribution of a sequence of random vectors X n = (X n,1 , . . . , X n,d ) is equivalent to the convergence in distribution of any linear functions k α k X n,k of X n by the Cramér-Wold device, the cental limit theorem for random vectors follows from the cental limit theorem for one-dimensional random variables trivially. Under the sub-linear expectation, due to the non-linearity, the Cramér-Wold device is no longer valid for showing the convergence of random vectors. In this paper, we derive the functional Lindeberg central limit theorem for martingale like random vectors.
As applications, we establish the Lindeberg central limit theorem for independent random vectors, give the sufficient and necessary conditions of the central limit theorem for independent and identically distributed random vectors, obtain a Lévy characterization of a multi-dimensional G-Brownian motion and weaken a condition in the Lindeberg central limit theorems established by Zhang [14] .
We use the framework and notations of Peng [9] . If the reader is familiar with these notations, the remainder of this section can be skipped. Let (Ω, F) be a given measurable space and let H be a linear space of real functions defined on (Ω, F) such that if X 1 , . . . , X n ∈ H then ϕ(X 1 , . . . , X n ) ∈ H for each ϕ ∈ C l,Lip (R n ), where C l,Lip (R n ) denotes the linear space of (local Lipschitz) functions ϕ satisfying |ϕ(x) − ϕ(y)| ≤ C(1 + |x| m + |y| m )|x − y|, ∀x, y ∈ R n , for some C > 0, m ∈ N depending on ϕ.
H is considered as a space of "random variables". In this case, we denote X ∈ H . We also denote the space of bounded Lipschitz functions and the space of bounded continuous functions on R n by C b,Lip (R n ) and C b (R n ), respectively. A sub-linear expectation E on H is a function E : H → R satisfying the following properties: for all X, Y ∈ H ,
(2) Constant preserving: E[c] = c; 
When there is no ambiguity, we also denote it by E.
After having the sub-linear expectation, we denote the pair (V, V) of capacities on
Next, we recall the notations of identical distribution and independence. Definition 1.1 (Pengc [5, 9] ) (i) (Identical distribution) Let X 1 and X 2 be two n-dimensional random vectors defined, respectively, in sub-linear expectation spaces (Ω 1 , H 1 , E 1 ) and (Ω 2 , H 2 , E 2 ). They are called identically distributed, denoted by X 1
whenever the sub-expectations are finite. A sequence {X n ; n ≥ 1} of random variables (or random vectors) is said to be identically distributed if X i d = X 1 for each i ≥ 1.
(ii) (Independence) In a sub-linear expectation space (Ω, H , E), a random vector Y = (Y 1 , . . . , Y n ), Y i ∈ H is said to be independent to another random vector X =
Random variables (or random vectors) X 1 , . . . , X n are said to be independent if for each 2 ≤ k ≤ n, X k is independent to (X 1 , . . . , X k−1 ). A sequence of random variables (or random vectors) is said to be independent if for each n, X 1 , . . . , X n are independent.
Finally, we recall the notations of G-normal distribution and G-Brownian motion which are introduced by Peng [9, 10] . We denote by S(d) the collection of all d× symmetric matrices.
Here A ≥ A means that A − A is semi-positive definitive.
is the unique viscosity solution of the following heat equation:
That ξ is a G-normal distributed random vector is equivalent to that, if ξ ′ is an independent copy of ξ, then is the scalar product of x, y. When d = 1, G can be written as G(α) = α + σ 2 − α + σ 2 , and we write ξ ∼ N (0, [σ 2 , σ 2 ]) if ξ is a G-normal distributed random variable. 
As showed in Peng [8, 10] and Denis, Hu, and Peng [2] , there is a sub-linear
Banach space, E is countably sub-additive, and the canonical process
is a G-Brownian motion. In the sequel of this paper, the G-normal random vectors and G-Brownian motions are considered in ( Ω, H , E).
Functional Central limit theorem for martingale vectors.
On the sub-linear expectation space
holds for all bounded and continuous functions ϕ, η n
(6) if X n → 0 in L p , then X n → 0 in V and in L q for 0 < q < p;
Properties (1)-(5) are proved in Zhang [14] , and (6) and (7) can be proved in a similar way.
We recall the definition of the conditional expectation under the sub-linear expectation.
Let (Ω, H , E) be a sub-linear expectation space.
Let H n,0 ⊂ . . . ⊂ H n,kn be subspaces of H such that (i) any constant c ∈ H n,k and,
We consider a system of operators in L (H ),
is called the conditional sub-linear expectation of X given H n,k , E n,k is called the conditional expectation operator. Suppose that the operators E n,k satisfy the following properties: for all
In Zhang [14] , it has been shown conditional expectation operators E n,k satisfy that, for any
For a random vector X = (X 1 , . . . ,
and
. Now, we assume that {Z n,k ; k = 1, . . . , k n } is an array of d-dimensional random vectors such that Z n,k ∈ H n,k and E[|Z n,
having finite left limits which is endowed with the Skorohod topology (c.f. Billingsley [1] ), τ n (t) be a non-decreasing function in D [0,1] (R 1 ) which takes integer values with τ n (0) = 0,
The following is the functional central limit theorem.
Theorem 2.1 Suppose that the operators E n,k satisfy (a) and (b) . Assume that the following Lindeberg condition is satisfied:
Further, assume that there is a continuous non-decreasing non-random function ρ(t) and a non-random function G :
Then for any 0 = t 0 < . . . < t d ≤ 1,
5)
and for any bounded continuous function ϕ :
.
Without loss of generality, we assume G(I d×d ) = 1 for otherwise we can replace ρ(t) by G(I d×d )ρ(t). It is obvious that
The proof of this theorem will stated in the last section.
The condition (2.7) is assumed in Zhang [14] . But, (2.8) is replaced by a more stringent condition as follows,
As shown in Remark 3.1, (2.7) and (2.8) can not be weakened furthermore.
Applications
From Theorem 2.1, we have the following functional central limit theorem for independent random vectors. 
Further, assume that there is a continuous non-decreasing non-random function ρ(t) and a non-random function G : S(d) → R for which
Then for any
4)
and for any continuous function ϕ :
when p > 2, (3.5) holds for any continuous function ϕ :
Proof. For a bounded continuous function ϕ, (3.5) follows from Theorem 2.1 for the functional central limit theorem of martingale vectors. For continuous function ϕ :
for p > 2. Since (3.5) holds for bounded continuous function ϕ and .7), it is sufficient to consider the one-dimensional case. Let Y n,k = (−1) ∨ X n,k ∧ 1 and Y n,k = X n,k − Y n,k . Then, the Lindeberg condition (3.1) implies that 
by (3.9) and (3.10). It follows that
For Y n,k , by the Rosenthal-type inequality for independent random variables again we have
by (3.8) and the condition (3.1) (and (3.6) when p > 2). Hence, (3.7) is proved.
Suppose that {X n,k ; k = 1, . . . , k n } is an array of independent random variables with E[X n,k ] = E[X n,k ] = 0, k = 1, . . . , k n , and the Lindeberg condition (3.14) is satisfied. If (3.4) or (3.5) holds, then as shown in the proof of Theorem 3.1,
So, the conditions (3.12) and (3.13) can not be weakened furthermore.
Zhang [14] gave the following Lindeberg's central limit theorem for arrays of independent random variables.
Theorem A Let {X n,k ; k = 1, . . . , k n } be an array of independent random variables, n = 1, 2, . . .. Denote σ 2 n,k = E[X 2 n,k ], σ 2 n,k = E[X 2 n,k ] and B 2 n = kn k=1 σ 2 n,k . Suppose that the Lindeberg condition is satisfied: 14) and further, there is a constant r ∈ [0, 1] such that
Then for any bounded continuous function ϕ,
17)
where ξ ∼ N (0, [r, 1]) under E.
Zhang [14] also showed that the condition (3.15) can not be weakened to kn k=1 σ 2 n,k kn k=1 σ 2 n,k → r.
(3.18)
The following theorem shows that if we consider a sequence of independent random variables instead of arrays of independent random variables, then the condition (3.15) can be weakened to (3.18 Proof. For proving Theorem 3.2, we let k n = n, X n,k = X k /B n , k = 1, . . . , n. It is easily seen that the array {X n,k ; k = 1, . . . , k n } satisfies (3.1) and (3.2). Denote B 0 = 0.
Define the function τ n (t) by
From the the Lindeberg condition (3.14) , it is easily verified that
It follows that
and τ n (t) → ∞ if t > 0. By the condition (3.20), we have 
exists for each A ∈ S(d).
Then for any bounded continuous function ϕ :
25)
where W is a G-Brownian motion with W 1 ∼ N (0, G). In particular,
26)
where ξ ∼ N (0, G). 
Conversely, if (3.26) holds for any
It is easily seen that, if the limit in (3.24) exists, then it is finite and G(A) is a continuous sublinear function monotonic in A ∈ S(d). We first prove the direct part. Let Y n,k = 1 √ n X
As shown in Zhang [15] , by (i)-(iii) we have that
Further, by (iv),
k=1 Y n,k . By Theorem 3.1, for any bounded continuous function ϕ :
Now, suppose that (3.26) holds. By (3.26), for each element X 1,i of X 1 = (X 1,1 , . . . , X 1,d ), 
It follows that On the other hand, note
we have
We conclude that
by (i) and (iii). Hence,
(iv) is now proved. .
At last, we give a Lévy characterization of a multi-dimensional G-Brownian motion as an application of Theorem 2.1. Let {H t ; t ≥ 0} be a non-decreasing family of subspaces of H such that (1) a constant c ∈ H t and, (2) if X 1 , . . . , X d ∈ H t , then ϕ(X 1 , . . . , X d ) ∈ H t for any ϕ ∈ C l,lip . We consider a system of operators in L (H ) = {X ∈ H ; E[|X|] < ∞},
. Suppose that the operators E t satisfy the following properties: for all X, Y ∈ L (H ),
where the supermum sup t i is taken over all t i s with
The Lévy characterization of a one-dimensional G-Brownian motion under G-expectation in a Wiener space is established by Xu and Zhang [11, 12] and extended by Lin [4] by the method of the stochastic calculus. The following theorem gives a Lévy characterization of a d-dimensional G-Brownian motion. (II) There is a a continuous sub-linear function G :
(III) For any T > 0, lim δ→0 W T (M , δ) = 0.
Then, M t satisfies Property (ii) as in Definition 1.3 with M 1 ∼ N (0, G) .
Proof. The proof is very similar to that of Theorem 5.3 of Zhang [14] by applying Theorem (2.1) and so is omitted.
4 Proofs.
To prove functional central limit theorems, we need the following Rosenthal-type inequalities which can be proved by the same argument as in Theorem 4.1 of Zhang [14] .
Lemma 4.1 Suppose that {X n,i } are a set of bounded random variables, X n,k ∈ H n,k . Set
Proof of Theorem 2.1. With the same arguments as those in the proofs of Theorems 3.1 and 3.2 of Zhang [14] , we can assume that δ kn = kn k=1 E[|Z n,k | 2 |H n,k−1 ] ≤ 2ρ(1) in L 1 , χ kn =: kn k=1 | E[Z n,k |H n,k−1 ]| + | E[Z n,k |H n,k−1 ]| < 1 in L 1 and |Z n,k | ≤ ǫ n , k = 1, . . . , k n , with a sequence 0 < ǫ n → 0. Under these assumptions, the property (g) of the conditional expectation implies that all random variables considered above are bounded in L p for all p > 0, and then the convergences in (2.3) and (2.4) all hold in L p for any p > 0, by Lemma 2.1. As in Zhang [14] , it can be shown that for any ǫ > 0,
where ω δ (x) = sup |t−s|<δ,t,s∈[0,1] |x(t) − x(s)|. So, for (2.6) it is sufficient to show (2.5).
With the same argument of Zhang [14] , it is sufficient to show that for any 0 ≤ s < t For (4.9), we first note that
for any p > 0, by condition (2.4) . Without loss of generality, we assume s = 0, t = 1. Note
And then with |A| ≤ c.
For (4.6), it is easily seen the first and the third terms in (4.10) converges to 0 in L 1 , and the second term converges to ρ(t) − ρ(s) r/2 by (4.11). And hence, (4.6) is proved. Now, we tend to prove (4.4) . Without loss of generality, we assume s = 0 and t = 1.
Let V (t, x) = V u (t, x) be the unique viscosity solution of the following equation,
where ̺ = ρ(1) − ρ(0). Without loss of generality, we assume that there is a constant ǫ > 0 such that According to the definition of G-normal distribution, we have V u (t,
Following the proof of Theorem 3.1 and 3.2 of Zhang [14] , it is sufficient to show that E E[V (̺, S kn )|H n,0 ] − V (0, 0) → 0. (4.14)
As in Zhang [14] , it can be proved that, for all (t, x) ∈ [0, ̺ + h/2] × R d ,
For an integer m large enough, we define t i = i/m, Y n,i = S n,τn(t i ) − S n,τn(t i−1 ) , δ i = ρ(t i ),
T i = i j=1 Y n,j , i = 1, . . . , m. Applying the Taylor's expansion yields and
where γ and β are between 0 and 1.
By (4.13) , it is easily seen that
≤C (ρ(t i+1 ) − ρ(t i )) 1+α/2 + o(1) in L 1 , by (4.6), where C is a positive constant which does not depend on t i s.
For J i n,1 , it follows that E J i n,1 H n,τn(t i ) = 0 in L 1 . For J i n,2 , we have E[J i n,2 |H n,0 ] = E E[J i n,2 |H n,τn(t i ) ] H n,0 ≤ E |DV ( δ i , T i ))| | E[Y n,i+1 |H n,τn(t i ) ]| + | E[Y n,i+1 |H n,τn(t i ) ]| H n,0
It follows that
≤C E E[Y n,i+1 |H n,τn(t i ) ] + E[Y n,i+1 |H n,τn(t i ) ] H n,0 → 0 in L 1 , by (4.7) and (4.8) . Similarly, E[−J i n,2 |H n,0 ] ≤ o(1) in L 1 .
For J i n,3 , we have |J i n,3 | ≤ The proof of (4.14) is completed by letting m → ∞.
