Kernel methods are well known standard tools for solving function approximation and pattern classification problems. In this paper, we consider online learning in a reproducing kernel Hilbert space. We develop a simple and computationally efficient algorithm for sparse solutions. The approach is based on sequential projection learning and the coherence criterion, which is a fundamental parameter to characterize dictionaries of functions in sparse approximation problems. Experimental results show the effectiveness of our approach.
INTRODUCTION
Kernel methods have been successfully applied to a large class of problems; see [1] for a recent survey. The attractiveness of such algorithms stem from their elegant treatment of non-linear problems and their connection with statistical learning theory [2] . However, a notable limitation of kernel methods is their computational complexity since the amount of computer memory and training time typically increase superlinearly with the number of observations. By noting that this challenge is closely related to the sparsity of the solution, several authors have proposed learning algorithms including sparsity control mechanisms [3, 4, 5] .
Recently a theoretical foundation for online function estimation in reproducing kernel Hilbert spaces (RKHS) was proposed [6] , leading to a highly efficient method known as sequential projection learning (SPL). This approach is based on stochastic gradient descent (SGD) and orthogonal projections. Kernel basis functions that do not contribute significantly to the performance of the model are discarded to produce a sparse solution, via incremental and decremental steps. This strategy is similar to that employed in the sparse online Gaussian process framework described in [7] . It is also related to the kernel recursive least-squares (KRLS) algorithm [8] , although no decremental step is required here. Experimental results demonstrate that SPL performs well on synthetic and real data [9] . However, the decremental step is particularly computational expensive since it requires as many matrix inversions as there are kernel basis funccedric.richard@utt.fr tions in the model. In this paper, we propose an alternative online function estimation strategy that differs from SPL by the novelty condition used to assess the impact of kernel basis functions on the performance of the model. It is based on the coherence criterion, which was shown to be a fundamental parameter to characterize dictionaries of functions in sparse approximation problems, see [10] for a complete description. It was introduced as a quantity of heuristic interest for Matching Pursuit in [11] . The first theoretical developments were described in [12] , and enriched for Basis Pursuit in [ 13] , [ 14] .
The rest of this paper is organized as follows. In Section 2, we briefly review sequential projection learning in RKHS. Our sparsity control mechanism based on the coherence criterion is presented in Section 3. Its effectiveness is confirmed through simulations in Section 4.
SEQUENTIAL PROJECTION LEARNING
In this paper, we consider sparse online learning with kernels. The goal is to approximate a mapping f * X -IJR based on a sequence of input-output pairs (Xt, Yt) c X x IR that become available one by one. Also note that the model order is m, and not t, as we will subsequently introduce a sparsity control mechanism.
Stochastic Gradient Descent in RKHS
A natural measure of quality for ft is the instantaneous risk defined by gt+I(ft) 2 
that is, the squared error between the model output ft at time instant t + 1 and the desired output. The SGD update rule is given by
where qjt > 0 is the learning rate and Vf is the gradient with respect to f. We have
In the stationary case, it has been shown that f *-ft |-0 provided that the following simple condition on the learning rate 'it is satisfied [16] :
Starting from fo = 0, i.e., oa0 = 0, the update rule (4) can be summarized as at±i 71iet ) (6) with et = Yt+l-ft(xt+±), and xit+i = xt+±. The computational complexity of this naive algorithm then grows as more data points become available, which is a significant problem for online applications.
Sparse projection learning
To avoid inserting a kernel function into the expansion (1) (7) where c0 is a positive threshold determining the sparsity level. Let Ka,b be the a-by-b Gram matrix Ka,b(i,j) = (<ij, xj) with 1 < i < a and 1 < i < b. Provided that K 1 is invertible, it can be shown that [6] /3 KmmKmK m+i rI e (8) If condition (7) is satisfied, ft+l is updated according to the rule (6) . Otherwise, ft+l is obtained as follows, aet+l <-3, without additional computational effort. This is known as the incremental step. Upon adding new kernels, there is the possibility for existing kernels to become redundant. The basic decremental step determines kernel basis functions (i, -) which do not contribute significantly to the performance of the model. This stage consists of removing each of the kernel basis functions in turn and comparing the reduced models to the initial one. This is the most expensive part of the algorithm since 3 must be calculated for each reduced model.
SPARSITY CONTROL USING COHERENCE
The coherence is a fundamental parameter to characterize dictionaries of functions in sparse approximation problems, see [10] for an extensive description. It is defined as the maximum absolute inner product between two unit-norm functions a given dictionary Di. It reflects the most extreme correlations in the dictionary and, consequently, it is equal to zero for every orthonormal basis. In our kernelbased context, dictionary unit-norm functions are given by (8) , it follows that the best approximation of ft+l onto the span of ft is parameterized by [6] at+±i Km= m[Kmm Pt+l( jtc ) = aft + rtetiv, (10) is an 0(m) operation. If qot+i is retained, the main computational effort is the rank one update, i.e, 0(m2). Otherwise, it is the projection (12), which is 0(m2). Therefore, the proposed incremental step is an 0(m2) operation.
Decremental step
A common strategy which ensures that the model order m is bounded is to discard a kernel function from the expansion whenever m exceeds a predefined threshold mo. Here we suggest to discard the kernel function iDio which leads the coherence of the dictionary to decrease, that is,1
and at = (Olt\{0o ) (18) where the initial ih column and row (resp. element) of the matrices Km,m and Km1m (resp. the vector ait) are placed in the last position. From the decomposition method [7] , it follows that
Finally, a similar calculation to (12) shows that the reduced order model ft+1 is parameterized by at±= att\{o} + oviolKm-1,m -P1 (20)
Note that inverting a matrix of size m is typically an 0 (m 3)
operation. Without decomposition and using a condition novelty of the form (7), as it is the case in [16] , one obtains a computational complexity of 0(m4). However, finding the index io of the kernel function to be discarded, updating the inverse matrix using (19) and calculating at+, using (20) are all 0(m2). The computational effort per time-step of our algorithm is then upper bounded by O(m2).
EXPERIMENTS
We consider first as a benchmark problem the nonlinear time series described by the following difference equation Yt = (0.8 -0.5 exp(_y2 1))yt_l -T(0.3 + 0.9 expf(uYn2t))Yt-2 + 0c1 Sin(7Ytbl).
The kernel function was chosen to be of the form (21) where xi = (Yi-1, Yi-2)T. We then generated 300 data points from the initial point (0.1, 0.1). The first 200 data points were used as a training set while the last 100 data points were used to estimate the prediction error: io = arg max |pii i l1oi (15) Once (Djo has been removed from Din, the inverse of the matrix Km 1,m must be calculated in order to update the model ft. Let us introduce the following notations
Km1m (Qm-lqm-1 qo )
'Note that jo = arg maxj,jy Ipij could also be considered.
where M is the prediction horizon (M = 100), u2 is the variance of the true data and Yt+i = ft(xt+i) is the predicted output made by the hypothesis learnt from the training data. We first applied the full (non-sparse) version of learning algorithm described in section 2. The parameter of the kernel function was fixed as in [6] , i.e., a = 3.73. The NRMSE was found to be 6.32 10-4. We then applied basic SPL including incremental and decremental steps based on novelty condition (7) and the NRMSE was found to be 7.14. 10-4. Note that this is significantly better than [6] where NRMSE = 6.1 with 47 kernels retained2. Finally, we applied SPL with a sparsity control mechanism based on our L0-coherent approach with mo = 30. The threshold LL0 was set to 0.88 by cross validation. In that case, we obtained the smallest NRMSE = 7.02 10-4, which is slightly better than basic SPL. In order to assess the performance of our algorithm in a noisy case, the data were corrupted with additive gaussian noise P1(0, 0.01) and each algorithms were parameterized as above. On the one hand, the non-sparse algorithm led to NRMSE = 0.0134 and the standard SPL gave NRMSE = 0.0133 with only 36 terms retained. On the other hand, SPL with our sparsity control mechanism gave NRMSE = 0.0159. This is larger than non-sparse and basic SPL algorithms. However, the number of terms retained was only 18 out of the mO = 30 allowed. Figure 1 shows the mean evolution of the NRMSE as a function of the threshold 11o over 10 simulations. Note that the NRMSE is a highly Figure 2 shows the mean NRMSE as a function of mo. We also reported the number of terms retained, denoted by in. Clearly, for a wide range of mo, we have rn < mo, which means the upper bound mo is not reached and explained why the performances remain the same after a particular value mo. This confirms that parameter 110 controls the sparsity of the solution. 21n [6] , SPL is considered without decremental step. The number of terms retained at the end of the learning is denoted by M.
As a second benchmark, we consider the nonlinear time series described by the following difference equation The threshold 110 used to assess the novelty of the basis function in (10) was made adaptive by setting 110 = t, where 11t is the coherence of the dictionary at the tth iteration. This ensures the incoherence of the dictionary over time, i.e., as more samples become available, previous basis functions are replaced by nearby orthogonal basis functions. Figure 3 shows the mean evolution of 11t over 10 simulations with mo = 20. We note that the dictionary quickly becomes incoherent. In particular, 11t was found to be about 1.5 .10-4 after 200 iterations. Figure 4 shows that both basic SPL and 1o0-SPL have quite the same convergence behavior. However, the computational cost of our approach is O(m2) whereas the complexity of basic SPL is 0(m4).
CONCLUSION
We presented a simple and computationally efficient algorithm for sparse approximation of functions. The approach is based on sequential projection learning where the coherence criterion is used to check the 'novelty' of new basis functions. This criterion is known to be a fundamental parameter to characterize dictionaries of functions in sparse approximation problems. While it only reflects the most extreme correlations between basis functions, experimental results show the effectiveness of our approach in a kernel 
