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We investigate the role of exchange bridges in molecular magnets. We explore their effects on the distribution
of the valence electrons and their contribution to the exchange processes. The present study is focused on a
spin-half dimer with nonequivalent exchange bridges. Here, we derive an effective Hamiltonian that allows for
an accurate estimation of the observables associated to the magnetic properties of the magnet. Our results are
compared to those obtained by means of the conventional Heisenberg model that usually fails.
I. INTRODUCTION
Since decades the contribution of different bridging com-
plexes to the magnetic properties of molecular magnets has
motivated researchers to develop different approaches and
give suggestions about the influence of bridging ions be-
tween neighboring magnetic centers. As the low-spin and
short-bridged magnetic compounds are ideal candidates to
study magneto-structural features, through the years, in many
dimeric [1–3] and trimeric [4] compounds the nature of bridg-
ing structure is the subject of constant debate. One simple ex-
ample is the Cu2+ cubane-type complex [5] with symmetric
bridges described in the framework of a bilinear spin Hamil-
tonian. Further, the correlation of exchange constants with
the structure parameters in alkoxo bridged cooper dimers was
pointed out first in Ref. [5] and more recently in Ref. [6]. Ad-
ditional efforts relating the bridging complexes andmagnetism
was shown in Ref. [7], where the interest in azido bridged
complexes continues for decades [8–12]. Other prominent ex-
amples of magneto-structural effects are the complexes with
Fe magnetic centers [13–16], the Ni based compounds [17–
20] and the Mn spin clusters [21–27].
In this paper we study the contribution of bridging struc-
tures to the exchange processes and its effect on the magnetic
spectrum. In particular we show that complex bridging fa-
vors multiple exchange pathways between magnetic centers.
To this end we discuss a spin-half dimer consisting of two non
symmetric exchange bridges. We estimate the effect of both
bridges and their contributions by deriving an effective Hamil-
tonian that allows for discrete exchange parameters accounting
for the effects of bridging ions. The proposedHamiltonian can
be applied to a variety of molecular magnets with complex
chemical environment and distortion in structure. Recently
[28] we tested the proposed Hamiltonian by studying the mag-
netic spectra of trimeric compoundsA3Cu3(PO4)4, A=(Ca, Sr,
Pb) and the Nickel tetramer spin cluster Ni4Mo12.
II. THE GENERIC HAMILTONIAN
The generic Hamiltonian related to the electron-electron
and electron-nuclei interactions in a magnetic cluster, within
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the adiabatic approximation, reads
Hˆ =
∑
i
pˆ2
i
2mi
+
∑
η,i
Uˆ(rηi) +
1
2
∑
i 6= j
Rˆ(ri j), (2.1)
where pˆi and mi denotes the i-th electron momentum oper-
ator and mass, respectively. The potential energy operator
Uˆ(rηi) accounts for the interaction of the i-th electron with
the η-th nucleus, separated by the distance rηi = |ri − Rη|
with ri = (x i , yi , zi) the coordinates of the i-th electron andRη
those of the η-th nuclei. The operator Rˆ(ri j) is related to the
electrostatic repulsion between i-th and j-th electrons over the
distance ri j = |ri − r j|. Obtaining the eigenstates of Eq. (2.1)
assuming Coulomb potentials is a difficult task. Therefore, we
estimate the transition energy associated to the exchange pro-
cesses with the aid of the variational technique described in
the following section.
A. Molecular orbital approach
For complex bondings we consider the approach of delocal-
ized electrons developed within the framework of molecular
orbital (MO) theory [29]. Within MO theory the electrons are
not localized around the constituent nuclei, but are rather dis-
tributed over the entire molecule, thus occupying molecular
orbitals. These orbitals are approximately given as a linear
combination of the initial atomic orbitals (LCAOs) [30, 31].
Different constructions of molecular orbitals directly applied
to study exchange processes in dimer complexes can be found
in Ref. [1]. According toMO approach one distinguishes three
categories of orbitals according to their contributions to the
bonding energy and hence to the distribution of electrons. For
further information on this topic we refer the interested reader
to Refs. [32–37] and references therein.
In constructing the molecular orbitals we assume that only
the valence orbitals of the nearest coupled ions overlap. Thus,
we represent the n-th molecular orbital by the linear combina-
tion
φn,mi (ri) =
∑
η
cη
n
ψη
µη,mi
(ri), (2.2)
where the real coefficients cη
n
are functions of the overlap in-
tegrals between the directly coupled ions and the electronic
eigenstates in a potential created by the η-th ion are given by
ψη
µη,mi
(ri) =
∏
α∈K
ψη
µη
(αi)|mi〉, K= {x , y, z}, (2.3)
2with mi the magnetic quantum number of the i-th electron. It
is worth mentioning that for all η and i the functions in Eq.
(2.3) are orthogonal an normalized such that
∫
ψ¯
η
µη ,mi
(ri)ψ
η
µ′
η
,m′
i
(ri)dri = δµηµ′ηδmi m
′
i
, (2.4)
and the overlap integral is
0 ≤
∫
ψ¯
η
µ
η
,mi
(ri)ψ
η′
µ′
η′ ,mi
(ri)dri < 1.
Let us finally point out that the functions in Eq. (2.2) satisfy
the orthogonality condition
∫
φ¯n,m
i
(ri)φn′ ,m′
i
(ri)dri = δnn′δm
i
m′
i
. (2.5)
B. Dimer state functions
Consider N valence electrons, where N ≥ 2 is even. Let
nk = N/2 + k be the number of highest in energy occupied
molecular orbital, where k ∈ N0. As the transfer of elec-
trons includes orbitals that are not fully occupied, in the spin-
half dimer magnets the corresponding process requires two
orbitals. Therefore, knowing that k is not fixed we assume
these orbitals to be N/2 + k and N/2 + j, where k 6= j. The
remaining (N − 2)/2 molecular orbitals are fully occupied.
As a consequence, we distinguish two sets of state functions.
These states are obtained taking into account the Slater de-
terminant [38, 39] and symmetrizing the corresponding func-
tions according to the spin quantum numbers of each electron
pair. The first set of states describe fully occupied molecular
orbitals. These are
Φ
nk ,n j
S,M (r1, . . . , rN ) =
∑
Pr1...rN
crN−1 ,rN
N
2
−1∏
i
Φ
i
s2i−1,2i
(r2i−1, r2i)p
2
N
2 N !
Φ
nk ,n j
sN−1,N (rN−1, rN )|S, M〉, (2.6a)
the second set describe a case with two half-filled orbitals. They read
Ψ
nk,n j
S,M (r1, . . . , rN ) =
∑
Pr1...rN
crN−1 ,rN
N
2
−1∏
i
Φ
i
s2i−1,2i
(r2i−1, r2i)p
2
N
2 N !
Ψ
nk ,n j
sN−1,N (rN−1, rN )|S, M〉, (2.6b)
where the sum runs over all permutations on the set of coordinates r1 . . . rN and the functions in the summands are
Φ
i
s2i−1,2i
(r2i−1, r2i) =
1
2

φi(r2i−1)φi(r2i)− (−1)1+s2i−1,2iφi(r2i−1)φi(r2i)

, (2.7a)
Φ
nk ,n j
sN−1,N (rN−1, rN ) =
1p
2

φnk (rN−1)φnk (rN )− (−1)1+sN−1,Nφn j (rN−1)φn j (rN )

(2.7b)
and
Ψ
nk ,n j
sN−1,N (rN−1, rN ) =
1p
2

φnk (rN−1)φn j (rN )− (−1)1+sN−1,Nφn j (rN−1)φnk (rN )

. (2.7c)
Moreover, for i, j = 1, . . . , N the permutation coefficients
cri ,r j = (−1)i+ j+1, cr j ,ri = −(−1)1+sN−1,N (−1)i+ j+1,
account for the antisymmetry of triplet function in Eq. (2.7c).
The spin part in the Eq. (2.6a) and (2.6b) is given by
|S, M〉 = ⊗
N
2
i=1
|s2i−1,2i , m2i−1,2i〉.
Notice that S and M are not the total spin and magnetic quan-
tum numbers of the system. The latter represent the sets of all
spin andmagnetic quantumnumbers for each pair of electrons,
respectively. Since we study a system with two effective spin-
half centers one has to bear in mind the following constraints
N/2∑
i=1
sˆ
2
2i−1,2i |S, M〉 = S(S + 1)|S, M〉, (2.8a)
N/2∑
i=1
sˆz
2i−1,2i |S, M〉 = M |S, M〉, (2.8b)
with S = 0,1 and M = 0,±1. We would like to point out that
with respect to Eq. (2.5) for all k and j the functions in Eq.
(2.6a) and (2.6b) are mutually orthogonal. Furthermore, they
have to be used by having in mind that for N = 2 their spatial
parts reduce to Eq. (2.7b) and (2.7c), respectively.
C. Key integrals
Hamiltonian in Eq. (2.1) accounts for the kinetic and repul-
sion energies of all electrons in the system. As the N/2 lower
orbitals are fully occupied it is therefore sufficient to calculate
3the corresponding average energy value. Then we are left only
with the operators related to orbitals that are not fully occu-
pied. Similar to the Hartree method [40, 41] this procedure
will demonstrate explicitly the contribution of (N/2 + k)-th
orbitals to the exchange processes. Hence, with N − 2 elec-
trons, occupying all molecular orbitals lower in energy than
the (N/2+ k)-th orbital, we have
Hˆ ′ =
N
2
−1∏
i, j
∫
· · ·
∫
Φ¯
j
0
(r2 j−1, r2 j)HˆΦ
i
0
(r2i−1, r2i)dr1 . . . drN−2
Consequently, we distinguish four types of integrals related
with the processes of exchange and transfer of electrons. Con-
sidering the (N/2+ k)-th orbital we obtain the integral
Unk =
∫∫
φ¯nk (rN−1)φ¯nk (rN )Hˆ
′φnk (rN−1)φnk (rN )drN−1drN ,
(2.9a)
accounting for the kinetic and potential energies of two elec-
trons occupying the same orbital. The hopping integral
tnk =
∫∫
φ¯nk (rN−1)φ¯nk (rN )Hˆ
′φnk (rN−1)φn j (rN )drN−1drN ,
(2.9b)
associated with the transfer of an electron between two or-
bitals. The integral
Vnkn j =
∫∫
φ¯nk (rN−1)φ¯n j (rN )Hˆ
′φnk (rN−1)φn j (rN )drN−1drN ,
(2.9c)
representing the energy of two electrons occupying different
orbitals and the exchange integral
Dnkn j =
∫∫
φ¯nk (rN−1)φ¯n j (rN )Hˆ
′φn j (rN−1)φnk (rN )drN−1drN ,
(2.9d)
associated with the energy of direct exchange of two electrons
between orbitals nk and n j .
The integrals in Eq. (2.9a) and (2.9b) are nonzero onlywhen
the electron’s spins are antiparallel, see Eq. (2.7b). By anal-
ogywith a closed shell system the single orbital term describes
a case with compactly occupied molecular orbitals, i.e. a non-
magnetic molecule. Therefore, Eq. (2.9a) and (2.9b) favor an-
tiferromagnetism and refer to magnetic insulators. If accord-
ing to theHund’s rule a triplet state related to any two electrons
occupying orbitals N/2 + k and N/2 + j, respectively, is the
ground state, then the integrals in Eq. (2.9c) and (2.9d) will
determine the values of the transition energy. Therefore, tak-
ing into account Eq. (2.8) and (2.9) we obtain the following
relations
∫
· · ·
∫
Ψ¯
nk ,n j
1,M
(r1, . . . , rN )HˆΨ
nk′ ,n j′
1,M
(r1, . . . , rN )dr1 . . . drN =

Vnkn j − Dnk n j

δkk′δ j j′ + O

1p
2N−2N !

, (2.10)
∫
· · ·
∫
Ψ¯
nk ,n j
0,0
(r1, . . . , rN )HˆΨ
nk′ ,n j′
0,0
(r1, . . . , rN )dr1 . . . drN =

Vnkn j + Dnk n j

δkk′δ j j′ + O

1p
2N−2N !

, (2.11a)
∫
· · ·
∫
Φ¯
nk ,n j
0,0
(r1, . . . , rN )HˆΦ
nk′ ,n j′
0,0
(r1, . . . , rN )dr1 . . . drN =

Unkn j + Dnk n j

δkk′δ j j′ + O

1p
2N−2 N !

(2.11b)
and ∫
· · ·
∫
Ψ¯
nk,n j
0,0
(r1, . . . , rN )HˆΦ
nk′ ,n j′
0,0
(r1, . . . , rN )dr1 . . . drN = 2tnkn jδkk′δ j j′ + O

1p
2N−2N !

, (2.11c)
where
tnkn j =
1
2

tnk + tn j

, Unkn j =
1
2

Unk + Un j

.
Notice that the integrals in Eq. (2.11) vanish rapidly with N
for k′ 6= k and j′ 6= j. Therefore, in terms of matrices one
can reduce the column and row number of the corresponding
to Eq. (2.11) matrix into a (5× 5) and represent it by the sum
3⊕ 2. The (3× 3) matrix include the energy associated with
the triplet group in Eq. (2.10) and the (2 × 2) one represent
the energy related with the singlet states in Eq. (2.11). Ac-
cordingly, the set of all eigenstates consists of the triplet group
represented by the functions in Eq. (2.10) and the singlet group
Ω
nk ,n j
0,0
(r1, . . . , rN ) =
sinφp
2
Φ
nk ,n j
0,0
(r1, . . . , rN )
+
cosφp
2
Ψ
nk ,n j
0,0
(r1, . . . , rN ), (2.12a)
4Θ
nk ,n j
0,0
(r1, . . . , rN ) =
cosφp
2
Φ
nk ,n j
0,0
(r1, . . . , rN )
− sinφp
2
Ψ
nk,n j
0,0
(r1, . . . , rN ), (2.12b)
where
φ = arctan

 4tnkn j
Unkn j − Vnkn j +
s
16t2
nkn j
+

Unkn j − Vnkn j
2

 .
From now on we consider only the state in Eq. (2.12a) since
it correspond to the lower energy value for all tnkn j .
III. MULTIPLE EXCHANGE PATHWAYS
For isolated diatomic and triatomic magnetic units the ex-
change pathways are unique. In general, the Goodenough-
Kanamori-Anderson rules [21, 42–44] holds and the magnetic
spectra are usually explained in terms of the Heisenbergmodel
[45]. With respect to the nature of ligands in some mag-
netic compounds, anisotropic spin Hamiltonians are valuable
for studying the magnetic properties. Further, in the case of
mono or diatomic intermediate bridges in periodic latices the
competition between kinetic energy and Coulomb repulsion
can be adequately studied within the framework of the Hub-
bardmodel [46, 47]. However, in complexmolecular magnets,
the exchange process between two effective magnetic centers
involves a number of intermediate nonmagnetic ions. Thus,
if two such centers are connected by more than one intricate
bridge, see for example the molecular magnet Ni4MO12 [48],
it is possible to havemore than one energetically favorable dis-
tribution of unpaired valence electrons. Accordingly, multiple
independent magnetic excitations that do not arise due to the
anisotropy relatedwith spin-orbit coupling nor to the existence
of electronic bands, but rather results from the activation of
different exchange bridges, will emerge. A sign for the absence
of a unique exchange bridge can be the broadened excitation
peaks in the observedmagnetic spectrum and the enhanced re-
sponse of the molecular magnet to an external magnetic field.
In particular since the values of the overlap integrals depend
on the angles between coupled ions the effect of applied mag-
netic field or changes in temperature may cause variations in
the energy of the considered molecular orbitals altering the
distribution of valence electrons and hence the values of the
transition energy.
A. The effective Hamiltonian
In order to simplify all further expressions we change the
notations by setting τ = (nk, n j) as a general index denoting
both the half filled molecular orbitals and the number of va-
lence electrons. Therefore, as the functions in Eq. (2.6) corre-
spond to a certain distribution of electrons, τ will indicates all
existing exchange bridges. Then, for τ′ 6= τ one has different
number of electrons N ′ 6= N . Further, as the number of elec-
trons is related to the number of all spin pairs one has S′ 6= S
and M ′ 6= M . Then, in order to address the aforementioned
assumptions correctly we label the number of valence elec-
trons N and the sets of spin and magnetic quantum numbers
S and M , according to the corresponding bridge obtaining Nτ,
Sτ and Mτ, respectively. Hamiltonian in Eq. (2.1) depends on
the number of valence electrons and coupled ions. Hencefor-
ward we will be denoting the later by Hˆτ.
Since the unpaired electrons can be distributed over any of
the considered bridges, the generic state functionswill account
for all probabilities. Thus, setting rτ = {r1, . . . , rNτ} and using
the states in Eq. (2.6a), (2.6b) and (2.12a), within the current
notations we obtain the triplet states
Ψ1,m(rτ, . . . , rτ′) =
∑
τ
cτ
1
Ψ
τ
1,Mτ
(rτ), ∀ Sτ = 1 (3.1)
and the singlet state
Ψ0,0(rτ, . . . , rτ′) =
∑
τ
cτ
0
Ω
τ
0,0
(rτ), ∀ Sτ = 0, (3.2)
where for all τ the quantities s = Sτ, m = Mτ are the dimer
effective spin and magnetic quantum numbers. The last func-
tions are orthonormal and the coefficients cτ
Sτ
∈ R depend on
the spin quantum numbers since for the singlet state, Sτ = 0,
the two electrons are closer to each other than in the case of
triplet states, Sτ = 1.
We would like to point out that according to the direct
sum of the spin subspaces of the exchange pathways one has
〈Sτ , Mτ |Sτ′ , Mτ′〉 = δττ′ . Notice also that for all τ the con-
straints in Eq. (2.8) are always satisfied.
Taking into consideration the integrals in Eq. (2.10) and
(2.11) for all τ the energy expectation values read
Eτ
1,Mτ
=
∫
Ψ¯
τ
1,Mτ
(rτ)HˆτΨ
τ
1,Mτ
(rτ)drτ∫
Ψ¯
τ
1,Mτ
(rτ)Ψ
τ
1,Mτ
(rτ)drτ
,
Eτ
0,0
=
∫
Ω¯
τ
0,0
(rτ)HˆτΩ
τ
0,0
(rτ)drτ∫
Ω¯
τ
0,0
(rτ)Ω
τ
0,0
(rτ)drτ
,
(3.3)
where drτ = dr1 . . . drNτ . In terms of the integrals in Eq. (2.9),
the energy values in Eq. (3.3) are given by
Eτ
1,Mτ
= Vτ − Dτ, Mτ = 0,±1, (3.4a)
Eτ
0,0
= Dτ +
Uτ + Vτ
2
−
√√
4t2
τ
+
(Uτ − Vτ)2
4
, (3.4b)
respectively. Therefore, the expectation values of the Hamil-
tonian in Eq. (2.1) obtained from states written in Eq. (3.1)
and (3.2) can then be written as
Es,m =
∑
τ
cτ
Sτ
2Eτ
Sτ,Mτ
. (3.5)
5Notice that theHamiltonians relatedwith the different bridging
structures commute, [Hˆτ, Hˆτ′] = 0. The last energy values
represent the spectrum of an effective Hamiltonian satisfying
Hˆe f f |s, m〉 = Es,m|s, m〉,
where the states |s, m〉 are eigenstates of the effective dimer
total spin operator sˆ= (sˆx , sˆ y , sˆz), with
sˆ
2|s, m〉 = s(s + 1)|s, m〉, sˆz |s, m〉 = m|s, m〉. (3.6)
With respect to the spin quantum number s the Hamiltonian
is (2s + 1)-fold degenerate and hence the considered system
allows only one transition,
E1,m − E0,0. On the other hand,
as the energy values in Eq. (3.5) depend on the probability
coefficients in Eq. (3.1) and (3.2), multiple transitions related
to the spatial part of the state functions are allowed. However,
relying on such assumptions, one has to take into account that
the energy conservation law do not allow the simultaneous ex-
istence of more than one excitation. Thereby, for the transition
energy we obtain
|∆E|=
∑
τ
cτ
1
2Eτ
1,Mτ
−
cτ
0
2Eτ
0,0
 . (3.7)
Although the coefficients in Eq. (3.7) can be represented by an-
alytical functions one can observe a number of different values
for∆E related with a discrete spectrum. This follows from the
independence of all possible exchange pathways and the dif-
ference of the electron’s behavior at triplet and singlet states.
As a consequence, for s = 0 and at certain conditions the elec-
trons could be localized only on one of the exchange bridges.
In contrary, for the triplet state both electrons could be dis-
tributed over all bridges.
B. The simplest case
Assuming a molecule with unique exchange bridge of one
or two intermediate atoms the sum in Eq. (3.7) is reduced to
a single term with
cτ
1
2 = 1 and cτ
0
2 = 1. Consequently,
suggesting an antiferromagnetic ground state and taking into
account Eq. (3.4), for the transition energy in Eq. (3.7) we
have
∆E = −2Dτ −
1
2
(Uτ + Vτ) +
1
2
Ç
16t2
τ
+ (Uτ − Vτ)2. (3.8)
Within the selected ground state the value of integral in Eq.
(2.9c) could be considered as rather smaller than the single or-
bital integral in Eq. (2.9a) and one can use of the inequality
Uτ ≫ Vτ. Furthermore, since the intermediate and magnetic
ions are of different kind, their mutual orientation renders the
value of corresponding overlap integral negligible. This im-
plies that Uτ > tτ and tτ > Dτ, see Eq. (2.9). Perturbing over
tτ/Uτ and taking into account only the first two terms from
the series, we obtain
∆E =
4t2τ
Uτ
− 2Dτ. (3.9)
For some compounds the direct exchange term Dτ is assumed
negligible. The ground state is antiferromagnetic and the sys-
tem behaves as a magnetic insulator, since tτ and Uτ favor
antifferomagnetism, see Eq. (2.6a) and (2.7b). A different ap-
proach describing localized electrons by using Wannier func-
tions [49] and leading to analogous conclusions are introduced
in Ref. [50].
IV. THE SPIN HAMILTONIAN
Within the spin space, the magnetic excitation energy is as-
sociated only with molecular orbitals that are not fully occu-
pied. Therefore, the total spin of the chemical complex is ef-
fectively taken into account by considering the number of un-
paired electrons. Then, all magnetic features are interpreted in
terms of either effective or fictitious spins of magnetic centers
usually representing transition metal ions.
Operating with a conventional bilinear spin Hamiltonian,
one won’t be able to associate each of the excitations in Eq.
(3.7) within a single singlet-triplet transition. Therefore, we
pursue a different approach to account for the features arising
from the existence of multiple exchange pathways.
Let i = 1,2 indicate both effective magnetic centers in the
considered spin dimer and sˆi = (sˆ
α
i
)α∈K are their correspond-
ing spin operators with
sˆ
2
i
|si , mi〉 = si(si + 1)|si , mi〉, sˆzi |si , mi〉 = mi |si , mi〉,
where si and mi are the respective spin and magnetic quantum
numbers. Notice that in fact the last spin operators account for
the spins of both unpaired electrons. Further, let sˆ= sˆ1+ sˆ2 be
the total spin operator written in Eq. (3.6). In order to obtain
an energy spectrum consistent with the transitions in Eq. (3.7)
we propose the following Hamiltonian
Hˆ = J (sˆ1 · σˆ2 + sˆ2 · σˆ1)− gµBsˆz B, (4.1)
where J is an effective constant, g is the isotropic g-tensor,
µB is the Bohr magneton, B represents the externally applied
magnetic field and the operator σˆi = (σˆ
x
i
, σˆ
y
i
, σˆz
i
) effectively
accounts for the differences in valence electron’s distribution
with respect to the i-thmagnetic center. Wewould like to point
out that the atomic orbitals of selected magnetic centers are
considered as quenched and in accordance with the proposed
superposition in Eq. (2.2) the g-tensor does not alter.
Since the excitation energy is related with the transition be-
tween singlet and triplet states of the total dimer spin space
one has to account for the total σ-operator defined by
σˆα|s, m〉 = as,m sˆα |s, m〉, (4.2)
where as,m ∈ R. As the spins of both magnetic centers are
paired their relevant σ-operators share the coefficient in Eq.
(4.2) and govern the transformations
σˆα
i
|s, m〉 = as,m sˆαi |s, m〉, i = 1,2. (4.3)
The rising and lowering σ-operators corresponding to Eq.
(4.2) satisfy
σˆ±|s, m〉 = as,m sˆ±|s, m〉, (4.4)
6where sˆ± are the total rising and lowering spin operators.
Thereby, taking into consideration Eq. (3.6), (4.2), (4.4) and
the following three cases m = s, −s < m < s and m = −s,
where s 6= 0 for the eigenvalues of total sigma square operator
we have
a2
s,s
s2 + a
s,s
a
s,s−1s, (4.5a)
1
2
as,m

as,m+1 + as,m−1

s(s + 1) + a2
s,m
m2
− 1
2
as,mm

as,m+1(m+ 1) + as,m−1(m− 1)

, (4.5b)
a2
s,−ss
2 + a
s,−sas,1−ss. (4.5c)
The eigenvalues ofσz can be obtained directly from Eq. (4.2).
All excitations are a result of the transition between sin-
glet and triplet states, see Eq. (3.7), where the total spin and
magnetic quantum numbers are always preserved, see also Eq.
(2.8). Therefore, we imply the following constraints
σˆz |s, m〉 = hsm|s, m〉, (4.6a)
σˆ
2|s, m〉 = h2
s
s(s + 1)|s, m〉, (4.6b)
where the parameters hs account for the changes of electrons
distributions in the molecule and thus the variation of all coef-
ficients in Eq. (2.2), (3.1) and (3.2) due to the action of B. For
B = 0 and all s we have hs = 1.
Within the last constraints one distinguish three cases:
(1) s 6= 0 and m 6= 0, then
as,m±1 = as,m = hs. (4.7)
As a consequence, for B = 0, the σ-operator transforms
the spin eigenstates as the spin operator does and the
Hamiltonian in Eq. (4.1) coincide with its Heisenberg
counterpart.
(2) s 6= 0 and m = 0, then the coefficients in Eq. (4.2) are
restricted only by the Eq. (4.6b). As a result, from Eq.
(4.6a), (4.5b) and (4.6b) one obtains
as,±1 = as,0 = ±hs. (4.8)
It is important to remark that the minus sign is an intrin-
sic feature of the sigma operators rather than related to
the effectively included spatial part of the state functions
in Eq. (2.6a) and (2.6b).
(3) s = 0, then a0,0 remains unconstrained and there exist a
set of parameters cn ∈ R such that
a0,0 ∈ {h0cn}n∈N. (4.9)
In general, cn are represented as a function of the inte-
grals in Eq. (2.9) and therefore depend on the number of
valence electrons and ions, taking part in the exchange
process.
V. TWO EXCITATIONS
Consider two exchange bridges, τ = a, b, see FIG. 1. Let
for s = 1 the probability both electrons to be distributed over a
given exchange bridges be given by the coefficients ca
1
and cb
1
,
respectively. Thus, if for a singlet state and at temperature T1
both electrons are localized on the bridge a and at temperature
T2, b is the more energetically favorable bridge, then from Eq.
(3.7) we distinguish two transitions
∆E1 =
ca
1
2Ea
1,Ma
+
cb
1
2E b
1,Mb
−
ca
0
2Ea
0,0
(5.1a)
and
∆E2 =
ca
1
2Ea
1,Ma
+
cb
1
2E b
1,Mb
−
cb
0
2E b
0,0
, (5.1b)
respectively.
x
a
b
FIG. 1. Model of dimeric magnetic molecule with non symmetric
exchange bridges. The effective magnetic centers are colored in blue.
The upper and lower bridges are labeled by the letter a and b, respec-
tively. The light blue arrow depicts the bridge related with the low
temperature transition, the light red arrow shows the high tempera-
ture analogue, see Eq. (5.1).
A. Energy spectrum in the absence of an external magnetic
field
As the total spin commute with the Hamiltonian in Eq.
(4.1), see Eq. (3.6) and (4.3), for B = 0 we may write
Hˆ |s, m〉 = 2Jas,m (sˆ1 · sˆ2) |s, m〉. (5.2)
In order to clarify the advantage of Eq. (5.2)we assume T1<T2
and focus on the corresponding transition energies in Eq. (5.1).
Hence, with respect to the quantum numbers s and m, fromEq.
(5.2) we distinguish four energy values
1
2
Ja1,+1,
1
2
Ja1,0,
1
2
Ja1,−1, − 32 Ja0,0, (5.3)
where the first three quantities, from left to right, correspond to
the triplet group and the last one is associated with the singlet
state. Nevertheless, without accounting for the discrete values
of the coefficients in Eq. (5.3) the excitation energy
∆E2will
remain unexplained. Therefore taking into account Eq. (4.7),
(4.8), (4.9) and suggesting that
∆E2 < ∆E1 from Eq. (5.3)
we obtain an energy spectrum consisting of four levels, see
FIG. 2.
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FIG. 2. Energy spectrum of the spin-half dimer obtained using the Hamiltonian in Eq. (4.1). On the left hand side the spectrum for B = 0 is
depicted. The right hand side spectrum shows the energy levels shifting due to the applied external magnetic field, where for brevity only the
levels associated with the nonmagnetic states are illustrated. The blue and red arrows show both transitions, corresponding to the bridges on
FIG. 1.
Two related with the triplet and two with the singlet states.
For m = 0,±1 and n= 1,2 the set of all energy values read
E (1)
1,m =
1
2
J , E (2)
1,0
= − 1
2
J , E (n)
0,0
= − 3
2
J cn, (5.4)
According to the energy conservation law and Eq. (3.7) we
have
∆E1 = E (2)0,0 −E
(1)
1,m, ∆E2 = E
(1)
0,0
−E (1)
1,m.
Hence, for the model parameters we obtain
J = −∆E1
2
, c1 =
4
3
∆E2
∆E1
− 1
3
, c2 = 1. (5.5)
Depending on the type of exchange, we may obtain different
values for the quantities J and c1, see Eq. (3.8) and (3.9). The
value of c1 can be determined from spectroscopic measure-
ments.
Extracting all coefficients as,m from Eq. (5.3) one can
clearly distinguish the spectrum obtained from the Heisenberg
model and compare it with the spectrum in Eq. (5.4). Within
the framework of conventional spin bilinear Hamiltonians one
assume the functions in Eq. (2.6a), (2.6b) and the coefficients
in Eq. (3.7) as unique and works only with J in Eq. (5.5). In
such case, the exchange coupling is given by the relation
J = Dτ +
1
4
(Uτ + Vτ) +
1
4
Ç
16t2
τ
− (Uτ − Vτ)2
and to account for the additional excitation a procedure of
searching for different spin interaction terms may be started.
Nevertheless, we would like to emphasize that the origin of
the transition ∆E2 cannot be explained by the inclusion of
anisotropy or higher order spin interaction terms.
B. Energy spectrum with applied external magnetic field
The applied external magnetic field affects the probability
distribution of valence electrons in molecular magnets. Such
phenomena can be quantitatively studied by including the pa-
rameters hs from Eq. (4.6) that take into account the varia-
tion of all coefficients in Eq. (2.2), (3.1) and (3.2). Therefore,
considering Eq. (3.6), (5.2) and (5.4), for B 6= 0 we get the
magnetic part of the energy spectrum
E1,+1 = 12 Jh1 − gµBB, E1,−1 = 12 Jh1 + gµBB, (5.6)
and for n= 1,2 the nonmagnetic part
E (1)
1,0
= 1
2
Jh1, E (2)1,0 = − 12 Jh1, E
(n)
0,0
= − 3
2
Jh0cn, (5.7)
where we omitted the superscript in Eq. (5.6) since it has no
contribution. Calculating the energy level shifting, ∆E1 →
∆E∗
1
, and ∆E2 → ∆E∗2, we have to take into consideration
only the energy levels associated with the nonmagnetic states,
see FIG. 2. Thus, accounting for the energy conservation law,
from Eq. (5.7) we have
∆E∗
1
= E (2)
0,0
−E (1)
1,0
, ∆E∗
2
= E (1)
0,0
−E (1)
1,0
. (5.8)
Using the relations in Eq. (5.8) together with the parameters
in Eq. (5.5) for the field parameters we obtain
h0 =
∆E∗
2
−∆E∗
1
∆E2 −∆E1
h1 = 2
∆E∗
2
+∆E∗
1
∆E1
− h0
2∆E2 +∆E1
∆E1
.
(5.9)
The values of hs can be fixed form the magnetization and low-
temperature susceptibility measurements. Therefore, as the
absolute temperature alter the values of both parameters in Eq.
(5.9) in order to calculate the contribution of B correctly one
has to perform measurements only at very low temperatures.
VI. CONCLUSION
We studied the role of bridging complexes in the exchange
processes and evaluated their contribution within the frame-
work of a spin-half dimer molecular magnet. To account for
the influence of the intermediate structure we assume that the
overall structure consists of more that one favorable exchange
pathway. Within the framework of such assumptions none of
8the conventional spin models provide an appropriate energy
spectrum. Therefore, to address all relevant features we pro-
posed a formalismbased on an adequate bilinear spin Hamilto-
nian, Eq. (4.1). It is important to emphasize that with respect
to a certain representation the σ-operators are not unique.
Although the exchange Hamiltonian in Eq. (4.1) is an ap-
proximate model, it may describe reasonably well the mag-
netism in real compounds. Recently [28] we demonstrated the
application of Eq. (4.1) in larger spin clusters. We analyzed
the inelastic neutron scattering spectrum of the trimeric com-
poundsA3Cu3(PO4)4, A=(Ca, Sr, Pb) andNickel tetramer spin
cluster Ni4Mo12 and we obtained results consistent with the
available spectroscopic measurements [51–54].
In conclusion, we would like to point out that the existence
ofmore than one transition at the same temperaturewould have
been possible assuming more than two unpaired electrons and
more than two magnetic centers. The probability to observe
the aforementioned features increases with the size of the mag-
netic cluster. In the real compounds a distortion in structure’s
symmetry would have to be taken into account for the obser-
vation of a peculiar magnetic spectrum. Nevertheless, in com-
pounds with only two or three distinct ions and periodic struc-
ture the discussed features cannot be observed, see Eq. (3.8).
Therefore, the application of the proposed method remains re-
stricted to a specific variety of spin clusters. For example, clus-
ters in which the electrons are not localized around a certain
ion and on the other hand are not a part of conduction band.
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