Recently, persistent homology has had tremendous success in biomolecular data analysis. It works by examining the topological relationship or connectivity of a group of atoms in a molecule at a variety of scales, then rendering a family of topological representations of the molecule. However, persistent homology is rarely employed for the analysis of atomic properties, such as biomolecular exibility analysis or B-factor prediction. This work introduces atom-speci c persistent homology to provide a local atomic level representation of a molecule via a global topological tool. This is achieved through the construction of a pair of conjugated sets of atoms and corresponding conjugated simplicial complexes, as well as conjugated topological spaces. The di erence between the topological invariants of the pair of conjugated sets is measured by Bottleneck and Wasserstein metrics and leads to an atom-speci c topological representation of individual atomic properties in a molecule. Atom-speci c topological features are integrated with various machine learning algorithms, including gradient boosting trees and convolutional neural network for protein thermal uctuation analysis and B-factor prediction. Extensive numerical results indicate the proposed method provides a powerful topological tool for analyzing and predicting localized information in complex macromolecules. connectivity and relationship among many atoms in a neighborhood as a whole. High dimensional topological invariants, such as Betti 1 and Betti 2, describe the collective behavior of many atoms [20] . Therefore, it is not clear how to represent atomic level property, such as the B-factor of an atom, by persistent homology.
Introduction
In recent years tools from topology have been successfully applied to protein analysis [1, 2, 3, 4, 5, 6] . Topology o ers one of highest level of abstractions of geometric data and allows one to infer high dimensional structure from low dimensional topological invariants. However, conventional topology oversimpli es geometry and thus lacks descriptive power for most real world problems. Persistent homology (PH) overcomes this di culty by introducing a ltration parameter that describes the geometry in terms of a family of Betti numbers at various scales known as a barcode [7, 8, 9, 10] . Indeed, three dimensional (3D) protein spatial information from a protein data bank (PDB) le can be converted into a family of simplicial complexes. One can apply tools from algebraic topology to convert structural information into global topological invariants that provide a useful representation of biomolecular properties [11] . However, for quantitative biomolecular analysis and prediction, persistent homology alone neglects chemical and biology information. Element-speci c persistent homology has been introduced to incorporate chemical and biological information into topological invariants [12, 13] . Similarity and di erences between barcodes from di erent molecules can be measured by Wasserstein [14] and/or Bottleneck [15] distances. However, the previous applications of persistent homology and element-speci c persistent homology are for the modeling and prediction of molecule-level thermodynamical or structural properties, such as protein-ligand binding a nities [13] , protein folding free energy changes upon mutations [12, 16] , drug toxicity [17] , solubility, partition coe cient [18] , and drug virtual screening (ligand and decoy classi cation) [19] . Essentially, topology is a global tool that examines the a pair of conjugated sets of atoms for a given atom is selected by a local sphere of radius rc around the atom of interest. The second set of atoms is de ned by excluding the atom of interest in the rst set. Conjugated simplicial complexes, conjugated chain groups, conjugated homology groups as well as conjugated persistence barcodes or diagrams are induced by an identical ltration. Conjugated persistence barcodes are compared with Bottleneck and Wasserstein metrics. The resulting distance provides a global topological representation of the localized atomic property, such as protein exibility analysis and atomic-level protein B-factor information. Obviously, the proposed atom-speci c topology can be applied to a wide variety of chemical and biological problems where atomic properties are measured, such as the chemical shifts of nuclear magnetic resonance (NMR), the B-factors of X-ray structure determination, and the shift and line broadening of other atomic spectroscopy.
We focus on protein Cα B-factor prediction but the approach provided in this work is a general framework that can be used to predict B-factors of any atom in a protein. First, we use the generated atom-speci c persistent homology features to t B-factors within a given protein using linear least squares minimization. Note that this method does work for blind B-factor predictions across proteins. Additionally, the atom-speci c persistent homology features are combined with other local and global protein features to construct machine learning models for the blind prediction of protein B-factors across di erent proteins. Moreover, image-like multiscale atom-speci c persistent homology features are generated using an early technique [36] . These image like features, together with other features, are fed into convolutional neural networks (CNN). Training and validation are carried out using a large and diverse set of proteins from the protein data bank (PDB). We demonstrate that the proposed method o ers some of the best results for blind B-factor predictions of a set of 364 proteins.
Methods and algorithms
. Atom-speci c persistent homology . . Overview Topology describes (continuous) objects in terms of topological invariants, i.e., Betti numbers. Betti-0, Betti-1, and Betti-2 which can be interpreted as connected components, rings, cavities, etc. Table 1 provides examples of the Betti numbers of a point, circle, sphere, and torus. Table 1 : Topological invariants displayed as Betti numbers. Betti-0 represents the number of connected components, Betti-1 the number of tunnels or circles, and Betti-2 the number of cavities or voids. Two auxiliary rings are added to the torus to illustrate that its Betti-1=2.
Example
Point Circle Sphere Torus Betti-Betti-Betti- Given discrete data points, such as a point cloud or the set of atoms in a molecule, we use simplicial complexes to describe the topological relationship, or connectivity of the point cloud, to systematically identify topological invariants. First, a few simplicial complexes, as shown in Figure 1 , are made up of vertices, edges, triangles, and tetrahedrons, denoted 0-simplex, 1-simplex, 2-simplex, and 3-simplex, respectively. Homology groups constructed from simplicial complexes give rise topological invariants. Given discrete dataset or a set of protein atoms, nontrivial topological information is generated by persistent homology. This introduces a ltration parameter to create a family of simplexes, which leads to a family of simplicial complexes, homology groups and associated topological invariants. By continuously varying the ltration parameter over an interval, the topological relationship among a given set of atoms is systematically reset, rendering a family of homology groups and corresponding topological invariants, which can be plotted as a persistence diagram, or a set of barcodes. Both persistence diagrams and barcodes record the birth and death (appearance and cessation) of Betti numbers during the ltration process. Many simplicial complex de nitions, which determine the rules of the corresponding topological relationship, have been proposed. Speci cally, Vietoris-Rips (VR) complex,Čech complex, and alpha complex are commonly used.
Persistent homology allows the extraction of topological invariants that are embedded in the high dimensional data space of biomolecules. The resulting topological invariants over the ltration, i.e., persistence diagrams or persistence barcodes of di erent molecules can be compared using Bottleneck and Wasserstein distances.
The goal of atom-speci c persistent homology is to extract topological information of a given atom in a molecule. To embed local atomic information into a global topological description, we construct a pair of conjugated sets of point clouds, namely the original dataset and a datset excluding the atom of interest. The Bottleneck and Wasserstein distances between these two persistence diagrams reveal the desirable topological information of the given atom.
. . Simplex and simplicial complex
A (geometric) simplex is a generalization of a triangle or tetrahedron to arbitrary dimensions. A k-simplex is a convex hull of k + vertices represented by a set of a nely independent points
where {u , u , . . . , u k } ⊂ R d with d ≥ k is the set of points, σ is the k-simplex, and constraints on λ i 's ensure the formation of a convex hull. An a nely independent combination of points can have at most k + points in R k . For example a 1-simplex is a line segment, a 2-simplex a triangle, and a 3-simplex a tetrahedron. A subset of the k + vertices of a k simplex with m + vertices forms a convex hull in a lower dimension and is called an m-face of the k-simplex. An m-face is proper is m < k. The boundary of a k-simplex σ, is de ned as the alternating sum of its (k + ) faces, given as
where [u , . . . ,û i , . . . , u k ] denotes the convex hull formed by vertices of σ with the vertex u i being excluded and ∂ k is called the boundary operator. A collection of nitely many simplicies forms a simplicial complex denoted by K. All simplicial complexes satisfy the following conditions.
1. Faces of any simplex in K are also simplices in K.
2. The intersection of any two simplicies σ , σ ∈ K is a face of both σ and σ .
. . Homology
Given a simplicial complex K, a k-chain c k of K is a formal sum of the k-simplices in K and is de ned as c k = a i σ i where σ i are the k-simplices and a i 's coe cients. Generally, a i are element of a eld such as R, Q, or Zn. Computationally, it is common to choose a i to be in Z . The group of k-chains in K, denoted C k , forms an Abelian group under addition in modulo two. This allows us to extend the de nition of the boundary operator introduced in Eq.
(2) to chains. The boundary operator applied to a k-chain c k is de ned as
where σ i 's are k-simplices. The boundary operator is a map from C k to C k− , which is also known as a boundary map for chains. Note that in Z , the boundary operator ∂ k satis es the property that ∂ k • ∂ k+ σ = for any (k + )-simplex σ following the fact that any (k − )-face of σ is contained in exactly two k-faces of σ. The chain complex is de ned as a sequence of chains connected by boundary maps with decreasing dimension and is denoted .
The k-cycle group and k-boundary group are then de ned as kernel and image of ∂ k and ∂ k+ respectively, and
where Z k is the k-cycle group and B k is the k-boundary group. Since ∂ k • ∂ k+ = , we have B k ⊆ Z k ⊆ C k . Then the k-homology group is de ned to be the quotient group of the k-cycle group modulo the k-boundary group,
where H k is the k-homology group. The kth Betti number is de ned to be rank of the k-homology group as β k = rank(H k ).
. . Filtration and persistence
For a simplicial complex K, we de ne a ltration of K as a nested sequence of subcomplexes of K,
In persistent homology, the nested sequence of subcomplexes usually depends on a ltration parameter. The persistence of a topological feature is denoted graphically by its life span with respect to ltration parameter. Subcomplexes corresponding to various ltration parameters o er the topological ngerprints over multiple scales. The k th persistence Betti number β i,j k is given by the ranks of the k th homology groups of K i that are alive at K j and are de ned as
The persistence of Betti numbers over the ltration interval can be recorded in many di erent ways. The commonly used ones are persistence barcodes and persistence diagrams. An example of barcodes is provided in Figure 2 . 
. . Similarity and distance
In this work, we use Bottleneck and Wasserstein distances to extract atom-speci c topological information and facilitate atom-speci c persistent homology. Let X and Y be multisets of data points, the Bottleneck and Wasserstein distances of X and Y are given by [15] 
and [14] 
respectively. Here B ( X, Y) is the collection of all bijections from X to Y. Note that in our work, topological invariants of di erent dimensions are compared separately.
. . Vietoris-Rips complex
Given a metric space M and a cuto distance d, a simplex is formed if all points have pairwise distances no greater than d. All such simplices form the Vietoris-Rips (VR) complex. The abstract nature of the VR complex allows the construction of simplicial complexes from a correlation function, which models the pairwise interaction of atoms using a radial basis function versus more standard distance metrics. The R library TDA is used to generate persistence barcodes [37] .
. . Atom-speci c persistent homology and element-speci c persistent homology
Element-speci c persistent homology was introduced to embed chemical and biology information into topological invariants [12, 19] . Its essential idea is to construct topological representations from subsets of atoms in various element types in a protein. For example, if one selects all carbon atoms in a protein, the resulting persistence barcodes will represent the strength and network of hydrophobicity in the protein. In contrast, atom-speci c persistent homology is designed to highlight the topological information of a given atom in a biomolecule. It creates two conjugated subsets of atoms centered around the atom of interest, one with and one without the speci c atom. Conjugated simplicial complexes, conjugated homology groups and conjugated topological invariants are generated for the conjugated sets of points clouds. The di erence between the conjugated topological invariants, measured by both Wasserstein and Bottleneck distances, o ers a topological representation of the atom of interest. As shown in Figure 3 , atom-speci c and element-speci c conjugated point clouds can be constructed for a given dataset.
In this work, we focus on Cα B-factor predictions. We use element speci c persistent homology to enhance the topological representation of each Cα neighborhood. Meanwhile, we develop atom-speci c persistent homology to pinpoint the topological representation at each Cα atom. With these selections of subsets, Vietoris-Rips complexes are constructed by contact maps or matrix ltration [1] .
To capture element-speci c interactions we consider three subsets of carbon-carbon, carbon-nitrogen, and carbon-oxygen point clouds. This gives us the following element speci c pairs,
For a given Protein Data Bank (PDB) le, persistence barcodes are calculated as follows. Given a speci c Cα of interest, say r k i ∈ P k in an element speci c set P k (P = CC, P = CN, and P = CO) , a point cloud consisting of all atoms within a pre-de ned cuto radius rc is selected:
where N is the number of atoms in the kth element pair P k . A conjugated set of point cloud,R k i , includes the same set of atoms, except for r k i . For a given pair of conjugated point clouds R k i andR k i , conjugated simplicial complexes, conjugated homology groups, and conjugated persistence barcodes are computed via persistent homology. We compute Euclidean distance based ltration using the Vietoris-Rips complex. Additionally, for a given set of atoms selected according to atom-speci c and element speci c constructions, we generate a family of multiresolution persistence barcodes by a resolution controlled ltration matrix: [1] 
where ϑ denotes a set of kernel parameters. We have used both exponential kernels
and Lorentz kernels
where η κ, and ν are pre-de ned constants. This ltration matrix is used in association with the Vietoris-Rips complex to generate persistence barcodes or persistence diagrams. Then these topological invariants are compared using both Bottleneck and Wasserstein distances. An example of the conjugated persistence barcode pair generated for a Cα atom is illustrated in Figure 4 . .
Machine learning models
Topological features are used for prediction of protein B-factor using both least squares tting and machine learning as described in the following subsections.
. . Gradient boosted trees
Gradient boosting is an ensemble method that uses a number of "weak learners" to construct a prediction model in an iterative manner. The method is optimized via gradient descent, which minimizes the residuals of a loss function. At each step of the gradient boosting, gradient boosting trees (GBTs) incorporate decision trees to improve their predictive power. Ensemble methods like GBTs are useful because they can handle a diverse feature set, have strong predictive power, and are typically robust to outliers and against over tting.
In this work, we optimize the GBT hyper-parameters using the standard practice of a grid search. The parameters used for testing are provided in Table 2 . Any hyper-parameters not listed in the table were taken to be the default values provided by the python scikit-learn package (version 0.21.3). 
. . Deep learning with a convolutional neural network
Neural networks are modeled after the function of neurons in brain. A neural network applies activation functions, called perceptrons, to inputs. Weights of the network are trained to minimize a loss function over many epochs, or passes of an entire training dataset. When a neural network has several layers of perceptrons we call it a deep neural network (DNN) and the intermediate layers are known as hidden layers.
Convolutional neural networks (CNNs) have recently had great success in image classi cation. Using convolutions of a pre-de ned lter size and number of lters, CNNs can automatically extract high-level features from input images. CNNs are advantageous because they can perform as well as other models without training as many parameters as a densely connected deep neural network. By applying several convolutions one can extract high-level features of an image. In this work we generate a image-like heat map by using a range of kernel parameters for atom-speci c and element-speci c persistent homology. The CNN output is then attened and fed as input to a DNN along with global and local protein features. This allows us to use the same feature set as the boosted gradient method as well as the generated PH image data. A diagram of the CNN architecture is provided in Figure 5 . For each Cα of the training set, the CNN is passed a three-channel persistent homology image of dimension (8, 10, 3) . The model takes the input image data and applies two convolutional layers with 2x2 lters followed by a dropout of 0.5. The image data is passed through a dense layer, attened, then joined with the other global and local features to form a dense layer of 218 neurons. This is followed by a dropout layer of 0.5, another dense layer of 100 neurons, a dropout layer of 0.25, a dense layer of 10 neurons, and nishes with a dense layer of output. Figure 5 provides an illustration of the deep CNN used in this work.
The deep convolutional neural network has several hyper-parameters that can be tuned. As with the GBT, the deep convolutional neural network hyper-parameters are optimized using a basic grid search. Table  3 provides the parameters used for testing. Any hyper-parameters that are not listed below were taken to be the default values provided by the python Keras package. 
. . Consensus method
In this work, we combine the predictions of two machine learning models to construct a simple consensus model. The consensus prediction used in this work is generated by the average of Cα B-factor values predicted from the GBT and deep CNN models.
. Machine learning features
A variety of element-speci c and atom-speci c persistence barcodes were generated using the techniques discussed in Sec. 2.1.7. In this work, we include 60 topological features. These features are generated in several ways by varying: kernels (Lorentz and exponential), element-speci c pairs (CC, CN, CO), and distance metrics (Wasserstein-0 and Wasserstein-1, Bottleneck-0 and Bottleneck-1). For this work all persistent homology features were generated with the cuto of 11Å.
. . Wasserstein and Bottleneck metrics for modi ed persistence diagrams
The distances evaluated from Wasserstein and Bottleneck evaluations of persistence diagrams depend on the boundary of the diagrams. Speci cally, when two persistence diagrams are compared, the extra events on one diagram that do not match any events on the other diagram might contribute to the nal distance by their distances from the boundary. For this reason, we create two additional persistence diagrams in which the y-axis is rotated clockwise by • or • , respectively, see Figure 6 . This modi cation changes the Bottleneck and Wasserstein distances and allows the model to recognize elements that have a short persistence (i.e. have a short lifespan). Lastly, we modi ed the persistence diagram by re ecting around the diagonal axis. An example of this modi cation is illustrated in Figure 6 . Table 4 provides a list of kernels, kernel parameters, y-axis change, distance metric, and element-speci c pairs used to generate features in machine learning models. Other features include global features from PDB les, i.e., R-value, protein resolution, and number of heavy atoms. Additional local features include packing density, amino acid type, occupancy, and secondary structure information generated by STRIDE software [38] .
. . Image-like persistent homology features
Using the process described in Section 2.1.7 we generate 2D image-like persistent homology features, The image-like matrix is given by F k i in Eq. (17), where each atom F k i represents the PH feature of the i th Cα atom, and k th atom interaction (C, N, or O).
This results in 2D PH images of dimension (8, 10) . Images are created for element-speci c Cα interactions with carbon, nitrogen, and oxygen atom giving each image three channels. This results in a nal image dimension of (8,10,3) for each Cα atom.
Results

. Data sets
In this work, we use two data sets, one from Refs. [32, 33] and the other from Park, Jernigan, and Wu [39] . The rst contains 364 proteins [32, 33] and the second contains 3 subsets of small, medium, and large proteins [39] . All sequences have a resolution of 3 Å or higher and an average resolution of 1.3 Å and the sets include proteins that range from 4 to 3912 residues [39] .
For all testing, we exclude protein 1AGN due to known problems with this protein data [33] . Proteins 1NKO, 2OCT, and 3FVA are also excluded because these proteins have residues with B-factors reported as zero, which is unphysical. For the machine learning results, proteins 1OB4, 1OB7, 2OLX, and 3MD5 are excluded because the STRIDE software is unable to provide secondary features for these proteins. The image like features used in all convolutional neural networks were standardized with mean 0 and variance of 1
. Evaluation metric
We use the proposed methods to predict B-factors of all Cα atoms present in a protein. Linear least square tting was done using only topological features. The machine learning models were executed using a leaveone-(protein)-out method to blindly predict the B-factors of all Cα atoms in each protein. The machine learning models were trained using the data and features described in Sections 2.1.7, 2.2, 2.3. For comparison, we include previously existing Cα B-factor prediction tting methods.
To quantitatively assess our method for B-factor prediction we use the Pearson correlation coe cient given by . Cuto distance In this work, the optimal cuto of rc = Å is found over a grid search using various cuto distances. Figure 7 displays the average Pearson correlation coe cient, obtained via tting, over an entire dataset of 364 protein using all persistent homology metrics with various point cloud distance cuto s. For each protein we use the parameters listed in Table 5 . The values used in this work were determined using the standard practice of a grid search.
. Least squares tting within proteins
The Pearson correlation coe cients using least squares tting for Cα B-factor prediction of small, medium, and large protein subsets are provided in Tables 12, 13 , and 14 respectively. Results for the all proteins in the dataset are provided in Table 15 . The average Pearson correlation coe cients for small, medium, large, and superset data sets are provided in Table 6 . Table 6 includes tting results using only Bottleneck, only Wasserstein, and using both Bottleneck and Wasserstein metrics. We also include results using only exponential kernel, only a Lorentz kernel, or both an exponential and Lorentz kernel for tting. All results reported here PH features generated with a cuto of 11Å and include three element-speci c subsets (carbon-carbon, carbonnitrogen, carbon-oxygen). Overall tting methods using the various persistent homology features performed similarly. The best results came from using features generated by both exponential and Lorentz kernels and both Bottleneck and Wasserstein distances. Using both kernels and both distance metrics resulted in an average correlation coe cient of 0.73 for the superset.
. Blind machine learning prediction across proteins
The aforementioned least squares tting methods cannot predict the B-factors of unknown proteins. Machine learning methods enable us to blindly predict B-factors across proteins. In this section, we utilize both boosted gradient and convolutional neural network algorithms for the blind prediction of B-factor across di erent proteins. Taken together, the entire dataset contains more than 620 000 atoms. We use a leaveone-protein out cross validation in our prediction. That is, for each protein, the data from a protein whose B-factors will be predicted, is excluded from the training data. This gives rise to a training set of roughly 600 000 data points for each protein (i.e., atoms and associated B-factors). The Pearson correlation coe cients using boosted gradient (GBT), convolutional neural network (CNN), and consensus method (CON) for Cα Bfactor prediction of small, medium, and large protein subsets are provided in Tables 8, 9 , and 10 respectively. Parameters for GBT and CNN methods can be found in Tables 2 and 3 . The global and local features used for training and testing are provided in Section 2.3. Results for all proteins are provided in Table 11 . The average Pearson correlation coe cients for small, medium, large, and superset data sets are provided in Table 7 . All results reported here use a cuto of 11Å and include three element-speci c subsets (carbon-carbon, carbonnitrogen, carbon-oxygen). Kernel parameters for both exponential and Lorentz kernels are provided in Table  5 . Results from previously existing Cα B-factor prediction methods are included for comparison in Table 7 .
Overall both GBT and CNN algorithms perform similarly. As expected, the CNN method outperforms the GBT with average correlation coe cients over the superset of 0.60 and 0.59, respectively. The consensus method improves upon both results with an average Pearson correlation coe cient of 0.61 over the superset. Table 7 shows that the blind prediction machine learning models perform better than tting models GNM and NMA and similar to the pFRI tting model.
Conclusion
An essential component of the paradigm of protein dynamics is the correlation between protein exibility and protein function. The shear complexity and large number of degrees of freedom make quantitative un- [26] , GNM [28, 29, 41] , and FRI methods [31, 32, 33, 42] . None of the methods above are able to blindly predict protein B-factors of an unknown protein. We hypothesize that the intrinsic physics of proteins lie in a low-dimensional space embedded in a high-dimensional data space. Based on this hypothesis the authors previously introduced the graph theory based multiscale weighted colored graph (MWCG) [34, 35] . The authors showed that MWCG's are able to successfully blindly predict cross-protein B-factors.
In this work we explore this hypothesis further by creating a B-factor predictor using tools from algebraic topology. In order to construct localized topological representations for individual atoms from global topological tools, we propose atom-speci c topology and atom-speci c persistent homology. This approach creates two conjugated sets of atoms: the rst set is centered around the given atom of interest while the other set is identical but excludes the atom of interest. Element-speci c selections are further implemented to embed biological information into atom-speci c persistent homology. The distance between the topological invariants generated from these conjugated sets of atoms is used to represent the atom of interest. Both Bottleneck and Wasserstein metrics are utilized to estimate the topological distances between conjugated barcodes. The Vietoris-Rips complex is employed for topological barcode generation.
To test the proposed method we use over 300 proteins or more than 600,000 B-factors. Atom-speci c persistent homology features are generated using several element-speci c interactions, kernel choices, parametrizations, and barcode distance metrics. First we employ topological features to t protein B-factors using linear least squares. Using topological features our tting model outperformed previous tting models with an average Pearson correlation coe cient of 0.73 over the superset of proteins. Next we considered using the topological features to blindly predict protein B-factors of Cα atoms. We generated two machine learning models, a gradient boosted tree (GBT) and deep convolutional neural network (CNN). Additionally we averaged the Cα prediction from the two models to generate a more robust consensus model. A variety of local and global features were included in addition to the generated topological features. Our blind prediction consensus model outperformed both GNM and NMA tting models and produced results similar to those of the pFRI tting model.
To the authors' knowledge, this work is the rst time persistent homology has been used to predict the Bfactor of atoms in proteins. This approach is novel because topology is a global property and on its own cannot be directly used to describe local atomic information. Our unique approach allows us to create a localized topological representation using a global mathematical tool. This approach enables us to account for multiple spatial interaction scales and element speci c interactions. Our results demonstrate that this is an accurate and robust topological approach. Moreover, the results could easily be improved by including a larger dataset, ne tuning parameters, and exploring di erent machine learning algorithms. This method can be applied to a variety of interesting applications related to molecules and biomolecules. Examples include allosteric site detection, hinge detection, hot spot identi cation, chemical shift analysis, atomic spectroscopy interpretation, and prediction of protein folding stability changes upon mutation. More generally this method may be amenable to problems outside chemistry and biology such as network dynamics and social network centrality measure. 
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