For Schrödinger operator with decaying random potential with fat tail single site distribution the negative spectrum shows a transition from essential spectrum to discrete spectrum. We study the Schrödinger operator
Introduction
We consider the random Schrödinger operator H ω on L 2 (R d ) given by
where ∆ is the Laplacian defined by
is a self-adjoint operator and for identically distributed independent random variables ω := {ω n } n∈Z d the operator V ω is defined by
where χ (0,1] d is characteristic function on the cube (0, 1] d . The sequence a n is non-negative and decays to zero at infinity at a rate α, i.e a n = O(|n| −α ) for n large. The random variable ω 0 follow a real absolutely continuous distribution µ with bounded density such that
Following Kolmogorov construction, we will view ω as a random variable on the probability space (Ω, B, P). Note that we can write the action of V ω as multiplication by a random function, which will also denote as V ω , i.e
By above definitions it is easy to see that C ∞ c (R d ) is domain of definition for H ω almost surely, hence the operator H ω is densely defined. Though it should be noted that even if V ω is bounded in any compact set, this does not imply that H ω is essentially self adjoint. We will focus our work in the region of α and δ, where H ω is essentially self-adjoint almost surely.
Here we will mostly focus on the spectrum of H ω below zero. Since −∆ is non-negative operator, the negative spectrum of H ω is associated with the negative part of the potential V ω − (x) = min{V ω (x), 0}. Note that if the support of µ have lower bound than the negative spectrum is mainly determined by {a n } n , hence we are working with µ which satisfies the relation (1.2). If we assume that the second moment exists for µ and a n decays fast enough at infinity (α > 1), then Cook's method [35, Theorem XI.16] will ensure the existence of wave operators, which implies the absolutely continuous spectrum on [0, ∞).
There are many works which have dealt with this question, for example [8, 9, 14, [27] [28] [29] . The results presented in this work are not too surprising considering similar result do exists in discrete case, for example [9, 14] . Figotin-Germinet-Klein-Müller [8] considered the similar model with compactly supported µ with absolutely continuous single site potential. The authors showed that the random operator exhibits localization of eigenfunctions almost surely and dynamical localization below zero. For 0 < α < 2 they showed that the operator H ω has infinitely many negative eigenvalues almost surely and provided a bound for N ω (E) := #{x ∈ σ(H ω ) : x < E} in terms of stationary model (i.e choosing a n = 1).
Kirsch-Krishna-Obermeit [9] (see also [14, 15] and [12] ) considered
, where V ω (n) = a n ω n and ∆ is the adjacency operator for the graph Z d . Under certain restriction on {a n } n and µ they showed that
, 2d] almost surely. Jakšić-Last [17, Theorem 1.2] showed that singular spectrum in absent in (−2d, 2d) for d ≥ 3 and a n ∼ |n| −α for some α > 1. Hundertmark-Kirsch [13] studied several models of d-dimensional Schrödinger operators with non-stationary random potentials including sparse potential. For a large class of sparse potential the authors establish the existence of absolutely continuous spectrum above zero. Krutikov [30] |n| d−1 < ∞ and {ω n } n are bounded random variables with zero mean. Another interesting work is Frank-Safronov [31] , which deals with the case of
, where ω j are bounded i.i.d random variables with finite variance and zero mean.
For the case of growing potential, Gordon-Jaksic-Molchanov-Simon [39] considered the operator
, where {ω n } n are i.i.d random variable with uniformly distributed on [0, 1]. The authors showed that the spectrum is discrete for α > d, and for α ≤ d there is a dense point spectrum along with discrete spectrum. They also showed that the eigenfunctions are decaying faster than exponentially decay.
In one dimension a larger class of operator could be studied in terms of Jacobi matrices. Jacobi matrices with decaying random potentials were first studied by Simon [27] and Delyon-Simon-Souillard [28] . Kotani-Ushiroya [29] provided similar results in the case of Schrödinger operators in one dimensional setting. One dimensional case exhibits rich structure for the spectrum, hence we refer to work by Kiselev [34] , Last-Simon [36] and Kiselev-Last-Simon [37] and the literature therein for further references.
We show that the random operator H ω defined as in (1.1) is essential self adjoint almost surely for some restriction on α and δ (the Lemma A.1 in Appendix). For rest of the work we will be working under the following hypothesis. (1) The single site distribution µ is absolutely continuous and has fat tail in the following sense
(2) {a n } n∈Z d satisfies a n = O(|n| −α ) as |n| → ∞, for some α > 0 fixed. The norm |n| will be used to denote n ∞ . We assume µ is absolutely continuous with bounded density to obtain good Wegner estimate which is uniform with respect to center of the box as our potential is not ergodic. Here we will use modified version of [8, Lemma (Wegner estimate)] and this Wegner estimate is enough to get Initial scale estimate.
We refer Combes-Hislop-Klopp [38] , Combes-Hislop [3] , Hundertmark-KillipNakamura-Stollmann-Veselić [16] , Kirsch [10] , Kirsch-Veselic [11] and Stollmann [6] for more about Wegner estimate. To perform multiscale analysis in the region (−∞, 0), we need the Wegner estimate for small enough interval around E for any E ∈ (−∞, 0). Third condition is there to guarantee that there is unique self adjoint extension of the densely defined operator H ω .
Now we are ready to state our main result: , there is a non-trivial set of α such that the condition (3) of hypothesis 1.1 and condition of (a) in the above theorem are satisfied. So the result of (a) in above theorem is not vacuous.
2. On a similar note, for any δ > 0 we can choose α to be large enough so that condition (3) of hypothesis 1.1 and condition of (b) in above theorem are satisfied.
3. For part (b) in the above theorem, the possibility "zero is the only limit point for negative eigenvalues" is not ruled out. But if we take (α − 2)δ > d, then Lemma A.2 shows that there is only finitely many negative eigenvalues of H ω almost surely.
The statement (c) imply that
5. In (d) we took δ > 2 to ensure the existence of second moment of µ. For Cook's method to show the existence of wave operator, we need α > 1.
6. Combining the statements of (d) and (a) of the theorem for d ≥ 3, implies that σ(H ω ) = R and σ c (H ω ) = [0, ∞) almost surely, for some choice of α and δ. Remark 1.5. As a digression, it should be noted that we can define the random potential to be of the form
where
for n large. This will not change the proofs fundamentally.
The statements of the theorem has two distinct parts. First two statements deal with the essential spectrum of the operator and second part deals with the nature of the spectrum, i.e whether a point in the spectrum is in pure point part or in the absolutely continuous part. For the negative part of the spectrum, we show exponential localization using the multiscale analysis. This was first developed to show Anderson localization for Anderson tight binding model by Fröhlich-Spencer [19] and Fröhlich-MartinelliSpencer-Scoppolla [20] and later simplified by Von Dreifus [21] and Von Dreifus-Klein [22] . Later the method was refined by Germinet-Klein [2] (See also [1] ) and is known as Bootstrap multiscale analysis. There are other methods of proving pure point spectrum, one of which is by showing dynamical localization. Another method is through fractional moment method first introduced by Aizenman-Molchanov [24] (see also [23, 25] ) for discrete case and later improved to continuum model by Aizenman-Elgart-NabokoSchenker-Stolz [26] . Though we have used the multiscale analysis here, fractional moment method is also applicable.
For showing essential spectrum, we constructed Weyl sequence of approximate eigenfunctions for the operator H ω . This method works because the potential behaves like sparse potential and so we can find a sequence of boxes of increasing width such that except for one point everywhere the potential is negligible. So, we can use a Weyl sequence of Laplacian itself to approximate the eigenfunctions for the full operator. As for the statement involving discrete spectrum, we show that the eigenvalue counting function N ω (E) := #{x ∈ σ(H ω ) : x < E} is finite almost surely, for E < 0 .
In the rest of the article we use V ω (n) to denote the potential at the box n + (0, 1] d for n ∈ Z d . From our assumption on a n and µ, we can work with V ω (n) = ωn |n| α for large enough |n| and V ω (0) = ω 0 .
Proof of the results
The proof involving the essential spectrum in part (a) and (b) of the theorem follows through the following lemma. The proof of the lemma is based on the work Kirsch-Krishna-Obermeit [9] . Part (a) of our main theorem is immediate and for part (b), the statement about essential spectrum also follows from the lemma. 
Hence we only need to show
Using the fact that the operator −∆ + λχ [0,1) d has finitely many negative eigenvalues for λ < 0, we can use the Hellmann-Feynman theorem to get
is the minimum eigenvalue of −∆ + λχ [0,1) d and φ λ is the corresponding eigenfunction. So E min λ is continuous monotonic function of λ. Now using the min-max principle, we obtain
. So fixing f , we get that lim
Next using the fact that 
2: Define the event
and note that for |m| ≫ k, we have
So for large enough L we have P B ǫ,k m > e −1 for |m| > L, hence
Defining
and using previous observation along with Borel-Cantelli lemma, we conclude P(Ω n,ǫ ) = 1 for any n ∈ N and ǫ > 0, so definingΩ = ∩ n≥1 Ω n, 1 n , we have
be a non-negative function supported in the unit ball with
and define φ r (x) = r
). Then observe that
By definition ofΩ, for any ω ∈Ω there exists a sequence {x n } n∈N such that |x n − x m | > n + m + 1 for all n = m and
So defining ψ n (x) = φ n (x − x n ), we get supp(φ n ) ∩ supp(φ m ) = φ for n = m and
So E is in the essential spectrum of H ω . Hence [0, ∞) ⊆ σ ess (H ω ) almost surely.
3:
Since we have already proven (2), we only need to show
for λ < 0 and ǫ > 0 such that λ + ǫ < 0, observe that
In the above we used
which follows from (1) of Hypothesis 1.1. One can express C λ (ǫ) ≈ C |λ+ǫ| δ − C |λ−ǫ| δ for some C > 0. Now following argument similar to previous part and using Borel-Cantelli lemma, we have P Ω λ,ǫ = 1, where
Observe that for any ω ∈ Ω λ,ǫ , there exists an infinite sequence of disjoint cubes
, we have P(Ω λ ) = 1. Now let {q n } n∈N be an enumeration of rationals and defineΩ = ∩ n∈N Ω qn , then we have P(Ω) = 1.
For some rational λ < 0, let E ∈ σ(−∆ + λχ [0,1) d ), then we can construct a sequence of functions {ψ n } in C ∞ c (R d ) with ψ n 2 = 1 such that
Since ψ n are compactly supported, let {r n } n∈N be such that supp(ψ n ) ⊂ Λ rn (0). For any ω ∈Ω, by definition there exists {m n } n∈N in Z d such that
and the cubes {Λ km n (m n )} n∈N are pairwise disjoint. Using the subsequence {m np } p∈N of {m n } n∈N which satisfies k mn p > r p , define φ p (x) = ψ p (x − m np ) and observe that {φ p } p∈N has disjoint support and
So for E, we have a sequence of approximate eigenvectors which are orthonormal, hence E is in the essential spectrum of H ω almost surely.
As stated before, the results involving essential spectrum for the Theorem 1.3 follows from above lemma. For part (b), we estimate the number of eigenvalues of H ω below E, for E < 0, and show that it is finite almost surely for αδ > d. and Min-Max principle we have
Using [4, Proposition 2] for ǫ > 0 we have 
for M ≫ 1. Now Borel-Cantelli lemma will imply that almost surely
hence using (2.6) we have
Using (2) of lemma 2.1 we conclude the part (b) of the Theorem 1.3.
Proof of (c) for the Theorem 1.3:
To show exponential localization below zero, we will perform Multiscale analysis on (−∞, E ′ ) for each E ′ < 0. Here we use Bootstrap multiscale analysis [2, Theorem 3.4] developed by Germinet-Klein. To use multiscale analysis, we need two estimates, first Wegner estimate uniform with respect to center of the box, since our potential is not ergodic. The second estimate is known as Initial scale estimate. But first let us setup few notations. Let Λ L (x) denote the cube centered at x with side length
here we use Dirichlet boundary condition to define the Laplacian. For simplicity of notation we denote
Wegner Estimate:
Here we use the following version of the Wegner estimate,
which is obtained by simple modification of [8, Lemma (Wegner estimate)]. In the estimate (2.9), the terms η s (for 0 < s ≤ 1) and L d appears by same reasoning as [8, Lemma (Wegner estimate) ]. The extra term L γa (for some suitably chosen γ ∈ N) shows up because 
, we obtain the required decay for Green's function as follows:
≤ ce −mL (2.10) Here we use the modification of Cook's method as given in [30, Theorem 2.3] to show the existence of wave operator. So if we take δ > 2 and α > 1 it is easy to verify the following two conditions:
which completes the proof of the theorem.
A Appendix
Proof. For ω ∈ Ω, define
and observe that V ω (x) + V Next lemma shows that if µ and {a n } n decays fast enough at infinity, then there are finitely many negative eigenvalues of H ω almost surely. > 2, then we can choose ǫ > 2 and since RHS of (A.1) has finitely many negative eigenvalues, we get the desired result.
