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Abstract
This paper introduces the annulus SLEκ processes in doubly connected domains.
Annulus SLE6 has the same law as stopped radial SLE6, up to a time-change. For
κ 6= 6, some weak equivalence relation exists between annulus SLEκ and radial
SLEκ. Annulus SLE2 is the scaling limit of the corresponding loop-erased con-
ditional random walk, which implies that a certain form of SLE2 satisfies the re-
versibility property. We also consider the disc SLEκ process defined as a limiting
case of the annulus SLE’s. Disc SLE6 has the same law as stopped full plane SLE6,
up to a time-change. Disc SLE2 is the scaling limit of loop-erased random walk,
and is the reversal of radial SLE2.
1 Introduction
Stochastic Loewner evolution (SLE), introduced by O. Schramm in [16], is a family of
random growth processes of plane sets in simply connected domains. The evolution is
described by the classical Loewner differential equation with the driving term being a
one-dimensional Brownian motion. SLE depends on a parameter κ > 0, the speed of the
Brownian motion, and behaves differently for different value of κ. See [15] by S. Rohde
and O. Schramm for the basic fundamental properties of SLE.
Schramm’s processes turned out to be very useful. On the one hand, they are
amenable to computations, on the other hand, they are related with some statistical
physics models. In a series of papers [5]-[9], G. F. Lawler, O. Schramm and W. Werner
used SLE to determine the Brownian motion intersection exponents in the plane, identi-
fied SLE2 and SLE8 with the scaling limits of LERW and UST Peano curve, respectively,
and conjectured that SLE8/3 is the scaling limit of SAW. S. Smirnov proved in [17] that
SLE6 is the scaling limit of critical site percolation on the triangular lattice.
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For various reasons, a similar theory should also exist for multiply connected domains
and even for general Riemann surfaces. We expect that the definition and some study of
general SLE will give us better understanding of SLE itself and its physics background.
The definition of SLE in simply connected domains uses the fact that the complement of
SLE stopped at a finite time in a simply connected domain other than C is still simply
connected, so it is conformally equivalent to the whole domain. But this property does
not hold for general domains. That is the main difficulty in our definition of general SLE.
As a start, we consider SLE in the most simple non-simply connected domains: doubly
connected domains. We show that the corresponding processes, the annulus SLEκ, have
features similar to those in the simply connected case. More specifically, we prove that
annulus SLE6 has locality property; and for all κ > 0, annulus SLEκ is equivalent to
radial SLEκ. We also justify this definition by proving that annulus SLE2 is the scaling
limit of the corresponding loop-erased conditional random walk.
After these, we define disc SLE in simply connected domains, which is the limit case
of annulus SLE. Disc SLE6 also has locality property, so its final hull has the same law
as the hull generated by a plane Brownian motion stopped on hitting the boundary.
Disc SLE2 is the scaling limit of the corresponding loop-erased random walk. It then
follows that disc SLE2 is the reversal of radial SLE2 started from a random point on the
boundary with harmonic measure.
1.1 SLE in simply connected domains
For κ ≥ 0, the standard radial SLEκ is obtained by solving the Loewner differential
equations:
∂tϕt(z) = ϕt(z)
1 + ϕt(z)/χt
1− ϕt(z)/χt , 0 ≤ t <∞, ϕ0(z) = z
where
χt = exp(iB(κt)),
and B(t) is a standard Brownian motion on R started from 0. Let Kt be the set of points
z in D = {z ∈ C : |z| < 1} such that the solution ϕs(z) blows up before or at time t.
Then Dt := D \Kt is a simply connected domain, 0 ∈ Dt, and ϕt maps Dt conformally
onto D with ϕt(0) = 0 and ϕ′t(0) = e
t. The family of hulls (Kt, 0 ≤ t < ∞) grows in D
from 1 to 0, and is called the standard radial SLEκ. If Ω is a simply connected domain
(other than C), a a prime end, b ∈ Ω, then SLEκ(Ω; a → b), radial SLEκ in Ω from
a to b, is defined as the image of the standard radial SLEκ under the conformal map
(D; 1, 0)→ (Ω, a, b). By construction, radial SLE is conformally invariant.
Suppose (Kt) is a radial SLEκ(Ω; a→ b). Then for any fixed s ≥ 0, the law of a certain
conformal image of (Ks+t \ Ks) is the same as the law of (Kt), and is independent of
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(Kr)0≤r≤s. In other words, radial SLEκ has “i.i.d.” increments, in the sense of conformal
equivalence. This property, together with the symmetry of the law in (D; 1, 0) w.r.t.
complex conjugation, characterizes radial SLE up to κ.
Chordal SLEκ processes are defined in a similar way. In this case, the family of
hulls (Kt) grows in a simply connected domain from one boundary point (prime end) to
another. Once again, the properties of conformal invariance, “i.i.d.” increments, and the
corresponding symmetry property determine a one-parameter family of such processes.
Radial SLE and chordal SLE are equivalent in the following sense. Suppose Ω is a
simply connected domain, a and c are two distinct prime ends, and b ∈ Ω. For a fixed
κ > 0, let (Kt) be a radial SLEκ(Ω; a→ b) and (Ls) a chordal SLEκ(Ω; a→ c). Let T be
the first time that Kt swallows c, S the first time that Ls swallows b. We set T or S to be
∞ by convention if the corresponding hitting time does not exist. If κ = 6, up to a time-
change, the law of (Kt)0≤t≤T is the same as the law of (Ls)0≤s≤S. If κ 6= 6, there exist two
sequences of stopping times {Tn} and {Sn} such that T = ∨nTn, S = ∨nSn, and for each
n ∈ N, up to a time-change, the laws of (Kt)0≤t≤Tn and (Ls)0≤s≤Sn are equivalent. In
other words, they have positive density w.r.t. each other. The strong equivalence relation
of radial and chordal SLE6 is related to the so-called locality property: the SLE6 hulls
do not feel the boundary before hitting it.
The equivalence property ensures that for the same κ, radial SLEκ and chordal SLEκ
behave similarly. For instance, if κ ≤ 4, and (Kt) is a radial or chordal SLEκ in Ω,
then a.s. there is a simple path β : (0,∞) → Ω such that for any t ∈ [0,∞), we have
Kt = β(0, t]. If κ > 4 and ∂Ω is locally connected, then a.s. there is a non-simple path
β : (0,∞) → Ω such that for any t ∈ [0,∞), Kt is the hull generated by β(0, t]. This
path β is called the SLEκ trace.
Full plane SLEκ: (Kt,−∞ < t < ∞) grows in Ĉ = C ∪ {∞} from 0 to ∞. For any
fixed s ∈ R, the law of a certain conformal image of (Ks+t \Ks) is the same as the law
of the standard radial SLEκ, and is independent of (Kr)−∞<r≤s. Full plane SLE can be
viewed as the limit of radial SLEκ(Ĉ \ εD; ε→∞) as ε→ 0+.
1.2 Definition of annulus SLE
For p > 0, we denote by Ap the standard annulus of modulus p:
Ap = {z ∈ C : e−p < |z| < 1}.
Every doubly connected domain D with non-degenerate boundary is conformally equiva-
lent to a unique Ap, and p =M(D) is the modulus of D. We may first define SLE on the
standard annuli, and then extend the definition to arbitrary doubly connected domains
via conformal maps.
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Denote
Sp(z) = lim
N→∞
N∑
−N
e2kp + z
e2kp − z .
For χ ∈ ∂D, let
Sp(χ, z) = Sp(z/χ).
The function Sp(χ, ·) is a Schwarz kernel of Ap in the sense that if f is an analytic
function in Ap, continuous up to the boundary, and constant on the circle Cp := {z ∈
C : |z| = e−p}, then for any z ∈ Ap,
f(z) =
∫
C0
f(χ)Sp(χ, z)dm+ iC,
where m is the uniform probability measure on C0 = ∂D, and C is some real constant.
Note that the Schwarz kernels are not unique. The choice of Sp(χ, ·) here satisfies the
rotation symmetry and reflection symmetry.
Let χ : [0, p) → C0 be a continuous function. Consider the following Loewner-type
differential equation:
∂tϕt(z) = ϕt(z)Sp−t(χt, ϕt(z)), 0 ≤ t < p, ϕ0(z) = z. (1.1)
For 0 ≤ t < p, let Kt be the set of z ∈ Ap such that the solution ϕs(z) blows up before or
at time t. Let Dt = Ap \Kt, 0 ≤ t < p. We call Kt (ϕt, resp.), 0 ≤ t < p, the standard
annulus LE hulls (maps, resp.) of modulus p driven by χt, 0 ≤ t < p. We will see that
for each 0 ≤ t < p, ϕt maps Dt conformally onto Ap−t, and maps Cp onto Cp−t.
If we replace Sp−t(χt, ϕt(z)) in formula (1.1) by
Ŝp−t(χt, ϕt(z)) := Sp−t(χt, ϕt(z))− ImSp−t(χt, et−p),
and let ϕ̂t(z) be the corresponding solutions. Then we have ϕ̂t(e
−p) = et−p, 0 ≤ t < p,
since Ŝp−t(χt, e
t−p) ≡ 1. Actually Ŝp is the Schwarz kernel in [18]. We will use it in the
proof of Proposition 2.1. We prefer Sp to Ŝp in the definition of annulus SLE because if
we use Ŝp then the driving function must contain a drift term besides a Brownian motion.
See the definition of SLE6 in [3].
We define standard annulus SLEκ of modulus p to be the solution of (1.1) with
χt = exp(iB(κt)), 0 ≤ t < p. The family of hulls grows from 1 to Cp. Via a certain
conformal map, we may extend the definition to SLEκ(Ω; a → B) where Ω is a doubly
connected domain with non-degenerate boundary, B is a boundary component, and a is a
boundary point (prime end) on the other boundary component. Note that the conformal
type of Ω \ Kt is always changing, so the annulus SLEκ hulls cannot have identical
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increments in the sense of conformal equivalence. We may only require that for any fixed
s ∈ [0, p), the conformal image of (Ks+t\Ks)0≤t<p−s has the same law as the annulus SLE
hulls of modulus p − s. This together with the symmetry property does not determine
the driving process up to a single parameter. However, it turns out that exp(iB(κt)), a
Brownian motion on C0 started from 1 with constant speed κ, is a reasonable choice for
the driving process. The main goal of the paper is to justify this claim.
Two facts of doubly connected domains are used in the above definition of annulus
SLE. First, the conformal type of a doubly connected domain can be described by a single
number, which is the modulus. So we use the time parameter to describe the modulus.
Second, given a boundary component B and a prime end P on the other boundary
component of some doubly connected domain D, there is a self-conjugate-conformal map
of (D;B,P ). This is clear when D is the standard annulus. We actually assume that
the law of annulus SLEκ(D;P → B) is invariant under that map. Because of these, our
definition of annulus SLE can be expressed by some nice differential equations. However,
these two facts do not hold for n-connected domains when n > 2. Some other methods
are needed to define the SLEs. The extensions of SLE to multiply connected domains
and Riemann surfaces are now in preparation, and will appear elsewhere.
1.3 Main results
Suppose Ω is a simply connected domain, a is a prime end, and b is an interior point.
Suppose F % {b} is a contractible compact subset of Ω. Then Ω\F is a doubly connected
domain with two boundary components ∂Ω and ∂F . We call F a hull in Ω w.r.t. b. For
a fixed κ > 0, let (Kt) be a radial SLEκ(Ω; a→ b), and (Ls) an annulus SLEκ(Ω\F ; a→
∂F ). Then we have
Theorem 1.1 (i)If κ = 6, the law of (Kt)0≤t<TF , is equal to that of (Ls)0≤s<p, up to a
time-change.
(ii)If κ 6= 6, there exist two sequences of stopping times {Tn} and {Sn} such that T =
∨nTn, p = ∨nSn, and for each n ∈ N, the law of (Kt)0≤t≤Tn is equivalent to that of
(Ls)0≤s≤Sn, up to a time-change.
The second main result of the paper concerns the convergence of a loop-erased condi-
tional random walk (LERW) with appropriate boundary conditions to an annulus SLE2.
For any plane domain Ω, and δ > 0, let Ωδ denote the graph defined as follows. The
vertex set V (Ωδ) consists of the points in δZ2 ∩Ω and the intersection points of ∂Ω with
edges of δZ2. The edge set E(Ωδ) consists of the unordered vertex pairs {u, v} such that
the line segment (u, v) ⊂ Ω, and there is an edge of δZ2 that contains (u, v) as a subset.
Suppose D is a doubly connected domain with boundary components B1 and B2,
0 ∈ B1 and there is some a > 0 such that the line segment (0, a] is contained in D. This
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line segment determines a prime end in D on B1, denoted by 0+. We may assume that
δ is sufficiently small so that 0 and δ are adjacent vertices of Dδ, and there is a lattice
path on Dδ connecting δ and V (Dδ) ∩ B2.
Now let RW be a simple random walk on Dδ started from δ and stopped on hitting
∂D. Let CRW be RW conditioned on the event that RW hits B2 before B1. Let LERW
be the loop-erasure of CRW, which is obtained by erasing the loops of CRW in the order
that they appear. See [4] for details. Then LERW is a random simple lattice path
on Dδ from δ to B2. We may also view LERW as a random simple curve in D from
δ to B2. Taking with the segment [0, δ], we obtain a random simple curve in D from
0 to B2. We parameterize this curve by β
δ[0, p] so that βδ(0) = 0, βδ(p) ∈ B2, and
M(D \ βδ(0, t)) = p− t, for 0 ≤ t < p.
Now let (K0t )0≤t<p be an annulus SLE2(D; 0+ → B2). From Theorem 1.1 and the
existence of radial SLEκ traces, we know that a.s. there exists a random simple path
β0(t), 0 < t < p, such that K0t = β
0(0, t], for 0 ≤ t < p.
Theorem 1.2 For every q ∈ (0, p) and ε > 0, there is a δ0 > 0 depending on q and ε
such that for δ ∈ (0, δ0) there is a coupling of the processes βδ and β0 such that
P[sup{|βδ(t)− β0(t)| : t ∈ [q, p)} > ε] < ε.
Moreover, if the impression of the prime end 0+ is a single point, then the theorem holds
with q = 0.
Here a coupling of two random processes A and B is a probability space with two
random processes A′ and B′, where A′ and B′ have the same law as A and B, respectively.
In the above statement (as is customary) we don’t distinguish between A and A′ and
between B and B′. The impression (see [13]) of a prime end is the intersection of the
closure of all neighborhoods of that prime end.
For κ = 2, 8 and 8/3, chordal SLEκ satisfies the reversibility property. That means
the reversal of chordal SLEκ(D; a→ b) trace has the same law as chordal SLEκ(D; b→ a)
trace, up to a time-change. For the annulus SLE trace, the starting point is a fixed prime
end, but the end point (if it exists) is a random point on a boundary component. To
get the reversibility property, we have to “average” the annulus SLE traces in the same
domain started from different points of one boundary component. From Theorem 1.2
and the reversibility of LERW (see [4]), it then follows
Corollary 1.1 The reversal of the annulus SLE2(Ap;x → Cp) trace has the same law
as the annulus SLE2(Ap;y→ C0) trace, up to a time-change, where x and y are uniform
random points on C0 and Cp, respectively.
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The definition of annulus SLE enables us to define disc SLEκ that grows in a simply
connected domain Ω from an interior point to the whole boundary. It can be viewed as
the limit of annulus SLEκ as the modulus tends to infinity. The relation between disc
SLE and annulus SLE is similar to that between full plane SLE and radial SLE.
From our methods, it follows that for any simply connected domain Ω that contains 0,
the full plane SLE6 before the hitting time of ∂Ω has the same law as the disc SLE6(Ω; 0→
∂Ω), up to a time-change. This gives an alternative proof of the following facts mentioned
in [19][9]. The hitting point of full plane SLE6 at ∂Ω has harmonic measure valued at 0,
and therefore the full plane SLE6 hull at the hitting time of ∂Ω has the same law as the
hull generated by a plane Brownian motion started from 0 and stopped on exiting Ω.
We also show that the LERW on the grid approximation Ωδ started from an interior
vertex 0 to the boundary converges to the disc SLE2(Ω; 0→ ∂Ω), as δ → 0. Together with
the approximation result in [8], this implies that the reversal of the disc SLE2(Ω; 0→ ∂Ω)
has the same law as the radial SLE2(Ω; z→ 0), up to a time-change, where z is a random
point on ∂Ω that has harmonic measure valued at 0.
1.4 Some comments about the proof
The discussion of the convergence of LERW to annulus SLE2 basically follows the methods
developed in [8]. In the same order as in [8], logically, we first find the observables for
LERW; then prove they are martingales and converge to some continuous harmonic
functions; these facts are used to show that the driving function of the LERW converges
to the Brownian motion with speed 2; finally we use the nice behavior of LERW path
to show that the path parameterized according to the modulus of the remaining domain
converges to the annulus SLE2 trace uniformly in probability.
However, some notations and proofs in [8] can not be transplanted to this paper
immediately. For example, the observables in this paper has counterparts in simply
connected domains, which are exactly the observables introduced in [8]. But the LERW
studied there is from an interior vertex to the boundary, and the proof of Proposition
3.4 in [8] uses this construction. We have to prove the fact that they are martingales
using a different method, which we believe shows some essence of this subject. Moreover,
since the moduli change in time, some proofs here, e.g., that to Proposition 3.4, are much
longer than their counterparts, e.g., part of the proof to Proposition 3.4 in [8].
The authors of [8] first use some subgraph of Z2 to approximate a simply connected
plane domain, and they use the inner radius with respect to a fixed point (which is
0 there) to describe the extent that the graph approximates the domain. After some
rescaling, the inner radius means the distance from 0 to the boundary of the domain
divided by the length of the mesh. It seems not easy to find counterparts of the inner
radius for doubly connected domains. So we proceed in another way by taking the limit
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of some sequence of domains. This results in a very long proof of Proposition 3.3. This
method extends to the cases of multiply connected domains.
2 Equivalence of annulus and radial SLE
2.1 Deterministic annulus LE hulls
We recall some facts about the Schwarz function
Sr(z) = lim
N→∞
N∑
k=−N
e2kr + z
e2kr − z , r > 0.
(i) Sr is analytic in C \ {0} \ {e2kr : k ∈ Z};
(ii) {e2kr : k ∈ Z} are simple poles of Sr;
(iii) ReSr ≡ 1 on Cr = {z ∈ C : |z| = e−r};
(iv) ReSr ≡ 0 on C0 \ {1};
(v) ReSr > 0 in Ar; and
(vi) ImSr ≡ 0 on R \ {0} \ {poles}.
Suppose f is an analytic function in Ar, Re f is non-negative, and Re f(z) tends to
a as z → Cr, then there is some positive measure µ = µ(f) on C0 of total mass a such
that
f(z) =
∫
C0
Sr(z/χ)dµ(χ) + iC, (2.1)
for some real constant C. If Re f(z) tends to zero as z approaches the complement of
an arc α of C0, then µ(f) is supported by α. Moreover, if f is bounded, then the radial
limit of f on C0 exists a.e., and dµ(f)/dm = f |C0. The proof is similar to that of the
Poisson integral formula.
Divide both sides of equation (1.1) by ϕt(z)and take the real part. We get
∂t ln |ϕt(z)| = ReSp−t(ϕt(z)/χt).
From the values of ReSp−t on Cp−t and C0 we see that if z ∈ C0 \ {1}, then ϕt(z) ∈
C0 \ {1} until it blows up; if z ∈ Cp, then ϕt(z) ∈ Cp−t for 0 ≤ t < p. Thus for z ∈ Ap,
ϕt(z) stays between C0 and Cp−t until it blows up. So ϕt maps Dt into Ap−t. The fact
that Sp−t is analytic implies that for every t ∈ [0, p), ϕt is a conformal map of Dt. By
considering the backward flow, it is easy to see that ϕt maps Dt onto Ap−t.
Definition 2.1 Suppose D is a doubly connected domain with boundary components B
and B′. We call K ⊂ D a hull in D on B if D \K is a doubly connected domain that has
B′ as a boundary component. The capacity of K in D w.r.t. B′, denoted by CD,B′(K), is
the value of M(D)−M(D \K).
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Definition 2.2 Suppose Ω is a simply connected domain. We call K ⊂ Ω a hull in Ω
on ∂Ω, if Ω \K is a simply connected domain. If ϕ maps Ω \K conformally onto Ω and
for some a ∈ Ω \K, ϕ(a) = a and ϕ′(a) > 0, then lnϕ′(a) > 0, and is called the capacity
of K in Ω w.r.t. a, denoted by CΩ,a(K).
If K is a hull in Ap on C0, and ψ is any conformal map from Ap \K onto Ap−r which
takes Cp to Cp−r, then the radial limit of ψ
−1 on C0 exists a.e., and
CAp,Cp(K) =
∫
C0
− ln |ψ−1|dm.
If K is a hull in D on C0 and ϕ maps D \ K onto D conformally so that ϕ(0) = 0,
then the radial limit of ϕ−1 on C0 exists a.e., and
CD,0(K) =
∫
C0
− ln |ϕ−1|dm.
Similarly as Lemma 2.8 in [5], using the integral formulas for capacities of hulls in D
and Ap, it is not hard to derive the following Lemma:
Lemma 2.1 Suppose x, y ∈ C0, and G is a conformal map from a neighborhood U of x
onto a neighborhood V of y such that G(U ∩D) = V ∩D. Fix any p > 0. For every ε > 0,
there is r = r(ε) > 0 such that if K is a non-empty hull in D on C0 and K ⊂ B(x; r),
the open ball of radius r about x, then K ⊂ U , G(K) is a hull in Ap on C0, and∣∣∣∣CAp,Cp(G(K))CD,0(K) − |G′(x)|2
∣∣∣∣ < ε.
Suppose D is a doubly connected domain with boundary components B1 and B2.
We call (Ks, a ≤ s < b) a Loewner chain in D on B1 if every Ks is a hull in D on B1,
Ks1 $ Ks2 if a ≤ s1 < s2 < b, and for every c ∈ (a, b), the extremal length (see [1]) of the
family of curves in D \Ks+u that disconnect Ks+u \Ks from B2 tends to 0 as u → 0+,
uniformly in s ∈ [a, c]. If the area of D is finite, then the above condition holds iff the
infimum length of all C1 curves in D \Ks+u that disconnect B2 from Ks+u \Ks tends to
0 as u→ 0+, uniformly in s ∈ [a, c].
Now we consider a Loewner chain in Ap on C0. The following proposition is similar
to the theorems for chordal and radial LE in [5] and [11].
Proposition 2.1 The following two statements are equivalent:
1. Kt, 0 ≤ t < p, are the standard LE hulls of modulus p driven by some continuous
function χ : [0, p)→ C0;
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2. (Kt, 0 ≤ t < p) is a Loewner chain in Ap on C0, and CAp,Cp(Kt) =M(Ap)−M(Ap \
Kt) = t for 0 ≤ t < p.
Moreover, {χt} = ∩u>0ϕt(Kt+u \Kt), where ϕt is the standard annulus LE map. If
(Ls, a ≤ s < b) is any Loewner chain in Ap on C0, then s 7→ CAp,Cp(Ls) is a continuous
(strictly) increasing function.
Proof. The method of the proof is a combination of extremal length comparison, the use
of formula (2.1), and some estimation of Schwarz kernels. It is very similar to the proof
of the counterparts in [5] and [11]. So we omit the most part of it. One thing we want
to show here is how we derive ϕt from Kt in the proof of 2 implies 1. We first choose ϕ̂t
that maps Ap \Kt conformally onto Ap−t such that ϕ̂t(Cp) = Cp−t and ϕ̂t(e−p) = et−p.
Then we prove that ϕ̂t satisfies the equation
∂tϕ̂t(z) = ϕ̂t(z)(Sp−t(ϕ̂t(z)/χ̂t)− iImSp−t(et−p/χ̂t)),
for some continuous χ̂ : [0, p)→ C0. And {χ̂t} = ∩u>0ϕ̂t(Kt+u \Kt). Define
θ(t) =
∫ t
0
ImSp−s(e
s−p/χ̂s)ds,
χt = e
iθ(t)χ̂t and ϕt(z) = e
iθ(t)ϕ̂t(z), for t ∈ [0, p). Then ϕ0(z) = ϕ̂0(z) = z, ϕt maps
Ap \Kt conformally onto Ap−t, {χt} = ∩u>0ϕt(Kt+u \Kt), and
∂t lnϕt(z) = ∂t ln ϕ̂t(z) + iθ
′(t) = Sp−t(ϕ̂t(z)/χ̂t) = Sp−t(ϕt(z)/χt).
Thus ∂tϕt(z) = ϕt(z)Sp−t(ϕ(z)/χt). So Kt, 0 ≤ t < p, are the standard annulus LE hulls
of modulus p, driven by χt, 0 ≤ t < p. ✷
2.2 Proof of Theorem 1.1
We may assume in Theorem 1.1 that Ω = D, a = 1 and b = 0. Then (Kt, 0 ≤ t < ∞)
is the standard radial SLEκ. Suppose ϕt and χt, 0 ≤ t < ∞, are the corresponding
standard radial SLEκ maps and driving process, respectively. Then χt = e
iB(κt), where
B(t) is a standard Brownian motion on R started from 0.
For 0 ≤ t < TF , D \ F \ Kt is a doubly connected domain. So Kt, 0 ≤ t < TF ,
are hulls in D \ F on C0. From [11] we know that (Kt, 0 ≤ t < TF ) is a Loewner
chain in D \ F on C0. Suppose W maps D \ F conformally onto Ap so that W (1) = 1.
Then (W (Kt), 0 ≤ t < TF ) is a Loewner chain in Ap on C0. From [15] we know that
Kt approaches F as t ր TF , so W (Kt) approaches Cp as t ր TF . This implies that
M(D \ F \ Kt) → 0 as t ր TF . Let u(t) = CD,∂F (K) = CAp,Cp(W (K)). Then u is a
continuous increasing function and maps [0, TF ) onto [0, p). Let v be the inverse of u.
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By Proposition 2.1, W (Kv(s)), 0 ≤ s < p, are the standard annulus LE hulls of modulus
p driven by some continuous ν : [0, p) → C0. Let ψs, 0 ≤ s < p, be the corresponding
standard annulus LE maps.
Now ϕt maps D \ F \Kt conformally onto D \ ϕt(F ). Let ft = ψu(t) ◦W ◦ ϕ−1t . Then
ft maps D \ ϕt(F ) conformally onto Ap−u(t), and ft(C0) = C0. By Schwarz reflection,
we may extend ft analytically to Σt, which is the union of D \ ϕt(F ), C0, and the
reflection of D \ ϕt(F ) w.r.t. C0. And ft is a conformal map on Σt. Note that ft
maps ϕt(Kt+a \ Kt) to ψu(t)(W (Kt+a) \ W (Kt)) for a > 0. From Proposition 2.1, we
see that {νu(t)} = ∩a>0ψu(t)(W (Kt+a) \W (Kt)). And from the counterpart in [11] of
Proposition 2.1, we know that {χt} = ∩a>0ϕt(Kt+a \Kt). Thus νu(t) = ft(χt). Now
ϕt(Kt+a \Kt) is a hull in D, ϕt+a ◦ϕ−1t maps D \ϕt(Kt+a \Kt) conformally onto D, fixes
0, and (ϕt+a ◦ ϕ−1t )′(0) = ea. So the capacity w.r.t. 0 of ϕt(Kt+a \ Kt) is a. Similarly,
ψu(t)(W (Kt+a \W (Kt)) is a hull in Ap−u(t) on C0, and the capacity is u(t + a) − u(t).
From Lemma (2.1) we conclude that u′+(t) = |f ′t(χt)|2.
Let H = {(t, z) : 0 ≤ t < TF , z ∈ Σt} and G(χ) = {(t, χt) : 0 ≤ t < TF}. By the
definition of ft, we see that (t, z) 7→ f ′t(z) is continuous in H \ G(χ). Note that f ′t is
analytic in Σt for each t ∈ [0, TF ). The maximum principle implies that (t, z) 7→ f ′t(z) is
continuous in H . In particular, t 7→ f ′t(χt) is continuous. So we have
Lemma 2.2 u(t) is C1 continuous, and u′(t) = |f ′t(χt)|2.
The fact W (χ0) = W (1) = 1 implies that ν0 = 1. We now lift ft to the covering
space. Write χt = e
iξt and νs = e
iηs , where ξt = B(κt), 0 ≤ t < ∞, and ηs, 0 ≤ s < p,
is a real continuous function with η0 = 0. Let Σ˜t = {z ∈ C : eiz ∈ Σt}. Then there is a
unique conformal map f˜t on Σ˜t such that e
if˜t(z) = ft(e
iz) and ηu(t) = f˜t(ξt). And f˜t takes
real values on the real line. Moreover, u′(t) = |f ′t(χt)|2 = f˜ ′t(ξt)2.
Lemma 2.3 (t, x) 7→ f˜t(x) is C1,∞ continuous on [0, TF ) × R. And for all t ∈ [0, TF ),
∂tf˜t(ξt) = −3f˜ ′′t (ξt).
Proof. For any t ∈ [0, TF ), and z ∈ D \F \Kt, we have ft ◦ϕt(z) = ψu(t) ◦W (z). Taking
the derivative w.r.t. t, we compute
∂tft(ϕt(z)) + f
′
t(ϕt(z))ϕt(z)
χt + ϕt(z)
χt − ϕt(z) = u
′(t)ψu(t)(W (z))Sp−u(t)(ψu(t)(W (z))/ηu(t)).
By Lemma 2.2, u′(t) = |f ′t(χt)|2. Thus for any t ∈ [0, TF ) and z ∈ D \ F \Kt,
∂tft(ϕt(z)) = |f ′t(χt)|2ft(ϕt(z))Sp−u(t)(ft(ϕt(z))/ft(χt))− f ′t(ϕt(z))ϕt(z)
χt + ϕt(z)
χt − ϕt(z) .
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For any t ∈ [0, TF ), and w ∈ D \ ϕt(F ), we have ϕ−1t (w) ∈ D \ F \Kt. Thus
∂tft(w) = |f ′t(χt)|2ft(w)Sp−u(t)(ft(w)/ft(χt))− f ′t(w)w
χt + w
χt − w.
Let gt(w) be the right-hand side of the above formula for t ∈ [0, TF ) and w ∈ Σt \ {χt}.
Then for each t ∈ [0, TF ), gt(w) is analytic in Σt \ {χt}. And (t, w) 7→ gt(w) is C0,∞
continuous on H \G(χ).
Now fix t0 ∈ [0, TF ). Let us compute the limit of gt0(w) when w → χt0 . Since
Sp−u(t0)(ft0(w)/ft0(χt0))−
ft0(χt0) + ft0(w)
ft0(χt0)− ft0(w)
→ 0, as w → χt0 ,
so the limit of gt0(w) is equal to the limit of the following function:
|f ′t0(χt0)|2ft0(w)
ft0(χt0) + ft0(w)
ft0(χt0)− ft0(w)
− f ′t0(w)w
χt0 + w
χt0 − w
.
Let w = eix, we may express the above formula in term of x, ξt0 and f˜t0 , which is
f˜ ′t0(ξt0)
2eif˜t0 (x)
eif˜t0 (ξt0 ) + eif˜t0(x)
eif˜t0(ξt0 ) − eif˜t0 (x)
− f˜ ′t0(x)eif˜t0 (x)
eiξt0 + eix
eiξt0 − eix
= −ieif˜t0 (x)[f˜ ′t0(ξt0)2 cot(
f˜t0(x)− f˜t0(ξt0)
2
)− f˜ ′t0(x) cot(
x− ξt0
2
)].
By expanding the Laurent series of cot(z) near 0, we see that the limit of the above
formula is 3ieif˜t0(ξt0 )f˜ ′′t0(ξt0) = 3ift0(χt0)f˜
′′
t0(ξt0). Therefore gt has an analytic extension to
Σt for each t ∈ [0, TF ). The maximum principle also implies that gt(w) is C0,∞ continuous
in H , and ∂tft(w) = gt(w) holds in the whole H . Thus ft(w) is C
1,∞ continuous on
[0, TF )×C0, and f˜t(w) is C1,∞ continuous on [0, TF )× R. Finally,
∂tf˜t(ξt) =
i∂tft(χt)
ft(χt)
=
igt(χt)
ft(χt)
=
−3ft(χt)f˜ ′′t (ξt)
ft(χt)
= −3f˜ ′′t (ξt). ✷
Proof of Theorem 1.1. Note that ηu(t) = f˜t(ξt), ξt = B(κt), and from Lemma 2.2,
∂tf˜t(ξt) = −3f˜ ′′t (ξt). By Itoˆ’s formula, we have
dηu(t) = f˜
′
t(ξt)dξt + (
κ
2
− 3)f˜ ′′t (ξt)dt.
Since u′(t) = f˜ ′t(ξt)
2, so
dηs = dξ˜s + (
κ
2
− 3)f˜ ′′v(s)(ξt)/f˜ ′v(s)(ξt)2ds,
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where ξ˜s = B˜(κs), 0 ≤ s < p, and B˜(s) is another standard Brownian motion on R
started from 0. Note that η0 = 0. If κ = 6, then ηs = ξ˜s = B˜(κs), 0 ≤ s < p. Thus
(W (Kv(s)))0≤s<p has the same law as the standard annulus SLEκ=6 of modulus p. So
(Kv(s))0≤s<p has the same law as (Ls)0≤s<p.
If κ 6= 6, then dηs = dξ˜s + drift term. The remaining part follows from Girsanov’s
Theorem ([14]). ✷
Remark. This equivalence implies the a.s. existence of annulus SLE trace. Suppose
(Kt) is an annulus SLEκ(D;P → B2). If κ ≤ 4, the trace β is a simple curve in D such
that every Kt = β(0, t]. If κ > 4 and B1 is locally connected, then β is a non-simple
curve in D ∪ B1 such that for every t, D \Kt is the connected component of D \ β(0, t]
that has B2 as a boundary component.
3 Annulus SLE2 and LERW
3.1 Observables for SLE2
Suppose D is a doubly connected domain of modulus p with boundary components B1
and B2, P is a prime end on B1. Let (Kt) be an annulus SLE2(D;P → B2) and β the
corresponding trace. Let Dt = D \Kt, 0 ≤ t < p. Then β(t, t + ε) determines a prime
end in Dt, denoted by β(t+). Now consider a positive harmonic function Ht in Dt, which
has a harmonic conjugate and satisfies the following properties. As z ∈ Dt and z → B2,
we have Ht(z)→ 1; for any neighborhood V of β(t+), as z ∈ Dt \V and z → B1∪Kt, we
have Ht(z) → 0. The existence of the harmonic conjugate implies that for any smooth
Jordan curve, say γ, that disconnects the two boundary components of Dt, we have∫
γ
∂
n
Htds = 0, where n are normal vectors on γ pointed towards B1. Now we introduce
another positive harmonic function Pt in Dt which satisfies that for any neighborhood V
of β(t+), as z ∈ Dt \ V and z → ∂Dt, we have Pt(z) → 0, and
∫
γ
∂
n
Ptds = 2pi for any
smooth Jordan curve γ that disconnects the two boundary components of Dt.
Proposition 3.1 For any fixed z ∈ D, Ht(z) and Pt(z), 0 ≤ t < p, are local martingales.
Proof. By conformal invariance, we may assume that D = Ap, B1 = C0, B2 = Cp,
and P = 1. So (Kt, 0 ≤ t < p) is the standard annulus SLE2 of modulus p. Let χt
and ϕt, 0 ≤ t < p, be the corresponding driving function and conformal maps. Then
χt = exp(iξ(t)) and ξ(t) = B(2t). Since ϕt maps Dt conformally onto Ap−t and by
Proposition 2.1, ϕt(β(t+)) = χt, we have
Ht(z) = ReSp−t(ϕt(z)/χt), and Pt(z) = ln |ϕt(z)| + (p− t)Ht(z).
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We want to use the Itoˆ’s formula. To simplify the computation, we lift the maps to the
covering space. Let D˜t, A˜r and C˜r be the preimages of Dt, Ar and Cr, respectively,
under the map z 7→ eiz . We may lift ϕt to a conformal map ϕ˜t from D˜t onto A˜p−t so
that exp(iϕ˜t(z)) = ϕt(e
iz), ϕ˜0(z) = z, and ϕ˜t(z) is continuous in t. Let S˜r(z) =
1
i
Sr(e
iz).
Then we have
∂tϕ˜t(z) = S˜p−t(ϕ˜t(z)− ξ(t)).
It is clear that S˜r has period 2pi, is meromorphic in C with poles {2kpi+i2mr : k,m ∈ Z},
Im S˜r ≡ 0 on R \ {poles}, and Im S˜r ≡ −1 on C˜r. It is also easy to check that S˜r is an
odd function, and the principal part of S˜r at 0 is 2/z. So S˜r(z) = 2/z + az +O(z
3) near
0, for some a ∈ R. It is possible to explicit this kernel using classical functions in [2]:
S˜r(z) = 2ζ(z)− 2
pi
ζ(pi)z =
1
pi
∂vθ
θ
(
z
2pi
,
ir
pi
),
where ζ is the Weierstrass zeta function with basic periods (2pi, i2r), and θ = θ(v, τ) is
Jacobi’s theta function. The following lemma is a direct consequence of the heat-type
differential equation satisfied by θ: (∂2v − 4ipi∂τ )θ = 0. But we prefer a proof using only
basic complex analysis. The symbols ′ and ′′ in the lemma denote the first and second
derivatives w.r.t. z.
Lemma 3.1 ∂rS˜r − S˜rS˜′r − S˜
′′
r ≡ 0.
Proof. Let J = ∂rS˜r − S˜rS˜′r − S˜
′′
r . Then J is odd, has period 2pi, takes real values
on R \ {2kpi : k ∈ Z}, and is analytic on C \ {2kpi + i2mr : k,m ∈ Z}. Since near 0,
S˜r(z) = 2/z + az + O(z
3), so S˜
′
r(z) = −2/z2 + a + O(z2), and S˜
′′
r(z) = 4/z
3 + O(z).
Thus S˜r(z)S˜
′
r(z) + S˜
′′
r(z) = O(z) near 0, i.e. 0 is a removable pole of S˜rS˜
′
r + S˜
′′
r . Since
S˜r(z)− 1i 1+e
iz
1−eiz
is analytic in a neighborhood of 0, and 1+e
iz
1−eiz
is constant in t, so 0 is also a
removable pole of ∂rS˜r. Thus J extends analytically at 0. As J has period 2pi, J extends
analytically at 2kpi, for all k ∈ Z. So J is analytic in {|Im z| < 2r}. The fact that
Im S˜r ≡ 0 on R \ {poles} implies Im J ≡ 0 on R.
Since Im S˜r ≡ −1 on C˜r = ir + R, we have Im S˜r
′′
= ∂2xIm S˜r = ∂xIm S˜r ≡ 0, and
∂rIm S˜r = −∂yIm S˜r = −∂xRe S˜r on C˜r. Therefore
Im (S˜rS˜
′
r) = Re S˜r∂xIm S˜r + Im S˜r∂xRe S˜r = −∂xRe S˜r
on C˜r. Thus Im J = Im ∂rS˜r − Im (S˜rS˜′r)− Im S˜
′′
r ≡ 0 on C˜r. Now Im J ≡ 0 on both R
and ir+R, so it has to be zero everywhere. It then follows that J ≡ C for some C ∈ R.
Since J is odd, C = 0 and J ≡ 0. ✷
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Now we may express Ht and Pt by
Ht(e
iz) = Im S˜p−t(ϕ˜t(z)− ξ(t)), and Pt(eiz) = Im ϕ˜t(z) + (p− t)Ht(z).
So it suffices to prove that for any z ∈ A˜p,
M1(t) = S˜p−t(ϕ˜t(z)− ξ(t)), and M2(t) = ϕ˜t(z) + (p− t)M1(t),
0 ≤ t < p, are martingales. Using Itoˆ’s formula, we have
dM1(t) = −∂rS˜p−tdt+ S˜′p−t · [dϕ˜t(z)− dξ(t)] + S˜
′′
p−tdt,
where ∂rS˜p−t, S˜
′
p−t and S˜
′′
p−t are all valued at ϕ˜t(z) − ξ(t). The last term is the drift
term. Note that we use κ = 2 here. Since dϕ˜t(z) = S˜p−t(ϕ˜t(z)− ξ(t))dt, we have
dM1(t) = (−∂rS˜p−t + S˜′p−tS˜p−t + S˜
′′
p−t)dt− S˜
′
p−tdξ(t) = −S˜
′
p−tdξ(t)
by Lemma 3.1. Thus (M1(t), 0 ≤ t < p) is a local martingale. Now
dM2(t) = S˜p−t(ϕ˜t(z)− ξ(t))dt+ (p− t)dM1(t)−M1(t)dt = (p− t)dM1(t).
Thus (M2(t), 0 ≤ t < p) is also a local martingale. ✷
Remark. Similar observables also exist for radial and chordal SLE2. For example,
let Kt be radial SLE2 in a simply connected domain Ω, let Ht be the positive harmonic
function in Ω \ Kt which tends to 0 on ∂(Ω \ Kt) except at the “tip” point of Kt, and
normalized so that the value of Ht at the target point is constant 1. Then for any fixed
z ∈ D, Ht(z), 0 ≤ t < ∞, is a martingale. This observable was mentioned implicitly in
the proof of Proposition 3.4 in [8]. As we want to define SLE for general domains, we
conjecture that such kinds of observables always exist for SLE2.
3.2 Observables for LERW
Let G = (V,E) be a finite or infinite simple connected graph such that deg(v) < ∞ for
each v ∈ V . For a function f on V , and v ∈ V , let ∆Gf(v) =
∑
w∼v(f(w) − f(v)),
where w ∼ v means that w and v are adjacent. A subset K of V is called reachable, if
for any v ∈ V \ K, a symmetric random walk on G started from v will hit K in finite
steps almost surely. For subsets S1, S2 and S3 of V , let Γ
S3
S1,S2
denote the set of all lattice
paths γ = (γ0, . . . , γn) such that γ0 ∈ S1, γn ∈ S2 and γs ∈ S3 for 0 < s < n. For a finite
lattice path γ = (γ0, . . . , γn), write
P (γ) = 1/
n∏
j=0
deg(γj), P0(γ) = 1/
n−1∏
j=0
deg(γj), and P1(γ) = 1/
n−1∏
j=1
deg(γj).
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Let R(γ) = (γn, . . . , γ0) be the reversal of γ, then P (R(γ)) = P (γ) and P1(R(γ)) = P1(γ).
If S1, S2 and S3 partition V , v ∈ S3, then the probability that a random walk on G started
from v hits S2 before S1 is equal to the summation of P0(γ), where γ runs over Γ
S3
v,S2
.
Lemma 3.2 Suppose A and B are disjoint subsets of V , and A ∪ B is reachable. Let
f(v) be the probability that the random walk on G started from v hits A before B. Then f
is the unique bounded function on V that satisfies f ≡ 1 on A, f ≡ 0 on B, and ∆Gf ≡ 0
on C = V \ (A ∪ B). Moreover ∑v∈B ∆Gf(v) = −∑v∈A∆Gf(v) > 0.
Proof. The proof is elementary. For the last statement, note that
∑
v∈B ∆Gf(v) =∑
P1(γ) where γ runs over the non-empty set Γ
C
B,A; and −
∑
v∈A∆Gf(v) =
∑
P1(γ)
where γ runs over ΓCA,B. The values of the two summations are equal because the reverse
map R is a one-to-one correspondence between ΓCB,A and Γ
C
A,B, and P1(γ) = P1(R(γ)). ✷
Let L(A,B) =
∑
v∈B ∆Gf(v) for the f in Lemma 3.2. Then L(A,B) = L(B,A) > 0.
If any of A or B is a finite set, then we have L(A,B) <∞.
Lemma 3.3 Let A, B, C and f be as in Lemma 3.2. Fix x ∈ C. Let h(v) be equal to
the probability that a simple random walk on G started from v hits x before A∪B. Then∑
v∈A
∆Gh(v) = f(x)(−∆Gh(x)).
Proof. From the proof of Lemma 3.2, we have
f(x) =
∑
α∈ΓC
x,A
P0(α) =
∑
β∈ΓCx,x
P (β)
∑
γ∈Γ
C\{x}
x,A
P1(γ) =
∑
β∈ΓCx,x
P (β)
∑
v∈A
∆Gh(v),
and
1 =
∑
α∈ΓC
x,A∪B
P0(α) =
∑
β∈ΓCx,x
P (β)
∑
γ∈Γ
C\{x}
x,A∪B
P1(γ) =
∑
β∈ΓCx,x
P (β)(−∆Gh(x)).
So we proved this lemma. ✷
Lemma 3.4 Let A, B, C and f be as in Lemma 3.2. Suppose L(A,B) <∞. Fix x ∈ C
such that f(x) > 0. Then there is a unique bounded function g on V such that g ≡ 1
on A; g ≡ 0 on B; ∆Gg ≡ 0 on C \ {x}; and
∑
v∈A∆Gg(v) = 0. Moreover, such g is
non-negative and satisfies
∑
v∈B∪{x}∆Gg(v) = 0 and ∆Gg(x) = −L(A,B)/f(x).
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Proof. Suppose g satisfies the first group of properties. Let I = g − f . Then I is
bounded, I ≡ 0 on A∪B and ∆GI ≡ 0 on C \ {x}. Thus I(v) = I(x)h(v), where h is as
in Lemma 3.3. Then by Lemma 3.2 and 3.3,
0 =
∑
v∈A
∆Gg(v) =
∑
v∈A
∆G(I + f)(v) = −I(x)f(x)∆Gh(x)− L(A,B).
Thus I(x) = L(A,B)/(−f(x)∆Gh(x)) is uniquely determined. Therefore g is unique.
On the other hand, if we define g = f + hL(A,B)/(−f(x)∆Gh(x)), then from the
last paragraph, we see that g satisfies the first group of properties. Since f and h are
non-negative, and −∆Gh(x) = L(x,A∪B) > 0 by Lemma 3.2, so g is also non-negative.
By Lemma 3.2 and 3.3,∑
v∈B∪{x}
∆Gg(v) = L(A,B) + ∆Gf(x) +
∑
v∈B∪{x}
∆Gh(v)L(A,B)/(−f(x)∆Gh(x))
= L(A,B)−
∑
v∈A
∆Gh(v)L(A,B)/(−f(x)∆Gh(x)) = L(A,B)− L(A,B) = 0.
Finally, ∆Gg(x) = ∆Gh(x) · L(A,B)/(−f(x)∆Gh(x)) = −L(A,B)/f(x). ✷
From now on, let D be a doubly connected domain with boundary components B1
and B2, and satisfies 0 ∈ B1 and (0, a] ⊂ D for some a > 0. We use the symbols Dδ and
LERW defined in Section 1.3. Note that Dδ may not be connected. To apply the lemmas
in above, we need to modify Dδ a little bit. Let P denote the set of all lattice paths on
Dδ from δ to some boundary vertex whose vertices are inside D except the last vertex.
Every path of P can be viewed as a subgraph of Dδ. Let D˜δ be the union of all paths in
P as a subgraph of Dδ. Then D˜δ is a connected graph. And if we replace Dδ by D˜δ in
the definition of LERW in Section 1.3, we will get the same LERW. So we can consider
D˜δ instead of Dδ. For simplicity of notations, we write Dδ for D˜δ.
By the definition, any two vertices of Dδ on ∂D are not adjacent, so the neighbors of
boundary vertices ofDδ are those vertices lie in D, are in δZ2 and has exactly 4 neighbors.
It follows that if any Bj is bounded, then there are finitely many vertices that lie on Bj .
On the other hand, B1 and B2 can’t be both unbounded. Now we denote
Eδ−1 = V (D
δ) ∩ B1, F δ = V (Dδ) ∩ B2, and N δ−1 = V (Dδ) ∩D.
Then at least one of Eδ−1 and F
δ is a finite set. Write LERW as y = (y0, . . . , yυ), where
y0 = δ and yυ ∈ B2. For 0 ≤ j < υ, let
Eδj = E
δ
−1 ∪ {y0, . . . , yj}, and N δj = N δ−1 \ {y0, . . . , yj}.
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Then Eδj , N
δ
j and F
δ partition V (Dδ), for −1 ≤ j < υ. The fact that the lattice Z2 is
recurrent easily implies that Eδj ∪ F δ is reachable in Dδ. Since one of Eδj and F δ is a
finite set, we have L(Eδj , F
δ) < ∞ for −1 ≤ j < υ. For −1 ≤ j < υ, let fj be the f in
Lemma 3.2 with G = Dδ, A = F δ and B = Eδj . For 0 ≤ j < υ, since (yj, . . . , yυ) is a
lattice path from yj to F
δ not passing through Eδj−1, we have fj−1(yj) > 0. Let gj be the
g in Lemma 3.4 with G = Dδ, A = F δ, B = Eδj−1, and x = yj, for 0 ≤ j < υ.
Lemma 3.5 Conditioned on the event that yj = wj, 0 ≤ j ≤ k, and k < υ, the proba-
bility that yk+1 = u is fk(u)/
∑
v∼wk
fk(v) if u ∼ wk; and is zero if u 6∼ wk.
Proof. This result is well known. See [4] for details. ✷
Proposition 3.2 Let F δ be the union of F δ and the set of vertices of Dδ that are adjacent
to F δ. Fix a vertex v0 of D
δ. Conditioned on the event that yj = wj, 0 ≤ j ≤ k, wk 6∈ F δ,
and fk(v0) > 0, the expectation of gk+1(v0) is equal to gk(v0), which is determined by wj,
0 ≤ j ≤ k. Thus gk(v0) is a discrete martingale up to the first time yk hits F δ, or
Eδk = E
δ
−1 ∪ {y0, . . . , yk} disconnects v0 from F δ in Dδ.
Proof. Let S be the set of v such that v ∼ wk and fk(v) > 0. By lemma 3.5, the
conditional probability that yk+1 = u is fk(u)/
∑
v∈S fk(v) for u ∈ S. For v ∈ S, let gvk+1
be the g in Lemma 3.4 with G = Dδ, A = F δ, B = Eδk and x = v. Then with probability
fk(u)/
∑
v∈S fk(v), gk+1 = g
u
k+1. Thus the conditional expectation of gk+1(v0) is equal to
g˜k(v0), where
g˜k(v) :=
∑
u∈S
fk(u)g
u
k+1(v)/
∑
u∈S
fk(u).
Then g˜k ≡ 0 on Eδk, ≡ 1 on F δ; ∆g˜k ≡ 0 on N δk \ S, and
∑
v∈F δ ∆g˜k(v) = 0. And
∆g˜k(v) =
fk(v)∆g
v
k+1(v)∑
u∈S fk(u)
= − L(E
δ
k, F
δ)∑
u∈S fk(u)
, ∀v ∈ S,
by Lemma 3.4. Now define ĝk on V (D
δ) such that ĝk(wk) = L(E
δ
k, F
δ)/
∑
u∈S fk(u); for
those v ∈ N δk such that fk(v) = 0, define ĝk(v) to be ĝk(wk) times the probability that
a simple random walk on Dδ started from v hits wk before E
δ
k−1; and let ĝk(v) = g˜k(v)
for other v ∈ V (Dδ). Then ∆ĝk ≡ 0 on N δk , ĝk ≡ 0 on Eδk \ {wk}, and ĝk ≡ 1 on F δ.
Since wk 6∈ F δ, and for v ∈ N δk such that fk(v) = 0 we have v 6∈ F δ, so
∑
v∈F δ ∆ĝk(v) =∑
v∈F δ ∆g˜k(v) = 0. Now ĝk satisfies all properties of gk. The uniqueness of gk implies
that ĝk ≡ gk. Since fk(v0) > 0, we have gk(v0) = ĝk(v0) = g˜k(v0). ✷
Remark 1. The observable gk corresponds to Ht in Proposition 3.1. We may define
another kind of observables qk to be the bounded function on the vertices of D
δ such that
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qk ≡ 0 on Ek−1 ∪ F , ∆qk ≡ 0 on Nk, and
∑
v∈F ∆qk(v) = 2pi = −
∑
v∈Ek
∆qk(v). Then
Proposition 3.2 still holds if gk is replaced by qk, and qk corresponds to Pt in Proposition
3.1. The definition of qk does not need the fact that L(Ek, F ) <∞. We may also use qk
to do the approximation.
Remark 2. Suppose α is a Jordan curve in D which disconnects Eδk from F and
does not pass through any vertex of Dδ. Denote Dj the component of D \ α that has
Bj as part of boundary, j = 1, 2. We also suppose that y0 through yk are in D1. Let
S be the set of vertex pair (v, w) such that v ∈ D1, w ∈ D2, and v ∼ w. From the
fact that ∆Dδgk ≡ 0 on V (Dδ) ∩D, we conclude
∑
(v,w)∈S(gk(v)− gk(w)) = 0. Similarly,∑
(v,w)∈S(qk(v)− qk(w)) = 2pi.
Now suppose α1 and α2 are two disjoint Jordan curves in D such that αj disconnects
α3−j from Bj , j = 1, 2. For j = 1, 2, let Uj be the subdomain of D bounded by αj
and Bj , and V
δ
j = V (D
δ) ∩ Uj. Let Lδ be the set of simple lattice paths of the form
w = (w−1, w0, . . . , wk), k ≥ 0 such that w−1 ∈ B1, w0, . . . , wk ∈ V δ1 , and there is some
lattice path from the last vertex P (w) := wk to B2 without passing w0, . . . , wk−1, and
vertices on B1. For w ∈ Lδ, denote
Eδw = E
δ
−1 ∪ {w0, . . . , wk}, and N δw = N δ−1 \ {w0, . . . , wk}.
Let gw be the g in Lemma 3.4 with G = D
δ, A = F δ, B = Eδw \ {P (w)}, and x = P (w).
Now define Dw = D \ ∪kj=0[wj−1, wj]. Let uw be the non-negative harmonic function
in Dw whose harmonic conjugates exist, and whose continuation is constant 1 on B2,
and constant 0 on ∪kj=0[wj−1, wj] ∪ B1 except at P (w). The existence of the harmonic
conjugates implies that
∫
α
∂
n
uwds = 0 for any smooth Jordan curve α that disconnects
B2 from ∪kj=0[wj−1, wj] ∪ B1. It is intuitive to guess that gw should be close to uw. In
fact, we have the following proposition. The proof is postponed to Section 5.
Proposition 3.3 Given any ε > 0, there is δ(ε) > 0 such that if 0 < δ < δ(ε) and
w ∈ Lδ, then |gw(v)− uw(v)| < ε, for any v ∈ V δ2 .
3.3 Convergence of the driving process
Fix some small δ > 0. We write LERW on Dδ by y = (y0, . . . , yυ) as in Section 3.2. Let
y−1 = 0. Extend y to be a map from [−1, υ] into D such that y is linear on [j − 1, j]
for each 0 ≤ j ≤ υ. It clear that y(−1, s], −1 ≤ s < υ, is a Loewner chain in D on B1.
And y(−1, s] approaches B2 as sր υ. For −1 ≤ s < υ, let T (s) = CD,B2(y(−1, s]), then
T is a continuous increasing function, and maps [−1, υ) onto [0, p), where p = M(D).
Let S : [0, p) → [−1, υ) be the inverse of T . Let β(t) = y(S(t)), and Kt = β(0, t], for
0 ≤ t < p. Suppose W maps D conformally onto Ap so that W (0+) = 1, i.e., W (x)→ 1
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as x ∈ R+ and x → 0. Then (W (Kt), 0 ≤ t < p) is a Loewner chain in Ap on C0
such that CAp,Cp(W (Kt)) = t. By Proposition 2.1, W (Kt), 0 ≤ t < p, are the standard
annulus LE hulls of modulus p driven by some continuous χt, 0 ≤ t < p, on C0. Let
(ϕt, 0 ≤ t < p) be the corresponding standard annulus LE maps. Since W (β(t)) → 1
as t → 0, χ0 = 1. We may write χt = eiξt , so that ξ0 = 0, and ξt is continuous in t.
We want to prove that the law of (ξt)0≤t<p, which depends on δ, converges to the law of
(B(2t))0≤t<p.
For a < b, let Aa,b be the annulus bounded by Ca and Cb. For any 0 < q < p, there
is a smallest l(p, q) ∈ (0, p) such that if K is a hull in Ap on C0 with the capacity (w.r.t.
Cp) less than q, then K does not intersect Al(p,q),p. Using the fact that for any 0 < s ≤ r,
ReSr attains its unique maximum and minimum on As,r at e
−s and −e−s, respectively,
it is not hard to derive the following Lemma.
Lemma 3.6 Fix 0 < q < p, let r ∈ (l(p, q), p). There are ι ∈ (0, 1/2) and M > 0
depending on p, q and r, which satisfy the following properties. Suppose ϕt, 0 ≤ t < p,
are some standard annulus LE maps of modulus p driven by χt, 0 ≤ t < p. Then we have
|∂zSp−t(ϕt(z)/χt)| ≤M , for all t ∈ [0, q] and z ∈ Ar,p. Moreover,
Aι(p−t),p−t ⊃ ϕt(Ar,p) ⊃ A(1−ι)(p−t),p−t, ∀t ∈ [0, q].
Now fix q0 ∈ (0, p). Let q1 = (q0 + p)/2. Choose p1 ∈ (l(p, q1), p), and let p2 =
(p1 + p)/2. Denote αj = W
−1(Cpj ), j = 1, 2. Then α1 and α2 are disjoint Jordan curves
in D such that αj disconnects α3−j from Bj, j = 1, 2. Let n∞ = ⌈S(q0)⌉, where ⌈x⌉ is
the smallest integer that is not less than x. Then n∞ is a stopping time w.r.t. {Fk},
where Fk denotes the σ-algebra generated by y0, y1, . . . , yk∧υ. For 0 ≤ k ≤ n∞ − 1,
T (k) ≤ q0 < q1, so from the choice of p1, we see that W (yk) lies in the domain bounded
by Cp1 and C0, so yk lies in the domain bounded by B1 and α1. Note that y−1 = 0 ∈ B1.
So for −1 ≤ k ≤ n∞ − 1, if δ is small, then [yk, yk+1] can be disconnected from B2 by an
annulus centered at yk with inner radius δ and outer radius dist(α1, B2). So as δ → 0,
the conjugate extremal distance between B2 and [yk, yk+1] in Dyk = D \ ∪0≤j≤k[yj−1, yj]
(the extremal length of the family of rectifiable curves in Dyk that disconnect B2 from
[yk, yk+1], see [1]) tends to 0, uniformly in −1 ≤ k ≤ n∞ − 1. It then follows that
T (k + 1) − T (k) and max{|ξt − ξT (k)| : T (k) ≤ t ≤ T (k + 1)} tend to 0 as δ → 0,
uniformly in −1 ≤ k ≤ n∞ − 1. Since T (n∞ − 1) ≤ q0, we may choose δ small enough
such that T (n∞) < q1. We now use the symbols in the last part of Section 3.2 for Jordan
curves α1 and α2 defined here. For 0 ≤ k ≤ n∞, let yk = (y−1, y0, . . . , yk) ∈ Lδ. Then
gyk = gk. By Proposition 3.2, for any fixed v ∈ V δ2 , gk(v), 0 ≤ k ≤ n∞, is a discrete
martingale w.r.t. {Fk}.
Now fix d > 0. Define a non-decreasing sequence (nj)j≥0 inductively. Let n0 = 0.
Let nj+1 be the first integer n ≥ nj such that T (n)− T (nj) ≥ d2, or |ξT (n) − ξT (nj)| ≥ d,
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or n ≥ n∞, whichever comes first. Then nj’s are stopping times w.r.t. {Fk}, and they
are bounded above by n∞. If we let δ be smaller than some constant depending on d,
then T (nj+1)− T (nj) ≤ 2d2 and |ξT (s) − ξT (nj)| ≤ 2d for all s ∈ [nj , nj+1] and j ≥ 0. Let
F ′j = Fnj . Then for any v ∈ V δ2 , {gnj(v) : 0 ≤ j < ∞} is a discrete martingale w.r.t.
{F ′j}. Since ϕT (k) ◦W maps Dyk conformally onto Ap−T (k) and takes yk = P (yk) to χT (k),
we have
uyk(z) = ReSp−T (k)(ϕT (k) ◦W (z)/χT (k)).
By Proposition 3.3, for any z ∈ W (V δ2 ) and 0 ≤ j ≤ k,
E [ReSp−T (nk)(ϕT (nk)(z)/χT (nk))|F ′j] = ReSp−T (nj)(ϕT (nj)(z)/χT (nj)) + oδ(1).
As δ tends to 0, the set W (V δ2 ) tends to be dense in Ap2,p. So for any z ∈ Ap2,p, there
is some z0 ∈ W (V δ2 ) such that |z − z0| = oδ(1). Note that T (nj) ≤ T (nk) ≤ T (n∞) ≤ q1
for 0 ≤ j ≤ k. Using the boundedness of the derivative in Lemma 3.6 with q = q1 and
r = p2, we then have that for all z ∈ Ap2,p,
E [ReSp−T (nk)(ϕT (nk)(z)/χT (nk))|F ′j] = ReSp−T (nj)(ϕT (nj)(z)/χT (nj)) + oδ(1).
Now consider the maps in the covering space. We use the notations in Section 3.1.
And let A˜a,b be the preimage of Aa,b under the map z 7→ eiz. Then we have
E [Im S˜p−T (nk)(ϕ˜T (nk)(z)− ξT (nk))|F ′j] = Im S˜p−T (nj)(ϕ˜T (nj)(z)− ξT (nj)) + oδ(1). (3.1)
In Lemma 3.6, let q = q1 and r = p2, then we have some ι ∈ (0, 1/2) such that
A˜ι(p−t),p−t ⊃ ϕ˜t(A˜p2,p) ⊃ A˜(1−ι)(p−t),p−t, (3.2)
for 0 ≤ t ≤ q1.
Proposition 3.4 There are an absolute constant C > 0 and a constant δ(d) > 0 such
that if δ < δ(d), then for all j ≥ 0,
|E [ξT (nj+1) − ξT (nj)|F ′j]| ≤ Cd3, and
|E [(ξT (nj+1) − ξT (nj))2/2− (T (nj+1)− T (nj))|F ′j]| ≤ Cd3.
Proof. Fix some j ≥ 0. Let a = T (nj) and b = T (nj+1). Then 0 ≤ a ≤ b ≤ q1. And if δ
is less than some δ1(d), we have |b− a| ≤ 2d2 and |ξc − ξa| ≤ 2d, for any c ∈ [a, b]. Now
suppose z ∈ A˜p2,p, and consider
I := S˜p−b(ϕ˜b(z)− ξb)− S˜p−a(ϕ˜a(z)− ξa).
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Then I = I1 + I2, where
I1 := S˜p−b(ϕ˜b(z)− ξb)− S˜p−b(ϕ˜a(z)− ξa),
I2 := S˜p−b(ϕ˜a(z)− ξa)− S˜p−a(ϕ˜a(z)− ξa).
Then for some c1 ∈ [a, b], I1 = I3 + I4 + I5, where
I3 := S˜
′
p−b(ϕ˜a(z)− ξa)[(ϕ˜b(z)− ϕ˜a(z))− (ξb − ξa)],
I4 := S˜
′′
p−b(ϕ˜a(z)− ξa)[(ϕ˜b(z)− ϕ˜a(z))− (ξb − ξa)]2/2,
I5 := S˜
′′′
p−b(ϕ˜c1(z)− ξc1)[(ϕ˜b(z)− ϕ˜a(z))− (ξb − ξa)]3/6.
And for some c2 ∈ [a, b], we have
I2 = −∂rS˜p−b(ϕ˜a(z)− ξa)(b− a) + ∂2r S˜p−c2(ϕ˜a(z)− ξa)(b− a)2/2. (3.3)
Now for some c3 ∈ [a, b], we have
ϕ˜b(z)− ϕ˜a(z) = ∂rϕ˜c3(z)(b− a) = S˜p−c3(ϕ˜c3(z)− ξc3)(b− a). (3.4)
For some c4 ∈ [c3, b], we have
S˜p−c3(ϕ˜c3(z)− ξc3) = S˜p−b(ϕ˜c3(z)− ξc3) + ∂rS˜p−c4(ϕ˜c3(z)− ξc3)(b− c3). (3.5)
For some c5 ∈ [a, c3], we have
S˜p−b(ϕ˜c3(z)− ξc3) = S˜p−b(ϕ˜a(z)− ξa)
+S˜
′
p−b(ϕ˜c5(z)− ξc5)[(ϕ˜c3(z)− ϕ˜a(z))− (ξc3 − ξa)]. (3.6)
Once again, there is c6 ∈ [a, c3] such that
ϕ˜c3(z)− ϕ˜a(z) = ∂rϕ˜c6(z)(c3 − a) = S˜p−c6(ϕ˜c6(z)− ξc6)(c3 − a). (3.7)
We have the freedom to choose d arbitrarily small. Now suppose d < (1−ι)(p−q1)/2.
Then
p− a ≤ p− b+ 2d ≤ (p− b) + (1− ι)(p− q1) ≤ (2− ι)(p− b).
Thus for any m ≤ M ∈ [a, b], p−m ≤ (2− ι)(p−M). By formula (3.2),
ϕ˜m(z)− ξm ∈ A˜ι(p−m),p−m ⊂ A˜ι(p−M),(2−ι)(p−M).
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So the values of S˜p−M , ∂rS˜p−M , ∂
2
r S˜p−M , S˜
′
p−M , S˜
′′
p−M and S˜
′′′
p−M at ϕ˜m(z) − ξm are
uniformly bounded. In formula (3.3), consider m = a and M = c2. Since |b − a| ≤ 2d2,
we have
I2 = −∂rS˜p−b(ϕ˜a(z)− ξa)(b− a) +O(d4).
Similarly, formula (3.7) implies
ϕ˜c3(z)− ϕ˜a(z) = O(c3 − a) = O(d2).
This together with formulae (3.5),(3.6) and ξc3 − ξa = O(d) implies that
S˜p−c3(ϕ˜c3(z)− ξc3) = S˜p−b(ϕ˜a(z)− ξa) +O(d).
By formula (3.4), we have
ϕ˜b(z)− ϕ˜a(z) = S˜p−b(ϕ˜a(z)− ξa)(b− a) +O(d3) = O(d2).
Thus I5 = O(d
3),
I4 = S˜
′′
p−b(ϕ˜a(z)− ξa)(ξb − ξa)2/2 +O(d3), and
I3 = S˜
′
p−b(ϕ˜a(z)− ξa)[S˜p−b(ϕ˜a(z)− ξa)(b− a)− (ξb − ξa)] +O(d3).
Note that I = I2 + I3 + I4 + I5. Using Lemma 3.1, we get
I = S˜
′′
p−b(ϕ˜a(z)− ξa)[(ξb − ξa)2/2− (b− a)]
−S˜′p−b(ϕ˜a(z)− ξa)(ξb − ξa) +O(d3).
By formula (3.1), if δ is smaller than some δ2(d), then the conditional expectation of
Im S˜
′′
p−b(ϕ˜a(z)− ξa)[(ξb − ξa)2/2− (b− a)]− Im S˜
′
p−b(ϕ˜a(z)− ξa)[ξb − ξa]
w.r.t. F ′j is bounded by C1d3.
By formula (3.2), for any w ∈ A˜(1−ι)(p−a),p−a, the conditional expectation of
Im S˜
′′
p−b(w)[(ξb − ξa)2/2− (b− a)]− Im S˜
′
p−b(w)[ξb − ξa] (3.8)
w.r.t F ′j is bounded by C1d3, if δ is small enough (depending on d).
Now suppose d < (p− q1)ι/(4− 4ι). Then
(1− ι)(p− a) < (1− ι/2)(p− b) < p− a.
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Thus i(1− ι/2)(p− b) ∈ A˜(1−ι)(p−a),p−a. We may check
Im S˜
′′
p−b(i(1− ι/2)(p− b)) > 0, and Im S˜
′
p−b(i(1− ι/2)(p− b)) = 0.
So we can find C2 > 0 such that for all b ∈ [0, q1], Im S˜′′p−b(i(1 − ι/2)(p− b)) > C2. Let
w = i(1− ι/2)(p− b) in formula (3.8), then we get
|E [(ξb − ξa)2/2− (b− a)|F ′j]| ≤ C3d3.
Since Im S˜
′′
p−b(w) is uniformly bounded on C˜(1−ι/2)(p−b), so for all w ∈ C˜(1−ι/2)(p−b),
Im S˜
′
p−b(w)|E [ξb − ξa|F ′j]| ≤ C4d3. (3.9)
We may check that
xb := Im S˜p−b(pi + i(1 − ι/2)(p− b))− Im S˜p−b(i(1− ι/2)(p− b)) > 0.
So xb is greater than some absolute constant C5 > 0 for b ∈ [0, q1]. Then there exists
wb ∈ C˜(1−ι/2)(p−b) such that
|Im S˜′p−b(wb)| = |∂xIm S˜p−b(wb)| = xb/pi ≥ C5/pi.
Plugging w = wb in formula (3.9), we then have |E [ξb − ξa|F ′j]| ≤ C6d3. ✷
The following Theorem about the convergence of the driving process can be deduced
from Proposition 3.4 by using the Skorokhod Embedding Theorem. It is very similar to
Theorem 3.6 in [8]. So we omit the proof.
Theorem 3.1 For every q0 ∈ (0, p) and ε > 0 there is a δ0 > 0 depending on q0 and ε
such that for δ < δ0 there is a coupling of the processes ξt and B(2t) such that
P[sup{|ξt −B(2t)}| : t ∈ [0, q0]} > ε] < ε.
3.4 Convergence of the trace
In this subsection, we will prove Theorem 1.2. We use symbols yδ, βδ, Kδ and χδ to
emphasize the fact that they depend on δ. Let (K0t , 0 ≤ t < p) be the annulus SLE2 in
D from 0+ to B2. Let β
0 : (0, p)→ D be the corresponding trace.
First, we need two well-known lemmas about simple random walks on δZ2. We use
the superscript # to denote the spherical metric.
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Lemma 3.7 Suppose v ∈ δZ2 and K is a connected set on the plane that has Euclidean
(spherical, resp.) diameter at least R. Then the probability that a simple random walk on
δZ2 started from v will exit B(v;R) (B#(v;R), resp.) before using an edge of δZ2 that
intersects K is at most C0((δ + dist(v,K))/R)
C1 (C0((δ + dist
#(v,K))/R)C1, resp.) for
some absolute constants C0, C1 > 0.
Lemma 3.8 Suppose U is a plane domain, and has a compact subset K and a non-empty
open subset V . Then there are positive constants δ0 and C depending on U , V and K,
such that when δ < δ0, the probability that a simple random walk on δZ2 started from
some v ∈ δZ2 ∩K will hit V before exiting U is greater than C.
The following lemma about simple random walks on Dδ is an easy consequence of the
above two lemmas and the Markov property of random walks.
Lemma 3.9 For every d > 0, there are δ0, C > 0 depending on d such that if δ < δ0
and v ∈ δZ2 ∩D is such that dist#(v, B1) > d, then the probability that a simple random
walk on Dδ started from v hits B2 before B1 is at least C.
Lemma 3.10 For every q ∈ (0, p) and ε > 0, there are d, δ0 > 0 depending on q and ε
such that for δ < δ0, the probability that dist
#(βδ[q, p), B1) ≥ d is at least 1− ε.
Proof. For k = 1, 2, 3, let Jk = W
−1(Cq/k). Then J1, J2, J3 are disjoint Jordan curves
in D that separate B2 from B1. And J2 lies in the domain, denoted by Λ, bounded by J1
and J3. Moreover, the modulus of the domain bounded by Jk and B2 is p− q/k. Let τ δ
be the first n such that the edge [yδn−1, y
δ
n] intersects J2. Then τ
δ is a stopping time. If δ
is smaller than the distance between J1∪J3 and J2, then yδτδ ∈ Λ and yδ[−1, τ δ] does not
intersect J1. Thus M(D \ yδ(−1, τ δ]) ≥ p− q, and so T (τ δ) ≤ q. So it suffices to prove
that when δ and d are small enough, the probability that yδ will get within spherical
distance d from B1 after time τ
δ is less than ε. Let RWδ denote a simple random walk on
Dδ stopped on hitting ∂D, and CRWδ denote that RWδ conditioned to hit B2 before B1.
Let RWδv and CRW
δ
v denote that RW
δ and CRWδ, respectively, started from v. Since yδ
is obtained by erasing loops of CRWδδ, it suffices to show that the probability that CRW
δ
δ
will get within spherical distance d from B1 after it hits Λ, tends to zero as d, δ → 0. Since
CRWδ is a Markov chain, it suffices to prove that the probability that CRWδv will get
within spherical distance d from B1 tends to zero as d, δ → 0, uniformly in v ∈ δZ2 ∩ Λ.
By Lemma 3.9, there is a > 0 such that for δ small enough, the probability that RWδv
hits B2 before B1 is greater than a, for all v ∈ δZ2 ∩ Λ. By Markov property, for every
v ∈ δZ2 ∩ Λ, the probability that CRWδv will get within spherical distance d from B1 is
less than
1
a
· sup{P [RWδw hits B2 before B1] : w ∈ V (Dδ) ∩D and dist#(w,B1) < d},
which tends to 0 as d, δ → 0 by Lemma 3.7. So the proof is finished. ✷
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Lemma 3.11 For every q ∈ (0, p) and ε > 0, there are M, δ0 > 0 depending on q and ε
such that for δ < δ0, the probability that β
δ[q, p) ⊂ B(0;M) is at least 1− ε.
Proof. We use the notations of the last lemma. It suffices to prove that the probability
that RWδv 6⊂ B(0;M) tends to zero as δ → 0 and M →∞, uniformly in v ∈ δZ2∩Λ. Let
K = C \D, then K is unbounded, and the distance between v ∈ Λ and K is uniformly
bounded from below by some d > 0. Let r > 0 be such that Λ ⊂ B(0; r). For M > r, let
R =M − r, then for v ∈ δZ2 ∩ Λ, RWδv should exit B(v;R) before B(0;M). By Lemma
3.7, the probability that RWδv 6⊂ B(0;M) is less than C0((δ+d)/(M − r))C1 , which tends
to 0 as δ → 0 and M →∞, uniformly in v ∈ δZ2 ∩ Λ. ✷
Lemma 3.12 For every ε > 0, there are q ∈ (0, p) and δ0 > 0 depending on ε such that
when δ < δ0, with probability greater than 1− ε, the diameter of βδ[q, p) is less than ε.
Proof. The idea is as follows. Note that as q → p, the modulus of D \ βδ(0, q] tends to
zero. So for any fixed a ∈ (0, p), the spherical distance between βδ[a, q] and B2 tends to
zero as q → p. By Lemma 3.11, if M is big and δ is small, the fact that βδ[a, q] does not
lie in B(0;M) is an event of small probability. Thus on the complement of this event, the
Euclidean distance between βδ[a, q] and B2 tends to zero, which means that β
δ gets to
some point near B2 in the Euclidean metric before time q. By Lemma 3.7, RW
δ
v does not
go far before hitting ∂D if v is near B2. The same is true for CRW
δ
v because by Lemma
3.9, RWδv hits B2 before B1 with a probability bigger than some positive constant when
v is near B2. Since y
δ is the loop-erasure of CRWδ, yδ does not go far after it gets near
B2, nor does β
δ. So the diameter of βδ[q, p) is small. ✷
Definition 3.1 Let z ∈ C, r, ε > 0. A (z, r, ε)-quasi-loop in a path ω is a pair a, b ∈ ω
such that a, b ∈ B(z; r), |a − b| ≤ ε, and the subarc of ω with endpoints a and b is not
contained in B(z; 2r). Let Lδ(z, r, ε) denote the event that βδ[0, p) has a (z, r, ε)-quasi-
loop.
Lemma 3.13 If B(z; 2r) ∩ B1 = ∅, then limε→0P[Lδ(z, r, ε)] = 0, uniformly in δ.
Proof. This lemma is very similar to Lemma 3.4 in [16]. There are two points of
difference between them. First, here we are dealing with the loop-erased conditional
random walk. With Lemma 3.9, the hypothesis B(z; 2r) ∩ B1 = ∅ guarantees that for
some v near ∂B(z; 2r), the probability that RWδv hits B2 before B1 is bounded away from
zero uniformly. Second, our LERW is stopped when it hits B2, while in Lemma 3.4 in
[16], the LERW is stopped when it hits some single point. It turns out that the current
setting is easier to deal with. See [16] for more details. ✷
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Proposition 3.5 For every q ∈ (0, p) and ε > 0, there are δ0, a0 > 0 depending on q and
ε such that for δ < δ0, with probability at least 1− ε, βδ satisfies the following property.
If q ≤ t1 < t2 < p, and |βδ(t1)− βδ(t2)| < a0, then the diameter of βδ[t1, t2] is less than
ε.
Proof. For d,M > 0, let Λd,M denote the set of z ∈ B(0;M) such that dist#(z, B1) ≥ d,
and Aδd,M denote the event that βδ[q, p) ⊂ Λd,M . By Lemma 3.10 and 3.11, there are
d0,M0, δ0 > 0 such that for δ < δ0, P [Aδd0,M0] > 1−ε/2. Note that the Euclidean distance
between Λd0,M0 and B1 is greater than d0/2. Choose 0 < r < min{ε/4, d0/4}. There are
finitely many points z1, . . . , zn ∈ Λd0,M0 such that Λd0,M0 ⊂ ∪n1B(zj ; r/2). For a > 0,
1 ≤ j ≤ n, let Bδj,a denote the event that βδ[0, p) does not have a (zj, r, a)-quasi-loop.
Since r < d0/4, we have B(zj ; 2r) ∩ B1 = ∅. By Lemma 3.13, there is a0 ∈ (0, r/2) such
that P [Bδj,a0 ] ≥ 1− ε/(2n) for 1 ≤ j ≤ n. Let Cδ = ∩n1Bδj,a0 ∩Aδd0,M0 . Then P [Cδ] > 1− ε
if δ < δ0. And on the event Cδ, if there are t1 < t2 ∈ [q, p) satisfying |βδ(t1)−βδ(t2)| < a0,
then βδ(t1) lies in some ball B(zj ; r/2), so β
δ(t2) ∈ B(zj; r) as a0 < r/2. Since βδ does not
have a (zj, r, a0)-quasi-loop, β
δ[t1, t2] ⊂ B(zj ; 2r). This then implies that the diameter of
βδ[t1, t2] is not bigger than 4r, which is less than ε. ✷
Before the proof of Theorem 1.2, we need the notation of convergence of plane domain
sequences. We say that a sequence of plane domains {Ωn} converges to a plane domain
Ω, or Ωn → Ω, if
(i) every compact subset of Ω lies in Ωn, for n large enough;
(ii) for every z ∈ ∂Ω there exists zn ∈ ∂Ωn for each n such that zn → z.
Note that a sequence of domains may have more than one limits. The following lemma
is similar to Theorem 1.8, the Carathe´odory kernel theorem, in [13].
Lemma 3.14 Suppose Ωn → Ω, fn maps Ωn conformally onto Gn, and fn converges to
some function f on Ω uniformly on each compact subset of Ω. Then either f is constant
on Ω, or f maps Ω conformally onto some domain G. And in the latter case, Gn → G
and f−1n converges to f
−1 uniformly on each compact subset of G.
Proof of Theorem 1.2. Suppose (χ0t , 0 ≤ t < p) is the driving function of (W (K0t ), 0 ≤
t < p). By Theorem 3.1, we may assume that all χδ and χ0 are in the same probability
space, so that for every q ∈ (0, p) and ε > 0 there is an δ0 > 0 depending on q and ε such
that for δ < δ0,
P [sup{|χδt − χ0t | : t ∈ [0, q]} > ε] < ε.
Since βδ and β0 are determined by χδ and χ0, respectively, all βδ and β0 are also in the
same probability space. For the first part of this theorem, it suffices to prove that for
every q ∈ (0, p) and ε > 0 there is δ0 = δ0(q, ε) > 0 such that for δ < δ0,
P [sup{|βδ(t)− β0(t)| : t ∈ [q, p)} > ε] < ε. (3.10)
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Now choose any sequence δn → 0. Then it contains a subsequence δnk such that for
each q ∈ (0, p), χδnk converges to χ0 uniformly on [0, q] almost surely. Here we use the
fact that a sequence converging in probability contains an a.s. converging subsequence.
For simplicity, we write δn instead of δnk . Let ϕ
δn
t (ϕ
0
t , resp.), 0 ≤ t < p, be the
standard annulus LE maps of modulus p driven by χδnt (χ
0
t , resp.), 0 ≤ t < p. Let
Ωδnt := Ap \ W (βδn(0, t]), and Ω0t := Ap \ W (β0(0, t]). Fix q ∈ (0, p). Suppose K
is a compact subset of Ω0q . Then for every z ∈ K, ϕ0t (z) does not blow up on [0, q].
Since the driving function χδn converges to χ0 uniformly on [0, q], so if n is big enough,
then for every z ∈ K, ϕδnt (z) does not blow up on [0, q], which means that K ⊂ Ωδnq .
Moreover, ϕδnq converges to ϕ
0
q uniformly on K. It follows that Ω
δn
q ∩ Ω0q → Ω0q as
n → ∞. By Lemma 3.14, (ϕδnq )−1 converges to (ϕ0q)−1 uniformly on each compact
subset of Ap−q, and so Ω
δn
q = (ϕ
δn
q )
−1(Ap−q) → (ϕ0q)−1(Ap−q) = Ω0q . Now we denote
Dδnt := D \ βδn(0, t] = W−1(Ωδnt ), and D0t := D \ β0(0, t] = W−1(Ω0t ). Then we have
Dδnq → D0q for every q ∈ (0, p).
Fix ε > 0 and q1 < q2 ∈ (0, p). Let q0 = q1/2 and q3 = (q2 + p)/2. By Proposition
3.5, there are n1 ∈ N and a ∈ (0, ε/2) such that for n ≥ n1, with probability at least
1−ε/3, βδn satisfies: if q0 ≤ t1 < t2 < p, and |βδn(t1)−βδn(t2)| < a, then the diameter of
βδn[t1, t2] is less than ε/3. Let An denote the corresponding event. Since β0 is continuous,
there is b > 0 such that with probability 1 − ε/3, we have |β0(t1) − β0(t2)| < a/2 if
t1, t2 ∈ [q0, q3] and |t1 − t2| ≤ b. Let B denote the corresponding event. We may choose
q0 < t0 < t1 = q1 < · · · < tm−1 = q2 < tm < q3 such that tj − tj−1 < b for 1 ≤ j ≤ m.
Since β0(tj) 6∈ β0(0, tj−1] for 1 ≤ j ≤ m, there is r ∈ (0, a/4) such that with probability
at least 1 − ε/3, B(β0(tj); r) ⊂ D0tj−1 for all 0 ≤ j ≤ m. We now use the convergence of
Dδnt to D
0
t for t = t0, . . . , tm. There exists n2 ∈ N such that for n ≥ n2, with probability
at least 1 − ε/3, B(β0(tj); r) ⊂ Dδntj−1 , and there is some znj ∈ ∂Dδntj ∩ B(β0(tj); r),
for all 1 ≤ j ≤ m. Let Cn denote the corresponding event. Then on the event Cn,
znj ∈ ∂Dδnj \ ∂Dδnj−1, so znj = βδn(snj ) for some snj ∈ (tj−1, tj ]. Let Dn = An ∩B ∩Cn. Then
P[Dn] ≥ 1− ε, for n ≥ n1 + n2. And on the event Dn,
|znj − znj+1| ≤ 2r + |β0(tj)− β0(tj+1)| ≤ 2r + a/2 < a, ∀1 ≤ j ≤ m− 1,
as |tj − tj+1| ≤ b. Thus the diameter of βδn [snj , snj+1] is less than ε/3. It follows that for
any t ∈ [snj , snj+1] ⊂ [tj−1, tj+1],
|β0(t)− βδn(t)| ≤ |β0(t)− β0(tj)|+ |β0(tj)− znj |+ |znj − βδn(t)| ≤ a/2 + r + ε/3 < ε.
Since [q1, q2] = [t1, tm−1] ⊂ ∪m−1j=1 [snj , snj+1], we have now proved that for n big enough,
with probability at least 1 − ε, |βδn(t) − β0(t)| < ε for all t ∈ [q1, q2]. By Lemma 3.12,
for any ε > 0, there is q(ε) ∈ (0, p) such that if n is big enough, with probability at least
1 − ε, the diameter of βδn[q(ε), p) is less than ε. For any S ∈ [q(ε), p), by the uniform
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convergence of βδn to β0 on the interval [q(ε), S], it follows that with probability at least
1 − ε, the diameter of β0[q(ε), S) is no more than ε, nor is the diameter of β0[q(ε), p).
Now for fixed q ∈ (0, p) and ε > 0, choose q1 ∈ (q, p)∩ (q(ε/3), p). Then with probability
at least 1 − ε/3, the diameter of β0[q1, p) is less than ε/3. And if n is big enough, then
with probability at least 1−ε/3, the diameter of βδn [q1, p) is less than ε/3. Moreover, if n
is big enough, we may require that with probability at least 1−ε/3, |βδn(t)−β0(t)| ≤ ε/3
for all t ∈ [q, q1]. Thus |βδn(t)−β0(t)| ≤ ε for all t ∈ [q, p) with probability at least 1−ε,
if n is big enough. Since {δn} is chosen arbitrarily, we proved formula (3.10).
Now suppose that the impression of 0+ is the a single point, which must be 0. From
[13], we see that W−1(z) → 0 as z ∈ Ap and z → 1. From above, it suffices to prove
that for any ε > 0, we can choose q ∈ (0, p) and δ0 > 0 such that for δ < δ0, with
probability at least 1−ε, the diameters of βδ(0, q] and β0(0, q] are less than ε. Since W−1
is continuous at 1, we need only to prove the same is true for the diameters ofW (βδ(0, q])
and W (β0(0, q]). Note that they are the standard annulus LE hulls of modulus p at time
q, driven by χδt and χ
0
t , respectively. By Theorem 3.1, if δ and q are small, then the
diameters of χδ[0, q] and χ0[0, q] are uniformly small with probability near 1, so are the
diameters of W (βδ(0, q]) and W (β0(0, q]). ✷
Corollary 3.1 Almost surely limt→p β
0(t) exists on B2 . And the law is the same as the
hitting point of a Brownian excursion in D started from 0+ conditioned to hit B2.
A Brownian excursion in D started from 0+ conditioned to hit B2 is a random closed
subset of D whose law is the weak limit as ε→ 0 of the laws of Brownian motions in D
started from ε > 0 stopped on hitting ∂D and conditioned to hit B2.
Proof of Corollary 1.1. Now we consider the Riemann surface Rp = (R/(2piZ))×(0, p).
Let X0 = (R/(2piZ))×{0} and Xp = (R/(2piZ))×{p} be the two boundary components
of Rp. Then (x, y) 7→ e−y+ix is a conformal map from Rp onto Ap, and it maps X0 and
Xp onto C0 and Cp, respectively. So it suffices to prove this corollary with Ap, Cp and
C0 replaced by Rp, Xp and X0, respectively.
For n ∈ N, let Gn be a graph that approximates Rp. The vertex set V (Gn) is
{(2kpi/n, 2mpi/n) : 1 ≤ k ≤ n, 0 ≤ m ≤ ⌊pn/(2pi)⌋} ∪ {(2kpi/n, p) : 1 ≤ k ≤ n},
where ⌊x⌋ is the maximal integer that is not bigger than x. And two vertices are connected
by an edge iff the distance between them is not bigger than 2pi/n. If n > 2pi/p, then for
every vertex v on X0 or Xp, there is a unique u ∈ V (Gn) ∩Rp that is adjacent to v. We
write u = N(v). For v ∈ V (Gn) ∩ X0, let RW be a simple random walk on Gn started
from N(v) and stopped on hitting X0 ∪Xp. Let CRW be that RW conditioned to hit Xp
before X0. Take the loop-erasure of CRW, and then add the vertex v at the beginning
of the loop-erasure. Then we get a simple lattice path from v to Xp. We call this lattice
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path the LERW from v to Xp. Similarly, for each v ∈ Xp, we may define the LERW from
v to X0. Suppose v ∈ V (Dδ) ∩ X0 and u ∈ V (Dδ) ∩ Xp. Let Pv,u be the LERW from
v to Xp, conditioned to hit u, and Pu,v be the LERW from u to X0, conditioned to hit
v. By Lemma 7.2.1 in [4], the reversal of Pv,u has the same law as Pu,v. Now we define
the LERW from X0 to Xp to be the LERW from a uniformly distributed random vertex
on X0 to Xp. Similarly, we may define the LERW from Xp to X0. It is clear that the
hitting point at Xp of the LERW from X0 to Xp is uniformly distributed. So the reversal
of the LERW from X0 to Xp has the same law as the LERW from Xp to X0. Using the
method in the proof of Theorem 1.2, we can show that the law of LERW from X0 to Xp
converges to that of annulus SLE2 in Rp from a uniform random point on X0 towards
Xp. The same is true if we exchange X0 with Xp. This ends the proof. ✷
4 Disc SLE
In this section, we will define another version of SLE: disc SLE, which describes a random
process of growing compact subsets of a simply connected domain. Suppose Ω is a simply
connected domain and x ∈ Ω. Recall that a hull, say F , in Ω w.r.t. x, is a contractible
compact subset of Ω that properly contains x. Then Ω\F is a doubly connected domain
with boundary components ∂Ω and ∂F . We say that (Ft, a < t < b) is a Loewner chain
in Ω w.r.t. x, if (i) each Ft is a hull in Ω w.r.t. x; (ii) Fs $ Ft when a < s < t < b; and
(iii) for any fixed t0 ∈ (a, b), (Ft \ Ft0 , t0 ≤ t < b) is a Loewner chain in Ω \ Ft0 on ∂Ft0 .
Proposition 4.1 Suppose χ : (−∞, 0) → C0 is continuous. Then there is a Loewner
chain (Ft,−∞ < t < 0), in D w.r.t. 0, and a family of maps gt, −∞ < t < 0, such that
each gt maps D \ Ft conformally onto A|t| with gt(C0) = C|t|, and{
∂tgt(z) = gt(z)S|t|(gt(z)/χt), −∞ < t < 0;
limt→−∞ e
t/gt(z) = z, ∀z ∈ D \ {0}. (4.1)
Moreover, such Ft and gt are uniquely determined by χt. We call Ft and gt, −∞ < t < 0,
the standard disc LE hulls and maps, respectively, driven by χt, −∞ < t < 0.
Proof. For fixed r ∈ (−∞, 0), let ϕrt , r ≤ t < 0, be the solution of
∂tϕ
r
t (z) = ϕ
r
t (z)S|t|(ϕ
r
t (z)/χt), ϕ
r
r(z) = z. (4.2)
For r ≤ t < 0, let Krt be the set of z ∈ A|r| such that ϕrs(z) blows up at some time
s ∈ [r, t]. Then (Krt , r ≤ t < 0) is a Loewner chain in A|r| on C0, and ϕrt maps A|r| \Krt
conformally onto A|t| with ϕ
r
t (C|r|) = C|t|. By the uniqueness of the solution of ODE,
if t1 ≤ t2 ≤ t3 < 0, then ϕt2t3 ◦ ϕt1t2(z) = ϕt1t3(z), for z ∈ A|t1| \ Kt1t3 . For t < 0, define
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Rt(z) = e
t/z. Then Rt mapsA|t| conformally onto itself, and exchanges the two boundary
components. Define ϕ̂rt = Rt ◦ ϕrt ◦ Rr, and K̂rt = Rr(Krt ). Then K̂rt is a hull in A|r|
on C|r|, and ϕ̂
r
t maps A|r| \ K̂rt conformally onto A|t| with ϕ̂rt (C0) = C0. We also have
ϕ̂t2t3 ◦ ϕ̂t1t2(z) = ϕ̂t1t3(z), for z ∈ A|t1| \ K̂t1t3 , if t1 ≤ t2 ≤ t3 < 0. And ϕ̂rt satisfies
∂tϕ̂
r
t (z) = ϕ̂
r
t (z)Ŝ|t|(ϕ̂
r
t (z)/χt), ϕ̂
r
r(z) = z,
where Ŝp(z) = 1− Sp(e−p/z) for p > 0. A simple computation gives:
|Ŝp(z)| ≤ 8e−p/|z|, if 4e−p ≤ |z| ≤ 1.
We then have
|ϕ̂rt (z)− z| ≤ 8et, if r ≤ t < 0, and 12et ≤ |z| ≤ 1. (4.3)
Now let ψ̂rt be the inverse of ϕ̂
r
t . If t1 ≤ t2 ≤ t3, then ψ̂t1t2 ◦ ψ̂t2t3 (z) = ψ̂t1t3 (z), for any
z ∈ A|t3|. For fixed t ∈ (−∞, 0), {ψ̂rt : r ∈ (−∞, t]} is a family of uniformly bounded
conformal maps on A|t|, so is a normal family. This implies that we can find a sequence
rn → −∞ such that for any m ∈ N, {ψ̂rn−m} converges to some ψ̂−m, uniformly on each
compact subset of Am. Let βn = ψ̂
rn
−m(Cm/2). Then βn is a Jordan curve in A|rn| \ K̂rn−m
that separates the two boundary components. So 0 is contained in the Jordan domain
determined by βn. Note that {ψ̂rn−m} maps Am/2 onto the domain bounded by βn and
C0, whose modulus has to be m/2. So βn is not contained in B(0; e
−m/2). This implies
that the diameter of βn is not less than e
−m/2. So ψ̂−m can’t be a constant. By Lemma
3.14, ψ̂−m maps Am conformally onto some domain D−m, and ψ̂
rn
−m(Am)→ D−m. Since
ψ̂rn−m(Am) = A|rn| \ K̂rn−m ⊂ D \ {0}, D−m ⊂ D \ {0}. Since M(A|rn| \ K̂rn−m) = m,
there is some am ∈ (0, 1) such that B(0; ern) ∪ K̂rn−m ⊂ B(0; e−am) for all rn. So Aam
contains no boundary points of A|rn| \ K̂rn−m = ψ̂rn−m(Am). Since these domains converge
to D−m as n→∞, so Aam contains no boundary points of D−m, which means that either
Aam ⊂ D−m or Aam ∩D−m = ∅. Now let γn = ψ̂rn−m(Cam/2). For the same reason as βn,
we have γn 6⊂ B(0; e−am/2). So there is zn ∈ Cam/2 such that |ψ̂rn−m(zn)| ≥ e−am/2. Let
z0 be any subsequential limit of {zn}, then z0 ∈ Cam/2 ⊂ Am and |ψ̂−m(z0)| ≥ e−am/2,
so ψ̂−m(z0) ∈ Aam . Thus D−m ∩ Aam 6= ∅, and so Aam ⊂ D−m. Hence D−m has one
boundary component C0. Using similar arguments, we have ψ̂t(C0) = C0.
If rn < −m1 < −m2, then ψ̂rn−m1 ◦ ψ̂−m1−m2 = ψ̂rn−m2 , which implies ψ̂−m1 ◦ ψ̂−m1−m2 = ψ̂−m2 .
For t ∈ (−∞, 0), choose m ∈ N with −m ≤ t, define ψ̂t = ψ̂−m ◦ ψ̂−mt and Dt = ψ̂t(A|t|).
It is easy to check that the definition of ψ̂t is independent of the choice of m, and the
following properties hold. For all t ∈ (−∞, 0), Dt is a doubly connected subdomain of
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D \ {0} that has one boundary component C0, and ψ̂t(C0) = C0; ψ̂rnt converges to ψ̂t,
uniformly on each compact subset of A|t|. If r < t < 0, then ψ̂t = ψ̂r ◦ ψ̂rt ; Dt $ Dr, and
Dr \Dt = ψ̂r(K̂rt ).
Let ϕ̂t on Dt be the inverse of ψ̂t. By Lemma 3.14, ϕ̂
rn
t converges to ϕ̂t as n → ∞,
uniformly on each compact subset of Dt. Thus from formula (4.3), we have |ϕ̂t(z)− z| ≤
8et, if 12et ≤ |z| < 1. It follows that limt→−∞ ϕ̂t(z) = z, for any z ∈ D \ {0}. We also
have ϕ̂t(z) = ϕ̂
−m
t ◦ ϕ̂−m(z), if −m ≤ t < 0 and z ∈ Dt. Let gt = Rt ◦ ϕ̂t on Dt. Then gt
maps Dt conformally onto A|t|, takes C0 to C|t|, and
lim
t→−∞
et/gt(z) = lim
t→−∞
ϕ̂t(z) = z, for any z ∈ D \ {0}.
If −m ≤ t, then gt(z) = ϕ−mt ◦R−m ◦ ϕ̂−m(z), ∀z ∈ Dt. By formula (4.2), we have
∂tgt(z) = gt(z)S|t|(gt(z)/χt), −m ≤ t < 0.
Since we may choose m ∈ N arbitrarily, formula (4.1) holds.
Let Ft = D\Dt. Since Dt is a doubly connected subdomain of D\{0} with a boundary
component C0, Ft is a hull in D w.r.t. 0. If t1 < t2 < 0, then Ft1 $ Ft2 , as Dt1 % Dt2 . Fix
any r ∈ (−∞, 0). For t ∈ [r, 0), Ft \ Fr = Dr \Dt = ψ̂r(K̂rt ). From Proposition 2.1 and
the conformal invariance, (ψ̂r(K̂
r
t ), r ≤ t < 0) is a Loewner chain in Dr on ∂Fr. Thus
(Ft,−∞ < t < 0) is a Loewner chain in D w.r.t. 0.
Suppose F ∗t , −∞ < t < 0, is a family of hulls in D on 0, and g∗t , −∞ < t < 0, is a
family of maps such that for each t, g∗t maps D \ F ∗t conformally onto A|t| and formula
(4.1) holds with gt replaced by g
∗
t . By the uniqueness of the solution of ODE, we have
g∗t = ϕ
r
t ◦ g∗r , if r ≤ t < 0. So Rt ◦ g∗t = ϕ̂rt ◦Rr ◦ g∗r . Now choose r = rn and let n→∞.
Since Rrn ◦ g∗rn → id by formula (4.1) and ϕ̂rnt → ϕ̂t, so Rt ◦ g∗t = ϕ̂t, from which follows
that g∗t = Rt ◦ ϕ̂t = gt and F ∗t = Ft. ✷
Proposition 4.2 Suppose (Ft,−∞ < t < 0) is a Loewner chain in D w.r.t. 0 such that
M(D \ Ft) = |t| for each t. Then there is a continuous χ : (−∞, 0) → C0 such that Ft,
−∞ < t < 0, are the standard disc LE hulls driven by χt, −∞ < t < 0.
Proof. For each t < 0, choose ϕ∗t which maps D \ Ft conformally onto A|t| so that
ϕ∗t (1) = 1. Let g
∗
t = Rt ◦ ϕ∗t , where Rt(z) = et/z. Then g∗t maps D \ Ft conformally onto
A|t| with g
∗
t (C0) = C|t| and g
∗
t (1) = e
t. For any r ≤ t < 0, let K∗r,t = g∗r(Ft \ Fr). Then
for fixed r < 0, (K∗r,t, r ≤ t < 0) is a Loewner chain in A|r| on C0. Now g∗t ◦ (g∗r)−1 maps
A|r| \ K∗r,t conformally onto A|t|, and satisfies g∗t ◦ (g∗r)−1(er) = et. From the proof of
Proposition 2.1, there exists some continuous χ∗r,· : [r, 0)→ C0 such that for r ≤ t < 0,
∂tg
∗
t ◦ (g∗r)−1(w) = g∗t ◦ (g∗r)−1(w)[S|t|(g∗t ◦ (g∗r)−1(w)/χ∗r,t)− iImS|t|(et/χ∗r,t)].
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It then follows that
∂tg
∗
t (z) = g
∗
t (z)[S|t|(g
∗
t (z)/χ
∗
r,t)− iImS|t|(et/χ∗r,t)], r ≤ t < 0.
So χ∗r1,t = χ
∗
r2,t
if r1, r2 ≤ t. We then have a continuous χ∗ : (−∞, 0)→ C0, such that
∂tg
∗
t (z) = g
∗
t (z)[S|t|(g
∗
t (z)/χ
∗
t )− iImS|t|(et/χ∗t )], −∞ ≤ t < 0.
Consequently,
∂tϕ
∗
t (z) = ϕ
∗
t (z)[Ŝ|t|(ϕ
∗
t (z)/χ
∗
t )− iIm Ŝ|t|(χ∗t )], −∞ ≤ t < 0.
Since |Ŝ|t|(z)| ≤ 8et when 4et ≤ |z| ≤ 1, |Im Ŝ|t|(χ∗t )| decays exponentially as t → −∞.
Let θ(t) =
∫ t
−∞
Im Ŝ|s|(χ
∗
s)ds, ϕt(z) = e
iθ(t)ϕ∗t (z), and χt = e
−iθ(t)χ∗t . Then ϕt maps D\Ft
conformally onto A|t| with ϕt(C0) = C0, and
∂t lnϕt(z) = ∂t lnϕ
∗
t (z) + iθ
′(t) = Ŝ|t|(ϕ
∗
t/χ
∗
t ) = Ŝ|t|(ϕt/χt).
Thus ∂tϕt(z) = ϕt(z)Ŝ|t|(ϕt(z)/χt). From the estimation of Ŝ|t|, we have
|ϕt(z)− ϕr(z)| ≤ 8et, if 12et ≤ |ϕr(z)| ≤ 1, and r ≤ t < 0.
Since Ft contains 0 and M(D \Ft) = |t|, the diameter of Ft tends to zero as t→ −∞.
Let Dt = D \ Ft. Then for any sequence tn → −∞, we have Dtn → D \ {0}. Since ϕtn is
uniformly bounded, there is a subsequence that converges to some function ϕ on D \ {0}
uniformly on each compact subset of D \ {0}. By checking the image of C1 under ϕtn
similarly as in the proof of Proposition 4.1, we see that ϕ cannot be constant. So by
Lemma 3.14, ϕ maps D \ {0} conformally onto some domain D0 which is a subsequential
limit of A|tn| = ϕtn(Dtn). Since tn → −∞, D0 has to be D \ {0} and so ϕ(z) = χz for
some χ ∈ C0. Now this χ may depend on the subsequence of {tn}. But we always have
limt→−∞ |ϕt(z)| = |z| for any z ∈ D \ {0}. Now fix z ∈ D \ {0}, there is s(z) < 0 such
that when r ≤ t < s(z), we have 12et ≤ |ϕr(z)| ≤ 1. Therefore |ϕt(z) − ϕr(z)| ≤ 8et for
r ≤ t < s(z). Thus limt→−∞ ϕt(z) exists for every z ∈ D \ {0}. Since we have a sequence
tn → −∞ such that {ϕtn} converges pointwise to z 7→ χ∗z on D \ {0} for some χ∗ ∈ C0,
so limt→−∞ ϕt(z) = χ
∗z, for all z ∈ D \ {0}. Finally, let gt(z) = Rt ◦ ϕt(z/χ∗). Then gt
maps D \ Ft conformally onto A|t|, takes C0 to C|t|, and satisfies (4.1). ✷
We still use B(t) to denote a standard Brownian motion on R started from 0. Let x
be some uniform random point on C0, independent of B(t). For κ > 0 and −∞ < t < 0,
write χκt = xe
iB(κ|t|). The process (χκ) is determined by the following properties: for
any fixed r < 0, (χκt /χ
κ
r , r ≤ t < 0) has the same law as (eiB(κ(t−r)), r ≤ t < 0) and is
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independent from χκr . If Ft and gt, −∞ < t < 0, are the standard disc LE hulls and
maps, respectively, driven by χκt , −∞ < t < 0, then we call them the standard disc
SLEκ hulls and maps, respectively. From the properties of χ
κ
t , we see that for any fixed
r < 0, gr(Fr+t \ Fr), 0 ≤ t < |r|, is an annulus SLEκ(A|r|;χκr → C|r|). The existence of
standard annulus SLEκ trace then implies the a.s. existence of standard disc SLEκ trace,
which is a curve γ : [−∞, 0) → D such that γ(−∞) = 0, and for each t ∈ (−∞, 0), Ft
is the hull generated by γ[−∞, t], i.e., the complement of the unbounded component of
C \ γ[−∞, t]. If κ ≤ 4, the trace is a simple curve; otherwise, it is not simple. Suppose
D is a simply connected domain and a ∈ D. Let f map D conformally onto D so that
f(0) = a and f ′(0) > 0. Then we define f(Ft) and f(γ(t)), −∞ ≤ t < 0, to be the disc
SLEκ(D; a→ ∂D) hulls and trace.
The next theorem is about the equivalence of disc SLE6 and full plane SLE6. First,
let’s review the definition of full plane SLE. It was proved in [12] that for any continuous
χ : (−∞,+∞)→ C0, there is a Loewner chain (Ft,−∞ < t < +∞), in C w.r.t. 0, and a
family of maps gt, −∞ < t < +∞, such that for each t, gt maps Ĉ \ Ft conformally onto
D with gt(∞) = 0, and{
∂tgt(z) = gt(z)
1+gt(z)/χt
1−gt(z)/χt
, −∞ < t < +∞;
limt→−∞ e
t/gt(z) = z, ∀z ∈ C \ {0}.
Such Ft and gt, −∞ < t < +∞, are unique, and are called the full plane LE hulls and
maps, respectively, driven by χt, −∞ < t < +∞. The diameter of Ft tends to 0 as
t→ −∞; and tends to ∞ as t→ +∞.
The driving process of full plane SLEκ is an extension of χ
κ
t to R defined as follows.
Choose another standard Brownian motion B′(t) on R started from 0, which is indepen-
dent of B(t) and x. For t ≥ 0, let χκt = xeiB′(t). Then for any fixed r ∈ R, χκt /χκr ,
r ≤ t < +∞, have the same distribution as eiB(κ(t−r)), r ≤ t < +∞. This implies that
for full plane SLEκ hulls Ft, t ∈ R, and any fixed r ∈ R, (gr(Fr+t \Fr)) has the same law
as radial SLEκ(D;χκr → 0).
Suppose Ω is a simply connected plane domain that contains 0. Let τ be the first
t such that full plane SLEκ hull Ft 6⊂ Ω. Then as t ր τ , Ft approaches ∂Ω, and
(Ft,−∞ < t < τ) is a Loewner chain in Ω w.r.t. 0. Let u(t) = −M(Ω \ Ft), for
−∞ < t < τ . Then u is a continuous increasing function, and maps (−∞, τ) onto
(−∞, 0). Let v be the inverse of u, and choose f that maps D onto Ω with f(0) = 0 and
f ′(0) > 0. Then f−1(Fv(s)), −∞ < s < 0, are the standard disc LE hulls driven by some
function. Using the same method in the proof of Theorem 1.1, we can prove that this
driving function has the same law as (χ6t )−∞<t<0. So we have
Theorem 4.1 Suppose Ω is a simply connected domain that contains 0. Let (Kt,−∞ <
t < +∞) be full plane SLE6 hulls, and (Ls,−∞ < s < 0) be the disc SLE6(Ω; 0 → ∂Ω).
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Let τ be the first t that Kt 6⊂ Ω. Then up to a time-change, (Kt,−∞ < t < τ) has the
same law as Ls, −∞ < s < 0.
Corollary 4.1 The distribution of the hitting point of full plane SLE6 trace at ∂Ω is the
harmonic measure valued at 0.
An immediate consequence of this corollary is that the plane SLE6 hull stopped at the
hitting time of ∂Ω has the same law as the hull generated by a plane Brownian motion
started from 0 and stopped on exiting Ω. See [19] and [9] for details.
Disc SLE2 is also interesting. Suppose Ω is a simply connected domain that contains
0. Let RW be a simple random walk on Ωδ started from 0, and stopped on hitting ∂Ω.
Let LERW be the loop-erasure of RW. Then LERW is a simple lattice path from 0 to
∂Ω. Write LERW as y = (y0, . . . , yυ) with y0 = 0 and yυ ∈ ∂Ω. We may extend y to be
defined on [0, υ] so that it is linear on each [j − 1, j] for 1 ≤ j ≤ υ. Then it is clear that
(y(0, s], 0 ≤ s < υ) is a Loewner chain in Ω w.r.t. 0. Let T (s) = −M(Ω \ y(0, s]), for
0 < s < υ. Then T is a continuous increasing function, and maps (0, υ) onto (−∞, 0).
Let S be the inverse of T . Define βδ(t) = y(S(t)), for −∞ < t < 0, and βδ(−∞) = 0.
Let β0 : [−∞, 0)→ Ω be the trace of disc SLE2(Ω; 0→ ∂Ω).
Theorem 4.2 For any ε > 0, there is δ0 > 0 such that for δ < δ0, we may couple β
δ
with β0 so that
P [sup{|βδ(t)− β0(t)| : −∞ ≤ t < 0} ≥ ε] < ε.
Proof. Note that Ωδ may not be connected, we replace it by its connected component
that contains 0. Let g0 be constant 1 on V (Ω
δ). For 0 < j < υδ, let gj be the g in Lemma
3.4 with A = V (Ωδ) ∩ ∂Ω, B = {y0, . . . , yj−1}, and x = yj. Similarly as Proposition 3.2
and 3.3, gj ’s are observables for the LERW here, and they approximate the observables
for disc SLE2. We may follow the process in proving Theorem 1.2. ✷
Corollary 4.2 Suppose Ω is a simply connected plane domain, and a ∈ Ω. Let β(s),
−∞ < s < 0, be the disc SLE2(Ω; a → ∂Ω) trace. Let γ(t), 0 < t < ∞, be the radial
SLE2(Ω;x → 0) trace, where x is a random point on ∂Ω with harmonic measure at a.
Then the reversal of β has the same law as γ, up to a time-change.
Proof. This follows immediately from Theorem 4.2, the approximation of LERW to
radial SLE2 in [8], and the reversibility property of LERW in [4]. ✷
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5 Convergence of the observables
This is the last section of this paper. The goal is to prove Proposition 3.3. The proof is
sort of long. The main difficulty is that we need the approximation to be uniform in the
domains. The tool we can use is Lemma 3.14. However, the limit of a domain sequence
in general does not have good boundary conditions, even if every domain in the sequence
has. Prime ends and crosscuts are used to describe the boundary correspondence under
conformal maps. Some ideas of the proof come from [8].
We will often deal with a function defined on a subset of δZ2. Suppose f is such a
function. For v ∈ δZ2 and z ∈ Z2, if f(v) and f(v + δz) are defined, then define
∇δzf(v) = (f(v + δz)− f(v))/δ,
We say that f is δ-harmonic in Ω ⊂ C if f is defined on δZ2 ∩Ω and all v ∈ δZ2 that are
adjacent to vertices of δZ2 ∩ Ω so that for all v ∈ δZ2 ∩ Ω,
f(v + δ) + f(v − δ) + f(v + iδ) + f(v − iδ) = 4f(v).
The following lemma is well known.
Lemma 5.1 Suppose Ω is a plane domain that has a compact subset K. For l ∈ N,
let z1, . . . , zl ∈ Z2. Then there are positive constants δ0 and C depending on Ω, K, and
z1, . . . , zl, such that for δ < δ0, if f is non-negative and δ-harmonic in Ω, then for all
v1, v2 ∈ δZ2 ∩K,
∇δz1 · · ·∇δzlf(v1) ≤ Cf(v2).
This is also true for l = 0, which means that f(v1) ≤ Cf(v2).
For a, b ∈ δZ, denote
Sδa,b := {(x, y) : a ≤ x ≤ a+ δ, b ≤ y ≤ b+ δ}.
Suppose A is a subset of δZ2, let SδA be the union of all S
δ
a,b whose four vertices are in A.
If f is defined on A, we may define a continuous function CEδf on SδA, as follows. For
(x, y) ∈ Sδa,b ⊂ SδA, define
CEδf(x, y) = (1− s)(1− t)f(a, b) + (1− s)tf(a, b+ δ)
+s(1− t)f(a+ δ, b) + stf(a+ δ, b+ δ),
where s = (x − a)/δ and t = (y − b)/δ. Then CEδf is well defined on SδA, and agrees
with f on SδA ∩A. Moreover, on Sδa,b, CEδf has a Lipschitz constant not bigger than two
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times the maximum of |∇δ(1,0)f(a, b)|, |∇δ(0,1)f(a, b)|, |∇δ(1,0)f(a, b+ δ)|, |∇δ(0,1)f(a+ δ, b)|.
And for any u ∈ Z2,
CEδ∇δuf(z) = (CEδf(z + δu)− CEδf(z))/δ,
when both sides are defined.
Proof of Proposition 3.3. Suppose the proposition is not true. Then we can find
ε0 > 0, a sequence of lattice paths wn ∈ Lδn with δn → 0, and a sequence of points
vn ∈ V δn2 , such that |gwn(vn) − uwn(vn)| > ε0 for all n ∈ N. For simplicity of notations,
we write gn for gwn, un for uwn, and Dn for Dwn. Let pn be the modulus of Dn. The
remaining of the proof is composed of four steps.
5.1 The limits of domains and functions
By comparison principle of extremal length, we have p ≥ pn ≥ M(U2) > 0. By passing
to a subsequence, we may assume that pn → p0 ∈ (0, p]. Then Apn → Ap0. Let Qn
map Dn conformally onto Apn so that Qn(z) → 1 as z ∈ Dn and z → P (wn). Then
un = ReSpn ◦ Qn. Now Q−1n maps Apn conformally onto Dn ⊂ D. Thus {Q−1n } is a
normal family. By passing to a subsequence, we may assume that Q−1n converges to some
function J uniformly on each compact subset of Ap0. Using some argument similar to
that in the proof of Theorem 1.2, we conclude that J maps Ap0 conformally onto some
domain D0, and Dn → D0. Let Q0 = J−1 and u0 = ReSp0 ◦ Q0. Then Qn and un
converge to Q0 and u0, respectively, uniformly on each compact subset of D0. Moreover,
we have U2 ∪ α2 ⊂ D0 ⊂ D. Thus B2 is one boundary component of D0. Let Bn1 and B01
denote the boundary component of Dn and D0, respectively, other than B2.
Let {Km} be a sequence of compact subsets of D0 such that D0 = ∪mKm, and for
each m, Km disconnects B
0
1 from B2 and Km ⊂ intKm+1. Let Knm = Km ∩ δnZ2. Now
fix m. If n is big enough depending on m, we can have the following properties. First,
Km ⊂ Dn and Knm ⊂ V (Dδn), so gn is δn-harmonic on Km. Second, Knm disconnects
all lattice paths on Dδn from B2 to B
n
1 . Now let RW
n
v be a simple random walk on
Dδn started from v ∈ V (Dδn), and τnm the hitting time of RWnv at B2 ∪ Knm. By the
properties of gn, if v is in D and between Km and B2, then (gn(RW
n
v (j)), 0 ≤ j ≤ τmn )
is a martingale, so gn(v) = E [gn(RW
v
n(τ
m
n )]. Now suppose gn(v) > 1 for all v ∈ Kmn .
Choose v0 ∈ V (Dδn) ∩D that is adjacent to some vertex of F δn = V (Dδn) ∩ B2. Then
gn(v0) = E [gn(RW
v0
n (τ
m
n ))] ≥ 1. The equality holds iff there is no lattice path on Dδn
from v0 to K
n
m. By the definition of D
δn, we know that the equality can not always hold.
It follows that
∑
u∈F δn ∆Dδngn(u) > 0, which contradicts the definition of gn. Thus there
is v ∈ Knm such that gn(v) ≤ 1. Note that gn is non-negative. By Lemma 5.1, if n is
big enough depending on m, then gn on K
n
m is uniformly bounded in n. Similarly for
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any z1, . . . , zl ∈ Z2, ∇δnz1 · · ·∇δnzl gn on Knm is uniformly bounded in n, if n is big enough
depending on m, and z1, . . . , zl ∈ Z2.
We just proved that for a fixed m, if n is big enough depending on m, then gn on
Knm+1 is δn-harmonic and uniformly bounded in n. We may also choose n big such that
every lattice square of δnZ2 that intersects Km is contained in Km+1, and so CEδngn on
Km is well defined, and is uniformly bounded in n. Using the boundedness of ∇δnu gn on
Knm+1 for u ∈ {1, i}, we conclude that {CEδngn} on Km is uniformly continuous. By
Arzela-Ascoli Theorem, there is a subsequence of {CEδngn}, which converges uniformly
onKm. By passing to a subsequence, we may assume that CE
δngn converges uniformly on
each Km. Let g0 on D0 be the limit function. Similarly, for any z1, . . . , zl ∈ Z2, there is a
subsequence of {CEδn∇δnz1 · · ·∇δnzl gn} which converges uniformly on each Km. By passing
to a subsequence again, we may assume that for any z1, . . . , zl ∈ Z2, CEδn∇δnz1 · · ·∇δnzl gn
converges to gz1,...,zl0 on D0, uniformly on each Km. It is easy to check that
gz1,...,zl0 = (a1∂x + b1∂y) · · · (al∂x + bl∂y)g0,
if zj = (aj , bj), 1 ≤ j ≤ l. Since gn is δn-harmonic on Km for n big enough, we have
(∇δn1 ∇δn−1 + ∇δni ∇δn−i)gn ≡ 0 on Knm. Thus (∂2x + ∂2y)g0 = 0, which means that g0 is
harmonic.
Now suppose xn ∈ V (Dδn) ∩ D → B2 in the spherical metric. Since the spherical
distance between K1 and B2 is positive, the probability that a simple random walk on
Dδn started from xn hits K1 before B2 tends to zero by Lemma 3.7. If n is big enough,
K1 is a subset of Dn and disconnects B2 from B
n
1 . We have proved that gn is uniformly
bounded on δnZ2 ∩K1, if n is big enough. And by definition gn ≡ 1 on V (Dδn)∩B2. By
Markov property, we have gn(xn)→ 1. Since g0 is the limit of CEδngn, this implies that
g0(z)→ 1 as z ∈ D0 and z → B2 in the spherical metric. Thus g0 ◦ J(z)→ 1 as z ∈ Ap0
and z → Cp0 .
Now let us consider the behavior of un and u0 near B2. If z ∈ Dn and z → B2 in the
spherical metric, then Qn(z) → Cpn, and so un(z) = ReSpn ◦ Qn(z) → 1. Using a plane
Brownian motion instead of a simple random walk in the above argument, we conclude
that un(z)→ 1 as z ∈ Dn and z → B2 in the spherical metric, uniformly in n.
Suppose {vn}, chosen at the beginning of this proof, has a subsequence that tends to
B2 in the spherical metric. By passing to a subsequence, we may assume that vn → B2 in
the spherical metric. From the result of the last two paragraphs, we see that gn(vn)→ 1
and un(vn) → 1. This contradicts the hypothesis that |gn(vn) − un(vn)| ≥ ε0. Thus
{vn} has a positive spherical distance from B2. Since the domain bounded by α1 and
α2 disconnects U2 from B
0
1 , and {vn} ⊂ U2, so {vn} has a positive spherical distance
from B1 too. Thus {vn} has a subsequence that converges to some z0 ∈ D0. Again we
may assume that vn → z0. Then u0(z0) = lim un(vn) and g0(z0) = lim gn(vn), and so
|u0(z0)− g0(z0)| ≥ ε0. We will get a contradiction by proving that g0 ≡ u0 in D0.
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Note that g0 is non-negative, since each gn is non-negative. We can find a Jordan
curve β in D0 which satisfies the following properties. It disconnects B2 from B
0
1 ; it is
the union of finite line segments which are parallel to either x or y axis; and it does not
intersect ∪nδnZ2. By Remark 2 in Section 3 and the uniform convergence of ∇δn1 gn to
∂xg0, and ∇δni gn to ∂yg0 on some neighborhood of β, we have
∫
β
∂
n
g0ds = 0, where n is
the unit norm vector on β pointed towards B1. Thus g0 has a harmonic conjugate, and
so does g0 ◦ J . We will prove g0 ◦ J = ReSp0, from which follows that g0 = u0. We have
proved that g0 ◦ J(z) → 1 as Ap0 ∋ z → Cp0. It suffices to show that g0 ◦ J(z) → 0 as
Ap0 \ U ∋ z → C0 for any neighborhood U of 1.
5.2 The existence of some sequences of crosscuts
For a doubly connected domain Ω and one of its boundary component X , we say that
γ is a crosscut in Ω on X if γ is an open simple curve in D whose two ends approach
two points (need not be distinct) of X in Euclidean distance. For such γ, Ω \ γ has
two connected components, one is a simply connected domain, and the other is a doubly
connected domain. Let U(γ) denote the simply connected component of D \ γ. Then
∂U(γ) is the union of γ and a subset of X .
Now Q0 maps D0 conformally onto Ap0, and Q0(B
0
1) = C0. Similarly as Theorem
2.15 in [13], we can find a sequence of crosscuts {γk} in D0 on B01 which satisfies
(i) for each k, γk+1 ∩ γk = ∅ and U(γk+1) ⊂ U(γk);
(ii) Q0(γ
k), k ∈ N, are mutually disjoint crosscuts in Ap0 on C0; and
(iii) U(Q0(γ
k)), k ∈ N, forms a neighborhood basis of 1 in Ap0 .
Note that U(Q0(γ
k)) = Q0(U(γ
k)), so U(Q0(γ
k+1)) ⊂ U(Q0(γk)), for all k ∈ N. We will
prove that there is some crosscut γkn in each Dn on B
n
1 such that γ
k
n and Qn(γ
k
n) converge
to γk and Q0(γ
k), respectively, in the sense that we will specify.
Now fix k ∈ N and ε > 0. Parameterize γk and Q0(γk) as the image of the function
a : [0, 1] → D ∪ B01 and b : [0, 1] → Ap0 ∪ C0, respectively, so that b(t) = Q0(a(t)),
for t ∈ (0, 1). We may choose s1 ∈ (0, 1/2) such that the diameters of a[0, s1] and
a[1 − s1, 1] are both less than ε/3. There is r1 ∈ (0, ε) ∩ (0, (1 − e−p0)/2) such that the
curve b[s1, 1−s1] and the balls B(b(0); r1) and B(b(1); r1) are mutually disjoint. Suppose
γk is contained in B(0;M) for some M > ε. There is CM > 0 such that the spherical
distance between any z1, z2 ∈ B(0; 2M) is at least CM |z1−z2|. So for every smooth curve
γ in B(0; 2M), we have L#(γ) ≥ CML(γ), where L and L# denote the Euclidean length
and spherical length, respectively. Let r2 = r1 exp(−72pi2/(C2Mε2)). Then we may choose
s2 ∈ (0, s1) such that b[0, s2] ⊂ B(b(0); r2) and b[1 − s2, 1] ⊂ B(b(1); r2).
For j = 0, 1, let Γj be the set of crosscuts γ in Ap0 on C0 such that
B(b(j); r2) ∩ D ⊂ U(γ) ⊂ B(b(j); r1).
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Then the extremal length of Γj is less than
2pi/(ln r1 − ln r2) = C2Mε2/(36pi).
If n is big enough, then B(b(j); r1)∩D ⊂ Apn, so all γ ∈ Γj are inApn. Then the extremal
length of Q−1n (Γj) is also less than C
2
Mε
2/(36pi). Since the spherical area of Q−1n (Apn) is
not bigger than that of C, which is 4pi, there is some βn,j in Q−1n (Γj) of spherical length
less than CMε/3. Since
J(b[s2, 1− s2]) = a[s2, 1− s2] ⊂ γk ⊂ B(0;M),
and Q−1n converges to J uniformly on b[s2, 1−s2], so if n is big enough, then Q−1n (b[s2, 1−
s2]) ⊂ B(0; 1.5M). Every curve in Γj intersects b[s2, 1− s2], so βn,j ∈ Q−1n (Γj) intersects
Q−1n (b[s2, 1 − s2]) ⊂ B(0; 1.5M). If βn,j 6⊂ B(0; 2M), then there is a subarc γ of βn,j
that is contained in B(0; 2M) and connects ∂B(0; 1.5M) with ∂B(0; 2M). So L#(γ) ≥
CML(γ) ≥ CMM/2. This is impossible since L#(γ) ≤ L#(βn,j) ≤ CMε/3 < CMM/2.
Thus βn,j ⊂ B(0; 2M), and so L(βn,j) ≤ L#(βn,j)/CM < ε/3. Since βn,j has finite length,
it is a crosscut in Dn on B
n
1 . Let sn,0 be the biggest s such that Q
−1
n (b(s)) ∈ βn,0, and
sn,1 the biggest s such that Q
−1
n (b(1 − s)) ∈ βn,1. Then sn,0, sn,1 ∈ [s2, s1]. Let β ′n,0 and
β ′n,1 denote any one component of βn,0 \ {Q−1n (b(sn,0))} and βn,1 \ {Q−1n (b(1 − sn,1))},
respectively. Let
γkn := Q
−1
n (b[sn,0, 1− sn,1]) ∪ β ′n,0 ∪ β ′n,1.
Then γkn is a crosscut in Dn on B
n
1 . As r1 < ε, the symmetric difference between Qn(γ
k
n)
and Q0(γ
k) is contained in B(b(0); ε) ∪ B(b(1); ε). Since b[sn,0, 1 − sn,1] is contained in
b[s2, 1 − s2], which is a compact subset of D0, so if n is big enough, then the Hausdorff
distance between Q−1n (b[sn,0, 1 − sn,1]) and a[sn,0, 1 − sn,1] is less than ε/3. Now the
Hausdorff distance between Q−1n (b[sn,0, 1 − sn,1]) and γkn is not bigger than the bigger
diameter of β ′n,0 and β
′
n,1, which is less than ε/3. And the Hausdorff distance between
a[sn,0, 1−sn,1] and γk is not bigger than the bigger diameter of a[0, sn,0] and a[1−sn,1, 1],
which is also less than ε/3. So the Hausdorff distance between γkn and γ
k is less than ε.
Now we proved that we can choose crosscuts γkn in Dn on B
n
1 such that γ
k
n converges to
γk, and the symmetric difference of Qn(γ
k
n) and Q0(γ
k) converges to the two end points
of Q0(γ
k), respectively, both in the Hausdorff distance, as n tends to infinity.
5.3 Constructing hooks that hold the boundary
Now fix k ≥ 2. We still parameterize γk and Q0(γk) as the image of the function
a : [0, 1]→ D ∪B01 and b : [0, 1]→ Ap0 ∪C0, respectively, such that b(t) = Q0(a(t)), for
t ∈ (0, 1). Let Ωk denote the domain bounded by Q0(γk−1) and Q0(γk+1) in Ap0 . Then
∂Ωk is composed of Q0(γ
k−1), Q0(γ
k+1), and two arcs on C0. Let ρ
k
0 and ρ
k
1 denote these
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two arcs such that b(j) ∈ ρkj , j = 0, 1. If n is big enough, from the convergence ofQn(γk±1n )
to Q0(γ
k±1), we have Qn(γk−1n ) ∩ Qn(γk+1n ) = ∅, and U(Qn(γk+1n )) ⊂ U(Qn(γk−1n )). Let
Ωkn denote the domain bounded by Qn(γ
k−1
n ) and Qn(γ
k+1
n ) in Apn. Then the boundary
of Ωkn is composed of Qn(γ
k−1
n ), Q0(γ
k+1
n ), and two disjoint arcs on C0. If n is big enough,
then each of these two arcs contains one of b(0) and b(1). Let ρkn,0 and ρ
k
n,1 denote these
two arcs so that b(j) ∈ ρkn,j, j = 0, 1. Now suppose c : (−1,+1)→ Ωk is a crosscut in Ωk
with c(±1) ∈ Q0(γk±1). Then c(−1,+1) divides Ωk into two parts: Ωk0 and Ωk1, so that
ρkj ⊂ ∂Ωkj , j = 0, 1. If n is big enough, then c(±1) ∈ Qn(γk±1n ), and c(−1,+1) ⊂ Ωkn.
Thus c(−1,+1) also divides Ωkn into two parts: Ωkn,0 and Ωkn,1, so that ρkn,j ⊂ ∂Ωkn,j . Let λj
(λn,j, resp.) be the extremal distance between Q0(γ
k−1) (Qn(γ
k−1
n ), resp.) and Q0(γ
k+1)
(Qn(γ
k+1
n ), resp.) in Ω
k
j (Ω
k
n,j , resp.), j = 0, 1. It is clear that λn,j → λj as n→∞, and
λj <∞. Thus {λn,j} is bounded by some Ik > 0.
Since γk ∩ γk±1 = ∅ and γk±1n converges to γk±1 in the Hausdorff distance, there is
dk > 0 such that the distance between γ
k and γk±1n is greater than dk, if n is big enough.
For x ∈ D0 and r > 0, let B˜0(x; r) and B˜n(x; r) denote the connected component of
B(x; r) ∩D0 and B(x; r) ∩Dn, respectively, that contains x. Since Dn → D0, it is easy
to prove that B˜n(x; r) → B˜0(x; r). Let ek = dk exp(−2piIk). Suppose s0 ∈ (0, 1) is such
that the diameter of a(0, s0) is less than ek. By the construction of γ
k
n, we have Ω
k
n → Ωk,
so Q−1n (Ω
k
n)→ Q−10 (Ωk). Now a(s0) ∈ γk ⊂ Q−10 (Ωk). Hence a(s0) ∈ Q−1n (Ωkn) if n is big
enough. Since the distance from a(s0) to γ
k±1
n is bigger than dk > ek, B˜n(a(s0); ek) is
contained in Q−1n (Ω
k
n). We claim that B˜n(a(s0); ek) ⊂ Q−1n (Ωkn,0), if n is big enough.
Since a(0) ∈ ∂Q−10 (Ωk), |a(0)−a(s0)| < ek, and Q−1n (Ωkn)→ Q−10 (Ωk), so the distance
from a(s0) to ∂Q
−1
n (Ω
k
n)) is less than ek, if n is big enough. Now choose zn ∈ ∂Q−1n (Ωkn)
that is the nearest to a(s0). Then the line segment [a(s0), zn) ⊂ B˜n(a(s0); ek). Hence
Qn[a(s0), zn) is a simple curve in Ω
k
n such that Qn(z) tends to some z
′
n ∈ ∂Ωkn, as z ∈
[a(s0), zn) and z → zn. Since zn 6∈ γk±1n , z′n 6∈ Qn(γk±1n ). Thus z′n is on ρkn,j for some
j ∈ {0, 1}. Since Qn(B˜n(a(s0); ek)) → Q0(B˜0(a(s0); ek)) ∋ b(s0), and b(s0) ∈ Ωkn,0, so
if n is big enough, Qn(B˜n(a(s0); ek)) intersects Ω
k
n,0. For such n, if z
′
n ∈ ρkn,1, then all
curves in Q−1n (Ω
k
n,0) that go from γ
k−1
n to γ
k−1
n will pass B˜n(a(s0); ek). And so they
all cross some annulus centered at a(s0) with inner radius ek and outer radius greater
than dk. So the extremal distance between γ
k−1
n and γ
k+1
n in Q
−1
n (Ω
k
n,j) is greater than
(ln dk − ln ek)/(2pi) = Ik. However, by conformal invariance, this extremal distance is
equal to λn,j, which is not bigger than Ik if n is big enough. Thus z
′
n ∈ ρkn,0 for n big
enough. Similarly, z′n ∈ ρkn,0 and Qn(B˜n(a(s0); ek))∩Ωkn,1 6= ∅ can not happen at the same
time when n is big enough. So if n is big enough, Qn(B˜n(a(s0); ek)) is contained in Ω
k
n,0.
Similarly, we let s1 ∈ (s0, 1) be such that the diameter of a(s1, 1) is less than ek, then
Qn(B˜n(a(s1); ek)) ⊂ Ωkn,1, if n is big enough.
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For j = 0, 1, a(sj) and a(j) determine a square of side length lj = |a(j)− a(sj)| with
vertices v0,j := a(sj), v2,j , v1,j , and v3,j , in the clockwise order, so that a(j) is on one
middle line [(v0,j + v3,j)/2, (v1,j + v2,j)/2]. This square is contained in B(a(sj);
√
2lj) ⊂
B(a(sj); 0.8ek), since lj < ek/2. And the union of line segments [v0,j, v1,j ], [v1,j , v2,j] and
[v2,j , v3,j] surrounds B(a(j); lj/8).
For j = 0, 1, let Nj be the lj/20-neighborhood of [v0,j, v1,j ] ∪ [v1,j, v2,j ] ∪ [v2,j , v3,j].
Then Nj ⊂ B(a(sj); ek). Choose qj ∈ (0, lj/30) such that B(a(sj); qj) ⊂ Q−10 (Ωk).
For m = 0, 1, 2, 3, let Wm,j = B(vm,j; qj). When n is big enough, W0,j ⊂ Q−1n (Ωkn),
and B(a(j); lj/30) intersects ∂Q
−1
n (Ω
k
n). Suppose βj is a curve in Nj which starts from
W0,j , and reaches W1,j , W2,j and W3,j in the order. Then βj disconnects a subset of
∂Q−1n (Ω
k
n) from ∞, if n is big enough. Since Q−1n (Ωkn) is a simply connected domain,
βj hits ∂Q
−1
n (Ω
k
n). Let β
n
j be the part of βj before hitting ∂Q
−1
n (Ω
k
n). Then β
n
j ⊂
B˜n(a(sj); ek) ⊂ Q−1n (Ωkn,j), if n is big enough. So Qn(βnj ) is a curve in Ωkn,j that tends
to some point of ∂Ωkn,j at one end. This point is not on Qn(γ
k±1
n ), because the distance
between γk and γk+1n is greater than ek. Hence Qn(β
n
j ) intersects ρ
k
n,j.
Suppose I is a closed ball in Q−10 (Ω
k). For j = 0, 1, let Πj be a subdomain of Q
−1
0 (Ω
k)
that contains I∪W0,j such that Πj is a compact subset of Q−10 (Ωk). Then Πj is contained
in Q−1n (Ω
k
n) for n big enough. For x ∈ δnZ2∩I, let Axn,j be the set of lattice paths of δnZ2
that start from x, and hit W0,j, W1,j, W2,j and W3,j in the order before exiting Πj ∪Nj .
We may view β ∈ Axn,j as a continuous curve. Let βDn denote the part of β ∈ Axn,j
before exiting Q−1n (Ω
k
n). Then β
Dn can be viewed as a lattice path on Dδn . We proved
in the last paragraph that if n is big enough, Qn(βDn) intersects ρ
k
n,j, for any β ∈ Axn,j,
x ∈ δnZ2 ∩ I, j = 0, 1. Thus for any β0 ∈ Axn,0 and β1 ∈ Axn,1, βDn0 ∪ βDn1 disconnects
γk−1n from γ
k+1
n in Q
−1
n (Ω
k
n).
5.4 The behaviors of g0 ◦ J outside any neighborhood of 1
Let P xn,j be the probability that a simple random walk on δnZ
2 started from x belongs
to Axn,j. By Lemma 3.8, if n is big enough, then P xn,j is greater than some ak > 0 for
all x ∈ δnZ2 ∩ I, j = 0, 1. We may also choose n big enough such that V (Dδn) ∩ I is
non-empty, and gn(x) is less than some bk ∈ (0,∞) for all x ∈ δnZ2 ∩ I. We claim that
if n is big enough, then gn(x) ≤ max{bk/ak, 1} for every x ∈ δnZ2 ∩ (Dn \ U(γk−1n )).
Suppose for infinitely many n, there are xn ∈ δnZ2 ∩ Dn \ U(γk−1n ) such that gn(xn) ≥
M > max{bk/ak, 1}. Since gn is discrete harmonic on δnZ2 ∩ Dn, and gn ≤ 1 on the
boundary vertices of Dn except at P (wn), the tip point of wn, so there is a lattice path
βn in Dn that goes from xn to P (wn) such that the value of gn at each vertex of βn is
not less than M . By the construction of γk+1n , if n is big enough, then U(Qn(γ
k+1
n )) is
some neighborhood of 1 in Apn, and so U(γ
k+1
n ) is some neighborhood of P (wn) in Dn.
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Thus βn intersects both γ
k−1
n and γ
k+1
n . Choose v0 ∈ δnZ2 ∩ I. For every ρn,0 ∈ Av0n,0
and ρn,1 ∈ Av0n,1, the path ρDnn,0 ∪ ρDnn,1 disconnects γk−1n from γk+1n . Therefore ρDnn,0 ∪ ρDnn,1
intersects βn. This implies that for some jn ∈ {0, 1}, for every ρ ∈ Av0n,j, we have ρDn
intersects βn. Thus the probability that a simple random walk on δnZ2 started from v0
hits βn before ∂Dn is greater than ak. Let τn be the first time this random walk hits
βn ∪ ∂Dn. Since gn is non-negative, bounded, and discrete harmonic on δnZ2 ∩ Dn, so
gn(v0) = E[gn(RW
x
v0(τn))] ≥ akM > bk, which is a contradiction. So the claim is proved.
By passing to a subsequence depending on k, we can now assume the following.
U(γk+1n ) is some neighborhood of P (wn) in Dn; the value of gn on δnZ
2 ∩Dn \U(γk+1n ) is
bounded by some Mk ≥ 1; U(γk+1n ) ⊂ U(γkn) ⊂ U(γk−1n ); the spherical distance between
γkn and γ
k−1
n is greater than some Rk > 0; and the (Euclidean) distance between γ
k
n and
γk+1n is greater than δn. Since the end points of γ
k
n and γ
k−1
n are on B
n
1 , the spherical
diameter of Bn1 is at least Rk. Let R be the spherical distance between B2 and α2. Then
the spherical distance between B2 and B
n
1 is at least R, as α2 disconnects B2 from B
n
1 .
Suppose v ∈ V (Dδn) ∩Dn \ U(γk−1n ), and dist#(v, Bn1 ) = d < R/2. Then dist#(v, B2) >
R/2. Let RWnv be a simple random walk on δnZ
2 started from v, and τkn be the first time
that RWnv leaves Dn \ U(γkn). Then RWnv (τkn) is either on B2, or on Bn1 , or in U(γkn). In
the first case, gn(RW
n
v (τ
k
n)) = 1, and v should first exit B
#(v, R/2) before hitting B2. In
the second and third cases, since RWnv (τ
k
n − 1) ∈ Dn \U(γkn), and the Euclidean distance
between γkn and γ
k+1
n is greater than δ by construction, so [RW
n
v (τ
k
n − 1),RWnv (τkn )] does
not intersect γk+1n . Thus in the second case, RW
n
v (τ
k
n) 6= P (wn), and so gn(RWnv (τkn)) = 0.
In the third case, RWnv (τ
k
n) ∈ Dn \ U(γk+1n ), so gn(RWnv (τkn)) ≤ Mk; and RWnv first uses
some edge that intersects γk−1n , then uses some edge that intersects γ
k
n at time τ
k
n . So the
spherical diameter of RWnv [0, τ
k
n ] is at least Rk. This implies that RW
n
v should first exit
B#(v;Rk/2) before hitting U(γ
k
n). Let R
′
k = min{R/2, Rk/2}, then by Lemma 3.7,
P[RWnv (τ
k
n) 6∈ Bn1 ] ≤ C0((δn + d)/R′k)C1 ,
for some absolute constants C0, C1 > 0. So we have gn(v) ≤MkC0((δn + d)/R′k)C1 .
Suppose z ∈ D0 \ U(γk−1) \ γk−1, and dist#(z, B01) = d < R/4. Choose r ∈ (0, d/2)
such that B#(z, r) is bounded and B#(z; r) ⊂ D0 \ U(γk−1) \ γk−1. If n is big enough,
then B#(z; r) ⊂ Dn \U(γk−1n ), and the spherical distance from every v ∈ B#(z; r) to Bn1
is less than 2d < R/2. Thus
gn(v) ≤MkC0((δn + 2d)/R′k)C1 , ∀v ∈ δnZ2 ∩B#(z; r).
Since g0 is the limit of gn, g0(z) ≤ MkC0(2d/R)C1. Thus for every k ≥ 2, g0(z) → 0, as
z ∈ D0 \ U(γk−1) \ γk−1, and z → B1 in the spherical metric, and so g0 ◦ J(z) → 0 as
z ∈ Ap0 \ U(Q0(γk−1)), and z → C0. Since U(Q0(γk)), k ∈ N, forms a neighborhood
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basis of 1 in Ap0 , so for any r > 0, g0 ◦ J(z) → 0 if z ∈ Ap0 \B(1, r) and z → C0. This
is what we need at the end of 5.1. ✷
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