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1DESPERATELY SEEKING (ENVIRONMENTAL) KUZNETS
Non-Technical Summary
The relation between economic development and environmental quality is a very
complex issue. For this reason, in the last few years several studies have tried to
characterize this problem as an empirical reduced-form relationship. In particular, a few
studies have identified a bell shaped curve for the pollution intensity of GDP. This
behavior implies that, starting from low (per capita) income levels, (per capita) emissions
or concentrations tend to increase but at a slower pace. After a certain level of income,
emissions or concentrations start to decline as income further increases. In the case of a
major greenhouse gas, CO2, however, the evidence of an inverted-U “Kuznets curve” is
at best mixed.
While all the studies have focused upon the empirical emergence of the
environmental Kuznets curve and have typically discussed its implications with special
reference to the value of the income turning point, the analysis concerning the robustness
of the basic findings has not been, somewhat surprisingly, a major concern. The issue of
the functional form for the reduced-form relationship between CO2 emissions and GDP
appears to be critical for the emergence of a bell shaped curve and for the crucial policy
implications that could be drawn from such an empirical finding.
We argue in this paper that the empirical relationship between a country GDP
and CO2 emissions ought to undergo a more careful scrutiny from at least two
standpoints. In this paper we start from the observations that nearly all papers in this
literature use the same source of data for CO2 emissions and almost invariably fit to the
data either linear-in-variables or log-linear functional relationships. Departing from this
practice, we estimate the “standard” relationship on a newly developed data set for
emissions. We also apply the theory of non-nested hypothesis testing in the attempt to
choose between linear and log-linear models. After having noted a few theoretical and
empirical drawbacks of these functional specifications, we propose two alternative
functional forms, Gamma and Weibull, which are subsequently implemented. The
estimated results are satisfactory and the features of the EKC relationship reasonable.
Finally, interestingly enough non-nested tests produce the unambiguous result that
Gamma and Weibull are to be preferred to the usual log-linear functional form. In
summary, the evidence presented in this paper demonstrates that, when alternative new
functional forms are employed for describing the reduced-form relationship between CO2
emissions and GDP relative to the standard ones, the emergence of a bell-shaped
Environmental Kuznets Curve with reasonable turning points is a possibility that cannot
be discarded.
21. Introduction
The threat of climate change due to global warming is an issue whose relevance
is by now recognized by all experts, governments, and public opinions throughout the
world. The Earth Summit held in Rio de Janeiro in 1992 and the 1997 Kyoto Summit
have called the international attention upon its negative consequences as well as upon the
potential instruments to tackle this problem.
One of the most important issues in the policy arena is related to the role that
should be played by developing countries. In fact, the industrialized countries agreed in
Kyoto upon an overall %5 reduction in greenhouse gas emissions from 1990 levels over
a first commitment period lasting from 2008 to 2012. No such commitment has been
taken by developing countries, the usual argument in favor of this position being that the
industrialization process should require no constraint particularly for energy production
and consumption.
Underlying this position, there is a long-standing debate on the relationship
between economic development and environmental quality. From a sustainable
development viewpoint there is no doubt that, during the last decade, there has been a
growing concern that the economic expansion of the world economy will cause
irreparable damage to our planet. That concern stems from two rather intuitive concepts
that have received a considerable attention at both research and policy levels (see, for
instance, Grossman, 1995): first, more output requires more inputs so that the earth’s
natural resources (including also exhaustible energy sources) will be quickly depleted
(exhaustibility issue); second, more output causes more emissions and waste: the earth
could soon exceed the carrying capacity of the biosphere (carrying capacity issue).
A careful analysis of this issue is quite complicated a task and the relationship
between economic growth and pollution is very complex, depending upon a host of
different factors. Among these are: the size of the economy; the sectoral structure,
including the composition of the energy demand; the vintage of the technology; the
demand for environmental quality; the level (and quality) of environmental protection
expenditures. All these aspects are interrelated. For example, countries with the same
sectoral composition of output may have a different level of emissions if their capital
stocks are different in terms of technological vintage.
3In the last few years several studies have appeared dealing the relationship
between the scale of economic activity and the level of pollution (see the survey articles
by Stern, Common, and Barbier, 1996; Barbier, 1997; Ekins, 1997; Mc Connell, 1997;
Stern, 1998). In particular, if we concentrate on local pollutants, typically measures of air
and water quality, several empirical studies have identified for a number of pollutants a
bell shaped curve for the pollution intensity of GDP (Shafik and Bandyopadyay, 1992;
Shafik, 1994; Selden and Song, 1994; Grossman, 1995; Grossman and Krueger, 1995;
Panayotou, 1997). This behavior implies that, starting from low (per capita) income
levels, (per capita) emissions or concentrations tend to increase but at a slower pace.
After a certain level of income (which typically differs across pollutants) – the “turning
point” - emissions or concentrations start to decline as income further increases. In the
1940s Simon Kuznets empirically identified an inverted-U historic relationship between
income distribution and income growth, which was then termed “Kuznets Curve” after
him. Given the obvious analogy, the bell shaped relationship between per capita income
and pollution has been dubbed “Environmental Kuznets Curve” (EKC hereafter).
It is remarkable that most studies have concentrated on a number of local
pollutants, while the analysis of the relationship between income and global emissions,
and those of CO2 in particular, has received, at least until recently, much less attention.
Based on economic theory, two main explanations have been put forth to
rationalize the EKC relationship. The first is that the Kuznets behavior is an income
effect and results from the environment being a luxury good. Early in the economic
development process of a country individuals are unwilling to trade consumption for
investment in environmental protection: environmental quality declines as a result. Once
individuals reach a given level of consumption (or income), they begin to demand
increasing investments in an improved environment. Thus, after the “income turning
point”, environmental quality indicators begin to display reductions in pollution and
environmental degradation.
The other common explanation is that the EKC is another expression of the
“stages of economic growth” economies go through as they make a transition from
agriculture-based to industry and then post-industrial service-based systems (Baldwin,
1995). The transition from an agricultural to an industrial economy results in increasing
4environmental degradation as mass production and consumption grow. The transition
from an industrial to a service-based economy is instead assumed to result in decreasing
degradation due to the lower environmental impact of service industries. A slightly
modified view is the idea that economies pass through technological life cycles, moving
from polluting technology to high technology.1
The case of global pollutants such as CO2 emissions, however, is rather special
in terms of the above explanations. The different policy attitude toward local as opposed
global pollutants should be clear. The protection of a global common requires policies
aimed at sustaining a global agreement for which free riding behavior is one of the
possible outcomes.
The global nature of this pollutant and its crucial role as a major determinant of
the greenhouse effect attribute to the analysis of the CO2 emissions-income relationship
special interest. This is mainly because the message implicit in a bell shaped EKC is that
GDP is both the cause and the cure of the environmental problem. In the case of CO2
emissions this fact has such far-reaching implications that extreme caution and careful
scrutiny are necessary when analyzing the issue. A growing number of empirical studies
have therefore recently looked for an EKC in the CO2 emissions case (Shafik and
Bandyopadyay, 1992; Holtz-Eakin and Selden, 1995; Tucker, 1995; Cole, Rayner, and
Bates, 1997; Moomaw and Unruh, 1997; Roberts and Grimes, 1997; Schmalensee,
Stoker, and Judson, 1998). While an exhaustive survey of the results is beyond the scope
of this paper, a few aspects shared by nearly all the studies ought to be mentioned:
(i) The relationship considered is a reduced-form equation relating per capita CO2
emissions to per capita income. In general, and with the possible exception of a time
trend, no extra explanatory variables are included.
(ii) The analysis is usually conducted on a panel data set of individual countries around
the world. Moreover, the data for CO2 emissions almost invariably have come from a
single source, namely the Oak Ridge National Laboratory.2
                                                 
1 A few theoretical explanations of the EKC in terms of its micr oundations have been very recently
proposed (see, for example, Andreoni and Levinson, 1998, and the references therein).
2 The data for real per capita GDP are typically drawn from the Penn World Table and are on a PPP
basis.
5(iii) The functional relationship considered is either linear or log-linear one, with a few
studies considering both (Holtz-Eakin and Selden, 1995; Cole, Rayner, and Bates,
1997).3
(iv) Due to the almost complete coverage of world countries, the estimation technique is
typically the least square dummy variable method, allowing for both fixed country and
time effects.4
While all the studies quoted so far have focused upon the empirical emergence
of the EKC and have typically discussed its implications with special reference to the
level of the income turning point, the analysis concerning the robustness of the basic
findings has not been, somewhat surprisingly, a major concern.
The most recent series of contributions in the EKC literature share the
common feature of criticizing, from various standpoints, the previous empirical practice
and findings. The most recurrent criticism is the omission of relevant explanatory variable
in the basic relationship. Thus, besides income and time trend, we ought to include trade
because of the so-called “pollution heaven” or “environmental dumping” hypothesis
(Hettige, Lucas, and Wheeler, 1992; Kaufmann, Davidsdottir, Garnham, and Pauly,
1998; Suri and Chapman, 1998), energy prices to account for the intensity of use of raw
materials (de Bruyn, van den Bergh, and Opschoor, 1998), and a host of other variables
if we care about political economy considerations due to the public good nature of the
environment (Torras and Boyce, 1998). In addition, allowance should be made for
changes in either the sectoral structure of production or the consumption mix (Hettige,
Mani, and Wheeler, 1998; Rothman, 1998) or for the distinction, when data permit,
between polluting activity and pollution intensity which, when related to GDP, work in
opposite directions (Hilton and Levinson, 1998). Finally, a more fundamental criticism is
that of “income determinism” of empirical EKCs which implicitly hold that the
experience of a country is equal to that of all other (Unruh and Moomaw, 1998).
One important aspect that has undergone close scrutiny in essentially all the
papers mentioned so far is the issue of functional forms relating CO2 emissions to GDP.
                                                 
3 Exceptions are Tucker (1995), who considers a quadratic relationship in the first-differenced
variables, and Roberts and Grimes (1997), who posit a linear relationship between the log of CO2
emissions and the log of GDP, but with GDP squared entering in levels.
6The only noticeable effort in that direction has been the explicit consideration of a third-
order, rather than just a second-order polynomial for the linear or log-linear models.
Also, as said, only two studies have estimated both linear and log-linear specifications.
The issue of the functional form for the reduced-form relationship between CO2
emissions and GDP appears to be critical for the emergence of a “well-behaved” EKC
and for the crucial policy implications that could be drawn from such an empirical
finding. Indeed, while many researchers warn that a reduced-form relationship is ill-
suited for drawing policy prescriptions, it cannot be denied that an inverted-U
relationship for CO2 emissions intensity suggests that pollution reduction might be
expected to occur as a natural by-product of economic development.
We argue in this paper that the empirical relationship between a country GDP
and the emissions of a major greenhouse gas, CO2, ought to undergo a more careful
examination from at least two standpoints. The first one is to fit the “standard” linear
relationship, be that in levels or in logarithms, using an alternative, possibly better, data
set. The second one is to study more carefully the shape of the estimated environmental
Kuznets relationship together with a rigorous attempt to discriminate among alternative
functional forms by statistical means. In so doing, alternative non-linear functional forms
may be suggested and contrasted with the usual ones. This is what we do in the present
paper.
The structure of this paper is the following. Section 2 discusses the new data
set used highlighting advantages and disadvantages relative to existing alternatives. In
section 3 we estimate the standard linear and log-linear models and discuss the evidence
so obtained. In section 4 we propose and estimate alternative functional forms for the
EKC and use the theory on non-nested hypothesis testing to choose the preferred
specification. Concluding remarks close the paper.
2. The Data
                                                                                                                                    
4 de Bruyn, van den Bergh, and Opschoor (1998) show how a bell shaped EKC may spuriously obtain
as a result of the interplay between time effect and aggregation across countries. Roberts and Grimes
(1997) estimate individual cross sections for several years.
7Our analysis exploits a data set recently developed by IEA (International Energy
Agency, 1997). It covers the period between 1960 to 1995 for the Annex II countries of
the United Nations Framework Convention on Climate Change (Rio de Janeiro, 1992)
and between 1971 to 1995 for all the other countries. In order to avoid complications
related to the use of an unbalanced sample and because the most relevant period for our
purposes pertains to the last thirty years, we employ data that cover the 1971 to 1995
period for 108 countries. In 1995 these accounted for 88% of the CO
2 
emissions
generated by fuel combustion.5 The series for Gross Domestic Product (GDP) and
population of the OECD countries (with the exception of Czech Republic, Hungary,
Poland and the Republic of Korea) come from the OECD Main Economic Indicators.
The corresponding series for the other countries have been obtained from the World
Bank.6
On the whole, the sample consists of 2,700 annual observations. However, in
order to account for the different stage of economic development, position relative to the
technological frontier, and other structural differences, we have also considered and
analyzed the sub-samples of OECD and non-OECD countries. The former includes 28
nations for 700 observations, while the latter includes 80 countries for a total of 2,000
observations.
As mentioned in the Introduction, the only source of data so far used by
researchers interested in EKC analysis for CO
2 
emissions has been the one made available
by the Carbon Dioxide Information Analysis Center (CDIAC) of the Oak Ridge National
Laboratory (Marland, Anders, Boden, Johnston, and Brenkert, 1998). CDIAC distributes
and updates a specific data set concerning global, regional, and national CO2 emiss
estimates from fossil fuel burning, cement production, and gas flaring. The data are
calculated using energy statistics published annually by the United Nations and using the
methods described in Marland and Rotty (1983). Cement production estimates came
from the U.S. Department of Interior's Bureau of Mines, while gas-flaring estimates are
                                                 
5 A few countries have been omitted from the original data set. Kuwait, Luxembourg and Netherlands
Antilles were also excluded, being clear out iers in either per capita emissions or per capita GDP
dimensions or both (see also, for instance, Holtz-Eakin and Selden, 1995). The complete list of
countries included in our dataset is available from the authors.
6 GDP data for the Czech Republic from 1990 onwards come from the OECD and from 1971 to 1989
are IEA estimates.
8derived principally from United Nations energy statistics but supplemented with
estimates from the U.S. Department of Energy. The available data are annual and cover
the period 1950-1994.
There are several differences between the CDIAC data set and the one used in
this paper. The IEA data set is based on energy balances and does not include either
cement production or gas flaring. The impact of these emissions is however rather small
and they collectively contributed less than 4% to total emissions in 1995. The IEA data
set appears to be more precise for at least a couple of reasons. Firstly, IEA has a long
reputation in collecting energy balances that are the basis for the emissions data sets used
by most papers. Secondly, IEA has been able to use specific emission coefficients for
different energy products, while in the CDIAC case a single coefficient has been used for
gas, oil, and solid fossil fuels without any distinction among individual energy products.
While it is not the purpose of this paper to conduct a detailed analysis of
differences between the two data sets, we believe that there are good reasons for
studying the EKC issue, its emergence and features, using this alternative, possibly of
higher quality, data set.7
3. The Standard Specification: Linear and Log-linear Models
Basically all the papers in the EKC literature assume that the empirical
reduced-form relationship between per capita CO2 emissions and GDP can be adequately
described by a parametric model, and specifically by a polynomial function of income.
Being linear in parameters, such relationship can be estimated using standard
econometric techniques: in particular, country fixed effects with time dummies estimates
have been typically presented.8 Th  estimated regression models have often differed in
two respects: (i) the equation is either linear or log-linear in the variables; (ii) the
equation is either quadratic or cubic. Thus, for instance, Moomaw and Unruh (1997)
                                                 
7 In future work we plan to use the alternative functional forms and apply the statistical approach to
model specification testing of this paper to the CDIAC data set, in order to get a more precise
assessment of the differences between the two data sets.
8 Holtz-Eakin and Selden (1995) is the only study considering also a random effects specification,
although fixed effects appear to be a more appropriate solution given the coverage of the panel. Also,
a few studies use a time trend which however describes a more restrictive pattern than time dummies.
9consider a linear-in-variables specification with either quadratic or cubic income terms;
Holtz-Eakin and Selden (1995) and Cole, Rayner, and Bates (1997) consider the two
functional forms for both quadratic and cubic cases.9  The two general models look like
the following:10
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where i=1,…N indexes countries and t=1,…T indexes time. The terms ai and bi
represent country fixed effects, at andbt stand for year fixed effects, and uit vit are
white noise disturbances. We control for the fixed country and time effects with a set of
appropriate dummy variables. For future reference, we note that the fixed effects always
enter linearly all the estimated models considered here.
The choice between linear and log-linear models has been the subject of
several contributions to the econometric literature (see, for instance, McAleer, 1994). On
conceptual grounds the selection of either specification is not without implications:
suffice to remember that the first model yields constant marginal effects and variable
elasticities, while the second model does precisely the opposite; the log-linear model may
appear to some researchers preferable because it yields steady-state growth paths or
because it implies multiplicative, rather than additive, individual effects; the linear model
is attractive because its computational simplicity, the (almost) immediate interpretability
of some of its coefficients, and its temporal aggregability.
For the purpose of studying the possible emergence of an inverted-U
environmental Kuznets relationship a few remarks are important. Firstly, the log-linear
model imposes non-negativity restrictions upon the variables, which the linear model
does not. In the case of a concave relationship, such as perhaps the EKC, the
requirement that emissions cannot become negative, albeit at very high income levels,
may not be an unreasonable restriction to impose. Secondly, the linear model imposes a
                                                                                                                                    
We have considered both alternatives in our empirical work with no appreciable differences in the
estimation results.
9 A nonparametric approach is followed by Schmalensee, Stoker, and Judson (1998) who postulate a
log-linear model with a spline (piecewise linear) function of income.
10  In all the equations of the paper CO2 and GDP are meant in per capita terms.
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symmetric behavior on the estimated relationships, a fact, which appears unwarranted on
a priori grounds. This is not so in the log-linear case. Thirdly, when a cubic linear-in-
variables relationship is fitted to the data, the attractiveness of easily interpretable
coefficients is lost. Actually, it can be shown that several cases arise depending on the
sign of the parameters a2 and a3 in (1), from which it clearly emerges that a bell shaped
EKC may obtain only under quite special circumstances. From these remarks we
conclude that a cubic income term ought to be always included in (1) and its statistical
significance considered, no matter the magnitude of the corresponding coefficient.11
Indeed, the possibility of obtaining an N-shaped curve, with two turning points and
emissions increasing as income goes further up, can not be ruled out.12 Finally, in the
case of the log-linear specification, because of the non-linear transformation undergone
by the model variables, there is no closed form analytical expression for the income
turning point and it is not possible to predict a priori the behavior of the function on the
basis of the parameter signs, thus limiting their interpretability.13
3.1 Estimation Performance
With those considerations in mind, following the bulk of the literature, we
start by estimating equations (1) and (2). As mentioned in the introduction, the exclusion
from those equations of explanatory variables other than GDP is one of the relevant
issues taken up by the literature on EKCs and their empirical formulation. In general it is
important to distinguish between variables that could be directly related to GDP (and
thus could be considered endogenous) and those representing exogenous influences.
Persistent differences across countries in fossil fuels demand, shares of different fossil
fuels, output mixes, regulatory structures, taxes and subsidies are captured by specific
country dummies included in the regression models. In addition, fixed effects reflect
changes in technologies or different environmental policies. Finally, time specific
dummies are included to reflect changes over time in domestic prices, for which
historical data are not always available and other country-invariant effects.
                                                 
11 In an appendix available from the authors the relationship is studied between curvature and i come
turning points and the sign of a 2 and a 3  in the linear-in-variables specification.12Some authors feel uncomfortable with this result. For instance, Holtz-Eakin and Selden (1995) refer to
it as an “unattractive property” and focus their attention on the quadratic model.
13See the above mentioned appendix available upon request.
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Besides the whole sample in the empirical work we have considered also the
sub-samples comprising the OECD and non-OECD countries respectively. This
disaggregation is suggested by several reasons, including the different stage in historical
economic growth patterns for the two groups of countries, the different prevailing
production technologies and consumer tastes.
The results of the estimation using the three samples are presented in Table 1
for the linear-in-variables model and in Table 2 for the log-linear specification. For each
sample, two different specifications have been tried, respectively excluding and including
a cubic income term. As a general comment, it can be seen that the fit of the equations is
always satisfactory when judged according to the adjusted R2, with the log-linear
specification performing marginally better especially in the case of the samples of All
countries and non-OECD countries. The reported F tests show the statistical relevance
of the country effects as well as that of the time effects, although differences among
countries are far more important than changes within countries over time (see also
Schmalensee, Stoker, and Judson, 1998, for a similar finding).
Turning to the estimated parameters, and considering the linear-in-variables
model first, we immediately note that the cubic term for income is always statistically
significant. This is an important piece of information in view of the determination of the
shape of the EKC, which calls for a joint examination of the parameters a2 and a3 in (1).
In fact, if we were to limit ourselves to consider the quadratic specification, a bell shaped
EKC would clearly be obtained for all samples. In the case of the cubic specification, as
shown in Figure 1, the estimated parameters produce a “well behaved” EKC for the All
countries and non-OECD countries samples, while in the case of the OECD countries the
data produce the unpleasant finding of an N-shaped relationship.14
The evidence from the log-linear model is slightly better in terms of econometric
performance, but not more encouraging in terms of estimated EKC. Indeed, we again
obtain a strongly significant cubic term for (the log of) income, except for the non-
OECD countries. The empirical CO2 emissions-GDP relationship is portrayed in Figure
2. It can be seen that an inverted-U shape shows up in all cases, but a strong asymmetry
                                                 
14Notice that in the figures of the paper the horizontal axis does not necessarily coincide with zero
emissions. By the same token, because of the presence of fixed country and time effects, the scale on
the vertical axis is not necessarily realistic.
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characterizes the All countries and (even more) the non-OECD countries samples. This
also holds true for the quadratic version of the OECD sample. While the turning points
are realistic, the very slow descent of the curve following them carries rather unfavorable
policy implications.
One of the main concerns in the EKC literature, besides the shape of
the curve, is related to the value of the income turning point. Its presence (and level) has
been largely disputed: if there is no turning point, but just a linear relationship between
economic growth and CO2 emissions, any policy intervention should be in the direction
of a decrease of the slope of this line. Technological development, reduction of the
energy use of equipment for given level of service are, among others, potential policy
tools. As pointed out by Shafik (1994), a major explanation of this possible finding is
related to the free rider problem. There are not major local costs associated with carbon
dioxide emissions - all costs in terms of climate change are borne by the rest of the world
- and the local benefits in the near term are small in most cases.
It turns out that Shafik and Bandyopadyay (1992) and Shafik (1994) find that
per capita CO
2
 emissions increase monotonically with income growth. In contrast,
restricting the attention to a quadratic specification, Holtz-Eakin and Selden (1995)
generate an out-of-sample income turning point of $35,428 per capita (in 1986 prices),
suggesting that substantial economic growth would be required before CO
2
 missi ns
began to decline: while present, the estimated turning point is disturbingly high. Sengupta
(1996) estimates the CO
2
/GDP relationship using a sample of sixteen countries that
includes both developed and developing ones. He finds a much lower income turning
point of $8,740 per capita (in PPP 1985 dollars), but also a tendency to positive
emissions elasticities beyond $15,300, thus indicating that emissions decline over a mid-
range of incomes before re-establishing an upward trend with GDP growth. Cole,
Rayner, and Bates (1997) estimate quadratic equations both in the levels and in the
logarithms of the variables on a sample of seven world regions. The turning points the
authors obtain are set at $62,700 in the quadratic logs model and at $25,100 in the
quadratic levels specification (values in 1985 dollars). Moomaw and Unruh (1997)
consider a linear-in-variables cubic model obtaining an N-shaped relationship with a first
turning point at $12,813 and a second one at $18,133, implying a very narrow income
13
range for CO2 declines. Our own evidence is reported in the last row of Tables 1 and 2:
especially in the case of the linear model, it can be seen that the values of the estimated
turning points appear to be reasonable a priori and well within the range of the figures
put forth by the aforementioned studies. The relevant exceptions are found in the case of
the linear model for the OECD countries sample and the log-linear non-OECD countries
regression.15
3.2 Model Selection and Specification Testing
Summarizing the evidence reached so far, both the linear and log-linear models
appear to fit the data reasonably well. The evidence in terms of curvature of the EKC
relationship and of the associated turning points is a bit problematic, however. Indeed, on
the one hand, the linear model returns a bell-shaped curve, with one relevant exception,
but cannot prevent emissions from becoming negative at high income levels; on the other
hand, the log-linear model generates undesirable shapes for the EKC. More generally, in
view of the important analytical and empirical differences between the two specifications,
it appears remarkable that the EKC literature has not made any efforts in the attempt to
discriminate rigorously between linear and log-linear models. At the same time, as
computational difficulties can nowadays no longer be invoked, other possibly more
appealing functional forms for modeling the CO2 emissions intensity can be entertained.
While this issue is postponed until the next section, here we tackle the statistical
discrimination between linear and log-linear models, a topic which has traditionally
attracted the interested of both econometricians and applied economists, particularly
from the viewpoint of non-nested hypothesis testing (see, among others, Godfrey and
Wickens, 1981; Davidson and MacKinnon, 1985; Godfrey, McAleer, and McKenzie,
1988). Not only are the two specifications separate from one another, but unlike
standard non-nested models, they also entail a known transformation of the dependent
variable. This fact calls for the derivation of special tests. Among various possibilities, we
have selected three representative examples: the PE (i.e. extended projection) test
proposed by MacKinnon, White, and Davidson (1983), the BM test suggested by Bera
                                                 
15Other authors have found evidence of an N-shaped curve when analyzing various environmental
quality indicators such as solid waste volumes and heavy metal concentrations in river water
(Grossman and Krueger, 1995). See Ekins (1997) for a survey of these findings.
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and McAleer (1989), and the GW test of Godfrey and Wickens (1981). All these tests
are asymptotically valid, the first are based on the principle of artificial regression, while
the third is based on the well-known Box-Cox transformation.16 The outcome of these
tests contrasting the estimated linear and the log-linear models (and vice versa) is
presented in Table 3. Unfortunately, as it often happens in non-nested hypothesis testing,
both specifications appear to rejected each other, although more strongly so for the linear
model.17 While it has been documented that these non-nested tests tend to over-reject the
null hypothesis in small samples (Godfrey, McAleer, and McKenzie, 1988), it has been
noted that these procedures are really designed for testing model specification, not for
choosing among competing models. We can however try to corroborate the above
findings using an alternative strategy. One early proposal to provide a criterion for the
choice among the two separate regression structures was put forth by Box and Cox
(1964) (see also Sargan, 1964) and entailed a comparison between the residual sum of
squares of the two models after having expressed the dependent variables in similar units.
The preferred model is the one with the smallest unexplained variation. In addition, it is
possible to construct a test of the null hypothesis that linear and log-linear models are
observationally equivalent. If we compare the “corrected” sum of squared residuals of
the linear models of Table 1 with the corresponding indicator for the log-linear models of
Table 2, it clearly appears that the latter specification is strongly favored (see also Table
7). The test of observational equivalence (BC test) reported in Table 3 confirms this
result. We can thus conclude that a rigorous examination of the relative performance of
linear versus log-linear CO2 emission-GDP relationship tends to privilege the latter.
4. Alternative Functional Forms
The difficulties which nevertheless remain with the log-linear specification, both
from an analytical standpoint and in terms of empirical performance, have prompted us
                                                 
16The non-nested tests used in this paper are briefly reviewed in an appendix available from the authors
upon request.
17More precisely, each model is rejected against a general comprehensive model. In this sense, these are
test in regression direction. Also, from Table 4 it emerges that PE and GW test rejects relatively more
strongly the linear model, while the BM test does the opposite except for the OECD countries sample.
There are two unambiguous outcomes, both for the cubic specification: one from the BM test for the
All countries sample and the other from the GW test from the OECD countries sample.
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to search for alternative functional forms which were more desirable from the vantage
point of (some or all) the following criteria: (i) to easily interpret the function
parameters; (ii) not to restrain a priori the range of possible shapes which can
characterize the relationship under study; (iii) to obtain analytical closed-for expressions
for the income turning point, so as not to be data dependent; (iv) (i) to perform better
econometrically; and (v) to outperform the log-linear specification on statistical testing
grounds.
Consider the following non-linear functional forms:
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In the statistical literature expressions (3) and (4) are know as three-parameter Gamma
and Weibull functions. They have also been used in applied environmental and ecological
economics (Bai, Jakeman, and McAleer, 1992) and are widely employed in duration
models (Florens, Fougère, and Mouchart, 1996). One advantage of these functional
relationships is the interpretability of the parameters: in fact, a, b, a d g are associated
with “shape”, “scale”, and “shift” of the function: depending upon the values they take
on, the relationship can assume a variety of different behaviors. In particular, the scale
parameter b can be directly related with the height of the function, and therefore with the
amount of emissions at which the turning point, if it exists, occurs. The shift or location
parameter g controls the position of the function along the horizontal axis, and can thus
be traced to the value of the income turning point.18 Finally, he most crucial parameter is
the shape parameter a, which governs the shape of the function. In this respect, in
Figures 3 and 4 we have plotted a few theoretical curves for arbitrary different values of
                                                 
18The two-parameter version of these function, which is also a popular functional specification, obtains
when g=0. In the above expressions both scale and shape parameters are expected to be positive and g
is less than the minimum observed sample value.
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the corresponding parameters. It can be seen that, besides more or less asymmetric
inverted-U shapes, the curve can even be exponentially decreasing. Specifically, Gamma
and Weibull distributions are similar to the exponential distribution when a = 1, reverse
“J” shaped when a < 1, and bell shaped when a > 1. From the inspection of the graphs,
it also emerges that the requirement that emissions can not get negative is implicitly
imposed. A further valuable aspect of the functional forms proposed here is that they
admit an analytical closed form expression for the turning point. In fact, taking the
derivative of y in (1) and (2) with respect to x, setting it equal to zero and solving for x
yields the “turning point” xTP  as follows:
yTP = + -g b a( )1    (5)
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è
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From these expression the role played by the function parameters clearly emerges.
4.1 Estimation Performance
For our three samples we have estimated (3) and (4) after introducing
multiplicative fixed effects and taking logs, so that the regression models become:19
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The results of the estimation of models (7) and (8) are presented in Table 4. The fit is
satisfactory in all cases, and the parameters are always strongly significant with the
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exception of g in the OECD countries sample for the Weibull functional form. While it is
difficult to judge the relative merits of the two specifications on the basis of this evidence
alone, we note that the parameters are not stable across samples (this was often the case
also for the previous specifications). If we look at Figure 5, which portrays the aspect
that the two functions assume on the basis of our data and empirical results, we see that
all the estimated relationships display a bell shaped curve. On this basis we are led to
conclude that a “well-behaved” EKC is supported by our data. Interestingly, the curves
appear to be strongly asymmetrical with a steep increase at low income levels and a slow
decline afterwards. The reduction in emissions appears however to be faster for OECD
than non-OECD countries. The turning points occur at quite reasonable values, with
figures that are higher in the case of non-OECD than of OECD countries. The values of
the turning point are also reported in Table 4: a comparison with those of the log-linear
model (Table 2) shows that they are generally lower, and therefore presumably more
reasonable. These facts could have relevant policy implications. Finally, the figure
effectively shows the differences between Gamma and Weibull estimated specifications.
4.2 Model Selection and Specification Testing
Do the Gamma and Weibull specifications proposed here as better functional
relationship for describing the CO2 mission intensity outperform the widely employed
log-linear model? Table 5 provides the answer on the basis of non-nested hypothesis
tests. Here, even if the dependent variable is the same across models, specific tests must
be used that account for the non-linear nature of Gamma and Weibull specifications. The
P (i.e. prediction) test proposed by Davidson and MacKinnon (1981) serves our
purposes. It is remarkable that, according to the evidence in the table, the P test yields an
unambiguous outcome in that the log-linear model is rejected by both Gamma and
Weibull functional forms.20 The BC test of observational equivalence between models
confirms this evidence except for the non-OECD. The table also suggests that the data
do not allow us to discriminate clearly between Gamma and Weibull functional forms: in
                                                                                                                                    
19Note that the constant terms corresponding to (3) and (4) are absorbed into the coefficients of the fixed
effects.
20An exception to this statement is the outcome of the Gamma versus log-linear test for the All
countries where both models reject each other and for the OECD countries/quadratic case where the
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fact, according to the non-nested P test, in the All countries sample the Gamma is
unambiguously the preferred model, whereas in the non-OECD sample (OECD sample)
both specifications cannot be rejected (are rejected) against a more general alternative;
according to the BC test, instead, the two functional forms are observationally equivalent
in all cases except for the OECD sample where the Weibull is clearly the preferred
specification.
The above were all test based on paired comparisons between functional forms.
However, as is well known, a more correct procedure would be to conduct multiple
comparison non-nested tests when in presence of more than two alternatives (see, for
instance, Smith and Smyth, 1990). In Table 6 we have therefore straightforwardly
generalized the P test. It appears that each specification is rejected relatively to the other
two, but again this is more strongly so for the log-linear model. Actually, in the case of
the All countries sample the Weibull structure cannot be rejected against the other, albeit
at the 1% significance level.
If we really have to choose a functional form to describe the empirical
relationship between CO2 emissions and GDP, we can either look at the residual sum of
squares of the estimated models or at their maximized log-likelihood.21 In this case the
evidence from Table 7 would suggest choosing the Weibull functional from, except for
the OECD countries sample, where the log-linear model is preferred.
5. Conclusions
The empirical research on the link that appears to exist between emissions of a
major greenhouse gas and the degree of economic development of a country has been
recently spurred by the renewed attention of scientists, policy-makers, and public opinion
to the issue of climate change. The reduced-form relationship between per capita CO2
emissions and per capita GDP is known as the Environmental Kuznets Curve and in a
few studies it has conveniently displayed a bell shape. If supported by the data, this
                                                                                                                                    
log-linear specification prevails. However, this evidence does not hold when the Weibull structure is
contrasted with the log-linear one.
21These criteria are appropriate for the functional forms at hand, given that they are charac erized by
the same number of estimated parameters. However, it is to be stressed that selection criteria, while
handy, are based on procedures for which the associated statistical significance is unknown.
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finding implies that emissions ought to “naturally” diminish as a country becomes richer
and richer. Moreover, identifying the “turning point” would allow the observer of a
country to precisely know where his/her country is located along the curve. There is
econometric evidence, however, which does not find an inverted-U EKC, but rather, a
more problematic N-shaped curve.
In this paper we have started from the observations that nearly all papers in the
EKC literature use the same source of data for CO2 emissions and almost invariably fit to
the data either linear-in-variables or log-linear functional relationships. Departing from
this practice, we have estimated the “standard” relationship on a newly developed data
set for emissions. We have also applied the theory of non-nested hypothesis testing in the
attempt to choose between linear and log-linear models. After having noted a few
theoretical and empirical drawbacks of these functional specifications, we have proposed
two alternative functional forms, Gamma and Weibull, which have been subsequently
implemented. The estimated results are satisfactory and the features of the EKC
relationship reasonable. Non-nested tests have produced the result that essentially
Gamma and Weibull are to be preferred to the usual log-linear functional form.
An obvious alternative to the approach followed in this paper, which has
investigated the robustness (loosely defined) of traditional functional forms in the EKC
literature, was to use a statistical non parametric approach (see Yatchew, 1998). While
this is a topic that comes next in our research agenda, we feel that there was a gap in
empirical EKC analysis that we hope our paper has contributed to fill.
In summary, the evidence here presented demonstrates that, when alternative
new functional forms are employed for describing the reduced-form relationship between
CO2 emissions and GDP relative to the standard ones, the emergence of a bell-shaped
Environmetal Kuznets Curve with reasonable turning points is a possibility that cannot be
discarded.
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Table 1: Carbon Dioxide Emissions - GDP Relationship
Linear Functional Form
All Countries Non-OECD Countries OECD Countries
GDP 5.37E-04
(8.925)
2.66E-04
(2.393)
4.75E-04
(6.553)
1.69E-05
(0.120)
1.28E-03
(15.722)
1.78E-03
(11.043)
GDP
square
-2.47E-08
(-12.218)
-8.85E-10
(-0.105)
-2.25E-08
(-9.146)
1.79E-08
(1.630)
-3.71E-08
(-14.944)
-8.21E-08
(-6.413)
GDP
cube
- -5.78E-13
(-2.908)
- -9.55E-13
(-3.777)
- 1.21E-12
(3.582)
Number of
Observations 2700 2000 700
Corrected
SSR 2171.37 2164.29 5385.78 5345.50 7.236 7.095
Log
Likelihood -5260.60 -5256.15 -4114.82 -4107.31 -830.37 -823.47
Adjusted
R square 0.915 0.916 0.888 0.889 0.964 0.964
Country
Effects 125.513 123.816 90.395 91.093 117.089 120.164
Time
Effects 7.276 6.928 6.264 6.465 4.394 4.594
Turning
Point 10,800 12,386 10,556 12,951 17,250 -
Footnotes:
(1) Dependent variable: carbon dioxide emissions per capita; independent variable: GDP per
capita. Estimated coefficients of country and time effects not reported.
(2) T-statistics in parenthesis.
(3) The corrected SSR is the sum of squared residuals divided by the geometric mean of the
dependent variable over the sample period.
(4) The turning point is expressed in PPP 1990 U.S. dollars.
(5) Country and fixed effects are F-tests of their absence.
(6) The income turning point is computed analytically.
1Table 2: Carbon Dioxide Emissions - GDP Relationship
Log-linear Functional Form
All Countries Non-OECD Countries OECD Countries
Log GDP 2.684
(13.709)
-0.494
(-0.374)
2.139
(9.218)
4.435
(2.846)
7.356
(14.588)
-69.132
(-7.697)
(Log GDP)
square
-0.138
(-11.733)
0.259
(1.583)
-0.104
(-7.375)
-0.394
(-2.021)
-0.374
(-12.922)
8.186
(8.152)
(Log GDP)
cube
- -0.016
(-2.435)
- 0.012
(1.490)
- -0.318
(-8.528)
Number of
Observations 2700 2000 700
SSR 151.946 151.595 136.935 136.774 8.117 7.295
Log
Likelihood 53.468 56.586 -156.479 -155.307 566.725 604.117
Adjusted
R square 0.978 0.977 0.969 0.969 0.960 0.964
Country
Effects 117.000 118.176 89.765 85.681 109.327 114.998
Time
Effects 8.820 8.265 8.382 7.287 6.812 6.449
Turning
Point 17,084 17,116 25,000 16,068 18,891 17,873
Footnotes: see notes to Table 1. The turning point is computed numerically.
2Table 3: Carbon Dioxide Emissions - GDP Relationship
Non-nested Tests of Linear and Log-linear Specifications
All Countries Non-OECD Countries OECD Countries
Cubic Quadratic Cubic Quadratic Cubic Quadratic
H0: Linear Model
PE test
BM test
GW test
12.550
-1.465
15.572
12.684
-2.029
15.384
20.840
6.023
19.942
21.222
6.395
20.938
2.973
-6.235
3.428
3.089
-7.248
5.849
H0: Log-linear Model
PE test
BM test
GW test
-5.022
-8.068
6.343
-3.588
-8.220
2.736
-6.787
-9.780
-3.268
-8.124
-10.232
-2.249
4.350
-3.029
-0.109
5.614
-3.556
8.975
H0: Linear and Log-linear Models Observationally Equivalent
BC test 3590.4 3589.1 3672.0 3665.7 40.212 9.730
Footnotes:
(1) PE is a test proposed by MacKinnon, White, and Davidson (1983) for testing linear versus
log-linear models (and vice versa); similarly, BM is a test due to Bera and McAleer
(1989); GW is a test suggested by Godfrey and Wickens (1981).
(2) In the case of the PE and BM test, the figures reported are the t-statistics of the coefficient
of the relevant variable in the comprehensive model on which the non-nested tests are
based. In the case of the GW test, the figure reported is the t-statistics of the additional
regressor in the modified linear or log-linear model.
(3) BC is Box and Cox (1964)’s test of observational equivalence between linear and log-
linear specifications. The test is distributed c2 with one degree of freedom.
3Table 4: Carbon Dioxide Emissions - GDP Relationship
Alternative Functional Forms
All Countries Non-OECD Countries OECD Countries
Gamma Weibull Gamma Weibull Gamma Weibull
a 1.682
(45.907)
1.588
(59.703)
1.584
(38.493)
1.529
(47.988)
4.902
(4.450)
2.159
(18.433)
b 19316.6
(11.573)
25334.7
(20.332)
30424.2
(5.819)
33977.6
(8.376)
5230.52
(5.203)
21417.2
(35.865)
g 85.753
(5.210)
96.248
(7.083)
100.010
(7.116)
107.760
(8.376)
-4827.76
-(2.495)
-346.337
(-0.649)
Number of
observations 2700 2000 700
SSR 150.097 149.745 136.686 136.718 7.347 7.507
Log
Likelihood 69.996 73.161 -154.661 -154.892 601.597 594.071
Adjusted
R square 0.977 0.977 0.969 0.969 0.964 0.962
Turning
Point 13,260 13,648 17,868 17,079 15,582 15,709
Footnotes: see notes to Table 1.
4Table 5: Carbon Dioxide Emissions - GDP Relationship
Paired Non-nested Tests of Alternative Functional Forms
All Countries Non-OECD Countries OECD Countries
Cubic Quadratic Cubic Quadratic Cubic Quadratic
Paired Comparison Non-nested P Test
Log-linear
vs.
Gamma
5.942 5.712 1.952 2.114 8.240 -0.536
Log-linear
vs.
Weibull
6.140 5.818 2.207 2.577 7.428 -1.976
Gamma
vs.
Log-linear
-1.984 -2.965 0.583 1.329 -2.423 2.229
Gamma
vs.
Weibull
2.480 0.359 -4.940
Weibull
vs.
Log-linear
-0.002 -0.632 1.390 1.970 -1.160 0.163
Weibull
vs.
Gamma
-0.211 0.759 3.044
Observational Equivalence BC Test
Log-linear
and
Gamma
13.406 0.644 2.486
Log-linear
and
Weibull
16.576 0.409 10.026
Weibull
and
Gamma
3.170 0.234 7.540
Footnotes:
(1) The P test is proposed by Davidson and MacKinnon (1981) for testing non-nested non-
linear regression models. The figures are the t-statistics of the coefficient of the relevant
variable in the comprehensive model on which the non-nested tests are based.
(2) BC is Box and Cox (1964)’s test of observational equivalence between alternative
functional forms. The test is distributed c2 with one degree of freedom. The figures refer to
the estimated cubic log-linear model.
5Table 6: Carbon Dioxide Emissions - GDP Relationship
Multiple Non-nested Tests of Alternative Functional Forms
All Countries Non-OECD Countries OECD Countries
H0: Log-linear Functional Form
P test 16.930 7.260 29.364
H0: Gamma Functional Form
P test 5.433 6.393 31.882
H0: Weibull Functional Form
P test 3.893 6.571 31.882
Degrees of
Freedom 2,2563 2,1891 2,643
Critical
Value
5%
1%
2.999
4.613
3.000
4.616
3.009
4.638
Footnotes: The test is a generalization of the P test proposed by Davidson and MacKinnon (1981)
for testing multiple non-nested non-linear regression models. The figures are the F statistics of the
zero restriction on the coefficients of the relevant variables in the comprehensive model on which
the non-nested tests are based.
6Table 7: Carbon Dioxide Emissions - GDP Relationship
Model Selection of Alternative Functional Forms
All Countries Non-OECD Countries OECD Countries
Residual Sum of Squares
Linear 2164.29 5345.50 7.095
Log-linear 151.595 136.774 7.295
Gamma 150.097 136.686 7.347
Weibull 149.745 136.718 7.507
Maximized Log-likelihood
Log-linear 56.586 -155.307 604.117
Gamma 69.996 -154.661 601.597
Weibull 73.161 -154.892 594.071
Footnotes: The residual sum of squares of the linear model is “corrected” to make it comparable
with that of the log-linear model (Box and Cox, 1964; Sargan, 1964). The log-linear model
considered in the table is the cubic specification. Aside from time and country effects, all the
estimated models of the table are characterized by three parameters.
7Figure 1: Estimated Linear Functional Form
(Turning points in Brackets)
All Countries
Quadratic (10,800)
Cubic (12,386)
Non OECD Countries
Quadratic (10,556)
Cubic (12,951)
OECD Countries
Cubic (-)
Quadratic (17,250)
8Figure 2: Estimated Log-Linear Functional Form
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Figure 4: Theoretical Weibull Functions
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Figure 5: Estimated Gamma and Weibull Functional Forms
(Turning points in Brackets)
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DESPERATELY SEEKING (ENVIRONMENTAL) KUZNETS
Appendix A: Curvature and Turning Points in the Linear and Log-linear Models
Consider the linear-in-variables model:
3
3
2
210 xxxy aaaa +++=        (A1)
We are especially interested in the behavior of the first two derivatives and in the expression for
x, call it “turning point”TPx , which results from setting the first derivative equal to zero. In what
follows we will assume 00 >a  and 01 >a . The first and second derivatives are:
2
321 32/ xxdxdy aaa ++=        (A2)
xdxyd 32
22 62/ aa +=        (A3)
Consider first the case of a quadratic specification by imposing 03 =a  in (A1). In this case
2
22 2/ a=dxyd  and the function exhibits an inverted-U shape if 02 <a . Also, given
02/ 21 =+= xdxdy aa , we obtain 21 2/ aa-=
TPx  which is positive as long as 02 <a .
Hence, the emergence of the EKC hinges upon the sign of 2a .
When a 3 0¹ , according to some authors (Ekins, 1997; de Bruyn et al., 1998) the function in
(A1) may exhibit a N-shape with an upper turning point followed by a lower turning point if
02 <a  and 03 >a . In fact the case of a cubic specification is more complex and requires the
analysis of several possibilities.
(i) Suppose 02 =a  and 03 ¹a . We have: 
2
31 3/ xdxdy aa +=  and xdxyd 3
22 6/ a= . Note
that:
3
1
3a
a
-
±=TPx        (A4)
Clearly, if 03 >a  then 
TPx  is a complex number. We therefore restrict 3a  to be negative.
Moreover, since there are two possible solutions, we may rule out a negative TPx . Hence:
0)3/( 2/131 >-= aa
TPx . With 03 <a  it also follows that 0/
22 <dxyd  and we conclude
that an EKC can emerge.
(ii) Suppose now 02 >a  and 03 ¹a . The expression for the turning point is:
13
3
31
2
22
6
1242
a
aaaa -±-
=TPx        (A5)
which can be either positive or negative. Let us assume that TPx  is positive. To proceed with the
curvature of the function we need to further distinguish:
(ii-a) 02 >a  and 03 <a . In this case 
22 /dxyd can be either positive or negative and the
function may turn out to be either convex or concave. As for the turning point, we note that there
are two real distinct roots; in addition, there is the possibility of two positive turning points.
Because 0/ 22 ¹dxyd , if one turning point is a minimum of the function the other will be a
maximum but we cannot tell a priori which is which.
(ii-b) 02 >a  and 03 >a . Here there cannot be multiple positive turning points, although
similar conclusions as before hold for the curvature of the function.
(iii) Finally, suppose 02 <a  and 03 ¹a . The turning point may or may not be a complex
number. In particular:
(iii-a) 02 <a  and 03 <a . In this case 
TPx  is a real number and we assume that it is a positive
one. The second derivative of the function is negative and therefore an EKC may emerge.
(iii-b) 02 <a  and 03 >a . There is no guarantee of 
TPx  not being imaginary. Assuming it is
real, it may be positive or negative. Even ruling out the latter possibility, the function is of a
priori uncertain curvature as 22 /dxyd  may be positive or negative.
Consider now the log-linear specification. In this case the curvature and turning point of the
function cannot be easily predicted analytically. The reason is that, while logarithmic derivatives
can be easily computed, we are in general interested in the level, or non-logarithmic, derivatives.
The relationship between them is the following:
x
y
xd
yd
dx
dy
ln
ln
=        (A6)
ú
û
ù
ê
ë
é
÷
ø
ö
ç
è
æ -+= 1
ln
ln
ln
ln
)(ln
ln
2
2
22
2
xd
yd
xd
yd
xd
yd
x
y
dx
yd
       (A7)
To find the turning point TPx  we must solve dy/dx=0. Now let the general (cubic) log-linear
model be:
3
3
2
210 )(ln)(lnlnln xxxy aaaa +++=        (A8)
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or:
3
3
2
210 )(ln)(ln xx eexey aaaa=        (A9)
It can be shown that:
3
3
2
210 )(ln)(ln12
321
2
321
])(ln3ln2[
)/]()(ln3ln2[
xx eexexx
xyxx
dx
dy
aaaaaaa
aaa
-++=
++=
     (A10)
{
}
3
3
2
210 )(ln)(ln22
321
2
32132
22
321
2
321322
2
])(ln3ln21[
])(ln3ln2[)ln62(
)/(])(ln3ln21[
])(ln3ln2[)ln62(
xx eexexx
xxx
xyxx
xxx
dx
yd
aaaaaaa
aaaaa
aaa
aaaaa
-++-
++++=
++-
++++=
     (A11)
From (A10)-(A11) it emerges that the log-linear specification does not yield a closed form
expression for the turning point, unlike the linear-in-variables functional form. Moreover,
curvature and turning point cannot be easily predicted a priori on the basis of the sign of the
function parameters.
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Appendix B: Non-nested Tests of Alternative Functional Forms
It is well known that a feature of tests of separate regression structures is that the null of each
specification has to be tested against the alternative. Thus, in the case of two models, a non-
nested test has to be conducted twice. Unlike standard tests, this implies that both specifications
may be rejected in favor of the alternative.
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Generally speaking, the tests we consider are tests in regression direction, in that each individual
model is contrasted against a comprehensive model artificially nesting both structures, rather than
directly against a specific competing alternative. Such tests are tests of model specification,
rather than of model selection. However, we also consider a criterion and an associated test which
permit the selection of a specific model out of several alternatives.
In keeping with the EKC literature, we first consider non-nested tests of linear and log-linear
regression models. We then consider tests of the alternative functional forms proposed in the
paper, namely, three parameter Gamma and Weibull.
(i) Non-nested Tests of Linear and Log-linear Regression Models
This issue is the subject of a remarkable number of contributions to the theoretical and applied
econometrics literature (see, among others, Davidson and MacKi no , 1985; Godfrey, McAleer,
and McKenzie, 1988; Bera and McAleer, 1989).
From the viewpoint of the theory of non-nested hypothesis tests, the peculiarity of this problem is
that the left-hand side variable is not the same in the two models, but one is a known monotonic
transformation of the other. This calls for especially designed non-nested tests. There are several
possibilities and, following Godfrey, McAleer, and McKenzie (1988), we have considered three
alternative tests. Let the two model structures be given by:
H1: å ++=
k
i
ii xy 10 loglog ebb        (B1)
H2: å ++=
k
i
ii xy 20 egg        (B2)
The first test is the so-called PE (i.e. extended projection) test proposed by MacKinnon, White,
and Davidson (1983). The PE test is based upon the following artificial regression models:
å +-++=-
k
i
ii yyxyy eabb )]ˆexp(log
~[log~loglog 10        (B3)
å +-++=-
k
i
ii yyxyy eagg ]
~logˆ[log~ 20        (B4)
where yˆlog  and y~ are the fitted values of (B1) and (B2) respectively. It can be shown that the
PE tests of H1 and H2 are equivalent to testing 01 =a  and 02 =a  in the following regressions
(which are asymptotically equivalent to (B3)-(B4)):
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å +++=
k
i
ii yxy eabb
~logloglog 10        (B5)
å +++=
k
i
ii yxy eagg )ˆexp(log20        (B6)
Under the corresponding null hypothesis each statistics is asymptotically distributed as N(0,1)
variates.
Bera and McAleer (1989) propose a test whichis based upon the following two regression
models:
å ++=
k
i
ii xy 10 log
~log hbb        (B7)
å ++=
k
i
ii xy 20)ˆexp(log hgg        (B8)
These models again use the fitted values of (B1)-(B2). Their estimation yields the residuals
denoted 1
~h  and 2ˆh . These residuals are in turn used in the following regressions:
å +++=
k
i
ii xy ehqbb 210 ˆloglog        (B9)
å +++=
k
i
ii xy ehqgg 120
~      (B10)
The tests, denoted as BM, of H1 and H2 are based on the estimation of 1q  and 2q . If the
disturbances of (B1) and (B2) are normally distributed, the test under the corresponding null
hypothesis is exactly distributed as Student t in fi ite samples. However, the normality
assumption for e1 is inconsistent with the logarithmic transformation of y. However, it can be
shown that asymptotically the BM test is distributed as N(0,1) variates underthe respective null
hypothesis.
Finally, linear and log-linear specifications can be regarded as special cases of the Box-Cox
(1964) regression model:
HBC:y xi
i
k
( ) ( )l b l e= + +å0      (B11)
where z z( ) ( ) /l ll= -1  denotes the Box-Cox transformation. The model in (B11) reduces to
the log-linear specification H1 when l = 0 and to the linear specification H2 whenl = 1. Several
tests based on the Box-Cox model have been devised (Davidson and M cKinnon, 1985; Godfrey,
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McAleer, and McKenzie, 1988). One such test is proposed by Godfrey and Wickens (1981),
whose suggested strategy leads to H1 and H2 being tested, respectively, against:
å å +ú
û
ù
ê
ë
é
-++=
k
i
k
i
iiii yxxy 1
22
0 )ˆ(log5.)(logˆ5.loglog eblbb      (B12)
å å +ú
û
ù
ê
ë
é
+--+--++=
k
i
k
i
iiiiii xxxyyyxy 20 )1log(
~)1~~log~()1( eglgg  (B13)
where $b i  and 
~g i  are the estimated coefficients of (B1) and (B2) respectively. The t-s atistics of
l = 0 in (B12) and of l = 1 in (B13) are asymptotically normally distributed under the
respective null of this test, denoted GW.
(ii) Non-nested Tests of Non-linear Regression Models
The discrimination between Gamma and Weibull functional forms calls for a test for non-nested
non-linear models. One such test is the P test (P for “Prediction”) developed by Davidson and
MacKinnon (1981). The two competing models can be represented as follows:
H1: 1),( eb += Xfy      (B14)
H2: 2),( eg += Zgy      (B15)
where X and Z are the explanatory variables and b  and g  are the associated parameter vectors.
The idea is to form the artificial comprehensive model:
HC: egb ++-= ),(),()1( ZagXfay      (B16)
When a = 0 HC collapses to H1; when a = 1, HC collapses to H2. The problem with
implementing (B16) is that in general not all the parameters are identified. Davidson and
MacKinnon (1981) therefore suggest replacing the parameters of the model that is not being
tested with those that would be consistent if the data generation process actually belonged to the
model for which they are defined. When testing, say, H1, g Z( , )g in (B16) is replaced by the
fitted value $ ( , $ )g g Z= g . The non-linear nature of (B13), in addition, suggests to linearize (B16)
about a = =0, $b b yielding:
Hc’: e++-=- bFfgafy ˆ)ˆˆ(ˆ      (B17)
where fˆ  and gˆ are the fitted values of (B14) and (B15) respectively, and Fˆ  is the row vector
of derivatives of f(.)with respect to b  evaluated at bˆ . The test of model H1 against Hc’ entails
examining the statistical significance of  in (B17). To test the null of model H2 against Hc’, the
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role of fˆ  and gˆ is reversed with Fˆ  replaced by Gˆ  is the row vector of derivatives of g(.) with
respect to g evaluated at gˆ .
(iii) Multiple Comparison Non-nested Tests
The non-nested tests considered above assumed that there was only one alternative specification
to be contrasted with the one under the null hypothesis. As in the case of the present paper, this is
not so however, and a more appropriate procedure requires considering an alternative hypothesis
that comprise all alternative specifications simultaneously. The generalization of Davidson and
MacKinnon (1981) P test to the case of multiple non-nested non-linear regression models is
straightforward (see for instance Smith and Smyth, 1990). Suppose we have the following three
competing models:
H1: 1),( eb += Xfy      (B18)
H2: 2),( eg += Zgy      (B19)
H3: 3),( ed += Why      (B20)
The artificial comprehensive model is:
HC: edgb +++--= ),(),(),()1( 2121 WhaZgaXfaay      (B21)
The operational version of (B22) then becomes:
Hc’: e++-+-=- bFfhafgafy ˆ)ˆˆ()ˆˆ(ˆ 21      (B22)
where fˆ , gˆ, and $h are the fitted values of (B18)-(B20) respectively, and Fˆ  is again the row
vector of derivatives of f(.) with respect to b  evaluated at bˆ . The test having H1 as the null
hypothesis entails testing a a1 2 0= =  in (B22). To test the null of the other models, we proceed
in a similar way, with fˆ  suitably replaced by gˆ or $h and with Fˆ  replaced by Gˆ  or $H , the
row vectors of derivatives respectively of g(.) with respect to g  evaluated at gˆ  and of h(.) with
respect to d evaluated at dˆ .
(iv) Model Selection
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As noted by, among others, Davidson and MacKinnon (1981), the procedures described above
are really designed for testing model specification, not for choosing among a number of
competing models. If one wants to select one specification among several alternatives, one should
use some sort of information criterion.
A typical procedure rests upon the comparison of maximized likelihood values: one model is
preferred to another if its maximized log-likelihood value is greater than that of the other model
(see Sargan, 1964). When the number of parameters differs substantially across competing
models, it is advisable to take into account of this fact. A popular procedure is Akaike (1974)’
information criterion (denoted as AIC), which is nothing but a likelihood comparison together
with a penalization of structures with more estimated parameters. In symbols:
AIC L ki i i= - +2 2log      (B23)
where logL is the log-likelihood value of the i-th stimated model having k estimated parameters.
The preferred model is the one with smallest AIC. Other information criteria are available in the
literature. However, when the number of parameters does not differ significantly across
competing models, as in the case of the comparison between log-linear, Gamma or Weibull
functional forms, it is sufficient to look at the likelihood value.
Information criteria such as AIC can be applied to the comparison of models having the same left
hand side variable. This is not the case when a choice is to be made between linear and log-linear
models. A suggestion due to Box and Cox (1964) and applied by Sargan (1964) is to examine the
unexplained variation of the two models as measured by the residual sum of squares and choose
the specification with the smallest unexplained variation. However, the dependent variable of
linear and of log-linear models is measured in different units. A way to circumvent this difficulty
involves dividing the dependent variable of the linear model ty  by its geometric mean
T
TG yyyy
/1
21 )...(= . Thus, the “corrected” sum of squared residuals of the linear model
2/ GL yssr  can be directly compared with the sum of squared residuals of the log-linear model,
LLsse . In addition, Box and Cox (1964) have shown that, under the null hypothesis that the two
models are observationally equivalent, the statistics:
÷
÷
ø
ö
ç
ç
è
æ
=
LL
GL
ssr
yssrT
BC
2/
ln
2
     (B24)
is distributed 2c  with one degree of freedom. Obviously, this test can also be applied to all
models whose dependent variable is measured in comparable units.
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The philosophy behind the above criteria is that the best fitting model is the closest approximation
to the data generating process. While computational simplicity and clear ut decisions are the
advantages of those criteria, the level of significance associated with the decision is not known.
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Appendix C: List of Countries Included in the Sample
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Yemen United Arab Emirates
Syria Saudi Arabia
Qatar Oman
Lebanon Jordan
Israel Iraq
Iran Bahrain
Other Asian China
Thailand Taiwan
Sri Lanka Singapore
Philippines Pakistan
Nepal Myanmar
Malaysia Indonesia
India HongKong
South Korea Japan
Brunei Bangladesh
USA Canada
Mexico Other Latin American
Venezuela Uruguay
Trinidad Peru
Paraguay Panama
Nicaragua Jamaica
Honduras Haiti
Guatemala Ecuador
El Salvador Dominican Republic
Cuba Costa Rica
Colombia Chile
Brazil Bolivia
Argentina Other African
Zimbabwe Zambia
Zaire Tunisia
Tanzania Sudan
South Africa Senegal
Nigeria Mozambique
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Morocco Libya
Kenya Ivory Coast
Ghana Gabon
Ethiopoa Egypt
Congo Cameroon
Benin Angola
Algeria UK
Romania Malta
Gibraltar Slovakia
Cyprus Bulgaria
Turkey Switzerland
Sweden Spain
Portugal Poland
Norway Netherland
Italy Ireland
Iceland Hungary
Greece Germany
France Finland
Denmark Czech Republic
Belgium Austria
Australia New Zealand
