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Abstract
Most of the current scene flow methods choose to model
scene flow as a per point translation vector without differen-
tiating between static and dynamic components of 3D mo-
tion. In this work we present an alternative method for end-
to-end scene flow learning by joint estimation of non-rigid
residual flow and ego-motion flow for dynamic 3D scenes.
We propose to learn the relative rigid transformation from a
pair of point clouds followed by an iterative refinement. We
then learn the non-rigid flow from transformed inputs with
the deducted rigid part of the flow. Furthermore, we ex-
tend the supervised framework with self-supervisory signals
based on the temporal consistency property of a point cloud
sequence. Our solution allows both training in a super-
vised mode complemented by self-supervisory loss terms as
well as training in a fully self-supervised mode. We demon-
strate that decomposition of scene flow into non-rigid flow
and ego-motion flow along with an introduction of the self-
supervisory signals allowed us to outperform the current
state-of-the-art supervised methods.
1. Introduction
In order to build fully autonomous agents we need to
enable them to perceive the world in 3D and also to do rea-
soning about it directly in 3D. Scene flow estimation is cru-
cial for understanding 3D motion and is an essential build-
ing block to advance emerging technologies in areas such
as dynamic reconstruction, robotic perception, autonomous
driving etc.
Deep learning based methods [7, 14] have been success-
fully used for supervised scene flow estimation. However,
one common property of most of the learning based meth-
ods is that they require large amounts of labelled observa-
tions for training. Acquiring the ground truth of scene flow
for real world data is laborious or sometimes impossible.
As a consequence, researches have been relying on using
rendered synthetic data-sets [15, 14, 18, 17] for training.
This spawns a discrepancy between real world and synthetic
data. Concretely, networks trained on synthetic data are not
guaranteed to generalize to raw real world data. The reason
for a gap is that synthetic datasets are not always shape and
depth realistic and that they generally capture one specific
domain. One way to tackle these issues is to utilize large
amounts of unlabeled data with self-supervised learning.
Self-supervised learning has shown its effectiveness in
bridging the gap between synthetic and real-world data for
the case of optical flow [11]. The main advantage of fully
self-supervised methods is that we do not need any labelled
data to train the network on. Additionally, the combina-
tion of supervised learning and self-supervision is possi-
ble with supervised pre-training and self-supervised fine-
tuning. Furthermore, we can design self-supervised losses
which serve as implicit regularizers for the supervised part
of the loss. This kind of configuration can also be useful in a
weakly supervised setting, where the method can still learn
from datasets with incomplete labels and put more weight
on the self-supervised part of the loss if the labels in the
dataset are inaccurate.
Learning based approaches for scene flow [7, 12] typi-
cally model scene flow holistically as a 3D translation vec-
tor without any distinct separation of camera and object mo-
tion. While this type of scene flow modeling is acceptable in
case of static scenes, it is beneficial for the case of dynamic
scenes to deduce which part of the scene flow is induced by
the ego-motion of an observer and which part is induced by
the object itself. In this case one single inference pass al-
lows us to obtain pure object motion, relative camera pose
and the total motion of a dynamic 3D scene.
Our work complements previous works on scene flow
learning with 3D deep learning [7, 24, 12] by introducing
self-supervision and an alternative approach for learning
scene flow which disentangles ego-motion from the object
motion in contrast to approaches which rely on total scene
flow only [19, 27, 26]. While there have been works on
separating the camera motion and object motion for scene
flow, most of them learn on 2.5D datasets [14, 2, 10], which
makes them inapplicable if raw data is acquired in the point
cloud format directly. Moreover, our approach aims at an
end-to-end self-supervised learning pipeline in contrast to
learning different parts of the flow with separate compo-
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nents. In summary, this work’s contributions are:
• An end-to-end joint learning of ego-motion and non-
rigid flow with 3D deep learning from point clouds by
extending a current state of art total flow architecture
HPLFlowNet [7].
• An alternative approach for scene flow learning which
decomposes the total flow into non-rigid and rigid parts.
Comparison with a traditional motion model of holistic
total scene flow.
• Investigation of self-supervision for non-rigid flow and
ego-motion learning using supervised training with self-
supervisory signals and training in a fully self-supervised
mode.
2. Related Work
Deep Scene Flow. Recent approaches [12, 7, 26, 27] in
scene flow estimation focused on estimating scene flow us-
ing supervised learning directly from point clouds with an
end-to-end 3D deep learning architecture. To obtain large
amounts of training data researchers have been employing
synthetic stereo or RGB-D datasets [15, 14] to generate a
point cloud representation of the scene.
A group of approaches [26, 19] build on top of
FlowNet3D proposed by Liu et al. [12], which is based
on point encoders developed by Qi et al. [20, 21]. These
type of networks encode each point or alternatively a neigh-
bourhood of points individually using a shared multi-layer
perceptron (MLP) and then form a global aggregated fea-
ture by using global pooling. The shared characteristic of
these methods is that they loose some degree of structural
information between points due to separate point encoding
followed by aggregation with global max pooling.
Gu et al. [7] proposed a supervised learning approach
HPLFlowNet which directly estimates scene flow from
point clouds using a permutohedral lattice network. Per-
mutohedral lattice networks [24, 7] are able to efficiently
handle point clouds with large number of points due to their
high dimensional sparse representation of the input signal.
Furthermore, in contrast to learning on regular integer grids,
permutohedral lattice networks promote scalability in input
dimensions d > 3 if one is to include RGB, intensity or
normals information in addition to spatial location vector.
Self-Supervised Learning. Self-supervision for scene
flow learning is an active field of research and there have
been concurrent works [19, 27, 26] to ours. However, these
approaches assume non-rigidity of motion and thus do not
differentiate between ego and object motion.
In their work Wang et al. [25] have demonstrated how
cycle-consistency of time can serve as a powerful self-
supervisory signal for various visual correspondence tasks.
Liu et al. [12] proposed to use cycle-consistency for scene
flow estimation in their self-supervised loss term along with
a supervised loss. Our method is inspired by findings of
Mittal et al. [19], who proposed to complement the idea of
cycle-consistency [12, 25] with the nearest neighbour an-
choring to eliminate degenerate cases of zero scene flow
predictions. Furthermore, they pose a nearest neighbour
constraint to bring points of the first point cloud warped by
scene flow close to the point of the second point cloud to
complement cycle consistency.
Wang et al. [26] used the nearest neighbour constraint in
form of point-to-plane error, while Wu et al. [27] extended
the nearest neighbour constraint to both forward and back-
ward directions with Chamfer distance loss.
Relative Camera Pose Estimation. Most of scene flow
methods [7, 12, 27, 19] choose to model scene flow as a
3D translation vector. An alternative view on scene flow
disentangles camera motion from the object motion in dy-
namic 3D scenes. Behl et al. [2] proposed to jointly learn a
per-point rigid transformation along with rigid ego-motion
and bounding boxes from point clouds using a single neural
network. In their work Lv et al. [14] showed that modelling
camera motion as a rigid transformation and the rest of the
motion as non-rigid per point translation improves non-rigid
flow estimation on RGB-D inputs.
Point cloud inputs for scene flow estimation contain
some initial alignment. Therefore, relative camera trans-
formation can be estimated by using local point cloud reg-
istration. We follow the approaches [28, 1, 6, 4] that have
shown that iterative point cloud registration with 3D deep
neural networks can accurately estimate a rigid transforma-
tion between point clouds. Yuan et al. [28] proposed itera-
tive transformer networks to refine the rigid transform. In
their work they estimate an initial rigid transformation with
a point based network and then apply that transformation
to the inputs. Afterwards, the same process is repeated K
times. At the end they obtain a final pose, which is a matrix
product of K intermediate steps. Aoki et al. [1] proposed a
recurrent deep learning version of the LK method [13].
Approach Format Self. Ego-motion End-to-end
Learning Rigidity [14] RGB-D X
PointFlowNet [2] Point clouds X X
HPLFlowNet [7] Point clouds X
FlowNet3D [12] Point clouds X
FlowNet3D++ [26] Point clouds X
PointPWC-Net [27] Point clouds X X
Just Go with the Flow [19] Point clouds X X
Ours Point clouds X X X
Table 1: Scene flow methods overview. We combine end-
to-end learning of non-rigid flow and ego-motion from point
clouds with self-supervision (denoted by ”Self.”).
2
3. Method
Problem Definition. Let Xt ∈ Rn×d be a point cloud
representation of the scene at time step t and Xt+δ ∈ Rm×d
be a point cloud at time step t+ δ. This pair of point clouds
has the following properties:
• Number of points in both clouds n andmmay be n 6= m.
• Points of point cloud sets Xt and Xt+δ are not ordered.
• Point x in Xt may not be represented in Xt+δ .
Following [7, 24] each point x in the point cloud X is as-
sociated with a position vector ~p ∈ Rd and a signal vector
~v ∈ Rk. In the scope of this work our signal vectors equal
to position vectors ~v = ~p with dimensions d = k = 3.
Having Xt and Xt+δ our main goal is to estimate total
scene flow d ∈ R3. Total scene flow is a per-point displace-
ment vector which describes where a point from Xt will be
in the next time step t+ δ.
3D Motion Model. As in [22, 14] our total flow d ∈ R3
consists of ego-motion flow dem ∈ R3 and non-rigid flow
dnr ∈ R3.
d = dnr + dem (1)
The non-rigid flow dnr represents the motion induced
by a moving object. In contrast, ego-motion flow dem
describes per point motion induced by an observer. The
ego-motion is modeled with the rigid relative camera pose
Trel =
[
Rrel trel
] ∈ R3×4. Trel transforms a point xt
from a coordinate system of Xt into a coordinate system of
Xt+δ .
dem = (Rrel − I3×3)xt + trel (2)
Full scene flow model and its relation to optical flow is
demonstrated in Figure 1.
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Figure 1: Full scene flow model. Given the points x0 ∈ Xt
and x2 ∈ Xt+1, the total flow d is a vector sum of ego-
motion flow dem and non-rigid flow dnr. Trel transforms
a point of Xt from coordinate system C1 into a coordinate
systemC2 ofXt+1. Optical flow v is obtained by projecting
the total flow vector d into an image plane.
3.1. Network Architecture
This section introduces the pipeline that takes a pair of
point clouds X1 and X2 and learns a relative camera pose.
To achieve a better pose estimate we optionally refine the
pose in a recurrent fashion. Then, we transform the original
input X1 with the estimate of the relative pose Tˆrel and feed
it to the non-rigid flow network. Finally, the estimated non-
rigid flow and relative pose are combined to a total scene
flow. Figure 2 shows an overview of the proposed pipeline.
Relative Pose Regressor. We use DownBCL and Cor-
rBCL [7] as a building block for our relative pose regres-
sion network which learns a relative pose Tˆrel directly from
a pair of point clouds X1 and X2. The pose regression net-
work consists of a pair of Siamese branches with shared
weights. We limit the deepness of the pose regression net-
work to 3 DownBCL blocks since we need coarse-level fea-
tures for the relative pose. A pair of point clouds is down-
sampled with DownBCLs and outputs of each branch are
correlated inside a CorrBCL. Afterwards, the branch out-
puts are concatenated together with a correlated feature to
form one common representation.
Since the number of output lattice points from Down-
BCL, CorrBCL is not fixed, we choose to perform global
average pooling to aggregate a feature across all points in a
channel. A 192-dimensional feature is fed into a sequence
of two fully connected layers with 2048 neurons each. We
use Euler angles to represent the rotation since the opti-
mization was more stable than with quaternions in prac-
tice. Therefore, the output of a relative pose network is a
6-dimensional vector obtained from learning a translation
tˆ ∈ R3 and Euler angles rˆ ∈ R3 together.
Iterative Pose Refinement. We introduce a refinement
step to make the relative pose estimate more accurate and
robust. Refinement is performed in a recurrent fashion in-
spired by deep iterative point set registration [28, 1] which
unfolds the estimation into K ∈ [1,∞) iterations. The
points ofX1 are brought closer to the points ofX2 with each
iteration using an intermediate relative pose prediction.
The estimation starts with an initialization of the relative
pose to an identity matrix Trel = ∆T0 = I4×4. Then,
an intermediate relative pose ∆Ti is estimated at each of
K iterations with a network. At each step i the network’s
output ∆Ti−1 is used to transform the originalX1 according
to the recurrence X ∗i =
∏i−1
j=0 ∆TjX1 which is fed to the
network and the same process is repeated in the next i +
1...K steps. After K iterations we obtain a refined relative
pose which is a matrix product of K intermediate estimates
Tˆrel =
∏k
i=1 ∆Ti.
The number of refinement iterations K becomes a vari-
able hyper-parameter. Since the networks weights are
shared between iterations, it is possible to trade off accu-
racy and runtime by setting different K for training and in-
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Figure 2: Network architecture. The network takes point clouds X1 and X2 as inputs. In the first stage a relative pose Trel
is estimated in the pose regression network in order to obtain an ego-motion flow. To improve the estimation of a relative
pose optional iterative refinement with K steps is utilized. Pose transformed input X ∗1 and X2 are fed into a method agnostic
non-rigid flow network to learn the motion induced by a moving object. At the final stage non-rigid flow and ego-motion
flow are combined into total scene flow.
ference. We refer the reader to [28, 1] for a thorough inves-
tigation of how the hyper-parameter K affects the perfor-
mance in the context of point sets registration.
Non-Rigid Flow Network. After the relative pose esti-
mation network’s forward pass we obtain an estimate of the
pose Tˆrel =
∏k
i=1 ∆Ti and transformed original input of
X1 defined by X ∗1 =
∏k
i=1 ∆TiX1. When there is no re-
finement .i.e. when K = 1, our transformed original input
would just become X ∗1 = ∆T1X1.
The idea in any case is to deduct the ego-motion from the
inputs such that only the non-rigid flow can be learned in a
non-rigid flow network. Our method is agnostic in terms of
the non-rigid flow network. We chose to use HPLFlowNet
[7] for the task of learning non-rigid flow which is a state of
the art supervised total flow learning approach.
Non-rigid flow network takes a transformed input X ∗1
and X2 and learns the non-rigid flow dˆnr. An estimate of
an ego-motion flow dˆem is obtained with the relative pose
Tˆrel estimated in the previous step according to the Equa-
tion (2). In the final step dˆnr and dˆem are summed to obtain
a total flow estimate dˆ.
3.2. Loss functions
Total Flow Loss. The end point error (EPE3D) is a su-
pervised loss which measures an average of the Euclidean
distance over n points between the ground truth total scene
flow d ∈ R3 and the estimated total scene flow dˆ ∈ R3:
Lepe3d = 1
n
n∑
i=1
‖di − dˆi‖2 (3)
where the estimate dˆ is composed from the estimates of the
rigid part R, t and the non-rigid part dnr as:
dˆ = dˆnr + (Rˆ− I3×3)x1 + tˆ (4)
Non-Rigid Flow Loss. To estimate an error for non-rigid
flow dˆnr ∈ R3 and the ground truth non-rigid flow dnr ∈
R3 we use a similar loss as in Equation (3):
Lnr = 1
n
n∑
i=1
‖(dnr)i − (dˆnr)i‖2 (5)
Rigid Loss. The rigid relative camera pose loss consist of
a rotation and a translation term:
Lr = wrotLrot + Lt (6)
The rotation loss measures the distance between the pre-
dicted Euler angles rˆ ∈ R3 and the ground-truth angles
r ∈ R3:
Lrot = 1
n
n∑
i=1
‖ri − rˆi‖2 (7)
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The translation loss Lt is the Euclidean distance between
the ground truth relative translation t ∈ R3 and the predic-
tion tˆ ∈ R3:
Lt = 1
n
n∑
i=1
‖ti − tˆi‖2 (8)
Self-Supervised Loss. We employ self-supervised signals
proposed by [19]. The loss consists of a forward-backward
consistency loss Lfb and the nearest neighbour loss Lnn:
Lss = wfbLfb + wnnLnn (9)
where Lfb is the difference between all the points in the
first time step x1 ∈ X1 and their corresponding alignments
x˜1 ∈ R3 at the end of a forward-backward cycle:
Lfb = 1|X1|
∑
x1∈X1
‖x1 − x˜1‖2 (10)
An alignment x˜1 is obtained by first warping the original
point with a predicted forward flow x˜2 = x1 + dˆ. Then, an
anchor point x∗2 is warped with a corresponding predicted
reverse flow d˜ such that x˜1 = x∗2 + d˜. The anchor point
x∗2 =
x˜2+xnn
2 [19] is defined as the average between the
warped point x˜2 and its nearest neighbour xnn ∈ X2.
We adopt a nearest neighbour constraint [19] to stabi-
lize the forward-backward consistency loss. The nearest
neighbour loss aims at bringing all the forward flow warped
points x˜2 = x1 + dˆ close to their corresponding nearest
neighbours xnn ∈ X2.
Lnn = 1|X˜2|
∑
x˜2∈X˜2
‖x˜2 − xnn‖2 (11)
Overall Loss. We combine all loss terms from Equations
(3), (5), (6), (9) into a weighted total loss.
L = wepe3dLepe3d + wnrLnr + wrLr + Lss (12)
4. Experiments
In this section, we present the results of a model trained
and evaluated on FlyingThings3D [15]. We evaluate the
same model on KITTI [17] to test for generalization. We
compare our model to state-of-the-art supervised methods
in Table 2. We conduct a qualitative evaluation and a com-
parison on both datasets. We then perform an ablation study
on the network components. Finally, we compare the run-
time efficiency to other methods.
Implementation Details. We set the rotation weight
wrot = 10 to balance the magnitudes of translation and ro-
tation outputs as proposed in [8, 16]. We set the number of
pose refinement iterations K = 5 following [28]. Similarly
to [7], we train our models using Adam [9] with the initial
learning rate α = 10−4 for 85 epochs and multiply α by 0.7
every 35 subsequent epochs.
Evaluation Metrics. We adopt the scene flow evaluation
metrics from [7] and the camera pose metrics from [23, 5].
We use the following evaluation metrics:
• EPE3D [m]. Mean of Euclidean distances between the
predicted and ground truth pair of 3D vectors over all
points.
• Acc3D(0.05). Strict notion of accuracy. Percentage of
points with an EPE3D < 0.05m or relative error < 5%.
• Acc3D(0.1). Relaxed notion of accuracy. Percentage of
points with EPE3D < 0.1m or relative error < 10%.
• Outliers3D. Percentage of points with EPE3D > 0.3m or
relative error > 10%.
• EPE2D [px]. Mean Euclidean distances between scene
flow and ground truth projected into 2D over all points.
• Acc2D. Percentage of points with EPE2D < 3px or rela-
tive error < 5%.
• RLE [m]. Mean Euclidean Distances between the pre-
dicted and ground-truth relative translations.
• ROE [degrees]. Mean minimum rotation angles needed
for aligning estimated and ground truth rotations.
4.1. Results on FlyingThings3D
Data Preprocessing. Similarly to [7, 27], we use the sub-
set (DispNet/FlowNet2.0 subset) of FlyingThings3D [15]
where the extremely challenging pairs are removed. Our
method has the notation of ego-motion, therefore the ground
truth for relative camera pose is needed to train the network.
Since the subset dataset of FlyingThings3D does not pro-
vide any relative pose ground truth, we match the frames of
the subset dataset with the frames in the full dataset to ob-
tain camera poses. The ground truth for the camera poses
of both FlyingThings3D uses the convention camera to
world. Therefore, the relative rotation is constructed using
Rrel = R
T
2 R1 and relative translation is trel = R
T
2 (t1−t2),
which we combine to construct the ground-truth for the rel-
ative camera pose Trel =
[
Rrel trel
]
.
During matching of a subset and a full dataset we discov-
ered that some frames are missing the ground-truth for the
camera poses. Consequently, we remove 64 observations
which are missing the corresponding camera poses from the
training/testing datasets which we use for the internal abla-
tion study. In contrast, when evaluating the results against
other methods we use the full subset for a fair comparison.
The size of our training dataset is equal to 19586 pairs.
We use 25% of our training set which accounts to 4897
point cloud pairs in order to reduce the training times. Fol-
lowing [7] we evaluate our models on the whole testing set
(3816 pairs).
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Dataset Method Supervision EPE3D↓ Acc3D(0.05)↑ Acc3D(0.1)↑ Outliers3D↓ EPE2D↓ Acc2D↑
ICP [3] - 0.4062 0.1614 0.3038 0.8796 23.2280 0.2913
Ours Self-supervised 0.1696 0.2532 0.5501 0.8046 9.0234 0.3931
FlowNet3D [12] Hybrid 0.1136 0.4125 0.7706 0.6016 5.9740 0.5692
FlyingThings3D SPLATFlowNet [24] Full 0.1205 0.4197 0.7180 0.6187 6.9759 0.5512
Original BCL [7] Full 0.1111 0.4279 0.7551 0.6054 6.3027 0.5669
HPLFlowNet [7] Full 0.0804 0.6144 0.8555 0.4287 4.6723 0.6764
Ours Hybrid 0.0688 0.6703 0.8792 0.4036 4.1646 0.7019
ICP [3] - 0.5181 0.0669 0.1667 0.8712 27.6752 0.1056
Ours Self-supervised 0.4154 0.2209 0.3721 0.8096 15.0605 0.3162
FlowNet3D [12] Hybrid 0.1767 0.3738 0.6677 0.5271 7.2141 0.5093
KITTI SPLATFlowNet [24] Full 0.1988 0.2174 0.5391 0.6575 8.2306 0.4189
Original BCL [7] Full 0.1729 0.2516 0.6011 0.6215 7.3476 0.4411
HPLFlowNet [7] Full 0.1169 0.4783 0.7776 0.4103 4.8055 0.5938
Ours Hybrid 0.1034 0.4884 0.8224 0.3939 4.1278 0.6330
Table 2: Quantitative comparison to other methods evaluated on FlyingThings3D [15] and KITTI [17]. Column Super-
vision describes model’s degree of supervision, differentiating between self-supervised, fully-supervised and hybrid training
i.e. supervised with self-supervisory signals. The best results for a combination of a metric and a dataset are shown in bold.
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Figure 3: Qualitative results on FlyingThings3D [15]. The top row depicts results from hybrid training (supervised training
with self-supervisory terms). The bottom row shows the results from only self-supervised training. The original input point
cloudX1 is displayed in blue. Correctly predicted points are shown in green as a warped point cloud with predicted total flows
X1 + Dˆ. Wrongly predicted points are shown in red as points warped with the ground-truth total flows X1 +D. Correctness
is defined according to Acc3D(0.1). Hybrid training yields better scene flow results according to the density of red regions.
Self-supervised version demonstrated comparable overall results but struggled on incomplete shapes.
Quantitative Results. We selected FlowNet3D [12],
SPLATFlowNet [24], Original BCL [7] and
HPLFlowNet [7] as baselines for a comparison between
state-of-the-art supervised methods and our approach.
From Table 2 we can deduce that our method performed
better than the baselines in terms of EPE3D. The perfor-
mance on other metrics is expected to improve given the
same amount of training epochs as [7].
For the self-supervision setting, we compare our method
to ICP [3]. As can be seen in Table 2, our self-supervised
model outperforms ICP by a large margin consistently on
all metrics. This could be accredited to the refinement
step which serves as an additional source of implicit self-
supervision.
4.2. Generalization Results on KITTI
Data Prepossessing. We evaluate our models on the
KITTI Scene Flow Dataset [18, 17] in order to show their
generalization ability to real-world datasets after training on
FlyingThings3D without fine-tuning. Following [7] we re-
move the ground by height (< 0.3 m) for an adequate com-
parison with other methods. The models are evaluated on
all 142 point cloud pairs.
Quantitative Results. Table 2 shows that both of our
methods were able to generalize to KITTI after training
on FlyingThings3D without any fine-tuning. Our model
trained in hybrid mode performed on par with HPLFlowNet
in terms of EPE3D. Our self-supervised model distinctly
outperformed ICP on all metrics.
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Figure 4: Qualitative results on KITTI [17]. The top row depicts results from hybrid training (supervised training with
self-supervisory terms). The bottom row shows results from only self-supervised training. The original input point cloud
X1 is displayed in blue. Correctly predicted points are shown in green as a warped point cloud with predicted total flows
X1 + Dˆ. Wrongly predicted points are shown in red as points warped with the ground-truth total flows X1 +D. Correctness
is defined according to Acc3D(0.1). On this dataset the differences between the two training principles are visible more
distinctly. These qualitative results confirm that a hybrid learning mode consistently outperforms other training modes as
shown in Table 2.
HPLFlowNet [7] Ours. Hybrid
Figure 5: Qualitative comparison on FlyingThings3D [15]. The original input point cloud X1 is displayed in blue. Cor-
rectly predicted points are shown in green as a warped point cloud with predicted total flows X1 + Dˆ. Wrongly predicted
points are shown in red as points warped with the ground-truth total flows X1 +D. Our method generates fewer errors (red).
4.3. Ablation Study
We investigate the effect of the following two factors: 1.
We study the performance gain after introducing a decom-
posed total scene flow model along with its corresponding
architecture described in Section 3.1. 2. We investigate the
benefits of iterative pose refinement. Table 3 shows the re-
sults of an ablation study after training for 30 epochs.
4.4. Runtime Efficiency
Table 4 contains average inference times for the ma-
jor baseline methods. Averaged inference times for
FlowNet3D [12] and HPLFlowNet [7] are reported accord-
ing to [7] which were measured on a Titan V. The aver-
age inference time for PointPWC-Net is adopted from [27]
which was measured on a GTX 1080 Ti. We recorded our
average inference times on a single RTX 2080 GPU.
From Table 4 it can be seen that our runtimes are moder-
ately higher. This is explained by the fact that our network
is larger in size because of the relative pose regressor which
learns ego-motion. Furthermore, our pose regression net-
work requires precomputation which distinctly contributes
to runtime, especially when refinement is applied. In case
of refinement, the number of iterations K can be traded for
accuracy during inference.
7
HPLFlowNet [7] Ours. Hybrid
Figure 6: Qualitative comparison on KITTI [17]. The original input point cloud X1 is displayed in blue. Correctly
predicted points are shown in green as a warped point cloud with predicted total flows X1 + Dˆ. Wrongly predicted points are
shown in red as points warped with the ground-truth total flows X1 +D. Our approach estimates significantly fewer errors.
Supervision Ego-motion Refinement EPE3D ↓ Acc3D(0.05) ↑ Acc3D(0.1) ↑ Outliers3D ↓ EPE2D ↓ Acc2D ↑ ROE ↓ RLE ↓
X X 0.1178 0.3766 0.7030 0.6729 7.0885 0.5391 0.6739 0.2113
Hybrid X 0.1352 0.2329 0.6099 0.7825 7.8843 0.4107 1.0149 0.2892
0.1510 0.2111 0.5725 0.8132 8.2190 0.4006 - -
X X 0.1305 0.3545 0.6451 0.7003 7.7212 0.5101 0.6501 0.2061
Full X 0.2105 0.0856 0.3428 0.9353 11.6666 0.2273 1.0706 0.2923
0.1738 0.1204 0.4607 0.8728 9.4731 0.3190 - -
X X 0.1746 0.2403 0.5414 0.8022 9.4109 0.3976 1.9821 0.3640
Self-supervised X 0.2691 0.1082 0.3375 0.9299 13.3613 0.2072 2.4799 0.3658
0.2680 0.1111 0.3394 0.9348 13.5647 0.2133 - -
Table 3: Ablation study on FlyingThigs3D [15] for fully supervised, hybrid and self-supervised settings. Hybrid mode
training provided consistently better results on the majority of metrics. The decomposed total scene flow model (described
in Section 3.1) was able to improve the performance for the case of hybrid training. An iterative refinement with K = 5 has
improved scene flow metrics and relative camera pose metrics alike on all configurations. ROE and RLE are not applicable
in the case of total flow learning. All models are compared after training for 30 epochs.
Method Inference time [ms] ↓
FlowNet3D [12] 130.8
HPLFlowNet [7] 98.4
PointPWC-Net [27] 117.4
Ours 491.3
Ours + Refinement (K = 5) 1539.1
Table 4: Mean inference times on FlyingThings3D [15].
Multiple refinement iterations K allow to further trade run-
time for accuracy.
Acknowledgments. This work has been supported by In-
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5. Conclusion
We presented an alternative approach for scene flow es-
timation which decomposes the total flow into ego-motion
flow learned with a pose regression network and non-
rigid flow learned with a non-rigid flow network. Ex-
periments performed on both FlyingThings3D and KITTI
datasets demonstrated that scene flow decomposition and
self-supervision can improve the performance of scene flow
estimation for both hybrid and self-supervised modes. Es-
pecially the hybrid training scheme was consistently better
than any other training scheme. Moreover, ablation studies
showed that iterative refinement improves the performance
even further at the cost of extra computation.
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Appendix
In this appendix, we provide additional details and re-
sults for our method. We give further details on the net-
work architecture and the training procedure in Section A.
In Section B, additional information on the data prepossess-
ing and augmentations is provided. Section C contains an
extended analysis of our experiments. Finally, we present
additional qualitative results in Section D. Our source code
will be made publicly available upon publication.
A. Implementation Details
We used batch size B = 1 for all of our experiments.
For hybrid training we set the weights for the corresponding
loss terms towepe3d = wnr = wr = 1. In case of fully self-
supervised training we set the weights to wepe3d = wnr =
wr = 0, such that the total loss is only represented by the
self-supervised loss L = Lss. Our best performing hybrid
model used in the quantitative comparison was trained for
a total of 133 epochs. Our best self-supervised model was
trained for a total of 32 epochs with additional training re-
finement iterations Kt = 5.
B. Data Preprocessing
We use the same data augmentation as in [7] which con-
sists of the following transformations: scaling, rotations,
translations. We apply the augmentations on the ground
truth of both the point clouds as well the relative pose, al-
though the non-rigid transformations (scaling) have been
omitted from the augmentation pipeline.
C. Extended Experiments
Error Distribution Analysis. We extended the experi-
ments of our quantitative comparison by analyzing the out-
liers in the scene flow predictions to further study the ro-
bustness of our method beyond the mean values of EPE3D.
In order to account for outliers, we compare the distribu-
tions of EPE3D values for each point in every scene of the
test sets for both FlyingThings3D [15] and KITTI [17].
To this end, we construct histograms for studying the er-
ror distributions as follows. For each point of every scene,
we distribute the corresponding computed values of EPE3D
into 50 bins along the x-axis. We then compare side by
side the obtained frequency bars from the histograms of our
method with the ones of the baseline approach.
We employ a logarithmic scale for the y-axis (frequen-
cies) for visualization purposes to better demonstrate the
outliers in the error distributions since the original curves
reassemble an exponential decay. We present the histogram
comparison of EPE3D in Figure 7.
Refinement Iterations Analysis. Due to the recurrent ar-
chitecture of the relative pose regression network it is pos-
sible to trade higher runtimes for lower errors. We examine
inference refinement iterations Ki ∈ {1, 5, 10, 20, 30} by
doing the inference using the weights of our best perform-
ing self-supervised model trained with the number of train-
ing iterations Kt = 5. In Table 5, we elaborate on how the
number of inference iterations Ki affects the performance
on the scene flow metrics during evaluation.
Average Inference Time Growth. We plot the depen-
dency of inference iterations Ki and average inference time
for both FlyingThings3D [15] and KITTI [17] in Figure 8.
Both plots show a linear dependency between the number
of iterations and the inference time.
D. Additional Qualitative Evaluation
In this section, we present an additional qualitative com-
parison of a hybrid training mode against a fully self-
supervised training mode. We use the following visualiza-
tion scheme for all datasets.
The original input point cloud X1 is displayed in blue.
Correctly predicted points are shown in green as a warped
point cloud with predicted total flows X1 + Dˆ. Wrongly
predicted points are shown in red as points warped with the
ground-truth total flows X1 + D. Correctness is defined
according to Acc3D(0.1).
The top row depicts the results from our hybrid model
which was trained with a supervised loss complemented
by self-supervisory terms with no iterative pose refinement.
The bottom row shows the results from our self-supervised
model which was trained without any ground truth data
using only self-supervisory terms and iterative refinement
with Kt = Ki = 5.
We show additional qualitative results evaluated on Fly-
ingThings3D [15] in Figure 9. To test for generalization
we take the same hybrid and self-supervised models and
evaluate them on a real world dataset KITTI [17]. Addi-
tional qualitative results evaluated on KITTI [17] are shown
in Figure 10.
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Figure 7: Distribution (occurrence frequency) of various End Point Error 3D (EPE3D) values on FlyingThings3D [15]
and KITTI [17]. We compare the distributions of EPE3D for each point in every frame between our method trained in
hybrid mode (supervised training with self-supervisory terms) and the fully supervised baseline. The x-axis describes the
error magnitudes while the y-axis denotes the occurrences. As the baseline we use the state of the art supervised approach
HPLFlowNet [7]. From the histogram on FlyingThings3D, we can deduce that our method is more robust to outliers since it
contains significantly less outliers at the tail. Our lower mean of EPE3D on FlyingThings3D can be accredited to the lower
number of extreme outliers. Similarly, the amount of outliers on KITTI at the tail of the distribution is sparser for our method.
Dataset Ki EPE3D↓ Acc3D(0.05)↑ Acc3D(0.1)↑ Outliers3D↓ EPE2D↓ Acc2D↑ Inference time [ms] ↓
1 0.2030 0.1990 0.4836 0.8580 10.5297 0.3432 542.8
5 0.1759 0.2415 0.5397 0.8014 9.5154 0.3979 1539.1
FlyingThings3D 10 0.1714 0.2465 0.5456 0.7946 9.3642 0.4034 2715.0
20 0.1689 0.2520 0.5481 0.7902 9.2688 0.4072 5231.0
30 0.1687 0.2498 0.5475 0.7914 9.2783 0.4065 7853.8
1 0.4713 0.1688 0.3279 0.8518 16.5619 0.2707 485.8
5 0.4653 0.1647 0.3337 0.8547 16.3952 0.2711 1380.9
KITTI 10 0.4653 0.1716 0.3323 0.8535 16.3442 0.2756 2474.0
20 0.4595 0.1682 0.3375 0.8490 16.2655 0.2763 4700.8
30 0.4585 0.1621 0.3328 0.8554 16.2457 0.2717 6930.0
Table 5: Influence of inference iterations on the total scene flow evaluation metrics. We take the model trained with
the number of training iterations Kt = 5 and perform inference on it while varying the number of inference iterations Ki.
Increasing the number of inference iterations Ki helps to improve the metrics at the cost of longer runtimes. An increase of
Ki consistently helps to improve EPE3D during inference for both datasets. Similarly, large values of Ki help to improve
the performance on other metrics.
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Figure 8: Inference time growth. Average inference time grows linearly O(Ki) in the number of inference refinement
iterations Ki. Different overall runtimes for FlyingThings3D [15] and KITTI [17] can be explained by a discrepancy in point
cloud densities of these datasets.
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Figure 9: Additional qualitative results on FlyingThings3D [15]. Hybrid training provided better results compared to
self-supervised training according to larger areas of green regions. While still providing comparable overall results, self-
supervised model struggled with large rotations and incomplete shapes.
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Figure 10: Additional qualitative results on KITTI [17]. Overall, both training modes were able to generalize to real world
data. Hybrid model generalized better especially on unseen surfaces and incomplete shapes. Self-supervised fine-tuning on
a target dataset may be used to improve the results of a self-supervised model.
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