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INTRODUCTION 
In carrying out the analysis of homogeneous quadratic transformations [I], 
we established a classification of such transformations in two dimensions and 
obtained their canonical forms as well as a system of effective invariants. 
Homogeneous quadratic transformations are encountered in a number of 
practical problems, such as the stability problem of critical points of a system 
of differential equations when there are no first-order terms, the asymptotic 
behavior of the errors of the Newton-Raphson process in numerical analysis, 
two-body interaction processes in biological interactions, and so on. In the 
present paper, we apply the results in [l] to the classification of quadratic 
differential equation systems in two dimensions, as well as to their qualitative 
analysis. 
L. S. Lyagina attempted a classification of the single equation equivalent 
to the two-dimensional real homogeneous quadratic differential equation 
system [2] according to the fundamental forms of the orbits in each subregion 
suggested by G. E. Shilov [3]. L. lJIarkus indicated that this problem is con- 
nected closely with the classification of a nonassociative algebra [4] and derived 
some results for the differential systems with an isolated critical point. However, 
both Lyagina’s and Markus’s classifications are incomplete. R. Aris developed 
and applied Markus’ results to the classification of the second-order chemical 
reactions for which the differential systems have equilibrium lines. 
N. I. Vulpe and K. S. Sibirskii attempted complete classifications of two- 
dimensional real homogeneous quadratic differential systems by means of 
sets of invariants with respect to affine coordinate transformations in [12], 
as we mere informed by the referee after submitting our paper to this journal. 
Their problem is the same as that in the present paper, but there are some 
differences in the results. Their results meet the requirement of W. A. Coppel 
[9] in the sense that the classification can be carried out by means of “rational 
operations” alone. However, they do not consider lifetime patterns, and there 
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are some errors in their analyses and expressions, perhaps because their invariant 
systems are not completely systematic and rather complicated. 
In the present paper, we present a method of classification making use of 
invariants and systematically based on the results of invariant theory (see [l]), 
and we correct the errors of [12] in Section 4. 
We do not consider differential systems with linear terms which are dealt 
with by W. A. Coppel [9], R. J. Dickson and L. M. Perko [lo, 111, and others. 
As for notation and terminology of tensors, we shall follow largely J. A. 
Schouten’s book [6]. 
1. QUADRATIC DIFFERENTIAL SYSTEMS AND QUADRATIC TR.NSFORMATIONS 
is 
A real homogeneous quadratic differential equation system in n dimensions 
defined by 
11 
.v = 1 P,~p”x” (K = I,..., ?a), 
A,u=l 
(1.1) 
where PTu’s are n3 real constants with Ph”, = PEA . 
We first note that P,“, is a tensor of contravariant valence 1 and covariant 
valence 2 (symmetric with respect to the covariant indices) under the affine 
coordinate transformations so that the properties of an equation system which 
are invariant under the transformations may be represented by the invariants 
of the tensor P:u . 
It is obvious that two-dimensional real homogeneous quadratic d$$rential 
equation systems may be classified in entirely the same way as two-dimensional 
real homogeneous quadratic transformations: 
where .v’~ is the image of xK under the transformation, so that we shall sum- 
marize the principal results obtained in our previous paper [l] in the form 
suitable for application to the problem to be considered in the present paper. 
1.1. Canonical Forms of Two-Dimensional Quadratic Lh~erential Systems 
We first decompose the tensor P,“, into the “tensor part” QTfi and the “vector 
part” p,, as 
PA = f PA: (A = I,..., ?a), 
K=l 
85 = Ku - + (S,“Pu + S,“PA (4 A, P = l,..., n>, U-3) 
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where 
In the two-dimensional case, the tensor part Q,:,, is equivalently expressed 
by the covariant tensor A-density defined as 
where E,, is the unit covariant 2-vector A-density of weight - 1 with components 
Eli = -Egl - - 1, ~,r = baa = 0. The tensor A-density QKnU is easily seen 
to be symmetric with respect to all the indices so that it may be made to corre- 
spond to the cubic form of two variables: 
(1.6) 
which we shall call hereafter the fundamental cubic form of P,:, . 
A Jixed direction of P,;, is defined as the straight line passing through the 
origin of the coordinates and a point xK which satisfies 
f P,“,x”x” = fir” (K = I,..., n), (1.7) 
l,ll=l 
with some scalar constant A. Especially we call the direction ajinitefixed direction 
if A # 0, and an injinite$xed direction if A = 0. 
It is easy to see that the fundamental cubic form of P,& vanishes if and only 
if XK lies on a fixed direction. Thus, the fixed directions depend only on the 
tensor part QiG , and not on the vector part p,, . 
Then, we may begin with the classification of the tensor part QzU or the 
fundamental cubic form &+, which is equivalent to the classification with 
respect to the number of fixed directions. According to classical algebraic 
invariant theory, it is known that a two-dimensional cubic form f can be trans- 
formed into one and only one of the following four types by an appropriate 
coordinate transformation [7]: 
type I@: f = x(3y2 - x3), 
type 10: f = x(31+ + x”), 
type II : f = 3Sy, 
type III : f = x3, 
type IV : f = 0, 
where x = xr and y = G. 
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The number of real fixed directions is three for type 10, one (and two 
complex) for type I@, two (one double and the other simple) for type II, one 
(triple) for type III, and infinite for type IV. These types can be distinguished 
by means of rational invariants of Q;,, as will be explained in Section 1.2. 
Since, for types II through IV, there remains some arbitrariness in the choice 
of the coordinate system in which a given cubic form is reduced to a canonical 
type, we can make use of it to reduce the degrees of freedom of the vector 
part p,, , to obtain the following theorem [I]. 
THEOREM 1. A tzuo-dimensional real homogeneous quadratic differential 
equation system is afine-equiva1en.t to one and only one of the following ten canonical 
forms: 
type IO 1 
2 = -2xy + $x(j+ + j2 y), 
j = -x2 + y2 + gy($l” +j2y); 
type IO I 
R = -2xy + gx($lx +$,y), 
j = x2 + y” + $y&x + j2y); 
we II(l) 
i = (@, - 1)X” + NY, 
(y = $($, + 3) xy + y2; 
type 11(2) fs I!$: y ::I+; 
type III(l) 5 = my, j = 9 + y2; 
type 111(2) z? = ---x3’, j = x2 - y2; 
type 111(3) k = x2, j = x2 + xy; 
type 111(4) ? = 0, j = 9; 
type IV(l) si = xy, j, = y”; 
type W(2) R = 0, j = 0. 
The parameters j1 and j2 in the canonical form of type 10 are six-valued; 
i.e., the system with (jr , $J and that with (3; , $3 are affine-equivalent 
iff the vectors j and 4’ are connected with each other through rotation by 
j+ and/or the inversion of the sign of $r . 
The parameters in the canonical form of type I@ are determined up to 
the sign of jr . 
1.2. Fmdamental Invariants of a Two-Dimensional Quadratic D$erential System 
The following invariants (scalars and scalar densities) and covariants (tensors 
and tensor densities) known in classical invariant theory [8] are useful for our 
purpose. 
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Hessian of the fundamental cubic form (contravariant tensor A-density of 
vaIence 2 and of weight 2): 
where & is the unit contravariant 2-vector A-density of weight 1 with cl2 = 
---& = -1, $1 = $2 = 0. 
Disc&zz?zant of the fundamental cubic form (scalar A-density of weight 2): 
D=-2 i E E h~uJ+. KA $l” (1.9) 
KA,u,"=l 
Jacobian of the fundamental cubic form (tensor A-density of contravariant 
valence 2, covariant valence 1 and of weight 2): 
J,* = -2 i Q:,h”“. 
IT=1 
(1.10) 
Imnaria?zts (scalar A-densities) including the vector part p,: 
H = % hKAp,<p,, 
K&l 
(weight 2) (1.11) 
F= i ~“K~p”Q:AP,P,Po (weight 2) (1.12) 
KAP.llrO=l 
J= 5 E’~J,?PK P,, P, (weight 3). (1.13) 
Covariants (tensors) including the vector part: 
b,, = f Q&, - 3 .f E~~E;\YIZ~~. 
LL=l LW=l 
(1.14) 
(1.15) 
(1.16j 
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We can see to which of the 10 types a given quadratic differential system 
belongs, by means of these invariants and covariants as follows. 
F 
D <() _________----------------------- type@ 
D >() _---_-__------------------------ tYPeI@ 
-H#O ------------------typeII(l) 
- [h”“] f 0 -L _ 
H _ 0 ------------------ typeII(2) 
-F > 0 ---------- typeIII(l) 
-D=()- 
i 
[&J # 0- F < 0 ---------- typeIII(2) 
t [TcAI # 0 -- type III@) 
- [h”y = 0 - PF=oPLIT ] =0 -- typeIII(4) KA 
- [QLI = 0 -1 
- [p,] f 0--------- type IV(l) 
-[PA] = 0--------- type IV(2) 
1.3. Other Useful Invariants 
Among an infinite number of invariants of Pfu which can be derived through 
combination of the fundamental invariants of P,“, , the sequence of invariants 
of the following expressions are particularly useful [l]: 
&, = F + 9(-2)m-3H - 27(-8)“-3D (wz = 1,2,...). (1.17) 
We shall show in the subsequent sections that this sequence of invariants 
plays a substantial role in the classification of the two-dimensional quadratic 
differential systems. The expressions of K, and K3 in terms of the parameters 
j1 and 8s of the canonical forms are found in Table I. 
TABLE I 
Expressions of K2 and K3 in Terms of the Parameters of the 
Canonical Forms of Quadratic Differential Equation Systems 
Type IO 
Type I @ 
TYPO II(l) 
Type W) 
Type III(l) 
nPe IW) 
Type W3), (4) 
Type IV(l), (2) 
[3A2 - ($2 - 3)W2 + g) 
[3hl" + ($2 - 3)*l(Bs + 8) 
- zz ( 6, - Q) 
0 
"2 
-y 
0 
0 
[3z%" - (ha + 6)T& - 3) 
[3& + ($2 + 6)7(15~ - 3) 
- ycfi, + 3) 
0 
zsz 
- y. 
0 
0 
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As was shown in [l], the invariants Kz and K3 are intimately connected 
with the infinite fixed directions as is stated in the following theorem. 
THEOREM 2. The number of injinite Jixed directions is 
(i) two iff K, = KS = 0, one isf Kz = 0 and Kz # 0, and zero otherwise 
for type I@; 
(ii) one ifl K, = 0 a?zd KS $: 0, and zero othmwise for type I@; 
(iii) one ifl KS = 0, and zero otherwise, for type II(l); 
(iv) two z$ [c,,,] = 0, and one othermise, for type II(2); 
(v) xepo for types III(l) and III(2); 
(vi) one for type 111(3), 111(4) and IV(l); 
(vii) infinitely ma%yfor type W(2). 
This infinite fked direction corresponds to an equilibrium line being a straight 
line on which every point is an equilibrium point of differential equation 
systems. 
2. CLASSIFICATION OF THE TWO-DIK~ENSIONAL QUADRATIC DIFFERENTL~L 
EQUATION SPSTEMS 
We shall advance our classification at three stages, from the rougher to 
the finer. The first-stage classification concerns the number of fixed directions 
and the sign of angular velocity (Section 2.1), the second stage concerns the 
number of equilibrium lines and the lifetime pattern of a point in the sub- 
regions (Section 2.2), and the third stage concerns the stability of the fixed 
directions (Section 2.3). 
2.1. First-Stage Classi.cation According to the Aiumb~ of Fixed Directions 
and the Sign of Angulm Velocity 
The angular velocity 4 of a point subject to the two-dimensional quadratic 
differential equation system can be represented, in terms of the polar coordinate 
system (T, e), by virtue of (1 .l), (1.3), (1 S) and (1.6), as follows: 
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IIence, we see the sign of the fundamental cubic form f of a two-dimensional 
system determines the sign of the angular velocity (around the origin) of a 
point moving subject to the equations. 
Since thefis a scalar d-density of weight -1, its sign depends on the orienta- 
tion of the coordinate system. Therefore, we may make the roughest classification 
according to the number of the fixed directions (the multiplicity being taken 
into consideration) and to the relative signs of the angular velocity of the solution 
in the subregions into which the whole plane is divided by the fixed directions 
(ray solutions and/or equilibrium lines). This stage of classification corresponds 
exactly to the classification into the five types (10, I@, II, III, IV) in Section 1.1, 
and each class may be illustrated as in Fig. 1, or diagrammatically as 
type IQ: ~+~-+-++-/+I 
type I@: I--+] 
type II : l-+I-4+l 
type 111 : Ill-flll+lll 
type IV : 
Type II TYPS III Type IV 
FIG. 1. Typical orbits under the fist-stage classification of the quadratic differential 
equation systems. 
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where 1 denotes a half line (of a fixed direction) bounding two subregions 
(11 and /]I denote, respectively, a double or triple fixed direction), and an arrow 
denotes the angular velocity of a point in a subregion. 
2.2. Second-Stage ClassiJication According to the Number of 
Equilib&n Lines and the Lifetime Pattern of Points in the Subregions 
The second stage of our classification is based eventually on the signs of 
the invariants Kz and KS . -4s has been mentioned, their signs are related to 
the number of infinite fixed directions and equilibrium lines. 
2.2.1. Analysis of the Lifetime 
The solutions of a quadratic differential equation system are ordinarily 
defined in a certain fixed time interval depending on which of the subregions 
the point belongs to, so that we may make use of the lifetime of a point for the 
classification. 
As was already pointed out in Section 2.1, the sign of the angular velocity 
of a point around the origin is fixed within a subregion, and therefore a point 
in a subregion will approach (in the sense of “direction”) one of the two sides 
of the subregion as t increases, and it was close to the other side when t was 
small enough. Furthermore, from the homogeneity of the right-hand sides 
of the equations in the coordinate variables, it follows that the behaviors of the 
solutions are the same, to within a scale factor of t. 
Since, for sufficiently large or small (but finite) values of t, the point is as 
close to one of the fixed directions (which are the two sides of the subregion) 
as we wish, we shall assume, without loss of generality, that it is in a neighbor- 
hood of the fixed direction x’ = 0 (i.e., / X/Y I is small enough) with reference 
to a certain coordinate system. 
The quadratic differential equation system can be written in the following 
form in terms of the dependent variables 77 = xb, and y: 
(2.1) 
Eliminating the variable y, we have the equation in the single variable 7: 
which can be integrated into 
under the initial conditions + = 7jo and q = 7. at t = to . 
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The lifetime of a point in the neighborhood of the fixed direction 7 = 0 
can be evaluated, by means of (2.3) for the future if ?jOvo < 0, and for the past 
if 7j0v,, > 0. The lifetime is finite or infinite for the future (resp. for the past) 
according as T(0) = lim,,,, T(v) is finite or infinite, where 17 tends to zero 
from ~a monotonically. 
We may expand G(q) in (2.2) in powers of 7 where / 17 ] is small enough 
and assume that 
%I = MY1 + O(Y)) (2.4) 
with some constants A (#O) and B (=l, 0, - 1, -2, or -3 for our case). 
If B = 1 or 0, G(q) is regular at 7 = 0 so that T(T) takes a finite value when 
-q + 0. 
If B = - 1, we have G(q) = A/v + O(1) or 
so that T(0) is finite if A < 1 and infinite if A > 1. 
If B = -2, we have the asymptotic expression for r(q): 
T(T) ,e3 ex P [ - &] ( exp r-1 4/% > 
so that T(0) is finite if /l/q0 is negative and infinite if A/Q, is positive. 
If B = -3, the asymptotic expression for T(q) is 
W) - exp[--Ai(2~,“)1 s’ exp[AlPrl*jl 4+jo ,% 
(2.5) 
(2.6) 
(2.7) 
so that T(0) is finite if A is negative and infinite if A is positive. 
We shall denote the pattern of the lifetime of a subregion, e.g., by (G) 
or (xz) if the lifetime of a point in the subregion is finite for the past and 
infinite for the future, E standing for a finite number. Thus, the lifetime 
patterns are expressed in eight ways as follows when combined with the sign 
of the angular velocity: 
I(G)I, I(G l(w,S)l, !(x=G)l, 
1(-031)1, ~(~)I, I(-co,Z)I, l(z=q. 
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TABLE II 
Calculations of G(v) for Each Type 
Type A B Conditions 
: - ) -(I + css, 1)7?)/(311’) -6 -2 
II(l) 
i 
’ $($I + 3) -1 
($a + 2 -I- O/(30 
I $ 0 
- 
-2(25, - 6)/(917) 
III(l) -(1 - 2771175 -1 -3 
III(Z) (1 + ww 1 -3 
111(3) -(I - 27)/g -1 -2 
111(4) 2/? 2 -1 
2.2.2. Lifetime Patterns and Equilibrium Lines 
By evaluating G(v) and T(0) for each type of the canonical form we have 
the lifetime of points in the neighborhood of the direction 71 (= x/y) = 0 or 
f (-y/x) = 0 (see Table II). 
The additional rotations of the coordinate system, if necessary, give us 
the lifetime of the points in the neighborhood of the remaining fixed directions. 
As is shown in the following, this stage of the classification can be performed 
in terms of the signs of the invariants Ka and K, . 
For the type-@ systems, we have the following six lifetime patterns, where 
1 denotes an equilibrium line. 
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- Kz > 0: no equilibrium line 
I(~‘,)l(~)l(~)I(~)l(~)l(~~)I 
type IOU) 
- Kg < 0: no equilibrium line 
- K3 > 0: l(~)l(~)l(~)I(~)l(~)l(~)I type I@(2) 
- I‘& < 0: 1(~-m)l(~)l(~~)I(~)l(~)l(-co,~)I 
type IO(~) 
-I& =o: 
- KS > 0: one equilibrium line 
I 
j(~)/(~)I(~--co)l(---- -- co, x)1( x6, %)l(Tiyz)l 
KS < 0: one equilibrium line 
type IO(~) 
I(zyz)l(~)I(~)l(-- co, co)l(~)l(~,I type I@(5) 
KS = 0: two equilibrium lines 
~(~)~(~cO,)~(cO,)~(~)o;))l(~)~(-cO,)~ type Io(6) 
FIG. 2. Typical orbits under the second-stage classification of the type-IQ quadratic 
differential equation systems. 
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For the type-I@ systems, we have the folIowing three lifetime patterns. 
r .Ks > 0 or KT = K3 = 0: no equilibrium line 
I& < 0: no equilibrium line 
I(G-=,l(=s)l type WX4 
I- Kz = 0 and Ka f 0: one equilibrium line 
I(;;o,-co)l(-co,co)l type ~(3) 
TYpe I@ Cl! %-pe i@ (2) ‘Type I tg ( 3 ) 
FIG. 3. Typical orbits under the second-stage classification of the type-183 quadratic 
differential equation systems. 
For the type-II systems, we deal with the two types separately according 
to (1.16); one is the case where the invariant H does not vanish and the double 
fixed direction is not an equilibrium line (type II(l)), and the other the case 
where H vanishes and the double fixed direction is an equilibrium line. 
For the type-II(l) systems, we have the following three lifetime patterns, 
where /I shows the double fixed direction. 
: 
K?, > 0: no equilibrium line 
ll(~)~(~)l~(~)l(~~)ll 
- Kz < 0: no equilibrium line 
ll(~)l(~)ll(~)l(~)ll 
Kz = 0: one equilibrium line 
~l(~)l(~)~l(~)@syzjl 
type II(l-1) 
type IIjl-2) 
type II(l-3) 
For the type-II(,) systems, since all the invariants vanish, we have to make 
use of the other concomitant c,, (I. 15) so as to distinguish the lifetime patterns. 
The components of cKA in the canonical-form coordinate system are cl1 = 
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Type 11(1-l) Type II(l-2) %'F= II(l-3) 
FIG. 4. Typical orbits under the second-stage classification of the type-II(l) quadratic 
differential equation systems. 
-(2$, - 3), era = cai = cze = 0. Since the lifetime pattern of this type is 
determined by the sign of A - 1 = -+(2$, - 3) in the canonical-form 
coordinate system (see Table II), so that if we put the signature of the con- 
comitant c,, as (p, 0) (= (+, 0), (0, 0) or (-, 0)), we can classify the lifetime 
pattern by the sign of p, where 11 shows a double equilibrium line, 
p > 0: one equilibrium line 
Il(io,)l(n,~)l:)ll(-co,)l(~)ll 
p < 0: one equilibrium line 
L p = 0: two equilibrium lines 
Type 11(2-1) Type 11(2-2) 
type 11(2-l) 
type 11(2-2) 
type 11(2-3) 
me 11(2.-3) 
FIG. 5. Typical orbits under the second-stage classification of the type-II(Z) quadratic 
differential equation systems. 
For the type-III systems, we can decide the lifetime patterns directly for 
each type of the system, where 111 shows a triple fixed direction, and 111 a triple 
equilibrium line. 
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r type III( 1) : no equilibrium Iine 
type 111(2): no equilibrium line 
lllGz=-oo)lll(=a 
type 111(3): one equilibrium line 
I- type 111(4): one equilibrium line 
1 / .’ I / 
FIG. 6. Typical orbits under the second-stage classification of the type-III quadratic 
differential equation systems. 
A type-IV system is easy to integrate to yield the explicit solution: 
x 
x= 1 -yo~-to)~ 
Yo 
y = 1 - yo(t - to) 
for type IV(l) (2.13) 
and 
x = x0, Y =yo for type W(2), 
under the initial condition x = x0 , y = y. at t = t, , 
(2.14) 
505/32/3-2 
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A point with a positive y-coordinate in the case of a type-IV(I) system has 
infinite past and finite future in time, whereas a point with negative y-coordinate 
has finite past and infinite future. There is nothing to say about the type-IV(2) 
system. 
Type IV(Z) 
Type IV(l) 
FIG. 7. Typical orbits under the second-stage classification of the type-IV quadratic 
differential equation systems. 
2.3. Third-Stage Classification According to the Stability of Fixed Directions 
We shall take up a fixed direction and investigate whether a point (z, y) 
moving nearer to the direction (in the sense of “direction”) approaches the 
direction or not (in the sense of “distance”) as time increases. We say the 
direction is “stable” or “unstable” for the respective cases. In considering 
the stability of a fixed direction, we first distinguish the case where a point 
near the direction diverges to infinity from the ‘case where it does not, since, 
in the latter case, a point comes necessarily nearer to the fixed direction (in 
the sense of “distance”) and does not diverge to infinity. The latter case being 
trivial, we have only to consider the stability of a direction when a point moving 
nearer to it (in the sense of “direction”) diverges to infinity. 
For a type-I@ system having three fixed directions, we have seen that the 
points in the subregions between the directions 77 = x/y = 0 and 7 = &3i12 
with y > 0 approach the direction 7 = 0, so that we have only to investigate 
the stability of the directions: 
77 = 0, y > 0 and 7 = -3l/“, y < 0 for the type-IQ(l) systems; 
‘I =O,y>Oandv =3i/“,y tOand 
7 = -31j2, y < 0 for the type-I@(2) systems; 
q = 0, y > 0 for the type-I@(3) systems; 
7 = YL2, y < 0 and 71 = -31/2, y < 0 for the type-IQ(d) systems; 
7 = 3l/a, y < 0 for the type-I@(5) systems; 
7 = 0, y > 0 for the type-I@(6) systems, 
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We shall take up a point (x, y) near the fixed direction 7 = 0 in the region 
y > 0 in the canonical form. Then, it follows from the equation that 
so that 7 = 0 is 
and 
xf = $($,x + (fi2 - 3)y) x‘2, 
stable if $a - 3 < 0, 
unstable if $a - 3 > 0. 
(2.15) 
When 4, - 3 = 0, sgn x3i = sgn 8,x and a point with the coordinate x of 
the sign same as (opposite to) that of j$ recedes from (comes nearer to) 7 = 0, 
so that we shall call the fixed direction v = 0 a udzteral one. When $a - 3 = 0 
and $, = 0, $ = 0 holds everywhere, i.e., a point neither comes nearer to 
nor recedes from 7 = 0, so that we call it a neutral one. 
Thus we have seen that the stability of the direction 7 = 0 is determined 
primarily by the sign of $a - 3 and secondarily by that of jr . 
We can see also the stability of the other fixed directions 17 = 3rJ2 and 
77 = -3tp in a similar manner. Then we can obtain the stability of the three 
fixed directions simultaneously by means of the invariants Kz, KS and 1(4 
as is shown in Table III, where Ka of this type is given by 
KA = [3@ - ($, - 12>“]($2 + 6) = -4(& + 6)(p, + 6)(5 $ 6). (2.16) 
TABLE III 
Numbers of Various Kinds of Fixed Directions of a Type-16 System 
Class Conditions 
Figure 
number 
Stable Unstable Unilateral Neutral in Fig. 8 
(14 
(lb) 
KS 0 K,>O 1 2 0 0 > (1) 
K,<O 3 0 0 0 (2) 
(lc) 
Kz 
K3 < 0 2 1 0 0 0 
(Id:) 
> (3) 
K,>O 1 1 1 0 (4) 
(14 K3=0 K4<0 2 0 1 0 (3 
(10 K,=O 1 0 2 0 (6) 
(2) K3 > 0 
(3) 
K,<O K<O 
3 
3 0 0 0 (7) 
2 1 0 0 (8) 
(4) Ka > 0 3 0 0 0 (9) 
(5) K,=O K3 <O 2 I 0 0 (10) 
(6) Ka = 0 2 0 0 1 (11) 
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For a type-I@ system having one fixed direction, the stability of the fixed 
direction 7 = 0 in the canonical form is obtained from (2.15) in the same 
manner as that of the type-IQ system as shown in Table IV. 
TABLE IV 
Numbers of Various Kinds of a Fixed Direction of a Type-I@ System 
Class Conditions 
Figure 
number 
Stable Unstable Unilateral Neutral in Fig. 8 
(14 KS > 0 0 1 0 0 (12) 
(lb) Kz > 0 KS < 0 1 0 0 0 (13) 
UC) K, = 0 0 0 1 0 (14) -- 
(14 KS = KS = 0 1 0 0 0 (15) 
(2) K2 < 0 0 0 0 1 (16) 
(3) K2 = 0, KS f 0 1 0 0 0 (17) 
For the type-II(l) systems, the fixed directions to be considered are q = 0, 
y > 0 and E = 0, x < 0 according to the analysis of the first stage. 
It follows from the equations of the canonical form that 
xR = (($31 - 1)X + y) CC’2 > 0 (2.17) 
in the neighborhood of 7 = 0, hence 7 = 0 is always unstable. In the neighbor- 
hood of e = 0, we have 
Yj = (($$I+ 3)x + Y) Y”. (2.18) 
Then, the direction 5 = 0 is stable if $i + 3 > 0, unstable if $i + 3 < 0 
and unilateral if j$ + 3 = 0. This classification is given by the invariants 
K2 = --a;( $i - 8) and K3 = ---zz( ji + 3) as shown in Table V. 
TABLE V 
Numbers of Various Kinds of Fixed Directions of a Type-II(l) System 
Class Conditions 
Figure 
number 
Stable Unstable)Unilateral Neutral in Fig. 8 
(l-la) K3 > 0 0 2 0 0 (18) 
(l-lb) K, > 0 KS = 0 0 1 1 0 (1% 
(1-lc) K3 < 0 1 1 0 0 (20) 
(l-2) KS < 0 1 1 0 0 (21) 
(l-3) Ka = 0 1 1 0 0 (22) 
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For the type-II(2) systems, the situation is the same as for the type-II(l) 
systems with respect to the fixed direction 5 = 0. In the neighborhood of 
7 = 0, it follows from the equations of the canonical form that 
xi? = ($j$ - 1) 9, (2.19) 
so that 7 = 0 is unilateral if s$r - 1 # 0 and neutral if $$, - 1 = 0. This 
classification, however, cannot be represented by means of the invariants 
K2 or K3 , since they always vanish in this type. Hence we make use of the 
concomitants c,,, and b,, defined by (1.15) and (I. 16), where the components 
of b,<,+ in the canonical form are 
b,, = 481 + 3), b,, = b,, = b,, = 0. 
FIG. 8. Typical orbits under the third-stage classification of the quadratic differential 
equation systems. A bold straight Iine means an equilibrium line. 
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The signature of p of c,~ is given in Section 2.2, and that of b,, is (T, 0) (= (f , 0), 
(0, 0), and (-, 0)). Then we have Table VI. 
TABLE VI 
Numbers of Various Kinds of Fixed Directions of a Type-11(2) System 
Class Conditions 
Figure 
number 
Stable Unstable Unilateral Neutral in Fig. 8 
(2-la) 7>0 0 1 1 0 (23 
(2-lb) P>O T<O 1 0 1 0 (24 
(2-lc) 7=0 0 0 1 1 (25) 
(2-2) P<O 1 0 1 0 (26) 
(2-3) p=o 1 0 0 1 (27) 
For the types III and IV, there remains no degree of freedom of a parameter 
in the canonical form, so that the classification ceases at the second stage. 
Figure 8 shows the typical orbits of the equations under the above classifica- 
tion. 
3. CLOSED FORM EXPRESSION FOR THE ORBITS OF THE QUADRATIC 
DIFFERENTIAL EQUATION SYSTEMS 
We shall use the symbols ( ) and [ ] to mean expressions such as 
In this notation, we have the expression for the differential of (@XX): 
d(&XXX) = --Q[k dx] + 2(px)[x dx] 
= 2(p.r)[.r dx]. 
(3.1) 
For a type-I@ system, we may write, the fundamental cubic form (1.5) as 
(f&x) = (ux)(zw)(wx), (3.2) 
where u, D and zu are constant covariant vector A-densities for which the sum 
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of the weights equals -1, and which are determined to within a scalar factor. 
Then, we have the expression for the discriminant D of (1.9): 
-270 = [zm]“[z~]“[wu]“. (3.3) 
Moreover, me have an identity among five arbitrary differentials p, IL, VI, W, 
and dx: 
-[uz~]~u~][.~~](px)[x dx] = [pu]~mu](ux)(zux)(u dx) 
+ [~4~~4(4(~~)(~ dx) 
+ [pzu][uo](zm)(vx)(w dx). (3.4) 
Thus, using (3.1), (3.4), and (3.3), Eq. (1.1) is integrated into 
log( Qxxx) 
+ (-&‘:’ {[pu][m] Iog(ux) + [pv][wu] log(ax) + [pzu][zlv] log(zLX)) = c 
(3.6) 
with an integration constant c. 
For a type-I@ system, we may put 
(&xxx) = @x)(axx), 
since the cubic form has one real and two complex roots. Here, we have 
Then, by combining the complex conjugate pair z’ and 20 in (3.5) into a, we 
have the expression for the orbits as 
log( &xx) + 
(2& 
[p~](D’)~l~(2 log(ux) - log(axx)) 
where t, is an arbitrary nonnull covariant vector. (Note that changes in the 
values of t, and t, can be compensated for by changes in the constant c.) 
For a type-II(l) system, we may start from the expression: 
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and the confluent form of (3.4), to have the expression for the orbits: 
- + log@+] + 2(hK”P.p3’i’(&~~“~)(I)-3/z~ = c, (3.7) 
where tK is an arbitrary contravariant vector with (ht) # 0. (There is no effect 
of the vector tK on the integration constant c, since the partial derivatives of 
the left-hand side of (3.7) with respect to tK vanish identically.) 
For a type-II(2) system, we have, in a similar manner, 
(The effect of tK on the constant c is the same as that of (3.7).) 
For a type-111 system, the fundamental cubic form has real triple root, 
so that we may put 
(&xxx) = (UX)“. 
Then, using the confluent form of (3.4), we have 
2(PS)bl 
+ (&sss>"/3(&x4l/3 = ” (3.9) 
where qK = &ph (contravariant vector d-density of weight l), and SK is an 
arbitrary contravariant vector with (&ss) f 0. (The change in the values of s 
has no effect other than that on the value of c.) 
For type-IV system, we have either a straight line y = cx (type IV(l)) or a 
fixed point x = x0 and y = y0 (type W(2)). 
4. DISCUSSIONS 
In conclusion, we should compare the results of the present paper with those 
of previous papers [24, 121. 
First of all, it might be mentioned that, we have completed the classification 
for all the real homogeneous quadratic differential equation systems in two 
dimensions, while the results of the previous papers except for [12] were con- 
cerned with the systems with an isolated critical point. 
Secondly, irrational operations are required by the methods [2-41 to distinguish 
which class a given equation system belongs to, since those methods are based 
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on a kind of standard-form expression of the given equations. On the contrary, 
our method as well as [12] requires rational operations alone to do the same, 
since it is based on rational invariants Kz , K3 , etc., rationally calculable from 
the given parameters themselves. 
As for the finer differences, the type-I@(2) systems are missing in Markus’ 
classification due to erroneous calculations, and the type-I@(ld) systems are 
missing in Lyagina’s classification which may be due to the fact that the problem 
itself is not given in invariant form. 
Vulpe and Sibirskii’s classification deals with all two-dimensional real 
homogeneous quadratic differential equations systems based on the invariants 
of afhne coordinate transformations [12], which is the same problem as ours. 
The results, however, differ in several respects. 
Their invariants A, B ,..., etc., in [12] can be expressed in terms of ours 
as follows: 
A = 2H + +F, B = 20 + $H + &F, C = F, D = -1, M = [Q;up,,], 
Cl=$+K 2 , P = 540, A - B = &KS, L = [Q;J, K = [pn], N = [,‘q. 
In order to state the errors in their classification, we denote by 0, @,~.., 
the respective classes shown in Figs. 1, 2,... in [12]. 
(a) Their classifications are not independent. 
@ includes 0. To exclude @ from @, we may change A f -C of @j) 
into A # C, but then @ includes @. This may be due to erroneous calculations. 
(b) Their figures are erroneously illustrated. 
@ should have two equilibrium lines, then it corresponds to our type 
H(2)(3) (27 of our Fig. 8). Next, @ and @ should have rather different curves. 
(c) We may state the following as additional errors: 
27A of @ should be replaced by 21A. 
A > 0 of @ should be replaced by A < QB. 
The coefficients showing the typical system of @ do not correspond to (3 
but to @I. The curves of @ correspond to our type 11(l)(2), while the coefficients 
correspond to our type I@(3). 
(d) @ (resp. @j) identifies our type I@(2) with type III(2) (resp. type 
I@(la) with type III(l)). Th e f ormer type has the fundamental cubic equation 
with one real and two complex roots, whereas the latter has one triple root. 
This brings about the difference in the order of converging speed to the origin. 
The former has the converging speed of linear order, while the latter has that 
of nonlinear order. 
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