Analysis of blow-ups for the double obstacle problem in dimension two by Aleksanyan, Gohar
ar
X
iv
:1
70
7.
05
74
1v
1 
 [m
ath
.A
P]
  1
8 J
ul 
20
17
Analysis of blow-ups for the double obstacle problem in
dimension two
Gohar Aleksanyan ∗
September 27, 2018
Abstract
In this article we study a normalised double obstacle problem with polynomial obstacles
p1 ≤ p2 under the assumption that p1(x) = p2(x) iff x = 0. In dimension two we give a
complete characterisation of blow-up solutions depending on the coefficients of the polyno-
mials p1, p2. In particular, we see that there exists a new type of blow-ups, that we call
double-cone solutions since the coincidence sets {u = p1} and {u = p2} are cones with a
common vertex.
We prove the uniqueness of blow-up limits, and analyse the regularity of the free bound-
ary in dimension two. In particular we show that if the solution to the double obstacle
problem has a double-cone blow-up limit at the origin, then locally the free boundary con-
sists of four C1,γ-curves, meeting at the origin.
In the end we give an example of a three-dimensional double-cone solution.
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1 Introduction
Let Ω be a bounded open set in Rn with smooth boundary. The solution to the double obstacle
problem in Ω is the minimiser of the functional
J(v) =
ˆ
Ω
|∇v(x)|2dx
over functions v ∈ W 1,2(Ω), ψ1 ≤ v ≤ ψ2, satisfying the boundary condition v = g on ∂Ω. For
the problem to be well defined we assume that ψ1 ≤ ψ2 in Ω and ψ1 ≤ g ≤ ψ2 on ∂Ω. The
functions ψ1 and ψ2 are called respectively the lower and the upper obstacles.
If ψ1 < ψ2 then the problem reduces locally to a single obstacle problem. Therefore we are
interested in the case when
Λ := {x ∈ Ω : ψ1(x) = ψ2(x)} 6= ∅. (1.1)
It is well known that the solution to the double obstacle problem satisfies the following
inequalities
ψ1 ≤ u ≤ ψ2, ∆u ≥ 0 if u > ψ1 and ∆u ≤ 0 if u < ψ2. (1.2)
It has been shown that the solution to the double obstacle problem is locally C1,1 under the
assumption ψi ∈ C2(Ω), see for instance [3, 5]. Therefore we may rewrite (1.2) as
ψ1 ≤ u ≤ ψ2 and ∆u = ∆ψ1χ{u=ψ1} +∆ψ
2χ{u=ψ2} −∆ψ
1χ{ψ1=ψ2} a.e., (1.3)
where χA is the characteristic function of a set A ⊂ Rn.
Let us introduce some notations that will be used throughout. Denote by
Ω1 := {u > ψ
1}, Ω2 := {u < ψ
2}, and Ω12 := Ω1 ∩ Ω2 (1.4)
then Ω = Ω1 ∪ Ω2 ∪ Λ, where Λ is given by (1.1). Let us observe that u is a harmonic function
in Ω12, which we call the noncoincidence set. Define the free boundary for the double obstacle
problem
Γ := ∂Ω12 ∩ Ω ⊂ Γ1 ∪ Γ2, where Γi := ∂Ωi ∩ Ω, i = 1, 2. (1.5)
Let x0 ∈ Γ be a free boundary point, if x0 ∈ Γ1 \ Γ2, or if x0 ∈ Γ2 \ Γ1, then locally we
are in the setting of the classical obstacle problem. In this case the known regularity theory
for the classical obstacle problem (see [4]) can be applied to analyse the free boundary Γ in a
neighbourhood of x0. Hence we are more curious about the behaviour of the free boundary at
the points x0 ∈ Γ1 ∩ Γ2 = ∂Λ. In this article we focus on the case when x0 ∈ Γ1 ∩ Γ2 is an
isolated point of Λ. The work is inspired by the following example of a homogeneous of degree
two solution in R2,
u0(x) = x
2
1sgn(x1) + x
2
2sgn(x2), (1.6)
where the obstacles p1(x) = −p2(x) = −x21 − x
2
2, and Λ = {0}. Example (1.6) has also been
considered in [1], when investigating the optimal regularity in the optimal switching problem.
The optimal switching problem and the double obstacle problem are related, and we see that in
both cases the solution shows a new type of behaviour at isolated points of Λ. The function u0
is a motivational example for double-cone solutions, see Definition 3.5.
Before proceeding to the results obtained in the paper, let us mention that in the recent paper
[6] the regularity of the free boundary for the double obstacle problem is studied by relaxing one
of the obstacles. Under a thickness assumption, the authors in [6] show that the possible blow-ups
are halfspace solutions, and prove the C1-regularity of the free boundary.
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1.1 Summary of the results
We consider a normalised double obstacle problem in dimension n = 2, with polynomial obstacles
p1 ≤ p2;
∆u = λ1χ{u=p1} + λ2χ{u=p2}, (1.7)
where λ1 = ∆p
1 < 0 and λ2 = ∆p
2 > 0 are constants. Furthermore, we assume that p1 and p2
meet at a single point, i.e. p1(x) = p2(x) iff x = x0.
Without loss of generality, we may assume that x0 = 0, and the polynomials p
i are of the
form
p1(x) = a1x
2
1 + c1x
2
2 and p
2(x) = a2x
2
1 + c2x
2
2, (1.8)
where
a1 + c1 < 0, a2 + c2 > 0, and a1 < a2, c1 < c2.
The paper is structured as follows. In Section 2 we study the normalised double obstacle
problem (1.7). We show that the blow-ups of the solution to the normalised double obstacle are
homogeneous of degree two functions via Weiss’ monotonicity formula.
Knowing that the blow-up solutions are homogeneous of degree two functions, in Section 3
we make a complete characterisation of possible blow-ups in dimension n = 2 (Theorem 3.8
and Theorem 3.11). In particular we see that there exist homogeneous of degree two global
solutions of a new type. We call these solutions double-cone solutions, since the coincidence sets
{u = p1} and {u = p2} are cones with a common vertex at the origin. We show that there exist
double-cone solutions if and only if the following polynomial
P = P (x1, x2) ≡ p
1(x1, x2) + p
2(x2, x1) = (a1 + c2)x
2
1 + (a2 + c1)x
2
2 (1.9)
has no sign (Corollary 3.9). The existence of halfspace solutions corresponding to pi is also
studied (Theorem 3.11 and Corollary 3.12). In particular, we see that a halfspace solution to the
obstacle problem with p1 (or −p2) is not necessarily a halfspace solution to the double obstacle
problem with obstacles p1 ≤ p2.
Given obstacles (1.8), there are three different cases, depending on the coefficients of pi, that
describe the possible blow-up solutions for the double obstacle problem with p1 ≤ p2. We show
the uniqueness of blow-up limits and analyse the behaviour of the free boundary in these three
cases separately.
Case 1: If P ≡ 0, there are infinitely many double-cone solutions. This is perhaps the
most interesting case, it is studied in Section 4. This case can be reduced to the double obstacle
problem with obstacles p1(x) = −x21 − x
2
2, p
2(x) = x21 + x
2
2. By using a version of a flatness
improvement argument, we show that if the solution is close to a double-cone solution in B1,
then the blow-up at the origin is unique. Furthermore, employing the known regularity theory
for the free boundary in the classical problem, we derive that the free boundary Γ for the double
obstacle problem is a union of four C1,γ-graphs meeting at the origin, see Theorem 4.10. Neither
Γ1 nor Γ2 is flat at the origin, and they meet at right angles, see Figure 4.1.
In this case there are infinitely many rotationally invariant halfspace solutions u corresponding
to p1 (or p2), and the set {u = p2} (or {u = p1}) is a halfline. Via a flatness improvement
argument, we show that if the solution to the double is close to a halfspace solution corresponding
to p1, then Γ1 is a C
1,γ-curve in a neighbourhood of the origin. The proof of the last statement
is the same in all three cases.
Case 2: If P changes the sign, i. e. D2P has two eigenvalues with opposite sign, then
there are only four double-cone solutions, and it follows that the blow-up at the origin is unique
(Theorem 5.1). Furthermore, we show that if the solution to the double obstacle problem has a
3
double-cone blow-up limit, then locally the free boundary consists of four C1,γ-curves, meeting
at the origin.
In Case 2 there are infinitely many halfspace solutions corresponding to pi, which are not
rotationally invariant on the plane, i.e. the rotation of Γi can be performed only inside a fixed
cone. Hence not every direction on the plane gives a halfspace solution.
Case 3: The polynomial P has a sign. There are no double-cone solutions in this case.
We show that if P ≥ 0, then there are infinitely many rotationally invariant halfspace solutions
corresponding to p1. Furthermore, if D2P is a positive definite matrix (both eigenvalues are
positive) then there are no halfspace solutions corresponding to the upper obstacle p2. Similarly,
if P (x) ≤ 0 there are infinitely many halfspace solutions corresponding to p2, and if D2P < 0,
there are no halfspace solutions corresponding to the lower obstacle p1. Hence the solution
chooses the obstacle having lower curvature.
Let us also mention an important property of the double obstacle problem, following from our
discussion of Cases 1, 2 and 3. Let ε be an arbitrary number, |ε| << 1. Then for polynomials
p1(x) = −x21 − x
2
2, p
2(x) = x21 + x
2
1 there exist infinitely many double-cone solutions. While
when we look at the double obstacle problem with p1 = −x21− x
2
2 and p˜
2 = (1− ε)x21+(1+ ε)x
2
2
there are only four double-cone solutions, and for p1 = −x21 − x
2
2 and p¯
2 = (1 + ε)x21 + (1 + ε)x
2
2
there are none. This property of the double obstacle problem is quite surprising and unexpected.
It reveals the instability of the solutions in the sense that changing the obstacles slightly, may
change the solution and the free boundary significantly.
It is an interesting question to investigate double-cone solutions also in higher dimensions.
In the end of the paper we give an example of a three-dimensional double-cone solution. The
complete analysis of blow-up solutions for the double obstacle problem in R3 we leave for a future
publication.
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2 Weiss’ energy functional for the double obstacle problem
In this section we study the behaviour of the solutions locally at free boundary points via Weiss’
monotonicity formula.
Let u be a solution to the double problem in Ω, with obstacles
ψ1 ≤ ψ2, ψ1, ψ2 ∈ C2(Ω), Λ = {ψ1 = ψ2} 6= ∅. (2.1)
Fix any x0 ∈ Γ ∩ ∂Λ and assume that B1(x0) ⊂ Ω. Denote by
ur,x0 :=
u(rx + x0)− u(x0)− r∇u(x0) · x
r2
, for all 0 < r < 1, and x0 ∈ Γ.
Without loss of generality, assume that x0 = 0 and B1 ⊂ Ω. Furthermore, by subtracting a first
order polynomial from u, we may assume that u(0) = |∇u(0)| = 0. Recalling that u ∈ C1,1loc , we
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obtain ψ1(0) = ψ2(0) = u(0) = 0 and |∇ψ1(0)| = |∇ψ2(0)| = |∇u(0)| = 0. Denote by
ur(x) := ur,0 =
u(rx)
r2
. (2.2)
It follows from equation (1.2) and assumption (2.1), that λ1 = ∆ψ
1(0) ≤ 0 and λ2 =
∆ψ2(0) ≥ 0. In particular, if 0 ∈ ∂Λ◦, then λ1 = λ2 = 0.
Lemma 2.1. Consider the following normalised double obstacle problem
∆u = λ1χ{u=ψ1} + λ2χ{u=ψ2}, in B1 (2.3)
where ψi ∈ C2(B1), and assume that
λ1 := ∆ψ
1 ≤ 0 and λ2 := ∆ψ
2 ≥ 0 are constants. (2.4)
Define Weiss’ energy functional for the function u and 0 < r ≤ 1 at the origin as follows
W (u, r, 0) :=
1
rn+2
ˆ
Br
|∇u|2dx−
2
rn+3
ˆ
∂Br
u2dHn−1
+
1
rn+2
ˆ
Br
2λ1uχ{u=ψ1} + 2λ2uχ{u=ψ2}dx.
(2.5)
Then
d
dr
W (u, r, 0) = 2r
ˆ
∂B1
(
dur
dr
)2
dHn−1 ≥ 0. (2.6)
Proof. After a change of variable in (2.5) we obtain the following scaling property for Weiss’
energy functional
W (u, r, 0) =W (ur, 1, 0) =
ˆ
B1
|∇ur|
2dx− 2
ˆ
∂B1
u2rdH
n−1
+
ˆ
B1
2λ1urχ{ur=ψ1r} + 2λ2urχ{ur=ψ2r}dx.
(2.7)
Hence
d
dr
W (u, r, 0) =
d
dr
W (ur, 1, 0) =
ˆ
B1
d
dr
|∇ur|
2dx − 2
ˆ
∂B1
du2r
dr
dHn−1
+2
ˆ
B1
(
λ1χ{ur=ψ1r} + λ2χ{ur=ψ2r}
) dur
dr
dx = 2
ˆ
B1
∇
dur
dr
∇urdx
−4
ˆ
∂B1
dur
dr
urdH
n−1 + 2
ˆ
B1
(
λ1χ{ur=ψ1r} + λ2χ{ur=ψ2r}
) dur
dr
dx.
By Green’s formula
ˆ
B1
∇ur∇
dur
dr
dx = −
ˆ
B1
dur
dr
∆urdx+
ˆ
∂B1
dur
dr
∂ur
∂ν
dHn−1.
Therefore
d
dr
W (u, r, 0) = 2
ˆ
∂B1
dur
dr
(
∂ur
∂ν
− 2ur
)
dHn−1
+2
ˆ
B1
dur
dr
(
−∆ur + λ1χ{ur=ψ1r} + λ2χ{ur=ψ2r}
)
dx.
(2.8)
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Since u solves (2.3), equation 2.8 can be abbreviated to
d
dr
W (u, r, 0) = 2
ˆ
∂B1
dur
dr
(
∂ur
∂ν
− 2ur
)
dHn−1. (2.9)
Let us observe thatˆ
∂B1
dur
dr
(
∂ur
∂ν
− 2ur
)
dHn−1 =
ˆ
∂B1
dur
dr
(x · ∇ur − 2ur) dH
n−1
=
ˆ
∂B1
r
(
dur
dr
)2
dHn−1.
(2.10)
Equations (2.10) and (2.9) together imply the desired identity, (2.6).
3 Characterisation of blow-ups in R2
Given second degree polynomials p1 ≤ p2, satisfying (2.4), let u be the solution to the normalised
double obstacle problem (2.3) with p1, p2. Let 0 ∈ Γ1 ∩ Γ2 be a free boundary point. By
subtracting a first order polynomial from p1, p2 and u, and recalling that u ∈ C1,1, we may
assume
u(0) = p1(0) = p2(0) = 0 and |∇u(0)| = |∇p1(0)| = |∇p2(0)| = 0. (3.1)
Hence p1 and p2 are homogeneous second degree polynomials.
It follows from Lemma 2.1 that W (u, r, 0) is a nondecreasing absolutely continuous function
in the interval (0, 1). Hence there exists
lim
r→0
W (u, r, 0) :=W (u, 0+, 0). (3.2)
Since u ∈ C1,1loc , we may conclude that ‖ur‖C1,1 is uniformly bounded for small r > 0.
Therefore through a subsequence ur converges in C
1,α(B1). Let u0 be a blow-up of u at the
origin;
u(rjx)
r2j
→ u0 in C
1,α(B1), (3.3)
for a sequence rj → 0+, as j →∞. Then (3.3) implies that for any fixed 0 < r < 1
W (u0, r, 0) = lim
j→∞
W (urj , r, 0)
(2.7)
= lim
j→∞
W (u, rrj , 0)
(3.2)
= W (u, 0+, 0).
Thus W (u0, r, 0) has a constant value for all 0 < r < 1, and
d
drW (u0, r, 0) = 0. Note that u0 is
a global solution, i.e. solution in Rn to the double obstacle problem with the same obstacles, p1
and p2. Applying Lemma 2.1 for the solution u0, we may conclude from (2.6), that
d
dr
(
u0(rx)
r2
)
= 0, for any r > 0.
Hence u0 is a homogeneous of degree two function, which means that
u0(x) =
u0(rx)
r2
, for any x ∈ Rn and r > 0.
It follows that ∆u0(rx) = ∆u0(x), for any x ∈ Rn and r > 0. In other words ∆u0 is identically
constant on the lines passing through the origin, and therefore the free boundary of u0 is lying
on straight lines passing through the origin.
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3.1 Examples
In this section we study motivational examples of homogeneous of degree two global solutions in
R
2, assuming that Λ = {0}.
It is well known that the (single) obstacle problem has two types of blow-ups; polynomial
and halfspace solutions. The first obvious question is the following; if or when the halfspace
solutions to the obstacle problem are also solutions to the double obstacle problem, and second,
if the double obstacle problem has any other type of blow-ups which the obstacle problem does
not.
By using comparison principles, it is easy to see that if u is a polynomial solution to the
double obstacle problem (2.3), then u ≡ p1, u ≡ p2 or otherwise u is a homogeneous of degree
two harmonic polynomial in R2, such that p1 ≤ u ≤ p2.
Let us also recall the definition of a halfspace solution in Rn (or halfplane in dim n = 2).
Definition 3.1. Let p1 ≤ p2 be given homogeneous degree two polynomials in Rn, satisfying
λ1 = ∆p
1 < 0 and λ2 = ∆p
2 > 0. We say that u is a halfspace solution to the double obstacle
problem corresponding to the lower obstacle p1, if u ≤ p2 in Rn, and u−p1 = −λ12 (x · e)
2
+, where
e is a unit vector in Rn. Similarly, u is a halfspace solution corresponding to the upper obstacle
p2, if u ≥ p1 in Rn, and p2 − u = λ22 (x · e)
2
+.
It follows from Definition 3.1 that if u is a halfspace solution corresponding to p1, then
∆u = λ1χ{(x·e)<0}, and u < p2 a.e.. Similarly, if u is a halfspace solution corresponding to p2,
then ∆u = λ2χ{(x·e)<0}, and u > p1 a.e..
In the following examples instead of our usual notation x = (x1, x2) ∈ R2, the pair (x, y)
represents a point in R2. It is done to make the pictures clearer, and we hope it will not be
confusing later on.
Example 3.2. Let us study some explicit homogeneous degree two solutions to the double obstacle
problem in R2, with fixed obstacles p1(x, y) = −x2 − y2, p2(x, y) = x2 + y2.
Observe that u0 = −x2 + sgn(y)y2 and u0 = sgn(x)x2 + y2 are halfspace solutions corre-
sponding to p1 = −x2 − y2 and to p2 = x2 + y2 respectively;
x
y
Γ2
Γ1
u0 = −x
2 + y2u0 = −x
2 + y2
u0 = −x
2 − y2
x
y
Γ2
Γ1
u0 = x
2 + y2
u0 = −x
2 + y2
u0 = −x
2 + y2
Figure 3.1: Examples of halfspace solutions.
Now let us look at the following two explicit solutions, which obviously are not halfspace solutions.
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xy
Γ2
Γ1
u0 = x
2 + y2
u0 = −x
2 − y2 u0 = x
2 − y2
u0 = −x
2 + y2
x
y
y = x
Γ2
y = −x
y = −x
y = x
Γ1
u0 = x
2 + y2u0 = −x
2 − y2
u0 = 2xy
u0 = −2xy
Figure 3.2: New, interesting type of solutions.
We see that Γ = Γ1∪Γ2 consists of two lines meeting at right angles, and Γ1∩Γ2 = {0} = Λ.
Actually there are many more solutions, for example consider the following global solutions
x
y
θ = pi
2
y = 2xy = −2x
Γ1
y = − x
2
y = x
2
Γ2
u0 = −x
2 − y2
u0 = x
2 + y2
u0 =
−3x2+8xy+3y2
5
u0 =
−3x2−8xy+3y2
5
x
y
θ = pi
2
y = 2xy = −2x
Γ2
y = − x
2
Γ1
y = x
2
u0 = x
2 + y2
u0 = −x
2 − y2
u0 =
−3x2+8xy+3y2
5
u0 =
−3x2−8xy+3y2
5
Figure 3.3: In this example we see that the cone {u0 = p1} ( {u0 = p2}) does not have a fixed opening angle.
Actually the opening angle can take any value in the closed interval [0, pi].
We see that in all the examples discussed above there is one common property: in the halfplane
x ≥ 0 the lines Γ1 and Γ2 intersect at a right angle, later on we will provide a rigorous argument
for this.
Let us study two more examples, where the free boundary shows a different behaviour.
Example 3.3. Let p1(x, y) = −x2 − y2 and p2(x, y) = 2x2 + 2y2. Assume that u0 is a homo-
geneous of degree two solution to the double obstacle problem with obstacles p1 and p2 in R2,
then Γ2 = {0}. In this case if a blow-up is not a polynomial, then it is a halfspace solution
corresponding to p1.
It is easy to verify that there is no second order harmonic polynomial in R2, satisfying
p1 ≤ q ≤ p2 and such that the polynomials p2− q and q− p1 both have roots of multiplicity two.
8
Furthermore, in this case there are no halfspace solutions corresponding to p2.
x
y
y = x
Γ1
u0 = −x
2 − y2
u0 = −2xy
x
y
y = −x
Γ1
u0 = −x
2 − y2
u0 = 2xy
Figure 3.4: Examples of halfspace solutions.
Example 3.4. The following functions are homogeneous global solutions to the double obstacle
problem with p1(x, y) = −x2 − y2 and p2(x, y) = 2x2.
x
y Γ1y = −
√
3x
Γ2
y =
√
3x
u0 = −x
2 − y2
u0 =
x2−2
√
3xy−y2
2
u0 =
x2+2
√
3xy−y2
2
u0 = 2x
2
x
y Γ1
y = −
√
3xΓ2
y =
√
3x
u0 = −x
2 − y2
u0 =
x2−2
√
3xy−y2
2
u0 =
x2+2
√
3xy−y2
2
u0 = 2x
2
Figure 3.5: The noncoincidence set is a cone with an opening angle 2pi/3 or pi/3.
3.2 Double-cone solutions
Let p1 ≤ p2 be given polynomials,
pi(x) ≡ aix
2
1 + 2bix1x2 + cix
2
2, for i = 1, 2, (3.4)
Consider the following normalised double obstacle problem in R2 with obstacles p1, p2;
p1 ≤ u ≤ p2, ∆u = λ1χ{u=p1} + λ2χ{u=p2}, (3.5)
where
λ1 := ∆p
1 = 2(a1 + c1) < 0 and λ2 := ∆p
2 = 2(a2 + c2) > 0. (3.6)
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We saw in Example 3.2 and Example 3.4 that for the double obstacle problem there exist
global solutions for which the coincidence sets {u = p1} and {u = p2} are halfcones with a
common vertex at the origin.
Definition 3.5. Let u be a global solution to the normalised double obstacle problem with ob-
stacles p1 ≤ p2. We say that u is a double-cone solution, if both {u = p1} and {u = p2} are
halfcones with a common vertex.
Remark 3.6. Definition 3.5 is applicable also in higher dimensions. In the last section we will
show the existence of three-dimensional double-cone solutions.
In this section our aim is to describe the possible blow-ups for a solution to the double
obstacle problem in R2. In particular, we are interested to study the case when the double-cone
solutions do exist. It is easy to verify that if λ1 = 0 or λ2 = 0, there are no double-cone solutions,
explaining our assumption (3.6).
A simple calculation shows that if p1 = p2 on a line, then there are no double-cone solutions.
Hence we assume that p1 and p2 meet only at the origin, in other words the matrix D2(p2 − p1)
is positive definite.
Without loss of generality we may assume that b1 = b2 = b in (3.4). Otherwise, if b2− b1 6= 0,
we can rotate the coordinate system with an angle θ, cos 2θsin 2θ =
a2−a1−c2+c1
2(b1−b2) , and obtain b1 = b2 in
the new system. Furthermore, we may subtract a harmonic polynomial h(x) = 2bx1x2 from p
1,
p2 and u, then consider instead the polynomials p1−h and p2−h, thus obtaining b = 0. Instead
of u, we are studying the solution u− h, but still call it u.
We saw that it is enough to study the blow-up solutions of the double obstacle problem with
obstacles having the form
p1(x) = a1x
2
1 + c1x
2
2 and p
2(x) = a2x
2
1 + c2x
2
2. (3.7)
According to our assumption, the matrix A := D2(p2 − p1) is positive definite, hence
a2 > a1, c2 > c1. (3.8)
and by (3.6),
a1 + c1 < 0, and a2 + c2 > 0. (3.9)
If u is a double-cone solution in R2, then the noncoincidence set Ω12 = {p1 < u < p2} consists
of two halfcones S1 and S2, having a common vertex. So the expression ”double-cone” may refer
to the cones Si as well. The following lemma is the main step to the investigation of double-cone
solutions in R2.
Lemma 3.7. Let p1(x) = a1x
2
1 + c1x
2
2 and p
2(x) = a2x
2
1 + c2x
2
2 be given polynomials, satisfying
(3.8) and (3.9). Assume that there exists a pair (q,S), where S is an open sector in R2, with
the edges lying on the lines x2 = mx1 and x2 = kx1, and q is a harmonic homogeneous of degree
two function in S. Moreover, assume that
p1 ≤ q ≤ p2 in S, (3.10)
and the following boundary conditions hold;
q − p1 = 0,∇(q − p1) = 0 on x2 = mx1, (3.11)
and
q − p2 = 0,∇(q − p2) = 0 on x2 = kx1. (3.12)
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Then q = αx21 + 2βx1x2 − αx
2
2, where α and β are real numbers solving
β2 = −(α− a1)(α+ c1) = −(α− a2)(α+ c2) ≥ 0, (3.13)
max(a1,−c2) ≤ α ≤ min(a2,−c1), (3.14)
and
α(c1 − a1 − c2 + a2) = a1c1 − a2c2. (3.15)
The numbers m and k are given by
m =
β
α+ c1
and k =
β
c2 + α
. (3.16)
Furthermore, the coefficients of p1 and p2 satisfy the following inequality
(a1 + c2)(c1 + a2) ≤ 0. (3.17)
Proof. Let us note that harmonic homogeneous of degree two functions in a sector are second
degree polynomials of the form q(x) = αx21 + 2βx1x2 − αx
2
2, where α and β are real numbers.
By assumption (3.10),
q − p1 = (α− a1)x
2
1 + 2βx1x2 − (α+ c1)x
2
2 ≥ 0, and
p2 − q = (a2 − α)x
2
1 − 2βx1x2 + (c2 + α)x
2
2 ≥ 0 in S.
Denote by t = x2x1 , and observe that (3.11) implies that the following quadratic polynomial
q − p1
x21
= −(α+ c1)t
2 + 2βt+ α− a1
has a multiple root at the point t = m. By an elementary calculation we obtain
β2 = −(α− a1)(α + c1), and
q − p1
x21
= −(α+ c1)(t−m)
2.
Hence the inequality q − p1 ≥ 0 in S implies q − p1 ≥ 0 in R2. Therefore we may conclude that
− α− c1 ≥ 0, α− a1 ≥ 0, β
2 = −(α− a1)(α + c1), and m =
β
α+ c1
. (3.18)
Similarly, (3.12) implies that the following quadratic polynomial
p2 − q
x21
= (c2 + α)t
2 +−2βt+ a2 − α
has a multiple root at the point t = k. Hence β2 = (a2−α)(c2+α), and the inequality p2−q ≥ 0
in S implies p2 − q ≥ 0 in R2. Therefore, by a similar argument as the one leading to (3.18), we
get
c2 + α ≥ 0, a2 − α ≥ 0, β
2 = (a2 − α)(c2 + α), and k =
β
c2 + α
. (3.19)
Let us also observe that if α = −c1, then p1(x) = q(x) implies x1 = 0, similarly, if α = −c2, then
p2(x) = q(x) implies x1 = 0. Hence (3.16) makes sense even if α = −c1 or α = −c2.
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Assuming that there exists (q,S) satisfying (3.10),(3.11),(3.12), we derived (3.18) and (3.19),
which in particular imply (3.13), (3.14) and (3.16). It follows from (3.13), that
α2 − a1α+ c1α− a1c1 = α
2 − a2α+ c2α− a2c2,
hence α solves equation (3.15). As we see equation (3.15) is contained in (3.13), we stated (3.15)
only for the future references.
It remains to prove the inequality (3.17), which is a necessary condition for the existence of
α, β, thus for (q,S). We discuss two cases. i) If
c1 − a1 − c2 + a2 = 0, (3.20)
it follows from equation (3.15) that
a2c2 = a1c1. (3.21)
If a1 = 0, then a2 < 0 by (3.8), therefore c2 = 0, and (3.17) holds. Otherwise, if a1 6= 0, let
a2 = la1, then l 6= 1 by (3.8). Hence c1 = lc2 according to (3.21). Now (3.20) implies that
(l − 1)(a1 + c2) = 0, since l 6= 1, we obtain a2 + c1 = 0, and (3.17) holds.
ii) If c1 − a1 − c2 + a2 6= 0, then equation (3.15) implies that
α =
a2c2 − a1c1
c2 + a1 − a2 − c1
. (3.22)
By a direct computation we see that
α− a1 =
(a2 − a1)(a1 + c2)
c2 + a1 − a2 − c1
, and α+ c1 =
(c2 − c1)(a2 + c1)
c2 + a1 − a2 − c1
,
by (3.13)
β2 = −
(a2 − a1)(c2 − c1)(a1 + c2)(a2 + c1)
(c2 + a1 − a2 − c1)2
≥ 0.
Taking into account (3.8), we obtain the desired inequality, (3.17).
Let us observe that if u0 is a double-cone solution (Definition 3.5), then there exist (q1,S1)
and (q2,S2) as in Lemma 3.7, such that S1 ∩ S2 = ∅, and
u0 = q1 in S1 and u0 = q2 in S2. (3.23)
According to Lemma 3.7, the inequality (3.17) is a necessary condition for the existence of
double-cone solutions, in the next theorem we will discuss if (3.17) is also a sufficient condition.
Theorem 3.8. (The existence of double-cone solutions)
Let u0 be a homogeneous of degree two global solution to the double obstacle problem with obstacles
p1(x) = a1x
2
1 + c1x
2
2 and p
2(x) = a2x
2
1 + c2x
2
2,
satisfying (3.9) and (3.8). If u0 is neither a polynomial nor a halfspace solution, then it is a
double-cone solution.
Case 1) If a2 + c1 = c2 + a1 = 0, then there are infinitely many double-cone solutions. Each of the
cones S1 and S2 in (3.23) has an opening angle ϑ = π/2.
12
Case 2) If (a1 + c2)(c1 + a2) < 0, then there exist four double-cone solutions. Furthermore, the
opening angle of Si, denoted by ϑi, satisfies
ϑ1 = ϑ2 = ϑ, and cos
2 ϑ =
(a1 + c2)(a2 + c1)
(a1 + c1)(a2 + c2)
∈ (0, 1). (3.24)
Case 3) If (a1 + c2)(c1 + a2) ≥ 0, and a1 + c2 6= 0 or a2 + c1 6= 0, then there are no double-cone
solutions.
Proof. If u0 is neither a polynomial nor a halfspace solution, then there exists a pair (q,S), such
that
u0 = q in S, u0 = p
1 on {x2 = mx1}, u0 = p
2 on {x2 = kx1} (3.25)
where S is a sector in R2, with edges lying on the lines {x2 = mx1} and {x2 = kx1}, and q is a
harmonic homogeneous degree two function in S, satisfying (3.10). Moreover, since u0 ∈ C1,1,
we obtain ∇q = ∇p1 on {x2 = mx1} and ∇q = ∇p2 on {x2 = kx1}. Hence q takes boundary
conditions (3.11) and (3.12) on ∂S ⊂ {x2 = mx1}∪{x2 = kx1}, and therefore (q,S) satisfies the
assumptions in Lemma 3.7.
According to Lemma 3.7, q = αx21 + 2βx1x2 − αx
2
2, where α and β are real numbers solving
(3.13) and (3.14). The numbers m and k, describing the sector S, are given by (3.16).
We are looking for all possible pairs (q,S) in terms of the parameter α. Given α, satisfying
(3.14) and (3.15), we can find ±β from equation (3.13). By equation (3.16) we can identify the
corresponding sectors S.
Let us split the discussion into several cases in order to study the existence of solutions to
the equation (3.15) in variable α, satisfying inequality (3.14).
Case 1) If a2+c1 = c2+a1 = 0, as in Example 3.2. Then obviously equation (3.15) becomes
an identity. Hence in this case α can be any number satisfying (3.14), that is a1 ≤ α ≤ a2. If
α = a1, then β = 0 in view of (3.13), and according to (3.16), Γ1 = {x2 = 0}. In this case
Γ2 = {x1 = 0, x2 ≥ 0} or Γ2 = {x1 = 0, x2 ≤ 0} . Analogously if α = a2 then Γ2 = {x2 = 0} and
Γ1 = {x1 = 0, x2 ≥ 0} or Γ2 = {x1 = 0, x2 ≤ 0}. Hence we obtain halfspace solutions, see Figure
3.1 with α = −1 = a1 and α = 1 = a2. These can still be viewed as double-cone solutions, if we
allow the cone S2 to be a halfline.
Now let us fix any a1 < α < a2. It follows from (3.18) and (3.19) that
β± = ±
√
(α− a1)(a2 − α),
and
m± = ∓
√
α− a1
a2 − α
, k± = ±
√
a2 − α
α− a1
. (3.26)
Let us note that m±k± = −1, and therefore the lines x2 = m±x1 and x2 = k±x1 are perpendic-
ular. Thus for a fixed a1 < α < a2 we obtain two polynomials
q+ := αx
2
1 + 2β+x1x2 − αx
2
2 and q− := αx
2
1 + 2β−x1x2 − αx
2
2. (3.27)
Where q+ = p
1 if x2 = m+x1, q+ = p
2 if x2 = k+x1, and q− = p1 if x2 = m−x1, q− = p2
if x2 = k−x1. Hence for a fixed α there are two pairs (q+,S1) and (q−,S2) forming a single
double-cone solution u0. There are four different choices of disjoint sectors S1 and S2, satisfying
(3.26). Therefore we obtain four different double-cone solutions for a fixed a1 < α < a2. Figure
3.3 illustrates two of them for α = − 35 .
In fact we obtain more double-cone solutions by ”merging” two double-cone solutions corre-
sponding to two different values of α. Consider the following example u0 = x
2
1sgn(x1)+x
2
2sgn(x2)
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(see the left picture in Figure 3.2). Then q1 = −x21 + x
2
2 with α1 = −1 and q
2 = x21 − x
2
2 with
α2 = 1.
Fix any a1 ≤ α1 6= α2 ≤ a2, then there are four double-cone solutions corresponding to each
of αi. From these double-cone solutions we obtain eight more double-cone solutions, such that
S1 ∩ S2 = ∅, where qi, i = 1, 2 can be either q+ or q− corresponding to αi. The solution u0 can
be described graphycally as follows:
x1
x2
Γ1
x2 = m1x1
x2 = k1x1
x2 = m2x1
Γ2
x2 = k2x1
u0 = q
1
u0 = p
1
u0 = p
2
u0 = q
2
S1
S2
This is a general example of a double-cone solution (3.23), where the polynomial q1, and the
numbers m1, k1 correspond to α1, similarly q
2 and m2, k2 correspond to α2. We conclude that, if
u0 is a double-cone solution then the cone {u0 = p1} may have any opening angle θ, 0 < θ < π,
and the cone {u0 = p2} has an angle π − θ. If θ = 0 or θ = π, then u0 is a halfspace solution
corresponding to p2 or p1 respectively.
Finally, note that there are no homogeneous of degree two solutions u0 corresponding to three
or more different values of α, since u0 can have only an even number of (q,S), and S always has
an opening angle π/2.
Case 2) If (a1+ c2)(a2 + c1) < 0, then c1 − a1− c2 + a2 6= 0, and the equation (3.15) has a
unique solution,
α =
a2c2 − a1c1
c2 + a1 − a2 − c1
. (3.28)
From the inequality (a1 + c2)(a2 + c1) < 0 it easily follows that
max(a1,−c2) < α < min(a2,−c1). (3.29)
Referring to (3.13), we can calculate
β± = ±
√
(α+ c1)(a1 − α) = ±
√
−(a2 − a1)(c2 − c1)(a2 + c1)(a1 + c2)
c2 + a1 − a2 − c1
.
According to (3.16),
m± =
β1,2
α+ c1
= ∓
√
−
(c2 + a1)(a2 − a1)
(a2 + c1)(c2 − c1)
, k± =
β1,2
α+ c2
= ±
√
−
(c1 + a2)(a2 − a1)
(a1 + c2)(c2 − c1)
. (3.30)
Hence we obtain two harmonic polynomials q+ and q− and four combinations of disjoint S1 and
S2. Since in this case α is a fixed number, given by (3.28), there are only four double-cone
solutions.
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Denote by ϑi the opening angle of the cone Si, then it follows from (3.30) that
cosϑi = ±
1 + k+m+√
1 + (k+)2
√
1 + (m+)2
= ±
1 + k−m−√
1 + (k−)2
√
1 + (m−)2
=
= ±
c2−c1−a2+a1
c2−c1√
(a1+c1)(c2−a2+a1−c1)
(a2+c1)(c2−c1)
√
(a2+c2)(c2−a2+a1−c1)
(a1+c2)(c2−c1)
= ±
√
(a1 + c2)(a2 + c1)
(a1 + c1)(a2 + c2)
, for i = 1, 2,
hence ϑ1 = ϑ2 = ϑ, and
0 < cos2 ϑ < 1.
In Example 3.4, a1 = c1 = −1, a2 = 2, c2 = 0, by a direct calculation we see that α =
1
2 ,
β = ±
√
3
2 , and ϑ1 = ϑ2 =
π
3 or ϑ1 = ϑ2 =
2π
3 .
Case 3) If (a1 + c2)(c1 + a2) > 0, then the statement follows from the inequality (3.17) in
Lemma 3.7. Otherwise if (a1 + c2)(c1 + a2) = 0, and a1 + c2 6= a2 + c1, there are only halfspace
solutions. Indeed, assume that a1 + c2 = 0, and a2 + c1 6= 0, then α = a1 = −c2 by (3.28), and
β = 0. Hence we obtain that u0 is a halfspace solution corresponding to p
1.
We say that a given polynomial p has a sign, if p 6≡ 0, and p ≥ 0 (or p ≤ 0). Let us rephrase
Theorem 3.8 in a more compact form.
Corollary 3.9. Let pi = aix
2
1 + cix
2
2 be given polynomials, satisfying (3.9) and (3.8). There
exist double-cone solutions for the double obstacle problem with p1, p2, if and only if the following
polynomial
P (x) = P (x1, x2) ≡ p
1(x1, x2) + p
2(x2, x1) = (a1 + c2)x
2
1 + (c1 + a2)x
2
2 (3.31)
has no sign. If P ≡ 0, there are infinitely many double-cone solutions. If P changes the sign,
then there are four double-cone solutions, and if P has a sign, there are none.
In other words, there exist double-cone solutions if and only if the matrix D2P is neither
positive nor negative definite.
3.3 Halfspace solutions
Now we proceed to the discussion on the existence of halfspace solutions in R2, see Definition 3.1.
Let u ∈ C1,1 be such that w = u − p1 is a halfplane solution to the obstacle problem ∆w =
−λ1χ{w>0}, we need to check if u ≤ p2 in R2.
Lemma 3.10. Let pi = aix
2
1+cix
2
2 be given polynomials, satisfying (3.9) and (3.8). Let u
1 ∈ C1,1
be a halfplane solution to the obstacle problem with obstacle p1,
u1(x) =
{
q(x) = αx21 + 2βx1x2 − αx
2
2 > p
1(x), if x2 > kx1
p1(x), if x2 ≤ kx1,
(3.32)
where α, β and k are real numbers. The function u1 is a halfspace solution corresponding to p1
(for the double obstacle problem with p1, p2), if and only if
min(−c1, a2) ≥ α ≥ max(a1,−c2), δ1(α) := a1c1 − a2c2 + α(a1 − c1 − a2 + c2) ≤ 0, (3.33)
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and
β2 = −(α− a1)(α+ c1), k =
β
α+ c1
. (3.34)
Similarly, let −u2 ∈ C1,1 be a halfplane solution to the obstacle problem with obstacle −p2,
u2(x) =
{
q(x) = αx21 + 2βx1x2 − αx
2
2 < p
2(x), if x2 > mx1
p2(x), if x2 ≤ mx1,
(3.35)
Then u2 is a halfplane solution corresponding to p2, if and only if
min(−c1, a2) ≥ α ≥ max(a1,−c2), δ2(α) := −a1c1 + a2c2 − α(a1 − c1 − a2 + c2) ≤ 0, (3.36)
and
β2 = −(α− a2)(α + c2), m =
β
α+ c2
. (3.37)
Proof. In order to show that u1 is a halfspace solution (for the double obstacle problem) corre-
sponding to p1, we need to verify that u1 ≤ p2 in R2.
Let t = x2x1 , and consider the following polynomial
f1(t) :=
q(x)− p1(x)
x21
= (−α− c1)t
2 + 2βt+ (α− a1) ≥ 0.
Since u1 ∈ C1,1, the polynomial f1 has a double root at t = k, and therefore (3.34) holds, with
−c1 ≥ α ≥ a1. Now let us prove (3.33). Consider the polynomial
f2(t) :=
p2(x) − q(x)
x21
= (c2 + α)t
2 − 2βt+ (a2 − α).
Since q ≤ p2 on a halfplane, the polynomial f2 has to be nonnegative. The latter is equivalent
to the following inequalities
a2 ≥ α ≥ −c2 and δ1 := β
2 − (a2 − α)(c2 + α) ≤ 0.
Taking into account (3.34), we obtain the desired inequality (3.33).
The corresponding statement for u2 can be proved similarly.
Theorem 3.11. (The existence of halfspace solutions)
Let the assumptions of Theorem 3.8 hold.
Case 1) If a2 + c1 = c2 + a1 = 0, then there are infinitely many rotational invariant halfplane
solutions corresponding to p1 ( p2).
Case 2) If (a1 + c2)(c1 + a2) < 0, then there exist infinitely many halfplane solutions corresponding
to p1 ( p2), and Γi always remains inside a fixed cone, thus halfplane solutions are not
rotationally invariant on the entire plane.
Case 3) (a1+ c2)(c1+a2) ≥ 0, and a1+ c2 6= 0 or a2+ c1 6= 0. If a1+ c2 ≥ 0, a2+ c1 > 0 then there
are infinitely many rotationally invariant halfspace solutions corresponding to p1, and at
most two halfspace solutions corresponding to p2. If a1 + c2 ≤ 0, a2+ c1 < 0 then there are
infinitely many rotational invariant halfspace solutions corresponding to p2, and at most
two halfspace solutions corresponding to p1.
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Proof. Case 1) In this case δ1(α) = δ2(α) = 0 for any α. By Lemma 3.10, −c1 ≥ α ≥ a1 can
be any number, and k (m) take any value in the closed interval [−∞,∞]. Hence Γ1 (Γ2) can
be any line on the plane. Furthermore, if u1 is a halfspace solution corresponding to p1, then
Γ2 = {u1 = p2} is a halfline, perpendicular to Γ1.
Case 2) Without loss of generality we may assume that a1 + c2 > 0 and a2 + c1 < 0.
Employing Lemma 3.10, (3.33) together with (3.8) and (3.9), we obtain the following chain of
inequalities
− c2 < a1 ≤ α ≤
a2c2 − a1c1
a1 − c1 − a2 + c2
< a2 < −c1, (3.38)
and therefore
|k| =
√
α− a1
−α− c1
≤
√
−
(a2 − a1)(a1 + c2)
(c2 − c1)(a2 + c1)
:= K > 0. (3.39)
It follows from Lemma 3.10 that for any α satisfying (3.38) there are four halfspace solutions u1
corresponding to p1, and
Γ1 = ∂{u
1 > p1} = {x : x2 = ±kx1} ⊂ {x : |x2| ≤ K|x1|}
by (3.39), and Γ2 = {0} if a1 < α <
a2c2−a1c1
a1−c1−a2+c2 .
Let us also discuss the halfspace solutions corresponding to p2. According to Lemma 3.10,
(3.36),
−c2 < a1 <
a2c2 − a1c1
a1 − c1 − a2 + c2
≤ α ≤ a2 < −c1,
and
|m| =
√
a2 − α
α+ c2
≤
√
−
(a2 − a1)(a2 + c1)
(c2 − c1)(a1 + c2)
:=M > 0.
Therefore we obtain infinitely many halfspace solutions u2 corresponding to p2, and
Γ2 = ∂{u
2 > p2} ⊂ {x : |x2| ≤M |x1|}.
Case 3) Assume that a1 + c2 ≥ 0 and c1 + a2 ≥ 0, then
δ1 = a1c1 − a2c2 + α(a1 + c2)− α(a2 + c1) ≤
a1c1 − a2c2 − c1(a1 + c2)− a1(a2 + c1) = −(a1 + c2)(a2 + c1) ≤ 0,
for any α, such that −c2 ≤ a1 ≤ α ≤ −c1 ≤ a2. Hence there are infinitely many halfspace
solutions corresponding to p1, and Γ1 can be any line on the plane (depending on α). Next,
assuming that a1 + c2 > 0 and c1 + a2 > 0, we show that there are no halfplane solutions
corresponding to the upper obstacle p2. Indeed, in this case
δ2(α) = −a1c1 + a2c2 − α(a1 + c2) + α(a2 + c1) ≥
−a1c1 + a2c2 + c1(a1 + c2) + a1(a2 + c1) = (a1 + c2)(a2 + c1) > 0,
and the statement follows from Lemma 3.10, (3.36). In this case Γ2 = {0} for any halfspace
solution u1.
Finally, if a1 + c2 > 0 but c1 + a2 = 0, then α = −c1 = a2, and we obtain only two halfspace
solutions corresponding to p2.
If a1 + c2 < 0 and c1 + a2 ≤ 0, then we can consider the double obstacle problem with
obstacles −p2 ≤ −p1, and see that there at most two halfspace solutions corresponding to p1.
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Corollary 3.12. Under the assumptions of Theorems 3.8, 3.11 and Corollary 3.9 we have that;
Case 1) If P ≡ 0, there are infinitely many rotational invariant halfspace solutions corresponding
to p1 (p2).
Case 2) P changes the sign. There are infinitely many halfspace solutions corresponding to p1 (p2).
Case 3) P has a sign, if P (x) ≥ 0, there are infinitely many rotational invariant halfspace solutions
corresponding to p1, and at most two halfspace solutions corresponding to p2. Similarly, if
P (x) ≤ 0, then are infinitely many rotational invariant halfspace solutions corresponding
to p2, and at most two halfspace solutions corresponding to p1.
4 Uniqueness of blow-ups, Case 1
Let u be a solution to the double obstacle problem (3.5), with polynomial obstacles p1 ≤ p2,
satisfying p1(x) = p2(x) iff x = 0. We study the uniqueness of blow-ups of u in Case 1, i.e.
when the polynomials pi are given by
p1(x) = −ax21 − cx
2
2, p
2(x) = cx21 + ax
2
2, where a+ c > 0.
Consider the following harmonic polynomial h(x) := −a+c2 x
2
1 +
a−c
2 x
2
2, then
p1(x)− h(x) =
a+ c
2
(−x21 − x
2
2), p
2(x) − h(x) =
a+ c
2
(x21 + x
2
2).
Thus it is enough to study the uniqueness of blow-ups in the case
p1(x) = −x21 − x
2
2, and p
2(x) = x21 + x
2
2. (4.1)
From now on we study the solution 2(u−h)a+c instead of u, but still call it u.
Let rj → 0+, as j →∞, and
u0(x) := lim
j→∞
u(rjx)
r2j
be a blow-up of u at the origin. We know that there exists
lim
r→0
W (u, r, 0) = lim
j→∞
W (urj , 1, 0) ≡W (u0, 1, 0).
Hence if u¯0 is another blow-up solution, then W (u0, 1, 0) =W (u¯0, 1, 0). Denote by
Ci := {x = (x1, x2) ∈ R
2;u0(x) = p
i(x)}, (4.2)
where pi are the polynomials in (4.1).
Let us calculate the values of W (u0, 1, 0) for all the possible blow-up solutions u0. By defini-
tion
W (u0, 1, 0) =
ˆ
B1
|∇u0|
2dx− 2
ˆ
∂B1
u20dS + 2
ˆ
B1
λ1u0χ{u0=p1} + λ2u0χ{u0=p2}dx
= −
ˆ
B1
u0∆u0dx+ 2
ˆ
B1
λ1u0χ{u0=p1} + λ2u0χ{u0=p2}dx
= λ1
ˆ
B1∩C1
p1dx+ λ2
ˆ
B1∩C2
p2dx.
(4.3)
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After substituting λ1 = −4 and λ2 = 4 in (4.3), we obtain
W (u0, 1, 0) = 4
ˆ
B1∩C1
r3drdθ + 4
ˆ
B1∩C2
r3drdθ,
and we may conclude from Theorem 3.8 that
W (u0, 1, 0) =


0, if u0 is a harmonic second order polynomial
2π, if u0 ≡ p1 or u0 ≡ p2
π, if u0 is a halfspace or a double-cone solution.
(4.4)
This gives three types of possible blow-ups at a fixed free boundary point.
Denote by
uj(x) :=
u(rjx)
r2j
, (4.5)
and assume that
uj → u0 in C
1,γ(B1). (4.6)
If u0 is a polynomial or a halfspace solution to the double obstacle problem, then u0 is a blow-up
solution to a single obstacle problem. In this case the known techniques can be used to prove the
uniqueness of blow-ups and to analyse the free boundary. We will provide a rigorous argument
for that in the end of this section.
For now we focus on the case when u0 is a double-cone solution. According to Theorem
3.8, u0 can be described in terms of parameters −1 < α1, α2 < 1. Let αi = cosφi, for some
0 < φ1, φ2 < π. According to Lemma 3.10, βi = ±
√
1− α2i = ± sinφi, mi =
βi
cosφi−1 = ∓ tan
φi
2
and ki =
βi
cosφi+1
= ± cot φi2 . Referring to (3.27), we see that
qi(r, θ) = x21 cosφi − x
2
2 cosφi ± 2x1x2 sinφi = r
2(cosφi cos
2 θ − cosφi sin
2 θ ± sin 2θ sinφ1)
= r2(cosφi cos 2θ ± sin 2θ sinφi) = r
2 cos(2θ ∓ φi).
Hence without loss of generality u0 is the following function
u0 = µ = µφ1,φ2(r, θ) :=


r2, if − φ2 ≤ 2θ ≤ φ1
r2 cos(2θ − φ1), if φ1 ≤ 2θ ≤ π + φ1
r2 cos(2θ + φ2), if − π − φ2 ≤ 2θ ≤ −φ2
−r2, otherwise.
(4.7)
For further analysis we need the following two easy lemmas.
Lemma 4.1. Let u and u0 be two solutions (with different boundary conditions) to the double
obstacle problem in B2 ⊂ Rn, with given obstacles ψ1 ≤ ψ2. Then for any ζ ∈ C20 (B2) the
following inequality holds
ˆ
B2
(∇u−∇u0) · ∇
(
ζ2(u − u0)
)
dx ≤ 0. (4.8)
Furthermore,
‖u− u0‖W 1,2(B1) ≤ Cn‖u− u0‖L2(B2), (4.9)
where Cn is just a dimensional constant.
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Proof. The proof is quite standard. Given a solution u to the double obstacle problem in B1,
then for any ζ ∈ C20 (B1), the function ut(x) := u + tζ
2(u0 − u) is admissible for t > 0 small
enough depending only on ζ. Hence
ˆ
B2
|∇u|2dx ≤
ˆ
B2
|∇ut|
2dx =
ˆ
B2
|∇u|2dx + 2t
ˆ
B2
∇u · ∇
(
ζ2(u0 − u)
)
dx
+t2
ˆ
B2
∣∣∇ (ζ2(u0 − u))∣∣2 dx,
after dividing the last inequality by t > 0, and taking the limit as t goes to zero, we obtain
0 ≤
ˆ
B2
∇u · ∇
(
ζ2(u0 − u)
)
dx =
ˆ
B2
(u0 − u)∇u · ∇ζ
2dx+
ˆ
B2
ζ2∇u · ∇(u0 − u)dx. (4.10)
Similarly, the function u0 + tζ
2(u − u0) is admissible for the double obstacle problem, having
solution u0. Therefore
0 ≤
ˆ
B2
∇u0 · ∇
(
ζ2(u − u0)
)
dx =
ˆ
B2
(u− u0)∇u0 · ∇ζ
2dx+
ˆ
B1
ζ2∇u0 · ∇(u − u0)dx. (4.11)
The inequalities (4.10) and (4.11) together imply the inequality (4.8), and we proceed to the
proof of the second statement in our lemma.
Choose ζ ∈ C20 (B3/2), such that 0 ≤ ζ ≤ 1 and ζ ≡ 1 in B1. Combining the inequalities
(4.10) and (4.11), we obtain
ˆ
B2
ζ2|∇u−∇u0|
2dx ≤ −2
ˆ
B2
ζ(u − u0)(∇u −∇u0) · ∇ζdx
≤ 2
ˆ
B2
|∇ζ|2(u− u0)
2dx+
1
2
ˆ
B2
ζ2|∇u−∇u0|
2dx,
where we used Young’s inequality in the last step. Hence
ˆ
B1
|∇u−∇u0|
2dx ≤
ˆ
B2
ζ2|∇u −∇u0|
2dx ≤ 4
ˆ
B2
|∇ζ|2(u − u0)
2dx ≤ Cn‖u− u0‖
2
L2(B2)
,
where Cn is just a dimensional constant, depending only on ζ. The proof of the lemma is now
complete.
Lemma 4.2. Let {uj} and {µj} be given sequences of solutions to the double obstacle problem
in B2. Assume that δ
j := ||uj − µj ||L2(B2) → 0, as j → ∞. Define v
j := u
j−µj
δj . Then up to a
subsequence
vj ⇀ v0 weakly in W 1,2(B1), and v
j → v0 in L2(B1). (4.12)
Furthermore, if v0∆v0 = 0 in a weak sense, then
||vj − v0||W 1,2(B1/2) → 0. (4.13)
Proof. According to Lemma 4.1, ‖vj‖W 1,2(B1) ≤ Cn, where Cn is a dimensional constant. Hence
(4.12) follows from the weak compactness of the space W 1,2 and from the Sobolev embedding
theorem.
We will obtain the strong convergence in (4.13), if we show that
lim
j→∞
||∇vj ||L2(B1/2) = ||∇v
0||L2(B1/2). (4.14)
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According to Lemma 4.1, (4.8), for any ζ ∈ C20 (B1) and for any j, the following inequality holdsˆ
B2
∇vj · ∇
(
ζ2vj
)
dx ≤ 0. (4.15)
Hence
lim sup
j→∞
ˆ
B1
ζ2|∇vj |2 ≤ − lim
j→∞
ˆ
B1
vj∇vj · ∇(ζ2) = −
ˆ
B1
v0∇v0 · ∇(ζ2)
=
ˆ
B1
ζ2|∇v0|2 −
ˆ
B1
∇v0 · ∇(ζ2v0) =
ˆ
B1
ζ2|∇v0|2,
(4.16)
where we used v0∆v0 = 0 in the last step. On the other hand we have that
lim inf
j→∞
ˆ
B1
ζ2|∇vj |2 ≥
ˆ
B1
ζ2|∇v0|2, (4.17)
by the weak convergence ζ∇vj ⇀ ζ∇v0 in L2(B1). Choosing ζ ∈ C20 (B1) such that ζ = 1 in
B1/2, we obtain ||∇v
j −∇v0||L2(B1/2) → 0.
Remark 4.3. The strong convergence vj → v0 in W 1,2(B1/2) will not be used when proving the
uniqueness of double-cone blow-up limits, but we will need it when discussing the uniqueness of
halfspace blow-ups.
If uj → u0, where u0 is a homogeneous global solution, then v0∆v0 = 0 always holds, although
in the statement of Lemma 4.1 we preferred to assume rather than prove it. We will prove that
v0∆v0 = 0 in our later discussion.
Definition 4.4. Let u be a solution to the double obstacle problem. We say that u0 = µφ1,φ2 is
a minimal double-cone solution with respect to u, if
‖u− µφ1,φ2‖L2(B1) ≤ ‖u− µφ1+τ,φ2+δ‖L2(B1), (4.18)
for any τ, δ, such that |τ | < π − φ1 and |δ| < π − φ2.
It follows from Definition 4.4, that if µφ1,φ2 is a minimal double-cone solution with respect
to u, then
ˆ π/2+φi/2
φi/2
ˆ 1
0
sin(φi − 2θ) (u(r, θ)− µφ1,φ2(r, θ)) r
3drdθ = 0, for i = 1, 2. (4.19)
We derive equation (4.19) by taking the partial derivatives of ‖u− µφ1+τ,φ2+δ‖L2(B1) at the
origin with respect to variables τ and δ.
Proposition 4.5. Let uj be a sequence of solutions to the double obstacle problem with obstacles
p1(x) = −x21 − x
2
2 and p
1(x) = x21 + x
2
2 in Ω ⊂ R
2, B2 ⊂⊂ Ω. Assume that (4.6) holds, where
u0 = µ is given by (4.7). Denote by
vj(x) :=
uj(x)− µj(x)
‖uj − µj‖L2(B2)
, (4.20)
where µj is a minimal double-cone solution with respect to uj. Then (4.12) holds up to a subse-
quence, where v0 ≡ 0 in C1 ∪ C2, and ∆v0 = 0 in each of the components of the noncoincidence
set Ω12 = S1 ∪ S2, where the cones Ci and Si correspond to µ. Furthermore, it follows from the
minimality assumption that
ˆ 1
0
ˆ π/2+φi/2
φi/2
v0(r, θ) sin(2θ − φi)dθr
3dr = 0 for i = 1, 2. (4.21)
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Proof. It follows from the minimality assumption and from the triangle inequality, that µj → µ;
‖µj − µ‖L2(B1) ≤ ‖u
j − µj‖L2(B1) + ‖u
j − µ‖L2(B1) ≤ 2‖u
j − µ‖L2(B1) → 0.
We show that for any K ⊂⊂ C1 ∩B1, the functions v
j vanish in K for large j, since then we
may conclude that v0 ≡ 0 in C1. Let K ⊂⊂ V ⊂⊂ C1, and d := dist(K, ∂V ). It follows from
(4.6) that for any ε > 0 there exists j(ε), such that |uj(x)− p1(x)| ≤ ε, for any x ∈ K, provided
j ≥ j(ε) is large enough, depending only on ε. Take 0 < ε < d
2
4 . Let us denote by w
j := uj − p1,
then 0 ≤ wj ≤ ε solves the following normalized obstacle problem with zero obstacle
∆wj = −λ1χ{wj>0} = 4χ{wj>0} in K.
Fix x0 ∈ K, if wj(x0) > 0, then we can apply the maximum growth lemma (Lemma 5 in [4]) for
the solution to the classical obstacle problem, and obtain
d2
4
> ε ≥ sup
Bd(x0)
wj ≥
d2
2
, (4.22)
which is not possible, therefore wj(x0) = 0. Hence we may conclude that for j >> 1 large, v
j is
vanishing in K, for any K ⊂⊂ C1 ∩B1.
Let U ⊂⊂ S1 ∩ B1 be any open set, then p1 < uj < p2 and p1 < µj < p2 for large j, hence
∆vj = 0, and after passing to the limit as j →∞, we obtain ∆v0 = 0 in S1 ∩B1. Hence v0 is a
harmonic function outside its support, and vj → v0 in W 1,2(B1/2).
We obtain (4.21) by passing to the limit as j →∞ in equation (4.19) applied for the solutions
uj .
Lemma 4.6. Let v0 be the function in Proposition 4.5, then
‖v0(sx)‖L2(B1) ≤ s
4‖v0‖L2(B1), (4.23)
for any 0 < s < 1.
Proof. According to Proposition 4.5, v0 is a harmonic function in the sector
S1 ∩B1 = {φ1 ≤ 2θ ≤ φ1 + π} ∩B1,
and v0 satisfies the following boundary conditions in the trace sense;
v0(r, φ1/2) = v
0(r, φ1/2 + π/2) = 0, for all 0 < r < 1. (4.24)
Therefore
v0(r, θ) =
∞∑
k=1
r2k (Ak cos(2kθ) +Bk sin(2kθ)) in S1 ∩B1, (4.25)
and according to (4.24), we have that
Ak cos kφ1 +Bk sin kφ1 = 0, for k = 1, 2, .... (4.26)
We claim that (4.26) implies
ˆ π/2+φ1/2
φ1/2
(Ak cos(2kθ) +Bk sin(2kθ)) sin(2θ − φ1)dθ = 0, for all k = 2, 3, .... (4.27)
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The proof of (4.27) is straightforward. Fix k ≥ 2, and assume that sin kφ1 6= 0, then
Bk = −Ak
cos kφ1
sinkφ1
,
hence we obtain
ˆ π/2+φ1/2
φ1/2
(Ak cos(2kθ) +Bk sin(2kθ)) sin(2θ − φ1)dθ
=
Ak
sin kφ1
ˆ π/2+φ1/2
φ1/2
(cos(2kθ) sin kφ1 − cos kφ1 sin(2kθ)) sin(2θ − φ1)dθ
=
−Ak
sin kφ1
ˆ π/2+φ1/2
φ1/2
sin(k(2θ − φ1)) sin(2θ − φ1)dθ =
−Ak
2 sinkφ1
ˆ π
0
sin kt sin tdt = 0, if k 6= 1.
If sin kφ1 = 0, then cos kφ1 6= 0, and the proof of (4.27) works similarly.
In the next step we show that A1 = B1 = 0. By using the orthogonality property (4.21) and
(4.27), and employing elementary trigonometric identities, we obtain
0 =
ˆ 1
0
ˆ π/2+φ1/2
φ1/2
v0(r, θ) sin(2θ − φ1)dθr
3dr
=
ˆ 1
0
ˆ π/2+φ1/2
φ1/2
∞∑
k=1
r2k+3 (Ak cos(2kθ) +Bk sin(2kθ)) sin(2θ − φ1)dθdr
=
∞∑
k=1
1
2(k + 2)
ˆ π/2+φ1/2
φ1/2
(Ak cos(2kθ) +Bk sin(2kθ)) sin(2θ − φ1)dθ
=
1
4
ˆ π/2+φ1/2
φ1/2
(A1 cos(2θ) +B1 sin(2θ)) sin(2θ − φ1)dθ
=
1
4
ˆ π/2+φ1/2
φ1/2
−A1 sinφ1 cos
2 2θ +B1 cosφ1 sin
2 2θdθ =
π
16
(−A1 sinφ1 +B1 cosφ1).
Hence
−A1 sinφ1 +B1 cosφ1 = 0. (4.28)
On the other hand
A1 cosφ1 +B1 sinφ1 = 0, (4.29)
which is (4.26) for k = 1. It is easy to see that (4.28) together with (4.29) imply A1 = B1 = 0.
By (4.25),
v0(sx) = v0(sr, θ) = s4
+∞∑
k=2
s2(k−2)r2k(Ak cos(2kθ) +Bk sin(2kθ)) in S1 ∩B1.
Hence we obtain
‖v0(sx)‖L2(S1∩B1) ≤ s
4‖v0‖L2(S1∩B1). (4.30)
Analogously,
‖v0(sx)‖L2(S2∩B1) ≤ s
4‖v0‖L2(S2∩B1). (4.31)
According to Proposition 4.5, v0 ≡ 0 in B1 \ (S1 ∪ S2), hence
‖v0(sx)‖L2(B1) = ‖v
0(sx)‖L2(S1∩B1) + ‖v
0(sx)‖L2(S2∩B1).
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The desired inequality, (4.23), now follows from (4.30) and (4.31).
Corollary 4.7. For any ε > 0 and 0 < s < 1, there exists δ = δ(ε, s) such that if
‖u− µ0‖L2(B2) ≤ δ,
then
‖us − µ0‖L2(B1) ≤ s‖u− µ0‖L2(B1) + ε‖u− µ0‖L2(B2), (4.32)
where µ0 is a minimal double-cone solution with respect to u.
Proof. We argue by contradiction. Let uj be a sequence of solutions to the double obstacle
problem and assume that
‖uj − µj‖L2(B1) := δj → 0,
but there exist 0 < s < 1 and ε > 0, such that
‖ujs − µ
j‖L2(B1) > s‖u
j − µj‖L2(B1) + εδj. (4.33)
Let vj be the sequence defined by (4.20), then by (4.33)
‖vjs‖L2(B1) > s‖v
j‖L2(B1) and ‖v
j‖L2(B1) > ε. (4.34)
Applying Proposition 4.5, we may pass to the limit in (4.34) as j →∞, and obtain
‖v0s‖L2(B1) ≥ s‖v
0‖L2(B1) and ‖v
0‖L2(B1) ≥ ε,
hence
‖v0s‖L2(B1) ≥ s‖v
0‖L2(B1) > s
2‖v0‖L2(B1),
and we derive a contradiction to Lemma 4.6.
Assume that u0 = µ given by (4.7) is a blow-up for u at the origin, that is (4.5) and (4.6)
hold for a sequence rj → 0. We want to show that the blow-up of u at the origin is unique;
ur =
u(rx)
r2
→ u0(x), as r → 0,
and describe the rate of convergence ur → u0 as r → 0+.
Proposition 4.8. Let u be the solution to the double obstacle problem in Ω, B2 ⊂⊂ Ω ⊂ R2,
with obstacles p1(x) = −x21 − x
2
2 and p
2(x) = x21 + x
2
2. Assume that ‖u− µ‖L2(B2) = δ is small,
where µ is a double-cone solution, then there exists a double-cone solution u0, such that ur → u0.
Furthermore, for any 0 < γ < 1,
‖ur − u0‖L2(B1) ≤ Cnr
γ‖u− µ‖L2(B2), (4.35)
provided δ > 0 is small depending on γ.
Proof. Let 14 ≤ s <
1
2 be a fixed number, and τ := s
γ > s. We use an induction argument to
show that for δ > 0 small enough
‖usk+1 − µ
k‖L2(B1) ≤ τ
k+1δ, and ‖µk+1 − µk‖L2(B1) ≤ 2τ
k+1δ, k = 0, 1, 2, 3, ... (4.36)
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where by definition µk is a minimal double-cone solution with respect to usk .
Let us show that (4.36) is true for k = 0. First we observe that by the triangle inequality
and the minimality assumption,
‖µ− µ0‖L2(B1) ≤ ‖u− µ‖L2(B1) + ‖u− µ
0‖L2(B1) ≤ 2‖u− µ‖L2(B1). (4.37)
Note that since µk are homogeneous of degree two functions, the following relation is true
‖µk+1 − µk‖L2(B2) = 8‖µ
k+1 − µk‖L2(B1), for all k = 0, 1, 2, .... (4.38)
Now let us proceed to the proof of (4.36) for k = 0. According to Corollary 4.7 and (4.37),
‖us − µ0‖L2(B1) ≤ s‖u− µ
0‖L2(B1) + ε‖u− µ
0‖L2(B2) ≤ s‖u− µ‖L2(B1)
+ε‖u− µ‖L2(B2) + ε‖µ− µ
0‖L2(B2) ≤ s‖u− µ‖L2(B1) + ε‖u− µ‖L2(B2)
+16ε‖u− µ‖L2(B1) ≤ (s+ 17ε)‖u− µ‖L2(B2) ≤ τ‖u − µ‖L2(B2),
where we take 0 < ε < τ−s17 . Thus we obtain ‖us − µ
0‖L2(B1) ≤ τ‖u− µ‖L2(B2), hence
‖µ1 − µ0‖L2(B1) ≤‖us − µ
1‖L2(B1)+‖us − µ
0‖L2(B1) ≤ 2‖us − µ
0‖L2(B1) ≤ 2τ‖u− µ‖L2(B2),
which completes the proof of (4.36) for k = 0.
Let us assume (4.36) holds up to and including k, we will show that (4.36) holds for k + 1.
First note that ‖usk+1 − µ
k+1‖L2(B2) is small. Indeed, since 1/4 < s < 1/2, we obtain
‖usk+1 − µ
k‖L2(B2) =
1
s2
‖usk − µ
k‖L2(B2s) ≤ 16‖usk − µ
k‖L2(B1)
≤ 16‖usk − µ
k−1‖L2(B1) ≤ 16τ
kδ ≤ 16δ
(4.39)
by the induction assumption. According to Corollary 4.7 for any ε > 0, we can choose 16δ > 0
to be small depending on ε and s, and obtain
‖usk+2 − µ
k+1‖L2(B1) ≤ s‖usk+1 − µ
k+1‖L2(B1) + ε‖usk+1 − µ
k+1‖L2(B2)
≤ s‖usk+1 − µ
k‖L2(B1) + ε‖usk+1 − µ
k‖L2(B2) + ε‖µ
k+1 − µk‖L2(B2)
≤ s‖usk+1 − µ
k‖L2(B1) + 16ε‖usk − µ
k−1‖L2(B1) + 8ε‖µ
k+1 − µk‖L2(B1),
where we used (4.39) and (4.38) in the last step. Recalling our induction assumption, we obtain
‖usk+2 − µ
k+1‖L2(B1) ≤ (sτ
k+1 + 16ετk + 8ετk+1)δ ≤ τk+2δ, (4.40)
by choosing ε < τ(τ−s)16+8τ . It follows from the triangle inequality and the definition of minimal
double-cone solutions that
‖µk+2 − µk+1‖L2(B1) ≤ ‖usk+2 − µ
k+2‖L2(B1) + ‖usk+2 − µ
k+1‖L2(B1)
≤ 2‖usk+2 − µ
k+1‖L2(B1) ≤ 2τ
k+2δ.
The proof of the inequalities (4.36) is therefore complete.
Now we are ready to show that µk is a Cauchy sequence, and therefore converges. For any
m, k ∈ N
‖µk+m − µk‖L2(B1) ≤
k+m−1∑
l=k
‖µl+1 − µl‖L2(B1) ≤
k+m−1∑
l=k
τ l+1δ ≤
τk+1
1− τ
δ → 0,
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independent of m. Hence there exists u0, such that µ
k → u0, furthermore
‖µk − u0‖L2(B1) ≤
τk+1
1− τ
δ. (4.41)
The inequalities (4.36) and (4.41) together with the triangle inequality imply that
‖usk − u0‖L2(B1) ≤ 2τ
kδ. (4.42)
Finally let us observe that for any 0 < r < 1 there exists a nonnegative integer k such that
sk+1 ≤ r < sk. Hence
‖ur − u0‖L2(B1) ≤ s
−3‖usk − u0‖L2(B1) ≤ 2· 4
3τkδ ≤ 44rγδ, (4.43)
where γ = ln τln s < 1.
Corollary 4.9. Assume that µ given by (4.7) is a blow-up for u at the origin, that is (4.5) and
(4.6) hold for a sequence rj → 0. Then the blow-up of u at the origin is unique;
u(rx)
r2
→ µ(x), as r → 0.
Proof. Since urj → µ as j → ∞, for any δ > 0 small we can find a small ρ > 0 such that
‖uρ−µ‖L2(B2) ≤ δ. Now we can apply Proposition 4.8 for the function uρ, and obtain uρr → u0
as r → 0+. Hence ur → u0 and u0 = µ.
Theorem 4.10. Let u be the solution to the two-dimensional double obstacle problem with ob-
stacles p1 = −x21 − x
2
2 and p
2 = x21 + x
2
2. Assume that ‖u − µ‖L2(B2) = δ is sufficiently small,
where µ is a double-cone solution. Then in a small ball Br0 the free boundary consists of four
C1,γ- graphs meeting at the origin, denoted by Γ+1 , Γ
−
1 , Γ
+
2 , Γ
−
2 . Neither Γ1 = Γ
+
1 ∪ Γ
−
1 nor
Γ2 = Γ
+
2 ∪ Γ
−
2 has a normal at the origin. The curves Γ
+
1 and Γ
+
2 cross at a right angle, the
same is true for Γ−1 and Γ
−
2 .
Proof. The proof of the theorem is based on Proposition 4.8 and on similar estimates obtained
for the classical obstacle problem in [2]. According to Proposition 4.8 there exists a double-cone
solution u0 such that (4.35) holds. Moreover, applying Lemma 4.1 we obtain
‖ur − u0‖W 1,2(B1/2) ≤ Cr
γ‖u− µ‖L2(B2). (4.44)
Without loss of generality we assume that u0 is given by (4.7); that is
u0 = µφ1,φ2(r, θ) :=


r2, if − φ2 ≤ 2θ ≤ φ1
r2 cos(φ1 − 2θ), if φ1 ≤ 2θ ≤ π + φ1
r2 cos(φ2 + 2θ), if − π − φ2 ≤ 2θ ≤ −φ2
−r2, otherwise
As before, we denote by Ci = {u0 = pi}, and let ϑi be the opening angle for Ci, then
0 < ϑi < π, ϑ1 = (φ1 + φ2)/2 and ϑ2 = π − ϑ1.
We want to show the regularity of Γ2 = ∂{u = p2} in a neighbourhood of the origin. We
perform the proof in two steps.
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x1
x2
Γ+2
Γ+1
Γ−2
Γ−1
∆u = 0
u = p2
u = p1
∆u = 0
S1
S2
x0
ν(0) ν(x0)
ν(0)
Figure 4.1: The local behaviour of the free boundary, with obstacles touching at a single point in Case 1.
Here Γ±i are the pieces of the free boundary for u, while the dashed lines are the free boundary to the
double-cone solution u0.
Step 1: We show that Γ2 ∩Br0 ⊂ (Q \K), for any open cones Q and K, having a common
vertex at the origin, such that K ⊂ C2 ⊂ Q and ∂K ∩ ∂C2 = ∂Q ∩ ∂C2 = {0}, where r0 > 0 is
small depending on K,Q.
Let K ⊂ C2 be a cone with a vertex at the origin, such that ∂K∩∂C2 = {0}. Fix 0 < ̺ < 1/8,
and denote by V := K ∩ {̺ < x < 1/2}, and σ := dist(V, ∂C2). First we will show that
ur(x) = p
2(x) in V for small r > 0. Take 0 < ε < σ
2
4 , then there exists rε = rσ, such that
|ur(x) − u0(x)| ≤ ε if r ≤ rε. Let ω := p2 − ur, for a fixed r < rε, then 0 ≤ ω ≤ ε solves the
following normalised obstacle problem with zero obstacle,
∆ω = λ2χ{ω>0} in C2. (4.45)
Fix x0 ∈ V , if ω(x0) > 0, then we can apply the maximum growth lemma (Lemma 5 in [4]) for
the solution to the obstacle problem, and obtain
σ2
4
> ε ≥ sup
Bσ(x0)
ω ≥
σ2
2
, (4.46)
which is not possible, hence ω(x0) = 0.
Thus we have shown that u(rx)r2 = p
2(x) for all r < rε and any x ∈ K, such that ̺ < |x| < 1/2.
Hence u(y) = p2(y) if ̺r < |y| < r2 for all r < rε, and therefore u = p
2 in K ∩Br0 , r0 := rε/2.
Taking another open cone Q, with a vertex at the origin, and such that C2 ⊂ Q, ∂Q ∩ ∂C2 =
{0}, we show that Γ2 ∩Br ⊂ Q if r is small. Let ̺ > 0, then u0− p2 < 0 in Q \B̺, and therefore
ur − p2 < 0 in Q \ B̺ for small r > 0. Hence u < p2 in Q ∩ Br for a small fixed r > 0, and
Γ2 ∩Q ∩Br = ∅.
Now we can write Γ2 = Γ
+
2 ∪ Γ
−
2 , where Γ
+
2 ∩ Γ
−
2 = {0}, and Γ
±
2 are ”squeezed” between K
and Q.
Step 2: We show that Γ+2 is a C
1,α-graph up to the origin. Fix any x0 ∈ Γ2 ∩ Br0/2, and
denote by d := |x0|. Let d0 :=
d
2 sinϑK , where ϑK is the opening angle of K. Since x0 /∈ K and
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x0 ∈ Q, we see that Bd0(x0) ∩ C1 = ∅ and Bd0(x0) ∩ S2 = ∅, see Figure 4.1. Hence the function
ω := p2 − u solves the following normalised obstacle problem
∆ω = λ2χ{ω>0} in Bd0(x0). (4.47)
Now let us show that p2 − u0 is a halfspace solution for (4.47). Denote by ν(0) the unit upward
normal to the line {θ = φ1/2}, as indicated in Figure 4.1;
ν(0) =
(
− sin
φ1
2
, cos
φ1
2
)
.
The following is true,
u0(x) = p
2(x)− 2(ν(0) · x)2+ if u0(x) > p
1(x), and x /∈ S2. (4.48)
Indeed, according to Lemma 3.7, if x ∈ S1, then
p2(x)− u0(x) = x
2
1 + x
2
2 − x
2
1 cosφ1 + x
2
2 cosφ1 − 2x1x2 sinφ1
= 2x21 sin
2 φ1
2
+ 2x22 cos
2 φ1
2
− 4x1x2 sin
φ1
2
cos
φ1
2
= 2
(
−x1 sin
φ1
2
+ x2 cos
φ1
2
)2
= 2(ν(0) · x)2.
Since u0 = p
2 in C2, the proof of (4.48) is complete. Hence p2− u0 is a halfspace solution for the
obstacle problem in Bd0(x0), depending on the direction ν(0). Therefore we obtain
‖∇′ν(0)ω‖L2(Bd0(x0)) = ‖∇
′
ν(0)
(
u− u0 − 2(ν(0) · x)
2
+
)
‖L2(Bd0 (x0))
= ‖∇′ν(0)(u− u0)‖L2(Bd0 (x0)) ≤ 2‖∇(u− u0)‖L2(Bd0 (x0))
(4.49)
where by definition ∇′e := ∇− e(∇ · e) for a unit vector e.
According to Lemma 4.1
‖u− u0‖W 1,2(Bd0(x0)) ≤ c‖u− u0‖L2(B2),
hence by (4.49)
‖∇′ν(0)ω‖L2(Bd0 (x0)) = ‖∇(u− u0)‖L2(Bd0(x0)) ≤ c‖u− u0‖L2(B2) ≤ cδ,
which says that ω is almost flat in the direction ν(0). According to Theorem 8.1 in [2], Γ2 ∩
Bd0/2(x0) is a C
1,γ- graph, and there exists a unit normal vector to Γ2 at the point x0, denote
it by ν(x0). Furthermore, it follows from Corollary 8.1 in [2] and inequality (4.44) that
|ν(x0)− ν(0)| ≤ cd
−1
0 ‖∇
′
ν(0)ω‖L2(Bd0(x0)) ≤ cd
−1
0 ‖∇(u− u0)‖L2(B2d)
= 16cd−10 d
(ˆ
B1/2
|∇u(4dy)−∇u0(4dy)|
2dy
) 1
2
≤ cd−10 d‖u4d − u0‖L2(B1)
≤
cd
d0
dγ‖u− u0‖L2(B2),
where c stands for a general constant, and it does not depend on d. Now we may conclude that
|ν(x0)− ν(0)| ≤
cd
d0
dγδ =
c|x0|γ
sinϑK
‖u− u0‖L2(B2), (4.50)
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and therefore Γ+2 is a C
1,γ-graph up to the origin, for any 0 < γ < 1.
The proof of C1,γ-regularity for Γ−2 can be obtained similarly. In that case Γ
−
2 is almost flat
in the direction ν−2 (0) =
(
− cos φ22 ,− sin
φ2
2
)
6= ν(0), and we see that Γ2 is Lipschitz, but it is
not C1 at the origin.
By a similar argument we can study Γ1, and see that Γ
+
1 is almost flat in the direction
ν+1 (0) =
(
cos φ12 , sin
φ1
2
)
. Observe that ν+1 (0) and ν(0) are orthogonal, which means Γ
+
1 and Γ
+
2
cross at the origin.
It follows from energy characterisation of free boundary points, (4.4), and from Corollary 4.9
that if at a free boundary point x0, the solution u has a halfspace blow-up solution corresponding
to pi, then all possible blow-ups at x0 are also halfspace solutions.
Theorem 4.11. Let u solve the double obstacle problem in B1 with obstacles p
1 ≤ p2. If urj → u
1
as j → ∞, where u1 is a halfspace solution corresponding to p1, then the blow-up of u at the
origin is unique, and Γ1 ∩B1/2 is a C
1,γ-curve.
Proof. Without loss of generality we may assume that u1 = p1 if x2 ≤ 0. We can employ the
same idea we used in Definiton 4.4, when defining minimal double-cone solutions, in order to
define minimal halfspace solutions corresponding to p1: We say that u1 is a minimal halfspace
solution with respect to u, if it is closer to u in L2(B1)-norm than any other halfspace solution.
Employing a very similar flatness improvement argument, we obtain the uniqueness of blow-up
limits, and the C1,γ-regularity of Γ1. Let us provide a brief sketch of the proof.
Let µj be a minimal halfspace solution with respect to uj := urj , and let v
j be the function
defined in (4.20), then vj → v0 weakly inW 1,2(B1) and strongly in L
2(B1), where v
0 is harmonic
in the halfplane {x2 > 0}, and vanishes on the halfplane {x2 ≤ 0}, see the proof of Proposition
4.5. Hence v0∆v0 = 0 in a weak sense, and
v0(x) = v0(r, θ) =
∞∑
k=1
Akr
k sin(kθ) in {x2 > 0}. (4.51)
By Lemma 4.2, vj → v0 in W 1,2(B1/2), and therefore A1 = 0. Furthermore, by the minimality
assumption, v0 is orthogonal to the function r2 sin (2θ), and therefore A2 = 0, which implies that
||v0(sx)||L2(B1) ≤ s
3||v0||L2(B1),
we refer to the proof of Lemma 4.6 for a similar argument. Repeating the iteration argument in
Corollary 4.7 and Proposition 4.8, we will obtain that Γ1 is a C
1,γ-curve in a neighbourhood of
the origin. We leave out the details, since the technique is very similar to the argument we used
earlier.
Let us observe that Theorem 4.11 on the uniqueness of halfspace blow-up limits holds also
in Cases 2, 3, since we do not use any relation between obstacles in the proof. All we need is
to know that we can rotate the free boundary, and choose a minimal halfspace solution, which
provides the precious orthogonality property.
The following lemma from one variable calculus will be quite useful when showing the unique-
ness of blow-ups in case there are only finitely many blow-up solutions.
Lemma 4.12. Let f be a nonnegative continuous function in the interval (0, 1), and assume
that
lim inf
t→0+
f(t) = 0 and lim sup
t→0+
f(t) = A > 0. (4.52)
29
Then for any 0 < a < A there exists a sequence tj → 0, such that f(tj)→ a.
Proof. Fix 0 < a < A, and let yj → 0+ and zj → 0+ be such that |f(yj) − A| ≤
1
j and
0 ≤ f(zj) ≤
1
j . Taking j large enough, we insure that f(yj) > a and f(zj) < a. Since f is a
continuous function, by intermediate value theorem there exists tj → 0+, such that f(tj) = a.
Corollary 4.13. Let u be the solution to the double obstacle problem with polynomial obstacles
p1 ≤ p2. If urj → p
i through a subsequence, then the blow-up of u at the origin is unique.
Proof. Let f(r) := ‖ur − p1‖L2(B1). If there exists a sequence sj → 0+, such that usj → p
2.
Then the function f satisfies the assumptions in Lemma 4.12, but f has only two limit points.
Therefore there exists limr→0+ f(r) = 0.
5 Uniqueness of blow-ups, Case 2
The uniqueness of blow-ups in Case 2) follows from Theorem 3.8 and from Lemma 4.12.
Theorem 5.1. Let u be a solution to the double obstacle problem with obstacles
p1(x) = a1x
2
1 + c1x
2
2 and p
2(x) = a2x
2
1 + c2x
2
2,
satisfying (3.9) and (3.8) and assume that (a1 + c2)(c1 + a2) < 0. If urj → µ for a subsequence
rj → 0+, where µ is a double-cone solution, then u has a unique blow-up at the origin;
u(rx)
r2
→ µ(x). (5.1)
Proof. The proof follows from Lemma 4.12. Assume that urj → µ for a subsequence rj → 0+,
and denote by f(r) := ‖ur − µ‖L2(B1). If there exists a sequence sj → 0+, such that usj → µ1,
and µ1 6= µ. Then the function f satisfies the assumptions in Lemma 4.12, but according to
Theorem 3.8, f has only four limit points. Therefore there exists limr→0+ f(r) = 0.
Now let us discuss the speed of the convergence ‖ur − µ‖L2(B1) → 0 as r → 0, and the
regularity of the free boundary.
Remark 5.2. Let u be a solution to the double obstacle problem in Case 2, and assume that
urj → µ, where µ is a double-cone solution. Arguing as we did in the proof of Theorem 4.10,
and employing Theorem 5.1, we can show that the free boundary is a union of four C1-curves.
Although we do not have a uniform estimate like (4.50) yet.
With a modification of our flatness improvement argument, we can show uniform C1,γ-
regularity of Γi up to the origin also in Case 2.
Theorem 5.3. Let u be a solution to the double obstacle problem in B1 with obstacles p
i(x) =
aix
2
1+ cix
2
2, satisfying (3.9) and (3.8) and assume that (a1+ c2)(c1+a2) < 0. Let ur → µ, where
µ is a double-cone solution. Denote by ϑ the opening angle of Si. Then
‖ur − µ‖L2(B1) ≤ Cr
γ‖u− µ‖L2(B2), (5.2)
where 0 < γ < 1 depends on ϑ. Furthermore, the free boundary Γu is a union of four C
1,γ-curves.
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Proof. We provide only a brief sketch of the proof, since the detailed proof would be quite long,
and very similar to the proofs of Proposition 4.8 and of Theorem 4.10. Therefore we focus on
the main differences of double-cone solutions in Cases 1 and 2. Let
vr :=
ur − µ
‖ur − µ‖L2(B2)
, (5.3)
where µ is a double-cone solution. Then vr → v0 through a subsequence rj → 0+ weakly in
W 1,2(B1) and strongly in L
2(B1). Here ∆v
0 = 0 in Si, and v0 = 0 in R2 \ (S1 ∪ S2), see the
proof of Proposition 4.5. Hence
v0(r, θ) =
∞∑
k=1
rαk
(
Aik cosαkθ +B
i
k sinαkθ
)
in Si, i = 1, 2, (5.4)
where αk =
πk
ϑ and ϑ is the opening angle of the cone Si for i = 1, 2. According to Theorem 3.8,
0 < cos2 ϑ < 1, hence there are two possible cases; either i) 0 < ϑ < π/2 or ii) π/2 < ϑ < π. We
discuss these two cases separately.
i) 0 < ϑ < π/2, then αk = πk/ϑ > 2k, for all k = 1, 2, ..... It follows that
‖v0s‖L2(B1) ≤ s
κ‖v0‖L2(B1), (5.5)
where κ = π/ϑ− 2, and a standard iteration argument leads to (5.2) with 0 < γ < κ.
ii) π/2 < ϑ < π, then 1 < α1 = π/ϑ < 2 and α2 = 2π/ϑ > 2. We will obtain (5.5) with
κ = 2π/ϑ − 2, if we show that Ai1 = B
i
1 = 0 in (5.4). Assume not, i.e. if |A
1
1| + |B
1
1 | > 0, then
||v0s ||L2(B1) ≥ cs
α1−2, where c > 0 is a fixed constant depending on A11, B
1
1 and 0 < s < 1 is any
number. Since vj := vrj → v
0 in L2(B1), then for any fixed 1 > τ > s > 0 there exist ε > 0
small, such that
‖us − µ‖L2(B1) ≥ cτ
α1−2‖u− µ‖L2(B2), (5.6)
provided ‖u − µ‖L2(B2) ≤ ε. Indeed, if the last statement is not true, then there exist 1 > τ >
s > 0, and a sequence uj, such that ‖uj − µ‖L2(B2) ≤ εj → 0+, but
‖ujs − µ‖L2(B1)
‖uj − µ‖L2(B2)
< cτα1−2. (5.7)
After passing to the limit as j → ∞ in (5.7), we obtain ||v0s ||L2(B1) ≤ cτ
α1−2, contradicting
||v0s ||L2(B1) ≥ cs
α1−2.
According to Theorem 5.1 for any ε > 0 small there exists kε such that ‖usk − µ‖L2(B2) ≤ ε
for all k ≥ kε. The latter together with (5.6) implies that for any positive integer m
ε ≥ ‖usk+m − µ‖L2(B2) ≥ cτ
α1−2‖usk+m−1 − µ‖L2(B2)
≥ (τα1−2c)2‖usk+m−2 − µ‖L2(B2) ≥ ... ≥ (τ
α1−2c)m‖uskε − µ‖L2(B2).
Recalling that α1 < 2, and taking 1 > τ > s > 0 small, we obtain a contradiction, when letting
m → ∞. Hence |Ai1| = |B
i
1| = 0, and (5.5) holds with κ = α2 − 2. An iteration argument
similar to the one used in Corollary 4.7 and Proposition 4.8 leads to the following inequalities,
‖usk − µ‖L2(B1) ≤ τ
kγ‖u − µ‖L2(B2), whith 1 > τ > s and ‖ur − µ‖L2(B1) ≤ Cr
γ‖u− µ‖L2(B2),
where 0 < γ < α2 − 2, and 0 < r < 1 small. Applying the proof of Theorem 4.10, we deduce
that Γi is Lipschitz and consists of two C
1,γ-curves, meeting at the origin.
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Now let us briefly discuss the uniqueness of halfspace blow-up limits. Although in Case 2,
the lines Γi are not rotationally invariant on the plane, but they are rotationally invariant inside
a fixed cone, depending on the given obstacles. Hence we can define minimal halfspace solutions
in this case as well, and obtain the uniqueness of blow-ups (see Theorem 4.11).
6 Uniqueness of blow-ups, Case 3
Consider the double obstacle problem with obstacles
p1(x) = a1x
2
1 + c1x
2
2 and p
2(x) = a2x
2
1 + c2x
2
2,
satisfying (3.8), (3.9), and let P be the polynomial in (3.31).
In Case 3, the polynomial P has a sign, and according to Theorems 3.8 and 3.11 we have
only halfspace solutions. Without loss of generality we may assume that P ≥ 0. According to
Theorem 3.11 there are infinitely many rotational invariant halfspace solutions corresponding to
p1, and we can apply our flatness improvement argument (Theorem 4.11) in order to show the
uniqueness of blow-ups and C1,γ-regularity of Γ1.
7 An example of a double-cone solution in R3
Let u0 be a homogeneous global solution to the double obstacle problem with obstacles p
1 ≤ p2
in R3. As usually we assume that the origin is a free boundary point, p1(0) = p2(0) = 0, and
we want to understand the behaviour of the free boundary at the origin. We split the discussion
into three cases.
If p1 = p2 on a plane, then we obtain only halfspace solutions. If p1 = p2 on a line, then we
can analyse the possible blow-up solutions, based on our results obtained in dimension n = 2.
In particular, we can see that in this case there are no three-dimensional double-cone solutions.
The proofs of the last statements can be obtained via a dimension reduction technique. However,
we omit the proofs, since our aim is to find a three-dimensional double-cone solution.
Our knowledge on the existence of double-cone solutions in dimension two suggest that we
may obtain three-dimensional double-cone solutions, assuming that p1 and p2 meet only at a
single point. However, since in dimension n = 3 homogeneous degree two harmonic functions are
not necessarily polynomials, the analysis is much more complicated. In this section we give an
example of a three-dimensional double-cone solution, symmetric with respect to the z-axes and
the (x, y)-plane.
7.1 Solutions symmetric with respect to the z-axes
Let p1 ≤ p2 be given homogeneous degree two polynomials, meeting only at the origin. We are
looking for two closed cones C1, C2 and for a harmonic homogeneous degree two function q in
R
3 \ (C1 ∪ C2), such that
∆q = 0, p1 < q < p2 in R3 \ (C1 ∪ C2), (7.1)
and
q − p1 = |∇q −∇p1| = 0 on ∂C1, and q − p
2 = |∇q −∇p2| = 0 on ∂C2. (7.2)
32
Let (r, φ, θ) represent the spherical coordinates in R3,
x = r cosφ sin θ, y = r sinφ sin θ, z = r cos θ, where r ≥ 0, 0 ≤ φ < 2π, 0 ≤ θ ≤ π,
then q(r, φ, θ) = r2ζ(φ, θ) by homogenuity. Furthermore, assume that q is symmetric with
respect to the z-axes, i.e. ζ(φ, θ) = ζ(θ). Using the expression for the Laplace operator in
spherical coordinates, we obtain the following ordinary differential equation for ζ,
ζ′′ +
cos θ
sin θ
ζ′ + 6ζ = 0. (7.3)
We can see via a substitution that ζ1 = 1 + 3 cos 2θ is a solution to (7.3). Using reduction of
order, we get another solution, ζ2 = 3 cos θ +
1+3 cos 2θ
4 ln
1−cos θ
1+cos θ . Thus the general solution to
(7.3) is given by
ζ = A(1 + 3 cos 2θ) +B
(
3 cos θ +
1 + 3 cos 2θ
4
ln
1− cos θ
1 + cos θ
)
,
where A, B are real numbers. Hence
q = Ar2(1 + 3 cos 2θ) +Br2
(
3 cos θ +
1 + 3 cos 2θ
4
ln
1− cos θ
1 + cos θ
)
. (7.4)
We are looking for a solution to the double obstacle problem, symmetric with respect to the
z-axes. Hence we assume that the obstacles p1 and p2 are so, i. e. they do not depend on φ. Let
t := cos θ, t ∈ (−1, 1), and take
p1 = (a1 + b1t
2)r2, p2 = (a2 + b2t
2)r2, where a1 < a2, a2 − a1 + b2 − b1 > 0, (7.5)
then p1 ≤ p2, p1 and p2 meet only at the origin. Also, observe that
q = Ar2(3t2 − 1) +Br2
(
3t+
3t2 − 1
2
ln
1− t
1 + t
)
, (7.6)
for some A,B. In order to construct an example of a double-cone solution, we want to find
A,B, ai, bi and 1 > t1 > t2 > −1, such that
f1(t) :=
q − p1
r2
= A(3t2 − 1)− a1 − b1t
2 +B
(
3t+
3t2 − 1
2
ln
1− t
1 + t
)
≥ 0,
f2(t) :=
p2 − q
r2
= a2 + b2t
2 −A(3t2 − 1)−B
(
3t+
3t2 − 1
2
ln
1− t
1 + t
)
≥ 0, for t2 ≤ t ≤ t1,
and
f1(t1) = f
′
1(t1) = 0, f2(t2) = f
′
2(t2) = 0. (7.7)
Let us rewrite
f1(t) = t
2(3A− b1)− a1 −A+B
(
3t+
3t2 − 1
2
ln
1− t
1 + t
)
, and
f2(t) = t
2(−3A+ b2) + a2 +A−B
(
3t+
3t2 − 1
2
ln
1− t
1 + t
)
.
(7.8)
Denote by
g(t) := 3t+
3t2 − 1
2
ln
1− t
1 + t
, for t ∈ (−1, 1), (7.9)
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and observe that g is an odd function. From (7.7) we obtain the following system;

f1(t1) = t
2
1(3A− b1)− a1 −A+Bg(t1) = 0
f ′1(t1) = 2t1(3A− b1) +Bg
′(t1) = 0
f2(t2) = t
2
2(−3A+ b2) + a2 +A−Bg(t2) = 0
f ′2(t2) = 2t2(−3A+ b2)−Bg
′(t2) = 0.
In order to simplify the case further, we assume that the free boundary of the desired double-cone
solution is symmetric with respect to the (x, y)-plane. Hence t1 = −t2 = t0 6= 0, and

t20(3A− b1)− a1 −A+Bg(t0) = 0
2t0(3A− b1) +Bg′(t0) = 0
t20(−3A+ b2) + a2 +A+Bg(t0) = 0
−2t0(−3A+ b2)−Bg′(t0) = 0,
(7.10)
where we used that g is an odd function, and g′ is an even function. The system (7.10) is
equivalent to the following system

2A+ a1 + a2 = 0
6A− b1 − b2 = 0
t20(b2 − b1) + a2 − a1 + 2Bg(t0) = 0
t0(b2 − b1) +Bg′(t0) = 0
(7.11)
Now let us take b1 = b2 = b, then 3A− b1 = −3A+ b2 = 0 and
f1(t) = −a1 −A+Bg(t) =
a2 − a1
2
+Bg(t), f2(t) = a2 +A−Bg(t) =
a2 − a1
2
−Bg(t).
On the other hand, the assumption b1 = b2 implies that Bg
′(t0) = 0, and a2−a1 = −2Bg(t0) > 0,
hence B 6= 0, and g′(t0) = 0. It is easy to verify that t0 is unique in the interval (0, 1), g(t0) > 0,
and g′(t) ≥ 0, for −t0 ≤ t ≤ t0. Hence g is a monotone increasing function in the interval
(−t0, t0), and therefore
f1(t) =
a2 − a1
2g(t0)
(g(t0)− g(t)) ≥ 0 and
f2(t) =
a2 − a1
2g(t0)
(g(t0) + g(t)) =
a2 − a1
2g(t0)
(−g(−t0) + g(t)) ≥ 0.
(7.12)
Now we can write an explicit example.
Example 7.1. Let
p1(r, φ, θ) = −r2, p2(r, φ, θ) = r2,
in spherical coordinates, and
q(r, φ, θ) = −
r2g(cos θ)
g(t0)
,
where g(t) = 3t + 3t
2−1
2 ln
1−t
1+t is defined for t ∈ (−1, 1), and 0 < t0 < 1 is chosen so that
g′(t0) = 0. Then
u =


p1 if 0 ≤ θ ≤ arccos(t0)
q if arccos(t0) ≤ θ ≤ π − arccos(t0)
p2 if π − arccos(t0) ≤ θ ≤ π
(7.13)
is a double-cone solution to the double obstacle problem with obstacles p1, p2.
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Proof. Let p1 = −r2 and p2 = r2, then a1 = −a2 = 1 and b1 = b2 = 0 in (7.5). Hence we obtain
from (7.11) that A = 0, B = −1/g(t0), and q = −r2
g(cos θ)
g(t0)
. Denote by
C1 := {(r, φ, θ) : 0 ≤ θ ≤ arccos(t0)} and C2 := {(r, φ, θ) : π − arccos(t0) ≤ θ ≤ π}. (7.14)
Then q(r, φ, θ) is a harmonic function in R3\(C1∪C2), satisfying (7.1) and the boundary conditions
(7.2). Hence the function u, defined in (7.13), is a homogeneous global solution to the double
obstacle problem with obstacles p1, p2. The coincidence sets {u = p1} = C1 and {u = p2} = C2
are cones with a common vertex, thus u is a double-cone solution.
It follows from our classification of blow-up solutions in R2 and from Example 7.1, that in
R
3 there are at least four types of blow-ups; polynomial, halfspace, double-cone solutions, and
solutions, for which the free boundary is a union of four halfplanes. The complete analysis of
homogeneous global solutions and the regularity of the free boundary for the double obstacle
problem in dimension n = 3 we leave for a future publication.
References
[1] Gohar Aleksanyan. Optimal regularity in the optimal switching problem. Ann. Inst. H.
Poincare´ Anal. Non Line´aire 33 (2016), no. 6, 1455–1471.
[2] John Andersson. The obstacle problem. 2016.
[3] John Andersson, Henrik Shahgholian, and Georg S. Weiss. Double obstacle problems with
obstacles given by non-C2 Hamilton-Jacobi equations. Arch. Ration. Mech. Anal. 206, no.
3, 779–819., 2012.
[4] L. A. Caffarelli. The obstacle problem revisited. J. Fourier Anal. Appl. 4 (1998), no. 4-5,
383–402.
[5] Alessio Figalli and Henrik Shahgholian. An overview of unconstrained free boundary prob-
lems. Philos. Trans. A 373 (2015), no. 2050, 20140281, 11 pp.
[6] Ki-Ahm Lee, Jinwan Park, and Henrik Shahgholian. The regularity theory for the double
obstacle problem. arxiv:1703.06262v1
35
