In this paper, we propose and evaluate a novel double-sequence low-resolution frequency synchronization method in millimeter-wave (mmWave) systems. In our system model, the base station uses analog beams to send the synchronization signal with infinite-resolution digital-to-analog converters. The user equipment employs a fully digital front end to detect the synchronization signal with low-resolution analogto-digital converters (ADCs). The key ingredient of the proposed method is the custom designed synchronization sequence pairs, from which there exists an invertible function (a ratio metric) of the carrier frequency offset (CFO) to be estimated. We use numerical examples to show that the ratio metric is robust to the quantization distortion. To implement our proposed method in practice, we propose to optimize the double-sequence design parameters such that: (i) for each individual user, the impact of the quantization distortion on the CFO estimation accuracy is minimized, and (ii) the resulting frequency range of estimation can capture as many users' CFOs as possible. Numerical results reveal that our proposed algorithm can provide a flexible means to estimate CFO in a variety of low-resolution settings.
ADCs in communications systems has been investigated in various aspects, including input signal optimization [3] , [4] , mutual information analysis [5] [6] [7] , channel estimation [8] , [9] , uplink multiuser detection [10] [11] [12] , and frame timing synchronization [13] . In practice, low-resolution quantization will also impair the frequency synchronization performance of mmWave systems [14] .
Frequency synchronization, including both carrier frequency offset (CFO) estimation and compensation, usually happens after the frame/symbol timing position has been correctly detected [13] . As a multicarrier transmission strategy, orthogonal frequency division multiplexing (OFDM) is especially sensitive to the CFO caused by mismatches between the transmitter and receiver local oscillators and/or Doppler shifts due to a relative motion between the transmitter and receiver [15] , [16] . In typical OFDM systems, the CFO can correspond to several tens of the subcarrier spacing, and can be divided into an integer component and a fractional part for the purpose of signal processing. Without frequency synchronization, the CFO may corrupt the orthogonality among the subcarriers in the OFDM system, resulting in severe inter-carrier interference (ICI) and degrading the corresponding link error rate and throughout performance [17] .
Blind CFO estimation methods were developed in [18] [19] [20] [21] [22] without relying on dedicated pilots. In [18] , a kurtosis-based cost function was proposed for blind CFO estimation via the forth-order statistics analysis of the received OFDM symbols. Cyclic prefix (CP) based blind CFO estimators were developed in [19] , [20] by exploiting the repetitive structure of the CP samples, but their performance is subject to the frequency selectivity of the propagation channel. Multiple signal classification (MUSIC) and estimation of signal parameters via rotation invariance technique (ESPRIT) based blind CFO estimation methods were reported in [21] and [22] . These subspace based strategies, however, require a large number of samples to obtain accurate signal statistics.
There are also many pilot/sequence-aided frequency synchronization methods for OFDM systems [23] [24] [25] [26] [27] [28] . The Cox-Schmidl algorithm [23] and variants [24] [25] [26] [27] is the classic pilot-aided CFO estimation approach. In the Cox-Schmidl algorithm, a first training sequence is used to estimate the CFO with an ambiguity identical to one subcarrier spacing, while a second training sequence is employed to resolve this ambiguity. In [28] , the symmetry of the Zadoff-Chu (ZC) sequences was exploited in the 3GPP long-term evolution (LTE) systems 1536-1276 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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for frequency synchronization. Similar to the first training sequence in the Cox-Schmidl algorithm, the symmetry of the ZC sequences creates time-domain periodicity in one OFDM symbol duration to track the CFOs. That approach, however, only works for fractional CFO that is less than one subcarrier spacing. Of relevance in this paper, prior work [23] [24] [25] [26] [27] [28] did not consider the impact of few-bit ADCs. Their developed synchronization pilots/sequences are therefore sensitive to the quantization distortion. This motivates us to construct new synchronization sequences that are robust to the low-resolution quantization.
In this paper, we propose and evaluate a novel frequency synchronization method for downlink mmWave systems operating with low-resolution ADCs. The proposed strategy exhibits different frequency synchronization performances under various configurations, and can be applied in different deployment scenarios. In our system model, the base station (BS) forms directional beams in the analog domain to send the synchronization signal towards the user equipment (UE). The UE employs a fully digital front end with low-resolution ADCs to detect the synchronization signal and conduct frequency synchronization. We focus on designing new synchronization sequences that are robust to the quantization distortion. We summarize the main contributions of the paper as follows:
• New frequency synchronization sequences design: We develop a double-sequence high-resolution CFO estimation method for mmWave systems operating with lowresolution ADCs. In the proposed method, we custom design two sequences (i.e., a sequence pair) for frequency synchronization. They are sent by the BS across two consecutive synchronization time-slots. We refer to the sequence pair as auxiliary sequences in the proposed method. The key ingredient of the custom designed double-sequence structure is a ratio measure derived from the sequence pair, which is an invertible function of the CFO to be estimated. We use numerical examples to show that the ratio measure is robust to the quantization distortion brought by low-precision ADCs. • Performance analysis of proposed low-resolution frequency synchronization method: Leveraging Bussgang's decomposition theorem [29] , we derive the variance of the CFO estimate obtained via the proposed doublesequence based method operating with low-resolution (e.g., 2-4 bits) ADCs. The analytical results reveal that the CFO estimation performance highly depends on the double-sequence design parameters, which can be further optimized for various deployment scenarios.
For practical implementation of our proposed low-resolution frequency synchronization method, we first categorize all active UEs trying to simultaneously synchronize to the network as a virtual UE characterized by a set of common systemspecific parameters. We then optimize the double-sequence design parameters over a set of potential values to minimize the CFO estimation error variance for the virtual UE. Note that minimizing this estimation error variance for the virtual UE can better trade off the CFO estimation accuracy and the frequency range of estimation for the actual UEs. We also implement additional signaling support and procedure at both the BS and UE sides to better support the optimization of the double-sequence design parameters. We organize the rest of the paper as follows. In Section II, we specify the system and signal models for frequency synchronization in mmWave systems. In Section III, we present the design principle of the proposed auxiliary sequences based CFO estimation strategy; we also conduct performance analysis on our proposed method assuming few-bit ADCs. In Section IV, we address several practical issues of implementing the proposed double-sequence low-resolution frequency synchronization design in communications systems. We evaluate our proposed method in Section V assuming various channel models, quantization configurations and deployment scenarios. We draw our conclusions in Section VI.
Note that through Sections II and III, we consider a singleuser setup to better formulate the synchronization signal model, explain the design principle of the proposed doublesequence structure, and conduct the performance analysis for low-resolution frequency synchronization. We also leverage the simple single-user scenario to clearly reveal the structural characteristics of the custom designed synchronization sequences and their advantages over the existing methods assuming low-resolution quantization. In Sections IV and V, we primarily focus on a multi-user scenario for practical implementation of our proposed strategy because of the broadcast nature of the initial access synchronization channel.
Notations: A (A) is a matrix; a (a) is a vector; a (a) is a scalar; A, a and a are Fourier transforms of A, a and a; |a| is the magnitude of the complex number a; (·) T and (·) * denote transpose and conjugate transpose; ((·)) N represents the modulo-N operation; sign(·) extracts the sign of a real number; x gives the largest integer less than or equal to x; ∠(a) calculates the argument of the complex number a; [A] i,: is the i-th row of A; [A] :,j is the j-th column of A; [A] i,j is the (i, j)-th entry of A; [a] j represents the j-th element of a; I N is the N × N identity matrix; N c (a, A) is a complex Gaussian vector with mean a and covariance A; {·} and {·} are used to extract the real and imaginary parts of given complex numbers; E[·] is used to denote expectation; diag(a T ) has a j as its diagonal entries; and diag a j J j=1 has a j , j = 1, · · · , J as its diagonal entries.
II. SYSTEM MODEL FOR FREQUENCY SYNCHRONIZATION IN MmWAVE SYSTEMS
We consider a cellular system where synchronization and training data are sent periodically on directional beams, to support initial access [30] , [31] . Directional transmission is important in a mmWave system because it enables favorable received signal power to overcome higher pathloss and noise floor. This approach is used in the 3GPP 5G New Radio (NR) [32] and has been applied in other Wi-Fi standards [33] . We assume that the UEs use fully digital front ends to detect the synchronization signal samples, which is realistic because there will only be a few antennas. In the following, we first present our employed system model, including the transceiver architecture, and antenna array configuration. We then develop the received synchronization signal model for our system and explain the conventional CFO estimation procedure using the ZC sequences.
A. Transceiver Architecture, Array Configuration and Synchronization Signal Structure
We consider a MIMO-OFDM system with N subcarriers. The BS has N tot transmit antennas. The UE has M tot receive antennas. We further assume that the BS has N RF radio frequency (RF) chains, and the UE uses M RF RF chains. In this paper, we consider single-stream analog-only beamforming based directional synchronization at the BS (i.e., N RF = 1) and fully digital baseband processing at the UE (i.e., M tot = M RF ).
Due to their constant amplitude and zero autocorrelation [34] , ZC sequences are employed in the 3GPP LTE systems for downlink synchronization [35] . Denote the length of the employed ZC sequence by N ZC and the sequence root index by i (i ∈ {0, · · · , N ZC − 1}). For m = 0, · · · , N ZC − 1, the sequence can be expressed as
The cyclic auto-correlation of the ZC sequence results in a single Kronecker impulse at zero-lag correlation:
By exploiting (2), the UE finds the estimate of the frame timing position that exhibits the largest peak in the correlation [34] . Besides the good correlation properties, an odd-length ZC sequence is symmetric with respect to its central element, i.e.,
The UE can exploit this symmetry to perform the frequency synchronization, which will be elaborated in Section II-B. Denote the frequency-domain modulated symbol on subcarrier k = 0, · · · , N − 1 by d[k]. We map the ZC sequences to the central subcarriers as
corresponding to the N ZC subcarriers (out of N subcarriers) surrounding the DC-carrier. In this paper, we configure the DC-carrier as zero as in the LTE systems [35] ; note that in the 3GPP 5G NR systems (Release 15) [32] , no explicit DCcarrier is reserved for both the downlink and uplink.
B. Received Synchronization Signal Model
To develop the received synchronization signal model, we assume: (i) a given UE u ∈ {1, · · · , N UE } in a single cell, where N UE corresponds to the total number of active UEs in the cell of interest, and (ii) a given synchronization time-slot, which may be one OFDM symbol duration (T s ). In Section V, we simulate a more elaborate setting assuming multiple UEs and the frame structure adopted in the 3GPP LTE/NR.
The symbol vector d in (4) is transformed to the timedomain via N -point IFFTs, generating the discrete-time samples n = 0, · · · , N − 1 in one OFDM symbol duration as
Before applying an N tot × 1 wideband analog beamforming vector, a cyclic prefix (CP) is added to the symbol vector such that the length of the CP is greater than or equal to the maximum delay spread of the multi-path channels. Each sample in the symbol vector is then transmitted by a common wideband analog beamforming vector f from the BS, satisfying the power constraint [ff * ] a,a = 1 Ntot , where a = 1, · · · , N tot . In this paper, we assume that f is chosen from a given DFT beam codebook that results in the highest received signal strength among all other beam codewords in the codebook. The detailed beam search procedure is omitted in this paper as it is not relevant to our proposed synchronization sequences design. An example of the beam selection process can be found in [36] , and the synchronization beam pattern was optimized in [13] for low-resolution frame timing synchronization.
Consider the b-th receive antenna (b ∈ {1, · · · , M tot }) at UE u. After the timing synchronization and discarding the CP, the remaining time-domain received signal samples can be expressed as
the number of channel taps by L u , the corresponding channel impulse response at tap ∈ {0, · · · , L u − 1} by H u [] ∈ C Mtot×Ntot , and additive white Gaussian noise by w u,b [n] ∼ N c (0, σ 2 u ). Denote the frequency mismatch with respect to the subcarrier spacing by ε u . As the UE employs fully digital baseband processing, each receive antenna first quantizes the received synchronization signal with dedicated ADCs. Denote Q(·) as the quantization function. For n = 0, · · · , N − 1, the time-domain received signal samples are
. (6) Across all receive antennas, UE u selects theb-th (b ∈ {1, · · · , M tot }) receive antenna that exhibits the highest received signal strength. By exploiting the symmetry of the employed ZC sequence and assuming perfect timing synchronization, the CFO can be estimated aŝ UE u can then compensate the received signal samples with the estimated CFO aŝ
If Q(·) in (6) corresponds to low-resolution quantization (e.g., 1-4 bits), the corresponding quantization distortion would damage the symmetry of the ZC sequence, leading to degraded CFO estimation performance.
III. PROPOSED DOUBLE-SEQUENCE FREQUENCY SYNCHRONIZATION
We propose a novel double-sequence frequency synchronization method. In this section, we explicitly explain the design principle of the proposed method assuming infiniteresolution quantization. In later sections, we will illustrate the detailed implementation procedure of our proposed method along with comprehensive performance evaluations assuming low-resolution quantization. In Fig. 1 , we depict the basic double-sequence structure and its time-frequency resource mapping. As can be seen from the right-hand side of Fig. 1 , two length-N sequences are periodically transmitted across two consecutive synchronization time-slots in a time-division multiplexing (TDM) manner.
A. Auxiliary Sequences Based Double-Sequence Structure
We denote the time-domain samples of the two
T . Further, we construct d 0 and d 1 as
and they are sent by the BS using two consecutive synchronization time-slots, say, synchronization time-slots 0 and 1.
For k = 0, · · · , N − 1, the frequency-domain samples that correspond to d 0 and d 1 are
Denote a normalized sample frequency by ν. In Fig. 2 , we plot the sequence "patterns" for the two auxiliary sequences in (9) and (10), which are calculated via 1] . We use the sequence "patterns" in Fig. 2 to reveal the structural characteristics and differences of the two auxiliary sequences. As can be seen from Fig. 2 , the sequence "patterns" for auxiliary sequences 0 and 1 are offset by a certain value δ to the left and right with respect to the looking frequency θ. In Section IV, the auxiliary sequences design parameters θ and δ, and therefore the frequency range of estimation depicted in Fig. 2 , are optimized such that many users' CFOs can be captured with promising overall frequency synchronization performance.
For synchronization time-slot 0 and n = 0, · · · , N − 1, we express the corresponding time-domain received signal samples as (similar to (6))
Assuming infinite-resolution quantization and neglecting noise,
Defining the normalized CFO for UE u as μ u = 2πε u /N ,
= e jμun
= e jμun e −jn(θ−δ)
Denote the selected receive antenna index byb. Using the
.
Similarly, using the received signal samples q 1
By letting δ = 2k π/N (k = 1, · · · , N 4 ), we can rewrite (20) and (22) as
For single-path channels, i.e., L u = 1,
For L u > 1, if the considered mmWave channel is "sparse" in the angular domain (e.g., with very few paths having large angular spacings among them) [37] , and the synchronization beam f is narrow, the resulting effective beam-space channel can therefore be approximated as (25) where d can be referred to as the index of the dominant path in the sparse channel, which is filtered out by the narrow synchronization beam f such that for
and therefore
In practice, (i) the mmWave channel may not be very "sparse" in the angular domain such that the channel may comprise many paths/clusters having relatively large angular spread, and (ii) the synchronization beam f may be selected from a limited-size beam codebook having large beamwidth for each beam codeword. Under (i) and (ii), the approximations in (24) and (25) may not hold because of the multi-path/cluster interference. Note that in this paper, we do not focus on dealing with the multi-path/cluster interference, but rather the impact of low-resolution ADC quantization on the frequency synchronization performance. Hence, we simply assume that
for better illustration of the design principle, though we validate our proposed algorithm using a practical wideband channel setup with Turbo coding and mmWave specific settings in Section VI.
Using p 0 u,b and p 1 u,b in (23), UE u calculates a ratio metric as 
We can then obtain the super-resolution CFO estimate for UE u asε u = N 2πμ u , comprising both the integer and fractional components. Note that because α u,ideal is perfect, i.e., not impaired by noise and quantization distortion, the CFO can be perfectly recovered, i.e.,ε u = ε u . As μ u (μ u ) and ε u (ε u ) are equivalent, we use the normalized CFO μ u and its estimateμ u throughout the rest of this paper unless otherwise specified. If Q(·) in (12) corresponds to the low-resolution quantization function (e.g., 1-4 bits), the quantization distortion may damage the monotonic property of the ratio metric, resulting in increased CFO estimation errors. In Sections III-B and V, we use both analytical and numerical examples to show that our proposed design approach is robust to the lowresolution quantization.
B. Low-Resolution Double-Sequence Frequency Synchronization
Assuming that the input to the quantizer is IID Gaussian, we apply Bussgang's theorem and decompose the received synchronization signal samples in (12) (i.e., synchronization time-slot 0) into two uncorrelated components, given as
where
T represents the quantization noise vector with covariance matrix σ 2 u,Q I N , and
Similarly, for auxiliary synchronization sequence 1 (synchronization time-slot 1), we express the corresponding quantized received synchronization signal samples as
The
T has covariance matrix σ 2 u,Q I N . Using the received signal samples from synchronization time-slots 0 and 1 and recalling thatb is the selected receive antenna index at UE u,
Using p 0 u,b in (35), p 1 u,b in (37) and according to (26) , we can compute the corresponding ratio measure as
. Note that different from in (37) and according to (26) , we can also compute another ratio metric α
. Note that α u can be considered as a special case of α u with only one sample. In the following, we leverage α u to conduct the performance analysis. In Section V, we use α u to obtain the CFO estimate in all numerical examples for fair comparison with the ZC symmetry based strategy in terms of the resource overhead.
We present the following lemma to characterize the variance of the CFO estimate under low-resolution quantization.
Lemma 1: For the proposed auxiliary synchronization sequences based low-resolution frequency synchronization, the variance of the corresponding CFO estimate is given in (38) , shown at the bottom of the previous page, where
Proof: See Appendix.
Note that H u e −j(θ±δ) b ,: f 2 in (39) represents the effective beam-space channel gain, and the resulting γ u,ax corresponds to the average received SNR for UE u, accounting for both the analog beamforming and the receive antenna selection effects. In later sections of our paper, we use a common system-specific SNR value to replace this userspecific received SNR to better trade off the CFO estimation accuracy and the frequency range of estimation to accommodate as many users as possible to synchronization to the network at the same time. As can be seen from (38) , the CFO estimation performance of the proposed method depends on various design parameters such as the sequence length N , the quantization NMSE κ u , the reference frequency set {θ, δ}, and the average received SNR γ u,ax .
In deriving Lemma 1, we exploit Bussgang's theorem and decompose the received synchronization signal samples into linearly uncorrelated components. Bussgang's decomposition theorem has also been extensively exploited in prior work, such as [12] , [39] , [40] , to conduct the performance analysis for data communications in uplink MIMO systems operating with low-resolution ADCs. The main metric used in [12] , [39] , [40] was the signal-to-quantization-plus-noise ratio (SQNR) formulated from the decomposition as improving the spectral efficiency performance was the design target for data communications. As can be seen from (35) and (37) in the proof of Lemma 1 in the Appendix, we exploit the decomposition output differently to first compute the ratio measure, and then derive the variance of the corresponding CFO estimation errors for the auxiliary sequences based strategy. Further, the exact value of the quantization distortion is different between our proposed method and those in [12] , [39] , [40] because our work and prior work consider different deployment scenarios.
Analytically, it may be preferable to apply α u at the UE to estimate the CFO because the resulted estimator is approximately unbiased (see Appendix). In practice, however, it may be difficult to execute the expectation operations in calculating α u over a large number of samples because of the delay and overhead constraints. We can use sample means to compute the ratio metric at the UE, and in this paper, we simply use one sample, i.e., α u to extract the CFO estimate. It is evident that using only one sample at the UE is not optimal in terms of the unbiasedness of the estimator and the achievable estimation performance. But we use extensive numerical examples in Section V to show that using α u to estimate the CFO could still provide promising performance, and outperform the ZC symmetry based strategy.
It is still difficult to analytically characterize the robustness of the proposed frequency synchronization method to the quantization distortion, though their closed-form CFO estimation performance is presented in (38) . We therefore focus on empirical evaluations and plot the expected values of the auxiliary ratio metric E [α u ] in Fig. 3 for various quantization resolutions and 0 dB SNR. As shown in Fig. 3 , the monotonic property does not hold for the expected ratio measure E [α u ] over certain frequency ranges such that directly inverting the ratio measures over these ranges may result in large estimation errors. These frequency ranges, however, are relatively small under various quantization resolutions, e.g., around [−0.05, 0.05] normalized frequencies. Further, the expected ratio values computed assuming both 1-bit and 2-bit ADCs are close to those under infinite-resolution ADCs. Hence, by inverting the ratio measures obtained through fewbit ADCs, we can still expect promising CFO estimation performances for our proposed method, which are numerically verified in Section V.
As shown in (38) , the CFO estimation performance of our proposed method also depends on certain double-sequence design parameter(s). Specifically, for the auxiliary sequences based strategy, these parameters correspond to the reference frequency set {θ, δ}. In addition to the sequence length N and the received SNR, the double-sequence design parameter(s) can be further optimized to compensate for the quantization distortion. In Section IV, we first use (38) to formulate the optimization problems; we then conclude from the corresponding solutions that in contrast to conventional pilot/sequence-aided frequency synchronization methods, our proposed strategy is capable of exploiting more design degrees of freedom to further improve the low-resolution frequency synchronization performance.
IV. PRACTICAL IMPLEMENTATION OF LOW-RESOLUTION FREQUENCY SYNCHRONIZATION
In this section, we explain the implementation procedure of our proposed double-sequence low-resolution frequency synchronization method in practical cellular networks. We focus on a multi-user scenario with various quantization configurations. We exploit the analytical performance assessment from Lemma 1 to configure the double-sequence design parameters such that for different deployment scenarios, the impact of low-resolution quantization distortion on the overall frequency synchronization performance can be minimized. In this paper, we do not provide analytical frequency synchronization performance for the multi-user setup. As will be discussed later in this section, solving the general muticast synchronization problem requires solving a complex min-max optimization problem, and our proposed grid based search algorithm does not lead to a closed-form solution. It would be of great future research interest to first derive a close-form solution to the min-max optimization problem formulated in this paper, and then conduct the analysis to better understand the overall synchronization performance for the multicast channel.
A. Basic System Setup and Assumption
In this paper, we consider a single cell serving multiple UEs. Note that our proposed design approach can be extended to multiple cells by scrambling the synchronization channels with different physical cell identities (PCIs) to mitigate inter-cell interference. All active UEs are equipped with fully digital front ends and low-resolution ADCs. The ADC resolutions could be different for different UEs.
The BS transmits a common synchronization signal, i.e., a synchronization signal (SS) block defined by the 3GPP, to all active UEs via directional analog beamforming. In this paper, we focus on a given synchronization beam to explain and evaluate our proposed algorithm, though the BS forms multiple analog synchronization beams in a TDM manner to transmit multiple SS blocks (an SS burst) to ensure spatial coverage (the single-stream case depicted in Fig. 4 ). Note that other beamforming strategies are also possible for the synchronization channel. For instance, to further reduce the synchronization delay, the multi-stream based method (shown in Fig. 4 ) can be used, in which multiple analog synchronization beams are simultaneously formed by the BS to transmit a given SS block. In contrast to the single-stream case, the multi-stream strategy requires a shorter SS burst to cover a given angular range, but may result in significant inter-beam interference and higher implementation complexity. Note that it may not be feasible to incorporate the digital beamforming/precoding in the synchronization channel design (e.g., in form of hybrid beamforming/precoding). This is mainly because the optimization of the digital beamforming/precoding requires explicit channel state information available at the base station, which is unrealistic during the initial access phase.
The design target here is to track all active UEs' CFOs without compromising much on each individual UE's CFO estimation performance. This can be accomplished by adjusting the frequency range of estimation of the common synchronization signal according to the distribution of all potential CFOs. In the following, we first formulate the multicast frequency synchronization problem as a min-max optimization problem assuming low-resolution quantization. By leveraging certain predefined system specific parameters, we transform the minmax problem into a minimization problem, and develop an adaptive algorithm to solve it.
B. Optimization Problem Formulation of Proposed Low-Resolution Frequency Synchronization
To accommodate many UEs with satisfying low-resolution frequency synchronization performance, we need to incorporate the frequency range of estimation, i.e., [θ − δ, θ + δ] into the optimization problem formulation. Define Θ as a set/codebook containing discrete values distributed within [−1, 1]. Using (38) 
which is a min-max optimization problem and difficult to solve. To simplify (40), we first define κ ax , μ ax , α ax and γ ax as system specific parameters. They are predefined and can be flexibly configured by the network controller according to past measurement and system statistics. We use κ ax , μ ax , α ax and γ ax to replace κ u , μ u , α u,ideal and γ u,ax in (38) and obtain (41) , shown at the bottom of this page. We can then rewrite the optimization problem as
We formulate (42) by treating all active UEs as a single virtual UE with common system specific parameters κ ax , μ ax , α ax , γ ax , and a given analog synchronization beam f . We need to carefully select κ ax , μ ax , α ax and γ ax such that σ 2 μax for the virtual UE can represent each individual UE's error variance, i.e., σ 2 μu,ax (u ∈ {1, · · · , N UE }), as much as possible. Note that if κ u , μ u , α u,ideal and γ u,ax (u ∈ {1, · · · , N UE }) vary significantly from UE to UE, the problem formulation in (41) and (42) may not be accurate. This in turn, may result in poor frequency synchronization performance in the multi-user scenario. In Section V, we use several numerical examples to characterize this aspect. Finally, we solve (42) by optimizing the double-sequence parameters such that the estimation error variance of the virtual UE is minimized.
C. Design Procedure of Proposed Low-Resolution Frequency Synchronization
According to (41) , solving (42) requires the BS to have explicit knowledge of κ ax , μ ax (α ax ) and γ ax . Though different UEs may have different ADC resolutions, we use a single κ ax to characterize all active UEs. In Section V, we set κ ax = 0.1175 (i.e., 2-bit ADCs) when simulating the multiuser scenario. Further, γ ax can be obtained by averaging over the received signal-to-interference-plus-noise ratios (SINRs) of all UEs. Selecting a good μ ax is also important for the BS to determine a proper frequency range of estimation that can capture as many UEs' CFOs as possible. In this paper, we assume that μ ax = 0 because the normalized CFOs are usually uniformly distributed around the origin. The BS or the network controller can also configure μ ax using long-term system statistics such as those from previously connected UEs. For instance, for a given set of UEs whose CFOs are mainly caused by the Doppler shifts and evolved over time, it may become beneficial to exploit previously estimated CFOs, e.g., by averaging, to determine μ ax and track the CFOs evolution for the given UEs. In this case, the simple μ ax = 0 setup may not be appropriate because now the normalized CFOs are not uniformly distributed around the origin. Based on these assumptions, the BS optimizes the double-sequence design parameters in (42) by conducting an exhaustive search over all potential values in the predefined codebook, e.g., Θ. In this case, the exhaustive search is a simple yet effective solution Algorithm 1 Auxiliary Sequences Based Low-Resolution Frequency Synchronization Design BS-SIDE PROCESSING 1 : Configuring κ ax , μ ax , α ax and γ ax based on long-term measurement and system statistics. 2 : Computing σ 2 μax according to (41) and finding θ opt and δ opt that minimizes σ 2 μax following (42) via exhaustive search over given codebooks (e.g., Θ for the looking frequency θ). 3 : If necessary, conveying the selected θ opt and δ opt to UEs after their timing synchronization. 4 : Constructing d 0 and d 1 according to (9) and (10), and maps their frequency-domain counterparts on given subcarriers. 5 : Probing the synchronization signal at given synchronization time-slots. UE-SIDE PROCESSING (UE u, u ∈ {1, · · · , N UE }) i : Preprocessing: timing synchronization and discarding the CP. ii : Computing the received synchronization signal strengths p 0 u,b , p 1 u,b and the ratio measure
. iii : Inverting the ratio measure α u following (29) to obtain the CFO estimateμ u . iv : Compensating the received signal samples with the estimated CFO.
especially because the potential values of the double-sequence design parameters are well bounded by the distribution of the normalized CFOs, e.g., an uniform distribution within (−0.1, 0.1). We summarize the detailed design procedure in Algorithm 1. As can be seen from Algorithm 1, the BS needs to convey the optimized double-sequence design parameters, i.e., θ opt and δ opt to the UE so that the UE can execute the ratio metric inversion. This requires additional signaling support from the BS to the UE, which can still be implemented in the initial access process after the UE completes the symbol/frame timing synchronization and PCI detection. To reduce this signaling overhead, the BS can optimize the double-sequence design parameters in a semi-static manner, using long-term measurement and system statistics.
Further, with increase in the codebook size, the codeword search complexity of finding θ opt and δ opt would also increase. In this paper, we assume that the codeword search is conducted by the BS in a semi-static manner (e.g., in tens of seconds or even minutes) based on long-term measurement and system statistics. Even the exhaustive codeword search is performed by the BS in a more dynamic manner, the impact of the codeword search complexity on the overall implementation complexity of the proposed low-resolution frequency synchronization design is still negligible. This is because the synchronization process (e.g., the SS burst shown in Fig. 4) is triggered by the network in a periodic manner with configurable time period between two consecutive synchronization processes (e.g., a minimum 20 ms is defined in the 3GPP 5G NR [32] ). This time period is more than enough to execute the exhaustive codeword search (multiple arithmetic additions and multiplications) to find θ opt and δ opt . Further, the codeword search does not introduce additional implementation complexity to the UE side.
V. NUMERICAL RESULTS
In this section, we evaluate our proposed auxiliary sequences based frequency synchronization method assuming low-resolution (e.g., 1-4 bits) ADCs. Both the BS and UE employ a uniform linear array (ULA) with inter-element spacing λ/2, where λ represents the wavelength corresponding to the carrier frequency. Throughout the simulation section, we assume that N tot = 16 and M tot = 8. We consider wideband mmWave channels to evaluate our proposed algorithm, incorporating a single UE or multiple UEs. When simulating both the single-user and multi-user settings, we optimize the double-sequence design parameters to construct the corresponding synchronization sequences, though the optimization problem is formulated only for the multi-user scenario in Section IV. Optimizing the double-sequence design parameters for the single-user scenario is primarily for fair simulation comparison between our proposed method and the ZC symmetry based approach. Recall that we directly apply
to extract the CFO estimate for fair comparison with the ZC symmetry based strategy in terms of the resource overhead, though the sequence optimization including the formulation of the optimization metric in (41) is conducted using
(see Appendix). The simulation settings of the common parameters are similar to those for the multi-user case, which have been discussed in Section IV.
A. Wideband mmWave Channels With a Single UE
We start by evaluating the frame error rate (FER) of our proposed method assuming few-bit ADCs. We present the block diagram of our link-level simulator in Fig. 5 , which Fig. 6 . Frame error rate performances of our proposed auxiliary sequences based low-resolution frequency synchronization method. The ZC sequence based method is evaluated for comparison. The perfect case without CFO and the case with CFO but without any frequency synchronization are plotted as benchmarks. The normalized CFO is set to 0.01. Other simulation assumptions are given in Table I includes a complete chain of Turbo coding/decoding, OFDM and DAC/ADC modules. We assume perfect channel estimation, frame timing synchronization and infinite-resolution DACs. We adopt the 3GPP 5G tapped delay line (TDL-A) wideband channel model [41] into the link-level simulation assuming 30 GHz carrier frequency and a 80 MHz RF bandwidth. We provide other simulation assumptions such as the assumed OFDM numerology and the modulation and coding scheme (MCS) in Table I . According to these settings, a 0.1 normalized CFO corresponds to a 1.95 MHz time-domain CFO or 65 ppm of the 30 GHz carrier frequency. In Figs. 6(a) and 6(b), we plot the FER performances assuming both 2-bit and 3-bit ADCs. As can be seen from Fig. 6 , our proposed auxiliary sequences based frequency synchronization strategy significantly outperforms the ZC sequence based CFO estimation method. Further, in the low-to-medium SNR regime (e.g., −10 dB ∼ 10 dB), our proposed method shows error rate performances close to the ideal case without CFO. For our proposed method and the Fig. 7 . Throughput performances versus SNRs of our proposed auxiliary sequences based low-resolution frequency synchronization method. The ZC sequence based method is evaluated for comparison. The perfect case without CFO and the case with CFO but without any frequency synchronization are plotted as benchmarks. The normalized CFO is set to 0.05. Other simulation assumptions are given in Table I ZC sequence based strategy, we can observe error floors at high SNRs.
In Fig. 7 , we evaluate the throughput performances for our proposed method assuming various quantization resolutions. We compare 1-bit and 3-bit ADCs in Fig. 7(a) and observe that our proposed method outperforms the ZC sequence based strategy (similar to Fig. 6 ) for 0.05 normalized CFO. For instance, at 20 dB SNR, the throughput of our proposed auxiliary sequences based method is 3 bit/s/Hz higher than that of the ZC sequence based strategy assuming 1-bit ADCs. The corresponding throughput gain is 150%. With increase in the quantization resolution, this performance gap reduces. In Fig. 7(b) , we examine our proposed design approach under 4-bit and infinite-resolution ADCs. The performance differences between 4-bit quantization and infinite-resolution quantization are marginal.
In Fig. 8(a) , we plot the MSEs of the CFO estimates for various frequency synchronization methods. The MSE of the CFO estimate is calculated as E |ε −ε| 2 , where ε is the exact CFO (without normalization) andε is its estimated counterpart. It is evident from Fig. 8(a) that our proposed CFO estimation strategy is better than the conventional ZC sequence based approach for a wide range of frequencies.
Further, the MSEs of our proposed method are almost identical across the [−0.05, 0.05] frequency range of interest. This is because our proposed method can provide super-resolution CFO estimate as long as the monotonic property holds. Similar observations are obtained in Fig. 8(b) , in which the FER performances are evaluated against various normalized CFOs.
In Fig. 9 , we examine the impact of the overall synchronization sequence length on the low-resolution frequency synchronization performance. Here, the overall sequence length L seq corresponds to 2N for the double-sequence structure, and N ZC for the ZC symmetry based strategy. It can be seen from Fig. 9 (a) that a longer overall sequence length does not necessarily result in a better CFO estimation performance for the ZC sequence based method assuming low-resolution quantization. At relatively high SNR, e.g., 20 dB in this example, the quantization distortion dominates the performance, and may severely corrupt the symmetry of the ZC sequence especially when a longer overall sequence length is assumed. With increase in L seq , however, the low-resolution frequency synchronization performance improves for our proposed auxiliary sequences based method. In Fig. 9(b) , we compute the resource overhead (OH) in percentile by assuming a total of N RE = 128 resource elements available for transmitting the synchronization sequence. For instance, if L seq = 64, the corresponding resource OH is L seq /N RE = 64/128 = 50%. This number becomes to 100% for L seq = 128. It is evident from Fig. 9 (b) that except for L seq = 32 (25% resource OH) at relatively high SNR, our proposed method even exhibits a better low-resolution CFO estimation performance than the ZC symmetry based strategy with a reduced resource overhead.
B. Wideband mmWave Channels With Multiple UEs
In this part of the simulation, we consider multiple UEs with 2-bit ADCs equipped each. Other simulation parameters and the wideband channel model are the same as those in Section V-A. We evaluate our proposed method assuming a total of 10 UEs. Their normalized CFOs are randomly distributed within the given intervals [−0.02, 0.02], [−0.03, 0.03], [−0.05, 0.05], [−0.07, 0.07] and [−0.1, 0.1] (frequency ranges of normalized CFOs). Further, we focus on optimizing the double-sequence design parameters, and therefore the frequency range of estimation, to accommodate many UEs without alternating the sequence length. In the proposed auxiliary sequences based method, configuring the frequency range of estimation can be achieved by simply varying θ and δ.
In Fig. 10 , we examine the impact of the frequency range of estimation on the frequency synchronization performances. It is evident from Fig. 10 that by increasing the frequency range of estimation from [−0.01, 0.01] to [−0.03, 0.03], the CFO estimation MSEs reduce. By further enlarging the frequency range of estimation to accommodate even more UEs (e.g., from [−0.03, 0.03] to [−0.08, 0.08]), however, the overall CFO estimation performance degrades. These performance variations result from the fact that the frequency range of estimation ([θ − δ, θ + δ] in this example) is not optimized according to the CFO distribution and the received SNRs. Finally, we plot the optimal case that uses θ opt and δ opt (obtained via (42) ) to construct the auxiliary sequences in Fig. 10 . It can be observed that the corresponding CFO estimation performance is the best among all configurations and consistent across all frequency ranges of CFOs.
VI. CONCLUSION
In this paper, we custom designed a novel double-sequence structure, i.e., auxiliary sequences, for frequency synchronization in mmWave systems operating with low-resolution ADCs. We used analytical and numerical examples to show that our proposed method is robust to the low-resolution quantization for a variety of network settings. We concluded from extensive empirical results that under low-resolution ADCs: (i) our proposed strategy provides promising overall frequency synchronization performance that can better trade off the CFO estimation accuracy and the frequency range of estimation, and (ii) our custom designed auxiliary sequences outperform the ZC sequences in estimating the frequency offset.
APPENDIX

Proof of Lemma 1
For UE u, by denoting h
Similarly,
Based on (43) and (44), we can then obtain / σ 2 u . Using (45) and (46), we can express α u as in (48), shown at the bottom of this page. It is evident from (48) that α u depends on the SNR and the quantization distortion factor. Assuming high received SNR (high-power regime with very large N tot and receive processing with antenna selection), we can approximate 1/γ u,ax as zero. Further, for low-resolution quantization (2 ∼ 4 bits), we can also approximate κ u /(1 − κ u ) as zero. Hence, 
In the following, we leverage the approximation in (49) to show the approximate unbiasedness of our proposed frequency estimator. Note that for moderate received SNR and 1-bit quantization, the approximation in (49) may no longer hold such that α u may still depend on the SNR and the quantization distortion factor. In this case, our proposed estimator is not (approximately) unbiased. Motivated by (29) , we formulate the corresponding frequency estimator as
We plug (50) in the calculation of E [μ u ] (shown at the top of the next page). It is evident from (57) that the CFO estimator Denote the quantization-plus-noise power of the auxiliary channel 1 output for UE u by N 1 u . According to (46), we have
The variance of the CFO estimate can then be expressed as [42, equation 3.26 ]
where M ax (μ u ) = α u,ideal for the proposed auxiliary sequences based method, and ς ax represents the slope of M ax (·) at θ, i.e., ς ax = M ax (θ) = sin(δ) cos(δ) − 1 .
By plugging (58), (60) and (62) into (61), we can obtain (38) , which completes the proof.
