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Abstract-Considerable work has been done comparing the relative efficiencies of linear multi- 
step, Runge-Kutta, and extrapolation methods within their respective classes. However, efficiency 
comparisons between these classes have been relegated to numerical case studies, which can be mis- 
leading because they depend on a small set of test problems and particular implementations of the 
methods. In this paper a unified way of comparing efficiency is presented that makes it possible to 
assess theoretically the relative efficiencies of methods from the different classes. 
Keywords-Efficiency comparisons, Linear multistep methods, Runge-Kutta methods, Extrapo 
lation methods. 
1. INTRODUCTION 
This paper is concerned with comparing the efficiency of methods for integrating nonstiff systems 
of ordinary differential equations of the form 
Y’ = F(x, Y), aIx<b, y(a) given. (1) 
The cost of an integration is usually measured by the number of evaluations of F required to 
perform the integration. A popular way to assess the relative efficiency of methods is to compare 
their performance on a set of test problems. The problems are integrated at various tolerances 
to ascertain the cost of the integration as a function of the accuracy achieved. Although this 
approach seems easy, it presents serious difficulties in both practice and interpretation. Often 
codes to be compared do not attempt the same task, e.g., they do not control the error in the 
same way. They may provide different facilities, e.g., automatic selection of the initial step size or 
interpolation, that can have profound effects on the performance of the code. Choices made in the 
implementation, such as whether to do local extrapolation, can lead to very different performance 
by codes based on the same formula. Often the authors of codes choose to do more work than 
is strictly necessary because they wish to make the code more convenient or robust, diagnosis 
of stiffness being a case in point. When using a small set of test problems, there is always the 
worrisome possibility that the methods behave atypically for some of the problems. This is not 
hypothetical: Merson’s pair [l, p. 1691 has a higher order of accuracy for linear problems than for 
nonlinear problems, and some of Fehlberg’s pairs [2] are of higher order for quadrature problems. 
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Finally, the results of a numerical study may even be machine dependent. It is probably fair to 
say that numerical comparisons are most useful for showing which methods ought to be discarded, 
studying variants of a method, and assessing the quality of an implementation. 
Theoretical efficiency comparisons complement numerical comparisons by providing informa- 
tion about the efficiency of a method, as contrasted to its implementation, in the context of a 
large class of problems. Although extensive work of this kind has been done to compare linear 
multistep, Runge-Kutta, and extrapolation methods within their respective classes, there have 
been almost no theoretical comparisons of methods from different classes. In this paper a unified 
way of assessing efficiency is developed that makes it possible to assess theoretically the relative 
efficiencies of methods from all these classes. One of us has developed an item of mathematical 
software [3,4] for doing the necessary computations. In Section 2, we describe the standard ways 
of comparing efficiency for the linear multistep methods (LMMs) and for Runge-Kutta methods. 
The approaches are brought together in Section 3, and Section 4 gives results for many of the 
most popular methods. 
2. THEORETICAL EFFICIENCY 
For a normalized LMM of order p, the local truncation error with a step of size h can be 
expanded as 
local truncation error = CP+ry(Pf’) (z,) hpfl + 0 (hp+2) . (2) 
Here y(x) is the solution of the initial value problem (1). The value C,+i is called the error 
constant of the method. If h is small enough that terms of order p + 2 can be neglected, the 
largest step size that will yield a result satisfying a tolerance E on each component of the local 
truncation error is 
h = (8IC,,11 lly(p+l)(,n)ll_)-‘l’p+l’. 
Let s be the number of evaluations of F required per step. This number is always 1 for an explicit 
method, but it varies from step to step when the method is implicit. In the popular codes based 
on implicit LMMs, steps are rejected if more than a few evaluations are needed, typically 3. As 
a consequence the average of s ranges in experiment from 1.5 to a little more than 2, making the 
value s = 2 that we and others use for comparing efficiency a reasonable and conservative value. 
The distance the integration is advanced for each evaluation of F is 
h 1 
-=- 







The relative efficiency of two LMMs, M and M^, of order p can be compared by the efficiency 
ratio 
(5) 
It is crucial here that the effects of both the problem and the tolerance drop out. In this way, we 
can compare methods in circumstances much more general than is the case for numerical com- 
parisons. Moreover, we distinguish the behavior of the method from that of its implementation. 
To compare more than two formulas at once, it is convenient to define the eficiency index of a 
LMM of order p as 
eff (M) = f ICY’,+1 J--(“‘+‘) 
The efficiency ratio of method M compared to method M^ is then simply eff (M) /eff (MI>. For 
the popular methods, Henrici [5] presents recurrence relations that make it easy to compute C,+i 
for any p. With error constants at hand, efficiency indices are immediately available. 
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Something similar is possible with Runge-Kutta methods. At first the local truncation error 
of Runge-Kutta methods was expanded by hand in a variety of ways, see, for example, [5,6]. As 
a result of Butcher’s work [7], it has become standard to expand the local truncation error in the 
form 
X,+1 
local truncation error = hp+’ c Tp+l,j D~+L~ + 0 (hp+2) . (7) 
j=l 
This implies that 
]/local truncation error]] 5 hP+’ *p+l,jl Il%+~jll + o (h~+~). (8) 
j=l 
Hence, 
(Ilocal truncation error]] 5 hp+’ llTp+l II,, c ((D Pfl,jIl + cJ (hp+2) . j=l (9) 
Here T,+I is the vector whose X,+1 components are the truncation error coefficients Tp+l,j, 
j = l,...,Xpfi and ]] . 11~ is a P-norm, 1 I: P 5 CO. Following the same line of argument as 
for LMMs, the efficiency of a Runge-Kutta formula M of order p relative to another, $?, of the 
same order can be quantified by the ratio 
(llP+l) 
Although the argument is similar to that for linear multistep methods, the conclusion is rather 
different. If one LMM is more efficient than another in the measure described, then it will be 
more efficient for any given problem provided only that F is sufficiently smooth and the step size 
small enough for the approximations to be valid. This is not the case for Runge-Kutta methods 
because they are being compared with respect to bounds. A method can be more efficient than 
another according to the bound and still be less efficient when applied to a given problem. The 
distinction is a consequence of the fact that the truncation error depends only on the solution 
in the case of an LMM, but depends in addition on the form of F in the case of a Runge-Kutta 
method. Perhaps this is why Henrici sometimes rearranges expansions of local truncation errors 
to express them in terms of derivatives of y(x) to the extent possible. In some cases [5, pp. 1331, 
the leading term of the local truncation error expansion has the same form as that of an LMM. 
Though less satisfactory than the way LMMs are compared, the way Runge-Kutta methods are 
compared has proved so useful that it has become standard. 
The most popular extrapolation methods for nonstiff problems arise from polynomial extrapo- 
lation of the explicit midpoint rule [8]. Such methods advance the integration a step of size H by 
means of subintegrations done with the explicit midpoint rule and a constant step size H/ki. The 
sequence of positive integers {kz} with ICI < k:! < . . . is part of the definition of the particular 
extrapolation method. Gragg [8] d a vacated a smoothing procedure that costs an additional eval- 
uation of F at the end of each subintegration. The popular codes do smooth because it improves 
stability and slightly increases the accuracy. 
It has not always been appreciated that polynomial extrapolation of the midpoint rule amounts 
to a highly structured Runge-Kutta method. Compared to the usual Runge-Kutta formulas, the 
extrapolation methods seen in widely-used codes involve very high orders and a great many stages, 
and they have not been compared in the way usual for Runge-Kutta methods. Shampine [9,10] 
presents a way of comparing the efficiencies of extrapolation methods resulting from different 
choices of step size sequence. The technique is specific to the class of methods, and the efficiency 
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measured is that of the lower order result used to obtain an error estimate rather than the higher 
order result normally used to advance the integration. This raises an important point: We have 
been assuming that the method is provided the “optimal” step size. To achieve this in practice 
requires an asymptotically correct estimate of the local error of the formula used to advance the 
integration. Some of the schemes we study are not accompanied by an estimator. Others estimate 
the local error of a formula, but advance the integration with a different formula of higher order 
(local extrapolation). In such cases the efficiency index measures potential efficiency. 
3. A UNIFIED APPROACH 
We have seen how to compare linear multistep methods and Runge-Kutta methods (including 
extrapolation methods) within their respective classes. However, little has been done to compare 
methods from different classes. A number of authors have attempted to unify the theory of the 
numerical solution of ordinary differential equations by investigating classes of methods that in- 
clude both linear multistep and Runge-Kutta methods as special cases. Ceschino and Kuntzmann 
devote Chapter 8 of [6] to one such class. Butcher initiated the study of a class of methods called 
general linear methods in [ll] and later devoted Chapter 4 of [7] to these methods. Albrecht’s 
book [12] is devoted to a class of methods called A-methods. (His paper [13] on A-methods is 
perhaps more accessible.) 
Any one of the unifying theories might be exploited for comparing LMMs and Runge-Kutta 
methods. However, none of the references cited considers how to obtain truncation errors in 
a general and computationally effective manner. Indeed, the only one that presents material 
directly relevant to the matter at hand is [6]. Expanding y(pfl) (zr) in (2) as a linear combination 
of the elementary differentials Dp+l,j expresses the local truncation error of LMMs in the same 
terms used for Runge-Kutta methods, making it possible to compare methods from the two 
classes. In effect, this is what Ceschino and Kuntzmann [6, pp. 231 ff.] do when they compare 
a number of formulas of order 4. More generally, in Chapter 8 of their text they expand the 
local truncation error by hand for low order formulas in the bigger class they study and compare 
methods by the size of the l-norm of the coefficients of their elementary differentials (which are 
not those of Butcher). It is not clear how one might obtain conveniently expansions to higher 
order, but their work suggests a way to exploit some of Albrecht’s later work so as to achieve our 
goals. 
Albrecht [14] presents a relatively simple approach to expanding the error of Runge-Kutta 
methods to any order. A consequence is that for a formula of order p, 
local truncation error = d,+i Ycpfl) (z,) + 2 T$ D;,j /$‘+I + 0 (/$‘+2) . (11) 
j=l 
For our purposes, the key point is that within Albrecht’s theory of A-methods, linear multistep 
methods and Runge-Kutta methods have truncation error expansions of the same form. (The 
expansion (2) for LMMs is a special case of (11) with d,+i = C,+i and T& = 0 for j = 1,. . . , yp.) 
By regarding the two classes of methods as subclasses of A-methods, we can compare the efficiency 
of an LMM to that of a Runge-Kutta method in a very natural way. With the expansion (11) 
(and the special case (2)) for the truncation errors of the special A-methods known as LMMs 
and Runge-Kutta methods, the efficiency of methods from different subclasses can be compared 
in a way entirely analogous to the customary ways of comparing the efficiency of methods within 
the subclasses. To this end, we define the efficiency index of a Runge-Kutta or linear multistep 
method M of order v as 
eff (M) = i (IT;+, (J--(1’p+1), (14 
( > 
T 
where *;+I = dp+l,T;,1,T;,z,. . . ,T&,, and ]I .I[ is a P-norm on W~p+l, 1 5 p 5 00. 
Efficiency Comparisons of Methods for Integrating ODES 49 
Recently an item of mathematical software has become available for computing the truncation 
error coefficients of (11) and the norms of (12) for Runge-Kutta methods. Details of the extensions 
of Albrecht’s work required, the algorithms used, and illustrative examples of the performance 
of the code are provided in [3], and the ANSI C code RKTEC is available from Netlib in the 
mist collection. In principle, the code can calculate truncation error coefficients of arbitrarily 
high orders for any Runge-Kutta formula. In practice, the amount of memory required increases 
rapidly as the number of stages and order of the method are increased. However, the memory 
required for methods of moderate orders is usually modest, and the code makes it practical to 
compare all the popular LMM, Runge-Kutta, and extrapolation methods. 
Because extrapolation methods do repeated subintegrations over the course of a step, F(z, y) 
may be evaluated several times at the same value of 2. For general problems, little benefit 
can be derived from this, but if F is linear, significant savings are possible. Specifically, when 
F(z, Y) = J(z)y + g(x), th e e fi ciency of an extrapolation method can be improved by organizing 
the computation so that J(Z) and g(z) are evaluated only once at any value of 2 and the 
values saved for reuse in all subintegrations that require them. In our comparisons, we present 
some efficiency indices that take these savings into account. Similar savings are possible with 
other kinds of methods [15], but we have not taken them into account. Ceschino and Kuntz- 
mann [6] devote some attention to implicit Runge-Kutta methods because they are implicit for 
such problems only in that they require the solution of linear systems. This makes such methods 
attractive in this context, at least for small to moderate sized systems, but we have also not taken 
this issue into account. 
The ratio h/s in (4) and a corresponding expression leading to (10) is the reciprocal of the 
cost per unit step to produce an error of E per step. By far the most common step size control 
is error per step (EPS). Also of interest, however, would be the cost per unit step to produce 
an error of E per unit step. This would correspond to an error per unit step (EPUS) control of 
the step size. This kind of step size control is seldom used, but the efficiency measure has the 
virtue of expressing both the cost and the tolerance in terms of a unit step. The EPS indices 
were obtained by solving for the maximum step size that results in a local truncation error less 
than or equal to E in each component (neglecting terms of order p + 2). The only modification 
to the argument needed to obtain EPUS efficiency indices is to require that in each component 
the local truncation error be less than or equal to hi instead. As a result, for a linear multistep 
or Runge-Kutta method, 
EPUS eff (M) = i lIT;+,[/-l’p. (13) 
4. SOME SAMPLE COMPARISONS 
We have presented a way to compare theoretically the efficiency of linear multistep methods, 
Runge-Kutta methods, and extrapolation methods based on polynomial extrapolation. The 
mathematical software RKTEC makes it possible, even easy, to compare formulas of high orders 
and many stages. Some results obtained in this way follow. Our primary purpose here is to 
show the kind of insight provided by the comparisons, but we have taken the opportunity to 
include many of the most popular methods. The efficiency indices were computed using both the 
maximum norm and the l-norm since they represent extremes in the penalty given to Runge- 
Kutta methods for a dense Tz,, vector. Both EPS and EPUS indices are presented. The ranking 
in the tables was established by the average of the four indices for each formula. In studying the 
tables presented, it is important to keep in mind that it is meaningless to compare the eficiency 
indices of methods of different orders. Valid comparisons can be made only within a single column 
of a single table. 
In the case of the implicit Adams-Moulton formulas, the average number of evaluations of F 
per step was taken to be 2. Extrapolation methods based on all the popular step size sequences 
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50 M. E. HOSEA AND L. F. SHAMPINE 
were included, both with and without Gragg’s smoothing, and potential savings for linear prob- 
lems were taken into account. In cases of embedded Runge-Kutta pairs, efficiency indices were 
computed for both formulas. For Runge-Kutta pairs that are First-Same-As-Last (FSAL), the 
cost of a step was taken to be the effective number of evaluations of F per step rather than the 
literal number of stages in the formula. When smoothed, extrapolation methods optimized for 
linear problems are FSAL in the sense of evaluating J(Z) and g(x). Because smoothing results 
in a more accurate (and stable) formula, we assumed that it is always done in this context. 
Table 1 shows efficiency indices for some methods of order 2. The “extrapolation” methods 
included at this order are just the formulas resulting from taking the given number of steps with 
the explicit midpoint rule, both with and without smoothing. 
Table 1. Efficiency indices for methods of order 2. 
Maximum norm l-norm 
Formula EPS EPUS EPS EPUS 
Bogacki-Shampine 2(3) 1.211 2.309 1.211 2.309 
Adams-Bashforth 2 1.339 1.549 1.339 1.549 
Adams-Moulton 2 1.145 1.732 1.145 1.732 
extrap. (2) 1.000 1.414 0.909 1.225 
extrap. (4) smoothed 0.800 1.600 0.727 1.386 
extrap. (4) 0.794 1.414 0.721 1.225 
extrap. (2) smoothed 0.840 1.333 0.763 1.155 
Table 2. Efficiency indices for methods of order 3. 
Maximum norm l-norm 1 
Formula EPS EPUS EPS 
Adams-Bashforth 3 1.278 1.387 1.278 
Adams-Moulton 3 1.107 1.442 1.107 
Bogacki-Shampine 3( 2) 0.738 0.962 0.676 
Merson 3(4) 0.583 0.832 0.490 
Zonneveld 3(4) 0.443 0.577 0.443 
Table 2 gives the efficiency indices for some methods of order 3. The Runge-Kutta formulas 
included are the 3(2) ( . . i e , order 3 with an embedded formula of order 2 for estimating the local 
error) FSAL pair of Bogacki and Shampine [16] and the order 3 formula from Merson’s (3,4) 
pair [l, p. 1691. It is seen that the Adams methods are more efficient at this order than the 
Runge-Kutta methods. 
Table 3 gives efficiency indices for some formulas of order 4. The extrapolation methods fare 
rather well when the problem is linear and the methods organized so as to take advantage of 
this, but even then they are less efficient than the Adams methods. The classic fourth order 
formula comes in slightly behind the very popular Fehlberg 4(5) pair. This observation raises 
an important point, namely the cost of a local error estimate. In the case of a LMM, an error 
estimate can be obtained without additional evaluations of F, but an error estimate for a Runge- 
Kutta formula may involve a substantial additional cost that will be reflected in the efficiency 
index. Here the efficiency index of the Fehlberg pair includes the cost of an error estimate and 
that of the classic formula does not. To compare the methods fairly in the context of a code 
that monitors the local error, it would be necessary to specify an error estimator for the classic 
formula and take its cost into account. One such pair is [17]; it requires an additional evaluation 
of F and is significantly less efficient than Fehlberg’s pair. 
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Formula EPS EPUS EPS EPUS 
Adams-Bashforth 4 1.235 1.301 1.235 1.301 
Adams-Moulton 4 1.034 1.241 1.034 1.241 
Bogacki-Shampine 4(5) 0.929 1.483 0.831 1.290 
extrap. {2,4} linear 0.822 1.107 0.627 0.788 
Merson 4(3) 0.713 0.980 0.688 0.936 
extrap. {4,8} linear 0.716 1.107 0.545 0.788 
Dormand-Prince 4(5) 0.704 1.009 0.606 0.837 
Fehlberg 4(5) 0.639 0.895 0.551 0.744 
extrap. {2,6) linear 0.644 0.904 0.491 0.644 
classic 0.623 0.782 0.475 0.558 
extrap. { 2,4} 0.572 0.745 0.467 0.577 
extrap. {2,6) 0.481 0.651 0.392 0.505 
extrap. {4,8) 0.453 0.677 0.370 0.525 
Zonneveld 4( 3) 0.498 0.626 0.380 0.446 
extrap. {4,8) smoothed 0.440 0.681 0.336 0.485 
extrap. { 2,4} smoothed 0.470 0.632 0.358 0.451 
extrap. {2,6} smoothed 0.430 0.602 0.328 0.429 
r Maximum norm -r l-norm 
Table 4. Efficiency indices for methods of order 5. 
Formula EPS EPUS EPS EPUS 
Bogacki-Shampine 5(4) 0.997 1.470 0.783 1.100 
Adams-Moulton 5 0.970 1.108 0.970 1.108 
Dormand-Prince 5( 4) 0.652 0.857 0.570 0.728 
Prince-Dormand 5(6) 0.650 0.904 0.483 0.633 
Calvo et al. 5(6) 0.522 0.694 0.458 0.594 
Fehlberg 5(4) 0.496 0.617 0.400 0.476 
DVERK 5(6) 0.449 0.581 0.378 0.472 
Verner 5(6) 0.441 0.568 0.360 0.445 
T Maximum norm T l-norm 
Table 4 gives indices for some methods of order 5. It includes the Bogacki-Shampine 5(4) 
pair [18] used in RKSUITE [19], the Dormand-Prince 5(4) pair [20], and the lower order formulas 
from the Calvo-Montijano-Rbndez (5,6) pair [21], Prince-Dormand (5,6) pair [22], a (5,6) pair 
due to Verner [23], and Verner’s pair used in DVERK, the precursor to DIVPRK of the IMSL 
library [24]. The results show that the Bogacki-Shampine formula is more efficient than or 
comparable to the Adams-Moulton formula in three of the four measures. 
The Adams-Bashforth formula is not included in Table 4 or any of the tables that follow 
it. As the order increases, the stability regions of the Adams-Bashforth formulas decrease in 
size, and even at moderate orders stability is more likely to limit the step size than normal 
accuracy requirements. However, our theoretical efficiency calculations assume that the accuracy 
requirement alone will determine the stepsiae. This is why we are concerned primarily with 
methods for nonstiff problems. For stiff problems the stability of the method is of primary 
importance, though comparing the efficiency of methods with comparable stability properties 
could be illuminating. To be sure, stability sometimes limits the step size when solving nonstiff 
problems as well, but for sufficiently stringent tolerances the accuracy requirement is usually the 
active constraint with methods of reasonable quality. 
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Table 5. Efficiency indices for methods of order 6 
Adams-Moulton 6 0.918 1.015 0.918 1.015 
Calvo et al. 6(5) 0.534 0.681 0.440 0.543 
extrap. {2,4,8} linear 0.530 0.674 0.376 0.452 
Prince-Dormand 6(5) 0.502 0.633 0.374 0.449 
Verner 6( 5) 0.471 0.588 0.379 0.456 
extrap. {2,4,6} linear 0.488 0.612 0.346 0.410 
extrap. {4,8,12} linear 0.442 0.612 0.314 0.410 
extrap. {2,6,8} linear 0.397 0.514 0.281 0.345 
extrap. {2,6,10} linear 0.362 0.475 0.257 0.318 
extrap. {2,4,6} 0.354 0.436 0.266 0.314 
extrap. {2,4,8} 0.320 0.400 0.241 0.287 
extrap. {2,6,8} 0.308 0.393 0.232 0.282 
extrap. {4,8,12} 0.291 0.397 0.219 0.285 
DVERK 6(5) 0.283 0.324 0.267 0.303 
extrap. {2,4,6} smoothed 0.300 0.377 0.213 0.253 
extrap. {2,6,10} 0.287 0.370 0.216 0.266 
extrap. {4,8,12} smoothed 0.283 0.392 0.201 0.263 
extrap. {2,6,8} smoothed 0.280 0.363 0.199 0.243 
extrap. {2,4,8} smoothed 0.283 0.359 0.201 0.241 
extrap. {2,6,10} smoothed 0.267 0.350 0.189 0.234 
T 
Formula EPS EPUS EPS EPUS 
Maximum norm l- l-norm 




extrap. {2,4,6,8} linear 
extrap. {4,8,12,16} linear 
extrap. {2,4,8,16} linear 
extrap. {2,6,8,10} linear 
extrap. {2,4,6,8) 
extrap. {2,6,10,14} linear 
extrap. {2,6,8,10) 
extrap. {4,8,12,16) 
extrap. {2,4,6,8} smoothed 
extrap. {4,8,12,16} smoothed 
extrap. {2,6,8,10} smoothed 
extrap. {2,6,10,14) 
extrap. {2,4,8,16) 
extrap. {2,6,10,14} smoothed 
extrap. {2,4,8,16} smoothed 
T Maximum norm T l-norm 
EPS EPUS EPS EPUS 
0.840 0.897 0.840 0.897 
0.422 0.522 0.350 0.423 
0.391 0.475 0.250 0.287 
0.362 0.475 0.232 0.287 
0.365 0.455 0.233 0.275 
0.288 0.358 0.184 0.217 
0.256 0.307 0.172 0.196 
0.251 0.317 0.160 0.192 
0.232 0.285 0.156 0.183 
0.217 0.282 0.146 0.180 
0.224 0.271 0.143 0.164 
0.212 0.278 0.136 0.168 
0.213 0.265 0.136 0.160 
0.208 0.260 0.140 0.167 
0.200 0.247 0.135 0.158 
0.197 0.250 0.126 0.151 
0.188 0.235 0.120 0.142 
Table 5 gives efficiency indices for some formulas of order 6. The most efficient Runge-Kutta 
formula at this order is the 6(5) formula of Calvo, Montijano, and Randez, but it is far less 
efficient than the Adams-Moulton formula. Note that the extrapolation formulas are far less 
efficient than the better conventional Runge-Kutta formulas at this order. Indeed, even the 
extrapolation formulas optimized for linear problems are not as efficient. 
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Tables 6 and 7 show efficiency indices for some methods of orders 8 and 10, respectively. The 
only conventional Runge-Kutta formula included is the Prince-Dormand 8(7) pair [22] in the form 
found in RKSUITE, and it is only about half as efficient as the Adams-Moulton formula at order 8. 
However, it is substantially more efficient than all the extrapolation formulas at this order, even 
the best extrapolation formulas optimized for linear problems. The extrapolation methods of 
order 10 are all substantially less efficient than the Adams-Moulton formula of order 10. 
Table 7. Efficiency indices for methods of order 10. 
T 
Adams-Moulton 10 
extrap. {2,4,6,8,12} linear 
extrap. {2,6,8,10,12} linear 
extrap. {2,4,6,8,10} linear 
extrap. {4,8,12,16,20} linear 
extrap. {2,4,8,16,32} linear 





extrap. {2,4,6,8,10} smoothed 
extrap. {4,8,12,16,20} smoothed 
extrap. {2,6,8,10,12} smoothed 
extrap. {2,4,6,8,12} smoothed 
extrap. (2,6,10,14,18} 
extrap. {2,6,10,14,18} smoothed 
extrap. {2,4,8,16,32) 
extrap. {2,4,8,16,32} smoothed 
Maximum norm 
EPS EPUS EPS EPUS 
0.787 0.824 0.787 0.824 
0.337 0.399 0.207 0.233 
0.265 0.319 0.163 0.186 
0.261 0.307 0.160 0.180 
0.245 0.307 0.150 0.180 
0.241 0.295 0.148 0.172 
0.200 0.244 0.122 0.143 
0.191 0.224 0.120 0.135 
0.183 0.216 0.116 0.130 
0.178 0.213 0.113 0.129 
0.166 0.208 0.105 0.125 
0.168 0.198 0.103 0.116 
0.161 0.202 0.099 0.118 
0.163 0.196 0.100 0.115 
0.163 0.193 0.100 0.113 
0.157 0.191 0.099 0.115 
0.149 0.182 0.091 0.106 
0.126 0.154 0.080 0.093 
0.122 0.150 0.075 0.088 
T l-norm 
5. CONCLUSIONS 
The poor showing of extrapolation methods is striking, especially at the higher orders. Used as 
fixed order formulas they are far less efficient than the better conventional Runge-Kutta formulas. 
To be sure, extrapolation methods are ordinarily implemented so as to vary the order used and 
ours is a fixed order analysis. Nevertheless, the theoretical comparison is corroborated by the 
numerical study by Shampine and Baca [25] in which an experimental Runge-Kutta code baaed 
on the Prince-Dormand 8(7) pair was compared numerically to a polished extrapolation code. 
The experimental code was consistently more efficient. 
A word is needed about the issue of dense output. The interpolants for high order Runge- 
Kutta formulas generally require extra evaluations of F. The efficiency index of a formula used 
with an interpolant can be calculated as usual by simply including in s the extra stages required 
for the interpolant. With extrapolation methods dense output is handled somewhat differently, 
following the work of Hairer and Ostermann [26,27]. They deal with dense output only when 
the step size sequence has the property that successive step sizes differ by multiples of 4. Our 
study included two such sequences: {2,6,10,14,18, . . . } and {4,8,12,16,20, . . . }. The latter 
was usually the more efficient of the two. Interestingly, with Shampine’s method of assessing 
the efficiency of extrapolation methods, the former is the more efficient (recall that it compares 
something rather different). Comparing the most efficient extrapolation formula at each order 
with the most efficient that permits dense output, it is seen that providing for dense output 
reduces the efficiency by amounts that range from 7% to 18%. 
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Our results show that smoothing the extrapolated midpoint rule reduces efficiency for every 
step size sequence we considered, in agreement with conclusions drawn using Shampine’s method 
of comparing extrapolation methods and other theoretical considerations [28]. It is important to 
remember, however, that the reason for smoothing the midpoint rule is to improve the stability 
of the resulting extrapolation formulas, and our analysis does not take stability into account. 
The Adams methods are generally more efficient than the existing Runge-Kutta methods, 
but the Bogacki-Shampine 5(4) pair is rated slightly more efficient at order 5. In view of the 
assumptions that underlie our analysis, we can conclude only that the methods are of comparable 
efficiency. As with extrapolation, we note that the popular codes based on Adams methods vary 
their order, and ours is a fixed order analysis. It might be argued that the average cost per step 
of evaluating an Adams-Moulton formula is somewhat lower in practice than the value we have 
used, giving Runge-Kutta methods some advantage in the comparisons. Of course our analysis 
could be done with any assumption about the average cost. However, there is no way to account 
in the analysis for the fact that popular codes based on Runge-Kutta methods adjust the step 
size more often, more effectively, and cheaper than do popular codes based on Adams methods. 
It is difficult to quantify the benefits of this, but they can be significant and ignoring them in 
the analysis gives Adams methods some advantage in the comparisons. Our analysis considers 
what happens in a single step. This is no restriction for the analysis of one-step methods, but 
for the analysis of LMMs, we have to make some assumption about the step sizes used before 
reaching the current point in the integration. We have made the usual assumption that the step 
size is constant. This assumption is of limited value in describing practical computation, and a 
constant step size is advantageous for an Adams method, so this is another advantage we have 
given to Adams methods. 
Returning to the conclusion that the Bogacki-Shampine 5(4) pair is comparable in efficiency 
to the Adams-Moulton formula of order 5, we note that the formula uses one more stage than 
the minimum required to reach order 5. The extra degrees of freedom were used to produce a 
more accurate formula with good stability properties that allows interpolation. Efficiency is only 
one of the (important) properties that determines the quality of a formula, but the good showing 
of this pair challenges the conventional thought that the minimal number of stages is the best 
choice and suggests that high-quality conventional Runge-Kutta pairs of other orders might be 
derived that will rival the Adams methods in efficiency. 
In the Introduction, we pointed out some of the difficulties of comparing methods by means of 
solving a small set of test problems with particular implementations of the methods. From our 
review of the standard theoretical techniques of comparing methods within the linear multistep, 
Runge-Kutta, and extrapolation classes, it is clear that these approaches have their difficulties, 
too. A principal difficulty is that they are restricted to comparisons within the various classes. 
The main purpose of this paper has been to show how to compare, theoretically, methods across 
classes. Despite the qualifications necessary when using our analysis to obtain guidelines for 
practical computation, the sample comparisons we have made of popular methods give important 
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