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Abstract
The shift operator, dened as q x(t) = x(t+1), is the basis for almost all discrete-time
models. It has been shown however, that linear models based on the shift operator
suer problems when used to model lightly-damped-low-frequency (LDLF) systems,
with poles near (1; 0) on the unit circle in the complex plane. This problem occurs
under fast sampling conditions. As the sampling rate increases, coecient sensitivity
and round-o noise become a problem as the dierence between successive sampled in-
puts becomes smaller and smaller. The resulting coecients of the model approach the
coecients obtained in a binomial expansion, regardless of the underlying continuous-
time system. This implies that for a given nite wordlength, severe inaccuracies may
result. Wordlengths for the coecients may also need to be made longer to accommo-
date models which have low frequency characteristics, corresponding to poles in the
neighbourhood of (1,0). These problems also arise in neural network models which
comprise of linear parts and nonlinear neural activation functions. Various alternative
discrete-time operators can be introduced which oer numerical computational advan-
tages over the conventional shift operator. The alternative discrete-time operators
have been proposed independently of each other in the elds of digital ltering, adap-
tive control and neural networks. These include the delta, rho, gamma and bilinear
operators. In this paper we rst review these operators and examine some of their
properties. An analysis of the TDNN and FIR MLP network structures is given which
shows their susceptibility to parameter sensitivity problems. Subsequently, it is shown
that models may be formulated using alternative discrete-time operators which have
low sensitivity properties. Consideration is given to the problem of nding parame-
ters for stable alternative discrete-time operators. A learning algorithm which adapts
the alternative discrete-time operators parameters on-line is presented for MLP neural
network models based on alternative discrete-time operators. It is shown that neural
network models which use these alternative discrete-time perform better than those
using the shift operator alone.
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Recent interest has concentrated in deriving various neural network architectures, often based on a
modication of the classic multilayer perceptron (MLP) [22] for nonlinear functional mapping ap-
proximations, for modelling time-dependent signals. For example, a popular architecture, commonly
known as the time delay neural network (TDNN) model [27, 58], is based on the MLP, except that
the input signal to each node (input or hidden) can include delayed versions of the same signal. It
is known that this method works quite well in a number of applications, e.g., speech processing [58].
However, it is a common observation that this model may be computationally expensive.
One way in which the TDNN model can be understood is as follows:





































x(t) l = 1
(2)
where x(t) is the input to the system (for clarity only a single input is shown), each neuron i in layer
l has an output of z
l
i
(t); a layer consists of N
l
neurons (l = 0 denotes the input layer, and l = L




= 1:0 may be used for a bias); f() is a sigmoid function typically
evaluated as tanh(), and a synaptic connection between unit i in the previous layer and unit k in
the current layer is represented by w
l
ki
. The notation t may be used to represent a discrete time or
pattern instance.


































= .  and  are respectively  and  dimensional vectors. There
are correspondingly more weights w
l
ki





denotes the transpose of a vector.















Equation (5) is sometimes referred to as the regression vector in the literature [21]. Equation (4)
can also be expressed in a regression vector form quite easily.
It is noted that the performance of the TDNN as a signal model for time varying signals is dependent
on the parameters  and , as well as the weights. The parameters  and  express the dependence
of the output signal on its past data. Hence, if  or  is large, it indicates that there may be long
term dependence on the past signals.
Equation (3) can also be interpreted in terms of tapped delay lines. Thus, the input signal x(t) is






can also be interpreted as passing through delay lines of length `
i
.
It is possible to have other neural network architectures, based on a modication of the TDNN
model. For example, instead of having just a tapped delay line at the input of each neuron, it is
possible to incorporate a nite impulse response (FIR) lter
1
. It is well known that a long FIR
1
An FIR lter is the same as a tapped delay line, except that each of the taps in the delay line is multiplied by a
weight. It is a re-interpretation of the TDNN model, i.e., without any additional parameters.
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lter can be modelled more eciently (in terms of the number of parameters used) by using an
innite impulse response (IIR) lter. For convenience, we will refer to these models as FIR MLP
and IIR MLP respectively [3, 59]. Other dynamic neural network structures have been proposed
in the literature which involve some form of time delayed inputs, outputs, or hidden states (see
for example [8, 12, 15, 18, 20, 25, 36, 37, 43]). In this paper we will consider feedforward neural
network structures which have an FIR sub-structure, but the results are generalizable to these more
complex network architectures. The implications of this work for recurrent neural networks will be
considered in another paper.
The shift operator q works well in practice. However, there are situations in which it does not
work too well. One of the conditions under which it does not work well is commonly known as the
lightly damped low frequency (LDLF) condition. This condition can be simplest understood from
the sensitivity point of view.
Consider the following polynomial which may be associated with an FIR or IIR synapse:













































, i 6= k. This indicates that the roots are close to one another.
2. 
i
has a large magnitude. Now, for the polynomial equation (6) to be stable, the largest
possible magnitude for the roots will be  1.
There are a number of practical situations under which these conditions can occur. These include:
1. Fast sampling { In sampling a continuous time system, if the sampling frequency is progres-
sively higher, well beyond the natural frequencies of the underlying continuous time system,
then there is progressively less and less information contained in neighbouring samples.
2. LDLF models { This situation is similar to fast sampling, where the poles and/or zeros of the
system are concentrated around (1; 0) on the complex plane, i.e., the roots are close to one
another and they all have magnitude  1.
In the digital implementation of a model, because of the hardware limitations, it is possible that,
while a parameter is represented ideally in innite precision (or at least of sucient precision that the
nite precision eects are not noticeable, with respect to the signal magnitude), a nite wordlength
implementation may introduce inaccuracies. Here, a model with high sensitivity will have a large
change in behaviour due to small changes in the parameters resulting from nite precision implemen-
tations. Hence, the condition of fast sampling or modelling LDLF systems cannot be well handled
by shift operator models which use a nite precision implementation.
There are two common methods to overcome these potential diculties.
1. Subsampling { since the neighbouring samples do not contain sucient information (i.e. they
contain much redundant information), one way in which neighbouring samples can be made
to contain more information is by taking only one sample out of, say, N samples.
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2. Low pass ltering { if a signal is sampled often, it may result in a high frequency noise
being imposed on the sampled signal. Thus one way in which this can be overcome is by
the incorporation of a low pass lter, with the explicit aim to lter out the underlying low
frequency signals.
In this paper, we will consider only the \low pass" ltering operations, and we will not consider the
sub sampling method further.
In general, the design of the low pass lter presumes that a cut o frequency is known. A sim-
ple method in which the low pass ltering can be accomplished is by the employment of what is
commonly known as alternative discrete time operators (ADTOs).
The principle of operation of the ADTOs is quite simple. What one desires to do is to nd an
alternative operator , such that the sensitivity of the original model is reduced.













has a reduced sensitivity. The alternative operator  is commonly obtained as a nonlinear transfor-
mation of the shift operator q, i.e.,  = g(q), where g() is a nonlinear transformation.
In the design of the nonlinear function g(), a guiding principle is that it must be a low pass lter.
There are a number of possible ADTOs which have been proposed in the signal processing and neural
network literature. To our knowledge, there has not been a unied treatment of these ADTOs. Thus,
in this paper, we will rst give a unied treatment of these ADTOs, indicating how they relate to
one another. In addition, we will consider their stability regions which is important in their design.
Secondly, we turn our attention to the following questions:
1. Does the phenomenon of \high sensitivity" occur in neural network architectures,
based on a modication of the MLP structure, e.g., TDNN, FIR MLP?
2. If this phenomenon occurs, can its eect be reduced by the deployment of ADTOs?
Note that some care needs to be taken with the consideration of the phenomenon of high sensitivity
problems in neural networks. Clearly, the dierent structure of an FIR MLP for example, means
that we expect the resulting behaviour to be dierent from a linear polynomial (as an FIR MLP
incorporates neurons in its structure). However, since the neural network structures we consider,
such as the FIR MLP, contain linear lters as subsystems within the neural network structure, we
will consider the problem in a similar manner as the linear models, even though we recognize that
the manifestation of problems due to high sensitivity in each case may be signicantly dierent.
Note further that, in this paper, we are not considering the important question of sampling a
continuous time nonlinear system, e.g., the sampling of a continuous time Hopeld network. This
is an open question, i.e., what are the eects of fast sampling on a continuous time neural network,
with respect to the high sensitivity situation ?
In this paper, we do not claim to have found a complete formulation of the problem, nor do we
claim that the solution proposed in the case of neural networks is necessarily optimal in terms of
model sensitivity. What we claim is to have demonstrated, that the high sensitivity situation occurs
in a special class of neural networks, that is, those which employ linear dynamic subsystems. Such
models include the TDNN and those based on a modication of the synapses
2
of the classic MLP
architecture, e.g., the FIR MLP, and that its eects can be more detrimental than in the case for
linear systems. In addition, we also claim that in the limited manner which we have considered the
problem, ADTOs appear to be capable of overcoming the problem of high sensitivity in the class of
neural networks considered (eg. TDNN, FIR MLP). Thus, our results highlight the problem of high
2
This is in contrast with modication of the underlying structure of the MLP, e.g., Elman model [15]. For further
discussion on the dierences between these two types of models, see, for example, the survey paper [57].
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sensitivity in neural network modelling and indicate a solution which seems to be a promising area
of further investigation.
The organisation of this paper is as follows: in section 2, we will consider briey, the various common
ADTOs which have been introduced. In section 3, we will consider the stability regions of these
ADTOs. In section 4, we will consider briey linear models and the application of ADTOs to these
models. This is intended to provide as background on the treatment of the neural network models
to follow. In section 5, we will introduce a special class of neural network models, designed to
investigate the questions of ADTOs. An analysis of the neural network structures based on the
shift operator is given where it shown that they are susceptible to parameter sensitivity problems.
Subsequently, it is shown that models may be formulated using alternative discrete-time operators
which have low sensitivity properties. We will give the derivation of a training algorithm as well
as a number of observations concerning the application of ADTOs to this special class of neural
networks in section 7. Finally, in section 8, we will present validation of some of the observations
made in section 5 through a number of experiments. From the experiments, some observations and
conclusions are drawn in section 9.
2 Alternative Discrete Time Operators
There have been a number of ADTOs proposed by various researchers. These include the following:
1. Delta operator.





where  is the discrete-time sampling interval.
Agarwal and Burrus rst proposed the use of this operator in digital lters to replace the shift
operator in an attempt to overcome the LDLF problems [1]. Williamson showed that the delta
operator allows better performance in terms of coecient sensitivity for digital lters derived
from the direct form structure [61], and a number of authors have considered using it in linear
ltering, estimation and control [16, 33, 42].
2. The modied delta operator.
The delta operator can be modied to ensure that it is not marginally stable. The modied







where 0 < c < 1.
3. Gamma operator.
This operator is dened as [11]
 =
q   (1  c)
c
(12)
This is a generalization of the delta operator with the adjustable parameter c. The explicit
sampling time  variable is implicitly set to one or incorporated in the variable c.
This operator was originally introduced in [11, 13] as a means of studying neural network
models for processing time-varying patterns.
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4. Second order gamma operators.
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, i = 1; 2 are parameters of the 
2
operator. The results in [10] indicate some success
with this method, however, it was observed that a multimodal mean square error surface may
occur in some modeling situations.
In the 
2
operator proposed in [10], while there may be a complex pole pair within the unit









< 1), there is only one zero which lies on the real axis. This means
that the operator is only capable of producing either low pass (for 0 < c
1
< 1), or high pass
ltering characteristics (1 < c
1
< 2). More general second order operators and their properties
have been considered in [6].
5. Rho operator.
The rho operator is dened as
 =











are adjustable parameters. The rho operator generalizes the delta and gamma




 = 1, the rho operator reduces to the usual shift
operator . When c
1
= 0, and c
2





 = c, the rho operator is equivalent to the gamma operator .
This operator was introduced in the context of robust adaptive control [40]. It has been shown
useful improvements over the performance of the delta operator [40, 41] can be obtained.
One advantage of the rho operator over the delta operator is that it is stably invertible, allowing
the derivation of simpler algorithms [40]. The  operator can be considered as a stable low pass
lter, and parameter estimation using the  operator is low frequency biased. For adaptive
control systems, this gives robustness advantages for systems with unmodelled high frequency
characteristics [40].
6. Pi operator.
By dening the bilinear transformation (BLT) as an operator, it is possible to introduce an























(to ensure  is not a constant function [50]). The bilinear












parameters, the pi operator can be reduced to each of the previous operators. Independently,
the same operator was proposed in [19] with all coecients set to unity.
Written in terms of the backward shift operator q
 1





















































In this paper, we will focus on the rst order operators, i.e., we will not consider second order
operators, e.g., the second order gamma operator.
3 Stability Regions of ADTOs
Stability can be considered in two respects: (a) stability of the whole model and (b) stability of the
operator itself. The introduction of a dierent operator into a model, means that the stability region
is changed from the usual unit circle in the complex plane, to some other region (ie the -plane).
Secondly, the operators themselves have a recursive structure, and are therefore subject to stability
constraints themselves. In this section, we will only consider the case of operator stability.
3.1 Delta Operator
Mansour, Kraus and Jury considered the problem of robust stability of a system described by a
delta polynomial whose parameters may be perturbed in a prescribed interval [31]. The stability
region of the delta operator is the interior of the circle given by C : jq + 1=j = 1=, i.e., centered
at ( 1=; 0) with radius 1= [35].
3.2 Modied Delta Operator
The stability region for the modied delta operator is the interior of the circle C : jq+ c=j = c=,
i.e., centered at ( c=; 0) with radius c=. For the 
m
-operator to be stable and dened requires
that
0 < c < 1
3.3 Gamma Operator







i.e., centered at ( 
(1 c)
c
; 0) with radius
1
c
. Stability is maintained by ensuring 0 < c < 2.
3.4 Rho Operator



























































to the unit circle in the q plane to nd the resulting region in the  plane. This









In this case, a unit disc in the q plane is transformed to a disk of radius c
3













Depending on the location of the perimeter of the disk in the 
1
 plane, the resulting trans-
formation is either to a plane or the exterior of a disk in the 
2
 plane. If the circle in the

1













































































This nal transformation is applied to either the circle or line obtained in the step above to
obtain the nal resulting region of stability. Thus, to determine the stability region for the pi
operator requires considerably more computation and depends on the operator parameters.










1. The procedure for determining the stability regions in the  operator model requires the
stability region to be re-evaluated at each update instant.
2. A simpler approach may be adopted by xing the c
i
parameters. This avoids any diculties
in on-line adaptation of the coecients, but is clearly more restrictive.




, the resulting stability region will always be a half-plane. This may
oer the possibility of reducing the computational burden to determine model stability.






We will consider a generalisation of the usual linear models in this section using ADTOs. This will
serve as a prelude to the study in later sections in applying ADTOs to neural networks.
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4.1 MA() Model
A model which generalizes the usual discrete-time linear moving average model, (i.e., a single layer
network) is given by








































































x(t  i) shift operator
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i 1
(t  1) + u
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(t  1) delta operator
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i 1
(t  1) + cu
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(t  1) modied delta operator
cu
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(t  1) + (1  c)u
i





























(t   1) pi operator
(21)
4.2 ARMA() Model


















Corresponding to (21), we may similarly obtain the equations describing the propagation of signals
through each operator. Note that in the MA model case, the MA(q) model is FIR, while the MA()
model is IIR. On the other hand, each ARMA model is IIR. The equations describing the ARMA
models can be obtained as in (21).
5 A Special Class of Nonlinear Models
Inspired by the models shown in section 4, it is possible to dene new classes of MLP architectures
which may be biased towards reduction of sensitivity. These models will be considered in this
section.
5.1 MLP() Model
A nonlinear model may be dened using a multilayer perceptron (MLP) with the -operator elements
at the input stage. This model is termed the -operator multilayer perceptron or MLP() model.






nodes per layer, is dened in the same manner






































x(t) l = 1
(24)
The case we consider employs the -operator at the input layer only, however, it is also possible to
introduce operators throughout the network as required (see for example [3]). The case where each
synapse is replaced by gamma operators is considered in [28]. We will refer to the special case when
 = q as a MLP(q) model.
Note that this class of models is new, in that it is specically designed to reduce the sensitivity
of the MLP(q) models. It is a subclass of the IIR MLP architectures, except that the IIR part is
formed in a very specic manner, as indicated. This architecture also implies that the IIR MLP can
be further generalized to use alternative discrete-time operators in the IIR synapses.
5.2 Multiple pole models
Each operator as designated in (16) has just a single pole. An MLP() model which has multiple
operators, each with dierent poles, was proposed in [45]. This was termed a \focussed network".



























































x(t) l = 1
(26)
This approach can be applied to each of the architectures we consider in this paper.
5.3 Individual pole models










every operator in sequence has identical parameters. This approach follows the classical approach of
the shift operator, however, it is possible for each operator to be dierently parametrized, enabling
a more general structure. Thus we have













This extension complicates the notation signicantly and can be viewed as a \diagonal" (reduced




(see (26)). Hence we do not consider this approach
further in this paper.
5.4 Nonlinear model stability
The stability of the nonlinear models which employ linear dynamic subsections is trivial. The
sigmoid function provides a self-stabilization eect, bounding the output of nonlinear units and
preventing any `ow-on' of instabilities from upsetting the rest of the network [4]. In practice, we
have observed that if a linear dynamic section in a lower layer goes unstable, then the model stability


































are upper and lower bounds on the weights, weight changes, and synaptic
outputs implemented directly on the model. Thus, the model stability remains essentially unchanged
as a result of introducing the alternative discrete-time operators. It is desirable however, that eorts
be made to ensure stability of the individual operators.
6 Parameter Sensitivity Analysis
Various authors have considered the issue of sensitivity to errors in the weights in feedforward
neural networks [2, 9, 14, 26, 38, 39, 56, 63]. Typically, these analyses are based on probabilistic
methods. Minai and Williams [34] considered the issue of performance changes of a network due
to perturbations in the individual output response of units within the network. Von Lehman et.
al. [29] showed that weight discretization in a feedforward network resulted in very poor learning
and performance. They observed that networks with less than 300 levels of quantization did not
converge, but that adding noise to the network signicantly improved the probability of convergence.
A contribution of this paper, is to examine the issue of sensitivity in MLPs when modelling nonlinear
dynamical systems. In contrast to the previous probabilistic approaches, we consider the issue from
the perspective of linear systems theory and indicate a mechanism for obtaining some understanding
of the problem of high sensitivity within feedforward network architectures.
For linear systems, the basis for analysing sensitivity properties is to examine the poles and zeros
of the model. How can poles and zeros be considered in nonlinear systems ?
It is widely regarded as a fact that the use of poles and zeros is inappropriate in nonlinear systems.
In fact, this perception is incorrect, and a substantial amount of work has been done in extending
the concept of transfer functions and hence poles and zeros, to nonlinear systems (see for example
[7, 49, 51]). The basis of the approach considered here stems from the fact that while a general
nonlinear system may be given as y = F () where the structure of F () is completely unknown, we
in fact consider a special class of nonlinear system, for which it is possible to describe F () is some
detail.
More specically, consider a nonlinear model described by
y(t) = F (G(q)x(t)) (29)
where F () is some memoryless nonlinearity and G(q) = B(q)=A(q). Note that for G(q) = B(q),
(29) is equivalent to a TDNN. It is well known that such a model (29) can be approximated by a
Volterra series [60].
It is desired to obtain a measure of the coecient sensitivity for the model (29). In order to simplify
the analysis presented here, we consider a simple TDNN model structure which has only one hidden
unit and one layer. It is clear that this analysis can be extended to the general MLP(q) case. Hence
we have




x(t   1) + :::+ b
n
x(t   n)) (30)
where f (u) = 1=(1 + e
 u
) is a sigmoid activation function,  is the activation function parameter.
Following the usual derivation of a Volterra series [49], the activation function f() can be approxi-






























, ... For suciently small u, the nite series expansion will be convergent.


















































Eqn (32) denes the usual Volterra series expansion and fg are normally termed the Volterra
kernels [51] (see also [62] for a discussion on some issues of extracting the Volterra kernels from
MLPs). Note that for the activation function considered here, only odd fg terms are nonzero,
however for other activation functions, and for the general MLP case, this will not necessarily be so.
In contrast to the usual problem of estimating the Volterra kernels, here fg can be found directly
from the MLP parameters fbg and the activation function parameter .
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(34)



















































Hence it is clear from (35)-(37) that y(t) can be approximated by a summation of subsystems, some
of which have linear transfer functions as in (37). For these transfer functions 	
j
(q), it is evident
that the parameter sensitivity measure in (8) is applicable. This indicates that the problem of
parameter sensitivity exists in the model (29) and hence, FIR MLP neural networks.
Moreover, f	
j
(q)g can be replaced by f	
j
()g which will result in lower parameter sensitivity in the
transfer function, provided the appropriate parametrization of the alternative discrete-time operator


































































Thus 	() will have a lower parameter sensitivity than 	(q) as required.
Although the power series expansion has validity only over a certain range of input signals, the
analysis shows the possible presence of parameter sensitivity in neural network models such as the
TDNN and FIR MLP.
From this analysis we may make the following observations.
Observation 1. An MLP(q) model may be subject to problems of high parameter sensitivity.
Observation 2. A neural network MLP() comprised of alternative discrete-time operators can
have lower parameter sensitivity than an MLP(q) neural network comprised of the usual shift oper-
ators.
Remarks.
1. It is straightforward to observe that ADTOs can be used to improve the performance in FWL
implementations.
2. The above analysis makes a critical assumption concerning the nonlinearity element, viz., it
is smooth and continuous. Thus, the analysis cannot be applied to nonlinearities which are
nonsmooth, e.g., a threshold nonlinearity. For the types of neural networks we are concerned
with, this is not a problem.
7 Learning Algorithms for Alternative Operators
7.1 Derivation of algorithms
In contrast to shift operator models, the ADTOs require parametrization
3
. One method to do this
is by the use of on-line learning algorithms.
On-line algorithms to update the operator parameters in the MA() model can be found readily.
A recursive least squares (RLS) algorithm was recently derived for delta operator ARMA lters by
Fan and Li [16]. In the case of the MLP() model, we approach the problem by backpropagating the
error information to the input layer and using this to update the operator coecients. De Vries and
Principe et. al., proposed stochastic gradient descent type algorithms for adjusting the c operator
coecient using a least-squares error criterion [11, 44]. For brevity, we omit the updating procedures
for the MLP network weights; a variety of methods may be applied (see for example [46, 52]), but
instead concentrate on the equations for updating the parameters in the ADTOs.
In deriving a learning algorithm, a common approach is to use a cost criterion such as the instan-





(t), where e(t) = y(t)  ŷ(t).
3
In practice we have found that it is possible to simply x the -operator parameters to values which provide
reduced sensitivity as indicated in (40). For optimization of these parameters to some value which reduces the output
error it may be useful to adapt the parameters on-line. Hence the algorithms in this section are presented.
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As noted in introduction, an advantage of ADTOs, is that the sensitivity can be reduced as compared
to using the shift operator. Is it possible to simultaneously minimize the output error and reduce
sensitivity ?







The rst constraint is satised due to the stability requirement for the model. The second constraint
can be enforced to ensure sensitivity is reduced. When an on-line learning algorithm is used, we
propose that several approaches may be used. If sensitivity is not an issue, then constraint 2 can
be ignored. If, on the other hand, we require that sensitivity be reduced, then constraint 2 can be








(t) + (1   )c
p
2
where p  2 is a constant integer factor dening the curve
of the regularization term with respect to c
2
;  is a constant such that 0    1. The learning
algorithms are considered below.
Dening
^



























The parameter in the modied delta operator is xed and hence we do not consider a learning
algorithm in this case.

































(t) is the backpropagated error at the ith node of input layer, and  
i
(t) is the rst order






















































































































































Hence the regularization term only aects c
2
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for the gamma, rho, and pi operators respectively, and where  
i;j
(t) refers to the jth element of the
ith  vector, with  
i;0
(t) = 0.
A more powerful updating procedure can be obtained by using the Gauss-Newton method [30]. In









where (t) is the gain sequence (see [30] for details), 
 1
is a weighting matrix which may be













R(t) is an approximate Hessian matrix, dened by
R(t+ 1) = (t)R(t) + (t) (t) 
0
(t) (52)
where (t) = 1  (t). Ecient computation of R
 1
may be performed using the matrix inversion
lemma [55], factorization methods such as Cholesky decomposition or other fast algorithms.










P (t) (t) 
0
(t)P (t)





The initial values of the coecients are important in determining convergence. Principe et. al.
[44] have shown that the error surface may be multimodal. For the gamma operator, setting the
coecients to unity can provide the best approach for certain problems. This is discussed further
in the next section.
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7.2 Convergence of operator parameters
An essential task of any learning algorithm is to ensure that the parameters converge to some
suitable values to allow the model to perform capably. In this section, we discuss some aspects of
the convergence of the operator learning algorithms proposed in Section 7.
7.2.1 Modality of mean square output error surface
The ADTOs discussed in this paper are all IIR lters [47]. It is known however, that for IIR lters,
the mean square output error (MSOE) surface can be multimodal with respect to parameters, [24].
That is, there may exist more than one minimum on the surface. This poses a diculty for gradient
descent algorithms which may become lodged in a local minimum which has a solution signicantly
worse than an optimal global minimum point.
It has been shown that the problem of multimodality in linear IIR models lies largely with the
dierence between the order of the system and the order of the model [17, 48]. In particular,
reduced order models are known to contribute to the problem of multimodality [24]. For more
complex models such as those we consider here, where there are a number of repeated IIR type
operators, the situation is not so obvious. One way in which the situation can be handled, is to
examine the error surface properties of a direct-form IIR model which is equivalent to the alternative
operator model.
From this viewpoint, one can quickly see that there may indeed be situations where the model has
reduced order with respect to the system. Hence we would expect that a multimodal error surface
may result in terms of the operator parameters. Indeed, Principe et. al. have shown this to be
the case for the gamma operator [44] and it is simple to show that this would also be the same for
slightly more complex operators. What can be done about this problem ?
There are a number of possible solutions which we propose here. Since the main purpose in this
paper is to raise the issue of ADTOs in the context of neural network signal processing, we do not
attempt to consider these approaches in detail. Indeed, the problem is a signicant open problem
in linear systems theory [23, 53, 55] and we do not seek to solve the problem in this paper. Rather
we present these ideas as possible avenues for future research and as a means of overcoming the
diculties encountered.
A key point in the issues raised in the following sections stems from this basic concept:
The operator parameters can be regarded as any other parameter within the model, or
they can be treated in some dierent manner.
7.2.2 Alternative cost functions for operator parametrization
Due to the problems of multimodality in the MSOE surface of IIR systems, is it possible to use
some other cost function to parametrize the operators ?
An alternative criterion for determining the operator parameters may be derived by considering the
numerical conditioning of the data covariance matrix due to the operators. In order to be able to
use this criterion however, we need to consider the properties of the models. If a model is chosen
such that some other cost function is minimized, what will happen to the output error ?
Consider the fundamental representational properties of the linear subsystems.






(). Since the order of the
operator numerator and denominator is the same in each case, it is clear that no extra modelling
capability is provided by the alternative operator model. Therefore, it does not matter what values







give the same lter transfer function as H(q)! Since it does not matter what operator parameters are
chosen, it is possible to select operator parameters based on any method we choose, not necessarily
based on minimization of the output error.
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Hence, for ARMA() models and models with ARMA() inputs, we draw the conclusion that it is not
necessary to use the MSOE as a criterion for parametrizing the operator parameters. Importantly,
this opens up the possibility of overcoming the problems of local minima in the MSOE surface by
using a completely dierent optimization criteria. It is also possible to introduce the other criteria
as regularizers.
Consider now an MA model H
f
(q) = B(q). The above approach is not necessarily applicable to
MA model structures. This is due to the fact that a given MA(q) model cannot be transformed to a





(). That is, it
is not necessarily possible to nd a set of fb
0
i
g parameters which give the same lter transfer function
as H
f
(q). Therefore it cannot be guaranteed that by choosing any particular operator parameters,






However, by appropriate choice of operator structure based on knowledge of the system structure,
it may be possible to ensure the model has a unique global minimum which would overcome the
problem.
7.2.3 Numerical conditioning as a cost function
As indicated above, it is possible to select operator values which improve the numerical conditioning
of the data covariance matrix [6, 19]. It was shown in [6] that signicant improvements can be
obtained in the conditioning of the data covariance matrix by appropriate selection of the operator
parameters. This provides a means of improving the convergence of the rest of the model. For
discussions on this topic using the delta operator and a special case of the Pi operator, see [19].
8 Experimental results
In this section, we provide some basic results which indicate the possible improvements in perfor-
mance that can be obtained through the use of the proposed alternative discrete-time operators.
We are primarily interested in the dierences between the operators themselves for modelling and
prediction, and not the associated diculties of training multilayer perceptrons (recall that our
models will only dier at the input layer). For the purposes of a more direct comparison, in this
paper we test the models using a single layer network. Hence these linear system examples are used
to provide an indication of the operators' performance. In these experiments we did not seek to
minimize the sensitivity by using the regularization term.
Experiment 1
The rst problem considered is a system identication task arising in the context of high bit rate











This system has poles on the real axis at 0.9994, and 0.9577, thus it is an LDLF system. The
input signal to the system in each case consisted of uniform white noise with unit variance. A
Gauss-Newton algorithm was used to determine all unknown weights. We conducted Monte-Carlo
tests using 20 runs of dierently seeded training samples each of 2000 points to obtain the results
reported. We assessed the performance of the models by using the Signal-to-Noise Ratio (SNR)




]), where E[] is the expectation operator, and d(t) is the desired
signal. For each run, we used the last 500 samples to compute a SNR gure.
4
If it could be established that a given MA() model has the same global minimum as an MA(q) model, then it
would be possible to freely use the MA() model, selecting the  operator parameters according to whatever criterion
is desired.
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Table 1: System Identication Experiment 1 Results






Table 2: System Identication Experiment 2 Results






For the purposes of this experiment, we conducted several trials and selected (0) values which
provided stable convergence. The values chosen for this experiment were: (0) = f0:75; [0:5;0:75],
[0:75; 0:7; 0:35; 0:25]g for the gamma, rho and pi operator models respectively. In each case we
used model order M = 8.
Results for this experiment are shown in Table 1 and Figure 1. We observe that the pi operator
gives the best performance overall. Some diculties with instability occurring were encountered,
thereby requiring a stability correction mechanism to be used on the operator updates. The next
best performance was observed in the rho and then gamma models, with fewer instability problems
occurring.
Experiment 2















This system is a 3rd order lowpass lter tested in [45]. The same experimental procedures as used
in Experiment 6.1 were followed in this case.
For the second experiment (see Table 2), it was found that the pi operator gave the best results
recorded over all the tests. On average however, the improvement for this identication problem
is less. It is observed that the pi model is only slightly better than the gamma and rho models.
Interestingly, the gamma and rho models had no problems with stability, while the pi model still
suered from convergence problems due to instability. As before, the delta model gave a wide
variation in results and performed poorly.
The rho model was able to perform better than the gamma model on the problems tested, and
gave similar results in terms of susceptibility to convergence and instability problems. The pi model
appears capable of giving the best performance overall, but requires more attention to ensure the
stability of the coecients.
From these and other experiments performed it appears that performance advantages can be ob-

































































Figure 1: Comparison of typical model output results for Experiment 1 with models based on the
following operators: (a) shift, (b) delta (c) gamma, (d) rho, and (e) pi.
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the extra degrees of freedom in the rho and pi operators appear to provide the means to give better
performance than the gamma model. The improvements of the more complex operators come at
the expense of potential convergence problems due to instabilities occurring in the operators and a
potentially multimodal mean square output error surface in the operator parameter space.
There is a problem with this approach however, in that while we have observed good results using
the gradient descent algorithm to adjust the operator parameters, it is known that the mean square
error surface of IIR lters may be multimodal [24, 44]. Hence there is no guarantee that a gradient
descent algorithm will converge to the optimal solution.
There are dierent ways to view this situation. One way is to treat it as a signicant problem and
seek to nd ways to obtain the global minimum. Another approach is to consider that it is not
necessary to adjust the ADTO parameters to nd the best mean square output error, but rather,
treat the operators as data preprocessors within the main model which is itself adjusted to minimize
the MSOE. In this way, it is not essential to use the MSOE as a criterion of adjustment, but we
may consider other criteria as discussed in the previous section.
The results obtained indicate that the more complex operators provide a potentially more powerful
modelling structure, with signicant improvements over shift operator models. Clearly, there is a
need for further investigation into the performance of these models on a wider range of tasks. We
present these preliminary examples as an indication of how these alternative operators perform on
some system identication problems.
9 Conclusions
Current neural network models frequently use the shift operator as a means of introducing time-
dependence into the network structure. In linear systems theory, it is known that there may be
problems associated with the conventional shift operator, and so the delta and rho operators have
been previously introduced with consequent advantages in terms of sensitivity and model perfor-
mance. To the best of our knowledge, these have not been previously considered in neural network
models. However, we have shown that a recently introduced neural architecture, the Gamma model,
is in fact a generalization of these operators introduced in the context of adaptive control and linear
systems. Hence it is evident that the Gamma model will have performance advantages in nite
word length models in terms of modelling accuracy and sensitivity, in addition to the architectural
advantages described by de Vries and Principe in [12, 45, 44].
In this paper, models based on the delta operator, rho operator, and pi operator have been presented
which can provide modelling advantages over models based on the shift operator in terms of sensi-
tivity and hence improved robustness properties for nite word length implementations. Learning
algorithms for the operators were derived.
With minor constraints, it is possible to ensure that models with alternative discrete-time operators
have lower sensitivity than shift operator models while minimizing the mean square output error.
The problem of local minima in the mean square output error surface remains largely unresolved at
the time of writing, however we have proposed some possible areas for future work in this area.
It is apparent that models using alternative discrete-time operators oer a useful approach to provide
improved numerical sensitivity and accuracy over conventional shift operator structures.
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