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Abstract— Heterogeneity among cells is a common charac-
teristic of living systems. For mathematical modeling of hetero-
geneous cell populations, one typically has to reconstruct the
underlying heterogeneity from measurements on the population
level. Based on recent insights into the mathematical nature of
this problem as an inverse problem of tomographic type, we
evaluate numerical methods to perform such a reconstruction
in basic case studies. We compare a kernel density based
optimization approach, filtered back projection, and algebraic
reconstruction techniques. The latter two are well established
methods in computed tomography.
I. INTRODUCTION
Mathematical models of heterogeneous cell populations
have been studied at least since the 1960s [2]. These models
are based on formulating the heterogeneity probabilisti-
cally as a density function. However, while the modeling
framework was theoretically formulated for arbitrary high-
dimensional intracellular networks, in practice commonly
only one or two intracellular variables were used, which were
also available for measurement [11]. For such models, state
estimation would not have been required. In recent years,
researchers are also integrating population heterogeneity in
much more complex models of intracellular signaling [6]. In
these situations, not all intracellular variables can be mea-
sured, and state estimation for population models becomes
important for the modeling. Typical experimental data is
in the form of population snapshots from high-throughput
single cell measurements, and can be described mathemati-
cally as density functions using statistical density estimation
methods [14]. Ad hoc optimization methods have been used
since some years for state estimation [15], [4], [17], but
a systems theoretic analysis of identifiability properties has
only been performed recently [16], [18].
A first necessary condition for identifiability of hetero-
geneous population models from population snapshot data
was presented in [16], based on a novel measure theoretical
approach to formulate such models. In subsequent contribu-
tions, a sufficient and necessary condition for identifiability
was discovered, which is based on viewing identifiability as a
tomographic reconstruction problem [18], [19]. In computed
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tomography, one considers the problem of reconstructing a
density function from its integrals over affine subspaces [7],
[12], which is exactly the problem one is facing when re-
constructing a state density from measured output densities.
The objective of the study reported in this paper is
to evaluate numerical methods for reconstructing the state
density from output densities in heterogeneous cell popu-
lation models. Specifically, we compare optimization-based
methods based on kernel density approximations [4] and two
methods from computed tomography [12] with each other in
numerical case studies. In addition, we evaluate the effect of
quantitative observability of the underlying single cell model
on the reconstruction quality of the state density.
II. THE STATE RECONSTRUCTION PROBLEM IN
HETEROGENEOUS CELL POPULATIONS
A. Problem definition
In this section, we recall the problem definition for state
reconstruction in heterogeneous cell populations, as intro-
duced in a measure theoretical setting by [16], [18].
For this paper, we focus on linear cell models, as the
tomographic methods have so far only been transferred to
linear systems [18]. The model for the dynamics of an
individual cell is given by
x˙(t) = Ax(t)
y(t) = Cx(t),
(1)
where the state vector x ∈ Rn may consist of both intracel-
lular variables and constant parameters, the latter with trivial
dynamics. The heterogeneity among individuals is described
by the initial condition x(0) = x0, which is a random vector
subject to the probability distribution
x0 ∼ P0. (2)
The heterogeneity in the initial condition leads to a
heterogeneity in the output y(t) ∈ Rm, which can thus
be considered as a random vector within the population.
The output is characterized by the time-varying probability
distribution Py(t). This distribution is given as the push-
forward distribution of the initial distribution P0 under the
system dynamics (1). Based on a Borel algebra B(Rm),
the push-forward distribution is computed as the pull-back
measure [16], [18]
Py(t)|P0(By) = P0((Ce
At)−1(By)) (3)
for a measurable set By ∈ B(Rm), where (CeAt)−1 denotes
the preimage of CeAt.
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The following definition of identifiability for the popula-
tion model (3) has been proposed.
Definition 1 ([16]): A population model is called struc-
turally identifiable, if the following implication holds:(∀ t ≥ 0 : Py(t)|P′0 = Py(t)|P′′0 ) ⇒ P′0 = P′′0 , (4)
where P′0 and P′′0 are arbitrary probability distributions.
A sufficient condition for a population model to be struc-
turally identifiable is that the individual cell model (1) is
observable, and that rankC = n− 1 [18].
In this paper, we consider numerical approaches to solve
the reconstruction problem for a finite number of measured
output distributions: Given the measured probability dis-
tributions Py(tk) for k = 1, . . . , N , determine the initial
distribution P0. We aim at models which satisfy the sufficient
condition rankC = n−1. This condition appears to be tight
for generic observable systems (A,C).
Generally, the numerical approaches discussed in this
paper are based on representing the probability distributions
Py(t) and P0 with density functions py(t) : Rm → R and
p0 : Rn → R, respectively. To simplify notation, define the
matrix Φt =
(
C
C⊥
)
eAt, where C⊥ is a matrix that spans
the kernel of C, with rankC⊥ = 1 due to rankC = n− 1.
From (3), the density functions p0 and py(t) are related by
the following integral over an affine subspace [18]:
py(t)(y) = |det Φ−1t |
∫
z∈R
p0
(
Φ−1t
(
y
z
))
dz. (5)
The reconstruction problem then amounts to reconstructing
the initial density function p0 from measurements of the out-
put density functions py(tk) at the time instances t1, . . . , tN .
B. Optimization based reconstruction method
The optimization based reconstruction method is based on
parametrizing the unknown initial density as is commonly
done in non-parametric density estimation [14]. In this
approach, the initial density is approximated with a finite
set of basis functions k : Rn → R, centered at grid points
from the grid
G = {x(1)G , . . . , x(M)G }, (6)
where M is the number of grid points. A common choice
for the basis function k is the Gaussian kernel
k(x) = (2pi)−n/2e−x
Tx/2. (7)
The approximation of the initial density is constructed as
p0(x) ≈
M∑
i=1
αi
k
(
(x− x(i)G )/h
)
hn
, (8)
where h > 0 is the window width for the kernels, and αi ∈ R
are the weight coefficients to be estimated in the optimization
problem. In practice, the window width h should be chosen
in relation to the distance between grid points: from our
experience, half the grid width is a reasonable window width.
Substituting (8) into the push-forward density (5), we obtain
py(t)(y) ≈
M∑
i=1
αi
∫
z∈R
k
((
Φ−1t
(
y
z
)
− x(i)G
)
/h
)
hn|det Φt| dz. (9)
The integral over the kernel function k can be computed
a priori without any measurement data. Using the resulting
coefficient densities
ψi,t(y) =
∫
z∈R
k
((
Φ−1t
(
y
z
)
− x(i)G
)
/h
)
hn|det Φt| dz (10)
for i = 1, . . . ,M , we can formulate the problem of re-
constructing the kernel approximation to the initial density
as a least squares optimization problem. Let pˆy(tj) be the
measured output density at time tj , with j = 1, . . . , N
running over the number N of available time points. The
optimization problem is then given as
min
αi≥0
N∑
j=1
‖pˆy(tj) −
M∑
i=1
αiψi,tj‖2
s.t.
M∑
i=1
αi = 1.
(11)
For optimization, it is useful to base the optimization on
the L2 norm of the deviation in density, even though other
density-based approaches to dynamical systems focus more
on the L1 norm [10]. A quadratic norm has also been used in
earlier studies [4], where a kernel density based optimization
problem has been used in a more heuristic, not measure
based, approach.
For numerical solution, the density function norm in the
optimization problem (11) is approximated via a discretiza-
tion in the argument space. The most straightforward approx-
imation of the norm is by evaluating the density function
over a grid H and summing up the squared function values,
yielding
‖p‖2 ≈
∑
y∈H
p(y)2∆y2 (12)
as approximation for the norm of a density function p. The
function values p(y) over the grid y ∈ H can be collected
in a vector
P =
(
p(y)
)
y∈H. (13)
With this notation, the optimization problem (11) is approx-
imated by the quadratic program
min
α≥0
N∑
j=1
(αTΨTtjΨtjα− 2PˆTy(tj)Ψtjα+ PˆTy(tj)Pˆy(tj))
s.t.
M∑
i=1
αi = 1,
(14)
where α = (α1, . . . , αM )T. In view of the identifiability
results discussed in Section II-A, positive definiteness of the
matrix
∑N
j=1 Ψ
T
tjΨtj and thus a unique optimal solution to
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the quadratic program can be ascertained from observability
of the underlying single cell system (1) together with an
appropriate choice of time points tj where measurements
are taken. The resulting estimated initial density is then
constructed according to (8), where the optimal solution of
the quadratic program (14) is substituted for the coefficients
αi.
C. Tomography based reconstruction methods
The integral over an affine subspace of the initial density
p0 in (5) is an integral over parallel lines for each time point.
Therefore, it can be identified with the X-ray transform,
resp. the Radon transform for n = 2 of this function.
In the context of computed tomography (CT) these line
integrals are referred to as projections. Consequently, a time
point in (5) corresponds to a single projection of the image
encoding one specific angle θt (between normal vector and
x-axis) of a set of integrals of parallel lines. Herein, the line
integrals represent the measured extinctions that arise from
accumulated attenuation coefficients during the propagation
of X-rays through the image.
Thus, a well-known problem of reconstructing slice im-
ages in CT is obtained. Hence, we have got access to a
comprehensive pool of methods for the reconstruction, which
can be separated into analytical and iterative algorithms.
For comparison, we use two well-known procedures: the
analytical filtered back projection (FBP) and the iterative
algebraic reconstruction technique (ART). The FBP is an
analytical solution of the CT problem (i.e. inverse Radon
transformation) based on the Fourier slice theorem. This
theorem connects the two-dimensional Fourier space of an
image with one-dimensional Fourier transformations of its
projections (Radon transformation). In accordance to the
description above, we parameterize the density function py(t)
in dependency on the orthogonal distance s = s(y, θt) of
the lines to the origin and the corresponding angle θt, i.e.
py(t)(y) = pθt(s). The FBP solution can then be formulated
as [13]:
p0(x1, x2) =
∫ pi
0
p˜θt(x1 cos θ + x2 sin θ)dθ. (15)
Here, p˜θt(s) denotes the processed projections after filtering
with a ramp filter. Since this filtering has high pass character,
it is highly susceptible to noise. The integration in for-
mula (15) represents a backsmearing process for the available
angles, i.e. the filtered projection values are added to the
reconstructed image along the direction of the incident rays.
Figure 1 illustrates the backsmearing procedure exemplarily
for projections of an ideal elliptic object.
Note that (15) is analytically exact only if an infinite
number of angles covering the full interval [0, pi] is used.
For practical use, both conditions are often not satisfied. This
degrades the FBP to an approximate solution which comes
along with image artifacts. Especially angular undersampling
is a typical scenario, since experimental conditions usually
restrict measurements to a few number of time points (streak
Fig. 1. A) Illustration of backsmearing procedure for filtered projections
from two angles: the gray graphs on the right depict measured projections.
The result after filtering (cyan) is ”smeared back” (backprojected) along the
direction indicated by the arrows, i.e. added to the image; B) Fourier and
spatial representation of the ramp filter. C) FBP reconstruction using 10
projections and D) 180 projections.
artifacts). Nevertheless, FBP is a very fast method to obtain
reconstructions and is therefore common in CT.
One way to increase the reconstruction quality is to
perform an iterative reconstruction. For the ART, problem (5)
is reformulated in a vector notation and solved as a linear
equation system in terms of finding a minimal solution of
min
p0≥0
∥∥Sp0 − pˆ{y(t)}∥∥ . (16)
The matrix S is the discretized formulation of the integration
along the lines. A common algorithm to solve problem (16)
is the Landweber algorithm [9], which we also use here:
pk+10 = p
k
0 − ωST(Spk0 − pˆ{y(t)}), (17)
where pk0 denotes the solution for the initial density function
in the kth iteration step and ω ∈ (0, 1] is a relaxation
parameter. The ART procedure can be described as follows:
First, the forward projection of the current reconstruction,
denoted by Spk0 , is calculated. Afterwards, that result is
compared with the measured projections by computation of
the difference. The choice of ω then controls to what extent
this difference is smeared back (via ST) in order to update
the reconstruction. This update can also be interpreted as a
gradient descent step. The whole routine is repeated until
the norm of the remaining difference drops below a prede-
fined threshold. This tomographic method is very similar to
the optimization based approach B using rectangular base
functions (pixel grid) instead of Gaussian kernels.
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D. An observability measure
Previous studies have argued that quantitative observability
properties of the individual cell model (1) influence the pre-
cision with which the initial density can be reconstructed. In
this paper, we also pursue a numerical study to evaluate this
hypothesis. To this end, we define a quantitative observability
measure for the individual cell model (1) that is based on the
energy contained in the output sequence, and closely related
to the empirical observability Gramian [8] for the time points
where measurements are taken.
The energy contained in the output sequence for the time
points tj , j = 1, . . . , N , is given by
‖(y(tj))Nj=1‖2 = x(0)T
( N∑
j=1
eA
TtjCTCeAtj
)
x(0). (18)
Based on this energy, we consider the matrix
W =
N∑
j=1
eA
TtjCTCeAtj . (19)
As an observability measure, we use the inverse condition
number of the matrix W [1] given by the ratio of the smallest
and largest singular value
σmin(W )
σmax(W )
. (20)
This observability measure is applied to compare different
parametrization of the example system studied in the next
section.
III. EVALUATION OF RECONSTRUCTION METHODS IN
CASE STUDIES
A. Models for a numerical case study
We evaluate the numerical reconstruction methods on two
underlying single cell systems. The first single cell system is
a simple representation of gene expression in cells, modelled
by
x˙1 = qx2 − x1
x˙2 = 0
y = x1,
(21)
where x1 is the concentration of the gene product and x2 the
expression rate which may differ among cells. The parameter
q > 0 is an overall expression efficiency, for example
caused by environmental conditions. This setup assumes
that the concentration of the gene product x1 is measurable
on the single cell level, using for example fluorescence
measurements.
The model (21) has been studied previously in the
context of population identifiability with the parameter
q = 1 [16], [18]. Here, we are testing different val-
ues of q in order to study the influence of the ob-
servability measure on the numerical reconstruction re-
sults. The resulting observability measures are given in
Table I for two sets of measurement time points, the
first one being (0.0, 0.3, 0.9, 1.8), and the second one be-
ing (0.0, 0.1, 0.3, 0.6, 0.9, 1.3, 1.8, 2.4, 3.0, 4.0). As expected
TABLE I
PARAMETER-DEPENDENT OBSERVABILITY MEASURES FOR SYSTEM (21)
q = 0.1 q = 0.2 q = 0.5 q = 1
4 time points 0.005 0.021 0.125 0.374
10 time points 0.014 0.054 0.300 0.432
−1.0 −0.5 0.0 0.5 1.0
x1
−1.0
−0.5
0.0
0.5
1.0
x
2
Fig. 2. Contour plots of phantom used for evaluating the reconstruction
methods.
from the system dynamics, observability is significantly
impaired for small values of q.
The second single cell system is a weakly damped oscil-
lator, defined by
x˙1 = −0.01x1 − x2
x˙2 = x1 − 0.01x2
y = x1.
(22)
Oscillations are a relevant dynamic behaviour in biomolec-
ular networks, even though harmonic oscillators are less
frequent. From the tomographic point of view, an oscillating
system is interesting, since it potentially allows measure-
ments for any desired projection angle.
In tomography, it is common to use so called “phantoms”
in order to evaluate both actual machines and algorithms for
object reconstruction. Here, we use as phantom a mathemati-
cal model for an initital density, given by a bimodal, bivariate
log-normal distribution, where the upper mode shows a
positive covariance between the two variables (Figure 2).
The phantom is modelled after what might be observed
in an actual population of living cells, where mixtures of
subpopulations are common and individual subpopulations
display a distribution similar to a log-normal or Gamma
distribution in for example protein expression [5].
Artificial measurement data are generated from the phan-
toms by solving the forward problem (5) ( Figure 3). These
data are given to the reconstruction algorithms, and the
reconstruction result is compared to the original phantom
in order to evaluate the algorithm.
B. Results of numerical reconstruction
To reconstruct the initial density functions from the output
densities, we applied the three reconstruction schemes kernel
density based optimization, filtered back projection (FBP),
and algebraic reconstruction technique (ART) discussed in
Sections II-B and II-C.
For the numerical study conducted here, the kernel density
based optimization method uses a Gaussian normal kernel
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Fig. 3. Output densities from phantom at different time points. Left: System dynamics (21) with q = 1. Right: System dynamics (22).
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Fig. 4. Reconstruction results from different methods for system (21) with q = 0.2. Phantoms are shown as dashed contours, reconstructions as full
contours. Left column: Kernel density based reconstruction. Middle column: Tomographic reconstruction (FBP). Right column: Tomographic reconstruction
(ART).
with M = 49 kernel basis points on a lattice grid and
a window width h = 0.12 for the data from the normal
distribution, and M = 225 basis points and h = 0.06 for
the data from the bimodal distribution. In practice, where
the initial density is unknown, the number of basis points
and window width could be chosen iteratively, maybe even
concentrated in areas where most of the mass of the initial
density is estimated to be located. The resulting quadratic
program (14) is solved in Python with the cvxopt package1.
The implementation of FBP and ART reconstruction
is done using the pre-implemented routines radon and
iradon from the MATLAB Image Processing Toolbox2.
The results of the reconstruction are illustrated in Figures 4
and 5. The kernel based optimization and the ART recon-
struction yield visually comparable results, and both achieve
a reconstruction without or with little artifacts. However, the
kernel density based optimization is impaired by the kernel
window width, which appears to be not sufficiently narrow
to capture the sharp lower mode of the bimodal distribution.
The pixel-based ART achieves a very nice reconstruction
even of the sharp mode in the bimodal distribution. The FBP
reconstruction clearly shows artifacts from the limited num-
1http://cvxopt.org
2MATLAB and Image Processing Toolbox Release 2012b, The Math-
Works, Inc., Natick, Massachusetts, United States
TABLE II
L1 ERROR NORMS OF NUMERICAL RECONSTRUCTIONS WITH BIMODAL
DISTRIBUTION AS NOMINAL INITIAL DENSITY
System (21) System (22)
q = 0.1 q = 0.2 q = 0.5 q = 1
Kernel density based optimization
0.65 0.55 0.53 0.52 0.36
Tomographic FBP
4.38 3.67 3.15 3.05 7.64
Tomographic ART
0.22 0.21 0.14 0.13 0.09
ber of time points (or projection angles from the tomographic
point of view) where measurements were taken.
For a more quantitative comparison of the reconstruction
results, we computed L1 norms of the difference between
the nominal initial density and the reconstruction result
(Table II). The significantly weaker performance of the FBP
is clearly apparent also from the quantitative comparison.
The ART performs better than the kernel density based opti-
mization, in particular for the cases with higher observability
measures. Presumably, this is due to the shape and window
width of the kernels not being very well chosen for the latter
distribution.
For all methods, a lower observability measure in sys-
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Fig. 5. Reconstruction results from different methods for system (22). Phantoms are shown as dashed contours, reconstructions as full contours. Left
column: Kernel density based reconstruction. Middle column: Tomographic reconstruction (FBP). Right column: Tomographic reconstruction (ART).
tem (21) reduced the quality of the reconstruction.
IV. CONCLUSIONS
In this paper, we discussed and compared different nu-
merical methods to reconstruct the distribution of the initial
condition in population systems from measurements of the
output distributions. One method, the kernel density based
optimization approach, was used earlier in this context [4].
The other two methods, the filtered back projection (FBP)
and the algebraic reconstruction technique (ART) commonly
used in computed tomography, were motivated from the re-
cently discovered equivalence of the reconstruction problem
to mathematical tomography [18].
The classical tomographic method, the FBP, seems in
general not to be well suited for this type of reconstruction
problem. This result was expected, since it is already well
known that the FBP performs usually badly in situations
where only a limited range of projection angles is available
[7], [3]. However, the ART seems to offer an advantage over
the kernel density based optimization, particularly in cases
where a complex initial distribution has to be reconstructed.
Tomographic methods usually focus on reconstruction
from integrals over affine subspaces, which would restrict
their application to linear models for the intracellular dynam-
ics. Since most intracellular models are nonlinear, it would
be of interest to generalize the tomographic approach to
integrals over general varieties.
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