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Abstract In this paper, we are concerned with the numerical solution for the backward
fractional Feynman-Kac equation with non-smooth initial data. Here we first provide the
regularity estimate of the solution. And then we use the backward Euler and second-order
backward difference convolution quadratures to approximate the Riemann-Liouville frac-
tional substantial derivative and get the first- and second-order convergence in time. The
finite element method is used to discretize the Laplace operator with the optimal conver-
gence rates. Compared with the previous works for the backward fractional Feynman-Kac
equation, the main advantage of the current discretization is that we don’t need the assump-
tion on the regularity of the solution in temporal and spatial directions. Moreover, the error
estimates of the time semi-discrete schemes and the fully discrete schemes are also provided.
Finally, we perform the numerical experiments to verify the effectiveness of the presented
algorithms.
Keywords backward fractional Feynman-Kac equation · fractional substantial derivative ·
finite element method · convolution quadrature · error analysis
1 Introduction
The Feynman-Kac equation describes the distribution of the functionals of the trajec-
tories of the particles, where the functional is defined as A =
∫ t
0U [x(τ)]dτ with x(t) being
a trajectory of a particle and U(x) a prescribed function depending on specific applications
[17]. There are two kinds of Feynman-Kac equations: one is for the forward Feynman-Kac
equation, governing the joint probability density of the functional and position; and another
one is for the backward equation, just focusing on the distribution of the functionals. If the
particles are with power-law waiting time and/or jump length distribution(s), the governing
equations for the distribution of the functionals are so-called fractional Feynman-Kac equa-
tions [2,4,27], since the fractional substantial derivative is involved in the equations. More
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generalizations of the Feynman-Kac equations include the models governing the distribu-
tion of the functionals of the particles undergoing the reaction and diffusion processes and
of the particles with multiple internal states [15,28,29].
Here we solve the following backward fractional Feynman-Kac equation, presented in
[4], describing the functional distribution of the particles with power-law waiting time, i.e.,


∂G(x0,ρ , t)
∂ t
= 0D
1−α ,x0
t ∆G(x0,ρ , t)−ρU(x0)G(x0,ρ , t), (x0, t) ∈ Ω × (0,T ],
G(x0,ρ ,0) = G0(x0), x0 ∈ Ω ,
G(x0,ρ , t) = 0, (x0, t) ∈ ∂ Ω × (0,T ],
(1.1)
whereG(x0,ρ , t)=
∫ ∞
0 G(x0,A, t)e
−ρAdA andG(x0,A, t) is the joint probability density func-
tion of finding the particle on A at time t with the initial position of the particle at x0; ρ is
the Fourier pair of A; α ∈ (0,1); ∆ stands for Laplace operator; Ω is a bounded domain and
U(x0) is assumed to be bounded in Ω¯ in this paper; T is a fixed final time; 0D
1−α ,x0
t denotes
the Riemann-Liouville fractional substantial derivative, whose definition [18] is
0D
1−α ,x0
t G(x0,ρ , t) =
1
Γ (α)
[
∂
∂ t
+ρU(x0)
]∫ t
0
(t−ξ )α−1e−(t−ξ )ρU(x0)G(x0,ρ ,ξ )dξ
=e−tρU(x0) 0D
1−α
t (e
tρU(x0)G(x0,ρ , t)),
(1.2)
where 0D
α
t denotes the Riemann-Liouville fractional derivative with the definition [24]
0D
α
t G(x0,ρ , t) =
1
Γ (1−α)
∂
∂ t
∫ t
0
(t−ξ )−αG(x0,ρ ,ξ )dξ , α ∈ (0,1).
So far there have been many works for fractional partial differential equations, includ-
ing the finite difference method, finite element method, spectral method, and so on [1,3,7,
8,9,10,14,19,25], but there are relatively less researches on solving fractional Feynman-
Kac equation numerically [6,11,12,13,23]. The main reasons are that fractional substantial
derivative is a time-space coupled non-local operator and the equation covers the complex
parameters which bring about many challenges on regularity and numerical analyses. To our
best knowledge, numerical approximation on fractional substantial derivative is given in [5];
Ref. [11] numerically solves the forward and backward fractional Feynman-Kac equations
with the assumptions that the solution is regular,U(x0) is a positive constant, and Re(ρ)> 0
(Re(ρ) means the real part of ρ); Ref. [13] presents the H1 error estimate for the backward
fractional Feynman-Kac equation with U(x0) > 0 and Re(ρ) > 0; Ref. [12] provides an
efficient time-stepping method to solve the forward fractional Feynman-Kac equation and
makes error analysis in the measure norm. In this paper, we use the finite element method
in space and convolution quadrature introduced in [20,21] in time to solve the backward
fractional Feynman-Kac equation (1.1). The main contributions are as follows.
– We first provide Sobolev regularity for the solution of Eq. (1.1), i.e., Theorem 2.1 gives
that the solution G(x0,ρ , t)∈ H˙
2(Ω ) whenU(x0) is bounded in Ω¯ and G0(x0)∈ L
2(Ω ).
Compared with the previous works [6,11,13], we construct numerical scheme without
any assumption on the regularity of solution in temporal and spatial directions.
– Then we modify the approximation of the Riemann-Liouville fractional derivative got
by convolution quadrature to approximate the Riemann-Liouville fractional substantial
derivative, which skillfully overcome the trouble brought by the non-commutativity of
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the Riemann-Liouville fractional derivative and e−tρU(x0) in error estimate for fully dis-
crete scheme, i.e., e−tρU(x0) 0D
α
t 6= 0D
α
t e
−tρU(x0) in Eq. (3.1).
– Next, a suitable modify based on the Laplace transform representation of solution is
presented to guarantee the accuracy of second-order backward difference scheme (3.9)
(see Sec. 3).
– Besides, motivated by the error estimate in space in [3,16], a general idea is to get the es-
timate of the difference between ((βτ ,1(z))
α +A)(βτ ,1(z))
α−1G0(x0) and ((βτ ,1(z))
α +
Ah)(βτ ,1(z))
α−1PhG0(x0) (for their detailed definitions, see Sec. 3 and Sec. 4). Gener-
ally, the sufficient regularity on U(x0) is required to ensure the accuracy of the approx-
imation. Here, we use Ph(e
−tρU(x0)G0(x0)) for the fully discrete scheme (4.1) in Sec. 4
instead of e−tρU(x0)PhG0(x0), which weakens the requirement of regularity on U(x0) to
keep the accuracy of the numerical scheme.
– Finally, we provide a complete error analysis for the proposed numerical scheme and
obtain the optimal convergence rates in L2- and H1-norm.
The rest of the paper is organized as follows. We first provide some preliminaries and
a regularity estimate for the solution of Eq. (1.1) in Sec. 2. Section 3 presents the approx-
imation of the Riemann-Liouville fractional substantial derivative by backward Euler and
second-order backward difference convolution quadratures and gives the error estimates of
the time semi-discrete schemes. In Sec. 4, we use the finite element method to discretize
the Laplace operator and provide the error estimate for the fully discrete scheme with the
non-smooth initial data. In Sec. 5, we verify the effectiveness of the algorithm by numerical
experiments. We conclude the paper with some discussions in the last section.
2 Preliminaries
First, we introduce A = −∆ with a zero Dirichlet boundary condition. For any r ≥ 0,
denote the space H˙r(Ω ) = {v ∈ L2(Ω ) : A
r
2 v ∈ L2(Ω )} with the norm [26]
‖v‖2
H˙r(Ω) =
∞
∑
j=1
λ rj (v,ϕ j)
2,
where (λ j,ϕ j) are the eigenvalues ordered non-decreasingly and the corresponding eigen-
functions (normalized in the L2(Ω ) norm) of operator A. Thus H˙0(Ω ) = L2(Ω ), H˙1(Ω ) =
H10 (Ω ), and H˙
2(Ω ) = H2(Ω )
⋂
H10 (Ω ). For κ > 0 and pi/2 < θ < pi, we define sectors Σθ
and Σθ ,κ in the complex plane C as
Σθ = {z ∈ C\{0}, |arg z| ≤ θ},
Σθ ,κ = {z ∈ C : |z| ≥ κ , |argz| ≤ θ},
and the contour Γθ ,κ is defined by
Γθ ,κ = {z ∈ C : |z|= κ , |argz| ≤ θ}∪{z ∈ C : z= re
±iθ : r ≥ κ},
oriented with an increasing imaginary part, where i denotes the imaginary unit and i2 =−1.
Then we denote ‖ · ‖ as the operator norm from L2(Ω ) to L2(Ω ) and define G(t) and G0
as G(x0,ρ , t) and G0(x0) respectively in the following. Throughout this paper, C denotes a
generic positive constant, whose value may differ at each occurrence; and let ε > 0 arbitrary
small.
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Similar to the skill used in [6,11,13], Eq. (1.1) can also be converted into

C
0D
α ,x0
t G(x0,ρ , t) = ∆G(x0,ρ , t), (x0, t) ∈ Ω × (0,T ],
G(x0,ρ ,0) = G0(x0), x0 ∈ Ω ,
G(x0,ρ , t) = 0, (x0, t) ∈ ∂ Ω × (0,T ],
(2.1)
where C0D
α ,x0
t denotes Caputo fractional substantial derivative defined by [18]
C
0D
α ,x0
t G(x0,ρ , t) = e
−tρU(x0) C
0D
α
t (e
tρU(x0)G(x0,ρ , t)), α ∈ (0,1),
and C0D
α
t means the Caputo fractional derivative with its definition [24]
C
0D
α
t G(x0,ρ , t) =
1
Γ (1−α)
∫ t
0
(t−ξ )−α
∂
∂ ξ
G(x0,ρ ,ξ )dξ , α ∈ (0,1).
Then we recall the Laplace transform for the fractional substantial derivative.
Lemma 2.1 ([18]) The Laplace transform of the Riemann-Liouville fractional substantial
derivative with α ∈ (0,1) is given by
˜
0D
α ,x0
t G(z) = (β (z,x0))
αG˜(z),
and the Laplace transform of the Caputo fractional substantial derivative with α ∈ (0,1) is
given by
˜C
0D
α ,x0
t G(z) = (β (z,x0))
αG˜(z)− (β (z,x0))
α−1G(0),
where β (z,x0) = (z+ρU(x0)) and ‘˜’ stands for taking the Laplace transform. And in the
following we denote β (z) as β (z,x0).
According to Lemma 2.1, the solution of Eq. (2.1) can be written as
G˜(z) = ((β (z))α +A)−1(β (z))α−1G0. (2.2)
Remark 2.1 By the definition of β (z), it is easy to see that
β (z)A 6= Aβ (z), A((β (z))α +A)−1 6= ((β (z))α +A)−1A,
((β (z))α +A)−1(β (z))α−1 6= (β (z))α−1((β (z))α +A)−1.
Before we provide the regularity estimate for the solution of Eq. (2.1), the following
lemma about β (z) is also needed.
Lemma 2.2 ([12]) Let U(x0) be bounded in Ω¯ . By choosing θ ∈
(
pi
2
,pi
)
sufficiently close
to pi
2
and κ > 0 sufficiently large (depending on the value |ρ |‖U(x0)‖L∞(Ω¯)), we have the
following results:
(1) For all x ∈ Ω and z ∈ Σθ ,κ , we have β (z) ∈ Σ 3pi
4 ,
κ
2
, and
C1|z| ≤ |β (z)| ≤C2|z|, (2.3)
where C1 and C2 denote two positive constants. So β (z)
1−α and β (z)α−1 are both ana-
lytic function of z ∈ Σθ ,κ .
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(2) The operator ((β (z))α +A)−1 : L2(Ω )→ L2(Ω ) is well-defined, bounded, and analytic
with respect to z ∈ Σθ ,κ , satisfying
‖A((β (z))α +A)−1‖ ≤C f or all z ∈ Σθ ,κ , (2.4)
‖((β (z))α +A)−1‖ ≤C|z|−α f or all z ∈ Σθ ,κ . (2.5)
Theorem 2.1 AssumeU(x0) is bounded in Ω¯ . If G0 ∈ L
2(Ω ) and G(t) is the solution of Eq.
(2.1), then we have the estimate
‖G(t)‖H˙σ (Ω) ≤Ct
−σα/2‖G0‖L2(Ω), σ ∈ [0,2].
Proof Taking inverse Laplace transform and L2(Ω ) norm on both sides of (2.2), according
to Lemma 2.2, we have
‖G(t)‖L2(Ω) ≤C
∥∥∥∥
∫
Γθ ,κ
ezt((β (z))α +A)−1(β (z))α−1G0dz
∥∥∥∥
L2(Ω)
≤C
∫
Γθ ,κ
|ezt |
∥∥((β (z))α +A)−1(β (z))α−1∥∥‖G0‖L2(Ω)|dz|
≤C
∫
Γθ ,κ
|ezt ||z|−1‖G0‖L2(Ω)|dz|
≤C
(∫ ∞
κ
er cos(θ)tr−1dr+
∫ θ
−θ
eκ cos(ϕ)tdϕ
)
‖G0‖L2(Ω)
≤C‖G0‖L2(Ω).
Applying A on both sides of (2.2), taking inverse Laplace transform, and acting L2(Ω ) norm
on both sides, from Lemma 2.2, there is
‖AG(t)‖L2(Ω) ≤C
∥∥∥∥
∫
Γθ ,κ
eztA((β (z))α +A)−1(β (z))α−1G0dz
∥∥∥∥
L2(Ω)
≤C
∫
Γθ ,κ
|ezt |
∥∥A((β (z))α +A)−1(β (z))α−1∥∥‖G0‖L2(Ω)|dz|
≤C
∫
Γθ ,κ
|ezt ||z|α−1‖G0‖L2(Ω)|dz|
≤C
(∫ ∞
κ
er cos(θ)trα−1dr+
∫ θ
−θ
eκ cos(ϕ)tκαdϕ
)
‖G0‖L2(Ω)
≤Ct−α‖G0‖L2(Ω).
Using interpolation properties [13] leads to
‖G(t)‖H˙σ (Ω) ≤Ct
−σα/2‖G0‖L2(Ω), σ ∈ [0,2].
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3 Temporal discretization and error analysis
In this section, we first use the backward Euler and second-order backward difference con-
volution quadratures introduced in [20,21] to discretize the Riemann-Liouville fractional
substantial derivative and get the first- and second-order schemes in time. Then we provide
the complete error analysis.
Let the time step size τ = T/N withN ∈N, ti = iτ , i= 0,1, . . . ,N, and 0= t0 < t1 < · · ·<
tN = T . Firstly, we use the relationship between Caputo fractional derivative and Riemann-
Liouville fractional derivative
C
0D
α
t u(t) = 0D
α
t (u(t)−u(0)) with α ∈ (0,1)
to reformulate Eq. (2.1) with Riemann-Liouville fractional substantial derivative, i.e.,

0D
α ,x0
t G(x0,ρ , t)+AG(x0,ρ , t) = e
−ρU(x0)t
0D
α
t G(x0,ρ ,0), (x0, t) ∈ Ω × (0,T ],
G(x0,ρ ,0) = G0(x0), x0 ∈ Ω ,
G(x0,ρ , t) = 0, (x0, t) ∈ ∂ Ω × (0,T ].
(3.1)
3.1 Backward Euler scheme and error estimate
We use backward Euler convolution quadrature to discretize the time fractional substantial
derivative and get the first-order accuracy in time. Introduce Gn as the numerical approxi-
mation of solution G(x0,ρ , tn). Then we can obtain the temporal semi-discrete scheme

n−1
∑
i=0
d
α ,1
i e
−tiρU(x0)Gn−i+AGn = e−tnρU(x0)
n−1
∑
i=0
d
α ,1
i G
0, x0 ∈ Ω , n= 1, . . . ,N,
G0 = G0, x0 ∈ Ω ,
Gn(x0) = 0, x0 ∈ ∂ Ω , n= 1, . . . ,N,
(3.2)
where
(δτ ,1(ζ ))
α =
∞
∑
i=0
d
α ,1
i ζ
i (3.3)
and
δτ ,1(ζ ) =
1−ζ
τ
.
Multiplying ζ n on both sides of the first formula of (3.2) and summing n from 1 to ∞ lead to
∞
∑
n=1
n−1
∑
i=0
d
α ,1
i e
−tiρU(x0)Gn−iζ n+
∞
∑
n=1
AGnζ n =
∞
∑
n=1
e−tnρU(x0)
n−1
∑
i=0
d
α ,1
i G
0ζ n. (3.4)
Simple calculation implies
(δτ ,1(e
−τρU(x0)ζ ))α
∞
∑
n=1
Gnζ n+A
∞
∑
n=1
Gnζ n = (δτ ,1(e
−τρU(x0)ζ ))α
∞
∑
n=1
e−tnρU(x0)G0ζ n,
which is followed by (3.3). Furthermore, we have
(δτ ,1(e
−τρU(x0)ζ ))α
∞
∑
n=1
Gnζ n+A
∞
∑
n=1
Gnζ n = (δτ ,1(e
−τρU(x0)ζ ))α−1
G0e−τρU(x0)ζ
τ
.
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Using Cauchy’s integral formula yields
Gn =
1
2pii
∫
|ζ |=ξτ
ζ−n−1((δτ ,1(e
−τρU(x0)ζ ))α +A)−1(δτ ,1(e
−τρU(x0)ζ ))α−1
G0e−τρU(x0)ζ
τ
dζ
=
1
2pii
∫
Γ τ
eztn((βτ ,1(z))
α +A)−1(βτ ,1(z))
α−1e−τ(z+ρU(x0))G0dz,
(3.5)
where ξτ = e
−τ(κ+1),Γ τ = {z=κ+1+ iy : y∈R and |y| ≤pi/τ}, βτ ,1(z)= δτ ,1(e
−τ(z+ρU(x0))),
and the second equality follows by taking ζ = e−zτ . Deforming the contour Γ τ to Γ τθ ,κ =
{z ∈ C : κ ≤ |z| ≤ piτ sin(θ) , |argz|= θ}∪{z ∈ C : |z|= κ , |argz| ≤ θ}, one has
Gn =
1
2pii
∫
Γ τθ ,κ
eztn((βτ ,1(z))
α +A)−1(βτ ,1(z))
α−1e−τ(z+ρU(x0))G0dz. (3.6)
Next, we provide a lemma about βτ ,1(z) defined in (3.5).
Lemma 3.1 ([12]) Let U(x0) be bounded in Ω¯ . By choosing θ ∈ (
pi
2
,pi) sufficiently close
to pi
2
and κ > 0 sufficiently large (depending on |ρ |‖U(x0)‖L∞(Ω¯)), there exists a positive
constant τ∗ (depending on θ and κ) such that the following estimates hold when τ ≤ τ∗:
(1) For z ∈ Σ τθ ,κ , we have βτ ,1(z) ∈ Σ 3pi
4 ,Cκ
, and
C1|z| ≤ |βτ ,1(z)| ≤C2|z|.
(2) The operator ((βτ ,1(z))
α +A)−1 : L2(Ω )→ L2(Ω ) is well-defined, bounded, and ana-
lytic with respect to z ∈ Σ τθ ,κ , satisfying
‖A((βτ ,1(z))
α +A)−1‖ ≤C f or all z ∈ Σ τθ ,κ ,
‖((βτ ,1(z))
α +A)−1‖ ≤C|z|−α f or all z ∈ Σ τθ ,κ ,
where Σ τθ ,κ = {z ∈ C : |z| ≥ κ , |argz| ≤ θ , |Im(z)| ≤
pi
τ ,Re(z) ≤ κ + 1}. Here, Im(z)
means the imaginary part of z and Re(z) the real part of z.
(3) For the real number γ , the following estimate holds
|(β (z))γ − (βτ ,1(z))
γ | ≤Cτ |z|γ+1, z ∈ Γ τθ ,κ .
Theorem 3.1 Let G(x0,ρ , t) and G
n be the solutions of Eqs. (2.1) and (3.2) respectively
and assume G0 ∈ L
2(Ω ). Then we obtain
‖G(x0,ρ , tn)−G
n‖L2(Ω) ≤Ct
−1
n τ‖G0‖L2(Ω).
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Proof Subtracting (3.6) from the inverse Laplace transform of (2.2), we have
‖G(x0,ρ , tn)−G
n‖L2(Ω)
≤C
∥∥∥∥
∫
Γθ ,κ
eztn((β (z))α +A)−1(β (z))α−1G0dz
−
∫
Γ τθ ,κ
eztn((βτ ,1(z))
α +A)−1(βτ ,1(z))
α−1e−τ(z+ρU(x0))G0dz
∥∥∥∥∥
L2(Ω)
≤C
∥∥∥∥∥
∫
Γθ ,κ\Γ
τ
θ ,κ
eztn((β (z))α +A)−1(β (z))α−1dz
∥∥∥∥∥‖G0‖L2(Ω)
+C
∥∥∥∫
Γ τθ ,κ
eztn
(
((β (z))α +A)−1(β (z))α−1
− ((βτ ,1(z))
α +A)−1(βτ ,1(z))
α−1e−τ(z+ρU(x0))
)
dz
∥∥∥‖G0‖L2(Ω)
≤C(I+ II)‖G0‖L2(Ω).
For I, using Lemma 2.2, there is
I ≤
∫
Γθ ,κ\Γ
τ
θ ,κ
|eztn ||z|−1|dz| ≤Cτ
∫ ∞
pi
τ sin(θ)
etnr cos(θ)dr ≤Ct−1n τ .
As for II, one can split it into
II ≤
∥∥∥∥∥
∫
Γ τθ ,κ
eztn
(
((β (z))α +A)−1(β (z))α−1− ((βτ ,1(z))
α +A)−1(β (z))α−1
)
dz
∥∥∥∥∥
+
∥∥∥∥∥
∫
Γ τθ ,κ
eztn
(
((βτ ,1(z))
α +A)−1(β (z))α−1− ((βτ ,1(z))
α +A)−1(βτ ,1(z))
α−1
)
dz
∥∥∥∥∥
+
∥∥∥∥∥
∫
Γ τθ ,κ
eztn((βτ ,1(z))
α +A)−1(βτ ,1(z))
α−1
(
1− e−τ(z+ρU(x0))
)
dz
∥∥∥∥∥ .
Then by Lemmas 2.2, 3.1 and the fact
∥∥((β (z))α +A)−1(β (z))α−1− ((βτ ,1(z))α +A)−1(β (z))α−1∥∥
=
∥∥((β (z))α +A)−1((βτ ,1(z))α − (β (z))α)((βτ ,1(z))α +A)−1(β (z))α−1∥∥≤Cτ ,
it has
II ≤Cτ
∫
Γ τθ ,κ
|eztn ||dz| ≤Cτt−1n .
Thus
‖G(x0,ρ , tn)−G
n‖L2(Ω) ≤Ct
−1
n τ‖G0‖L2(Ω).
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3.2 Second-order backward difference scheme and error estimate
In this subsection, we use second-order backward difference convolution quadrature to dis-
cretize the time fractional substantial derivative and obtain the second-order accuracy in
time. Similarly, introduce Gn as the numerical approximation of the solution G(x0,ρ , tn),
and let
δτ ,2(ζ ) =
(1−ζ )+(1−ζ )2/2
τ
and ν(ζ ) =
(
3−ζ
2(1−ζ )
)
ζ = ζ
(
3
2
+
∞
∑
n=1
ζ n
)
. (3.7)
According to (2.2), we have
G˜(z)− (β (z))−1G0 =−((β (z))
α +A)−1A(β (z))−1G0. (3.8)
Using βτ ,2(z) := δτ ,2(e
−β (z)τ), τ
∞
∑
n=1
(Gn− e−tnρU(x0)G0)e−ztn , and τν(e−β (z)τ) to approxi-
mate β (z), G˜(z)− (β (z))−1G0, and (β (z))
−1 respectively, we have
∞
∑
n=1
(Gn− e−tnρU(x0)G0)e−ztn =−((δτ ,2(e
−β (z)τ))α +A)−1Aν(e−β (z)τ)G0.
Thus
((δτ ,2(e
−β (z)τ))α +A)
∞
∑
n=1
(Gn− e−tnρU(x0)G0)e−ztn =−Aν(e−β (z)τ)G0.
By Cauchy’s integral formula, there exists the second-order temporal semi-discrete scheme

d
α ,2
0 e
−t0ρU(x0)G1+AG1+
1
2
Ae−t1ρU(x0)G0 = e−t1ρU(x0)dα ,20 G
0, x0 ∈ Ω ,
n−1
∑
i=0
d
α ,2
i e
−tiρU(x0)Gn−i+AGn = e−tnρU(x0)
n−1
∑
i=0
d
α ,2
i G
0, x0 ∈ Ω , n= 2, . . . ,N,
G0 = G0, x0 ∈ Ω ,
Gn(x0) = 0, x0 ∈ ∂ Ω , n= 1, . . . ,N,
(3.9)
where
(δτ ,2(ζ ))
α =
∞
∑
i=0
d
α ,2
i ζ
i. (3.10)
Multiplying ζ 1 and ζ n on both sides of the first and second formulas of (3.9) respectively
and summing them lead to
∞
∑
n=1
n−1
∑
i=0
d
α ,2
i e
−tiρU(x0)(Gn−i− e−tn−iρU(x0)G0)ζ n+
∞
∑
n=1
A(Gn− e−tnρU(x0)G0)ζ n
=−
(
∞
∑
n=1
Ae−tnρU(x0)G0ζ n+
1
2
Ae−t1ρU(x0)G0ζ
)
.
(3.11)
According to (3.7) and (3.10), after some simple calculations, we get
(δτ ,2(e
−τρU(x0)ζ ))α
∞
∑
n=1
(Gn− e−tnρU(x0)G0)ζ n+A
∞
∑
n=1
(Gn− e−tnρU(x0)G0)ζ n
=−Aν(e−τρU(x0)ζ )G0,
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which can be further written as
∞
∑
n=1
(Gn− e−tnρU(x0)G0)ζ n =−((δτ ,2(e
−τρU(x0)ζ ))α +A)−1Aν(e−τρU(x0)ζ )G0.
By Cauchy’s integral formula, there is
Gn− e−tnρU(x0)G0 =−
1
2pii
∫
|ζ |=ξτ
ζ−n−1((δτ ,2(e
−τρU(x0)ζ ))α +A)−1Aν(e−τρU(x0)ζ )G0dζ
=−
τ
2pii
∫
Γ τ
eztn((βτ ,2(z))
α +A)−1Aν(e−τβ (z))G0dz,
(3.12)
where ξτ = e
−τ(κ+1), Γ τ = {z= κ +1+ iy : y ∈ R and |y| ≤ pi/τ}, βτ ,2(z) = δτ ,2(e
−β (z)τ),
and the second equality follows by taking ζ = e−zτ . Introduce µ(ζ ) = τδτ ,2(ζ )ν(ζ ) =
ζ (3−ζ )2
4
and deform the contour Γ τ to Γ τθ ,κ = {z ∈ C : κ ≤ |z| ≤
pi
τ sin(θ) , |argz|= θ}∪{z ∈
C : |z|= κ , |argz| ≤ θ}. Then there exists
Gn− e−tnρU(x0)G0 =−
1
2pii
∫
Γ τθ ,κ
eztn((βτ ,2(z))
α +A)−1A(βτ ,2(z))
−1µ(e−τβ (z))G0dz.
(3.13)
Now, we provide a lemma about βτ ,2(z) defined in (3.12).
Lemma 3.2 Let U(x0) be bounded in Ω¯ . By choosing θ ∈ (
pi
2
,pi) sufficiently close to pi
2
and
κ > 0 sufficiently large (depending on |ρ |‖U(x0)‖L∞(Ω¯)), there exists a positive constant τ∗
(depending on θ and κ) such that the following estimates hold when τ ≤ τ∗:
(1) For z ∈ Σ τθ ,κ , we have βτ ,2(z) ∈ Σ 3pi
4 ,Cκ
, and
C1|z| ≤ |βτ ,2(z)| ≤C2|z|.
(2) The operator ((βτ ,2(z))
α +A)−1 : L2(Ω )→ L2(Ω ) is well-defined, bounded, and ana-
lytic with respect to z ∈ Σ τθ ,κ , satisfying
‖A((βτ ,2(z))
α +A)−1‖ ≤C f or all z ∈ Σ τθ ,κ ,
‖((βτ ,2(z))
α +A)−1‖ ≤C|z|−α f or all z ∈ Σ τθ ,κ ,
where Σ τθ ,κ = {z ∈ C : |z| ≥ κ , |argz| ≤ θ , |Im(z)| ≤
pi
τ ,Re(z) ≤ κ + 1}. Here, Im(z)
means the imaginary part of z and Re(z) the real part of z.
(3) For the real number γ , there is
|(β (z))γ − (βτ ,2(z))
γ | ≤Cτ2|z|γ+2, z ∈ Γ τθ ,κ .
Proof First there are the facts [12]:
i f τ |β (z)| ≥C, then |τδτ ,2(e
−τβ (z))| ≥C;
τ |z| ≤ τ |Im(z)|+ τ |Re(z)| ≤ 2pi, f or z ∈ Σ τθ ,κ and τ ≤
pi
κ +1
;
τ |β (z)| ≤ τ |z|+ τ |ρ |‖U(x0)‖L∞(Ω¯) ≤
5
2
pi, f or z ∈ Σ τθ ,κ and τ ≤
pi
κ +1
.
(3.14)
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Then we prove the boundedness of |βτ ,2(z)|. Choosing κ ≥ 2|ρ |‖U(x0)‖L∞(Ω¯) and using
Taylor’s expansion yield that, for z ∈ Σ τθ ,κ ,
|βτ ,2(z)|=
∣∣∣δτ ,2(e−τβ (z))∣∣∣≤C|β (z)| ≤C(|z|+ |ρ |‖U(x0)‖L∞(Ω¯ ))≤C(|z|+κ)≤C|z|,
where the fact |z| ≥ κ for z ∈ Σ τθ ,κ is used. Thus the inequality |βτ ,2(z)| ≤C|z| holds.
Next, we proveC|z| ≤ |βτ ,2(z)| for z ∈ Σ
τ
θ ,κ in two cases. If τ |β (z)| is smaller than some
constant, then we use Taylor’s expansion (with |O(τβ (z))| < 1
2
, due to the smallness of
τ |β (z)| assumed):
|βτ ,2(z)|=
∣∣∣∣∣3/2−2e
−τβ (z)+ e−2τβ (z)/2
τ
∣∣∣∣∣= |β (z)(1+O(τ2(β (z))2))| ≥ 12 |β (z)|
≥
1
2
(
|z|− |ρ |‖U(x0)‖L∞(Ω¯)
)
≥
1
2
(|z|−κ/2)≥
1
4
|z|,
where we have used κ ≥ 2|ρ |‖U(x0)‖L∞(Ω¯) again and that |z| ≥ κ for z ∈ Σ
τ
θ ,κ .
If τ |β (z)| is larger than the constant, then (3.14) implies
|βτ ,2(z)|=
∣∣∣δτ ,2(e−τβ (z))∣∣∣≥ C
τ
≥C|z|.
Thus, under the conditions κ ≥ 2|ρ |‖U(x0)‖L∞(Ω¯ ) and τ <
pi
κ+1 , we have proved that
C1|z| ≤ |βτ ,2(z)|=
∣∣∣δτ ,2(e−τβ (z))∣∣∣≤C2|z| ∀z ∈ Σ τθ ,κ ,
which leads to (according to Lemma 3.3 provided in the following)
βτ ,2(z) ∈ Σpi/2+ε .
From βτ ,2(z) ≥C|z|, we have βτ ,2 ∈ Σpi/2+ε ,C|κ |, which results in the second conclusion of
this Lemma by using the resolvent estimate [16].
As for the third conclusion, there is
|(β (z))γ − (βτ ,2(z))
γ |
=
∣∣∣∣(β (z))γ −
(
β (z)+ τ2(β (z))3
∫ 1
0
(1− s)2e−sτβ (z)ds−2τ2(β (z))3
∫ 1
0
(1− s)2e−2sτβ (z)ds
)γ ∣∣∣∣
=|(β (z))γ |
∣∣∣∣1−
(
1+ τ2(β (z))2
∫ 1
0
(1− s)2e−sτβ (z)ds−2τ2(β (z))2
∫ 1
0
(1− s)2e−2sτβ (z)ds
)γ ∣∣∣∣ .
If τ |β (z)| ≤ 1/2, by Taylor’s expansion, we have∣∣∣∣1+ τ2(β (z))2
∫ 1
0
(1− s)2e−sτβ (z)ds−2τ2(β (z))2
∫ 1
0
(1− s)2e−2sτβ (z)ds
∣∣∣∣
γ
= 1+O(τ2|β (z)|2).
So,
|(β (z))γ − (βτ ,2(z))
γ | ≤ |β (z)|γCτ2|β (z)|2 =Cτ2|β (z)|γ+2.
As for τ |β (z)|> 1/2, we have
τ |z| ≥Cτ |βτ ,2(z)| ≥C, ∀z ∈ Γ
τ
θ ,κ ,
|(β (z))γ − (βτ ,2(z))
γ | ≤C|z|γ ≤Cτ2|z|γ+2, ∀z ∈ Γ τθ ,κ .
Thus the third conclusion is reached.
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Next we provide a lemma about δτ ,2(e
−zτ) defined in (3.7).
Lemma 3.3 Let U(x0) be bounded in Ω¯ and L = |ρ |‖U(x0)‖L∞(Ω¯). There exist positive
constants θ0 ∈
(
pi
2
, 5pi
8
)
, τ0, and c0 such that if θ ∈
(
pi
2
,θ0
)
and τ ∈ (0,τ0], then
δτ ,2(e
−zτ) ∈ Σpi/2+ε , i f |z| 6= 0, |arg(z)| ≤ θ , and |Im(z)| ≤
pi
τ
+L. (3.15)
Here Im(z) means the imaginary part of z.
Proof Obviously, if |z| 6= 0 and arg(z) = 0, then we have arg(δτ ,2(e
−zτ)) = 0.
If |z| 6= 0, arg(z) = ϕ ∈ (0,θ ], and 0≤ Im(z)≤ pi/τ +L, then ω = τ |z|sin(ϕ)∈ (0,pi +
Lτ ] and it’s easy to see that
(1) if ω ∈ (0,pi], then arg(δτ ,2(e
−zτ )) ∈ [0,pi);
(2) if ω ∈ (pi,pi +Lτ ], then there exists a constant c0 such that arg(δτ ,2(e
−zτ )) ∈ [−c0τ ,0).
For (2), the conclusion can be directly obtained.
For (1), if ω = pi, then arg(δτ ,2(e
−zτ )) = 0 and (3.15) holds. Introduce ϕ = arg(z) and
r = e−τ |z|cos(ϕ). When ω ∈ (0,pi) and ϕ ≤ pi
2
, i.e., r ≤ 1, then we have
cot
(
arg
(
δτ ,2(e
−zτ)
))
=
3/2−2r cos(ω)+ r2 cos(2ω)/2
2r sin(ω)− r2 sin(2ω)/2
=
3/2−2r cos(ω)+ r2(2cos2(ω)−1)/2
2r sin(ω)− r2 sin(ω)cos(ω)
=
(
3
2
− r
2
2
)
+ cos(ω)
(
r2 cos(ω)−2r
)
sin(ω) (2r− r2 cos(ω))
=
(
3
2
− r
2
2
)
sin(ω) (2r− r2 cos(ω))
−
cos(ω)
sin(ω)
≥
1
sin(ω) (2− cos(ω))
−
cos(ω)
sin(ω)
≥
1− (2− cos(ω))cos(ω)
sin(ω) (2− cos(ω))
≥ 0.
Thus arg (δτ ,2(e
−zτ))≤ pi/2.
When ϕ > pi/2, choosing ϕ close to pi/2, using Lemma 3.2 and the definitions of δτ ,2
and ω , we have
τ |δ ′τ ,2(e
−σ |z|τ cos(ϕ)e−iω )| ≤C and |δτ ,2(e
−iω)| ≥C|z|, σ ∈ [0,1],
where δ ′τ ,2(z) means the first derivative about z. Thus we obtain
|δτ ,2(e
−|z|τ cos(ϕ)e−iω )−δτ ,2(e
−iω)| ≤C
∣∣∣e−σ |z|τ cos(ϕ)∣∣∣ ∣∣∣δ ′τ ,2(e−σ |z|τ cos(ϕ)e−iω)zτ cos(ϕ)∣∣∣
≤C|cos(ϕ)||δτ ,2(e
−iω )|
≤C
∣∣∣ϕ − pi
2
∣∣∣ |δτ ,2(e−iω )|.
Using the fact [20] that when |ζ | ≤ 1 and ζ 6= 0, δτ ,2(ζ ) ∈ Σpi/2 holds, we have δτ ,2(e
−zτ)
lies in a sector Σpi/2+ε .
So, we have proved (3.15) when arg(z)∈ [0,θ ]. The case arg(z)∈ [−θ ,0) can be proved
in the same way.
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Theorem 3.2 Let G(x0,ρ , t) and G
n be the solutions of Eqs. (2.1) and (3.9) respectively
and assume G0 ∈ L
2(Ω ). Then there exist
‖G(x0,ρ , tn)−G
n‖L2(Ω) ≤Ct
−2
n τ
2‖G0‖L2(Ω).
Proof Subtracting (3.13) from the inverse Laplace transform of (3.8) leads to
‖G(x0,ρ , tn)−G
n‖L2(Ω)
≤C
∥∥∥∥ 12pii
∫
Γθ ,κ
eztn((β (z))α +A)−1A(β (z))−1G0dz
−
1
2pii
∫
Γ τθ ,κ
eztn((βτ ,2(z))
α +A)−1A(βτ ,2(z))
−1µ(e−τβ (z))G0dz
∥∥∥∥∥
L2(Ω)
≤C
∥∥∥∥∥
∫
Γθ ,κ\Γ
τ
θ ,κ
eztn((β (z))α +A)−1A(β (z))−1dz
∥∥∥∥∥‖G0‖L2(Ω)
+C
∥∥∥∫
Γ τθ ,κ
eztn
(
((β (z))α +A)−1A(β (z))−1
− ((βτ ,2(z))
α +A)−1A(βτ ,2(z))
−1µ(e−τβ (z))
)
dz
∥∥∥‖G0‖L2(Ω)
≤C(I+ II)‖G0‖L2(Ω).
For I, using Lemma 2.2, it has
I ≤
∫
Γθ ,κ\Γ
τ
θ ,κ
|eztn ||z|−1|dz| ≤Cτ2
∫ ∞
pi
τ sin(θ)
etnr cos(θ)rdr ≤Ct−2n τ
2.
As for II, it can be split as
II ≤
∥∥∥∥∥
∫
Γ τθ ,κ
eztn
(
((β (z))α +A)−1A(β (z))−1− ((βτ ,2(z))
α +A)−1A(β (z))−1
)
dz
∥∥∥∥∥
+
∥∥∥∥∥
∫
Γ τθ ,κ
eztn
(
((βτ ,2(z))
α +A)−1A(β (z))−1− ((βτ ,2(z))
α +A)−1A(βτ ,2(z))
−1
)
dz
∥∥∥∥∥
+
∥∥∥∥∥
∫
Γ τθ ,κ
eztn((βτ ,2(z))
α +A)−1A(βτ ,2(z))
−1
(
1−µ
(
e−τβτ ,2(z)
))
dz
∥∥∥∥∥ .
Then by Lemmas 2.2, 3.2 and the facts∥∥((β (z))α +A)−1A(β (z))−1− ((βτ ,2(z))α +A)−1A(β (z))−1∥∥
=
∥∥((β (z))α +A)−1((βτ ,2(z))α − (β (z))α)((βτ ,2(z))α +A)−1A(β (z))−1∥∥≤Cτ2|z|
and µ(e−zτ) = 1+O(z2τ2) [22], we have
II ≤Cτ2
∫
Γ τθ ,κ
|eztn ||z||dz| ≤Cτ2t−2n .
Thus
‖G(x0,ρ , tn)−G
n‖L2(Ω) ≤Ct
−2
n τ
2‖G0‖L2(Ω).
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4 Space discretization and error analysis
In this section, we discretize Laplacian by the finite element method and provide the error
estimate for the fully discrete scheme of Eq. (2.1). Here we construct the fully discrete
scheme based on backward Euler scheme (3.2); the corresponding one for (3.9) will be
commented at the end of this section. Let Th be a shape regular quasi-uniform partitions
of the domain Ω , where h is the maximum diameter. Denote Xh as piecewise linear finite
element space
Xh = {vh ∈C(Ω¯) : vh|T ∈P
1, ∀T ∈Th, vh|∂Ω = 0},
where P1 denotes the set of piecewise polynomials of degree 1 over Th. Then we define
the L2-orthogonal projection Ph : L
2(Ω )→ Xh by
(Phu,vh) = (u,vh) ∀vh ∈ Xh.
Denote (·, ·) as the L2 inner product. Then the fully discrete scheme for Eq. (2.1) reads: Find
Gnh ∈ Xh such that(
n−1
∑
i=0
d
α ,1
i e
−tiρU(x0)Gn−ih ,vh
)
+(∇Gnh,∇vh) =
(
e−tnρU(x0)
n−1
∑
i=0
d
α ,1
i G
0,vh
)
(4.1)
for any vh ∈ Xh. For convenience, denote f (x0,ρ , t) = e
−tρU(x0)G0, f (t) = f (x0,ρ , t), f
n =
f (tn), and f
n
h = Ph f
n in the following. Thus (4.1) can be rewritten as
(
n−1
∑
i=0
d
α ,1
i e
−tiρU(x0)Gn−ih ,vh
)
+(∇Gnh,∇vh) =
(
n−1
∑
i=0
d
α ,1
i f
n
h ,vh
)
(4.2)
for any vh ∈ Xh.
Remark 4.1 Using the time discretization introduced in Sec. 3, the time semi-discrete scheme
of Eq. (1.1) can be written as

Gn−Gn−1
τ
+
n−1
∑
i=0
d
α ,1
i e
−tiρU(x0)AGn−i+ρU(x0)G
n = 0, x0 ∈ Ω , n= 1, . . . ,N,
G0 =G0, x0 ∈ Ω ,
Gn(x0) = 0, x0 ∈ ∂ Ω , n= 1, . . . ,N,
and the fully discrete scheme has the form(
Gnh−G
n−1
h
τ
,vh
)
−
n−1
∑
i=0
d
α ,1
i
(
e−tiρU(x0)∆Gn−ih ,vh
)
+(ρU(x0)G
n
h,vh) = 0, ∀vh ∈ Xh,
(4.3)
or(
Gnh−G
n−1
h
τ
,vh
)
+
n−1
∑
i=0
d
α ,1
i
(
∇Gn−ih ,∇e
−tiρU(x0)vh
)
+(ρU(x0)G
n
h,vh) = 0, ∀vh ∈ Xh.
(4.4)
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It is easy to see that the second term
(
∑n−1i=0 d
α ,1
i e
−tiρU(x0)∆Gn−ih ,vh
)
in (4.3) vanishes since
Gih ∈ Xh. As for (4.4), we need to requireU(x0) regular enough to guarantee(
e−tiρU(x0)∆Gn−ih ,vh
)
=
(
∇Gn−ih ,∇e
−tiρU(x0)vh
)
.
Thus the equivalent form (2.1) can help to construct numerical scheme efficiently and reduce
the requirement of the regularity ofU(x0).
Define the discrete operator Ah: Xh → Xh satisfying
(Ahuh,vh) = (∇uh,∇vh) ∀uh, vh ∈ Xh.
Then (4.1) can be rewritten as
n−1
∑
i=0
d
α ,1
i e
−tiρU(x0)Gn−ih +AhG
n
h =
n−1
∑
i=0
d
α ,1
i f
n
h . (4.5)
Multiplying ζ n and summing n from 1 to ∞ for Eq. (4.5) lead to
∞
∑
n=1
n−1
∑
i=0
d
α ,1
i e
−tiρU(x0)Gn−ih ζ
n+
∞
∑
n=1
AhG
n
hζ
n =
∞
∑
n=1
n−1
∑
i=0
d
α ,1
i f
n
h ζ
n.
Taking ζ = e−zτ and using Cauchy’s integral theorem lead to
Gnh =
τ
2pii
∫
Γ τθ ,κ
eztn((βτ ,1(z))
α +Ah)
−1
∞
∑
n=1
n−1
∑
i=0
d
α ,1
i f
n
h e
−ztndz. (4.6)
Similarly, the solution Gn of semi-discrete scheme (3.2) can also be written as
Gn =
τ
2pii
∫
Γ τθ ,κ
eztn((βτ ,1(z))
α +A)−1
∞
∑
n=1
n−1
∑
i=0
d
α ,1
i f
ne−ztndz. (4.7)
Remark 4.2 According to [3,16], the convergence in space can be obtained by estimating
‖Gn−Gnh‖L2(Ω)
≤C
∥∥∥∥∥
∫
Γ τθ ,κ
eztn((βτ ,1(z))
α +A)−1(βτ ,1(z))
α−1G0dz
−
∫
Γ τθ ,κ
eztn((βτ ,1(z))
α +Ah)
−1(βτ ,1(z))
α−1PhG0dz
∥∥∥∥∥
L2(Ω)
≤C
∫
Γ τθ ,κ
eztn
∥∥∥((βτ ,1(z))α +A)−1(βτ ,1(z))α−1
− ((βτ ,1(z))
α +Ah)
−1(βτ ,1(z))
α−1Ph
∥∥∥|dz|‖G0‖L2(Ω),
where the representation of Gnh can be got by modifying the fully discrete scheme (4.1) as(
n−1
∑
i=0
d
α ,1
i e
−tiρU(x0)Gn−ih ,vh
)
+(∇Gnh,∇vh) =
(
e−tnρU(x0)
n−1
∑
i=0
d
α ,1
i PhG
0,vh
)
. (4.8)
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Since we need to estimate ‖((βτ ,1(z))
α +A)−1(βτ ,1(z))
α−1−((βτ ,1(z))
α +Ah)
−1(βτ ,1(z))
α−1Ph‖,
the following equation is needed (refer to the proof of Lemma 4.2)
((βτ ,1(z))
αG0,vh) = ((βτ ,1(z))
αPhG
0,vh) ∀vh ∈ Xh. (4.9)
Obviously Eq. (4.9) holds only whenU(x0) is regular enough and the grid mesh is suitable.
But for the scheme (4.1), the equality (4.9) is no longer necessary. Next we introduce two
lemmas, which will be used in the error estimate between Eqs. (3.2) and (4.1).
Lemma 4.1 ([3]) For any γ1, γ2 > 0 with θ ∈ (pi/2,pi), there exists
γ1|z|+ γ2 ≤
|γ1z+ γ2|
sin(θ/2)
f or z ∈ Σpi−θ .
Lemma 4.2 Let v∈ L2(Ω ) and z∈Σθ ,κ . Denote w=((βτ ,1(z))
α +A)−1v and wh =((βτ ,1(z))
α +
Ah)
−1Phv. There exists
‖w−wh‖L2(Ω)+h‖w−wh‖H˙1(Ω) ≤Ch
2‖v‖L2(Ω).
Proof Using the definitions of w, wh, A and Ah, we have
((βτ ,1(z))
αw,χ)+(∇w,∇χ) = (v,χ) ∀χ ∈ H10 (Ω ),
((βτ ,1(z))
αwh,χ)+(∇wh,∇χ) = (Phv,χ) ∀χ ∈ Xh.
Denote e= w−wh. Thus
((βτ ,1(z))
αe,χ)+(∇e,∇χ) = 0 ∀χ ∈ Xh. (4.10)
Choose βτ ,max =βτ ,1(z,x) for some x∈Ω satisfying |βτ ,max|= supx∈Ω |βτ ,1(z,x)| and βτ ,min=
βτ ,1(z,x) for some x ∈ Ω satisfying |βτ ,min|= infx∈Ω |βτ ,1(z,x)|. According to Lemmas 3.1
and 4.1, there exists
|β ατ ,max|‖e‖
2
L2(Ω)+‖∇e‖
2
L2(Ω) ≤C|β
α
τ ,min|‖e‖
2
L2(Ω)+‖∇e‖
2
L2(Ω)
≤C |((βτ ,1(z))
αe,e)|+‖∇e‖2
L2(Ω)
≤C|((βτ ,1(z))
αe,e)+(∇e,∇e)|
≤C|((βτ ,1(z))
αe,w−χ)+(∇e,∇(w−χ))|,
(4.11)
the detailed derivations of which can be seen in Appendix A. Taking χ = pihw as the La-
grange interpolation of w and using the Cauchy-Schwarz inequality, we have
|β ατ ,max|‖e‖
2
L2(Ω)+‖∇e‖
2
L2(Ω) ≤C
(
|β ατ ,max|h‖e‖L2(Ω)‖∇w‖L2(Ω)+h‖∇e‖L2(Ω)‖w‖H˙2(Ω)
)
.
Using Lemma 4.1 again, it has
|β ατ ,min|‖w‖
2
L2(Ω)+‖∇w‖
2
L2(Ω) ≤C|(((βτ ,1(z))
α +A)w,w)| ≤C‖v‖L2(Ω)‖w‖L2(Ω),
which leads to
‖w‖L2(Ω) ≤C|z|
−α‖v‖L2(Ω), ‖∇w‖L2(Ω) ≤C|z|
−α/2‖v‖L2(Ω).
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On the other hand, we can obtain
‖w‖H˙2(Ω) =‖Aw‖L2(Ω) ≤C‖(−(βτ ,1(z))
α +(βτ ,1(z))
α +A)((βτ ,1(z))
α +A)−1v‖L2(Ω)
≤C(|‖v‖L2(Ω)+ |z|
α‖w‖L2(Ω))≤C‖v‖L2(Ω).
Thus we have
|β ατ ,max|‖e‖
2
L2(Ω)+‖∇e‖
2
L2(Ω)
≤Ch‖v‖L2(Ω)
(
|z|α/2‖e‖L2(Ω)+‖∇e‖L2(Ω)
)
,
which leads to
|βτ ,max|
α/2‖e‖L2(Ω)+‖∇e‖L2(Ω) ≤Ch‖v‖L2(Ω). (4.12)
To get the L2 estimate, for φ ∈ L2(Ω ) we set
ψ = ((βτ ,1(z))
α +A)−1φ .
Using Lemma 3.1, we have
‖ψ‖L2(Ω) ≤C|z|
−α‖φ‖L2(Ω), ‖Aψ‖L2(Ω) ≤C‖φ‖L2(Ω). (4.13)
Interpolation property leads to
‖ψ‖H˙1(Ω) ≤C|z|
−α/2‖φ‖L2(Ω). (4.14)
By duality, there is
‖e‖L2(Ω) ≤ sup
φ∈L2(Ω)
|(e,φ)|
‖φ‖L2(Ω)
≤ sup
φ∈L2(Ω)
|((βτ ,1(z))
αe,ψ)+(∇e,∇ψ)|
‖φ‖L2(Ω)
.
Furthermore,
|((βτ ,1(z))
αe,ψ)+(∇e,∇ψ)|=|((βτ ,1(z))
αe,ψ −Phψ)+(∇e,∇(ψ −Phψ))|
≤|z|α/2‖e‖L2(Ω)|z|
α/2‖ψ −Phψ‖L2(Ω)
+‖∇e‖L2(Ω)‖∇(ψ −Phψ)‖L2(Ω)
≤Ch2‖v‖L2(Ω)‖φ‖L2(Ω),
which follows by Eqs. (4.12), (4.13), and (4.14). Thus, the desired estimate is obtained.
Theorem 4.1 Let Gn and Gnh be the solutions of Eqs. (3.2) and (4.1) respectively and assume
G0 ∈ L
2(Ω ). Then we obtain
‖Gn−Gnh‖L2(Ω)+h‖∇(G
n−Gnh)‖L2(Ω) ≤Ch
2t−αn ‖G0‖L2(Ω).
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Proof Subtracting (4.6) from (4.7) yields
‖Gn−Gnh‖L2(Ω)
≤C
∥∥∥∥∥τ
∫
Γ τθ ,κ
eztn(((βτ ,1(z))
α +A)−1− ((βτ ,1(z))
α +Ah)
−1Ph)
∞
∑
j=1
j−1
∑
i=0
d
α ,1
i f
je−zt jdz
∥∥∥∥∥
L2(Ω)
≤Cτ
∫
Γ τθ ,κ
|eztn |
∥∥((βτ ,1(z))α +A)−1− ((βτ ,1(z))α +Ah)−1Ph∥∥∥∥∥∥∥
∞
∑
j=1
j−1
∑
i=0
d
α ,1
i G0e
−t j(z+ρU(x0))
∥∥∥∥∥
L2(Ω)
|dz|
≤C
∫
Γ τθ ,κ
|eztn |
∥∥((βτ ,1(z))α +A)−1− ((βτ ,1(z))α +Ah)−1Ph∥∥‖βτ ,1(z)‖α−1 |dz|‖G0‖L2(Ω).
Thus by Lemma 4.2, there is
‖Gn−Gnh‖L2(Ω) ≤Ch
2t−αn ‖G0‖L2(Ω).
Similarly, it can be obtained that
‖Gn−Gnh‖H˙1(Ω)
≤C
∥∥∥∥∥τ
∫
Γ τθ ,κ
eztn(((βτ ,1(z))
α +A)−1− ((βτ ,1(z))
α +Ah)
−1Ph)
∞
∑
j=1
j−1
∑
i=0
d
α ,1
i f
je−zt jdz
∥∥∥∥∥
H˙1(Ω)
≤Cτ
∫
Γ τθ ,κ
|eztn |
∥∥((βτ ,1(z))α +A)−1− ((βτ ,1(z))α +Ah)−1Ph∥∥L2(Ω)→H˙1(Ω)∥∥∥∥∥
∞
∑
j=1
j−1
∑
i=0
d
α ,1
i G0e
−t j(z+ρU(x0))
∥∥∥∥∥
L2(Ω)
|dz|
≤C
∫
Γ τθ ,κ
|eztn |
∥∥((βτ ,1(z))α +A)−1− ((βτ ,1(z))α +Ah)−1Ph∥∥L2(Ω)→H˙1(Ω)
‖βτ ,1(z)‖
α−1 |dz|‖G0‖L2(Ω)
≤Cht−α‖G0‖L2(Ω).
Remark 4.3 Comparing Theorem 4.1 and Remark 4.2, it is easy to see that our numerical
scheme (4.1) needs much less regularity requirement ofU(x0) than scheme (4.8) to keep the
optimal convergence rate.
Remark 4.4 In this section, we provide the complete error analysis based on the time first
order scheme (3.2). Similarly, from the second order scheme (3.9), the fully discrete scheme
can be written as: for any vh ∈ Xh,(
e−t0ρU(x0)G1h,vh
)
+(∇G1h,∇vh)+
1
2
(∇Ph(e
−t1ρU(x0)G0),∇vh)
=
(
Ph(e
−t1ρU(x0)d
α ,2
0 G
0),vh
)
, n= 1;(
n−1
∑
i=0
d
α ,2
i e
−tiρU(x0)Gn−ih ,vh
)
+(∇Gnh,∇vh)
=
n−1
∑
i=0
d
α ,2
i
(
Ph(e
−tnρU(x0)G0),vh
)
, n= 2, . . . ,N.
(4.15)
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The optimal convergence of the scheme (4.15) can be similarly got by the techniques used
in this section.
5 Numerical experiments
In this section, we first present four numerical experiments to validate the predicted conver-
gence rate of our numerical schemes and then provide an example to show the difference
between (4.1) and (4.8). Due to the unknown exact solution, the spatial errors can be tested
by
Eh = ‖G
n
h−G
n
h/2‖L2(Ω),
where Gnh means the numerical solution of G at time tn with mesh size h; similarly, the
temporal errors can be tested by
Eτ = ‖G
n
τ −G
n
τ/2‖L2(Ω),
where Gnτ are the numerical solutions of G at the fixed time tn with time step size τ . And
corresponding convergence rates can be calculated by
Rate=
ln(Eh/Eh/2)
ln(2)
, Rate=
ln(Eτ/Eτ/2)
ln(2)
.
For convenience, we choose the domain Ω = (0,1).
Here, the following two groups of initial values andU(x0) are used:
(a)
G0(x0) = χ(0,1/2), U(x0) = χ(1/2,1);
(b)
G0(x0) = χ(0,1/2), U(x0) = x0,
where χ(a,b) denotes the characteristic function on (a,b).
Example 1 In this example, we use backward Euler scheme (3.2) to solve Eq. (2.1) under
condition (a) and show the corresponding numerical results. Here we take T = 1, ρ = 1+ i,
α = 0.3, 0.7, and τ = 1/50, 1/100, 1/200, 1/400. We use small spatial mesh size h= 1/128
so that the spatial discretization error is relatively negligible. Table 1 presents the L2 errors
and convergence rates, which agree with Theorem 3.1.
Table 1 L2 errors and convergence rates with condition (a) using numerical scheme (3.2)
α\τ 1/50 1/100 1/200 1/400
0.3 6.435E-05 3.201E-05 1.597E-05 7.974E-06
Rate 1.0072 1.0036 1.0018
0.7 1.118E-04 5.521E-05 2.743E-05 1.368E-05
Rate 1.0180 1.0089 1.0045
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Table 2 L2 errors and convergence rates with condition (a) using numerical scheme (3.9)
α\τ 1/10 1/20 1/40 1/80
0.3 5.185E-05 1.192E-05 2.875E-06 7.110E-07
Rate 2.1215 2.0515 2.0154
0.7 1.452E-04 3.343E-05 7.981E-06 1.968E-06
Rate 2.1190 2.0665 2.0199
Example 2 In this example, we use second-order backward difference scheme (3.9) to solve
Eq. (2.1) under condition (a). Here we take T = 1, ρ =−1+ i, α = 0.3, 0.7, and τ = 1/10,
1/20, 1/40, 1/80. To investigate the convergence in time and eliminate the influence from
spatial discretization, we set h = 1/128. Table 2 presents the L2 errors and convergence
rates, which agree with Theorem 3.2.
Example 3 We consider the spatial convergence of numerical scheme (4.2) under condition
(b) and present the numerical results. Here we take T = 1, ρ = 2+ i, α = 0.2, 0.8, and
h = 1/16, 1/32, 1/64, 1/128. To investigate the convergence in spatial and eliminate the
influence from temporal discretization, we set τ = 1/1000. Table 3 presents the L2 errors
and convergence rates and Table 4 provides theH1 errors and convergence rates, which both
agree with the results of Theorem 4.1.
Table 3 L2 errors and convergence rates with condition (b) using numerical scheme (4.2)
α\h 1/16 1/32 1/64 1/128
0.2 1.072E-04 2.683E-05 6.708E-06 1.677E-06
Rate 1.9988 1.9997 1.9999
0.8 3.151E-05 7.885E-06 1.972E-06 4.929E-07
Rate 1.9989 1.9997 1.9999
Table 4 H1 errors and convergence rates with condition (b) using numerical scheme (4.2)
α\h 1/16 1/32 1/64 1/128
0.2 6.062E-03 3.033E-03 1.517E-03 7.586E-04
Rate 0.9987 0.9997 0.9999
0.8 1.673E-03 8.371E-04 4.186E-04 2.093E-04
Rate 0.9991 0.9998 0.9999
Example 4 We consider the spatial convergence of numerical scheme (4.15) under condi-
tion (a) and show the numerical results. Here we take T = 1, ρ = −2+ i, α = 0.4, 0.6,
and h = 1/10, 1/20, 1/40, 1/80. We use small time step τ = 1/1000 so that the temporal
discretization error is relatively negligible. Table 5 presents the L2 errors and convergence
rates and Table 6 provides the H1 errors and convergence rates. These results show that the
numerical scheme achieves optimal convergence rates in L2- and H1-norm.
Example 5 In this example, we want to verify the effectiveness of our numerical scheme
(4.2). We show the numerical results for solving Eq. (2.1) under condition (a). Here we take
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Table 5 L2 errors and convergence rates with condition (a) using numerical scheme (4.15)
α\h 1/10 1/20 1/40 1/80
0.4 1.296E-04 3.247E-05 8.159E-06 2.062E-06
Rate 1.9966 1.9927 1.9842
0.6 9.379E-05 2.355E-05 5.944E-06 1.517E-06
Rate 1.9934 1.9864 1.9707
Table 6 H1 errors and convergence rates with condition (a) using numerical scheme (4.15)
α\h 1/10 1/20 1/40 1/80
0.4 7.296E-03 3.648E-03 1.824E-03 9.120E-04
Rate 1.0000 1.0000 1.0000
0.6 5.132E-03 2.566E-03 1.283E-03 6.415E-04
Rate 0.9999 1.0000 1.0000
T = 1, τ = 1/1000, ρ =−1+ i, α = 0.4, 0.6, and h= 1/16, 1/32, 1/64, 1/128. Table 7 and
Table 8 present the L2 errors and convergence rates of numerical schemes (4.2) and (4.8)
respectively. Comparing these results, it can be found that the errors of numerical scheme
(4.8) are much bigger and it can’t achieve optimal convergence rates. These results show
that our scheme is effective.
Table 7 L2 errors and convergence rates with condition (a) using numerical scheme (4.2)
α\h 1/16 1/32 1/64 1/128
0.4 1.296E-04 3.239E-05 8.097E-06 2.024E-06
Rate 2.0001 2.0000 2.0000
0.6 9.277E-05 2.319E-05 5.798E-06 1.450E-06
Rate 1.9999 2.0000 2.0000
Table 8 L2 errors and convergence rates with condition (a) using numerical scheme (4.8)
α\h 1/16 1/32 1/64 1/128
0.4 9.232E-04 4.620E-04 2.315E-04 1.160E-04
Rate 0.9988 0.9967 0.9976
0.6 6.282E-04 3.150E-04 1.580E-04 7.919E-05
Rate 0.9959 0.9950 0.9968
6 Conclusion
Backward fractional Feynman-Kac equation describes the functional distribution of anoma-
lous diffusion process. The challenge of regularity analysis and numerical analysis mainly
comes from its time-space coupled fractional substantial derivative. This work weakens the
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regularity requirement of the functionU(x) in obtaining the optimal convergence rates. The
provided numerical schemes do not need to make the assumptions on the regularity of the
exact solution in temporal and spatial directions. The error estimates are presented with opti-
mal convergence rates. The performed numerical experiments not only verify the theoretical
predictions but also show the effectiveness of the techniques introduced in the scheme to
keep the accuracy.
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A Derivation of (4.11)
Without loss of generality, we denote Ω = [0,1], 0 = x0 < x1 < · · · < xn = 1, and ∆xi = xi − xi−1. Let
θ = supx∈Ω arg((βτ,1(z,x))
α )− infx∈Ω arg((βτ,1(z,x))
α ). Then we have
∣∣((βτ,1(z,x))α e,e)∣∣ =
∣∣∣∣
∫ 1
0
(βτ,1(z,x))
αe(x)2dx
∣∣∣∣ = limn→∞
∣∣∣∣∣
n
∑
i=1
∆xi(βτ,1(z,xi))
αe(xi)
2
∣∣∣∣∣
≥cos
(
θ
2
)
lim
n→∞
n
∑
i=1
∆xie(xi)
2|(βτ,1(z,xi))
α |
≥cos
(
θ
2
)
lim
n→∞
n
∑
i=1
∆xie(xi)
2|β ατ,min|
≥cos
(
θ
2
)
|β ατ,min|‖e‖
2
L2(Ω)
.
Therefore,
cos
(
θ
2
)
|β ατ,min|‖e‖
2
L2(Ω)
≤
∣∣((βτ,1(z,x))αe,e)∣∣ .
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