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BAB III 
METODE PENELITIAN 
A. Jenis Penelitian 
Jenis penelitian adalah penelitian Asosiatif. Penelitian Asosiatif 
adalah suatu penelitian yang bertujuan untuk menghubungkan variabel 
yang satu dengan variabel lainnya. Hubungan dalam dalam penelitian 
asosiatif dapat berupa hubungan biasa (korelasi) atau hubungan sebab 
akibat (kausalitas) (Ulum dan Juanda, 2016). 
B. Populasi dan Sampel 
Populasi dalam penelitian ini adalah perusahaan manufaktur yang 
terdaftar di BEI. Sedangkan pengambilan sampel dilakukan dengan 
metode Purpossive Sampling yaitu suatu metode pengambilan sampel 
berdasarkan penetapan kriteria atau standar tertentu. Kriteria yang 
ditetapkan sebagai dasar pengambilan sampel adalah sebagai berikut: 
1. Perusahaan manufaktur yang terdaftar di BEI selama periode 2015-
2016 
2. Perusahaan manufaktur yang menyajikan laporan keuangan selama 
selama periode 2015-2016 
3. Perusahaan manufaktur yang mempunyai kinerja laba selama 2015- 
2016 
4. Perusahaan manufaktur yang mempunyai data untuk menghitung 
Laverage, likuiditas, IOS, dan Kualitas laba. 
16 
 
 
 
5. Perusahaan yang menyajikan laporan keuangan dalam mata uang 
rupiah  
6. Data yang bebas dari pencilan (Outlier) 
C. Definisi Operasional dan Pengukuran Variabel 
 1. Variabel Dependen  
Variabel dependen (Y) atau variabel yang dipengaruhi dalam 
penelitian  ini  adalah kualitas laba. Sebuah laba dikatakan berkualitas 
jika arus kas aktivitas operasi mendekati nilai laba. Semakin tinggi rasio 
maka semakin tinggi kualitas laba perusahaan. Sehingga kualitas laba 
dapat diruskan sebagai berikut: 
Kualitas laba = 
𝐴𝑟𝑢𝑠 𝑘𝑎𝑠 𝑎𝑘𝑡𝑖𝑣𝑖𝑡𝑎𝑠 𝑂𝑝𝑒𝑟𝑎𝑠𝑖
𝐸𝐵𝐼𝑇
 
 2. Variabel Independen 
Variabel Independen atau Variabel Bebas (X) dalam penelitian ini 
terdiri dari: 
a) Laverage 
Analisis yang menunjukkan kemampuan perusahaan dalam 
memenuhi kewajiban jangka panjang. Semakin tinggi tingkat 
laverage menunjukkan bahwa perusahaan kurang mampu dalam 
memenuhi kewajiban jangka panjang. Hal  ini  dikarenakan hutang 
jangka  panjang  yang  lebih tinggi dari pada ekuitas atau 
peningkatan hutang jangka panjang lebih besar dari pada 
peningkatan ekuitas. Laverage dapat dirumuskan sebagai berikut: 
Laverage = 
𝑇𝑜𝑡𝑎𝑙 𝐻𝑢𝑡𝑎𝑛𝑔 
𝑇𝑜𝑡𝑎𝑙 𝐸𝑘𝑢𝑖𝑡𝑎𝑠
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b) Likuiditas  
Analisis likuiditas adalah analisis yang digunakan untuk 
mengetahui tingkat kemampuan perusahaan dalam memenuhi 
kewajiban jangka pendek. Semakin tinggi rasio likuiditas maka 
menunjukkan kemampuan perusahaan semakin baik. Likuiditas 
dapat dirumuskan sebagai berikut  
Likuiditas = 
𝐴𝑘𝑡𝑖𝑣𝑎 𝐿𝑎𝑛𝑐𝑎𝑟
𝐾𝑒𝑤𝑎𝑗𝑖𝑎𝑏𝑛 𝐿𝑎𝑛𝑐𝑎𝑟
 
c.) Invesment Opportunity Set 
Invesment Opportunity Set adalah kesempatan perusahaan 
dalam memiliki peluang investasi dari eksternal. Semakin tinggi 
tingkat Invesment Opportunity Set. Pengukuran variabel ini 
berdasarkan proksi MVABVA yang dapat dirumuskan sebagai 
berikut: 
MVABVA= 
𝑇𝐴−𝑇𝐸+(𝑆𝐵 𝑥 𝐶𝑃)
𝑇𝐴
 
Ket:  
TA = Total Aset 
TE = Total Ekuitas 
SB = Jumlah Saham yang beredar 
CP = Close Price 
D. Jenis dan Sumber Data 
Data penelitian yang digunakan adalah data sekunder berupa laporan 
keuangan perusahaan atau annual report, ICMD dan harga saham 
perusahaan . 
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E. Teknik Perolehan Data 
Data yang dibutuhkan diperoleh dengan teknik Dokumentasi untuk 
data sekunder. Dokumentasi dilakukan dengan mengunduh Indonesian 
Capital Market (ICDM), laporan keuangan perusahaan manufaktur yang 
terdaftar di BEI melalui situs resmi BEI (Bursa Efek Indonesia) yaitu, 
www.idx.co.id. 
F. Teknik Analisis Data 
Teknik/tahapan analisis data dalam penelitian ini terdapat beberapa tahap 
yaitu:  
1. Menganalisis Rasio Laverage, Likuiditas, Invesment Opportunity Set, 
Persistensi laba  dan Kualitas Laba 
2. Melakukan Uji Asumsi Klasik 
a. Uji Multikolinearitas 
Uji yang digunakan untuk mengetahui ada tidaknya korelasi 
antar variabel independen. Model regresi yang baik adalah variabel 
independen tidak mempunyai korelasi atau bebas Multikolinearitas.  
Ghazali (2013) menyatakan Variabel Independen tidak memiliki 
multikolinearitas  jika nilai tolerance > 0,10 atau VIF <10,00. Selain 
itu, deteksi multikolinearitas dapat dilihat dari tingkat korelasi antar 
variabel. Dengan tingkat toleransi korelasi sebesar 95%. 
b. Uji Autokorelasi 
Ghazali (2013) menyatakan Uji Autokorelasi adalah Uji Model 
regresi linier untuk menentukan apakah ada korelasi antara kesalahan 
pengganggu pada tahun t dengan kesalahan pada tahun t-1 
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(sebelumnya). Untuk menguji apakah terjadi atau tidak maka 
dilakukan salah satu uji autokorelasi menggunakan Uji Durbin-
Watson. Adapun dasar pengambilan keputusan Uji Dubin-Watson 
adalah sebagai berikut: 
Tabel 3.1 
Tabel Keputusan Uji Durbin Watson 
Hipotesis Nol Keputusan Hasil 
Tidak ada Autokorelasi positif 
Tidak ada Autokorelasi positif 
Tidak ada Autokorelasi negatif 
Tidak ada Autokorelasi negatif 
Tidak ada Autokorelasi 
Tolak 
No Decision 
Tolak 
No Decision 
Diterima 
0 < d < dl 
dl ≤ d ≤ du 
4 – dl <d < 4 
4 – du ≤ d ≤4 – dl 
Du < d < 4 - du 
c. Uji Heteroskedastisitas 
Uji Heteroskedastisitas adalah uji yang bertujuan untuk 
melihat konsisten tidaknya nilai variance residual antara satu 
pengamatan dengan pengamatan lain. Nilai variance residual 
pengamatan dikatakan tidak mengalami Heteroskedastisistas jika 
nilai signifikan lebih besar dari 0,05. Nilai variance residual yang 
tidak terjadi Heterokedastisitas dapat disimpulkan bahwa nilai 
residual tersebut Homokedastisitas. 
Uji Heterokedastisitas antara lain dapat dilakukan dengan Uji 
Grafik  Plot  dan  uji Spearman. Pada uji Grafik Plot 
mengindikasikan adanya Heterokedastisitas apabila: 
a) Jika ada pola tertentu yang teratur, seperti gelombang, 
menyempit kemudian melebar.  
b) Titik menyebar tidak rata atau berkumpul pada suatu 
tempat 
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Sedangkan uji Spearman menyimpulkan bahwa data tidak 
terjadi heterokedastisitas jika variabel mempunyai nilai signifikan 
lebih dari 0,05. 
d. Uji Normalitas 
Uji Normalitas adalah suatu pengujian untuk mengatehui 
apakah data penelitian mempunyai distribusi normal atau tidak. Data 
dikatakan mempunyai distribusi normal jika mempunyai nilai 
signifikan > 0,005 . 
3. Uji Ketepatan Model 
a. Uji F 
Uji F adalah suatu pengujian untuk mengukur tingkat pengaruh 
Variabel Independen terhadap variabel depennden secara simultan 
(Ghazali, 2013). 
b. Uji Deteminasi R2 
Uji Deteminasi R2 adalah pengujian untuk mengukur ketepatan 
model  regresi dalam memprediksi variabel dependen. Semakin 
rendah  tingkat  standart  error of estimate maka semakin tinggi 
tingkat ketepatan model regresi (Ghazali, 2013). 
4. Melakukan Uji Hipotesis 
a. Uji Statistik T 
Suatu uji yang menunjukkan tingkat pengaruh suatu variabel 
independin terhadap variasi variabel dependen (Ghazali, 2013). 
Pengujian ini juga akan menunjukkan tingkat signifikan variabel 
independen terhadap variabel dependen. 
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5. Melakukan analisis Regresi Linier Berganda
Analisis Regresi Linier Berganda adalah suatu analisis untuk 
mengetahui hubungan positif atau hubungan negatif antara variabel 
independen dengan variabel dependen. Variabel independen atau 
variabel X terdiri dari rasio laverage, likuiditas, Invesment Opportunity 
Set yang diproksikan dengan MVABVA dan Persistensi laba terhadap 
kualitas laba.  Rumus Regresi dalam penelitian ini adalah sebagai 
berikut: 
EQ = α + β1 Lav + β2 Lik+ β3 IOS + e 
Ket: 
EQ = Earning Quality  
α = Konstanta 
Lav = Laverage 
Lik = Likuiditas 
IOS = Invesment Opportunity Set 
6. Deskripsi implikasi analisis
7. Penyimpulan hasil analisis
