ABSTRACT There are several physical and social factors that are associated to the maternal health and may be considered influential towards the C-Section across the world. Several studies have been conducted in different regions of the world, mostly targeting the pregnant women in specific region. The dynamicity of pregnancy and differences among women with respect to region and social life enforces the researchers to widen the sphere of research at regional level to comprehensively explore the significant risk factors associated to mother and expected child. In this paper, the region of interest is the native city of authors lacking medical facilities and proper pregnant women healthcare infrastructure. As compared to advanced countries, no such study is ever conducted in this region that involves cause analysis of factors resulting in enhanced cases of C-sections and assisting physicians via providing decision support systems based on knowledge induced from machine learning approaches. The aim of this paper is twofold. The first objective is to collect data regionally, in order to conduct local study, first of its kind in this region, and acquire results that are helpful for public health offices in decision making. Second, it is desired to produce different birth classification models and study their applicability on birth data collected previously. The best approach on the basis of correct classification may later be used to produce decision support systems to assist physicians to gain knowledge from the hidden patterns in data. The success of such study is crucial as it will open the doors of interdisciplinary research in two distinct fields of the region.
I. INTRODUCTION
A Caesarian or C-section is a method through which babies are delivered by surgical incision in the mother's uterus and abdomen. The occasions that require Caesarian are birth of multiples mostly twins, triplets or more, if there is a substantial infant, any previous birth by surgery, or due to any other serious conditions like the baby is in breech or transverse position and so forth. In short the basic reason for the C-section preference in the medical scenarios is, when the health or life of the expected child or mother is at risk [1] . In most of developed countries the rate of C-section is very high. About 23 million C-section were recorded in 2012 across the world [2] . In Pakistan about 50% deliveries are suspected to be conducted in homes, along with a significant growth in C-section deliveries in hospitals and private clinics.
It is important to identify the risk factors associated with C-section deliveries to eradicate the problems or medical complications that affect the mother and caesarian child for the rest of their life. It is believed that the factors that contribute towards C-sections are treatable if discovered well before they impact. It is also observed that expecting women underpass through more or less same kind of experiences during different gestational periods. In such circumstances, the historical data plays a vital role. The historical data may help to conduct predictive analysis of current case under observation. It is further believed that for a physician, it is not possible to catch every contributing factor out of several by just looking at the data. It is very hard for a human brain to identify the patterns in data files. This job is to be done by some learning algorithm, which may memorize the patterns out of data and produce valuable information to physicians.
The application of machine learning towards prediction and classification related with health care is growing gradually. A number of researches have been conducted to strengthen the decision making processes by providing automated solutions based on machine learning methods. It has been observed that the machine learning algorithms are strong in unveiling the hidden patterns in historical data, which are useful in deducting several measures related with subjects under observation. It is believed that machine learning methods and automated solution based on these methods can assist doctors/physicians to take timely decision related with health care. In current study, we aim to analyze the usefulness of supervised machine learning over classification problems, associated with health care, or more specifically to observe the efficacy of supervised machine learning methods to classify subjects either Caesarian sections and Normal delivery subjects.
II. LITERATURE REVIEW
A number of researches have been carried out centered at the medical diagnosis regarding predictive analysis and usage of machine learning methods. The outcomes of such experiments are useful in variety of ways. For example, the reliable computational frame work helps physicians to incur useful information from decision support systems in order to take effective measures in response to the treatment. The reliable predictions acquired using artificial intelligence techniques may help the policy makers and government organization to foresee the reasons towards the problem under observation and take effective measures towards its solution. The sphere of researchers inclined towards medical prediction using machine learning methods is gradually increasing and each and every research contributes to this field. The following section provides the reference of few researches which evidence the utilization of different computational methods, their usefulness and weaknesses towards predictive analysis.
Dulitzki et al. [3] identified the relationship between maternal age and C-sections by using multiple logistic regressions. The authors observed that the women in the age of 44 or above are more probable of C-section birth than the women between the ages 22-29. The authors explained that the women with maternal age of 44 or more has more chances of medical complications such that diabetes and hypertension.
Leone [20] emphasized that the prediction of premature/preterm births is viable by monitoring Electrohysterography (uterine electrical signals). They used a dataset comprising 262 term and 38 preterm records in order to classify the records. They compared their research outcomes with existing studies and improvements were identified by the authors with respect of sensitivity and specificity. Cleary-Goldman et al. [4] used statistical analysis to identify the relationship between the maternal ages and C-section deliveries. The author divided the age in three groups. The first group of women having age less than 35 years second group of those women, who have ages between 35-39 years and third group of those women, who have age more than 40 years. The author describes that the age of 35-39 are at the increasing risk of miscarriages and felt chromosomes abnormalities. The women of age 40 or above have very high risk of gestational diabetes placenta Persia, placenta abrupt and C-section delivery.
Sana [21] applied mixed models to analyze the relationship between C-sections and socioeconomic factors. They concluded that wealth, age, and education and ultrasonography are combining factors that affect the decision towards the mode of delivery [21] .
Adashek et al. [5] used multiple logistic regression, t-tests and chi-square to identify relationship between C-section and other factors like age and weight. They identified that if birth weight of expected child is more than 3600 grams and the patient is of age 35 years or less, then the child is more expected to be delivered by C-section.
Ludvigsson and Ludvigsson [6] used student's t-test, Fisher's exact test, leaven's test and multiple linear regressions to analyze the significant factors. Authors observed that if parent's suffered from any coeliac disease the new born will have lower birth weight and shorter pregnancy duration.
Robu and Holban [7] used Naive Bayes algorithms on the analysis and classification of 2086 data instances related to birth data. He used J48, k-NN, Random Forest (RF), SVM, AdaBoost, LogitBoost, JRipp, REPTree, and Simple Cart.
Machine learning and statistical analysis was applied on 9,419 perinatal records in [8] . Their designed prototype expert system provided better accuracy rates compared to those achieved by manual pre-term labor and delivery risk scoring tools.
Another study [8] attempted to improve accuracies achieved by different labor and delivery tools by applying statistical analysis and machine learning on perinatal records. In this attempt, they developed a prototype expert system. In a study [18] , authors used multivariate approach to study the effect of psychosocial variables on the complication of deliveries. They identified that the life stress and social support were significantly associated to emotional unbalance. In another research conducted in Pakistan, author used different machine learning techniques to analyze the association of risk factors to the expected mode of delivery. They collected data regionally and applied decision trees and multilayer perceptron to classify the records [22] .
The previous sections focused to present a study from literature that guarantees the presence of several physical and social factors that are associated to the maternal health and may be considered influential towards the C-Sections across the world. Furthermore, the involvement of machine learning methods towards the predictive analysis regarding birth classification and related medical diagnosis can't be neglected.
III. METHODOLOGY A. THE DATA SET
The data was collected from two government hospitals of Muzaffarabad. In the first step, data collected from different sources was cleaned and transformed into shape appropriate for experiments. Around 79 different social, physical and gestational factors including 980 subjects were acquired, however, after dimensionality reduction and data cleansing; 23 factors with 488 subjects were used for classification purposes. The observations in collected data include pregnant women in different trimesters ranging from 17 years of age to 45 years. The frequency of C-sections is higher among young women (age [17] [18] [19] [20] and women in late 30s (35 and above). On the other hand, the frequency of normal deliveries is observed higher among women in middle age range i.e. 22 to 28 years. The age wise distribution of women is given in Figure 1 . Among the 23 elements, the dominant factors include age, blood pressures, hemoglobin, mode of last delivery, miscarriages, abortions, hypertension, folic acid, diabetes etc. The relationship between these factors is provided in Figure 2 . Data also reveals that the women with C-sections tend to have slightly higher blood pressures as compared to women who delivered naturally, as depicted in Figure 3 .The data reveals that age and blood pressure (upper) is positively correlated. The frequency distribution of maximum blood pressure with respect to age is given in Figure 4 . Higher blood pressure cases are subject to higher age. The minimum blood pressure scatter in Figure 5 shows that most of the cases tend to fall in 60mmHg to 90mmHg range. Diabetic cases also tend to increase with age. It is observed from the data that the last mode of the birth significantly affects the current mode of the birth. If a woman has delivered via C-section in her last pregnancy, then she will most probably deliver via C-section in her upcoming pregnancy. There is not a single observation in our data that evidences the normal delivery following a C-section. Iron deficiency and need to use high doses of folic acid is attributed with increasing age as well. Hemoglobin tends to be lower among women in teen age. It increases in mid and late 20's and decrease again as age increases, as depicted in Figure 6 .
B. METHODS USED FOR CLASSIFICATION
Now a day, one of the useful applications of computers and information technology is to assist physicians in medical VOLUME 6, 2018 FIGURE 5. Frequency distribution between age and maximum blood pressure. diagnosis by providing useful information by analyzing several attributes at once. Several data mining and machine learning methods are available in the industry serving this said purpose. As discussed in literature, there are several researches that have been conducted in predictive analysis using machine learning methods. The most contributing factors are then separated for the birth type classification purposes. In current study, to classify the subjects either C-sections or normal deliveries, classifiers from the different families are assembled. The classifiers used in the current study are Random Forest (RF), Linear Discriminant Analysis (LDA), K-nearest neighbors (KNN), naive Bayes (nb), Neural networks (Nnet), Adaboost, and Support Vector Machine (SVM). The classification parameters are adjusted and to avoid over fitting, 10 fold cross validation [17] is used for the classification of subjects under observation. The classification tasks have been done using R-studio, version 3.2.2.
The Random Forests [9] is a decision tree based machine learning classifier in which the input is provided at the top of the tree which traverses to lower branches of the tree. Every tree is trained on a bootstrap sample of the original training data and determines the split by searching the subset of input variable that are randomly selected. In case of categorical variables, results are achieved on voting majority. In case of mixed variables, result is a weighted average of all of the terminal nodes that are reached. Support Vector Machines [10] are useful for both, classification and regression. SVM attempts to separate every data element in n-dimensional feature space. Afterwards, SVM computes a hyperplane that separates those data elements into their respective classes.
The k-Nearest Neighbors [11] is a non-parametric method used for both regression and classification. The input is a feature space containing k number of closest training. In case of output, if classification is desired, KNN classifies every object on the basis of majority poll of its neighbors. In case of regression based output, the neighbors to the object are used to provide an average that becomes the regression outcome for that object.
Naive Bayes [12] is a technique used for classification in light of Bayes theorem with a supposition of freedom among indicators. Simply, a Naive Bayes classifier expects that the nearness of a specific feature in a class is inconsequential to the proximity of some other element. For illustration, a natural item can be assumed to be an apple on the probability that it is red in color, curved, and about 3 inches in breadth. Irrespective of the chance that these highlights depend on each other or upon the occurrence of other features, these properties independently add to likelihood that the organic product is an apple and that is the reason it is called 'Naive'.
Linear Discriminant Analysis [13] tries to discriminate between two classes by looking for the best combination of predictors. It estimates the probability of the object with respect of given inputs and class. The object is assigned to that class that gets the highest probability.
Neural Networks [23] , learns by comparisons of already known real record with the classification based on its own processing. They have the capacity to feed back the error values from the previous classification back to the network, where this error value is used to adjust the weights for next iterations. During this learning phase, the network trains by adjusting the weights to predict the correct class label of input samples.
Adaptive Boosting [24] can be used in combination with other types of learning algorithms to improve performance. The output of the weak learners is combined into a weighted sum that represents the final output of the boosted classifier. AdaBoost is sensitive to noisy data and outliers.
IV. RESULTS & DISCUSSION
Each classifier was used to generate scores for the entire dataset using a 10-fold cross validation (CV) scheme. In cross validation method, the training part of the data is partitioned into ''n'' number of sub sets of equal length, so that each subset serves once in training.
The accuracies of different classifiers are presented in Table 1 . The validation rate with respect to the training of different classifiers is provided in Figure 7 .
Random Forest (RF) has produced the highest mean accuracy of 91.8%. The rest of classifiers i.e. LDA, SVM, Nnet, nb,AdaBoost and KNN have mean accuracies of 90.6%, 90.6%, 90.1%, 88.2%,90.1% and 82.8% respectively. The details of accuracies and Inter classifier variation is provided in Table 1 and depicted in Figure 8 .
The inter classifier variation or more sophisticatedly Kappa Statistics [14] is suitable in situations where two or more independent classification methods are evaluating the same thing. The calculation is based on the difference among ''observed'' agreement (how much agreement is actually present) compared to ''expected'' agreement (how much agreement would be expected to be present by chance alone). In literature, it is often claimed that in the presence of different number of observations in the class or multiple classes in data set, alone classification accuracy might mislead to judge the performance of the classifier. In such circumstances, the classification accuracy is aided with calculating a confusion matrix that provides a way to understand what classification model is getting right. Once we acquire predicted values from classifiers, we can generate confusion matrix by getting correct predicted values by the class and incorrect predictions made by classifiers for each class. The confusion matrix for classifiers used in the study is provided in Figure 9 . The accuracy of a classifier in order to distinguish C-sections cases from normal cases is evaluated using Receiver Operating Characteristic (ROC) curve analysis [15] . It shows all likely blends of the relative occurrences of correct and incorrect results. ROC provides aims to provide a relationship between the percentage sensitivity and specificity. If the curve is close to the upper left corner, then it represents higher accuracy of the classifier [16] . The ROC comparison of classifiers used in current study is provided in Figure 10 .
As mentioned earlier, ROC curves provide the percentages between sensitivity and specificity of the classifiers. The sensitivity or recall is the fraction of relevant retrieved instances over the total amount of relevant instances. On the other hand, the specificity or precision is the fraction of relevant instances over retrieved instances. Higher values associated with precision represents a low false positive rate that means the classifier is returning accurate results. The higher values in recall represent a low false negative rate that means the VOLUME 6, 2018 FIGURE 10. ROC curves for classifiers used in study.
classifier is returning a majority of positive results. For our study, the precision and recall values are presented in Table 2 . On the basis of results provided, it is claimed that RF performs well as far as this dataset is concerned. Other classifiers have provided remarkably well results, if compared with the existing study performed in the region before [22] .
V. SUMMARY
The aim of the current study was twofold. Firstly, an attempt is made to identify the risk factors associated with C-sections among the women in city Muzaffarabad, the Capital of Azad Jammu and Kashmir. In this regard, the data is collected from two government hospitals, i.e., Abbas Institute of Medical Sciences and Combined Military Hospital Muzaffarabad. Secondly, we intend to conduct a predictive analysis on the basis of collected data. As the aim is to predict the birth mode, either C-section or normal delivery, the best way to achieve is to perform classification on data in order to induce knowledge that may help physicians to incur useful information from decision support systems in order to take effective measures in response to the treatment.
In first step the bivariate analysis which is not discussed in the manuscript was performed in order to identify dependency among the factors. It has been observed that majority of C-sections have been reported in age groups less than 20 years (86%) and above 36 (96%) years old. The normal delivery cases with respect to age are observed between 25 to 30 years old women. The analysis revealed that age and last mode of the birth significantly affects the mode of the expected birth. The chances of C-sections in earlier ages and late 40's are higher than among women in middle ages. On the other hand the mode of previous delivery affects the outcome of expected delivery as well. It is evidenced that the women delivered via C-sections tend to have comparatively higher blood pressure as compared to women delivered normally. There are other risk factors that may be associated with C-sections for example heavy breathing, Headache, body pain, fits, previous surgery bleeding in pregnancy, diabetes etc.
The second objective was achieved by using the involved attributes, few mentioned above, for the classification purposes. We applied 10 fold cross validation upon random forests, linear discriminate analysis, support vector machine, naive Bayes and K-nearest neighbors, Adaboost and Neural netto conduct classification and upon the accuracy based results, the best technique was nominated. In current study, for such kind of data set, random forest proved to be a better method as compared to others, as evidenced by accuracy results, specificity and sensitivity. It is claimed that an automated application developed on the basis of Random Forest algorithm will provide an opportunity to physicians use this platform to make prediction for expecting woman by extracting information from historical data based application. This is the first comprehensive study of such kind in the region and its success will open new horizons of interdisciplinary research, hence strengthening the women health and child care field.
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