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Abstract— The paper proposes a decentralized state estima-
tion method for the control of multi-agent networked systems,
where the goal is the tracking of arbitrary setpoint functions.
The cooperative agents are partitioned into independent robots,
providing the control inputs, and dependent robots, controlled
by local interaction laws. The proposed state estimation al-
gorithm allows the independent robots to estimate the state
of the dependent robots in a completely decentralized way.
To do that, it is necessary for each independent robot to
estimate the control input components computed by the other
independent robots, without requiring communication among
the independent robots. The decentralized state estimator,
including an input estimator, is developed and the convergence
properties are studied. Simulation results show the effectiveness
of the proposed approach.
I. INTRODUCTION
The paper considers cooperative dynamic behaviors of
multi-agent networked systems, where the goal is the track-
ing of arbitrary setpoint functions. Similarly as in [1], the
networked systems are partitioned into independent robots,
providing control inputs, and dependent robots, controlled
through local interaction. In this paper, we propose a de-
centralized estimation method to let the independent robots
estimate the state of the dependent robots. Then, the estimate
is used for control purposes.
Decentralized control of networked systems has been
widely addressed in the last few years. Main application
fields include, for instance, multi-robot systems [2], dis-
tributed sensor networks [3] and interconnected manufactur-
ing equipments [4]. Generally speaking, the aim of decentral-
ized control strategies is implementing local interaction rules
to regulate the state of the overall system to some desired
configuration. Along these lines, mainly investigated coor-
dinated behaviors include aggregation, swarming, formation
control, coverage and synchronization [2], [5]–[7].
While they constitute fundamental basic low level objec-
tives to be achieved in multi-agent systems, these coordinated
behaviors are still far away from several interesting real
world applications. Consider, as a motivating example, a
group mobile robots that coordinate their motion for co-
operatively executing a production task. For instance, we
can imagine a team of mobile robots, each of which is
equipped with a different tool, that cooperate to produce
a particular object. Clearly, the operations to be performed
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need to be coordinated, and depend on the production cycle
of the particular object to be produced.
This example clearly shows that the application of multi-
agent systems to real world problems requires the develop-
ment of sophisticated control strategies, for obtaining high
level complex objectives. A few ideas that move towards
these objectives have recently appeared in the literature. As
shown in [8], it is possible to model a networked system in
such a way that the classical notions of controllability and ob-
servability of LTI systems are applicable. Along these lines,
in [1], [9] a decentralized methodology was introduced to
solve a tracking problem for networked systems. Specifically,
the well known Francis’ regulator equations were exploited
to design a control law to make a networked system follow
a predefined setpoint. In particular, periodic setpoints were
defined for each follower agent by means of an exosystem,
as the linear combination of a given number of harmonics.
The aforementioned control law requires feedback of the
state of the dependent robots: in order to implement it in
a decentralized manner, a decentralized estimation scheme
was introduced in [1], [10]. In particular, this estimation
scheme assumes that each independent robot has a partial
knowledge of the output of the system, and that a connected
communication graph exists among the independent robots.
A consensus-based system is then implemented for the
independent robots to obtain a complete knowledge of the
output of the system, that is then exploited in a standard
state observer, that provides an estimate of the state of the
dependent robots.
While several strategies can be found in the literature for
obtaining preservation of the connectivity of the communi-
cation graph among the independent robots [11]–[15], they
introduce constraints on the admissible motion. Thus, in this
paper we introduce a completely decentralized estimation
procedure that does not require communication among the
independent robots.
The research on distributed and decentralized state estima-
tion is a fertile and extensive field, with a lot of remarkable
contributions. For a survey on distributed estimation see for
example [16]. Decentralized estimation is often exploited for
control purpose, since it allows for the implementation of
control strategies based on global quantities relying only on
locally available information [17], [18]. Two main different
approaches have been proposed in the state of the art to
the problem of distributed state estimation: the diffusion
mechanism [19], [20], where the diffusion of the local
estimations in neighbors is obtained after incremental update,
and the consensus strategies [21], applied to obtain average
observations or estimations at each iteration. Moreover, an
important branch of research on distributed estimation is
represented by distributed Kalman filters [22] and their
combination with the diffusion mechanism [23], [24]. See
[25] for a survey. An interesting new field is the link
between distributed/decentralized estimation and distributed
monitoring (see as example [26], [27] and [28]).
The contribution of the paper is the design of a decen-
tralized state estimation method for control purposes. The
proposed estimation method allows each independent robot
to estimate the state of the dependent robots. Some local
conditions on the filter matrix of the state estimator are
derived, to guarantee the convergence of the estimation error
to zero. The main novelty of this paper is the lack of
information available at each independent robot, which is not
able to communicate to the other independent robots, and the
application scenario, requiring each node to estimate also the
control input components computed by the other independent
robots. The considered problem represents therefore a more
challenging scenario than previous works.
The paper is organized as follows. In Section II, the nota-
tion used throughout the paper is presented. The considered
problem is introduced in Section III. In Section IV the decen-
tralized state estimator is designed and the related estimation
error is analyzed in Section V. Then, some convergence
conditions are derived in Section VI. The effectiveness of
the proposed method is shown in simulation in Section VII.
Some final remarks can be found in Section VIII.
II. NOTATION AND MATHEMATICAL OPERATORS
In this section we define some symbols that will be used
throughout the paper.
The symbol Iρ will be used to indicate the identity matrix
in Rρ×ρ, while the symbols Oρ and Oρ, σ will be used to
indicate a square and a rectangular zero matrix in Rρ×ρ and
in Rρ×σ , respectively.
Moreover, we will use v[i] to denote the i−th component
of vector v, and Ψ[i] to denote the i−th block of a block
diagonal matrix Ψ.
Given a list of vectors χi ∈ R
ρ, i = 1, . . . , σ, we use the
symbol col(·) to denote the vector χ¯ ∈ Rρσ , namely
χ¯ = col(χi, i = 1, . . . , σ)
that is obtained stacking all the vectors χi, i = 1, . . . , σ.
The symbol · ⊗ · will be used throughout the paper to
indicate the Kronecker product. This operator exhibits the
following mixed product property [29]:
Property 1: Let A, B, C, D be matrices of opportune
dimension, defined in such a way that AC and BD exist.
Then,
(A⊗ B) (C ⊗ D) = AC ⊗ BD (1)
III. PROBLEM FORMULATION
Consider a system of N interconnected agents, whose in-
terconnection is modeled by means of a connected undirected
graph G.
Let xi ∈ R
m be the state of the i−th agent: without
loss of generality, we can consider the case where the state
Fig. 1. Independent robots are highlighted with red dashed ellipses, while
dependent robots are highlighted with green solid ellipses. Black lines
represent interconnections among the robots: under Assumption 1, no edge
exist among the independent robots
corresponds to each agents position. Then, let the agents
be interconnected according to the well known (weighted)
consensus protocol [21]:
x˙i = −
∑
j∈Ni
wij(xi − xj) (2)
where wij > 0 is the edge weight, and Ni is the set of the
neighbors of the i−th agent, that is the set of the agents
that are interconnected to the i−th one. Without loss of
generality, in the following we will consider the scalar case,
thus considering xi ∈ R. It is possible to extend all the results
to the multi-dimensional case, considering each component
separately. Let x = [x1, . . . , xN ]
⊤ ∈ RN be the state of the
multi-agent system, collecting the single agents states. The
relation defined in (2) can be rewritten as:
x˙ = −L(G)x, (3)
where L(G) is the Laplacian matrix associated to the graph
G; under the consensus protocol, the states of the agents
converge to a common value, for a connected undirected
graph G [21]. Let us now divide the agents into a few
independent robots, to whom it is possible to inject a control
action so that xi = ui
1, and the dependent robots, whose
state evolves according to the consensus protocol (2). The
goal is to control the states of the networked agents.
We will hereafter make the following assumption:
Assumption 1: No edge exists among the independent
robots.
Namely, each independent robot is connected to one (or
more) dependent robots; connections exist among the de-
pendent robots; no exchange of information occurs among
the independent robots.
An example of interconnection topology defined according
to Assumption 1 is depicted in Fig. 1. In the picture,
independent robots are highlighted with red dashed ellipses,
while dependent robots are highlighted with green solid
ellipses: black lines represent interconnections among the
robots.
1For ease of notation, in this paper, we consider the independent robots
as agents whose position can be directly controlled. Even though this
assumption is not realistic, when dealing with real-robotic systems, it allows
us to keep the notation simple, which improves the readability of the paper.
The desired behavior can be obtained on real independent robots by means
of a sufficiently fast and accurate position control.
Let NI be the number of independent robots, and ND =
N − NI be the number of dependent robots. It is always
possible to index the agents in such a way that the first
ND agents are the dependent robots and the last NI are
the independent robots. Therefore, under Assumption 1, it is
possible to decompose the Laplacian matrix L(G) as:
L(G) = −
[
A B
B⊤ C
]
, (4)
where A = A⊤ ∈ RND×ND represents the interconnection
among the dependent robots, and B ∈ RND×NI repre-
sents the interconnection among dependent and independent
robots. Since, under Assumption 1, no interconnection exists
among the independent robots, the corresponding lower-right
block of the Laplacian matrix, namely C ∈ RNI×NI , is
a diagonal matrix, whose i−th diagonal entry is equal to
the sum of the weights of the edges that connect the i−th
independent robot with its neighboring dependent robots.
Let us define xD ∈ R
ND as the dependent robots state
vector, that is xD = [x1, . . . , xND ]
⊤ and u ∈ RNI as the
input vector: u = [xND+1, . . . , xN ]
⊤. Moreover, let y ∈ RNI
be the output vector, that is the vector containing the state
variables measured by the independent robot: in particular,
we assume each independent robot to be able to measure
the state of the dependent robots it is connected with. The
dynamics of the networked system can then be modeled as
a LTI system as
x˙D = AxD +Bu
y = B⊤xD,
(5)
where each independent robot can measure only one compo-
nent of the output y. Therefore, the output equation for each
i−th independent robot can be rewritten as:
y[i] = b⊤i xD (6)
for each component i = 1, . . . , NI , being b
⊤
i the i−th row
of B⊤. In [10], the well known Francis’ regulator equations
are used to design a decentralized control law to make the
networked system follow a predefined setpoint. In particular,
periodic setpoints are defined for each follower agent by
means of an exosystem, as the linear combination of n
harmonics, that is a linear combination of the elements of
the following vector:
ξ (t) =
[
1 sin
(
2π
T
t
)
cos
(
2π
T
t
)
. . . sin
(
n
2π
T
t
)
cos
(
n
2π
T
t
)]T
(7)
A periodic setpoint can then be defined as a linear com-
bination of the components of ξ, defining a matrix J ∈
R
ND×n¯ such that
xs (t) = J ξ (t) (8)
where n¯ = (2n+ 1).
It is possible to define a linear exosystem
ξ˙ (t) = Gξ (t) (9)
where G ∈ Rn¯×n¯ is an opportunely defined marginally stable
matrix [1], that, initialized with
ξ (0) = [1, 0, 1, . . . , 1]
T
yields (7) as a solution.
The control law is designed as:
u = FxD + (Γ− FΠ)ξ (10)
where matrices Γ and Π are opportunely defined as in
[1] from the solution of the regulator equations, and F ∈
R
NI×ND is defined so that (A+BF ) is Hurwitz stable.
It is worth remarking that, as known from basic linear
control theory, Γ,Π, F can always be found if the pair
(A,B) is controllable. As shown in [30], given a connected
undirected graph G, utilizing randomly chosen edge weights
it is possible to ensure controllability of the pair (A,B) with
probability one. On these lines, we will hereafter assume
controllability of the pair (A,B).
Since the state xD is not completely available to the
independent robots, we derive a decentralized state observer,
so that the following control law can be implemented
u = F xˆD + (Γ− FΠ)ξ (11)
where xˆD is an estimate of the state x, and we demonstrate
that asymptotic tracking of periodic setpoint trajectories is
achieved.
IV. THE DECENTRALIZED STATE OBSERVER
In order to make each independent robot able to implement
the control strategy in (11) exploiting only locally available
information, it is necessary to derive a state estimator of the
state xD. Moreover, since each independent robot is not able
to communicate to other independent robots, it is necessary
to estimate the control input components computed by the
other independent robots.
We assume that all the matrices (system and regulator
matrices) are known and constant. Hence, each independent
robot i estimates the input vector using its own state estimate
xˆi as:
uˆi = F xˆi + (Γ− FΠ)ξ, (12)
where the state estimate xˆi dynamics are computed as:
˙ˆxi = Axˆi +Buˆi − ki(y[i]− b
⊤
i xˆi) (13)
with ki being a column vector containing the i−th row of the
filter matrix K that will be defined in the following sections
to guarantee the desired convergence properties. In fact, it is
worth noting that the estimation scheme (13) is implemented
by each independent robot based only on locally available
data, that is without knowledge of the other independent
robots’ state estimates. For this reason, standard estimation
schemes can not be adopted in this case.
V. ESTIMATION ERROR ANALYSIS
For analysis purposes, we consider an extended formu-
lation of the state vector estimate xˆE , collecting the state
estimates of the independent robots, that is
xˆE = col(xˆi, i = 1, . . . , NI).
The dynamics of the extended estimator can be described as:
˙ˆxE = AE xˆE +BE uˆE −KE(y −DE xˆE), (14)
where AE = INI ⊗ A is a block matrix having non-null
blocks only on the diagonal, equal to A; BE = INI ⊗ B is
defined in an analogous way; uˆE can be computed similarly
to xˆE as
uˆE = col(uˆi, i = 1, . . . , NI),
KE is a NINI × NI block matrix having on the diagonal
the column vectors ki; similarly, DE is a NI×NIND block
matrix having on the diagonal the rows b⊤i . Since (12) can
be rewritten in the extended form
uˆE = FE xˆE +ΩEξE , (15)
where ξE is a vector collecting NI times the state vector of
the exosystem ξ, FE = INI ⊗F and ΩE = INI ⊗ (Γ−FΠ)
are diagonal block matrices having the matrix F and (Γ −
FΠ) repeated on the diagonal respectively, (14) becomes
˙ˆxE = (AE+BEFE+KEDE)xˆE+BEΩEξE−KEy. (16)
Define now the extended estimation error ǫ ∈ RNIND as
follows:
ǫ = xˆE − xE (17)
where xE is a vector collecting NI times the state vector xD.
We now analyze the dynamics of the extended estimation
error ǫ˙ = ˙ˆxE − x˙E , using (16) and the extended version of
(5):
x˙E = AExE +BEuE (18)
with
uE = F˜E xˆE +ΩEξE , (19)
where F˜E is a block matrix, where each (i, j)−th block (with
i, j = 1, . . . , NI ) is a null matrix except from the j−th row
of matrix F .
The dynamics of the extended estimation error are given
by:
ǫ˙ = (AE+BEFE+KEDE)xˆE+BEΩEξE−KEy−AExE
−BEF˜E xˆE −BEΩEξE . (20)
We can observe that the output can be rewritten using
extended vectors as
y = DExE . (21)
Moreover, since F˜ExE − FExE = 0, it holds
BEFE xˆE −BEF˜E xˆE = BE(FE − F˜E)xˆE
= BE [FE xˆE−F˜E xˆE−FExE+F˜ExE ] = BE [FE−F˜E ]ǫ.
(22)
So we have
ǫ˙ = (AE +BE(FE − F˜E) +KEDE)ǫ. (23)
Matrix KEDE is a block diagonal matrix where each
block on the diagonal is based on the outer product kib
⊤
i .
Matrix F˜E can be computed as:
F˜E = I˜EFE ,
where I˜E is a NIm×NIm block matrix, each block (i, j)
having one single element different from 0 in correspon-
dence to the (j, j) diagonal element. Therefore, (23) can be
rewritten as
ǫ˙ = (AE +KEDE +BE(INIm − I˜E)FE)ǫ = (Λ+ B˜FE)ǫ,
(24)
with Λ = AE + KEDE is a block diagonal matrix, being
each i−th block equal to A+kib
⊤
i , and B˜ = BE(INIm−I˜E).
VI. CONVERGENCE ANALYSIS
In this section we analyze the convergence properties of
the proposed estimation scheme. In particular, the following
Theorem provides a methodology for defining matrix K
in (13) in such a way that the estimation error asymptotically
converges to zero.
Theorem 1: Consider state estimation scheme defined
in (13), and let λi,min be the minimum eigenvalue of
A+kib
⊤
i +BF , ∀i = 1, . . . , NI . If, ∀i, . . . , NI , ki is defined
in such a way that the following holds
λi,min ≤ −
∥∥∥(INI ⊗B) F˜E
∥∥∥ , (25)
then the estimation error (24) converges asymptotically to
zero.
Proof: We need to prove that (24) is asymptotically
stable. More specifically, we have that:
• A,B and related matrices are defined by the system
topology;
• F and related matrices are defined by the control law,
in order to ensure the desired tracking performances.
We define matrix K in order to guarantee the convergence of
the estimation error. Let us consider the Lyapunov function
V =
1
2
ǫ⊤ǫ . (26)
To guarantee that the estimation error goes to zero, we
need to ensure that the derivative of the Lyapunov function
is negative (semi)definite, namely
V˙ =
∂V
∂ǫ
ǫ˙ = ǫ⊤ǫ˙ ≤ 0 (27)
Let us consider (24) and let matrix Ψ be defined as
follows:
Ψ = Λ+ INI ⊗ (BF ) . (28)
Then, it is possible to rewrite (24) as:
ǫ˙ =
(
Ψ− (INI ⊗B) F˜E
)
ǫ (29)
by noting that
BEFE = (INI ⊗B) (INI ⊗ F ) (30)
can be rewritten as
BEFE = INI ⊗ (BF ) (31)
according to (1) (Property 1). It is worth noting that matrix
Ψ is a block diagonal matrix, whose i−th block Ψ[i] is equal
to
Ψ[i] = A+BF + kib
⊤
i (32)
Let us now consider the Lyapunov derivative (27): it can be
rewritten as
V˙ = ǫ⊤
(
Ψǫ− (INI ⊗B) F˜Eǫ
)
= ǫ⊤Ψǫ− ǫ⊤
(
(INI ⊗B) F˜E
)
ǫ
≤ ǫ⊤Ψǫ+
∥∥∥(INI ⊗B) F˜E
∥∥∥ ǫ⊤ǫ
(33)
It is worth noting that the value of∥∥∥(INI ⊗B) F˜E
∥∥∥
can be computed, once B and F have been defined.
In order to prove the theorem, it is therefore necessary to
define K so that the following holds:
ǫ⊤Ψǫ ≤ −
∥∥∥(INI ⊗B) F˜E
∥∥∥ ǫ⊤ǫ (34)
From the theory [31], it holds for a symmetric matrix A =
A⊤:
x⊤Ax ≤ λmin(A)x
⊤x,
being λmin(A) the minimum eigenvalue of A; moreover,
x⊤Ax = x⊤((A+A⊤)/2)x. Then we can write:
ǫ⊤Ψǫ = ǫ⊤((Ψ+Ψ⊤)/2)ǫ ≤ λmin((Ψ+Ψ
⊤)/2)ǫ⊤ǫ. (35)
Since λmin((Ψ + Ψ
⊤)/2) ≤ λmin(Ψ) [32], we have the
following condition
ǫ⊤Ψǫ ≤ λminǫ
⊤ǫ, (36)
with λmin the minimum eigenvalue of Ψ. We can rewrite
condition (34) as
λminǫ
⊤ǫ ≤ −
∥∥∥(INI ⊗B) F˜E
∥∥∥ ǫ⊤ǫ (37)
Then, we obtain
λmin ≤ −
∥∥∥(INI ⊗B) F˜E
∥∥∥ (38)
that can be computed locally since Ψ is a block diagonal
matrix: we have, ∀i,
λi,min ≤ −
∥∥∥(INI ⊗B) F˜E
∥∥∥ ,
being λi,min the minimum eigenvalue of A + kib
⊤
i + BF .
Therefore, ki has to be designed so that (25) holds.
In the following, we show a constructive algorithm to define
matrix K such that the condition in Theorem 1 holds. This
algorithm implies the design of the control matrix F . In the
case that the obtained matrix F does not satisfy the initial
requirement that (A + BF ) is Hurwitz stable, other proce-
dures have to be followed. Even if we have not theoretical
results about this, in all the developed simulation examples
the obtained matrix F satisfies the required conditions.
A. Constructive algorithm
Let (A,B) be a controllable pair and let bi be a non null
column of B. In order to find ki satisfying (25) we can use
pole placement techniques. It is possible to demonstrate that
there always exists ki such that A + kib
⊤
i + BF has the
desired set of eigenvalues. In order to guarantee that this
problem is feasible, we have to check controllability of the
couple
(
(A+BF )⊤, bi
)
, by noting that
eig[A+ kib
T
i +BF ] = eig[(A+BF )
⊤ + bik
⊤
i ].
Since (A,B) is controllable by assumption, using the results
in Heymann’s Lemma [33], it is always possible to find a
matrix F such that the pair (A + BF, bi) is controllable.
Consequently it is always possible to find a row k⊤i such that
the matrix A+BF+kib
⊤
i has the desired set of eigenvalues.
Controllability is a structural property for LTI systems and,
therefore, it is invariant with respect to static feedback. Thus,
the pair (A+BF +kib
⊤
i , bi) is controllable. We can always
write bik
⊤
i = BKi where all the rows of Ki are null but the
i−th one, that is equal to k⊤i . Setting K = F +Ki, we have
that the pair (A+BK, bi) is controllable and A+BK has the
desired spectrum. The final step is to check that (A+BF ),
with the obtained matrix F , is Hurwitz stable.
VII. SIMULATIONS
Several simulations have been carried out in order to
evaluate the performance of the proposed control strategy.
In the simulations, we considered single integrator agents
moving in a three dimensional environment, namely xi ∈ R
3,
∀i = 1, . . . , N . Let (x, y, z) represent the global reference
frame.
Specifically, different graph topologies (similar to Fig. 1)
have been considered, with variable number of dependent
and independent robots. The results of a representative
simulation run are reported in Fig. 2
In order to evaluate the performance of the proposed esti-
mation and control strategy, we computed both the estimation
error ǫ(t) defined in (17) and the tracking error e(t) defined
as follows:
e (t) = xD (t)− xs (t) (39)
where the setpoint xs (t) is computed as in (8).
Specifically, Fig. 2(a) shows the evolution of the esti-
mation error ǫ(t), while Fig. 2(b) shows the evolution of
the tracking error e(t). Due to space limitations, the plot
depicts only the components along the x-axis, and only the
estimation error for the first independent robot.
As expected, the estimation error quickly goes to zero and,
subsequently, the tracking error goes to zero as well.
VIII. CONCLUSIONS
This paper proposes a decentralized state estimation
method. The purpose is the control of multi-agent networked
systems in order to track arbitrary setpoint trajectories. The
proposed state estimation algorithm is designed allowing
each independent robot to estimate the input of the other
independent robots and the state of the dependent robots,
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Fig. 2. 3 independent robots, 9 dependent robots
without requiring communication among the independent
robots. As a future work, we aim at investigating the case
that the measurements taken by the independent robots are
affected by noise. Furthermore, we would like to analyze the
scenario where the network topology may change along the
time.
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