Abstract. Biomolecular motors are tiny engines that transport material at the microscopic level within biological cells. It has been proposed that many such motors operate, at least in part, by a Brownian ratchet mechanism. Since biomolecular motors typically transport cargo that are much larger than themselves, one would expect the speed of such a motor to be severely limited by the small diffusion coefficient of its enormous cargo. It has been suggested by Berg and Kahn [Mobility and Recognition in Cell Biology, H. Suns and C. Veeger, eds., de Gruyter, Berlin, 1983, pp. 485-497] and Meister, Caplan, and Berg [Biophys. J., 55 (1989), pp. 905-914] that this limitation can be overcome if the tether that connects the motor to its cargo is sufficiently elastic. This paper evaluates the influence of the elasticity of the tether on the speed of an imperfect Brownian ratchet. This is done in two limiting cases: (1) large diffusion coefficient of the motor and (2) large potential barrier against reverse motion at each ratchet site. In both cases, the speed of the motor is an increasing function of the elasticity of the tether.
1. Introduction. Molecular motors are tiny engines capable of performing work at the microscopic level. Nature has evolved a wide variety of these machines that take part in many different activities of biological cells. Two examples of molecular motors are kinesin and the bacterial flagellar motor. Kinesin is a protein used in the intracellular transport of organelles and to separate chromosomes during mitosis. While dragging its cargo behind, kinesin processes down a long polymer track made of tubulin. The energy used to drive this process is stored in the high energy chemical bonds of adenosine triphosphate (ATP). The hydrolysis of ATP is thought to produce a conformational change that literally causes kinesin to walk along the microtubulin track [1] . The bacterial flagellar motor is a rotary engine used by certain bacteria, such as E. coli, for motility. The motor, which consists of 8-16 torque generating elements or "stators," spins long helical structures known as flagella that propel the cell through the surrounding medium. The energy source used by the motor is a proton gradient maintained across the cell's inner membrane. While the question of how molecular motors operate has not been answered definitively, many reasonable models for motor protein function have been suggested. The functioning mechanism of many of these hypothetical models is based on rectified thermal diffusion, that is, on a Brownian ratchet. The Brownian ratchet appears to be a ubiquitous phenomenon capable of explaining a wide range of biological processes that occur at the molecular level; examples include RNA polymerase [4, 5] , protein translocation [6] , kinesin [1] , myosin [7, 8] , cell motility driven by actin polymerization [9, 10] , ATP synthase [11] , and the bacterial flagellar motor [2, 3, 12] . In such a mechanism, the performance of the motor depends on its own diffusion coefficient and also on the diffusion coefficient of the "cargo" that the motor is transporting.
An interesting feature of many molecular motors is that the cargo they transport is considerably larger than the motor itself. For example, the torque generating stators of the bacterial flagellar motor are nanometers in size, whereas flagella are generally several microns in length. Therefore, the relatively small diffusion coefficient of the flagella would seem to inhibit seriously any step in the stator's operating cycle that required thermal diffusion. In fact, this was the original argument against a Brownian ratchet mechanism for the bacterial flagellar motor, since the time scale set by the diffusion coefficient of the flagellum was too long to account for the observed rotation rates. However, an ingenious way out of this time scale problem was suggested by Berg and Khan [2] , and Meister, Caplan, and Berg [3] , who argued that an advantage could be gained if the linkage between the motor (stator) and cargo (flagellum) were elastic. The basic idea was that an elastic linkage would allow the small motor to diffuse rapidly, thus stretching the linkage. As the connection between motor and cargo relaxed to its equilibrium length, it would provide the force necessary to transport the cargo. Our purpose in this paper is to see how effective this mechanism can be.
We shall study this question in the specific context of a motor that works by an imperfect Brownian ratchet mechanism. The imperfect Brownian ratchet is particularly relevant to the types of systems we have in mind, in which motion is coupled to a chemical reaction like ATP hydrolysis and this reaction occurs at specific points in space located periodically along a polymer track. Initially we develop the problem in the context of a tilted periodic potential. While it may not be immediately obvious how this type of potential is related to the Brownian ratchet, we show how the imperfect Brownian ratchet emerges in a natural way as a limiting case of the tilted periodic potential.
The remainder of this article is arranged as follows. In section 2 a preliminary discussion of the Brownian ratchet is presented. This section provides the reader with the necessary background to interpret the results presented in later sections. A description of the problem under consideration is formulated in section 3.1. This is followed in section 3.2 by an intuitive analysis of the problem based on physical reasoning. A mathematical analysis of the problem that confirms the results of section 3.2 is presented in sections 3.3 and 3.4. In section 4 concluding remarks are made.
Preliminaries:
The Brownian ratchet. Figure 1 illustrates a Brownian ratchet. In this model a small particle representing the motor is constrained to move on a track positioned along the x-direction. The motor is characterized by its diffusion coefficient D. Barriers are placed at equally spaced intervals of length L along the track. When the particle is away from the barriers, it is free to diffuse. If the motor encounters a barrier from the right it does not "see" the barrier and immediately passes through it. If the motor encounters the barrier from the left it is reflected. In this way the motor progresses unidirectionally to the right. This model is referred to as a "perfect" Brownian ratchet, since the probability of the motor moving through the barrier from right to left is zero.
While the Brownian ratchet is conceptually simple, the inclusion of a totally reflecting barrier is physically unrealistic and presents mathematical difficulties when the cargo is included in the problem. Both of these deficiencies can be overcome by considering the more general problem depicted in moves in a "tilted" periodic potential φ(x). A tilted periodic potential refers to a potential that satisfies the condition
but is otherwise arbitrary. In (1) ∆φ is a constant and ∆φ L is the average slope of the potential. It will be shown below how the Brownian ratchet emerges as a limiting case of the tilted periodic potential. The microscopic size of molecular motors allows their dynamics to be treated as overdamped. In this limit the Fokker-Planck or diffusion equation for the process is [13] ∂ρ (x, t) ∂t
where ρ(x, t) is the probability density for finding the motor at position x at time t and the probability flux J has the form
In general, (2) must be solved subject to appropriate initial and boundary conditions. However, the average velocity at which the motor travels is a time independent or steady-state characteristic of the system. That is, to determine the mean velocity the partial derivative with respect to time on the left-hand side of (2) is set equal to zero, in which case the probability density satisfies the ordinary differential equation
To obtain a steady-state probability density equation (4) must be solved subject to the following periodicity and normalization conditions:
From (2), it follows that J is a constant (independent of x) under steady-state conditions. Using this fact and the periodicity condition (5), the steady-state probability density in terms of J is [13] 
where
To find J use is made of the normalization condition (6) . The mean velocity of the particle is then given by [13] 
Next consider the potential shown in Figure 3 . This potential represents an "imperfect" Brownian ratchet moving against an applied load force F l . The term imperfect ratchet will be used to refer to a "staircase" potential whose steps have finite height. That is, for an imperfect ratchet the motor can surmount the barriers in the right to left direction. The mathematical description of the imperfect ratchet potential is as follows:
Therefore, for the imperfect Brownian ratchet ∆φ = −(F 0 − F l )L. Note that F 0 has units of force and characterizes the strength of the ratchet. The perfect Brownian ratchet corresponds to the limit in which F 0 → ∞. The mean velocity of an imperfect ratchet is found by substituting (11) into (10) . After some algebra, the result of this calculation is [10] 
where Figure 4 shows a plot of the velocity versus load for different values of ω 0 . Several limiting and special cases of the load-velocity curve are of interest.
As ω l → ω 0 (i.e., F l → F 0 ), the mean velocity approaches zero, since the denominator in (13) becomes infinite. Thus, F 0 is the "stall force" of an imperfect Brownian ratchet. Since a perfect Brownian ratchet is defined as the limiting case F 0 → ∞, the stall force of a perfect Brownian ratchet is infinite.
Next consider the low-load behavior of the imperfect ratchet, i.e., F l → 0. For small ω l the exponentials in (10) can be expanded in terms of a power series. That is,
Thus, the unloaded velocity of an imperfect Brownian ratchet is given by 
Finally the limit of a perfect Brownian ratchet is obtained by letting ω 0 → ∞ (i.e., F 0 → ∞). Taking this limit in (13) yields
Letting ω l → 0 in the above expression produces the unloaded velocity of a perfect Brownian ratchet, namely, v = 2D/L. This can also be obtain from (17) by letting ω 0 → ∞.
3.
A motor pulling cargo. Figure 5 is a schematic of a rapidly diffusing motor moving along a one-dimensional track towing a "heavy" (slowly diffusing) cargo. The cargo is free to move in all three dimensions. Let the position of the motor be denoted by x 1 and the position of the cargo be denoted by x 2 . The potential energy of the system is of the form
Formulation of the problem.
where U (x 1 ) describes the interaction between the motor and track, whereas S(|x 1x − x 2 |) describes the spring that connects the cargo to the motor. It is assumed that U (x 1 ) is a tilted periodic potential. That is, (20) from which it follows
The probability density ρ(x 1 , x 2 , t) for finding the motor at position x 1 and the cargo at position x 2 at time t is governed by the diffusion equation where
are the probability fluxes for the motor and cargo, respectively, and D 1 is the diffusion coefficient of the motor and D 2 is the diffusion coefficient of the cargo.
In the steady state, the probability density satisfies the following periodicity requirement and normalization condition:
An equivalent form of (26), which is useful for the analysis presented below, is
It is assumed that ρ and all its derivatives approach zero as x 1 → ±∞ with x 2 fixed, or as | x 2 | → ∞ with x 1 fixed.
The mean velocity of the motor and cargo are computed as follows:
On physical grounds it is obvious that
since the motor and cargo are connected to each other by a spring. However, it is not so obvious how this follows mathematically from the equation satisfied by the steadystate probability density (i.e., (22) with the partial with respect to time set equal to zero). The proof of (30) is left as an exercise for the reader. The remainder of this article addresses the following question: How does the speed of the motor depend on the properties of the spring that connects it to the cargo?
Limiting behavior from physical reasoning.
In this section an intuitive analysis of the problem described above is presented to provide insight into the mathematical results derived in later sections. The special case of an imperfect Brownian ratchet connected to its cargo through a linear spring with zero rest length is considered. Therefore, U (x) takes the form
and S(r) is given by
where the spring constant κ is a measure of the stiffness of the spring and r is the distance between the motor and cargo.
First consider the limit in which κ → ∞, that is, the stiff-spring limit. In this case the motor and cargo are expected to move as a single body. Throughout this paper, it is assumed that the motor and cargo are sufficiently far apart so that boundary effects can be ignored when computing the respective friction coefficients. This assumption does not affect the qualitative behavior of the motor-cargo system. It is not difficult to show by considering the coupled diffusion of two particles connected by a spring that the effective diffusion coefficient D eff for this motor-cargo complex is
Thus, it seems reasonable to expect that the velocity of the motor and cargo is that of an unloaded, imperfect Brownian ratchet with diffusion coefficient D eff . That is, the velocity of the system is
where the diffusion coefficient in (17) has been replaced by D eff and as before,
Alternatively, consider the soft-spring limit κ → 0. In this situation the cargo trails far behind the motor, and it seems reasonable to expect that the net effect of the cargo on the motor is to produce a constant load force F l in the negativex direction. Although the magnitude of F l is unknown, Newton's third law of motion requires that F l be sufficient to keep the cargo moving at the same speed as the motor. That is, the cargo feels a constant force F l and moves with a velocity 
Combining (38) and (39) produces the result
Equation (40) implicitly determines ω l , which can then be substituted into (38) or (39) to determine the velocity in the soft-spring limit.
There are two limiting cases of particular interest. First let D 1 → ∞ with all other parameters fixed. From (40), this implies that ω l → ω 0 , and then (38) yields
Equations (41) and (42) are plotted in Figure 6 . As expected the stiff-spring velocity goes over to the perfect ratchet result as ω 0 gets large. However, the plot clearly illustrates the advantage of using a soft spring, since in this limit the velocity increases without bound as the ratchet approaches the limiting case of a perfect Brownian ratchet. Now consider the limit in which ω 0 → ∞, with all other parameters fixed. That is, consider the limit of a perfect Brownian ratchet. Then (40) simplifies as follows: 
The lower curve represents the κ → ∞ (stiff-spring) limit, and the upper curve represents the κ → 0 (soft-spring) limit. Equation (43) implicitly determines ω l , which can then be used in (38) to find the limiting soft-spring velocity of a perfect Brownian ratchet. For small , ω l ∼ ln( D1 D2 ), and so
For comparison, (37) yields
Thus, in the case of a perfect Brownian ratchet, the benefit of using a soft spring is logarithmic in
. What makes the analysis in this section "intuitive" is that two unsubstantiated assumptions have been made. First it was assumed that the effective diffusion coefficient of the motor-cargo complex in the stiff-spring limit is given by (36). The second assumption was that the effect of the cargo on the motor in the soft-spring case is to produce a constant load force. The latter of these assumptions is far from obvious, since it implies that the fluctuations of the cargo can be entirely neglected. In the balance of this article it is shown how these assumptions emerge as a consequence of a more systematic analysis of the problem.
The limit D 1 → ∞.
This section begins a systematic study of the problem formulated in section 3.1. Here the consequences of assuming that the diffusion of the motor is a "fast" process are examined. By fast it is meant that the motor comes to equilibrium in the potential created by the cargo and track before the cargo has time to move appreciably. Initially the general problem (as formulated in section 3.1) is considered, followed by an examination of two special cases: (1) a linear restoring force between the motor and cargo and (2) an imperfect Brownian ratchet.
In the expression above the normalization factor in the denominator is introduced in such a way that
t). (48)
Next integrate (22) and (24) with respect to x 1 on the interval (−∞, ∞). Making use of the fact that
which follows from the assumptions concerning the decay of ρ and its derivatives at ±∞, produces the results
The last term in (51) can be evaluated as follows:
where φ (0) ( x 2 ) represents an "effective potential" or "free energy" and is defined by
Making use of (21), it is easy to verify that φ (0) satisfies the tilted periodicity condition
Substituting (52) into (51) yields
which has the form of the standard formula for the flux of a particle with diffusion coefficient D 2 moving in a potential φ (0) ( x 2 ). Thus, the degree of freedom associated with the rapidly diffusing motor has been averaged over resulting in an effective diffusion equation (equations (50) and (55)) that governs the motion of the cargo in the limit D 1 → ∞.
To make further progress consider the special case in which the spring connecting the motor and cargo is linear and has zero rest length. In this case the interaction potential is given by (34) and the spring constant κ is a measure of the stiffness. It is easy to show that this has the effect of uncoupling the y 2 and z 2 coordinates from (x 1 , x 2 ). Thus (50), (55), and (54) take the form
These are precisely the equations for a particle with diffusion coefficient D 2 moving in a tilted periodic potential φ (0) (x 2 ). The form of φ (0) is now studied in greater detail. Using (19) and (34) for φ in (53) yields
The tilted periodicity of U (x 1 ) allows it to be written in the form
where F = − ∆U L and u(x 1 ) is periodic in the usual sense (i.e., u(x 1 + L) = u(x 1 )). Define the periodic function w(x) in the following way:
Making use of the above definition and adding F x 2 to both sides of (59) produces the result
Completing the square in the exponential on the right-hand side of (62) yields
Since w(x) is periodic, it is natural to write it in terms of a Fourier series:
Using this representation of w(x) in (63) leads to the following expression for φ (0) (x 2 ):
Thus, ignoring terms that are independent of x 2 and, therefore, have no physical significance, allows φ (0) (x 2 ) to be expressed as 
Therefore, in the stiff-spring limit the cargo feels the same tilted periodic potential as the motor, but in the soft-spring limit the cargo feels only a constant force, independent of the detailed shape of the potential in which the motor moves. If thermal activation is required for the motor to surmount energy barriers as it moves along the track, a soft spring can significantly increase the velocity at which the cargo is transported.
Consider the special case in which U (x) has the form of an imperfect Brownian ratchet (with no load applied). That is,
In the stiff-spring limit it was shown that U (x) is also the effective potential in which the cargo moves. Therefore, the mean velocity in this limit is given by (17) with D = D 2 . That is, for an imperfect Brownian ratchet,
On the other hand, in the soft-spring limit the cargo merely feels a constant force F 0 , so its velocity is
These results confirm (41) and (42) of the intuitive analysis presented in section 3.2.
Returning to the case of arbitrary spring constant κ, the effective potential in which the cargo moves is given by (68) and satisfies the property of a tilted periodic potential. But the mean velocity for such a system is already known and is given by (10) . That is,
In the special case of an imperfect Brownian ratchet (i.e., equations (71) and (72)), u(x) becomes
and, hence,
In this case the coefficients in the Fourier series representation w(x) arê
For large D 1 (75)- (80) give a formula for the mean velocity of the motor-cargo system when the motor is driven by an imperfect Brownian ratchet and tethered to the cargo through a linear spring of stiffness κ. The formula, which is in terms of sums and integrals, can be evaluated numerically. Results of such a computation are plotted in Figures 7(a) (1) the upper solid line is the soft-spring limit for infinite D 1 (i.e., (70)), (2) the dashed line is the soft-spring limit for finite D 1 that is discussed in the next section, and (3) the lower solid line is the stiff-spring limit with infinite D 1 (i.e., (69)). As can be seen, there is excellent agreement between theory and numerics when the barrier height is 4k B T . The discrepancy seen when the barrier height is 6k B T is addressed in the following section. D 1 and D 2 . In contrast to the previous section, the point of view taken in this section is to fix the values of the diffusion coefficients D 1 and D 2 and to consider the limiting cases in which κ → ∞ and κ → 0. From the outset, the motor is driven by an imperfect Brownian ratchet, and the spring connecting the motor and cargo is taken to be linear. The linearity of the linkage again reduces the problem to one of two spatial coordinates rather than four. The diffusion equation for this process is
The limits κ → ∞ and κ → 0 for finite
where the explicit forms of the probability fluxes of the motor and cargo are
respectively. The steady-state probability density satisfies the following periodicity, normalization, and jump conditions: where F 0 L is the size of the potential drop experienced by the motor as it crosses each ratchet site from left to right. The notation (nL) − denotes the limit in which the barrier located at the nth ratchet site is approached from the left, and (nL) + denotes the limit in which the barrier located at the nth ratchet site is approached from the right. Equation (87) states that the densities on either side of the ratchet are related just as they would be at thermodynamic equilibrium. This is true because the infinitesimal distance from one side to the other is too small to permit any disequilibrium to develop. In addition to the boundary conditions stated above, once again it is assumed that ρ and all its derivatives approach zero as |x 1 | → ∞ for any fixed x 2 and as |x 2 | → ∞ for any fixed x 1 .
A natural choice of dimensionless variables for this problem is
let σ(x, y) be defined by
The equation, boundary conditions, and normalization condition for σ(x, y) are as follows:
and where n is any integer and [ ]| x=n denotes the jump in the enclosed quantity across x = n. The periodicity condition (93) can be used to restrict the problem to the interval 0 < x < 1, in which case the boundary values are understood as limits from the interior of this interval and (95) and (96) become
An expression for the mean velocity of the system is needed. The mean velocities of the motor and cargo are given by
Since the motor and cargo are connected the above expressions must be equal and can be combined in any convenient way. In particular, the mean velocity of the system can be written as
Limiting values of v as κ → ∞ and κ → 0 for fixed D 1 and D 2 are now to be found.
First consider the stiff-spring limit, which in the dimensionless variables is the same as β → ∞. A power series expansion of σ is
According to (106)
where a 0 (x) is a function that is independent of y. The assumption
for all x seems reasonable and implies that a 0 (x) = 0. To see this integrate both sides of (107) with respect to y over (−y 0 , y 0 ). The result is
Now divide both sides of (109) by 2y 0 and take the limit y 0 → ∞. Recalling that σ (0) (x, y) → 0 as y → ∞ and also recalling assumption (108) yields a 0 (x) = 0. This implies
Next consider the various boundary and normalization conditions. The lowest-order form of (100) is
This is automatically satisfied, since
is independent of y. To lowest order (101) yields
and this implies a boundary condition for b 0 (x), namely,
Finally the normalization condition (94) implies that
However, to determine the functional form of b 0 (x), use must be made of the higherorder terms in 1 β . The first-order terms of (92) read as follows:
∂ ∂y ∂σ (1) ∂y + yσ
where use has been made of (107) and the fact that a 0 (x) = 0. It follows that
where a 1 (x) remains to be determined. By an argument similar to the one used above to show that a 0 (x) = 0, it also can be shown that a 1 (x) = 0. Therefore,
from which it follows that
in which the unknown function b 1 (x) has been introduced. Now that the forms of σ (0) and σ (1) are known, the function b 0 (x) can be determined as follows. Integrate (92) with respect to y over the interval (−∞, ∞). The result is
The zeroth-order term of this equation yields 0 = 0, but the first-order term gives
where use has been made of (110) and (118) and the definite integrals
Solving (120) subject to the conditions given in (113) and (114) yields
Finally, substituting this result into (104) yields
which is identical with (37) of section 3.2. In the intuitive analysis the assumption was made that the effective diffusion coefficient in the stiff-spring limit was D 
The boundary and normalization conditions on τ are
and again it is assumed that τ and its derivatives approach zero as z → ±∞ for any fixed x.
In the foregoing equation for τ the parameter β appears only through even powers (i.e., β 2 or β 4 ). Therefore, it is reasonable to expand τ in the powers series
The zeroth-order equations for τ (0) are then given by
Note that (133) is a consequence of (132) and should not be regarded as a separate condition. It is straightforward to show from (132) and (134) that
where H(z) is an undetermined function. To determine H(z) the β 2 equation must be used. This yields the partial differential equation
and the boundary condition ∂τ (2) ∂x − zτ (2) − ∂τ
The function τ (2) can be eliminated from (137) by integrating the equation with respect to x over the interval (0, 1) and making use of (138). The result is 0 = ∂ ∂z
Substituting the expression for τ (0) (x, z) given in (136) into the above formula leads to the conclusion that
where G(z) is defined to be
It is useful to note the following properties of G(z): 
For x ∈ (0, 1) and z ∈ (−ω, 0), it is easy to check that A(x, z) > 0. Therefore, H(z) ≥ 0, at least on the interval (−ω 0 , 0). Thus, the assumption that H 0 = 0 leads to a contradiction. On the other hand if H 0 = 0, then (139) implies that H(z) = 0, except possibly at z = z 0 (where G(z) = 0). Thus, to get a nontrivial solution, set
where the constant H 1 still has to be determined. It may seem surprising that in the soft-spring limit the probability density contains a δ-function. This behavior is a result of the scaled variables that have been used. Presumably, the appearance of a δ-function could be avoided by stretching the coordinates in the right way near z = z 0 . However, this is unnecessary for obtaining the limiting velocity as κ → 0.
The constant H 1 is determined through use of the normalization condition (135) as follows:
where in the last step use has been made of the fact that G 0 (z 0 ) = 0. Combining (136), (143), and (144) yields the following formula for τ (0) (x, z):
The mean velocity can now be evaluated. Changing variables in (104) yields
and the κ → 0 limit of this expression is obtained by replacing τ with the expression for τ (0) given by (145). The result is
This can be simplified by noticing that G(z 0 ) = 0 is equivalent to 
Comparison of (150) with (40) shows that
where F l is the force applied to the motor by the cargo through the elastic tether. Thus, the result listed in (149) agrees perfectly with the result of the intuitive analysis given by (38). In the intuitive analysis, the assumption was made that in the soft-spring limit, the cargo acts like a constant (albeit unknown) load force on the motor. Here this appears as a result of the analysis, not as an a priori assumption. Figure 8 is a plot of the velocity in the soft-spring limit as a function of . To produce this plot D 2 was held constant as D 1 was varied, and the height of the ratchet barrier was taken to be 6k B T . This is the same value as the one used in Figure 7(b) . The numerical results presented in Figure 7 (b) correspond to = .01. This value is marked on the plot in Figure 8 and is represented by the dashed vertical line in Figure 7 (b). Note that for = .01 the mean velocity is still considerably less than the D 1 → ∞ limiting value. This explains the discrepancy between the numerics and the D 1 → ∞ theory seen in Figure 7 (b). The physical explanation for this result is that for a barrier height of 6k B T the imperfect Brownian ratchet is practically a perfect ratchet. For the D 1 → ∞ analysis to be valid the motor must come to equilibrium before the cargo moves appreciably. However, for a perfect ratchet such an equilibrium does not exist, since the motor continues to make forward progress forever (albeit at a slower and slower pace).
Conclusions.
A wealth of structural, mechanical, and biochemical data concerning biomolecular motors has recently become available, and this development has renewed efforts to gain a theoretical understanding of how these motors operate. Currently, most models focus on the chemical and electrostatic properties of the residues involved in energy transduction and treat the structural proteins as rigid bodies. The present paper represents an initial investigation into the role of elasticity in molecular motor function. In the case of an imperfect Brownian ratchet motor, we have shown that an elastic linkage between the motor and its cargo allows the motor to run faster than if it were rigidly linked to the same cargo.
The benefit (ratio of the soft-spring speed to the stiff-spring speed) that is obtained in this way depends on two dimensionless quantities: the ratio of the diffusion coefficient of the motor to the diffusion coefficient of the cargo; and the ratio of the free energy step at each ratchet site (hereafter called the "ratchet-free energy") to k B T . When the ratchet-free energy is the limiting factor (i.e., when the diffusion coefficient of the motor is essentially infinite), we find ( Figure 6 ) that the benefit is small for ratchet-free energies below about 2k B T but that the benefit increases linearly with further increases in the ratchet-free energy. In the other case, when the ratchet is essentially perfect so that the diffusion coefficient of the motor is the limiting factor, we find that the benefit grows as the logarithm of the ratio of the diffusion coefficients. In both cases, it is important to note that there is no intrinsic upper bound on the ratio of the soft-spring speed to the stiff-spring speed. That ratio of speeds can be made as large as we like by increasing the ratio of the diffusion coefficients or by increasing the ratchet-free energy, or, of course, by doing both. We think it unlikely that nature would not take advantage of such an unbounded opportunity.
While the models studied in this article are mathematical abstractions of real systems, the results may be relevant for understanding kinesin, the bacterial flagellar motor, and other motor proteins.
Throughout the majority of this article the simplification was made that the linkage connecting the motor and cargo was a linear spring with zero rest length. This had the advantage of reducing the number of spatial dimensions of the problem from four (one for the motor and three for the cargo) to two (one each for the motor and the cargo) and allowed the stiff-and soft-spring limits to be calculated. However, the only assumption used to derive the effective potential was that the motor has time to reach thermal equilibrium in the potential formed by the cargo and track before the cargo moves appreciably. Therefore, this method can be generalized to include any type of restoring force and to study the full four-dimensional problem. The results of such an analysis should not be qualitatively different than those presented here.
The Brownian ratchet represents only one possibility for motor protein function. Other models of molecular motors are based on the "correlation ratchet" [14, 15, 16, 17, 18, 19] . In these models the potential felt by the motor randomly switches between various configurations. The average rate at which the random switches occurs introduces another time scale into the problem allowing the possibility of an optimal spring constant, i.e., a finite value of κ at which the mean velocity is a maximum. This problem will be addressed in a forthcoming article [20] .
Appendix. The numerical scheme. In this appendix a brief description of the numerical scheme used to generate the data shown in Figures 7(a) and 7(b) is presented. The algorithm is based on the method developed by Elston and Doering [21] . The first step is to convert the dynamics of the motor into a Markov chain or "jump" process. This is accomplished by making discrete the spatial dimension associated with the motor. That is, the interval (0, L) is divided into N grid points, each a distance of h = L/N apart. The first grid point is located at h/2 and the last one is at L − h/2. If the motor is located at the ith grid point, the jump rates for moving to the left and right are determined by
where x i is the position of the ith grid point. Remember φ(x 1 , x 2 ) consists of two parts: (1) the potential S that arise from the linkage connecting the motor and cargo and (2) the potential U due to the interaction between the motor and the track. For the case of a motor driven by an imperfect Brownian ratchet, and connected to the cargo through a linear spring the potential is
and the rates l 1 and r N are multiplied by the factors exp
and exp E 2k B T , respectively, where E is the height of the ratchet barrier.
The amount of time the motor waits at any particular grid point is an exponentially distributed random variable τ characterized by its mean value
Such a random variable is numerically generated as follows:
where X is a uniformly distributed number between zero and one. Once the time at which the transition occurs has been determined, another uniformly distributed number is generated and compared with the probabilities
to determine whether the motor moves to the right or left. The position of the cargo is updated by using the standard Euler method for stochastic differential equations with a time step of τ . The random time step τ is always small compared with the timescale of the cargo, since D 1 is taken to be much larger than D 2 .
The simulations were carried out in Matlab. For κ < 100, the number of grid points used was 25 and a single realization consisted of 10 6 jumps in the Markov process. For κ > 100, 150 grid points were used and a single realization consisted of 6 × 10 6 jumps. Each data point shown in Figures 7(a) and 7(b) was an average over 15 iterations of the stochastic process, and the width of the errorbars are 4 standard deviations of the error due to finite sampling.
