Introduction
It is not uncommon that the iterative learning community members are convinced that their controllers are superior in performance to the multiresonant control schemes. Surprisingly, it also seems to prevail that the designers of multiresonant controllers for grid converters and true sine wave inverters are often not aware that there exists a family of iterative learning control (ILC) laws that is exceptionally simple in implementation, and that the very basic ILC controller can offer similar steady-state errors as the multiresonant controller. Our goal is to make both groups of engineers familiar with both techniques.
To begin with, it is necessary to select a common nomenclature. There is no definitive consensus on naming here. Historically, repetitive control was developed for continuous repetitive processes, whereas iterative learning control (ILC) was proposed within the context of batch repetitive processes. After that naming conventions and categorizations only got more and more complicated. The fact is that most ILC techniques can be used successfully for both continuous and batch repetitive processes. Moreover, some authors refer to multiresonant controllers as something that falls outside repetitive control (e.g. [1, 2] ), which is rather questionable. We do not feel to be in the position to sort the naming once and for all. However, for the purpose of this paper we propose the following categorization: a repetitive controller is any controller that takes into account (explicitly or implicitly) the repetitiveness of the reference and the disturbance to reduce control errors. Within the repetitive control systems we then distinguish two main techniques: multiresonant control that can be applied only to continuous repetitive processes and iterative learning control that is somewhat more versatile because it can be applied for any type of repetitive control task. We would also like to clarify that 'repetitive' and 'periodic', despite often being used interchangeably to characterize a signal, may be also used more specifically. All periodic signals are repetitive ones, but not all repetitive signals have to be periodic in a mathematical sense. For example, in laser cutting machines the cutting itself is repetitive and should be managed using a repetitive control technique, but the process of positioning the tool for each cut can be non-repetitive and thus would be governed by a non-repetitive controller. The process itself is then repetitive, although the overall trajectory for the tool does not have to be periodic. For the illustration see Fig. 1 . This is typical in batch processes, in which we reset the initial conditions for each repetition. That is why mutliresonant control is generally not suitable for batch processes. However, if the initial state of the batch is equal to its final state, as in Fig. 1) , it is still possible to implement the multioscillatory controller by setting its initial state equal to its final state from the previous batch.
This paper deals with a continuous repetitive process of energy conversion using a grid-tie converter and no state resetting at the beginning of the pass (=period) is possible. Therefore, the discussion of repetitive control for batch processes is out of the scope and we focus on systems with strictly periodic references and disturbances -systems eligible for multiresonant control as well as ILC. Both techniques stem from the internal model principle as they both insert a model of the periodic signal in the control loop. This is neither a survey paper, nor does it contain previously unpublished control schemes. Nevertheless, we strongly believe that there is a need for such a potentially eye-opening case study -mainly to bring both parties to the table, and maybe back to the drawing board. 
Internal model principle
The internal model principle (IMP) is probably one of the most important concepts regarding tracking control systems, yet surprisingly it often remains obscure to many practitioners. For the sake of brevity, we are not going to retell herein the whole theory for SISO and MIMO control systems. For more details please refer e.g. to [3, 4, 5] or handouts [6, 7] . Nevertheless, to make the paper more complete, a simplified analysis for an SISO system is presented, which is mostly based on [6] .
Let us consider the feedback control system depicted in Fig. 2 and denote numerators and denominators as follows 
which in turn gives
Substituting (1)- (3), we produce the transfer function
. Now let us assume that the condition (4) has to be met for the reference signal r(t) whose Laplace transform has poles in the closed right half plane, i.e.
(s) ≥ 0. This is the case of periodic signals, for which (s) = 0. Obviously, designing the controller only for asymptomatic stability of the closed loop-loop system, by placing the closed-loop poles of
in the open left half plane, does not guarantee zero steady state errors under D r (s) with roots in the closed right half plane. This is because these roots are also the poles of (7). The only possibility to draw control errors towards zero 
which allows the control error to decay asymptotically towards zero as all the poles of (9) are in the open left half plane. Similar analyses can be done for input and output disturbances [7] , and their results lead to a more general formulation of the internal model principle: if an input disturbance or a reference have D(s) as the generating polynomial, the controller that introduces the missing part of the generating polynomial into the open-loop system can asymptotically reject the effect of disturbance and cause the output to track the reference. It is worth noticing at this point that the IMP can be used explicitly as described above to determine the structure of the controller using a generating polynomial, as well as implicitly to introduce an internal model of the reference or disturbance signals in forms other than generating polynomials. Such implicit models of signals are constructed iteratively in the classic iterative learning controllers [8, 9] , as well as in the dynamic optimization based ones [10, 11, 12, 13] . The former ones are to be compared here in computer simulations to the explicit multiresonant ones.
Model of the input using resonant/oscillatory elements
If the grid voltage is symmetrical and not distorted, it is enough to implement PI current controllers in the rotating dq ever, for a distorted grid voltage containing higher harmonics, being a disturbance to the system, it is no longer possible to track sinusoidal reference current, unless a model of the disturbance is included in the controller. One of the techniques to tackle this is to introduce oscillatory elements to the controller. An oscillatory element shown in Fig. 3 has two state variables
where ζ is the damping ratio and ω n is the natural frequency (precisely: angular frequency or pulsatance) of a harmonic oscillator. To achieve a theoretically perfect tracking of a given harmonics it is required to set ζ = 0. However, for most applications this is impractical. It should be noted that the amplitudes of both state variables x 1 and x 2 grow into infinity if the pulsatance ω n cannot be totally eliminated from the control error, e.g. due to the limitations on the actuator or plant side. That is why some degree of damping is recommended. This damping does not have to be constant -it is common practice to vary it according to the state of the actuator (in our case the converter), and increase it if the actuator saturates [14] . Hz sampling [on the top] and for the two times faster sampling (the expected resonant frequency at 1 rad/s).
By discretizing G 1 (s) using e.g. the bilinear transform (Tustin's method), we shift the resonant frequency. This effect is not significant if the natural frequency of the oscillatory element is far from the sampling frequency. However, it is good practice to always correct for this effect, as this is done offline and does not increase the complexity of the controller itself. The procedure is called pre-warping the filter design. The resonant frequency matching for bilinear transform is achieved by shifting the ω n for the continuous-time domain transfer function before discretization. The formula is (12) 
and then we proceed with the regular bilinear transform substituting
where T s is the sampling time and ω d is the desired resonant frequency for the discrete oscillator. For more details please see [15, 16] . The effect of pre-warping is illustrated in Fig. 5 . Obviously, the mismatch increases along with the increasing resonant frequency of the oscillatory element in respect to the sampling frequency. If the Nyquist frequency and the resonant frequency are more than one decade apart, the improvement is rather negligible for most control systems. However, if they are closer than one decade, pre-warping should be employed to get the most from the oscillatory controller. And as already mentioned, pre-warping costs us nothing in terms of real-time implementation, therefore it is always better to perform it -regardless of the placement of the resonant frequency in respect to the Nyquist frequency.
To facilitate the comparison presented two sections forward, it should be noted that introducing a delay to (10) or (11) does not change their ability to generate a sinusoidal signal. Also, a negative gain does not render the element impractical, as the overall phase is the key point here -not just a sign. For example, negative gains for oscillatory terms 
Model of the input using a universal periodic signal generator
Another approach to creating an internal model of the repetitive signal is to use the universal periodic signal generator shown in Fig. 6 . Its transfer function is as follows
where T is the period of the reference signal and γ is the forgetting factor. Note that for γ = 0 this system simply integrates in the pass to pass direction. Its discrete representation is as follows (17) x(k, p)
where k is the pass index and p is the sample number along the pass.
Are they equivalent or just similar?
Let us start from the definition of the hyperbolic sinus (18) Step response Fig. 7 . The step response of (23).
Whereas a controller based on the universal signal generator (16), assuming γ = 0 and taking into account (18) and (19), can be rewritten in the form of
A similar analysis has been proposed in [18] . The authors additionally assumed that the multiresonant controller C 1 (s) is tuned specifically to mimic the ILC controller C 2 (s). This seems to be impractical, because the computational burden imposed by the multioscillatory controller is significantly higher than the one imposed by the ILC algorithm. These controllers are clearly not equivalent, because there are different degrees of freedom of the tuning procedure: k 0 , k 1 , . . ., k n for the multioscillatory controller and just a single gain k RC for the alternative iterative learning controller. Nevertheless, both of them introduce exactly the same generating polynomials in the continuous time domain. Thus, both of them fall into the same category of solutions derived (whether deliberately or unintentionally) within the same frame of IMP. The ILC controller besed on the universal signal generator from Fig. 6 introduces an innate delay of one reference and/or disturbance signal period. This delay might seem to be halved in (22) , but obviously they have to be equivalent as (22) is equivalent to (16) for γ = 0. Note that the 'missing' half-cycle delay is introduced by the infinite product in (22) . The step response of (23)
is shown in Fig. 7 .
As demonstrated, in their basic form both controllers (the multiresonant one and the ILC) introduce exactly the same generating polynomials and therefore suffer from exactly the same unlimited control signal growth if the selected harmonics cannot be suppressed to zero in the control error. To make both controllers more robust, damping is necessary. A simple forgetting as in (16) is similar to keeping constant damping for all frequencies. This is illustrated in Fig. 8 and Fig. 9 . Forgetting in the ILC does not have to be equal for all frequencies. It is common practice to design a problem-specific digital filter Q(z) to introduce a frequency-dependent forgetting. The resulting control law is (24) 
Similar behaviour can be achieved in the multioscillatory controller by selecting a different ζ and different gains k n for each oscillator. This is illustrated in Fig. 10, Fig. 11 and Fig. 12 . This means that the flexibility of the multioscillatory controller coming from the possibility of selecting individual gains and damping ratios for each oscillatory term is also present in the ILC in the form of the Q(z) filter, which can be freely designed to get a desired frequency response. Our observation is that designing individual gains and damping ratios in the multioscillatory controller is usually equally cumbersome as designing the characteristics of the Q(z) filter. In our opinion none of the approaches can be called a definite winner in (22) has the intrinsic delay of one period of the fundamental frequency, and this delay cannot be shaped during the design procedure. On the other hand, the multioscillatory controller (20) introduces zeros and the control signal is modified instantaneously, i.e. after one sample period. In this respect, we tend to believe that the multioscillatory controller may be more beneficial in selected applications.
Periodic disturbance rejection in a grid-tie converter
Both controllers have been tested in a grid-tie converter shown in Fig. 13 of key parameters collated in Tab. 1.
The test scenario assumes introducing significant distortion in the grid voltage -the ideal sinusoidal grid voltage is instantaneously changed into a trapezoidal one, of a harmonic content shown in Fig. 14 , and then relaxed back to the sinusoidal one. The control algorithm includes a phase lock loop (PLL) to track the phase of the fundamental component of the distorted three-phase grid voltage. The original 'PLL (3ph)' block available in MATLAB has been used without any modifications. The shape of the grid current under distorted conditions if no repetitive control is switched on, i.e. only the PI controllers are on and the DFF is deactivated, is shown in Fig. 15 . Steady-state grid currents for multioscillatory controllers (6th, 12th, 18th harmonics and ζ = 0.01) are juxtaposed in Fig. 16 with the grid currents shaped by the iterative learning controller (γ = 0.01). The corresponding transient states are shown in Fig. 17 . The evolution of the MSE (mean square error calculated over the entire period of the reference current) is shown in Fig. 18 . Regarding the selection of the resonant frequencies for this experiment, it should be mentioned that e.g. the 5th harmonic (negative sequence) and the 7th harmonic (positive sequence) both transform into the 6th harmonic in the rotating reference frame aligned with the fundamental harmonic.
In this particular comparison, it might seem that the multioscillatory controller (MOSC) is superior. However, it has to be noted that both controllers are tuned by guessing and checking here. Therefore, this might rather suggest that the MOSC is easier to handle by guessing and checking and indeed this is our impression. It was also observed that assuming the goal of comparative steady states for both con- trollers, we tended to run into numerical problems earlier in the case of the MOSC. This is related to the problematic oscillatory element implementation near the Nyquist frequency. The control signal may be corrected faster in an MOSC based system, yet this comes at the expense of greater sensitivity of the performance to the controller discretization process.
Let us summarize our observations in Tab. 2. The proposed ratings should be regarded as some kind of soft guidelines. One should not interpret them as definite ones.
Periodic disturbance feedforward in the context of repetitive control
There is a notion among repetitive control practitioners, especially prevalent among ILC engineers, that a successful control law should focus on IMP. This is true, but only partially. It should be noted that a more logical design flow is one that starts from a feedforward controller(s), which is (are) then augmented using a feedback controller. The feedback controller is there only to compensate for all the uncertainties.
In the case of the grid-tie converter, theoretically it is possible to design an ideal disturbance feedforward (DFF) path, and its synthesis requires the knowledge of only one state variable, namely the DC link voltage, and the grid voltage, as in (25) [2, 19, 20, 21, 22] ; † very good if the oscillatory terms are of an adaptive type, which is fairly easy to achieve because the grid frequency is already available thanks to the PLL; ‡ by modifying (24) 
and setting a proper value of p 0 [2, 19] ; § unless oscillatory terms are individually modified to obtain the phase lead [23, 16, 24] (with corrections in [25] ). (28)
This DFF is already present in most practical solutions of grid converters -it is needed to synchronise converter voltage with the grid voltage before switching on the current controllers to avoid an initial current surge. If no DFF is implemented, the measured grid voltage represented in the dq reference frame has to be used to determine the initial conditions for integrators in the PI controllers shown in Fig. 13 . The theoretical full DFF for this converter is of a static form, i.e. it does not require any dynamical internal model to be implemented to fully reject the disturbance (here the distorted grid voltage) and totally eliminate any transient states related to this disturbance. This is illustrated in Fig. 19 .
Unfortunately, any practical digital implementation of this DFF is bound to introduce a delay of at least one sample time period and this renders the disturbance rejection partial only (see Fig. 19 ). That is why it is necessary to support the DFF with e.g. an MOSC in order to achieve an undistorted current in the steady state (see Fig. 19 
represent the uncertainties (here measurement errors, inter alia, due to the delay of the digital control system). The DFF considerably improves transient states -the MOSC is here only to compensate for the innate delay of the digital control system related to sampling and potential signal conditioning (e.g. anti-aliasing filters).
Conclusions
The iterative learning control and the multioscillatory (a.k.a. multiresonant) controllers are both based on the same principle of internal model, and both in their basic form introduce exactly the same generating polynomials to the controller. This is not an original nor a ground-breaking conclusion, yet often an under-recognized one. Both approaches have their strengths and weaknesses and none of them should be regarded as the definitive winner for power electronics control engineers. Moreover, more of these weaknesses are common for both types of the discussed repetitive controllers and selecting one of them is often predicated on the familiarity with one type and the lack of such familiarity with the other type. This paper is aimed at making this choice more fact-based and reducing the familiarity-induced bias. To save the paper from being overstuffed, only key plots are included. Many other ILC, MOSC and DFF test scenarios can be generated using the numerical models published on MATLAB Central [26] .
