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Resumo 
A determinação de quantidades térmicas (energia livre, entropia) usando 
o método de ligação adiabática através de dinâmica molecular (DM) é in-
vestigada. A base teórica do método está enraizada nas expressões ·ter-
modinâmicas macroscópicas da termodinâmica de processos reversíveis. ·A 
técnica de DM, utilizando conjuntos adequados de equações clássicas de 
movimento, pode ser usada para a simulação de tais processos sob diversas 
condições. Devido ao tempo limitado de computação, os processos gerados 
pela DM são sujeitos à dissipação de energia causando erros na determinação 
das quantidades térmicas. Desenvolvemos procedimentos para a correção 
simples e rápida destes erros. 
O desempenho do método é investigado em várias aplicações envolvendo 
sistemas e processos físicos com características diferentes. O método é apli-
cado ao cálculo da diferença de energia livre de Helmholtz entre dois cristais 
harmónicos (Einstein) com freqüências diferentes. Em seguida, o método é 
utilizado para o cobre com o objetivo de calcular a energia livre do cristal 
perfeito e a energia livre de formação de uma vacância em função da temper-
atura. Finalmente, aplicamos o método para estudar os aspectos energéticos 
relacionados ao papel da. nucleaçã.o de deslocações em planos de deslizamento 
{ 111} do silício na transição brittle-ductile. 
A avaliação do desempenho do método de ligação adiabática através 
de dinâmica molecular mostra que este método é uma ferramenta muito 
flexível e poderosa na determinação, de maneira eficiente e quantitativamente 




The eletermination of thermal quantities (free energy, entropy) usmg the 
molecular elynamics (MD) aeliabatic switching methoel is investigateel. Thc 
theoretical basis of the methoel is rooteel in the macroscopic thermoelynamic 
relations of reversible processes, anel the MD technique, using suitable sets · of 
classical equations of motion, can be useel for the simulation of such processes 
uneler severa! conelitions. Due to the limiteel computer time, the processes 
generateel by MD are subject to energy elissipation, causing errors in the 
cletermination of thermal quantities. We elevelop proceelures for the simple 
anel fast correction of these errors. 
The performance of the methoel is investigateel in various applications in-
volving severa! physical systems anel processes with elifferent characteristics. 
The methocl is applieel to the calculation of thc I-Ielmholtz free energy elif-
ference between harmonic (Einstein) crystals with elifferent frequencies, after 
which it is utilizeel to calculate the bulk, anel vacancy formation free energies 
in copper as a function of temperature. Finally, the methoel is applieel to 
stuely energetic aspects relateel to the role of clislocation nucleation on { 111} 
slip planes in the brittle-eluctile transition in silicon. 
The evaluation of the performance of the MD aeliabatic switching methocl 
shows that it is a very flexible anel powerful too! for the quantitatively reliable 
anel efficient eletermination of thermal quantities in a wiele variety of physica.l 




1.1 Técnicas de simulação numérica 
Durante as duas últimas décadas, o progresso das técnicas de simulação 
numérica para o tratamento de sistemas de muitos corpos baseado na mecãni-
ca estatística clássica tem sido enorme. Uma importante motivação para 
o desenvolvimento destas técnicas é o fato que, exceto em alguns casos 
específicos corno o cristal de osciladores ha.rrnônicos (cristal de Einstein), 
soluções analíticas para estes problemas geralmente não são disponíveis. Além 
disso, é bastante difícil, a partir da forma analítica do modelo complexo de-
screvendo o sistema de muitos corpos, obter aproximações a priori ou julgar 
se os métodos aproximados existentes são satisfatórios. Por isso, resulta-
dos 'exatos' são desejáveis para verificar aproximações existentes ou indicar 
novos caminhos. Neste contexto, os métodos de simulação numérica são 
muito úteis, visto que fornecem resultados essencialmente exatos (sujeitos so-
mente a erros estatísticos) explorando toda a complexidade do modelo físico. 
Por outro lado, resultados de simulações podem ser comparados diretamente 
com experimentos reais. Em primeiro lugar, isto fornece um teste para o 
modelo no qual a simulação foi baseada e, segundo, se o modelo provou ser 
satisfatório, a simulação pode auxiliar os experimentais na interpretação de 
novos resultados. 
Uma contribuição crucial para o estado atual de desenvolvimento das 
técnicas de simulação numérica tem a. sua origem na. tecnologia. de computa-
dores. Devido a.o progresso enorme representado pelo aumento constante 
1 
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da velocidade dos processadores, paralelismo e a disponibilidade de grandes 
memórias de acesso rápido, a escala elos sistemas físicos estudados com 
técnicas de simulação atingiu o nível mesoscópico, i.e., sistemas compos-
tos de um número de partículas ela ordem de 106 . Principalmente devido 
a este progresso tecnológico e o desenvolvimento ele algorítmos eficientes, a 
simulação numérica tornou-se uma ferramenta extremamente poderosa no 
estudo mecânico-estatístico de sistemas de muitos corpos. 
As técnicas de simulação numérica podem ser divididas, a grosso modo, 
em duas categorias: os métodos ele Monte Cario (MC) e de dinâmica molec-
ular (DM) [1-5]. A característica que as duas técnicas tem em comum é 
o fato ele que ambas são baseadas numa descrição molecular elo sistema;o 
modelo físico que descreve as interações entre as partículas constituindo o 
sistema. Os métodos de MC são algorítmos para uma amostragem direta de 
uma distribuição de probabilidade correspondendo ao ensemble apropriado 
dá mecânica estatística ele equilíbrio. As simulações de DM são baseadas na 
integração de um conjunto de equações clássicas de movimento, compatível 
com o ensemble estatístico de interesse, propagando o estado microscópico 
do sistema pelo espaço de fase. Neste sentido, teénicas de MC estão asso-
ciadas à. mecânica estatística de equilíbrio ele Gibbs, onde observáveis são 
determinadas em termos ele médias sobre ensembles estatísticos. Por outro 
lado, a DM representa uma realização da mecânica estatística do ponto de 
vista de Boltzmann porque as quantidades observáveis são calculadas como 
médias temporais sobre trajetórias no espaço de fase. A equivalência dessas 
duas abordagens requer a ergodicidade do sistema de equações que está sendo 
integrado. Dessa forma a equivalência das duas médias, temporal e canõnica., 
.fica garantida. 
Uma outra diferença fundamental entre os dois métodos é o fato ele que a 
DM pode ser utilizada para o estudo de processos explicitamente dependentes 
do tempo. As técnicas de MC, ao contrário, não contêm a parte de momento 
do espaço de fase. Por isso, procedimentos de MC não contêm elementos 
dinâmicos e a aplicação deles à. processos dependentes elo tempo é uma tarefa 
complicada. Neste contexto, a. DM é, em princípio, a. técnica mais poderosa.. 
3 
1.2 -Determinação de quantidades térmicas 
através de métodos de simulação numé-
• rica 
Uma das principais aplicações de MC e de DM refere-se à determinação de 
propriedades termodinâmicas de líquidos e sólidos. Quantidades como a en-
talpia e a pressão, que são funções explícitas das coordenadas do espaço de 
fase do sistema de muitos corpos, podem ser determinadas de uma maneira 
relativamente fácil através do cálculo de médias de trajetória ou ensemble 
das funções de fase associadas a estas propriedades. No entanto, quanti-
dades térmicas como a entropia e a energia livre, que são funções do volume 
total do espaço de fase acessível ao sistema, são muito mais difíceis de avaliar 
porque não podem ser escritas como médias sobre funções de fase. A pesar 
disso, o cálculo destas propriedades é de grande importância porque elas têm 
um papel crucial em vários fenômenos físicos como transições de fase e em 
uma variedade de processos de formação de defeitos em sólidos cristalinos. 
Por causa da grande relevância destes parâmetros, esforços consideráveis têm 
sido dedicados ao desenvolvimento de métodos computacionais direcionados 
à determinação quantitativa de entropias e energias livres através de técnicas 
de MC e de DM. Nas seções seguintes apresentaremos alguns dos mais im-
portantes dentre estes métodos. 
1.2.1 Aproximação harmônica 
Em muitas aplicações relatadas na literatura [6-9], métodos baseados na 
aproximação harmônica têm sido utilizados para a determinação de energias 
livres em sistemas cristalinos. A idéia básica do conceito ela aproximação 
harmônica é a expansão ela energia de rede U até segunda ordem em ter-
mos dos desvios dos átomos elas respectivas posições ele equilíbrio. Nesta 
aproximação, a descrição completa do sistema é dada pela matriz dinâmica 
D. a2U . 





onde U é a. energia estática da rede e rf é a componente Cartesiana a do vetor 
de deslocamento do átomo i. Os 3N modos de vibraçã.o w; da rede corre-
spondem às autofreqüências da matriz dinâmica que podem ser encontradas 
através de técnicas de diagonalizaçâo. Assim, a energia livre de Helmholtz 
pode ser escrita. na. forma. 
F = U0 + kT ~ln [ 2 sinh (::~)] , (1.2) 
onde k é a. constante de Boltzmann, T é a. temperatura. absoluta. e U0 repre-
senta. a. energia. estática de rede do sistema a. O [(. Na. chamada. aproximação 
quase-harmõnica, todas as correlações vibraciona.is intera.tõmicas são levadas 
em conta. resultando numa. matriz dinâmica de dimensões 3N x 3N. Uma. sim-
plificação adicional é a. aproximação ha.rmônica. local onde estas correlações 
são desprezadas e todos os átomos são considerados osciladores independentes 
de Einstein. Desta. maneira., a. dispendiosa. dia.gonalização de uma matriz 
3N x 3N é reduzida para o problema da diagonalização de N matrizes 3 x 3 [8]. 
A principal desvantagem dos métodos baseados na. aproxima.çâo ha.rmõnica, 
além ·do alto custo computacional dos procedimentos de diagona.lização, é o 
fato ele que eles desprezam quaisquer efeitos a.narmõnicos. No caso ele sólidos 
perfeitos, estes efeitos são pequenos e aproximações ha.rmõnicas estabelecem 
uma descriçâo suficientemente apropriada [8]. Mas, na presença de defeitos 
ou sob condições próximas de uma. transição ele fase, efeitos ana.rmõnicos 
tornam-se importantes e as aproximações harmõnica.s não fornecem mais uma 
descrição satisfatória. dos modos vibra.ciona.is do sistema.. 
1.2.2 Integração Termodinâmica 
Um método alternativo e livre de aproximações, é o da. Integração Ter-
modinâmica (IT) [10-12]. Este método é baseado no acoplamento do sistema. 
de interesse a. um sistema de referência., do qual é conhecida a energia livre 
. O acoplamento é estabelecido através da. introdução de uma Ha.miltonia.na. 
acoplada. da. forma.: 
H(>.)= (1- >.)Href +Ui,.,,, (1.3) 
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onde À é o parâmetro de acoplamento variando entre O e 1. Href representa 
a Hamiltoniana do sistema de referência e Hsist é a Hamiltoniana do sistema 
de interesse. Desta forma H(O) = Href e H(l) = Hsist· A energia livre de 
Gibbs do sistema composto descrito por ( 1.3) é dada por: 
G(P,T,..\) = -kTlnZ(P,T,..\), (1.4) 
onde Z(P, T, ..\) é a funçâo de partição isotérmica-isobárica: 
P e V indicam a pressão e o volume, respectivamente. Derivando G( P, T, ,\) 
com respeito a ,\ resulta em: 
8G(P,T,..\) = (8H(..\)) 
8..\ 8..\ A' 
(1.6) 
onde as chaves indicam a média sobre o ensemble isotérmico-isobárico corre-
spondendo a um valor..\. Integrando (1.6) em À, encontraremos a diferença 
de energia livre entre os sistemas de interesse e referência: 
t ( 8H(..\)) G(P,T,l)-G(P,T,O)=Gsist-Grej= Jo 8,\ Ad..\. (1.7) 
A relação (1.7) é a base do método de IT. Ela expressa a diferença de en-
ergia livre entre os sistemas de interesse e de referência como uma integral 
no parâmetro de acoplamento ,\ da média sobre o ensemble da função de 
fase 8Hf8..\. A avaliaçâo numérica desta integral requer um conjunto de 
simulações de equilíbrio baseado na Hamiltoniana acoplada (1.3) para vários 
valores fixos de À entre O e 1. Ao longo de cada simulação, a média sobre o 
ensemble (8Hf8..\) >. correspondendo ao valor específico de À é determinada. 
através de técnicas padrão de MC ou de DM. 
Embora a IT não contenha quaisquer aproximações e seja essencialmente 
exa.ta, o método é, do ponto de vista computacional, um tanto envolvente. 
Isto é motivado pelo fato de que a. fim de estimar a integral ( 1. 7) de uma. 
maneira suficientemente precisa, várias simulações de equilíbrio para vários 
valores diferentes de ,\ precisam ser realizadas, cada uma delas necessitando 
tempos suficientemente longos de equilibra.çâo e de amostragem. 
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1.2.3 Ligação adiabática 
Um terceiro método, que será assunto de estudo desta tese, é o adiabatic 
swilching ou ligação adiabática (LA). Este método foi proposto por Watan-
abe e R~inhardt [13] em 1990 e baseia-se nos invariantes adiabáticos de sis-
temas dinâmicos que sofrem alterações lentas. Hertz [14] mostrou que uma 
superfície de energia constante de uma dinâmica Hamiltoniana ergódica é 
transformada numa superfície de energia constante de uma outra dinâmica, 
satisfazendo as mesmas condições se ambos os sistemas forem relacionados 
através de uma transformação adiabática. Do ponto de vista da mecânica 
estatística, adiabaticidade implica que em todos os instantes durante a trans-
formação, o ensemble de sistemas está em equilíbrio estatístico. Sob estas 
condições, estamos lidando com mecânica estatística de equilíbrio e o teorema 
de Liouville é válido [15]. Este teorema garante a conservação do volume do 
espaço de fase acessível ao sistema, o que implica que a superfície de energia 
constante final contém o mesmo volume que a superfície inicial. 
Watanabe e Reinhardt reconheceram que a simulação numérica de trans-
formações adiabáticas, ligando a dinâmica Hamiltoniana de um sistema de 
interesse à dinâmica Hamiltoniana de um sistema de referência, pode ser 
utilizada para determinar a relação entropia-energia do sistema de interesse. 
Obviamente, não é possível realizar a simulação destes processos adiabáticos 
através de técnicas de MC porque processos explicitamente dependentes do 
tempo estão envolvidos. Por isso, não consideraremos mais os métodos de 
MC e nos dedicaremos exclusivamente às técnicas de DM. Para uma dis-
cussão detalhada de todos os aspectos da técnica de DM, referimo-nos aos 
livros de Allen e Tildesley [1], Frenkel e Smit [3] e Rapaport [5] e às referências 
mencionadas nestes. 
A aplicação original do método de LA por Watanabe e Reinhardt con-
siderou a determinação da relação entropia-energia de um sistema utilizando 
transformações adiabáticas no ensemble microcanõnico através de DM. Tendo 
isto em vista, é conveniente introduzir o sistema Hamiltoniano explicitamente 
dependente do tempo 
H(t) = (1- >.(t))Href + >.(t)H,;,,. (1.8) 
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As equações canõnicas de movimento correspondentes constituem a base para 
as simulações de DM da LA. Href representa a Hamiltoniana do sistema de 
referência e Il,;,, é a Hamiltoniana do sistema de interesse. Geralmente, 
Href é integrável de modo que a relação entropia-energia SreJ(E) pode ser 
avaliada analiticamente. Exemplos de tais sistemas são o gás ideal e o cristal 
harmõnico de Einstein. O parâmetro .\(t), a função de ligação, é função do 
tempo, satisfazendo .\(0) = 1 e .\(t,) =O, onde t, é o tempo de ligação. Se a 
função .\(l) for suave e variar ele forma suficientemente lenta com o tempo, 
H(t) descreve um processo acliabático transformando Hsist em Href· Supon-
hamos que o estado inicial do sistema H( t = O) se encontre na superfície ele 
energia constante a( H,;,,, E;) com energia E; e volume ele espaço ele fase 
(1.9) 
onde 8 é a função degrau. Esta transformação está representada esquema-
ticamente na Figura 1.1. Pelo teorema ele Hertz, depois que a transformação 
é concluída, o estado final elo sistema encontra-se na outra superfície ele en-
ergia constante a(Href, E1) com uma energia diferente E1 mas com o mesmo 
volume de espaço ele fase V,..J(E1) = V,;,,(EI ). A relação entre entropia c o 
volume de espaço ele fase no ensemble microcanõnico é definida através 
s = k ln no, (1.10) 
onde 
n _ V(E) 
o- h3N (1.11) 
(h é a constante de Planck). Devido ao fato de que conhecemos a relação 
entropia-energia elo sistema ele referência, a energia final E 1 determina a 
entropia elo sistema no final elo procedimento de ligação. Como a entropia é 
uma quantidade conservada ao longo do processo temos: 
(1.12) 
É importante observar que qualquer estado na. superfície ele energia. constante 
inicial é mapeado exatamente na mesma superfície ele energia constante fina.!. 
Devido a. esta. propriedade, o mapeamento da. superfície inicial para. a. fina.! é 
feito ele uma maneira pontual. 
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Figura 1.1: Representação esquemática de um processo adiabático no espaço 
de fase. A superfície de energia constante a(Hsist, E;) com volume de espaço 
de fase V.ist(E;) é transformada em outra superfície de energia constante 
a(Href,Et) com o mesmo volume de espaço de fase V,.et(Et) = V.ist(E;). 
O método de LA é bastante eficiente do ponto de vista computacional 
pelo fato de que, em princípio, apenas uma trajetória de DM é suficiente 
para.· determinar a quantidade desejada por causa. da propriedade de ma-
peamento pontual a superfícies de energia constante. Além disso, como 
veremos adiante, o método também é útil no contexto de outros ensembles 
estatísticos. Se uma transformação adiabática for feita sob condições de tem-
peratura constante ( ensemble canônico ), é possível determinar a energia. livre 
.ele Helmholtz através ele uma única trajetória ele DM. Equivalentemente, se 
a liga.çã.o aclia.bática for executada sob condições de temperatura. e pressã.o 
constantes, a energia livre ele Gibbs pode ser calculada ele maneira similar. 
1.3 Objetivos 
De acordo com a. subseçã.o anterior, o método de ligaçã.o acliabática ideal é um 
método bastante flexível e, em princípio, muito eficiente elo ponto ele vista. 
computacional o que seria. uma. vantagem importante sobre o método IT. 
Porém, apesar elas características computacionais promissoras elo método ele 
LA ideal, a aplicação deste numa situaçã.o realística. de simulaçã.o ele DM a-
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presenta alguns problemas que representam a violação das condições teóricas 
fundamentais nas quais o método é baseado. 
Em primeiro lugar, ternos o aspecto da condição de ergodicidade. A 
princípio, a validade do teorema de Hertz exige que a dinâmica seja ergódica 
em qualquer momento do procedimento de ligação. Geralmente, a satisfação 
desta condição não pode ser garantida devido ao uso de sistemas de referência 
integráveis. Corno foi observado por Watanabe e Reinhardt, a falta de ergodi-
cidade resulta na perda da propriedade de mapeamento pontual do invariante 
de Hertz. Isto implica em que duas trajetórias iniciando na mesma superfície 
de energia constante terão geralmente energias finais diferentes. Mesmo as-
sim, o cálculo da média de um número relativamente pequeno de trajetórias 
diferentes ainda fornece uma boa estimativa da energia final "real", sujeita 
a.penas a erros estatísticos que podem ser medidos facilmente. 
Um outro aspecto fundamental está relacionado à natureza do teorema 
de Hertz. O teorema é válido apenas para sistemas Hamiltonianos adiabati-
camente dependentes do tempo. Isto significa que sua base teórica restringe 
a aplicação do método ao enfoque do ensemble rnicrocanônico. Partindo-
se deste ponto de vista, o método de ligação adiabática somente seria sig-
nificativo para sistemas físicos representados por dinâmicas Hamiltonianas. 
Conseqüentemente, transformações adiabaticamente lentas no. contexto de 
outros ensembles como o canônico e o isotérmico-isobárico, geralmente rep-
resentados por conjuntos de equações de movimento não-Harniltonianos, não 
caberiam dentro do enfoque do teorema de Hertz. Apesar disto, existe o 
interesse em processos adiabaticamente lentos nestes ensembles porque eles 
possivelmente oferecem ferramentas para a determinação de energias livres de 
Helmholtz e Gibbs. Por isso, temos que avaliar até que ponto os processos adi-
abaticamentc lentos, representados por simulações de DM não-Hamiltonianas 
e, portanto, fora do teorema de Hertz, poderão ser utilizados para o cálculo 
de parâmetros térmicos. 
O problema final está ligado à questão da adiabaticidade. A simulação 
numérica de um processo realmente adiabático é virtualmente impossível. 
Rigorosamente, a adiabaticidade requer tempos de ligação infinitos. Obvi-
amente, simulações de DM nunca poderão satisfazer esta condição devido 
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ao tempo limitado de computação disponível. O principal efeito da nao-
adiabaticidade é a produção irreversível de entropia ou dissipação. Este 
efeito dá origem a erros sistemáticos que, em princípio, não podem ser esti-
mados de uma maneira simples. Uma questão fortemente ligada à questão 
da adiabaticidade é de que maneira a escolha particular da forma funcional 
da função de ligação poderá afetar esta dissipação. 
Os problemas mencionados nos últimos parágrafos serao objeto de es-
tudo nesta tese. É nosso objetivo encontrar as respostas para estas questões 
fundamentais e aplicar o método de LA via a DM para a determinação 
de parâmetros térmicos numa variedade de processos físicos da física. da 
matéria condensada para ilustrar todos os aspectos importantes do método. 
A primeira parte desta Tese será dedicada a um estudo teórico do método de 
LA. Na segunda parte apresentaremos os resultados da aplicação do método 
a três sistemas físicos diferentes. 
No capítulo 2, uma análise teórica aprofundada do método de LA é dada. 
Em primeiro lugar, os processos microscópicos adiabáticos descritos pelo teo-
rema de Hertz serão considerados. Depois consideraremos os processos adi-
abaticamente lentos do ponto de vista da termodinâmica macroscópica e 
deduziremos as relações termodinâ.micas que servirão como base para a de-
terminaçã.o de propriedades térmicas, utilizando simulações de DM destes 
processos. Finalmente, faremos um estudo dos efeitos da não-adiabaticidade 
intrínseca das simulações e os relacionaremos à produção de entropia em 
processos termodinâmicos irreversíveis. 
No capítulo 3, discutiremos como os processos descritos no capítulo 2 po-
dem ser simulados usando técnicas de DM e como estas simulações podem 
ser usadas para determinar quantidades térmicas com confiabilidade quanti-
tativa e eficiência computacional. 
No capítulo 4, apresentaremos três diferentes exemplos de aplicações do 
métoçlo de LA que mostram os aspectos discutidos nos capítulos 2 e 3. Como 
primeiro exemplo, aplicaremos o método para determinar a diferença de ener-
gia livre de Helmholtz entre dois cristais de Einstein com a mesma estrutura 
configuracional, mas com freqüências diferentes. Esta aplicação é bastante 
interessante porque todos os resultados poderão ser comparados com os re-
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sultados analíticos exatos. Estes resultados foram publicados no Physical 
Review E de janeiro de 1996 [16]. 
O segundo exemplo considera um problema físico menos trivial e mais 
realístico: a determinação da energia livre de Helmholtz de cobre perfeito e 
a energia livre de formação de um defeito pontual no cobre em função da 
temperatura. As simulações são baseadas em um potencial semi-empírico 
de tight binding que tem mostrado uma descrição bastante boa das curvas 
de dispersão de fõnons, constantes elásticas e volumes de formação de de-
feitos pontuais em cobre. As energias livres associadas ao cobre perfeito e à 
formação ·de uma monovacância, obtidas através de LA, serão comparadas 
diretamente a dados experimentais. Estes resultados foram publicados no 
Physical Review B de janeiro de 1997 [17]. 
O exemplo final é a aplicação do método de LA ao problema da transição 
brittle-ductile (BD) em silício. Este problema é de grande interesse tanto 
do ponto de vista científico como tecnológico e tem recebido uma atenção 
substancial em anos recentes. A temperaturas baixas, o silício é um material 
quebradiço (briltle), i.e., não apresenta deformação plástica sob a apliçação 
de tensão externa e quebra de maneira caótica quando as tensões atingem 
um valor crítico. No entanto, para temperaturas em torno de 873 J( [18, 
19], o silício torna-se bruscamente um material plasticamente deformável ou 
maleável ( ductile). A explicação deste fenômeno está relacionada à maneira 
em que a ponta de uma fissura responde à aplicação de tensões externas. Se 
estas tensões induzirem a nucleação de deslocações móveis, o material é basi-
camente maleável e sofrerá deformação plástica. Porém, no caso da ausência 
de nucleação de deslocações móveis a ponta da fissura conseguirá se propagar 
sem a emissão de deslocações causando um comportamento quebradiço. No 
silício existem dois tipos de planos de deslizamento { 111} para a nucleação de 
deslocações. Estes planos são chamados planos "glide" e "shuffle" respectiva-
ment~ [20]. Nos planos shuffle, a mobilidade de deslocações é menor do que 
nos planos glide. Recentes estudos, baseados em cálculos a usando a teoria 
de funcional densidade (TFD) [21, 22] determinaram as energias livres para a 
emissão de deslocações nos dois tipos de planos. Os resultados indicaram que 
para. temperaturas baixas a emissão de deslocações ocorre, preferencialmente, 
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nos planos shuffie. No entanto, para temperaturas próximas de 1000 /{ e sob 
aplicação de tensões extensíveis da ordem de 15 kbar, ocorre uma transição 
e a emissão de deslocações passa a ocorrer nos planos glide. Estes resultados 
indicam que esta transição poderá ter uma conexão com a transição BD em 
silício. 
Todos os cálculos da TFD acima referidos foram feitos a temperatura 
O]{ e a variação da entropia para temperaturas finitas foi estimada através 
da aproximação harmônica para a teoria de estados de transição de Vine-
yard (23]. O motivo para a escolha deste tipo de método, que é computa-
cionalmente dispendioso, foi a falta de disponibilidade de um potencial semi-
empírico efetivo adequado para a descriçã.o de defeitos extensos em silício. Se 
tal potencial existisse, o uso de técnicas padrão de DM se tornaria possível 
e simulações dinâmicas a temperatura finita seriam viáveis. Assim, a de-
terminação das energias livres, incluindo todos os efeitos anarmônicos, seria 
mais simples e rápida. 
Recentemente, um novo potencial semi-empírico foi proposto por Justo 
ei al (24]. Este potencial foi construído com o objetivo de fornecer uma 
boa descrição de uma variedade de defeitos extensos em silício. Usaremos 
este potencial em simulações de DM de LA para o cálculo das energias livres 
envolvidas nos processos de nucleação de deslocações em planos glide e shuffie. 
Nestes cálculos todos os efeitos dinâmicos estão sendo levados em conta e a 
comparação dos resultados com os cálculos da TFD, além de fornecer um 
teste adiciona.! do potencial, poderá fornecer indicações sobre a. influência. 
dos efeitos a.na.rmônicos na. transição BD em silício. 
Finalmente, após a. discussão das aplicações, terminaremos esta. Tese com 
a. apresentação das conclusões gerais dos nossos estudos no capítulo 5. 
Capítulo 2 
Princípios de ligação adiabática 
Neste capítulo apresentamos os aspectos teóricos do método LA. Na primeira 
seção, descrevemos as propriedades de processos perfeitamente adiabáticos. 
Primeiramente, consideramos processos adiabáticos no enfoque do ensemble 
microcanônico por meio da demonstração do teorema de Hertz. Em seguida, 
consideramos processos adiabáticos do ponto de vista termodinãmico e ver-
emos que este teorema fornece uma base microscópica para processos re-
versÍ'!eis em sistemas físicos macroscópicos isolados. Além da análise de 
processos reversíveis em sistemas físicos. simples isolados, estudar[los tais pro-
cessos em sistemas físicos em equilíbrio com um reservatório térmico e um 
"reservatório" de pressão. Esta análise revela expressões termodinãmicas que 
relacionam as mudanças da energia livre com as mudanças da energia interna 
total. 
Na segunda seção, estudamos processos quase-adiabáticos e consideramos 
os efeitos da não-adiabaticidade nos resultados do método LA. Consideramos 
desvios pequenos da adiabaticidade perfeita e usamos o teorema de flutuação-
dissipação para calcular a energia dissipada. A dissipação é responsável pela 




2.1 Processos adiabáticos perfeitos 
2.1.1 Análise mecânico-estatística: O invariante de 
Hertz 
Consideremos o sistema descrito pela Hamiltoniana ergódica 
H= H(p, q, À), (2.1) 
que depende explicitamente do parâmetro externamente controlável À. Para 
qualquer À fixo, as equações de movimento correspondentes a equação (2.1) 
propagam o estado (p, q) do sistema por todos os estados da superfície de 
energia constante a(E, .\), de acordo com o cnsemble microcanônico. 
Va.mos considerar a superfície de energia constante a(E0 , .\0 ) com volume 
de espaço de fase !10 , explorada pela dinâmica, fixando o parâmetro .\ no 
valor .\0 . Suponhamos urna mudança adiabática infinitésima! 6.\. De que 
forma a superfície inicia.! de energia. constante se altera.? Para. responder esta. 
questão, ca.lcula.mos primeiramente a. mudança. de energia. correspondente ao 
aumento adiabático 6.\. Para isto, dividimos o aumento total 6.\ em inúmeros 
incrementos menores 6.\;, de modo que 
6.\ = I;6.\;. (2.2) 
Os incrementos 6.\; são efetuados em intervalos de tempo muito curtos com 
rela.çã.o à. escala de tempo ergódica.. Por outro lado, para. garantir a. a.diabati-
cida.de, os intervalos de tempos entre dois incrementos consecutivos 6.\; são 
escolhidos de ta.! modo que sejam muito maiores do que a escala ergódica.. 
Com um incremento individual 6.\;, a. energia de um dado estado (p, q) 
mudará de maneira. praticamente instantânea, de acordo com 
aHI 6E; = 6.\; fJ.\ . , 
E,,>., 
(2.3) 
onde a. derivada é calculada no estado instantâneo (p, q) da. superfície instan-
tânea de energia constante a( E;,.\;). Após a realização de todos os mcre-
ment.os, a mudança t.ota.l da energia é 
a HI í5E.= "6.\· -.




Permitindo erros de segunda ordem infinitesimalmente pequenos nos incre-
mentos li>.;, podemos substituir (2.4) por 
a HI li E = 2.:: li>.; a>. , 
t Eo,Ào 
(2.5) 
calculando todas as derivadas na superfície inicial de energia constante. A 
princípio, as mudanças de energia são diferentes para todos os estados na 
superfície inicial, devido ao fato da derivada da energia com respeito a >. 
ser uma. função de (p, q). Porém, lembrando que o intervalo de tempo entre 
dois incrementos consecutivos é muito longo e a dinâmica. é ergódica., vemos 
que ao longo do processo do aumento total todos os a.rgumen tos (p, q) da 
derivada na superfície t7(E0 , >.0 ) são percorridos. Por isso, podemos escrever 
(2.5) como 
liE =I~~~- ) I: li>-,= I~~~ ) li>., 
\ Eo,..\0 t \ Eo,Ào 
(2.6) 
onde ( aHja>.iE,,J.,) é a média. no ensemble microcanônico da. função de fase 
8Hja>. sobre a superfície de energia. constante <7(E0 , >.0 ). Vemos que todos os 
estados (p, q) inicialmente na superfície <7(E0 , >. 0 ) têm a. mesma energia fina.!, 
formando uma nova. superfície de energia constante <7(E0 +liE, >.0 +li>.). Deste 
modo, a superfície inicial <7(E0 , >.0 ) é ma.pea.da. exata.mente na. superfície final 
<7(Eo +li E, À0 +li>.). 
Qual é o volume do espaço de fase da superfície final? A derivada. total 
do volume do espaço de fase !1, com respeito a. >., pode ser escrita da forma. 
dn an an aE 
J.>:=ff>.+aE a>.· (2. 7) 
Primeiramente, calculamos a !1/ a>.. Considerando a Figura 2.1, onde duas 
superfícies de energia constante <7(E0 , >.o) e <7(E0 , Ào + li>.) são mostradas, 
podemos verificar que a. diferença. de volume de espaço de fase li!1 entre as 
duas superfícies é dada por: 
li!1 = 1 d;. . d7r 
u(Eo,Y<o) 
= 1 d;_ . (~ H)p0 ,q0 ,J.0 dO", 
u(Eo,Y<o) \('v H)ro,qo,Y<o \ 
(2.8) 
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Figura 2.1: As superfícies de energia constante CJ(E0 , Ào) e CJ(E0 , Ào +li À) 
onde d~ é o vetor perpendicular a CJ(E0 , À0 ), ligando seus estados (p0 , q0 ) aos 
estados (p1 , q1) da superfície CJ(E0 , Ào + ÓÀ), d"'cr é um elemento de superfície, 
multiplicado pelo vetor normal correspondente e o operador V representa o 
gradiente 2n-dimensional das coordenadas do espaço de fase. Para avaliar o 
produto escalar em (2.8), calculamos a energia H(p1 , q1 , Ào +li À) através de 
uma expansão de Taylor em torno de H(p0 , q0 , À0 ) = E0 . Assim, temos 
(2.9) 
E, portanto 
~ (~ ) i)JJI dn · \7 H = -ÓÀ -
Po ,qo ,>.o a À 
Po ,qo ,.\o 
(2.10) 
Inserindo (2.10) em (2.8) temos 
anl 1 . dCJ DHI 
ÔÀ Eo,>.o = - u(Eo,Ào) I (v H) I ÔÀ vo,qo,Ào 
Po ,qo ,>.o 
(2.11) 
Não considerando a normalização, a integral de superfície em (2.11) é exala-
mente igual à média no ensemble microcanônico da função de fase âHjâÀ 
sobre a superfície de energia constante u(E0 , À0 ). Conseqüentemente, (2.11) 
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pode ser escrita na forma 
~~~ = -w (E0 , ,\0 ) j ~~~ \, 
Eo,Ào \ Eo,Ào / 
(2.12) 
onde 
anl w (Eo, Ào) = DE 
Eo,Ào 
(2.13) 
é a função de estrutura do ensemble microcanõnico e representa a normal-





Vemos que a transformação adiabática deixa inalterado o volume total do 
espaço de fase acessível ao sistema, o que, obviamente, era o resultado es-
perado. De acordo com a definição mecânico-estatística de um processo 
adiabático, o sistema está em equilíbrio estatístico em todos os instantes 
da transformação. Por isso, o teorema de Liouville é válido e a conservação 
do volume do espaço de fase é garantida em qualquer processo adiabático. 
2.1.2 Análise termodinâmica 
O teorema do invariante de Hertz, apresentado na seçao anterior, consid-
era transformações adiabáticas do ponto de vista microscópico usando a 
mecânica estatística clássica I-lamiltoniana do ensemble microcanõnico. O 
teorema baseia-se nas características microscópicas das equações de movi-
mento que propagam o estado do sistema através do espaço de fase. Mas, 
processos adiabaticamente lentos podem ser vistos dentro de um enfoque 
macroscópico mais amplo. Ao invés de considerar os detalhes específicos do 
conjunto de equações de movimento utilizado, é plausível afirmar que os sig-
nificados físicos importantes dos processos caracterizados pela adiabaticidade 
micróscópica estão embutidos nas condições termodinâmicas macroscópicas 
que este conjunto representa. Em outras palavras, dois conjuntos diferentes 
de equações dinâmicas de movimento, caracterizados pela adiabaticidade 
microscópica, mas que representam as mesmas condições termodinâmicas 
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macroscópicas, devem produzir resultados idênticos, de acordo com as mes-
mas relações termodinâmicas macroscópicas. Neste contexto, é muito útil es-
tudar processos adiabaticamente lentos do ponto de vista da termodinâmica 
macroscópica. Este estudo resultará em relações termodinâmicas que são 
válidas para qualquer conjunto de equações de movimento de DM com-
patível com as condições termodinâmicas macroscópicas, não obstante as 
características microscópicas específicas. 
Consideremos um sistema simples A em equilíbrio térmico, que está iso-
lado do resto do universo. O isolamento implica que a delimitação do sistema 
é composta por paredes impermeáveis ao calor ou a fluxos de partículas. O 
estado termodinâmico deste sistema é completamente determinado através 
das quantidades (N, V, E) que, respectivamente, indicam o número de partí-
culas (neste caso da mesma espécie química), o volume e a energia interna. 
A entropia do sistema é uma função somente destas variáveis: 
S = S(N, V, E). (2.15) 
Agora, removemos parte do isolamento e acionamos uma fonte externa que 
realiza trabalho reversível sobre A, não permitindo a troca de calor ou uma 
mudança no número de partículas. A reversibilidade termodinâmica implica 
que o sistema permanece em equilíbrio térmico em todos os instantes do 
processo e, conseqüentemente, a entropia S não se modifica [25]. 
Vemos, portanto, a conexão entre o invariante de Hertz e o processo 
termodinâmico descrito acima: o invariante de Hertz, que considera trans-
formações adiabáticas em sistemas descritos pelo ensemble microcanõnico, 
fornece a base microscópica para processos termodinamicamente reversíveis 
em sistemas macroscópicos isolados. Em outras palavras, a adiabaticidade 
microscópica é intimamente ligada. à reversibilidade no nível macroscópico. 
De acordo com a primeira lei da termodinâmica., a. relação entre a mu-
dança. da. energia interna dE, devido ao trabalho reversível infinitesimal 
d ll\fex! realizado pela fonte externa, é simplesmente 
dE= dWex!, (2.16) 
já que a reversibilidade do processo garante dS = O. Após desligar a fonte 





Figura 2.2: Sistema A composto pelo sistema de interesse A 1, que está em 
equilíbrio térmico com o reservatório de calor A 2 a temperatura T. A fonte 
externa de h·abalho realiza trabalho reversível sobre A 1 sem trocar calor. 
trabalho total realizado pela fonte: 
(2.17) 
Como extensão da análise anterior, incluímos um reservatório de calor 
com o intuito de estudar processos reversíveis isotérmicos. Consideramos um 
sistema A, isolado do resto do universo, composto por um sistema físico de 
interesse A1 , que está em equilíbrio com o reservatório de calor A 2 a tem-
peratura T, como mostrado na Figura 2.2. Num dado instante, abrimos o 
sistema e acionamos uma fonte externa que realiza trabalho reversível sobre o 
sistema de interesse A1 sem que haja troca de calor. De que modo as energias 
internas ( B1 , B2 ), entropias ( St, 52 ) e energias livres de I-lelmholtz (F1 , F2 ) de 
A1 e A2 mudam durante este processo isotérmico reversível? Vamos consid-
erar a mudança destas quantidades devido à realização de trabalho reversível 
dWext sobre A 1 • De acordo com a primeira lei da termodinâmica temos 




observando que o reservatório não realiza qualquer tipo de trabalho. Além 
disso, devido ao fato do processo ser reversível, a. mudança da entropia total 
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satisfaz 
d5 = d51 + d52 = O. (2.20) 
As mudanças nas energias livres de Helmholtz dos subsistemas A1 e A 2 são: 
dF2 
Somando (2.21) e (2.22) obtemos 
dE1- Td51 




A mudança da energia livre de Helmholtz do reservatório térmico é dada 
por dF2 = O, o que pode ser visto através de (2.19) e (2.22). Inserindo esta 
informação e a equação (2.20) em (2.23) temos 
(2.24) 
Assim, vemos que a mudança da energia livre de Helmholtz do subsistema A1 
é igual à mudança. da. energia. interna total do sistema composto A. Para o 
processo completo, a mudança total da energia livre de I-Ielmholtz do sistema 
físico é dada por: 
(2.25) 
Concluindo esta. análise termodinâmica, estudamos processos isotérmi-
cos-isobáricos reversíveis. Consideremos o sistema isolado A, composto por 
o sistema. físico de interesse A1 , um reservatório térmico A2 a temperatura. T 
e um "reservatório" de pressão A3 a pressão p. A estrutura. de A é ilustrada. 
esquematicamente na. Figura. 2.3. O sistema físico A1 troca calor exclusiva-
mente com o reservatório térmico A2 e a transferência de trabalho mecânico 
se realiza somente entre A1 e o reservatório de pressão A3 • O sistema. A está 
isolado do resto do universo, de modo que a. energia interna permanece con-
stante. Em um dado instante, abrimos o sistema e ligamos uma fonte externa, 
que realiza trabalho sobre A1 , sem trocar calor. Durante este processo, A1 
troca calor e trabalho mecânico com A2 e A3 , respectivamente, de tal maneira. 
que sua. temperatura e pressão sejam mantidas constantes. Para estudar o 










Figura 2.3: Representação esquemática do sistema A composto pelo sistema 
de interesse A 1 em equilíbrio térmico com o reservatório de calor A2 a tem-
peratura T e o "reservatório" de pressão A3 a pressão p. A fonte de trabalho 
realiza trabalho reversível sobre A1 sem trocar calor. 
energias livres de Gibbs (G1 , G2 , G3 ), consideremos a mudança destas pro-
priedades em função de uma quantia infinitesimal de trabalho dWext realfzado 
sobre A1 . 
De acordo com a primeira lei da termodinâmica, temos 
(2.25) 
dE3 - pdV. 
Obviamente, temos que dS3 = O, devido ao fato de A 3 absorver trabalho 
mecânico sem trocar calor. As mudanças correspondentes nas energias livres 
de Gibbs dos subsistemas, são dadas por: 
dGt = dE1 + pdV- TdS1 , 
dG2 dE2- TdSz, (2.27) 
Sornando as expressões de (2.27) e incluindo a condição de reversibilidade 








Após desligar a fonte externa, a mudança total da energia livre de Gibbs do 
sistema de interesse A1 será 
(2.32) 
Desta maneira, após um processo isobárico-isotérmico reversível, a mudança 
da energia livre de Gibbs do sistema físico de interesse é igual à mudança da 
energia interna total do sistema composto A. 
2.2- Processos quase-adiabáticos 
Na seção anterior, discutimos processos perfeitamente adiabáticos ao nível 
miscroscópico e a conexão destes com processos termodinâmic~s reversíveis 
em sistemas macroscópicos isolados. Tais processos são caracterizados por 
taxas infinitamente lentas e, portanto, podem ser considerados seqüências 
contínuas de estados de equilfbrio. No entanto, processos físicos realísticos 
ou a.s simulações numéricas correspondentes, geralmente nâo podem ser con-
siderados perfeitamente a.diabáticos ou reversíveis. Mesmo quando um pro-
cesso ocorre de maneira. extremamente lenta., a.s taxas são finitas e, portanto, 
o processo não poderá ser analisado através da. teoria. da subseção anterior. 
Apesar disso, a. teoria. a.dia.bática é bastante útil no sentido de que fornece uma. 
descrição correta. de tais processos, no limite de taxas infinitamente lentas. 
No caso em que as taxas do processo são finitas, porém, bastante lentas, é 
possível deduzir uma correção para. a. teoria adiabática perfeita. através de 
uma. expansão em termos de potências das taxas do processo. 
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Recentemente, Tsao, Sheu e Mou [26] derivaram esta correção que estima 
a dissipação ao longo de um processo quase-adiabático. Entretanto, esta 
derivação não é válida para todos os processos quase-adiabáticos, devido ao 
fato de que ela se baseia em um argumento de estabilidade termodinâmica. 
referente a uma categoria específica de processos. Nesta subseção, deduz-
imos a expressão de correção de Tsao, Sheu e Mou de uma forma mais 
geral, e mostramos que ela é válida em qualquer processo quase-adiabático, 
adotando uma descrição microscópica. da dissipação de energia. A dedução 
é baseada no teorema fundamental de flutuação-dissipação da mecânica es-
tatística de não-equilíbrio. A única suposição adotada é que os estados. de 
não- equilíbrio, que aparecem devido à. não-adiabaticidadc do processo, sem-
pre permanecem "próximos" do equilíbrio, no sentido de que a teoria de 
resposta linear é válida. Esta suposição é razoável, pois numa simulação de 
DM usando o método LA, podemos chegar arbitrariamente próximos da adi-
abaticidade perfeita do processo, reduzindo as taxas de ligação. Obviamente, 
nesta redução estamos limitados pelos recursos computacionais disponíveis 
na situação. 
Consideremos um sistema descrito por uma Hamiltoniana ergódica H(>.0 ), 
onde >.0 é um parâmetro fixo e suponhamos que este sistema esteja em con-
tato térmico com um reservatório de calor a temperatura T . . No passado 
distante, uma perturbação infinitesimal d). foi aplicada alterando levemente 
a dinâmica Hamiltoniana original do sistema, estabelecendo uma dinâmica 
nova, descrita pela Hamiltoniana H(>.0 +d>.). Suponhamos que a perturbação 
foi mantida por um tempo suficientemente longo, permitindo ao sistema atin-
gir o equilíbrio térmico e seja a distribuição estatística de equilíbrio corre-
spondente dada por p(>.0 + d>.). No instante t = O, então, desligamos a 
perturbação instant.aneamente, de modo que a dinâmica original, descrita 
por H(>.0 ), seja restabelecida. Exatamente neste momento, a distribuição de 
estados p( >.0 + d).), estabelecida sob os efeitos da perturbação, torna-se uma 
distribuição de não-equilíbrio. A questão agora é determinar de que modo 
esta distribuição de não-equilíbrio relaxa em direção do equilíbrio e calcular 
a energia absorvida pelo sistema durante esta relaxação. 
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A energia total do sistema perturbado é dada por 
a HI H(>..o + d>..) = H(>..o) + d>.. a>.. 
À o 
(2.33) 
No momento t =O, a média da função de fase aHja>..l-'o' sobre a distribuição 
de não-equilibrio, é igual à média sobre o ensemble de equilíbrio p(>..0 + d>..), 
estabelecido na presença da perturbação: 
( aHI) ( =O)=faHI ) a>.. Ào Ào t . \ a>.. Ào -'o+d-'. 
(2.34) 
A barra indica uma média de não-equilíbrio e as chaves representam uma 
média sobre um ensemble de equilíbrio. Após t = O, sob a inf!uênça da 
dinâmica descrita por H(>..0 ), a média de não-equilíbrio inicia a relaxação em 
direção à média correspondente à distribuição de equilíbrio p(>..0 ). Como a 
perturbação da energia total em (2.33) é pequena, a teoria de resposta linear 
poderá ser aplicada e a relaxação pode ser escrita da forma (27]: 
( aHI ) (aHI ) d>.. 7»: (t) = 7»: - kT c.~.(t), 
..\o .\0 -'o .\o 
(2.35) 
onde as médias de equilíbrio foram avaliadas no ensemble canônico. C -'• (t) 
representa a função de autocorrelação 
(2.36) 
onde li (aHja>..l.~) (t) é a flutuação instantânea e espontânea do equilíbrio, 
0 Ào 
/j(~~l) (t)= ~~I (t)-~~~1 ) 
Ào .\0 Ào \ ..\o .\0 
(2.37) 
A relação (2.35) é uma versão do teorema de flutuação-dissipação c fornece 
uma representação matemática da hipótese de regressão de Onsager (28]. 
Esta hipótese diz que, quando um sistema de não-equilíbrio se encontra perto 
elo equilíbrio, a relaxação ele qualquer propriedade mecânica é descrita pela 
função de autocorrelação apropriada. 
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A energia total dW~0 absorvida, após a relaxação total dos estados de 
não-equilíbrio, é dada por: 
dW~. = d). )i.~~ [ (~~I ) (t) dt. 
>.o -'o 
(2.38) 
Inserindo (2.35), obtemos 
(2.39) 
onde supomos a convergência da integral. Este resultado implica que, se 
for permitido ao sistema relaxar totalmente, não há dissipação de ener-
gia e a mudança de energia do sistema é exatamente igual ao trabalho 
reversível realizado. Obviamente, esta situação corresponde a uma trans-
formação adiabática. 
Consideremos, então, uma transformação quase-adiabática, na qual a cli-
nâmiéa H(>.(t)) é transformada de maneira contínua através do parâmetro 
>.(t), que varia monotonicamente com o tempo t e satisfaz as condições 
>.(O) = 1 e >.(t,) = O. A energia total absorvida pelo sistema ao longo 
da transformação é 
L'l.W = [ d>. d~". (2.40) 
Substituindo a primeira expressão em (2.39) para dW, esta integral torna-se 
em 
(2.41) 
O primeiro termo representa o trabalho reversível realizado durante a trans-
formação. No segundo termo, devido as taxas finitas do processo, que impe-
dem a relaxação total dos estados ele não-equilíbrio, não devemos mais tomar 
o limite T -> oo como em (2.39). Conseqüentemente, este termo não desa-
parece mais mas, ele fato, descreve a dissipação causada pela irreversibilidade. 
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O tempo de relaxação local r( À) é relacionado à taxa. de ligação corno 
(2.42) 
Além disso, suponhamos que a função ele autocorrelação (2.43) decai ele 
maneira exponencial: 
C;.(t) = C;.(O)exp(-t/roorr(À)) 
- var ( ~~) >. exp ( -t/rcorr(À)), (2.43) 
onde r corr (À) representa o tempo ele correlação característico e "v ar" indica 
a variância de equilíbrio no ensernble canônico. Inserindo (2.42) e (2.43) eJ;Il 
(2.41) e supondo r( À) » r corr (À), que é justificado pela qnase-acliabaticiclacle 
elo processo, obtemos 
L'>.W = ro dÀ I oH\ + 
l1 \oÀI>-
1 r" dÀ 1 (oH) kT lt dÀ dt >. rcorr(À) var OÀ >.. (2.44) 
Transformando eJ;Il integrais sobre o intervalo ele tempo ele ligação, ternos 
L'>.W = {'' dt dÀ I I o H\ + 
lo dt ,\oÀI, 
1 f'' (dÀI )2 (oH) kT lo dt dt t rcocr(t) var OÀ t 
(2.45) 
Nesta expressão, L'>.E representa o trabalho reversível associado à trans-
formação e Edi.s é a energia dissipada devido às taxas finitas ele ligação. Ob-
servaJ;IlOS que o integrando na segunda integral ela equação (2.45), chamado 
ele função erro, é seJ;Ilpre positivo, o que, ele acordo com a segunda lei ela ter-
J;IlocliitâJ;Ilica, garante que a energia dissipada seja sempre positiva. A taxa ele 
produção ele entropia. correspondente, devido à irreversibilidade elo processo, 
é dada por: 
dS 1 dÀ oH ( 1) 2 ( ) dt = kT2 dt t rco"(t) var OÀ t. (2.46) 
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Esta análise mostra, através da equação (2.45), que a correção para a 
teoria adiabática perfeita., em ca.sos ele processos quase-a.dia.báticas, é da.da. 
por uma. integra.! sobre o intervalo de tempo de ligação da função de erro 
correspondente, que é proporciona.! ao qua.dra.do da.s taxas instantâneas de 
ligação c aos tempos característicos instantâneos ele rela.xa.ção dos estados 
de não-equilíbrio. Esta. integra.! será. fundamental na determinação de erros 
sistemáticos causados pela.s ta.xas finitas empregadas nas simulações de DM 
do método LA. 
Capítulo 3 
Implementação do método de ligação 
adiabática através de simulação de 
dinâmica molecular 
Neste capítulo, apresentamos os detalhes das técnicas de DM, utilizadas para 
a simulação dos conceitos considerados no capítulo anterior. Discutimos os 
a.lgorítmos específicos, empregados para. a. simulação de processos adiabáticos 
reverkívci:; :-;ujciLos a trôs condições diferentes. Ern prirnciro lugar, consid-
ermnos a. sirnula.ç.ã.o de processos reversíveis en1 sistmna.s físicos isolados c 
discutimos a determinação correspondente da relação entropia-energia. Em 
seguida, examinamos a simulação de processos reversíveis sob condições ex-
ternas específicas. Discutimos a simulação de processos reversíveis em sis-
temas físicos sujeitos a. condições de temperatura e pressão constantes e expli-
camos como as energias livres ele I-lelmholtz e Gibbs destes sistemas podem 
ser determinadas através destas simulações. Finalmente, consideramos os 
erros sistemáticos c estatísticos envolvidos nas simulações de DM-LA, discu-
timos a. influência ela escolha da função ele ligação À(t) e do sistema ele re-
ferência e explicamos como os erros podem ser estimados quantitativamente, 
de maneira simples e eficiente. 
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3.1 Determinação de entropia 
Como vimos anteriormente, a aplicação mais simples do método LA refere~se 
a transformações lentas no âmbito do ensemble microcanônico. Tais trans~ 
formações representam processos termodinamicamente reversíveis em sis~ 
temas isolados, com simulação relativamente simples, emprega.ndo~se técnicas 
de simulação de DM no ensemble microca.nônico. No caso de um sistema. iso~ 
lado, o conjunto de equações de movimento que governa. a. simulação de DM 





(3.1) aq, ' 
onde U ( ifJ é a função da. energia potencia.! do sistema. e os momentos Pi e a.s 
posições qi são variáveis unidimensionais. Esta. dinâmica gera. tra.jetórias de 
acordo com o ensemble microca.nônico, com energia. 
(3.2) 
No método LA, é necessário que o sistema. físico de interesse seja. tra.ns~ 
formado, de maneira. lenta, em um sistema de referência.. A maneira. mais 
simples para. a. realização de tal processo é baseada. na. definição de urna. função 
de energia. potencia.! tlepenclente do tempo Usw(if, .\(t)), escrita. da. forma. 
Usw(if, .\(i))= (1- .\(i))Uref + .\(i)Usist, (3.3) 
onde Usist c U,.1 são a.s funções de energia. potencia.! do sistema. ele interesse e 
de referência, respectivamente . .\( t) é a. função de ligação, que decresce lenta. 
e monotonica.mente de 1 a. O, cm um intervalo de tempo de ligação t 8 • Uma. 
simulação ele DM-LA no ensemble microca.nônico consiste em substituir (3.3) 
nas equações de movimento (3.1) c integrá~la.s numericamente no tempo. 
Se a. função garantir a. a.dia.ba.ticiela.ele da. transformação, o processo é ter~ 
modinamic"mente reversível c a. entropia é conservada. durante o processo. 
Desta. forma, por meio da. comparação elas energias inicial e fina.! da tra~ 
jetória ele DM~LA, o conhecimento da relação cntropia~energia. do sistema 
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de referência permite a determinação direta da relação entropia-energia do 
sistema de interesse, como foi mostrado na seção 1.2.3. 
3.2 Determinação de energia livre de Helm-
holtz 
Veremos agora que o método de DM-LA também se mostra bastante útil no 
enfoque de ensembles estatísticos diferentes do microcanônico. Um exemplo 
importante diz respeito a transformações reversíveis sujeitas a condições de 
temperatura. constante ( ensemble canônico ). A análise termodinámica do 
capítulo anterior n1ostrou que, e111 processos reversíveis isotérmicas c1n sis-
temas isolados, a mudança ela. energia. livre de Hclmholtz do sistem;1 físico é 
igual h JlltH_Ia.nçct. da energia. interna. Lota.! do sistcJna. físico c do reservatório 
térmico: 
(3.4) 
Do p6nto de vista termoclinámico, simulações de DM-LA ao ensemble canôni-
co representam tais processos c, portanto, a. equação (3.4) é de importância 
fundamental, pois ela fornece a base para. a. determinação de energias livres 
de I-Ielmholtz através de técnicas de DM-LA. 
Infelizmente, a implementação prática. clesta.s técnicas é mais complicada. 
do que no caso microcanônico. O motivo é a. necessidade de um conjunto 
especial de equações ele movimento, ca.pa.z ele gerar trajetórias no espaço de 
fase, compatíveis com a. condição de temperatura constante, de acordo com 
o enscmble ca.nônico. Durante os últimos 15 anos, esforços consideráveis 
têm sido dedicados ao desenvolvimento de tais conjuntos ele equações de 
movimento. Um dos métodos mais importa.ntes é o da dinâmica. ele Nosé-
Hoover (NI-I) [29-31], que é definida através do conjunto: 
Pi 
(/i ' m 
8U(if) p, (3 .. 5) }li 





Conforme indicado, a coordenada extra p, representa a interação entre um 
reservatório de calor a temperatura T e o sistema físico descrito por N mo-
mentos p; c coordenadas q; unidimensiona.is. Q a.tua. como um "momento 
de inércia" para o Inovhnento da coordenada p71 do reservatório térrnico c 
a variável 17, que de fato está desa.copla.da. da. dinâmica, é incluída. por con-
veniência. O conjunto de equações dinâmicas (3.5), se for ergódico, gera. a. 
seguinte funçâo de distribuiçã.o: 
{ 
1 [ N 1'2 p2 ] } 
p(j), ij, p") ex exp - kT U ( ifJ + t; 2,;,; + 2Q . (3.6) 
A prova. é baseada em um argumento de conservaçâo de probabilidade. Se 
definirmos o vetor r= (p, ij, ]Jry), a dinâmica. sa.tisfa,z a. equação generalizada. 
de Liouville: 
(3.7) 
a. qual implica que a. função de distribuição (3.6) é estacionária sob o efeito 
da dinâmica.. Desta maneira, o método NH, se for ergódico, gera. momentos 
e posições canonicamente distribuídos para o sistema físico. Uma. outra pro-
priedade da dinâmica., que justifica a inclusão da variável1) em (3.5), é o fato 
de que ela conserva a quantidade: 
N 2 2 
Il'fvu(P, ij,p", 17) = U(if) + t; ~;,, + ;Q + NkT7J. (3.8) 
O símbolo Hrm indica que a equação (3.8) não representa uma. Ha.miltoniana. 
verdadeira, mas apenas uma pseudo-Hamiltoniana., devido ao fato de que 
a dinâmica NH não pode ser deduzida. a partir de 3.8, usando a receita 
Hamiltoniana usual da mecânica clássica. 
A conserva~:ão da. pseudo-IIa.miltoniana (3.8) da dinâmica NH é ele im-
portância fundamental para a aplicação do método ele DM-LA visando a 
determinação ele energias livres de Helmholtz. A pseuclo-Hamiltoniana repre-
senta a soma elas energias internas elo sistema. físico e do reservatório térmico. 
Por isso, a dinâmica NH representa o sistema composto por um sistema 
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físico em equihbrio térmico e um reservatório térmico a temperatura T, iso-
lados do resto do universo. Assim, as modificações adiabaticamente lentas na 
dinâmica do sistema físico no esquema NH representam processos reversíveis 
isotérmicos do ponto de vista termodinâmico. Portanto, a determinação da 
energia livre de Helmholtz do sistema físico de interesse é relativamente fácil. 
Com o objetivo de transformar este sistema físico de interesse em um de 
referência, escolhemos a função da energia potencial do sistema físico, de 
maneira tal que seja explicitamente dependente do tempo como em: 
Usw(q,À(t)) = (1- À(t))Ucef + >.(t)Usist, 
utilizando-a no conjunto de equações (3.5). A integração numérica deste con-
junto estabelece uma simulação ele DM-LA relativa ao ensemble canõnico. Se 
a ligação for a.cliabática, o processo representa uma transformação reversível 
adiabática elo ponto de vista termodinâmico, de modo que a relação (3.4) 
é válida. Por sua vez, a diferença entre as energias livres ele Helmholtz elo 
sistema físico ele interesse e elo sistema ele referência é igual à mudança da 
energ_ia interna total elo sistema composto, descrito por (3.8). Assim teremos: 
FreJ(T)- Fsist(T) = H!-m(ts)- Hf.m(O), (3.9) 
onde t. é o tempo total de ligação. 
A princípio, a dinâmica NH é uma ferramenta apropriada para o controle 
da temperatura em uma simulação ele DM-LA. Apesar disto, existe um prob-
lema prático que, em muitos casos, impede o uso ela técnica NH. Geralmente, 
os sistemas de referência utilizados em uma simulação de DM-LA são sistemas 
simples, desacoplados e integráveis, como o gás ideal e o cristal harmônico 
de Einstein. Para tais sistemas, a dinâmica NH falha e não gera momentos 
e posições distribuídos ele acordo com o ensemble canônico. Na Figura 3.1 
são mostradas .as funções ele distribuição geradas pela dinâmica NH, para 
um oscilador harmônico uniclimensional, com m = 1, w = 1 e kT = 1. A 
diferença entre as distribuições geradas pela dinâmica NH e as distribuições 
canônicas desejadas é muito grande. Para esclarecer esta questão, vários au-
tores têm estudado métodos alternativos [32-35]. O método mais atraente, 
que resolveu o problema. da. aplicação em sistemas integráveis, foi proposto 
33 







-3 -2 -I o 2 3 
X 








-3 -2 -I o 2 3 
v 
Figura 3.1: Funções de distribuição no espaço de configuração e momento, 
geradas pela dinâmica NH para um oscilador harmônico unidimensional, com 
m = 1, w = 1 e kT = 1. a) Distribuição no espaço de configuração. b) 
Distribuição no espaço de momento. As linhas pontilhadas representam as 
funções de distribuição exalas, de acordo com o ensemble canónico. 
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em 1992 por Martyna, Klein e Tuckerman [35]. Este método, o algorítmo de 
cadeia de Nosé-I-Ioover (CNI-I), apresenta uma estrutura similar ao enfoque 
do método NI-I original. A diferença é que, em vez de usar apenas uma co-
ordenada externa para a representação do reservatório, estes pesquisadores 
introduziram uma cadeia linear de termostatos com o intuito de aumentar 
a ergodicidade da dinâmica. As equações de movimento da dinâmica CNI-I 
podem ser expressas como: 
Pi 
q; = ' 1ni 







p"l [I= Pl - NkT] 
i=l m, 
p"' 
- p"' Q2' (3.10) 
P"i [ P~,- 1 - kT] - p"' P"J+ 1 , Qj-1 Qj+l 
]J"M -
[ p~M-I _ kT] , 
QM-1 
onde Pi e qi são os N graus de liberdade do sistema físico, m; são as mas-
sas correspondentes e os p"' representam as coordenadas dos M .termostatos. 
Nâo participando da. dinâmica, as variáveis 'T}i foram incluídas apenas por con-
veniência, como veremos a.ba.ixo. Os parâmetros Qi atuam como "momentos 
de inércia" para a. dinâmica dos termostatos. Para. ajustar as freqüências 
dos termostatos às do sistema físico, estes pa.râmteros devem ser escolhidos 
de acordo com Q1 = NkTjw2 e Qi = kTjw2 , onde w é uma freqüência 
caraterística do sistema físico. 
Investigando a estrutura do conjunto de equações (3.10), podemos ver 
que os M termostatos formam uma cadeia. linear, onde o primeiro termostato 
p"' está acopla.do direta.mente ao sistema. físico. Obviamente, para M = 1, 
o algorítmo CNI-I se reduz à dinâmica NI-I. O método CNI-I gera estados 





Isto pode ser mostrado através do mesmo argumento de conservação de prob-
abilidade (3. 7), utilizado no caso ela clinãmica NH. De modo equivalente ao 
método NH, a dinâmica CNH conserva a pseuclo-Hamiltoniana 
M 
+ NkTry! +L kTry;, (3.12) 
i=2 
que representa a soma elas energ1as internas elo sistema físico e elos ter-
mostatos. 
A dinâmica CNH, usando uma cadeia composta por dois termostatos 
(M = 2), é capaz ele gerar posições e momentos distribuídos ele acordo com 
o ensemble canônico para um oscilador harmônico uniclimensional. Isto é 
mostrado na Figura 3.2, onde as funções ele distribuição para um oscilador 
harmónico uniclimensional (m = 1, w = 1 e kT = 1), geradas pelo algorítmo 
CNI-1, são apresentadas. As funções ele distribuição geradas pelo método 
CNH mostram uma concordância muito boa com as distribuições exatas elo 
ensemble canônico. 
Apesar elo método CNH funcionar bem para a geração das distribuições 
canônicas ele um oscilador harmônico uniclimensional, ele falha para sistemas 
compostos por· mais de um oscilador harmônico independente. Mesmo au-
mentando o número de termostatos na cadeia, o problema não é resolvido, 
como podemos observar na Figura 3.3. Nesta figura, apresentamos as funções 
de distribuição correspondentes a um dos 10 osciladores (N = 10) do sistema, 
geradas pela dinâmica CNH (3.10), usando uma cadeia ele 10 termostatos. 
A solução para este problema. é a. introdução de N cadeias independentes, 
contendo dois termostatos cada. Ao invés de usar uma. única cadeia para o 
sistema. como um todo, acoplamos uma cadeia. individual a cada. oscilador 
harmônico uniclimensiona.l. As equações de movimento deste método, de-
nominado algorítmo ela cadeia massiva ele Nosé-Hoover (CMNI-I), são dadas 
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Figura 3.2: Funções de distribuição, no espaço de configuração e momento, 
geradas pela. dinâmica. CNIJ para um oscilador harmônico unidimensional, 
com m = 1, w = 1 e kT = 1. a.) Distribuição no espaço de configumção. b) 
Distribuição no espaço de momento. As linhas pontilhadas representam as 
funções de dislt·ibuição exa.ta.s, de a.cot·do com o ensemblc ca.nônico. 
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Figura 3.3: Funções de distribuição, no espaço de configuração e momento, 
de um oscilador harmõnico unidimensional (m = 1, w = 1 e kT = 1) de 
um sistema contendo 1 O osciladores, geradas pela dinâmica CNH utilizando 
uma cadeia de 1 O termostatos. a) Distribuição no espaço de configumção. 
b) Dish·ibuição no espaço de momento. As linhas pontilhadas representam 
as funções de distribuição exalas, de acordo com o ensemble canônico. 
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N 2 N p2 + p2 
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O método CMNH é capaz de gerar distribuições canõnicas para uma 
coleção de osciladores harmônicos como o cristal de Einstein. Como este 
representa um sistema de referência muito importante para a aplicação de 
processos de LA, principalmente no caso de sistemas referentes à matéria 
condensada, o método CMNH é o mais apropriado para o controle da tem-
peratura em processos de LA a temperatura constante. A determinação 
da energia livre de Helmholtz do sistema físico de interesse é completamente 
análoga ao caso da dinâmica de NH. A ligação do sistema físico de interesse ao 
sistema de referência pode ser estabelecida através da introdução da função 
de energia potencial dependente do tempo, conforme indicado na equação 
(3.3) que, por sua vez, deverá ser utilizada no conjunto de equações (3.13). 
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A integração numérica destas equações estabelece uma simulação de DM-LA 
na abordagem do ensemble canõnico. Para uma transformação adiabática 
perfeita, a diferença entre as energias livres de Helmholtz do sistema físico 
de interesse e do sistema de referência é igual à mudança na energia interna 
total do sistema completo. Desta forma, temos: 
(3.16) 
onde is é o tempo de ligação. 
3.3 Determinação de energia livre de Gibbs 
A determinação da energia livre de Gibbs usando a técnica de DM-AL é 
completamente análoga ao cálculo da energia livre de Helmholtz, descrito 
na sub-seção anterior. Ao invés de executar o processo adiabático sob as 
condições do ensemble canônico, a ligação é feita sob as condições de temper-
atura e pressão constantes do ensemble isotérmico-isobárico. A análise ter-
modinâmica da seção 2.1.2 mostrou que, em processos isotérmicos-isobáricos 
reversíveis em sistemas isolados, a mudança da energia livre de Gibbs do 
sistema físico de interesse é igual à soma das mudanças das energias internas 
do sistema físico, do reservatório térmico e do "reservatório" de pressão: 
(3.17) 
Esta relação fornece a base para o cálculo da energia livre de Gibbs através do 
método de DM-LA. De acordo com as discussões anteriores, precisamos de um 
conjunto de equações de movimento capaz de gerar trajetórias compatíveis 
com o ensemble isotérmico-isobárico. Em 1980, Andersen introduziu um 
método para simulações de DM à pressão constante, definido pelas equações 
de movimento: 
p; 1 Pv 
q; - m; + 3q' MV' 
Pi = 
v = 
oU( ifJ 1 pv 
oq, - :JP• MV' 
pv 
M' 
pv = P- P,xt· 
(3.18) 
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Neste conjunto, pv representa o momento de um pistão de massa lv!, que con-
trola as flutuações isotrópicas do volume V do sistema físico. Pext é a pressão 
hidroestática aplicada. externamente e P é a pressão interna instantânea que, 
pelo teorema viria! [l], é dada por: 
(3.19) 
onde Fi é a. forç;,. interna total, exercida sobre o grau de liberdade i do sistema 
físico. A dinâmica conserva a pseudo- Hamiltonia.na.: 
N 2 2 
H*(p, ij,pv, V)= U(i() + tt 2~, + ;~ + pV, (3.20) 
que, dentro dos limites das flutuações de energia. cinética do pistão p'l_,j2M, 
gera. tra.jetórias compatíveis com o ensemble isentálpico-isobárico. 
A combinação do algorítmo de Andersen com um método de DM para 
temperaturas constantes possibilita a gera.çã.o de trajetórias ele DM com-
patíveis com o ensemble isotérmico-isobárico. Por exemplo, a combinação do 
método ele Andersen com a dinâmica CMNH (cadeias ele dois termostatos) 
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onde a pressão P é dada por (3.19). A técnica CMNH-Anclersen gera tra-
jetória.s ele DM conforme o ensemble isotérmico-isobárico (dentro elos limites 
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das flutuações de energia cinética do pistão) e conserva a quantidade: 
Il';,.x,,T(z),ij,z),,fi,pv, V) U(ij) 
N 2 N p2 +p2 
+ L J!;_ +L "'·' "'·' 
i=l 2mi i=t 2Qi 
(3.22) 
N 
+ L kT ( T/i,l + T/i,2) 
i=l 
2 
+ . ;~ + f'cxt V. 
Desta forma, o método CMNII-Andcrsen representa um sistema físico em 
equilíbrio térmico com um reservatório a temperatura T e um "reservatório" 
de pressão a pressão l'ext. Como um todo, este sistema está isolado do resto 
do universo. 
A determinação da energia livre de Gibbs de um sistema de interesse, 
usando simulações de DM-LA, é completamente análoga à da energia livre 
de Helmholtz. A transformação do sistema físico de interesse em sistema de 
referência pode ser feita através da introdução de uma função de energia po-
tencial dependente do tempo como descrita em (3.3). A integração numérica 
das equações de movimento (3.21) usando esta função de energia potencial es-
tabelece uma simulação de DM-LA isotérmica-isobárica. Se a transformação 
for perfeitamente adiabática, a diferença entre as energias livres. de Gibbs do 
sistema físico de interesse e do sistema de referência é igual à mudança da 
energia interna total após a conclusão da ligação. Conseqüentemente, temos: 
(3.23) 
onde t 8 é o tempo de ligaçã.o. 
3.4 Estimativa de erros: Influência do sis-
tema de referência e da função de ligação 
Nas seções anteriores, mostramos de que maneira os diversos parãmetros 
térmicos podem ser calculados através de simulação de DM-LA. Porém, to-
dos os métodos são baseados na suposiçào ele que os processos são perfeita-
mente adia.báticos ou reversíveis. A princípio, esta condição requer tempos 
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infinitamente longos de ligação. Obviamente, isto nao é factível, uma vez 
que os tempos de computação utilizados para efetuar as simulações de DM 
são finitos, causando a irreversibilidade intrínseca. destes processos. Ape-
sar disto, a.s tra.jetória.s de DM-LA podem se aproximar da adia.ba.ticida.de 
perfeita., diminuindo a.s ta.xa.s de ligação, sempre respeitando os limites com-
putacionais, através de incrementos do tempo de ligação i,. Tais incrementos 
tornam a. ligação mais lenta., de modo que os estados de não-equilíbrio per-
manecem próximos a.o equilíbrio e a teoria. da. resposta linear é válida.. Mesmo 
assim, como vimos na. seção 2.2, qualquer processo quase-a.diabático está su-
jeito à produção irreversível de entropia., que aparece na. forma de dissipação 
de energia.. Por isso, as relações fundamentais que fornecem a base para. a. de-
terminação da.s quantidades térmicas não são válidas e, a. princípio, não pode-
riam ser usa.da.s. Felizmente, para processos de DM-LA qua.se-a.dia.bá.ticos, os 
erros introduzidos pela. não-a.dia.ba.ticida.de permanecem pequenos, de modo 
que estas relações ainda. fornecem uma estimativa. razoável para. a.s quanti-
dades térmicas. 
Como vimos na.s seções anteriores, o cálculo da.s propriedades térmicas 
através do método de DM-LA ba.seia.-se na. determinação da. diferença. en-
tre os valores iniciais e finais da. função de energia. interna. total. Devido 
à não-a.diabaticidade intrínseca das tra.jetória.s, a estimativa. desta. diferença 
está. sujeita. a dois tipos de erros. Primeiro, temos o erro sistemático devido 
à dissipação de energia, que é sempre positiva. Com isto, a estimativa. da. 
diferença de energia a. través de uma trajetória de DM-LA é sempre maior que 
o valor a.dia.bá.tico. O outro erro é de natureza. estatística. Se determinamos 
a.s diferenças de energia. para. um número de trajetórias com condições ini-
cia.is diferentes, mas a mesma energia inicia.!, observamos um espalhamento 
estatístico na.s energias finais. A diferença entre as ligações adiabá.tica c a 
não-a.diabá.tica. está. representada esquematicamente na. Figura. 3.4. 
No ca.so de ligação adiabá.tic;t perfeita, a função delta inicial de dis-
tribuição de energia é mapeada exatamente na correspondente função delta, 
final de distribuição, geralmente com uma energia diferente. Para a ligação 
não-a.diabá.tica, a. função delta. inicial de distribuição de energia, se difunde 
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Figura 3.4: Evolução de uma função 8 inicial de distribuição de energza, 
devido a pmccssos adiabáticos e não-adiabáticos 
é deslocada por uma quantidade M1 , com relação à função delta final de 
distribuição a.dia.bática. Este deslocamento representa o erro sistemático do 
processo e n largura M2 da. distribuiçào finnl é o erro estatístico. 
Para. garantir a. confiabilida.de quantitativa do método de DM-LA, é de 
fundamental importância estimar quantitativamente o erro sistemático !111 
e estatístico M 2 • A determinação do erro estatístico M 2 é r'clativa.mente 
simples. A simulação de algumas trajetórias com condições iniciais diferentes, 
mas com energias iniciais iguais, permite o cálculo da média e do desvio 
padrão M 2 da. distribuição Gaussiana da Figura 3.4. A média, que representa. 
a energia. final não corrigida. do processo de ligação, precisa ser corrigida. para 
a. dissipação de energia. !.11 , que é uma. tarefa não trivial. 
No capítulo 2, deduzimos uma expressão para. a dissipação de energia em 
processos quasc-a.dia.báticos. De acordo com (2.45), a energia dissipada. pode 
ser escrita. da forma.: 
1 t, d). ()IJ 
( 1) 2 ( ) E di .•.• = kT lo dt dt t Tcorc ( t) va.r a). t • (3.24) 
Nesta expressão, Tear r( i) denota. o tempo instantâneo de correlaçã.o e va.r ( ~~:) t 
representa a variância instantânea referente ao ense1nble canónico da função 
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ele fase oH I a>., onde H representa a energia interna total. Como podemos 
constatar através de (3.24), tanto a função de ligação quanto o sistema de 
referência (através do termo de variância) têm uma contribuição significativa. 
na. energia. dissipada.. Considerando a eficiência computacional, seria melhor 
escolher o sistema de referência e a função de ligação de maneira tal que a 
energia dissipada seja. mínima.. Neste ca.so, a convergência das simulações 
ele DM-LA com o tempo de ligação se torna a ma1s rápida e a eficiência 
computacional do método seria. a melhor possível. 
Geralmente, poucas opções estão disponíveis para a escolha do sistema de 
referência. Considerando-se os casos em que o sistema de interesse pertence 
à matéria condensada, o crista.! de Einstein é a. escolha. mais apropriada. O 
principal argumento para. isto é que o uso deste sistema não provoca. descon-
tinuidades ao longo do processo de ligação devido às transições de fase e os 
correspondentes calores latentes. Ao contrário, se usarmos o gás ideal como 
sistema de referência no lugar do sólido de Einstein, tais transições serão 
inevitáveis e a intepreta.ção correta do processo se torna complicada.. Na ten-
tativa de diminuir os efeitos da dissipa.çã.o, é melhor escolher a.s propriedades 
vibra.ciona.is do cristal de Einstein, de maneira. ta.! que sejam similares às do 
sistema. de interesse. Na prática., isto é realizado escolhendo-se a. freqiiência. 
característica. dos osciladores ha.rmônicos da. mesma ordem de um dos prin-
cipais modos de fónon do sistema. de interesse. 
A princípio, é possível encontrarmos a. função de ligação >.(t), que mm-
imiza. (3.24) pa.ra. um dado sistema. de referência.. Considerando a. integral 
de dissipação, vemos que ela. é um funciona.! de À c d>.j dt. Desta maneira, 
temos o problema de encontrar a. função Àm(t), sujeita às condições fixas de 
contorno para Àm(O) e Àm(ts), que minimiza. este funcional. Obviamente, este 
problema. é de natureza variacional e a solução está contida na equação corre-
spondente de Euler-Lagrange. Infelizmente, para. a. construção desta equação, 
nm significante esforço computacional é necessário, pois as funções Tcorc(t) 
e var(8Hj8>.), ambas dependentes do tempo através de >.(t), precisam ser 
avaliadas no intervalo de tempo [0, t 8 ]. 
A determinação da função Tcocr(t) é uma tarefa trabalhosa. No capítulo 
2, vin1os que Tc01·r (i.) representa. um tctnpo de correla.çã.o que caracteriza a cs-
cala de tempo em que os estados próximos do equilíbrio relaxam em direção 
ao equilíbrio. Em outras palavras, os Tcocr(t) representam os tempos em 
que as configurações se retardam cm rcla.çã.o à dinâmica instantânea do sis-
tema. O problema agora é encontrar uma maneira apropriada para estimar 
estes tempos de retardamento. Recentemente, Wood [37] utilizou o princípio 
de Onsa.ger para realizar este objetivo. O princípio de Onsager estabelece 
que, quando um sistema está próximo do equilíbrio, qualquer propriedade 







6-A(t) = A(t)- (A)Eo = óA(t) 
corresponde à flutuaçã.o espontânea e instantânea, e 
C(t) = lim ~ [' dt óA(I) óA(t + t) 




é a função de auto-correlaçã.o temporal no equilíbrio. Desta maneira, pode-
mos medir os tempos de retardamento Tcocr ( t) a partir das funções de auto-
correlação temporais no equilíbrio da função de fase âHfâ>.. 
Devido ao fato de que as equações de movimento são explicitamente de-
pendentes do tempo através do parâmetro de acoplamento >.(t), temos que 
avaliar estas funções de a.utocorrelação para um número de instantes difer-
entes no intervalo [0, t.]. Para podermos ter uma. descrição suficientemente 
precisa da variação temporal dos tempos de retardamento, precisamos efet-
uar um número suficientemente grande de simulações de equilíbrio de DM, 
usando os conjuntos instantâneos de equações de movimento, correspon-
dentes a diferentes valores de t (ou >.(t)) no processo de ligação. A par-
tir destas simulações, podemos determinar, simultaneamente, as variâncias 
de equilíbrio va.r (âiljâ>.),. Posteriormente, podemos resolver a equação de 
Euler- Lagrange numericamente, de modo a encontrar a função de ligação que 
minimiza a dissipação. Além disso, podemos calcular a dissipaçào de energia 
explici1,a.rncntc, integrando (3.21) numericamente. 
O proccdinwnto descrito acitna. fornece utn tnétodo para encontrar a. rnel-
hor funçã.o de ligação possível c a.valia.r o erro sistemático correspondente 
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para um dado sistema de referência. Contudo, elo ponto de vista computa-
cional, este procedimento é caro, já que, além das simulações de DM-LA que 
fornecem as estimativas não corrigidas da quantidade térmica desejada, di-
versas simulações complementares de equilíbrio precisam ser efetuaclas, para 
clet.erminarrnos a melhor função ele ligação e calcularmos o erro sistemático. 
Ao invés ele clirecionarmos toda a atencão a.o problema ele encontrar a 
melhor função ele ligação, prova-se muito melhor escolher urna função que 
tenha certas propriedades globais ele simetria. Mostramos agora que, se ecol-
hermos urna função de ligação, cuja derivada temporal seja simétrica com 
respeito a um espelho posicionado a t = is/2, será muito mais simples de .es-
timar a energia dissipada em urna simulação ele DM-LA. Apesar ela dissipação 
ser geralmente maior que no caso ideal, será muito mais fácil efetuarmos a 
sua correção, obtendo confiabiliclade quantitativa com muito menos esforço 
computacional. Para exemplificar esta situação, consideremos o processo ele 
ligação adiabática estabelecida através de uma função ele ligação com a pro-
priedade ele simetria mencionada acima. Um exemplo ele tal função é C1(x): 
.\(:r) .\(t/ts) = C1(x) 
1 - x5 (70:r4 - 315x3 + 540x 2 - 420:r + 126) (3.28) 
que é mostrada na Figura 3.5, onde x é a variável escalonada t/ts; que varia de 
O a 1 para cada processo ele ligação. Suponhamos que efetuamos um processo 
fechado ele ligação no qual transformamos a dinâmica do sistema de interesse 
na do sistema de referência, seguida pelo processo oposto. As diferenças 
de energia medidas após ambas as fases do processo completo (incluindo 
dissipação) são 6. W1 e 6. W2 , respectivamente. Visto que a derivada temporal 
ela função de ligação tem a proprieclaclc ele simetria mencionada acima, é fácil 
ver através ele (3.24) que 
(3.29) 
onde 6.E é o trabalho reversível. Desta. forma, a histerese 6. W1 + 6. Hi2 
do processo acliabático completo é exatamentc igual a 2Ed;,. Ainda que 
a dissipação possa ser significativa para ambos os estágios e a. eficiência do 
47 
1 
' ' ' ' 
0.8 ' :...---x=l/2 
' ' o 
' ' 
0.6 













0.0 '---'---~-'---~-'---'--'---~--'-'-~-'----' -3 
0.0 0.2 0.4 0.6 0.8 1.0 
X 
Figura a.5: ;I fnnçiio de liga.çiio C,(:r) e a C01TCS]I01/.denle derivada lcrn.poral 
que é simétrica com respeito a um espelho posicionada a t = t,/2 
processo possa não ser a melhor possível, podemos eliminar o erro sistemático 
de maneira bastante simples, subtraindo L'l. Hf1 e L'l.IV2 • Este procedimento é 




Neste capítulo, apresentamos três aplicações do método de DM-LA. Na 
primeira seção, aplicamos o método para determinar a diferença de ener-
gia livre de Helmholtz entre dois cristais de Einstein com freqüências carac-
terísticas diferentes. Obviamente, o cálculo da energia livre de uma coleçâo 
de osciladores harmónicos clássicos é um problema trivial, mas, no contexto 
dos nossos estudos, esta aplicação fornece um teste adequado do método de 
DM-LA, d"vido à. possível compa.raçií.o dos resultados numéricos obtidos com 
os resultados exa.tos analíticos disponíveis. Além disso, esta a.plica.çií.o fornece 
um teste do cristal de Einstein como sistema de referência. em simulações de 
DM-LA a temperatura. constante. Isto é de fundamenta.! importância., pois 
o cristal de Einstein é o sistema ideal de referência em ca.sos de aplicação do 
método a. sólidos realísticos. 
Na. segunda. seção, aplicamos o método de DM-LA a. temperatura. con-
stante para. determinar a energia. livre vibra.cional de Helmholtz do cobre per-
feitamente cristalino em função ela. temperatura.. A descrição das intera.ções 
interatômica.s entre os átomos de cobre é feita. através ele um potencia.! semi-
empírico baseado no modelo tight binding. O sistema. ele referência. utilizado é 
um crista.! de Einstein com a. mesma. estrutura. fcc do cobre e com a freqüência. 
característica. escolhida. ele maneira. ta.! que seja. ela mesma. ordem cla.s prin-
cipais freqüência.s de fônon em cobre cristalino. Em seguida., aplicamos o 
método ele DM-AL a temperatura. e a pressão constantes para. ca.lcula.r a. en-
ergia. livre vibraciona.l ele formação ele uma. monova.cância. em cobre a pressão 
zero, em função ela. temperatura.. N a.s simulações de liga.çã.o, a.s interações de 
48 
49 
um único átomo de cobre são lentamente desligadas, formando um defeito 
pontual simples no cristal. O mesmo modelo tight binding é utilizado para a. 
descrição das interações interatõmica.s. 
Na. última.scção, aplicamos o método de DM-LA a. temperatura constante 
ao problema. da. transição brittle-ductile (TBD) no silício. Determinamos a. 
energia. livre de I-Ielmholtz envolvida. no processo de nuclca.ção de deslocações 
nos planos (111) glide c slwfflc na estrutura. cristalina de diamante. O modelo 
ul;.ilizn.do para a. descrição das intera.çôes entre os átotnos de silício é utn 
potencial semi-cmpírico recentemente desenvolvido, cuja forma funcional é 
motivada teoricamente através de tendências químicas e físicas e é baseado 
em intera.ções de dois c três corpos. 
4.1 Diferença de energia livre de Helmholtz 
entre dois cristais de Einstein 
Nesta. seção, apresentamos os det.a.lhes computacionais e os resultados corre-
spondentes obtidos nos cálculos ela. diferença. ele energia livre de Helrnholtz 
entre dois cristais de Einstein com frcqüência.s características diferentes. O 
primeiro cristal de Einstein é composto por 100 osciladores harmónicos unicli-
mensiona.is e iguais, com massas m = 1 c freqüência.s características w1 = 0.5. 
O segundo cristal é idêntico ao primeiro, com exceção ela. frcqüência ca.ra.c-
teríst.ica., que é w 2 = 4. A unicla.cle de energia. térmica. kT é escolhida. kT = 1. 
A diferença. de energia livre de Helmholtz entre os dois cristais ele Einstein 
foi clet.ermina.dil. através do método de DM-LA a. temperatura. constante, \Is-
ando a. dinâ.mie<t CMNI-l definida pelas equações (3.13) e a. funçã.o ele energia 
potencial dependente elo tempo 
N 
U,w(if,>.(t)) = ~ 2::: (>.(t)wi + (1- >.(t))wn qf. 
2 i=l 
( 4.1) 
O valor dos momentos de inércia. Q, dos reservatórios térmicos utilizados nas 
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Figura 4.1: Funções de ligação C1 (x) e C2 (.r). 
kT 1 
Q, = w 2 = 4' 
garantindo que os momentos gerados durante o processo de ligação foram dis-
tribuídos de acordo com o ensemblc canônico. As equações ele movimento elo 
método CMN!l fora.m integrados através elo a.lgorítmo lcapfmg [38], usando 
um passo de tempo 6l = 0.01. 
Com o objctivo de estudar os efeitos da escolha. da funçã.o ele ligaç.ã.o 
nos resultados das simulações ele DM-LA, consideramos as duas funções de 
ligaçã.o: 
>.(tjt,) = C1(tft,) = C1(x) = 1- x5 (70x4 - 315x3 + 540x2 + 126) (4.2) 
e 
>.(tft,) = C2 (x) = (1- x) 5 • ( 4.3) 
que sã.o mostradas na. Figura 4.1 c têm ca.ra.cterísticas diferentes. A Figura. 
4.2 mostra a. diferença de energia livre de Helmholtz entre os dois cristais 
de Einstein, dada. pela expressã.o (3.9), para ambas as funções ele ligaçií.o cm 
funçã.o do tempo ele ligaçã.o t.,. Os erros estatísticos associados a cada. tempo 












....... ,. v!lor teórico: .ó.F=207.94 
. . . . . ::::-:-!-1::;:1_--a:=.a-.._._..-=1...._._-a .... 
o 500 1000 1500 2000 2500 3000 
I 
' 
Figura 4.2: Diferença de ene·rgw liV1·e de Helmholtz enh·e dois aistais de 
Einstein compostos por 100 osciladores harmónicos independentes e iguais, 
em função do tempo de ligação t,. Cristal inicial: m = 1, w 1 = 0.5; cristal 
final: m = 1, w2 = 4. Unidade da energia tél·mica: kT = 1. Os resultados 
são mostrados pam ambas as funções C1 (x) c C2 (x). 
Observamos que o processo de ligação usando a função C1(x) converge 
mais rapidamente que o processo estabelecido através de C2(x). Além disso, 
vemos que a diferença de energia livre convergida, calculada usando C1(a:), 
tem uma concordância melhor com o valor analítico 
é:.F = 100 ln(::) = 207.94, 
do que a estimativa convergida obtida usando a função C2(.T ), que é ob-
viamente mais a.lta .. Aparentemente, a dissipaçào do processo estabelecido 
usando a função C2 (x) é maior. Além do erro sistemático devido à dissipação, 
os erros estatísticos representados pelas barras de erro na. Figura. 4.2 também 
sào maiores para. o cálculo usando a. funçào C2 ( x). 
c;,m o objetivo de entender a. razão pela. qual C2 (x) causa. uma. dissipação 
maior do que C1 (x), calculamos a. integral de dissipação 
1 {'' ( d).l )
2 (()U,w) 
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Figura 4.3: Fu.nçào de autoco1-rclaçào temporal C J.(t) para À= 0.7 
explicitamente, para amba.s a.s funções. O tempo de ligação escolhido pa.ra. 
este cálculo foi t, = 2800, o que garante a. convergência. de a.mbos os proces-
sos. Com a. intenção de ca.lcula.r todos os fatores no integrando da. equação 
( 1.4) ,. executamos diversas simulações de equilíbrio a tem pera.tura. constante, 
usando vários valores fixos diferentes elo pa.rãmctro ele acoplamento À cor· 
respondentes aos diferentes instantes l elo processo de ligação. Destas sim-
ulações estimamos, em função elo pa.rãmetro À 1 , a.s variâ.ncia.s ·cie equilíbrio 
va.r(ÜU,w/ÜÀ) e calculamos as funções de a.utocorrela.çã.o temporais C,\(t) 
correspondentes à função de fase üU,w/ ÜÀ, pa.ra. determinar os tempos de 
retardamento Tcorc. Como exemplo, mostramos a. função de a.utocorrela.ção 
temporal obtida. para. À = O. 7 na. Figura. 4.3. Definimos o tempo de retar-
damento como o tempo correspondente à. primeira. interseção com o eixo de 
tempo, como indicado na. figura.. Apesar desta. definição, possivelmente, não 
corresponder a.o tempo de retardamento "real", ela. não é ambígua. e fornece 
uma. estimativa. razoável da.s ordens de grandeza. envolvidas. Na. Figura 4.4, 
representamos graficamente a. variâ.ncia. va.r (üU,w/ÜÀ) em funçà.o ele À. Os 
círculos representam os da.clos numéricos determinados a.tra.vés da.s simulações 
1 A conversão da dependência funcional de À para o tempo t como o variável inclepcn-
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Figura 4.4: var(éJUsw/8>.) em função de>.. Os círculos representam os dados 
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Figura 4.6: Função erro para C1(x) 
e a linha representa os valores exatos analít.icos, dados pela expressão 
(OUsw) = ~Nk2T2 ( wf- wi ) 
2 
var oÀ 2 Àwf + (1- À)wi ' (4.5) 
onde .w1 e w2 são, rcspcctiva.tncntc, as frcqüências inicial e fina] do processo 
de ligação. A concordância entre os valores exatos e os resultados numéricos 
é excelente, indicando a confiabilidade das simulações. Na Figura 4.5, ap-
resentamos o tempo de retardamento Tcorr em função de À. Este tempo é 
maior no início do processo de ligação (>. = l) e decresce mono tonicamente 
até o final do processo (À = O). A explicação disto é que, no início do pro-
cesso, a freqüência predominante no sistema é a mais baixa ( w1 = 0.5) e, ao 
introduzir a componente com a freqiiência maior (w2 = 4), o sistema precisa 
de um tempo maior para se ajustar a esta componente mais rápida . .Já no 
final do processo, onde a componente predominante tem a freqüência maior 
(w2 = 4), o sistema precisa de um tempo bem mais curto para se ajustar à 
remoção da componente com freqüência baixa (w1 = 0.5). 
Baseado nos resultados mostrados nas Figuras 4.4 e 4.5, calculamos a 
funçã.o·erro (o integrando na expressão (4.4)) em funçã.o do tempo t para 
ambas as [unções de ligação. Os resultados são mostrados nas Figuras 4.6 
e 4.7. A pa.rtir destas figuras, torna-se clara a razão pela qual o processo 
de ligação ba.seado na função C2 (x) está sujeito a uma dissipação de energia 
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Figura 4.7: Função erro para C2 (x) 
maior que no caso da função C1(x). Na Figura 4.4, vemos que a variância 
no início do processo de ligação (próximo a .\ = 1) é o fator predominante 
na função erro. Devido à propriedade que a derivada tende à zero no início 
do processo, a função C1(x) consegue controlar a função erro. A função de 
ligação C2 (x) tem uma derivada finita no início da ligação e, portanto, não 
consegue prevenir a quase-singularidade da função erro próximo de t = O. 
Podemos ver que a escala usada na Figura 4.7 tem um fator '103 superior 
àquela usada na Figura 4.6. Integramos ambas as funções erro entre t = O 
e t = t. com o objetivo de encontrar estimativas para os erros sistemáticos. 
Para a função C1(x) também utilizamos a análise ele histerese e comparamos 
o resultado com o cálculo explícito da integral de dissipação. Os resultados 
são resumidos na Tabela 4.1. 
Tabela 4.1: Resultados das simulações de DM-LA . 
.\(t) lt:..F não corrigido I M 1 (explícito) I Mt (histerese) I M 2 I 6.F corrigido 
C1(r) 208.88 0.85 0.70 0.85 208.18 ± 0.85 
Cz(r) 218.1 11.2 - 2.8 206.9 ± 2.8 
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Podemos ver que o desvio dos resultados numéricos em relação ao valor 
exato analítico 207.94 é menor que 0.5% para ambas as funções, o que é uma 
concordância muito boa e ratifica a confiabilidade quantitativa do método de 
DM-LA. Além disso, este resultado mostra que o cristal de Einstein funciona 
bem como sistema de referência em simulações de DM-LA a temperatura 
constante. 
Comparando o desempenho das duas funções de ligação, podemos con-
cluir que, para este caso em particular, a função C1 (x) é melhor que C2 (x), 
pois a dissipação e o erro estatístico são 10 e 3 vezes menores, respectiva-
mente. Como vimos acima, o motivo desta superioridade é a diferença das 
derivadas no início do processo entre as duas funções de ligação. Para C1 (x) 
esta derivada. tende a. zero, reprimindo a. dissipação, enquanto, devido à sua 
derivada finita, a função C2 (x) causa grandes taxas de dissipação no início do 
processo. Apesar desta classificação, é importante afirmar que não é possível 
falar, em termos globais, de "boas" ou "más" funções de ligação. A virtude 
de uma função ele ligação é diferente para cada processo específico ele ligação 
e, a princípio, isto eleve ser avaliado para cada caso considerado. 
Para concluir, comparamos os dois diferentes cálculos do erro sistemático 
induzido pelo uso da função de ligação, com a derivada simétrica C1(x) no 
processo de ligação: a integração explícita da integral ele dissipação e a análise 
da histerese. Apesar da comparação quantitativa rigorosa não ser justa, dev-
ido ao fato de que apenas as ordens ele grandeza dos tempos de retardamento 
na integral de dissipação possam ser estimadas, a diferença entre os dois é 
pequena, indicando uma boa concordância. 
Do ponto de vista computacional, o método ela análise da histerese tem 
uma vantagem óbvia sobre a avaliação explícita da integral de dissipação. 
Isto deve-se ao fato de que, a princípio, apenas duas trajetórias precisam 
ser calculadas para a análise da histerese, enquanto o cálculo da integral de 
dissipação requer muito mais esforço computacional. Neste sentido, como 
já afirmamos anteriormente, a procura da melhor função de ligação possível 
para. cada situação não é vantajosa.. Ao invés disso, é muito mais eficiente 
usar uma função simétrica como C1(x), sem considerar quaisquer detalhes do 
processo de ligação. Desta maneira, indiferentemente do processo específico 
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considerado, a estimativa do erro sistemático é muito mais simples e rápida. 
4.2 Energia livre vibracional de Helmholtz 
em cobre perfeitamente cristalino 
Nesta seçã.o, apresentamos os detalhes e os resultados correspondentes obti-
dos nas simulações de DM-LA efctuadas para. a determinação, em função da 
temperatura, ela energia livre e da entropia vibracional a pressão zero do co-
bre perfeitamente cristalino. A aplicaçã.o elo método a um sistema realístico 
como o cobre é uma expansã.o natural do trabalho apresentado na seÇ.ã.o 
anterior, onde sistemas idealizados foram considerados. Escolhemos ex ata-
mente o cobre como o nosso sistema ele interesse, pois é um material muito 
estudado, tanto teórica quanto experimentalmente, ele modo que potenciais 
interatômicos confiáveis estã.o à clisposiçã.o para a descrição elas interações 
atómicas em simulações ele DM. Por isso, a aplicação do método ele DM-LA 
ao cobre fornece um teste apropriado do desempenho do método. 
Para a descrição das interações entre os átomos ele cobre, utilizamos o 
potencial ele muitos-corpos tight-binding (TB) de Cleri e Rosato [39], que foi 
desenvolvido especificamente para. os metais ele transiçã.o e as correspondentes 
ligas. O potencial é baseado no modelo TB na. aproximação elo segundo 
momento, onde a energia coesiva total elo sistema pode ser escrita como a 
soma ela energia. potencial repulsiva En e da energia atra.tiva ele banda Es: 
(4.6) 
Devido ao fato de que a origem ela interaçã.o repulsiva vem do ovcrlap elas 
densidades de carga de átomos vizinhos, esta interação pode ser escrita como 
uma soma de potenciais repulsivos de pares. No modelo de Cleri-Rosato, este 
potencial repulsivo é ela forma ela repulsã.o iônica. ele Born-Mayer: 
En(i,j) =A exp [ -p(r;j/ro- 1)], (4.7) 
onde A e p sã.o parâmetros ajustados de acordo com dados experimentais. r 0 
é a distância entre primeiros vizinhos na rede cristalina a O I< e r;j representa 
a distância interatômica entre os átomos i e j. 
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A natureza da energia atrativa de banda em metais de transição é difer-
ente daquela dos metais simples, pois a densidade de estados é caracterizada 
por uma banda d estreita parcialmente preenchida, sobreposta a uma banda 
s-p larga, típica dos metais simples. Uma tendência notável na série dos 
metais de transição é a variação aproximadamente parabólica com o número 
de eletrons d da energia coesiva, do bulk modulus e do volume de equilíbrio. 
O modelo de Friedel [40], que representa a densidade estreita de estados d 
de forma retangular, reproduziu esta variação parabólica para a energia co-
esiva, indicando que essas tendências estão ligadas ao preenchimento parcial 
da banda d. No modelo Cleri-Rosato, a energia atrativa de banda é deter-
minada através da aproximação da segundo momento da densidade local de 
estados d. Nesta aproximação, a contribuição do sítio i à energia de banda é 
proporcional à raiz quadrada do segundo momento f.l!2l 
Ek ex -/;0, (4.8) 
onde f-1~ 2 ) é definido através de 
(4.9) 
Nesta expressão, E; é o centro da densidade local de estados d , d;(E), do 
átomo i. O segundo momento f-1! 2 ) é uma medida da largura desta densidade 
de estados. De acordo com o teorema de momentos [40, 41], o n-ésimo 
momento da densidade local de estados do átomo i pode ser escrito como 
a soma de todos os caminhos de n hops, iniciando e terminando no sítio i. 
Conseqüentemente, o segundo momento f-ll 2l é dado pela soma dos quadrados 
absolutos das integrais de hopping {3;j, que representam o hopping de um 
elétron do sítio i para o j (ou vice-versa): 
(4.10) 
No modelo de Cleri-Rosato, {3;j é representada pela função 
(4.11) 
que incorpora o decaimente rápido destas integrais com a distância interatômica. 
Os parâmetros Ç e q são escolhidos através de um procedimento de ajuste a 
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dados experimentais. Combinando as equações (4.11), (4.10) e (4.8), encon-
tramos a contribuição do átomo i à energia de banda: 
{ 
N }1/2 
Ej, =- ~Cexp(-2q(r;1/ro -1)] (4.12) 
No modelo de Cleri-Rosato, a energia coesiva total do sistema é escrita 
como uma soma das contribuições repulsivas e atrativas, descritas em (4.7) 
e (4.12), respectivamente: 
N 
Ecoe'= l)Ek + Ej,). ( 4.13) 
i=l 
Cleri e Rosato ajustaram esta expressão a valores experimentais da energia 
coesiva, do parâmetro de rede e das constantes elásticas a T = O K. Neste 
procedimento, a somatória sobre j nas equações ( 4. 7) e ( 4.12) foi limitada 
aos 5 vizinhos mais próximos. Os valores para os parâmetros de cobre deter-
minados através deste procedimento são: A= 0.0855 e V, Ç = 1.224 e V, p = 
10.960 e q = 2.278. 
o· objei.ivo é calcular a energia livre a pressão zero, do cobre perfeita-
mente cristalino em função da temperatura. Seria mais conveniente aplicar 
o método de DM-LA sob condições de temperatura e pressão constantes, 
incluindo explicitamente os efeitos da expansão térmica. Infelizmente, sob 
estas condições, o uso do cristal de Einstein, o único sistema de referência 
apropriado nesta situação, apresenta um problema inconveniente. Como a 
técnica de DM isotérmica-isobárica permite flutuações no volume, as posições 
de equilíbrio dos osciladores harmônicos não podem ser mantidas fixas, como 
em uma simulação a volume constante. Do ponto de vista técnico isto é 
bastante inconveniente. Para evitar este tipo de problema, efetuamos uma 
série de simulações de equilíbrio no ensemble isotérmico-isobárico através da 
dinâmica CMNH-Andersen, com o objetivo de determinar o parâmetro de 
rede de equilíbrio do cobre perfeito a pressão zero em função da temper-
atura. Estes parâmetros de rede foram usados em simulações de DM-LA a 
temperatura e a volume constantes, determinando a energia livre em função 
da temperatura. 
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Todas as simulações foram efetuadas usando uma célula computacional 
composta por 500 átomos posicionados na rede fcc. A célula foi submetida a 
condições periódicas convencionais para simular a extensão infinita do cristal. 
As simulações de equilíbrio no ensemble isotérmico-isobárico foram baseadas 
na técnica CMNH-Anderson (3.21), usando a expressão (4.13) como função 
de energia potencial para determinar as forças interatõmicas. Pelo procedi-
mento de tentativa e erro, o momento de inércia. M do pistão foi selecionado 
em M = 3.32 x 1010 kg m4 e os momentos de inércia. dos reservatórios 
térmicos foram escolhidos todos iguais, de acordo com Q = kT / w 2 e com 
freqüência. w = 19.6 Tl-Iz, que é da. ordem das freqüências principais de fõnon 
em cobre. As equações de movimento foram integradas através do algorítmo 
de leapfrog, usando um passo de tempo de D.t = 1 fs. 
Na. Figura 4.8 apresentamos graficamente o parâmetro de rede de equilí-
brio a. pressão zero do cobre perfeito em função da temperatura, determinado 
através das simulações de DM de equilíbrio, usando a técnica de CMNH-
Andersen. A linha sólida representa os dados experimentais correspondentes 
[44, 45]. A descriçã.o das interações interatômicas através do potencial Cleri-
Rosato resulta em parâmetros de rede que sã.o sistematicamente maiores que 
os valores experimentais. A uma temperatura de T = 1300 I<, a discrepância 
é de aproximadamente 2%. O coeficien.te de expa.nsã.o térmica previsto pelo 
potencia.!, tem uma discrepância ainda maior com relaçã.o às observações 
experimentais. A uma temperatura de T = 600 I<, o coeficiente dado pelo 
modelo é a = Z.2 x 10-5 J{-1 e o valor experimental correspondente é a = 
1.9 x 10-5 J(-1 , o que representa uma diferença de aproximadamente 15 %. 
Estes resultados estã.o em concordância com as observações de Cleri e Rosa.to 
no artigo original. Os parâmetros de rede de equilíbrio, determinados através 
do potencial TB de Cleri e Rosato, foram utilizados nas simulações do DM-
LA a temperatura constante, governadas pelas equações (3.13) e pela. funçã.o 
de energia potencial dependente do tempo 
Usw( q, >.(t)) = >.( t) Ecoe.• + ~ (1 - >.( t)) t mw2 ( ij; - ii;,Jcc) 2 • 
i=l 
( 4.14) 
Esta. função representa um processo de ligação em que os átomos de cobre 
(massas m) sã.o transformados em osciladores harmónicos independentes cen-
'" 
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Figura 4.8: Parâmetro de rede a pressão zero do cobre, em função da temper-
atura. Os círculos abertos representam dados obtidos através das simulações. 
A curva sólida 1·epresenta os dados experimentais das Refs. {44,45} 
trados nos sítios fcc da rede cristalina de cobre. Todos os 500 osciladores tri-
dimensionais têm a mesma freqüência çaracterística. w = 19.6 THz. Através 
desta escolha, feita com o intuito de estabelecer uma convergência. razoável, as 
características vibracionais do sistema de referência permanecem "próximas" 
às do sistema. de interesse. A função de ligação utilizada. foi C1(x). Pa.ra. esti-
mar a. dissipação envolvida. no processo, simulamos 5 tra.jetória.s fecha.da.s de 
ligação pa.ra. ca.da. temperatura.. Os erros sistemáticos que foram encontrados 
era.m menores que 1 % em relação a.os valores absolutos da.s diferenças de 
energia.. Os erros sistemáticos absolutos correspondentes era.m desprezíveis 
e, portanto, não houve necessidade de correção. 
A energia. livre de Gibbs com relação a.o estado padrão a. T = 298 J( 
e a. entropia., ca.lcula.da.s a.tra.vés da.s simulações, são mostra.da.s na.s Figuras 
4.9 e 4.10. A entropia. foi calculada. direta.mente a.tra.vés dos resultados da. 
energia. livre de Gibbs da.s simulações de ligação e a.s enta.lpia.s determinadas 
na.s simulações de equilíbrio usadas pa.ra. a. determinação dos parãmetros de 
rede de equilíbrio. Os dados da. energia. livre no gráfico fora.m calculados 
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Figura 4.9: Energia livre de Gibbs g0 a pressao zero com relação ao estado 
padrão à T = 298 J( de um átomo no cobre perfeitamente cristalino em 
fU1ição da temperatura. Os círculos representam os dados obtidos nas sim-
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Figura 4.10: Entropia S a pressão zero, de um átomo no cobre perfeitamente 
cristalino em função da temperatura. Os círculos representam os dados obti-
dos nas simulações; a curva sólida representa os dados experimentais corre-
spondentes à Ref. {46} 
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de ligação t, = 8.65 ps para cada temperatura. Não incluímos barras de erro 
(representando os erros estatísticos) porque elas são menores que os símbolos 
usados no gráfico. O tempo necessário para a simulação de uma trajetória 
de ligação numa máquina Digital Alpha 3000/900 foi de aproximadamente 
70 minutos. A concordância com os dados experimentais [46] é excelente 
em toda a extensão do eixo de temperatura. A maior discrepância é de 
aproximadamente 1.5 %para a energia livre e menor que 1 %para a entropia, 
a T = 1300I<. 
4.3 
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Energia livre vibracional de formação da 
monovacância em cobre 
Na. seção anterior, aplicamos o método de DM-LA à determinação de energias 
no cobre perfeitamente cristalino. Agora., descrevemos a. determinação da. 
energia. livre vibra.ciona.l envolvida. na. criação de um defeito simples em cobre, 
a. monova.cãncia.. Contribuições devidas à entropia. configura.ciona.l não são 
consideradas. 
A energia. livre de Gibbs gf de formação de uma. monova.cância. é definida. 
como: 
gf = G(N,p,T, n = 1)- G(N,p, T, n = 0). (4.15) 
Nesta. definição, N representa. o número de átomos presentes no sistema., que 
consider11:mos ser muito grande, p é a. pressão, T é a. temperatura. e n é o 
número de sítios desocupados da. rede cristalina.. Pa.ra. poder ca.lcula.r esta. 
energia. de formação a.tra.vés de DM-LA, precisamos estabelecer um processo 
de LA em que o estado termodinâmico do sistema. é modificado de acordo 
com 
(N,p,T,O)--+ (N,p,T, 1). ( 4.16) 
Numa. situação prática de simulação DM, não é factível projetar. ta.! processo. 
A razão é que a. introdução de um sítio desocupado, mantendo fixo o número 
de átomos, resulta. em alterações de simetria. que não podem ser representadas 
em uma. célula. computacional sujeita. a. condições periódicas de contorno. Por 
causa. deste problema. não podemos determinar os parâmetros de formação 
de vacância. de forma. direta.. Ao invés disso, podemos definir processos de 
LA que representam transformações 
(N,p,T,O)--+ (N -1,p,T,1), ( 4.17) 
onde· as intera.ções de um único átomo, associado a. um da.do sítio da. rede 
cristalina., são desligadas, introduzindo um sítio desocupado e reduzindo em 
uma. unidade o número de átomos no sistema.. Efetua.ndo ta.is transformações 
de maneira. a.dia.bática., a. temperatura e a pressão constantes, a. diferença. de 
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energia livre de Gibbs 
!:J.G5 = G(N- 1,p, T, 1)- G(N,p, T, O) (4.18) 
entre os respectivos estados termodinâmicos pode ser determinada de maneira 
simples. Observamos que !:J.G5 pode ser identificado como o potencial químico 
p. (p, T). A relação entre a energia de formação gf e !:J.G5 pode ser vista 
lembrando que a definição expressa em (4.15) é estabelecida no limite ter-
modinâmico para valores grandes de N. Desta maneira, também podemos 
escrever esta definição como 
gf = G(N -1,p,T, 1)- G(N -1,p,T,O). 
Combinando as expressões ( 4.15), ( 4.18) e ( 4.19) é simples ver que 
gf = !:J.Gs + go, 
onde 




representa a energia livre de Gibbs de um átomo de cobre no material per-
feitamente cristalino. 
Efetuamos simulações de transformações reversíveis da forma expressa em 
( 4.17) para o cobre em função da temperatura. Utilizamos o potencial TB 
de Cleri-Rosato (4.13) para a descrição das interações interatômicas entre os 
átomos de cobre. Para a realização da criação de uma vacância no cristal, 
introduzimos parâmetros de acoplamento À; na expressão da energia coesiva 
total do sistema. As contribuições repulsivas e atrativas de átomo i à energia 
foram modificadas de acordo com 
N 
Ek(.~) =À; L ÀjAexp[-p(rijfro- 1)] ( 4.22) 
e 
Ej,(X) =- { >., t.>.iç> exp[-2q(r;i/ro -1)]} 
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( 4.23) 
Nestas expressões, X é um vetor contendo todos os parâmetros de acopla-
mento. A energia coesiva total do sistema é dada por: 
N 
Ecoes(X) =L ( Ek(X) + Ej,(X)). (4.24) 
i=l 
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O parâmetro de acoplamento À;, que varia entre O anel 1, determina em que 
grau o átomo i interage com os outros átomos. Quando À; = 1, o átomo 
i interage de maneira completa com os outros átomos, enquanto quando 
À; = O, nenhuma interação existe e o átomo i pode ser considerado livre. 
A simulação do processo de formação de uma vacância foi realizado atra-
vés da técnica de DM-LA a temperatura e a pressão constantes, usando as 
equações de movimento do método CMNH-Andersen (3.21) e a função de 
energia potencial dependente do tempo 
(4.25) 
Esta função representa o processo em que as interações do átomo com índice 1 
são desligadas lentamente, transformando o átomo de cobre em um oscilador 
harmônico tri-dimensional independente, com freqüência. característica w = 
19.6 THz. Com este objetivo, o parâmetro de acoplamento À1 correspondente 
a.o átomo 1, varia. com o tempo de acordo com a função de ligação C1 ( x) e 
os outros parâmetros de acoplamento são mantidos fixos no valor de 1. 
Como na seção anterior, a célula computacional usada é composta por 
500 átomos, o que é grande suficiente para evitar interações de primeira. 
ordem entre as imagens periódicas da vacância e diminuir os erros devido 
ao tamanho finito do sistema. As equações de movimento forain integradas 
usando um passo de tempo de /::,.t = 1 fs. Os valores dos momentos de inércia 
Me Q empregados nestas simulações são os mesmos usados na seção anterior. 
Para. uma escolha. apropriada. do tempo de ligação ls e para. avaliar os 
efeitos da dissipação, calculamos a média de 20 trajetórias individuais fechadas 
para. diferentes tempos t., usando a. função C1 ( x). O tempo necessário en-
contrado para a convergência do processo foi da ordem de 2 ps, o que é relati-
vamente curto. O erro sistemático encontrado nas tra.jetória.s foi desprezível. 
Os valores da histerese de energia encontrados para as 20 trajetórias foram 
aleatoriamente positivas e negativas, indicando que o erro sistemático era. 
menor do que o ruído numérico nos resultados, devido às pequenas diferenças 
de energia consideradas ( ~ 1 e V para o sistema. total de 500 átomos). 
As diferenças .C:,.G5 a. pressão zero em função ela. temperatura foram Jeter-
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Figura 4.11: Energia livre de Gibbs a pressão zero associada à formação de 
uma vacância no cobre em função da temperatura. A reta pontilhada é um 
ajuste de regressão linear aos dados experimentais da Ref. {44}. A reta sólida 
é uma regressão linear aos resultados das simulações. O triângulo representa 
um resultado experimental, que foi incluído no g1·ájico para indicar a ordem 
de grandeza dos erros experimentais. 
com um tempo de ligação t. = 2.5 ps. A Figura 4.11 mostra a energia livre 
de Gibbs a. pressão zero a.ssocia.da. à formação de uma. vacância. ·no cobre em 
função ela temperatura. calculada através ela relação (4.20). A reta. tra.ça.da. 
representa. um ajuste ele regressão linear a.os da.dos experimentais [44], de 
acordo com a. expressão 
( 4.26) 
onde hf e sf sao a enta.lpia e entropia. de formação respectivamente. O 
triângulo representa um resultado experimenta.!, o qua.l foi incluído no gráfico 
pa.ra. indicar a ordem de grandeza dos erros experimentais. Devido à de-
pendência. linear de gf com relação a. temperatura., hf e sf são independentes 
da. temperatura.. Apesar do espalhamento dos da.dos e da.s largas ba.rra.s de 
erro causados pelo grande ruído numérico, os resultados do método de DM-
LA têm uma concordância. boa com os dados experimentais. A enta.lpia. e a. 
entropia de formação encontradas através da.s simulações, (1.27 ± 0.07) e V e 
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(2.9 ± 0.8)k, respectivamente, são bastante próximas dos dados experimen-
tais ((1.28 ± 0.03) eV e (2.5 ± 0.2)k, respectivamente). Neste ponto, uma 
comparaçào com os resultados obtidos por Zhao, Najafabadi e Srolovitz [8] é 
interessante. Eles determinaram os parâmetros de formação de uma vacância 
em cobre a partir do método harmônico local (HL), usando potenciais em-
bedded atom, que mostraram fornecer uma boa descrição das interações in-
teratômicas em cobre [42, 43]. As suas estimativas da entalpia e da entropia 
de formaçào de vacância em cobre foram 1.29 e V e 0.9 k, respectivamente. A 
entalpia ele formação está em boa concordância com os resultados de DM-LA 
e os dados experimentais. Porém, a entropia de formação é muito menor que 
o valor obtido com o método de DM-LA. Esta discrepância é provavelmente 
causada pm:que o método HL despreza quaisquer efeitos anarmônicos que na 
presença de uma vacância podem se tornar importantes. O método de DM-
LA inclui todos estes efeitos e, conseqüentemente, fornece uma estimativa. 
melhor da. entropia. de formação. 
4.4· Transição Brittle-Ductile em silício 
Nesta seçií.o, aplicamos o método de DM-LA a.o problema da transição Britlle-
Ductile (TBD) cm silício. No silício, uma transição brusca de comportamento 
quebradiço ( brittle) a maleável ( ductile) é observada. a uma temperatura. de 
873 [( [18, 19]. A TBD em um material cristalino está relacionada a uma. 
mudança. drástica. da.s propriedades mecânicas. Esta. modificação está inti-
mamente ligada à questií.o de como a ponta. de uma fissura. aguda reage à 
aplicaçào de tensões externas. O problema. da. TBD é de considerável in-
teresse, tanto do ponto de vista científico quanto tecnológico e tem recebido 
uma atenção substancia.! nos últimos anos. 
Em materiais ma.leáveis, as tensões induzem a nucleação de deslocações 
móveis na ponta de uma fissura aguda, causando o abrandamento da. ponta 
da. fissura.. Conseqüentemente, a ponta da fissura não consegue se propagar 
e o material pode ser considerado resistente. Materiais quebradiços mostram 
um comportamente completamente diferente. As tensões não inclu~em a. 
nuclea.ção de deslocações móveis e, portanto, a fissura se propaga através do 
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material, causando a fratura de maneira caótica. 
Recentemente, vários estudos teóricos, considerando a probabilidade de 
emissão de deslocações móveis a partir de uma fissura a.guda em função de 
pressão externa, foram publicados por Rice e colaboradores [4 7-51 ]. A análise 
destes pesquisadores considera a emissão ele deslocações a partir ele uma fis-
sura aguda, na. abordagem do conceito ele tensão de Peierls. Nesta. análise, 
a. energia de empilhamento instável, luso foi identificada como uma medida 
ela. resistência. à nuclea.ção de deslocações a. partir ele uma fissura. aguda.. A 
energia. de empilhamento instável é definida. como a barreira. mais baixa. a. 
ser atravessada, quando uma parte ele um crista.! perfeito desliza. com. re-
speito à outra. parte sobre um plano ele referência. ele interesse, completando 
um deslocamento total igual a. um vetar de rede. A configuração de falha. 
de empilhamento instável (FEl), correspondente a luso é um extremo ela. 
superfície de energia. ela. falha. de empilhamento generalizada (FEG) , l(f). 
Esta. superfície determina. o excesso ele energia., por unidade ele área., de um 
deslocamento relativo f das duas metades ilifinitas do crista.! sobre o plano 
ele deslizamento. 
Infelizmente, a. energia. de empilhamento instável /us nao pode ser de-
terminada. experimentalmente e, por isso, o cálculo explícito é necessário 
para. obter informações com respeito a. este parâmetro. Para. esta. fina.lida.cle, 
dois caminhos distintos, ambos ele natureza. atomística., são disponíveis. O 
primeiro é baseado em uma. descrição quântica ele primeiros princípios elas 
energias elo sistema. ele interesse. O outro conta com o uso ele potenciais in-
tcratômicos semi-empíricos. A vantagem de métodos de primeiros princípios 
é que estes são livres ele parâmetros c fornecem uma descrição quântica com-
pleta. das configurações. Por outro lado, o esforço computacional envolvido é 
uma séria. desvantagem. O cálculo das propriedades do estado fundamental 
a. O J( é, em gera.!, bem demorado e a. inclusão ele efeitos ligados a. tem-
peratura finita é ainda mais exigente. De acordo com este ponto ele vista., 
o uso ele potenciais semi-empíricos, que descrevem a. energia. de uma con-
figuração com uma simples função das coordenadas das partículas, é mais 
eficiente. Um exemplo muito recente ele uma aplicação bem sucedida do uso 
de um potencial semi-empírico para a descrição do processo ele abrandamento 
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da ponta de uma fissura aguda. cm um material maleável como o cobre foi 
publicado por Zhou el ai [52]. Neste trabalho, este processo foi simulado 
dinamicamente através da. técnica. de DM, usando uma. célula. computacional 
contendo 35 X 106 á.tomos. Não obstante este caso particular, para. muitos 
outros materiais não existe um potencial semi-empírico adequado e o uso das 
técnicas de primeiros princípios ainda. é necessário. 
Ka.xira.s e Duesbery (21] e J ua.n e Ka.xira.s (22] utilizaram a. abordagem 
da. energia. de empilhamento instável para. estudar a. energética. envolvida. 
na. nuclea.ç.ão de deslocações a. partir ela. ponta. ele uma. fissura. no silício. 
Com este objetivo, eles analisaram as configurações ele FEG em planos ele 
deslizamento { 111} em silício na. estrutura. ele diamante. Nesta. estrutura., 
existem dois tipos distintos de planos ele deslizamento { 111}, clenomina.clos 
conjuntos "glide" e "shuffle", para. a. nuclea.ção ele deslocações. Sobre os 
planos elo conjunto shuf!lc, a. nuclea.ção ele deslocações é mais fácil elo que 
sobre os planos elo conjunto glide, mas a. mobilicla.cle delas é mais baixa.. Esta. 
mobilidade é maior no conjunto ele planos glide. 
Ka.xiras c Duesbcry utilizaram cálculos ele primeiros princípios a. O f(, 
baseados na teoria ele funcional densidade (TFD), para. determinar a. su-
perfície de energia. de FEG e a energia de empilhamento instável correspon-
dente "fus, para ambos os conjuntos de planos glide e shuffle no silício. Nas 
configurações de FEl, tanto a. relaxação a.tõmica quanto a. do volume foram 
, levadas em conta.. Os resultados destes cálculos indicaram que o valor de 'Yus 
referente ao conjunto de planos glide é maior do que o referente ao conjunto 
de planos shvfflc. Este resultado sugere que a. nucleação de deslocações acon-
tece preferencialmente nos planos shuf!le, o que, devido à baixa. mobilidade 
da.s deslocações nestes planos, implica um comportamento quebradiço. 
Com o objetivo de estudar a influência. dos efeitos de temperatura. c 
pressão finitas, a energia livre de Gibbs associada a "fu, que é um parâmetro 
estático de O J(, tem de ser considerada. Conseqüentemente, a. entropia. as-
sociada. às configurações de FEl precisa ser incluída. nos cálculos. Ka.xira.s c 
Duesbery utilizaram a teoria das taxas de transição de estados de Vineyard 
(23] para estimar a entropia em função da temperatura, usando a. superfície 
de FEG estático a O K, ?([). Na determinação desta superfície, a relaxação 
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a.tômica nã.o foi levada em conta. A teoria de Vineyard é, basicamente, uma 
aproximação harmônica à teoria das taxas de transição de estados [53], de 
modo que contribuições anarmônica.s à entropia são omitida~. 
Os resultados indicaram que a entropia. associada à configuraçào de FEI 
referente a.o conjunto de planos glide é maior do que a referente ao conjunto 
de planos s/wjjle. Visto que a entropia entra na. expressão da energia livre 
com um sinal negativo, a. energia. livre associada à nucleação de deslocações 
pode, sob certas condições críticas, se tornar mais baixa para o conjunto 
glide (deslocações móveis). Kaxiras e Duesbery construíram um diagrama 
de fase, comparando as energias livres associadas à nucleação de deslocações 
referentes aos conjuntos slw.ffie e glide em função da temperatura e da tensào 
de tração. Este diagrama. indica uma transição do conjunto shuffie para o 
glide, para temperaturas da ordem de 103 J( e tensões de traçào da ordem 
de 30 kbar. Mais tarde, Juan e Kaxiras melhoraram estes cálculos, incluíndo 
a relaxaçào atômica completa da superfície de energia de FEG, permitindo 
uma avaliação mais precisa das entropias associadas às configura.ções de FEL 
O diagrama de fase correspondente indica. transições para temperaturas da 
ordem de 103 J( e tensões de traçã.o da. ordem de 10 kba.r. 
Como mencionamos anteriormente, todos os cálculos efetuados por Ka.xi-
ra.s e Duesbery c Juan c Ka.xiras foram baseados numa descriçã.o quã.ntica de 
primeiros princípios das configurações de FEL A razã.o pela qual eles usaram 
este tipo de técnica foi porque os potenciais semi-empíricos disponíveis na 
época. dos trabalhos nã.o foram desenvolvidos para fornecer uma descriç.ào 
apropriada das propriedades estruturais complexas de defeitos extensos no 
silício. 
Há muito pouco tempo, um novo potencial scrni-empírico para o silício 
foi desenvolvido por Justo, Baza.nt, Ka.xira.s, Bula.tov e Yip (JBKBY) [21]. 
Este potencial foi projetado com objetivo de fornecer uma boa descriçã.o de 
vários defeitos extensos no silício. O nosso objetivo é utilizar este potencial 
para o estudo da TBD no enfoque da teoria de Rice e comparar os resultados 
com aqueles obtidos através dos cálculos de primeiros princípios de Ka.xiras 
e Duesbery e Juan e Kaxiras. Aplicamos o método de simulação de DM-
LA a temperatura constante, para determinar a.s energias livres associadas 
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às configurações de FEl de ambos os conjuntos de planos de deslizamento 
{ 111} no silício em função da temperatura. Usando este método, todos 
os efeitos dinâmicos e anarmonicidades são incluídos sem um significativo 
custo comput.acional adicional. A comparação. dos resultados com aqueles 
dos trabalhos da TFD fornece um teste interessante para o potencial JBKBY 
e poderá oferecer algumas noções referentes à. influência de anarmonicidades 
na TBD no silício. 
O restante desta seção está organizada da seguinte maneira. Na. primeira 
subseção, fornecemos uma descrição mais detalhada dos conceitos menciona-
dos na introduçã.o acima. Discutimos os conceitos da superfície de energia de 
FEG e a correspondente configuração ele FEl e indicaremos as diferenças con-
figura.ciona.is entre os conjuntos glide e shu.ffic correspondentes aos planos de 
deslizamento { 111} na. estrutura ele diamante. Na. segunda subseção, discuti-
mos alguns detalhes referentes ao novo potencial semi-empírico JBKBY para 
o silício utilizado nas simulações. Em seguida, descrevemos a organização 
específica elas células computacionais e as medidas técnicas necessárias para 
a simulação elas configurações ele FEl no silício. Na quarta subseção, de-
screvemos todos os detalhes das simulações preliminares e as simulações ele 
DM-LA efetuaclas para a determinação das energias livres associadas às con-
figurações ele FEl. Finalmente, apresentamos os resultados destes cálculos e 
comparamos estes com os resultados ela TFD ele Kaxiras e Duesbery e Juan 
e Kaxiras. 
4.4.1 Configurações de falha de empilhamento instá-
vel nos planos de deslizamento {111} do silício 
No trabalho recente ele Rice [47], a energia de empilhamento instável"'(,, 
foi identificada como uma medida ela resistência à nucleação de deslocações 
a partir ela ponta ele uma fissura aguda. De acordo com a. definição, "''us é 
a barreira mais baixa a. ser atravessada, quando uma parte de um cristal 
perfeito desliza com respeito a outra parte, sobre um plano ele referência de 
interesse, completando um deslocamento total igual a um vetor ele rede. A 
configuraçã.o ele FEl com energia "'!us é um extremo da denominada superfície 
ele energta de falha ele empilhamento generalizado (FEG). Esta. superfície 
de energia descreve o excesso de energia, por u niclacle de área, em função 
elo vctor de deslocamento rela.tivo /que sepa.ra as duas metades cristalinas 
perfeitas ao longo do plano de deslizamento referencia.!. Esta superfície de 
energia. ele FEG é representada. pela função 1(/). Para. ilustrar estas idéias, 
considcra.Jnos a. Figura !J .. l2. Na parte a.), te1nos uma estrutura cristalina 
cubica. simples, com parâ.metro de rede a0 . Suponhamos que introdu7-imos 
um corte no cristal ao longo da. linha. tracejada. e deslocamos, paralelamente 
a. esta. linha., a metade superior com relação à. inferior sobre uma. distâ.ncia 8. 
Na parte b), mostramos a configura.çã.o atingida. após um deslocamento de 
8 = a0 j2. Na parte c), temos a configura.ç.ã.o associada. a. um deslocamento 
8 = a0 c que corresponde à. estrutura. de rede cristalina perfeita.. O gráfico 
na. parte cl) mostra. o excesso de energia por unidade de á.rea. /, em função 
elo desloca.ment.o ó ela parte superior em rcla.çã.o à. parte inferior. Em outras 
palavras, este gráfico representa. a "superfície" uniclimensiona.l ele energia. 
de FEG para deslocamentos paralelos à. linha tracejada.. Na. configuração 
cristalina. origina.!, representadas pelas situações mostradas em a.) e c), esta 
energia é, obviarnentc, igual à zero. Ma.s, na situação mostrada na. parte 
h), c~ta energia atinge o nuixitno. Exa.t.arncntc neste ponto, cria.Jnos tllna. 
configuração de FEL 
Agora. investigamos a estrutura. de diamante elo silício cristalino e estu-
damos as propriedades elos planos ele deslizamento { 111}. Consideremos a 
figura 4.13, onde uma. projeçã.o no plano (101) da cstrutnra de diamante elo 
silício é mostrada. A dircçào vertical coincide com a clireçã.o cristalográfica. 
< 111 > c a horizontal correponde à. direçã.o < 121 >. A direção pcrpen-
dicula.r ao papel é a direçào < lO I >. Os planos de deslizamento { 111} sã.o 
os planos perpendiculares à. clircção cristalográfica.< 111 >. Observando a 
figura., torna-se cla.ro que existem dois tipos possíveis ele planos ele desliza-
mento { 111} na rede de diamante do silício. O primeiro refere-se a.o conjunto 
de planos que cortam as ligas covalentes paralelas à. clircçã.o < 111 >. Este 
conjunto, denominado slwjjle, separa planos com uma. clistâ.ncia intcrpla-
nar igual ao comprimento ele uma ligação covalente e qnebra. uma ligaçã.o 
por á.tomo. O outro conjunto, denominado glide, separa planos com uma 
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a) b) 
• • • - . (). -
ao -• • • ,···· ..• , ........ . •._.. · ... · · ... · 
-----------------------------
• • • • • • 
• • • • • • 
õ =Ü 
c) d) 
• • • 
• • • 
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y us • • • 
• • • 
õ =ao o 
Figura. 4.12: Hcprcscnlaçáo esquemática unidimensiona.l da "superfície" de 
energia da falha de empilhamento generalizada (FEG) para. uma estrutura 
cúbica simples com pm·âmelro de rede a0 . a) Estrutura cristalina perfeita sem 
deslizamento. b) A coufiguração de FEl con·espondcnte ao deslizamento ó = 
a0 /2. c) Deslizamento ó = a0 correspondente à estrutura da rede c1·islalina 
pe1jeita. d) Energia de excesso 1 em função do deslizamento ó. O extremo 








Figura 1.1:1: A csl1·u.lum. c1·isln.lina. de dia.ma.nlc do silício. 
diHtáncia. illtcrpla.nar igual h I ja do comprin1cnto de uma. ligação covalente c 
quebra. a ligaçôns por á.torno. 
Estamos interessados nas configurações ele FEl ele ambos os conjuntos 
de planos de deslizamento. Para ilustrar as correspondentes configura.çõcs 
ele clesliza.rncnto, mostramos as superfícies ele energia ele FEG ca.lcula.cla.s por 
.Juan e Kaxira.s através da. TFD. A Figura. 4.14 mostra. a. superfície de energia 
de FEG ( .J m - 2 ) do conjunto shufjle, incluída. a. relaxação a.tômica. total. Os 
vetares ele deslocamento correspondentes a.os quatro cantos e a.o centro elo 
pla.no (111) mostrado representam os vetores de rede. Conseqüentemente, 
a. energia. de excesso nestes ponto é igual a zero. A configuração ele FEl é 
formada quando uma. parte elo cristal é deslocada., com relação à. outra., de 
acordo com o vetar de deslocamento J = t[lDI]a.0 (ao constante de rede). No 
gráfico, este ponto está posicionado cxa.ta.mentc no centro elo eixo < lOI >. 
A superfície relaxada. de energia. ele FEC elo conjunto glide é mostrada. na. 
Figura 4.15. 1\ configuração de FEl é formada. quando uma. parte elo cristal 
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Figura 11.14: Supe1jícic relaxada de energia de FEG do conjunto shufilc. A 
configumção de FEl é fonnada quando uma parle do c1·istal é deslocada com 
relação à oulra, de acordo com o velo1· de deslocamento f = Hlül]a0 (ao 
conslanle de rede). 
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Figura 4.15: Supe1jície relaxada de e1W1'9W de F EG do conjunto glide. A 
configuração de FEl é formada quando uma parte do cristal é deslocada com 






é deslocada, com relação à outra, de acordo com o vetor de deslocamento 
.f = /2 [12l]a0 • Na figura, este ponto está. localizado em 1/6 do eixo< 121 >. 
Os valores relaxados da energia de FEl '"' são 1.84 e 2.51 J m- 2 para os 
conjuntos shuffie e glide, respectivamente. 
4.4.2 O potencial interatômico semi-empírico JBKBY 
para o silício 
Nesta subseção, dedicamos a atençào ao novo potencial intera.tômico semi-
empírico para o silício, utilizado para o cálculo elas energias livres elas con-
figurações ele FEl em pla.nos de deslizamento {111}. Durante a última 
década, foram propostos vários potenciais semi-empíricos para a descriçào 
das interações interatômicas no silício. Os mais importantes são os potenci-
ais de Stillinger-Weber (54] e Tersoff (55-57]. Embora esses potenciais têm 
mostrado a capacidade de descrever várias configurações diferentes no silício, 
são confiáveis apenas para. descrever configurações próximas do equilíbrio. 
Recentemente, .Justo ct al (24] propuseram um novo potencial semi-empí-
rico éom a. intenção de fornecer uma melhor descrição de configurações rel-
ativamente afastadas do equilíbrio. Com este objetivo eles propuseram um 
potencia.! baseado em funções motivadas por tendências físicas e químicas e 
ajustado a. um conjunto de dados ab initio relativamente pequeno. De acordo 
com os resultados ele Justo et al, obtidos por simulações de DM, o poten-
cia.! JBKBY é o primeiro capaz ele descrever as propriedades· ele núcleo de 
deslocações parciais de 30° e 90° no conjunto glide de planos { 111} no silício. 
O potencia.! é composto por uma. soma de termos de intera.ção de dois e 
três corpos, incluindo explicitamente o número de coordenação Z;: 
EJaKaY =L V2(i,, i;, z,) + L v3(i",, r;, ik, z,). ( 4.27) 
i#;j i<j<k 
Nesta equaçào, V2 (fi, i;, Z;) representa. a intera.ção ele dois corpos entre os 
átomos i e j, V:1 (fi, 1~;, ~, Z;) é a. intera.çào ele três corpos entre os átomos i, 
j e k, centralizada no átomo.i e Z; é a. coordenação efetiva. do átomo i. O 
terrno de Lrês corpos é incluído com o intuito de levar em conta. a. ligaçào 
covalente fortemente direciona.l no silício. Devido a. este tipo de liga.çã.o, a. 
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estrutura cristalina de equilíbrio é relativamente aberta e, por este motivo, o 
uso de apenas um potencial de pares, que favorece a formação de estruturas 
mais fechadas ( close-pa.ckerl), não é apropriado. 
O número de coordenação efetiva do átomo i é determinado através de: 
Z; = L f(rim), ( 4.28) 
mf:-i 
onde .f(r;m) é uma função de corte que determina a contribuição de todos os 
vizinhos m à coordenação do átomo i. Esta função é dada por: 
if r< c 
if c< r· < b 
if r> b 
onde x = 1r(r·- c)/(b- c). Um vizinho do átomo i a uma distância r < c 
é considerado um vizinho integral, enquanto vizinhos à. distàncias entre b c 
c represenLan1 a.pena.s uma contribuiçào parcial ao Zi· É claro que, para a 
estrutura cristalina perfeita de diamante do silício, a coordenação de cada 
átomo é igual a 4. A forma analítica desta função foi escolhida de maneira 
tal qire o corte seja. estabelecido sem descontinuidades na função e nas suas 
derivadas, o que é importante para aplicações de DM. 
O termo de dois corpos é dado por: 
V( ~. ~. Z·)- A [( B )P -!3Z1] eff/(r,,-a). 2 rt, rn t - ri.i - e ( 4.29) 
A escolha desta forma funcional específica para a interação de dois corpos 
é motivada pelas tendências físicas c químicas da. ligação. É um fato bem 
conhecido que a intcração atrativa decresce com a coordenação de acordo 
com 1/VZ. Com o objetivo de levar em conta este efeito, o fator exponencial 
decrescente com Z; é incluído. 
O termo de três corpos é representado por uma funç.ão separável em uma 
parteradial R( r;,;, r;k) e em outra angular G(Ojik, Z;): 
( 1.30) 
A função r11.dial é dada por um produto de exponenciais: 
( 4.31) 
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e a função radial é da forma: 
G(o Z) - ,\ [1 - e-Q(Z;)(cos(Oj;k}+r(Z;))'] ]tk, ~ - ' ( 4.32) 
onde r(Z;) anel Q(Z;) controlam, respectivamente, o ângulo de equilíbrio e o 
nivelamento da função de três corpos em função da coordenação Z;. A função 
,Q(Z) = Q0e-~z controla a rigidez da ligação angular. Com a coordenação 
crescente, o termo angular de três corpos se torna mais achatado, descrevendo 
a transição da ligação covalente à metálica. 
A função r(Z;) foi incluída para levar cm conta. os vários tipos de hib-
ridiza.ção para átomos cm ambientes diferentes. Átomos com coordenação 
dupla formam ligações a.o longo de dois estados p, ortogonais mantendo o es-
tado s ocupado. Por isso, o ângulo de equilíbrio esperado é 009 ( Z = 2) = 90°. 
Para coordenação tripla, o átomo formará uma hibridização sp2 com ângulo 
de equilíbrio 0,9 (Z = 3) = 120°. Para coordenação quádrupla, o átomo forma 
uma hibridização sp3 , com um ângulo de equilíbrio O,q(Z = 4) = 109.47°. 
Para coordenação sêxtupla., as ligações são formadas ao longo de orbitais p, 
de modo que 009 (Z = 6) = 90°. 
Baseado nestes quatro ângulos de equilíbrio, a função r( Z) foi escolhida 
da forma: 
( 4.33) 
O melhor conjunto de parâmetros ttn encontrado através de um ajuste destes 
4 ângulos foi u1 = -0.165799, u2 = 32.557, u3 = 0.286198 e u4 = 0.66. 
O número total ele parâmetros ajustáveis no potencial é 13: A, B, p, 
(3, a, a, b, c, À, /, Q0 , 11 e a. O potencial foi ajustado a um conjunto 
de dados ab inilio, incluindo propriedades elo cristal perfeito como energia 
coesiva c parâmetro ele rede, defeitos pontuais como a vacância e interstícios 
tetraédicos e hexagonais, além de configurações de FEG e constantes elásticas 
experimentais. Os resultados do procedimento de ajuste estão resumidos na 
Tabela 4.2. 
4.4.3 Organização da célula computacional 
Nesta subseçã.o, discutimos os detalhes referentes à orga.nizaçã.o das células 
cornputadonais utilizada." nas simulações ele DM ele configurações ele FEI no 
Tabela 4.2: Melhores parâmetros. 
A= 12.360638 e V B = 1.6039258 A p = 1.3950202 
a = 3.4557809 A 
a = 1.3386900 A 
Qo = 135.14236 
a= 4.0 
b = 3.1640691 A 
À= 0.4610305 e V 
p = 0.7468472 
c= 2.50 A 
I= 0.2037403 A 
(3 = 0.0063757 
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silício. Esta organização inclui medidas necessárias para garantir a estabili-
dade elas configurações durante as simulações. 
Existem dois importantes problemas técnicos na simulação de uma con-
figuração de FGL Primeiro, as posições atõmicas na célula computacional 
necessárias para a criação da configuração de FEL Felizmente, este prob-
lema pode ser resolvido de maneira relativamente simples, através da escolha 
ele condições de contorno apropriadas, compatíveis com a configura.çã.o em 
questão. Estas condições serão ilustradas abaixo. 
u·m problema mais complicado é que, como o propno nome indica, a 
configuração de FEl é intrinsecamente instável. Sem impor restrições a cer-
tos graus de liberdade, é impossível manter o sistema na configuração ele 
FEL Durante uma simulação ele DM, o sistema físico procura ajustar a con-
figuração ele maneira. tal que a. energia compatível com as condições externas 
(por exemplo temperatura. e/ou pressão) seja. mínima.. Visto que a energia. 
correspondente à. configuração de FEl é um máximo local (ponto de cela), 
o sistema., com liberdade total, não ficará nesta configuração. O sistema. 
atingirá. a estabilidade somente quando a configuração de energia mínima for 
alcançada. A solução deste problema, corno veremos abaixo, é a. restrição ele 
certos graus ele liberdade dos átomos nos dois planos atõmicos adjacentes ao 
plano de deslizamento. 
Em primeiro lugar, discutiremos a organização da. célula computa.cional e 
os condições periódicas ele contorno correspondentes. Consideremos a. Figura. 
4.16, onde é mostrada. a proj"ção (lOT) do bloco básico de construção da. 
célula cornput;a.dona.l, uti]iza.da pil.ra. a criação ela conAguração de FEl 110 
1-b 2-a 1-c 1-b 2-a 1-c 
o ............ ...................................................... ·s ... 
11 12 Plano de 
deslizamento 
.:: 9 8- ...... 10 r-- .... 
<III> <III> 
4 6 
3-a :...-- "5 ~ 3-a 3 
2 2 1-a 1-a 
<121> <121> 
Figura 4.16: Projeção (101) do bloco básico de construção da célula computa-
cional utilizada para a criação da configuração de FEl no conjunto glide. Os 
veto•·cs indicam a maneim cm que as condições periódicas silo aplicadas. A 
figum à esque1·da representa silício perfeito. A figura do lado di7·eito mostra 
a c1·iaçào da configumçào de FEl no conjunto glide. 
conjunto glide. Em simulações realísticas, o tamanho da célula computacional 
é muito maior do que o bloco básico da. Figura. Apesar disso, a. célula. 
computacional realística. sempre contém um número inteiro de blocos básicos 
e as condições periódicas de contorno agem de maneira. similar às condições 
mostradas na Figura .. Por isso, uma discussão do bloco básico e as condições 
periódicas de contorno correspondentes é representativo para qualquer célula. 
computa.ciona.l composta. por um número inteiro de blocos básicos. 
O bloco tem forma retangula.r com as arestas paralelas às direções < 
111 >, < 101 > e < 121 > no silício. Cada bloco contém 12 átomos for-
mando os 6 planos distintos (lll) da estrutura cristalina. elo diamante. No 
bloco particular mostrado na. Figura. 4.16, a.s posições a.tômica.s com relação 
às bordas horizontais (111) são arranjadas de maneira. tal que a.s posições 
rcla.tiva.s do bloco e da irn.a.gem criadas pelas condições periódicas, criam um 
corte ao longo do plano de deslizamento glide. Os círculos pretos indicam os 
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12 átomos e as linhas grossas pretas representam as correspondentes ligações 
covalentes. 
Consideramos a figura do lado esquerdo. As condições periódicas de con-
torno são representadas por três vetares ortogonais de deslocamento, apon-
tando nas direções < 111 >, < 10I > e< 121 >. Os comprimentos destes 
vetares sã.o iguais às arestas correspondentes do bloco. Na projeçã.o utilizada 
na figura, somente os vetares referentes às direções < 111 > e < 121 > são 
mostrados. Os círculos abertos representam imagens periódicas dos átomos 
na. célula.. Por exemplo, 1-a. é a primeira. imagem periódica do átomo 1 na. 
direçã.o < 121 > e 1-b é a primeira imagem na direção < 111 >. Similar-
mente, 1-c é a imagem periódica do átomo 1, criada através da. açã.o combi-
nada. da.s condições de contorno na.s direções < 111 > e < 121 >. Usando 
estas condições ortogonais de contorno, as imagens periódicas estabelecem a 
estrutura infinita. perfeita. da. rede de diamante do silício. 
Na figura. a.o lado direito, a.o vetor de deslocamento na direção < 111 >foi 




J6 a0 a.o longo da. direçã.o < 121 >. Desta. 





J6 a0 na direção < 121 >. Conseqüentemente, o plano (111), 
definido pelas imagens 1-b, 2-a. e 1-c, é deslocado com relação ao plano (111) 
original definido pelos átomos 1, 2 e 1-a.. Em outras palavras, o desloca-
mento do vetor na. direçã.o < 111 > estabelece um corte na. célula. a.o longo 
do plano de deslizamento glide, indicado pela. linha. pontilhada.. A quan-




J6 a0 corresponde exa.ta.mente à configuração de 
FEl no conjunto glide. Este procedimento cria uma. configura.çã.o de FEl por 
célula. c01nputaciona.l. A princípio, é possível que a.s imagens periódicas das 
configurações FEl interajam entre si. Porém, se escolhermos o tamanho da. 
célula computa.ciona.l na direçã.o < 111 > de maneira que ele seja. grande o 
suficiente, estas intera.ções tornam-se desprezíveis. Retornaremos a discutir 
este aspecto mais adiante. 
Na Figura 4.17, é mostrada. a projeção (121) do bloco básico para a con-
struçà.o da célula. computa.ciona.l, utilizada. para a cria.ç.ão da. configuração 
de FEl no conjunto slwffic. O bloco tem a.s mesmas dimensões que aquele 
utilizado para o conjunto glide. A única. diferença entre eles é o arranjo elas 
1-b 2-a 1-c 
o o o o o Plano de 
1-b 2-a 1-c deslizamento 
.................. ,./. ... 
11-a 
9 10 9-a 9-a 





fignm 1.17: Pmjeçiio (121) do bloco básico de construção da célula computa-
cional utilizada para a criação da configuração de FEl no conjunto shuffie. 
Os vetares indicam. a maneim· em que as condições periódicas são aplicadas. 
A figum à esquerda rep1·esenta silício perfeito. A figum do lado direito mostra 
a c1·iação da configu.mção de FEl no conjunto shuffie. 
posições dos 12 átomos na célula. As condições periódicas ortogonais de con-
torno mostradas na figura ao lado esquerdo geram a estrutura infinita da rede 
perfeita do diamante. Na figura ao lado direito, ao vetor de deslocamento 
inicialmente apontando na direção < 111 > foi adicionada uma componente 
iJZ a0 ao longo da direção < 101 >. Este deslocamento estabelece um corte 
na célula ao longo do plano de deslizamento shu.(fie, indicado pela linha pon-
tilhada. A quantidade de deslizamento ~VZ a0 corresponde exatamente à. 
configuração de FEl elo conjunto shvffle. 
A introdução de deslizamento no vctor de deslocamento elas condições 
periódicas de contorno na clireção < 111 >provoca a introdução de tensões 
de cisalhamcnto no sistema. Permitindo li herdade total ao sistema, este 
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tentará relaxar estas tensões na forma de distorções de cisalhamento. Para 
manter o sistema na configuração de FEl, este efeito tem de ser evitado. O 
método mais adequado para este fim é restringir o movimento dos átomos 
dos dois planos adjacentes ao corte. A razão desta restrição é que a relaxação 
das tensões de cisa.lhamento no plano do corte se propaga a partir deste plano 
para as camadas mais afastadas na parte perfeita do cristal, localizada no 
centro da célula. Evitando a. relaxação dos átomos dos planos adjacentes 
ao corte, a rclaxaçã.o das tensões através de distorções de cisalhamento é 
impedida e o sistema pode ser mantido no ponto de cela. 
Com o objetivo de prevenir as distorções de cisalhamento e manter o 
sistema na configuração de FEl, os movimentos dos átomos dos planos adja-
centes do corte sã.o restringidos à direçã.o < 111 >, perpendicular à direç.ã.o 
das tensões de cisalhamento. Desta forma, qualquer tipo de relaxação par-
alela à direçã.o das tensões se torna impossível de modo que distorções de 
cisalhamento não ocorrcrã.o. Considerando as Figuras 4.16 e 4.17, esta re-
striçã.o implica que, durante as simulações, a relaxaçã.o dos átomos 1,2 e 11,12 
da cÇlula computacional é permitida somente na direçã.o vertical. Os demais 
átomos são permitidos relaxar livremente nas três direções. 
4.4.4 Simulações 
Nesta subseçã.o descrevemos os detalhes de todas as simulações de DM efct-
uadas para calcular as energias livres associadas às configurações de FEl no 
silício. Todas as simulações foram ba.sea.das nas equações de movimento da 
dinâmica CMNH (3.13) e suas integrações numéricas foram feitas através do 
algorítmo leapfrog usando um passo temporal 6.t = 0.5 fs. 
Inicialmente, efetuamos vários testes para determinar o melhor tamanho 
da célula computacional na direçã.o < 111 > para evitar interações entre as 
imagens periódicas das configurações de FEL Com este objetivo, efctuamos 
simulações de DM de equilíbrio, a temperatura constante, para temperaturas 
·muito baixas (T = 0.5 K), variando o número de blocos básicos (6 planos 
(111) por bloco) na direçã.o < 111 > da. célula computacional. A rclaxa.çã.o 
do volume nã.o foi levada em conta e o número de blocos básicos nas direções 
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Figura 4.18: Convel'f}ência de /u., para os conjuntos glide e shufile em função 
do número de blocos básicos na direção < 111 > da célula computacional . 
< 101 > e < 121 > foi fixado em 3. 
Estudamos a convergência de '"" incluindo a relaxação atómica, em 
função do número de blocos básicos na direção < 111 >, para ambos os 
conjuntos glide e shuffle. Os resultados são mostrados na Figura 4.18. A 
convergência da energia de FEI /us é relativamente lenta para ambos os 
conjuntos glide e shujjle, indicando uma interaçã.o considerável entre a.s con-
figurações de FEI e a.s correspondentes imagens periódicas. Observamos que 
a. convergência. para. o conjunto shujjlc é mais lenta. que no caso do conjunto 
glide. Além disso, a. diferença absoluta entre os valores inicias e os convergidos 
de / .. s é maior para o conjunto slwjjle. Estes resultados indicam que a. in-
tera.ção entre a. configuração de FEI do conjunto slwffle e a.s correspondentes 
imagens periódicas é maior que para o conjunto glide. 
Considerando a. convergência. de l"s para. ambos os conjuntos glide e shu.f-
fle, podemos observar que 6 é o número mínimo de blocos na. direção < 111 > 
da célula computacional para. evitar efeitos significativas de intera.ção. Por 
este motivo, toda~ a.s simulações de DM foram cfetua.das utilizando uma 
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Figura 4.19: Relaxação de volume ao longo da direção < 111 > para a 
configuração de FEl do conjunto glide. O gráfico mostra /us em função 
da relaxação na direção < 111 >. A .origem do eixo horizontal refere-se ao 
volume ideal. 
rim·mente, o número de blocos escolhido nas direções < 101 > e < 121 > foi 
3. Assim, a célula computacional utilizada para os cálculos da energia livre é 
composta por 6 x 3 X 3 = 54 blocos básicos, o que corresponde à 648 átomos 
de silício. 
Além dos efeitos devido às interações entre a.s Imagens periódicas, in-
vestigamos a relaxação do volume na direçã.o < 111 > para ambas as con-
figurações de FEL Com este objetivo, efetuamos simulações de DM de equilíbrio 
a temperatura constante T = 0.5 [(,usando a célula computacional com 648 
átomos. Para variar a distância entre os dois planos adjacentes ao plano de 
deslizamento (planos formados pelos átomos 1-2, e 11-12 nas Figura.s 4.16 
e 4.17), a componente na direçã.o < 111 > do vetor de deslocamento das 
condições periódicas de contorno foi variada em torno do valor correspon-
dente ao volume ideal. Os resultados são mostrados nas Figuras 4.19 e 4.20, 
onde os valores de /us cm função da. rela.xa.çií.o paralela. à dircçã.o < 111 > 
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Figura 4.20: Relaxação de volume ao longo da direção < 111 > para a 
configuração de FEl do conjunto shuffie. O gráfico mostra lus em função 
da relaxação na direção < 111 >. A origem do eixo horizontal refere-se ao 
volume ideal. 
respectivamente. A origem do eixo horizontal em ambas as figuras corre-
sponde ao volume ideal. As figuras mostram que a configuração de FEI 
do conjunto glide tem a tendência de se expandir, enquanto a do conjunto 
shuffle tende a se contrair. Os valores mínimos de lus para as configurações 
de FEI dos conjuntos glide e shuffle correspondem a relaxações ao longo da 
direção < 111 > de aproximadamente 0.35 À e -0.22 À, respectivamente. 
Para incluir os efeitos da relaxação de volume nos cálculos da energia livre, 
os componentes < 111 > das condições periódicas de contorno das células 
computacionais foram ajustados de acordo com estes valores. 
As simulações de DM-LA foram basea.da.s na dinâmica. CMNH (3.13) a. 
volume e a. temperatura constantes e na. função de energia potencia.! depen-
dente do tempo 
Usw(if, .\(t)) = .\(t) EJBI\BY(ifJ + ~ (1- .\(t)) f, mw2(ij;- if;,eq) 2 , (4.34) 
t;;l 
que representa um processo no qua.l os átomos de silício intera.gentes são 
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transformados lentamente em osciladores harmônicos independentes. As ori-
gens destes osciladores foram centradas nas posições de equilíbrio dos átomos 
de silício na configuração de FEl obtidas após a relaxação completa e a 
freqüência característica dos osciladores foi escolhida em w = 19.6 THz. As 
células computacionais utilizadas foram as descritas acima (incluindo a re-
laxação do volume). Com o objetivo de simular os efeitos do cristal perfeito 
no centro da célula, os 6 planos (111) no centro das células foram mantidos 
congelados. Os osciladores nos planos adjacentes aos planos de deslizamento, 
foram permitidos vibrar somente na direção < 111 >. Os osciladores refer-
entes aos átomos dos centros das células computacionais foram mantidos 
congelados durante as transformações. As simulações foram efetuadas para 
várias temperaturas entre 200 e 1400 I<. Os efeitos da expansão térmica 
foram incluídos usando os parâmetros de rede, determinados através de sim-
ulações de equilíbrio para o silício perfeito. A dependência da relaxação do 
volume das configurações de FEl em função da temperatura obtida é de-
sprezível. De acordo com esta observação, o ajuste absoluto da componente 
< 111 > elas condições periódicas ele contorno foi fixado nos valores deter-
minados através elas relaxações a baixa temperatura, mostradas nas Figuras 
4.19 e 4.20. 
Como funçã.o de ligação, utilizamos a função C1(x), o que permite a 
determinação dos erros sistemáticos a partir de uma análise de histerese 
das trajetórios ele DM-LA. Para cada temperatura, efetuamos 5 tra.jetórias 
fechadas (silício -> cristal ele Einstein seguida por cristal ele Einstein -> 
silício) para eliminar a dissipação e estimar os erros estatísticos envolvidos. 
Pa.ra. toda.s as tra.jetória.s, o tempo ele ligação foi de t, = 7 ps, o que é 
suficientemente longo pa.ra. a. convergência elas diferenças ele energia. medidas 
e curto suficiente para. ga.ra.ntir eficiência. computacional. 
4.4.5 Resultados e discussão 
Nesta. subseção, apresentamos os resultados dos cálculos de DM-LA das ener-
gias livres associadas à criação de configurações de FEl cm planos ele desliza-
mento {111} no silício. Comparamos estes com os resultados ela. TFD ele 
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Tabela 4.3: Valores estáticos (O [{) da energia de empilhamento instável!us 
para vários níveis de relaxação para os conjuntos shuffie e glide nos planos 
de deslizamento {111} do silício. Todos os valores estão expressos em J m-2 • 
Os resultados da TFD são de Kaxiras e Duesbery {21} e Juan e Kaxiras {22}. 
Conjunto Shuffie Conjunto Glide 
Sem relaxação 
TFD 1.84 2.51 
Este trabalho 1.98 3.28 
Relaxação atômica 
TFD 1.81 2.02 
Este trabalho 1.28 1.89 
Relaxação atômica+volumétrica 
TFD 1.67 1.91 
Este trabalho 1.04 1.86 
Kaxiras e Duesbery [21] e Juan e Kaxiras [22]. 
Na Tabela 4.3, resumimos os valores estáticos a O I< dos·/us obtidos, 
usando o potencial JBKBY para os conjuntos shuffie e glide no silício. Com-
paramos estes com os resultados da TFD de Kaxiras e Duesbery [21] e Juan 
e Kaxiras [22]. A concordância quantitativa entre os resultados da TFD e 
as simulações de DM-LA baseadas no potencial JBKBY não é muito boa. 
Apesar do fato do potencial semi-empírico predizer corretamcnte que o valor 
ele /us para o conjunto glide é maior que aquele elo conjunto shuffie, as dis-
crepâncias quantitativas com os resultados da TFD são significativas. É inter-
essante observar que a discrepância entre os resultados ela TFD e aqueles elo 
potencial JBKBY aumenta com o nível ele rela.xaçãopa.ra o conjunto shuffie. 
O valor não relaxado ele /us mostra um desvio ele 7 % elo resultado ela TFD. 
Incluindo a relaxação a.tôrnica, esta. diferença aumenta para. 29 %c a inclusão 
da relaxação completa causa um aumento adicional para 38 %. Para o con-
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Figura 4.21: Energias livres de Helmholtz absolutas em função da temperatura 
das células computacionais referentes às configurações de FEl dos conjuntos 
glide e shuffie no silício. 
junto glide, acontece exatamente o oposto. Enquanto o valor não-relaxado 
desvia-se do dado da TFD em 30 %, a inclusão da relaxação atômica diminui 
esta diferença para 24 %. Permitindo-se as relaxações atômica e volumétrica 
totais, a discrepância com o resultado da TFD torna-se muito pequena, cerca 
de 3 %. Considerando as tendências dos efeitos dos vários níveis de relaxação, 
observamos que, apesar da falta de concordância quantitativa, o potencial 
JBKBY é capaz de descrever estes efeitos qualitativamente. Os resultados 
da TFD mostram que a influência da relaxação atômica para o conjunto glide 
é maior que para o shu.ffle. Por outro lado, a relaxação volumétrica adicional 
é maior para o conjunto shuffle que para o glide. Na Tabela 4.3, observa-
mos que os resultados baseados na potencial JBKBY estão em concordância 
qualitativa com este comportamento. 
Na Figura 4.21 mostramos as energias livres de Helmholtz absolutas das 
células computacionais referentes às configurações de FEI dos conjuntos glide 
c slw.ffie no silício. As barras de erro correspondentes aos erros estatísticos 
. não foram incluídas por serem menores que os símbolos utilizados no gráfico. 
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É claro que a energia livre associada à configuração de FEl do conjunto 
glide é maior que a da configuração de FEl do conjunto shujfie, em toda 
a extensão do eixo de temperatura. Apesar disto, podemos observar que a 
separação entre as duas curvas diminui com a temperatura. A uma tem-
peratura T = 200/(, a diferença é de 10.8 eV, enquanto para T = 1600/( 
esta separação diminuiu para 7.7 e V. Para estudar a origem deste efeito, cal-
culamos as entalpias referentes às células computacionais das configurações 
de FEl em função da temperatura e as subtraímo-las das curvas de energias 
livre para estimar a diferença de entropia entre as configurações de FEl dos 
conjuntos glide e shuffle. Na Figura 4.22 mostramos a entalpia, em função 
da temperatura, das células computacionais referentes às configurações de 
FEl dos conjuntos glide e shujfie. Incluímos a entalpia para o silício perfeito 
·como referência. O aumento da entalpia com a temperatura se comporta 
de maneira bastante similar, tanto para ambas as configurações de FEl dos 
conjuntos glide e shujfie quanto para o silício perfeito. O fato de que as 3 
curvas mostram desvios da linearidade muito pequenos, sugere que os efeitos 
anarmónicos na energia interna são relativamente pequenos e similares para 
ambas as configurações de FEl dos conjuntos glide e shujfie. Na Figura 4.23, 
mostramos a diferença de entropia entre as configurações de FEl dos con-
juntos glide c shuffle em função da temperatura. Como esperado, a. entropia 
para a configuração de FEl do conjunto glide é maior que a do conjunto shuf-
fle. A diferença !':iS descresce rapidamente com a temperatura para baixas 
temperaturas, mas se estabiliza próxima ao valor !':iS= 1.0 x 10-4 J m-2 ](-1 
para temperaturas mais altas. 
Com o objetivo de investigar a influência da aplicação de pressão externa 
nas energias livres das configurações de FEl dos conjuntos glide e shujfie, 
estimamos o termo P ,!':,.V que deverá ser incluído nas energias livres de Gibbs. 
Neste termo,,!':,. V representa a relaxação do volume das configurações de FEL 
A diferença entre as energias livres de Gibbs das configurações de FEI dos 
conjuntos glide e shujfie é dada por: 
!':iG(P, T) = !':iF(T) + P (!':i V.t- !':i V,h), ( 4.35) 
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Figura. 4.22: Entalpía, a pressão zcm, cm. função da temperatura, das células 
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Figura. 4.23: Diferença de entropia entre as configurações de FEl dos con-
juntos glide e shuffie em. função da temperatura. 
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sentam a relaxação volumétrica na configuração de FEl dos conjuntos glide 
e shuffle, respectivamente. Como vimos na subseção anterior, a configuração 
de FEl do conjunto glide tende a se expandir (6 Vg1 > 0), enquanto que 
a do conjunto shuffle tende a se contrair (6 V.h < 0). Conseqüentemente, 
a diferença entre estas contribuições de relaxação volumétrica é positiva e 
pressões negativas são necessárias para diminuir a diferença de energia livre 
ele Gibbs. 
Baseados na estimativa da relaxação volumétrica apresentada anterior-
_ mente e nas energias livres ele I-Iclmholtz mostradas na. Figura. 1.21, deter-
minamos o clia.gra.ma ele fase no plano (P, T) que descreve a. transição da. 
nuclea.ção preferencial de deslocações dos planos shu.ffle para. os pla.nos glide. 
A curva. de coexistência., i.e., a. curva. que contém todos os pontos no diagrama 
de fase do pla.no (P, T), onde a. energia. livre de Gibbs é igua.l pa.ra. a.mbas a.s 
configurações de FEl, é determinada. atra.vés ela. rela.ção: 
6F(T) + P 6 V = O, ( 4.36) 
onde .6 V= 6 '~l- 6 V.h· O resultado está na. Figura. 4.24 onde duas curva.s 
de coexistência. são mostra.da.s. A curva. inferior corresponde a.o potencia.! 
JBKBY origina.!. Pa.ra. valores (P, T) a.ba.ixo ( a.cima) da curva., o conjunto 
glide (shuffle) tem energia. livre ele empilhamento instável ma.ior"(menor). De 
a.corclo com o dia.gra.ma. determinado por esta. curva. de coexistência, somente 
condições extremas podem provocar a. transição ele shuffle pa.ra. glide no mod-
elo origina.! JBKBY. Na. temperatura. de T = 1600 J(, pressões da. ordem de 
-90 kba.r são necessárias. Isto ocorre porque o potencial JBKBY superes-
tima a. diferença. entre os valores de /us pa.ra. os conjuntos glide e shuffle. Na. 
Ta. bela. 4.3 podemos observar que a. diferença. absoluta. ( rela.xa.ções a.tõmica. 
e volumétrica.) prevista. pelo potencia.! JBKBY é de 0.82 J m-2 , enquanto 
os cálculos da. TFD indicam uma. diferença de a.pena.s 0.24 J m-2 • Devido 
a.o fa.to de que /us entra. na. expressão da. energia. livre atra.vés da. enta.lpia, 
esta. diferença. superestimada. aparece clireta.mente na.s diferenças de energia. 
livre. Conseqüentemente; pressões nega.tiva.s muito grandes são necessárias 
pa.ra. provocar a. transição. 
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Figura 4.24: Diagrama de fase no plano (P, T) descrevendo a transição 
shuffle-glide, usando o potencial JB[(BY. Para valores (P, T) abaixo (acima) 
da curva, o conjunto glide (shuflle) tem ene1'f}ia livre de empilhamento 
instável maior (menor). A curva inferior representa os resultados obtidos 
com o potencial JBKBY original e a curva S1Lperior representa aqueles obti-
dos após a correção para a discrepância nos valores de lu•. 
resultados da TFD de Juan e Kaxiras, precisamos efetuar uma correção para 
esta discrepância. Um procedimento adequado para este fim é o de uma 
translação rígida ao longo do eixo da energia de uma das curvas de energia 
livre, mostradas na Figura 4.21. O objetivo desta translação é garantir que 
a diferença de energia livre entre as configurações de FEl dos conjuntos glide 
e shu.ffie à. T = O J(, seja exatamente igual à diferença entre os valores de 
lu• encontrada nos cálculos da TFD. Esta translação modifica a diferença de 
energia estática à O J( entre as superfícies de energia de FEG dos conjun-
tos glide e shu.ffie, mas não afeta a dinâmica definida pelo potencial. Após 
este procedimento, as curvas de energia livre de Helmholtz transladas são 
usadas na expressão ( 4.35) para avaliar a curva de coexistência corrigida. Os 
resultados deste procedimento são representados pela curva de coexistência 
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Figura 4.25: Curvas de coexistência separando a nucleação preferencial de 
deslocações sobre os planos shuffie da nucleação sobre os planos glide. A 
linha pontilhada representa os l'esultados da TFD de Juan e Kaxims {22}. 
A ou~ra representa os resultados obtidos usando o potencial JBKBY após a 
c01-reção pam a diferença superestimada dos valores de lua. 
de lua tem uma influência enorme no diagrama de fase. Após e~ta correção, 
pressões da ordem de -10 kbar são suficientes para provocar uma transição a 
temperaturas relativamente baixas. 
Na Figura 4.25, o diagrama de fase corrigido é comparado com o dia-
grama. de fase TFD calculado por Juan e Ka.xiras. A concordância entre as 
duas curvas é razoáveL Para. ambas a.s curvas a derivada dP/dT é positiva, 
pois tanto a entropia quanto o volume referentes às configurações de FEl 
do conjunto glide são maiores do que para. o conjunto shuffle. Além disso, 
as duas curvas ele coexistência. se cruzam com derivadas praticamente iguais 
para. uma. temperatura. próxima. a. 1100 ](, Apesar disso, podemos observar 
uma. diferença. qualitativa. interessante entre as duas curvas ele coexistência.. 
O diagrama obtido através elo potencial Jl3KI3Y mostra um ponto de in-
flexão exata1nctlLe na. temperatura onde as duas curvas se cruzam, enquanto 
a curva. TFD não mostra. tal ponto. Neste ponto de inflexão, a. segunda 
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cleriv<tda d2 PI d'1' 2 muda de sinal. 
O motivo p<tr<t o <tp<trecimcnto deste ponto de inflexão é a dependência 
cxplícit<t da diferença de entropia entre as configur<tçõcs de FEI dos conjuntos 
glide e slwffle. P<tra. compreender isto, reconsideramos a equação ( 4.36) que 





M!(T) - T!:lS(T) 
f:lV 
Wl7) 
onde !:llf(T) e !:lS(T) são, respectivamente, as diferenças de entalpia a 
pressão zero e de entropia entre as configurações de FEI dos conjuntos glide 
e shuffie. Supondo a diferença de volume f:l V constante, a segunda derivada. 
da equaçã.o ( 4.37) com relação à T é dada. por: 
d2 P 1 ( df:lS d2 f:lS ) 
d'J'2 = f:l V 2 dT + T dT 2 ' ( 4.38) 
onde, baseado nas curvas da Figura 4.22, desprezamos a dependência em 
função da temperatura da diferença. de entalpia. !:li! a pressão zero. 
A partir da. Figura 4.23, é fácil observar que a primeira derivada da. 
diferença de entropia com relação a. temperatura., d!:lSidT, é negativa, en-
quanto a segunda. derivada., d2 !:lSidT2 , é positiva. Para temperaturas baixas, 
a primeira derivada negativa é dominante na. equação (4.38), de modo que 
d2 PI dT 2 < O, devido a /:;V > O. Mas, para temperaturas mai"orcs que um 
certo valor crítico, a segunda derivada. positiva multiplicada por T compensa. 
este termo negativo de modo que a. segunda. derivada da. curva de coexistência 
se torna positiva., i.e., d2 PldT2 >O. 
De acordo com esta. discussão, a.s características qualitativas distintas 
das duas curvas de coexistência. na Figura. 4.25 é ca.usa.da pelas diferentes 
dependências da. diferença. de entropia. f:lS com a. temperatura.. Além de 
possíveis diferenças entre o potencia.] semi-empírico JBKBY c o método de 
primeiros princípios TFD na. descrição dos modos vibra.ciona.is em silício, 
estes "efeitos podem ser causados por efeitos a.na.rmônicos. Nos cálculos ab 
initio da TFD de Ka.xiras e Duesbery c Juan e Kaxiras, todos os efeitos 
anarmônicos foram omitidos pelo uso da. teoria. harmônica de Vineya.rd, en-
quanto as simulações de DM-LA apresentadas levam todos estes efeitos cm 
consideração. 
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Resumindo, concluímos que a concordância entre o método da TFD e o 
potencial semi-empírico JBKBY para a descriçã.o da transiçã.o de nucleaçâo 
de deslocações a partir da ponta de uma fissura aguda do conjunto slwj]lc 
para o conjunto glide, na abordagem da teoria de Rice, é bastante razoável. 
Apesar das diferenças qualitativas nos diagramas de fase, provavelmente cau-
sadas por anarrnonicidades, ambas as curvas de coexistência permanecem 
próximas e exibem condições de transição quantitativamente similares. 
Capítulo 5 
Conclusões 
Neste capítulo, apresentamos as principais conclusões que podem ser obtidas 
do trabalho descrito nesta tese. 
A primeira conclusão refere-se à base teórica do método de DM-LA de-
scrita no capítulo 2. A proposta original e a primeira aplicação do método por 
Watanabe e Reinhardt foram baseadas no teorema de Hertz, que considera 
transformações adiabaticamente lentas em sistemas Hamiltonianos, na abor-
dagem do ensemble microcanônico. Neste contexto, a aplicação elo método 
estaria restrita. somente a sistemas físicos representáveis por equações Hamil-
tonianas ele movimento. A análise termodinâmica. no capítulo 2 mostrou 
que a invariante de Hertz fornece uma descrição microscópica ·de processos 
macroscópicos termodinamica.mente reversíveis em sistemas físicos isolados. 
A conservação microscópica do volume do espaço de fase, descrita. no teorema 
de Hertz, corresponde à conservação de entropia. ela termodinâmica. ele pro-
cessos reversíveis. Desta. forma, a base do método ele DM-LA nâo tem origem 
nos detalhes específicos das equações microscópicas ele movimento, como na 
invariante de Hertz, mas nas condições macroscópicas termodinâmicas que 
estas equações representam. Por isso, o método ele DM-LA é baseado nas 
relações termodinâmicas macroscópicas ele processos reversíveis. A aplicação 
.elo método para a determinação da diferença de energia. livre ele I-Ielmholtz en-
tre dois cristais de Einstein com freqüência.s diferentes, descrita. no capítulo 
4 fornece um bom exemplo disso. Apesar da dinâmica. CMNI-I utilizada. 
para. estabelecer o procedimento ele ligação a temperatura constante não ser 
Hamilionia.na., o procedimento representa. as condições termodinâmicas ele 
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processos reversíveis isotérmicas e por isso as simulações satisfazem a relação 
termodinâmica macroscópica correspondente. 
Em segundo lugar, os resultados desta Tese mostram que a dinâmica 
CMNH proposta por Martyna, Klein e Tuckerman possibilita o uso do cristal 
de Einstein como sistema de referência em simulações de DM-LA a temper-
atura constante. O desenvolvimento deste conjunto de equações de movi-
mento resolveu os problemas apresentados pelo oscilador harmõnico em out-
ras técnicas de DM a temperatura constante e, como mostrado pelas aplicações 
apresentadas no capítulo 4, abriu o caminho para a aplicação do método de 
DM-LA para determinar energias livres ern sistemas de interesse em matéria 
condensada. 
A terceira conclusão considera a confiabilidade quantitativa e a eficiência 
computacional do método de DM-LA. Devido à irreversibilidade intrínseca 
de trajetórias de DM-LA, os resultados obtidos usando este método estão 
sujeitos a erros sistemáticos e estatísticos. A estimativa do ruído estatístico 
é relativamente simples, avaliando os resultados de um número pequeno de 
trajetórias independentes. A eventualclificuldade estaria na correção do erro 
sistemático causado pela dissipação. Contudo, a derivação da expressão da 
dissipação ele energia no capítulo 2 mostrou que a eliminação do erro sis-
temático através de uma análise ele histerese é bastante simples e eficiente. 
Além disso, o método não incorpora qualquer aproximação física e, como 
confirmado pelas aplicações ao cristal de Einstein c cobre no capítulo 4, o 
método é quantitativamente confiável. Além disso, devido à disponibilidade 
de procedimentos simples para a correção elos erros e ao fato ele que pou-
cas trajetórias são suficientes para a estimativa. elas quantidades desejadas, o 
método é eficiente do ponto de vista computacional. 
Um outro aspecto refere-se à. flexibilidade elo método. As aplicações ap-
resentadas no capítulo 4 mostraram que o método pode ser aplicado a. uma. 
variedade ele sistemas e processos físicos com ca.ra.cterística.s muito difer-
entes. Devido à flexibilidade enorme no estabelecimento ele processos de 
ligação a.diabática, o método pode ser a.plica.do a. todos os tipos de sistemas 
físicos. Para. sistemas cristalinos, por exemplo, a. energia. livre de basica-
mente qu<tlquer defeito estendido pode ser calculado ele maneira. simples, 
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através da invenção de um processo de ligação adiabática adequado. Como 
conclusão final, afirmamos que o método de DM-LA é uma ferramenta ex-
tremamente flexível e poderosa para a determinação eficiente e quantitati-
vamente confiável de quantidades térmicas envolvidas em uma grande var-
iedade de sistemas e processos físicos. Neste contexto, o método é superior 
a diversos métodos alternativos de simulação disponíveis, como a Integração 
Termodinãmica e métodos baseados em aproximações harmônicas. 
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