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Abstract
We introduce a novel model for spatially varying variational data fusion, driven by point-wise confidence
values. The proposed model allows for the joint estimation of the data and the confidence values based
on the spatial coherence of the data. We discuss the main properties of the introduced model as well as
suitable algorithms for estimating the solution of the corresponding biconvex minimization problem and their
convergence. The performance of the proposed model is evaluated considering the problem of depth image
fusion by using both synthetic and real data from publicly available datasets.
Index Terms
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1 INTRODUCTION
Variational methods have gained a large popularity advantage over other methods when dealing with
ill-posed problems in computational vision. The reason is that they have shown good computational
properties and high flexibility in large scale regularization problems, typically those arising in computa-
tional image processing applications, as for example image denoising, inpainting and super-resolution. In
these contexts the original problem is transformed into an energy minimization problem, by introducing
a suitable energy functional, which favors some desired characteristics of the optimal solution. More
specifically, given a domain U , which is a Banach space, and the extended real line R := R∪ {−∞,+∞},
the energy minimization problem is driven by an energy functional E : U → R of the following general
form:
E(u) = F (Mu) +H(u; d, λ). (1)
Functional H enforces fidelity to the given data d, namely the observations. On the other hand, functional
F acts as a regularization on a linear transformation of u, specified by the linear operator M , which usually
represents a differential operator. In case both F and H are convex, lower-semicontinuous functions,
efficient algorithms for the minimization of E have been proposed, even when F and possibly also H
are not differentiable everywhere. First-order proximal splitting algorithms are amongst the most relevant.
A well-known method belonging to this class of algorithms is the primal-dual hybrid gradient method
(PDHG) [11], [14], [56].
The parameter λ in (1) balances the relative importance of the two terms F and H , and it is usually as-
signed a-priori and applied uniformly on the effective domain of E. We consider here λ as a multiplicative
parameter applied to the fidelity term H .
When λ is applied as a multiplicative parameter in H , the effect of the parameter is to act as confidence
value of the data fidelity term, which is crucial when data come in a multiplicity, and varying in space.
Actually, a spatially varying regularization parameter λ has been examined in the past as for example in
[49] for the well-known ROF model [48]. However the idea of introducing a spatial prior on the fidelity
term to asses confidence on the data accuracy is new, to our knowledge.
Given this background, the main contribution of this work is a new model, which extends (1) to govern
the fusion of multiple data observations, with occurring spatial overlaps. The fusion problem amounts to
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2integrating redundant and complementary information from several data sources, each bringing different
degree of accuracy, which can highly vary especially in the case the source data are depth images. A key
aspect of the proposed model is to generalize the energy minimization problem to jointly accommodate
estimation of the data and their confidence values, in the following form:
E(u) = F (Mu) +H(u, λ; d) +G(λ). (2)
This model induces spatially adaptive regularization effects, letting the coherence of the available data
guide the regularization process. The corresponding minimization problem is no longer convex, though
we show that it is biconvex if G is a convex, lower-semi-continuous functional. On this basis, we
extend biconvex optimization algorithms for dealing with non-smooth functionals and examine their
convergence. In summary, this work contributes to the data fusion problem with a new model which we
present in its discrete version so as to focus on the algorithms and the experiments on different datasets,
showing the performance of the model.
Furthermore we present the algorithms Alternative Convex Search (ACS) and Alternate Minimization
(AMA), adapted to our model, showing that they converge for the biconvex joint estimation problem,
and settle the conditions that have to be satisfied to guarantee convergence.
We consider also the PDHG method for our model, contributing with a convergence analysis for the case
of a-priori assigned spatially varying confidence values, and provide suitable bounds for the PDHG step
parameters. Moreover, we extend the analysis of the PDHG algorithm for the joint estimation problem
and discuss its convergence.
The remaining of the work is organized as follows. Section 2 discusses related work, Section 3 intro-
duces preliminary concepts and definitions. Section 4 introduces the confidence driven data fusion model
and its properties. In Section 5 we examine the convergence of the alternate minimization (AMA) and
the alternate convex search (ACS) algorithms. We also discuss convergence of the PDHG algorithm for
spatially varying confidence values. In Section 6 we examine numerical results and the performance of
the model with respect to state of the art methods for the problem of depth image fusion on real and
synthetic data. Finally, in Section 7 we provide some conclusions and future work directions.
2 RELATED WORK
The idea of spatially altering the effects of regularization, to the best of our knowledge, has been first
introduced by Strong and Chan [49] who provided analytical solutions for the minimizers of specific
classes of signals. They also considered spatially varying regularization parameters, to locally control the
image scale space. Calvetti and Sommersalo [9] use a weighting scheme based on the statistics of the
edges in natural images, proposing the gamma and the inverse gamma distributions as hyper-priors of
the regularization term. Their Bayesian regularization model includes the Perona-Malik [46] and ROF
[48] models as special cases.
We recall that Total Variation (TV) for image denoising has been introduced by Rudin, Osher and
Fatemi (ROF) in [48]. Several generalizations of total variation regularization have been proposed to
allow for exact reconstruction of higher-order piece-wise polynomial signals, e.g. piece-wise affine or
quadratic signals. Some well known such generalizations are the Infimal Convolution Total Variation
(ICTV) proposed by Chambolle [12] and Total Generalized Variation (TGV), introduced by Bredies and
colleagues [8]. We consider the latter, which further generalizes ICTV. See [36] for further details and
comparisons between the ICTV and TGV methods.
Going back to spatially varying regularization effects, Newcombe and colleagues [39] apply weighting
parameters in order to ensure lower regularization near image edges, so as to enforce sharp edges of
the computed depth image. In a similar way, [30] proposes anisotropic regularization by considering the
Nahel-Enkelmann operator applied to the regularization term. In the mentioned works spatially varying
weighting is applied to the regularization term. Under this respect, the model we propose shows some
important novelties. First of all, the weighting scheme is applied to the fidelity term. This brings a new
interpretation for the data fusion problem, in which the different contributions of the data sources are
gauged by a map of confidence values. More importantly, the proposed model estimates these confidence
3values directly from the available data, by solving a biconvex minimization problem. Additionally, the
model resorts to a fidelity term based on the L1 norm, which is quite robust to outliers.
As a result, the proposed method combines the advantages of L1 regularization, namely robustness
against impulsive noise, and contrast invariance, which corresponds to purely geometrical effects in the
scale space, with the ability to locally control the image scale space, by varying confidence values at each
image region. As will be shown in the following, the model entails a biconvex minimization problem,
which poses some challenges in finding the optimal solution, with respect to convex TGV models.
As a matter of fact, many interesting problems in image processing can be better modeled with non-
convex regularization models. Recently a number of non-convex models have been proposed in order to
attack the problems of image inpainting [17], depth smoothing [44], and TV regularization on manifolds
[32], [37], [42]. Algorithms for optimizing non-convex functionals have been recently proposed focusing
on distinctive properties of the terms involved, we recall here some of them.
The Alternating minimization methods transform a constrained optimization problem into an uncon-
strained optimization one, by adding a quadratic penalization on the constraint violation. Typically the
weight on the penalization term increases as the iterations proceed. Examples for this class of algorithms
can be found in [41], and convergence properties are discussed in [2].
Splitting methods are used when the problem can be separated in a smooth non-convex term and a
possibly non-smooth part. A recently proposed forward-backward splitting method for dealing with this
class of problems, called iPiano, was introduced in [45].
Semi convex regularization is considered when the nonconvex term can be made convex, for example by
adding an additional L2 norm (see Section 3), [1] proposed a method based on the augmented Lagrangian
and proved that it converges to critical points. More recently [35] proposed a PDHG method for problems
with a semiconvex regularization term. The authors prove convergence of the algorithm to critical points
when the convexity of the fidelity term compensates the nonconvexity of the regularization term, and they
show various examples where the algorithm converges, even when this assumption is violated, indicating
the (possibly local) robustness of the PDHG methods applied to nonconvex problems. Finally, Valkonen
in [52] provides a proof of local convergence of the PDHG method in the case of non-linear regularization
operators (NL-PDHG), when the non-linear operator satisfies certain smoothness assumptions and the
operator of the update steps satisfies the Aubin property [3].
The problem we propose touches, in some sense, all the above mentioned ones. Indeed, we discuss
two algorithms for solving the biconvex optimization problem which gives the optimal solution of our
model. First, we consider the alternate convex search algotiyhm [24] and then we examine the application
of alternate minimization methods [2], discussing their convergence to critical points. We consider also
the application of the PDHG algorithm on biconvex optimization problems and discuss its convergence.
As an application domain we consider the problem of variational fusion of depth images, which is
recognized to be a crucial aspect in many surface reconstruction approaches. Campbell et al. [10] employ
a Markov Random Field to find a solution for multiple depth hypotheses. Merrell et al. in [33] adopted
a depth image fusion scheme, based on visibility, considering appropriate confidence measures to asses
the stability of each depth estimate. In [25] the authors use a reduced dictionary of depth patches to
regularize and fuse depth images of mostly planar structures.
Total generalized variation models for the fusion of depth images has been introduced in [47]. In
[18], the authors fuse low-resolution high-fidelity depth images, from Time-of-Flight sensors, with high-
resolution and low-fidelity depth images, generated from stereo matching, using a primal-dual opti-
mization algorithm on a model based on anisotropic diffusion. As mentioned above, in [44] the authors
consider non-convex regularizers and propose an iterative algorithm for the optimization of the corre-
sponding problems, evaluating their method with a number of image processing applications, including
depth image fusion.
In a different line of work, [54] proposes a volumetric fusion of the depth images based on Total
Variation, to regularize the resulting signed distance function (SDF). In [19] the authors propose a
hierarchical SDF, which allows the fusion of depth images with very different scales. [38] proposes a
method to both estimate the pose of the RGB-D camera and to integrate new depth images with the
reconstructed 3D model. Fusion is performed by taking the weighted average of individual truncated
4SDFs. Recently, [51] has proposed a surface reconstruction approach from depth images by globally
optimizing a signed distance function, defined on an octree grid, which scales very well with the number
of input data.
Finally, we mention that image fusion is also treated in other application domains, like medical [28]
and hyper-spectral imaging [31], which we do not treat in this work.
3 PRELIMINARIES
We provide here some definitions which the reader might find useful. If not otherwise stated, U denotes
a Banach space and H a Hilbert space. Additionally, SN++ denotes the space of N ×N symmetric positive
definite matrices, and DN++ the space of N ×N diagonal positive definite matrices. Although our analysis
will mainly focus on Hilbert spaces, the following definitions are provided in a more general form
considering Banach spaces.
Definition 3.1 (Affine set). We recall that a set X ⊆ U is affine if it contains all the linear combinations
of pairs of points x, y ∈M .
Definition 3.2 (Affine hull). The affine hull of X ⊆ U , denoted as aff X is the intersection of all affine
sets that contain X .
Definition 3.3 (Relative Interior). Let C be a non-empty convex set. A point x ∈ C belongs to the relative
interior of C, namely x ∈ riC, if there exists an open sphere S centered at x, such S ∩ aff C ⊆ C.
Definition 3.4 (Convex set). A set C ⊆ U is convex, if
γu+ (1− γ)v ∈ C ∀u, v ∈ C, ∀γ ∈ [0, 1].
Definition 3.5 (Proper functional). A functional F : U 7→ R is called proper if F (u) 6= −∞ for all u ∈ U
and there exists at least one u ∈ U with F (u) 6= +∞.
Definition 3.6 (Semicontinuity). A functional F : U 7→ R is lower semicontinuous if
lim inf
v→u F (v) ≥ F (u), ∀u ∈ U .
F is upper semicontinuous if −F is lower semicontinuous. F is continuous at u if and only if it is both
upper and lower semicontinuous at u.
Definition 3.7 (Convex functional). Let C ⊆ U be a convex set. Then a function F : C 7→ R is convex, if
for all u, v ∈ C and for all γ ∈ [0, 1] it holds
F (γu+ (1− γ)v) ≤ γF (u) + (1− γ)F (v). (3)
F is called strictly convex if this inequality holds strictly except for u = v or γ ∈ {0, 1}.
Definition 3.8 (Semiconvexity [1]). A lower semi-continuous functional F : U 7→ R is called ω-semiconvex
if F + ω2 ‖·‖2 is convex.
Definition 3.9 (Strong convexity [1]). A lower semicontinuous functional F : U 7→ R is called c-strongly
convex if for all u1, u2 ∈ U , q1 ∈ ∂F (u1), q2 ∈ ∂F (u2), the following holds
〈u1 − u2, q1 − q2〉 ≥ c‖u1 − u2‖2 .
The following propositions are useful when operations with convex functionals are involved (the
corresponding proofs are provided in [6]).
Proposition 3.1. Let F : X ⊆ H 7→ R be a proper convex functional, and an operator A ∈ B(X), with B(X)
the space of bounded linear operators from X to X with domain defined on X . Then the functional G : X 7→ R
defined as
G(x) = F (Ax), ∀x ∈ X, (4)
5is convex.
The previous results leads also to the next proposition.
Proposition 3.2. Let Fi : X ⊆ H 7→ R, i = 1, . . . ,m, be proper convex functionals on X , and let γ1, . . . , γm > 0.
Then the functional G : X 7→ R defined as
G(x) = γ1F1(x) + · · ·+ γmFm(x), ∀x ∈ X, (5)
is convex.
Proposition 3.3. Let Fi : X ⊆ U 7→ R be proper convex functionals for i ∈ I ⊂ N. Then the functional
G : X 7→ R defined as
G(x) = inf
i∈I
Fi(x), (6)
is convex.
Definition 3.10 (Subdifferential). Let U be a Banach space, U∗ its corresponding dual space, and F : U 7→ R
a proper convex functional. Then the subdifferential ∂F (u) at a point u is defined as
∂F (u) := {p ∈ U∗ | F (v) ≥ F (u) + 〈p, v − u〉 ∀v ∈ U}. (7)
If the set ∂F (u) is not empty, F is called subdifferentiable at u. An element p ∈ ∂F (u) is then called a
subgradient of F at u.
We now give the definition of the convex conjugate of a functional, called also Legendre-Fenchel
transform, which is typically used to obtain the primal-dual form of a convex optimization problem.
Definition 3.11 (Convex conjugate). Let F : U 7→ R be a general extended real-valued functional (not
necessarily convex). Its convex conjugate F ∗ : U∗ 7→ R is defined as
F ∗(p) = sup
u∈U
{〈u, p〉 − F (u)}. (8)
The convex conjugate is always convex, as it corresponds to the point-wise supremum of a collection
of affine functions (see also Proposition 3.3). The double conjugate functional is denoted by F ∗∗ and it is
given by
F ∗∗(u) = sup
p∈U∗
{〈u, p〉 − F ∗(p)}. (9)
Note 3.1. In general F ∗∗(u) = (cˇl)F (u) holds, where cˇlF denotes the convex closure of F . If F additionally is a
proper convex function then F ∗∗(u) = F (u).
Definition 3.12 (Biconvex set [24]). Let U ,V be Banach spaces. The set B ⊆ U×V is called biconvex on U×V
or biconvex for short, if Bu := {v ∈ V | (u, v) ∈ B} is convex for all u ∈ U and Bv := {u ∈ U | (u, v) ∈ B}
is convex for all v ∈ V .
Definition 3.13 (Biconvex functional [24]). A functional F : B 7→ R on a biconvex set B ⊆ U × V is
biconvex, if for every fixed u ∈ U
Fu(·) := F (u, ·) : Bu 7→ R (10a)
is a convex function on Bu and for every fixed v ∈ V
Fv(·) := F (·, v) : Bv 7→ R (10b)
is a convex function on Bv.
Definition 3.14 (Partial optimum). Let F : B 7→ R be a biconvex functional. Then (u∗, v∗) ∈ B is called a
partial optimum of F on B, if for all u ∈ Bv∗
F (u∗, v∗) ≤ F (u, v∗) (11a)
6and for all v ∈ Bu∗
F (u∗, v∗) ≤ F (u∗, v). (11b)
The following theorem extends Theorems 4.1 and 4.2 of [24] to the case of non-smooth functions.
Theorem 3.1. Let B be a biconvex set and let F : B 7→ R be a biconvex functional. Then a point z := (x, y) ∈ ri(B)
is a stationary point of F if and only if it is a partial minimum.
Proof: The forward direction is easily shown by using the definition of partial optimum. In particular,
considering a partial minimum ζ ∈ ri(B), then the optimality condition 0 ∈ ∂F holds. Hence, ζ is a
stationary point.
The reverse direction is shown as follows. Let zˆ = (xˆ, yˆ) ∈ ri(B) be a stationary point of F . For y = yˆ,
the functional Fyˆ : Byˆ 7→ R is convex. Since xˆ is a stationary point of Fyˆ, then 0 ∈ ∂Fyˆ(xˆ). From the
definition of subgradient then we have
Fyˆ(x) ≥ Fyˆ(xˆ) + 〈0, x− xˆ〉 = Fyˆ(xˆ), ∀x ∈ Byˆ. (12a)
Analogously, for x = xˆ we obtain
Fxˆ(y) ≥ Fxˆ(yˆ), ∀y ∈ Bxˆ. (12b)
Hence, zˆ is a partial minimum.
Definition 3.15 (Total Variation). Let div(·) denote the divergence operator and C∞0 (Ω,RN ) the class of
infinitely differentiable functions with compact support, with domain Ω and range RN . Given a function
u ∈ L1(Ω), its Total Variation is
TV(u) := sup
q∈C∞0 (Ω;RN )
‖q‖∞≤1
∫
Ω
udiv(q) dx. (13)
In [8] the authors generalize the previous definition by means of symmetric tensors of a given order
j, denoted as Symj(RN ).
Definition 3.16 (Total Generalized Variation [8]). Let Symj(RN ) be a symmetric tensor of order j. Given
a function u ∈ L1(Ω), its Total Generalized Variation is
TGVlα(u) = sup
q∈C∞0 (Ω;Symj(RN ))
‖ divj(q)‖∞≤αj ,j=0,...,l−1
∫
Ω
udivl(q) dx. (14)
The TGVlα functional is convex and can be seen as a combination of higher order TV terms, determined
by the positive weights α ∈ {α1, . . . , αl}, with l the maximum TV order.
By taking the Legendre-Fenchel transform of (14), an alternative definition can be given, namely
TGVlα = inf
v∈V
l∑
j=1
∫
Ω
|Mjv| dx, (15)
for V = {(u0, . . . , ul−1) | uj ∈ C l−jc (Ω; Symj(Rd))}, and Mj a suitable linear operator defined on the bases
of the symmetrized gradient operator T = (∇u+∇u>)/2 and the weights vector α.
4 FUSION MODEL
In this section we introduce the confidence driven fusion model and state some of its main properties. Let
X ⊆ RN be a finite-dimensional Hilbert space equipped with inner-product 〈·, ·〉 and norm ‖·‖2 =
√〈·, ·〉,
and let L ⊆ DN++ be a finite-dimensional Hilbert space equipped with the Frobenious inner product and
the associated norm. The proposed fusion model, making precise the general model (2), is the following:
E(x,Λ) := TGVlα(x) +
K∑
k=1
∥∥Λ(x− dk)∥∥1 + 12 Tr(W−1Λ)− b log det Λ, (16)
7with (x,Λ) ∈ X × L, W ∈ L, b > 0.
For N →∞ an infinite dimensional version of (16) is obtained. We focus though on the finite dimen-
sional case and show the main properties of the proposed model for confidence driven fusion, which
demonstrate the regularization behavior of the model and are essential for the convergence analysis of
the algorithms considered in Section 5.
4.1 Convexity
Proposition 4.1. The model (16) is biconvex on RN × DN++.
Proof: Given B := RN ×DN++, which is a convex set, we show that (16) is biconvex. Indeed, for fixed
Λ¯ ∈ L, both the L1 norm and the TGV functional are convex in x, hence (16) is convex on the convex
set BΛ¯ := {x | (x, Λ¯) ∈ B}. On the other hand, for fixed x¯ ∈ RN , the L1 norm, the trace and the − log det
operators are convex in Λ [7], hence (16) is convex on the convex set Bx¯ := {Λ | (x¯,Λ) ∈ B}. It follows
that (16) is biconvex on B.
The following example shows that (16) is in general not convex in (x,Λ).
Example 4.1. Let K = 1, W−1 = 2I , b = (e− 1)(e+ 2)−1, d1 = 0 and consider the values z0 = (0, I), and
z1 = (2 · 1, e−1I), for the joint variable z := (x,Λ). We have
E(z0) = N, E(z1) = N(1 + 3e
−1). (17)
It follows that
E1/2 :=
E(z0) + E(z1)
2
= N(1 +
3
2
e−1), (18)
and
E
(
z0 + z1
2
)
= E1/2 +N
(
e− 1
e+ 2
log 2
)
> E1/2. (19)
Hence, (16) is in general not convex in z.
Note 4.1. The previous result shows that the model (16) is not convex with respect to the joint variable (x,Λ).
Hence, in general its minima do not form a compact connected set.
Proposition 4.2. The model (16) is
√
N -semiconvex.
Proof: First, we show that the fidelity term
∥∥Λ(x− d)∥∥
1
is semiconvex, namely that D(z) :=
∥∥Λ(x− d)∥∥
1
+
ω
2 ‖Λ‖22 + ω2 ‖x‖22 is convex, for ω ≥
√
N > 0. That is, for γ ∈ [0, 1], and z1 = (x1,Λ1) and z2 = (x2,Λ2) we
have D(γz1 + (1 − γ)z2) ≤ (γD(z1) + (1 − γ)D(z2)). Indeed, denoting yi = xi − d and γc = (1 − γ), we
have ∥∥(γΛ1 + γcΛ2)(γy1 + γcy2)∥∥1 − γ‖Λ1y1‖1 − γc‖Λ2y2‖1 (20a)
≤∥∥(γΛ1 + γcΛ2)(γy1 + γcy2)∥∥1 −‖γΛ1y1 + γcΛ2y2‖1 (20b)
≤∥∥(γΛ1 + γcΛ2)(γy1 + γcy2)− γΛ1y1 − γcΛ2y2∥∥1 (20c)
=
∥∥γγc(Λ1y2 + Λ2y2)− γγcΛ1y1 − γγcΛ2y2∥∥1 (20d)
= γγc
∥∥(Λ1 − Λ2)(y1 − y2)∥∥1 (20e)
≤ γγc
√
N
∥∥(Λ1 − Λ2)(y1 − y2)∥∥2 (20f)
≤ γγc
√
N‖Λ1 − Λ2‖2 ‖x1 − x2‖2 , (20g)
where convexity of the ‖·‖p operator for p ≥ 1 is used in (20b), triangle inequality in (20c), and Cauchy-
Schwarz inequality in (20f) and (20g). On the other hand for the quadratic terms we have
‖γu1 + γcu2‖22 − γ‖u1‖22 − γc‖u2‖22 = −γγc‖u1 − u2‖22 (21)
8Adding (20a-g) and (21) for x and Λ, we get
D(γz1 + γ
cz2)− (γD(z1) + γcD(z2)) (22a)
≤ γγc
(√
N‖Λ1 − Λ2‖2 ‖x1 − x2‖2 −
ω
2
‖x1 − x2‖22 −
ω
2
‖Λ1 − Λ2‖22
)
. (22b)
From (22b) it is immediate that for D(·) to be convex ω ≥ √N must hold. Since all other terms of (16)
are convex, the statement holds.
4.2 Boundedness
Theorem 4.1. The model (16) is bounded from below.
Proof: We use the fact
inf
u
∑
v
f(u, v) ≥
∑
v
inf
u
f(u, v). (23)
Hence
inf
x,Λ
E(x,Λ) ≥ inf
x
TGV(x) +
∑
k
inf
x,Λ
∥∥Λ(x− d)∥∥ (24a)
+ inf
Λ
{
1
2
Tr(W−1Λ)− b log det Λ
}
(24b)
≥ inf
Λ
{
1
2
Tr(W−1Λ)− b log det Λ
}
. (24c)
The term in (24c) has a finite infimum for every W ∈ DN++, b ≥ 0. To see this for b > 0, we differentiate
with respect to Λ obtaining
1
2
Tr(W−1)− bTr(Λ−1) = Tr
(
1
2
W−1 − bΛ−1
)
, (25)
which vanishes for Λˆ = 2bW .
Substituting back to (24c) we get
inf
x,Λ
E(x,Λ) ≥ Nb
(
1− log(det 2bW )1/N
)
> −∞. (26)
For b = 0 the infimum is trivially zero.
Note 4.2. The previous proofs do not use the fact that L ⊆ DN++. In fact they are also valid for L ⊆ SN++.
We consider here L ⊆ DN++ as it simplifies the convergence analysis of the minimization algorithms and is also
computationally feasible. Indeed, taking L ⊆ SN++, then solutions are computationally feasible only for toy problems.
Model (16) offers a new perspective to the general problem (1), focusing on the pair (x,Λ). In fact,
a prominent problem in applying models such as (1) is in the choice of the regularization parameter,
especially in the case of non-smooth models.
In principle, the choice of the regularization parameter is determined by the data coherence with respect
to the solution of x represented by the fidelity term. Namely, the formulation using the regularization
parameter on the penalty term tries to establish a compatibility of this parameter with the noise in the
data. Heuristic rules have been established in this sense, such as for example the well known Hanke-
Rause [16], [26] rule explicitly linking the regularization parameter to the fidelity term. This perspective
requires some evaluation of the noise level, which turns out to be quite complex when the data comes
in a multiplicity, such as in fusion applications.
The approach we propose here does not require a prior knowledge on the noise level since this is
implicitly coded in the scalar field represented by Λ, which is estimated by the given data. Here Λ
effectively balances the noise level, given by the fidelity term, by spatially adapting the penalization
term to the estimated value of x. Since Λ is bounded from above, thanks to the hyperparameters b > 0
9and W ∈ DN++ , and given that x is bounded too, we can see that in principle, the estimation of Λ cannot
add any new information where no information is available from the source data. On the other hand,
its values depend on the data coherence, adapting to the noise pointwise. These considerations are also
illustrated in the optimality conditions of Λ discussed in the next section.
5 ALGORITHMS
In this section we examine three different algorithms for finding the critical points of the biconvex model
(16). We present first an adaptation of the ACS algorithm for the case of non-smooth functionals, and
then AMA, which is also commonly used for the solution of non-convex optimization problems. We
discuss its application for minimizing (16), and its relation with ACS. Both these algorithms introduce
convex minimization subproblems. We present the PDHG algorithm for spatially varying confidence
values which can be used to solve these convex subproblems. Finally, we discuss the applicability of the
PDHG algorithm on the biconvex problem.
5.1 Alternative Convex Search
The ACS algorithm [24], [53] is an algorithm commonly used for solving biconvex problems. We discuss
here its convergence for minimizing (16). ACS is based on a relaxation of the original problem, by
minimizing at each iteration a set of variables which lead to a convex subproblem.
Algorithm 5.1 (ACS). Choose an initial estimate (x0,Λ0) ∈ X × L. For every n ≥ 0 iterate
Iter 1 Λn+1 ∈ arg min
{
E(xn,Λ) : Λ ∈ Bxn
}
,
Iter 2 xn+1 ∈ arg min
{
E(x,Λn+1) : x ∈ BΛn+1
}
.
Considering the optimality condition of the optimization problem in Iter 1, the updates for the elements
i = 1, . . . , N of the diagonal of Λ are given by
(Λn+1)i,i =
b∑K
k=1 |(xn)i − (dk)i|+ 12(W )−1i,i
. (27)
As discussed in Section 4, W and b correspond to hyper-parameters of the model (16), which result in
a regularization of Λ as will be discussed below. Examples regarding the values that can be assigned to
W and b and their effect on the solution are discussed in Section 6.
Before discussing convergence of ACS for the minimization of (16), we review two theorems given in
[24].
Theorem 5.1. Let B ⊆ U × V , F : B 7→ R be bounded from below, and let the optimization problems at each
iteration of ACS be solvable. Then the sequence {F (un, vn)}n∈N generated by ACS converges monotonically.
Theorem 5.2. Let U ⊆ U and V ⊆ V be closed sets, F : U × V 7→ R be continuous, and let the optimization
problems at each iteration of ACS be solvable.
1) If the sequence {zn}n∈N generated by the ACS algorithm is contained in a compact set, then the sequence has
at least one accumulation point.
2) In addition suppose that for each accumulation point z∗ = (u∗, v∗) of the sequence {zn}n∈N the optimal
solution of ACS for v = v∗ or the optimal solution for u = u∗ is unique, then all accumulation points are
partial optima and have the same functional value.
3) If for each accumulation point z∗ = (u∗, v∗) of the sequence {zn}n∈N the solution of both iterations are unique
then ‖zn+1 − zn‖ → 0, and the accumulation points form a connected, compact set.
The following lemma justifies the roles of the terms Tr(W−1Λ) and b log det Λ.
Lemma 5.1. The sequence {Λn}n∈N, produced by ACS for the model (16), is well defined and bounded from above
for b > 0 and W ∈ L.
Proof: We note first that for b > 0, (16) has a unique attainable optimum with respect to Λ ∈ L for
every xn, given by (27). Additionally, the denominator of (27) is always greater than zero for W ∈ L,
thus the sequence {Λn}n∈N is bounded from above by 2bmaxi{(W )i,i}.
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In the following, we use Theorems 5.1 and 5.2, and Lemma 5.1 to prove weak convergence of the ACS
algorithm to the critical points of (16).
Proposition 5.1. The sequence {(xn,Λn)}n∈N obtained by applying Algorithm 5.1 for minimizing (16), converges
weakly across subsequences to critical points of (16).
Proof: The sequence {Λn}n∈N is bounded by Lemma 5.1. Hence, the sequence {(xn,Λn)}n∈N is bounded
due to the boundedness of {xn}n∈N and {Λn}n∈N. By Bolzano-Weirstrass theorem {(xn,Λn)}n∈N has at
least one accumulation point.
By Theorem 4.1 and Theorem 5.1, the sequence {E(xn,Λn)}n∈N, generated by Algorithm 5.1, converges
monotonically. Then, by Theorem 5.2 all accumulation points have the same functional value and hence
correspond to partial optima of (16). Finally, by Theorem 3.1 all partial optima correspond to critical
points of (16), which proves the statement.
We note that the optimal solution of Λ at each iteration depends on the current value of xn and more
specifically, on the coherence of xn with the data. Following the proof above, the same holds for the
optimal solution (xˆ, Λˆ).
The solution of Iter 2 can be estimated using the PDHG algorithm, as discussed in Section 5.3.
5.2 Alternate minimization method
AMA is another algorithm which can be used to solve biconvex problems (see [2]). Here we briefly
review AMA and discuss its convergence for finding the stationary points of (16).
Algorithm 5.2 (AMA). Choose initial estimate (x0,Λ0) ∈ X × L. For every n ≥ 0 iterate
Iter 1 Λn+1 ∈ arg min
Λ∈Bxn
{
E(xn,Λ) +
1
2νn
‖Λ− Λn‖2
}
,
Iter 2 xn+1 ∈ arg min
x∈BΛn+1
{
E(x,Λn+1) +
1
2µn
‖x− xn‖2
}
,
with µn, νn > 0 for all n. We observe that Algorithms 5.2 and 5.1 become equivalent for µn, νn →∞.
Regarding the convergence of AMA for minimizing model (16), we appeal to the convergence analysis
presented in [2]. In [2] Lipschitz continuity of the gradient of H is required with respect to one of the
variables. This is satisfied by (16) for the variable Λ. Hence, the AMA algorithm converges for minimizing
model (16) [2, Theorem 3.3], given that the model satisfyies the Kurdyka-Łojasiewicz inequality at the
optimal point (xˆ, Λˆ).
Note 5.1. Model (16) is
√
N -semiconvex (see Proposition 4.2) hence choosing µn, νn ≤
√
N makes the optimization
problem convex. This fact can be used for selecting initial values µn, νn which make the problem convex at the
beginning and progressively increase in order to better approximate the original biconvex optimization problem.
Regarding the update of variable Λ, each element of its diagonal leads to the following quadratic
problem
(Λ)2i,i − an(Λ)i,i − bνn = 0, (28)
with
an = (Λn)i,i − νn
 K∑
k=1
|(xn)i − (dk)i|+ 1
2
(Wi,i)
−1
 , (29)
which has the following closed form solution
(Λn+1)i,i =
1
2
(
an +
√
a2n + 4bνn
)
. (30)
The updates of the variable x can be estimated using the PDHG algorithm.
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5.3 PDHG for spatially varying confidence values
In this section we examine the application of the PDHG algorithm for minimizing problems with spatially
varying fidelity weights and the conditions under which the series {xn}n∈N converges. Our analysis is
based on monotone operator theory. We refer the reader to [5], [14] and the references therein for further
details.
For the convenience of the reader we consider here the general formulation (2) which is typically used
for the PDHG algorithm. Let us consider a Hilbert space H and denote Γ0(H) the set of proper, lower
semicontinuous, convex functions from H to R. Additionally, let
E(x,Λ) = F (Mx) +
∑
k
H(Λ(Sx− dk)) +G(Λ), (31)
with:
– S a selection operator which depends on the order of the TGV operator M . E.g. for TV regularization
S = Id and M = ∇;
– F ∈ Γ0(Y) and G ∈ Γ0(L);
– H : X × L 7→ R is proper, lower semicontinuous and biconvex in (x,Λ);
– M : X 7→ Y a bounded linear operator with induced norm‖M‖ = {‖Mx‖ | x ∈ X with ‖x‖ ≤ 1} <∞.
– All functions have closed-form resolvent operators or they can be solved efficiently with high
precision.
The model (16) is of the general form (31), with
F (Mx) := TGVlα(x), (32a)
H(Λ(Sx− dk)) :=
∥∥Λ(x− dk)∥∥1 , (32b)
G(Λ) :=
1
2
Tr(W−1Λ)− b log det Λ. (32c)
We consider here that Λ is fixed to the value Λ¯ throughout the minimization. Applying the Legendre-
Fenchel transformation to the functionals F and H and substituting them in (16) we obtain the following
equivalent formulation
E?(x, q, {pk}) = 〈Mx, q〉+
K∑
k=1
〈Λ¯(Sx− dk), pk〉 − F ∗(q)−
K∑
k=1
H∗(pk), (33)
with q the dual variable corresponding to F and pk the dual variables corresponding to H .
According to the Karush-Kuhn-Tucker conditions, the saddle points ζˆ = (xˆ, qˆ, pˆ1, . . . , pˆK) of (33) satisfy
the following monotone variational inclusion
0
0
0
...
0
 ∈

M>qˆ +
∑K
k=1 S
>Λ¯pˆk
∂F ∗(qˆ)−Mxˆ
∂H∗(pˆ1)− Λ¯(Sxˆ− d1)...
∂H∗(pˆK)− Λ¯(Sxˆ− dK)
 , (34)
where each row corresponds to the optimality condition of each variable involved in the optimization.
We assume that the saddle points of (33) form a non empty set. This assumption makes the previous
condition also sufficient, hence every point satisfying (34) is a saddle point of (33).
Algorithm 5.3 (PDHG for spatially varying fidelity weights). Choose an initial estimate x0 ∈ X . For
every n ≥ 0 iterate
xn+1 = xn − τ
(
M>qn +
∑K
k=1 S
>Λ¯pkn
)
, (35)
x˜n+1 = 2xn+1 − xn, (36)
qn+1 ∈ (Id+ σq∂F ∗)−1(qn + σqMx˜n+1), (37)
pkn+1 ∈ (Id+ σp∂H∗)−1(pkn + σpΛ¯(Sx˜n+1 − dk)), for k = {1, . . . ,K}. (38)
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The iterations of Algorithm 5.3 can be rewritten as
−

0
0
Λ¯d1...
Λ¯dK
 ∈

M>qn+1 +
∑K
k=1 S
>Λ¯pkn+1
−Mxn+1 + ∂F ∗(qn+1)
−Λ¯Sxn+1 + ∂H∗(p1n+1)...
−Λ¯Sxn+1 + ∂H∗(pKn+1)
+ P (ζn+1 − ζn), (39a)
with ζ := (x, q, p1, . . . , pK) and
P =

1
τ Id −M> −S>Λ¯ · · · −S>Λ¯
−M 1σq Id 0 · · · 0
−Λ¯S 0 1σp Id · · · 0... ... ... . . . 0
−Λ¯S 0 0 · · · 1σp Id
 , (39b)
which can be represented in the following form
−B(ζn) ∈ A(ζn+1) + P (ζn+1 − ζn). (40)
Let O1 ◦O2 denote the composition of operators O1 and O2. Solving with respect to ζn+1, we obtain
ζn+1 = (Id+ P
−1 ◦A)−1 ◦ (Id− P−1 ◦B)(ζn). (41)
Lemma 5.2. Matrix P is be bounded, self-adjoint, and strictly positive, namely 〈ζ, Pζ〉 > 0, for every ζ 6= 0 for
σqτ‖M‖2 ≤ 1
K + 1
, (42a)
and
σpτ
∥∥Λ¯∥∥2 ≤ 1
K + 1
. (42b)
Proof: P is bounded, and self-adjoint by definition. Considering 〈ζ, Pζ〉 we have
〈ζ, Pζ〉 = ‖x‖
2
(K + 1)τ
− 2〈Mx, q〉+ ‖q‖
2
σq
+
K∑
k=1
(
‖pk‖2
σp
− 2〈Λx, pk〉+ ‖x‖
2
(K + 1)τ
)
(43a)
≥ ‖x‖
2
(K + 1)τ
− 2‖M‖‖x‖‖q‖+ ‖q‖
2
σq
+
K∑
k=1
(
‖pk‖2
σp
− 2‖Λ‖‖x‖‖pk‖+ ‖x‖
2
(K + 1)τ
)
. (43b)
For 〈ζ, Pζ〉 to be positive, we require that all the terms in parentheses in (43b) are positive. Using Young’s
inequality we recover (42).
Proposition 5.2. Let A and B be the operators defined in (39). If (42) is satisfied, Algorithm 5.3 converges to the
zeros of the A+B operator, namely zer(A+B).
Proof: Equation (41) is an instance of the proximal point algorithm as described in [14]. Hence,
Algorithm 5.3 converges to zer(A+B) operators if A is maximally monotone, and matrix P is bounded,
self-adjoint, and strictly positive. The latter follows from Lemma 5.2.
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To show that A is maximally monotone we follow [14]. The operator ζ 7→ ∅× ∂F ∗(x)× ∂H∗(p1)× · · ·×
∂H∗(pK) is maximally monotone by Theorem 20.40, Corollary 16.24, Propositions 20.22 and 20.23 of [5].
Moreover, the skew operator
ζ 7→ (M>q +
K∑
k=1
S>Λ¯pk,−Mx,−Λ¯Sx, . . . ,−Λ¯Sx), (44)
is maximally monotone by [5, Example 20.30] and has full domain. Hence, by [5, Corollary 24.4(i)] A is
maximally monotone.
5.4 PDHG for biconvex problems
We consider now the biconvex problem of minimizing (16) with respect to the joint variable (x,Λ), using
an extension of the PDHG algorithm for biconvex problems.
Algorithm 5.4 (PDHG for biconvex problems). Choose an initial estimate (x0,Λ0) ∈ X × L. For every
n ≥ 0 iterate
Λn+1 ∈ (Id+ τΛ∂G)−1
(
Λn − τΛ
∑K
k=1 diag((Sxn − dk)p>k n)
)
,
xn+1 = xn − τx
(
M>qn +
∑K
k=1 S
>Λn+1pkn
)
,
x¯n+1 = 2xn+1 − xn,
qn+1 ∈ (Id+ σq∂F ∗)−1(qn + σqMx¯n+1),
pkn+1 ∈ (Id+ σp∂H∗)−1(pkn + σpΛ¯(Sx˜n+1 − dk)), k = {1, . . . ,K}.
(45)
The iterations of Algorithm 5.4 can be written in the form of (40) as before.
There are two important differences in this case with respect to Algorithm 5.3. The first, is that the
matrix P is changing at each iteration. It is still possible to guarantee that Pn+1 is strictly positive at every
iteration by considering step sizes that vary in each iteration according to (42). The second, and more
important difference, is that in this case the operator A is not monotone, and as a result the analysis based
on proximal point methods cannot be directly applied to prove that the algorithm converges. We note
though that if we find experimentally that the sequences {Λn}n∈N, {xn}n∈N, {qn}n∈N and {pkn}n∈N remain
bounded and additionally ‖Λn+1 − Λn‖ → 0, ‖xn+1 − xn‖ → 0, ‖qn+1 − qn‖ → 0 and
∥∥pkn+1 − pkn∥∥ → 0,
then the algorithm converges to critical points (see [17], [35]).
6 RESULTS
In this section we present numerical results, demonstrating the performance of the proposed confidence
driven TGV regularization model. We consider depth image fusion as an application domain for evalu-
ating the confidence driven fusion process.
First, we demonstrate numerically relevant properties of the proposed model using synthetic data,
highlighting the well-foundedness of the point-wise confidence operator. Then, we thoroughly evaluate
the fusion performance of our model using synthetic datasets comprising several 3D models of objects
and urban landscapes. Finally, we evaluate our model on real data using a publicly available dataset. The
datasets used for the evaluation of the proposed model are provided at www.diag.uniroma1.it/∼alcor/
site/index.php/software.html. An implementation of the proposed model for the fusion of depth images
in MATLAB and CUDA is available at www.github.com/alcor-vision/confidence-fusion.
6.1 Numerical results
We illustrate here the main properties of (16), via numerical results. We considering the effects on a
single depth image. In the case of uniform confidence values Λ = cI with c > 0, the model reduces to
the TGVl- L1 model. This model, for l = 0, has been thoroughly examined in the literature (see [11], [13],
[40], [49]). Here we are particularly interested in the relation of the confidence values with the scale of
the imaged objects.
14
This relation has been examined in [49] for the original ROF model [48], and in [13] for the TV-L1
model. Indeed, Chan and Esedoglu in [13] argue that the regularization of an image using the TV-L1
model leads small scale objects to suddenly disappear in relation to the value of c. In particular, structures
are affected independently of their contrast values, as opposed to the original ROF model where they
start to lose contrast as c becomes smaller than a critical value. This observation justifies the use of the
L1 fidelity term in (16) for the case of depth images, as changes of contrast correspond to distortions of
the actual depth values.
(a) Original (b) c = 1.0 (c) c = 0.6 (d) c = 0.3 (e) c = 0.2
(f) cΩ/B1=0.05 (g) cB3=0.2
Fig. 1: Scale space for uniform confidence. (b-e) structures suddenly disappear for different critical values
of c based on their scale; (f) regularization with c = 1.0 for the region corresponding to the smallest box
B1 (top-left) and c = 0.05 everywhere else; (g) regularization with c = 0.2 for the region corresponding
to the third smallest box B3 (middle-right) and c = 1.0 everywhere else.
The results in Figure 1 show how confidence values can affect imaged objects, according to their
scale. Let us name B1 the smallest box on the top-left and B2 the third smallest box on the right.
One can notice in panels (b)-(e) of Figure 1 that areas suddenly disappear as the uniform confidence
value decreases, based on their size and regardless of their actual depth values. Notice in particular
that both B1 and B2 disappear for decreasing values of c. The results in panels (f)-(g) of Figure 1
show the effects of the spatially adaptive regularization. Using spatially varying confidence values, the
regularization is locally adapted resulting in smaller scale structures with high confidence values to
survive excessive regularization, and, conversely, large scale structures with low confidence to disappear
even when moderate regularization is applied. The results in Figure 2 show the difference between
uniform and spatially adaptive confidence for depth fusion in the presence of Laplace noise.
The same considerations hold for higher order TGV regularization, with the only difference that signals
of higher order piecewise smoothness (e.g. affine, quadratic etc.) are exactly modeled in this case. This
alleviates the well known ‘stair-casing’ effects of TV regularization.
Summarizing, we see that the proposed model is very effective and versatile for the fusion of depth
maps. In fact, it allows for a point-wise median-like estimation of the depth, while at the same time it
ensures adaptive regularization according to confidence values which depend on the data.
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(a) Original
 
 
(b) Noisy Image
(c) c = 1.0 (d) c = 0.7 (e) c = 0.5
(f) bW = I (g) bW = 0.7 I (h) bW = 0.5 I
Fig. 2: Fusion results for images degraded by point-wise Laplace noise; (c-e) for uniform confidence
values; (f-h) for estimated confidence values with different hyper-parameters.
6.2 Depth Image Fusion
We consider K cameras. Let Rk be the orientation and tk the position of the k-th camera with respect to a
global reference frame, with k ∈ {1, . . . ,K}. Then, each camera pose is represented by the homogeneous
transformation
Tk =
(
Rk tk
0 1
)
∈ SE(3), k = {1, . . . ,K}. (46)
We consider that the scene is projected to the image plane according to the pinhole camera model.
Thus, a camera matrix defined as Pk = APTk, with A the camera calibration matrix, and P = [I3×3, 0]
the standard projection matrix, corresponds to each camera pose.
Let {Pk}Kk=1 be a set of camera matrices and (u, v)> = u ∈ Ω ⊆ R2 the spatial variable in the image
domain. We denote the corresponding depth images as (d1, . . . , dK), with dk : Ω 7→ (0,+∞).
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Considering a reference camera Pr we denote {drk}Kk=1 the depth images reprojected to the camera
Pr. The reprojection process from camera Pk, k = 1, . . . ,K to the reference camera Pr is defined as
follows. Note first that back-projecting the depth map we obtain a 2.5D surface. This surface can be
subsequently projected in the reference view, while the pointwise distance of the reference camera from
the back-projected surface forms the reprojected depth map. Let Rrk and t
r
k denote the relative rotation
and translation of the frame k to the frame r respectively. Each point of the surface, expressed in the
frame of the reference view, is given by the linear mapping:
X˜(u) = dk(u)R
r
kA
−1
[
u
1
]
+ trk. (47)
These points are imaged in position u′ = AX˜(u) on the image plane of the reference camera. Let Su′ =
{u | AX˜(u) = u′} and e3 = (0, 0, 1)>. The reprojected depth map is given by drk(u′) = minu∈Su′e
>
3 X˜(u).
As a result, at each position of the reference depth image we have up to K depth observations. The
fusion process combines these depth observations, taking into account corresponding confidence values,
in order to produce a more accurate estimation of the real depth values.
6.2.1 Heuristic Confidence Estimation
We discuss here possible confidence measures for the case of depth image fusion. These heuristic confi-
dence values can be used both as baseline methods for comparison with our complete model, as well as
to compute the hyper-parameters W and b of our model. The heuristic confidence measures discussed
here are based on the structure and the appearance of the scene.
First, we consider the geometry of the scene. The depth confidence at an image position u depends
on the angle between the viewing ray, given by r(u) = A−1u/‖A−1u‖, and the normal of the surface
back-projected at u.
Letting n : Ω 7→ S2 the normal map corresponding to depth image d, with S2 the unit sphere embedded
in R3, the confidence values are given by
(Λ)u,u = n(u) · r(u) (48)
Denoting PS2(·) the projection operator on the unit sphere S2 and D+u ,D+v the forward differences with
respect to directions u and v, the normal map can be estimated as:
n(u, v) = PS2
(
D+u (d)×D+v (d)
)
. (49)
The second heuristic confidence is based on the appearance of the scene and it is based on the
observation that image edges often correspond to occlusions and thus depth discontinuities. This suggests
a weighting scheme which gives higher confidence on the regions around the edges in order to maintain
clean edges.
For simplicity we consider here a linear weighting based on the gradient of the intensity image I ,
namely
Λ = α‖Gσ ∗ ∇I‖β, (50)
with α, β parameters suitably shaping the confidence values, Gσ a Gaussian filter with standard deviation
σ and ∗ the convolution operator. The Gaussian filter is useful to control the width of the affected region
around the image edges. A similar weighting scheme has been proposed in [39], though the weights were
applied, via an exponential function, to the regularization term rather than to the fidelity term. Another
related weighting measure based on the Nahel-Enkelmann operator, also applied on the regularization
term, was proposed in [30], which also uses the images of the scene.
We note that the geometric confidence tends to assign low confidence values to regions which are
orthogonal to the view direction, which often correspond to regions near the edges. The two approaches
can be combined to estimate confidence values with desired properties.
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Fig. 3: Average depth (top) and disparity (bottom) error in relation to (from left to right): a) Laplace noise
scale; b) standard deviation of the Gauss noise; c) number of fused depth images; d) distance between
the fused depth images. Laplace noise scale b = 0.6 [m.u.].
6.2.2 Synthetic dataset
We performed an extensive evaluation of the proposed model for the fusion of depth images using
synthetic data. We have considered two different classes of 3D models: 1) ordinary small to medium
scale objects and 2) models of urban landscapes and buildings. For the objects dataset, we considered
the models Bunny, Dragon, Happy Buddha, and Armadillo from the Stanford 3D scanning repository
[15], [29], [50] and the objects Chef, Chicken, Parasaurolophus and T-rex from [34]. The urban landscapes
dataset contains four models taken from the Sketch-up 3D warehouse.
The two datasets have different characteristics. More specifically, the small and medium scale objects
are made by higher-order polynomial terms due to the varying curvature of their surface, while the
resulting depth images contain only a small amount of sharp discontinuities. On the other hand, urban
landscapes are typically described by lower-order polynomial terms while the resulting depth images
contain a significant amount of sharp discontinuities. The motion of the camera also differs (orbiting vs
pure translation motion respectively), which affects the occluded regions of the depth images.
Objects: We compute depth images corresponding to each of the objects by considering a virtual
camera with parameters (f, cu, cv) = (576, 320, 240) [px] that orbits around the object at a distance of
3 [m.u.] (model units). Depth images are generated every 2pi/72 rads. The depth images are generated
using [23]. Knowing the exact parameters of the camera the reprojection process produces depth images
with correct point-wise correspondences of the depth values, resulting to a fusion problem with perfect
data association.
We consider two sets of metrics, the first based on the depth image and the other on the corresponding
disparity image. For the disparity image we use the average error in all the valid pixels (avg-all), and the
percentage of pixels with disparity error greater than n (out-n) [20]. For the depth image evaluation we use
the standard root mean square error (RMSE), the mean absolute error (ZMAE), and the mean angular
error of the norms (NMAE) [4]. The average values reported for the synthetic datasets are geometric
average values. For the objects dataset the disparity image is generated by considering a virtual baseline
with length equal to half the distance between successive views (3 sin pi72 ).
First, we explore the relation of the fused depth image accuracy with the type and the strength of noise
for different versions and ablations of our model considering the minimization algorithms discussed in
Section 5. Naturally, noise is added to the original depth images before the reprojection process. The first
two columns of Figure 3 show the results for Laplace and normally distributed noise with b, σ ∈ [0, 1]
respectively, using 11 successive depth images and Table 2 shows the error values, for the case of Laplace
noise with b = 0.6 [m.u.] (model units). The abbreviations of the different versions of the proposed method
are described in Table 1.
We observe that in the case of joint depth and confidence (biconvex) estimation problem, ACS and
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TABLE 1: Method names
L1-heuristic confidence based on the scene geometry
ROF-adapt L2 fidelity with adaptive confidence values
L1-adapt L1 fidelity with adaptive confidence values
Adapt-hprior L1-adapt with scene geometry based prior
Adapt-hprior+G as Adapt-hprior plus appearance prior
TABLE 2: Results for the objects dataset for different versions and ablations of the proposed model for
Laplace noise of scale b = 0.6 [m.u.], and 11 fused depth images. (Best values in bold)
RMSE ZMAE NMAE Z-avg out-3 [%] D-avg [px]
Reference DM 0.8152 0.5861 1.5464 0.9040 58.5764 7.1851
Mean 0.1631 0.1265 1.5156 0.3150 6.2219 1.2583
Median 0.1449 0.1100 1.5081 0.2886 3.9030 1.0839
ROF 0.0872 0.0632 1.1461 0.1848 0.4173 0.7162
L1 0.0943 0.0689 1.3754 0.2075 0.6818 0.7340
TGV-fusion [47] 0.0943 0.0685 1.3531 0.2061 0.7312 0.6912
L1-heuristic 0.0831 0.0572 0.5893 0.1410 0.2029 0.6238
ROF-adapt 0.0883 0.0643 1.1357 0.1862 0.4236 0.7204
L1-adapt (PDHG) 0.1272 0.0970 1.4892 0.2639 2.1541 0.9467
L1-adapt (AMA) 0.0943 0.0688 1.3756 0.2075 0.6807 0.7339
L1-adapt (ACS) 0.0943 0.0689 1.3754 0.2075 0.6818 0.7340
Adapt-hprior (PDHG) 0.1392 0.1068 1.5026 0.2817 3.1713 1.0383
Adapt-hprior (AMA) 0.0776 0.0537 0.5754 0.1338 0.1153 0.6914
Adapt-hprior (ACS) 0.0778 0.0539 0.5719 0.1338 0 0.6938
Adapt-hprior+G (PDHG) 0.1626 0.1235 1.5137 0.3121 5.8530 1.1945
Adapt-hprior+G (AMA) 0.1205 0.0629 0.6713 0.1720 1.9409 0.6675
Adapt-hprior+G (ACS) 0.1243 0.0645 0.6612 0.1744 2.2225 0.6821
AMA algorithms give equivalent results in practice, with ACS marginally better in average. For this
dataset, PDHG algorithm gives results with errors close to the median and average baselines, as it does
not converge numerically. This is possibly caused by the high signal to noise ratio (SNR) in the images
of this dataset. We also observe that the L1-heuristic version of the model provides better results with
respect to the L1-adapt version, and almost as good as the other two adaptive versions. This is indicative
of the scene geometry confidence values effectiveness.
Additionally, the Adapt-hprior version performs better than the extended Adapth-hprior+G version. The
reason for this is that lower regularization is applied near the image edges, hence noise is not suppressed
in these areas. Finally, we see that all the adaptive versions with heuristic priors, as well as the L1-heuristic
version perform better than the TGV-Fusion method [47], while L1-adapt gives similar results.
A visual comparison of the results is presented in Figures 6 and 7. For this example it is evident that
only the L1-heurisitic and Adapt-hprior give results which are smooth on one hand and close to the ground
truth on the other. Adapt-hprior actually is more faithful in terms of shape as the numerical results suggest.
In all the other cases residual high frequency noise can be observed on the surface. This is mainly due
to the very low SNR of the original depth images. The L1-adapt and TGV-fusion methods still are able to
capture the shape of the surface, however the reconstructed surface is not smooth.
We examine also the relation of accuracy of the fused depth image with the bundle size and the spacing
between the original depth images. The results are presented in the last two columns of Figure 3. In
general one would expect that more data layers would produce more accurate results. This is confirmed
up to a certain point for the disparity error, while for larger bundles the errors increase. This is attributed
to the increase of errors in occluded regions resulting by the reprojection of distant depth images. This
also evident in the disparity error results in the last column of Figure 3. Hence, more depth images are
useful for decreasing the error as long as they are close to the reference view point, while more distant
images tend to introduce errors as scenes are not consistent any more in the occluded regions. Average
depth error slightly improves in both these cases instead. A closer examination reveals that the actual
depth error increases, while the normal estimation error decreases and this positively affects the average.
The decrease in normal errors is reasonable since the scene is captured from a wider view-point range
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Fig. 4: Average depth (top) and disparity (bottom) error in relation to (from left to right): a) Laplace noise
scale; b) standard deviation of the Gauss noise; c) number of fused depth images; d) distance between
the fused depth images. Laplace noise scale b = 6 [m.u.].
hence their estimation is more robust. These observations can be used to determine the best size of the
bundle based on the camera motion, however we will not treat this problem here as it is outside the
scope of this work.
Urban Landscapes: We performed the same set of experiments for the urban landscapes dataset.
The intrinsic parameters of the virtual camera are the same, however the camera here follows a purely
translational path, facing always the scene from above. The distance of the camera from the zero level of
the scene is taken equal to 300 [m.u.], and depth images are generated every 4 [m.u.] forming a bundle
of 11 images.
The first two columns of Figure 4 show the effect of Laplace and normally distributed noise on the
final results, while Table 3 shows the actual error values for the case of Laplace noise with b = 6 [m.u.].
TABLE 3: Results for the urban landscapes dataset for different versions and ablations of the proposed
model for Laplace noise of scale b = 6 [m.u.]. (Best values in bold)
RMSE ZMAE NMAE Z-avg out-3[%] D-avg [px]
Reference DM 8.4952 6.0155 1.4727 4.2221 0 0.1863
Mean 3.4925 2.1655 1.3122 2.1490 0 0.0973
Median 3.1017 1.7001 1.2664 1.8832 0 0.0699
ROF 3.3454 2.0385 1.2821 2.0601 0 0.0950
L1 2.4370 1.2554 1.0936 1.4957 0 0.0622
TGV-fusion [47] 2.4630 1.2654 1.0905 1.5035 0 0.0626
L1-heuristic 1.5670 0.5490 0.3168 0.6484 0 0.0565
ROF-adapt 1.7434 0.7264 0.5809 0.9027 0 0.0619
L1-adapt (PDHG) 1.5768 0.4582 0.1647 0.4919 0 0.0562
L1-adapt (AMA) 2.3775 1.1960 1.0502 1.4401 0 0.0612
L1-adapt (ACS) 1.7316 0.5385 0.2851 0.6430 0 0.0591
Adapt-hprior (PDHG) 1.5718 0.4874 0.1693 0.5062 0 0.0585
Adapt-hprior (AMA) 1.7229 0.6022 0.3091 0.6845 0 0.0548
Adapt-hprior (ACS) 1.7201 0.5694 0.2050 0.5855 0 0.0528
Adapt-hprior+G (PDHG) 1.9403 0.6254 0.3591 0.7582 0 0.0573
Adapt-hprior+G (AMA) 2.3256 1.1123 0.9194 1.3348 0 0.0618
Adapt-hprior+G (ACS) 1.9872 0.7723 0.5470 0.9434 0 0.0565
We observe also here that in the case of joint depth and confidence (biconvex) estimation problem,
ACS gives better results with respect to AMA. In contrast to the previous dataset, we observe here that
the PDHG versions of the adaptive methods always converged providing better results with respect
to ACS and AMA methods. Nevertheless, ACS algorithm still gives results with similar errors. It is
interesting to see that also for this dataset the L1-heuristic version give satisfactory results. Moreover,
the L1-adapt version gives good results with respect to the methods which use prior confidence. This is
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important, especially considering that the heuristic priors explicitly use knowledge about the problem,
and it highlights the power of the adaptive methods to infer suitable confidence values from the data.
A visual comparison of the results is presented in Figure 8. We see that the adaptive versions of the
proposed model gives the best results. The results of this dataset better highlight the contribution of
the automatically estimated confidence values. The difference with respect to the previous dataset, lies
mostly in the ratio between the noise scale and the distance from the object.
Finally, the last two columns of Figure 4 show the effect of the bundle size and spacing on the fusion
result for the urban scenes dataset. We see that the observations made for the objects dataset remain
valid also here.
6.2.3 Real data
We evaluated the performance of our model for the depth fusion on real data using the KITTI dataset
[20]. Here, ground truth of the disparity and calibration data of the cameras are provided, while ground
truth localization data are not given. To estimate the camera motion, we considered two different stereo-
camera localization methods in order to recover the relative transformations between the reference and
the other views. The first is based on [22], and the second is the one used in [43] for the localization of
a head-mounted stereo-camera.
The dataset contains stereo-pairs of images hence depth images from each of these stereo-pairs have to
be computed. We have considered two methods for computing the depth images. The first is semi-global
matching (SGM) algorithm [27], while the other is the ELAS method [21]. As our method assumes that
the depth maps are given as-is, the quality of the result depends on the quality of the original depth
images, hence the results presented here should be compared to the results of the stereo evaluation of the
respective methods. The results regarding the non-occluded areas are presented in Table 4 and in Table 5
for the different choices of localization and disparity estimation algorithms evaluated for the training
set of the KITTI stereo benchmark. The average values reported here are arithmetic averages in order
to be consistent with the values reported on the website of the KITTI benchmark. One can notice that
the proposed model performs better in all the combinations apart from the combination [43] & [21]. This
suggests that the proposed model is robust with respect to registration errors. The largest improvement
in the out-3 metric with respect to the single view disparity estimation is equal to 4.25 [%] and it is
observed for the combination [22] & [21].
TABLE 4: Results for KITTI stereo benchmark training set with localization according to [22].
SGM [27] VISO [21]
density [%] out-3 [%] D-avg [px] density [%] out-3 [%] D-avg [px]
Reference 84.6221 12.6218 3.0169 93.4506 11.5387 2.0531
Mean 98.7363 12.7838 2.5826 99.6008 13.6108 2.0172
Median 98.7361 9.0966 2.1139 99.6008 7.6852 1.4663
TGV-fusion 100 8.6929 2.0184 100 7.4690 1.4149
L1-heuristic 100 8.6780 1.9994 100 7.3058 1.3741
Adapt-hprior (ACS) 100 8.6466 1.9941 100 7.2947 1.3696
TABLE 5: Results for KITTI stereo benchmark training set with localization according to [43].
SGM [27] VISO [21]
density [%] out-3 [%] D-avg [px] density [%] out-3 [%] D-avg [px]
Reference 84.6186 12.6285 3.0334 93.4459 11.5412 2.0516
Mean 98.7740 13.1046 2.6234 99.6015 13.9590 2.0603
Median 98.7739 9.4853 2.1547 99.6015 7.9815 1.5191
TGV-fusion 100 9.0621 2.0516 100 7.7581 1.4665
L1-heuristic 100 9.0451 2.0333 100 7.6057 1.4268
Adapt-hprior (ACS) 100 9.0162 2.0281 100 7.8962 1.4834
We used the Adapt-hprior versions, the best performing version of our method, to compute the disparity
images of the testing set of the KITTI stereo benchmark, using the combination [22] & [21] for localization
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Fig. 5: Fused depth images for the KITTI dataset.
and single view disparity estimation respectively. The results obtained are presented in Table 6. We can
see that the results improve by 1.78% with respect to the single-pair disparity estimation algorithm in
the out-noc-3 metric, and by 3.07% with respect to out-all-3.
TABLE 6: Results for KITTI stereo benchmark testing set with localization according to [22] and
comparison to the single view results of [21].
density [%] out-noc-3 [%] out-all-3 [%] avg-noc [px] avg-all [px]
Reference [21] 94.55 8.24 9.96 1.4 1.6
Adapt-hprior (ACS) 99.70 6.46 6.89 1.2 1.3
Finally, we repeated the evaluation by computing individual disparity maps using [55], which corre-
sponds to the current state of the art. The results are presented in Table 7, while the complete results are
available under the short name cfusion on the KITTI benchmark’s website. We note that the proposed
fusion model is able to further increase the accuracy of the disparity maps. Considering also the occluded
regions of the reference image, our model achieves better results with respect to all competing methods
on the dataset, by the time of submission of this manuscript. The improvement on the reflective regions
of the images is even more significant, where the accuracy improves by 3.14% in the out-noc-3 metric, and
by 5.76% in the out-all-3 metric, with respect to [55]. Examples of fused depth images for this evaluation
are presented in Figure 5.
TABLE 7: Results for KITTI stereo benchmark testing set with localization according to [22] and
comparison to the single view results of [55].
density [%] out-noc-3 [%] out-all-3 [%] avg-noc [px] avg-all [px]
Reference [55] 100 2.61 3.84 0.8 1.0
Adapt-hprior (ACS) 99.93 2.46 2.69 0.8 0.8
Reference - Reflective [55] - 18.45 21.96 3.5 4.3
Adapt-hprior (ACS) - Reflective - 15.31 16.20 2.6 2.8
7 CONCLUSIONS
We introduce a novel model for data fusion with spatially varying confidence values. The proposed
model directly estimates the confidence values from the given data. We have proved the main properties
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of this model and also discussed methods to estimate optimal solution. Indeed, an optimal solution for
this family of models can be estimated by solving a biconvex non-smooth optimization problem. We
presented two algorithms for solving the biconvex optimization problem, corresponding to the ACS,
AMA, and PDHG classes of algorithms, discussing their convergence to critical points. We also discuss
possible ablations of the proposed model, and focus on the possibility to assign a-priori confidence values.
We demonstrated numerically the behavior of the proposed model for synthetic images and we evalu-
ated its performance considering the fusion of depth images as application. The results show that model
outperforms the considered baselines and state of the art algorithms for this problem. We also examined
the performance of various ablations of the full model. Moreover, we have seen that for the case of depth
image fusion, spatially varying confidence values estimated from the geometry of the scene can provide
satisfactory results.
As future work on the theoretical front we shall examine the PDHG algorithm for biconvex problems
and its convergence. On the application side we shall examine closer TV regularization on manifolds for
3D modeling as in [42] and [37] and study the consistency and coherence of surfaces generated from
images.
ACKNOWLEDGMENTS
This work is supported by the EU FP7 TRADR (609763) and the EU H2020 SecondHands (643950) project.
We thank the authors of the 3D models used for freely providing them on the 3D Warehouse repository.
REFERENCES
[1] M. Artina, M. Fornasier, and F. Solombrino, “Linearly constrained nonsmooth and nonconvex minimization,” SIAM J. on
Optimization, vol. 23, no. 3, pp. 1904–1937, 2013. 3, 4
[2] H. Attouch, J. Bolte, P. Redont, and A. Soubeyran, “Proximal alternating minimization and projection methods for nonconvex
problems: an approach based on the Kurdyka-Lojasiewicz inequality,” Mathematics of Operations Research, vol. 35, no. 2, pp.
438–457, 2010. 3, 10
[3] J.-P. Aubin and H. Frankowska, Set-valued analysis. Springer Science & Business Media, 2009. 3
[4] J. T. Barron and J. Malik, “Shape, illumination, and reflectance from shading,” IEEE Trans. on Pattern Analysis and Machine
Intelligence, vol. 37, no. 8, pp. 1670–1687, 2015. 17
[5] H. H. Bauschke and P. L. Combettes, Convex analysis and monotone operator theory in Hilbert spaces. Springer Science &
Business Media, 2011. 11, 13
[6] D. P. Bertsekas, Convex optimization theory. Athena Scientific Belmont, 2009. 4
[7] S. Boyd and L. Vandenberghe, Convex optimization. Cambridge university press, 2004. 7
[8] K. Bredies, K. Kunisch, and T. Pock, “Total Generalized Variation,” SIAM J. on Imaging Sciences, vol. 3, no. 3, pp. 492–526,
2010. 2, 6
[9] D. Calvetti and E. Somersalo, “Hypermodels in the bayesian imaging framework,” Inverse Problems, vol. 24, no. 3, p. 034013,
2008. 2
[10] N. D. Campbell, G. Vogiatzis, C. Herna´ndez, and R. Cipolla, “Using multiple hypotheses to improve depth-maps for
multi-view stereo,” in Proc. European Conf. Computer Vision. Springer, 2008, pp. 766–779. 3
[11] A. Chambolle, V. Caselles, D. Cremers, M. Novaga, and T. Pock, “An introduction to total variation for image analysis,”
Theoretical foundations and numerical methods for sparse recovery, vol. 9, pp. 263–340, 2010. 1, 13
[12] A. Chambolle and P. L. Lions, “Image recovery via total variation minimization and related problems,” Numerische
Mathematik, vol. 76, no. 2, pp. 167–188, 1997. 2
[13] T. F. Chan and S. Esedoglu, “Aspects of total variation regularized L1 function approximation,” SIAM J. on Applied
Mathematics, vol. 65, no. 5, pp. 1817–1837, 2005. 13, 14
[14] L. Condat, “A primal–dual splitting method for convex optimization involving lipschitzian, proximable and linear composite
terms,” J. of Optimization Theory and Applications, vol. 158, no. 2, pp. 460–479, 2013. 1, 11, 12, 13
[15] B. Curless and M. Levoy, “A volumetric method for building complex models from range images,” in Proc. Conf. on Computer
Graphics and Interactive Techniques, pp. 303–312. ACM, 1996. 17, 25
[16] H. W. Engl, M. Hanke, and A. Neubauer, Regularization of inverse problems. Springer Science, 1996, vol. 375. 8
[17] E. Esser and X. Zhang, “Nonlocal patch-based image inpainting through minimization of a sparsity promoting nonconvex
functional,” Dept. Math., Univ. California Irvine, Irvine, CA, USA, Tech. Rep., 2014. 3, 13
[18] D. Ferstl, R. Ranftl, M. Ruther, and H. Bischof, “Multi-modality depth map fusion using primal-dual optimization,” in IEEE
Int’l Conf. on Computational Photography, pp. 1–8, 2013. 3
[19] S. Fuhrmann and M. Goesele, “Fusion of Depth Maps with Multiple Scales,” ACM Trans. on Graphics, vol. 30, no. 6, p. 148,
2011. 3
[20] A. Geiger, P. Lenz, and R. Urtasun, “Are we ready for autonomous driving? the kitti vision benchmark suite,” in Proc.
CVPR, 2012. 17, 20
[21] A. Geiger, M. Roser, and R. Urtasun, “Efficient large-scale stereo matching,” in Proc. ACCV, 2010. 20, 21
23
[22] A. Geiger, J. Ziegler, and C. Stiller, “Stereoscan: Dense 3d reconstruction in real-time,” in Intell. Vehicles Symposium, 2011.
20, 21
[23] F. Gu¨ney and A. Geiger, “Displets: Resolving stereo ambiguities using object knowledge,” in Proc. IEEE Conf. Computer
Vision and Pattern Recognition, 2015. 17
[24] J. Gorski, F. Pfeuffer, and K. Klamroth, “Biconvex sets and optimization with biconvex functions: a survey and extensions,”
Mathematical Methods of Operations Research, vol. 66, no. 3, pp. 373–407, 2007. 3, 5, 6, 9
[25] C. Hane, C. Zach, B. Zeisl, and M. Pollefeys, “A patch prior for dense 3d reconstruction in man-made environments,” in
Proc. Int’l Conf. on 3D Imaging, Modeling, Processing, Visualization and Transmission, pp. 563–570. IEEE, 2012. 3
[26] M. Hanke and T. Raus, “A general heuristic for choosing the regularization parameter in ill-posed problems,” SIAM J. on
Scientific Computing, vol. 17, no. 4, pp. 956–972, 1996. 8
[27] H. Hirschmuller, “Accurate and Efficient Stereo Processing by Semi-Global Matching and Mutual Information,” in Proc.
IEEE Conf. Computer Vision and Pattern Recognition, vol. 2, pp. 807–814, 2005. 20
[28] A. P. James and B. V. Dasarathy, “Medical image fusion: A survey of the state of the art,” Inform. Fusion, vol. 19, pp. 4–19,
2014. 4
[29] V. Krishnamurthy and M. Levoy, “Fitting smooth surfaces to dense polygon meshes,” in Proc. Conf. on Computer Graphics
and Interactive Techniques, pp. 313–324. ACM, 1996. 17, 25
[30] G. Kuschk and D. Cremers, “Fast and accurate large-scale stereo reconstruction using variational methods,” in ICCV
Workshop on Big Data in 3D Computer Vision, Sydney, Australia, 2013. 2, 16
[31] C. Lanaras, E. Baltsavias, and K. Schindler, “Advances in hyperspectral and multispectral image fusion and spectral
unmixing,” Int’l Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, vol. XL-3/W3, pp. 451–458,
2015. 4
[32] J. Lellmann, E. Strekalovskiy, S. Koetter, and D. Cremers, “Total variation regularization for functions with values in a
manifold,” in Proc. IEEE Int’l Conf. Computer Vision, pp. 2944–2951, 2013. 3
[33] P. Merrell, A. Akbarzadeh, L. Wang, P. Mordohai, J. Frahm, R. Yang, D. Nister, and M. Pollefeys, “Real-Time Visibility-Based
Fusion of Depth Maps,” in Proc. IEEE Int’l Conf. Computer Vision, pp. 1–8. IEEE, 2007. 3
[34] A. S. Mian, M. Bennamoun, and R. Owens, “Three-dimensional model-based object recognition and segmentation in
cluttered scenes,” IEEE Trans. on Pattern Analysis and Machine Intelligence, vol. 28, no. 10, pp. 1584–1601, 2006. 17, 26
[35] T. Mo¨llenhoff, E. Strekalovskiy, M. Moeller, and D. Cremers, “The primal-dual hybrid gradient method for semiconvex
splittings,” SIAM J. on Imaging Sciences, vol. 8, no. 2, pp. 827–857, 2015. 3, 13
[36] J. Mueller, “Advanced image reconstruction and denoising - bregmanized (higher order) total variation and application in
pet,” Ph.D. dissertation, Institute for Computational and Applied Mathematics, University of Mu¨nster, 2013. 2
[37] F. Natola, V. Ntouskos, F. Pirri, and M. Sanzari, “Single image object modeling based on brdf and r-surfaces learning,” in
Proc. CVPR, 2016. 3, 22
[38] R. A. Newcombe, A. J. Davison, S. Izadi, P. Kohli, O. Hilliges, J. Shotton, D. Molyneaux, S. Hodges, D. Kim, and
A. Fitzgibbon, “KinectFusion: Real-time dense surface mapping and tracking,” in Proc. Int’l Symposium on Mixed and
Augmented Reality, pp. 127–136, 2011. 3
[39] R. A. Newcombe, S. J. Lovegrove, and A. J. Davison, “DTAM: Dense tracking and mapping in real-time,” in Proc. IEEE
Int’l Conf. Computer Vision, pp. 2320–2327, 2011. 2, 16
[40] M. Nikolova, “A variational approach to remove outliers and impulse noise,” J. of Mathematical Imaging and Vision, vol. 20,
no. 1-2, pp. 99–120, 2004. 13
[41] M. Nikolova, M. K. Ng, and C.-P. Tam, “Fast nonconvex nonsmooth minimization methods for image restoration and
reconstruction,” IEEE Trans. on Image Processing, vol. 19, no. 12, pp. 3073–3088, 2010. 3
[42] V. Ntouskos, M. Sanzari, B. Cafaro, F. Nardi, F. Natola, F. Pirri, and M. Ruiz, “Component-wise modeling of articulated
objects,” in Proc. ICCV, pp. 2327–2335, 2015. 3, 22
[43] V. Ntouskos, F. Pirri, M. Pizzoli, A. Sinha, and B. Cafaro, “Saliency prediction in the coherence theory of attention,”
Biologically Inspired Cognitive Architectures, vol. 5, pp. 10–28, 2013. 20
[44] P. Ochs, A. Dosovitskiy, T. Brox, and T. Pock, “An Iterated L1 Algorithm for Non-smooth Non-convex Optimization in
Computer Vision,” in Proc. IEEE Conf. Computer Vision and Pattern Recognition, pp. 1759–1766, 2013. 3
[45] P. Ochs, Y. Chen, T. Brox, and T. Pock, “ipiano: Inertial proximal algorithm for nonconvex optimization,” SIAM J. on Imaging
Sciences, vol. 7, no. 2, pp. 1388–1419, 2014. 3
[46] P. Perona and J. Malik, “Scale-space and edge detection using anisotropic diffusion,” IEEE Trans. on Pattern Analysis and
Machine Intelligence, vol. 12, no. 7, pp. 629–639, 1990. 2
[47] T. Pock, L. Zebedin, and H. Bischof, “TGV-Fusion,” Rainbow of Computer Science, vol. 6570, pp. 245–258, 2011. 3, 18, 19, 25,
26, 27
[48] L. I. Rudin, S. Osher, and E. Fatemi, “Nonlinear total variation based noise removal algorithms,” Physica D: Nonlinear
Phenomena, vol. 60, no. 1-4, pp. 259–268, 1992. 1, 2, 14, 25, 26, 27
[49] D. Strong and T. Chan, “Edge-preserving and scale-dependent properties of total variation regularization,” Inverse problems,
vol. 19, no. 6, p. 165, 2003. 1, 2, 13, 14
[50] G. Turk and M. Levoy, “Zippered polygon meshes from range images,” in Proc. Conf. on Computer Graphics and Interactive
Techniques, pp. 311–318. ACM, 1994. 17, 25
[51] B. Ummenhofer and T. Brox, “Global, dense multiscale reconstruction for a billion points,” in Proc. IEEE Int’l Conf. Computer
Vision, pp. 1341–1349, 2015. 4
[52] T. Valkonen, “A primal–dual hybrid gradient method for nonlinear operators with applications to MRI,” Inverse Problems,
vol. 30, no. 5, p. 055012, 2014. 3
[53] R. E. Wendell and A. P. Hurter Jr, “Minimization of a non-separable objective function subject to disjoint constraints,”
Operations Research, vol. 24, no. 4, pp. 643–657, 1976. 9
24
[54] C. Zach, T. Pock, and H. Bischof, “A Globally Optimal Algorithm for Robust TV-L1 Range Image Integration,” in Proc.
IEEE Int’l Conf. Computer Vision, pp. 1–8, 2007. 3
[55] J. Zbontar and Y. LeCun, “Computing the stereo matching cost with a convolutional neural network,” in Proc. CVPR, pp.
1592–1599, 2015. 21
[56] M. Zhu and T. Chan, “An efficient primal-dual hybrid gradient algorithm for total variation image restoration,” UCLA
Cam report, Tech. Rep. 08–34, 2008. 1
25
G
ro
un
d
Tr
ut
h
M
ed
ia
n
R
O
F
[4
8]
L1
TG
V
-f
us
io
n
[4
7]
L1
-h
eu
ri
st
ic
L1
-a
da
pt
A
da
pt
-h
pr
io
r
Fig. 6: Surfaces obtained by different methods for the Stanford 3D scanning dataset [15], [29], [50].
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Fig. 7: Surfaces obtained by different methods for the dataset of [34].
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Fig. 8: Surfaces obtained by different methods for the Urban Landscapes dataset.
