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Shortened Regenerating Codes Iwan M. Duursma
Abstract-For general exact repair regenerating codes, the optimal trade-offs between the storage size and repair bandwidth remain undetermined. Various outer bounds and partial results have been proposed. Using a simple chain rule argument, we identify nonnegative differences between the functional repair and the exact repair outer bounds, and one of the differences is then bounded from below by the repair data of a shortened subcode. Our main result is a new outer bound for an exact repair regenerating code in terms of its shortened subcodes. In general, the new outer bound is implicit and depends on the choice of shortened subcodes. For the linear case, we obtain explicit bounds.
Index Terms-Distributed storage system, exact repair, outer bounds.
I. INTRODUCTION
further overhead and reduces the size of the data. A first upper bound that takes into account both access and repair requirements is, for 0 ≤ ≤ k,
The upper bound holds for functional repair and thus for exact repair regenerating codes. In the exact repair scenario it is required that a damaged node be rebuilt to its original form. Functional repair uses the weaker assumption that a node be rebuilt to a form that preserves the functionality of the DSS. The upper bound (1) is attained in the functional repair scenario [1] (using arguments from network coding) but is not optimal for exact repair regenerating codes. This was first shown by Tian [10] for codes of type (N = 4, k = 3, d = 3). For these parameters the trade-off region is described by (1) together with 3B ≤ 4α + 6β. In this paper we present a new improved outer bound for exact repair regenerating codes. Special cases of the bound appeared in [13] and [16] - [18] . First we refine the proof for the outer bound (1) using a simple chain rule argument. This exposes several nonnegative error terms. We then focus on one particular error term and as main result we formulate an improved version of the outer bound where this error term is bounded from below. [12, Ths. 3.2 and 4.2]; describe two other improvements of the outer bound (1) . The arguments that are used in [12] are different from the ones used in this paper. In Appendix we illustrate each of the three different arguments by giving three different proofs for the improved outer bound 3B ≤ 4α + 6β for the case (N = 4, k = 3, d = 3). Before we describe the main results in more detail we introduce the notation.
A. Notation
We will use the entropy terminology to express the various bounds. When the random variable X corresponds to the drawing of a vector, uniformly at random, from a finite vector space X we have H (X) = log |X| = dim X, for the appropriate choice of base in the logarithm. For subspaces X, Y ⊂ V , the usual dictionary between entropy and dimension includes the relations {S i→ j : 1 ≤ i, j ≤ n, i = j }. The variable M describes the data to be stored at the N nodes and has entropy H (M) = B. The variable W j is a function of M that describes the data stored at node j . It has entropy H (W j ) = α. The variable S i→ j is a function of W i that describes the helper information provided by node i to repair node j . It has entropy H (S i→ j ) = β. We write W J for the joint distribution W J = (W j : j ∈ J ) and S I → j for the joint distribution S I → j = (S i→ j : i ∈ I ), for j ∈ I . The data collection property of a regenerating code requires that the data M can be recovered from information stored at any k nodes, i.e. H (M|W J ) = 0 for |J | ≥ k. The disk repair property of a regenerating code requires that a failed node W j can be rebuilt with helper information received from any d remaining nodes, i.e. H (W j |S I → j ) = 0 for |I | ≥ d, j ∈ I . Summarizing, the entropy constraints on the random variables are as follows.
For a linear regenerating code the above can be restated in terms of generating and parity-check matrices. The generator matrix is a matrix of size B × Nα with B linearly independent rows and N blocks of columns, with α columns in each block. The variable M corresponds to the column space of the matrix, the variable W j to the column space of the j th block of α columns, and the variable S i→ j to a subspace of W i . The data collection property says that the full column space M is generated by any k of the N subspaces W j . The disk repair property says that W j is generated by any d of the subspaces S i→ j , i = j. Details for the parity-check matrix of a linear regenerating code are in [12, Sec. 2.1].
B. Outline and Results
Our main result gives an upper bound for the amount of information that can be collected from n nodes, for any 1 ≤ n ≤ N . To describe different download scenarios let the n nodes selected for data collection be numbered 1 to n. For [1, n] = { j : 1 ≤ j ≤ n} and W [1,n] = (W j : 1 ≤ j ≤ n) the information content of the n nodes is B(n) = H (W [1,n] ). Figure 1 describes a download scenario where data is collected column-wise from right to left, starting at node n and ending with node 1. For a given with 0 ≤ ≤ n, the contents of nodes + 1 to n is read from the nodes, an amount of size (n − )α. The contents of nodes , − 1, . . . , 1 is recovered in that order using repair information. When it is time to collect repair information for node j , for 1 ≤ j ≤ , repair information for that node is already available from nodes j + 1, . . . , n. The missing repair information can be collected from nodes 1, . . . , j − 1 and from any d + 1 − n nodes that are not among nodes 1 to n. Together the contributions give an upper bound for B(n). For 0 ≤ ≤ n, The bound (2) is valid for n in the range 0 ≤ n ≤ d + 1. For n = k, it is the functional repair outer bound (1) for the total data size B = H (M). More generally, for k ≤ n ≤ d + 1, B(n) = B and (2) gives an upper bound for B. In this range it suffices to collect data from the k disks j ∈ [n − k + 1, n], i.e., the k right most columns in Figure 1 . Those columns contribute B k+−n (k) to B (n). Thus, for k ≤ n ≤ d + 1, the upper bound in (2) improves to
The restriction to the right most k columns affects the three terms in (2) as follows.
and it depends only on n − . The improvement that we obtain in this paper, on the other hand, depends on the break up of the upper bound as a sum of three different contributions and thus in general depends on both n and . In Section II, we prove a version of the bounds (2) and (3) that includes an extra error term.
In Section III, we exploit the error term to improve the upper bound.
Theorem 2:
Then, for 0 ≤ ≤ n and v ≥ 0,
Corollary 3: With B (n) defined by (2), and for 0 ≤ ≤ n ≤ d + 1 and v ≥ 0,
Theorem 9 assumes that the variables S i→ j are conditioned on random variables W n+u , for 1 ≤ u ≤ v. The existence of a suitable choice for W n+u is not clear for the general case. In Section IV, we give a choice W n+u for linear regenerating codes such that
With this choice for W n+u we obtain the following families of upper bounds, such that the special case v = 0 corresponds to the original bounds (2) and (3). Theorem 13: For a linear regenerating code, and for 0
In Section V we consider special cases.
For k = d, this is the outer bound [13, Th. 1.1] for linear regenerating codes of type (n, k, d) = (k + 1, k, k) (see also [16] ). The outer bound is optimal and is attained by canonical layered codes defined in [9] . 
For v = 1, the bound is the case m = k, α ≥ k in [17, Th. 1]. Without the minus term the inequality is a weighted average
With the minus term the bound gives improvements on the functional repair bound between the MSR and MBR points in a range that depends on k and d. For a linear regenerating code, the conditioning of the variables in Theorem 9 amounts to a shortening of the code. A similar shortening argument is used in [16, Th. 2] to relate the properties of a (k +1, k, k) linear regenerating code to that of a (k, k − 1, k − 1) linear regenating code. The shortening arguments in this paper and in [16] are dual to arguments used in [13] and [18] , which consider submatrices of the paritycheck matrix of a regenerating code, i.e., punctured versions of the dual code of a regenerating code.
II. REFINEMENT OF THE EXACT REPAIR OUTER BOUND
For a regenerating code of length N we fix an arbitrary ordering of the N nodes and denote by B(n) the amount of data on the last n nodes. For a given n, we number the last n nodes from 1 to n. The outer bound (2) is piece-wise linear of the form B(n) ≤ min{B (n) : 0 ≤ ≤ n}, with each of the B (n) a linear combination of the storage per node α and the helper bandwidth between nodes β. In this section we derive a version B(n)+ ≤ min{B (n) : 0 ≤ ≤ n} with an explicit error term . For n = k, the error term gives a lower bound for the gap between the functional repair and the exact repair outer bounds. In deriving the outer bound we will only refer to helper information S i→ j for i < j .
Lemma 4: For 1 ≤ j ≤ n,
Proof: After adding H (W [ j +1,n] ) to each side and applying the chain rule, both sides are equal to H (W [ j,n] S [1, j −1]→ j ).
Proof: The inequality follows after rewriting the left side using the chain rule.
Using the lemmas with j in the range 1 ≤ j ≤ we obtain a refinement of the outer bound (2) .
Theorem 6: For 0 ≤ ≤ n ≤ d + 1,
Proof: With B(n) = H (W [1,n] ),
Where the inequality uses Lemma 5, the first equality uses the chain rule, and the last equality follows from Lemma 4. The theorem shows that for a given 0 ≤ ≤ n, there is a gap in the upper bound (2) of size at least
The terms in the sum capture that part of the helper information S i→ j may be redundant. There are two important cases with = 0, Minimum Storage Regenerating codes (MSR codes) and Minimum Bandwidth Regenerating codes (MBR codes). MSR codes have I (W j ; W J \ j ) = 0 for |J | = k and H (M) = kα. For MSR codes, the bound (2) is achieved for = 0 and the summation for is empty. Note that the summation for is empty also when = For the class of canonical layered codes defined in [9] , the theorem holds with equality. For those codes the gap between B(n) and B (n) in (2) is explained in full by the term and B(n) + = B (n).
III. IMPROVEMENT OF THE EXACT REPAIR OUTER BOUND
Starting point for the outer bound in Theorem 6 is Lemma 4. To estimate the term given by (8) we apply the same lemma v more times. Each time, before the bound is applied we add a carefully chosen term W n+u to the sequence
We first pair the lower bound in Lemma 5 with an upper bound.
Lemma 7: For 1 ≤ j ≤ n,
Proof: As in Lemma 4, for each 0 ≤ u ≤ v,
We sum over 0 ≤ u ≤ v, and lower one side of the equality using Lemma 5, 
In the obtained inequality the two double sums cancel out. Theorem 9: For 1 ≤ u ≤ v, let W n+u be such that, for 1 ≤ i < j ≤ ,
Proof: The proposition yields, after summation over
So that
The bounds in the next two corollaries are obtained by estimating the right side in terms of B (n). In general the bounds will be weaker than the bound in Theorem 9 but for example for canonical layered codes the obtained bounds are tight.
Corollary 10: With B (n) defined by (2), and for 0 ≤ ≤ n ≤ d + 1 and v ≥ 0,
If moreover 0 ≤ n − k ≤ then
Proof: From the theorem we obtain that
The second claim is similar and uses (3) and (5). For B(n) = H (W [1,n] ) and B(n − ) = H (W [+1,n] ), the theorem can be used to estimate the relative entropy H (W [1,n] 
Corollary 11: With B (n) defined by (2) , and for 0 ≤ ≤ n ≤ d + 1 and v ≥ 0,
Proof: We proceed as in the previous proof.
(
Since B(n − ) ≤ (n − )α, Corollary 11 is stronger than part one of Corollary 10.
IV. LINEAR REGENERATING CODES
For linear regenerating codes, Condition (9)
and thus for
For W n+u as in (10),
Lemma 12: For W n+u as in (10),
Proof:
− H (W [1,n] ).
Now apply induction to complete the proof. Theorem 13: For a linear regenerating code, and for 0 ≤
Proof: Use Corollary 10 in combination with Lemma 12. For the first claim,
The second claim is similar.
V. DISCUSSION
Theorem 13 gives upper bounds for B(n) = H (W [1,n] ). For n ≥ k, B(n) = H (M) = B and in that case upper bounds obtained with the theorem hold for B. As two special cases, we find that, for n = k = ,
And, for n = d
In general, (11) gives the better bounds except for k/d close to 1. The bound (12) includes the outer bound in [13, Th. 1.1] for linear regenerating codes of type (n, k, d) = (k + 1, k, k) (see also [16] ). That bound is optimal and is attained by canonical layered codes defined in [9] . [18, Th. 1] extends results in [13] and proves (12) The bound (12) performs best when k/d is close to 1. It does not improve the functional repair outer bound when k/d < 0.6. The bound (11) in general improves the functional repair outer bound outside a small interval near the MSR point. The improvements exceed those obtained in [11] and [12, Th 
for a regenerating code of type (N = 4, k = 3, d = 3). Proofs 1 and 2 are based on [12] . Proof 3 follows the current paper. Tables 1 and 2 contain random variables W i and S i→ j for a regenerating code with N = 4 nodes and parameters (k = 3, d = 3).
The last rows are obtained by adding a node W 5 whose contents will be chosen later. In each row the variables are functions of the left most variable. Columns with the same label 1 ≤ j ≤ 4 contain the same variables. For a pair of columns with the same label we compute the column entropy using the chain rule from the bottom to the top.
The computation is done first for columns from row W 4 upwards and then for the extended columns from row W 5 upwards. By invoking the chain rule each entry in the table contributes to the entropy of its column with its entropy conditional on the entries below it.
We compare the sum of the column entropies for the four columns in Table 1 and in Table 2 . First we ignore the row W 5 (or set W 5 = 0). The entries below the diagonal produce the same terms left and right. The four remaining entries with W i in H (S i→ j ).
