Abstract
Introduction
Dynamic scenes include either a single moving object or multiple moving objects. When a single video camera views a dynamic scene with multiple objects our goal is to separate between objects moving with different motions. We refer to this as the "multi-body factorization problem", which was presented in [3, 4] ). When multiple video cameras view the same scene at the same time, in addition to the multi-body factorization problem, we are interested also in matching across cameras. This can be either temporal matching (i.e., temporal synchronization) or spatial matching (i.e., point correspondences). We refer to this as the "multi-sequence factorization problem".
The body of work on multi-body factorization (e.g., [3, 4, 5, 1, 7] ), suggest employing multi-frame linear subspace constraints to separate between objects moving with independent motions. We first show that often objects moving with different 3D motions will be captured as a single object using previously suggested approaches. We show that this happens even when there is only partial linear dependence between the object motions. In many of these cases, although the motions are partially dependent they are conceptually different and we would like to separate them. Thus, we suggest a preliminary algorithm which can overcome some of these degeneracies and distinguish between such moving objects where other methods fail.
When multiple video sequences of the same dynamic scene are available (which includes either a single object or multiple objects) there can be dependencies between the motions or shapes captured by the sequences. Wolf & Zomet [10] showed that a dependence between the motions can be used for temporal synchronization of sequences. We extend this and show that even partial dependence suffices for synchronization purposes. This can be applied to synchronize sequences with only partial spatial overlap. Additionally, we show that when the sequences view the same set of points we get a dependence which can be used to find the spatial matching of the points across sequences.
Dependencies between Image Coordinate Matrices
Let Á ½ Á denote a sequence of frames with AE points tracked along the sequence. Let´Ü 
Each row in these matrices corresponds to a single frame, and each column corresponds to a single point. Stacking the matrices and of Eq. (1) vertically results in a ¾ ¢ AE matrix ¢ £ . It has been previously shown that under various camera and scene models [8, 6, 2] the image coordinate matrix of a single object can be factorized into motion and shape matrices: ¢ £ Å ¾ ¢Ö Ë Ö¢AE . When the scene contains multiple objects (see [3, 4] ) we still get a factorization into motion and shape matrices ¢ £ Å ÐÐ Ë ÐÐ where Å ÐÐ is the matrix of motions of all objects and Ë ÐÐ contains shape information of all objects. ). In the case of the multi-body (single sequence) factorization, each of these would correspond to an independently moving object, i.e., Ï ½ Ï Ó ½ Ï ¾ Ï Ó ¾ . In the case of multi-sequence factorization, each of these ma-trices corresponds to a single sequence (i.e., the trajectories of all points on all objects in each sequence): Ï ½ Ï × Õ½ and Ï ¾ Ï × Õ¾ . Let Ö ½ and Ö ¾ be the true (noiseless) ranks of Ï ½ and Ï ¾ , respectively. Then, in both cases these matrices can be each factorized into motion and shape information: Ï ½ ¾ ¢AE½ Å ½ ¾ ¢Ö½ Ë ½ Ö½¢AE½ and Ï ¾ ¾ ¢AE¾ Å ¾ ¾ ¢Ö¾ Ë ¾ Ö¾¢AE¾ , where Å ½ Å ¾ contain motion information and Ë ½ Ë ¾ contain shape information. In the multi-sequence factorization case the motion and shape matrices will include information of all the objects in the corresponding scene.
In this paper we will examine the meaning of full and partial linear dependencies between Ï ½ and Ï ¾ , and their implications on multi-body (single sequence) and multisequence factorizations. We will see that in the multi-body (single sequence) case these dependencies lead to degeneracies (and therefore are not desired), whereas in the multisequence factorization these dependencies are useful and provide additional information. In particular, there are two possible linear dependencies between Ï ½ and Ï ¾ : (i) Full or partial linear dependence between the columns of Ï ½ and Ï ¾ , and (ii) Full or partial linear dependence between the rows of Ï ½ and Ï ¾ . We will show that:
1. In the multi-body factorization case:
-Dependencies between the columns of Ï ½ and Ï ¾ cause degeneracies and hence misbehavior of multibody segmentation algorithms. We also propose an alternative approach which can handle these cases.
-Linear dependencies between the rows have no effect on the multi-body factorization.
2. In the multi-sequence factorization case:
-Linear dependencies between the columns of Ï ½ and Ï ¾ provide constraints for temporal correspondence (i.e., temporal synchronization) between sequences.
-Linear dependencies between the rows of Ï ½ and Ï ¾ provide constraints for spatial correspondence (i.e., spatial matching of points) across the sequences.
The analysis in the following sections will be based on the following two claims on the full/partial dependencies between the columns and between the rows of Ï ½ and Ï ¾ .
We provide here the proofs for the full dependence case. The proofs of these claims for the case of partial dependence are provided in Appendix 5. In the case of full linear dependence this reduces to:
is a AE ½ ¢ AE ¾ coefficient matrix, and ¼ is a matrix of size Ö ½ ¢ Ö ¾ which linearly depends on ). 
Proof:
First Direction: Ï ¾ Ï ½ µ Å ¾ Ë ¾ Å ½ Ë ½ µ Å ¾ Ë ¾ Ë Ì ¾ Å ½ Ë ½ Ë Ì ¾ . Ë ¾ Ë Ì ¾ is invertible (see note be- low) µ Å ¾ Å ½ ¼ where ¼ Ë ½ Ë Ì ¾´Ë ¾ Ë Ì ¾ µ ½ . Second Direction: Å ¾ Å ½ ¼ µ Å ¾ Ë ¾ Å ½ ¼ Ë ¾ . Ë ½ Ë Ì ½ is invertible (see note below), hence, Å ½ ¼ Ë ¾ Å ½´Ë½ Ë Ì ½ µ´Ë ½ Ë Ì ½ µ ½ ¼ Ë ¾ Å ½ Ë ½ where Ë Ì ½´Ë ½ Ë Ì ½ µ ½ ¼ Ë ¾ . This implies that Ï ¾ Å ¾ Ë ¾ Å ½ ¼ Ë ¾ Å ½ Ë ½ Ï ½ Claim 2
The assumption that Å Ì Å and Ë Ë Ì ( ½ ¾) are invertible is valid also in degenerate cases. Å is assumed here to be a ¾ ¢ Ö matrix and Ë is an Ö ¢ AE matrix, where Ö is the actual rank of Ï . In degenerate cases, the rank Ö will be lower than the theoretical upper-bound rank.
In the following sections we examine the meaning and the implications of each of these dependencies, both for the single-sequence (multi-body factorization) case and for the multi-sequence case.
Single Sequence Multi-Body Factorization
In this section we examine the implications of linear dependencies between the columns of Ï ½ and Ï ¾ (of Ó ½ and Ó ¾) on multi-body factorization. We show (Section 3.1) that full or partial dependence between the columns of Ï ½ and Ï ¾ result in grouping together such objects in previous multi-body factorization approaches. In Section 3.2 we suggest an approach which can overcome some of these degeneracies and can separate between partially dependent objects. Section 3.3 shows that a dependence between the rows of Ï ½ and Ï ¾ has no effect on the segmentation.
Dependencies between Object Motions
Let Ï ½ , Ï ¾ be the image coordinates sub-matrices corresponding to two objects (Ï ½ Ï Ó ½ and Ï ¾ Ï Ó ¾ ).
We wish to classify the columns of the combined matrix Ï ½ Ï ¾ according to objects. Let ½ , ¾ be the linear subspaces spanned by the columns of Ï ½ and Ï ¾ , respectively, and Ö ½ and Ö ¾ be the ranks of Ï ½ and Ï ¾ , respectively (i.e., Ö ½ Ö Ò ´Ï ½ µ and Ö ¾ Ö Ò ´Ï ¾ µ). The two subspaces 
III. Partial Linear Dependence:
According to Claim 1 this occurs when the motions Å ½ and Å ¾ of the two objects are partially linearly dependent. In this case subspace based approaches can in general separate between the objects, however, most previously suggested algorithms will group them into a single object.
Costeira and Kanade [3] have estimated the SVD of Ï ½ Ï ¾ , i.e., Ï ½ Ï ¾ Í¦Î Ì (where Í and Î are unitary matrices) and showed that the "shape interaction
has a block diagonal structure. The algorithm they suggested (as well as those suggested in [3, 5, 1, 7] ) relied on the block diagonal structure of É. However, simple algebraic ma-
É will have a block diagonal structure only if the motion matrices Å ½ and Å ¾ are linearly independent. When Å ½ and Å ¾ are partially dependent the off-diagonal blocks Ë Ì ½ Å Ì ½ Å ¾ Ë ¾ and Ë Ì ¾ Å Ì ¾ Å ½ Ë ½ are non-zero. Hence, algorithms like [3, 5, 1, 7] , which rely on the block diagonal structure of É will fail to separate between the objects. Note, that partial dependence occurs even if only a single column of the motion matrix of one object is linearly dependent on the columns of the motion matrix of the other object. This can occur quite often in real sequences. An example where this occurs is illustrated in Fig. 1 . The synthetic sequence displays a planar scene with two objects (one marked in red and the other marked in cyan) moving with the same rotations but with independent trans-1 These claims build upon the observations previously made by Boult & Brown [1] and by Gear [4] .
lations. Putting together all the image coordinates of all points corresponding to the red object yields a matrix Ï Ö where Ö Ò ´Ï Ö µ ¿. Similarly, the matrix of image coordinates of the cyan object has Ö Ò ´Ï Ý Ò µ ¿ .
Combining the image coordinates of all points on both objects into a single matrix gives Ï Ï Ö Ï Ý Ò with Ö Ò ´Ï µ . This implies that the subspaces corresponding to the red and to the cyan objects intersect. Fig. 1.e shows that the matrix É has no block-diagonal structure.
Therefore, most previous subspace based segmentation algorithms will group the red object and the cyan object as one although their motions are obviously different.
Handling Partially Dependent Objects
As was shown by the example in Fig. 1 in many cases we would like to separate between objects with partial dependence. In this section we suggest an approach for doing so. When most of the trajectory vectors lie outside the intersection area and are relatively far from it (i.e., are unique to one object or the other) one would like for these to be interpreted as two separate objects.
The approach we suggest is similar to that suggested by Kanatani [7] which groups points into clusters in an agglomerative way. In Kanatani's approach the cost of grouping two clusters was composed of two factors. The first factor is based on the increase in the rank when grouping the two clusters. Although intended for independent objects, this applies also to the case of partially dependent objects. This is because adding to a group of points of one object more points from the same object will not change the rank (i.e., when the initial group of points spans the linear subspace corresponding to that object), whereas adding even a single point from another object will increase the rank, even if the objects are only partially dependent. When the clusters are large enough the agglomerative process is likely to continue correctly, however, for the initial stages to be correct we need additional information. For this Kanatani [7] used a second factor which is based on the values within the shape interaction matrix É (high values indicate lowcost whereas low values indicate a high-cost). However, as was shown in Section 3.1, when the objects are partially dependent, the É matrix looses its block diagonal structure.
Hence, relying on this factor can lead to erroneous segmentation. Instead, we use the matrix É defined next.
The values in Ï Ì Ï Ï ½ Ï ¾ Ì Ï ½ Ï ¾ are dot products between trajectory vectors (i.e., columns in Ï ).
These values decrease with the increase of the angle between the trajectory vectors. The angles between trajectory vectors of points on the same object are expected to be on the average significantly smaller than the angles between trajectory vectors of points on different objects (i.e., when the trajectory vectors lie relatively far from the intersection area). Therefore, although the off-diagonal blocks of Ï Ì Ï are non-zero, they will usually have significantly 
Figure 1. Degeneracies in multi-body (single sequence) factorization: (a)-(d) Four sample frames (at times t=1,17,34,50) from a synthetic sequence showing partially dependent objects (tracked points marked in black). Both objects rotate counter-clockwise, but the red object also translates horizontally whereas the cyan object translates vertically. Although the motions of the red object and the cyan object are different, they are partially dependent. Therefore, their image coordinate matrices are partially dependent: Ö Ò ´Ï Ö µ ¿ , Ö Ò ´Ï Ý Ò µ ¿ and
Ö Ò ´ Ï Ö Ï Ý Ò µ µ. (
e) The distance matrix used by previous algorithms for segmentation (the "shape interaction matrix" É) after sorting the points according to objects. There is no block diagonal structure hence the points will not be separated correctly. (f) The matrix É we suggest to use, after sorting the points according to objects. The evident block-diagonal structure implies a good prior for segmentation. (g) Segmentation into two objects when using the classical shape interaction matrix É. Points in differently detected clusters are marked by different colors (red and blue). The segmentation is obviously erroneous and mixes between the objects. (h) The corresponding segmentation result when using our proposed matrix É. The points on the red and the cyan objects are separated correctly.
smaller values than the main-diagonal blocks. We can thus write Ï Ì Ï Ì , where on the average the values in are larger than the values in . According to Weiss [9] , when and are constant the eigenvectors (denoted Ú) of the normalized version of Ï Ì Ï (see [9] ) will have Ú´ µ Ú´ µ for points and on the same object. In our case and are not constant, however, the values in are larger than the values in . We can thus expect the more dominant eigenvectors to account for the constant part which separates between the blocks and the less dominant eigenvectors to account for the within object variations. The shape interaction matrix É is constructed using all eigenvectors hence has no block diagonal structure. Instead, we suggest to construct an affinity matrix É where É È ´Ú ´ µ Ú ´ µµ ¾ where Ú are the most dominant eigenvectors of Ï Ì Ï . Fig. 1 .f shows the matrix É for the synthetic sequence of Figs. 1.a-d (using a single, most dominant, eigenvector). It can be seen that É has an obvious block diagonal structure, whereas É does not.
Figs. 1.g,h show a comparison of the agglomerative clustering algorithm described above, once using the matrix É, and once using the matrix É. Using É gave correct segmentation results, whereas using É mixed the points of the two objects. for all the points on both parts is higher than the rank of the image-coordinate matrix Ï ´ ½ ¾µ for each of the individual parts but is lower than the sum of them, i.e., Fig. 2.g ). The result of the segmentation (forcing it into two objects) shows that the points on the arm and the shin were all classified correctly to the two different body parts.
Dependencies between Object Shapes
In Section 3.1 it was shown that a dependence between the columns of Ï ½ and Ï ¾ causes degeneracies which affect the quality of multi-body segmentation. In this section we show that a dependence between the rows of Ï ½ and Ï ¾ has no effect on the multi-body segmentation. As was shown in Section 2, a dependence between the rows of Ï ½ and Ï ¾ implies that Ë ¾ ¼ Ë ½ . This implies that both objects share the same shape up to a selection of the object coordinate frame. When only the shapes are the dependent and the motions are still independent, the two objects will still be separated in all multi-body segmentation algorithms, since:
Multi-Sequence Factorization
In this section we examine the case of multiple sequences, i.e., Ï ½ Ï × Õ½ Å × Õ½ Ë × Õ½ and Ï ¾ Ï × Õ¾ Å × Õ¾ Ë × Õ¾ . Note that the two sequences can each contain multiple objects moving with different motions.The motion and shape matrices will accordingly include information of all the objects in the corresponding scene. As opposed to the multi-body factorization case, we show that in the multi-sequence case dependencies between the image coordinate matrices Ï ½ and Ï ¾ of the two sequences do not cause degeneracies. On the contrary, they produce useful information! In particular, dependencies between the columns of Ï ½ and Ï ¾ supply information for temporal synchronization of the sequences (Section 4.1) and dependencies between the rows of Ï ½ and Ï ¾ supply information for spatial matching of points across sequences (Section 4.2).
Temporal Synchronization
Wolf & Zomet [10] showed how subspace constraints can be used for temporal synchronization of sequences when two cameras see the same moving objects. We reformulate this problem in terms of dependencies between Ï ½ and Ï ¾ , and analyze when this situation occurs. We further extend this to temporal synchronization in the case of partial dependence between Ï ½ and Ï ¾ (i.e., when the fields-of-view of the two video cameras are only partially overlapping).
As Ö ½ . Note, however, that we get this low rank only when the rows of Ï ½ correspond to frames taken at the same time instance as the frames of the corresponding rows of Ï ¾ . This can be used to find the temporal synchronization between the two sequences, i.e., the alignment of rows with the minimal rank gives the temporal synchronization [10] . Furthermore, even if the motions that the two sequences capture are only partially linearly dependent, we will still get the lowest rank when the rows of the matrices Ï ½ and Ï ¾ of the two sequences are correctly aligned temporally. Partial dependence between the motions captured by different sequences occurs when the fields of view of the corresponding cameras have only partial spatial overlap. Note that the cameras are assumed to be fixed with respect to each other (they can move jointly, however), but the points on the objects need not be the same points in both sequences.
Figs. 3.a-d show temporal synchronization results on the sequences of Fig. 2 . The two stationary cameras viewed the same scene but from different view points and were not activated at the same time. We then used an approach similar to that suggested by Wolf & Zomet [10] . We tested the rank of the combined matrix Ï ½ Ï ¾ for all possible temporal shifts. 
Spatial Matching
When the video cameras are not fixed with respect to each other but they view the same set of 3D points in the dynamic scene, the spatial correspondence between these points across sequences can be recovered. In this case the subspaces spanned by the rows of Ï ½ and Ï ¾ are equal, i.e., Ï ¾ Ï ½ . As was shown in Section 2, this occurs if and only if Ë ¾ Ë ½ . Note, that in this case there is no need for the cameras to be fixed with respect to each other (they can move independently), as only dependence between shapes (Ë ½ and Ë ¾ ) is assumed. Stacking Ï ½ and Ï ¾ vertically gives: Note, that we get this low rank only when the columns of Ï ½ and Ï ¾ correspond to the same points and are ordered in the same way. This can be used to find the spatial correspondence between the points in the two cameras, i.e., the permutation of columns in Ï ¾ which leads to a minimal rank of Ï½ Ï¾ gives the correct spatial matching. Fig. 3 .e examines this low rank constraint on the two sequences of Fig. 2 . The graph shows the residual error for 1000 permutations, 999 of which were chosen randomly, and only one was set to be the correct permutation (the residual error here is again Ö Ö Ó Ö È AE Ö Ò ·½ , where are the singular values of
Ï½ Ï¾
). The graph shows that the correct permutation yields a significantly lower error.
We next suggest a possible algorithm for obtaining such a spatial matching of points across sequences. However, the cross-sequence matching constraint presented above is not limited to this particular algorithm. One could, for example, start by selecting Ö point matches (Ö Ñ Ü´Ö ½ Ö ¾ µ) either manually or using image-to-image feature correspondence algorithms (taking only the Ö most prominent matches). The rest of the points could be matched automatically by employing only temporal information: given the matrix
of the already matched points we add a new point (a new column) by choosing one point from the first sequence and testing the residual error when matching it against all the remaining points from the second sequence. The match which gives the minimal residual error is taken as the correct one. Fig. 3 .f illustrates that the correct spatial matching was found.
Conclusions
In this paper we presented an analysis of linear dependencies and their implications on multi-body (single sequence) and multi-sequence factorizations. Our contributions are: (i) a single unified framework for analyzing multi-body and multi-sequence factorization methods, (ii) an analysis of degeneracies in multi-body factorization, (iii) an approach to separating objects in such degenerate cases, (iv) an extension of the temporal synchronization of [10] to the case of partially overlapping fields of view, and, (v) an approach to spatial matching of points across sequences. 
, a shift of 14 frames). (e) The residual error for 1000 different pairings of the features across the two sequences (see Section 4.2). All wrong pairings give high residual error (i.e., high rank), whereas the correct pairing (marked by a red arrow) gives a small residual error (i.e., low rank). The correctly recovered pairing of feature points across the two sequences is shown in (f).

