We consider the high-dimensional inference problem where the signal is a low-rank symmetric matrix which is corrupted by an additive Gaussian noise. Given a probabilistic model for the low-rank matrix, we compute the limit in the large dimension setting for the mutual information between the signal and the observations, as well as the matrix minimum mean square error, while the rank of the signal remains constant. We also show that our model extends beyond the particular case of additive Gaussian noise and we prove an universality result connecting the community detection problem to our Gaussian framework. We unify and generalize a number of recent works on PCA, sparse PCA, submatrix localization or community detection by computing the information-theoretic limits for these problems in the high noise regime. In addition, we show that the posterior distribution of the signal given the observations is characterized by a parameter of the same dimension as the square of the rank of the signal (i.e. scalar in the case of rank one). This allows to locate precisely the information-theoretic thresholds for the above mentioned problems. Finally, we connect our work with the hard but detectable conjecture in statistical physics.
Introduction
The estimation of a low-rank matrix observed through a noisy channel is a fundamental problem in statistical inference with applications in machine learning, signal processing or information theory. We shall consider the high dimensional setting where the low-rank matrix to estimate is symmetric and where the noise is additive and Gaussian:
where n is the dimension and λ captures the strength of the signal. Our framework can encompass a wide range of low-rank signal X where the components of the vector are i.i.d. with a given prior distribution P 0 . Moreover, thanks to the universality property first introduced in [23] and proved in [22] , our results with additive Gaussian noise have direct implications for a wide range of channels. In the context of community detection, we will prove another universality result showing the equivalence between Bernoulli channel and Gaussian channel that will allow us to transfer our results about rank-one matrix estimation to the community detection problem in the limit of large degrees. In this paper, we aim at computing the best achievable performance (in term of mean square error) for the estimation of the low-rank signal. More precisely, we prove limiting expressions for the mutual information I(X; Y) and the minimum mean square error (MMSE), as conjectured in [23] . This allows us to compute the information-theoretic threshold for this estimation problem, i.e. the critical value λ c such that when λ < λ c no algorithm can retrieve the signal better than a "random guess" whereas for λ > λ c the signal can be estimated more accurately. As we explain below, particular instances of our result (corresponding to various choices for the prior distribution P 0 ) have been studied recently. Bounds based on second moment computations have been derived (see the recent works [5, 33] and the references therein) but they are not expected to be tight in the regime considered in this paper. Random matrix theory also provides some bounds [3, 14, 7] and we will comment their tightness in the sequel. Another proof technique relies on the careful analysis of an approximate message passing (AMP) algorithm first introduced in [34] for the matrix factorization problem and studied in [13, 29, 12] .
The underlying idea behind the study of AMP is that the estimation problem (1) can be characterized by a single scalar equation [34] , a behavior called "replica-symmetric" in statistical physics. From a physics point of view, one can see the components of X as a system of n spins distributed according to the (random) posterior distribution P(X | Y). This system is expected to have a "replica-symmetric" behavior (see for instance [39] ). This means that the correlations between the spins vanish in the n → ∞ limit so that important quantities will concentrate around their means. For the rank-one case, this implies that the behavior of the system will be characterized by a single scalar parameter. This "replica-symmetric" scenario is well known in the physics literature. It corresponds to the high-temperature behavior of the Sherrington-Kirkpatrick (SK) model, studied by Mezard, Parisi and Virasoro in their groundbreaking book [26] . At low-temperature, [26] predicted a "replica-symmetry breaking" for the SK model, so that the system is no more described by a simple scalar but a function. However, this would not be the case for our estimation problem, (mostly) because it arises from a planted problem. This class of models enjoys specific properties due to the presence of the planted (hidden) solution of the estimation problem and to the fact that the parameters of the inference channel (noise, priors...) are supposed to be known by the statistician. In the statistical physics jargon, the system is on the "Nishimori line" (see [31, 18, 19] ), a region of the phase diagram where no "replica-symmetry breaking" occurs. These properties will play a crucial role in our proofs. For a detailed introduction to the connections between statistical physics and statistical inference, see [39] .
Our proof technique will therefore be built on the mathematical approach developed by Talagrand [37] and Panchenko [32] to study the Sherrington-Kirkpatrick model. We proves limiting expressions for the mutual information (i.e. the free energy) and the MMSE, confirming a conjecture from [23] . This conjecture was recently proved by [6] (under some additional assumptions) for rank-one matrix estimation, using AMP and spatial coupling techniques. In the present paper, we are able to show that a sample x drawn from the posterior distribution has an asymptotic deterministic overlap with the signal X:
Suppose for simplicity that E P0 X = 0, then we show that as soon as q * (λ) > 0, it is possible to strictly improve over dummy estimators, i.e. estimators that do not depend on the observed data Y. Hence our result gives an explicit formula to compute the minimal value of the signal strength λ in order to do strictly better than the dummy estimator for a wide range of low-rank matrix estimation problem. Moreover, it gives the best possible performance as a function of λ and the prior P 0 , achievable by any algorithm (with no computational constraint). Finally, our work leads to an extension of the hard but detectable conjecture from statistical physics that we present in Section 2.6.
Our main results are presented in the next section where some applications are also described. In Section 3, we make the connection with the statistical physics approach, Section 4 contains the proof of our main first result and Section 5 contains the proof of the concentration for the overlap. The generalization to finite rank and general priors is done in Section 6. Finally, the connection with the community detection problem is done in Section 7.
Main results

Rank-one matrix estimation
Let P 0 be a probability distribution on R with finite second moment. Consider the following Gaussian additive channel for λ > 0,
where X i i.i.d.
∼ P 0 and Z i,j
∼ N (0, 1). We denote the input vector by X = (X 1 , . . . , X n ), the output matrix by Y = (Y i,j ) 1≤i<j≤n and the noise matrix by Z = (Z i,j ) 1≤i<j≤n . We denote by E the expectation with respect to the randomness of X, Y, Z. Notice that we suppose here to observe only the coefficients of λ/nXX + Z that are above the diagonal. The case where all the coefficients are observed can be directly deduced from this case.
Our first main result is an exact computation of the limit when n tends to infinity of the mutual information 1 n I(X, Y) for this Gaussian channel as well as the matrix minimum mean square error defined by:
where the minimum is taken over all estimatorsθ (i.e. measurable functions of the observations Y that could also depend on auxiliary randomness). We define the following function
where Z ∼ N (0, 1) and X ∼ P 0 are independent random variables.
Theorem 1
For λ > 0, we have
F(λ, q).
This limit is a concave function of λ. Let D ⊂ (0, +∞) be the set of points where this function is differentiable. By concavity, D is equal to (0, +∞) minus a countable set. Then, for all λ ∈ D, the maximizer q * (λ) of q ≥ 0 → F(λ, q) is unique and is such that
To the best of our knowledge, the rigorous result closest to ours is provided by [6] (for discrete priors) where a restrictive assumption is made on P 0 , namely the function q → F(λ, q) is required to have at most three stationary points. Our most general result will generalize Theorem 1 to any probability distribution P 0 over R k with finite second moment and with k fixed (see Section 2.8). For the sake of clarity, we first concentrate on the rank-one case, provide a detailed proof and then generalize it to the general case.
In order to get an upper bound on the matrix minimum mean square error, we will consider the "dummy estimators", i.e. estimatorsθ that do not depend on Y (and that are thus independent of X). Ifθ is a dummy estimator, its mean square error is equal to MSE(θ) = 2 n(n − 1)
because X andθ are independent. Therefore, the "best" dummy estimator (in term of mean square error) iŝ
2 for all i < j which gives a "dummy" matrix mean square error of:
As we will see later in Proposition 19, the optimizer q * (λ) defined in Theorem 1 is such that:
. Consequently, Theorem 1 gives the limits of the MMSE for the low (i.e.
λ → 0) and high (i.e. λ → ∞) signal regimes:
It is important to note that the regime considered in this paper with λ ∈ (0, ∞) corresponds to a high noise regime: the MMSE will be positive for any finite value of λ in our model (2) . In particular, exact reconstruction of the signal is typically not possible.
Theorem 1 indicates that the value of q * (λ) determines the best achievable performance for the estimation problem. We will now see that q * (λ) encodes the geometry of the posterior distribution of X given Y. The posterior distribution of X given Y is given by
where Z n (λ) is the normalization function. We will adopt a standard notation in statistical physics and denote by · the average with respect to this random (because depending on Y) distribution. We also denote by x a random vector with distribution given by (4) . This means that for any function f on R n that is integrable with respect to P ⊗n 0 , we have by definition:
This quantity is well-defined. Indeed if we write L(x) = e
Note that this quantity is random and we will see it as a function of the random vectors X and Z:
and E f (x) is then its mean. For u, v ∈ R n we define the overlap between the configurations u and v as:
The geometry of the Gibbs distribution · can be characterized by the matrix (x (i) .x (j) ) 1≤i,j≤m of the overlaps between m i.i.d. samples x (1) , . . . , x (m) from · . Indeed, one can easily verify (using Proposition 16) that the rescaled norm of each sample √
, so that the matrix of the overlaps encodes the distances between m samples from · .
The Nishimori identity (Proposition 16) gives that x (i) .x (j) is equal to x.X in law. The behavior of this quantity is simple: the next result shows that (x.X) 2 concentrates asymptotically around q * (λ) 2 . In words, we see that if Y is obtained from X thanks to (2) and if x is a random vector distributed according to the posterior distribution (4) given Y, then the square of its overlap with the initial vector X, i.e. (x.X) 2 converges to the deterministic value q * (λ) 2 as n tends to infinity. Thus, q * (λ) encodes the geometry of the Gibbs distribution · .
Theorem 2
If P 0 has a bounded support then for all λ ∈ D we have for x with distribution given by (4),
To the best of our knowledge, the convergence in L 2 stated in Theorem 2 is a new contribution of our work.
Effective Gaussian scalar channel
We now study more carefully the quantity q * (λ) which characterizes the limit for the square of the overlap of two vectors drawn from the posterior distribution. We will relate it to the following scalar Gaussian channel:
where X 0 ∼ P 0 and Z 0 ∼ N (0, 1) are independent random variables. Note that the posterior distribution of
2 , where the random variable Z(Y 0 ) is the normalizing constant:
We can then relate this quantity to the mutual information i(γ) = I(X 0 , Y 0 ) of the scalar Gaussian channel
Hence, playing with the equations, we can rewrite the first statement of Theorem 1 as follows:
The minimum mean square error for the scalar Gaussian channel is defined as
where we used the identity E E[
The minimum mean square error is related to the mutual information by the following equation (from [16] ): di dγ (γ) = 1 2 mmse(γ). Now, we see thanks to this relation that the value q * (λ) attaining the supremum in the right-hand term of (7) should satisfy the following equation (see Proposition 19) :
This equation was first derived in [34] for matrix factorization and appeared a number of times in settings similar to ours, in the context of community detection [29] and [12] , or sparse PCA [13] . We will discuss the application to the community detection problem in Sections 2.4 and 2.5. We now discuss the sparse PCA problem as introduced in [13] . With our notations, this setting corresponds to P 0 ∼ Ber( ) being a Bernoulli distribution with parameter > 0. It is proved in [13] , that there exists * such that for > * , the fixed point equation (9) has only one solution in [0, ∞) and in this case Theorem 2 in [13] gives the asymptotic MMSE and shows that it is achieved by AMP algorithm. Our Theorem 1 allows us to compute the asymptotic MMSE for all values of , indeed we have:
Proposition 3
For P 0 ∼ Ber( ), we have
, where X 0 ∼ Ber( ) and Z ∼ N (0, 1). For almost all λ > 0, the maximizer q * (λ) of the right hand term is unique and is such that
As shown in Section 2.5 below, this sparse PCA model is connected to the problem of finding one community in a random graph: we will show that as the average degree tends to infinity, the Bernoulli channel can be approximated by an additive Gaussian channel. Another related problem is the submatrix localization as studied in [17] which corresponds to a case where P 0 is a mixture of two Gaussian distributions with different means.
Phase transition in the case
In this section, we concentrate on the particular case where E P0 [X] = 0. Without loss of generality, we can also assume that E P0 [X 2 ] = 1. We first start with the particular case P 0 = N (0, 1) where explicit formulas are available. The input-output mutual information for the Gaussian scalar channel (5) is then the well-known channel capacity under input power constraint: i(γ) = 1 2 log(1 + γ) and then mmse(γ) = 1 1+γ . This is a case where (9) can be solved explicitly, namely, if λ ≤ 1, then q * (λ) = 0 and if λ > 1, then two values are possible:
λ achieves the supremum in (7). Hence we have q * (λ) = max 0, 1 − 1 λ so that in the case P 0 = N (0, 1), we have:
In particular, we see that as long as λ ≤ 1, the dummy estimatorθ i,j = 0 is optimal in term of matrix mean square error. Only when λ > 1, the MMSE starts to decrease below 1. Our probabilistic model (2) has been the focus of much recent work in random matrix theory [3, 14, 7] . The focus in this literature is the analysis of the extreme eigenvalues of the symmetric matrix Y/ √ n and its associated eigenvector leading to performance guarantee for principal component analysis (PCA). The main result of interest to us is the following: for any distribution P 0 such that E P0 [X 2 ] = 1, we have
• if λ ≤ 1, the top eigenvalue of Y/ √ n converges a.s. to 2 as n → ∞, and the top eigenvector v (with norm v 2 = n) has trivial correlation with X: v.X → 0 a.s.
• if λ > 1, the top eigenvalue of Y/ √ n converges a.s. to √ λ + 1/ √ λ > 2 and the top eigenvector v (with norm v 2 = n) has nontrivial correlation with X: (v.X)
Note that this result has been proved under considerably fewer assumptions than we make in the present paper. We refer the interested reader to [14, 7] and the references therein for further details. In our context, we can compare the performance of PCA with the information-theoretic bounds. If we take an estimator proportional to v i v j , i.e.θ i,j = δv i v j for δ ≥ 0, we can compute explicitly the MSE obtained as a function of δ and minimize it. The optimal value for δ depends on λ, more precisely if λ < 1, then δ = 0 resulting in a limit for MSE of one while for λ ≥ 1, the optimal of value for δ is 1 − 1/λ resulting in the following MSE for PCA:
Comparing to (10), we see that in the particular case of P 0 = N (0, 1), PCA is optimal: it is able to get a matrix mean square error strictly less than 1 as soon as it is information theoretically possible and its mean square error is optimal. ) and the green curve is the limit of the MSE achieved by PCA (11), seen as functions of λ.
We now discuss the Z/2 synchronization problem studied in [4] which corresponds to the prior P 0 (+1) = P 0 (−1) = 1 2 . It turns out that exactly this model has been studied in [12] and the connection with the community detection problem will be made clear in the next section. We now compute the MMSE for this problem. The mmse for the effective Gaussian scalar channel (5) can be computed explicitly. An easy computation gives
so that we have thanks to (8) :
In particular, the fixed point equation (9) reduces now to q * = E tanh √ λq * Z 0 + λq * 2 which has one solution for λ ≤ 1 equals to zero and an additional solution q * (λ) > 0 for λ > 1 which is the one achieving the supremum in (7) . Hence extending q * (λ) to zero for λ ≤ 1, we have in this case,
λ as shown on Figure 1 . This is a case where PCA is able to beat the dummy estimator as soon as it is information theoretically possible but still achieves a sub-optimal MMSE.
We now present a more general result. As we will see later in Proposition 19, λ ∈ D → q * (λ) is nondecreasing and, in the case of a centered distribution P 0 , we have lim λ→0 q * (λ) = 0. We then define
A direct application of Theorem 1 gives
Proposition 4
We assume that P 0 is such that E P0 [X] = 0 and E P0 [X 2 ] = 1. For all λ < λ c , we have
For almost all λ > λ c , we have
where q * (λ) is the unique maximum of q → F(λ, q) defined in (3).
We call λ c the threshold for nontrivial estimation as the MMSE is strictly less than the dummy mean square error DMSE only for λ > λ c . We clearly have λ c ≤ 1 and the case λ c = 1 corresponds to cases where PCA is optimal in the sense that it achieves a nontrivial estimation as soon as it is information theoretically possible. Note however that even if λ c = 1, the MSE achieved by PCA can be larger than the MMSE as it is the case for the Z/2 synchronization problem described above. Indeed, the performance of PCA does not depend on the prior P 0 , so that it is not surprising to be sub-optimal in some cases.
There are even cases where λ c < 1, so that in the range λ ∈ (λ c , 1) PCA has the same performance as the dummy estimator with MSE PCA n (λ) → 1 while the MMSE is strictly lower than one. Of course achieving this MMSE might be computationally hard and we comment more on this in Section 2.6. We now shortly describe an example where λ c < 1 which corresponds to the sparse Rademacher prior that has been recently studied in [5, 33] . This is another example of sparse PCA but now with a centered prior, namely for ρ ∈ [0, 1], we take P 0 (0) = 1 − ρ and
We then denote by λ c (ρ) the threshold for nontrivial estimation at sparsity level ρ. It is easy to see that λ c (1) = 1 but there exists a critical value ρ * such that λ c (ρ) = 1 for ρ ≥ ρ * and λ c (ρ) < 1 for ρ < ρ * . [5] provides bounds for λ c (ρ) and bounds for the value of ρ * are also given in [33] . The same exact characterization as the one given here for ρ * was proved in [22, 6] . By a numerical evaluation, we obtain ρ * ≈ 0.09 and we refer to [22, 6] for more details. Another case where PCA is not optimal will be presented with more details in the next Section 2.4 corresponding to the case P 0
We will obtain the existence of p * such that λ c (p) < 1 for p < p * .
Optimal detection in the asymmetric stochastic block model
In this section, we show how our results for matrix factorization apply to the problem of community detection on a random graph model. We start by defining the random graph model that we are going to study.
Definition 5 (Stochastic block model (SBM))
Let M be a 2 × 2 symmetric matrix whose entries are in [0, 1]. Let n ∈ N * and p ∈ [0, 1]. We define the stochastic block model with parameters (M, n, p) as the random graph G defined by:
1. The vertices of G are the integers in {1, . . . , n}.
2.
For each vertex i ∈ {1, . . . , n} one draws independently X i ∈ {1, 2} according to P(X i = 1) = p. X i will be called the label (or the class, or the community) of the vertex i.
3. For each pair of vertices {i, j} the unoriented edge G i,j is then drawn conditionally on X i and X j according to a Bernoulli distribution with mean M Xi,Xj , independently of everything else. i ∼ j in G is and only if G i,j = 1.
The graph G is therefore generated according to the underlying partition of the vertices in two classes. Our main focus will be on the community detection problem: given the graph G, is it possible to retrieve the labels X better than a random guess?
We investigate this question in the asymptotic of large sparse graphs, where n → +∞ while the average degree remains fixed. We will then let the average degree tend to infinity. We note that the models studied in [23] , [22] or [6] showing that the Gaussian additive model approximates well the graph model, deal with dense graphs where the average degree tends to infinity with n. [12] dealing with the symmetric stochastic block model (i.e. p = 1/2) is more closely related to our model as the average degree tends to infinity at an arbitrary slow rate. We define the connectivity matrix M as follows:
where a, b, c, d remain fixed as n → +∞. We will say that community detection is solvable if and only if there is some algorithm that recovers the communities more accurately than a random guess would. A simple argument (see [9] ) shows that if pa + (1 − p)b = pb + (1 − p)c then non-trivial information on the community of a vertex can be gained just by looking at its degree and the community detection is then solvable. In this section, we concentrate on the case:
The average degree of a vertex is then equal to d, independently of its class. As mentioned above, we are first going to let n tend to infinity, while the other parameters remain constant, and then let d tend to infinity. We need now to define the signal strength parameter λ for this model and to relate it to our main model (2) . We define = 1 − b so that equation (14) allows us to express all parameters in terms of and p:
We now defineX byX i = φ p (X i ), where
The signal is contained iñ X and the observations are the edges of the graph which are independent Bernoulli random variables with means given by (15), so that:
In a setting where → 0, we see that the variance of G i,j does not depend (at the first order) on the signal and we have:
Hence, if we try to approximate (16) by a Gaussian additive model by matching the first and second moments, we would have:
n , we obtain:
which corresponds exactly to our model (2) with
This heuristic argument will be made rigorous in the sequel and we will show that the limit for the mutual information 1 n I(X, G) is the same as the mutual information 1 n I(X, Y) of the channel (17) . Note that in the case p = 1/2 studied in [12] , we end up with exactly the Z/2 synchronization problem studied in previous section (see Figure 1) . For a general value of p, we are now in the framework of Proposition 4, so that we can define λ c (p) by (12) for each p. We will show in the sequel that the matrix mean square error for the matrix factorization problem (17) corresponds to the "community overlap", a popular performance measure for community detection (see for instance [30] ) defined below. We are then able to characterize the solvability of the community detection problem (closing a gap left in [9] ). We start with the definition of an estimator of the graph's labels.
Definition 6 (Estimator )
An estimator of the labels X is a function x : G → {1, 2}
n that could depend on auxiliary randomness (random variables independent of X).
For a labeling x ∈ {1, 2} n and i ∈ {1, 2} we define S i (x) = {k ∈ {1, . . . , n}|x k = i}, i.e. the indices of the nodes that have the label i according to x. We now recall a popular performance measure for estimators.
Definition 7 (Community Overlap)
For x, y ∈ {1, 2} n we define the community overlap of the configuration x and y as
where the maximum is taken over the permutations of {1, 2}.
Two configurations have thus a positive community overlap if they are correlated, up to a permutation of the classes. We will then say that the community detection problem is solvable, if there exists an estimator (i.e. an algorithm) that achieves a positive overlap with positive probability.
Definition 8 (Solvability )
We say that the community detection problem is solvable (in the limit of large degrees) if there exists an estimator x(G) such that lim inf
For a fixed p, we have seen that λ c (p) defined by (12) with prior P 0
, is the threshold for nontrivial matrix estimation and the following theorem shows that in the case of the stochastic block model, it is also the threshold for solvability.
Theorem 9
• If λ > λ c (p), then the community detection problem is solvable.
• If λ < λ c (p), then the community detection problem is not solvable. , the impossible phase below the spinodal curve λ sp (p) (red curve) was proved in [9] and the hard phase is a conjecture. The dotted curve corresponding to λ c (p) is the curve for solvability of the community detection problem and is proved by our Theorem 9.
The function p → λ c (p) is plotted on Figure 2 . We see that the situation is similar to the sparse Rademacher prior described in previous section, where now the parameter p controlling the asymmetry between the two communities play a role similar to the sparsity ρ in the sparse PCA case. More precisely, for
(computed in [6] for the model (17) or [9] ), we have: if p ≥ p * , then λ c (p) = 1 which is known in this setting as the Kesten-Stigum bound and if p < p * , then λ c (p) < 1. The regime where p < p * and λ ∈ (λ c (p), 1) is conjectured to be "hard but detectable", see Section 2.6.
We have no doubt that our analysis will extend to other models like the censored block model [35] or the labeled stochastic block model [36] in the large degree regime.
Finding one community
As explained above, the solvability problem is trivial if the degrees are not homogeneous in the graph. However, the case where the condition (14) ) with our previous notations has been studied in [29] .
We can conduct the same heuristic argument as above: letX i = 2 − X i ∈ {0, 1}, so that we have
Hence, in a setting where
n so that the associated Gaussian additive model is given by:
and then with
which corresponds exactly to our model (2) with λ = → λ falls into our framework. Note that this case is exactly the sparse PCA setting studied in Proposition 3 which is consistent with the non-rigorous results stated in [29] (formula (41) for the free energy in [29] is exactly the right-hand term in Proposition 3). In particular, the non-rigorous results of section 3.2 in [29] (i.e. in the large-degree asymptotics) are made rigorous by our work.
An extension of the hard but detectable conjecture
We can now formalize and extend a conjecture emerging in statistical physics [24] , [22] for sparse PCA. The hard but detectable conjecture deals with the case where E P0 [X] = 0 and can be stated as follows:
Conjecture 10
For the model (2) with E P0 [X] = 0 and E P0 [X 2 ] = 1, we define λ c by (12) . If λ c < 1 then achieving a better MSE than the dummy estimator (i.e. beating DMSE) is hard for λ ∈ (λ c , 1).
Clearly, Proposition 4 only shows that in the regime λ ∈ (λ c , 1) achieving a better MSE than DMSE is possible. For λ > 1, we have seen that PCA beats DMSE. Note also, that there are various natural notions of performance for our model (detection, reconstruction) and the conjecture should hold for all of them, see [5] . A similar conjecture for the problem of community detection in the symmetric stochastic block model emerged in [11] and for the non-symmetric case in [9] (see Figure 2 ). Thanks to our Theorem 1, we know that as soon as q
, then it is possible to beat the dummy estimator, i.e. achieve a MSE strictly better than DMSE. There are now two questions:
• is it easy to beat DMSE?
• is it easy to achieve MMSE? Conjecture 10 is related to the first question and we now give a general conjecture which deals with both questions by giving the best MSE achievable efficiently. For η > 0, consider the following sequence (q t η ) t∈N defined by: q 0 η = η, and for t ≥ 0, q
Letq = lim η→0 lim t→∞ q t η (which is always well defined, see below), then we make the following conjecture:
Conjecture 11
For the model (2), the best mean square error that can be achieved efficiently is
Consequently,
q is the maximizer of q ≥ 0 → F(λ, q), then the matrix minimum mean square error can be achieved efficiently (with a polynomial-time algorithm).
(ii) ifq = q * (λ), i.eq is not the maximizer of q ≥ 0 → F(λ, q), then the best mean square error cannot be achieved efficiently.
Let · γ denote the posterior distribution of X 0 given Y 0 in the scalar channel (5): for every continuous
, where x is a sample from the posterior distribution · γ , independently of everything else. This means
G is thus non-decreasing and bounded, the limitq = lim η→0 lim t→∞ q t η is well defined (and finite) and is a solution of (9) . For γ = 0, the posterior distribution · γ of the scalar channel (5) is equal to P 0 . Therefore
If E P0 [X] = 0, then 0 is a fixed point of the recursion (18) . In order to investigate its stability, one has thus to compare the quantity
As a consequence of Conjecture 11, we obtain:
, then a polynomial-time algorithm can beat DMSE (i.e. do better than a dummy estimator). Indeed, in this case, PCA beats DMSE but does not necessary achieves MMSE (see Section 2.3).
, then no efficient algorithm can beat DMSE (i.e. do better than a dummy estimator).
In particular we see that Conjecture 11 would imply Conjecture 10.
If E P0 [X] = 0, then 0 is not a fixed point of the recursion (18) and Conjecture 11 implies that it is always possible to beat DMSE with an efficient algorithm.
In the sparse PCA case where P 0 ∼ Ber( ), (i) has been proved in [13] for > * where AMP is shown to be optimal. Indeed in this case, (9) has only one solution which is q * (λ) so thatq = q * (λ). But more generally, AMP is a candidate algorithm for achieving the best possible MSE for all values of the parameter λ (as conjectured in [24] ). For example, in the sparse PCA case, the analysis done in [13] and [29] shows that the performance of AMP gives a MSE = 2 −q 2 < DMSE. So that it is always easy to beat DMSE with a polynomial-time algorithm but we conjecture that the performance of AMP is the best possible achievable by an efficient algorithm. So that as shown in [29] , for < * , there is a set for the parameters λ and for which we haveq < q * (λ) and we believe that achieving the MMSE is hard in this case.
Proof techniques
We now present the main general ideas for the proof of Theorems 1 and 2. As a first step (Section 4.1), we recall a lower bound on the mutual information that was proved in [22] and follows from an application of Guerra's interpolation technique (see Proposition 21) . Showing that this lower bound is tight requires some work. Two main ingredients will be particularly useful. The first one is called the Nishimori identity and is true in a very general setting. This was discovered by Nishimori (see for instance [31] ) and extensively used in the context of Bayesian inference, see [18, 20, 39] . It express the fact that the planted configuration X behaves like a sample x from the posterior distribution P(X = .|Y), see Proposition 16. The second one will consist in perturbing the original model by revealing a small fraction of the entries of the vector X. It is known that thanks to this perturbation, the correlations decay so that the overlap will concentrate (see Proposition 24) . This is again a very general result [28] . We then need to show that this perturbation is negligible in the computation of the mutual information (see Section 4.2). It remains then to do some "cavity computations", a technique introduced by Mezard, Parisi and Virasoro in [26] . More precisely we will adapt to our setting the Aizenman-Sims-Starr scheme [2] which is standard in the context of the SK model. Theorem 1 then follows.
In order to obtain Theorem 2, we need to prove that the overlap concentrates without the perturbation induced by the revealed entries. To do so, we follow an approach closely related to the proof of the GhirlandaGuerra identities in the SK model from [32] and this is done in Section 5.
As explained just after Theorem 1, [6] proves Theorem 1 under some additional conditions on the prior P 0 . The proof technique in [6] is completely different from ours and relies on a careful analysis of the AMP algorithm. As explained above, ifq = q * (λ), then AMP is expected to be optimal and to achieve the MMSE providing a proof for the tightness of the bound obtained by Guerra's interpolation technique. In order to deal with the case whereq = q * (λ), [6] introduces an auxiliary spatially coupled system and proves that this system has the same mutual information as the original one whileq = q * (λ) on this new system. As opposed to [6] , our proof does not rely on the analysis of AMP and is fully contained in this paper (see Section 4) .
The recent work [10] used similar techniques to prove the replica-symmetric formula in a sparse graph setting. However, restrictive assumptions are required to apply the interpolation scheme to their framework.
Finite-rank matrix estimation
We now generalize our results to any probability distributions P 0 over R k (k ∈ N * is fixed) with finite second moment. Consider the following Gaussian observation channel
∼ N (0, 1). Analogously to the unidimensional case, we define
where the minimum is taken over all estimatorsθ (i.e. measurable functions of the observations Y). We now define
where S + k denote the set of k × k symmetric positive-semidefinite matrices and Z ∼ N (0, I k ) and X ∼ P 0 are independent random variables.
Theorem 12
For almost all λ > 0, all the maximizers q of q ∈ S + k → F(λ, q) have the same norm q 2 = q * (λ) 2 and
Theorem 12 is proved in Section 6. We refer to [24] where statistical physics arguments have been used to derive the same expression and explicit computations have been made for the sparse PCA problem of rank k.
The Replica-Symmetric formula
In this section, we connect our problem to a statistical physics model which will be closely related to the SK model. For simplicity we first concentrate with rank-one matrix estimation, with priors discrete P 0 . The extension to finite-rank and general priors is done in Section 6.
Main results
Let P 0 be a probability distribution with finite support S ⊂ [−K 0 , K 0 ] for some K 0 > 0. Consider the following observation channel
∼ N (0, 1) are independent random variables. In the following, E will denote the expectation with respect to the X and Z random variables. We are going to write, for σ ∈ S and x ∈ S n ,
The mutual information for this Gaussian channel is (see Lemma 46)
We are interested in computing the limit of
To do so, it will be more convenient to consider the free energy. Let us define the random Hamiltonian
We define the free energy as
We will express the limit of F n using the function
The Replica-Symmetric formula allows us to compute the limit of the mutual information.
Corollary 14
Proof. Lemma 46 gives
and Theorem 13 gives the result.
Consequences of the RS formula
We define φ : λ → sup q≥0 F(λ, q). φ is the limit of λ → F n (λ), which is convex. φ is therefore convex and is thus differentiable everywhere except on a countable set of points. Let D ⊂ (0, +∞) be the set of points where φ is differentiable. One can easily show that this supremum is achieved over the compact set
. Thus, Corollary 4 from [27] (combined with the arguments in the proof below) gives
Proposition 15
For all λ ∈ D, the maximizer q * (λ) of q ≥ 0 → F(λ, q) is unique and
Proof. One can rewrite φ, using the change of variables q = λq, we have for all λ > 0
where
φ is differentiable at λ, the envelope theorem from [27] gives us that for all q ∈ argmax q ≥0 ψ(λ, q )
Thus, the maximizer of q ≥ 0 → ψ(λ, q ) is unique. Using the change of variables q = λq, one has that the maximizer q * (λ) of q ≥ 0 → F(λ, q) is also unique and verifies φ (λ) =
Let · denote the Gibbs measure corresponding to the Hamiltonian H n . This means that for any function f on S n we have
Hn(x) .
We recall that x is a random sample with distribution · defined in (19) . We also recall the notations: for u, v ∈ S n we write
We call u.v the overlap between the configurations u and v. Theorem 20 shows that q * (λ) can be interpreted as the overlap between a random sample (such samples are called replicas) x from · and the planted configuration X.
The Nishimori property, as mentioned in Section 2.7, is a fundamental identity that will be used repeatedly and is true in a general setting. It express the fact that the planted configuration X behaves like a replica x sampled from the posterior distribution P(X = .|Y).
Proposition 16 (Nishimori identity )
Let (X, Y) be a couple of random variables on a polish space. Let k ≥ 1 and let
, independently of every other random variables. Let us denote · the expectation with respect to P(X = .|Y) and E the expectation with respect to (X, Y). Then, for all continuous bounded function f
Proof. It is equivalent to sample the couple (X, Y) according to its joint distribution or to sample first Y according to its marginal distribution and then to sample X conditionally to Y from its conditional distribution P(X = .|Y). Thus the (k + 1)-tuple (Y,
We obtain an important corollary for the estimation of XX from the observations Y.
Corollary 17
For all λ ∈ D,
where we used Gaussian integration by parts and the Nishimori identity (Proposition 16). λ → F n (λ) is thus convex. Recall the following standard lemma:
Lemma 18
Let I ⊂ R and f n a sequence of convex, differentiable functions over I. Suppose that for all
Using Proposition 15 and the previous lemma we obtain that for all λ ∈ D,
Therefore, for λ ∈ D,
The study of λ ∈ D → q * (λ) is therefore of crucial importance. The next proposition states its main properties. We recall that the minimum mean square error mmse(γ) for the scalar channel (5) is defined in equation (8) .
Proof. The function φ is convex, so (i) is simply a consequence of Proposition 15. To prove (ii), we remark that equation (6) 
achieves therefore its maximum in 0:
It remains to prove (iii) and (iv). We first notice that Corollary 17 implies that q * (λ) ∈ [0, E[X We will refine the result of Corollary 17 and show that the square of the overlap between two replicas (or equivalently the overlap between a replica and the planted configuration, because of Proposition 16) concentrates around q * (λ) 2 .
Theorem 20
The proof of this result is closely related to the proof of the Ghirlanda-Guerra identities in the SK model from [32] and is done in Section 5.
4 Proof of the Replica-Symmetric formula (Theorem 13)
The lower bound: Guerra's interpolation method
The following result comes from [22] . This is an application of Guerra's interpolation technique (see [15] ). We reproduce the proof for the sake of completeness.
Proposition 21
Proof. Let q ≥ 0. For t ∈ [0, 1] we define
· t will denote the Gibbs measure associated with the Hamiltonian H n (x, t). Remark that · t correspond to the posterior distribution of X conditionally to Y and Y in the following inference channel:
∼ N (0, 1) are independent random variables. We will therefore be able to apply the Nishimori property (property 16) with the Gibbs measure · t . Let us define
Hn(x,t)
We have ψ(1) = F n and
ψ is continuous, differentiable on (0, 1). For 0 < t < 1,
For 1 ≤ i < j ≤ n we have, by Gaussian integration by parts and by the Nishimori property
Similarly, we have for 1
Therefore equation (21) simplifies
where o(1) denotes a quantity that goes to 0 uniformly in t ∈ (0, 1). Then
Thus lim inf n→∞ F n ≥ F(λ, q), for all q ≥ 0.
Adding a small perturbation
It remains therefore to prove the converse bound of (20) . As in the case of the SK model (see [32] and [38] ), it will be convenient to add a small perturbation to our Hamiltonian H n . This is particularly useful to obtain identities involving the distribution of the overlaps under the Gibbs measure. As we will see later in Section 4.4, this perturbation will force the overlaps to concentrate around their expectations. In our context of Bayesian estimation, adding additional observations will induce a perturbation in our Hamiltonian. Let us fix ∈ [0, 1], and suppose we have access to the additional information, for 1 ≤ i ≤ n
∼ Ber( ) and * is a value that does not belong to S. The posterior distribution of X is now
where Z n, is the appropriate normalization constant. For x ∈ S n we define the following (very convenient) notationx
x is thus obtained by replacing the coordinates of x that are revealed by Y by their revealed values. The notationx will allow us to obtain a very convenient expression for the free energy of the perturbed model which is defined as
Proposition 22
For all n ≥ 1 and all , ∈ [0, 1], we have
Proof. We are going to bound the derivative of f : → F n, . To do so, we are going to consider a slightly more general model where the probability of revealing X i depends on i:
0 for i ∈ {1, . . . , n}. By symmetry between the variables, it suffices to control ∂Fn, ∂ 1 . Notice that
j . Let · denote the Gibbs measure (on S n−1 ) corresponding to the HamiltonianH n . We can rewrite
where (x i ) 2≤i≤n is sampled from · , independently of everything else. Let E 1 denote the expectation with respect to the variables (Z 1,j ) 2≤j≤n only. By Jensen's inequality We define now as a uniform random variable over [0, 1], independently of every other random variable. We will note E the expectation with respect to . For n ≥ 1, we define also
It remains therefore to compute the limit of the free energy averaged over small perturbations.
Aizenman-Sims-Starr scheme
The Aizenman-Sims-Starr scheme was introduced in [2] in the context of the SK model. This is what physicists call a "cavity computation": one compare the system with n + 1 variables to the system with n variables and see what happen to the (n + 1) th variable we add.
With the convention F 0, 0 = 0, we have F n, n =
Hn(x) where the notationx is defined by equation (22) .
Now we are going to compare H n+1 with H n . Let x ∈ S n and σ ∈ S. σ plays the role of the (n + 1)
, where
Let (Z i,j ) 1≤i<j≤n be independent, standard Gaussian random variables, independent of all other random variables. We have then H n (x) = H n (x) + y 0 (x) in law, where
We recall that the notationx is defined in equation (22) and define analogouslyσ = (1−L n+1 )σ +L n+1 X n+1 . We can thus rewrite
We now define the Gibbs measure · by
for any function f on S n . We have then
It will be more convenient to use "simplified" versions of z 0 , s 0 and y 0 . We define
∼ N (0, 1) independently of any other random variables. Define now
Using Gaussian interpolation techniques, it is easy to show that E |A n − A (0) n | − −−− → n→∞ 0, which ensure (using equation (23)) that lim sup
Overlap concentration
We will see in this section that the small perturbation that we considered in Section 4.2 forces the overlaps to concentrate. Recall that · is the Gibbs measure defined in equation (24) . · correspond to the posterior distribution of X given Y and Y in the following observation channel
∼ Ber( n ) are independent random variables. The Nishimori property (Proposition 16) will thus be valid under · .
The following lemma comes from [28] (lemma 3.1). It shows that the extra information Y forces the correlations to decay.
Lemma 23
This implies that the overlap between two replicas, i.e. two independent samples x (1) and x (2) from the Gibbs distribution · , concentrates. Let us define
Q is a random variable depending only on (Y i,j ) i<j≤n and (
,j≤n
1≤i,j≤n xi,xj
for some constants C, C , C > 0, where we used Pinsker's inequality to compare the total variation distance D TV with the Kullback-Leibler divergence D KL . So that:
As a consequence of the Nishimori property, the overlap between one replica and the planted solution concentrates around the same value as the overlap between two independent replicas. 
where the Gibbs measure · is only with respect to the variable x (2) . Proposition 24 concludes the proof.
The main estimate
Let us denote, for ∈ [0, 1],
where the expectation E is taken with respect to the independent random variables X ∼ P 0 and Z ∼ N (0, 1). The following proposition is one of the key steps of the proof.
Proposition 26
The proof of Proposition 26 is reported to Section 4.6. We deduce here Theorem 13 from Proposition 26 and the results of the previous sections. Because of Proposition 21, we only have to show that lim sup
We have by equation (25) 
where C is a constant independent of . Noticing that Q ∈ [0, K 
F(λ, q). Theorem 13 is proved.
Proof of Proposition 26
In this section, we prove Proposition 26. This will be a consequence of the following Lemmas 27 and 33. In order to lighten the formulas, we will use the following notations
Where we recall that for σ ∈ S,σ = (1 − L n+1 )σ + L n+1 X . We are going to compute the asymptotic of A n . The computations here are closely related to the cavity computations in the SK model, see for instance [37] .
First part
In this section, we deal with the first term in equation (26) . Indeed, we prove the following lemma.
Lemma 27
is independent of all other random variables.
We write also f (z, s) = σ∈S P 0 (σ)eσ z+σ 2 s and we define:
Lemma 28
Proof. We are going to show successively that E |EU We will write E Z to denote the expectation with respect to Z only. Let us compute
where we write for i = 1, 2,σ i = (1 − L n+1 )σ i + L n+1 X , as before.
Step 1: E |EU
)) (where x (1) and x (2) are independent samples from · )
The next lemma follows from the simple fact that for N ∼ N (0, 1) and t ∈ R, Ee tN = exp(
2 ).
Lemma 29
Let x
(1) , x (2) ∈ S n and σ 1 , σ 2 ∈ S be fixed. Then
Thus, for all x (1) , x (2) ∈ S n and σ 1 , σ 2 ∈ S, using Lemma 29 and the fact that s(
We have therefore
We have
Lemma 30
There exists a constant L 0 such that F 1 is almost surely L 0 -Lipschitz.
Proof. F 1 is a random function that depends only on the random variables n , X and L n+1 (because ofσ 1 andσ 2 ).
3 . An easy computation show that
Using Lemma 30 we obtain
We recall equation (27) to notice that F 1 (Q, Q, Q) = E Z V 2 1 , thus, using Proposition 24 and Corollary 25
Step 2:
Applying Lemma 29 with x (1) = x and x (2) = b (and using that b 2 = Q) one has
Therefore,
We can thus identify
Again, using Lemma 30 and the concentration result Corollary 25 we obtain
This concludes the proof.
We have now | log
Thus, using Cauchy-Schwarz inequality,
Lemma 31
There exists a constant C such that EU −2
It remains to show that for any value of σ, E exp(−2σ z(x) − 2σ 2 s(x) ) is bounded (independently of n and n ). P 0 as a bounded support, therefore
for some constant C 1 . The same kind of arguments shows that EV
is bounded by a constant.
Using the previous lemma E E| log U 1 − log V 1 | − −−− → n→∞ 0. We now compute E log V 1 explicitly.
Lemma 32
Proof. It suffices to distinguish the cases L n+1 = 0 and L n+1 = 1. If L n+1 = 1 then for all σ ∈ S,σ = X and
is independent of all other random variables, thus
because the Z i are centered, independent from X and because X is independent from Q. The case L n+1 = 0 is obvious.
The variables (b i ) 1≤i≤n and (
is independent of all other random variables. The expression of E log V 1 from Lemma 32 simplifies
This proves Lemma 27.
Second part
In this section, we handle the second term of equation (26) . The arguments are similar to the previous section. We show here the following lemma.
Lemma 33
and recall
Lemma 34
Proof. We are going to show successively that E |EU 
Step 1: E |EU 2 ).
Lemma 35
Let
The function (28)). Thus
because of Proposition 24 and Corollary 25.
Step 2: E |EU 2 V 2 − EV 
Using same arguments as in "
Step 1", we obtain finally
Thus, by the Cauchy-Schwarz inequality
because, similarly to Lemma 31, we have for some constant C > 0, (EU 
Overlap concentration without perturbation, proof of Theorem 20
In this section, we prove Theorem 20. The proof is an adaptation of the proof of Ghirlanda-Guerra identities from [32] , section 3.7. In order to clarify the dependencies in λ, we will use in the following the notations H n (x, λ) and · λ to denote the Gibbs measure corresponding to the Hamiltonian H n (x, λ). Define
We are going to show first that L n concentrates around its expected value:
Proposition 36
We start with the following lemma.
Lemma 37
Proof. Let us fix λ 0 ∈ D and let λ > λ 0 . We are going to make use of the following lemma.
Lemma 38
Let f be a function such that there exists a continuous function g such that, for all t ∈ R lim sup
Then for all t 1 ≤ t 2
We are going to upper bound successively these two terms. For the first one
For the second term, we remark that the function
Thus for all λ > λ 0 lim sup
Let λ > λ 0 . Using the Lemma, we have, for all λ ≥ λ ≥ λ 0
We integrate with respect to λ over [λ 0 , λ ], and write
It will be slightly more convenient to "replace" λ by λ 2 , we define therefore the function
Hn(x,λ
The derivatives of φ n are
By convexity of G n , we have, for all y > 0
Thus, taking the limsup in n in equation (29):
By hypothesis, ψ is differentiable in √ λ 0 , hence, by letting y → 0,
We are going to reuse the functions φ n and G n defined in the proof of the previous Lemma. Notice that φ n and G n are both convex, differentiable functions. We have
Let y > 0 and define δ n (y) = |φ n (
Analogously,
Thus, combining (31) and (32),
We are going to show that for
We are going to use the following theorem from [37] (Theorem 1.3.4).
Theorem 41 ([37], Theorem 1.3.4 )
Consider a Lipschitz function F on R M with Lipschitz constant ≤ A. Let g 1 , . . . , g M be independent standard random variables and g = (g 1 , . . . , g M ). Then we have for each t > 0
and consequently
Consider X to be fixed. We apply then this Theorem with
If we denote by E Z the expectation with respect to Z only, Theorem 41 gives that for all values of X
Hn(x,λ)
and thus E log dP
Hn(x,λ) 2 ≤ 8K 4 0 λn.
We are now going to show that E Z log dP ⊗n 0 (x)e Hn(x,λ) concentrates around its expectation (with respect to X). E Z log dP
Hn(x,λ) is a function of X. We can easily verify that this function has "the bounded differences property" (see [8] , section 3.2) because X has bounded support. Then Corollary 3.2 from [8] (which is a consequence of the Efron-Stein inequality) gives
Hn(x,λ) − E log dP
where C is a constant that does not depend on λ ∈ [λ 0 /4, 4λ 0 ]. We conclude that v n = O(n −1/2 ).
We suppose now that
0 λ 2 which is also convex and differentiable in √ λ 0 (remember that λ 0 ∈ D). Then, Lemma 18 gives that G n (
We let then y → 0: by differentiability of ψ in √ λ 0 , the right-hand side of the previous inequality goes to 0. We conclude using (30) .
We are now able to prove Theorem 20. Let λ ∈ D.
Moreover, using Gaussian integration by parts and the Nishimori property,
Corollary 17 leads then to the theorem statement.
Extension to general multidimensional input distributions
In this section, we generalize the results of Section 3 to any probability distributions P 0 over R k (k ∈ N * is fixed) that has a finite second moment: E P0 X 2 < ∞.
Main results
Let P 0 be a probability distribution over R k that admits a finite second moment. Consider the following Gaussian observation channel
∼ N (0, 1). We write P ⊗n 0
We will prove in the beginning of Section 6.2 that the mutual information for this Gaussian channel is
We are interested in computing the limit of 1 n I(X, Y). To do so, it will be more convenient to consider the free energy. Let us define the random Hamiltonian
2 . We define the partition function as
Hn (x) and the free energy as
We will express the limit of F n using the following function
Theorem 42 (Replica-Symmetric formula, general case)
The Replica-Symmetric formula allows us to compute the limit of the mutual information. Corollary 43
and Theorem 42 gives the result.
We define φ : λ → sup q∈S + k F(λ, q). φ is the limit of λ → F n (λ), which is convex. φ is therefore convex and is thus derivable everywhere except on a countable set of points. Let D ⊂ (0, +∞) be the set of points where φ is derivable.
Proposition 44
For all λ ∈ D, all the maximizers q of q ∈ S + k → F(λ, q) have the same norm q 2 = q * (λ) 2 and
The proof is the same than for Proposition 15. Analogously to the unidimensional case, we define
where the minimum is taken over all estimatorsθ (i.e. measurable functions of the observations Y that could depend on auxiliary randomness). The following result is the analog of Corollary 17 and is proved with the same arguments.
Corollary 45
Proofs
In this section we prove Theorem 42: we will show how the proofs of Section 4 generalize to the general multidimensional case.
Mutual information
We start by the general expression of the mutual information.
Lemma 46
Proof. Let µ denote the Lebesgue measure on R n(n−1)/2 . The mutual information between X and Y is defined as the Kullback-Leibler divergence between P (X,Y) , the joint distribution of (X, Y), and P ⊗n 0 ⊗P Y , the product of the marginal distributions of X and Y. This Kullback-Leibler divergence is well defined because P (X,Y) is absolutely continuous with respect to P ⊗n 0 ⊗ P Y . Indeed for any Borel set A of R kn × R n(n−1)/2 :
If A is a Borel set of R n(n−1)/2 , then
We can thus compute the mutual information
Reduction to finite distribution
We will show in this section that it suffices to prove Theorem 42 for input distribution P 0 with finite support.
Suppose the Theorem 42 holds for distribution over R k with finite support. Let P 0 be a probability distribution that admits a finite second moment: E P0 X 2 < ∞. We are going to approach P 0 with distributions with finite supports. Let 0 < ≤ 1. Let K 0 > 0 such that for any marginal µ of
we will use the notation
k . Finally, we defineP 0 the image distribution of P 0 through the application x →x. Let n ≥ 1. We will noteF n the free energy corresponding to the distribution P 0 andF the function F corresponding to the distributionP 0 .P 0 has a finite support, we have then by assumptionsF
Lemma 47 There exists a constant K > 0, that depends only on P 0 , such that, for all n ≥ 1
Proof. We define, for 0 ≤ t ≤ 1 and
Remark that φ(0) =F n and φ(1) = F n . Let · t be the Gibbs measure on S n associated with the Hamiltonian H n,t . For 0 < t < 1 we have, by Gaussian integration by parts and the Nishimori property:
. We obtain that |φ (t)| ≤ λK , where K is a constant depending only on E X 1 2 . Thus |F n −F n | = |φ(1) − φ(0)| ≤ λK , which concludes the proof.
Lemma 48
There exists a constant K > 0 that depends only on P 0 , such that
Proof. First notice that both suprema are achieved over a common compact set
One have a similar inequality forP 0 . Therefore both suprema are achieved over a common compact set C ⊂ S + k (that depends only on P 0 ). Using the same kind of arguments than in the proof of Lemma 47, we obtain that there exists a constant K that depends only on P 0 such that ∀q ∈ C, |F(λ, q)−F(λ, q)| ≤ λK . This proves the lemma.
Combining equation 34 and Lemmas 47 and 48, we obtain that there exists n 0 ≥ 1 such that for all n ≥ n 0 ,
where K and K are two constants independent of n 0 and . This proves Theorem 42. It remains therefore to prove Theorem 42 for distribution P 0 with finite support S. In the following, we suppose such a distribution to be fixed.
The lower bound: Guerra's interpolation technique
We have the extension of Proposition 21.
Proposition 49
The proof is exactly the same as in the unidimensional case. The Nishimori property (Proposition 16) applies to the general case, the computations are the same.
Adding a small perturbation
The results of Section 4.2 can be easily generalized. Let us fix ∈ [0, 1], and suppose we have access to the additional information, for 1 ≤ i ≤ n
∼ Ber( ) and * is a value that does not belong to S. The free energy is now
The proof of Proposition 22 can be adapted to the general case to obtain:
Proposition 50
For all n ≥ 1 and for all , ∈ [0, 1],
We define now as a uniform random variable over [0, 1], independently of every other random variable. We will note E the expectation with respect to . For n ≥ 1, we define also
Aizenman-Sims-Starr scheme
In the multidimensional case the overlaps becomes k × k matrices. For
In this section, · will denote the norm over M k,k (R) defined as A = Tr(A A). We can adapt Section 4.3 to the general case. Define for
and the Gibbs measure · by
for any function f on S n , where we recall thatx = (
∼ Ber( n ), independently of everything else). We have then, by the same decomposition as in Section 4.3,
∼ N (0, 1) independently of any other random variables.
Overlap concentration
Recall that · is the Gibbs measure defined in equation (36) . · correspond to the posterior distribution of X given Y and Y in the following observation channel
∼ Ber( n ) are independent random variables. The Nishimori property (Proposition 16) will thus be valid under · . Lemma 3.1 from [28] gives
Proposition 52 (Overlap concentration)
Proof.
1≤i,j≤n
As a consequence of the Nishimori property, the overlap between one replica and the planted solution concentrates around the same value as the overlap between two independent replicas. Corollary 53
The remaining part of the proof is then exactly the same than for the finite, unidimensional case.
Application to community detection in the stochastic block model
We prove in this section the phase transition for community detection on the stochastic block model, namely Theorem 9. We will make use of the following notation. For x ∈ {1, 2} n we denotex = (
, where φ p (1) = 1−p p and φ p (2) = − p 1−p . In order to apply the results we proved for matrix factorization, we first show that the mutual information between the observed graph G and the hidden labels X is asymptotically equal to the mutual information between Y andX in the following Gaussian observation channel
∼ N (0, 1) independently of everything else. The following theorem generalize the result from [12] to the asymmetric case.
Theorem 54
There exists a constant C > 0 such that, for d large enough
Now, Theorem 13 allows us to compute the limit of
where the expectation is taken over
Corollary 14 gives then
Corollary 55
The limit of the mutual information: proof of Theorem 54
We are going to compute I(X, G) and I(X, G). We recall that for x ∈ {1, 2} n we denotex = (
For x ∈ {1, 2} we define P 0 (x) = P 0 (x) = p, if x = 1 and P 0 (x) = P 0 (x) = 1 − p, if x = 2. For x ∈ {1, 2} n we will write, with a slight abuse of notation
The following lemma is a consequence of the general result from Lemma 46.
Lemma 56
Lemma 57
For d large enough,
Proof. By definition, I(X, G) = E log P(X,G)
Proof. Conditionally to X, the variables (G i,j ) i<j are independent and distributed as Bernoulli random variables with expectations equal to We have now
Distinguishing the cases i<j G i,j > 2dn (which happens with an exponentially small probability) and i<j G i,j ≤ 2dn, we obtain the desired result.
Lindeberg argument
We recall the Lindeberg generalization theorem (Theorem 2 from [21] ).
Theorem 59 (Lindeberg generalization theorem)
Let (U i ) 1≤i≤n and (V i ) 1≤i≤n be two collection of random variables with independent components and f : R n → R a C 3 function. Denote a i = |EU i − EV i | and b i = |EU 
We will show, using Theorem 59, that J(X, Z) is close to I(X, G).
Lemma 60
1 n |I(X, G) − J(X, Z)| = O( ) Proof. We apply here Theorem 59 conditionally to X to the function Φ(u) = − log
Φ is C 3 with bounded derivatives (because α is bounded). Notice that I(X, G) = EΦ(V) and J(X, Z) = EΦ( λ n Z). Let us compute V i,j moments, conditionally to X.
Analogously, E(V 3 i,j |X) = O( n ). Using the Lindeberg generalization theorem we obtain
Gaussian interpolation
It remains to show Lemma 61
Proof. The Z i,j are centered and independent of X i,j we can therefore simplify:
We define:
F ( ) = E log x∈{1,2} n P 0 (x) exp(H(x, X, Z, ))
Notice that F (0) = I(X, Y) and F ( ) = J(X, Z). We are going to control the derivative of F . We note · the expectation with respect to the Gibbs measure: g(x) := x P0(x)g(x) exp(H(x,X,Z, ))
x P0(x) exp(H(x,X,Z, )) . F is derivable and
Here (x ixj ) 2 is a continuously differentiable function of Z i,j and
Using Gaussian integration by parts:
) . Thex i are bounded, so we have
We conclude |F (0) − F ( )| ≤ Cn .
From mutual information to solvability: proof of Theorem 9
We are first going to introduce an estimation metric that will allow us to make the link between the minimum mean square error for matrix factorization, and the overlap for community detection. Define g i,jxixj p(x i ,x j ) log p λ (g i,j |x ixj ) 
Decomposing I(X; G) = H(X) − H(X|G) we obtain the desired result.
Consequently, if one consider a sufficiently large d (in order to apply Corollary 55) and one integrate equation (44) from 0 to λ > 0, and let n tend to infinity, lim sup
for some constant (depending on λ but not on d) K > 0.
Proposition 64
For λ < λ c (p) lim 
The right-hand side will be strictly inferior to 1 for δ sufficiently small. This is contradictory with Proposition 64 (recall that λ < λ c ). The community detection problem is not solvable. Theorem 9 is proved.
