A binary coupling tree on n+1 leaves is a 0{2-tree in which each leaf has a distinct label. The rotation graph G n is de ned as the graph of all binary coupling trees on n + 1 leaves, with edges connecting trees that can be transformed into each other by a single rotation. In this paper we study distance properties of the graph G n . Exact results for the diameter d(G n ) for values upto n = 10 are obtained. For larger values of n we prove upper and lower bounds for the diameter, which yield the result that the diameter d(G n ) grows like n lg(n).
Introduction
Binary coupling trees arise in the context of the quantum theory of angular momentum, where they represent coupling schemes in the bra/kets of a 3nj-coe cient 4]. A summation formula for the evaluation of a given 3nj-coe cient can be obtained from a sequence of basic operations, called ops, transforming one coupling tree into another. The complexity of the obtained summation formula is determined by the number of ops used in a particular sequence to transform one tree into the other. The objective is to construct an optimal summation formula, or equivalent a sequence of ops with minimum length, for any two binary coupling trees.
In the terminology of trees as de ned by Knuth 9] , a coupling tree in a 3nj-coe cient can be seen as a 0{2-tree with n + 1 leaves, and a op is similar to a rotation operation. The set of all binary coupling trees for a given n-value can be seen as the vertices of a graph G n , where an edge connects two binary coupling trees that are related by one rotation. In order to tackle the problem of nding an optimal sequence of ops for any two binary coupling trees, we study the structure of the associated rotation graph G n of binary coupling trees, in particular its distance properties. Section 2 de nes binary coupling trees and the rotation graph G n , and describes some basic properties of the graph G n . In Section 3 we introduce the concept of distance between binary coupling trees, being the length of a shortest unweighted path between the corresponding vertices in the rotation graph G n . Exact results for some distance properties (such as distance degree sequence and diameter) are given for small values of n (n 10). The size of G n is growing exponentially in n, so for large n-values we look for theoretical bounds for the diameter of G n . In Section 4 we obtain an explicit upper bound by constructing a path between two arbitrary binary coupling trees and showing that its length is necessarily bounded by n lg(n) + O(n). Section 5 shows how an (n lg(n)) lower bound for the diameter can be obtained from an upper bound for the number of trees within a certain distance of any given tree, for which the technique of short encodings introduced by Sleator et al in 13] can be used. We conclude that the diameter d(G n ) grows like n lg(n).
2 Binary coupling trees and the graph G n Following Knuth 9, Section 2.3] we say that a tree is a nite set of one or more nodes such that (a) there is one specially designated node called the root of the tree and (b) the remaining nodes are partitioned into m 0 disjoint sets T 1 ; T 2 ; : : : ; T m , and each of these sets in turn is a tree. A 0{2-tree is a tree in which each node has exactly two or zero children. Finally, a binary coupling tree is a 0{2-tree in which each leaf (i.e. a node with no children) has a unique label. Without loss of generality, we can assume that these labels are the integer numbers between 1 and n + 1 if the binary coupling tree has n + 1 leaves. We denote, for xed n 1, the set of all binary coupling trees on n + 1 leaves, or equivalently on n non-leaf nodes, as T n . Figure 1 (a) and (b) give two representations of the same binary coupling tree. Note that binary coupling trees are unordered, or using the terminology of 9], oriented. Sometimes, it will be convenient to attach an extra leaf with label 0 to the root and regard the binary coupling tree as a free tree; this is shown in Figure 1 (c). The set of such extended binary coupling trees on n+2 leaves will be denoted asT n . If ( ; ) is an internal edge, i.e. and are both non-leaf nodes, then we can perform two rotations around this edge, as shown in Figure 2 . Herein, A, B and C can be leaves or arbitrary subtrees and X is either empty or contains the root of the tree. Note that a rotation is invertible; if T 2 is obtained by performing a rotation on T 1 , then T 1 can be obtained by performing a rotation on T 2 . This is also indicated in Figure 2 G n is regular of degree 2(n ? 1), G n is connected.
Example 1 As can be seen in Figure 3 , the graph G 3 has 1 3 5 = 15 vertices, while every vertex has 2 2 = 4 neighbours. In Figure 3 , every vertex is labelled with a bracket notation of the binary coupling tree it represents. A bracket notation of a binary coupling tree gives the way in which the leaves are coupled to form the binary coupling tree. Possible bracket notations of the binary coupling tree in Figure 1 (a) are:
((1; 2); (3; (4; 5))) or ((2; 1); ((4; 5); 3)):
It is worth mentioning that G 3 is the line graph of the Petersen graph. Using Theorem 9 of 12] one can prove that for n > 3 the graph G n is not the line graph of another graph.
Let be an element of S n+2 , the group of all permutations on n + 2 elements; acts on T 2T n by permutation of the n + 2 leaf labels. It is clear that if T 1 and T 2 2T n Figure 3 : The rotation graph G 3
(1, (2,(3,4) )) ( (1, 2) , (3, 4) ) (4,(3,(1,2) )) (2,(1,(3,4) )) (2,(4,(3,1) )) (2,(3,(4,1) )) ( (1, 4) , (2, 3) ) (3, (2,(1,4) )) (3, (1,(2,4) )) (3,(4, (1,2) )) (4, (1,(2,3) )) (4,(2,(1,3) )) ((1,3) , (2, 4) ) (1,(4,(2,3) )) (1,(3,(2,4) ))
are related through a single rotation, (T 1 ) and (T 2 ) are also related through a single rotation. Thus (G n ) is isomorphic with G n . Furthermore, for n 3 no element of S n+2 , the identity permutation excepted, xes G n completely. Indeed, if has a cycle of length T 2 is the minimum number of rotations needed to transform T 1 into T 2 . Equivalently, we can say that the distance between T 1 and T 2 equals the length of a shortest path between their corresponding vertices in G n . It is easy to see that (T n ; d) forms a metric space.
In this paper, we are primarily concerned with computing or estimating the diameter d(G n ) of G n , i.e. the maximal length of any shortest path in G n :
The diameter and many other distance related properties (eccentricity, radius, center, periphery, . . It is obvious that many vertices in G n give rise to the same distance degree sequence.
Indeed, if two binary coupling trees di er only by a permutation of their labels, then they have the same distance degree sequence. Two such binary coupling trees are said to be of the same type. As indicated in 4] and in Figure 5 (a), there are two di erent types of binary coupling trees on 4 leaves, yet the distance degree sequence of these two types is identical. This can be understood by considering the corresponding elements fromT n ; indeed, these elements are equal upto a permutation of the labels, see Figure 5 (b). The skeleton of an extended binary coupling tree is the free tree obtained by deleting all leaves and corresponding edges from the extended binary coupling tree, see Figure 5 (c). Note that two extended binary coupling trees are equal upto a permutation of the leaf labels if and only if their skeletons are isomorphic. assign to each element of T n a unique number between 0 and jT n j?1; these numbers can then be used as index in an array, use e cient data structures to fastly calculate the neighbours of any given tree, since calculating the neighbours must be done for (almost) all trees, use the minimal number of bits per tree, since there are (2n ? 1)!! trees and these must all reside in the main memory of the computer. To determine the diameter of G n for some small xed n, it is su cient to calculate the distance degree sequence for all skeletons with n nodes. Indeed, since rotations are performed around internal edges, two extended binary coupling trees which have the same skeleton will have the same distance degree sequence. Table 1 . Distance degree sequences upto n = 7 are given in 4]; the complete results upto n = 10 can be found at URL http://allserv.rug.ac.be/~jvdjeugt/BCT. The diameter of G n for n 10 is shown in Table 2 . ), 4n lg(n) + O(n), n lg(n) + O(n) upper bound for the diameter of G n respectively. Here, and in the rest of this paper, lg denotes the logarithm in base 2.
We will follow the lines indicated in 10] to obtain an explicit upper bound of the order n lg(n) + O(n) for the diameter of G n .
The level of a node in a tree is de ned recursively as follows 9, Section 2.3]: the level of the root is zero and the level of any other node is one more than the level of its parent.
The level of a tree T, denoted as l(T), is the maximum level of any of its nodes. If T is an element of T n , the number of nodes with level i, denoted as l i , satis es: l 0 = 1 and 2 l i 2 i ; for 0 < i l(T):
Since the total number of nodes of T is 2n + 1, we have
and hence dlg(n + 1)e l(T) n: (1) An element S 2 T n is a spine if and only if l(S) equals n. Note that spines exist for every n 1; indeed, there are
The path between T 1 and T 2 is constructed in three steps:
1. transform T 1 into a spine S 1 , 2. transform T 2 into a spine S 2 and, 3. transform the spine S 1 into S 2 (or vice versa).
In this section, we will determine an explicit upper bound for the number of rotations needed in each step, yielding an explicit upper bound for the diameter of G n .
Suppose T is a binary coupling tree, that is not a spine. Choose a leaf x of T that has maximum level. Since T is not a spine, there is an internal edge of T, that is not on the path from the root node of T to x, but that has a node in common with an edge on this path. Performing the appropriate rotation around this internal edge will increase the level of T by one. Hence, one can transform an arbitrary element T of T n into a spine using n ? l(T) rotations.
Thus, given the bound in (1), one can transform any binary coupling tree on n + 1 leaves into a spine using at most n ? dlg(n + 1)e (2) rotations.
The construction of a path between two arbitrary spines from T n is easier to understand when working with extended binary coupling trees, i.e. elements ofT n . We say that an element S fromT n is an extended spine if and only if its skeleton is a degenerate tree, i.e. a free tree in which each node has degree one or two. Figure 6(a) gives a representation of a degenerate tree on six nodes, while Figure 6 (b) gives a representation of an extended spine ofT 6 . Note that there are (n+2)! 8 extended spines inT n , for n > 1, so for n > 2, not every extended spine corresponds to a spine in T n . In the rest of this section, we will assume that n > 1. The maximum number of rotations needed to transform two arbitrary extended spines ofT n into each other, is an upper bound for the number of rotations needed to transform two arbitrary spines of T n into each other. The problem of transforming two arbitrary extended spines into each other is equivalent to transforming an arbitrary extended spine into some xed extended spine since this only requires a permutation of the labels.
An extended spine ofT n has four end leaves, i.e. leaves for which there exists another leaf at distance two; in Figure 6 (b), these are the leaves with label 7, 4, 2 and 3. Let S be an extended spine and let x be an end leaf. We say that S is increasing (resp. decreasing) with respect to x if and only if for all other leaves x 1 and x 2 the following property holds:
d(x 1 ; x) < d(x 2 ; x) ) x 1 < x 2 (resp: x 1 > x 2 ): Herein, d(x i ; x) denotes the distance of the leaf x i to the leaf x, while the notation x i itself is also used to denote the label of the leaf x i . If the leaf label of x is known, then there is exactly one extended spine inT n that is increasing with respect to x; we will use this extended spine as the xed spine mentioned before.
Let S be an extended spine ofT n and let x be an end leaf. We say that S 2T n is If S 2T n is an extended spine which is concave (resp. convex) with respect to x, then we can transform S into an increasing (resp. decreasing) extended spine, again with respect to x, using at most n ? 1 rotations, see Figure 7 . This is quite analogous to the merge step in the mergesort algorithm, where two sorted sequences are combined to form a single sorted sequence 8, Section 5.2.4]. Also the other ideas of the mergesort algorithm apply to our problem. Let S 2T n be an extended spine that has to be transformed into an increasing or a decreasing one with respect to some leaf x. We cut S in two and attach to each of the two halves an extra leaf. These two extra leaves get the same label and the value of this label depends on whether we are transforming S into a increasing respectively a decreasing extended spine.
In the former case the value of this label has to be greater then all other labels used (+1), while in the latter it has to be smaller (?1). In this way, we get two extended spines:
one inT d n 2 e , containing the leaf x, and one inT b n 2 c . (To really match the de nition, we would have to do an order preserving re-labelling.) Figure 8 gives an illustration of how an extended spine is cut in two when this extended spine has to be transformed into an increasing one with respect to the leaf 0. If we are transforming S into an increasing (resp. decreasing) extended spine with respect to the leaf x, we recursively transform the extended spine containing x into an increasing (resp. decreasing) one with respect to the original leaf x, while we recursively transform the other extended spine into a decreasing (resp. increasing) one with respect to the new leaf. As a consequence of the labelling of the extra leaf, this leaf does not change position when transforming the two extended spines; this means that we can indeed merge the two extended spines together.
Let f(n) (resp. g(n)) denote the maximum number of rotations needed to transform an arbitrary extended spine S 2T n into an increasing (resp. decreasing) one with respect to some xed leaf x. It is clear that f(1) = g(1) = 0, since jT 1 j = 1. Furthermore, f and g are bounded by f u and g u satisfying the following recurrences: This is a well known recurrence 6, Section 3.3] and its solution is given by: f u (n) = ndlg ne ? 2 dlg ne + 1:
As already noted, f(n) is an upper bound for the number of rotations needed to transform an arbitrary spine S 1 2 T n into another arbitrary spine S 2 2 T n . We thus have the following theorem:
Theorem 2 The diameter of G n satis es d(G n ) ndlg(n)e ? 2 dlg(n)e + 1 + 2 (n ? dlg(n + 1)e) : (4) This follows immediately by combining formulas (3) and (2). (5) to the rotation graph G n , we get a linear lower bound for the diameter of G n .
Since Theorem 2 gives an n lg(n) + O(n) upper bound for the diameter of G n , one might wonder whether a better lower bound, i.e. of the order n lg(n), can be established. This is indeed the case, as was already indicated in 10]. In the rest of this section we will show how to obtain an (n lg(n)) lower bound for the diameter of G n .
In 13] Sleator et al provide a tool for deriving an upper bound for the number of combinatorial objects within m transformations from a given object. They take advantage of the fact that, for many series of transformations, one can interchange the order of the transformations, without a ecting the nal outcome.
We will apply their technique of short encodings to binary coupling trees. The transformations we will be using are the rotations on binary coupling trees. As already noted, a binary coupling tree does not change if one exchanges the \left" and \right" child of any non-leaf node. This transformation is called an exchange 13] give an example where the twist transformation is also counted. We do not want to take these twists into account. As we shall see, the twist transformation can be avoided by suitably doubling the transformations associated with rotations.
Suppose T and T 0 are elements of T n with d(T; T 0 ) = m. This means that there exists a sequence of m rotations that carries T into T 0 ; this sequence is called a derivation. Note that there may be many derivations that carry T into T 0 , since it may be possible to interchange the order in which the rotations are applied.
At any time in a derivation, we will consider the elements T of T n as ordered trees, i.e. twists are not allowed. When regarding T as an ordered tree, we will denote it asT .
We can apply one of the four rules (transformations) indicated in Figure 9 toT if and only ifT contains a subtree identical to the tree on the left side of that rule. The result isT in which the left side of the rule is replaced by the right side. The numbers of the nodes in the left sides of the rules are called position numbers, while the numbers of the nodes in the right sides of the rules are called right position numbers. Their use will soon become apparent.
It will be convenient to think of applying a rule as destroying nodes and creating new ones. We will make sure that every non-leaf node in the derivation receives a unique name which can be used to identify that node. An action is a particular application of a rule, i.e. a derivation is a sequence of actions. The required nodes of an action are the nodes that are destroyed by that action. An action is ready if and only if the required nodes of that action exist.
In order to name each non-leaf node that appears in a derivation, we rst number Figure 9 : The four rules that can be applied In order to build an encoding for the derivation D, with initial treeT , we rst (a) number the actions of D, (b) give each internal node a name and (c) compute the required nodes of each action. Furthermore, we associate a position number with each name, which is the position number of the node in the rule that is applied to the node with that name. If no such rule is applied, i.e. if the node with the matching name exists inT 0 , the number 0 is associated with that node.
The construction of the encoding of a derivation D is done simultaneously with the construction of a canonical derivation D 0 , which consists of a reordering of the actions of D, but for which the nal outcome, i.e.T 0 , is the same. In order to decide which action to do rst, we determine which actions are ready, i.e. all actions that can be performed onT . We then choose to do the action that destroys the node with the smallest name, when the names are lexicographically ordered. If we have already done i actions, we can decide in the same way what the (i + 1)-th action must be. We repeat this process until all actions are applied.
The encoding now exists of the position numbers associated with the internal nodes, Example 4 For the derivation in Figure 10 , Tables 3 and 4 give the required nodes of each action and the association of the names with position numbers. Looking at the initial tree, or equivalently at Table 3 , we see that actions 1 and 2 are ready. We choose to do action 2 rst, because action 2 destroys the node with the smallest name. Thus, nodes v 1 and v 5 are destroyed and nodes v 2;0 and v 2;1 are created. Next, only action 1 is ready so we do action 1, hereby destroying the nodes v 2 and v 3 and creating the nodes v 1;0 and v 1;1 . Now, both actions 3 and 4 are ready, but we choose to do action 3 and nally, action The only question that remains is whether the outcome of D 0 is identical to the outcome of D. Suppose actions i and j of the original derivation D are ready at the same time while constructing D 0 . Then these actions do not require a common node, since any node is required by at most one action. Robinson 12] already proved that two rotations around two edges that do not share a common node can be performed in either order without a ecting the outcome. This proves that the outcome of D 0 equals the outcome of D.
Next, we explain how the canonical derivation D 0 can be reconstructed (decoded) whenT and the encoding are given. The decoding procedure mimics the behaviour of the encoding procedure. We start from the initial treeT and name the internal nodes as in the encoding procedure. With each name, we associate the corresponding entries from the encoding. By inspecting all parent-child couples in the initial tree, we can build a list of actions that are ready. Note that the position numbers in the left sides of the rules are chosen in such a way that it is impossible that two actions sharing a node are ready simultaneously. We then apply the rule that destroys the node with the smallest name.
This will obviously be the rst action of D 0 . Application of this rule will create internal nodes v n+1 and v n+2 , corresponding with the (n + 1)-th and (n + 2)-th entry of the code Continuing in this manner, we can reconstruct D 0 .
Example 5 Next to the nodes of Figure 12 we have written the corresponding entries from the encoding. In order not to overload the gure the entries that equal zero are not shown. As can be seen, rules 1 and 4 can be applied to the initial tree. Because rule Figure 12 : The decoding procedure Theorem 7 The diameter of G n satis es, for n > 1,
>From Lemma 6 we know, when denotes the diameter of G n , that: n + 2 4 (2n ? 1)!! = n! 2 n 2n n : (6) We can enlarge the lhs of (6), for n > 0 and > 1, by
This inequality is proved in Appendix A. The rhs of (6) can be bounded using 2n n 2 2n 2n :
Together, this yields 2 4 > n!;
from which the theorem follows. 
instead of by (7) . Inequality (8) is proved using Stirling's formula.
Remark 9 Li et al ( 10] ) also gave an O(n lg(n)) lower bound for the diameter of G n , using the results of 13]. They sketched a way, using \ ips" in plane triangulations and short encodings, to derive that the number of trees within distance m from any given tree is bounded by 3 n 2 4m
. When enlarging the lhs of (6) we nd the number of trees within distance m (m > 1) to be bounded by 2 n+4m
2n :
Since this is smaller than 3 n 2 4m , our lower bound will be better than the one found by Li et al. 6 
Conclusion
In this paper we studied some distance properties of the rotation graph G n of binary coupling trees. Upto n = 10 the distance degree sequences for G n have been calculated explicitly, yielding also the exact value of the diameter d(G n ). For larger values of n we have restricted ourselves to determining theoretical bounds for the diameter of G n . Both an upper bound and a lower bound for d(G n ) have been obtained in Theorems 2 and 7.
By slightly enlarging the upper bound from Theorem 2, in order to yield a more aesthetic formula, we nd the following theorem:
Theorem 10 The diameter d(G n ) of G n satis es, for n > 1: 
