We consider an information-theoretic approach to noise and disturbance in quantum measurements. Properties of corresponding probability distributions are characterized by means of both the Rényi and Tsallis entropies. Related information-theoretic measures of noise and disturbance are introduced. These definitions are based on the concept of conditional entropy. To motivate introduced measures, we use some important properties of the conditional Rényi and Tsallis entropies. There exist several formulations of entropic uncertainty relations for a pair of observables. Trade-off relations for noise and disturbance are derived on the base of known formulations of such a kind.
I. INTRODUCTION
The Heisenberg uncertainty principle [1] is one of the most known restrictions distinguishing the quantum world from the classical one. Since the principle was formulated, scientists have made a great effort to understand and extend its scope and meaning. Basic developments in this direction are reviewed in [2] [3] [4] . Various quantitative measures can be used to describe quantum uncertainties formally [5] . In very traditional formulation [6, 7] , we deal with the standard deviations of corresponding observables. Such an approach was criticized in the papers [8, 9] , in which entropic formulation has been developed. Much attention is attracted to the entropic formulation rather due to its connection with some topics of quantum information theory [3] . On the other hand, Heisenberg's initial argument is better formulated in terms of noise and disturbance [10, 11] . Namely, we are unable to measure precisely one observable without causing a disturbance to another incompatible observable.
There are more than one approaches to fit a quantitative formulation of trade-offs between noise and disturbance in quantum measurements. The first universal uncertainty relation of noise-disturbance type was derived by Ozawa [11] . Other formulations have been proposed in [12] [13] [14] [15] [16] [17] . The authors of [18] reported experimental evidences for violation of Heisenberg's so-called error-disturbance uncertainty relation. For a discussion of this conclusion, see [19] and references therein. The authors of [20] considered an information-theoretic approach to quantifying noise and disturbance in quantum measurements. Corresponding definitions are based on the notion of conditional entropy. Formulations of such a kind are very useful due to several advances. The quantities introduced in [20] are invariant under relabelling of outcomes. The possibility of quantum or classical correcting operations is naturally taken into account. In addition, the information-theoretic noise can be related to the error probability of used decision rule.
The aim of the present work is to develop an information-theoretic approach to noise-disturbance relations in terms of generalized entropies. In this way, we may obtain new possibilities in analyzing statistical data. The presented measures of noise and disturbance in quantum measurements are defined with using the conditional Rényi and Tsallis entropies. The paper is organized as follows. Required material is reviewed in Section II. First, we discuss quantum measurements and instruments. Second, basic properties of Tsallis and Rényi entropies are recalled. In particular, we consider relations between conditional entropies and error probability. Third, formulations of entropic uncertainty relations for a pair of observables are discussed. Main results are presented in Section III. First, we introduce information-theoretic measures of noise and disturbance in terms of the conditional Tsallis and Rényi entropies. Reasons for proposed definitions are treated with the use of essential entropic properties. Using entropic uncertainty relations, we further derive noise-disturbance trade-off relations with a parametric dependence. In Section IV, we conclude the paper with a summary of results.
II. PRELIMINARIES
In this section, preliminary material is reviewed. First, we recall the formalism of quantum operations. Quantum measurements and quantum instruments are briefly discussed. Second, we recall definitions and some properties of used entropic measures. In particular, we focus on existing relations between conditional entropies and error probability. Required formulations of entropic uncertainty relations are recalled as well.
A. Quantum measurements and instruments
Let L(H) be the space of linear operators on d-dimensional Hilbert space H. By L s.a. (H) and L + (H), we respectively denote the real space of Hermitian operators on H and the set of positive ones. The state of a quantum system is described by a density matrix ρ ∈ L + (H) normalized as Tr(ρ) = 1. A common approach to quantum measurements is based on the notion of positive operator-valued measures (POVMs). A positive operator-valued measure P = {P x } is a set of elements P x ∈ L + (H) satisfying the completeness relation [21] x P x = 1 1 .
(2.1)
Here, the symbol 1 1 denotes the identity operator on H. If the pre-measurement state is described by ρ, then the probability of x-th outcome is Tr(P x ρ) [21] . The standard measurement of an observable is described by a projectorvalued measure, when POVM elements form an orthogonal resolution of the identity. As an entropy-based approach deals with probability distributions, it does not refer to eigenvalues of observables. Some special types of POVM measurements are especially important in quantum information. Informationally complete measurements are an indispensable tool in many questions [22] [23] [24] . Entropic uncertainty relations for symmetric informationally complete POVMs are derived in [25] . The informational power of such preparations and measurements is considered in [26] . A unified description of the operation of a laboratory detector is provided by the concept of quantum instruments [27] . Consider a linear map Φ : [28, 29] . To describe physical processes, linear maps must be completely positive [28, 29] . Let id R be the identity map on L(H R ), where the space H R is assigned to a reference system. The complete positivity implies that the map Φ ⊗ id R with the input space H A ⊗ H R is always positive irrespectively to a dimensionality of H R . Any completely positive map can be represented in the form [28, 29] 
Here, the Kraus operators K ν map the input space H A to the output space H B . When physical process is closed, the corresponding map preserves the trace, Tr Φ(A) = Tr(A). Trace-preserving completely positive maps (TPCP maps) are usually called quantum channels [28, 30] . For a quantum channel, the Kraus operators satisfy
Let us consider a collection of completely positive maps M = Φ (m) . The collection M is a quantum instrument, when the maps Φ (m) are summarized to a trace-preserving map [20] . For all A ∈ L(H A ), one obeys
If the pre-measurement state of an input system is described by density matrix ρ, then the m-th outcome occurs with probability
In this case, the measuring apparatus will return an output system in the state described by [20] 
It is convenient to use a trace-preserving completely positive map defined as
It is assumed here that the "flag" states |m of an auxiliary system are orthonormal and, herewith, perfectly distinguishable [20] . Such states are used for encoding measurements outcomes.
B. Rényi and Tsallis entropies
The concept of entropy is a key tool of information-theoretic approach. Together with the Shannon entropy, other entropic measures were found to be useful. Among them, the Rényi and Tsallis entropic functionals are especially important [30] . Let discrete random variable X take values on the finite set Ω X , and let {p(x)} be its probability distribution. For α > 0 = 1, the Rényi entropy is defined as [31] R α (X) :
If the set Ω X has cardinality |Ω X | = d, then the maximal value of (2.8) is equal to ln d. It is reached with the uniform distribution. The entropy (2.8) is a non-increasing function of order α [31] . Other properties related to the parametric dependence are discussed in [32] . In the limit α → 1, the entropy (2.8) recovers the Shannon entropy. For α ∈ (0; 1), the entropy (2.8) is certainly concave [33] . Convexity properties of R α (X) with orders α > 1 depend on dimensionality of probabilistic vectors [30, 34] . For instance, for every α > 1 there exist an integer d * such that the entropy (2.8) is neither convex nor concave for all d > d * [34] . The two-dimensional case is of special interest. As was explicitly shown in [34] , the binary Rényi entropy is concave for 0 < α ≤ 2.
Tsallis entropies form another important family of generalized entropies. The Tsallis entropy of positive degree α = 1 is defined as [35] H α (X) :
For brevity, we will usually omit in sums the symbols such as Ω X . It is convenient to use the α-logarithm
where α > 0 = 1 and ξ > 0. One can rewrite the entropy (2.9) as
When |Ω X | = d, the maximal value of (2.11) is equal to ln α (d). It is reached with the uniform distribution. In the limit α → 1, we obtain the usual logarithm and the Shannon entropy H 1 (X) = − x p(x) ln p(x). Various applications of generalized entropies in quantum theory are reviewed in the book [30] . Entropic trade-off relations for a single quantum channel are discussed in [36, 37] .
In the following, we will also use conditional entropic forms. Let Y be another random variable. By p(x, y), we mean corresponding joint probabilities. The standard conditional entropy is defined as [38] 12) where the particular functional 13) and p(x|y) = p(x, y)/p(y) due to Bayes' rule. Similarly to (2.13), we introduce the quantity
Keeping (2.11) in mind, the two kinds of conditional Tsallis entropy can be considered [39, 40] . These forms are respectively defined as
15)
For all α > 0, the first form (2.15) shares the chain rule [39, 41] . In this paper, we will rather need another property. It is natural that conditioning on more may only reduce the entropy. In particular, the standard conditional entropy satisfies [38] 
For all α > 0, the second form (2.16) of conditional α-entropy obeys [42] 
The first form (2.15) satisfies such a property only for α > 1 [42] . Since the mentioned property is of great importance in our research, we will use the second form. It should be noted that the form (2.16) does not share the chain rule. On the other hand, the first form (2.16) of conditional α-entropy obeys the chain rule for all α > 0 [39, 41] . In some questions, the chain rule is very important. In such applications, the first form seems to be more preferable. In the present work, however, the chain rule is not used. The Rényi case is similar to the Tsallis one in the following respect. There is no generally accepted definition of conditional Rényi entropy [43] . For our purposes, the following definition will be convenient. For α > 0 = 1, the conditional α-entropy is put by [44] [45] [46] 
where
Like (2.8), the conditional entropy (2.20) is a non-increasing function of α. The limit α → ∞ gives the conditional min-entropy. For the given value y, we define a valuê
It maximizes p(x|y), i.e., p(x|y) ≤ p(x|y) for all x ∈ Ω X . Note that a value (2.21) may be not unique. Any of such values corresponds to the standard decision in the Bayesian approach [47] . We then write
The conditional min-entropy R ∞ (X|Y ) is defined according to (2.19) and (2.22). The following property is related to conditioning on more. For 0 < α ≤ 1, the conditional entropy (2.19) satisfies
This relation immediately follows from concavity of the entropy. If |Ω X | = 2, then the relation (2.23) is valid for all α ∈ (0; 2]. Indeed, the binary Rényi entropy is concave for 0 < α ≤ 2 [34] . We combine this fact with the equalities
For α ∈ (0; 2], therefore, particular functions of the form (2.20) obey
Multiplying (2.25) by p(y) and summing with respect to y, we finally get (2.23). Note that our reasons hold irrespectively to dimensionality of any of Y and Z. The only restriction is that the variable X is two dimensional. With arbitrary finite |Ω X |, we can use (2.23) only for α ∈ (0; 1]. Basic properties of the conditional entropy (2.19) are examined in [44] [45] [46] . It has been used in studying problems of interpretation [45] and classification [46] . However, this form does not share the chain rule. Other ways to define conditional Rényi entropy were proposed in [48, 49] . Existing definitions of conditional Rényi entropy are comparatively analyzed in [43] . The writers of [49] gave the definition such that the chain rule takes place. In our study, we are rather interested in properties related to conditioning on more.
C. Relations between conditional entropies and error probability
Although entropic functions are basic measures of uncertainty, the channel coding theorems are usually stated in terms of the error probability [38] . Hence, relations between entropies and the error probability are of interest. Fano's inequality provide an upper bound on the conditional entropy [50] . Suppose that the variables X and Y respectively correspond to the input and the output of a communication system. We should decide on the input symbols when the output symbols are known. On the other hand, lower bounds on the conditional entropy (2.12) are typically expressed in terms of the error of standard decision. For given output value y of Y , we decide always in favor of the value (2.21). The error probabilityp e and the probability of successful estimationp s are given by the well-known expressionŝ
It has been proved in a general setting that no decision can have a smaller error probability than the standard decision. This is the Bayesian version of the fundamental Neyman-Pearson lemma [47] . A lower bound on the standard conditional entropy (2.12) is expressed in terms of of the error probability of the standard decision. When the cardinality of Ω X is not specified, there holds [47, 51] − ln(1 −p e ) ≤ H 1 (X|Y ) .
(2.27)
In [40] , this lower bound was extended to some forms of generalized entropies. For all α ∈ (0; 2], the conditional entropy (2.16) satisfies
For α > 2, the lower bound on (2.16) depends also on the dimensionality d = |Ω X |. Namely, we have
For all α ∈ (0; ∞), the conditional Rényi entropy (2.19) satisfies
In the binary case, some of the above bounds can be improved [40] . Substituting d = 2, the inequality (2.29) remains valid for all α ∈ (0; ∞). For d = 2 and α ∈ [1; ∞), the conditional Rényi entropy (2.20) satisfies
For d = 2 and α ∈ (0; 1], we also have (2 ln 2)p e ≤ R α (X|Y ). Overall, we obtain the following property. If any of the entropies (2.16) and (2.19) tends to zero, thenp e tends to zero as well. That is, vanishing of conditional entropies does imply that there is a decision function with vanishing error. Note that we restrict a consideration to finite dimensions. For instance, the bound (2.29) is applicable only when d is finite. We now recall upper bounds, which are also related to the finite-dimensional case.
For an arbitrary decision rule x ′ = g(y), the corresponding error probability p e is defined similarly to (2.26). The well-known Fano inequality states that [52] 32) where d = |Ω X | and the binary entropy h 1 (q) = − q ln q − (1 − q) ln(1 − q) for q ∈ [0; 1]. Let us put the binary Tsallis entropy
We proved in [42] that the conditional entropy (2.16) satisfies
In the limit α → 1, both the bounds (2.34) and (2.35) give the standard Fano inequality (2.32). The authors of [46] derived several results concerning the conditional Rényi entropies. For α ≥ 1, the conditional entropy R α (X|Y ) is bounded from above by the right-hand side of (2.32). We know that the entropy (2.20) cannot increase with growing α. For α ∈ (1; ∞), therefore, we have R α (X|Y ) ≤ H 1 (X|Y ). Combining this with (2.32) immediately gives the claim. The upper bound (2.32) holds for arbitrary decision rule.
Upper bounds on the conditional Rényi entropy of order α ∈ (0; 1) can be written in terms of the error probabilitŷ p e of the standard decision [42] . The following bound can be derived from one of the results of the paper [34] . The conditional Rényi entropy of order α ∈ (0; 1) obeys [42] 
As we already mentioned, vanishing of conditional entropies does imply that there is a decision function with vanishing error. On the other hand, the above bounds of Fano type imply that conditional entropies should vanish in the limit p e → 0. We will use these results in defining measures of information-theoretic noise. It must be stressed that bounds of Fano type involve dimensionality d. We do not discuss relations between conditional entropies and error probability in the countably-infinite case. This question is considered in the literature (see [53] and references therein).
D. General entropic uncertainty relations for finite-level systems
To formulate entropic noise-disturbance relations, we will use important results recently derived in [54, 55] . Let us consider d-dimensional non-degenerate observables X, Z ∈ L s.a. (H) with the spectral decompositions
x |x x| , (2.37)
When the range of summation is clear from the context, we will omit symbols like spec(X) and spec(Z). The wellknown Maassen-Uffink uncertainty relation [9] is expressed in terms of the quantity c := max x|z . The authors of [55] have addressed a problem of finding c-optimal bounds on the sum of corresponding entropies. As a measure of uncertainty in quantum measurements, one uses generalized entropies of the form
Here, the function ξ → f (ξ) obeys f (1) = 0 and some other conditions [55] , and the entropic index α is positive. The Rényi entropy (2.8) and the Tsallis entropy (2.9) are respectively obtained from (2.39) with particular choices
Measuring non-degenerate observable X in some state ρ, the outcome x occurs with the probability x|ρ|x . Substituting this distribution into (2.39), we obtain the quantity
This quantity characterizes an amount of uncertainty in performed quantum measurement. In the case of POVM N = {N x }, the entropy E 44) for all α, β ≥ 0 we define the quantity
For all α, β ≥ 0 and two non-degenerate observables, the corresponding generalized entropies satisfy the stateindependent lower bound [55]
This generalized-entropy uncertainty relation for two non-degenerate observables has been proved recently in [55] . Note that our notation slightly differs from the notation of [55] in minor respects. Substituting the functions (2.40), we obtain the lower bounds for both the Tsallis and Rényi formulations 48) where η is put by (2.43). In the next, we will use these bounds in obtaining both the Rényi and Tsallis formulations of noise-disturbance relations. We will also use entropic uncertainty relations of the Maassen-Uffink type. The uncertainty relation of Maassen and Uffink is based on the Riesz theorem [9] . This approach was also used for deriving uncertainty relations in terms of Rényi [56] and Tsallis entropies [57] . Using Riesz's theorem leads to a specific condition imposed on entropic parameters. Developing this approach in some physical cases of specific interest is considered in [58] [59] [60] . We recall two formulations of such a kind. For any A ∈ L(H), we define |A| ∈ L + (H) to be the positive square root of A † A. The singular values σ j (A) are then introduced as eigenvalues of |A| [61] . The maximal singular value gives the spectral norm
This norm is a least case of the Schatten norms, which are widely used in quantum information theory [61] . Relations for such norms with applications to quantum entropies are examined in [62] . For two POVMs P = {P x } and Q = {Q z }, we define [57] c PQ := max
This quantity is a generalization of (2.42) to POVM measurements. The corresponding Tsallis entropies satisfy [57] 
where 1/α + 1/β = 2 and µ = max{α, β}. Under the same condition on α and β, the corresponding Rényi entropies satisfy [57] R α (P; ρ) + R β (Q; ρ) ≥ −2 ln c PQ . (2.52)
As was motivated in [55] , the bounds (2.47) and (2.48) are not always c-optimal. In some cases, bounds of the Maassen-Uffink type are stronger. In addition, the bounds (2.47) and (2.48) are proved only for non-degenerate observables. Thus, we will also derive noise-disturbance relations with the use of (2.51) and (2.52). The considered bounds are formulated in terms only one matrix element (2.42). Another approach to obtaining entropic bounds is dealing with more matrix elements of the form x|z . This important topic has been studied in recent works [63] [64] [65] . Bounds of such a kind are not used in the following.
III. MAIN RESULTS
In this section, we formulate noise-disturbance relations with the use of generalized entropies. A utility of entropic bounds with a parametric dependence was emphasized in [9] . Such bounds may allow to find more exactly the domain of acceptable values for unknown probabilities with respect to known ones. First, we use the conditional entropies (2.16) and (2.19) to quantify information-theoretic noise and disturbance in quantum measurements. We define measures that are natural extensions of the quantities introduced in [20] . Second, we derive nontrivial lower bounds on the sum of introduced measures of information-theoretic noise and disturbance.
A. Information-theoretic noise and disturbance
We now discuss the notions of information-theoretic noise and disturbance. Let X and Z be two non-degenerate observables of a studied quantum system A with d-dimensional state space. This quantum system is assumed to be subjected to a measuring apparatus M. To formulate entropic noise-disturbance relations, one will consider the two variants of correlation experiments that can be performed with M [20] . In the first experiment, some source produces eigenstates |x of X at random. We feed these states into the apparatus M and ask for correlations of the observed outcomes m with the eigenvalues of X. The first experiment focuses on the average performance of the apparatus in discriminating between different values of X. Only the actual outcomes of the apparatus are used for guessing in the first experiment [20] .
In the second experiment, another source produces eigenstates |z of Z at random. These states are fed through the apparatus M. Then the task is to guess the input eigenvalue z. Contrary to the first test, we allow an arbitrary operation Ψ acting on both the classical outcome m and the actual quantum output of the apparatus. This operation is aimed to reverse a disturbance generated by M during the act of measurement. Thus, the notion of disturbance is related to the irreversible character of quantum measurements [20] . The disturbance should be zero, when the input state |z of the apparatus can be recast perfectly after the correction stage. The authors of [20] emphasized a significance of the notion of unavoidable disturbance. They also compare their approach with previous approaches discussed in the literature.
Suppose that the pre-measurement state is described by density matrix ρ. Theoretically, this state will lead to statistics of outcomes with probabilities
Measuring by some instrument M, we will obtain outcomes m with corresponding probabilities (2.5). For example, we can choose ρ to be one of the eigenstates of X. We wish to estimate quantitatively, whether the apparatus M measures X accurately. As the actual outcome of measurement is kept, we try to guess which eigenstate has been input. The guessed value x ′ is represented as some function g(m) of the measurement outcome. For example, the "maximum a posteriori estimator" always givex defined in (2.21). Of course, an optimization over guessing functions can be taken into account.
When the pre-measurement state is taken to be completely mixed state ρ * = 1 1/d, the probabilities (3.1) are all equal to 1/d. That is, the input random variable X is uniformly distributed. In effect, there are no general reasons to prefer one value of x to another. If different outcomes x are uniformly distributed, then they will contribute to an information-theoretic measure of noise with equal weights. According to Bayes' rule, the joint probability distribution of random variables is written as
This joint distribution describes a common statistics of the input variable X and the output variable M . Using (3.2), we can obtain conditional probabilities
where Ω M denotes the set of possible results of our measurement. The idea is that a contribution of the given m into a measure of noise should depend on corresponding conditional probabilities p(x|m). The following property is physically natural for each fixed m * . The closer distribution p(x|m * ) to uniform, the larger its contribution to a measure of noise. Using generalized conditional entropies, we will develop ideas of the paper [20] . For α ∈ (0; 1], we define Rényi's information-theoretic noise of the instrument M as
Here, R α (X|M ) is the conditional Rényi α-entropy calculated from the joint probability distribution p(m, x). In the case d = 2, we will use (3.4) for α ∈ (0; 2]. For all α > 0, we define Tsallis' information-theoretic noise
The quantities (3.4) and (3.5) are, respectively, Renyi's and Tsallis' versions of the information-theoretic measure introduced in [20] . The latter is obtained from (3.4) and (3.5) in the case α = 1. Note that the definitions (3.4) and (3.5) do not assume an optimization over guessing functions. This question is closely related to the restriction α ∈ (0; 1] used in the Rényi case. Let M → g(M ) be a function of random variable M . The standard conditional entropy obeys
Like (2.17), the inequality (3.6) is based on the concavity property. In a similar manner, for all α > 0 the conditional entropy (2.16) satisfies
This result can be proved similarly to (2.18). The case of Rényi's entropies is more complicated. For α ∈ (0; 1], the Renyi α-entropy is certainly concave. Hence, we can obtain (2.23) and
For orders α > 1, however, we cannot assume a concavity of the conditional Rényi α-entropy. As pointed out in section 2.3 of [30] , the Rényi entropy (2.8) is not concave for α > α * > 1, where α * depends on dimensionality of probabilistic vectors. For example, in the two-dimensional case we can truly use (2.23) and (3.8) for α ∈ (0; 2].
Unfortunately, sufficiently precise lower bounds on α * are not known. In principle, for α > α * we could rewrite (3.4) with an optimization over guessing functions. At the same time, the property (2.23) is crucial in proving informationtheoretic relations for noise and disturbance. Within the Rényi formulation, we therefore focus on the range α ∈ (0; 1] in a finite-dimensional case and on the range α ∈ (0; 2] in the two-dimensional case. Finally, we point out a conclusion. It follows from the results recalled in Subsection II C. Each of the information-theoretic noise (3.4) and (3.5) vanishes, if and only if the minimal error probability tends to zero. The second question concerns an information-theoretic approach to quantifying the unavoidable disturbance. To do so, we consider the second observable Z. As mentioned above, the main difference between the first and the second correlation experiments is that, in the second one, we permit to use both the classical outcome and the output quantum system. To fit the unavoidable disturbance, we assume to use any possible action after the measurement process [20] . A general correction procedure is modelled by a trace-preserving completely positive map Ψ. It is used for reconstruction of the initial system A from the output system B and the measurement record. The final estimation of z is then obtained by a standard measurement of Z performed on the result of correction stage. The information-theoretic disturbance will depend on the joint probability distribution [20] 
This distribution characterizes correlations between the input eigenvalue z and the final estimation z ′ . Following [20] , we introduce the two definitions. For α ∈ (0; 1], we define Rényi's information-theoretic disturbance of the instrument M as
Here, the minimization is taken over all possible TPCP maps Ψ. In the case d = 2, we will use (3.10) for α ∈ (0; 2]. The conditional entropy R α (Z|Z ′ ) is calculated from the joint probability distribution (3.9). Further, we define Tsallis' information-theoretic noise
Let us discuss briefly some reasons for the above definitions. We write (3.10) with the restriction α ∈ (0; 1], since the property (2.23) will be essential in the proofs. Further, the error probability of the final estimation is written as
As was shown in [20] , the error probability q e is immediately connected with the average fidelity of correction:
For an operator A, the Schatten 1-norm A 1 is defined as the sum of all singular values σ j (A) [61] . Then the fidelity between density matrices ρ and σ is expressed as [66, 67] .
When the average fidelity of correction reaches 1, the error probability q e is zero and, herewith, each of the quantities (3.10) and (3.11) is zero as well. The latter follows from the inequalities (2.34)-(2.36).
B. Tsallis and Rényi formulations
In this subsection, we will derive Tsallis and Rényi formulations of noise-disturbance trade-off relations. We begin with relations are based on the lower bounds (2.47) and (2.48). The first result is formulated as follows.
Proposition 1 Let M be a measuring apparatus, and let observables X, Z ∈ L s.a. (H) be non-degenerate. For all α > 0 and β > 0, the Tsallis information-theoretic noise and disturbance satisfy 15) where the bound (2.47) is calculated for the maximal overlap (2.42).
Proof. By H A , we mean the Hilbert space of the principal quantum system. We also introduce its reference copy C with the isomorphic space H C . Fixing some orthonormal bases {|n A } for H A and {|n C } for H C , one defines a maximally entangled state
For any observable X ∈ L s.a. (H A ), we then express the partial trace
Here, the operator X T A is transpose to X A with respect to the prescribed basis. Hence, the so-called "ricochet" property holds [20] :
Following [20] , we use the fact that the two correlation experiments defining noise and disturbance can be treated as a single estimation producing a pair of random variables U = (V, V ′ ). In particular, we may choose V to be a copy of M , while V ′ is the best possible estimate Z ′ for Z [20] . If some POVM Π (u) A with u ∈ Ω U corresponds to the estimation of U , then the joint probabilities are given as (3.20) Due to the "ricochet" property (3.18), these probabilities can be rewritten as
We now consider an ensemble of mixed states ρ
C with corresponding probabilities p(u). These states and probabilities are written as
We easily check that the probabilities (3.21) and (3.22) can be represented as
We now apply the entropic uncertainty relation for the Tsallis entropies. For the given value of u, we have 27) where the parameterc is defined asc
As the trace is invariant under transposition of its argument, the parameterc coincides with (2.42). Multiplying (3.27) by p(u) and summing over all u ∈ Ω U , we obtain
C . Since the property (2.18) holds for all α > 0, we have
Combining (3.29) with (3.30) and (3.31) completes the proof.
In a similar manner, we will obtain a formulation in the Rényi case. The following statement takes place.
Proposition 2 Let M be a measuring apparatus, and let observables X, Z ∈ L s.a. (H) be non-degenerate. When the orders α and β are both in the interval (0; 1], the Rényi information-theoretic noise and disturbance satisfy
where the bound (2.48) is calculated for the maximal overlap (2.42). In the case dim(H) = 2, the trade-off relation (3.32) holds for α, β ∈ (0; 2].
Proof. Repeating the argumentation between (3.16)-(3.28), we merely replace (3.27) with the relation = R β (Z|u). Multiplying (3.33) by p(u) and summing over all u ∈ Ω U , we obtain
Similarly to (3.30) and (3.31), we write the following relations. When both the orders α and β lie in the range (0; 1], the property (2.23) leads to
If d = 2, these relations holds for α, β ∈ (0; 2]. Combining (3.34) with (3.35) and (3.36) completes the proof. Propositions 1 and 2 are respectively Tsallis and Rényi formulations of noise-disturbance trade-offs. In a certain sense, they are an extension of the noise-disturbance relation given in [20] . In our notation, this information-theoretic relation is written as
The authors of [20] defined the information-theoretic noise and disturbance in terms of the standard conditional entropy. So, we left out superscripts in the left-hand side of (3.37). Each of the definitions (3.4) and (3.5) leads to the standard information-theoretic noise in the limit α → 1. In the same limit, both the definitions (3.4) and (3.5) gives the standard information-theoretic disturbance of [20] . As was already mentioned, the bounds (2.47) and (2.48) are not always c-optimal in general. Moreover, in the case α = β = 1 these bounds do not coincide with the Maassen-Uffink bound. Thus, the relations (3.15) and (3.32) do not lead to (3.37) in the case α = β = 1. We shall now derive such a direct extension. It is based on the entropic bound (2.51). As the latter is valid for any two POVMs, we are able to address the case of two degenerate observables. Following [20] , we discuss a question how to define information-theoretic noise and disturbance for degenerate observables. Instead of (2.37) and (2.38), we consider the spectral decompositions
Here, the sets {Λ x } and {Γ z } are corresponding orthogonal resolutions of the identity. Let us recall the first correlation experiment. It is clear that the integer Tr(Λ x ) gives the degeneracy of eigenvalue x. Therefore, this eigenvalue is taken at random according to the a priori distribution p(x) = Tr(Λ x )/d. In the presence of degeneracy, the effective state input through M is now represented by Tr(Λ x ) −1 Λ x [20] . In the same manner, the protocol of the second correlation experiment is modified to input states of the form Tr(Γ z ) −1 Γ z . Using (2.51), we have arrived at a conclusion.
Proposition 3 Let M be a measuring apparatus, and let X, Z ∈ L s.a. (H). If α > 0 and β > 0 obey 1/α + 1/β = 2, then 40) where µ = max{α, β} and
Proof. The argumentation can be followed similarly to the proof of Proposition 1. The only point is that we now have
These formulas should be used instead of (3.19) and (3.20) , respectively. The "ricochet" property holds for each eigenstate of Λ (x) as well as for each eigenstate of Γ (z) . Combining these facts with (2.51) finally gives 44) where µ = max{α, β} and 1/α + 1/β = 2. Then we complete the argumentation quite similarly to the proof of Proposition 1. As a particular case of (3.41), we can write
The noise-disturbance relation (3.45) was originally derived in [20] . The authors of [20] gave also some remarks concerning distinctions of the degenerate case. Thus, our result (3.41) is an immediate extension of (3.45). A final comment concerns a possible Rényi formulation based on (2.52). Here, the concavity and related properties are crucial. If the dimensionality is not prescribed, the property (2.23) can be assumed only for α ∈ (0; 1]. Combining the latter with the condition 1/α + 1/β = 2 leads to α = β = 1. With (2.52), therefore, we could reach no more than (3.45). In the case d = 2, we can get a little extension. Here, non-trivial observables are certainly non-degenerate. When dim(H) = 2, for non-degenerate X, Z ∈ L s.a. (H) we have 46) provided that 1/α + 1/β = 2 and α, β ∈ (0; 2]. As was noted in [55] , the search for tightest bounds remains open in general. Of course, novel entropic uncertainty relations would lead to new trade-off relations for noise and disturbance.
IV. CONCLUSIONS
We have obtained trade-off relations for noise and disturbance in terms of Rényi and Tsallis information-theoretic measures. Our work is a further development of the approach originally proposed in [20] . As was shown in several cases, the use of generalized entropies may give new possibilities in analyzing statistical data. The presented informationtheoretic measures of noise and disturbance are based on the conditional Rényi and Tsallis entropies. Introduced measures were motivated with the use of important properties of the conditional entropies. In particular, relations between the conditional entropies and the error probability were essential. We utilized several formulations of entropic uncertainty relations for a pair of observables. These formulations lead to trade-off relations for introduced measures of noise and disturbance. The scope of obtained results also depends on concavity properties of the considered entropies. In this regard, the Rényi formulation turns out to be somewhat restricted.
In the noise-disturbance relations (3.15) and (3.32), the entropic parameters do not satisfy any constraint. We only specify an interval, in which the parameters should range. At the same time, Propositions 1 and 2 hold for a pair of non-degenerate observables. In principle, the scope of these results is not very restrictive. Of course, physical systems often have degenerate observables. As a rule, the degeneracy is connected with symmetries of the system. However, real systems are typically subjected to some amount, even if small, of disorder. Such small imperfections will inevitably break the degeneracy. In this sense, the results (3.15) and (3.32) are related to sufficiently general case. When the entropic parameters obey a certain constraint, we can use entropic bounds of the Maassen-Uffink type. Hence, we have obtained the noise-disturbance relations (3.40) and (3.46) . First of them is valid in the case of degenerate observables.
