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1. INTRODUCTION
At the 1995 British Combinatorial Conference, Haemers [11, p. 609]
posed the problem of finding (connected) graphs with three eigenvalues
which are neither strongly regular nor complete bipartite. Such graphs may
be seen as generalizations of strongly regular graphs (as it is well known
that strongly regular graphs are precisely the regular graphs with three
eigenvalues). Inspired by Haemers’ question, Muzychuk and Klin [9] and
Van Dam [6] found results on such graphs. It was also discovered that an
infinite family of examples had already been found by Bridges and Mena [2].
So far, all known examples of nonregular, nonbipartite 3-eigenvalue graphs
have integral eigenvalues. However, there are infinitely many strongly regular
graphs with nonintegral eigenvalues: the so-called conference graphs. In
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this paper we focus on nonregular conference graphs, that is, nonbipartite,
nonregular 3-eigenvalue graphs with nonintegral eigenvalues. We derive a
BruckRyser type condition for such graphs, thus generalizing the condi-
tion on strongly regular conference graphs that the number of vertices must
be a sum of two squares. We generate a list of feasible parameters for non-
regular conference graphs on at most 115 vertices, and construct some
examples on 43 vertices. These examples have three distinct degrees. Note
that only a finite number of 3-eigenvalue graphs with three distinct degrees
are known (and no examples with more than three degrees are known). We
finish this paper by presenting another new example with three degrees
(but with integral eigenvalues).
2. PRELIMINARIES
From [6, Sect. 4] we recall the following. If G is a connected graph on
v vertices with three eigenvalues %0>%1>%2 , then there is a positive vector
:, a so-called PerronFrobenius eigenvector, such that (A&%1I )(A&%2 I )
=::T and A:=%0 :. From this it follows that &%1%2+:2x=dx , the vertex
degree of x, and %1+%2+:x:y=*xy , the number of common neighbours
of the two adjacent vertices x and y, and :x:y=+xy , the number of
common neighbours of the two nonadjacent vertices x and y. In case G
is not complete bipartite, :x:y is an integer for all x and y. This means
that we can write :=w - $, where w is a positive integer vector, and
$ is a square-free integer. Note however that it is not clear whether the
spectrum determines $. Using the above equations it is not hard to show
that the number of triangles through a vertex of degree dx equals
2x= 12 (%0+%1+%2) dx+
1
2%0%1 %2 . The restriction 2x(
dx
2
) is an obvious,
but nevertheless in several cases useful, restriction on possible degrees
that can occur.
Suppose now that G has ni vertices of degree ki , with corresponding
:i=- ki+%1 %2 ; and let mj denote the multiplicity of the eigenvalue %j .
Then i ni=v, i n iki= j mj%2j , i ni (%0&ki) : i=0 and ( i ni :i)
2=
i ni (ki&%1)(k i&%2). Also, if a fixed vertex of degree ki has ki, j neigh-
bours of degree kj , then  j ki, j=ki ,  j k i, j:j=%0:i , and  j k jki, j=
(%1+%2) ki&%1%2+( j nj:j): i . This implies that if G has at most three
distinct degrees, then the partition of the vertices according to their degrees
is regular, and the eigenvalues of the corresponding quotient matrix must
be eigenvalues of G. Now it follows that G cannot have precisely two
distinct degrees, if G has nonintegral eigenvalues. In case G has nonintegral
eigenvalues, we moreover have the following proposition, which generalizes
the ‘‘conference case’’ (‘‘half-case’’) for strongly regular graphs.
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TABLE I
v b %0 , %1 , %2 $ ki (ni ) Number of graphs
11 9 5, 1, &2 2 4 10 (10 1) 1 [6, Thm. 7]
23 17 11, 1.562, &2.562 2 6 12 22 (11 11 1) 0 (Proposition 2)
43 41 21, 2.702, &3.702 1 11 14 19 26 35 (0 0 35 7 1) 12 (Section 4)
67 57 33, 3.275, &4.275 1 15 18 23 30 39 50 63 (0 6 25 7 27 2 0) 0 (BruckRyser)
103 57 51, 3.275, &4.275 1 15 18 23 30 39 50 63 78 95 (0 47 2 2 3 7 41 1 0) 0 (BruckRyser)
Proposition 1 [6, Proposition 3]. Let G be a connected graph on v
vertices with three eigenvalues %0>%1>%2 , which is not a complete bipartite
graph. If not all eigenvalues are integral, then v is odd and %0= 12 (v&1),
%1 , %2=&12\
1
2 - b, both with multiplicity 12 (v&1), for some b#1 (mod 4),
bv, with equality if and only if G is strongly regular. Moreover, if v#1
(mod 4), then all vertex degrees are even, and if v#3 (mod 4), then b#1
(mod 8).
Using all this information we generated a list (see Table I) of feasible
parameter sets for ‘‘nonregular conference graphs’’ on at most 115 vertices.
For each spectrum (determined by parameters v and b) and $, possible
degrees are generated, and it is checked whether there are suitable ni
satisfying the above system of (three linear and one quadratic) equations.
Somewhat surprisingly, there are few solutions. Three of the five solutions
are excluded by nonexistence results in the next section.
Note that we didn’t exclude the case where b is a square. Although this
gives integral eigenvalues, the parameters are still of ‘‘conference type.’’ The
smallest parameter set in Table I for example has b=9, and it is easy to
show (cf. [6]) that there is a unique graph with these parameters: the cone
over the Petersen graph (that is, the graph that is obtained from the
Petersen graph by adding another vertex which is adjacent to all other
vertices).
3. A BRUCKRYSER TYPE NECESSARY CONDITION
Theorem 1. If G is a graph with spectrum [[ 12 (v&1)]
1, [&12+
1
2 - b](12)(v&1), [&12& 12 - b](12)(v&1)], with PerronFrobenius eigenvector
:=w - $, with $ being a square-free integer, and w an integral vector, then
the equation x2+(&1) ((v+1)2) $y2=bz2 has a non-zero integral solution
(x, y, z).
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Proof. We shall prove this theorem in a similar way as Ryser [10]
proved the BruckRyserChowla condition for symmetric block designs.
Let A be the adjacency matrix of G, then
\2A+I2$wT
2w
v +\
I
oT
o
&$+\
2A+I
2wT
2$w
v +
=\4((A+
1
2 I )
2&::T )
oT
o
4$:T:&$v2+=\
bI
oT
o
&b$+ ,
since :T:= 14 (v
2&b). Since ( 2A+I2$w T
2w
v ) is a rational matrix, it follows that
Iv [&$]$bIv [&b$], where $ stands for rational congruence. By
Witt’s cancellation theorem (cf. [1, p. 392]), and noting that bI4 $I4 by
Lagrange’s four-squares theorem, it follows that if v#1 (mod 4), then
[1][&$]$[b][&b$], which implies that the equation x2&$y2=
bz2 has an integral solution. If v#3 (mod 4), then [b]I3 [&$]$bI4
[&b$]$I4 [&b$], hence [b][&$]$[1][&b$], which
implies that bz2&$y2=x2 has an integral solution. The two cases reduce
to the single stated equation. K
Note that in the regular case, i.e. if v=b, then the condition in
Theorem 1 is equivalent to the well-known condition (cf. [3]) that v must
be a sum of two squares.
The case v=23 in Table I is not excluded by the BruckRyser condi-
tions. However, it is by the following proposition.
Proposition 2. There is no graph with spectrum [[11]1, [&12+
1
2 - 17]11, [&12& 12 - 17]11].
Proof. According to Table I such a graph must have three distinct
degrees 6, 12 and 22. From the results in Section 2, it follows that the
partition of vertices according to their degrees is regular, with associated
quotient matrix
X 2 3 1 11 (:x=- 2)
Y \ 3 8 1+ 11 (:y=2 - 2)Z 11 11 0 1 (:z=3 - 2).
This means for example that each vertex of degree 6 is adjacent to two
other vertices of degree 6, and to three vertices of degree 12. Note that the
vertex of degree 22 is adjacent to all other vertices. Note also that two
vertices of degree 6 have either one or two common neighbours, depending
on whether they are adjacent or not. Let z be the vertex of degree 22. Let
xi and yi , i=1, ..., 11 be the vertices of degree 6 and 12, respectively.
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Without loss of generality the neighbours of x1 are z, x2 , x3 , y1 , y2 and y3 .
Now x2 and x3 are not adjacent since they already have two common
neighbours (and hence can also have no other common neighbours but z
and x1), and x2 and x3 both only have one common neighbour (z) with
x1 .Without loss of generality, the neighbours of x2 therefore are z, x1 , x4 ,
y4 , y5 and y6 , and the neighbours of x3 are z, x1 , x5 , y7 , y8 and y9 . Now
x4 and x1 have common neighbours z and x2 , which implies that x4 is not
adjacent to y1 , y2 or y3 . Since x4 and x2 are adjacent, x4 is not adjacent
to y4 , y5 or y6 . Furthermore, x4 can be adjacent to at most one of y7 , y8
and y9 , otherwise x4 and x3 would have too many common neighbours.
Thus it follows that x4 is adjacent to y10 and y11 , and similarly the same
holds for x5 . But then x4 and x5 have at least three common neighbours,
which is a contradiction. K
4. SOME NONREGULAR CONFERENCE GRAPHS
ON 43 VERTICES
The only unsettled parameter set in Table I is the one with v=43. For
this case we have found some examples. Before presenting these, we will
derive a number of structural restrictions that any such graph must satisfy;
these restrictions rendered a computer search feasible.
If G is any nonregular conference graph on 43 vertices with spectrum
[[21]1, [&12+
1
2 - 41]21, [&12& 12 - 41]21], then G must have 35 vertices
of degree 19, seven vertices of degree 26, and one vertex of degree 35. Since
G has just three distinct degrees, we know that the partition of vertices by
degree must be regular. Furthermore, it is straightforward to show that the
associated quotient matrix is
X 14 4 1 35 (:x=3)
Y \20 6 0+ 7 (:y=4) (1)Z 35 0 0 1 (:z=5).
(Recall that this means that the subgraph G[X] induced on the set X, of
35 vertices of degree 19 in G, must be 14-regular; that each vertex in X is
adjacent to exactly 4 of the 7 vertices of Y, etc.)
Since the 7 vertices of Y form a clique, it follows that any two of them
have 15 common neighbours. Five of those are in Y itself, leaving 10 com-
mon neighbours in X. It is clear now that the adjacencies between Y and
X form the incidence graph of a 2-(7, 4, 10) design.
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Furthermore, the spectrum of the subgraph G[X] is uniquely deter-
mined. This will follow from the following general lemma. (The special case
of regular 3-eigenvalue graphs was presented in [4].)
Lemma 1. Let G be any 3-eigenvalue graph, with adjacency matrix A
and eigenvalues %0>%1>%2 . Set q(x)=(x&%1)(x&%2) and C=xI&A, the
characteristic matrix of A (where x is a real indeterminate). Then, for any
subset S of s vertices, |C[S ]|=q(x)&s |C | |A[S]+(x&%1&%2) Is+
(1(x&%0 )) ::T [S]|, where: A[S] is the principal submatrix of A with rows
and columns indexed by S; S is the complement of S; : is the Perron
Frobenius eigenvector of A; and |M| denotes the determinant of the square
matrix M.
Proof. First of all, the characteristic matrix C=xI&A is always inver-
tible (in the field R(x) of rational functions); and we have the following
explicit formula for the inverse:
q(x) C &1=A+(x&%1&%2) I+
1
x&%0
::T. (2)
This follows fairly easily from the equation (A&%1I )(A&%2I )=::T ; we
leave the details to the reader. Now Jacobi’s determinantal identity |C[S ]|
=|C | |C&1[S]| (valid for any invertible matrix; cf. [8, p. 21]), together
with (2) yields the conclusion of the lemma. K
Corollary 1. If G is any graph on 43 vertices with spectrum [[21]1,
[&12+
1
2 - 41]21, [&12& 12 - 41]21], then G[X] (where X is the set of 35
vertices of degree 19) must have spectrum [[14]1, [0]6, [&12+
1
2 - 41]14,
[&12&
1
2 - 41]14].
Proof. Note that G[X ] consists of a 7-clique plus an isolated vertex;
hence |C[X ]|=x(x&6)(x+1)6. On the other hand, by the lemma we
have
|C[X ]|=q(x)&35 |C| }A[X]+(x+1) I35+ 9x&21 J35 }
(i.e., note that :i=3 for all i # X, so ::T[X]=9J). Recall that q(x)=
(x&%1)(x&%2), and |C |, the characteristic polynomial of the entire graph,
equals (x&21)(x&%1)21 (x&%2)21, where %1 , %2=&12\
1
2 - 41; hence
q(x)&35 |C |=(x&21)(x&%1)&14 (x&%2)&14. Now to compute |A[X]+
(x+1) I35+(9(x&21)) J35 |: suppose that A[X] has eigenvalues 0=14,
j , j=1, 2, ..., 34. Since G[X] is 14-regular, A[X] commutes with J. This
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implies that A[X]+(x+1) I35+(9(x&21)) J35 has eigenvalue 14+
(x+1)+((9 } 35)(x&21))=((x(x&6))(x&21)) corresponding to the
line sum 14 of A[X]; the other eigenvalues are x+1+j , j=1, 2, ..., 34.
If we now compare our two expressions for C[X ], we see that
x(x&6)(x+1)6=(x&21)(x&%1)&14 (x&%2)&14 }
x(x&6)
x&21
} ‘
34
j=1
(x+1+j),
or
(x+1)6 (x&%1)14 (x&%2)14= ‘
34
j=1
(x+1+j ).
But this tells us precisely what the eigenvalues j (besides 0=14) of
G[X] are. K
We now see that G[X] is a regular graph with four distinct eigenvalues.
This forces some structural restrictions on G[X] (cf. [5, 7]); for example,
it must be walk-regular.
The result of Corollary 1 suggested that the best way to construct a
graph on 43 vertices with spectrum [[21]1, [&12+
1
2 - 41]21, [&12&
1
2 - 41]21], was to concentrate on the subgraph on the 35 vertices of degree
19. As we have seen, this graph is regular and has 4 eigenvalues, and it
seemed possible that a search for it could be made using the methods
developed in the paper [7]. However, it rapidly became clear that a com-
bination of v=35 vertices and a fairly large degree, k=14, were enough to
ensure that a complete determination of all such graphs was out of the
question. Of course, even were a graph to be found, it would still have to
be embedded in the ‘‘larger’’ graph by marrying its adjacency matrix with
the 35 blocks of a 2-(7, 4, 10) design. Since there is an obvious 2-design
with these parameters, namely five copies of the complement of the Fano
plane, it seemed natural to ask: Could the required adjacency matrix be
partitioned in accordance with this? One might therefore assume that the
graph had an automorphism of order 7 having no fixed points and five
orbits of length 7 on the vertices. However, it was not difficult to show that
this is impossible, so instead we made the assumption that the graph had
an automorphism of order 5 with no fixed points and seven orbits of length
5 on the vertices.
Let A(H) denote the adjacency matrix of a graph H having spectrum
[[14]1, [0]6, [&12+
1
2 - 41]14, [&12& 12 - 41]14], and suppose that the
vertices of H split into seven orbits Oi , (1i7) of length 5 with respect
to an automorphism of order 5. Suppose also that M is the ‘‘quotient’’
matrix of A(H) in accordance with this partition of the vertices into the
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seven orbits. More precisely, M is the 7_7 matrix whose (i, j) entry is the
number of vertices from Oj that are adjacent to a fixed vertex in Oi . From
the fact that A(H)(A2(H)+A(H)&10I35)=80J35 , it is easy to show that
M(M2+M&10I7)=400J7 . Thus the distinct eigenvalues of M form a
subset of those of A(H). Up to isomorphism there are precisely two such
matrices M. One, namely 2J7 , has spectrum [[14]1, [0]6], and the other,
with spectrum [[14]1, [0]2, [&12+
1
2 - 41]2, [&12& 12 - 41]2], is given by
4 2 2 2 2 1 1
2 2 2 2 2 2 2
2 2 2 2 2 2 2
M=\2 2 2 2 0 4 2+ .2 2 2 0 2 2 41 2 2 4 2 0 3
1 2 2 2 4 3 0
An exhaustive search was mounted to find all graphs H that had one of
these two matrices as their quotient matrix. The search in the first case
took a few seconds and proved to be fruitless, but in the second case it was
discovered that there are precisely two such graphs, one having full
automorphism group of order 5 and the other possessing an involution
over and above. In Table II where these two graphs are given, the follow-
ing notation is used. The adjacency matrix of the graph is a 7_7 array of
5_5 circulant (0, 1) sub-matrices. Each of these sub-matrices is determined
by its first row, the other rows being cyclic shifts of the first. Thus each sub-
matrix is represented by the decimal form of the binary integer that makes
up its first row.
TABLE II
15 9 9 6 6 16 16 15 6 6 9 9 16 16
9 9 6 3 12 10 5 6 9 10 9 6 24 5
9 6 9 5 10 12 3 6 5 9 3 17 20 10\ 6 12 10 6 0 15 9+\ 9 9 12 6 0 30 12+6 3 5 0 6 9 15 9 6 24 0 6 20 2316 5 3 15 9 0 25 16 17 18 23 18 0 19
16 10 12 9 15 25 0 16 10 5 3 30 28 0
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The next step in the procedure was to embed these graphs, if possible,
in a graph G on 43 vertices having three distinct eigenvalues. This turned
out to be a simple task with the result that each of the two graphs on 35
vertices gives rise to 6 graphs on 43 vertices. In the one case, all six have
no non-trivial automorphisms, while in the other, the involution is preserved.
In all twelve graphs, the 2-(7, 4, 10) design that was used in the embedding
turned out to be the one obtained from five copies of the complement of
the Fano plane.
It is clear from (1) how to adjoin the vertex corresponding to Z, and
that essentially all that is further required is that the blocks of the 2-(7, 4, 10)
design be partitioned into seven groups of five and that these be mated
appropriately with the seven orbits of length five from H. Remarkably,
amongst the twelve possible embeddings only 15 different groups of five
blocks of the 2-(7, 4, 10) design were used. These are given in Table III.
TABLE III
1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 1 1 1 0 1 1
1 1 0 0 1 1 1 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 1 1 1
1 0 1 0 1 0 0 0 0 0 1 1 1 1 1 0 1 1 0 1 1 0 1 1 0
1 0 0 1 0 1 1 1 1 1 1 1 1 1 1 1 0 1 0 0 0 1 0 1 0
0 1 1 0 0 1 1 1 1 1 1 1 1 1 1 0 0 0 1 1 1 0 0 0 1
0 1 0 1 1 0 0 0 0 0 1 1 1 1 1 1 1 0 1 0 0 1 1 0 1
0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 1 1 0 0 1 1 1 1 0 0
B1 B2 B3 B4 B5
1 1 1 1 0 0 0 0 0 0 1 0 1 1 1 1 1 0 1 1 1 1 1 1 0
1 1 0 0 1 1 1 1 1 1 0 1 1 1 0 0 0 1 1 1 1 1 0 0 0
1 0 1 0 0 1 1 1 1 1 0 0 1 0 1 1 0 0 1 0 1 0 1 0 1
1 0 0 1 1 0 0 0 0 0 1 1 1 0 0 0 1 1 1 0 1 0 0 1 1
0 1 1 0 1 0 0 0 0 0 0 1 0 1 1 1 0 1 0 1 0 1 1 0 1
0 1 0 1 0 1 1 1 1 1 1 0 0 1 0 0 1 0 0 1 0 1 0 1 1
0 0 1 1 1 1 1 1 1 1 1 1 0 0 1 1 1 1 0 0 0 0 1 1 0
B6 B7 B8 B9 B10
1 0 1 1 1 1 1 0 1 1 1 1 1 0 1 1 1 1 0 1 1 1 1 0 1
0 0 1 1 0 0 0 0 1 1 1 0 0 1 1 1 0 0 1 1 1 0 0 0 1
0 1 1 0 1 1 0 1 1 0 0 1 0 1 1 0 1 0 0 1 0 1 0 1 1
1 1 1 0 0 0 1 1 1 0 0 0 1 0 1 0 0 1 1 1 0 0 1 1 1
0 1 0 1 1 1 0 1 0 1 1 1 0 0 0 1 1 0 1 0 1 1 0 1 0
1 1 0 1 0 0 1 1 0 1 1 0 1 1 0 1 0 1 0 0 1 0 1 1 0
1 0 0 0 1 1 1 0 0 0 0 1 1 1 0 0 1 1 1 0 0 1 1 0 0
B11 B12 B13 B14 B15
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The adjacencies of the seven vertices of Y with the seven orbits of vertices,
O1 , O2 , ..., O7 , of each of the graphs of Table II are then described respec-
tively by the twelve arrays
[B1B2B3B4B5B5B4] [B1B3B2 B4B5B5B4] [B6B7B3B8B9B9 B8]
[B6B3B7B8B9B9B8] [B10B7B2B11B12B12B11] [B10B2B7B11B12B12B11]
[B1B2B3B1B13B1B4] [B1B3B2B1B13B1B4] [B6B7B3B6B14B6B8]
[B6B3B7B6B14B6B8] [B10B7B2B10B15B10B11] [B10B2B7B10B15B10B11].
The first six of these are to be taken with the first graph described in
Table II.
5. A NEW EXAMPLE WITH INTEGRAL EIGENVALUES
We finish this paper by constructing a new example of a graph with
three eigenvalues, all of which are however integral. The example has
spectrum [[20]1, [2]17, [&3]18] and the three distinct degrees 8, 14 and
24. (Note that at present there are only finitely many examples known of
3-eigenvalue graphs with more than two distinct degrees.) The partition of
the vertices by degree has associated quotient matrix
X 2 0 6 9 (:x=- 2)
Y \0 2 12+ 9 (:y=2 - 2)Z 3 6 15 18 (:z=3 - 2).
Consider a set X of 9 points, partitioned into 3 sets of size 3. We shall refer
to these sets as base lines. Let L be the set of 27 ‘‘lines’’ of size 3 (with
points in X), which are transversal to these three base lines. Let Y be a set
of 9 lines from L, which together with the base lines form an affine plane
of order 3. Let Z be the set of remaining 18 lines in L. The graph with
three eigenvalues will have vertex set X _ Y _ Z, and edges as follows.
Vertices in X are adjacent if they are on the same base line (hence they
form three triangles). Vertices in Y are adjacent if they are parallel (also
forming three triangles), and vertices in Z if they intersect (forming the
complement of six triangles). A vertex x in X is not adjacent to any vertex
in Y, and is adjacent to a vertex z in Z if the point corresponding to x is
on the line corresponding to z. Finally, a vertex y in Y is not adjacent to
a vertex z in Z if the corresponding lines have one point in common, and
the other two points of the line corresponding to z are on a line in Y
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parallel to the line corresponding to y. By counting the number of common
neighbours for each pair of vertices one can check that this indeed gives a
graph with spectrum [[20]1, [2]17, [&3]18].
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