We consider the problem of estimating a regression function on the basis of empirical data. We use a Reproducing Kernel Hilbert Space (RKHS) as our hypothesis space, and we follow the methodology of Tikhonov regularization. We show that this leads to a learning scheme that is different from the one usually considered in Learning Theory. Subject to some regularity assumptions on the regression function, our scheme yields an asymptotic rate of convergence in the RKHS norm that is almost as good as O(l −1/2 ), where l is the number of data points.
Introduction
We consider here the problem of estimating a regression function on the basis of empirical data. We use a regularized least squares approach to this problem, using a Reproducing Kernel Hilbert Space (RKHS) as our hypothesis space. While such approaches have been studied before by several authors -see for example Wahba [1990] , Cucker & Smale [2002] , DeVito et al. [2005] and Smale & Zhou [2005] -we have a different way of setting up the regularization procedure, which gives us a learning scheme different to the one usually considered in Learning Theory. We extend some results of Vapnik [1998] and prove an asymptotic rate of convergence in the RKHS norm that is almost as good as O(l −1/2 ), where l is the number of data points.
In the rest of this section, we introduce the regression problem and the Tikhonov regularization methodology. In §2, we discuss some facts about Reproducing Kernel Hilbert Spaces. In §3 we derive asymptotic convergence rates for Tikhonov regularization. In §4, we apply the Tikhonov regularization procedure to the regression problem. In §5 we make some concluding remarks, and compare our results with other recent results.
The Regression Problem
Consider a random variable Z = (X, Y ), defined on a probability space (Ω, F , P ), and taking values in a product space X × Y. X will be assumed to be a compact metric space, and Y will be assumed to be the bounded interval [−M, M ] ⊂ R. Let ρ be the distribution of Z, which is a probability measure on X × Y. We will also use ρ to denote the marginal distribution on X . Suppose that we have l independent samples Z 1 , . . . , Z l , with distribution ρ. Let Z i = (X i , Y i ). Our goal will be to estimate the regression function f ρ : X → Y. Note that f ρ (X) is the conditional expectation E[Y |X], and it is also the function for which the expected squared error E[(Y −f (X)) 2 ] is minimum. By definition of conditional expectation, f ρ satisfies (for every Borel subset A of X ) the integral equation Note that the double integral on the right can be approximated empirically by (1/l) {i|Xi∈A} Y i . Our goal is to solve this equation for f ρ . Loosely speaking, solving for f ρ requires differentiation, which is not a continuous operation. Thus, having an approximation to the right hand side of the equation does not help us in getting an approximation to f ρ . The determination of f ρ is said to be an Ill-Posed Inverse Problem.
Tikhonov Regularization
Let us now describe a strategy for dealing will ill-posed inverse problems. The setting as as follows: E 1 and E 2 are Hilbert spaces with inner products ·, · 1 and ·, · 2 respectively. Let T : E 1 → E 2 be a bounded linear operator. Suppose that there is an element w 0 ∈ T (E 1 ), and we wish to find v 0 ∈ E 1 solving the equation T v = w 0 . We shall assume for simplicity that T is one-to-one, so the solution is unique. Suppose further that the inverse operator T −1 either does not exist or is discontinuous, and that we do not actually have T and w 0 , but only sequences of approximations {T l } and {w l }. We may imagine that the approximations T l and w l are based on l empirical observations. We will suppose that T l → T and w l → w 0 as l → ∞, i.e., T and w 0 can be stably approximated on the basis of the empirical data.
Finding a solution to the equation T v = w 0 can equivalently be viewed as solving the minimization problem:
Because T is not continuously invertible, it is not possible to directly construct an approximation to v 0 on the basis of the approximate data. The way to proceed is to consider a modified problem as follows:
where α l > 0 is an appropriately chosen constant. The solution of this modified problem is a continuous function of w 0 . In fact, it can explicitly be written as
Thus, the modified problem can be viewed as a regularized version of the original problem. The term α l v 2 1 penalizes large values of v 1 , and α l is called the regularization parameter. If we regard the norm of elements of E 1 to be a measure of complexity, the term α l v 2 1 can be considered to be a complexity penalty. This modification to the problem causes a regularization error v α l − v 0 1 . The larger the value of α l , the further our modified problem is from our original problem, and the larger will be the regularization error. Now, we may further modify the problem by using the approximate data T l and w l , which is what is available to us, in place of the unknowns T and w 0 . We define
is a quantity that we can actually compute on the basis of the data available to us. This further modification results in our making another error v
1 . This error may be termed as the sample error. Note that the larger the value of α l , the larger is the regularization penalty α l v 2 1 , and consequently, the lower is the sensitivity to errors in the data. Thus, the sample error will decrease with increasing α l .
The total error v α l l − v 0 1 is upper bounded by the sum of the regularization error and the sample error: v
As the regularization parameter increases, we can expect the regularization error to increase, but due to the decrease in sensitivity to the data, the sample error will decrease. Thus, we can expect that there will be an optimal value of the regularization parameter which will minimize the total error. We can also expect that as T l and w l get closer to T and w 0 respectively, the sample error for a given value of regularization parameter will be smaller. Thus the regularization error will be the dominant component of the total error, and the value of the regularization parameter needed to minimize the total error will be smaller. As will be made precise in §3, if the regularization parameter α l → 0 at the right rate as l → ∞, we can get the total error to converge to zero as l → ∞.
Tikhonov Regularization for Regression
Although estimating the regression function f ρ is an ill-posed problem, we will show in §4 that it is possible to use empirical data to stably approximate an integral transform
where K : X × X → R is the em kernel of the transform. Furthermore, it will also be possible to stably approximate the integral operator L K itself. This means that we are in a situation wherein Tikhonov regularization can be used to obtain an approximate regression function f α l l that converges in an appropriate sense to f ρ as l → ∞.
The Setting of the Problem
Consider the situation described in §1.1. Our goal in this paper will be to obtain an approximation to the regression function f ρ from within a Reproducing Kernel Hilbert Space (RKHS). In this section, we will briefly describe some properties of these spaces that will be important to us. We will largely be omitting proofs; for a detailed exposition see Cucker & Smale [2002] , and Aronszajn [1950] . For a compact metric space X , a Mercer Kernel on X is a map K : X × X → R that is continuous, symmetric and positive definite. By symmetry we mean that
′ ∈ X , and positive definiteness means that for any
Let K x : X → R denote the function obtained by fixing one of the arguments of K to be x. Consider the vector space H 0 := span{K x | x ∈ X }, which is a subspace of C(X ), the space of continuous functions on X . There is a unique inner product on H 0 with the property that
. This inner product also has the reproducing property, i.e., for any f ∈ H 0 and x ∈ X , f, K x = f (x). This implies, by the Cauchy-Schwarz inequality, that for f ∈ H 0 ,
H K denotes the completion of H 0 (with respect to the inner product on H 0 ). Thus elements of H K are equivalence classes of Cauchy sequences in H 0 . Inequality (2.1) implies that a Cauchy sequence in H 0 is also uniformly convergent. Thus we can define a map Φ :
It can be shown that Φ is well-defined (i.e., independent of the choice of the element of the equivalence class of Cauchy sequences), and that Φ is bounded, compact and one-to-one. Since Cucker & Smale [2002] and Aronszajn [1950] do not give a proof of the injectivity of Φ, we shall do so here:
Lemma 2.1. The map Φ defined above is injective.
Proof. Let {f n } and {f ′ n } be Cauchy sequences in H 0 , with lim n→∞ f n = lim n→∞ f ′ n = f (uniform limits). It is enough to show that {f n } and {f
for m large enough. Thus, given any ǫ > 0, we can find N such that n ≥ N implies that g n H0 ≤ √ ǫ 2 + 2ǫ. Thus g n H0 → 0. Φ enables us to identify H K with a subspace of C(X ). Henceforth in this paper, we will use this identification and regard H K as a subspace of C(X ). The reproducing property extends to H K , i.e., for any f ∈ H K and x ∈ X , f, K x = f (x). This in turn implies that the following properties hold for elements of H K :
, so the above integral is finite. It can be shown that L K f is continuous, and so is an element of L 2 (X , ρ). Thus, we have defined an operator 
It is an important fact that H K = H 1/2 as subspaces of C(X ) and as inner product spaces.
This shows that L K is bounded as a map H K → H K . It can also be verified that L K is a self-adjoint and positive semi-definite map.
Following DeVito et al.
[2005], we will assume henceforth that the marginal distribution on X is non-degenerate, i.e., the measure of non-empty open Borel subsets of X is positive. The following result is from the same paper. We give a short proof here. To show that L K is 1-1, we shall show that L K is the same as A * A :
This is seen as follows:
We shall have occasion to use the Sampling Operator S x : H K → E l , where x = (x 1 , . . . , x l ) ∈ X l , E l is the vector space R l with the inner product a, b = (1/l)
Tikhonov regularization
Our goal in this section is to derive convergence results for Tikhonov regularization. The results given here are extensions of Theorems 7.2 and 7.3 of Vapnik [1998] . The setting we shall consider is as follows: E 1 and E 2 are Hilbert Spaces with inner products ·, · 1 and ·, · 2 respectively. (In this section, we shall often omit the subscripts on the norms and inner products for brevity.) E 1 is assumed to be separable. T : E 1 → E 2 is a bounded linear map that is 1-1, but which is not necessarily continuously invertible. v 0 is an element of E 1 , and w 0 = T v 0 . We have, for each l ∈ N, a bounded linear map T l : E 1 → E 2 and a w l ∈ E 2 . The idea is that T l and w l are random variables, defined on a probability space (Ω, F , P ), which are obtained on the basis of l empirical observations, and which converge in probability to T and w 0 respectively as l → ∞. We also have for each l a positive number α l , which will be our regularization parameter. We define
Since T l and w l are random variables, v l is also a random variable. We wish to derive results regarding the convergence in probability of v l to v 0 . We start with a preliminary lemma.
Lemma 3.1. Let E 1 and E 2 be Hilbert Spaces. E 1 is assumed to be separable. T : E 1 → E 2 is a bounded linear map that is 1-1. K is a weakly compact subset of E 1 . Let v 0 ∈ E 1 .
1. If {v l } is a sequence in K such that T v l is strongly convergent to T v 0 , then v l converges weakly to v 0 .
2. For all g ∈ E 2 and for all ǫ > 0, there is a δ > 0 such that
Proof. Proof of (1): Suppose v l is not weakly convergent to v 0 . Then there is g ∈ E 1 such that v l , g does not converge to v 0 , g . Thus ∃ ǫ > 0 and a subsequence
Since K is weakly compact, and since weakly compact subsets of separable Hilbert spaces are weakly sequentially compact (see, for example, Theorem 3.17 of Rudin [1973] ), there is a further subsequence N 2 ⊂ N 1 and av ∈ K such that v l →v weakly along N 2 . Thus T v l → Tv weakly along N 2 . But T v l is strongly convergent to
along N 1 and therefore along N 2 . This is a contradiction. Thus v l is weakly convergent to v 0 . Proof of (2): Suppose ∃ g ∈ E 2 and ǫ > 0 such that for all δ > 0,
But by the first part of the lemma, v l → v 0 weakly, and hence v l , g → v 0 , g . This contradiction completes the proof.
We shall now derive some estimates that will be used to study the convergence in probability of v l to v 0 , where v l is defined by equation (3.1). We shall first derive an estimate for v l . Note that
This gives us
Next, we shall consider the quantity T v l − T v 0 . We have that
Further,
As we saw, the quantity inside the square root above is bounded by
Therefore,
. Bearing in mind that v l ia a random variable, this means:
Now we shall bound each of the probabilities on the right hand side above. It follows from equation (3.2) that
This gives us the bound
We now focus on bounding the term
equations (3.5) and (3.3) imply that v l ∈ M d and T v l − T v 0 < δ. Thus we will have that
Another way of putting this is that if α l < (δ/C 3 ) 2 and if
If we make the choices C 1 = ǫ/(2 √ 2) and C 2 = ǫ/(2 √ 2 v 0 ), then combining equations (3.4),(3.6) and (3.7), we get that for α l < (δ/C 3 ) 2 ,
We shall summarize the preceding discussion in a theorem.
Theorem 3.2. Let E 1 and E 2 are Hilbert Spaces with E 1 assumed to be separable. Let {T l } l∈N be random bounded linear maps E 1 → E 2 . Let T be a 1-1 bounded linear map E 1 → E 2 . Let v 0 be an element of E 1 , and w 0 = T v 0 . Let {w l } l∈N be random elements of E 2 . Let {α l } l∈N be positive real numbers. Let
Then for all ǫ > 0, there is a α 0 > 0 such that for α l < α 0 ,
Application of Tikhonov regularization for regression
Let us now return to the situation in which we want to determine a regression function f ρ : X → Y on the basis of l independent observations
Let us at first suppose that f ρ ∈ H K , where H K is the RKHS associated a Mercer kernel K : X × X → R. (This assumption will be partly relaxed later.) We will consider the map L K : H K → H K , which, as pointed out in §2, is bounded, self-adjoint and positive semidefinite. If, as we shall assume, the measure of non-empty open subsets of X is positive, then L K is also 1-1.
Stable approximations for
We shall first show that we can, on the basis of the empirical observations, stably approximate L K f ρ , and also the operator L K itself. Results on such stable approximations have appeared before in DeVito et al. [2005] and in Smale & Zhou [2005] . We shall give proofs here for completeness. Then we shall use Tikhonov regularization, with an appropriately chosen regularization parameter, to obtain an estimate f l of f ρ . The results of §3 will allow us to get estimates regarding the convergence in probability of f l to f ρ .
To show that we can stably approximate L K f and L K , we shall use a Bernstein type concentration inequality, which we quote from Smale & Yao [2004] :
(Ω, F , P ) → Z = X × Y, 1 ≤ i ≤ l be independent random variables with distribution ρ. Let H be a Hilbert space, and ξ : Z → H be a measurable map. Let ξ(Z i ) ≤ L almost surely, and let σ 2 be defined as
First we use this theorem to show how we can stably approximate
Theorem 4.1 then tells us that (1/l)
. . , X l ), S X is the sampling operator, and Y = (Y 1 , . . . , Y l ). In other words, S T X Y converges in probability (in the H K norm) to L K f ρ , and
Now we shall consider the approximation of the operator L K . Let L(H K ) denote the space of bounded linear operators on H K . Now, define ξ : X → L(H K ) as the map which takes
It thus follows that S T X S X = (1/l) l i=1 ξ(X i ). Applying Theorem 4.1, we conclude that S T X S X converges in probability to L K (in the norm on L(H K )), and
Computation of f l
Consider f l as defined in equation (4.3).We shall now discuss how f l can be conveniently computed. Let us define J : H K → R by is such that the orthogonal projection P f ρ onto H K is actually in H K , then f l converges to P f ρ in the RKHS norm. Note that since the L 2 (X , ρ) norm is continuous with respect to the RKHS norm, our convergence rates are valid in the L 2 (X , ρ) norm as well. In Smale & Zhou [2005] , the estimates obtained are valid for finite sample sizes, in contrast with our asymptotic estimates. In Theorem 2 of that paper, they show that if f ρ is in the range of L r K for 1/2 < r ≤ 1, then it is possible to get a rate of convergence in the H K norm of O(l −( 2r−1 4r+2 ) ). Note that r = 1/2 is not allowed (and so having f ρ ∈ H K is not sufficient to obtain a result). As r decreases to 1/2, the convergence rate becomes arbitrarily slow. In this paper, they also derive convergence rates in the L 2 (X , ρ) norm. In Corollary 5 of that paper, they show that for f ρ in the range of L r K , the rate of convergence is O(l −r/2 ) if 0 < r ≤ 1/2, and is O(l −r/(1+2r) ), if 1/2 < r ≤ 1. In particular, for r = 1/2 (i.e., f ρ ∈ H K ), the rate of convergence in the L 2 (X , ρ) norm is O(l −1/4 ). also derive asymptotic convergence rates in the L 2 (X , ρ) norm. In Theorem 7 of that paper, they show that if f ρ is in the range of L r K for 1/2 < r ≤ 1, and if the eigenvalues {t n } n∈N of L K : H K → H K decay at the rate O(n −b ) as n → ∞, then the rate of convergence in the L 2 (X , ρ) norm is O(l −2rb/(2rb+1) ). Note that since r is required to be greater than 1/2, the result does not apply for f ρ ∈ H K . Note also that the rate of convergence can be arbitrarily low if b is small, but approaches O(l −1 ) as b approaches ∞.
