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INTRODUCTION 
Geometries that are almost buildings (or GABS) are Buekenhout-Tits 
geometries [Z] in which all rank two residual geometries are generalized 
polygons, except that they need not satisfy the intersection property [2, 
Sect. 6 or 51. There exist two known examples of finite GABS with flag- 
transitive automorphism groups and the diagram of afline type, arising 
from sporadic simple groups. In [S], Kantor constructed one of them from 
the Lyons-Sims group. The other was associated with the Suzuki sporadic 
simple group Suz, and was constructed by Ronan and Smith [S] as a sub- 
geometry of a geometry of the Conway group Co. 1, which is fixed by some 
element of order 3 of Co. 1. It seems that these geometries deserve further 
studies, because they are quotients of certain infinite buildings as is shown 
by a theorem of Tits [12]. 
The main purpose of this paper is to provide a non-group-theoretical 
description of the above GAB associated with Suz, using natural notions 
with respect to the complex Leech lattice. 
For this purpose we give a new presentation of the complex Leech lattice 
A. (For its usual definition using the ternary Golay code, see [ 11 or 10, 
5.8.61.) Since Suz is a factor group of the automorphism group of the 
lattice /1, this gives another existence proof for Suz. 
The subsidiary aim of this paper is to provide explicit and elementary 
proofs for some fundamental properties of Suz, which are based only on 
this presentation of A. 
The details are as follows. Let R be the ring Z[w], where 
w = ( - 1 + fl)/2. 
We first consider some R-submodule r in R4 (the complex E,-lattice; see 
2.1), and define the complex Leech lattice n as an R-submodule of r3 
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containing (21J3. (See 3.2. Note that this is the complex version of the 
construction for the Leech lattice by Lepowsky and Meurman [6].) 
We call an R-submodule of /i isometric (with respect to the ordinary 
hermitian form; see 1.3) to 2r a point. A triple of mutually orthogonal 
points is called a line (see 5.1). For some fixed R-submodule Z7 of r (see 
2.13), an R-submodule of n is called an axis if it is isometric to 217. We 
introduce some emquivalence relation on the set of all axes, and call an 
equivalence class a cross (see 4.3). Each cross consists of six mutually 
orthogonal axes (see 4.6). We denote by 9?,, 4 and $ the set of all points, 
lines and crosses, respectively. We define an incidence relation I on the 
disjoint union $ u ‘?$ u 9, by XZY or YIX if and only if each member of X 
is a subset of some member of Y (see 6.2). 
THEOREM. The geometry (3,) $, 9, ; I) belongs to the following diagram: 
0 ‘7 0 
The automorphism group of the lattice A induces a flag-transitive subgroup 
of the automorphism group of this geometry (see 6.8 and 6.4). 
The structures of the three maxial 2-constrained subgroups of Suz are 
naturally determined by describing the stabilizers of points, lines and 
crosses. 
We note that the automorphism group of the geometry (~9~) $, ?Jj ; I) is 
isomorphic to the automorphism group of Suz (see 8.2). 
The argument in Sections 2-7 of this paper is completely selfcontained, 
except that we use some results on lattices mentioned in Section 1. We also 
have tried to make this paper easily accessible, by giving rather explicit 
proofs. 
I would like to thank Professor William M. Kantor for discussions 
which motivated me. 
1. NOTATION AND SOME RESULTS ON LATTICETHEORY 
1.1. Notation 
(1.1.1) Throughout this paper we set: 
o = 2 ~ ‘( - 1 + fl), the primitive cubic root of unity, 
R = Z[w], the ring of Eisenstein integers, 
U = ( -CD), the unit group of R, and 
V=(w). 
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(1.1.2) We shall work in the n-dimensional vector space C”. 
Traditionally, its elements are represented by row vectors. A typical vector 
x in C” is denoted by (xi)icicn (with xi E C) or simply by (x,). The space 
C” is endowed with the standard hermitian form h,: 
U(XiL (Yi)) = i xi Y;, 
i= 1 
where yi denotes the complex conjugate of y;. We represent by q,, the stan- 
dard quadratic form 
qn(x) = h,,(X> xl
for a vector x E C”. 
In Sections 2-5, if the vector space in which we work is clear, we often 
denote h, and qn by h and q, respectively. 
(1.1.3) For a subring A of C we use A” to denote the A-submodule 
{(xi) E C” 1 all X,E A} of C”. 
For a subset C in C and a subset X in C” we denote by CX the subset 
(cx 1 CEC, XEX} in C”. If C = {c} or X= {x}, we simply denote CX by 
CX or Cx. For a quadratic form qn on C”, the values of q, on the set Ux (cf. 
(1.1.1)) are constant for each XEC and the values of qn on the set cl’ are 
CC times those on V, where C denotes the complex conjugate of c. 
1.2. Some Results on Real Lattices 
In 1.2 and 1.3, for (real) vectors x= (xi) and y= (Y,)E R” we use x .y to 
denote I:=, xi y,. 
(1.2.1) Even unimodular lattices. A Z-submodule L of R” is called a 
(real) lattice in R” if L contains an R-basis of R”. A lattice L in R” is a free 
Z-module of rank n. Let a, = (all, a,,, . . . . a,,), . . . . a,, = (a,,, an2, . . . . a,,,) be a 
Z-basis of L. Then the determinant of L is defined as 
det L = Idet(ao)l, 
where (au) is the n x n matrix with (i, j)th entry equals to aq. 
The dual lattice of L is defined by 
L’= {xER” 1 x.yEZforallyEL}. 
If Ll = L then L is called a unimodular lattice. A lattice L is unimodular if 
and only if det L = 1 and x. y E Z for any x, y E L. A unimodular lattice L is 
called even unimodular if x .x E 22 for any x E L. For an even unimodular 
lattice L and each non-negative integer m, we set 
L(m)= {XEL 1 x.x=2m}. 
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For two lattices L, M in R” we say that L is isometric to M if there exists 
a Z-module isomorphism s from L onto M such that xs . xs = x. x for any 
XE L. 
(1.2.2) ES-lattices and Leech lattices. 
PROPOSITION 1.1 (e.g., [6, Remark after Proposition 5.21). Any two 
even unimodular lattices in R8 are isometric to each other. 
PROPOSITION 1.2 [4, Theorem 61. If L and M are even unimodular lat- 
tices in R24 such that L( 1) = M( 1) = @ (cf. 1.2.1) then L is isometric to M. 
We call an even unimodular lattices in R8 an ES-lattice. An even 
unimodular lattice L in R24 is called a Leech lattice if L( 1) = @. By the 
theory of modular forms we have # L( 1) = 240, #L(2) = 2.160 for an 
E,-lattice L, and #M(2) = 196,560, #M(3) = 16,773,120, #M(4) = 
398034,000 for a Leech lattice M (e.g., [9, Chap. VII, 6.6 Exemples]; see 
also [4, Theorem 1 ] ). 
(1.2.3) Equivalence module 2. Let L be an even unimodular lattice in 
R”. Consider the factor module L = L/2L and denote by - the canonical 
map x -+ X = x + 2L from L onto 1. For any subset X in L we write .$? for 
its image by this map. For x, y E L we say that x is equivalent to y 
(modulo 2) if X = j. 
The following lemmas are proved by the well-known argument on 
(x-y).(x-y) for X=y. 
LEMMA 1.3 [6, Lemma 5.11. For an ES-lattice L we have: 
- - 
(a) L= (0) u L(l)u L(2). 
(b) Each equivalence class in L( 1) is of the form { f x}. 
(c) Each equivalence class in L(2) is of the form { fx, 1 1 < i< 8 ), 
where x,.x,=Ofor any 1 <i#j<8. 
LEMMA 1.4 [4, Theorem 21. For a Leech lattice M we have: 
--- 
(a) A= (0) uM(2)uM(3)uM(4). 
(b) Each equivalence class in M(2) u M( 3) is of the form { f x). 
(c) Each equivalence class in M(4) is of the form ( +xi 1 1 < i< 24}, 
where xi.x,=O for any 1 <i#j<24. 
Suppose L is an E,-lattice or a Leech lattice. Let { +xi) be an 
equivalence class in (c) in the above lemma. Then the set {Zx,} of mutually 
orthogonal Z-submodules is called a cross in L. Using crosses, we may 
recover the familiar descriptions of E, and Leech lattices. These are key 
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points in the proofs of Proposition 1.1 and 1.2 (see [6, Proposition 5.2; 4, 
Theorem 4 and 51). 
(1.2.4) Quadratic forms on factor modules. Let L be an even 
unimodular lattice in R”. We use the notation in (1.2.3). We write 
a + a mod 2 for the canonical map from Z onto the two elements field F,. 
Identifying E= L/2L with the n-dimensional vector space over F,, we may 
define on L a quadratic form 4 over F, by 
- - q(x)=2-‘x.xmod2 for xEE. 
By the unimodularity of L the associated symplectic form 
(X, .F) -+ 4t.f + Y) + ml + 4(Y) 
is non-degenerate. Thus n is even, and n/2 is an upper bound of the dimen- 
sion of all totally singular spaces of (E, 4) (i.e., subspaces of L on which q 
is reduced to the zero map). 
LEMMA 1.5 [6, Proposition 1.21. Let L be an even unimodular lattice in 
R” and M be a Z-submodule of L containing 2L. Suppose the image li;r is an 
n/2-dimensional totally singular subspace of (E-, 4). Then (a) ~ ’ M is an 
even unimodular lattice in R”. 
1.3. Some Results on Complex Lattices 
In 1.3, for any XEC we denote by Re(x) and Im(x) the real and the 
complex part of x, respectively; that is, Re(x), Im(x) E R with 
x = Re(x) + Im(x) 0. 
(1.3.1) R-lattice. An R-submodule L of C” is called an R-lattice in C” if 
L contains a C-basis of C”. (For R, see ( 1.1.1)). An R-lattice L in C” is a 
free R-module of rank n. Let 
b, = (b,, , . . . . b,,), . . . . b,, = (b,,, . . . . b,,) 
be an R-basis of L. Then the determinant of L is defined as 
det L = Idet(bV)l, 
where (b,) is the n x n matrix with (i,j)th entry equals to b,. 
An R-lattice L in C” is called integral if 
hn(xv Y 1 E R foranyx,yEL 
(for h,, see (1.1.2)). For an integral R-lattice L in C” we have 
q,Jx) = h,(x, x) E R n R = Z, 
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and so there exists a unique maximal positive integer d with 
4??(x) Edz for all x E L. 
(1.3.2) Zsometries. For an R-submodule L of C” and an R-submodule 
M of C”, we say that (L, h,) is isometric to (M, h,) if there exists an 
R-module isomorphism s from L onto M such that h,(xs, ys) = h,(x, v) for 
all x, y E L. 
For an R-lattice L in C” we denote by Aut(L, h,) the group of all 
isometries from (L, h,) onto itself. For explicit calculations we represent 
elements in Aut(L, h,) by n x n matrices with respect o natural basis of C”. 
That is, the group Aut(L, h,) is represented by the group of n x n unitary 
matrices preserving L. 
(1.3.3) Realizations of R-lattices. We use r,, to denote an R-isomor- 
phism from C” onto R*” defined by 
(xi) r,, = UWx,), Wx,), Wx,), . . . . Re(x,), W-d). 
If we need not emphasize the dimension, we denote r, simply by r. We may 
easily check that 
Wh,(x, Y)) = (xl r,.(y) r,. 
Let L be an R-lattice in C”. Then (L) r,, is a lattice in R2n, since r, is an 
R-isomorphism and so the Z-module (L) rn contain an R-basis of R*“. 
Furthermore we have 
det((L) r,) = ($/2)“(det L)’ 
(e.g., [lo, 4.511). 
(1.3.4) Equivalences and hermitian forms on factor modules. Let L be an 
integral R-lattice in C”. Consider the factor module J?= L/2L, and denote 
by - the canonical map x + 2 = x + 2L from L onto E. For any subset X in 
L we write x for its image by this map. For two vectors x, y in L we say 
that x is equivalent to y if X=j. We also write a + a mod 2 for the 
canonical map from R onto R/2R. Since R/2R is isomorphic to the four 
elements field F, and the set { 0, 1, o, 0) is a representative for R/2R, we 
may identify R/2R with F, and identify w with its image in F,. 
Identifying E with the n-dimensional vector space over F,, we may 
define on L a hermitian form h over F, by 
h(X, p) = h,(x, y) mod 2 for x,j~E. 
Using the notation in (1.2.3) and (1.2.4) for real lattices, we obtain the 
following lemma. 
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LEMMA 1.6. Let L be an integral R-lattice in C” and d be an odd number, 
Suppose (m L) r,, is an even unimodular lattice in R2”. Then we have 
(a) The hermitian form h on L is non-degenerate, and 
(b) Suppose M is an R-submodule of L containing 2L. If n;;i s a totally 
- - 
isotropic subspace of (L, h), then (ad M) rn is a totally singular subspace 
in (m L) r,,. 
Proof: (a) First note that for c = a + bo E R (a, b E R) we have c E: 2R 
if and only if a, b E 22. It follows that if g = e +fo E 2R (e, f E Z) then we 
have Re( g) = (2e -f )/2 E Z. 
Now suppose XE L satisfies h,(x, y) E 2R for all ye L. Then we have 
Re(h,(x,y))= (x) r;(y) r,tzZ for all ye L by the above remark and 
(1.3.3). Since 
(J2/dL) r= ((,/%L) r)’ 
= (zER’~ 1 z.(Jldy)rEZforallyEL} 
by the unimodularity, we have (Jdj2 x) r E (Jud L) r, and so x E (2/d) L. 
Thus dx E 2L, and so x E 2L, since d is odd. 
(b) We note (x) r. (y) r EdZ for x, y E L by the unimodularity of 
(J2/dL) Tn. Thus we have (x) r. (x) r = Re(h(x, x)) = h(x, x) E 2R n dZ = 
2 dZ for any x E M, since A is isotropic and d is odd. That is q(mx) = 
2-‘(2/d (x) r. (x) r) mod 2 =o (cf. 1.2.4). 
Thus Lemma 1.5 yields the following corollary, which will be used in 3.6. 
COROLLARY 1.7. Let L be an integral R-lattice in C” and d be an odd 
number. Assume that (fldL) r,, is an even unimodular lattice in R’“, and 
that M is an R-submodule of L containing 2L. If &? is a maximal totally 
isotropic subspace of (E, h), then (( l/xd) M) r,, is an even unimodular lattice 
in R2”. 
(1.3.5) Complex Es and Leech lattices. In later sections the following 
R-lattices will appear: 
(a) L is an R-lattice in C4 such that h,(x, y) E fIR for any x, y E L and 
(J2/3L) r4 is an E,-lattice. 
(b) L is an R-lattice in CL2 such that h12(x, y) E 28R for any x, y E L 
and (( l/fi) L) r12 is a Leech lattice. 
We call an R-lattice satisfying (a) a complex Es-lattice. An R-lattice 
satisfying (b) is called a complex Leech lattice. 
PROPOSITION 1.8. Two complex E,-lattices are isometric to each other. 
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PROPOSITION 1.9 [ 11, Sect. 31. Two complex Leech lattices are isometric 
to each other. 
For the sake of self-containedness we give a proof of Proposition 1.8, 
which is based on the elementary counting argument. 
Proof of Proposition 1.8. Suppose L is an R-lattice in C4 satisfying (a). 
We set L(n) = {x E L 1 q4(x) = 3n) for each integer n. Since (a L) r4 is 
an Es-lattice, we have #L(l)= 240 and #L(2)= 2160 by (1.2.2). Further- 
more by Lemma 1.3 each equivalence class in L( 1) consists of two vectors 
and each equivalence class in L(2) consists of 16 vectors, since r4 is an 
R-isomorphism. Since 1 + (240/2) + (2160/16) = 44, the restriction of the 
canonical map L + L = L/2L on the set (0 > u L( 1) u L(2) is a surjection. 
Furthermore {O} u L(2) is the set of all isotropic vectors in (L, h) - - 
(cf. (1.3.4)) and L( 1) is the set of all non-isotropic vectors in (L, h). (We 
note that h is non-degenerate by Lemma 1.6(a).) 
- - 
Step 1. If X + j, X + wj and X + w’j are all isotropic vectors in (L, h) 
for x, y E L( 1 ), then we have h(x, y) = 0. 
Proof First we note that for any m E R - (0) there exists v E V with 
urn + Vm < 0, where ti denotes the complex conjugate of m. Thus we have 
h(x, ,v) =0 or h(x, w’y) + h(w’y, x) <O for some ie (0, 1,2). Suppose the 
latter holds. Then by the hypothesis we have 
2.3 6 q(x + o’y) = q(x) + q(y) + h(x, o’y) 
+ h(w’j, x) < 2.3, 
which is a contradiction. 
Step 2. There exist four vectors f, (i = 1, 2, 3,4) in L( 1) such that 
h4(fi,J;)=Ofor any l<i#j<4. 
Proof 
- - 
Since L(1) is the set of all non-isotropic vectors in (L, h), we 
may easily check that there exist four vectorsf; (i= 1,2, 3,4) in L( 1) such 
that fi and fi satisfy the condition in Step 1 for any 1 6 i #j < 4. Thus the 
assertion follows from Step 1. 
Step 3. There exists an isometry s from (C4, h4) onto itself such that 
(L) s c R4 and Be, E (L) s for all i E { 1, 2, 3,4 > where ei denotes the ith unit 
vector in C4. 
Proof Suppose {A. 1 i = 1,2,3,4} are vectors in f.( 1) such that 
h4(fi,fi)=Ofor any l<i#j<4 (cf. Step2). Since (&‘J./ i=l,2,3,4) is 
an orthonormal basis of C4, there exists a unitary transformation s on C4 
such that (0-tf,) s = ei for all i = 1,2,3,4. Then for any x E L we have 
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(xs)~ = h,(xs, (F’f) S) = h(x, F’h)= -eF’h(Xyfi)E O-‘OR = R by (a) in 
(1.3.5). Thus (L) s c R4 and Be,= (A) s E (L) s. 
In the remainder of the proof we identify L with (L) s in Step 3. Thus 
L c R4. Furthermore we set 
A = 6 Utile,, 
i=l 
andforeachiE{1,2,3,4) 
Xi= (Ujej+Ukek+u,e, 1 Uj, Uk, U,E U}, 
where {1,2,3,4}={i,j,k,m}. 
Step 4. We have L( 1) E A u (U:= 1 Xi) and #Xi < 54 for each 
iE { 1, 2, 3,4}. 
Proof: For any vector x = (xi) E L( 1) we have x4= 1 xiXi = 3 and 
xieR.Since {m~R~mfi<3}={O}uUuU~,theset {xiXjIi=l,2,3,4} 
consists of either three 0 and one 3, or three 1 and one 0. The former asser- 
tion follows immediately. 
Now we will prove the later. Without loss of generality, we may take 
i = 4. Suppose x = (a, b, c, 0) E X4, where a, b, c E U. Multiplying x by a 
suitable element in U, we may take a = 1. Let y = d( 1 ,f, g, 0) (d,f, g E U) be 
any vector in X4. Then we have dh,(x, y) = 1 + bf+ CUE 8R by (a) in 
(1.3.5). Considering mod 8, it follows that bx cg E V. Thus we have f~ bV 
andgEcI/, and so #X4<)U~.~V~2=6~32=54. 
Step 5. There exists a unitary transformation t on C4 such that 
(L) t = r, where r denotes the R-lattice in 2.1. 
Proof Since IAu(U~‘=~ Xi)\ =6.4+54.4=240= #L(l), we have 
L( 1) = A u (lJ:= 1 Xi) by Step 4. In particular for each i E { 1,2, 3,4} there 
exists a vector of shape ej + uek + be,,, with a, b E { ) 1 } in Xi, where 
j<k<mand (i,j,k,m}=(l,2,3,4}. 
Transforming by a suitable diagonal matrix with (4,4)th entry = 1, we 
may assume that (1, 1, LO) = XE X4. Let (1, a, 0, b) be a vector in X, with 
a,bE{+l}. 
Transforming by a suitable diagonal matrix with (i, i)th entry = 1 for 
any i~{1,2,3}, we may assume that XEX, and y=(l,a,O,l)~X~ 
(a= +l). Since h(x,y)=l+aE@R, we have a= -1, and so 
(1, -LO, l)EX3. 
By the analogous argument we have (LO, - 1, - 1) E X2 and 
(0, 1, - 1, 1) E X, . Hence L( 1) coincides with the set Z( 1) in Table I (See 
Section 2.). Since (J$ L) r4 is an E,-lattice and r4 is an R-isomorphism, 
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the R-lattice L is generated by L( 1). Therefore we have L = r, since r is 
generated by I’( 1) (cf. 2.1). 
We will show that r is a complex E,-lattice in 2.2. 
2. A DESCRIPTION OF A COMPLEX &-LATTICE 
In this section we give a description of a complex E,-lattice (For its 
definition, see (1.35)) and prove some results used in Sections 3-7. (For 
this description, see also [l, 1.5; 10, 58.31.) 
DEFINITION 2.1. We set: 
9= (0, f(l, 1, LO), f(l, -LO, 11, 
*(Lo, -1, -I), *to, 1, -1, l,}, 
a subset of R4, and 
~={d+8v~d~9,v~R~}. 
Since c k de r for c, dE 9, r is an R-submodule of R4, and so r is a free 
R-module. For example, one checks that the following is an R-basis of r. 
Since h,(c, d) =0 or f3 for any c, de9, we have h,(x, y)~eR and 
q4(x) = h,(x, x) E 32 for any x, y E r. 
We set r(n) = { x E r 1 q4(x) = 3n) for each non-negative integer n. 
PROPOSITION 2.2. The lattice r is a complex E,-lattice (cf. (1.35)). 
Proof: By the remark in 2.1, r is an R-lattice in C4 with h,(x, y) E 6R 
for any x, y E r. 
We will prove that (a r) r4 is an even unimodular lattice in R’; that 
is an E,-lattice by Proposition 1.1. Using the R-basis of r in 2.1 we may 
easily check that det r= 3 (cf. (1.3.1)). Thus we have det((& r) r4) = 
(J@)’ d&((r) r4) = (2/3)4(&/2)4(det r)* = 1 by the 
Since h,(x, x)e3Z for any XET, we have (mx) r. 
(2/3) Re(h,(x, x))~2Z for any XE r by (1.3.3). Thus 
(J@y)rEZ for any x,yEr, since a.b=2-‘((a+b)-(a+b)- 
a.a-b.b) for a, bERs. Hence ($$r) r4 is an even unimodular lattice 
in R’. 
Lemma 1.3 yields the following corollary, since r4 is an R-isomorphism. 
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TABLE I 
The Vectors in r( 1) 
Shapes Numbers 
U(Oe,), i= 1, 2, 3,4 6.4 = 24 
U(L f-4 w, 0) 6.32= 54 
VA -4 0, WI 6.32= 54 
U(l,O, -u, -w) 6.32= 54 
WI 1, --u, w) 6.32= 54 
Total 240 
LEMMA 2.3. (a) #r(l)=240 and #r(2)=2160. 
(b) Each equivalence class in ZJ 1) is of the form { +_ x }. 
(c) Each equivalence class in r(2) consists of 16 vectors. 
The following list of vectors in f(1) and r(2) are easily obtained by the 
direct computation. (For r(l), see also Steps 4 and 5 of the proof of 
Proposition 1.8.) 
In Tables I and II, u ranges over the set U and u, w range over the 
set V. Furthermore for any iE { 1, 2, 3, 4) we denote by ei the ith unit 
vector in C4; that is, the vector (xi), GjG4 with xi = 1 and xk = 0 for all 
k#iE{1,2,3,4). 
Now consider the factor module f = r/2lY This is a four-dimensional 
vector space over F,, and h, induces the non-degenerate hermitian form h 
on i= (see (1.3.4)). Thus there exist two maximal totally isotropic subspaces 
$ and g in (i;, I;) such that 6 + p= i=. These subspaces will play an 
important role in the construction of a complex Leech lattice in Section 3. 
TABLE II 
The vectors in r(2) 
Shapes Numbers Shapes Numbers 
U(Oe, + de,), 1 C i <j < 4 
U(L 4 w, 4 6.6.32 
U(4, u, w,O) 6.32 
U(1, -2u, w, 0) 6.32 
U( 1, u, -2w, 0) 6.32 
~(1, ue, -u, -w) 6.6.32 
q-2,0, -u, -w) 6.3* 
U(l,O, 2u, -w) 6.32 
U(1, 0, -u, 2w) 6.32 
Total 216+324.4+54.12=2160 
~(1, -u, ue, w) 
q-2, -u,o, w) 
u 1, 24 0, WI 
U(1, -u,o, -2w) 
que, 1, -u, w) 
U(0, -2, -II, w) 
U(0, 1,2u, w) 
U(0, 1, -u, -2w) 
6.6.(;)=216 
6.6.3==324 
6.3== 54 
6.32 
6.32 
6.6.32 
6.3* 
6.32 
6.32 
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Although this construction can be carried out for any pair of subspaces 
(8, P) satisfying the above condition, we will choose the following sub- 
spaces for explicitness. 
Notation 2.4. We set: 
@ = the R-submodule off generated by (0, 8, 0, 0), (0, 0, 8,fI) 
and 2r, and 
Y = the R-submodule of r generated by (00, 1, - 1, 1 ), ( 1, 1, 1, ~0) 
and 217 
Then we may easily verify the following. 
LEMMA 2.5. (a) r= @ + Y and @n Y= 2r. 
- _ 
(b) $ and F are maximal totally isotropic subspaces of (r, h). 
Notation 2.6. We denote by C the group Aut(T, h), the group of 4 x 4 
unitary matrices preserving f. 
Since C acts on r, the group C also acts on the projective space p of 
dimension 3 over F, determined by i=‘. Thus C induces a subgroup of 
PSU(4,2) on F, since C preserves h. 
LEMMA 2.7. The kernel of the action of C on p is ( -ml), where I 
denotes the 4 x 4 unit matrix. 
Proof Let K be the kernel. Clearly K contains -OZ. Suppose g is an 
element of K and x is any vector in f( 1). By Lemma 2.3 we have xg = ux 
for some u E U. Take x = (0, 0, 0, 0), so the first row of g is (u, 0, 0,O). Thus 
the first column of the unitary matrix g is the transpose of this row vector. 
This shows that (1, 1, l,O)g=u(l, 1, 1,0) and (1, -l,O, l)g= 
~(1, - 1, 0, 1). So (0, 0, 0, O)g= ~(0, 0, 0, 0). Hence g(uZ))’ fixes four 
vectors consisting of an R-basis of K Thus g = uZ. 
Notation 2.8. For explicit calculation we give some matrices in C. 
Examining the actions on the vectors (0, 0, 0, 0), (0, 0,0,0), (1, 1, 1,0) and 
(1, - 1, 0, I), which consist of an R-basis of r, we may verify that the 
following unitary matrices preserve IY We set: 
i 
010 0 /o 1 --o 
-100 0 
n-t 1 
o\ 
1 0 -co --w 
x= 
0 0 0 
1 
-1’ 
YEW-' 
-(jj 
\ 
-6- 1 0 I ’ 
001 0 CT, -6 0 1 J 
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1 0 --w -co 
z=p’ i 0 1 --o -(jj -0 -1 0 ’ -0 0 0 Co ) -1 
0 1 --o 0 
d=(p’ i l 0 -0.l 
-0 -(jj -1 0 ’ 
w -CO 0 --w i 1 
w 0 -6 -6 
h=8-’ 
i i 
0 0 --w f ) 
--o -0.l -al 
--0 0 0 -cu 
0 
w=fl-’ i l
-1 1 -1 
0 -1 
-1 1 0 
-1  -1 ’ 1 1 1 0 
0 1 --o 1 
e=(j-’ i l 0 --o 
--co --o -1 
1 -1 0 -1 i 
0 ’ 
1 
0 -1 0 -1 
f=&' -'1' ; ; O ) 
i 1 
w 
I5 --co 0 w 
Notation 2.9. We set: 
W={g~CI@=%forallx~@}, 
A= {geCJ @g=@and Yg= Y}, 
Q,=(gE’cl @g=@), and 
Q2={g~C~((0,~,0,0)g=u(~,8,0,0)forsomeu~U}. 
PROPOSITION 2.10. (a) W = (x,y, z, w) 2 2y+4, A= (d, P, h,J) x 
(WI) g SL(2,5)xZ,, Q,= WA- W, and WnA=(-I). 
(b) Q2 = ( W, d, e, h, k, oZ) z Z, . (SL(2,3) * SL(2,3)). Z2. 
(c) C/( --WI) Lz PSU(4,2). 
Proof: We note that Q1/(-ol) and Q2/( -oZ) are the stabilizers 
in C/< -00 of the isotropic line corresponding to G and the isotropic 
point UC4 0,0,0), respectively. Thus Q,/( -00 and QJ( --WI) are 
isomorphic to subgroups of E,, >Q A5 and (SL(2,3) * SL(2,3)) .Z,, respec- 
tively, by the structure of PSU(4,2). Now we may verify the following by 
direct computation: (x, y) z Q,, (2, W) r D,, [(x, y), (z, w)] = 1, 
<x,y)n(z,w)=(-I), and <x,y,z,w)<W; (d,e)zQe,, (d,e,h)s 
SW, 31, <4 e, h,.f > s SL(2, 5), (x, y, z, w) n (4 e, h, f > = ( -I>, and 
<d,e,h,f)<A; and (x,y,z,w,d,e,h,k,wl)~Q,. 
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Thus we have (x,~,z,~)(d,e,h,f,wZ)/(-oZ)~E,,xlA,, and so (a) 
follows. Furthermore we have W(d, e, h, oZ)/( -wZ) E E,, >a A, is a sub- 
group of index 3 of QJ( -wZ) z (X(2,3) * SL(2,3)) .Z,. Since 
k 4 WC d, e, h, wl), (b) follows. Since now QJ( -oZ) is maximal in 
PSU(4,2) and Q, 4 Q,, we have (Q,, Q2) = C, and so (c) follows. 
Remark 2.11. The R-lattice (,,6) ~’ @ is a complex E,-lattice, which 
can be seen in the following way: Define a matrix t as follows. Then we 
check that (21”) t = @, (@) t = Z, and h(x, y) = 2h(xt, JJ~) for any x, y E C4. 
/l 1 0 o\ 
t =2-‘( :, -:, y ;). 
\o 0 1 -l/ 
In particular @ n Z(2) consists of 240 vectors and is divided into 15 
equivalence classes. In Table III we only give five classes. The remaining 
classes are obtained as u times them for some UE I’. 
TABLE III 
The Equivalence Classes in @A f(2) 
+ ( 0, 0, 0, 01, 
k( 1, 1, -2, 01, 
f( 1, 1, -2w 01, 
k( 1, 1, -2w, 0). 
1 it k( 8 1, -0, 11, 
k( 1, I, 
-04 -w, we, -co), 
w, we), 
o), 
k( 2, 0, 1, l), 
k( 2w 0, 1, 1). 
it 25% 0, 1, I), 
* ( 0, 0, 0, e), 
1 k( 
k( 
8, 1  I, -I,  8, 1  4, 6x2, 0, -o), GO), 6 .
6, --o), 
I 
*( I, I, I, e), 
~t( 1, -I, 8, I), 
kc I, 8, -I, -I), 
k( 8, I, -I, I), 
k( 0, -e, 0, 0) 
i( 1, -1, 0, -2) 
k( 1, -1, 0, -2w) rk( , - , , - 6) 1 
k( 1, 0, --w, -0) 
k( 1, -I, -we, w) 
k( 1, 1, 2: -we) c -0, I, o  1 
k( 0, 2, 1, -1) 
k( 0, 204 1, -1) 
k( 0, 26, 1, -1) 
* ( 0, 0, 6 1 
I?( 1, 1, 0, -oe) 
k( 1, -I, -6e, (3) 
k( I, -8, 4, -o) 
k( -8, -I, W, -6) I 
+I( 1, 1, 1, -0) 
kc I, -I, -8, I) 
k( I, -8, -I, -1) 
k( -8, I, -I, I) i 
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LEMMA 2.12. (a) The group Ql (and so C) OS transitive on the set r( 1). 
(b) The group C is transitive on the set r(2). 
(c) For any vector a E Q, n r(2) the group W is transitive on the 
equivalence class containing a. 
ProoJ: By examining the actions of the elements d, e, h andf on r( 1 ), it 
is shown that the group A has two orbits on r( 1) represented by ((3, 0, 0,O) 
and (0, 8,0,0). Since the element u interchanges these orbits, the assertion 
(a) follows. 
For the vector u = (6, 8,0,0) E @ n r(2), the assertion (c) is easily 
verified by examining the actions of the elements x, y, z and w. Now the 
group PSU(4, 2) is transitive on the set of pairs consisting of an isotropic 
line and a point contained in it. Thus the group A is transitive on 8 and 
the group C is transitive on the set of all isotropic points in (r, I;). Thus the 
assertions (b) and (c) follow. 
Now we consider the structure of an equivalence class in r(2). Take 
a = (6, 8,0,0) E @ n r(2). Then Table III shows that the equivalence class 
containing a is divided into mutually orthogonal two S-vectors subsets 
E+=(+(e,e,o,o), f(l,l, -20,o)l~~V) and E-=(&(8, -e,o,o), 
+(l, -l,O, -2~) 1 VE V}. We set: 
n= {(x,x,y,O) I -w-Rx-YEoR}, 
Z7’={(x, -x,O,y)Ix,y~R,x-YEOR}. 
By Tables I and II we then have Z7n r(2) = VE+, Z7’n r(2) = VE-, 
~n~(l)=U{(O,O,e,0),(1,1,v,O)lv~V}, 
nlnf(l)=U{(O,O,O, e), (1, -l,O, U) I VE V}. 
Since ((0, 0, 8, O), (1, 1, A OH is an R-basis of II, any two vectors b, c in 
I7 n r( 1) with Ub # UC generate the R-submodule 17. 
DEFINITION 2.13. An R-submodule A of r is called an axis if (A, h4) 
is isometric to (17, h), where 17 denotes the R-submodule 
((x,x,y,O)Ix,y~R,x-y~eR}.ForaxesAandBofr,wesaythatAis 
equivalent to B if there exist vectors aE A n r(2) and be Bn r(2) 
equivalent to each other. Each equivalence class of axes is called a cross 
of I-. 
For example, the above R-submodules I7 and 17’ are equivalent axes of 
r . Since l7u IT’ contains an equivalence class in r(2), the set (Z7, Z7’) is a 
cross of r. This cross is called the standard cross of K 
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PROPOSITION 2.14. The group C is transitive on the set of all axes of r, 
and so on the set of all crosses of Z. In particular any cross of Z consists of 
two mutually orthogonal axes. 
Prooj It suffices to show the transitivity on the set of all axes. Let A be 
any axis of r. Since n is generated by the vectors (0, 0, 8,O) and 
(1, 1, 1, 0), there exist vectors x, y, E A with h(x, y) = 8 and they generate 
the axis A. Since C is transitive on r(l), we may assume that 
x = (0, 0, 0,O). We set 
X= {z~(l) 1 h(x,z)=tI) 
={zEr(l)Izisoftheshape(r,s,l,t)}. 
It follows from Table I tha the set X coincides with the set {(v, w, 1, 0), 
(-v, 0, 1, w), (0, -0, 1, -w) 1 v, WE V}. We note that the following group 
M is contained in C: 
M 
Since this group fixes the vector x and is transitive on the set X, we may 
takey=(l, 1, l,O). Then we have A=ZZ. 
LEMMA 2.15. Zf two axes A and B of Z are orthogonal to each other, 
then A is equivalent to B. 
ProoJ: By the above proposition we may assume that A = ZZ. Since the 
C-subspace of C4 orthogonal to Z7 is {(x, -x, 0, y) I x, y E C4}, the axis B 
is contained in the R-submodule {(x, -x, 0, y) I x, y E R4} n Z. By the 
definition of r this R-submodule coincides with the axis nl. Thus we have 
B=n,. 
PROPOSITION 2.16. The stabilizer of the standard cross in C coincides 
with the group Q2. In particular there is a one to one correspondence between 
the set of all crosses of Z and the set of all one-dimensional totally isotropic - - 
subspaces of (Z’, h). 
Proof Since (ZZu Z7’) n r(2) = V(E+ u E- ), the stabilizer of the stan- 
dard cross fixes the one-dimensional totally isotropic subspace U(0,8,0,0) 
in f. Thus it is contained in the group Q2. By examining the actions of 
generators on (17, nl}, the converse inclusion is verified. 
Finally we prove the following lemma, which will be used in Section 5. 
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LEMMA 2.17. Let {A, B) be any cross of IY Then for any vector 
a E A n r(2) there exist vectors b E B n r(2) and c E f( 1) which satisfy the 
following conditions: 
(i) h(a, c) = h(b, c) = 3, and 
(ii) r is generated by A, B and c. 
ProoJ: Since C is transitive on the set of all crosses, we may assume 
that A = ZZ and B = ZZ’. Since the group Q2 contains W, x (ol), this group 
Qz is transitive on the set (ZZuZZ’) n f(2). So we may assume that 
a=(8,8,0,0). We set b=(8, -8,0,0)~17’nr(2), c=(0,0,O,O)~Z(l). 
Then we have h(a, c) = h(b, c) = 3. Since the vectors c, a - c, ( 1, 1, 1,0) and 
( 1, - 1, 0, 1) form an R-basis of Z, the set {A, B, c} generates Z. 
3. A DESCRIPTION OF A COMPLEX LEECH LATTICE 
In this sction we give a description of a complex Leech lattice and deter- 
mine the structure of the sugroup Pz of the automorphism group of this 
lattice. We use the notation in Sections 1 and 2. 
3.1. Notation. In the remainder of this paper we shall work in R12, 
where the following notation will be used. 
SetsZ=R”,N(j)={4j-3,4j-2,4j-1,4j}, andSZj={(xi)E521xj=0 
for any i $ N(j)} f or each j= 1, 2, 3. Then for any k = 1, 2, 3, the R-lattice 
(R4, h4) in C4 is isometric to (Qk, h,,) via the following isometry mk : 
((Xi)l<i<4)mk=(yj)l~j~12, . . where yj = 0 for anyj$ N(k) 
and Yj=x]-4k+4 for anyjE N(k). 
For a vector x in Sz there exist vectors x1, x2, x3 in R4 such that 
x = xlml + x2m2 + x2m,. We denote it by x = (x’; x2; x3). We define an 
R-epimorphism pj from 52 onto R4 by x=(x’; x2; x3) + xi for each 
j= 1,2,3. For a typical vector x in Sz we denote xpj by xi. We also denote 
the image Lpj by Lj for any subset L in Sz. 
For a 12 x 12 matrix g we define g” as the 4 x 4 submatrix of g which 
represents the R-homomorphism from ai to Szj induced by g, where 
1 Q i, j< 3. Thus we have 
g I1 gl2 g13 
i 1 
g 21 g2* g*3 =g. 
g 
31 
g32 g33 
Ifg”=Oforany l<i#j<3, wedenotegbyg’1@g22@g33. 
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DEFINITION 3.2. Let r be the complex &-lattice defined in 2.1, and 
CD, Y be the R-submodules of r defined in 2.4. Then we use A to denote the 
following R-submodule of Q = R12: 
x’Er,X’+xjEQ,foranyl<i,j<3 
andx1+x2+x3EY 
LEMMA 3.3. (a) Let x = (x’; x2; x3) be any vector in A. Then for any 
permutation p of { 1, 2, 3 } the vector 
(x P(1). ) xP(2); xP(3)) 
is contained in A. 
(b) For any 1 di#j<3 we have 
@n/l= {2xmi+Omj+Om, 1 XE~}, 
(Q’+i-P)n/i= { Xmi+JWj+Omk 1 X,yE@,X+yE2r}, 
where {i,j, k} = { 1, 2, 3). (For m, and Sz’, see 3.1). 
Proof Part (a) immediately follows from the definition of A. We will 
prove (b). By (a) we may assume that i = 1 and j = 2. Suppose 
x = (x’; x2; 0) is a vector in Q’ + Sz’. By the definition of A, we have x E /i 
if and only if x’,x~E~, x1+0=x’, x2+0=x2, x’+x’E@ and 
x’+x2+x3~Y. Thus we have (Q’+Q2)n~={(~‘;~2;0)~~1,~2~@, 
x’ +x2 E 2r}, since @ n Y= 2f by 2.5. Furthermore for a vector 
x=(x’;O;O)~ti’ we have XEII if and only if x’=x’+O=x’+O+0~ 
@ n Y = 2r. Thus we have R’ n A = {2(x; 0; 0) 1 x E r}. 
Notation 3.4. Using notation 3.1, for 1 6 i #j< 3 we set 
Ti= {2xm,+Omj+Om, 1 xEf}, 
@(i,j)= {xmi+xmj+Om, 1 XE@}, 
where {j,j, k} = {1,2,3}. 
By Lemma 3.3 these are R-submodules of /i. 
We also denote the set {(y; y; y) 1 y E Y} by Y( 1,2, 3). Since y + y = 
2y E 2rs @ for any y E Y, it follows from the definition of n that Y( 1,2, 3) 
is an R-submodule of/i. 
Furthermore for ic { 1,2, 3) we define an R-isomorphism si from r onto 
ri by xsi = 2xm, + Omj + Om,, where {i,j, k} = { 1,2, 3). The map sj is an 
isometry from (r, 4h,) onto (rj, h,,) (cf. (1.3.2)). 
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LEMMA 3.5. (a) A is an integral R-lattice in C12. 
(b) A=@(1,2)@0(1,3)@Y(1,2,3). 
(c) For any x, y E ,4 we have h12(x, y) E 28R and q12(x) E 62. 
(d) There is no vector x E A with q,2(x) = 6. 
Proof. Since r is an integral R-lattice in C4, the set f, u r, u r3 con- 
tains a C-basis of Cl’. Thus (a) follows. For any vector x = (x’; x2; x3) E A 
we have 
x=(x’-x3;x1-x3;O) 
+ (x’ -x2; 0; x1 -x2) 
+ (x2 + x3 - x’; x2 + x3 - x1; x2 + x3 -x’) E @( 1,2) 
+ @(l, 3)+ Y(1,2,3). 
Thus (b) follows. 
Now h,,(xm, + xmj + Om,, (y; y; y)) = 2h,(x, y) E 28R (cf. 2.1) and 
hd(x; x; 01, (x’; 0; x’)) = h4( x,x’)~20R (cf. 2.11) for X,X’E@ and ye Y. 
Then (b) yields the assertion (c), since 6 and 9 are totally isotropic sub- 
spaces in (r, I;) by Lemma 2.5. 
Finally suppose x = (x’; x2; x3) satisfies q,2(x) = Cf= 1 q4(xi) = 6. Since 
q4( y) E 32 for any y E f (cf. 2.1), we have xi = 0 for some i E { 1, 2, 3 }, say 
i = 3. Then x’, x2 E @ by Lemma 3.3(b), and so we have x1 = 0 or x2 = 0 
(cf. 2.11). But then we should have x’ or x2e2r by Lemma 3.3(b). This 
shows that q,2(x) = 12, which is a contradiction. 
PROPOSITION 3.6. The lattice A is a complex Leech lattice. (For its 
definition, see (1.3.5).) 
Proof: We set E = r’ @ r2 @ r3 (cf. 3.1). Then the real lattice 
(@Z) r12 in R24 is isometric to the orthogonal sum of three &-lattices 
by Proposition 2.2. In particular it is an even unimodular lattice in R24. 
Now A is an R-submodule of C containing 2C = r1 @ r2 @ r3. Lem- 
ma 3.5(c) implies that /I is a totally isotropic subspace in the 12-dimen- - - 
sional vector space (C, h) over F, (cf. (1.3.4)). By definitions, the subspaces 
@( 1,2) and @(l, 3) in C are isomorphic to the subspace $ in i=, and the 
subspace Y( 1,2, 3) in c is isomorphic to the subspace rf in z’. In par- 
ticular ;i is a six-dimensional subspace in Z by Lemma 3.5(b). Thus by 
Corollary 1.7 the real lattice (l/d A) r12 is an even unimodular lattice in 
R24. Then it is a Leech lattice by Lemma 3.5(d). This fact and Lem- 
ma 3.5(c) implies that A satisfies the condition for a complex Leech lattice 
in (1.3.5). 
We set A(n)= {XEA 1 q,2(x)= 6n) for each non-negative integer n. By 
Lemma 3.5(d) we have A(l)= 0. 
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We will describe vectors in A(2). Suppose x = (x1; x2; x3) is a vector in 
A(2). Then we have 12 = q12(x) = q4(x2) + q4(x2) + q4(x3) and q4(xi) E 32 
for all ic (1, 2, 3}, since X’E r. By Lemma 3.3(a) we may assume that 
44(x’) 3 44(x2) 2 44(x3). 
First consider the case q4(x3) #O. Then we have q4(x1) = 6 and 
q4(x2)=q4(x3)= 3. Thus using the notation in 2.1, we have x1 or and 
x2, x3 or. Conversely any vector (x1; x2; x3) such that x1 or, 
~~,~~~ZJl),~~+~~+~~~!Pandx’+x’~@forany l<i,j<<,isavector 
in A(2). 
Next consider the case q4(x3) = 0. Then we have x3 = 0, and so x1, x2 E @ 
and x1 +x2~2r by Lemma 3.3(b). We recall from 2.1 and 2.11 that 
q4(y) E 62 for any YE 0. Thus we have either q4(x1) = q4(x2) = 6 or 
q4(x1) = 12 and q4(x2) = 0. In the former case, we have x1, x2 E @n r(2). 
Conversely any vector (x1; x2; 0) such that x1, x2 E @n r(2) and 
x1 +x2 E 2r is a vector of f(2) by the definition of /1. In the latter case we 
have x1 E 2r by Lemma 3.3(b), and so x1 E 2ZJ 1). Conversely any vector 
(2x; 0; 0) with XE f( 1) is a vector in ,4(2). 
Summarizing the above argument, we have the following lemma and 
corollary, which will be frequently used in later sections. 
LEMMA 3.7. For a vector x = (x’; x2; x3) E RI2 we have XE A(2) if and 
only if one of the following occurs. 
(a) There exists an index in { 1,2,3} such that x’~r(2) and 
x’,x“~r(l), where {i,j,k}={l,2,3}. Furthermore x’+x2+x3~Y, 
xp+xyE@for all 1 <p,q<3. 
(b) There exists an index i E { 1,2, 3 } such that xi = 0 and 
xj,xkElJ2)n@, where {i,j,k}= {1,2, 3). Furthermore xj+xk~21’. 
(c) There exists an index in { 1,2,3} such that xi E 2r( 1) and 
x’=xk=O, where {i,j,k}={l,2,3}. 
COROLLARY 3.8. Using the notation in 3.1, the following holds for any 
iE { 1, 2, 3). 
(a) n(2)‘5 (0) uT(l)uZ(2)u2r(l). 
(b) For any vector x E /1(2) we have xi E 2r( 1) if and onfy zf x E r, 
(c) For any vector XE A(2) - (r, u r, u r,), there exists an index 
k E { 1,2, 3) such that xk E r(2). 
(d) For any vector x~A(2)-(T,uf,u~,), we have x’=O ifand 
only if xJ and xk are equivalent vectors in @n r(2), where {i, j, k} = 
{ 1, 2, 3). 
Remark 3.9. Using Table I, we can explicitly list up the vectors of A(2) 
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of type (c) in Lemma 3.7 (i.e., the vectors in (r, ur,u T,)nA(2)). We 
can also explicitly list the vectors of type (b) in Lemma 3.7 by Table III. 
On the other hand, we will not use explicit forms of vectors of type (a) in 
Lemma 3.7. 
DEFINITION 3.10. We denote by S the group Aut(4 hi,), the group of 
12 x 12 unitary matrices preserving /1. Moreover we define some subgroups 
of S as follows: 
P,={gESl~,g=~,},thestabilizerofT,inS, 
K, = (g E Pi 1 g induces the identity on ri }, 
P,={gESI {~igli=l,2,3}={~i~i=1,2,3}}, 
the stabilizer of the triple { ri, Tz, f, } in S, and 
KZ={g~Pz~Tjg=Tiforalli=1,2,3}. 
Then we have K, = {g E S 1 g” = g” = 0 for i = 2, 3}, and 
K2 = { gE S 1 g” = 0 for any 1 < i #j< 3 >. Since 2r, h, is isometric to 
(r,, h,,), the factor group P,/K, is isomorphic to a subgroup of 
Aut(T, h4) E Z, . PSU(4, 2) (cf. 2.10(c)). 
Now we will determine the structure of the subgroup P,. For this pur- 
pose we first note the following. 
LEMMA 3.11. Suppose g is a 12 x 12 unitary matrix of the form 
g = g’ @g* @g3. Then g preserves A if and only if the following conditions 
are satisfied: xg’ E @‘, xg’ + xg’E 2r, yg’ + ygj E @, and yg’ + yg* + yg3 E !P 
for any XE@, any yrz Y and any 1 <i#j63. 
ProoJ Since n is generated by @(l, 2) @(l, 3) and Y(1, 2, 3) the 
matrix g preserves n if and only if (x; x; O)g= (xg’; xg*; OE /1, 
(~;O;x)g=(xg’;O;xg~)~n and (y;y;y)g=(yg1;yg2;yg3)E/i for all 
x E Q, and y E Y Thus the lemma follows from the definition of/i. 
Notation 3.12. We set: 
and for any 1 < i <,j< 3 and any g E W (cf. 2.9), 
g(i,j)=g”@g*20g33, where g” = g” = g, gkk = 1 
and {i,j, k) = (1, 2, 3). 
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We also set: 
&=a@a@a foranyaEA 
(cf. 2.9) and 
&,=&“@&**@&33, where sii= --I and eh = Ekk ---I 
and (i,j,k}={l,2,3}, foranyiE{1,2,3}. 
In the above, we use I to denote the 4 x 4 identity matrix. 
Furthermore we set 
w2= (g(l,2),dl,3),E1 igEW)> 
A,= (ci 1 aEA). 
LEMMA 3.13. The groups (IS, z ), W, and A, are contained in S. 
Proof: By Lemma 3.3(a) the group (a, z) preserves A. Since A was 
defined to stabilize @ and Y (cf. 2.9), the matrix ci satisfies the conditions in 
Lemma 3.11 for any a E A. Thus A, < S. Now we can check that b + bg E @ 
for any matrix g E {x, y, z, w} and the vector b = (00, 1, - 1, 1) or 
(1, 1, 1, we), where x, y, z, w are the matrices in 2.8. Therefore we have 
c + cg E @ for any g E W and any c E Y. Using this fact, we may easily verify 
that the matrix g(i, j) satisfies the conditions in Lemma 3.11 for any g E W 
(cf. 2.9). Thus W, < S. 
PROPOSITION 3.14. The subgroup P2 is a split extension of K2 by (a, z), 
and K,= W,A,r> W,. Furthermore lPzl =2’4.33.5 and P2/K2zAA5xS3. 
Proof: It suffices to determine the structure of K,. We set 
L, = { g E K2 ( g induces the identity on r,>, 
M, = {g E L, 1 g induces the identity on r,}. 
Since (2f, h4) is isometric to (r,, h,,) for any i = 1, 2, 3, the groups K2/L,, 
L,/M, and Mz are isomorphic to subgroups of C = Aut(T, h4). 
Suppose g = g’ @g2 @g3 is an element in K2. By Lemma 3.11 the matrix 
g3 preserves @. Thus K2/L2 is isomorphic to a subgroup of Q, = WA. Since 
K, contains (g( 1, 3), ci ) g E W, a E A), we have K,/L, z Q,. Furthermore 
we have K2 = W,A,. 
Next suppose g = g’ @ g* 0 I is an element in L2. Then by Lemma 3.11 
we have x + xg* E 2r for any x E @, and so L,/M2 is isomorphic to a sub- 
group of W. Since (g(l,2) ( ge W) is contained in L?, we have 
L,/M, GE W. 
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Finally suppose g = g’ 0 Z@ Z is an element in M,. Then by Lemma 3.11 
we have x+xg2E2Z, y+yg’E@ and y+y+yg’EY for all XE@ and all 
y E Y, and so y + yg’ E @ n Y = 2Z. Since Z is generated by @ and Y, this 
implies that g’ induces the identity on r. Thus M, is of order at most 2 by 
Lemma 2.7. Then we have M, = (sr ). 
Hence we have IP21=IS~I.lQ,l.Iwl.2=2’“.3’.5. 
Next we will determine the structure of PI/K,. Since the subgroup 
P, n P, = W,(A, x (a)) induces on Z, the maximal parabolic subgroup 
Ql = WA of C, we have PI/K, z Q, or C (cf. 2.10). 
Notation 3.15. We set: 
.Y= 
where t is the 4 x 4 matrix in Remark 2.11. 
LEMMA 3.16. We have FE S, and so PI/K, r C. 
Proof. It is easily verified that s is an element in C interchanging @ and 
Y. We recall from 2.11 that (@) t = Z and (2f) t = @. Moreover we can 
check that xs + xt E @ for any x E @ and ys + y(2t) E 2f for any y E Y. Then 
it follows from the definition of A that the vectors (x; x; 0) s”= 
(xs; - xt; xt), (x; 0; x) s’= (xs; xt; xt) and (y; y; y) S = (ys; 0; y(2t)) are con- 
tained in ,4 for any x E @ and any y E Y. Hence S preserves A. Since 
SEP,-P,, the subgroup (P, n P2, S) induces the full automorphism 
group C on Z, . 
We conclude this section by defining an important element in S. 
Notation 3.17. Set F= (-xyz)(l, 3)-s”-’ .~~.(xyz)(l, 2) .SES, where 
x, y and z are the matrices in Notation 2.8. 
Then the following is verified by straightforward calculation. 
LEMMA 3.18. (a) The matrix R is of the shape 
R= 
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where k is the matrix in Notation 2.8, 
/l -1 0 o\ / 1 1 0 O\ 
(b) Seta=(x,x,y,O)andb=(x, -x,O,y)forx,y~R. Then wehave 
aq=a, bq=O; am=O, bm=b; 
an=b, bn=O; up = 0, bp = a. 
4. AXES AND CROSSES OF n 
In this section we define axes and crosses of /i and determine the struc- 
ture of P,, the stabilizer of the standard cross in S. 
PROPOSITION 4.1. We set a = (0, 0, 13, 0) s1 E A(2) (for sl, see 3.3), and 
B = {b E A(2) 1 h(b, a) = 40}. Then we have I BI = 891 and the stabilizer S, of 
the vector a is transitive on the set B. 
Proof: Let b be a vector in n(2). Then we have b E B if and only if b’ is 
of the shape (x, y, -2, z). By 3.8(a) we have B’ s r(2) u 2r( 1). Then, 
using Tables I and II, we have B’ = 2Xu Y, where X and Y are the follow- 
ing subsets of r( 1) and r(2), respectively. 
x= (-(0, w, l,O), (u,O, -1, -w), (0, u, -1, w)) v, WE V}, 
Y= {(u, w, -2,O), -(u,O, 2, -w), -(O, u, 2, w) IO, WE V}. 
For each vector y E Y we set B, = {b E B 1 b1 = y}. Then B is the disjoint 
union of the 27 subsets By (y E Y) and the set Xs, consisting of 27 vectors. 
Now let M be the subgroup of C, defined in the proof of 
Proposition 2.14. Then M fixes the vector (0, 0, 0,O) and acts transitively 
on the set X and Y. Since P, induces the full automorphism group C on 
ri, then the stabilizer (P,), is transitive on the set {B, I y E Y} and the set 
xs,. 
Take z=(l, 1, -~,O)E Y, a vector in @. Then we have B;= {(z;z’;O), 
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(z; 0; z’) 1 z’ E @ n r(2), Z =?5} by Lemma 3.7. Thus we have lBzI = 
16 x 2 = 32 by Lemma 2.3(c), and so IBI = (XI + 27 (B,I = 27 x 33 = 891. 
Since (g( 1,2), g(1, 3), (T I gE W) is transitive on B, by Lemma 2.12(c), 
the group (PI), is transitive on the sets Xs, and uVc ,, B,. Now take the 
element frT . K . f~‘, where it is the element in Notation 3.17. By Lem- 
ma 3.18(b) this element fixes the vector c1 and transforms ( 1, 0, - 1, - 1) s, 
into (1, 1, -2,0; 1, - 1, 0, -2; 0). Thus S, is transitive on B. 
PROPOSITION 4.2. The group S is transitive on the set A(2), and 
In(2)1= 196,560. 
(Of course, the latter fact follows from our definition of complex Leech 
lattices and the property of a Leech lattice.) 
Proof: Set Ci= ( XE~(~)IX’E~(~)} for i=l,2,3, and C;,,,= 
{XECi 1 x’=b} f or a vector b E f(2). By 3.8(c) the set /1(2) is the disjoint 
union of the sets r(l) si and {C, I i= 1, 2, 3). We note that for any 
1~ i, j d 3 and b, c E r(2) the set Ci,b n C,,,. is not empty if and only if 
i#j, b, CE @, and b= C. In particular if CL,h n C,,, # @ then we have 
Ci,bn C,,,.= {bm,+cmi} (for mi, see 3.1). 
Since P, induces C on r,, the group P, is transitive on r( 1) s, and 
{Cl,, ( b E r(2)). For the vector z = (1, 1, -2,0) E: r(2) we have shown in 
the proof of Proposition 4.1 that C,,, = Bz is of cardinality 32 and a sub- 
group of P, is transitive on C,,z. Thus P, is transitive on r(l) s, and C,. 
Since P, transforms some vectors in r(l) s2 into those in Cz, the 
subgroup (P,, r) is transitive on the set A(2). Moreover we 
have In(2)l = 3 I r(l)1 + lU?=, UbEr,Zl Ci,J = 3.240+ Ir(2)l .3.IC,,;( - 
3. IUcb, c) (C,,, n Cz,()l, where an ordered pair (b, c) ranges over the set 
{(b, c) I b, ce@nn(2), b=F}. 
Thus we have l/1(2)1=3.240+3.32.2160-3.240.16=196,560 (cf. 
Tables I-III and 2.11). 
4.3. Definitions and Notation 
An R-submodule A of n is called an axis of n if (A, h,,) is isometric to 
(2ZZ, h4), where n denotes the axis {(x, x, y, 0) ) x, y E R, x - y E OR} of lY 
Let A and B be axes of /i. We say that A is equivalent to B if there exist 
vectors aE A n /1(4) and b E Bn n(4) equivalent to each other (i.e., 
a - b E 2A). Each equivalence class of axes of /i is called a cross of/i. 
We denote by d and V the set of all axes and all crosses of A, respec- 
tively. 
PROPOSITION 4.4. The group S is transitive on the sets & and $I?. 
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Proof Let A be any axis of A. Since Z7 is generated by ( 1, 1, 1,0) and 
(0, 0, 8,O) (cf. Remark before 2.13), there exist vectors a, b E A n /1(2) with 
h12(a, b) = 48. Thus Propositions 4.1 and 4.2 yield the transitivity of S on 
&‘. Hence S is also transitive on %‘. 
COROLLARY 4.5. For an R-submodule A of A, A is an axis of A if and 
only if there exist vectors a, bE A n A(2) such that h(a, b) =48 and a, b 
generate A. 
Now we will determine the structure of a cross of A. First we will prove 
that for any axis A of n the subset A n ,4(4) contains a mutually equivalent 
eight vectors. 
Suppose A.= (217) s is an axis of ,4, where s is an isometry from (217, h4) 
onto (A, h,,). Then we have A n /1(4) = (2(Z7n r(2))) s. We recall from the 
remark before 2.13 that I7n r(2) = I/E+, where E+ consists of eight 
mutually equivalent vectors in r. Now we can check that II n 2r= 217. 
Thus we have x- ye217 for any x, YE E+, and so (2x) s- (2~) SE 
(2(217)) s = 2((2Z7) s) = 2A 5 2/1 for any x, y E E+. Thus (2E+) s is the sub- 
set of A n ,4(4) consisting of eight mutually equivalent (in A) vectors, and 
the assertion is proved. 
Next note that each equivalence class in n(4) consists of 48 vectors by 
Lemma 1.2. Thus by the above assertion there are at most six axes in each 
cross. 
On the other hand, the following six axes Z7,, . . . . l7s are equivalent to 
each other 
nz;-, = hi, z7Zi = nisi for i= 1, 2, 3, 
{ IZ, Z7’} is the standard cross of IY 
where 
Hence Proposition 4.4 yields the following result, since 17, and ZZj are 
orthogonal to each other for any 1 6 i#j< 6. 
LEMMA 4.6. Each cross of A consists of six mutually orthogonal axes. 
4.7. Definitions and Notation 
We call the above cross (l7,I j= 1, . . . . 6) the standard cross of A. We 
denote by P, the stabilizer of the standard cross in S: 
P,={~ESI {IT,gli=l,..., 6}={17,(i=l,..., 6)). 
We also denote by K, the kernel of the action of P, on the six axes: 
K, = {g E S 1 17, g = Z7,, for all i = 1, . . . . 6). Thus P,/K, is isomorphic to a 
subgroup of S,, the symmetric group of degree 6. 
481.1,2’,-1s 
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We will determine the structure of the subgroup P,. First we note the 
following, where K, denotes the subgroup of P2 defined in 3.10. 
LEMMA 4.8. We have P, n K, = {g E P, 1 {IZZi-, g, nZig} = 
{Z72i-l, ZI12;}for afl i= 1,2, 3.). 
Proof: Suppose g = ( gq) ,GrjG3~P3 fixes all the pairs {Z7,,P,,n,j}. 
Then we have xg” = 0 for any x E nv 17’ and any 16 i # j < 3. Since 
I7 u I7’ contains a C-basis of C4, we have gV = 0 for any 1 d i # j < 3. Thus 
g E P, n K,. The converse inclusion is clear. 
In the next two lemmas, the permutation of { ni 1 i = 1, . . . . 6) induced by 
an element g E P, is denoted by the corresponding permutation of indices 
{i= 1, . . . . 6). 
LEMMA 4.9. We have K, n W, = ( y(i, j), z( i, j), xw( i, j), E, 1 1 d i < 
j63) and K,=((K,n W,)x (oI)).(a~,R)~Z,.24.24.A4. 
Proof: Since the elements y, z fix the axes 17 and 17’, and x, w 
interchange Ar and l7’, the subgroup 
(y(i,j), 4&j), xw(i,j), &1 I 1 <i<j63) 
of index 4 in W, fixes all ZZj (j = 1, . . . . 6). Moreover the elements x( 1,2) 
and x(1, 3) induce the permutation (12)(34) and (12)(56), respectively. 
Thus the former of the assertions follows. 
Since the elements d, e and h fix both 17 and 17’, we have (& I?, fi) d K,. 
Now K, is a subgroup of K, = W, A, by Lemma 4.8, and the subgroup 
K, W, x (wZ)/ W, contains the maximal subgroup (2, C, fi, wl) . 
W,/W,( z A, x 2,) of the group K2/ W, (z A, x Z,). Suppose 
K, W, (wl) = K,. Then the element f’ of order 5 fixes all Z7; (i = 1, . . . . 6). 
Thus p’ fixes both 17 and l7’, which contradicts Lemma 2.16. Hence 
K, Q W,(d, z, h, ol), and the latter of the assertion follows. * 
PROPOSITION 4.10. The group P,/K, is isomorphic to A,, the alternating 
group of degree 6. We also have (P,I = 214. 34 .5. 
Proof. Since x(1, 2), x(1, 3), IJ and t induce the permutations (12)(34), 
(12)(56), (35)(46) and (135)(246), respectively, the group P,/K, contains a 
subgroup isomorphic to S, which is maximal in the even permutation 
group on six indices. Now the element E in Notation 3.17 induces the per- 
mutation (465) by Lemma 3.18(b). Thus P,/K, contains the even per- 
mutation group Ag. Suppose PJK, E Se. Then there exists an element 
g E P, inducing (12). We may assume that g is a 2-element. By Lemma 4.8 
we have ge P, n K,. We set D= (oZ, 2, C, h). Since W,D is of index 5 in 
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K,=W,A,(cf.3.14),wehaveg~W,D.Theng~W,DnP,=(W,nP,)D 
and D acts trivially on {n,, . . . . IZ,} by 4.9. Since an element in W stabilizes 
{II, II’>, the elements in W, induce permutations of type l6 or 22 on 
{ZI,, . . . . ZZ,}. Thus W,D n P, = W,D (gg) induce even permutations. This 
contradiction shows that P,/K, z A,. Then 1 P,I = IK31 IAs] = 214. 34. 5 by 
Lemma 4.9. 
Now we may determine the structure of the group K,, and so P,. 
PROPOSITION 4.11. The group K, coincides with the group 
(g(2, 3),g2,c I ge W). We also have (P,I =214.3’.5. 
ProoJ: Suppose g is an element in K,. Since g fixes the axes IZs, = Z7, 
and n’s, = IZ,, the element g fixes their equivalence class, and so fixes the 
standard cross. Thus g is an element in P, with g” = I. Then it is easy to 
verify that ge (g(2, 3) Ed, 0 ( gE W). Since P,/K, z C, we have IP,l = 
IK,I ICI =2’4.35.5. 
Finally we will determine the order of the group S. 
PROPOSITION 4.12. The group S is of order 2’4.38.52.7.11. 13. 
Proof: We set a=(O,O,fJ,O)s,, 6=(1,1,1,O)s, and T=Sosb, the 
stabilizer of the vectors a and b. By Propositions 4.1 and 4.2, we have 
~SI=~~(2)~.891.~T~=24.37.5.7.11.13.1TI. Thus it suffices to deter- 
mine the order of T. 
Since the vectors a and b generate the axis ZZ,, the group T stabilizes the 
standard cross. Let M be the stabilizer of Z7, in P,. Then T is the kernel of 
the action of M on the the axis II,. We note that M/K, r A, and the group 
X = (x(2, 3), (T, z) is of index 5 in M. Since 17, n /1(2) consists of 24 vec- 
tors and is divided into four cosets modulo U, any element of order 5 in M 
fixes all vectors in 17,. Thus I TI = 5 I T n XI. 
We will determine Tn X. Since C & P, and K, 5 T, the group 
Tn X/K, n X corresponds to a subgroup C ( E PI/K,) fixing the standard 
cross {ZZ, IZ’} of T(cf. 2.13). Furthermore this group fixes every vector in 
Il. Since Z7’ n I-( 1) are divided into four cosets modulo U (cf. Remark 
before 2.13) and (TnX)n(-wZ)=Z, the group TnX/K,nX is 
isomorphic to a subgroup of S,. Since we can easily check that K, n X = 
(~~,x(2,3),aIx~W),wehave ITnXId2’.2’.3.Ontheotherhand,we 
can easily check that the following group of order 2’. 2’. 3 is contained in 
TnX: the product of (a2,yz(1, 2),g(2,3) I ge W) and ((-y)(l, 2) .a, 
(-xw)(1,2)=&a,~~‘@-ol)). Thus ITnXI=2”.3, and so ITI= 
2’O. 3 .5. 
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5. POINTS AND LINES OF /i 
In this section we define points and lines of A, and prove the transi- 
tivities of the group S on the set of all points and all lines. 
DEFINITION 5.1. An R-submodule X of n is called a point of /1, if 
(X, h,J is isometric to (2r, h4). A set of three points {Xi 1 i= 1, 2, 3) is 
called a line of n if Xi is orthogonal to Xj for any 1 6 i #j d 3. 
We denote by S and 9 the set of all points and lines of /1, respectively. 
PROPOSITION 5.2. Suppose A and B are distinct axes of A equivalent o 
each other. Then there exists a unique point of A containing A and B. 
Proof: Since S is transitive on the set of all crosses and P, induces A, 
on the standard cross, we may assume that A = ZZ, and B = l7,. Then I-, is 
a point of n containing A and B. 
Suppose X is a point of /i containing Z7, and II,, and p is an isometry 
from (X, h,,) onto (2r, h4). Since A is orthogonal to B, the set 
{2-‘(Ap), 2-‘(BP)} is a cross of r by Lemma2.15. We set 
a = (0,8,0,0) s1 E A. Then by Lemma 2.17 there exist vectors b E B n A(4) 
and c~Xnn(2) which satisfy the following conditions; h,,(a, c) = 
h,,(b, c) = 12, and X is generated by A, B and c. 
We set c’ = (x, y, z, w). Since h,,(a, c) = 2h,((0, 8, 0, 0), c’) = 
28(X+y)=12, we have x+y=28. Suppose c’~r(l)ur(2). Then it 
follows from Tables I and II that c’ = (0, 0, 0, 0). But this implies that 
h,,(b, c) = h,(b’, c’) = 0, since 6’ E 2ZZ’ and cl E 17. This contradiction 
shows that c1 E 2r, and so c E rl by 3.8(b). Hence the point X which is 
generated by A, B and c coincides with r,. 
COROLLARY 5.3. The group S is transitive on the set 9. 
Proof Let X be any point of ,4 and p be an isometry from (2r, h4) 
onto (X, h12). Suppose {A, B} is a cross of r. Then (2A) p and (2B) p are 
equivalent axes of A, and X is the unique point containing both of them. 
Since S induces A, on the standard cros, it follows from Proposition 4.4 
that S is transitive on the set of all pairs of equivalent axes. Hence the 
desired transitivity follows. 
LEMMA 5.4. The group P, is transitive on the set {x E A(2) 1 x1 = O}. 
Proof. We set H={xE~(~)[ x1=0} and H(c)={x~H(x*=c} for 
any c E @ n r(2). Then it follows from Lemma 3.7 that the set H is the dis- 
joint union of the sets H n T2, H n r3 and H(c), where c ranges over the 
set @n r(2). By Lemma 2.12(c) the group (g(1, 3) 1 gE W) is transitive 
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on the set H(c) for each c E @ n r(2). Thus P, n P, is transitive on the set 
u rsanr(2) H(c). Moreover P, n P2 is transitive on the set Hn r, and 
Hn rj by Lemma 2.12(a). Now recall from the proof of Lemma 3.16 that 
the group P, contains the element s’ fusing these subsets of H. Thus the 
assertion follows. 
LEMMA 5.5. For any v E V, we set 
A,={(-vx,O,y,x)Ix,yER,x-y&m}. 
Then any axis of A orthogonal to r, is conjugate to (ZZ) s2 or (A,) s2 for 
some v E V by the action of P,. 
Proof We use the notation in Lemma 5.4. Furthermore we set: 
b = (0, 0, 8,O) s2 E H, 
K= {XEH 1 h(x, b)=48}, 
c,= -(v,u, l,O)S,Ez-,, 
d,=(v,O, -1, -l)S,ETz, 
e,=(u, v, -2,O)Er(2), for vE V. 
Let A be an axis of /i orthogonal to r,. By the above lemma we may 
assume that b E A. Note that (n) s2 is generated by b and c, for any u E V 
and (A,) s2 is generated by b and d,. We will prove that any vector in K is 
conjugate to c, or d, for some v E V by the action of (P,)h. Then, using 
Corollary 4.5, the lemma follows. 
The set K is the disjoint union of the set Kn r2 and the sets H(c), where 
c ranges over the set of vectors in @ n r(2) of the shape (x, y, - 2,~). It 
follows from Table III that this subset of @n r(2) coincides with the set 
{e, ( v E vV). 
Now it follows from Table I that K n Tz coincides with the set 
{-(v,%Lo)s*,(v,o, -1, -w)s*,(O,v, -LWb,IV,W~V}. 
Since 
(x,y,z,w)s,.~=(o;x+y,x+y,22,o;x-y, -x+y,O,2w), 
we have bl?=b andglEU uE,,H(e,)foranyg~(KnTz)-{c,~v~V}. For 
each VE V, any vector in H(e,) is conjugate to the vector (0; e,; e,) by the 
action of (g( 1, 3) 1 gE W), using 2.12(c). Since d, = (0; e,; e,) k by 
(3.17)(b), we have proved the assertion. 
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PROPOSITION 5.6. The group P, is transitive on the set of all points of A 
orthogonal to rI, 
Proof Let X be a point of A orthogonal to r, and p be an isometry 
from (2r, h4) onto (X, h,2). Set A = (2Z7) p and B= (2Z7’) p. Then A and B 
are equivalent axes contained in X. By Lemma 5.5 we may assume that 
A = (Z7) s2 or (A,) s2 for some v E V. 
First consider the case in which A = (n) s2. Then B is contained in the 
standard cross. Since P, induces A, on the standard cross, there exists an 
element g E P, n P, such that Ag = A and Bg = (Z7’) s2. Then Xg = Tr by 
Proposition 5.2. 
Next consider the case in which A = (A,) s2 for some v E V. We use the 
notation in Lemmas 5.4 and 5.5. Furthermore we set 
L, = {x E H 1 h(x, b) = h(x, d,.) = 0}, 
the set of vectors in H orthogonal to A. It follows from Table III that there 
is no vector in CD n r(2) orthogonal to b and d,. Then the set L, is con- 
tained in r2 u r3, since H is the disjoint union of H n r2, H n rj and H(c) 
(cEGnr(2)). Thus we have either BnA(2)srr, or BnA(2)gr3, since 
B is orthogonal to A and any two vectors in B n A(2) are not orthogonal. 
(Recall the discussion before 2.13.) 
Suppose Bn A(2)s r3. Since Bn A(2) generates B (cf. remark before 
2.13), we have Bs Ts. Since A is equivalent to B, then there exist vectors 
a’ E A n A(4) and b’ E B n A(4) with a’ + b’ E 2A. We may write a’ = as, and 
6’ = bs, for some a E A, n r(2) and b E r(2). Since a’ + b’ = 2(0; a; b) E 2A, 
we have (0; a; b) E A, and so a = 0 + a E @ by the definition of ,4. However, 
it follows from Table III that there is no vector in A,. n @ n r(2). This con- 
tradiction shows that B n A(2) 5 r2, then by generating as before we have 
B s r2 and so X= r2 by Proposition 5.2. 
Since the group S is transitive on the set 9 and rx is uniquely deter- 
mined by r, and r2 as the R-submodule of A orthogonal to r, and r2, we 
have the following corollaries. 
COROLLARY 5.7. For any mutually orthogonal points X and Y of A, there 
exists a unique point Z of A such that {X, Y, Z} is a line of A. 
COROLLARY 5.8. The group S is transitive on the set 9’. 
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6. THE GAB ASSOCIATED WITH S 
In this section we will define a relation Z on the set Y = P? u 9 u $7, and 
prove that the geometry (9, I) belongs to the diagram 
0 0 
in the sense of Buekenhout [2]. 
6.1. Definitions and Notation 
A geometry which we consider here is a pair ((A,, . . . . d,), I) of an 
ordered n-tuple (d,, . . . . d,) of r sets A,, . . . . A, and a symmetric and reflexive 
relation Z on the disjoint union A = A, u ... u A, such that for each 
i= 1 , . . . . r and x, y E A;, xZy implies x = y. 
We will often denote ((A,, . . . . A,), I) simply by (A, I), where 
A = A, u ... A,. The number Y is called a rank of the geometry (A, I). A 
j7ag of (A, I) is a subset F of A such that xly for any x, y E F. 
For any element XE A, and each set A,, we set 
A,(x)= {YEA, I xZY}, 
A(x) = u A,(x) - {x}. 
r= I 
The geometry ((A,(x), . . . . Ai- ,(x), A,+r(x), . . . . A,(x)), I) (or simply 
(A(x), I)) is called a residue of x, where the restriction of Z on the set A(x) 
is also denoted by I. 
Two geometries ((A,, . . . . d,), I) and ((A’, , . . . . d:), I’) of rank r are said to 
be isomorphic to each other, if there exists a bijection pi from Ai onto A; for 
each i = 1, . . . . r such that xpiZyp, if and ony if xZy for any x E Ai and y E Aj. 
DEFINITION 6.2. We set: 
9, = 9 = the set of all points of A, 
92 = 9’ = the set of all lines of II, 
$ = %? = the set of all crosses of/i, 
We define a relation Z on Y as follows. 
For each i = 1,2,3 and any elements x, y E c$, we have xZy if and only if 
x=y. 
Forapointp=XE~,andalineI={X,,X,,X,}E~~,wehavepZfifand 
only if X= Xi for some i= 1,2, 3. 
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For a pointp=XEgI and a cross c={A,,...,A,}E%~, we haveplc if 
and only ifA,,A,gXfor some l<i#j<3. 
Foraline1={X,,X,,X,}~~~andacrossc={A,,...,A,}~~~,wehave 
IZc if and only if A,,A,sX,, A,,A,sX, and A,,A,sX,, after suitable 
changing of the indecies. 
Then we have a geometry (9, Z) of rank 3. 
The group S preserves the relation I. Since S is transitive on the sets 9, 
9 and V by Corollaries 5.3 and 5.8 and Proposition 4.4, respectively, the 
structure of the residue of an element x E 9 depends only on the index i 
with XE 4. Moreover we have 19,1 = IS: PiI for each i= 1,2, 3. Then by 
Propositions4.12, 4.11, 3.11 and 4.10 we have IYI[=33.5.7.11.13, 
1%z,1=35.5.7.11.13 and 1$!&;1=34.5.7.11.13. 
LEMMA 6.3. For each index ie { 1,2,3} and any element x E y, the 
stabilizer S, is transitive on the sets g(x) and 9&(x), where 
{i,j, k} = (1, 2,3}. 
Proof. We set p=f,,Z= {Z,, Zz,Z3} and c= {ZZ ,,..., ZZ,}, the stan- 
dard cross of A. 
First suppose {Z, , X,, A’,} is a line in C!ZZ(p). Then we have X, g = f 2 for 
some g E P, by Proposition 5.6. Since Z3 = {x E A I h(x, y) = 0 for any 
y~Z,ur,}, we also have X,g=Z, by 5.7. Thus (Z1,X,,X3}g=I; that 
is, P, is transitive on the set y(p). 
Next suppose {A 1, . . . . A6} is a cross in y(p) with Al,AZsZ,. We note 
that S is transitive on the set of all pairs of equivalent axes, since S is 
transitive on % and the stabilizer P, of the cross c induces A, on the six 
axes defining c. By Proposition 5.2, this implies that P, is transitive on the 
set of all pairs of equivalent axes contained in Z,. Thus {A,, A,} g = 
{T,, r,} for some gEPl, and so {Al,..., A,}g=c, since c is the 
equivalence class containing Zl and Z2. Hence P, is transitive on 9J3(p). 
Now suppose {X,, X,, X, > is a line in 9*(c). Then there exists a par- 
tition {{i,, j,}, (i2, j,}, {i3, j3}} of { 1, . . . . 6) such that ZZ,,, ZZ,s X, for 
any k = 1,2, 3. Since P, induces A, on {ZZ,, .. . . ZZ,}, P, is transitive on the 
set of all partitions of type 23 of { 1, . . . . 6). Thus we have {X, , X,, X3} g = 1 
for some g E P, by Proposition 5.2. Hence P, is transitive on 9*(c). 
Since S is transitive on gI, S is transitive on the set {(x, y) I x E gI, 
y E ?&, xly } by the first paragraph above. Thus S, is transitive on ‘$(x) for 
any x E $, and S, is transitive on 4(y) for any y E $. Similarly the 
remaining assertions follow. 
By the above lemma, any flag of (9, I) is conjugate to a subset of the 
maximal flag {p, 1, c} by the action of S, where p = rl, I= (r,, r2, r,} 
and c = the standard cross of A. Thus we have the following corollary. 
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COROLLARY 6.4. The group S is transitive on the set of all maximaljlags 
of (3, 0 
By Propositions 3.11, 4.10 and 4.11 we have P,nP,= W,(A,x (o)), 
P,nP,=~,<x(L2),x(L 3),o,z) and p3 n PI = K,(x(l, 2), x(1,3), 
0, E). In particular IP,c~P,l=2~~.3~.5, IP2nP,/=2’4.33 and 
1 P, n P, 1 = 214. 33. Then the previous lemma yields the following. 
LEMMA 6.5. (a) For any point pE9, we have IY(P)I = 
IP, : P, n P,I = 27 and j%3(p)I = IP, : P, n P,I = 45. 
(b) For any line 1~9~ we have l%,(l)1 = IP,: P,n P,I =3 and lY3(l)l = 
IP,: P,nP,I =5. 
(c) For any cross CELL we have 19YI(c)l = IP,: P,nP,I = 15 and 
132(c)l = JP,: P, n P,I = 15. 
Furthermore, using Lemma 6.3, we may rewrite the geometry (9, I) into 
the form of a group geometry in a standard manner. 
PROPOSITION 6.6. Set Lf= Pi\S, the set of all right cosets of Pi for each 
i=l,2,3andY=IJj=,~.Dejinearelation*on~by Pix*Piyifand 
only if Pix n Pi y # 0. Then the geometry (9, *) is isomorphic to (8, I). 
Proof Wesetv,=Z,~9,,~~={Z~,f~,Z3}~~~andv,=thestandard 
cross E g3. Since S is transitive on $, we have 3, = {vi g I g E S} for each 
i= 1, 2, 3. 
Let clj be a map from 3 into Y: for each i = 1,2, 3 defined by 
(v,g) tlj= Pig. Since Pi is the stabilizer of vi in S, the map cl; is a bijection 
for each i= 1, 2, 3. 
Suppose vi gZvjh. Then vigh-‘k = vi for some k E P, by Lemma 6.3. Thus 
x=gh-IkEPi, and so PignPjh=Pixk-‘hnPjh=(PinPj)k-‘h#@. 
Conversely suppose Pig n P, h 3 x = yg = zh (y E Pi, z E P,). Since v,Iv,, we 
have vi ygh ~ ’ Ivjz, and so vi gZvjh. 
Hence the maps oli (i= 1,2, 3) give an isomorphism between 
CC%, g2, %%;),Z) and ((8, Y;, Y;), *I. 
6.7. Definitions and Notation 
A geometry ((A,, A,), .Z) of rank 2 is called a generalized quadrangle of 
order (s, t) if the following three axioms are satisfied: 
(i) For any distinct elements x, x’ E A,, we have 
Ik4l~JyIl=l+t (t2 11, 
({y~A~(xJyandx’.Zy}I<l. 
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(ii) For any distinct elements x, x’ E A,, we have 
l(~~AJxJ~)l=l+s (s b 11, 
l{y~A, 1xJandx’Jy)Idl. 
(iii) For XE A, and y E A, with x4 y, there exists a unique pair 
(x’, y’) E A, x A, for which xJy’Jx’Jy. 
If ((A,, A,), J) is a generalized quadrangle of order (s, t), then the 
geometry ( (A2, A,), J) is a generalized quadrangle of order (I, s). This 
geometry is called the dual of ((A,, A2), J). 
We give here two examples of generalized quadrangles. 
First we set 
!2= { 1 . ..6}. 
Q,= {A I ASQ, IAl =2}, 
{A,,A,,A,} IA,EQ,, (j A,=S2 . 
i=l 
We define a relation J on Q, u Q, as follows: For x, y E Q,, or x, y E Q,, 
we have xJy if and only if x = y. For x = A E Q, and 
Y = MT A,, &) EQ,, we have xJy if and only if A = Ai for some 
i= 1, 2, 3. 
Then the geometry ((Q,, QL), J) is a generalized quadrangle of order 
(2,2) with IO,1 = IsZ,I = 15. Any geometry isomorphic to this geometry is 
called a Sp(4,2)-generalized quadrangle. 
Next we denote by U, and U, the set of all one-dimensional and two- 
dimensional totally isotropic subspaces of the four-dimensional unitary - - 
space (r, h) over F,, respectively. We define a relation K on U, u U, as 
follows: For x, y E U, u U,, we have xKy if and only if x~y or x2 y as 
subsets of i? 
Then the geometry ((UP, U,), K) is a generalized quadrangle of order 
(4, 2) with I U,I = 45 and IU,l = 27. Any geometry isomorphic to this 
geometry is called a U(4, 2)-generalized quadrangle. 
Now we will state the main result of this paper. 
THEOREM 6.8. The geometry (9, I) satisfies the following properties 
(a), (b) and (c). In particular (3, I) belongs to the diagram 
0 r) 
in the sense of Buekenhout [2]. 
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(a) For any point p E gI, the residue ((9~(p), y(p)), I) is the dual of a 
U(4, 2)-generalized quadrangle. 
(b) For any line 1 E 9?*, the residue ( (gI(l), 9Y3( I)), I) is the generalized 
digon: that is, we have plc for any p E 5$(l) and any c E 9;(l). 
(c) For any cross CE’&, the residue ((g,(c), $(c)), I) is a Sp(4, 2)- 
generalized quadrangle. 
Proof We use the notation in 6.7. 
Property (b) is immediately obtained by the definition of the relation I. 
We will prove property (c). We may assume that c = {ZZ,, .. . . ZZ,}, the 
standard cross of /i. Let a be a map from 9,(c) into Qp defined by 
Xcc = { i,j} ~52, for a point XE$(C) with ZZ,, ZZ,gX. Moreover let /I be a 
map from 9*(c) into Q, defined by {X,, X,, X,} /zI= { {iI,j,}, {i2,j2), 
{ij,j,)} for a line {X,, X,,X,}E~&(C) such that ZZik, ZZjk~Xk for each 
k = 1, 2, 3. Then it follows from Proposition 5.2 and Lemma 6.5(c) that the 
maps CI and /I are bijections. Moreover we have pZ1 if and only if pcrJlb for 
any p E 9,(c) and 1 E y(c), by the definition of Z and Proposition 5.2. Hence 
the residue ((g,(c), y(c)), I) is isomorphic to ((Q,, Q,), J). 
Finally we will prove that the geometry (9, I) has property (a). We may 
assume that p = Zl. We first define a map a from ~9~(p) into U, as follows: 
For a line I= { f 1, X,, X,} E C!&(p), 10~ =8, where 0 is an R-submodule of 
f containing 2Z for which ((Z, + X,) n 2A)p’ = 20. Note that 
{T,,~2,~3}=~~UL,since(f,+T,)n2/1={2(x;y;O)~x,y~ab,~=~}. 
Then it follows from Proposition 5.6 that for any line 1~ $(p) such an 
R-module 0 exists and 0 E U,. Since P, induces C on Z,, the map c1 is sur- 
jective. Then CI is bijective by Lemma 6.5(a). 
Next we define a map /I from ?~?~(p) into Up as follows: For a cross 
c = {A, ) . ..) A6}~%;(p) with A,, A,E~,, cB = D, where D is a subset of 
Z(2) such that (A, uA,)nA(4)= Ds,. Note that {ZZ,, .. . . ZZ,} B= 
(ZZuZZ’)nQ2)=(6, ~,O,O)EU~, since ZZ,=ZZs, and ZZ,=ZZ’s,. Then it 
follows from Lemma 6.3 that for any cross c E $(p) such a subset D of 
Z(2) exists and DE U,. Since P, induces C on Zl, the map /? is surjective, 
and so bijective by Lemma 6.5(a). 
Suppose llc for a line I= { ZI, X,, X,} E y(p) and a cross 
c = {A, , . . . . A6} EC!&(P). We may assume that A,, A,zr, and A,, A,&X,. 
Since A,, A, and A, are mutually equivalent axes, for any vector 
XE (A, u A,) n n(4) there exists a vector YE A, n/1(4) such that 
x + y E 2/1 n (r, + X,). Note that y’ = 0, since X, is orthogonal to r,. Thus 
we have (x+y)p’=x’. Hence ((A,uA,)nA(4))p1~((r,+X,)n2A)p’, 
and so c/?EZE. 
On the other hand, property (b) and Lemma 6.5(b) imply that 
I{cE$(p) I cZl)l= I{cEC!& I cZl}l=5 for any line ZE$(R). Since any 
element in U, contains exactly five elements in U,, it follows from the 
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above paragraph that we have 1Ic if and only if c/I E lcr for any 1~ g(p) and 
c~$(p). Hence the residue ((FZz(p), 9&(p)), I) is isomorphic to 
((U,, UP), a 
7. QUADRANGLES AND THE INTERSECTION PROPERTY 
7.1. Definition and Notation. 
Two distinct points p and q are called to be collinear if there exists a line 
1 with pZ1 and qZ1. If p and q are collinear, there exists a unique line 1 with 
this property by Corollary 5.7. We denote this line 1 by pq. 
LEMMA 7.2. Suppose p and q are collinear points. 
(i) The following conditions are equivalent to each other: 
(a) p and q are collinear. 
(b) p is orthogonal to q as R-submodules of (A, h). 
(c) There exist equivalent axes A, B such that A c p and B c q. 
(ii) If a cross c satisfies cIp and clq, then clpq. 
Proof Corollary 5.7 implies that (a) is equivalent to (b). Suppose (a) 
holds. Then we may take p = r, and q = r, by Proposition 5.6. Then (c) 
holds for A = ZZsi and B = Z~S,. Conversely suppose (c) holds. Let c be a 
cross containing A. Then c contains axes A’ (#A) and B’ (# B) with 
A’ cp and B’ c q. In particular we have pZc and qZc. Set {C, C’ } = 
c - {A, A’, B, B’} and let r be the point determined by C and C’ 
(Proposition 5.2). Then pq = {p, q, r } by 5.2 and 5.7, and so pqZc. Thus (a) 
holds. The above argument also proves (ii). 
DEFINITION 7.3. An n-gon in (9, I) is a geometry ((A,, d,), I) which 
consists of an n points subset d, = { pl, . . . . pn > of $ and an n lines subset 
A,= {I,, . . . . I,} for which piZliZpi+, for any i= 1, . . . . n, considering the 
indices modulo n. A 3-gon is called a triangle, and 4-gon is called a 
quadrangle. 
LEMMA 7.4. There is no triangle in (‘3, I). 
Proof: Suppose ((A,, A,), I) is a triangle and A, = {p, q, r}. Then any 
two of {p, q, r} are orthogonal to each other by Lemma 7.2(i). Thus 
pq = qr = rp = (p, q, r}, which is a contradiction. 
We note that there exists a quadrangle in (9, I), because a generalized 
quadrangle (($(c), 4(c)), I) mvolves quadrangles for a cross c. 
GAB’s OF THE SUZUKI SPORADIC SIMPLE GROUP 235 
LEMMA 7.5. Set p = rl, 1= {r,, r,, r,} and m = Ii, where S is the 
matrix in Notation 3.12. Then there is no quadrangle ((A,, A*), I) with p E A, 
and 1, m E A,. Furthermore there is no cross c E 4 with cl1 and elm. 
Proof We may easily verify that m = {r,, q, r}, where q = 
{(O;x; -x) 1 XE@ and r= {(O;x;x) 1 XE@}. Suppose there exists a 
quadrangle ((A,,A,),Z) withpEA, and l,m~A,. Set A,n~l(l)={p,p,}, 
A,n~~(m)={p,p,}andA,-{p,p,,p,}={p~}.Thenwehavep,=~,or 
r,, and p3 = q or r. Since ((A,, A,), I) is a quadrangle, p4 is collinear with 
p2 and pj. Thus p4 is orthogonal to both p2 and p3 by Lemma 7.2(i). Hence 
we have p4 =p, which is a contradiction. Thus such a quadrangle does not 
exist. 
Suppose there exists a cross c E $ with cl1 and elm. Then p is a point in 
gi(c), 1 and m are lines in $(c) with pll and plm. Since ((Yi(c), y(c)), I) is 
a Sp(4, 2)-generalized quadrangle, there exists a quadrangle containing p, I 
and m. This is a contradiction. 
LEMMA 7.6. If p is a point contained in the R-submodule {a E A 1 
a’E@,a2=0, a3E17} of A, then we havep=r,, q or r, where q= {aE/i 1 
a’,a3E17, a*=O} and r= {aE/i 1 a’EZ7’, a2=0, a3EZ7}. (Z7 and 17’ are 
R-submodules of r in 2.13.) In particular plc, where c denotes the standard 
cross. 
Proof: We note that q and r are points determined by the axes Z~S,, I7s, 
and by nls,, IZs,, respectively. In particular qlc and rlc, where c is the 
standard cross. Furthermore, any two points of {r, , q, r} are not collinear. 
Now suppose p # ri. Then there exist equivalent axes A, B of A which 
satisfy A, B c p and A ti r, by Proposition 5.2. We will prove that A c q 
or Acr. Let x,y be vectors in AnA(2) with h(x,y)=48. Since x,y 
generate A, we may take x3 # 0. Then we have x3 E Z7n r(2) and x1 E r(2) 
by (3.7). Since xi +x3 E 2r, we have x’ E (ZZu Z7’) n r(2). Suppose xi E 17. 
Then we have y’ and y3 are vectors in I7n r(2), since I7 is orthogonal to 
17’ and h(a,b)= +20 or +6 for a, bEl7nr(2). Thus we have Acq. 
Similarly, we have A c r if x1 E l7’. 
By the same argument as above paragraph, B is contained in ri, q or r. 
Suppose A c x and B c y for distinct points x, y of { ri, q, r}. Then x is 
collinear with y by Lemma 7.2(ii), which is a contradiction. Thus we have 
A, B c q or A, B c r. Hence the point p determined by A and B is equal to 
q or r by Proposition 5.2. 
PROPOSITION 7.7. For any quadrangle ((A 1, A*), I) in (9, I), there exists 
a unique cross c E 9Y3 such that clx for all x E A, u A,. 
Proof We set p = r1 and I= {r,, f 2, r,} E g2. Since P, induces 
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PSU(4,2) on ‘$(p), P, n P, has two orbits on y(p)- (I). For any line m 
in one orbit X, there exists a cross c with mZc and 1Zc. But any line n in the 
other orbit Y, there is no cross with this property. Lemma 7.5 implies that 
the line 1s” belongs to the orbit Y. On the other hand, for the matrix it of P, 
defined in Notation 3.17 the line lit belongs to the orbit X, since the 
standard cross c satisfies 1Zc and IkZc. 
Now let ((A r, A,), I) be a quadrangle. By Corollary 6.4, we may assume 
thatp=Z,EAr and led,. Let m be the unique line in A, such that 1 #m 
and plm. Lemma 7.5 implies that m belongs to the (P, n P,)-orbit X. Thus 
we may assume that m = lit. 
We may easily verify that m = (p, q, r}, where 
q={xEA ~X1=0,XW7,x’EZZ}, 
r= {XEA 1 x’=0,x2Ezz,x3E171). 
Set ~~(~)nA,={P,p2}, $(m)nAl={P,P3} and {P~)=A~-{P,P~,P~). 
Then p2 = Z2 or Z3, and p3 = q or r. In particular, for the standard cross c, 
we have p2, p3Zc. We will prove that p,Zc. We only treat the case p2 = T2 
and p3 = Y. For the other cases, the same argument holds. Since 
((A,, A*), I) is a quadrangle, p4 is collinear with p2 and p3. Hence p4 is 
orthogonal to both Z2 and r by Lemma 7.2(i). Then we have 
p4 c {x E A 1 x2 = 0, x1 E @, x3 E ZZ}, since 17 is the orthogonal complement 
of 17’ in Z. Thus we have p,Zc by Lemma 7.6. 
Hence A,=(P,P~,P~,P~}~~~,(C) and A2={~~2,~p3,p3p4,p2p4)c 
%r(c) by Lemma 7.2(ii). Since there exists at most one line through two 
points in the generalized quadrangle ((y(p), g3(p)), I), c is the unique 
cross with A, u A, c C?&(c). 
LEMMA 7.8. The map x -+ $(x) (x E 9) is an injection. 
Proof: It suffices to prove that the following two assertions. If 
1#mE92, then S’,(l)#‘SI(m). If c#d~$~!,, then %r(c)#%,(d). 
The former assertion follows from Corollary 5.7. For a cross c, ‘%r(c) con- 
tains a point subset {pl, pz, p3, p4} = A, of some quadrangle ((A,, A2), I). 
Then we may assume that A2={p1p2,p2p3,p3p4,p4p1}, and SO 
A,c g,(c) by Lemma 7.2(ii). Hence the latter assertion follows from 
Proposition 7.7. 
Therefore we may identify an element x of 3 with 4(x). 
PROPOSITION 7.9 (Intersection property). For any elements x, y E 9 with 
9$(x) n gI( y) # 0, there exists an element z E 9 such that 9,(x) n $( y) = 
3(z). 
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Proof If x or y is a point, the assertion clearly holds. Suppose x is a 
line. If y~y and ~~l(x)nC!ll(y)J~2, we have %,(x)=$(y) by 
Corollary 5.7. If YE ?J3 and 14(x) n $(y)l 3 2, then we have g,(x) c 3,(y) 
by Lemma 7.2(ii). Thus we may assume that x, y E $. 
Suppose 3,(x) n 3i(y) 3p # q for crosses x, y E g3. If p and q are 
collinear, F3~(pq)~~l(x)n’S,(y) by Lemma7.2. Suppose $(x)n%,(y)- 
9, (pq) contains a point s. We will prove that x = y. Take a point r in pq 
collinear with s. We may assume that z # p. Then there exist points t E 9, (x) 
and UE Yi(y) such that {s, r, p, t} and {s, r,p, U} are points sets of 
quadrangles. Since {p, s} z %i(x) n%,(y), we have pslx and psly by 
Lemma 7.2(ii). Similarly we have prlx and prly. Thus, considering in the 
residue (g*(p), $(p)), which is isomorphic to the dual of U(4, 2)- 
generalized quadrangle by 6.8(a), both x and y are points colliear with the 
lines ps and pr. Since ps #pr, we have x = y. 
Finally we consider the case that ??i(x) n $( y) contains non-collinear 
pair of points p and q, Then there exist points r E $(x) and s E 3,(y) 
collinear with both p and q. We may assume that r $ $,( y) and s $ gi(x). 
Then {r, p, s, q} is a point set of some quadrangle. Thus there exists a cross 
i E ?J3 with {r, p, q, s} c $(c) by Proposition 7.7. Since g,(x) n 3,(z) 2 
{p, q, r}, we have x = z by the above paragraph. Similarly we have y = 2, 
thus x = y. 
8. CONCLUDING REMARKS 
8.1. Point-Line Graph 
We define a graph M as follows. Its vertex set is 3,) the set of all points. 
Two points p and q are joined by an edge if and only if they are collinear. 
We will describe some properties of this graph M without proof, which has 
already been computed by various people, including Ronan and Smith [S]. 
The diameter is 4, while the rank of S on vertices is 9. The number of 
edges going from a vertex of one orbit of P, to another orbit is indicated in 
Fig. 1. Furthermore we have 
LEMMA 8.1. For each point q at distance 4 from the point Z, (see 3.4) 
any line through q has exactly one point at distance 3 from Z,. In particular, 
the set of points at distance at most 3 from Z, is a geometric hyperplane in 
the sense of [7, Sects. 1 and 41. 
8.2. Automorphism Group of the Geometry (9, I) 
The group S acts on the geometry (9, I) with the kernel ( -oZ). Thus 
s= S/( --oZ) is a flag-transitive subgroup of the automorphism group A 
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FIG. 1. Point-line graph of (9, I). 
of the geometry (9, I). Let p be a transformation on RI2 defined by 
p(x) = (X) ti for x E RI’, where X denotes the complex conjugate of x and w 
is the matrix of W defined in 2.8. Since we can check that (8) G = ul, p 
preserves .4 (see the definition of /i in 3.2). Then p induces an involution fi 
of A. The element p also induces the automorphism of S defined by 
g-6- ’ .g. G for gE S, where g denotes the complex conjugate of g. For 
simplicity, we also write this automorphism by p. 
It can be proved that A = S(ji), using the classification theorem of finite 
simple groups. 
Let P’ and L’ be the set of points and the lines fixed pointwise by p, 
respectively. We may prove that the subgeometry (P’, L’; I) is a regular 
near octagon of order (2,4; 0,3) (see [ 31) and that C,(p) is transitive on 
P’. Then it follows immediately that C,(p) N Aut J2, where J, is the Hall- 
Janko sporadic simple group of order 604,800. The groups C,,(p) and 
C,(p) (2 C&L)) correspond to the two maximal 2-constrained subgroups 
of J2. 
8.4. Apartment 
There exists an infinite building @ and a surjective morphism p from @ 
onto $9 by Tits’ covering theorem [ 121. Furthermore there exists an infinite 
subgroup 3 of the automorphism group of @ and a surjective 
homomorphism v from 3 onto S. Then for any apartment d of 9 the 
image p(d) is a thin subgeometry of 9 belonging to the same diagram as 
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3. Let N be the stabilizer of ~(2) in S. Using a complicated examination 
about some local subgroups of Suz, the following result has been verified. 
PROPOSITION 8.2. The group N is not flag-transitive on p(J). In par- 
ticular, the group 3 is not transitive on the set of pairs consisting of an 
apartment of 3 and a maximaljlag of 9 contained in it. 
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