Abstract FGS-RB and HGS-RB methods. 
Introduction
Recent researches on numerical schemes succeed to show the important of various point iterative methods to the computational science field of research. Methods in the field have been proposed to solve any system of linear equations generated by approximating differential equations in mathematical models with discrete solutions. For instance, the concept of the half-sweep iterative method has been inspired by Abdullah [1] via the Explicit Decoupled Group (EDG) method to solve 2D Poisson equations. Application of this concept using block iterative methods on partial differential equations, have been reviewed in [2] , [3] , [4] . The basic idea of this method is that it leads to finite difference schemes with lower 978-1-4244-2328-6/08/$25.00 © 2008 IEEE computational complexities. Hasan et. al [5] call this approach as complexity reduction approach. Since the implementation of half-sweep iterations will only consider half of all interior node points in a solution domain. In [6] , Othman and Abdullah extended this concept by introducing the quartersweep iterative method via the Modified Explicit Group (MEG) iterative method in solving 2D Poisson equations. Then, the concept has been investigated [7] to verify its performance on parallel computers and used to develop the Quarter-Sweep Iterative Alternating Decomposition Explicit (QSIADE) method, see [8] . Based on previous studies (see [4] , [9] , [10] ), the aim of this paper is to study the efficiency of the Quarter-Sweep Gauss-Seidel with Red-Black ordering strategy(QGS-RB) compared with the Red-Black Full-Sweep Gauss-Seidel (FGS-RB) and the Red-Black Half-Sweep Gauss-Seidel (HGS-RB) methods.
To show the efficiency of the QGS-RB iterative method, let us consider the first order hyperbolic equation defined as au au
subject to the initial condition
and the boundary conditions
In formulating the full-and half-sweep finite difference approximation equations for problem (1), we assume the solution domain (1) can be TQ prove the above rule, it has been shown by [12] a).
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In this paper, it is organized in five sections. The general formulations on the full-, half-, and quarter-sweep approximation equations will be elaborated in Section 2. We briefly discuss the implementation of various iterative schemes with the RB ordering in Section 3. In order to verify the efficiency of the Red-Black Quarter-Sweep iteration, some numerical experiments have been conducted in Section 4. Finally, conclusion is given in Section 5.
In this section, we need to build the full-, half-, and quarter-sweep finite grid networks as shown in Figure 1 . It can be seen that the implementations of the FGS-RB, HGS-RB, and QGS-RB iterative methods will compute approximate values onto node points of solid type only until the convergence criterion is reached. Then solutions of other remaining points can be computed directly, see [1] , [2] , [3] .
By using the Crank-Nicolson (eN) scheme, we can simplify the full-, half-and quarter-sweep CN finite difference approximation equations as generally stated in the following equation 
Red Black Strategy
We apply the RB ordering strategy to various Gauss-Seidel iterative methods such as the FGS-RB, HGS-RB, and QGS-RB. From the previous studies, which have been done by [4] , [9] , [10] , the RB strategy succeed ti increase convergence rate. The location of numbers 1p, 2p, 3p, ... , m -p shows on how the implementation of these methods will be computed by starting at number 1 and ending at number m/p -p as shown in 
The values of p, which correspond to 1, 2 and 4, represent to the full-, half-and quarter-sweep cases respectively.
Again, the computational molecule for equation (2) is shown in Figure 2 and its corresponding system of linear equations can be given by order hyperbolic equation. In terms of the number of iterations, execution time and maximum absolute error, we consider the following equation taken from [11] .
No. of iteartions vs. mesh size In terms of arithmetic operations performed per iteration, it can be observed that there are 1 multiplication and 9 additions as indicated by Eq. (2) in computing a value for each node point in the solution domain in Eq. (1) . In this paper, the values of m is given by m = 2k , k~3 . Therefore m is an even number. From the order of the coefficient matrices, A in Eq. (3), the total number of arithmetic operations per iteration for the FGS-RB, HGS-RB, and QGS-RB iterative method is summarized in Table 1 . It is expected that by using the RB ordering strategy applied to any iterative method, their convergence rate of the iterative methods become faster to fulfill the condition of the convergence test. In this research, the Full-Sweep Gauss-Seidel (FGS) method with NA ordering, namely FGS-NA, acts as the control of comparison of numerical results. 
Results and Discussions

Conclusions
From the numerical results recorded in Table  2 , it is very obvious that the HGS-RB and QGS-RB iterative method are faster than the FGS-RB method (in terms of the number of iterations and the execution time). Figures 4 and 5 show that number of iterations and the execution time for the QGS-RB have relatively reduced by approximately 33 -50% and 0 -30% respectively compared to the HGS-RB method. Thus, we conclude that the HGS-RB method is superior to the HGS-NA method. By comparing between FGS-NA and HGS-NA, it is very obvious that the HGS-NA method is much better than the FGS-NA method in terms of the number of iterations and the execution time. This is because the computational complexity of the QGS-RB method is nearly 75% less than the FGS-RB method, while the HGS-RB is about 50% less than FGS-RB (refer Table 1 ). In term of the accuracy, however, approximate 978-1-4244-2328-6/08/$25.00 © 2008 IEEE solutions for the FGS-RB or FGS-NA method is more accurate than the HGS-RB or QGS-RB method, this is mainly because of using 'h' mesh size in FGS-RB, in contrast to '2h' mesh size for HGS-RB and '4h' mesh size for QGS-RB.
