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Abstract
Recently, the problems of evaluating performances of switches and routers have been formu-
lated as online problems, and a great amount of results have been presented. In this paper, we
focus on managing outgoing packets (called egress traffic) on switches that support Quality of
Service (QoS), and analyze the performance of one of the most fundamental scheduling policies
Priority Queuing (PQ) using competitive analysis. We formulate the problem of managing
egress queues as follows: An output interface is equipped with m queues, each of which has
a buffer of size B. The size of a packet is unit, and each buffer can store up to B packets
simultaneously. Each packet is associated with one of m priority values αj (1 ≤ j ≤ m), where
α1 ≤ α2 ≤ · · · ≤ αm, α1 = 1, and αm = α and the task of an online algorithm is to select one
of m queues at each scheduling step. The purpose of this problem is to maximize the sum of
the values of the scheduled packets.
For anyB and anym, we show that the competitive ratio of PQ is exactly 2−minx∈[1,m−1]{
αx+1∑x+1
j=1
αj
}.
That is, we conduct a complete analysis of the performance of PQ using worst case analysis.
Moreover, we show that no deterministic online algorithm can have a competitive ratio smaller
than 1 + α
3+α2+α
α4+4α3+3α2+4α+1 .
1 Introduction
In recent years, the Internet has provided a rich variety of applications, such as teleconferencing,
video streaming, IP telephone, mainly thanks to the rapid growth of the broadband technology. To
enjoy such services, the demand for the Quality of Service (QoS) guarantee is crucial. For example,
usually there is little requirement for downloading programs or picture images, whereas real-time
services, such as distance meeting, require constant-rate packet transmission. One possible way of
supporting QoS is differentiated services (Diffserv) [15]. In DiffServ, a value is assigned to each
packet according to the importance of the packet. Then, switches that support QoS (QoS switches)
decide the order of packets to be processed, based on the value of packets. In such a mechanism,
one of the main issues in designing algorithms is how to treat packets depending on the priority in
buffering or scheduling. This kind of problems was recently modeled as an online problem, and the
competitive analysis [16, 38] of algorithms has been done.
Aiello et al. [1] was the first to attempt this study, in which they considered a model with only
one First In First Out (FIFO) queue. This model mainly focuses on the buffer management issue
of the input port of QoS switches: There is one FIFO queue of size B, meaning that it can store
up to B packets. An input is a sequence of events. An event is either an arrival event, at which
a packet with a specified priority value arrives, or a scheduling event, at which the packet at the
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head of the queue will be transmitted. The task of an online (buffer management) algorithm is
to decide, when a packet arrives at an arrival event, whether to accept or to reject it (in order to
keep a room for future packets with higher priority). The purpose of the problem is to maximize
the sum of the values of the transmitted packets. Aiello et al. analyzed the competitiveness of the
Greedy Policy, the Round Robin Policy, the Fixed Partition Policy, etc.
After the publication of this seminal paper, more and more complicated models have been
introduced and studied, some of which are as follows: Azar et al. [9] considered the multi-queue
switch model, which formulates the buffering problem of one input port of the switch. In this
problem, an input port has N input buffers connected to a common output buffer. The task of an
online algorithm is now not only buffer management but also scheduling. At each scheduling event,
an algorithm selects one of N input buffers, and the packet at the head of the selected buffer is
transmitted to the inside of the switch through the output buffer. There are some formulations
that model not only one port but the entire switch. For example, Kesselman et al. [28] introduced
the Combined Input and Output Queue (CIOQ) switch model. In this model, a switch consists of N
input ports and N output ports, where each port has a buffer. At an arrival phase, a packet (with
the specified destination output port) arrives at an input port. The task of an online algorithm is
buffer management as mentioned before. At a transmission phase, all the packets at the top of the
nonempty buffers of output ports are transmitted. Hence, there is no task of an online algorithm.
At a scheduling phase, packets at the top of the buffers of input ports are transmitted to the buffers
of the output ports. Here, an online algorithm computes a matching between input ports and
output ports. According to this matching, the packets in the input ports will be transmitted to
the corresponding output ports. Kesselman et al. [31] considered the crossbar switch model, which
models the scheduling phase of the CIOQ switch model more in detail. In this model, there is
also a buffer for each pair of an input port and an output port. Thus, there arises another buffer
management problem at scheduling phases.
In some real implementation (e.g., [17]), additional buffers are equipped with each output port
of a QoS switch to control the outgoing packets (called egress traffic). Assume that there are m
priority values of packets α1, α2, . . . , αm such that α1 ≤ α2 ≤ · · · ≤ αm. Then, m FIFO queues
Q(1), Q(2), . . . , Q(m) are introduced for each output port, and a packet with the value αi arriving at
this output port is stored in the queue Q(i). Usually, this buffering policy is greedy, namely, when
a packet arrives, it is rejected if the corresponding queue is full, and accepted otherwise. The task
of an algorithm is to decide which queue to transmit a packet at each scheduling event.
Several practical algorithms, such as Priority Queuing (PQ), Weighted Round-Robin (WRR) [24],
and Weighted Fair Queuing (WFQ) [20], are currently implemented in network switches. PQ is
the most fundamental algorithm, which selects the highest priority non-empty queue. This policy
is implemented in many switches by default. (e.g., Cisco’s Catalyst 2955 series [18]) In the WRR
algorithm, queues are selected according to the round robin policy based on the weight of packets
corresponding to queues, i.e., the rate of selecting Q(i) in one round is proportional to αi for each
i. This algorithm is implemented in Cisco’s Catalyst 2955 series [18] and so on. In the WFQ
algorithm, length of packets, as well as the priority values, are taken into consideration so that
shorter packets are more likely to be scheduled. This algorithm is implemented in Cisco’s Catalyst
6500 series [19] and so on.
In spite of intensive studies on online buffer management and scheduling algorithms, to the best
of our knowledge, there have been no research on the egress traffic control, which we focus on in
this paper. Our purpose is to evaluate the performances of actual scheduling algorithms for egress
queues.
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Our Results. We formulate this problem as an online problem, and provide a tight analysis
of the performance of PQ using competitive analysis. Specifically, for any B, we show that the
competitive ratio of PQ is exactly 2 − minx∈[1,m−1]{
αx+1∑x+1
j=1 αj
}. PQ is trivial to implement, and
has a lower computational load than the other policies, such as WRR and WFQ. Hence, it is
meaningful to analyze the exact performance of PQ. Moreover, we present a lower bound of
1 + α
3+α2+α
α4+4α3+3α2+4α+1
on the competitive ratio of any deterministic algorithm.
Related Work. Independently of our work, Al-Bawani and Souza [2] have very recently
considered much the same model. PQ is called the greedy algorithm in their paper. They consider
the case where 0 < α1 < α2 < · · · < αm. Also, they assume that for any j(∈ [1,m]), the jth queue
can store at most Bj(∈ [1, B]) packets at a time. In the case of Bj = B, that is, in the same setting
as ours, they showed that the competitive ratio of PQ is at most 2−minj∈[1,m−1]{
αj+1−αj
αj+1
} for anym
and B. When comparing our result and their upper bound, we have 2−minx∈[1,m−1]{
αx+1∑x+1
j=1 αj
} <
2 − minj∈[1,m−1]{
αj+1−αj
αj+1
} by elementary calculation (see Sec. A in Appendix). Note that 2 −
minj∈[1,m−1]{
αj+1−αj
αj+1
} is equal to 2 when there exists some z such that αz+1 = αz. In general
practical switches, the sizes of any two egress queues attached to the same output port are equivalent
by default. Since we focus on evaluating the performance of algorithms in a more practical setting
(which might be less generalized), we assume that the size of each queue is B. Moreover, our
analysis in this paper does not depend on the maximum numbers of packets stored in buffers, and
instead it depends on whether buffers are full of packets. Thus, the exact competitive ratio of PQ
would be derived for the setting where for any j, the size of the jth queue is Bj in the same way
as this paper. (If we apply our method in their setting, Lemma 3.7 in Sec. 3.3 has to be fixed
slightly. However the competitive ratio obtained in this setting seems to be a more complicated
value including some mins or maxes.)
As mentioned earlier, there are a lot of studies concentrating on evaluating performances of
functions of switches and routers, such as queue management and packet scheduling. The most
basic one is the model consisting of single FIFO queue by Aiello et al. [1] mentioned above. In
their model, each packet can take one of two values 1 or α(> 1). Andelman et al. [7] generalized
the values of packets to any value between 1 and α. Another generalization is to allow preemption,
namely, one may drop a packet that is already stored in a queue. Results of the competitiveness
on this model are given in [1, 25, 39, 27, 7, 6, 5, 21].
The multi-queue switch model [9, 11, 35] consists of m FIFO queues. In this model, the task
of an algorithm is to manage its buffers and to schedule packets. The problem of designing only a
scheduling algorithm in multi-queue switches is considered in [4, 8, 13, 34, 14]. Moreover, Albers and
Jacobs [3] performed an experimental study for the first time on several online scheduling algorithms
for this model. Also, the overall performance of several switches, such as shared-memory switches
[23, 26, 33], CIOQ switches [28, 10, 32, 29], and crossbar switches [30, 31], are extensively studied.
Fleischer and Koga [37] and Bar-Noy et al. [12] studied the online problem of minimizing the
length of the longest queue in a switch, in which the size of each queue is unbounded. In [37] and
[12], they showed that the competitive ratio of any online algorithm is Ω(logm), where m is the
number of queues in a switch. Fleischer and Koga [37] presented a lower bound of Ω(m) for the
round robin policy. In addition, in [37] and [12], the competitive ratio of a greedy algorithm called
Longest Queue First is O(logm). Recently, Kogan et al. [36] studied a multi-queue switch where
packets with different required processing times arrive. (In the other settings mentioned above, the
required processing times of all packets are equivalent.)
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2 Model Description
In this section, we formally define the problem studied in this paper. Our model consists of m
queues, each with a buffer of size B. The size of a packet is unit, which means that each buffer can
store up toB packets simultaneously. Each packet is associated with one ofm values αi (1 ≤ i ≤ m),
which represents the priority of this packet where a packet with larger value is of higher priority.
Without loss of generality, we assume that α1 = 1, αm = α, and α1 ≤ α2 ≤ · · · ≤ αm. The ith
queue is denoted Q(i) and is also associated with its priority value αi. An arriving packet with the
value αi is stored in Q
(i).
An input for this model is a sequence of events. Each event is an arrival event or a scheduling
event. At an arrival event, a packet arrives at one of m queues, and the packet is accepted to the
buffer when the corresponding queue has free space. Otherwise, it is rejected. If a packet is accepted,
it is stored at the tail of the corresponding queue. At a scheduling event, an online algorithm selects
one non-empty queue and transmits the packet at the head of the selected queue. We assume that
any input contains enough scheduling events to transmit all the arriving packets in it. That is,
any algorithm can certainly transmit a packet stored in its queue. Note that this assumption is
common in the buffer management problem. (See e.g. [22].) The gain of an algorithm is the sum
of the values of transmitted packets. Our goal is to maximize it. The gain of an algorithm ALG
for an input σ is denoted by VALG(σ). If VALG(σ) ≥ VOPT (σ)/c for an arbitrary input σ, we say
that ALG is c-competitive, where OPT is an optimal offline algorithm for σ.
3 Analysis of Priority Queuing
3.1 Priority Queuing
PQ is a greedy algorithm. At a scheduling event, PQ selects the non-empty queue with the largest
index. For analysis, we assume that OPT does not reject an arriving packet. This assumption does
not affect the analysis of the competitive ratio. (See Lemma B.1 in Appendix B.)
3.2 Overview of the Analysis
We define an extra packet as a packet which is accepted byOPT but rejected by PQ. In the following
analysis, we evaluate the sum of the values of extra packets to obtain the competitive ratio of PQ.
We introduce some notation for our analysis. For any input σ, kj(σ) denotes the number of extra
packets arriving at Q(j) when treating σ. We call a queue at which at least one extra packet arrives
a good queue when treating σ. n(σ) denotes the number of good queues for σ. Moreover, for any
input σ and any i(∈ [1, n(σ)]), qi(σ) denotes the good queue with the ith minimum index. That is,
1 ≤ q1(σ) < q2(σ) < · · · < qn(σ)(σ) ≤ m. Also, we define qn(σ)+1(σ) = m. In addition, for any input
σ, sj(σ) denotes the number of packets which PQ transmits from Q
(j). We drop the input σ from
the notation when it is clear. Then, VPQ(σ) =
∑m
j=1 αjsj, and VOPT (σ) = VPQ(σ) +
∑n
i=1 αqikqi .
(The equality follows from Lemma B.1.)
First, we show that km = 0, that is, qn + 1 ≤ m, in Lemma 3.2. We will gradually construct
some input set S∗ (defined below) from Lemma 3.4 to Lemma 3.9 using some adversarial strategies
against PQ. Moreover, in Lemma 3.10, we prove that the set S∗ includes an input σ such that
the ratio VOPT (σ)
VPQ(σ)
is maximized. That is, we show that there exists an input σ∗ in the set S∗ to
get the competitive ratio of PQ in the lemma. More formally, we define the set S∗ of the inputs
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σ′ satisfying the following five conditions: (i) for any i(∈ [1, n(σ′) − 1]), qi(σ
′) + 1 = qi+1(σ
′), (ii)
for any i(∈ [1, n(σ′)]), kqi(σ′)(σ
′) = B, (iii) for any j(∈ [q1(σ
′), qn(σ′)(σ
′) + 1]), sj(σ
′) = B, (iv)
for any j(∈ [1, q1(σ
′) − 1]), sj(σ
′) = 0 if q1(σ
′) − 1 ≥ 1, and (v) for any j(∈ [qn(σ′)(σ
′) + 2,m]),
sj(σ
′) = 0 if qn(σ′)(σ
′) + 2 ≤ m. Then, we show that there exists an input σ∗ ∈ S∗ such that
maxσ′′{
VOPT (σ
′′)
VPQ(σ′′)
} = VOPT (σ
∗)
VPQ(σ∗)
in Lemma 3.10.
By the above lemmas, we can obtain the competitive ratio of PQ as follows: For ease of presen-
tation, we write si(σ
∗), n(σ∗), qi(σ
∗) and ki(σ
∗) as s∗i , n
∗, q∗i and k
∗
i , respectively. Thus,
VOPT (σ
∗)
VPQ(σ∗)
=
VPQ(σ
∗)+
∑n∗
i=1 αq∗i
k∗
q∗
i
VPQ(σ∗)
= 1 +
B
∑q∗
n∗
j=q∗1
αj
B
∑q∗
n∗
+1
j=q∗1
αj
≤ 1 +
∑q∗
n∗
j=1 αj
∑q∗
n∗
+1
j=1 αj
= 2−
αqn∗+1
∑qn∗+1
j=1 αj
. The last inequality follows
from
∑y
j=x−1 αj
∑y+1
j=x−1 αj
−
∑y
j=x αj
∑y+1
j=x αj
= (
∑y
j=x−1 αj
∑y+1
j=x αj −
∑y
j=x αj
∑y+1
j=x−1 αj)/(
∑y+1
j=x−1 αj
∑y+1
j=x αj) =
(αx−1αy+1)/(
∑y+1
j=x−1 αj
∑y+1
j=x αj) > 0. This gives an upper bound on the competitive ratio of PQ.
On the other hand, we show that there exists some input σˆ such that VOPT (σˆ)
VPQ(σˆ)
= 2−minx∈[1,m−1]{
αx+1∑x+1
j=1 αj
}
in Lemma 3.11, which presents a lower bound for PQ. Therefore, we have the following theorem:
Theorem 3.1 The competitive ratio of PQ is exactly 2−minx∈[1,m−1]{
αx+1∑x+1
j=1 αj
}.
3.3 Competitive Analysis of PQ
We give some definitions. For ease of presentation, an event time denotes a time when an event
happens, and any other moment is called a non-event time. We assign index numbers 1 through B
to each position of a queue from the head to the tail in increasing order. The jth position of Q(i) is
called the jth cell. For any non-event time t, suppose that the jth cell in Q(i) of PQ holds a packet
at t but the jth cell c in Q(i) of OPT does not at t. Then, we call c a free cell at t. Note that any
extra packet is accepted at a free cell. For any non-event time t, let h
(j)
ALG(t) denote the number
of packets which an algorithm ALG stores in Q(j) at t. We first prove the following lemma. (The
lemma is similar to Lemma 2.3 in [2].)
Lemma 3.2 km = 0.
Proof. By the definition of PQ, PQ selects the non-empty queue with the highest priority. Thus,
h
(m)
PQ (t) ≤ h
(m)
OPT (t) holds at any non-event time t. Therefore, there is no free cell in Q
(m) of OPT
at any time. Since any extra packet is accepted to a free cell, km = 0.
Next, in order to evaluate the total number of extra packets accepted at each Q(qi) (i ∈ [1, n]),
we construct some matching between extra packets and PQ’s packets according to the matching
routine defined later. (Note that evaluating the number of extra packets is related to the property
(ii) of S∗.) Suppose that extra packet p is matched with PQ’s packet p′ such that p and p′ are
transmitted from Q(i) and Q(i
′), respectively. Then, the routine constructs this matching where
i < i′. Let us explain how to construct the matching. We match extra packet one by one with
time. However, it is difficult to match an extra packet with PQ’s packet in a direct way. Thus, the
matching is formed in two stages. That is, at first, for any free cell c, we match c with some PQ’s
packet p when c becomes free at an event time. At a later time, we rematch the extra packet p′
accepted into c with p at an event time when OPT accepts p′.
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In order to realize such matching, we first verify a change in the number of free cells at each
event before introducing our matching routine. We give some definitions for that reason. For any
event time t, t− denotes the non-event time before t and after the previous event time. Also, t+
denotes the non-event time after t and before the next event time. Let f (j)(t) denote the number
of free cells in Q(j) at a non-event time t, that is, f (j)(t) = max{h
(j)
PQ(t) − h
(j)
OPT (t), 0}. Note that
OPT does not reject any packet by our assumption (Lemma B.1 in Appendix B). Thus, for any
non-event time t,
∑m
j=1 h
(j)
OPT (t) > 0 if
∑m
j=1 h
(j)
PQ(t) > 0.
Arrival event: Let p be the packet arriving at Q(x) at an event time t.
Case A1: Both PQ and OPT accept p, and h
(x)
PQ(t−)− h
(x)
OPT (t−) > 0: Since h
(x)
PQ(t+) =
h
(x)
PQ(t−)+ 1 and h
(x)
OPT (t+) = h
(x)
OPT (t−)+ 1, h
(x)
PQ(t+)−h
(x)
OPT (t+) > 0. Thus, the (h
(x)
PQ(t−)+ 1)st
cell of Q(x) becomes free in place of the (h
(x)
OPT (t−) + 1)st cell of Q
(x). Hence f (x)(t+) = f (x)(t−).
Case A2: Both PQ and OPT accept p, and h
(x)
PQ(t−)− h
(x)
OPT (t−) ≤ 0: Since h
(x)
PQ(t+) =
h
(x)
PQ(t−) + 1 and h
(x)
OPT (t+) = h
(x)
OPT (t−) + 1, h
(x)
PQ(t+)− h
(x)
OPT (t+) ≤ 0. Since the states of all the
free cells do not change before and after t, f (x)(t+) = f (x)(t−).
Case A3: PQ rejects p, but OPT accepts p: p is an extra packet since only OPT accepts p.
p is accepted into the (h
(x)
OPT (t−)+1)st cell, which is free at t−, of Q
(x). h
(x)
PQ(t+) = h
(x)
PQ(t−) = B,
and h
(x)
OPT (t+) = h
(x)
OPT (t−) + 1, which means that f
(x)(t+) = f (x)(t−)− 1.
Scheduling event:
If PQ (OPT , respectively) has at least one non-empty queue, suppose that PQ (OPT , respectively)
transmits a packet from Q(y) (Q(z), respectively) at t.
Case S:
∑m
j=1 h
(j)
PQ(t−) > 0 and
∑m
j=1 h
(j)
OPT (t−) > 0:
Case S1: y = z:
Case S1.1: h
(y)
PQ(t−)− h
(y)
OPT (t−) > 0:
Since h
(y)
PQ(t+) = h
(y)
PQ(t−) − 1 and h
(y)
OPT (t+) = h
(y)
OPT (t−) − 1, h
(y)
PQ(t+) − h
(y)
OPT (t+) > 0 holds.
Thus, the h
(y)
OPT (t−)th cell of Q
(y) becomes free in place of the h
(y)
PQ(t−)th cell of Q
(y). Hence
f (y)(t+) = f (y)(t−).
Case S1.2: h
(y)
PQ(t−)− h
(y)
OPT (t−) ≤ 0:
Since h
(y)
PQ(t+) = h
(y)
PQ(t−) − 1 and h
(y)
OPT (t+) = h
(y)
OPT (t−) − 1 hold, h
(y)
PQ(t+) − h
(y)
OPT (t+) ≤ 0.
Hence the states of all the free cells do not change before and after t.
Case S2: y > z:
Case S2.1: h
(z)
PQ(t−)− h
(z)
OPT (t−) < 0:
Since h
(z)
PQ(t+) = h
(z)
PQ(t−) and h
(z)
OPT (t+) = h
(z)
OPT (t−)− 1, h
(z)
PQ(t+) ≤ h
(z)
OPT (t+). Thus, the states
of all the free cells of Q(z) do not change before and after t.
Case S2.1.1: h
(y)
PQ(t−)− h
(y)
OPT (t−) > 0:
Since h
(y)
PQ(t+) = h
(y)
PQ(t−)− 1 and h
(y)
OPT (t+) = h
(y)
OPT (t−), f
(y)(t+) = f (y)(t−)− 1 holds.
Case S2.1.2: h
(y)
PQ(t−)− h
(y)
OPT (t−) ≤ 0:
Since h
(y)
PQ(t+) = h
(y)
PQ(t−) − 1 and h
(y)
OPT (t+) = h
(y)
OPT (t−), h
(y)
PQ(t+) < h
(y)
OPT (t+). Hence, the
states of all the free cells of Q(y) do not change before and after t.
6
Case S2.2: h
(z)
PQ(t−)− h
(z)
OPT (t−) ≥ 0:
h
(z)
PQ(t+) = h
(z)
PQ(t−) and h
(z)
OPT (t+) = h
(z)
OPT (t−) − 1. Thus, the h
(z)
OPT (t−)th cell of Q
(z) becomes
free, which means that f (z)(t+) = f (z)(t−) + 1 holds.
Case S2.2.1: h
(y)
PQ(t−)− h
(y)
OPT (t−) > 0:
Since h
(y)
PQ(t+) = h
(y)
PQ(t−)− 1 and h
(y)
OPT (t+) = h
(y)
OPT (t−), f
(y)(t+) = f (y)(t−)− 1.
Case S2.2.2: h
(y)
PQ(t−)− h
(y)
OPT (t−) ≤ 0:
Since h
(y)
PQ(t+) = h
(y)
PQ(t−) − 1 and h
(y)
OPT (t+) = h
(y)
OPT (t−), h
(y)
PQ(t+) < h
(y)
OPT (t+), which means
that the states of all the free cells of Q(y) do not change before and after t.
Case S3: y < z:
Since h
(z)
PQ(t+) = h
(z)
PQ(t−) = 0 by the definition of PQ, no new free cell arises in Q
(z).
Case S3.1: h
(y)
PQ(t−)− h
(y)
OPT (t−) > 0:
Since h
(y)
PQ(t+) = h
(y)
PQ(t−)− 1 and h
(y)
OPT (t+) = h
(y)
OPT (t−), f
(y)(t+) = f (y)(t−)− 1 holds.
Case S3.2: h
(y)
PQ(t−)− h
(y)
OPT (t−) ≤ 0:
Since h
(y)
PQ(t+) = h
(y)
PQ(t−) − 1 and h
(y)
OPT (t+) = h
(y)
OPT (t−), h
(y)
PQ(t+) < h
(y)
OPT (t+) holds. Hence,
the states of all the free cells of Q(y) do not change before and after t.
Case S¯:
∑m
j=1 h
(j)
PQ(t−) = 0 and
∑m
j=1 h
(j)
OPT (t−) > 0:
Since the buffer of PQ is empty, there does not exist any free cell in it.
Based on a change in the state of free cells, we match each extra packet with a packet transmitted
by PQ according to the matching routine in Table 1. (All the names of the cases in the routine
correspond to the names of cases in the above sketch about free cells.) We outline the matching
routine. Roughly speaking, the routine either adds a new edge to a tentative matching if a new
free cell arises (Cases A1, S1.1, S2.2), or fixes some edge if OPT accepts an extra packet (Case
A3), while keeping edges constructed before. In the other cases (Cases A2, S1.2, S2.1, S3, S¯), the
routine does nothing. Specifically, both OPT and PQ accept arriving packets at the same queue
in Case A1, and they transmit packets from the same queue in Case S1.1. Since the total numbers
of free cells do not change in these cases but the states of free cells do, the routine updates an edge
in a tentative matching, namely removes an edge between PQ’s packet p and a cell that became
non-free and adds a new edge between p and a new free cell. When the routine executes Case S2.2,
the queue where OPT transmits a packet is different from that of PQ. By the conditions of the
numbers of packets in their queues and so on (see the condition of Case S2.2), a cell of OPT ’s queue
becomes free. The routine matches the cell with the packet transmitted by PQ at this event. In
Case A3, an extra packet is accepted into a free cell c. Since c has been already matched with some
PQ’s packet p′, which can be proven inductively in Lemma 3.3, the routine replaces the partner of
p′ from c to p. Once an extra packet is matched, the partner of the packet never changes.
We give some definitions. For any packet p, g(p) denotes the index of the queue at which p
arrives. Also, for any cell c, g(c) denotes the index of the queue including c. We now show the
feasibility of the routine.
Lemma 3.3 For any non-event time t′, and any extra packet p which arrives before t′, there exists
some packet p′ such that PQ transmits p′ before t′, g(p) < g(p′) and p is matched with p′ at t′.
Moreover, for any free cell c at t′, there exists some packet p′′ such that PQ transmits p′′ before t′,
g(c) < g(p′′), and c is matched with p′′ at t′.
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Table 1: Matching routine
Matching routine: Let t be an event time.
Arrival event: Suppose that the packet p arrives at Q(x) at t. Execute one of the following
three cases at t.
Case A1: Both PQ and OPT accept p, and h
(x)
PQ(t−)− h
(x)
OPT (t−) > 0:
Let c be OPT ’s (h
(x)
OPT (t−) + 1)st cell of Q
(x), which is free at t− but not at t+. Let c′ be
OPT ’s (h
(x)
PQ(t−) + 1)st cell which is not free at t− but is free at t+. There exists the packet
q matched with c at t−. (The existence of such q is guaranteed by Lemma 3.3.) Change the
matching partner of q from c to c′.
Case A2: Both PQ and OPT accept p, and h
(x)
PQ(t−)− h
(x)
OPT (t−) ≤ 0:
Do nothing.
Case A3: PQ rejects p, but OPT accepts p:
Let c be OPT ’s (h
(x)
OPT (t−) + 1)st cell of Q
(x), that is, the cell to which the extra packet p is
now stored. Note that c is free at t− but is not at t+. There exists the packet q matched with
c at t−. (See Lemma 3.3.) Change the partner of q from c to p.
Scheduling event: If PQ (OPT , respectively) has at least one non-empty queue at t−, suppose
that PQ (OPT , respectively) transmits a packet from Q(y) (Q(z), respectively) at t. Execute
one of the following three cases at t.
Case S1.1:
∑m
j=1 h
(j)
PQ(t−) > 0,
∑m
j=1 h
(j)
OPT (t−) > 0, y = z, and h
(y)
PQ(t−) − h
(y)
OPT (t−) > 0:
Let c be OPT ’s h
(y)
PQ(t−)th cell of Q
(y), which is free at t− but is not free at t+. Let c′ be
OPT ’s h
(y)
OPT (t−)th cell of Q
(y), which is not free at t− but is free at t+. There exists the packet
q matched with c at t−. (See Lemma 3.3.) Change the matching partner of q from c to c′.
Case S2.2:
∑m
j=1 h
(j)
PQ(t−) > 0,
∑m
j=1 h
(j)
OPT (t−) > 0, y > z, and h
(z)
PQ(t−) − h
(z)
OPT (t−) ≥ 0:
Let c be OPT ’s h
(z)
OPT (t−)th cell of Q
(z), which becomes free at t+. Since the packet p
transmitted from Q(y) by PQ is not matched with anything (see Lemma 3.3), match p with c.
Otherwise (Cases S1.2, S2.1, S3, S¯): Do nothing.
Proof. The proof is by induction on the event time. The base case is clear. Let t be any event
time. We assume that the statement is true at t−, and prove that it is true at t+.
First, we discuss the case where the routine executes Case A1 or S1.1 at t. Let c be the cell
which becomes free at t. Also, let c′ be the cell which is free at t− and not free at t+. By the
induction hypothesis, a packet p which is transmitted by PQ before t− is matched with c′ at t−.
Then, the routine unmatches p, and matches p with c by the definitions of Cases A1 and S1.1.
g(c) = g(c′) clearly holds. Also, since g(c′) < g(p) by the induction hypothesis, the statement is
true at t+.
Next, we consider the case where the routine executes Case A3 at t. Let p′ be the extra packet
accepted by OPT at t. Also, let c be the free cell into which OPT accepts p′ at t. By the induction
hypothesis, a packet p which is transmitted by PQ before t− is matched with c at t−. Then, by
the definition of Case A3, the routine unmatches p, and matches p with p′. g(c) = g(p′) holds by
definition. In addition, g(c) < g(p) by the induction hypothesis. Thus, g(p′) < g(p), which means
that the statement holds at t+.
Third, we investigate the case where the routine executes Case S2.2 at t. Suppose that PQ
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transmits a packet p at t, and the new free cell c arises at t. By the induction hypothesis, any PQ’s
packet which is matched with a free cell or an extra packet is transmitted before t. Hence, p is not
matched with anything at t−. Thus, the routine can match p with c at t. Moreover, g(c) < g(p)
by the condition of Case S2.2. By the induction hypothesis, the statement is true at t+.
In the other cases, a new matching does not arise. Therefore, the statement is clear by the
induction hypothesis, which completes the proof.
In the next lemma, we obtain part of the properties of the set S∗.
Lemma 3.4 Let σ be an input such that for some u(∈ [1,m]), su(σ) > B. Then, there exists an
input σˆ such that for each j(∈ [1,m]), sj(σˆ) ≤ B, and
VOPT (σ)
VPQ(σ)
< VOPT (σˆ)
VPQ(σˆ)
.
Proof. Let z be the minimum index such that sz(σ) > B. Then, there exist the three event times
t1, t2(> t1) and t3(> t2) satisfying the following three conditions: (i) t2 is the arrival event time
when the (B + 1)st packet which PQ accepts at Q(z) arrives, (ii) OPT does not transmit any
packet from Q(z) during time (t1, t2), where t1 is the event time when OPT transmits a packet
from Q(z), (Since OPT accepts any arriving packet by our assumption, OPT certainly transmits at
least one packet from Q(z) before t2.) and (iii) PQ does not transmit any packet from Q
(z) during
time (t2, t3), where t3 is the event time when PQ transmits a packet from Q
(z). We construct
σ′ by removing the events at t1 and t2 from σ. Suppose that
VOPT (σ)
VPQ(σ)
< VOPT (σ
′)
VPQ(σ′)
. If we remove
some events corresponding to Q(j) in ascending order of index j in {x | sx(σ) > B}, then we can
construct an input σˆ such that for each j(∈ [1,m]), sj(σˆ) ≤ B, and
VOPT (σ)
VPQ(σ)
< VOPT (σˆ)
VPQ(σˆ)
, which
completes the proof. Hence, we next show that VOPT (σ)
VPQ(σ)
< VOPT (σ
′)
VPQ(σ′)
.
First, we discuss the gain of OPT for σ′. Let ALG be the offline algorithm for σ′ such that
for each scheduling event e in σ′, ALG selects the queue which OPT selects at e in σ. We
consider the number of packets in ALG’s buffer during time (t1, t3) for σ
′. For any non-event
time t(∈ (t1, t3)), and any y(6= z), h
(y)
ALG(t) = h
(y)
OPT (t). For any non-event time t(∈ (t1, t2)),
h
(z)
ALG(t) = h
(z)
OPT (t) + 1. Also, for any non-event time t(∈ (t2, t3)), h
(z)
ALG(t) = h
(z)
OPT (t). By the
above argument, VOPT (σ
′) ≥ VALG(σ
′) = VOPT (σ)− αz.
Next, we evaluate the gain of PQ for σ′. For notational simplicity, we describe PQ for σ′ as
PQ′. First, we consider the case where there does not exist any packet which PQ accepts but
PQ′ rejects during time (t1, t3). To evaluate the gain of PQ
′ in this case, we discuss the numbers
of packets which PQ and PQ′ store in their buffers after t1. For any non-event time t(∈ (t1, t2)),
∑m
j=1 h
(j)
PQ′(t) =
∑m
j=1 h
(j)
PQ(t)+1. For any non-event time tˆ, we define w(tˆ) = argmax{j | h
(j)
PQ′(tˆ) >
0}. Specifically, h
(w(t))
PQ′ (t) = h
(w(t))
PQ (t) + 1. (We call this fact the property (a).) Moreover, for any
non-event time t(∈ (t2, t3)),
∑m
j=1 h
(j)
PQ′(t) =
∑m
j=1 h
(j)
PQ(t). However, if w(t) > z, then h
(w(t))
PQ′ (t) =
h
(w(t))
PQ (t) + 1. Also, h
(z)
PQ′(t) = h
(z)
PQ(t)− 1. If w(t) = z, then for any j(∈ [1,m]), h
(j)
PQ′(t) = h
(j)
PQ(t).
For any non-event time t(> t3) and any j(∈ [1,m]), h
(j)
PQ′(t) = h
(j)
PQ(t). By the above argument,
VPQ(σ
′) = VPQ(σ)− αz holds.
Secondly, we consider the case where there exists at least one packet which PQ accepts but
PQ′ rejects. Let t′ be the first event time when the packet p which PQ accepts but PQ′ rejects
arrives. Then, suppose that t′ ∈ (t1, t2). By the definition of z, p arrives at Q
(z′) such that z′ ≥ z.
By the property (a), for j(∈ [1,m]), h
(j)
PQ′(t
′+) = h
(j)
PQ(t
′+). Thus, packets accepted by PQ during
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time (t′, t2) can be accepted by PQ
′. Only PQ accepts the packet arriving at Q(z) at t2 by the
definition of σ′. Hence, h
(z)
PQ′(t2+) = h
(z)
PQ(t2+) − 1, and for any j(∈ [1,m]) such that j 6= z,
h
(j)
PQ′(t2+) = h
(j)
PQ(t2+). (We call this fact the property (b).) If all the packets which PQ accepts
after t2 are the same as those accepted by PQ
′ after t2, VPQ(σ
′) = VPQ(σ) − αz − αz′ . Then, we
consider the case where there exists at least one packet p′ which PQ rejects but PQ′ accepts after t2.
By the greediness of PQ and the property (b), for any non-event time t(> t2) and any z
′(≥ z+1),
h
(z′)
PQ′(t) = h
(z′)
PQ(t). Hence, p
′ arrives at Q(z
′′) for some z′′(≤ z). Let t′′ be the event time when p′
arrives. For any j(∈ [1,m]), h
(j)
PQ′(t
′′+) = h
(j)
PQ(t
′′+), which means that all the packets accepted
by PQ are equal to those accepted by PQ′ after t′′. Thus, VPQ(σ
′) = VPQ(σ) − αz − αz′ + αz′′ ≤
VPQ(σ)− αz.
Finally, we consider the case where t′ ∈ (t2, t3). By the same argument as the case of t
′ ∈
(t1, t2), we can prove this case. Specifically, the number of packets which PQ rejects but PQ
′
accepts after t′ is exactly one. This packet arrives at Q(z
′′′), where some z′′′ ≤ z. Therefore,
VPQ(σ
′) = VPQ(σ)− αz − αz′ + αz′′′ ≤ VPQ(σ)− αz.
By the above argument, VOPT (σ
′)
VPQ(σ′)
≥ VALG(σ
′)
VPQ(σ′)
≥ VOPT (σ)−αz
VPQ(σ)−αz
> VOPT (σ)
VPQ(σ)
.
We give the notation. S1 denotes the set of inputs σ such that for any j(∈ [1,m]), sj(σ) ≤ B.
In what follows, we analyze only inputs in S1 by Lemma 3.4. Next, we evaluate the number of
extra packets arriving at each good queue using Lemma 3.3.
Lemma 3.5 For any x(∈ [1, n]),
∑n
i=x kqi ≤
∑m
j=qx+1
sj.
Proof. By Lemma 3.3, each extra packet p is matched with a packet p′ transmitted by PQ at the
end of the input. In addition, g(p) < g(p′) if an extra packet p is matched with a packet p′ of PQ.
Thus, kqn ≤
∑m
j=qn+1
sj, kqn−1 ≤ (
∑m
j=qn−1+1
sj) − kqn , · · · , and kq1 ≤ (
∑m
j=q1+1
sj) −
∑n
i=2 kqi .
Therefore, for any x(∈ [1, n]),
∑n
i=x kqi ≤
∑m
j=qx+1
sj.
Now we gradually gain all the properties of S∗ in the following lemmas while proving S∗ contains
inputs σ such that VOPT (σ)
VPQ(σ)
is maximized. Specifically, for i = 1, . . . , 4, we construct some subset
Si+1 from the set Si in each of the following lemmas, and eventually we can gain S
∗ from S5.
(We have already obtained S1 in Lemma 3.4.) It is difficult to show all the properties of S
∗ in
one lemma, and thus we progressively give the definitions of the Si+1 that has more restrictive
properties than Si.
Next in Lemma 3.6, we discuss the condition of events where the number of extra packets
accepted into a good queue Q(qi) (i ∈ [1, n]) is maximized, and show that it is true when kqi =∑qi+1
j=qi+1
sj. Throughout the proofs of all the following lemmas, we drop σ from sj(σ), n(σ), qi(σ)
and kj(σ).
Lemma 3.6 For any input σ ∈ S1, there exists an input σˆ(∈ S1) such that (i) for any i(∈ [1, n(σˆ)]),
kqi(σˆ)(σˆ) =
∑qi+1(σˆ)
j=qi(σˆ)+1
sj(σˆ), (ii) for any j(∈ [1, q1(σˆ) − 1]), sj(σˆ) = 0 if q1(σˆ) − 1 ≥ 1, and (iii)
VOPT (σ)
VPQ(σ)
≤ VOPT (σˆ)
VPQ(σˆ)
.
Proof. For any input σ ∈ S1, we construct σ
′ from σ according to the following steps. First,
for each j(∈ [q1,m]), sj events at which sj packets arrive at Q
(j) occur during time (0, 1). Since
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sj ≤ B by the definition of S1, PQ accepts all the packets which arrive at these events.
∑n
i=1 kqi
packets arrive after time 1, and PQ cannot accept them. Specifically, for any i(∈ [1, n]), we define
ai =
∑qn+2−i
j=qn+1−i+1
sj and a0 = 0. Then, for each x(∈ [0, n − 1]), a scheduling event occurs at each
integer time t = (
∑x
j=0 aj)+1, . . . ,
∑x+1
j=0 aj , and an arrival event where a packet arrives at Q
(qn−x)
occurs at each time t+ 12 . After time (
∑n
j=0 aj)+ 1, sufficient scheduling events to transmit all the
arriving packets occur.
For these scheduling events, PQ transmits a packet from Q(j) at t, where j is an integer between
qn−x+1 and qn−x+1. Also, let ALG be an offline algorithm. ALG transmits a packet from Q
(qn−x)
at t. Since for any i(∈ [1, n]), at least one extra packet arrives at Q(qi), sqi = B holds. Hence,
since for any i(∈ [1, n]), h
(qi)
PQ(1−) = B, PQ cannot accept the packet which arrives at each t+
1
2 .
However, ALG can accept all these packets, which means that ALG is an optimal offline algorithm.
Then, n(σ′) = n, and for any i(∈ [1, n]), qi(σ
′) = qi.
By the above argument, VPQ(σ
′) = VPQ(σ) −
∑q1−1
j=1 αjsj. Furthermore, for each i(∈ [1, n]),
kqi(σ
′) =
∑qi+1
j=qi+1
sj. By these equalities, VALG(σ
′) = VPQ(σ
′) +
∑n
i=1 αqikqi(σ
′) = VPQ(σ) +
∑n
i=1 αqi(
∑qi+1
j=qi+1
sj)−
∑q1−1
j=1 αjsj = VPQ(σ)+αq1(
∑qn+1
j=q1+1
sj)+
∑n
x=2(αqx−αqx−1)(
∑qn+1
j=qx+1
sj)−
∑q1−1
j=1 αjsj. Since
∑n
i=x kqi ≤
∑m
j=qx+1
sj by Lemma 3.5 and qn+1 = m, VALG(σ
′) ≥ VPQ(σ) +
αq1(
∑n
i=1 kqi)+
∑n
x=2(αqx−αqx−1)(
∑n
i=x kqi)−
∑q1−1
j=1 αjsj = VPQ(σ)+
∑n
i=1 αqikqi−
∑q1−1
j=1 αjsj =
VOPT (σ)−
∑q1−1
j=1 αjsj.
Therefore, VOPT (σ
′)
VPQ(σ′)
= VALG(σ
′)
VPQ(σ′)
≥
VOPT (σ)−
∑q1−1
j=1 αjsj
VPQ(σ)−
∑q1−1
j=1 αjsj
≥ VOPT (σ)
VPQ(σ)
. Moreover, by the definition of
σ′, σ′ satisfies the condition (ii) in the statement, which means that S1 includes σ
′.
In light of the above lemma, we introduce the next set of inputs. S2 denotes the set of inputs
σ(∈ S1) satisfying the following conditions: (i) for any i(∈ [1, n]), kqi =
∑qi+1
j=qi+1
sj, (ii) for any
j(∈ [q1,m]), sj ≤ B, and (iii) for any j(∈ [1, q1 − 1]), sj = 0 if q1 − 1 ≥ 1.
Lemma 3.7 Let σ(∈ S2) be an input such that for some z(≤ n(σ) − 1), qz(σ) + 1 < qz+1(σ).
Then, there exists an input σˆ(∈ S2) such that (i) for each i(∈ [1, n(σˆ) − 1]), qi(σˆ) + 1 = qi+1(σˆ)
and kqi(σˆ)(σˆ) = B, and (ii)
VOPT (σ)
VPQ(σ)
≤ VOPT (σˆ)
VPQ(σˆ)
.
Proof. For any j(∈ [1,m]) such that j 6= qz+1− 1, we define s
′
j = sj. Also, we define s
′
qz+1−1 = B.
(See Figure 1.)
We construct σ′ from σ in the following way. This approach is similar to those in the proof of
Lemma 3.6. First, for each j(∈ [q1,m]), s
′
j events at which s
′
j packets arrive at Q
(j) occur during
time (0, 1). Since s′j ≤ B by definition, PQ accepts all these packets. In addition, for any i(∈ [1, z]),
we define q′i = qi. We define q
′
z+1 = qz+1 − 1. For any i(∈ [z + 1, n + 1]), we define q
′
i+1 = qi.
Moreover, for any i(∈ [1, n + 1]), we define ai =
∑q′n+3−i
j=q′n+2−i+1
s′j and a0 = 0. For any x(∈ [0, n]), a
scheduling event occurs at each integer time t = (
∑x
j=0 aj)+1, . . . ,
∑x+1
j=0 aj. Also, an arrival event
where a packet arrives at Q(q
′
n−x+1) occurs at each time t+ 12 . After time (
∑n+1
j=0 aj) + 1, sufficient
scheduling events to transmit all the arriving packets occur.
Then, PQ transmits a packet from Q(j) at t, where j is an integer between q′n−x+1 + 1 and
q′n−x+2. Let ALG be an offline algorithm which transmits a packet from Q
(q′n−x+1) at t. By the
definition of q′i, for any i(∈ [1, n+1]), h
(q′i)
PQ(1−) = B. Thus, PQ cannot accept any packet arriving
at t+ 12 , but ALG can accept all the arriving packets. That is to say, ALG is optimal.
11
By the above argument, VPQ(σ
′) = VPQ(σ) + αqz+1−1(B − sqz+1−1). Furthermore, for any
j(6= qz, qz+1 − 1), kj(σ
′) = kj . Also, kqz(σ
′) = kqz − sqz+1−1 and kqz+1−1(σ
′) = B. Also, for any
i(∈ [1, n+ 1]), qi(σ
′) = q′i. Moreover, VOPT (σ
′) = VALG(σ
′) = VPQ(σ
′) +
∑n(σ′)
i=1 αqi(σ′)kqi(σ′)(σ
′).
By the above equalities,
∑n(σ′)
i=1 αqi(σ′)kqi(σ′)(σ
′) = (
∑n
i=1 αqikqi) − αqzsqz+1−1 + αqz+1−1B ≥
(
∑n
i=1 αqikqi)+αqz+1−1(B−sqz+1−1). Hence,
∑n(σ′)
i=1 αqi(σ′)
kqi(σ′)
(σ′)
VPQ(σ′)
≥
(
∑n
i=1 αqikqi)+αqz+1−1(B−sqz+1−1)
VPQ(σ)+αqz+1−1(B−sqz+1−1)
≥
∑n
i=1 αqikqi
VPQ(σ)
. Therefore, VOPT (σ
′)
VPQ(σ′)
≥
VPQ(σ
′)+
∑n(σ′)
i=1 αqi(σ′)
kqi(σ′)
(σ′)
VPQ(σ′)
≥ 1 +
∑n
i=1 αqikqi
VPQ(σ)
= VOPT (σ)
VPQ(σ)
.
By the definition of σ′, S2 includes σ
′. By the above argument, for any z′ such that qz′ + 1 <
qz′+1, we recursively construct an input in the above way, and then we can obtain an input satisfying
the lemma.
OPT 's buffer:
PQ's buffer:
°
j=qz
sj
qz+1
+1
extra packets
matching
°
j=qz
sj
qz+1
+1
extra packets
-1
B extra packets
matching
Empty cell
qz qz+1
qz+1-1
qz qz+1
qz+1-1
Stored packet
Figure 1: Example states of queues (qz through qz+1) of OPT and PQ for σ and σ
′. Left (Right)
queues show the states for σ (σ′).
We define the set S3 of inputs. S3 denotes the set of inputs σ(∈ S2) such that (i) for each
i(∈ [1, n− 1]), qi+1 = qi+1, (ii) for each i(∈ [1, n− 1]), kqi = B, (iii) for each j(∈ [q1, qn]), sj = B,
(iv) for any j(∈ [1, q1 − 1]), sj = 0 if q1 − 1 ≥ 1, and (v) for each j(∈ [qn + 1,m]), sj ≤ B. (By
Lemma 3.2, qn + 1 ≤ m.)
Lemma 3.8 For any input σ(∈ S3), there exists an input σ
′(∈ S3) such that (i) sqn(σ)(σ)+u+1(σ
′) =
(
∑m
j=qn(σ)(σ)+1
sj(σ))−uB, where u = ⌊
∑m
j=qn(σ)(σ)+1
sj(σ)
B
⌋, and for any j(∈ [qn(σ)(σ), qn(σ)(σ)+u]),
sj(σ
′) = B, and (ii) VOPT (σ)
VPQ(σ)
≤ VOPT (σ
′)
VPQ(σ′)
.
Proof. For any j(∈ [1, qn]), we define s
′′
j = sj. Furthermore, for each j(∈ [qn+1, qn+u]), we define
s′′j = B, and s
′′
qn+u+1 = (
∑m
j=qn+1
sj)− uB.
We construct σ′ from σ in the following way. This approach is similar to those in the proof
of Lemmas 3.6 and 3.7. First, for each j(∈ [q1,m]), s
′′
j events at which sj packets arrive at Q
(j)
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occur during time (0, 1). Since s′′j ≤ B by definition, PQ accepts all these packets. Then, for any
i(∈ [1, n]), we define ai =
∑qn+2−i
j=qn+1−i+1
sj, and a0 = 0. For any x(∈ [0, n − 1]), a scheduling event
occurs at each integer time t = (
∑x
j=0 aj) + 1, . . . ,
∑x+1
j=0 aj. Also, at each time t +
1
2 , an arrival
event where a packet arrives at Q(qn−x) occurs. After time (
∑n
j=0 aj) + 1, sufficient scheduling
events to transmit all the arriving packets occur. It is easy to see that VPQ(σ
′) ≤ VPQ(σ) and
VOPT (σ
′) = VOPT (σ). Moreover, by the definition of σ
′, σ′ ∈ S3 holds, and σ
′ satisfies the condition
(i) in the statement.
We next introduce the set S4 of inputs. Let S4 denote the set of inputs σ(∈ S3) satisfying the
following five conditions: (i) for each i(∈ [1, n − 1]), qi + 1 = qi+1, (ii) for each i(∈ [1, n − 1]),
kqi = B, (iii) for each j(∈ [q1, qn]), sj = B, (iv) for any j(∈ [1, q1 − 1]), sj = 0 if q1 − 1 ≥ 1, and
(v) there exists some u such that 0 ≤ u ≤ m − qn − 1. Also, for any j(∈ [qn, qn + u]), sj = B,
B ≥ sqn+u+1 ≥ 1, and for any j(∈ [qn + u+ 2,m]), sj = 0 if qn + u+ 2 ≤ m.
Lemma 3.9 Let σ(∈ S4) be an input such that qn(σ)(σ) + 2 ≤ m, sqn(σ)(σ)+1(σ) = B, and∑m
j=qn(σ)(σ)+2
sj(σ) > 0.
Then, there exists an input σˆ(∈ S4) such that (i) n(σˆ) = n(σ)+1, (ii) for each i(∈ [1, n(σˆ)−1]),
qi(σˆ) = qi(σ), and qn(σˆ)(σˆ) = qn(σ)(σ) + 1, and (iii)
VOPT (σ)
VPQ(σ)
≤ VOPT (σˆ)
VPQ(σˆ)
.
Proof. We construct σ′ from σ as follows: First, for each j(∈ [q1,m]), sj events at which sj packets
at Q(j) arrive occur during time (0, 1). Since sj ≤ B by the definition of S4, PQ accepts all these
arriving packets. For any i(∈ [1, n]), we define q′i = qi, q
′
n+1 = qn + 1 and q
′
n+2 = m. Moreover,
for any i(∈ [1, n + 1]), we define ai =
∑q′n+3−i
j=q′n+2−i+1
sj and a0 = 0. Then, for any x(∈ [0, n]), a
scheduling event occurs at each integer time t = (
∑x
j=0 aj) + 1, . . . ,
∑x+1
j=0 aj . In addition, for any
x(∈ [0, n]), an arrival event where a packet arrives at Q(q
′
n+1−x) occurs at each time t + 12 . After
time (
∑n+1
j=0 aj) + 1, sufficient scheduling events to transmit all the arriving packets occur.
Then, the packets which PQ transmits at each scheduling event for σ′ are equivalent to those
for σ. Consider an offline algorithm ALG which transmits a packet from Q(q
′
n+1−x) at t. By the
definition of q′i, since for any i(∈ [1, n + 1]), h
(q′i)
PQ(1−) = B, PQ cannot accept any packet which
arrives at each time t+ 12 , but ALG can accept all the packets, which means that ALG is optimal.
Hence, n(σ′) = n+ 1, and for any i(∈ [1, n + 1]), qi(σ
′) = q′i.
Since for any j(∈ [1,m]), sj(σ
′) = sj, VPQ(σ
′) = VPQ(σ). Moreover, for any i(∈ [1, n − 1]),
kqi(σ
′) = kqi , kqn(σ
′) = sqn+1, and kqn+1(σ
′) =
∑m
j=qn+2
sj . Therefore, σ
′ ∈ S4 holds, σ
′ satisfies
the conditions (i) and (ii) in the statements. Also, VOPT (σ
′) = VALG(σ
′) = VOPT (σ) + (αqn+1 −
αqn)
∑m
j=qn+2
sj ≥ VOPT (σ).
S5 denotes the set of inputs σ(∈ S4) satisfying the following six conditions: (i) for each i(∈
[1, n− 1]), qi+1 = qi+1, (ii) for each i(∈ [1, n− 1]), kqi = B, (iii) for each j(∈ [q1, qn]), sj = B, (iv)
for any j(∈ [1, q1 − 1]), sj = 0 holds if q1 − 1 ≥ 1, (v) kqn = sqn+1 (By Lemma 3.2, qn + 1 ≤ m.)
and 1 ≤ sqn+1 ≤ B, and (vi) for any j(∈ [qn + 2,m]), sj = 0 holds if qn + 2 ≤ m.
Lemma 3.10 For any input σ(∈ S5), there exists an input σˆ(∈ S5) such that (i) sqn(σˆ)(σˆ)+1(σˆ) = B,
and (ii) VOPT (σ)
VPQ(σ)
≤ VOPT (σˆ)
VPQ(σˆ)
.
That is, there exists an input σ∗ ∈ S∗ such that maxσ′{
VOPT (σ
′)
VPQ(σ′)
} = VOPT (σ
∗)
VPQ(σ∗)
.
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Proof. Since σ ∈ S5 holds,
VOPT (σ)
VPQ(σ)
=
VPQ(σ)+
∑n
i=1 αqikqi
VPQ(σ)
≤ 1 +
B(
∑qn−1
j=q1
αj)+αqnsqn+1
∑qn+1
j=q1
αjsj
≤ 1 +
B(
∑qn−1
j=q1
αj)+αqnsqn+1
B(
∑qn
j=q1
αj)+αqn+1sqn+1
, which we define as x(sqn+1).
Let σ1, σ2 ∈ S5 be any inputs such that (i) n = n(σ2) = n(σ1)+1, (ii) for any i(∈ [1, n−1]), qi =
qi(σ1) = qi(σ2), (iii) qn = qn(σ2), and (iv) sqn−1+1(σ1) = B and sqn+1(σ2) = B. Then, since x(sqn+1)
is monotone (increasing or decreasing) as sqn+1 increases,
VOPT (σ)
VPQ(σ)
≤ max{VOPT (σ1)
VPQ(σ1)
, VOPT (σ2)
VPQ(σ2)
}.
Therefore, let σˆ be the input such that σˆ ∈ argmax{VOPT (σ1)
VPQ(σ1)
, VOPT (σ2)
VPQ(σ2)
}, which means that the
statement is true.
Lemma 3.11 The competitive ratio of PQ is at least 2−minx∈[1,m−1]{
αx+1∑x+1
j=1 αj
}.
Proof. Consider the following input σ. Define m′ ∈ argminx∈[1,m−1]{
αx+1∑x+1
j=1 αj
}. Initially, (m′+1)B
arrival events happen such that B packets arrive at Q(1) to Q(m
′+1). Then, for k = 1, 2, . . . ,m′, the
kth round consists of B scheduling events followed by B arrival events in which all the B packets
arrive at Q(m
′
−k+1).
For σ, PQ transmits B packets from Q(m
′
−k+2) at the kth round. As a result, PQ cannot
accept arriving packets in the (k + 1)st round. Hence, VPQ(σ) = B
∑m′+1
j=1 αj holds. On the other
hand, OPT transmits B packets from Q(m
′
−k+1) at the kth round, and hence can accept all the
arriving packets. Thus, VOPT (σ) = 2B
∑m′
j=1 αj+Bαm′+1. Therefore,
VOPT (σ)
VPQ(σ)
=
2
∑m′
j=1 αj+αm′+1
∑m′+1
j=1 αj
=
2−
αm′+1
∑m′+1
j=1 αj
. (It is easy to see that σ ∈ S5.)
4 Lower Bound for Deterministic Algorithms
In this section, we show a lower bound for any deterministic algorithm. We make an assumption
that is well-known to have no effect on the analysis of the competitive ratio. We consider only online
algorithms that transmit a packet at a scheduling event whenever their buffers are not empty. (Such
algorithms are called work-conserving. See e.g. [9].)
Theorem 4.1 No deterministic online algorithm can achieve a competitive ratio smaller than 1+
α3+α2+α
α4+4α3+3α2+4α+1
.
Proof. Fix an online algorithm ON . Our adversary constructs the following input σ. Let σ(t)
denote the prefix of the input σ up to time t. OPT can accept and transmit all arriving packets
in this input. 2B arrival events occur during time (0, 1), and B packets arrive at Q(1) and Q(m),
respectively. In addition, B scheduling events occur during time (1, 2). For σ(2), suppose that ON
transmits B(1 − x) packets and Bx ones from Q(1) and Q(m), respectively. (See Figure 2.) After
time 2, our adversary selects one queue from Q(1) and Q(m), and makes some packets arrive at the
queue.
Case 1: If αx ≥ 1 − x: B arrival events occur during time (2, 3), and B packets arrive at
Q(1). Then, the total value of packets which ON accepts by time 3 is (α+1+1−x)B. Moreover, B
scheduling events occur during time (3, 4). For σ(4), suppose that ON transmits B(1− y) packets
and By packets from Q(1) and Q(m), respectively. (See Figure 3.) After time 4, in the same way
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OPT (Case 1) :ON :
Q(1)
Q(m)
B
Bx
B(1-x)
OPT (Case 2) :
B
Stored packetsEmpty space
Figure 2: States of queues at time 2
as time 2, our adversary selects one queue from Q(1) and Q(m), and makes some packets arrive at
the queue.
Case 1.1: If α(x + y) ≥ 1 − y: B arrival events occur during time (4, 5), and B packets
arrive at Q(1). Furthermore, 2B scheduling events occur during time (5, 6).
For this input, VON (σ) = (α+ 1 + 1− x+ 1− y)B, and VOPT (σ) = (α+ 1 + 1 + 1)B.
Case 1.2: If α(x + y) < 1 − y: B arrival events occur during time (4, 5), and B packets
arrive at Q(m). Moreover, 2B scheduling events occur during time (5, 6).
For this input, VON (σ) = (α+ 1 + 1− x+ α(x+ y))B, and VOPT (σ) = (α+ 1 + 1 + α)B.
Case 2: If αx < 1 − x: B arrival events occur during time (2, 3), and B packets arrive at
Q(m). Then, the total value of packets which ON accepts by time 3 is (α+1+αx)B. Moreover, B
scheduling events occur during time (3, 4). For σ(4), ON transmits B(1− z) packets and Bz ones
from Q(1) and Q(m), respectively during time (3, 4). (See Figure 4.) After time 4, in the same way
as the above case, our adversary selects one queue from Q(1) and Q(m), and causes some packets
to arrive at the queue.
Case 2.1: If αz ≥ 1− x+ 1− z: B arrival events occur during time (4, 5), and B packets
arrive at Q(1). Also, 2B scheduling events occur during time (5, 6).
For this input, VON (σ) = (α+ 1 + αx+ 1− x+ 1− z)B, and VOPT (σ) = (α+ 1 + α+ 1)B.
Case 2.2: If αz < 1− x+ 1− z: B arrival events occur during time (4, 5), and B packets
arrive at Q(m). In addition, 2B scheduling events occur during time (5, 6).
For this input, VON (σ) = (α+ 1 + αx+ αz)B, and VOPT (σ) = (α+ 1 + α+ α)B.
By the above argument, we define c1(x) = minymax{
α+1+1+1
α+1+1−x+1−y ,
α+1+1+α
α+1+1−x+α(x+y)} and c2(x) =
minzmax{
α+1+α+1
α+1+αx+1−x+1−z ,
α+1+α+α
α+1+αx+αz }. Then,
VOPT (σ)
VON (σ)
≥ minxmax{c1(x), c2(x)}.
c1(x) is minimized when
α+1+1+1
α+1+1−x+1−y =
α+1+1+α
α+1+1−x+α(x+y) . Then, y =
α(α+3)+(−α2−4α+1)x
α2+5α+2
.
Thus, c1(x) ≥
α2+5α+2
α2+4α+2−x .
c2(x) is minimized when
α+1+α+1
α+1+αx+1−x+1−z =
α+1+α+α
α+1+αx+αz . Then, z =
α2+6α+1+(α2−4α−1)x
2α2+5α+1 .
Hence, c2(x) ≥
2α2+5α+1
α2+4α+1+α2x
.
Finally, minxmax{c1(x), c2(x)} is minimized when c1(x) = c2(x), that is
α2+5α+2
α2+4α+2−x
= 2α
2+5α+1
α2+4α+1+α2x
.
Therefore, since x = α
4+4α3+2α2+α
α4+5α3+4α2+5α+1
, minxmax{c1(x), c2(x)} ≥
α4+5α3+4α2+5α+1
α4+4α3+3α2+4α+1
= 1+ α
3+α2+α
α4+4α3+3α2+4α+1
.
5 Concluding Remarks
A lot of packets used by multimedia applications arrive in a QoS switch at a burst, and man-
aging queues to store outgoing packets (egress traffic) can become a bottleneck. In this paper,
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Q(1)
Q(m)
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BBx
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Figure 3: States of queues at time 4 via Case 1
OPT (Case 2.1) :ON :
Q(1)
Q(m)
B
OPT (Case 2.2) :
BBz
B(1-x) B(1-z)
Figure 4: States of queues at time 4 via Case 2
we have formulated the problem of controlling egress traffic, and analyzed Priority Queuing poli-
cies (PQ) using competitive analysis. We have shown that the competitive ratio of PQ is ex-
actly 2−minx∈[1,m−1]{
αx+1∑x+1
j=1 αj
}. Moreover, we have shown that there is no 1 + α
3+α2+α
α4+4α3+3α2+4α+1 -
competitive deterministic algorithm.
We present some open questions as follows: (i) What is the competitive ratio of other practical
policies, such as WRR? (ii) We consider the case where the size of each packet is one, namely
fixed. In the setting where packets with variable sizes arrive, what is the competitive ratio of
PQ or other policies? (iii) We are interested in comparing our results with experimental results
using measured data in QoS switches. (iv) The goal was to maximize the sum of the values of
the transmitted packets in this paper, which is generally used for the online buffer management
problems. However, this may not be able to evaluate the actual performance of practical scheduling
algorithms correctly. (We showed that the worst scenario for PQ is extreme in this paper.) What
if another objective function (e.g., fairness) is used for evaluating the performance of a scheduling
algorithm? (v) An obvious open question is to close the gap between the competitive ratio of PQ
and our lower bound for any deterministic algorithm.
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A Comparing Both Upper Bounds
Our upper bound is
2− min
x∈[1,m−1]
{
αx+1
∑x+1
j=1 αj
} = 1 + max
x∈[1,m−1]
{
∑x
j=1 αj
∑x+1
j=1 αj
}
and the upper bound by Al-Bawani and Souza [2] is
2− min
j∈[1,m−1]
{
αj+1 − αj
αj+1
} = 1 + max
j∈[1,m−1]
{
αj
αj+1
}.
Now we show that
max
x∈[1,m−1]
{
∑x
j=1 αj
∑x+1
j=1 αj
} < max
j∈[1,m−1]
{
αj
αj+1
}.
Define a ∈ argmaxj∈[1,m−1]{
αj
αj+1
} and b ∈ argmaxx∈[1,m−1]{
∑x
j=1 αj∑x+1
j=1 αj
}. Then, we have that
αa
αa+1
≥
∑b
j=1 αj
∑b
j=1 αj+1
>
∑b
j=1 αj
α1 +
∑b
j=1 αj+1
=
∑b
j=1 αj
∑b+1
j=1 αj
.
B Restriction of Input
Lemma B.1 Let σ be an input such that OPT rejects at least one packet at an arrival event.
Then, there exists an input σ′ such that VOPT (σ)
VPQ(σ)
≤ VOPT (σ
′)
VPQ(σ′)
and OPT accepts all arriving packets.
Proof. Let e be the first arrival event where OPT rejects a packet, let p be the arriving packet
at e, and let t be the event time when e happens. We construct a new input σ′′ by removing e
from a given input σ. Then, PQ for σ′′ might accept a packet q which is not accepted for σ after
t. Suppose that PQ handles priorities to packets in its buffers, and transmits the packet with
the highest priority at each scheduling event. Let Q(i) be a queue at which p arrives at e. Then,
at a scheduling event after t, a priority which PQ handles to a packet in Q(j) (j ≤ i) for σ′′ is
higher than that for σ. However, a priority which PQ handles to a packet in Q(j) (j > i) for σ′′
is equal to that for σ. Thus, a time when a packet is transmitted from Q(j) (j > i) in σ′′ is the
same as that in σ. Also, the number of packets which PQ stores in Q(j) (j > i) in σ′′ is equivalent
to that in σ. Let k be the integer such that αk is the value of q. Then, i ≥ k holds. Hence,
VPQ(σ
′′) ≤ VPQ(σ). On the other hand, VOPT (σ
′′) = VOPT (σ). According to the inequality and
the equality, VOPT (σ)
VPQ(σ)
≤ VOPT (σ
′′)
VPQ(σ′′)
. As a result, we construct a new input σ′ by removing all arrival
events at which OPT rejects a packet from σ. Then, VOPT (σ)
VPQ(σ)
≤ VOPT (σ
′)
VPQ(σ′)
.
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