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要 旨
コンテナ型仮想化におけるスケーリング方式のヘテロジニアス
IoTシステムへの応用
小川 友暉
近年, IoTの発展に伴ってフォグコンピューティングと呼ばれる新パラダイムが着目され
ている. 背景として, 従来のクラウドコンピューティングによるサーバでの集中処理方式は,
IoTシステムにおける多量のデータやネットワークの輻輳によって現実的では無く, またリ
アルタイム処理などの厳しいレイテンシ要件を満たすことができないためである. そのため,
エッジデバイス側での処理が現在求められているが, エッジデバイスはサーバに比べて性能
が非常に劣っており, 単体で集中処理方式と同じ要求を満たすことは不可能である. また,
OSやライブラリの欠如などデバイスのヘテロジニアス性が多く存在するため, システムを
構築することは非常に難しく, 管理も難しい.
そこで, 本研究ではヘテロジニアス IoTシステムへのコンテナ型仮想化のスケーリングの
応用を提案する. Kubernetesでは, クラウドコンピューティングなどのホモジニアスな環境
で使用されることが前提となっており, ヘテロジニアスなシステムに対しての最適化がなさ
れていない. また, 配置するアプリケーションである Podに対する, 要求リソースと制限リ
ソースの割り当て量をあらかじめ決めておくことができるが, Pod自体のリソース量を動的
に変化させることができない. そのため, 負荷が上がってきたときに Podはリソース量を調
整することができず, 気温などの変化によって CPU性能が相対的に変化することによって,
必要なパフォーマンスを発揮することが困難となる.
そこで負荷率によって Pod自体の要求リソース量を動的にスケーリングさせ, 要求リソー
ス量を増やすことで必要なパフォーマンスの維持を行なう. また, 現在のノードに必要とす
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るリソースがない場合, 新しいノードへと再配置することによって, パフォーマンスの維持
を行なうことを提案する. 評価では Raspberry Pi 5台を用いて性能評価を行い，リソース
の調整を行なった結果，リソース量の変更から Podの再生成終了まで平均 7.238秒の実行
時間となった.
キーワード IoT, コンテナ型仮想化, kubernetes, ヘテロジニアス IoT, スケーリング
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Abstract
Autoscaling of Container-Based Virtualization towards
Heterogeneous IoT Systems
In recent years, with the development of IoT, a new paradigm called fog computing
has been payed attention to. As a background, the centralized processing method in the
server based on the conventional cloud computing is not realistic due to a large amount
of data and network congestion in the IoT system, and can not satisfy stringent latency
requirements such as real time processing. For this reason, processing on the edge
device side is currently required, but edge devices are poorer in performance than cloud
servers and it is impossible to satisfy the same requirements as centralized processing
on a standalone basis. In addition, because there are many heterogeneous properties
of devices such as lack of neccesary library, it is very difficult to build and manage a
system.
Therefore, we propose maintain stable performance by dynamically scaling the
required resource amount of Pod itself by the load ratio, realizing an increase in the
requested resource amount, and relocating to the new node when there is no resource
required for the current node.
Performance evaluation was conducted using five Raspberry Pi’s, and the average
time of resource adjustment was 7.238 sec., including changing time of the resource
amount and regeneration time of the Pod.
key words IoT, heterogeneous, scaling
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第 1章
序論
近年, IoT(Internet of Things)と呼ばれ, モノのインターネットという新しい概念が普及
しつつある. 様々なモノ, 機械, 人間の行動や自然現象は膨大な情報を生成しており, これら
の情報を収集して可視化することができれば様々な問題が解決できるといわれている. 見る
ことや聞くこと, 触ることができる情報に加えて，加速度センサーなどのそれらに該当しな
いセンサー情報も数値化され収集可能になっている. 従来のように人間がパソコン類を使用
してデータを入力するだけではなく，モノに取り付けられたセンサーが人手を介さずにデー
タを収集・入力し, インターネット経由で利用できるようになることが IoT の概念である
[1].
IoT をビジネスに活用する企業は増加しており, 適応分野も多様化が進んできている.
ITRによる調査（図 1.2）によるとモノのトラッキング, 工場生産の最適化, エネルギー消費
の最適化をはじめとして, 多岐に及ぶ分野への投資が進んでおり導入企業の多くが効果を実
感してることが明らかになっている. IoTの市場は活用企業が増加するとともに, 1社あたり
の投資額も増大することから市場規模は 2017年の約 4850億円から 2020年に約 1兆 3800
億円へと急速に拡大すると予測している [2].
この IoTの主な活用事例として以下のような事例がある.
• 自動車分野
車同士が相互通信することによって衝突の防止を行う. V2V（Vehicle to Vehicle）を
利用した, 車同士の通信によって状況を感知し情報を送受を行い, 運転で重要といわれ
る認知・判断を一瞬で行い衝突を防止することができる. クラウドを介さず, 個々の自
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図 1.1 Internet of Thingsのイメージ図
動車が相互に状況を把握し, 危険を回避するように動くことで, 状況に合わせた早急な
対応が可能になる.
• 医療分野
AppleWatchなどのスマートウォッチによって装着者の健康状態を常時モニタリングし,
運動不足や睡眠時間, カロリーなどを計測し自動転送により見える化を行う. 病気の予
防などに加えて潜在的な病気の早期発見なども提案されている. 他にも, 高齢者の自宅
に設置することで, 室温などを検知, パソコンなどを通じて温度を調節することで, 熱中
症や脱水症状などを未然に防ぐことができる [3].
• 農業分野
センサによって施設をモニタリングし, 施設の「今」「過去」のデータを見える化する.
最適な環境制御や作業検討を支援し, またデータを基にした栽培方法の評価・検証を行
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図 1.2 IoT導入企業における分野ごとの実施率 [2]
うことにより, より高品質な作物栽培が可能となる. 他にも作業工程を見える化するこ
とによって, 作業の課題を発見し効率化・低コスト化に寄与することができる.
IoTはイベント発生の認識および対応の迅速化を行うことが可能で, 製造, 石油, ガス, 公
益事業, 運輸, 鉱業, 公共部門などの業種では, 応答時間の短縮は生産性の向上, サービスレ
ベルの向上, 安全性の向上に直結する. 工場の場合であれば, 重要なマシンの温度センサが故
障に関連する計測値を送信することで, シャットダウン状態を避けるための技術者を修理の
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ために派遣することが可能となる. シャットダウンは非常にコストが高く機会損失などを引
き起こしてしまうため非常に有用である. 石油やガスの調査では, オイルパイプラインのセ
ンサが圧力変化を記録し, それに応じてポンプは自動的に減速し災害が発生することを回避
することができる. IoTはあらゆる社会に浸透していき, 生産性の向上からリスク回避まで
様々な問題を解決することができるといえる.
こういった中で, IoT の普及に伴いフォグコンピューティングに注目が集まっている [4].
シスコが定義するフォグコンピューティングは以下のようなモデルである.
• 膨大な量の IoTデータをクラウドに送信するのではなく, データが生成された場所に近
いネットワークエッジで, 最も時間制約の厳しいデータを分析
• ポリシーに基づいて, ミリ秒単位で IoTデータに作用
• 選択したデータを履歴分析と長期保存用にクラウドに送信
こういったフォグコンピューティングが台頭してきた理由として, 従来のクラウドコン
ピューティングによるサーバでの集中処理方式は, 今日の IoT システムで発生する大量の
データやネットワークの輻輳を考慮して設計されていないため現実的では無いことがあげら
れる. 以前では IoTに接続されていなかった数十億ものデバイスが毎日２エクサバイト以上
のデータを生成しており, 2020 年までに 500 億近くの「モノ」がインターネットに接続さ
れるといわれており膨大な帯域幅が必要となる. 例えば，複数の店舗を持つ会社が，1日の
売り上げや顧客情報などをある決められた時刻に本社に送るようなシステムを考える．その
場合，始業時間や終業時間といった決められた時刻にトラフィックが増大し，ネットワーク
の圧迫によって回線を占有することになる．また, 大量のデータが本社サーバに対して送ら
れるため, このようなデータを一定時間内に処理するためだけに高性能なリソースを有する
サーバを導入する必要があるなどといった, コスト面での懸念も発生する. このような場合，
必要なデータのみを送ることが必要であり，各店舗で情報量を落として本社のサーバにデー
タを送るようなシステムが必要といえる．
またクラウドコンピューティングによる処理では，リアルタイム処理などの厳しいレイテ
– 4 –
ンシ要件を満たすことができない. エッジデバイス側のみならず, クラウドまでデータを転
送する回線の帯域が非常に広く, またアクセス速度も高速であるといった, クラウドの処理
能力とネットワークの回線についても考慮する必要が出てくる. そのため過剰なコストがか
かってしまうことになる. それに対してフォグコンピューティングは, 少ないレイテンシと帯
域幅効率を有し, 企業や事業がもし失敗した場合やエッジデバイスが故障した場合でも, 分
散処理によって受ける影響の範囲を押さえることによってレジリエントなエンドユーザサー
ビスを提供することが可能であり, インフラストラクチャの効率を高めることが可能となっ
ている [5].
このため, 昨今, エッジ側での処理の分担が求められている. しかしながら, IoTなどのデ
バイスはヘテロジニアス性を持っている. 例えば, Raspberry Piなどを代表とした IoTデバ
イスはリソースに制約のあるデバイスで構成されている. 互換性のないアーキテクチャ, オ
ペレーティングシステムの違い, ライブラリの欠如などにより, サポートされているデバイ
スの種類ごとにプログラムを開発または微調整する必要があり, またそれぞれのデバイスご
とに独自の更新や設定方法が混在するため, アプリケーションのデプロイメントやオーケス
トレーションも非常に困難であることが知られている [13].
また設置される場所は多種多様であり, また設置場所などの温度変化などによって性能に
ばらつきが発生し処理効率が変動する. そのため, ヘテロジニアスな環境でも, エッジ側で処
理効率を高く維持する機構が必要である [7]. また, エッジデバイスで用いられる組込み機器
では前述したリソース制約の観点から, 各アプリケーションが処理を完遂できるように, リ
ソースの確保を行うことが重要である. そのため, 予想される負荷に対して必要なリソース
量を見積ることで, 負荷に対応できるようにする.
しかしながら, リソースの必要な量（プロビジョニング量）と, 処理が行われず不必要で無
駄になってしまう量（デプロビジョニング量）は時間とともに変化する. 様々なアプリケー
ションには様々な用件があり, そのため, 図 1のように，Podごとに作業負荷のピーク要件
を満たすための十分なリソースを確保することはコストがかかることになる.
たとえば, 見積もり負荷が高すぎてしまうと, ピーク時以外には利用していないリソース
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図 1.3 時間的推移とワークロード
が大量に発生してしまい全体の処理効率として無駄が多くなってしまう. しかしながら, 見
積もり性能が少なすぎた場合, 負荷が見積もり負荷を超えてしまうと, その間システムは処
理が追いつかず要求された時間内での処理が終わらない可能性が生じる. 結果としてサービ
スレベルの低下を招くこととなる. Podのアプリケーションが必要とするリソース量を活用
するためには, Pod自体のリソース量を動的に変化させ, ピーク時には必要なリソース量を
増大させることで大きな処理負荷にも対応できるようにする仕組みが必要である.
コンテナ型仮想化を用いる理由として, ハードウェアリソースをソフトウェアから分離で
きることに加えて, パッケージ化されたソフトウェアを複数のハードウェアアーキテクチャ
上で実行することが可能であることにある. コンテナ型仮想化はハイパーバイザ型仮想化に
比較して, 少ないリソース消費, 非常に高速な構築やインスタンス化などの利点がある. 加え
て, コンテナは VMなどの仮想イメージよりも小さいため, より高いアプリケーションおよ
びサービスの割り当てを可能としている. これらより, IoTおよびフォグコンピューティン
グにおいて非常に有効であることが言える.
本論文ではこのような機構としてコンテナ型仮想化を用いた Kubernetes[8]でのスケーリ
ング方式を提案し, ヘテロジニアスな環境での IoTシステムにおいて, 各々のエッジデバイ
スがアプリケーションの負荷に合わせて動的にリソースの使用量を変更し, ヘテロジニアス
IoTシステム全体の可用性を向上させることを目標とした.
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本章では, 研究背景と研究目的について述べた. 第 2章では, IoTにおけるヘテロジニアス
性と仮想化を行うメリットおよび仮想化技術の説明と各メリットを述べる. 第 3章では, 提
案する動的スケーリング方式を構成するコンポーネントについて述べたのち, Webサーバを
アプリケーションとして配置し, 評価を行う.
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第 2章
仮想化技術とヘテロジニアス IoT
2.1 緒言
本章では, 現在の IoTにおけるヘテロジニアス環境の状況と本研究で用いる仮想化技術に
ついて使用される技術と用語についての概要について述べる.
第 1節では, 現在の IoTシステムの動向について述べ, そのシステムにおけるデバイスご
との環境や性能におけるヘテロジニアス性について述べた後, それらを解決する複数の手段
とその問題点, 今回採用するコンテナ型仮想化を用いる理由などを示す.
2.2 IoTシステムとヘテロジニアス性
IoTは様々な「モノ（物）」がインターネットに接続され, 情報交換することにより相互に
制御する仕組みもしくは社会について表している. 従来のネットワーク機器（ルータ, スイッ
チなど）とは異なり, 物理環境（温度, 電磁波レベル, 動作など）を感知したり, 冷暖房や換
気などの物理的な環境に影響を及ぼす動作を起こすことができる. そのほかにも生産ライン
の圧力バルブの制御, 渋滞を緩和するための信号機のタイミングの変更など多岐に渡ってい
る. 特に組込みシステムの進歩により, このビジョンが実現しようとしている. 組込みシス
テムに用いられるプロセッサや無線通信モジュールなどの電子部品はダウンサイジング, 価
格の減少, 省電力化などのために, 我々の生活になじみつつある. IoTデバイスが偏在するこ
とによって人間がトラフィックの発生と受信を行うのは少数になると推定されており, この
ような観点からエンドユーザの端末を接続するネットワークインフラストラクチャとしての
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従来のインターネットのコンセプトから, 広範なコンピューティング環境を形成する相互接
続された「スマート」オブジェクトになるといわれている [11][12]. その結果として膨大な
データ量が生成されており, データの有効活用を行うためにはシームレスかつ, 効率的な方
法で収集され, 処理される必要がある.
近年の IoT デバイスの処理能力は集中処理方式のジョブを実行できるレベルに達してお
り, 1つの例として Raspberry Piがあげられる. このボードは 1000万台以上が販売されて
おり, 5000円程度で非常に安価でありながらも, コンピュータとして十分な性能を保有して
いる．しかしながら, クラウドサーバなどと比較すると, Raspberry Piなどの IoTデバイス
は非常にヘテロジニアスでリソースに制約のあるデバイスで構成されている. 互換性のない
アーキテクチャ, オペレーティングシステムの違い, ライブラリの欠如などにより, サポート
されているデバイスの種類ごとにプログラムを開発または微調整する必要があり, またそれ
ぞれのデバイスごとに独自の更新や設定方法が混在するため, アプリケーションのデプロイ
メントやオーケストレーションも非常に困難であることが知られている [13].
IoTアプリケーションを開発してデプロイするためにはオーバヘッドを最小限に抑えなが
ら, ヘテロジニアス性を抽象化し, 効率的な管理と操作を可能にするための一般的なソフト
ウェアインフラストラクチャを共有する必要がある. 組込みデバイスを含む分散アプリケー
ションのための統合開発環境を提供するために, いくつかのソフトウェア抽象化が開発され
ている. 1つのアプローチは, 実際のハードウェアから抽象レイヤー, プラットフォームに依
存しない APIを介して実行するソフトウェアプログラムをデカップリングできる, オペレー
ティングシステムを開発することである. しかしながら, これらのシステムでは独自のプロ
グラミング言語を使用する必要があり, 既存のプログラムを書き換えずに使用する可能性を
排除することになってしまうため再利用が困難となる [14].
もう一つのアプローチは特定のプラットフォーム用に設計された Linux を用いることに
よって解決する方法がある [15]. しかしながらこれらはシングルボードコンピュータなど
の計算能力が低いデバイスを対象としていない場合が多く，また, これにより新規のソフト
ウェア統合が特定のオペレーティングシステムごとにケースバイケースで行われなければな
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らないことに加えて, この手法による標準化は互換性を提供するためのものでしかなく, 予
期せぬ動作やバグにつながる可能性を孕む.
これらの問題を解決する手段として仮想化技術を用いることが解決策である．Virutal
Machineはマシンに依存しない形式（バイトコード）にアプリケーションをコンパイルし，
インタプリタによって実行される. 同じアプリケーションは，適当なインタプリタを備えて
いれば，任意のハードウェアプラットフォームで実行可能であり, Androidなどは例の一つ
である. Androidのコアは Linuxカーネルに準拠しており, アプリケーションは Javaで記
述されている. 　
クラウドコンピューティングでは, ソフトウェアコンテナに基づく軽量な仮想化が複数の
データセンタで分散アプリケーションを簡単に, 作成, デプロイ, スケーリングできるように
なるため, 近年推進されている. これらの軽量な仮想化を用いるためには Linuxカーネルに
組み込まれている機能を使用することであり, 仮想マシンやハイパーバイザのオーバヘッド
なしに仮想環境を作成することが可能となる. アプリケーションはすべての依存関係ととも
に, サポートされている Linux環境でインスタンス化できるイメージにパッケージ化されて
いる. IoT の分野では, これらの方法が最近になって検討され始めており, プラットフォー
ムのヘテロジニアス性を克服しつつ, 低オーバヘッド実現するための有望な手段であるとい
える.
2.3 仮想化技術の概要
仮想化とは, コンピュータ内の CPUやメモリ, ストレージディスクなどのハードウェアリ
ソースを, 物理的な構成を無視して, 論理的に統合および分割できる技術のことである. 仮
想計算機（Virtual Machine：VM）とは物理的な計算機と同様の機能ソフトウェアにより
仮想的に実現する技術, またその技術により実現された仮想的な計算機である. 1台のコン
ピュータをあたかも複数台のコンピュータであるかのように論理的に分割し, それぞれに別
の OS（Operating System）やアプリケーションを動作させることができるようになる.
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従来の技術では, 単一の物理計算機以上では単一の OSしか動作させることができなかっ
たが, この仮想化技術を用いることで, 単一の計算機上に複数の VMを作り, 複数の OSを
同時に実行させることが可能となった. 仮想化技術が出現した背景として, 近年, ハードウェ
アが高性能になり, サーバの処理能力の飛躍的な向上により, その結果としてリソースを効
率的に活用することができず, 余剰リソース化を引き起こしてしまっていることにある [16].
仮想化を行う理由とそのメリットについて以下に示す [18].
• 仮想マシンを使用することで, 使用率の低い幾つかのサーバのワークロードを, より少
ないマシンへと統合することができる. 場合によっては, 単一のマシンにも統合するこ
とができ, そのメリットとして, サーバインフラストラクチャのハードウェア, 環境コス
ト（冷却, 設置個所の確保）, 管理, および管理コストの節約を行うことができる.
• レガシーアプリケーションを実行する場合に, 仮想マシンを用いることで, 適切な処理
を行える. 従来のアプリケーションは新しいハードウェアやオペレーティングシステム
では動作しない可能性があり, 前述のようにサーバを十分に活用できない場合でも, 複
数のアプリケーションのコンソリデーションをすることは理にかなっている. このよう
なアプリケーションはハードコード化されており, 通常は単一の実行環境に共存するよ
うには作成されていないため, 仮想化なしでは実行が難しい.
• セキュリティ上のリスクのある信頼できないアプリケーションを実行するための安全な
独立したサンドボックスを構築することができる. インターネットからダウンロードし
たファイルを実行する場合でも, 高速に実行環境を作成することができる. 仮想化は安
全なコンピューティングプラットフォームを構築する上で重要な概念である.
• 仮想マシンを使用することで, リソース制限が課せられているオペレーティングシステ
ムまたは実行環境を作成し, 適切なスケジューラ, リソースの保証が与えられる. パー
ティショニングは, QoS対応のオペレーティングシステムを作成する際に, QoSと同時
に使用される.
• 仮想マシンはハードウェアや, ハードウェア構成（SCSIデバイスや, マルチプロセッサ
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など）の仮想環境を構築することができる. 仮想化は独立したマシンのネットワークを
シミュレーションするためにも利用できる.
• 仮想マシンを使用することで, 複数のオペレーティングシステムを同時に実行すること
ができる. 異なるバージョンやまったく異なるシステムであっても, ホットスタンバイ
状態となることも可能である. このようなシステム中には, 新しいハードウェアで実行
するのが困難, 不可能なものが存在する.
• 仮想マシンでは仮想マシンモニタに設置することで, 強力なデバッグとパフォーマンス
のモニタリングが可能である. オペレーティングシステムは自身でモニタリングを行な
わないため, 生産性を損なうことなく, または, より複雑なデバッグシナリオを設定する
ことなく, デバッグすることが可能である.
• 仮想マシンは, 実行されているプログラムを切り分けることができるため, 障害やエ
ラーの抑留を提供する. ソフトウェア障害を事前に引き起こし, システムの後続動作を
調べることも可能である.
• 仮想マシンにより, ソフトウェアの移行が容易になり, アプリケーションとシステムの
モビリティを支援する.
• 仮想化により, システムの移行, バックアップ, リカバリなどのタスクを簡単かつ管理が
容易になる.
次節で主な仮想化手法について説明する.
2.3.1 ハイパーバイザ型仮想化
ハイパーバイザ型仮想化は一般的にベアメタル仮想化とホスト型仮想化に分別される. ベ
アメタル型仮想化はタイプ 1 ハイパーバイザとも呼ばれており, 図 2.1 左のようにホスト
OSの介在なしで仮想化を実現する仮想化手法である. ESXiや Hyper-V, Xenなどが分類
される. ホスト OSを必要としないため, ハイパーバイザが直接ハードウェアを制御するこ
とができ, 仮想マシンの速度低下を最小限に抑えることができる.
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図 2.1 ベアメタル仮想化とホスト仮想化
ホスト型仮想化はタイプ 2ハイパーバイザとも呼ばれており, 図 2.1右のように, 通常の
OS上に土台となるソフトウェアをインストールし, そのソフトウェア上で仮想マシンを稼
働させる方式である. VMware Player, や VMware Fusion などがホスト型に分類される.
ホスト型はすでに利用しているサーバやコンピュータにもインストールすることができるた
め, 手軽に導入することができるが, ハードウェアへアクセスするにはホスト OS を経由し
なければならないため, 余計なオーバーヘッドがかかり十分な性能が出ない場合がある.
2.3.2 コンテナ型仮想化
コンテナ型仮想化とはカーネルの機能を利用してプロセスの独立した環境を構築する方
法である. 前述のハイパーバイザ型の仮想化とは対照的に, コンテナは独自の仮想化された
ハードウェアを構築するのではなく, ホストシステムのハードウェアを使用する. そのため,
別々のインスタンスを必要とするハイパーバイザ型よりもコンテナを効率的に使用すること
ができる. 図 2.2左のコンテナイメージには, ファイル, 環境変数, ライブラリなど, 目的の
ソフトウェアを実行するために必要なコンポーネントが格納されており, また, ホストはコ
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図 2.2 コンテナによる依存関係のパッケージング
ンテナの物理リソース（CPUやメモリなど）へのアクセスを制限しているため, 単一のコン
テナがホストのすべての物理リソースを消費することはない. また, コンテナイメージは, オ
ペレーティングシステム（デバイスドライバやカーネル, initなど)を実行するための完全な
ツールチェーンを必要としないため, コンテナイメージは通常の仮想マシンのイメージと比
較すると小さくなる. このことから, リソースが少ないためフィンガープリントも小さく, 規
模が大きくなるにつれてパフォーマンスの向上およびセキュリティのメリットが非常に大き
くなる.
このように, コンテナ型仮想化は従来の仮想化と比較した主なメリットとして, メモリ,
CPU, およびストレージの効率の向上が可能であり, コンテナはハイパーバイザ型の別の
OSインスタンスに必要なオーバーヘッドを持たないため, 同じインフラストラクチャ上で
より多くのコンテナをサポートすることができることにある.
コンテナを利用することによる一般的なメリットを以下に示す.
• アジャイルアプリケーションの作成と配置
VMイメージの使用と比較して, コンテナイメージを作成するための容易性と効率性を,
向上できる.
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• 継続的な開発, 統合, 配置
信頼性が高く, 頻繁なコンテナイメージのビルドとデプロイメントを, 迅速かつ容易な
ロールバックで提供できる.
• DevOpsにおける分離
デプロイメント時間ではなくビルド/リリース時にアプリケーションコンテナイメージ
を作成することで, アプリケーションをインフラストラクチャから切り離すことが可能.
• 可観測性
OS レベルの情報とメトリックだけでなく, アプリケーションの健全性やその他の信号
も表示される.
• 開発/テスト, およびプロダクション全体の環境の一貫性
ラップトップでもクラウドと同様に動作する.
• クラウドと OSのディストリビューションポータビリティ
Ubuntu, RHEL, CoreOS, オンプレミス, Google Kubernetes Engineなどあらゆる場
所で実行できる
• アプリケーション中心の管理
仮想ハードウェア上で OS を実行する抽象化レベルを高め, 論理リソースを使用して
OS上でアプリケーションを実行する
• 疎結合, 分散, 伸縮性, リベレートされたマイクロサービス
アプリケーションは, より小さい独立した部分に分割され, 1つの大きい単一目的のマシ
ン上で実行される, 肥大化してしまったモノリシックなスタックではなく, 動的に展開
および管理できる
• リソースの分離
アプリケーションのパフォーマンスが予測可能
• リソース利用率
高効率および高密度なリソースの使用が可能
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図 2.3 Kubernetesのアーキテクチャ
2.4 kubernetes
Kubernetesとは, Google社が開発したアプリケーションコンテナのデプロイ, スケーリ
ング, マネジメントを行うオープンソースソフトウェアである. さまざまなインフラストラ
クチャにわたる分散したホストのクラスタ間で, アプリケーションコンテナのデプロイ, ス
ケーリング, マネジメントを自動化するためのプラットフォームとして提供することを目的
としている. Kubernetesの概念を図 4.1に示す.
Kubernetesはアプリケーションのデプロイ, スケーリング, マネジメントを行うためのメ
カニズムをまとめて提供するために, 一連の基本要素を定義している. 図 4.1のアーキテク
チャに基づき, 使用した基盤技術について説明する.
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2.5 マスタのコンポーネント
Kubernetes では制御プレーンのコンポーネントを Master と呼んでいる. これはノード
に対してクラスタ全体のシステム提供と管理のために, 管理者への主要なコンタクト先とし
て機能している. Masterは単一及び複数のマシンに分散することもできる. このコンポーネ
ントを実行しているサーバーにはクラスタの作業負荷を管理し, システム全体と通信するた
めに使用されるいくつかのサービスがある.
図 2.4 マスタの概要図
2.5.1 APIサーバ
APIサーバはユーザが多くの Kubernetesのワークロードと組織単位で構成できるように
するためクラスタ全体の主要な管理ポイントになっている. また etcdの情報をもとにデプ
ロイされたコンテナとサービスの詳細が一致しているかどうかを確認する仕組みも持ってい
る. クラスタ全体の正常な状態を維持し, 情報とコマンドの伝搬を行うためのコンポーネン
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ト間ブリッジとして機能する. API サーバは Restful インタフェースを実装しているため,
様々なツールやライブラリとも通信が容易である.
2.5.2 etcd
etcdは軽量な分散 Key Value Store（KVS）である. Kubernetesでは, クラスタ内の各
ノードが使用する構成データを格納するために使用する. これはサービスディスカバリにも
使用できる上, 各コンポーネントが自身を構成および再構成するために参照するクラスタ状
態を持つことができる. 単純な HTTP/JSON APIによって, 値を設定または取得するため
の簡易インターフェスが提供されている. マスタ内のほとんどのコンポーネントは etcd同
様に単一のマスタサーバ上に構成することも複数のマシンに分散することもできる.
2.5.3 scheduler
scheduler はポリシー, 豊富なトポロジを意識したワークロード固有の機能であり, 可用
性, パフォーマンス, および容量に大きな影響を与える. スケジューラは, この集合的なリ
ソース要件, サービス品質要件, ハードウェアソフトウェアポリシー制約, 類似性および非類
似性の仕様, データ局所性, ワークロード干渉, 期限などを考慮する必要がある.
2.5.4 controller-manager
複雑性の解消のためにそれぞれのコントローラーのプロセスは分離されており，すべ
てが 1 つのバイナリにコンパイルされ，1 つのプロセスで実行されている．これらのコ
ントローラーは Node Controller，ReplicationController，EndpointsController，Service
AccountToken Controllersを含んでいる．ノードがダウンした際に反応して応答を行なう.
• Node Controller
ノードコントローラはノードに CIDR割り当て, 内部ノードリストの状態監視, ノード
状態の監視を行う.
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• ReplicationController
システム内のすべてのレプリケーションコントローラオブジェクトに対して正しい数の
ポッドを維持する.
• EndpointsController
Endpointsオブジェクトを生成することによって，サービスとポッドを結合する.
• Service Account & Token Controller
新しい名前空間の規定のアカウントと APIアクセストークンを作成する.
2.6 ノードサーバのコンポーネント
Kubernetesでは, ワークロードを実行するサーバは「Node」および「Worker」と呼ばれ
る. NodeはMasterコンポーネントとの通信, コンテナのネットワーキングの構成, および
それらに割り当てられた実際のワークロードの実行に必要な要件を持つ.
図 2.5 ノードの概要図
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2.6.1 kubelet
kubeletはクラスタ内のそれぞれのノードで動作しており，これはコンテナが Pod内で実
行されているかを確認するモジュールである．kubeletは，さまざまなメカニズムによって
提供される一連の Podの状態を取得し，それらの Podの状態に記述されているコンテナが
実行中であること，および正常な状態であることを保証する．
2.6.2 kube-proxy
kube-proxyはホスト上で接続フォワーディングの実行とネットワークルールの管理を行
うことによって，kubernetes サービスの抽象化を行うものである．kube-proy は各ノード
上で実行されている．これは，各ノードの kubernetesの APIで定義されているサービスを
反映し，単純な TCP/UDPストリームの転送とバックエンドでの転送を実行できるように
なっている．サービスクラスタの IPアドレスとポート番号は，サービスプロキシによって
公開された，ポート指定のための環境変数である Docker-link-compatible によって検出さ
れる．これらのクラスタ IPに対してクラスタ DNSを提供するオプショナルアドオンもあ
る．プロキシを設定するためには API serverから APIを使用してサービスを作成する必要
がある．
2.6.3 DNS
kubernetes DNSはクラスタ上で DNSの Podと Serviceをスケジュールし，個々のコン
テナに DNSサービスの IPアドレスを使用してドメインネーム解決を行なうように kubelet
を設定する．DNS自身を含め，クラスタ内のすべてのサービスはドメインネームが割り当
てられ，デフォルトでは，クライアントの DNS検索リストには，Pod固有の名前空間とク
ラスタのデフォルトドメインが含まれている．例として，namespace”bar”内の Service”
Foo”があるとして，namespace”quux”から namespace”bar”内の Service”foo”にア
クセスしたい場合，DNSのクエリは”foo.bar”となる．
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図 2.6 kube-dnsクエリ例
また，kubernetes はマイクロサービスアーキテクチャを採用しているため，各サービス
に接続するための IPアドレスやポート番号をアクセス元がどのように判断するかという問
題がある．この問題を解決する仕組みとしてサービスディスカバリの仕組みが備わってお
り，DNSの機能を利用して実現している．例として，図 2.7のように，myapiという名前の
Serviceであれば，同じ名前空間であれば http://myapiという URLで Serviceにアクセ
スすることができる．図 2.7, 2.8のようにテスト用の名前空間とプロダクト用の名前空間と
いったように，別の名前空間で動作している Podであれば，同じ Service名であってもアク
セスすることが可能であるため，複数の環境の構築が容易になるといったメリットもある．
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図 2.7 test空間におけるアクセス
図 2.8 product空間におけるアクセス
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図 2.9 rktと dockerのプロセスモデル
2.6.4 container runtime
Kubernets でのノードの最下位レイヤーにはコンテナの起動および停止を行なうソフト
ウェアがあり，これをコンテナランタイムと呼ぶ．2018 年現在最も普及しているコンテナ
ランタイムは Dockerであるが，目的に合わせて必要なコンテナランタイムを選択すること
ができるようになっている．Kubernetesでは異なるコンテナランタイムにも容易にアクセ
スできるようにすることができる CRI（Container Runtime Interface）を備えており，再
コンパイルを行なう必要なく，様々なコンテナランタイムを使用することが可能となってお
り，Dockerを用いる場合よりも他のコンテナランタイムを用いた場合が良いケースも存在
する．kubernetesは現在，Dockerと rktの 2つのランタイムをサポートしている．Docker
と rktのプロセスモデルの違いを図 2.9に示す．
Dockerデーモンはコンテナ自体の実行は処理を行わず，containerdが代わりに処理して
おり，API呼び出しによって runCを用いてコンテナを開始する. rktは Dockerに対して
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initデーモンが存在せず，クライアントサイドからコンテナを直接起動するため，systemd，
upstartなどの initシステムと互換性がある.
Pod
Kubernetsでの基本的なスケジューリング単位は「Pod」と呼ばれる. これはコンテナ化
されたコンポーネントに高い抽象性を持たせることができる. コンテナ自体がホストに割り
当てられることはなく, 代わりに密接に関連した Podがまとめられることになる. Podは,
一般に単一の「アプリケーション」として制御されるべき 1つ, または複数のコンテナを表
している.
この関連付けにより, 関連するすべてのコンテナが同じホスト上でスケジュールされる.
それらはユニットとして管理され, 環境を共有しており, 例えば図 2.10のようにボリューム
と IP空間を共有しているため, 単一のアプリケーションとしてデプロイおよびスケールす
ることができる.
例えばWordpressアプリケーションの場合であれば, nginXとMySQL, Wordpressのコ
ンテナが Podとして扱われる.
図 2.10 Pod
この Pod の生成方法として，マニフェストファイルと呼ばれる構成ファイルから生成す
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ることが可能で, 生成時にリソースの使用量を指定することができる．CPU リソースの使
用量には Requestと Limitの 2つを使用することができ, Requestには Podが使用できる
最低のリソース使用量（保証量）を指定することができ, Limitには使用できる限界値を指
定する. リソースの制限を行なうことで, 他 Podの処理を圧迫せず, リソースの占有を防ぐ
ことができる．
Service
Kubernetes上での基本的なロードバランサと他のコンテナのアンバサダーとして機能す
るユニットとして「Service」が定義されている. Serviceは同じ機能を実行して単一のエン
ティティとして提示する論理的な Pod群をまとめてグループ化する. これにより, すべての
バックエンドのコンテナを認識しているサービスユニットを配置して, Service がコンテナ
に対してトラフィックを割り当て流すことができる. 外部アプリケーションは, 単一のアクセ
スポイントについてのみ心配する必要があるが, スケーラブルなバックエンドまたは, 必要
に応じてスワップアウトできるバックエンドの恩恵を受ける. サービスの IPアドレスは安
定したままで, ノードが消滅したり Podが再スケジュールされたりしても Podの IPアドレ
スの変更は抽象化される. サービスはコンテナグループへのインタフェースであり, ユーザ
は単一のアクセス場所以外を考慮する必要がない. サービスを展開することによって, 発見
容易性を向上させ, コンテナ設計を簡素化することができる.
Replication Controller
Kubernetes には Pod のレプリカを生成し維持する「Replication Controller」の機能が
ある.
Podが多すぎる場合，ReplicationControllerによって追加された Podの終了が行なわれ，
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図 2.11 Service
図 2.12 replication cotroller
少なすぎる場合は規定数になるように Podの生成が行なわれる．手動で作成された Podと
異なり，Podが失敗，削除，終了などによって消失すると自動的に再生成される．例として
カーネルのアップグレードなどのディスラプティブな行為の後であってもノード上で再生成
される．この機能によって, 特定の Podがもし消滅しても予め設定しておいたレプリカ数ま
で Podが再生成され Nodeにデプロイされるため, アプリケーションの冗長性が保たれてい
る. もし消滅した Podが再起動しオンライン状態になると, Replication Controllerがコン
テナを 1つ削除し, レプリカ数を保つ [19].
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図 2.12 のように ReplicationCotroller に対して app=nginx のラベルを持つ Pod に
Desired countとして，2を与えると 2つの Podが生成され，常時 2つの Podが起動して
いる状態となる．
2.7 Kubernetesにおけるスケーリング
Kubernetes におけるスケーリングは Horizontal Pod Autoscaler と呼ばれる Pod のス
ケーリング方式が存在する．これはノードを監視し，その CPU使用率に基づいてノードの
ポッド数を自動的に調整するものである．Podが処理できる量には限りがあるため，Podを
増減させることによって負荷分散を行うための仕組みである．
しかしながら，以下のケースにおいて水平スケーリングが有効ではない場合が存在する.
1つは，図 2.13のように，Podが分離されたノードに配置されることによって，通信のオー
バヘッドが生じる場合である．ノード数に比例して通信コストが増大していくため，リソー
スに余裕があるのであれば，ノード内で Podのスケーリングを行うほうが良いといえる．
図 2.13 通信オーバーヘッドが多くなる Pod配置のケース
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2つめは図 2.14のように特殊なハードウェアを備えたノードでの処理が必要な Podが通
常のノードにも生成される場合である．GPU などの（CPU に対して）特殊なハードウェ
アを備えたマシンでの処理が行なわれることを期待した場合，kubernetes では割り振りは
ラウンドロビンであるため，GPUが搭載されていないノードにも Podが複製される可能性
がある．そのため，このような場合でもリソースに余裕があるのであれば，ノード内で対象
Podのスケーリングを行うほうが良い．
図 2.14 特殊なハードウェアを使用する Pod配置のケース
2.8 結言
本章では, 現在の IoTにおけるヘテロジニアス環境についてと本研究で用いる仮想化技術
について使用される技術と用語についての概要について述べた．また，kubernetes におけ
るスケーリングの問題点について述べた．次章では, 基盤技術を利用して提案するスケーリ
ング方式について述べる.
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動的スケーリング方式
3.1 緒言
第 2章で述べた Kubernetesには水平スケーリングと呼ばれる Podを複数生成すること
によって, 負荷分散を行える仕組みがあるが, そのような状況が芳しくないケースが存在す
る. そのため, ノード間で負荷分散を行なうのではなく, Pod単体のリソースのスケーリン
グをする必要性が出てくる. 本章では第 2章の技術をもとに Kubernetesを用いたヘテロジ
ニアス IoTシステム向けの, Podスケーリングを行うための実装アーキテクチャと用いる機
能について記す.
3.2 スケーリング方式の構成
提案するスケーリング方式の構成を図 3.1に示す
各コンポーネントの説明は以下である.
マスタ
クラスタを構築する際に全ノードを管理するために必要なコントロールプレーンであ
る. マスタはマニフェストファイルに基づいて Podを生成する.
ノード
クラスタ内でユーザアプリケーションの Pod が実行されるホストである. 実行できる
Pod数自体に限度はなく, Podのリソースの要求量を満たすのであれば, 配置される.
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図 3.1 提案スケーリング手法の実装図
Pod
Podはアプリケーションコンテナをまとめた単位で配備される.
Heapster
マスタおよび各ノードのモニタリングを行う Podである. また Podごとのモニタリン
グ情報も管理しており, CPU 使用率やメモリ使用率などのメトリクスを定期的に取得
して, データベースへと保存を行っている. CPU使用率を取得する際に, API Server 経
由で Heapsterへと Curlを用いてアクセスすることとし, CPU使用率の取得を行う.
ConfigChanger
Heapsterから各ノードの CPU使用率を定期的に取得し, 負荷の高いノードの Pod の
再生成を行う. 再生成する際には, スクリプトを用いて, 元となるマニフェストのリ
ソースパラメータである Requestと Limitを変更し, 新規マニフェストと再生成命令を
APIServerに与えることでノードへの Pod再配置を行う.
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以上のコンポーネントによる処理を行うことによって, スケーリングを行い, 負荷に対して
よりリソースを活用できるようにする.
クラスタリングを行う際には, taint 機能と Toreration 機能は連携して Pod が不適切な
ノードへのスケジュールが行われないようにする. これは 1つまたは複数の Taintをノード
に適用することで, ノードが Taintsを許容しない Podを受け入れるべきではないことを表
している. 許容値は Podに適用され, Podに一致する Taintを持つ, ノードにスケジュール
することを許可する.
今回, Masterの冗長化を行う際にMasterと Nodeの機能の多重化は行わない. その理由
としてMasterにはクレデンシャル情報があるため, 外部からのアクセスがされるノードと
同じ機能を有した場合, セキュリティ上の欠陥となる可能性がある. 外部からノードにアク
セス後, コンテナからカーネルに対してアクセスされてしまうとマスタの全権限が奪われて
しまう可能性もあるため, Taint機能を利用してマスタへは通常の Podの配備は行わないよ
うにしなければならない. また, そのほかにも GPUなどの特殊なリソースを持つノードへ
の Podの配置は GPUを用いる処理を行う必要のある Podを配置するほうが効果的である
ため, セキュリティの観点だけではなくリソースの有効活用にも有用である.
3.2.1 リソースの割当ての変更方法
Kubernetes は Pod を生成する際にコンテナイメージを利用する方法に加えて, yaml
ファイルによる定義に基づき Pod の生成を行うことができる. これを Manifest と呼び,
Replicaset など, どのタイプのアプリケーションとして生成するかを記述できる. この
Manifest 内にリソースの要求量である Request, リソースの限界値である Limit を記述す
ることで, 使用できるリソースの保証と, 使用できるリソースの限界量を決める. CPUにお
ける Request と Limit は 100m 単位で表し, 100m は 1 コアあたりの 10%という意味であ
る. そのため 8コアの場合であれば, 使用できるリソース量は 8000mとなる.
CPUにおける 100mの正確な意味を以下に示す [8]．
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• 1 AWS vCPU
• 1 GCP Core
• 1 Azure vCore
• 1 Hyperthread on a bare-metal intel processor with Hyper threading
0.5であれば, １ CPUあたりの半分が要求量として保証されることになる. ここで用いら
れる精度の単位としては 1mが最小単位である．また, CPUは常に絶対量として要求され,
0.1が表すのは, シングルコア, デュアルコア, または 48コアマシン上の CPUでの量は同じ
である.
割り当て変更後に Podが再生成, 配置される際には, Requestの値を参照して, 各ノード
にそのリソース要求を満たすことが可能なノードへと Podの配置が行なわれる.
3.2.2 CPU使用率の取得
CPU使用率の取得は API Server経由による CPU使用率のメトリクス取得を行う. API
Server 経由で各ノードに以下の形式でアクセスし, その応答を切り出して数値として取得
する.
curl http ://127.0.0.1:8001/ api/v1/proxy/namespaces/$NAMESPACE_NAME \
/services/heapster/api/v1/model/nodes/$NODE_NAME/metrics/cpuinfo
また, DashBoard などでの確認に備え, CPU 使用率などのメトリクスは Pod 毎に
Heapsterによって 1分ごとに記録し, influxDBに記録するようにしている.
3.2.3 リソースの割り当てイベントの判断
Heapsterでは CPU使用率を 100ms毎に取得しており, その値の合計を平均した結果を 1
分間ごとにデータベースへ保存するようになっている. 急激な負荷がかかっても平均でのサ
ンプリング結果を出すことによって, リソースの割り当てが必要以上に発生しないように留
意している. リソースの割り当てを変更するイベントの条件では, 1分間のデータをもとに
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Podに割り当てられている CPUの Limit値に対して, CPU使用率が超えてしまうと Pod
が削除されてしまうため, Podの Limit値に対して使用している CPUの値が 90%以上の値
になった場合, Limit値を 2倍に変更する. また, Pod生成時や Podのアップデート時など
は負荷が上がる可能性があり, CPU 使用率の結果として正しくない可能性がある. そのた
め, Podが生成されたタイムスタンプから 1分後のデータから取得することによって, 同じ
ようにリソースの割り当て量の変更が頻繁に発生してオーバヘッドにならないように変更を
行う.
3.3 結言
本章では第 2 章の技術をもとに Kubernetes を用いたヘテロジニアス IoT システム向け
の, Podスケーリングを行うための実装アーキテクチャと用いる機能について述べた. 次章
では, 提案する動的スケーリング方式の評価について述べる.
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評価
4.1 緒言
本章では提案したスケーリング方式の評価を行うために, Raspberry Pi 5 台を用いて
Kubernets を用いたクラスタ環境を構築し, スケーリング方式のについての性能評価を述
べる．
4.2 評価方法
ヘテロジニアス環境の模擬として処理負荷を与えることによって実際の性能変化を実現す
る. また, 評価アプリケーションとしてはWebサーバを Podとして配置させ, Webサーバ
へのアクセスを処理負荷として与えることによって, スケーリングが行われているかどうか
を確認する.
4.3 評価環境
本実験を行うにあたって用意した環境は表のとおりである. Kubernetesでのヘテロジニ
アス IoTシステムのスケーリング方法を提案するにあたり, プロトタイプのクラスタシステ
ムを構築し, 実装を行った. プロトタイプの構成図を図 4.1 に示す. プロトタイプの構成で
は, 5台の Raspberry Piを使用してマスタとノードを構成しており, この 5台は Category
5eの LANケーブルによって接続されている. ネットワークはすべて DHCPによって IPア
ドレスの割り振りを行っている．電源には USB3.0ポートを 5つ有する電源タップを，DC
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図 4.1 評価用テストベッド
電源として 5Vを用いる．これは低電圧状態によって周波数が低下してしまい, 性能が発揮
できない状態を防ぐ目的がある．
評価に用いるマスタで動いているモジュールは以下である.
• API server
• Scheduler
• Controller
• flannel
• proxy
• kubelet
ノードで動いているモジュールは以下である.
• Docker
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• flannel
• proxy
• kubelet
表 4.1 使用機器の諸性能
CPU ARM Cortex-A53
メモリ 1 GByte
ネットワーク 1000Mbps
電源 DC 5V
OS HypriotOS
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評価に使用する PodのManifestは以下である.
kind: ReplicationController
metadata:
name: nginx
spec:
replicas: 2
selector:
app: nginx
template:
metadata:
name: nginx
labels:
app: nginx
spec:
containers:
- name: nginx
image: nginx
resources:
requests:
cpu: "250m"
limits:
cpu: "500m"
ports:
- containerPort: 80
4.4 評価結果
評価結果を表 4.2に示す．
表 4.2 実行時間
real time user time system time
7.238 5.2583 0.5324
また再配置された結果を図 4.2, 4.3 に示す. テストベッドにおける, 状態の検知, 削除,
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図 4.2 スケーリング前の状態
図 4.3 スケーリング後の状態
マニフェストの再生成, Pod の再生成の一連のプロセスにおける平均実時間は 7.238 秒と
なった．
4.5 考察
今回の実験における評価として, Raspbrry pi での実行では, 平均 7.238 秒程度という結
果になった. 実際のシステムで考慮した場合, 約 7秒では非常に遅いといえる. ハードリア
ルタイムシステムと呼ばれるような, 処理がデッドライン以内に終了しなかった場合に, シ
ステム全体もしくは対象物に対して致命的なダメージを与えるようなシステムである場合,
マイクロ秒からミリ秒オーダーの速度が求められる. そのため実時間処理に 7秒では満たせ
ていないため, ハードリアルタイムのような処理には向いていないといえる.
本研究ではスクリプトベースでの環境模擬になっているため, ネイティブ言語での実装を
行うことによってこの問題が改善されると考えている. 加えて, Podを削除するのではなく,
リソースの加算を kubernetes上から追加していくような仕組みを導入することができれば,
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この問題を解決できる. またライブマイグレーションのような仕組みがあれば, Podを削除
した際でも同一のリソース内でのスケーリングであれば, ローカルリソース内に処理の進行
度を保存しておき, 再生成した際に処理を途中から再開することによって, より効率的 に処
理を行うことができる.
4.6 結言
本章では, 提案スケーリング方式についての性能評価を行い, 結果の考察を行った．リソー
スのマニフェストの変更と Podの再生成が行われていることを確認し, 約 7秒で一連のプロ
セスが終了することを確認した．
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第 5章
結論
近年, IoT(Internet of Things)と呼ばれ, モノのインターネットという新しいアーキテク
チャが普及しつつある. 様々なモノ, 機械, 人間の行動や自然現象は膨大な情報を生成してお
り, これらの情報を収集して可視化することができれば様々な問題が解決できるといわれて
いる. 見ることや聞くこと, 触ることができる情報に加えて加速度センサーなどのそれらに
該当しないセンサー情報も数値化され収集可能になっている. 従来のように人間がパソコン
類を使用して入力したデータ以外にモノに取り付けられたセンサーが人手を介さずにデータ
を入力し, インターネット経由で利用できるようになる [1].
IoT をビジネスに活用する企業は増加しており, 適応分野も多様化が進んできている.
ITRによる調査によるとモノのトラッキング, 工場生産の最適化, エネルギー消費の最適化
をはじめとして, 多岐に及ぶ分野への投資が進んでおり導入企業の多くが効果を実感してる
ことが明らかになっている. IoT の市場は活用企業が増加するとともに, 1 社あたりの投資
額も増大することから市場規模は 2017年の約 4850億円から 2020年に約 1兆 3800億円へ
と急速に拡大すると予測している [2].
こういった中でフォグコンピューティングに注目が集まってきている. その理由として, 従
来のクラウドコンピューティングによるサーバでの集中処理方式は, 今日の IoTシステムで
発生する大量のデータやネットワークの輻輳を考慮して設計されていないため現実的では無
いことがあげられる. 以前では IoTに接続されていなかった数十億ものデバイスが毎日 2エ
クサバイト以上のデータを生成しており, 2020 年までに 500 億近くの「モノ」がインター
ネットに接続されるといわれており膨大な帯域幅が必要となる. またリアルタイム処理など
の厳しいレイテンシ要件を満たすことができない. それに対してフォグコンピューティング
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は, 少ないレイテンシと帯域幅効率, レジリエントなエンドユーザサービスを提供すること
でインフラストラクチャの効率を高めることを目指す新しいパラダイムだとされているため
である [5]. このため, 昨今, エッジ側での処理の分担が求められている.
しかしながら, IoTなどに用いられるエッジデバイスである組込みシステムなどはクラウ
ドなどに用いられるサーバなどに比べると極端に性能が劣っており, リソースの制約が厳し
いことが一般的に知られている. 少ないリソースを有効に活用するためには効率的なアプリ
ケーションの配置, リソースアロケーションなどが求められている. しかしながら, デバイス
のヘテロジニアス性に加えて, 温度などの外部環境によって CPUの性能が左右されるため,
想定しているパフォーマンスが維持されない可能性がある. また, エッジデバイスで用いら
れる組込み機器では前述したリソース制約の観点から, 各アプリケーションが処理を完遂で
きるように, リソースの確保を行うことが重要である. そのため, 予想される負荷に対して必
要なリソース量を見積ることで, 負荷に対応できるようにする. しかし見積もり負荷が高す
ぎてしまうと, ピーク時以外には利用していないリソースが大量に発生してしまい全体の処
理効率として無駄が多くなってしまう. しかしながら, 見積もり性能が少なすぎた場合, 負荷
が見積もり負荷を超えてしまうと, その間システムは処理が追いつかず要求された時間内で
の処理が終わらない可能性が生じる. 結果としてサービスレベルの低下を招くこととなる.
Podのアプリケーションが必要とするリソース量を活用するためには, Pod自体のリソース
量を動的に変化させ, ピーク時には必要なリソース量を増大させることで大きな処理負荷に
も応答できるようにする仕組みが必要である.
コンテナ型仮想化を用いる理由として, ハードウェアリソースをソフトウェアから分離で
きることに加えて, パッケージ化されたソフトウェアを複数のハードウェアアーキテクチャ
上で実行することができる. コンテナ型仮想化はハイパーバイザ型仮想化に比較して, 少な
いリソース消費, 非常に高速な構築やインスタンス化などの利点がある. 加えて, コンテナは
仮想マシンなどの仮想イメージよりも小さいため, より高いアプリケーションおよびサービ
スの割り当てを可能としている. これらより, IoTおよびフォグコンピューティングにおい
て非常に有効であることが言える.
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本論文ではこのような機構としてコンテナ型仮想化を用いた Kubernetes[8]でのスケーリ
ング方式を提案し, ヘテロジニアスな環境での IoTシステムにおいて, 各々のエッジデバイ
スがアプリケーションの負荷に合わせて動的にリソースの使用量を変更し, ヘテロジニアス
IoTシステム全体の可用性を向上させることを提案した.
ubernetesはGoogle社が開発した, アプリケーションコンテナのデプロイ, スケーリング,
マネジメントを行うオープンソースソフトウェアである. さまざまなインフラストラクチャ
にわたる分散したホストのクラスタ間で, アプリケーションコンテナのデプロイ, スケーリ
ング, マネジメントを自動化するためのプラットフォームとして提供することを目的として
いる. 今回はコンテナ型仮想化を用いている kubernetesを用いてヘテロジニアス IoTシス
テムの模擬を行なった.
提案手法では, Podのモニタリングを常時行なっており, 100msごとにメトリクスとして
CPU使用率を取得する. その結果を 1分ごとにデータベースに登録している. CPU使用率
が 90%以上になった場合に Podの再生成を行なうこととし，値は 2倍に上昇させることと
した.
その結果として Raspberry Pi 5台を用いて kubernetesクラスタを構築し, ヘテロジニア
ス IoTシステムのプロトタイプのテストベッドを構築し評価した. Podが必要とするリソー
スの Requestを Podの CPU使用率に応じて変化させ, Request値が再定義後の Podが生
成されることを確認した. テストベッドにおける, 状態の検知, 削除, マニフェストの再生成,
Podの再生成の一連のプロセスにおける平均実時間は 7.238秒となった．
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