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The overarching goal of this study is to develop a mathematical methodology for
finding a fuel surrogate mixture composition and implementing computationally effective
models that can predict the evaporation of multi-component fuel droplets/spray using a
multidimensional Computational Fluid Dynamics (CFD) code. A new concept for
modeling fuel surrogate is initially developed. Following this, a multi-component fuel
droplets/spray coalescence model that builds on previously developed models is derived.
Finally, a multi-component fuel evaporation model is developed. All the sub-models are
implemented for the first time in a multidimensional CFD code, and results are shown to
be in good overall agreement with experimental data available in the published literature.
Several new surrogates were developed by using the new proposed mathematical
methodology. The distillation characteristics of the new surrogates show superior
agreement

in

respect

to

previously

developed

surrogates

with

experimental

measurements.
A new coalescence model for droplets with different mixture composition has been
developed and is implemented for spray calculations. The coalescence of droplets with
different radii, densities, and temperatures is modeled in a constant volume chamber at
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CHAPTER ONE

INTRODUCTION

In this chapter, a brief introduction to research including its relevance to spray
combustion applications is provided. Relevant background information on fuel
surrogates, and droplet/spray evaporation modeling are described in this chapter.

1.1 Background
In liquid fueled combustion systems such as gas turbine combustors, gasoline direct
injection, and diesel engines, combustion performance depends strongly on the fuel type,
liquid atomization, spray vaporization, and mixing process. The droplet size history
during evaporation in the combustion chamber influences the dynamic behavior of the
droplets, whereas the variation of the composition determines the distribution of the fuel
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compounds within the combustion chamber. A fundamental understanding of these
processes is essential for the modeling of evaporating fuel sprays.
High pressure injectors (e.g., fuel line pressure of 400 to 1800 bars for diesel engines
and 30 to 200 bars for GDI (Gasoline Direct Injection) engines are utilized extensively in
diesel and GDI engines to accomplish better and rapid air-fuel mixing. The fuel
atomization process is determined by a number of parameters, such as fuel property,
injector geometry, combustion chamber gas density, fuel injection pressure, etc.
Optimization of these parameters could lead to cleaner and more stable combustion.
Computational Fluid Dynamic (CFD) models for spray/droplets breakup, collision,
and dispersion are not fully developed and completely predictive yet. A recent review of
engine simulation capability identified spray modeling as the major uncertainty [Peter
and Weber 2006]. CFD analysis is widely used for understanding the physics of the
atomization process. Modeling of the atomization process could be divided into two
distinct categories: Lagrangian-Droplet Eulerian-Fluid (LDEF) and Eulerian methods.
The LDEF approach does not resolve the near nozzle physics due to the fact that a liquid
core region may exist in the near nozzle region. On the other hand, in the Eulerian
approach, the physics of transitioning from a continuum fluid to discrete parcels, far from
the injector, is not completely implemented.
In terms of a CFD approach for spray simulation, the method of direct numerical
simulation (DNS) involves computational solution of the governing equations without the
requirement of modeling [Gorokhovski and Herrmann 2008]. However, it is
computationally expensive and is not yet practical for whole domain multiphase turbulent
flows. The Large-Eddy Simulation (LES) method resolves the large scale structures while
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modeling the effects of small or sub-grid scales. This sub-grid modeling is challenging
and the computational time can be considerable [Gorokhovski and Herrmann 2008]. A
method which is widely used in spray modeling is the Reynolds-Averaged Navier-Stokes
(RANS) approach. RANS uses modeling over all of the scales.
Real fuels are typically composed of hundreds of complex compounds with different
physical properties. In order to comprehensively model the multi-component fuel
evaporation process, several important thermo-physical processes have to be accounted
for, e.g., diffusion of components inside of the droplet and on the gas side, heat transfer
inside of the droplets, effects of components on each other, and non-ideality of the
mixture. Thus, the evaporation of multi-component droplets is a complex process.
In the Section 1.2, the current state of knowledge associated with droplets/spray
evaporation, droplet breakup, and droplets collision is reviewed.

1.2 Literature Review
There are several books, papers, and reports dealing with droplet evaporation, e.g.,
[Sirignano 2010]. Most models for fuel sprays deal with single component fuels. Fuels
are usually characterized by a single surrogate component for most of the evaporation
models implemented in computational fluid dynamic codes. However, the singlecomponent fuel models are insufficient to predict the complex behavior of complex fuels
such as gasoline and diesel [Ra and Reitz 2009]. For predicting real fuel evaporation
behavior, a method in which surrogate fuels are introduced can be used instead [Samimi
Abianeh et al. 2012]. Surrogate mixtures are designed specifically to enable a reasonably
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accurate numerical simulation of complex mixtures using a small number of components.
A more detailed review of fuel surrogate mixtures is provided at the end of this section.
A multi-component fuel modeling approach can increase the accuracy of prediction
of evaporation rate, emission composition, and overall engine performance, in contrast to
single-component fuel modeling. Multi-component fuel models are classified into two
types: Discrete Multi-Component models (DMC) and Continuous Multi-Component
models (CMC). Studies have been performed on discrete multi-component fuel
vaporization, e.g., Ra and Reitz (2009), and Samimi Abianeh and Chen (2012a, 2012b).
The works of Tamim and Hallett (1995), and Lippert and Reitz (1997) are examples of
CMC models. The DMC approach treats a fuel with a limited number of components to
represent the actual fuel distillation curve. The other fuel surrogate properties such as
thermal conductivity, density and heat capacity are not necessarily close to real fuel
properties [Ra and Reitz 2009]. Smith and Bruno (2007) and Mueller et al. (2012) have
performed extensive experimental studies to generate distillation curves of real fuels with
limited components and also generated several surrogates with limited number of
components. In this dissertation, the diesel surrogate of Ra and Reitz (2009) with six
components, as shown in Figure 1-1, is used for predicting diesel fuel spray evaporation.
As shown in Figure 1-1b, the resulting distillation curve is in good agreement with the
measurement of Butts (2008). Component properties and the distillation curve of
Figure 1-1 are discussed in more detail in Chapter 3.
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Figure 1-1 (a) Modeled composition and (b) distillation curve of gasoline fuel, picture
from Ra and Reitz (2009) with permission. Evaporated amount is in volume fraction (%)

Ra and Reitz (2009) modeled the heat transfer within a droplet to predict the evaporation
of gasoline and diesel fuel droplets at different temperatures and pressure conditions.
They modeled the thermal boundary layer thickness inside the droplet but assumed
infinite mass diffusion (i.e., no gradient of mass fraction within the droplet). Sazhin et al.
(2010) used a binary-component mixture for modeling fuel droplet composition. They
extended the Abramzon and Sirignano (1989) model to include a mass diffusivity
boundary layer thickness within an evaporating droplet. The predicted time evolution of
the average temperature in their study is reasonably close to measured data, especially in
the case of pure acetone and acetone-rich mixture droplets. The DMC approach has high
computational overhead because of additional transport equations to be solved for each
species in order to track the fuel composition and the vaporization behavior.
5

By contrast, the CMC Model represents the fuel composition as a continuous
distribution function of molecular weight or other appropriate parameters. However,
when the CMC model is applied to combustion simulations, describing the multicomponent features of the fuel is inevitably limited, making it difficult to model the
consumption of individual components appropriately [Ra and Reitz 2009]. The
differences between continuous thermodynamics studies in the literature are mostly in the
preference of the distribution function, e.g., gamma or Gaussian distributions, and the
selection of the distribution variable, e.g., component molecular weight, boiling
temperature and carbon number.
For modeling the heat and mass transfer within fuel droplets, studies can be classified
into two general categories: the infinite conductivity/diffusivity model and the finite
conductivity/diffusivity model. The essential differences between these models are
highlighted in Table 1-1.
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Table 1-1 Evaporation models

Model

Infinite Conductivity

Finite Conductivity

Finite Conductivity Model,

Model or Rapid Mixing

Model, Thin Skin

Diffusion Limit Model

Model

Model

Rapid Diffusion, No
Liquid Phase

gradient of temperature
and concentration

Gas Phase

Gradient of temperature
and concentration in skin

One dimensional heat and
mass transfer inside of the
droplet

Integral formulation of surrounding gas phase

Schematic
No Discretization

One dimensional

No Discretization

discretization.

Very high effort in CPU;
Medium CPU effort,
Limited validity.

calculation for one droplet
Medium Effort.

with 5 nodes is more than
14

times

calculation

longer

than
without

discretization

The Infinite Conductivity Model or Rapid Mixing Model was introduced and
implemented by Law and Sirignano (1977). This model assumes a well-mixed droplet
without any temperature gradient within the droplet. The model produces reasonable
results for slow and fast evaporation processes, when droplet internal heat conduction and
diffusion does not have a major effect on the internal temperature and concentration
7

profiles [Sirignano 2010]. Also this model shows good agreement with experimental
results when the boiling and initial temperature of the droplet is near the surrounding gas
temperature. This model can lead to underestimation of the vaporization rate, droplet
temperature, and droplet lifetime when the temperature difference between droplet and
surrounding gas is large. Sommerfeld et al. (1993) showed that the basic assumption of
this model, viz., zero diffusion resistance, is inaccurate.
The finite heat and/or mass transfer model refers to models in which the mass and
heat transfer processes within a droplet are modeled. The droplet is modeled by the
surface and core layers, and the heat and mass transfer between these two surfaces are
modeled as shown schematically in Table 1-1. Abramzon and Sirignano (1989) showed
that the relative velocity between the surface of the droplet and the surrounding gas
results in a flow circulation inside the droplet as shown in Figure 1.2.

Figure 1-2 Streamline for internal circulation model
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Abramzon and Sirignano (1989) estimated this internal circulation using Hill's spherical
vortex model [Hill 1894]. This internal circulation causes the inside of the droplet to be
well mixed and also leads to an increase in the rate of diffusion with increasing Peclet
number. The Peclet number is defined to be the ratio of the rate of advection of a
physical quantity (heat or mass) by the flow to the rate of diffusion of the same quantity
driven by an appropriate gradient. In the context of heat transfer, the Peclet number is
equivalent to the product of the Reynolds number and the Prandtl number. In the context
of mass diffusion, the Peclet number is the product of the Reynolds number and the
Schmidt number. Having a higher Peclet number means having more heat and mass
transfer inside of the droplet and having less gradient of temperature or component mass
fraction between the surface and core of the droplet. Researchers, e.g., Sazhin et al.
(2010), implemented this model and showed good agreement with some experimental
measurements. In the Finite Conductivity/Diffusivity model with discretization, the
inside of the droplet is discretized and the equations of energy and continuity of species
are solved for each node by using the Finite Conductivity/Diffusivity model. Torres et al.
(2001) implemented this method into the KIVA CFD code [Amsden et al. 1989].. Torres
et al. (2001) applied the effective thermal conductivity of Abramzon and Sirignano
(1989) and extended the model to include mass transfer diffusivities at each node within
the droplet to account for internal circulation inside the droplet. However, solving the
equations of energy and continuity for all of the nodes within each droplet in a spray
requires large amounts of computational time and is a disadvantage of this technique. In
other words, the efficiency of this method is questionable because the same problem with
five nodes discretization takes more than fourteen times longer than the thin skin method
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[Torres et al. 2001]. Trinh and Chen (2006) utilized and further developed the model of
Huh et al. (1998) to optimize the droplet/spray breakup model. In this model, the parent
drop was assumed to carry homogenous isotropic turbulence starting at the injection
nozzle exit. Balasubramanyan et al. (2007) utilized this analytical solution to find the
thermal boundary layer thickness within the droplet. The predicted thermal thickness of
this model is higher than that predicted by Abramzon and Sirignano (1989). To contrast
the empirical basis of the Abramzon and Sirignano (1989), the model of
Balasubramanyan et al. (2007) is based on the mathematical extension of turbulence
equations.
The choice of the component or components (multi-component droplet) inside of the
droplet is crucial in determining the evaporation rate and droplet life time history. There
are only a few studies that relate multi-component droplet/spray evaporation and consider
the diffusivity/conductivity inside the droplet, e.g., [Ra and Reitz 2009], [Sazhin et al.
2010]. Ra and Reitz (2009) utilized surrogates of gasoline and diesel fuels developed by
Butts (2008) and implement these surrogates into KIVA-3V. They validated their
evaporation model for one mono-component droplet and implemented the evaporation
model for the multi-component droplet into KIVA-3V. However their predicted spray
results, e.g., fuel vapor mass fraction, and penetration, were not compared to any
experimental data. One of the challenges in multi-component droplets/spray modeling is
to develop a suitable surrogate to represent the properties of real fuel. One of the most
important evaporation characteristics of any fuel is its distillation curve [Kook and
Pickett 2012]. It is well known that the spray penetration of different fuels with different
densities is a strong function of their distillation curve characteristics, e.g., T10, and T90
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(temperatures at which 10% and 90% of fuels in vessel evaporates) [Kook and Pickett
2012].
Although distillation has been known for thousands of years [Wankat 2007], the
scientific principles of batch distillation can be traced back to the work of Rayleigh in the
early 1900’s [Rayleigh 1902]. Industry all but substituted the practice of using batch
distillation by more energy and materially efficient continuous distillation systems
attached to packing or tray counter-current separation columns [Doherty and Malone
2001]. There are two main aspects of batch distillation theory that are still the subject of
active current research. The first involves theoretical generation of accurate distillation
curves for complex mixtures used to match existing experimental data, e.g., Windom and
Bruno (2011), and second, the definition of surrogate mixtures to simulate the distillation
curve of an unknown or very complex mixture [Smith and Bruno 2007]. Surrogate
mixtures are necessary when complex reaction systems occur in the presence of a large
number of molecular species, such as in combustion chambers, or when a long and
complex mass transfer problem must be simulated computationally with a large number
of components, as is the case of simulation of spray evaporation. Experimental
determination of distillation curves is closely related to petroleum production and
refining where naturally occurring mixtures can have tens of thousands of components.
Theoretical prediction of distillation curves are used to predict the range of temperatures
that will maximize the molar fraction of a particular component in a distillate cut. For
practical applications, systems with a very large number of components can be
represented by the so-called “surrogate” mixtures defined with a relatively small number
of components. Distillation curves of surrogate mixtures are designed to closely
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reproduce the distillation curve of the original complex mixtures. This problem does not
have a unique solution. Theoretically there are an infinite number of surrogate mixtures
that can approximate a given original mixture within a given set of tolerance limits. The
method used here is to find, if it is physically possible, the composition or molar fractions
of a surrogate mixture that will closely or exactly satisfy boiling points and distillation
fraction cuts of an original complex unknown mixture using a finite and “a priori”
defined number and type of components. The meaning of physically possible and the
exact compliance with the distillation curve will be discussed further chapter 2 and 3.
There are some obvious limitations to the choice of components of a surrogate mixture.
The most immediate constraint is that the boiling temperature at the designated pressure
of the molecular species present in the mixture should span the range of temperatures of
the distillation curve. Molecular species of different types were suggested depending on
the fuel type: kerosene ([Bruno and Smith 2010] and [Samimi Abianeh and Chen 2012c],
gasoline [Samimi Abianeh et al. 2012], diesel [Butts 2008]) and modeling goal
(evaporation [Samimi Abianeh et al. 2012] or combustion: [Butts 2008]) for defining the
fuel surrogate. For the experienced researcher, a more subtle criterion for the choice of
components of a surrogate mixture can be suggested by observation and analysis of the
slope and curvature of the distillation curve. From a mathematical point of view, the
distillation curve is not a continuous but a sequence of discrete points, where the
cumulative fractions of distillate volume collected are paired with temperature intervals.
Graphical representation of distillation curves is typically done by connecting the discrete
dots with a continuous curve. It is the relative shapes of the continuous lines that may
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suggest the inclusion or deletion of a particular molecular species that would increase or
decrease the volatility of the mixtures.
Another important phenomenon in determining mixing, evaporation, and droplet
distribution is droplets collision modeling. It is necessary to solve two problems
simultaneously in droplet collision modeling. The first problem involves predicting the
probability of collision and the second is the outcome of collision [O'Rourke and Bracco
1980]. For predicting the outcome of the collision of droplets with the same physical and
thermo-physical properties, three dimensionless parameters are important: the Weber
number, the impact parameter, and the droplet size ratio [Brazier-Smith et al. 1972].
Recently, Tang et al. (2012) demonstrated the importance of viscous dissipation in
predicting the outcome when two unequal size droplets collide. In evaporating multicomponent sprays, colliding droplets have different properties in terms of density, surface
tension, and viscosity. Several numerical studies have been carried out for predicting the
evaporation process of multi-component sprays, e.g., [Ra and Reitz 2009], and most of
them implemented O’Rourke and Bracco's (1980) coalescence methodology, which was
originally developed to model the coalescence of two identical droplets with the same
physical and chemical properties. Thus, the other motivation in the present research is to
develop a model that does not have this restriction, thereby making it suitable for
application in multi-component sprays.

1.3 Objective
The objective of this study is to develop a mathematical methodology for finding a
fuel surrogate mixture composition and to implement computationally effective models
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that can predict evaporation of multi-component fuel droplets/spray. The main objective
of this research is to incorporate these submodels (droplets evaporation, droplets
collision, and surrogate model) into an available computational fluid dynamics code
(KIVA-3V) for evaluating its numerical effectiveness in predicting spray evaporation
characteristics.
Several new surrogates were developed by using a new mathematical methodology.
The distillation characteristics of the new surrogates show superior agreement with
experimental measurements, in contrast to previously developed surrogates.
The new droplets/spray evaporation approach for modeling heat and mass transfer
within a droplet accounts for finite thermal conductivity, finite mass diffusivity, and
turbulence effects within the atomizing liquid droplet/spray for multi-component fuel
droplet evaporation. By implementing the new approach into spray modeling, the
evaporation of real fuel, e.g., diesel fuel was predicted and compared with experimental
measurements.

1.4 Organization of Dissertation
This dissertation is composed of four chapters. The introduction to this research,
background information on fuel surrogates, and droplet/spray evaporation modeling are
described in Chapter 1.
The theoretical formulations developed in this research are presented in Chapter 2. In
this chapter, the formulation of a new surrogate, a model for droplets collision and
important parts of previous models of Samimi Abianeh (2011), regarding one-way multicomponent droplet evaporation, are presented.
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The Spray models (two-way coupling) and implementation of the models (e.g., multicomponent fuel evaporation model, droplets coalescence model, droplets coalescence,
and surrogate fuel) into multidimensional CFD code are presented in Chapter 3.
The predicted results of various sub models developed in this dissertation are
presented in Chapter 4. In this chapter, the distillation characteristics of newly developed
surrogates is discussed followed by the results of the new collision model. Finally, the
surrogate fuel evaporation results are presented and discussed. Most of the results are
compared with available experimental measurement.
Finally, the conclusions of this research and the recommendations for further
investigations in this area are discussed in Chapter 5.
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CHAPTER TWO

THEORETICAL FORMULATION

1. 2
This chapter provides theoretical formulations for the fuel surrogate development,
droplet coalescence modeling, and multi-component droplet evaporation modeling. A
brief description of a droplet/spray breakup model, coalescence model and turbulence
modeling within a droplet are also provided.

2.1 Surrogate Fuel Modeling
For numerical modeling of spray evaporation and combustion, it is not feasible to
include all real components (typically numbering in hundreds). Thus, utilization of
surrogate fuels, which comprise only a few components, is highly desirable. The
selection of surrogates should meet the targeted thermo-physical processes of interest.
The volatility of fuel is the most important property for the fuel evaporation process
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applications. For multi component fuel, the volatility is sensitive to the fuel composition.
Therefore, the volatility characteristic of real fuel and suggested fuel are compared to
each other to find the closest surrogate. In this study, a methodology based on the batch
distillation concept was used to develop surrogate fuels.
There are two basic theoretical and computational problems associated with batch
distillation. The forward or direct problem consists of generating the distillation curve of
a given mixture. The inverse problem consists of, starting with a given distillation curve,
and finding a surrogate mixture that would accurately represent experimental data. There
is more than one solution to the reverse problem since there are theoretically an infinite
number of mixtures that will present very similar experimental distillation curves. The
method developed in this chapter requires the same number of molecular species in the
surrogate mixture as the points of the distillation curve that will be matched precisely.
The choice of exact points to match on the distillation curve allows for conformation of a
square system of equations where the number of equations is equal to the number of
unknowns. Other points of the distillation curve are satisfied within a prescribed small
error tolerance.

2.1.1 Material Balance
Analysis of a simple batch distillation process without intermediate rectification is
presented in this section. The basic distillation system consists of a heated vessel and a
distillate recovery condenser.
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Assuming no chemical reactions, the basic equations for overall molar balance and
balance of one component are:

(2.1)

where c is the total concentration in moles/volume and the cA are the concentration of
individual components. The control volume as well as the exit surface is schematically
shown in Figure 2-1. It is assumed the vapor phase is in equilibrium with the well-mixed
liquid remaining in the vessel. The container is defined as the vessel and the moles
leaving the vessel through the bounding surface A, is defined as the distillate.

Figure 2-1 Schematic representation of a simple batch distillation unit
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Since the number of moles initially loaded in the still is not being replenished, the change
in mass and concentration is due to the mass lost to the condenser. In terms of number of
moles of components in the liquid, M L ( mol ) , and vapor phase, M V ( mol ) , as well as
the molar flow rate, M ( mol / s ) leaving the vessel , Eqs. (2.1) simplify to

d M L d MV
+
+ M =
0
dt
dt
d xA M L d y A M V
+
+ y A=
M 0
dt
dt

(a)
A 1, 2,..N
;=

(b)

(2.2)

Assuming that the number of moles in the vapor phase is small compared to the number
of moles of the liquid phase inside the control volume, or the vapor volume inside the
vessel is small, or the variation in the number of moles of molecular species is small, or
all these assumptions together can be used to justify neglecting the contribution of the
vapor phase inside the vessel. To simplify notation, the subscript for the number of moles
in the liquid phase is dropped. Upon substitution of the overall mass balance, Eq. (2.2a)
into the balance of components (2.2b), a system of ordinary differential equations,
customarily attributed to Rayleigh (1902) is developed:

d xA M
dM
− yA
= 0
dt
dt

;

A= 1, 2,..N

(2.3)

Assuming phase equilibrium, molar fractions of components in the liquid and vapor
phase are related by a generalized Raoult’s relationship [Smith et al. 2005]:

=
y A K=
(T , P, xA ) xA , A 1, .. N
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(2.4)

In its simpler version, the equilibrium constant is given by the vapor pressure of pure
molecular species and the overall system pressure:

=
y A K=
A (T ) x A

p A,vap
p

xA =
, A 1, .. N

(2.5)

Upon introduction of Eq. (2.5) into Eq. (2.3) the system of equations can be integrated for
a given time step
Mi

Mi
dM
= ln=
∫
M
M i −1
Mi −1

xiA

d xA

∫ x ( K (T ) − 1)

xiA−1

A

=
; A 1, .. N

(2.6)

A

Notice that time-dependency has been eliminated. This is essentially similar to the
introduction of a warped time variable by Doherty and Malone (2001), where the
dimensionless time variable is multiplied by the ratio of the molar flow rates over the
number of moles in the distillation vessel. For simple binary systems, integration of Eq.
(2.6) can be done using a vapor/liquid equilibrium curve and numerical integration
([Robinnson and Gilland 1950] and [Kister 1992]). Vapor pressures are a function of
temperature, and the boiling temperature of a complex mixture depends on the
concentration of the mixture. Since the changes in concentration of molecular species are
given by Eq. (2.6) which are essentially independent of each other, for multi-component
systems, a computational procedure that can guarantee overall conservation of mass as
well as conservation of mass of individual molecular species inside the system should be
introduced. During operation of a batch distillation system, when collecting a fraction of
distillate, boiling starts at the bubble temperature of the mixture, say Ti-1. As distillation
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proceeds, the more volatile molecular species leave the vessel and the boiling
temperature goes up. After a distillation cut is collected, the final boiling temperature for
a given cut would be, Ti. As a result, the mixture can then be identified by the volume of
liquid or the number of moles collected as distillate and the temperature range it was

{

}

collected, ∆T i : T i −1 , T i . As an assumption, for a given time step, there is an
i
intermediate temperature, T i −1 < Tavg
< T i , such that when computing equilibrium

constants at the average temperature, the balance represented by Eq. (2.6) is exact on the
average:
M
ln i
=
M i −1

x iA
1
ln
;
=
A 1, .. N
i
K A (Tavg
) − 1 xiA−1

(

)

(2.7)

The logarithm of the ratio of total number of moles, ln M i / M i −1 , is always negative
while the logarithm of the ratio of molar fractions of a single component, ln x iA / x iA−1 can
be negative or positive depending on whether the residue has a smaller or a larger number
mole fraction than the mixture at the beginning of the distillation step. Similarly,
i
equilibrium constants for single components, K A (Tavg
) can be larger or smaller than one

such that the sign of the fraction can be also positive or negative. Thus, to ensure that the
mass balance is satisfied on the average, it is required that the molar fractions of the
residue mixture in the vessel, computed using Eq. (2.7), satisfy the overall molar
constraint:
N

∑x
A=1

i
A
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=1

(2.8)

Although mathematical proof to the existence of an average temperature satisfying Eqs.
(2.6) and (2.7) is not offered, the average temperature can be chosen iteratively until Eq.
(2.8) is satisfied down to the minimal numerical error requirements. The mass balance of
every individual species must also be satisfied, notwithstanding the overall requirement
satisfied by Eq. (2.8). To ensure that the number of moles of every molecular species is
accounted for at every step, the number of moles of every molecular species leaving the
vessel must satisfy the mass balance for the distillate fraction:

xiA−1M i −1 − xiA M=i y Ai ( M i −1 − M i )

(2.9)

Eq. (2.9) defines the molar fraction, y Ai , for every molecular species in the distillate
fraction collected at a given temperature interval. Finally, to ensure that the overall
balance is satisfied, a molar constraint for the average distillate fraction is introduced by:
N

∑y

=
A 1

i
A

= 1=

N
N
1

i −1
i 
 M i −1 ∑ x A − M i ∑ x A 
( M i −1 − M=
A 1=
A 1

i)

(2.10)

As a consequence, the molar fractions constraint for the distillate, Eq. (2.10), is satisfied
if the molar fractions constraints in the distillation vessel are satisfied, Eq. (2.8), before
and after collection of distillate. This requirement is explicitly satisfied by the choice of
the intermediate temperature during the distillation interval.
i
The temperature interval, T i < Tavg
< T i −1 , does not have to be small in order to satisfy Eqs.

(2.7-2.10). However, the smaller the distillation fraction collected, the closer the average
molar fractions will be to the point values. A fraction cut on a molar basis,
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=
Fi

( M i −1 − M i ) / M o

is defined as the ratio of the number of moles in a distillation cut

divided by the original number of moles. Similarly, and associated with this fraction, is
the relative step change of moles in the vessel,
=
Bi M i / M i −1 < 1 , computed as the ratio of
the number of moles remaining in the vessel after a distillate cut to the number of moles
before the distillate cut. It is easily shown that these ratio variables are related to each
other by the following equation
i

Bi
=

1 − ∑ Fj

Mi
=
M i −1

j =1
i −1

1 − ∑ Fj

<1

(2.11)

j =1

The function representing the step change in number of moles, Bi is a decreasing
function of the fraction of moles in a distillate cut, Fi , and it is always smaller than one. If
the fraction of moles in a distillate cut is constant, the value of the fraction is given by

F= (1 − FR ) / ϕ , where φ is the number of cuts and FR is the fraction of the original
number

of

moles

remaining

in

the

residue

liquid.

The

first

value

of

Bi : B1 = (ϕ − 1 + FR ) / ϕ = 1 − F , is very close to one. The last value of the step change is:
B
=
FR / ( F + FR ) . Introducing Eq. (2.11) into Eq. (2.7), a simple expression for the
i : Bϕ
computation of molar fractions remaining in the distillate vessel after a distillation cut has
been extracted:
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i


−
Fj 
1
∑

i
j =1
i −1 ( K A (Tavg ) −1)

=
x iA x=
x iA−1 
A Bi
i −1


 1 − ∑ Fj 
j =1



( K (T )−1)
A

i
avg

(2.12)

Applying this relationship successively to all intermediate steps, an expression for the
molar fractions of molecular species in the vessel as a function of the original
composition and the step changes in number of moles in the vessel will be:

( K (T )−1) B ( K (T )−1) ...B ( K (T )−1)
i
2

xiA = x Ao B1

A

1
avg

A

2
avg

A

i
avg

(2.13)

Eq. (2.13) can be further expanded taking advantage of properties of products of
exponentials to give:
K

(T )
1

K

(T )
2

K

(T )
i

1
B1 A avg B2 A avg ...Bi A avg
M o x Ao K A (Tavg
) B K A (Tavg2 ) ...B K A (Tavgi )
=
x x=
B1
2
i
B1 B2 ... Bi
Mi

i
A

o
A

(2.14a)

Rearranging

M i xiA = ( M o x Ao ) B1

( ) B K (T ) ...B K (T )
i
2

1
K A Tavg

A

2
avg

A

i
avg

(2.14b)

The total number of moles in the initial mixture, M o x Ao , is a given constant but the power
of B terms are all smaller than one. As a consequence, the number of moles of any
component in the liquid remaining in the vessel decreases monotonically after each
distillate fraction is removed. On the other hand, molar fractions of individual molecular
species may decrease monotonically for some more volatile species while increasing to a
maximum and later decreasing for all intermediate species.
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Analysis of direct and

inverse distillation problems in sections following will be based on relationships given by
Eqs. (2.7) to (2.14).

2.1.2 The Distillation Curve Characteristics
Given a known mixture of molecular species, characterized by the stream array,

{M o , xAo , xBo ...xNo } , where Mo is the total number of moles of the original mixture and the
xio are the molar fractions of molecular species present in the original mixture, a
distillation curve showing molar fractions of residual and distillate cuts as well as
temperature intervals for each distillation cut can be created. The distillate curve should
follow a prescribed set of distillate fractions collected, given by the string

{F1 , F2 ... Fi , FR } where FR is the fraction of number of moles left as a residue in the vessel
divided by the original number of moles. Eq. (2.9) can be rewritten as a function of the
problem variables:
i
i


xiA 1 − ∑ Fj  =
x Ao − ∑ Fj y Aj
=
j 1
 j 1=


(2.15)

At the end of the procedure and after the collection of P distillate cuts, the fraction of
moles and the molar fraction of molecular species in the residue remaining in the vessel
is given by
P

FR = 1 − ∑ Fj
j =1

P

x AR =

x Ao − ∑ Fj y Aj
j =1

FR
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(2.16)

Eq. (2.13) can be rewritten as follows:

xiA = x Ao

( K (T )−1) ...B ( K (T )−1) B ( K (T )−1)  T , T ...T < T p
 1 2
j
B( )
i −1
i

(1− K (T )) B (1− K (T )) ...B (1− K (T )) T j +1 ,...Ti −1 , Ti > TB ( p )
B1
2
j

B j +1

j +1
avg

A

A

A

1
avg

A

i −1
avg

2
avg

A

i
avg

A

j
avg

(2.17)

The values of the step change in number of moles in the distillation vessel, Bi = M i / M i −1
defined by Eq. (2.11), are always smaller than one. A positive power of any number
smaller than one renders another number smaller than one. Thus, the powers of step
changes Bi , in the denominator of Eq. (2.17) increase the computed molar fraction while
the powers in the numerator decrease it.
Corollary: The maximum molar fraction of a component A, in the liquid remaining in the
vessel after a set of distillation cuts, is determined by the boiling temperature of the
component at the operating pressure of the process:

=
xiA
max

x Ao

(1− K (T )) B (1− K (T )) ...B (1− K (T ))
B1
2
i
A

1
avg

A

2
avg

A

j
avg

for Ti ≤ TB ( p )

(2.18)

For molecular species which boiling temperature is smaller than the bubble point of the
original mixture, the maximum molar fraction is found in the original mixture and
decreases monotonically with successive cuts. However, for molecular species which
boiling temperature is larger than the bubble point of the original mixture, the maximum
i
o
molar fraction is larger than the original molar fraction, x A max > x A , even if there was

only one single distillation cut.

There is no simple relationship between boiling

temperature and molar fraction of a component in the distillate cuts. Eq. (2.10) can be
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used, however, to indicate where to have a maximum molar fraction of component A in a
distillate cut:
K

(T )
i

x iA−1 − x iA Bi
1 − Bi A avg
=
= x iA−1
y Ai
(1 − Bi )
(1 − Bi )

(2.19)

Assuming that the maximum molar fraction of component A in the vessel residue, x iA ,
was after distillate cut “i” was extracted, Eqs. (2.9) and (2.12) can be substituted into Eq.
(2.19) to show that the next distillate cut after the cut that resulted in the maximum molar
fraction of A in the residue, has a molar fraction of A in the distillate cut larger than the
one before:
K

(T )
i

K

(T )
i +1

1 − Bi A avg
1 − Bi +1A avg
y Ai x iA−1
=
=
< y Ai +1 xiA
(1 − Bi )
(1 − Bi +1 )

This inequality is easily proven since

( )

(

(2.20)

x iA−1 < x iA is already established, and that

)

i +1
i
> 1 . The distillate cut after the maximum residue was obtained
K A Tavg
< 1 and K A Tavg

is not necessarily the one with the larger molar fraction of A in the distillate cut. The
maximum in this case will depend on the relative size of the fraction on number of moles
i
removed as distillate, Bi , and the relative size of the equilibrium constant K A (Tavg
) . Thus,

a maximum molar fraction of component A will take place when

y

>y

i+2
A

(T )
i +1

(T )
i+2

A avg
i +1
K A (Tavg
1 − Bi +1A avg
)−1) 1 − Bi + 2
(
if
> Bi +1
(1 − Bi + 2 )
(1 − Bi +1 )

K

i +1
A

K
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(2.21)

In practice, the maximum value of the molar fraction of component A in a distillate cut
occurs in the first or the second distillate cut after the maximum in reservoir molar
fraction.
The largest molar fraction of a given component in residual liquid, or in distillate cuts,
depends on the relative amount of such component in the original mixture as well as on
the relative volatilities. In any case the largest molar fraction of a component in the
residue will satisfy, for example, if x iA > xCi :

( K (T )−1) B ( K (T )−1) ...B ( K (T )−1) >
i
2
( K (T )−1) B ( K (T )−1) ...B ( K (T )−1)=
xCo B1
; C 1, 2, N − 1
i
2

=
xiA x Ao B1

A

1
avg

A

2
avg

C

1
avg

A

C

i
avg

2
avg

C

i
avg

(2.22)

while the maximum molar fraction of a component in a distillate fraction will satisfy:
( )
i

K A Tavg

( )
i

K C Tavg

1 − Bi
1 − Bi
> xCi −1
y =
x
(1 − Bi )
(1 − Bi )
i
A

i −1
A

; C=
1, 2,..N − 1

(2.23)

If the initial composition of a mixture fed to a batch distillation unit is known,
concentrations that will maximize composition of a given component in the residue
remaining in the vessel or in a distillate cut using the equations developed in this section
will be predicted.

2.1.3 Developing Surrogate Fuel Methodology
For practical applications, systems with a very large number of components can be
represented by the so-called “surrogate” mixtures defined with a relatively small number
of components. Distillation curves of surrogate mixtures are designed to follow closely
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the distillation curve of the original complex mixture. This problem does not have a
unique solution. Theoretically, there are an infinite number of surrogate mixtures that can
approximate a given original mixture within a given set of tolerance limits. What here is
proposed to find, if it is physically possible, the composition or molar fractions of a
surrogate mixture that will closely or exactly satisfy boiling points and distillation
fraction cuts of an original complex unknown mixture using a finite and “a priori”
defined number and type of component. Elaboration about what is physically possible
and the exact compliance with the distillation curve will be discussed in this section.
The problem is formally defined as follows. Given a distillation curve, that is a sequence
of temperatures containing the initial and final boiling points of a mixture of unknown
composition, {To , T1 ,..TP } , given the fraction of moles collected for each temperature
interval as well as the fraction of moles of the residue, { F1 , F2 ,..FP , FR } and given a set of
molecular species that will be used to define the surrogate mixture, { A, B,..N } , find the
composition of the surrogate mixture that will satisfy the fraction of distillate cuts at the
prescribed interval temperatures, { x Ao , xBo ,...xNo } .
Most distillation curves are given as volume fractions versus temperature intervals. The
volume fractions for a surrogate mixture of hydrocarbons are assumed to be equal to
molar fractions at this point. Indeed this is only an approximation, but once the solutions
to the molar surrogate problem are found, such a solution could be adopted to a best fit of
a distillation curve using volume fractions, with as much precision as needed. The choice
of molecular species in the surrogate mixture is somehow arbitrary, but not all arbitrary
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surrogate mixtures will allow a close representation of the distillation curve supplied for
the problem. A minimum requirement is that the range of boiling temperatures of the
surrogate mixture is at least as large as the temperature span of the original distillation
curve. As an assumption on this point, there are no azeotropes and that equilibrium
distributions are given as simple relationships described by Eq. (2.5).
Solution of this reverse problem consists of finding the array describing the molecular
species that constitute the surrogate mixture, for example {C1 , C2 ,.. CN } as well as the
array with molar fractions of the molecular species in the surrogate mixture

{x , x ,...x } . To achieve this goal, two intermediate matrices were relayed; the matrix of
o
A

o
B

o
N

molar fractions of all distillate cuts, D , and the matrix containing the molar fractions of
molecular species in the liquid remaining in the vessel after distillate cuts, R . Both
matrices, D and R , must satisfy molar fractions constraints as well as overall mass
balance constraints and have P rows and N columns, where N is the number of
components in the surrogate mixture while P is the number of distillate cuts. The matrix
containing molar fractions of liquid residues, R , is a [P x N] matrix since the column
matrix of composition of the surrogate mixture is the unknown and the last column
describes the composition of the final residue, x AR . Once the matrix R , is known, the
distillate cuts matrix can be computed using Eq. (2.20), if desired.
The only extensive variable is the total number of moles in the surrogate mixture, and
distillation cut molar rates can be expressed as fractions of the original number of moles
or as related to a basis to compute the number of moles in each distillate cut. Initial and
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end temperatures of each temperature interval, including the bubble point of the original
mixture, are part of the information given for a distillation curve. Likewise, the fraction
of the original total number of moles present in each distillate cut is part of the
information available since the distillation curve of the unknown mixture is supposedly
known. As a consequence, for each distillation step Bi can be computed as well as the
equilibrium distribution coefficient for each component at the temperature intervals. The
liquid mixture in the vessel after each distillate cut must satisfy both the molar fraction
and bubble point constraints at the end temperature of the cut:
N

=
( a ) molar fractions constraint:
∑ xiA

1=
; i 1, 2, .. P

A=1

( b ) bubble point constraint:

N

∑x
A=1

i
A

1=
; i 1, 2, .. P
K=
A (T )

(2.24)

i

Eq. (2.24a) requires that molar fractions of all molecular species in a mixture add up to
one. Eq. (2.24b) is a similar constraint for the vapor phase in equilibrium with the liquid
residue. Subtracting Eq. (2.24a) from Eq. (2.24b), a set of P equations will be:
N

(T ) − ∑ x

N
i
i
A
A
=
A 1=
A 1

∑x

K

i
A

= 1−1 = 0

;

i =1, 2, .. P

(2.25)

The temperature intervals of the distillation curve are given by the problem statement
and, since the components of the surrogate mixture are chosen a-priori, the equilibrium
distribution constants are easily computed and can be treated as known coefficients in a
set of linear equations. The last equations of the set, that is for i = P, represents the bubble
point of the liquid left in the residue. After the removal of each distillate cut, molar
fractions of molecular species in the vessel are related through Eq. (2.12). Eq. (2.12)
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configures a set of N x P equations. This is easily recognized if the sequence of equations
for each distillation step and for all the components of the mixture is written. Notice that
for this set of equations, the average temperatures are not known and must be defined
i ,i +1
≤ T i +1 .
between the temperature interval of each distillation cut, T i ≤ Tavg

( K (T )−1) −=
x1A 0 ; =
A 1, 2,..N
( K (T )−1) −=
x1A B2
x A2 0 ; =
A 1, 2,..N
x Ao B1

A

1
avg

A

2
avg

(2.26)

...................

( K (T )−1) − x R= 0 ; A= 1, 2,..N
A

x AP −1 BP −1

A

P −1
avg

The sum of Eqs. (2.25) plus (2.26) represents a system with P + N (P-1) equations and
N×P unknown variables. This system has N - P degrees of freedom and it is not well
defined in a strict mathematical sense unless N = P. Hence, a simple approach would be
to require that the number of components of the surrogate mixture, N, be equal to the
number of distillate cuts, P, including the residue, that will be exactly matched by the
surrogate mixture. Designing a surrogate mixture where the number of components is
larger than the distillate curve cuts, N > P, does not make practical sense since one
typically wants a simpler surrogate mixture for computational purposes. It is possible,
however, to add additional constraints such as, for example, prescribed values for some
of the molar fractions, if such was a convenient feature to have in the surrogate mixture.
It is more likely that to design a surrogate mixture such that the number of components is
smaller than the number of distillate cuts, N < P. What can be done in such case is to
satisfy explicitly the distillation curve properties at a number of points, Pmin, such that
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N = Pmin , and allow the properties of the surrogate mixture to conform with a level of
approximation to the rest of the distillation curve.
From basic linear algebra, the square system of Eqs. (2.25) plus (2.26) [N x Pmin] has a
nontrivial solution if and only if the determinant of the matrix of coefficients of the
system is equal to zero. As a starting step, a suitable surrogate mixture by choosing its
components to be molecular species with boiling temperatures at or close to the end
temperature of the distillate cuts is defined. From a mathematical/computational point of
view, there are two problems with this approach. Firstly, the coefficients of the system of
equations have been computed from highly nonlinear equations and, even if the average
temperatures are exactly computed, the determinant of the matrix may be a small nonzero number. Secondly, due to round-off error in the computation of molar fractions,
some of the solutions may not have physical meaning, i.e. some of the molar fractions
may be negative or larger than one. This second problem is mostly related to the presence
of volatile components in distillate cuts at temperatures higher than their distillation
temperature. These problems are addressed separately. First, the average temperature of
the distillation curve fractions (see Eq. (2.26)) is defined by minimizing the determinant
of the system of equations. Because of computational round-off errors, a zero determinant
is not a practical goal but the determinant can be as small as needed by computational
methods. Second, an ad-hoc relaxation method is used to ensure that molar fractions of
most volatile components of the mixture do not become negative when their molar
fractions are very small and close to zero. By using the tad-hoc relaxation method
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proposed in this research, the minimization of the determinant of the system of equations
is no longer a critical step and can be attained approximately.

2.2 Atomization and Fuel Droplet Breakup Modeling
In earlier versions of spray modeling as used in KIVA family codes, the TAB (Taylor
Analogy Breakup) model of O'Rourke and Amsden (1987) was extensively used. In this
study, a recently developed hybrid primary/secondary droplet breakup model of [Trinh
and Chen 2006] is used and implemented for atomization and spray of liquid fuels from
injectors. For primary droplet breakup the T-Blob model [Trinh and Chen 2006], which
accounts for the geometry of nozzle and liquid turbulence, is implemented in this
research. In this model, the liquid is injected as discrete parcels of drops or blob. The
droplet radius evolution is given by:
r
L
L 
dr
when rp << r
=
−  − Ca  w − t               
dt
τ
τ
τ
w
t





(2.27)

where 𝑟 is droplet radius which is the same as injector radius at start of injection and 𝑟𝑝 is

product radius. The quantities 𝐿𝑤 and 𝜏𝑤 are length and time scales associated with

droplet surface wave instability. These two scales along with 𝜏 and 𝐶𝑎 are formulated

from the original WAVE model [Reitz 1987] as 𝐿𝑤 = 𝛬, 𝜏𝑤 = 𝑟/𝛬𝛺, 𝜏 = 3.726𝐵1 𝑟/
𝛬𝛺, and 𝐶𝑎 = 𝐵0 /3.726𝐵1 . A range of values for the constant 𝐵1 has been used in the

published literature, e.g., [Reitz 1987] and [Beale and Reitz 1999]. The turbulence
characteristic length and time scales 𝐿𝑡 and 𝜏𝑡 associated with atomizing droplets were
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derived based on an analytical solution of the 𝑘 − 𝜀 turbulence model and formulated

from Trinh et al. (2007). The product drop radius 𝑟𝑝 is calculated as:
rp =

rw rt
(1 − ct ) rt + ct rw

(2.28)

where 𝑟𝑤 , associated with the wave motion follows the original formula in paper of Reitz

(1987). The value of 𝑟𝑡 , as well as weighting coefficient 𝑐𝑡 can be found in [Trinh et al.
2006]. In the present study, a new parcel containing product drops of size 𝑟𝑝 is generated
3

when �𝑟𝑝 /𝑟� reaches certain value (e.g., 10%). The product drops have the same

velocity and computational location as the blob. For the secondary breakup process, the
T-TAB model [Trinh et al. 2006] is implemented here:
ε
ε0  κ 
µ
cF ρ g W 2
σ

 −1 − CK
+ Ct 2 2   (y)
y=
y − Cd l 2 y
2
3
ρl rp
ρl rp
cb ρl rp
cb rp  κ 0 

C

(2.29)

where y is the displacement of the equator of the droplet from its equilibrium position.
Except for the second term on the right-hand side, Eq. (2.29) is the same as the governing
equation of the TAB model [O'Rourke and Amsden 1987]. Original reference [Trinh et
al. 2007] should be consulted for detailed derivation and values of various coefficients in
Eq. (2.29). Based on the hybrid T-blob/T-TAB modeling methodology, when 𝑟𝑝 reaches

blob diameter (𝑟 in (2.27)) the breakup will switch to the T-TAB model. A drop could
experience several breakups depending on its Weber number.

A variety of values

ranging from 1 to 8 have been used for the constant 𝐶𝑘 in the literature, e.g., [Lee et al.
2004]. The effect of 𝐶𝑘 on predicted spray results will be discussed in Chapter 4.
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2.3 Modeling Turbulence within Droplet
The well-known κ - ε model was used in the model of Trinh and Chen (2006) for
calculating turbulence inside of droplet. However, quite different approaches are
available for modeling turbulence transport equations. For homogenous turbulence, κ
and ε equations become [Pope 2000]

dκ
= P −ε
dt

(2.30)

ε2
dε
Pε
= Cε 1
− Cε 2
,
κ
κ
dt

(2.31)

where Cε 1 and Cε 2 are the model constants and equal to 1.44 and 1.92 respectively [Pope
2000]. Without mean velocity gradients, the production rate of kinetic energy is zero, and
the turbulence decays. The Eqs. (2.30) and (2.31) become

dκ
= −ε
dt

(2.32)

ε2
dε
.
= Cε 2
κ
dt

(2.33)

when integrating Eqs. (2.32) and (2.33) with initial conditions of κ (0) = κ to and

ε (0) = ε to , the solution of ε is
κ 
ε =ε  o 
 κt 
o
t

Cε 2

,

and the turbulent kinetic energy equation ( κ ) becomes
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(2.34)


εo
=
κ  t C (1 − Cε 2 ) t + κ to
o ε2
 κ t

1

( )

( )

1−Cε 2
(1−Cε 2 ) 
.



(2.35)

The turbulent time and length scales are defined by

τ t = Cµ

Lt = Cµ

κ
ε

(2.36)

κ 3/2
,
ε

(2.37)

Cµ is turbulent constant and equal to 0.09 [Pope 2000]. The Turbulent time scale and

length scale can be expressed as a function of time by substituting Eqs. (2.34) and (2.35)
into Eqs. (2.36) and (2.37):
=
τ t Cµ ( Cε − 1) t + τ to

(2.38)
 Cµ ( Cε − 1) t

=
Lt Lt o 

τ



o
t



+ 1

 1  3


 − C 
 1−Cε 2  2 ε 2 





.

(2.39)

Based on integral analysis of straight injector of Huh et al. (1998), the initial liquid
turbulent kinetic energy and its dissipation rate at the injector nozzle exit are estimated
from

=
κ to

U
8 L / Dnozzle

=
ε to Kε

1
2 
 C 2 − K c − (1 − s ) 
 d


U3  1


− K c − (1 − s 2 ) 

2
2 Lin  Cd

37

(2.40)

,

(2.41)

where "U " is liquid velocity at the injection nozzle, which has length " Lin ", and
diameter " D nozzle ". The discharge coefficient, the loss coefficient due to the nozzle
entrance sharpness and the downstream-to-upstream contraction area ratio of the injection
nozzle are presented by C d , K c , and s , respectively.

2.4 Turbulent Boundary Layer
The model of Trinh et al. (2007) is used to account for a non-isothermal system
involving evaporating spray, and provided turbulent thermal boundary layer thickness for
a single component. The finite conductivity layer was modeled through the turbulent
thermal boundary layer within the droplet. The new model of Samimi Abianeh and Chen
(2012a) accounts for both the finite thermal conductivity and finite mass diffusivity layer
within the droplet for multi-component fuel droplet to model droplet evaporation. This
model is briefly described in the following sections.

2.4.1 Modeling Formulation
The formulation and numerical scheme are provided to highlight the approach and
different treatment of the finite conductivity/diffusivity of Samimi Abianeh and Chen
(2012a).
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2.4.1.1 Heat Transfer Formulation
A spherical liquid droplet with multi-components vaporizing without chemical
reaction in a gas environment is considered. Conservation of energy at the droplet surface
requires
 ,
Q g + Q r − Ql =
mL

(2.42)

where Q g is the heat transfer rate from the external gas to the droplet, and Ql is the rate
of heat transfer within the liquid droplet. The radiative heat transfer, Q r , may be obtained
from a relevant radiation model for a given combustor. In the following analysis, it's
assumed to be negligible. The heat transfer to the droplet is expressed in terms of the heat
transfer coefficient, as follows:
g
Q g h=
A(T ∞ - T s ) Nu g k g A(T ∞ - T s ) / 2rd .
=

(2.42)

Heat transfer between surface and interior of the droplet was formulated by Mills (1992)
from Fourier’s law. The solution of the temperature response in a slab with negligible
surface resistance for unsteady conduction is given as

Q=

kA∆T

(πα t )

0.5

,

(2.43)

where k is thermal conductivity and α is thermal diffusivity. This equation is utilized
for calculating the heat transfer coefficient in several studies, e.g., [Trinh et al. 2007]:
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Q=

kA∆T

(πα t )

0.5

=

kA

(πα t )

0.5

∆T =

kA

δ

∆T = hA∆T .

(2.44)

For the liquid phase heat transfer computations, the heat transfer coefficient inside the
droplet is determined from the ratio of the liquid phase thermal conductivity and the
‘equivalent’ thickness of the thermal boundary layer, based on Eq. (2.44):
Q l hl A(T s - T d ) =mC p ,l (T d (t + ∆ t) - T d (t)) / ∆ t
=

(2.45)

where

hl =

keff

δ thermal

.

(2.46)

The thermal boundary layer thickness is calculated based on the effective thermal
diffusivity by

δ thermal = πα eff t .

(2.47)

The laminar and turbulent thermal diffusivity are taken into account for effective thermal
diffusivity:

kl
(κ t ) 2
α eff =
α l + α t =l p,l + Cµ t t , where
ε Pr
ρC

Cµ =
0.09 .

(2.48)

Here " Pr t " is the turbulent Prandtl number. It should be noted that the second term on
the right hand side of Eq. (2.48), " α t " will vanish when the turbulence is low for
example at the end of droplet lifetime. The effective diffusivity will gradually lead to the
laminar diffusivity during droplet lifetime.
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The effective thermal conductivity is calculated by the effective thermal diffusivity:

keff = α eff ρ l C p,l .

(2.49)

2.4.1.2 Mass Transfer Formulation
Vaporization is governed not only by the volatility of each component but also by the
rate of species diffusion, droplet surface regression, and the nature of the fluid motion
within the droplet. The general continuity equation for species " i " with Fickian diffusion
may be written in the form:

 ∂Yi

ρ

 ∂t



+ v ⋅∇Yi  = ∇ ⋅ ( ρ Di ∇Yi ) + si ,


(2.50)

where "v " is convective reference velocity. s i is the source term or rate of production or
dissipation of mass of " i " per unit volume. For a control volume centered around the
interface of the drop with no species accumulation

∫∫∫ ρ

∂Yi
dv = 0
∂t

(2.51)

si = 0

(2.52)

v = r ,

(2.53)

by integrating the equation of continuity over a control volume and using Eqs. (2.512.53):
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l ,s
ρ l (V l ,s − r ) Yil ,s − ρ l Dil ∇Y=
ρ g (V g ,s − r ) Yi g ,s − ρ g Dig ∇Yi g ,s ,
i

(2.54)

where "V " is velocity and because of no accumulation condition:

 ρ l (V l ,s −=
=
m
r ) ρ g (V g ,s − r ) ,

(2.55)

and for spherical symmetric droplet:
g ,s
g ,s
ρ g Dig ∇Y=
J ig , s (Yi g ,∞ − Yi=
) Shi ρ g Dig (Yi g ,∞ − Yi g , s ) / 2rd .
i

(2.56)

by analogy
,s
ρl Dil ∇Yi l=
J il , s (Yi l − Yi l , s ) .

(2.57)

The mass transfer rate between the surface and inside of the drop is modeled by:

J il , s = ρ l

Deff

δ diffusion

A.

(2.58)

The effective mass transfer coefficient is calculated:
Deff
= Dl + Dt

(2.59)

(κ t )2
D = Cµ t t ,
ε Sc

(2.60)

t

Here Sc t is the turbulent Schmidt number. D l is the laminar diffusivity coefficient. The
mass transfer boundary layer thickness is calculated by
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δ diffusion = π Deff t .

(2.61)

It should be noted that the second term on the right hand side of Eq. (2.59) would vanish
when the turbulence is low, e.g., at the end of droplet lifetime. Furthermore, the effective
diffusivity gradually transits to laminar diffusivity during droplet lifetime. By substituting
Eqs. (2.55-2.58) into Eq. (2.54):

 i = mY
 i l ,s + J il ,s (Yi l − Yi l ,s ) = mY
 i g ,s + J ig ,s (Yi g ,s − Yi ∞ ) .
m

(2.62)

Mass transfer from the surface occurs by the bulk motion and diffusion. Assuming air is
insoluble in the liquid phase and adding up Eq. (2.62) over all fuel species in the liquid
and gas side:

n

i
∑ m=


∑ ( mY
n

i

=i 1 =i 1

l ,s

))
+ J il , s (Yi l − Yi l , s=


∑ ( mY
n

=i 1

i

g ,s

+ J ig , s (Yi g , s − Yi ∞ ) ) .

(2.63)

The diffusivity inside of the droplet for all of the species is assumed to be equal:
J il , s = J l , s ,

(2.64)

then

m =
m ∑ Yil ,s + J l ,s ∑ (Yil ) − J l ,s ∑ (Yil ,s ) =
m ∑ Yi g ,s + ∑ ( J ig ,s (Yi g ,s − Yi ∞ ) ) .
n

=i 1

n

=i 1

n

=i 1

n

n

=i 1 =i 1

(2.65)

The mass diffusion term in the outer gas is expressed in terms of a mass transfer
coefficient:
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=
J ig ,s Shig ρig Dig A(Yi g ,s − Yi∞ ) / 2rd ,

(2.65)

and

∑ Yi

n

g ,s

+Y

s
air

n

∑ (Yi l ) = 1

,
1
=

,

i =1

∑ (Y

l ,s

i

) =1 ;

(2.66)

i =1

therefore

m =m + J l , s − J l , s =m ∑ Yi g , s + ∑ ( J ig , s (Yi g , s − Yi ∞ ) ) ;
n

n

=i 1 =i 1

(2.67)

simplifying the right hand side of Eq. (2.67):

N

m =

J ig ,s (Yi g ,s − Yi ∞ )
∑
i =1
N

1 − ∑ Yi

.

(2.68)

g ,s

i =1

In the above equations, the instantaneous droplet radius after the first and second break
up is calculated from

1/3

 m ρl 
r2 =  2 1l 
 m1 ρ 2 

,

(2.69)

where the subscripts 1 and 2 denote the beginning and ending states of the drop,
respectively.
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The average species mass fraction in liquid phase is calculated from

Yil =

mi
.
m

(2.70)

2.5 Vapor-Liquid Phase Equilibrium at Atmospheric Pressure
At atmospheric/low pressure, the assumption of an ideal behavior of the gas phase
and the vapor-liquid phase equilibrium is described by Raoult's law [Smith et al. 2005]:

γ i X il ,s Pi vap = X ig ,s Psystem .

(2.71)

" γ i ” is the activity coefficient and equal to one for the fuel surrogate of this research due
to non polarity of all of the components [Smith et al. 2005]. The library of Chemcad was
used in this research for computing component vapor pressure ( Pi vap ) [Chemcad
6.4.0.5085 2011]. Raoult's law deviates at high pressure and a more accurate model
should be used [Smith et al. 2005]. The high-pressure model considers the real gas and
liquid behaviors, and the effect of pressure on thermo-transport properties. The real gas
and liquid behavior can be represented by using the Peng-Robinson equation of state or
Fugacity concept [Smith et al. 2005].
In this research, mixture (gas and liquid phases) is assumed to be ideal mixture. in the
other word, the effects of high pressure on phases behavior was not considered.
Therefore, Raoult's law was implemented as originally used in KIVA-3V.
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2.6 Multi-Component Droplets Collision Modeling
For two-way coupled gas-droplet two phase flows modeling, in addition to droplet
primary/secondary breakup phenomena, droplet collisions are an important physical
process that determines mixing, evaporation and droplet distribution. It is necessary to
solve two problems simultaneously in droplet collision modeling. The first problem
involves predicting the probability of collision [O'Rourke and Bracco 1980] and the
second is the outcome of collision [Brazier-Smith et al. 1972]. For predicting the
outcome of the collision of droplets with the same physical and thermo-physical
properties, three dimensionless parameters are important: Weber number, impact
parameter and droplet size ratio [Brazier-Smith et al. 1972]. Recently, Tang et al. (2012)
demonstrated the importance of viscous dissipation in predicting the outcome when two
unequal size droplets collide.
In evaporating multi-component sprays, colliding droplets have different properties in
terms of density, surface tension and viscosity. Several numerical studies have been
carried out for predicting the evaporation process of multi-component sprays, e.g., [Ra
and Reitz 2009] and [Torres et al. 2003]. Most of them implemented O'Rourke and
Bracco's (1980) coalescence methodology, e.g., KIVA-3V, which was originally
developed to model the collision and coalescence of two identical droplets with the same
physical and chemical properties. Thus, the motivation in the present study is to further
develop a model that does not have this restriction, thereby making it suitable for
application in multi-component sprays. In the following section, the formulation of the
new coalescence/collision is presented.
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2.6.1 Coalescence Formulation
In this research, coalescence equations will be developed by examining the work of
Brazier-Smith et al. (1972). In fact, O’Rourke and Bracco (1980) also referred to the
work of Brazier-Smith et al. (1972) for determining the coalescence efficiency. In order
for droplet coalescence to occur, the distance between two droplets x, with radius r1 and
r2 must be less than (r1+r2) as shown in Figure 2-2.

Figure 2-2 Schematic representation of two colliding droplets

The coalescence efficiency is defined [Brazier-Smith et al. 1972]:
 x 
ε =

 r1 + r2 

2

(2.72)

Conservation of energy applied to the coalescence-separation process may be written as:
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ϕ + ( R.E ) f + ( S .E ) f
( R.E )0 + ( S .E )0 =

(2.73)

where 𝑅. 𝐸, 𝑆. 𝐸, and 𝜑 are the rotational kinetic energy, surface energy, and viscous
dissipation during the collision process, respectively. The subscripts 0 and f represent the
initial and final state of separation. Details of viscous dissipation were studied by Tang et
al. (2012) and could be as large as 50% of initial kinetic energy. However, in this
research, the effect of viscous dissipation on collision outcome is not considered and
consequently 𝜑 is set to zero in Eq. (2.73) to be consistent with O’Rourke and Bracco’s
(1980) collision methodology. The criterion for separation is that the rotational energy of

the coalesced drop pair exceeds the surface energy required to re-form the original drops
from the coalesced pair [Brazier-Smith et al. 1972]. Therefore, for finding the critical
Weber number, final rotational kinetic energy is assumed to be negligible (𝑅. 𝐸)𝑓 = 0.
With these assumptions, the final energy equation is:

R.E )0 ( S .E ) f − ( S .E )0
(=

(2.74)

The angular momentum of these two droplets around the center of gravity of the system
is:
I ω = I1ω1 − I 2ω2 =m1v1 xc − m2 v2 ( x − xc )

(2.75)

where 𝐼, m, v, and 𝜔 are moment of inertia, droplet mass, translational velocity, and
angular velocity respectively. The coordinate of the center of gravity xc is defined by:

=
xc

m1 x1 + m2 x2
m2 x
=
m1 + m2
m1 + m2
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(2.76)

Simplifying Eq. (2.75) by using Eq. (2.76):

 4π
Iω = 
 3

3 3
  ρ1 ρ 2 r1 r2 
xU
 3
3 
  ρ1r1 + ρ 2 r2 

(2.77)

where ρ and U denote density and relative velocity respectively. The rotational kinetic
energy (R.E) can be expressed by:
2
1 2  1 
=
( R.E )0 =
 Iω   ( Iω )
2
 2I 

(2.78)

where the moment of inertia of a sphere rotating about an axis through its center is:
8π R 5 ρ
I=
15

(2.79)

in Eq. (2.79), R is radius of the product of collision of two droplets and is defined by:
1

 ρ r 3 + ρ 2 r23  3
R= 11

ρ



2.80)

where ρ is the density of the product of collision of two droplets:

ρ=

ρ1r13 + ρ 2 r23
r13 + r23

(2.81)

Substituting Eqs. (2.77) and (2.79) into Eq. (2.78):
2
3 3

 1   4π   ρ1 ρ 2 r1 r2


( R.E )0    =   
xU

3
3

 2 I   3   ( ρ1r1 + ρ 2 r2 )
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2

(2.82)

The surface energy (S.E) required for reforming two drops r1 and r2 from the product (𝑅∗ )

is given by:

S .E = ( S .E ) f − ( S .E )0 = 4π r12σ + 4π r22σ − 4π R*2σ

(2.83)

where 𝜎 is droplet surface tension. The quantity 𝑅∗ is defined by:

R
=
*

1

( r13 + r23 ) 3

(2.84)

The difference between 𝑅 in Eq. (2.79) and 𝑅∗ in Eq. (2.84) is due to the fact that a
droplet with diameter 𝑅∗ is assumed to have reformed into two droplets with different

diameters after coalescence. Therefore the two products (r1 and r2) will have the same
density and surface tension (see Eq. (23) in reference [Brazier-Smith et al. 1972]).

The boundary between coalescence and separation is defined by equality of surface
tension energy and rotational kinetic energy. The criterion for separation is that the
rotational kinetic energy of the coalesced drop pair exceeds the surface energy required to
re-form the original drops from the coalesced pair [Brazier-Smith et al. 1972]. Therefore,
the coalescence efficiency can be defined by using Eqs. (2.72), (2.74), (2.82) and (2.83):

 U 2 r1 ρ*  2.4 f ( γ , β )
=
We =

ε
 σ 

(2.85)

where

ρ* = ρ 2/3 ρ11/3 β 2
and
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(2.86)

ρ2
r2

,    γ
β =
=

ρ1
r1


2
11


2
3 3 
3 3      
γ
γ
βγ
+
−
+
+
1
1
1
(
)
(
)




 f (γ , β ) = 
2
6

γ (1 + γ )

(2.87)

Eq. (25) in [Brazier-Smith et al. 1972] is recovered from Eq. (2.87) in this work for the
case 𝛽 = 1. O'Rourke and Bracco (1980) referred to the work of Brazier-Smith et al.

(1972) in their paper to develop coalescence efficiency. Seemingly, they simplified Eq.
(25) in Brazier-Smith et al. (1972) to this form:
g ( γ ) =−
γ 3 2.4γ 2 + 2.7γ

(2.88)

A plot of Eqs. (2.87) and (2.88) for density ratio of one (𝛽 = 1) and radius ratio (𝛾 ≥ 1) is
shown in Figure 2-3. As evident in Figure 2-3, the error is 14% at 𝛾 = 1.3. A plot of Eqs. (2.87)

and (2.88) for various density ratios for a fixed radius ratio 𝛾 = 1, is shown in Figure 2-4. The

new model shows significant deviation from the model of O'Rourke and Bracco (1980) when
density ratios are greater than one.
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Figure 2-3 Plot of 𝑓(𝛾, 𝛽 = 1), 𝑔(𝛾), and error for various radius ratio (𝛾 ≥ 1), the
density ratio is equal to one (𝛽 = 1)

Figure 2-4 Plot of 𝑓(𝛾 = 1, 𝛽), 𝑔(𝛾 = 1) for various density ratio (𝛽), the radius ratio is
equal to one (𝛾 = 1)
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2.6.2 Grazing Collision Formulation
When the collision efficiency exceeds a critical value, the droplets will separate after
collision and the outcome is a grazing collision, permanent coalescence, or bouncing
[O'Rourke and Bracco 1980]. In this work for momentum transfer between two droplets,
the effect of different droplet densities was also considered and added to the grazing
formulation of O'Rourke and Bracco (1980).

2.6.3 Frequency of Collision
The collision frequency of parcels 1 (collector) and 2 (droplet) is calculated by
(for 𝑟1 > 𝑟2 ) [O'Rourke and Bracco 1980]:

N π ( r + r ) v1 − v2 E12
f12 = 2 1 2
Vol
2

(2.89)

where 𝑉𝑜𝑙, 𝑁2 , and 𝑣1 𝑜𝑟 2 are volume of cell, number of drops in parcel 2, and droplet
velocity respectively. The ratio of the effective collision cross section to that obtained by

assuming straight line trajectories is the collision efficiency 𝐸12 . Therefore, collision
efficiency depends on the flow regime around the collector drop. Based on order of

magnitude analysis of O'Rourke and Bracco (1980), most studies assumed that 𝐸12 =1.0.
Accordingly, a collision efficiency of 1.0 is also utilized in this work.
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2.6.4 Energy Conservation after Droplets Coalescence
The two colliding droplets may have different temperatures. Temperature of the
coalesced droplet is calculated by energy conservation:

T=

ρ1C p1T1r13 + ρ 2C p 2T2 r23
ρ CpR*3

(2.90)

where 𝐶𝑝 , 𝜌 and 𝑅∗ are the specific heat of a component, density and the radius of the

outcome droplet.

In Chapter 3, the model implementation and numerical formulation in two-way coupling
is discussed and introduced.
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CHAPTER THREE

NUMERICAL PROCEDURE AND IMPLEMENTATION

3.
Two phases, discrete phase and continuous phase, are defined for representing
droplets/spray and surrounding gas in Lagrangian-Drop and Eulerian-Fluid (LDEF)
numerical modeling. These two phases influence each other by momentum and heat/mass
transfer due to the evaporation of the discrete phase into the continuous phase, and
momentum exchange. In numerical modeling, the way of solving heat transfer, mass
transfer, and momentum equations is called one-way coupling, if the effects of the
discrete phase or droplet on the continuous phase are neglected; and it will be called twoway coupling if the effects of both phases on each other are considered. For example,
droplet evaporation causes the temperature of the continuous phase to decrease due to
heat transfer or energy conservation of the drop-gas system. Therefore, it will be called
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two-way coupling if the continuous phase temperature is computed due to the
evaporation of the discrete phase. Otherwise, it will be one way coupling. In one-way
coupling, the temperature, velocity and mass fraction of species in the continuous phase
are assumed to be the same as the initial condition of the continuous phase during the
simulation. One-way coupling of the newly developed model for accounting heat and
mass transfer for inside of the droplet were briefly described in the thesis of O. Samimi
Abianeh (2011) and reviewed in Chapter 2. In this chapter, some of the models and
problems of two-way coupling are discussed and reviewed.
For two-way coupled modeling, CFD code KIVA-3V was utilized in this research.
The newly developed models described in Chapter 2 were implemented in KIVA-3V to
model practical engineering problems. During the course of this research, several
subroutines/models of KIVA-3V were modified and rewritten. The novel hybrid droplet
breakup model of T-Blob and T-TAB, discussed previously in Chapter 2, was
implemented in KIVA-3V. The standard KIVA-3V was written for mono-component fuel
in liquid and gas phases. Therefore, the whole code was modified and most of the
subroutine rewritten to track multi-component fuel species in liquid and gas phases. The
coalescence model of O'Rourke and Bracco (1980) originally used in KIVA-3V was also
further modified to account for droplets with different densities, temperatures and
mixture compositions. Several new components were also added to the property library
of the KIVA-3V for representing the new surrogate fuel components. In this chapter, the
numerical approach for finding the fuel surrogate will be discussed first, followed by
evaporation algorithm and standard models in two-way coupling. For more details of
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two-way coupling, the user manual of KIVA-2 [Amsden et al. 1989] and KIVA-3V
[Amsden 1993] should be consulted.

3.1 Surrogate Fuel Model
For large systems, matrix representation is easy to handle computationally but
awkward to represent in this dissertation. To show the highlights of this approach using a
small system where N = Pmin = 3 for molecular species A, B and C were chosen:

Φ1A − 1 Φ1B − 1 Φ1C − 1
0
0
0
0
0
0   x1A  0 

    
Φ 2A − 1 Φ 2B − 1 Φ C2 − 1
0
0
0
0
0   x1B  0 
 0
 0
Φ 3A − 1 Φ 3B − 1 Φ C3 − 1  xC1  0 
0
0
0
0
0
 2
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0
0
0
0
0
0
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 0
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 0
 0
Ψ 3A
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0
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Ψ 3C
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0
0
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0
0
0
 0

)−1)
( K (T=
A 1, 2,.. N

=
Φ iA K A (T i =
) ; Ψ iA Bi

A

i
avg

(3.1)
The determinant of the matrix in Eq. (3.1) can be found as the sum of the products of
the elements in a column multiplied by the cofactors of each one of these column
elements [CRC Handbook of Standard Mathematical Tables and Formulae 1966]:

det ( A ) = a11 ⋅ cof11 ( A ) + a21 ⋅ cof 21 ( A ) + ... + aN 1 ⋅ cof N 1 ( A )
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(3.2)

It is important to recognize that for an arbitrary system with N components in the
surrogate mixture and Pmin distillation cuts, there are only Pmin-1 unknown average
temperatures. For the simple system of three distillation cuts, there are only two unknown
average temperatures. For a system with only two unknown temperatures, such as this
example, a simple iteration technique can be used, but for a system with a larger number
of cuts, it will be cumbersome and convergence will not be guaranteed. Thus, a relaxation
scheme was designed to search for average interval temperatures that minimize the
determinant of the matrix of coefficients. The search is completed when the value of the
relaxation constant is the closest to one that minimizes the determinant and assures that
there are no molar fractions larger than one or smaller than zero.
Once the average, temperatures have been computed by approaching, as closely as
possible, a null determinant of the homogeneous system of equations (Eq. (3.1)), and
assuming that the rank of the matrix is, rank = N-1, the homogeneous system can be
transformed into a non homogeneous system by simply dropping Eqs. (2.24a) or (2.24b),
(see Chapter 2). For any system with physical reality, the above assumption is satisfied if
the system of equations is properly defined. It remains, however, the problem of dealing
with some very small molar fractions of less volatile components at the later stages of the
distillation curve. An analysis of Eq. (2.17) indicates that the molar fraction of the most
volatile components in the surrogate mixture decrease rapidly after the cut temperature is
larger than the boiling temperature of the component. The molar fraction decreases
exponentially with rapidly growing powers and their significant figures are usually three
or four orders of magnitude smaller than the molar fractions of the less volatile
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components. If a very small molar fraction becomes negative, it would not be of great
concern, except that when the molar constraint is introduced in order to guarantee mass
conservation, it affects the molar fractions of all components. The relaxation method
guarantees that all molar fractions of components of the mixture are positive. Once Eqs.
(2.24b) are eliminated, the system of equations is a non-homogeneous system that can be
solved by matrix inversion:
 1
 0

 0
 2
Ψ A
 0

 0
 0

 0
 0


1
0
0
0
Ψ 2B
0
0
0
0

1
0
0
0
0
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i
A

A

i
avg

(3.3)

To deal with a round-off error resulting in negative molar fractions of some components
of the mixture, a residual of the sum of molar fractions, β, is defined and placed as the
residual as a non-homogeneous term on the right hand side of Eq. (3.3).
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( K (T )−1)
i
avg

=
Ψ iA Bi =
A 1, 2,.. N
A

Indeed, when β = 0 , the solution of the system of equations satisfies the requirements of
the problem. However even when β = 0 , the molar fraction of some components may be
negative numbers or some of the numbers bigger than one. It is essential to the solution
that the residuals in Eq. (3.4) are properly configured. Thus, the residuals can be placed
on the left hand side of Eq. (3.3) as a multiplier of the mole fraction of some components.
A relaxation parameter is then introduced, α, multiplying some of the molar fractions of
the components to make the residuals zero. After the first distillation cut, the molar
fraction of the first component is multiplied by the relaxation parameter, after the second
cut the molar fractions of the two most volatile components are multiplied by the
relaxation parameter, and this procedure is continued until only the final residual mixture
remains in the vessel. Going back to the simple example, in matrix form the system of
equations becomes:
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(3.5)

Eqs. (3.4), and (3.5) are equivalent and the relaxation parameter and residuals in these
equations are related through the following relationships:
x A2 (1 − α ) =
β1
x 3A (1 − α ) + xB3 (1 − α ) =
β2

(3.6)

With the proper choice of the relaxation parameter, α , the number of unknowns (except
mixture composition) would be reduced to one in Eq. (3.5) regardless of the rank of the
matrix. If the residuals, β , are zero then the relaxation parameter is equal to one. In such
case, using α as the iteration parameter, the value of α closest to one is searched so that
would make all molar fractions positive. In principle, different values of α to each
component can be assigned, in matrix form. However, to start the iterative solution of the
system of equations represented in matrix form in Eq. (3.5), as an assumption, all the
relaxation parameters are the same. After finding a positive set of molar fractions for all
components, the individual values of α can be tuned independently. During tuning, the set
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of relaxation parameters that are closer to one will be found. In this case, Eq. (3.5)
becomes:
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( ( )−1)
i
K A Tavg

=
Ψ iA Bi =
A 1, 2,.. N

The problem is in fact solved, if the relaxation parameters to satisfy the Eqs. (3.5) or (3.7)
are found. Finally, it is easily shown that the maximum number of relaxation parameters
is equal to the number of distillation cuts minus one, or number of components minus
one. For a system with a large number of components, minimizing the determinant of the
system of equations is cumbersome. The ad-hoc relaxation procedure allows us to search
for average temperatures that will make the determinant small, although not zero, thus
decreasing the critical nature of the first step. Since all of the round-off errors can be
gathered in the right hand side of the equation by means of the residual, β , (or α) rather
than finding the precise average temperature, it is easier to deal with residuals and
relaxation parameters.
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To generate the array containing the molar fractions of the surrogate mixture,

{x , x ,...x } , given temperature intervals, {T , T ,..T } , and the fraction of the number of
o
A

o
B

o
N

o

moles collected in each distillation step,

1

P

{F1 , F2 ,..FP , FR } ,

in short to find a surrogate

mixture that mimics a given distillation curve, an iterative procedure outlined below
should be followed:
1. Choose the components of the surrogate mixture by including one component with
a boiling temperature at or near the end temperature of the distillation cut.
2. Using the array containing the number of moles in each distillation step,

{F1 , F2 ,..FP , FR }

, compute the step change in number of moles in the vessel, Bi , for all

distillation cuts.
3. Using the array containing the temperature intervals, find the average interval
temperatures, build the matrix of coefficients of Eq. (3.5) computing all non-zero
elements of the matrix.
4. Use Eq. (3.5) to find the surrogate mixture composition for α = 0 . If some of the
component mole fractions are negative or bigger than one, then go to step 6, or else go to
step 5. From inspection of Eq. (3.6), it is concluded that when β > 0 , the relaxation
parameter should be 0 ≤ α ≤1 , and when β < 0 , the relaxation parameter should be α ≥1 .
5. Use Eq. (3.5) to find the surrogate mixture composition. The relaxation parameter
is initially set to one, α = 1 . If some of the component mole fraction is negative or bigger

63

than one, then the relaxation parameter should be decreased to less than one (e.g., 0.99)
until the entire component mole fractions are positive.
6. Use Eq. (3.5) to find the surrogate mixture composition. The relaxation parameter
is one initially. If some of the component mole fraction is negative or bigger than one,
then the relaxation parameter should be increased slightly (e.g., 1.01) until all component
molar fractions are positive.
7. As an alternative, Eq. (3.7) can be used for fine tuning the relaxation parameter for
each component if a more precise mixture composition is needed. In such case, the
individual relaxation parameters can be increased progressively, starting from α = 0 , until
a positive set of molar fractions is found.
The results of this method by solving one practical problem to find a gasoline fuel
surrogate will be discussed in Chapter 4.

3.2 Droplet Core and Surface Temperatures in Spray
Under the Lagrangian methodology, “numerical droplets” in spray experience heat
transfer, evaporation, breakup and coalescence. The heat transfer equation for each
droplet is solved to find droplet core and surface temperature. The momentum equation
for each droplet is solved and the location of the droplet will be updated. Droplet
dynamics are characterized by the following characteristics in the Lagrangian modeling
frame: location, droplet velocity, droplet diameter, droplet core and surface mass
fractions, droplet core and surface temperatures. Some of the equations were described in
Chapter 2 and the rest of them are reviewed in this chapter. For simplicity, to address
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them, these equations are summarized here. Heat transfer from surrounding gas to the
droplets is formulated as:
 ,
Q g + Q r − Ql =
mL

(3.8)

where Q g is the heat transfer rate from the external gas to the droplet, and Ql is the
rate of heat transfer within the liquid droplet. The radiative heat transfer, Q r , may be
obtained from a relevant radiation model for a given combustor (For more details see Eq.
(2.42)). In the following analysis, it's assumed to be negligible. The heat transfer inside
the droplet is determined by
Q l = hl A(T s - T d )

(3.9)

where T s , and T d are droplet surface and core temperatures. The details of Eq. (3.9)
were briefly described in Chapter 2. Mass transfer between a droplet and surrounding gas
is formulated by

 i = mY
 i l ,s + J il ,s (Yi l − Yi l ,s ) = mY
 i g ,s + J ig ,s (Yi g ,s − Yi ∞ ) .
m

(3.10)

And the total mass transfer of all of the species in the droplet is computed by Eq.
(2.68):

N

m =

J ig ,s (Yi g ,s − Yi ∞ )
∑
i =1
N

1 − ∑ Yi
i =1
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g ,s

.

(3.11)

Chapter 2 should be consulted for details of mass transfer equations. Droplet position
is computed by:
n +1
n
n
'
xdrop
= xdrop
+ vdrop
∆t + δ xdrop

(3.12)

where x, n , v are droplet position, time step number, and droplet velocity
'
respectively. where δ xdrop
is a random position that is added when time step exceeds the

particle turbulence correlation which is explained in section 3.3.4.
By numerically integrating these equations, the momentum, heat and mass transfer
for each droplet can be obtained along its trajectory within an underlying continuous fluid
flow (gas phase). Heat and mass transfer within each droplet was discussed in Chapter 2.
For a given set of underlying gas flow conditions, the global conservation equations can
be solved for mass transfer and heat transfer. However, all of these equations are
nonlinear and strongly coupled. It is, therefore, necessary to adopt an iterative procedure
at each time step to find the desired solution. The solution algorithm used in this study to
find droplet dynamics including droplet surface and core temperatures is given below:
1. Calculate the droplet diameter after the breakup and/or coalescence at time step n.
2. Calculate the effective thermal and mass boundary layer thickness using Eqs.
(2.47) and (2.61).
s
3. Guess a surface temperature, T . As an example, surface temperature can be

equal to the initial droplet temperature for the first iteration or it can be equal to previous
surface temperature at previous time step n-1.
4. Evaluate total mass transfer by using Eq. (2.68).
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5. Using the result of step 4 and using Eq. (2.62), evaluate mass transfer rate for
each component.
6. Solve heat transfer equation: using Eq. (2.42) to find the heat transfer between
core and surface of the droplet.
7. From the result of step 6, solve the energy equation within the droplet to update
the droplet core temperature by using the right hand side of Eq. (2.45).
8. Using the left hand side of Eq. (2.45) to update the surface temperature; if the
difference between the new drop surface and step 3 are small or within acceptable
tolerance, proceed to step 9; otherwise, return to step 3 and guess a new temperature.
9. Using the results of step 4, update the droplet core mass fraction using Eq. (2.70).
10. Using Eq. (2.62) to update surface mass fraction.
11. Calculate droplet radius by using Eq. (2.69).

3.3 Two-Way Coupling Numerical Scheme
To evaluate the finite conductivity/diffusivity multi-component evaporation model for
practical engineering applications, the model is implemented into KIVA-3V CFD code.
The spray module in the code tracks the liquid phase droplets (see the above equations)
through the computational domain. The spray droplets tracking is achieved by solving the
governing mass, momentum, and energy conservation equations in a Lagrangian frame of
reference. The discrete phase is allowed to exchange momentum, energy, and mass with
the continuous phase which is computed on an Eulerian frame of reference. KVA-3V
solves finite-difference approximations to the governing equations. The equations are
discretized both in space and time. Some of the models which were used in this research
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are described briefly in the following section and are derived from user manual of KIVA2 and KIVA-3V [Amsden et al. 1989]. The numerical scheme and more information
about other aspects of KIVA code can be found in Amsden et al. (1989).

3.3.1 Temporal Differencing
The temporal difference scheme in KIVA-3V is largely implicit. KIVA-3V uses an
implicit first order temporal difference scheme for the Lagrangian phase A and phase B
calculations. Calculations in phase A consist of spray, droplets collision and breakup
terms, and mass and energy source terms due to chemistry and spray. Phase B calculates
the pressure gradient in the momentum equation, velocity dilation terms in the mass and
energy equations, momentum source term due to spray, terms due to diffusion of mass,
momentum and energy terms, and remaining source terms in turbulence equations
[Amsden et al. 1989]. The coupled equations are solved by a method similar to SIMPLE
algorithm [Patankar 1980].

3.3.2 Spatial Differencing
The spatial differencing is based on the ALE method [Hirt et al. 1974], which in three
dimensions uses a mesh made up of arbitrary hexahedrons. Spatial difference
approximations are constructed by the control-volume or integral-balance approach,
which largely preserves the local conservation properties of the differential equations.

68

3.3.3 Droplets Momentum Exchange
The discrete phase is allowed to exchange momentum by drag coefficient. The drag
coefficient 𝐶𝐷 is given by: [Amsden et al. 1989]

 24  1 23 

1 + Red               Red < 1000
CD =  Red  6


 0.424                            Red > 1000

(3.13)

where

Red =

2 ρ u + u′ − v rd
µair

(3.14)

where 𝑢, 𝑢′ , and 𝑣 are gas mean velocity, gas fluctuation velocity and droplet

velocity. 𝜌 and 𝜇 are density and viscosity of surrounding gas or air. It is assumed that

each component of turbulence velocity follows a Gaussian distribution with mean square
deviation �2/3𝑘. 𝑘 is the specific turbulent kinetic energy of the gas in the
computational cell in which particle p is located.

3.3.4 Droplets Turbulent Dispersion
Turbulence effects on the spray particles are modeled by adding to the gas velocity u
a fluctuating velocity 𝑢𝑝′ , where each component of 𝑢𝑝′ is randomly chosen from a

Gaussian distribution with standard deviation �2/3𝑘 and 𝑘 is the specific turbulent
kinetic energy of the gas in the computational cell in which particle p is located. The
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fluctuating velocity 𝑢𝑝, is a piecewise constant function of time, changing discontinuously
after passage of turbulence correlation time 𝑡𝑡𝑢𝑟𝑏 , which is determined by:

 k k 3/2
1
tturb = min  , C
ε u + u′ − v
ε





(3.15)

where C is an empirical constant with value of 0.16432. Thus, the turbulence time
scale is the minimum of an eddy breakup time and a time for droplet to traverse an eddy.

3.3.5 Spray Evaporation
The solution algorithm for the calculation of surface temperature and mass fraction
for the two-way coupled calculation followed a similar procedure to that for the one-way
coupling discussed above (section 3.2). The surface temperature was used to calculate the
fuel mass fraction at gas side. Drop core temperature and mass fraction were used for
calculating the density, thermal conductivity, and specific heat. The droplet size change
was calculated from the mass conservation law for the droplet, explained before in
Chapters 2 and 3. The evaporation calculation is performed implicitly. For more details
of evaporation equation discretization reference [Amsden et al. 1989] should be
consulted.

3.3.6 Droplets Breakup Modeling
Traditionally TAB Breakup model of O'Rourke and Amsden (1987) is used in KIVA.
In this study, the novel hybrid primary/secondary droplet breakup model of [Trinh and
Chen 2006] is used and implemented for atomization and spray from liquid fuel injectors.
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For primary droplet breakup the T-Blob model [Trinh and Chen 2006], which accounts
for the geometry of nozzle and liquid turbulence, is implemented in this research. In this
model, the liquid is injected as discrete parcels of drops or blob with the same diameter of
the injector nozzle. A brief description of this model was reviewed in Chapter 2.

3.3.7 Droplets Coalescence Modeling
Droplet collisions are an important physical process that determines mixing,
evaporation and droplet distribution. It is necessary to solve two problems simultaneously
in droplet collision modeling. The first problem involves predicting the probability of
collision [O'Rourke and Bracco 1980] and the second is the outcome of collision
[Brazier-Smith et al. 1972]. For predicting the outcome of the collision of droplets with
the same physical and thermo-physical properties, three dimensionless parameters are
important: Weber number, impact parameter and droplet size ratio [Brazier-Smith et al.
1972]. Recently, Tang, at al. (2012) demonstrated the importance of viscous dissipation
in predicting the outcome when two unequal size droplets collide.
In evaporating multi-component sprays, colliding droplets have different properties in
terms of density, surface tension and viscosity. Several numerical studies have been
carried out for predicting the evaporation process of multi-component sprays, e.g., [Ra
and Reitz 2009] and [Torres et al. 2003]. Most of them, e.g., KIVA-3V, implemented
O'Rourke and Bracco's (1980) coalescence efficiency, which was originally developed to
model the collision and coalescence of two identical droplets with the same physical and
chemical properties. Thus, the motivation in the present work is to develop a model that
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does not have this restriction, thereby making it suitable for application in multicomponent sprays. In Chapter 2, the formulation of the new coalescence model was
presented.

3.3.8 Evaporation Time Step
The choice for time step is based on the idea that the heat transfer to a particle in one
time step should not exceed some fraction of the energy available for transfer. The gas
energy available for transfer is approximated by

=
E ρijk CPijk (Tijk − Tdrop )

(3.16)

where 𝑇𝑑𝑟𝑜𝑝 is droplet core temperature. The criterion for time step is thus

Q g δ tevap = fE

(3.17)

where f is less than one. The standard value of 0.5 is used in KIVA-3V rel.2. A
similar criterion can be derived based on mass transfer considerations. The evaporation
time step will be found by using this value for f and Eq. (3.13):

δ tevap =

ρijkVijk
( Nu ) µair 4π rd N

(3.18)

where N is the number of droplets in each injected parcel.

3.3.9 Gas Flow Turbulence Model
KIVA-3V uses the standard k- 𝜀 and Renormalization Group (RNG) theory variant of

k- 𝜀 proposed by Han and Reitz (1995). This formulation includes the effects of
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compressibility using a rapid distortion analysis. In this research, the RNG turbulence
model is used for all of the cases of this research.

3.3.10 Boundary Condition
Different boundary conditions are available in KIVA-3V rel. 2 such as inflow,
outflow, wall and periodic boundaries. There are, in turn, several types of rigid walls
depending on velocity and temperature boundary conditions. The velocity boundary
conditions on rigid walls can be free slip, no slip, or turbulent law-of-the-wall. The
temperature boundary condition can be adiabatic or fixed temperature.
Geometry shape in all of the modeled cases in this research is 3D constant volume
chamber with free slip boundary condition which is used by the other researchers for the
same study cases, e.g., Reitz (1987), and Som (2011). The temperature boundary
condition of the walls is adiabatic. All of the chamber walls boundaries were treated as
solid walls to represent constant volume chamber and be consistent with experimental
setup.
The predicted results of the models are presented in Chapter 4. In the next chapter,
the distillation characteristics of newly developed surrogates will be discussed followed
by the results of the new collision model. Finally, the surrogate fuel evaporation results
will be presented and discussed. Most of the results are compared with available
experimental measurement.
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CHAPTER FOUR

RESULTS AND DISCUSSIONS

4.
This chapter provides the results of the new mathematical methodology for
developing fuel surrogates, a coalescence model, and a droplets evaporation model. A
gasoline surrogate with three components was developed and discussed in this chapter by
using the new methodology. The new coalescence model and diesel fuel surrogate with
six components were implemented into KIVA-3V rel.2 [Amsden 1993] and were used for
predicting the results of non-evaporating and evaporating spray in practical engineering
problems. Two different experimental setups for non-evaporating and evaporating sprays
were considered and used for the purpose of model validation. Two evaporation models,
finite versus infinite conductivity/diffusivity heat/mass transfer models, for multi-
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component surrogate fuel were implemented in KIVA-3V rel.2 code. The predicted spray
results of these two models were compared with available experimental data.

4.1 Surrogate Fuel Modeling Results
Figure 4-1 illustrates the statement and solution of the distillation problem. The
solution results in the adoption of a surrogate mixture on the basis of a distillation curve
generated experimentally from an unknown original mixture of hydrocarbons. The basis
of the example is the distillation curve of gasoline reported by Smith and Bruno (2007)
and shown in Figure 4-1.

Figure 4-1 Representative distillation curve data (given as the average of three distillation
curves) for summer-quarter gasoline (Table 3 of Smith and Bruno (2007))
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The first solution includes seven components from C5 to C12 for the surrogate mixture
that was used to represent the gasoline distillation curve. The normal boiling
temperatures of these seven components span the entire range of temperatures of the
gasoline

distillation

curve.

The

name,

formula,

CAS

numbers

(unique

numerical identifiers assigned by the Chemical Abstracts Service (CAS) to every
chemical described in the open scientific literature) and normal boiling points of the
molecular species of the surrogate mixture are shown in Table 4-1.

Table 4-1 Components of gasoline surrogate mixture

Component

Formula

CAS number

Boiling temperature
(K)

I-pentane

C5H12

78-78-4

300

N-hexane

C6H14

110-54-3

341

N-heptane

C7H16

142-82-5

371

N-octane

C8H18

111-65-9

398

N-nonae

C9H20

111-84-2

423

N-decane

C10H22

124-18-5

447

N-dodecane

C12H26

120-40-3

489
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To simplify the first approximation to a solution, molar and volume fractions are assumed
to be identical to each other. This approximation can be corrected by an iterative method
discussed at the end of this section. The molar fraction of components in the surrogate
mixture was determined by solving the system of Eqs. (3.5), and/or (3.7). The average
temperature in each cut is assumed to be equal to an average temperature computed using
initial and final temperatures of each cut. Numerical relaxation parameters are shown in
Table 4-2.

Table 4-2. Surrogate mixture composition

C5H12

C6H14

C7H16

C8H18

C9H20

C10H22

C12H26

0.1819

0.1562

0.0966

0.3367

0.0550

0.1067

0.066

α1

α2

α3

α4

α5

α6

0.97

1.0

1.0

0.99

1.0

1.0

Relaxation

β1

β2

β3

β4

β5

β6

parameter , β

0.0047

0.0029

0.0002

0.0044

0.0034

0.000811

7 components
surrogate
Relaxation
parameter,

α
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The relaxation parameter for the first component in the second cut is α1 = 0.97 . The
relaxation parameter for the fourth component in the fourth cut was α 4 = 0.99 . Relaxation
parameters for all other components in the other cuts are equal to one. As discussed
before, the methodology for finding the relaxation parameters, α, in this example are as
follows:
1. All residuals of the sum of the components mole fractions are positive, β > 0 and
less than one so the relaxation parameter will be 0 ≤ α i ≤1 .
2. Initially, all of the relaxation parameters to one, α i =1 . Because the results of
solving Eq. (3.5) are not realistic, (a negative mole fraction and some component mole
fractions are larger than one) then all of the relaxation parameters were decreased slightly
(starting with α = 0.99). This process was continued until all of the mole fractions were
positive and less than one. For this example, all of the component mole fractions were
positive when the relaxation parameter was set to α = 0.97.
3. After finding a positive set of molar fractions for all components, the individual
values of α were tuned independently. Starting with the more volatile components,
individual relaxation parameters were increased, maintaining the rest fixed, keeping all of
the mole fractions positive and less than one. Finally, Eq. (3.7) was solved for each
relaxation parameter. For the example described here, results of the search for relaxation
parameters were shown in Table 4-2, the residuals, β, (Eq. (3.6)) are much smaller
numbers than the relaxation parameters, α, and they are positive numbers.
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The distillation curve of the seven component surrogate mixture is shown in Figure 4-2.
Departure from the original distillation curve is less than 3 % in the lower region of the
curve.

Figure 4-2 Comparison of distillation curves between seven component surrogate and
measured data, measured data are in volume fraction

Mixture compositions and distillation curves for three different sets of relaxation parameters
(α=0.9, 0.97, and 1.0) are shown in Table 4-3 and Figure 4-3. As shown in Table 4-3, some of
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the mole fractions are negative for relaxation parameter equal to 1.0. All of the mole fractions
become positive for relaxation parameters α i ≤ 0.97 , as shown in Table 4-3. The distillation
curve of surrogate #3 (α=0.97) is slightly closer to the gasoline distillation curve than surrogate
#2 (α=0.90) as indicated in Figure 4-3.
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Table 4-3. Surrogate mixture composition

Relaxation

α1

α2

α3

α4

α5

α6

1.0

1.0

1.0

1.0

1.0

1.0

C5H12

C6H14

C7H16

C8H18

C9H20

C10H22

C12H26

0.4291

-3.4189

19.9105

-61.606

113.59

-93.307

25.398

α1

α2

α3

α4

α5

α6

0.90

0.90

0.90

0.90

0.90

0.90

C5H12

C6H14

C7H16

C8H18

C9H20

C10H22

C12H26

0.1341

0.1751

0.21515

0.10517

0.2161

0.0985

0.0557

α1

α2

α3

α4

α5

α6

0.97

0.97

0.97

0.97

0.97

0.97

C5H12

C6H14

C7H16

C8H18

C9H20

C10H22

C12H26

0.1928

0.06460

0.30898

0.09223

0.1717

0.1235

0.0460

parameter of
surrogate #1
Mixture
composition
of surrogate
#1
Relaxation
parameter of
surrogate #2
Mixture
composition
of surrogate
#2
Relaxation
parameter of
surrogate #3
Mixture
composition
of surrogate
#3
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Figure 4-3 Comparison of distillation curves between different surrogate and measured
data, measured data are in volume fraction

Without losing much precision and in order to work with a surrogate mixture that is less
demanding computationally, a surrogate mixture with fewer components can be designed.
Nonane can be eliminated from the original mixture since it has the smallest molar fraction of all
components. In successive steps the components with the smallest molar fractions, and
consequently smaller contribution to the overall properties of the mixture, can be eliminated until
there are only three components in the mixture. Surrogate mixture composition and distillation
curve for decreasing number of molecular species in the mixture are shown in Figure 4-4 and
Table 4-4.
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Figure 4-4 Comparison of distillation curves between different surrogate and measured
data, measured data are in volume fraction
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Table 4-4 Surrogate mixture composition

C5H12

C6H14

C7H16

C8H18

C9H20

C10H22

C12H26

0.181986

0.156256

0.09666

0.336722

0.055047

0.106759

0.0665

Relaxation

α1

α2

α3

α4

α5

α6

parameter

0.97

1.0

1.0

0.99

1.0

1.0

6 components

C5H12

C6H14

C7H16

C8H18

C9H20

C10H22

C12H26

surrogate

0.18940

0.11098

0.19212

0.26986

0.0

0.20607

0.0315

Relaxation

α1

α2

α3

α4

α5

parameter

1.0

1.0

1.0

1.0

1.0

5 components

C5H12

C6H14

C7H16

C8H18

C9H20

C10H22

C12H26

surrogate

0.189831

0.105845

0.21391

0.232396

0.0

0.258010

0.0

Relaxation

α1

α2

α3

α4

parameter

1.0

1.0

1.0

1.0

4 components

C5H12

C6H14

C7H16

C8H18

C9H20

C10H22

C12H26

surrogate

0.207502

0.0

0.42871

0.048893

0.0

0.314889

0.0

Relaxation

α1

α2

α3

parameter

1.0

0.98

1.0

C5H12

C6H14

C7H16

C8H18

C9H20

C10H22

C12H26

surrogate

0. 23591

0.0

0. 4529

0.0

0.0

0. 31114

0.0

Relaxation

α1

α2

parameter

1.0

1.0

7 components
surrogate

3 components
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Thus, surrogate mixtures can be designed with a very small number of components if it is
feasible to sacrifice some precision on the comparison of the surrogate mixtures
properties versus experimental data. Similarly, if the assumed correspondence between
molar fractions and volume fractions gives results that depart from experimental data,
molar fractions can be converted to volume fractions easily. Thus, once the composition
of the surrogate mixture is known and assuming ideal mixtures of liquids, the volume
fractions of the distillate cuts will be computed by using an iterative method to create a
surrogate mixture with any desired level of accuracy. The result of converting the molar
fraction to volume fraction for three components surrogate of Table 4-4 is shown in
Figure 4-5 as a name surrogate #1. To illustrate the flexibility of the solution technique, a
comparison of volume fractions of two different surrogate mixtures against the
experimental distillation curve for the gasoline mixture is shown in Figure 4-5 (surrogate
#1 and #2). The first surrogate mixture was developed using molar fractions following
the example described above. The distillation curve of the new surrogate (#2) was
computed by correcting molar fraction to volume fractions. The molar fractions for both
mixtures are converted to volume fraction and plotted in Figure 4-5. The mixture
composition for the original (surrogate # 1) and the new surrogate (#2) are shown in
Table 4-5. Clearly, even for a very simple surrogate mixture made out of three molecular
species, the discrepancy between computed and experimental volume fractions is not
significant. Nevertheless, the error can be further reduced if needed by two alternative
methods. First, molar fractions of experimental data can be computed based on an
approximate curve of density versus boiling temperature for a density of the surrogate.
Once the experimental data is expressed as molar ratios versus temperature, the problem
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is solved using the technique developed in Chapter 2. The second method consists of
using the composition of the surrogate mixture, developed on the basis of molar fractions,
to compute the volume of the distillate cuts. Iteratively, the difference between
experimental data and surrogate data is analyzed to modify the composition of the
components of the surrogate mixture until a desired level of agreement is reached.

Figure 4-5 Comparison of distillation curves between different surrogate and measured
data
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Table 4-5 Components mole fractions of second 3 components surrogate

C5H12

C7H16

C10H22

3 components surrogate #1

0.235913

0.452942

0.311146

Relaxation parameter

1.0

1.0

3 components surrogate #2

0.231205

0.518785

Relaxation parameter

1.0

0.25001

1.0

The matrix structure used to solve the fuel surrogate problem can be easily implemented
on any matrix analysis software. Since the matrix of coefficients in Eq. (31) is essentially
a sparse matrix, storing and handling equations and computing results are achieved with
speed and precision and do not require sophisticated computational resources.

4.2 Choices of Fuel Surrogates in Different Engineering Problems.
Using the developed methodology in this study, various surrogates for different fuels
were developed and used for modeling different problems.

The three-component

surrogate for gasoline fuel as shown in section 4.1 was published in Samimi Abianeh et
al. (2012). Another surrogate with four components [Samimi Abianeh and Chen 2012c]
for kerosene (Jet A) fuel was also developed. Using this surrogate, evaporation of
kerosene (Jet A) in a high pressure and hot gas environment was modeled. This surrogate
simulates the distillation curve, density, thermal conductivity and heat capacity of jet A
within an acceptable error tolerance of 5%. The other surrogate was developed for oil
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fuel and was implemented in the two-way coupling open source POM (Princeton Ocean
Model) CFD code. By using this model, the dissolution and evaporation of oil droplets
were modeled in oceanic environments [Samimi Abianeh and Chen 2012b].
Both diesel fuels and their diesel surrogates were studied numerically and
experimentally extensively in various researches such as Butts (2008), Ra and Reitz
(2009), Wang et al. (2011), and Pickett et al. (2011). Therefore, there is a good database
for comparing the results of evaporation and coalescence simulation with experimental
measurements, e.g., [Engine combustion network experimental data archive 2012]. Thus,
the diesel fuel was chosen for two-way coupled numerical validation in this study, and
the six-component diesel surrogate Ra and Reitz (2009) were used to facilitate direct
comparison with their results. This diesel surrogate fuel contains toluene, decane,
dodecane, tetradecane, hexadecane, and octadecane. These components have boiling
temperatures covering the whole range of the distillation curve of real diesel fuels and
have significant importance for modelling the combustion in future research. Using
theses six components and the inversed batch distillation methodology developed in this
study, the mixture composition was found to be similar to the surrogate of Ra and Reitz
(2009) (within 3% difference). The distillation curve and mixture composition of this
surrogate fuel was reviewed in Chapter 1 and shown in Figure 1-1. In the following, the
diesel fuel surrogate of Ra and Reitz (2009) was implemented in KIVA-3V for
evaporating and non-evaporating spray studies. Non-evaporating spray is modeled and
validated against experimental measurements for validation of The T-blob/T-TAB hybrid
breakup model [Trinh and Chen 2006] implementation and newly developed coalescence
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model. After this study, the evaporating spray is studied to validate the heat and mass
transfer model of inside of the droplets.

4.3 Collision/Coalescence Modeling Results for Fully Mixed Droplets.
The coalescence model developed in this study was first applied to simulate nonevaporating spray to validate gas-droplet two phase flow patterns and the resulting
droplet size distributions due to combined primary/secondary breakup-coalescence
processes. The fuel was injected into a constant volume cylindrical chamber of 10 cm in
diameter and 9 cm in length. The computational grid system for the chamber is shown in
Figure 4-6.

Figure 4-6 Computational mesh, diameter and length of the cylinder are 9cm, and 10cm
respectively. The vertical and radial direction is uniformly distributed and is equal to 2
mm
The resolution of the computational grid in the vertical and radial direction is
uniformly distributed and is equal to 2 mm. The T-blob/T-TAB hybrid breakup model,
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multi-component fuel and coalescence models, as described in the previous sections,
were implemented and modified in KIVA-3V code. The relevant averaged data (Sauter
Mean Diameter or SMD which is defined as the diameter of a sphere that has the
same volume/surface area ratio as a droplet of interest) in axial and radial direction, and
mass-averaged velocity were computed at the end of injection which is 2.5 milliseconds
after the start of injection for all cases. The RNG k-ε turbulence model is used for gas
phase flow turbulence modeling. The diesel fuel surrogate mixture contains toluene
(0.22), decane (0.14), dodecane (0.15), tetradecane (0.23), hexadecane (0.13), and
octadecane (0.13) by mole fraction. For evaporating spray cases, other properties of
surrogate fuel, i.e. thermal conductivity, density, latent heat of evaporation, surface
tension, are functions of temperature and mixture composition and are derived from the
Chemcad library (Chemcad 6.4.0.5085 2011). A constant volume chamber experiment by
Wang et al. (2011) and Munnannur and Reitz (2008) were considered in the present study
to validate the current model. The key dimensions of the injector are summarized in
Table 4-6.

Table 4-6 Injector dimensions and working condition
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Nozzle hole exit diameter, Dexit

139 μm

Nozzle length

1.025 mm

KS factor

1.5

Max discharge coefficient, Cd

0.88

Injection pressure

400 bar

Injection duration

2.5 ms

KS factor in Table 4-6 is defined by:

KS =

Dinlet − Dexit
10

(4.1)

Nozzle diameter dimension should be implemented in μm in Eq. (4.1). The measured
high discharge coefficient implies that cavitation may not occur inside the nozzle (Wang
et al. 2011). Discharge coefficient versus time is shown in Figure 4-7 and used as an
input data file for modeling the injection velocity.

91

Figure 4-7 Injector discharge coefficient [Wang et al. 2011]

The injection velocity is computed by using:

Vinj = Cd

∆p

ρ fuel

(4.2)

where discharge coefficient ( Cd ) is a function of time and is calculated from Figure 4-8.

∆p is pressure difference between injection pressure (rail pressure) and surrounding gas
pressure and ρ fuel is injected fuel/fluid density.
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In the chamber, a surrounding density of 20 and 40 kg/m3 were investigated in this study.
The injector cone angle is calculated based on the empirical formula proposed by Naber
and Siebers (1996):
𝜃

𝜌𝑎

tan � � = 0.198 � �
2
𝜌
𝑓

0.19

(1)

which are 12.8 deg. and 11.3 deg. for surrounding density of 20 and 40 kg/m3
respectively, and an averaged injector cone angle of 11.5 deg. was used for the nonevaporating cases due to lack of experimental data and uncertainty in correlations [Naber
and Siebers 1996]. As shown later, there is a good agreement between mass-averaged
velocity and experimental data for non-evaporating spray by utilizing this injector cone
angle. The sensitivity of the results obtained due to variations in the cone angle is also
studied in this research.

4.3.1 Effect of Grid Size
To be consistent with experimental setup, the constant volume chamber with the bore
and stroke of the cylindrical volume 10 cm and 9 cm was modeled. Predicted spray
modeling results were verified with different grid sizes (1.5, 2.0, 2.5, and 3.0 mm) for
non-evaporating sprays. The computational grid in the vertical and radial directions was
uniformly distributed. Results are grid independent for grid resolution smaller than 2.5
mm as shown in Figure 4-8 to Figure 4-11. In the following, predicted results are
presented using a mesh resolution of 2 mm.
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Figure 4-8 Non-evaporating liquid/spray penetration for different mesh sizes investigated
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Figure 4-9 Non-evaporating SMD as a function of axial location for different mesh sizes
investigated

Figure 4-10 Non-evaporating mass-averaged velocities of drops at a section 40 mm
downstream of nozzle exit for different mesh sizes
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Figure 4-11 Non-evaporating SMD dependence as a function of radial location at a
section 40 mm downstream for different mesh sizes

4.3.2 Non-Evaporating Spray Results
Comparisons of the present model and O'Rourke and Bracco's (1980) coalescence
model are shown in Figure 4-12 to Figure 4-15. The surrounding density, spray cone
angle, and Ck coefficient in T-TAB model are 40 kg/m3, 11.5 deg., and 4.5 respectively.
Both models produce similar results in terms of global spray properties such as the spray
penetration and mass-averaged velocity. However, the predicted Sauter mean diameter
distributions, for which the modeling of breakup/coalescence is important, shows
significant difference between the models, as shown in Figure 4-12 to Figure 4-15. At the
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spray axis region (r = 0 in Figure 4-14), the present model predicts the SMD better than
the model of O’Rourke and Bracco (1980).

Figure 4-12 Liquid/Spray penetration
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Figure 4-13 Mass-averaged velocities of drops at a section 40 mm downstream of nozzle
exit

Figure 4-14 Sauter mean diameter (SMD) at a section 40 mm downstream of nozzle exit
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Figure 4-15 SMD at axial location on the spray axis

4.3.2.1 Effect of Spray Cone Angle on Spray Results
One uncertainty associated with the phenomenological based primary/secondary
spray simulation is the prescription of injector cone angle. In KIVA-3V, the cone angle is
an input parameter characterizing injector phase characteristics. The experimental setup
of Munnannur and Reitz (2008) and (Wang et al. (2011) did not report this value. In lieu
of this shortcoming, the effects of varying injector cone angle on spray results were
studied. Figure 4-16 to Figure 4-19 show the cone angle effect for three different cone
angle values: 9.5, 11.5, and 13.5 degrees for the case with ambient density of 40 kg/m3.
As can be seen from these figures, varying the prescribed injector cone angle, over the
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range investigated, does not have a significant effect on macroscopic spray penetration
and SMD distributions of spray, except for the mass-averaged velocity as shown in
Figure 4-17. The general trend is that by decreasing the injector cone angle, the massaveraged velocity near the spray axis increases slightly. The predicted mass-averaged
velocity distribution using the cone angle of 11.5 degrees compared most favorably with
the experimental results. This cone angle input was also consistent with the 12 degree
input used for all of the cases in Munnannur and Reitz (2008), (private communication
with Munnannur). Therefore, obtaining the correct prediction of mass-averaged velocity
is dependent on the measured injector cone angle, which is absent in the published
measurement data.

Figure 4-16 Liquid/Spray penetration dependence on prescribed injector cone angle
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Figure 4-17 Mass-averaged velocities of drops at a section 40 mm downstream of nozzle
exit, studied as a function of prescribed cone angle

Figure 4-18 Sauter mean diameter (SMD) at a section 40 mm downstream of nozzle exit
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Figure 4-19 SMD at axial location on the spray axis

4.3.2.2 Effect of Ck Coefficient in T-TAB Model on Spray Results
Changing the Ck coefficient in T-TAB model does not change the macroscopic field
as shown in Figure 4-20 to Figure 4-23. The spray penetration and mass-averaged
velocity are in agreement with experimental measurement for whole range of Ck
coefficient in a range of (2.5-4.5). For Ck of 4.5 the SMD in axial and radial locations are
closer to the experimental measurements than smaller Ck value as shown in Figure 4-22
to Figure 4-23 for the modeling conditions. The general trend is that by increasing the Ck
coefficient, the SMD will increase. This trend is because the drops will break up at a
higher Weber number by increasing Ck coefficient.
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After each breakup, the momentum should be conserved. Therefore, Mass-averaged
velocity should remain unchanged, or slightly increase by decreasing the 𝐶𝑘 coefficient in

T-TAB model. Smaller droplets experience lower drag coefficients than bigger droplets.
Therefore, having a slightly higher Mass-average velocity for smaller value of

𝐶𝑘

coefficient is expected depending on the droplets Reynolds number. In this problem
condition, the mass-averaged velocity shows independency of 𝐶𝑘 coefficient as shown in
Figure 4-21.

Figure 4-20 Liquid/Spray penetration
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Figure 4-21 Mass-averaged velocities of drops at a section 40 mm downstream of nozzle
exit

Figure 4-22 Sauter Mean Diameter (SMD) at a section 40 mm downstream of nozzle exit
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Figure 4-23 SMD at axial location on the spray axis

4.3.2.3 Effect of Surrounding Gas Density on Spray Results
The predicted results for the case with surrounding density of 20 kg/m3 are shown in
Figure 4-24 to Figure 4-27, using the injector cone angle of 11.5 degree. Spray
penetration and SMD variation in the axial and radial directions show good agreement
with experimental data. Due to the lack of experimental data, the mass-averaged velocity
was not compared with the measurement data. However, the decreasing trend of massaveraged velocity is predicted well. From these non-evaporating spray comparisons, it is
concluded that the current coalescence model gives superior predictive capability. In the
next sections, the results for evaporating sprays are discussed.
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Figure 4-24 Liquid/Spray penetration
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Figure 4-25 Mass-averaged velocities of drops at a section 40 mm downstream of nozzle
exit

Figure 4-26 SMD at a section 40 mm downstream of nozzle exit
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Figure 4-27 SMD at axial location on the spray axis

4.4 Evaporating Spray Results
The present model was also applied to simulate the vaporization process of diesel
fuel spray in a constant volume chamber. The geometry and mesh size are the same as the
chamber used for non-evaporating spray in this work. The initial temperature of droplets
is 360 K and the surrounding density, temperature, and pressure are 10 kg/m3, 1000 K,
and 30 bars respectively. The injector characteristics and injection duration are the same
as the non-evaporating case. The injected droplets are assumed to be fully mixed. The
evaporating spray was studied using two coalescence models. As discussed previously,
the current model accounts for a variable density ratio between the two colliding droplets,
while the original O’Rourke and Bracco’s (1980) coalescence model does not. The
hybrid breakup constants (𝐵1 , 𝐶𝑘 ) are (80, 4.5). During the course of this study, it was
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determined that 𝐶𝑘 did not have significant influence on predicted results in terms of

spray penetration and droplet SMD distributions. Averaged density of two colliding
droplets is used to calculate collision Weber number for O’Rourke and Bracco’s model.
Figure 4-28 to Figure 4-31 show the evaporating spray results using both models. As

shown in Figure 4-28, both models predict similar spray penetration results. However, as
is evident from the Figures, the O’Rourke and Bracco’s model over-predicts massaveraged velocity, global SMD and SMD near spray axis in comparison to the present
model as shown. The maximum and minimum differences (in percentage) of massaveraged velocity, global SMD and SMD in radial direction of two models are (28, 6),
(58, 3), and (15, 2) percent.

Figure 4-28 Liquid/Spray penetration
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Figure 4-29 SMD at a section 40 mm downstream of nozzle exit

Figure 4-30 Mass-averaged velocity at a section 40 mm downstream of nozzle exit
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Figure 4-31 SMD at axial location on the spray axis for two cases

4.5 Validation of Spray Evaporation Results
The effective finite conductivity/diffusivity heat/mass transfer evaporation models
were applied to simulate evaporating spray injected into a three dimensional constant
volume chamber. The resolution of the computational grid in the vertical and radial
direction was uniformly distributed and is equal to 0.5 mm. The bore and stroke of the
cylindrical volume are 2 cm and 6 cm. Injection occurs at the middle of one end of the
chamber. The T-blob/T-TAB hybrid breakup model, multi-component fuel evaporation
and coalescence models, as described in the theoretical formulation section, were
implemented and modified in the KIVA-3V code. The RNG k-ε turbulence model was
used for turbulence modeling. The distillation curve of surrogate proposed by Ra and
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Reitz (2009) was again used. This diesel fuel surrogate mixture contains toluene (0.22),
decane (0.14), dodecane (0.15), tetradecane (0.23), hexadecane (0.13), and octadecane
(0.13) by mole fraction. Other properties of surrogate fuel, i.e. thermal conductivity,
density, latent heat of evaporation, surface tension, are functions of temperature and
mixture composition and were derived from the Chemcad library [Chemcad 6.4.0.5085
2011]. Constant volume chamber experiments by Kook and Pickett (2012), Pickett et al.
(2011), Som et al. (2012), Engine combustion network exp. data archive (2012), and Som
(2011) were considered in the present study to validate the current model. The key
dimensions of the injector (called Spray A in [Engine combustion network exp. data
archive (2012)]) and operating conditions are summarized in Table 4-8.

Table 4-7 Injector dimensions at Sandia National Laboratory experiments [Engine
combustion network exp. data archive, 2012]

Injector Type
Nozzle
Nozzle hole exit diameter, Dexit
Nozzle length
KS factor (Dinlet-Dexit)/10 μm
Max discharge coefficient
Injection pressure
Injection duration
Total mass injected

Bosch common-rail, 2nd generation
Single-hole, KS1.5/86, mini-sac
90 μm
1.0 mm
1.5
0.86
1500 bar
1.5 ms
3.5 mg
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Table 4-8 Operating conditions at Sandia National Laboratory experiments, [Engine
combustion network exp. data archive, 2012]

Ambient gas temperature

900 K

Ambient gas pressure

Near 6 MPa (Simulation: 5.8 MPa)

Ambient gas density

22.8 kg/m3

Ambient gas velocity

Near-quiescent, less than 1 m/s

The measured high discharge coefficient implies that cavitation may not occur inside the
nozzle. For the purpose of simulation, liquid penetration is defined as the axial location
encompassing 97% of the injected mass at that instant of time [Som et al. 2012]. Vapor
penetration at any time is determined from the farthest downstream location at 0.01% fuel
mass-fraction contour. Total number of injected parcels is 5000 parcels for 1.5
milliseconds; the effect of injecting more parcels (10,000) was also studied and has a
minor effect on predicted results.

4.5.1 Effect of Grid Size
To be consistent with experimental setup, a chamber with constant bore and stroke of
the cylindrical volume 6 cm and 2 cm was modeled. Averaged spray (liquid) and jet
(vapor) penetrations for different uniform distribution of mesh from 0.5 to 2 mm are
studied. As shown and discussed before, for non-evaporating spray the predicted results
are grid independent for mesh resolution less than (equal) 2.5 mm. However, this trend is
not observed for evaporating spray. Mesh size smaller than 0.5 mm is not considered in
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this study due to the inherent limitation of the LDEF (Lagrangian Droplet Eulerian
Fluids) methodology. Using LDEF, the dispersed phase was treated as point sources
within the underlying fluid flow computational grids, and the local gas void fraction
should be large (e.g., greater than 99 percent [Lyer and Abraham 2003]) to utilize the
RANS for turbulence modeling [Som et al. 2012 ]. Simulations were performed on a
single processor and the wall clock-time for each simulation is almost 18 hours for mesh
size, time step, and number of parcels of 0.5mm, 10E-7 second and 5000 parcels
respectively. Time step of 1E-7 second, as suggested by Som (2011), was used. This
time step has the same order as the characteristic turbulent time scale within the droplet
[Samimi Abianeh and Chen 2012a].
As shown in Figure 4-32, the spray (liquid) penetration is independent of mesh size. The
predicted results are in good agreement with experimental measurements of Kook and
Pickett (2012) for diesel fuel.
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Figure 4-32 Averaged spray (liquid) penetration

The jet (vapor) penetration is shown in Figure 4-33. Comparison of predicted results and
experimental measurements shows good agreement for mesh size of 0.5 mm.
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Figure 4-33 Jet (vapor) penetration

4.5.2 Effect of Parcel Number
In LDEF model, the injected mass is represented by the prescribed number of numerical
parcels. Each parcel contains some number of droplets, which is calculated by
conservation of mass. The effects of changing the parcels number from 5000 to 10000 are
shown in Figure 4-34 to Figure 4-35. The effect of changing the parcel number on
spray/liquid penetration is not considerable as shown in Figure 4-34. However, by
increasing the parcel number the accuracy of predicting the jet/vapor penetration will be
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increased slightly as shown in Figure 4-35. In addition, it will be computationally
expensive due to having more droplets collision. The cost of the collision calculation
increases rapidly, as it is proportional with the number of parcels squared when O’Rourke
and Bracco’s (1980) collision algorithm is used [Hou and Schmidt 2006]. Therefore the
injected parcel number is set to 5000 for keeping computational time reasonable, which is
about 18 hours per run for this problem.

Figure 4-34 Spray (Liquid) penetration by using Finite conductivity/diffusivity heat/mass
transfer model
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Figure 4-35 Jet (vapor) penetration by using Finite conductivity/diffusivity heat/mass
transfer model

4.5.3 Predicted Spray Evaporation Results
The averaged spray (liquid) and Jet (vapor) penetrations are shown in Figure 4-36 to
Figure 4-37. The difference between two models is not significant.
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Figure 4-36 Spray (Liquid) penetration by using two models: Finite
conductivity/diffusivity heat/mass transfer model versus Infinite conductivity/diffusivity
heat/mass transfer model
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Figure 4-37 Jet penetration by using two models: Finite conductivity/diffusivity
heat/mass transfer model versus Infinite conductivity/diffusivity heat/mass transfer model

The jet spreading and penetration in radial direction at different times are shown in
Figure 4-38. The experimental data from Som (2011) is only qualitative; e.g., the
boundary of fuel vapor was not defined quantitatively. The predicted results of
Figure 4-38 are generated by utilizing the finite conductivity/diffusivity model. The
results are in good agreement with experimental measurements. However, spreading
angle or penetration in radial direction is underestimated at 0.5 millisecond. After 0.5
millisecond, simulation results show good agreement with experimental measurements.
The accuracy of the results may be improved by adjusting the gas phase turbulent
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Schmidt number, which is beyond the scope of this research. The turbulent Schmidt and
Prandtl numbers are set to 0.67, and 0.9 respectively [Amsden et al. 1989].

Figure 4-38 Jet penetration at different times for finite conductivity/diffusivity heat/mass
transfer model. Top, Middle, and Bottom pictures are plotted at 0.5, 1.0, and 1.5
millisecond
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To show the novel aspects of the present model, the predicted fuel mass fraction within
the droplet (droplet core region) at nozzle exit region (almost equal to initial mixture
fraction) and at spray tip (almost 16 mm from injector) region are shown in Figure 4-39.
Droplets do not contain Toluene at the spray tip and the less volatile components stay
longer in the droplets mixture than the more volatile component.

Figure 4-39 Droplet core mass fraction at spray axis for near nozzle and spray tip

Gas temperature profiles predicted by using the two models: finite versus infinite
conductivity/diffusivity heat/mass transfer models, are shown in Figure 4-40. Clearly,
wider cold gas area is detected near the spray axis by using the infinite
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conductivity/diffusivity model rather than the finite conductivity/diffusivity model. Due
to having more resistance within the droplet for evaporation, droplet life time will be
longer and therefore less cooling effect is observed due to evaporation. This phenomenon
was studied and discussed with more details for one-way evaporating spray in Samimi
Abianeh and Chen (2012a, 2012c). The evaporation rate is small near the nozzle. In this
case, the spray does not show considerable evaporation rate within 1 cm from the nozzle
as shown in Figure 4-40. It is due to low volatility of surrogate diesel fuel, high pressure
environment, a very thick layer of spray/liquid near the nozzle, and larger droplets near
the nozzle.

Figure 4-40 Gas temperature profile for Finite conductivity/diffusivity heat/mass transfer
model (bottom pic.), versus Infinite conductivity/diffusivity heat/mass transfer model
(top picture)
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The predicted total fuel vapor mass fraction by using two mentioned models at 1.5
millisecond in the axial direction at the spray axis is shown in Figure 4-41. As can be
determined by the gas temperature profile, the evaporation rate is lower using the finite
conductivity/diffusivity heat/mass transfer model. Therefore, the total fuel vapor mass
fraction is also lower by using the finite conductivity/diffusivity model.

Figure 4-41 Total fuel vapor mass fraction at 1.5 millisecond by using Finite
conductivity/diffusivity heat/mass transfer model (C), and Infinite
conductivity/diffusivity heat/mass transfer model (B) at spray axis
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The total fuel vapor mass fraction in the radial direction at two axial locations, 25 and 40
mm from injector, are shown in Figure 4-42 and Figure 4-43. The experimental
measurements is from [Pickett et al. 2011] for mono-component fuel, dodecane, and is
slightly different from the simulation condition of this research in that the injection
duration is 6 milliseconds and they gathered data after almost 7 milliseconds. As
expected, the predicted total fuel vapor mass fraction in the radial direction by using the
finite conductivity/diffusivity heat/mass transfer model is less than the infinite
conductivity/diffusivity heat/mass transfer model. The surrogate fuel is less volatile than
dodecane (boiling temperature of dodecane is 489 K). Therefore, the surrogate fuel
expected to show smaller total fuel vapor mass fraction than dodecane as correctly
predicted.
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Figure 4-42 Total fuel vapor mass fraction at 1.5 millisecond in radial direction at 25mm
from injector by using finite conductivity/diffusivity heat/mass transfer model and
infinite conductivity/diffusivity heat/mass transfer model. Experimental measurements
are from Pickett et al. (2011)
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Figure 4-43 Total fuel vapor mass fraction at 1.5 milliseconds in radial direction at 45mm
from injector by using finite conductivity/diffusivity heat/mass transfer model and
infinite conductivity/diffusivity heat/mass transfer model. Experimental measurements
are from Pickett et al. (2011)

Fuel vapor mass fraction for different components at the spray axis at two locations
(~25 mm and 45 mm) at the end of fuel injection (1.5 milliseconds) is shown in Figure
4-44. Component fuel vapor mass fraction in the gas side is a function of initial mass
fraction in droplets, K value in Raoult’s Law (or Boiling temperature) (see theoretical
formulation chapter for details of Raoult's law), and diffusion in the gas phase. The
turbulent Schmidt number for all of the components is assumed to be the same and is
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equal to 0.67. Hexadecane and octadecane have the same initial mass fraction in droplets
as shown in Table 4-9. Therefore, they can be compared by their boiling temperature.
Octadecane has a higher boiling temperature and, as shown in Figure 4-44, has a lower
mass fraction near and far from nozzle. Tetradecane shows a higher mass fraction than
dodecane in the gas phase near and far from the nozzle. However, tetradecane has a
higher boiling temperature. The component vapor mass fraction in the gas phase is the
result of competition of these two effects. In the other words, the component with the
lower boiling temperature is expected to have a higher vapor mass fraction if the two
components have the same mass fraction in the mixture. In this problem, components
have different mass fractions and boiling temperatures, which makes explaining the
results complicated. For example, tetradecane has a larger mass fraction inside of the
droplet and higher boiling temperature than dodecane. The final results show that the
vapor mass fraction of tetradecane is also higher than dodecane at 25, and 45 mm from
injector as shown in Figure 4-44.
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Figure 4-44 Components fuel vapor mass fraction at 1.5 milliseconds in spray axis at
different points, 25, and 45 mm

Table 4-9 Fuel surrogate components boiling temperature and component initial mass
fraction in droplet mixture

Component

Boiling temperature (K)

Initial mass fraction

Toluene

383

0.07

Decane

447

0.11

Dodecane

489

0.20

Tetradecane

523

0.25

Hexadecane

554

0.16

Octadecane

589

0.18
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CHAPTER FIVE

CONCLUSIONS AND RECOMMENDATION

The main focus of this research was to model the heat and mass transfer process within
evaporating droplets/spray and to implement these models into a two-way coupled CFD
code. The present model has been formulated by modeling the heat and mass transfer
coefficient and boundary layer thickness by using the well-known (κ − ε ) transport
equations. This research effort is summarized in Section 5.1. Several findings that were
reported in detail in Chapter 4 are summarized in Section 5.2.
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5.1 Summary
The model for unsteady vaporization of multi-component sprays using a discrete
multi-component approach was applied in spray modeling. Explicit equations for thermal
film thickness and mass-transfer film thickness based on the liquid turbulence
characteristics were presented.

The model was applied to simulate the evaporation

process of multi-component diesel surrogate fuel spray under high pressure and
temperature engine chamber conditions. The necessary numerical models have been
employed for the spray simulations. The present models were implemented into a multidimensional CFD code, KIVA-3V, and were applied to model multi-component fuel
surrogate spray. The continuity equation was formulated to track each component of the
fuel regardless of the direction of component mass transfer motion, whether evaporation
or condensation. Validation studies were carried out for non-evaporating and evaporating
sprays and the results were compared with available experimental data. The model shows
good predictive capability and has been shown to improve the accuracy of multi-phase
flow simulations. Diesel surrogate fuel with six components was modeled and its spray
evaporation characteristics were compared with diesel fuel. Furthermore, nonevaporating diesel surrogate fuel spray was also modeled and model predictions
compared with available experimental data.
A new coalescence model for droplets with different mixture composition has been
developed and implemented for spray calculations. The coalescence of droplets with
different radius, density, and temperature was modeled in a constant volume chamber at
high pressure and temperature. Each droplet contains several components, which
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represent the fuel surrogate. Considering the rotational kinetic energy and surface
energies of a system of two droplets, a coalescence efficiency for the two colliding
droplets with different densities is formulated. For grazing collision, the effect of density
of droplets is also considered.
The new mathematical methodology for developing a new fuel surrogate by targeting
the fuel distillation curve was discussed and developed. Using this model, a gasoline fuel
surrogate with three components was developed in this study.
Several findings were reported in Chapter 4 and are summarized in Section 5.2.

5.2 Conclusions
The proposed model has been used for simulating diesel fuel surrogate spray. Close
examination of the results led to the following conclusions for non-evaporating spray:
- The present collision model predicts smaller droplet Sauter mean diameter in axial and
radial direction in comparison to O’Rourke and Bracco's (1980) coalescence model.
- Predictions of spray penetration and mass-averaged velocity using the present model
were similar to the predictions based on O’Rourke and Bracco's (1980) model.
- Mass-averaged velocity near spray axis is a strong function of the injector cone angle.
- Mass-averaged velocity far from spray axis is a weak function of the injector cone
angle.
- SMD and penetration are weakly dependent on the injector cone angle.
- The newly developed coalescence model yields superior predictive capability for both
chamber densities of 20 and 40 kg/m3 that were investigated.
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- Penetration and mass-averaged velocity results are insensitive to the variation of
coefficient Ck in T-TAB droplets breakup model.
- By increasing the Ck coefficient in T-TAB droplets breakup model, the SMD in axial
and radial direction will increase.
- Prediction of spray penetration is improved by decreasing mesh size. The acceptable
results were observed with uniform mesh size smaller or equal to 2.5mm.
The concluding remarks for evaporating spray are as follows:
- The predicted evaporation results for diesel surrogate fuel spray are in good agreement
with experimental measurements for diesel fuel spray.
- The predicted total fuel vapor mass fraction will be lower when modeling energy and
mass transport within the droplet using finite conductivity/diffusivity heat/mass transfer
model.
- The penetration of spray/liquid is predicted accurately by both finite and infinite
conductivity/diffusivity heat/mass transfer models.
- The penetration of jet/vapor is also predicted accurately by both finite and infinite
conductivity/diffusivity heat/mass transfer models.
- Prediction of jet/vapor penetration will be improved by decreasing the mesh size.
Acceptable results were obtained with uniform mesh size of 0.5mm.
- Spray/liquid penetration is improved by decreasing mesh size. Acceptable results were
obtained with uniform mesh size of 2.5mm.
- Smaller mesh size is required for jet than spray penetration.
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- The evaporation rate is small near the nozzle. The diesel surrogate spray does not show
a high evaporation rate within 1 cm from the nozzle. It is due to low volatility of
surrogate diesel fuel, a high pressure environment, a very thick layer of spray/liquid near
nozzle, and bigger droplets near the nozzle.
- Less volatile components stay longer in the droplet mixture than more volatile
components.
- The effect of changing the parcels number on spray/liquid penetration is not
considerable.
- By increasing the parcel number the accuracy of predicting the jet/vapor penetration
will be increased slightly.
The concluding remarks for a fuel surrogate are as follows:
- A system of equations based model was developed to find surrogate mixtures with high
level of precision depending on the number of components in the surrogate mixture.
- A gasoline fuel surrogate with three components was developed to demonstrate that,
even with as few as three components, the predicted distillation curve of the gasoline fuel
surrogate is very close to real gasoline fuel.
- The method of generating fuel surrogate is sufficiently general so that any fuel
surrogate can be developed by using the new mathematical methodology. The distillation
curve of real fuel is the only input required for the new method.

5.3 Recommendations for future work
This research effort has offered some models for calculating mass diffusion and heat
transfer inside of the droplet, droplets coalescence, and duel surrogate development. The
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most important result of this model is to predict the mass fraction of each fuel surrogate
component for combustion simulation. The results from the test cases indicate that the
present model produces reasonable predictions in comparison with available
experimental data. In order to make use of the present model and to further evaluate and
improve it, several recommendations are offered below:
- Spray fuel components mass fraction prediction needs to be evaluated with
experimental data. Based on this evaluation, the model can be improved to include more
physical effects like liquid vortex motion inside a droplet.
- The liquid and gas phases were assumed to be ideal mixture in this research. The high
pressure effects on liquid and gas phases should be considered and modeled.
- The components for developing a fuel surrogate should be selected from components
for which the chemical kinetics is well defined as in the case of ethanol, heptane and isooctane. It is helpful and computationally efficient to use fuel surrogate in combustion
modeling.
- The effect of energy loss due to viscous dissipation should be included in droplets
collision modeling.
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