Q-Systems, Factorization Dynamics, and the Twist Automorphism by Williams, Harold
ar
X
iv
:1
31
0.
66
24
v1
  [
ma
th.
RT
]  
24
 O
ct 
20
13
Q-SYSTEMS, FACTORIZATION DYNAMICS, AND THE TWIST
AUTOMORPHISM
HAROLD WILLIAMS
Abstract. We provide a concrete realization of the cluster algebras associated with Q-
systems as amalgamations of cluster structures on double Bruhat cells in simple algebraic
groups. For nonsimply-laced groups, this provides a cluster-algebraic formulation of Q-
systems of twisted type. It also yields a uniform proof of the discrete integrability of these
Q-systems by identifying them with the dynamics of factorization mappings on quotients of
double Bruhat cells. On the double Bruhat cell itself, we find these dynamics are closely
related to those of the Fomin-Zelevinsky twist map. This leads to an explicit formula
expressing twisted cluster variables as Laurent monomials in the untwisted cluster variables
obtained from the corresponding mutation sequence. This holds for Coxeter double Bruhat
cells in any symmetrizable Kac-Moody group, and we show that in affine type the analogous
factorization mapping is also integrable.
1. Introduction
Q-systems are nonlinear recurrence relations associated with affine Dynkin diagrams, aris-
ing in the Bethe ansatz and the representation theory of Yangians and quantum loop alge-
bras [KR87, Nak03, Her06, Her10]. There is by now a large literature related to them and
their relatives (see [KNS11, Section 13] for a survey), and in particular it was discovered in
[Ked08, DK09] that they may be realized as sequences of cluster transformations in certain
cluster algebras. Our aim is to provide concrete realizations of these cluster algebras in terms
of double Bruhat cells and their amalgamations. The relevant sequences of cluster trans-
formations are then identified with factorization mappings on quotients of double Bruhat
cells, leading to their discrete integrability. Moreover, these sequences provide an alternate
description of the Fomin-Zelevinsky twist automorphism in terms of cluster transformations,
yielding explicit formulas relating twisted and untwisted cluster variables.
Informally, a cluster structure on a variety consists of an infinite family of toric charts with
transition functions of a specific form, called cluster transformations [FZ02]. A basic class
of examples are those on the double Bruhat cells Gu,v of a simple algebraic group [BFZ05].
When u = v is a Coxeter element c, we identify a Q-system whose associated cluster structure
is related to that of Gc,c by amalgamation, a type of quotient operation on cluster structures.
Theorem. (3.4, 4.6) The conjugation quotient Gc,c/H has a natural cluster structure obtained
from that of Gc,c by amalgamation, whose exchange matrix is of the form
BC :=
(
0 Ct
−Ct 0
)
.
Up to normalization, there is a Q-system which can be realized by exchange relations in the
corresponding cluster algebra; its type is the affinization of that of G when this is simply-laced,
otherwise it is of a twisted type related to that of G by folding.
When G is of type An this reformulates a result of [GSV11], and our use of amalgamation to
construct cluster structures on adjoint quotients generalizes a construction of [FM13]. When
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G is not simply-laced, this provides a novel cluster algebraic realization of the Q-systems of
twisted type, though the cluster structures associated in [DK09] to Q-systems of nonsimply-
laced untwisted type do not fit into our framework. We note that in the context of double
Bruhat cells, what arises more naturally are the Y -system analogues of Q-systems, which
differ by a standard change of variables. In different language, we work directly with X -
coordinates rather than cluster variables; this is essential in using amalgamation to form the
quotient cluster structures we need.
Given the above result, the sequence of mutations underlying the Q-system gives rise to a
corresponding sequence of cluster transformations on Gc,c/H.
Theorem. (3.7, 4.7) Under the identification of their associated cluster structures, the dy-
namics of the Q-system correspond to those of a certain factorization mapping on the quotient
Gc,c/H. In particular, these Q-systems are discrete integrable in the Liouville sense.
Factorization mappings play an important role in discrete integrable systems, analogous
to that of Lax forms in continuous-time integrable systems [DLT89, MV91, Ves91]. Given a
rule for factoring a group element g as a product g = hk, one defines a corresponding factor-
ization mapping by g 7→ kh, typically restricted to some subvariety of G. The factorization
relevant for our purposes is defined via the decomposition of an element into opposite Borel
subgroups, which is unambiguously defined up to conjugation by H. In addition to making
contact with Q-systems, the requirement that c be a Coxeter element guarantees that the
invariant functions on G descend to form an integrable system on Gc,c/H, which has a nat-
ural symplectic structure [HKKR00]. The factorization mapping manifestly preserves these
invariant functions, hence as observed in [HKKR00] is discrete integrable in the Liouville
sense. The discrete integrability of the corresponding Q-system then follows as a corollary of
our setup; in type An this integrability is well-known from a number of different perspectives
[GSV11, DK10]. In fact, Gc,c/H is also equipped with an integrable system (a generaliza-
tion of the relativistic periodic Toda lattice) when G is an affine Kac-Moody group [Wil13b],
leading to a corresponding discrete integrable system based on the analogous factorization
mapping.
Theorem. (3.7) If G is an affine Kac-Moody group, the factorization mapping on Gc,c/H is
also discrete integrable with conserved quantities derived from characters of finite-dimensional
representations.
In type A
(1)
n a generalization of this is treated in [FM13], and is related to the Hirota
bilinear difference equation (or octahedron recurrence). In other simply-laced affine types it
is related to the analogues of Q-systems for quantum toroidal algebras [Her07].
Since amalgamation commutes with mutation in a suitable sense, our setup also gives
rise to a distinguished sequence of cluster transformations on Gc,c itself. This turns out to
be closely related to the Fomin-Zelevinsky twist automorphism, which relates the cluster
variables and factorization parametrization associated with a double reduced word.
Theorem. (5.1) The twist automorphism of Gc,c maps the toric chart associated with any seed
to the chart obtained from the mutation sequence associated with the factorization mapping
on G(c,c)/H. This holds when G is any symmetrizable Kac-Moody group, and yields explicit
formulas expressing twisted cluster variables as Laurent monomials in the untwisted cluster
variables of a different cluster.
Versions of the twist map exist on many varieties of Lie-theoretic origin with natural cluster
structures. This result parallels similar ones for unipotent cells [GLS12] and Grassmannians
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[MS13], which show that certain twisted cluster variables differ by a change of coefficients
from the untwisted cluster variables obtained from a distinguished sequence of mutations.
Finally, we note that part of the interest in understanding properties of the exchange
matrices BC comes from their appearance (in the simply-laced case) as BPS quivers of pure
N = 2 gauge theories [ACC+11]. The mutation sequences relevant for spectrum computations
are in fact iterations of the mutation sequences we consider here.
Acknowledgments I would like to generously thank Philippe Di Francesco, Rinat Ke-
dem, Nicolai Reshetikhin, Tomoki Nakanishi, Vladimir Fock, and Michael Gekhtman for
useful related discussions and remarks while this research was in progress. This work was
supported by NSF grants DMS-12011391 and 0943745, and the Centre for Quantum Geome-
try of Moduli Spaces at Aarhus University.
2. Cluster Algebras and Double Bruhat Cells
2.1. Cluster Variables and X -coordinates. In this section we fix some basic definitions
and facts concerning cluster algebras and X -coordinates. More extensive references include
[FZ07, FG09, GHK13]. The only nonstandard item is our discussion of amalgamation: while
this is usually understood as a gluing operation between seeds [FG06], we will require amal-
gamations of individual indecomposable seeds.
Definition 2.1. (Seeds) A seed Σ consists of:
(1) An index set I = If ⊔ Iu with a decomposition into frozen and unfrozen indices.
(2) An I × I exchange matrix B with Bij ∈ Z unless i, j ∈ If .
(3) Skew-symmetrizers di ∈ Z>0 such that Bijdj = Bjidi. 
Definition 2.2. (Mutation) For any unfrozen index k the mutation of Σ at k is the seed
µk(Σ) defined as follows. It has the same index set, frozen and unfrozen subsets, and skew-
symmetrizers as Σ. Its exchange matrix µk(B) is given by
µk(B)ij =
{
−Bij i = k or j = k
Bij +
1
2 (|Bik|Bkj +Bik|Bkj|) i, j 6= k. 
(2.3)
Two seeds Σ and Σ′ are said to be mutation equivalent if they are related by a finite
sequence of mutations. Note that the term seed is often taken to include the additional data
of an identification of the corresponding cluster variables with a transcendence basis of a
fixed function field.
Definition 2.4. (Cluster Variables and X -coordinates) To a seed Σ we associate two
Laurent polynomial rings C[A±1i ] and C[X
±1
i ], whose generators are indexed by I and referred
to as cluster variables and X -coordinates, respectively. These are the coordinate rings of two
algebraic tori, denoted by AΣ and XΣ. There is a canonical map pΣ : AΣ → XΣ defined by
p∗ΣXi =
∏
j∈I A
Bij
j . The torus XΣ has a canonical Poisson structure given by
{Xi,Xj} = BijdjXiXj . 
While working over the complex numbers is sufficient for our purposes, it is not essential.
Also, what we refer to as X -coordinates are often called Y -variables elsewhere in the literature.
Remark 2.5. The ring C[X±1i ] should be identified with the group ring of the free abelian
group ZI generated by I, and (when B is skew-symmetric) C[A±1i ] should be identified with
the group ring of its dual lattice (ZI)∗. In particular, the exchange matrix endows ZI with a
skew-symmetric form, which is the origin of the map pΣ and the Poisson structure on XΣ. 
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Definition 2.6. (Cluster Transformations) To each mutation µk of seeds is associated a
pair of rational maps between the corresponding tori, called cluster transformations and also
denoted by µk. These satisfy
AΣ AΣ′
XΣ XΣ′
µk
pΣ pΣ′
µk
,
where Σ′ = µk(Σ), and are defined explicitly by
1
µ∗k(A
′
i) =

Ai i 6= k
A−1k
( ∏
Bkj>0
A
Bkj
j +
∏
Bkj<0
A
−Bkj
j
)
i = k(2.7)
and
µ∗k(X
′
i) =
{
XiX
[Bik]+
k (1 +Xk)
−Bik i 6= k
X−1k i = k,
(2.8)
where [Bik]+ := max(0, Bik). 
The new cluster variables A′i could also be defined directly as elements of the function field
C(AΣ), omitting specific mention of the torus A
′
Σ.
Definition 2.9. (Cluster Algebras and X -varieties) The A- and X -spaces A|Σ| and X|Σ|
are the schemes obtained from gluing together along cluster transformations all such tori of
seeds mutation equivalent to an initial seed Σ. The map pΣ extends to a map p|Σ| : A|Σ| →
X|Σ|, and the Poisson structure on XΣ extends to one on X|Σ|. The upper cluster algebra is
the algebra of regular functions on A|Σ|, or equivalently the subalgebra of C(AΣ) consisting of
elements that are Laurent polynomials in the cluster variables of all seeds mutation equivalent
to Σ. It contains the cluster algebra, which is the subalgebra generated by the cluster variables
of all such seeds. 
Definition 2.10. (σ-periods) Let µ̂ = µi1 ◦ · · · ◦ µik be a sequence of mutations of a seed
Σ and σ a permutation of I such that
µ̂(B)ij = Bσ(i)σ(j).
In other words, µ̂(Σ) and Σ are isomorphic after relabeling by σ. Then we say µ̂ is a σ-period
of Σ, or that µ̂ is a mutation-periodic sequence when σ and Σ are understood. To such a
mutation-periodic sequence is associated a pair of rational automorphisms of the tori AΣ and
XΣ, denoted by µ̂σ, which we refer to as cluster automorphisms and which are intertwined
by the map pΣ. More formally, these are defined by
µ̂∗σ(Ai) = (µi1 ◦ · · · ◦ µik)
∗(Aσ−1(i)), µ̂
∗
σ(Xi) = (µi1 ◦ · · · ◦ µik)
∗(Xσ−1(i)). 
Definition 2.11. (Amalgamation) If Σ, Σ˜ are seeds and π : I ։ I˜ a surjection of their
index sets, we say Σ˜ is the amalgamation of Σ along π if
(1) For all distinct i, j ∈ I, π(i) = π(j) implies i, j ∈ If and Bij = 0.
1Note that our exchange matrix conventions are transpose to those of, for example, [FZ07].
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(2) For all k, ℓ ∈ I˜,
B˜kℓ =
∑
i,j:π(i)=k,
π(j)=ℓ
Bij.
(3) π(Iu) ⊂ I˜u.
(4) di = dπ(i) for all i ∈ I.
To such an amalgamation of seeds is associated an amalgamation map π : XΣ ։ XΣ˜, which
is Poisson and defined by
π∗(X˜j) =
∏
i:π(i)=j
Xi. 
In particular, an amalgamation Σ˜ of Σ can be associated with any bijection ϕ : I1
∼
→ I2
between disjoint subsets of If such that Bi,ϕ(i) = 0 and di = dϕ(i) for all i ∈ I1. We set
I˜ = I r I1, I˜u = Iu, I˜f = If r I1, defining the map π : I ։ I˜ as the identity on I r I1
and ϕ on I1. The exchange matrix B˜ is then uniquely determined by the hypotheses of
Definition 2.11.
Remark 2.12. In the spirit of Remark 2.5, amalgamation should be understood as deriving
from an inclusion of lattices ZI˜ ⊂ ZI, where for each i ∈ I˜ we identify the generator ei of ZI˜
with the element
∑
π(j)=i ej of ZI. 
Definition 2.11 is somewhat flexible about the relation between frozen and unfrozen subsets
of I and I˜, and in typical situations we may have π(i) be unfrozen though i is frozen. It
is also typically the case that Σ is a direct sum of two other seeds Σ1 and Σ2 (for the
obvious notion of direct sum), and the map ϕ identifies some frozen indices of Σ1 with frozen
indices of Σ2. However, our examples require the more general notion given here. A crucial
feature of amalgamations is that under certain mild conditions they commute with cluster
transformations.
Proposition 2.13. Suppose Σ˜ is the amalgamation of Σ along π : I ։ I˜, and that π
also satisfies the hypotheses of Definition 2.11 with respect to µk(Σ) and µk(Σ˜) for some
unfrozen index k. Then µk(Σ˜) is also the amalgamation of µk(Σ) along π, and the respective
amalgamation maps and cluster transformations commute:
XΣ XΣ′
XΣ˜ XΣ˜′ .
µk
π π
µk
Proof. For each i ∈ I˜, we must check that (π ◦ µk)
∗X ′i = (µk ◦ π)
∗X ′i. This is clear for i = k,
while for i 6= k we have
(π ◦ µk)
∗X ′i =
∏
π(j)=i
(XjX
[Bjk]+
k (1 +Xk)
−Bjk)
(µk ◦ π)
∗X ′i = (
∏
π(j)=i
Xj)X
[Bik ]+
k (1 +Xk)
−Bik .
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Since Bik =
∑
π(j)=iBjk by assumption, the result follows if∑
π(j)=i
[Bjk]+ = [
∑
π(j)=i
Bjk]+.
This in turn holds if Bjk and Bℓk are of the same sign whenever π(j) = π(k) = i. But if Bjk
and Bℓk were of opposite signs for some such j, ℓ, B
′
jℓ would be nonzero, contradicting our
hypothesis about π. 
When frozen variables of two distinct seeds are glued together by an amalgamation, the
assumption that π satisfies the needed hypotheses with respect to the mutated seeds always
holds. However, when Σ is not a direct sum this need not be the case. For example, if B is
the adjacency matrix of the quiver
1 2 3
then we can form an amalgamation by gluing the vertices 1 and 3 together. However, after
mutation at vertex 2, we will have B′13 6= 0, hence this is no longer an admissible amalgama-
tion.
2.2. Double Bruhat Cells. We recall some needed facts about double Bruhat cells, follow-
ing [FZ99, BFZ05, Wil13a]. Let G be a simply-connected semisimple algebraic group, C its
Cartan matrix, W its Weyl group, and B± a pair of opposite Borel subgroups. For each
pair u, v ∈ W , there is a double Bruhat cell Gu,v := B+u˙B+ ∩ B−v˙B−, where u˙, v˙ are any
representatives of u, v in G. Although the Gu,v are not cells in the topological sense, they are
smooth, rational affine varieties, and are Poisson subvarieties with respect to the standard
Poisson-Lie structure on G.
A double reduced word i = (i1, . . . , im) for (u, v) is a shuffle of a reduced word for u written
in the indices {−1, . . . ,−r} and a reduced word for v written in the indices {1, . . . , r}. For
purposes of the following definition we set ik = k if k < 1 or k > m. For k ≤ m we define
k+ := min{1 ≤ ℓ ≤ m : ℓ > k, |iℓ| = |ik|}, or k
+ = m+ 1 if the set of such ℓ is empty. We let
ǫk be equal to 1 if ik > 0 and −1 if ik < 0.
Definition 2.14. To a double reduced word i = (i1, . . . , im) we associate a seed Σi. Its index
set I is {−r, . . . ,−1} ∪ {1, . . . ,m}. An index k is frozen if either k < 0 or k+ > m. The
exchange matrix Bi is given by
Bjk =
C|ik|,|ij |
2
(
ǫj [j = k
+]− ǫk[j
+ = k] + ǫj[k < j < k
+][j > 0]
− ǫj+[k < j
+ < k+][j+ ≤ m]− ǫk[j < k < j
+][k > 0] + ǫk+[j < k
+ < j+][k+ ≤ m]
)
.
We let dk = d
′
|ik|
, where the d′i are chosen so that d
′
iCij = d
′
jCji. 
The cluster variables and X -coordinates associated with these seeds have direct geometric
realizations on double Bruhat cells. We let Gu,vAd denote the double Bruhat cell of the adjoint
group GAd, and HAd its Cartan subgroup. Let {ω
∨
i } ⊂ Hom(C
∗,HAd) denote the fundamen-
tal coweights, defined by 〈ω∨i |αj〉 = δij . For t ∈ C
∗, let tω
∨
i denote the corresponding element
of HAd. We fix a choice {ei, fi}1≤i≤r ⊂ g of positive and negative Chevalley generators, and
define simple root subgroups
Ei(t) := exp(tei), Fi(t) := exp(tfi).
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It will be convenient to set E−i(t) := Fi(t), and to abbreviate E±i := E±i(1). For w ∈W we
define representatives w ∈ G by setting si := Ei(−1)E−i(1)Ei(−1) and w := si1 · · · sin for any
reduced word si1 · · · sin for w. Likewise we definew by extension from si := E−i(−1)Ei(1)E−i(−1).
Definition 2.15. For each double reduced word i = (i1, . . . , im), let xi : XΣi →֒ G
u,v
Ad be the
open immersion defined by
xi : (X−r, . . . ,Xm) 7→ X
ω∨r
−r · · ·X
ω∨1
−1Ei1X
ω∨
|i1|
1 · · ·EijX
ω∨
|ij |
j · · ·EimX
ω∨
|im|
m .
This extends to a map X|Σi| → G
u,v
Ad which is Poisson with respect to the canonical Poisson
structure on X|Σi| and the standard Poisson-Lie structure on G
u,v
Ad . 
Proposition 2.16. ([FG06]) Suppose that i = (i1, . . . , im), i
′ = (i′1, . . . , i
′
m) differ by swap-
ping two adjacent indices differing only by a sign. That is, for some 1 ≤ k < m, ik = −ik+1,
and
i′ℓ =
{
−iℓ ℓ = k, k + 1
iℓ otherwise.
Then the corresponding sets of X -coordinates on Gu,vAd differ by the cluster transformation at
k:
XΣi XΣi′
Gu,vAd
µk
xi xi′
To each fundamental weight ωi is associated an irreducible G-representation L(ωi) with
highest-weight vector vi. The principal generalized minor ∆
ωi ∈ C[G] is defined by ∆ωi(g) =
〈vi|gvi〉. The right-hand side is a matrix coefficient of L(ωi), and is characterized by the
highest-weight component of gvi being equal to 〈vi|gvi〉vi. For any w,w
′ ∈ W we define the
generalized minor ∆ωiw,w′ by ∆
ωi
w,w′(g) = ∆
ωi(w−1gw′), or equivalently ∆ωiw,w′(g) = 〈wvi|gw
′vi〉.
Given an index 1 ≤ k ≤ m and a double reduced word i, we define two Weyl group elements
u≤k := s
1
2
(1−ǫ1)
i1
· · · s
1
2
(1−ǫk)
ik
, v>k := s
1
2
(ǫn+1)
in
· · · s
1
2
(ǫ(k+1)+1)
ik+1
,
additionally setting u≤k = e, v>k = v
−1 for k < 0.
Definition 2.17. For each double reduced word i = (i1, . . . , im), let ai : AΣi → G
u,v be
the open immersion defined by identifying the generalized minor ∆
ω|ik|
u≤k,v>k with the cluster
variable Ak for k ∈ I. This extends to a map A|Σi| → G
u,v inducing an isomorphism of
C[Gu,v] with the upper cluster algebra C[A|Σi|]. 
The relationship between the geometric realizations of the cluster variables and X -coordinates
associated with Σi is expressed in terms of a certain twist automorphism τ of G
u,v. First
denote by g 7→ gθ the involution of G determined by aθ = a−1 for a ∈ H, Ei(t)
θ = E−i(t) for
1 ≤ i ≤ r, and g 7→ gι the anti-involution determined by aι = a−1 for a ∈ H, Ei(t)
ι = Ei(t)
for 1 ≤ i ≤ r. For generic g ∈ G, we denote by [g]±, [g]0 the unique elements of N±, H such
that g = [g]−[g]0[g]+. The twist map τ is then defined by
2
(2.18) τ(g) :=
(
[ugι]−1− ug
ιv[gιv]−1+
)θ
.
2Note that the twist map of [FZ99] is an isomorphism Gu,v
∼
→ Gu
−1,v−1 differing from the map here by the
antiinvolution ι. However, this merely reflects the fact that the cluster variables introduced in [BFZ05] differ
from the corresponding functions in [FZ99] by ι.
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For each double reduced word i we define a modified exchange matrix Bmod := B +M ,
where M is the I × I matrix with entries
Mjk =
1
2
C|ik|,|ij|
(
[j+, k+ > m] + [j, k < 0]
)
.
The matrix Bmod has integer entries, and the map pmodΣi : AΣi → XΣi defined by (p
mod
Σi
)∗Xi =∏
j∈I A
Bmodij
j extends to a regular map A|Σi| → X|Σi|.
Proposition 2.19. ([Wil13a]) Let i be a double reduced word for u, v ∈W , and pG : G
u,v →
Gu,vAd the composition of τ
−1 and the quotient map πG from G
u,v to Gu,vAd . Then pG relates the
cluster variables and X -coordinates associated with i via a monomial transformation:
A|Σi| G
u,v
X|Σi| G
u,v
Ad .
a|Σi|
pmodΣi
pG
x|Σi|
In particular, we have the following formula for X -coordinates in terms of twisted cluster
variables:
π∗GXi =
∏
j∈I
(τ∗Aj)
Bmodij .
With some additional notation, this discussion can be extended to include symmetrizable
Kac-Moody groups [Wil13a]. For a symmetrizable Cartan matrix C, let r˜ := r + corankC
be the dimension of the Cartan subgroup of the corresponding ind-group G [Kum02]. Fix an
extension of the coroots {αi}
r
i=1 to a basis {αi}
r˜
i=1 of Hom(C
∗,H), inducing a fundamental
weight basis {ωi}
r˜
i=1 of Hom(H,C
∗). For r < i ≤ r˜, define αi := d
′
∑r
j=1(d
′
j)
−1〈α∨i |αj〉ωj
(where d′ is the least common integer multiple of the d′j), inducing a fundamental coweight
basis {ω∨i }
r˜
i=1 of Hom(C
∗,H)⊗Q. These choices fix an extension of the Cartan matrix to a
nondegenerate, symmetrizable r˜-by-r˜ matrix, as Cij = 〈α
∨
i |αj〉 is now defined for r < i, j ≤ r˜.
As ⊕1≤i≤r˜Zαi is a full rank sublattice of Hom(H,C
∗), its kernel is a discrete subgroup of
H ∩Z(G). The maximal adjoint form GmaxAd is the quotient of G by this subgroup (so {ωi}
r˜
i=1
is a basis of its Cartan subgroup’s cocharacter lattice), and the minimal adjoint form GminAd is
the quotient of G by Z(G) (so {ωi}
r
i=1 is a basis of its Cartan subgroup’s cocharacter lattice).
If i is a double reduced word for u, v, we have minimal and maximal seeds Σmini , Σ
max
i with
respective index sets
Imin := {−r, . . . ,−1} ∪ {1, . . . ,m}, Imax := {−r˜, . . . ,−(r + 1)} ∪ Imin,
and exchange matrices as in Definition 2.14. Definition 2.15 now yields charts XΣmin
i
→֒
(GminAd )
u,v and XΣmax
i
→֒ (GmaxAd )
u,v, while Definition 2.17 yields charts AΣmin
i
→֒ (G′)u,v and
AΣmax
i
→֒ Gu,v (where G′ is the derived subgroup of G). Proposition 2.19 now holds in the
sense of the following diagram:
AΣmin
i
AΣmax
i
XΣmax
i
XΣmin
i
(G′)u,v Gu,v (GmaxAd )
u,v (GminAd )
u,v.
pmodΣmax
i
pG
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Here the top left and top right maps are induced by the inclusion of lattices ZImin →֒ ZImax
following Remark 2.5.
Example 2.20. If C is of untwisted affine type, G′ is a central extension of the group LG˚
of regular maps from C∗ to a simple Lie group G˚, and G is the semidirect product G′ ⋊ C∗.
GmaxAd is the quotient of G by Z(G˚), embedded as constant maps, while G
min
Ad is the semidirect
product(LG˚/Z(G˚))⋊C∗ . 
3. Factorization Dynamics
In this section we discuss factorization mappings from the perspective of cluster transfor-
mations. To any Cartan matrix C we associate a seed ΣC with a canonical mutation-periodic
sequence. We realize this seed as an amalgamation of a Coxeter double Bruhat cell, which
corresponds to taking its quotient under conjugation by the Cartan subgroup. We show that
the mutation-periodic sequence corresponds to a factorization mapping on this quotient. In
finite type this mapping is known to be discrete integrable [HKKR00], and we show it is also
integrable in affine type.
Definition 3.1. For any symmetrizable r-by-r Cartan matrix C, let ΣC be the seed with
IC = (IC)u = {1, . . . , 2r}, exchange matrix
BC :=
(
0 Ct
−Ct 0
)
,
and di derived from the symmetrizers of C in the obvious way. We let µ̂ be the mutation
sequence µ1 ◦ · · · ◦ µr of ΣC , and σ the permutation of I interchanging i and i+ r. 
Proposition 3.2. The mutation sequence µ̂ is a σ-period of ΣC , that is
µ̂(BC)ij = (BC)σ(i)σ(j).
Proof. Since (BC)σ(i)σ(j) = −(BC)ij , we must check that µ̂(BC) = −BC . This is immediate
for the top-left and off-diagonal r-by-r blocks of µ̂(BC). We then calculate that
µ̂(BC)i+r,j+r =
1
2
∑
1≤k≤r
(Ck,i|Cj,k| − |Ck,i|Cj,k)
=
1
2
∑
k=i,j
(Ck,i|Cj,k| − |Ck,i|Cj,k)
=0. 
Fix a Coxeter element c = s1 · · · sr in the Weyl group associated with C, and a double
reduced word i = (−1, . . . ,−r, 1, . . . , r) for u = v = c. In fact the essential content of this
section and the next hold when u and v are possibly distinct Coxeter elements, see Remark 3.5.
When C is not of finite type, GAd will refer to the minimal form of the adjoint group associated
with C, and Σi to the corresponding minimal seed. Note that Ii = {−1, . . . ,−r} ∪ IC .
Lemma 3.3. Let CtU , C
t
L be the upper- and lower-triangular r × r matrices with 1’s on the
diagonal such that CtU + C
t
L = C
t. That is,
(CtU )ij = δij + [i < j]Cji, (C
t
L)ij = δij + [i > j]Cji.
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Then the exchange matrix of Σi has the form
BΣi =

CtU −
1
2C
t CtL 0
−CtU 0 −C
t
L
0 CtU C
t
L −
1
2C
t
 ,
where we have ordered the indices as −1, . . . ,−r, 1, . . . , 2r.
Proof. Can be checked directly from Definition 2.14. 
For any u, v ∈ W , we denote by Gu,vAd/HAd the quotient of G
u,v
Ad under conjugation by
HAd, with the following caveat. If j is any double reduced word for u, v, then since HAd is
generated by coweight subgroups and X
ω∨
|ik|
k commutes with Ej for |j| 6= |ik|, it follows from
the definition of xj that the conjugation action of HAd preserves the image of XΣj , and that
a good geometric quotient XΣj/HAd exists. In fact, from eq. (2.8) it is clear that for any
seed Σ′ mutation-equivalent to Σj, the corresponding chart XΣ′ ⊂ G
u,v
Ad has a good quotient
by HAd. These charts cover an open subset of G
u,v
Ad whose complement is of codimension at
least 2, hence this open subset also has a good quotient by HAd. The question of whether or
not the whole cell Gu,vAd admits a good quotient will not be relevant for our purposes, so we
will simply write Gu,vAd/HAd with the understanding that we may need to restrict to an open
subset.
Theorem 3.4. The seed ΣC is the amalgamation of Σi along the map π : Ii ։ IC given by
π(k) =
{
k k > 0
|k|+ r k < 0.
The map xi : XΣi →֒ G
c,c
Ad descends to an open immersion XΣC →֒ G
c,c
Ad/HAd intertwining the
quotient and amalgamation maps:
XΣi G
c,c
Ad
XΣC G
c,c
Ad/HAd.
xi
π π
xi
Proof. Using Lemma 3.3, one can immediately verify that the hypothesis of Definition 2.11
are satisfied by ΣC , Σi, and π. The conjugation-invariant subalgebra C[XΣi ]
HAd is manifestly
generated by the Xi, X−iXi+r, and their inverses for 1 ≤ i ≤ r. But this is equal to π
∗C[XΣC ],
hence we obtain the map XΣC →֒ G
c,c
Ad/HAd. 
Remark 3.5. If j is any double reduced word for u, v ∈ W , the conjugation action of HAd
on Gu,vAd will always have a comparably simple expression in the associated X -coordinates.
However, it is not always the case that quotient map XΣj ։ XΣj/HAd is an amalgamation
map. For example, if u = c but v = e, the hypotheses of Definition 2.11 will not be satisfied
by the quotient map. However, if u and v are (possibly distinct) Coxeter elements, there
will be a unique amalgamation Σ˜ of Σj and isomorphism XΣ˜
∼
→ XΣj/HAd intertwining the
quotient and amalgamation maps from XΣj. In fact, when u and v are Coxeter elements
conjugate to c, the reader can check that the resulting seed Σ˜ is mutation-equivalent to ΣC .
For GLn, this was previously observed (from a different point of view) in [GSV11]. 
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-2 2 4
-1 1 3
2 4
1 3
amalgamation
Figure 1. The quivers of Σi and ΣC when C is of type A2. The dashed
arrows correspond to entries of Bi equal to ±
1
2 ; since they connect frozen
vertices they do not affect the structure of cluster transformations, but record
the Poisson brackets among frozen variables. The amalgamation itself “glues
together” some of the frozen variables: -1 to 3 and -2 to 4.
Recall that an integrable system on a (smooth) symplectic variety is a Poisson-commutative
subalgebra of its coordinate ring whose differentials generically span Lagrangian subspaces
of its cotangent spaces, inducing a Lagrangian foliation of an open subset. By an integrable
system on a Poisson variety we will mean an algebra of functions which restricts to an
integrable system on a generic symplectic leaf.
Proposition 3.6. ([HKKR00],[Wil13a]) If C is of finite or affine type, the restrictions of
the conjugation-invariant functions on GAd form an integrable system on G
c,c
Ad/HAd.
Proof. We only comment that the affine case treated in [Wil13a] is slightly different from the
present one, though the proof there extends straightforwardly. In loc. cited it was shown
that the invariants restrict to form an integrable system on (G′)c,c/H, where G′ is the central
extension of the algebraic loop group LG˚. This is actually more delicate, as its symplectic
leaves are of dimension 2r + 2, rather than 2r (where r is the rank of G˚). For the present
case the needed Hamiltonians are derived from the invariant ring C[G˚]G˚: we pull back this
subalgebra along the evaluation map LG˚×C∗ → G˚ and take the component invariant under
the C∗ action (in particular they extend to functions on the semidirect product LG˚ ⋊ C∗).
The Hamiltonians for groups of twisted affine type may be produced similarly by embedding
them into algebraic loop groups as subgroups invariant under a diagram automorphism. 
Theorem 3.7. The cluster automorphism µ̂σ of XΣC coincides with the restriction of the
following rational automorphism of Gc,cAd/HAd. Given g ∈ G
c,c
Ad/HAd, there will generically be
unique elements h1, h2 ∈ HAd such that, up to conjugation by HAd,
g =
( y∏
1≤i≤r
Ei)h1
( y∏
1≤i≤r
Fi)h2
 .
The rational automorphism of Gc,cAd/HAd is then the factorization mapping
g =
( y∏
1≤i≤r
Ei)h1
( y∏
1≤i≤r
Fi)h2
 7→
( y∏
1≤i≤r
Fi)h2
( y∏
1≤i≤r
Ei)h1
 ,
taken up to conjugation by HAd. Here the product notation indicates we order the terms from
left to right by increasing i. In particular, µ̂σ preserves the restrictions of any conjugation-
invariant functions on GAd, and in finite or affine type is discrete integrable in the Liouville
sense.
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Proof. By Proposition 2.16, the X -coordinates on XΣi and XΣ′i (where Σ
′
i = µ̂(Σi)) are related
by y∏
1≤i≤r
X
ω∨i
−i
 y∏
1≤i≤r
FiX
ω∨i
i
 y∏
1≤i≤r
EiX
ω∨i
i+r
 =
 y∏
1≤i≤r
(X ′−i)
ω∨i
 y∏
1≤i≤r
Ei(X
′
i)
ω∨i
 y∏
1≤i≤r
Fi(X
′
i+r)
ω∨i
 .
It is straightforward to see that each of the seeds µk ◦ · · · ◦ µr(Σi) satisfy the hypotheses of
Definition 2.11 with respect to π : Ii ։ IC , hence we can apply Proposition 2.13 to obtain
XΣi XΣ′i
XΣC XΣ′C .
µ̂
π π
µ̂
In particular, the X -coordinates on XΣC and XΣ′C are related by y∏
1≤i≤r
FiX
ω∨i
i
 y∏
1≤i≤r
EiX
ω∨i
i+r
 =
 y∏
1≤i≤r
Ei(X
′
i)
ω∨i
 y∏
1≤i≤r
Fi(X
′
i+r)
ω∨i
 ,
up to conjugation by HAd.
The isomorphism XΣ′
C
∼
→ XΣC given by σ then induces a rational automorphism of
Gc,cAd/HAd through y∏
1≤i≤r
Ei(X
′
i)
ω∨i
 y∏
1≤i≤r
Fi(X
′
i+r)
ω∨i
 7→
 y∏
1≤i≤r
Fi(X
′
i+r)
ω∨i
 y∏
1≤i≤r
Ei(X
′
i)
ω∨i
 .
But this is just the map described in the theorem, with h1 =
∏
(X ′i)
ω∨i and h2 =
∏
(X ′i+r)
ω∨i .
That µ̂σ preserves invariant functions is clear, hence we obtain discrete integrability in finite
and affine types by Proposition 3.6. Note that in affine type even though the symplectic
leaves of XΣC are of positive codimension, µ̂σ preserves the distinguished symplectic leaf
hence restricts to an integrable symplectomorphism of it. 
4. Q-Systems
Q-systems are nonlinear recurrence relations associated with affine Dynkin diagrams X
(κ)
N .
We review their normalized versions and cluster-algebraic realizations following [Ked08, DK09],
which we extend to include twisted types. In twisted and simply-laced untwisted types these
systems are encoded by the seeds ΣC studied in the previous section. The Q-system itself is
realized by a sequence of cluster transformations coinciding with that of the corresponding
factorization mapping, though realized by cluster variables rather than X -coordinates. Since
the relevant exchange matrix is nondegenerate, the two sets of variables differ by a finite map,
leading to the discrete integrability of these Q-systems.
Recall that affine Dynkin diagrams are classified by pairs of a finite-type diagram XN and
an automorphism of order κ. This induces an automorphism of the simple Lie algebra of type
XN , whose invariant subalgebra is also simple and whose type we denote by YM . Clearly for
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1 2 r − 1 r
0
0 1 r − 1 r
0 1 2 3 4 0 1 2
A
(2)
2r−1 D
(2)
r+1
E
(2)
6 D
(3)
4
Figure 2. Affine Dynkin diagrams of twisted type and enumerations of their
vertices. The diagram YM is the subdiagram whose nodes have nonzero labels.
untwisted types (κ = 1) we have XN = YM , while for twisted types the correspondence is
given below. It is summarized by the fact that the Langlands dual of X
(κ)
N is the affinization
of the Langlands dual of YM .
X
(κ)
N A
(2)
2r−1 D
(2)
r+1 E
(2)
6 D
3
4
YM Cr Br F4 G2
Definition 4.1. The Q-system of type X
(κ)
N is the following recurrence relation in the com-
muting variables {Q
(a)
n }, where n ∈ Z is a discrete “time” variable and a is an index labeled
by the roots of YM . If X
(κ)
N is of untwisted simply-laced type and C the Cartan matrix of
type XN , the corresponding Q-system is
(Q(a)n )
2 = Q
(a)
n−1Q
(a)
n+1 +
∏
b6=a
(Q(a)n )
−Cba .
For X
(κ)
N of twisted type, the corresponding Q-systems are as follows [HKO
+02, Her10]:
A
(2)
2r−1
{
(Q
(a)
n )2 = Q
(a)
n−1Q
(a)
n+1 +Q
(a−1)
n Q
(a+1)
n 1 ≤ a < r
(Q
(r)
n )2 = Q
(r)
n−1Q
(r)
n+1 + (Q
(r)
n )2
D
(2)
r+1

(Q
(a)
n )2 = Q
(a)
n−1Q
(a)
n+1 +Q
(a−1)
n Q
(a+1)
n 1 ≤ a < r − 1
(Q
(r−1)
n )2 = Q
(r−1)
n−1 Q
(r−1)
n+1 +Q
(r−2)
n (Q
(r)
n )2
(Q
(r)
n )2 = Q
(r)
n−1Q
(r)
n+1 +Q
(r−1)
n
E
(2)
6

(Q
(1)
n )2 = Q
(1)
n−1Q
(1)
n+1 +Q
(2)
n
(Q
(2)
n )2 = Q
(2)
n−1Q
(2)
n+1 +Q
(1)
n Q
(3)
n
(Q
(3)
n )2 = Q
(3)
n−1Q
(3)
n+1 + (Q
(2)
n )2Q
(4)
n
(Q
(4)
n )2 = Q
(4)
n−1Q
(4)
n+1 +Q
(3)
n
D34
{
(Q
(1)
n )2 = Q
(1)
n−1Q
(1)
n+1 +Q
(2)
n
(Q
(2)
n )2 = Q
(2)
n−1Q
(2)
n+1 + (Q
(1)
n )3
Here we set Q
(0)
n = 1 and enumerate the roots of YM as in fig. 2. 
We omit the definition of the Q-systems of nonsimply-laced untwisted type, as they lie
outside the scope of our main result. Also absent from the above discussion is the twisted
type A
(2)
2n ; its relationship with the corresponding finite type is more subtle, and it does not
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admit an interpretation in terms of cluster transformations.3 Thus when referring to a generic
twisted type X
(κ)
N we will tacitly assume it is not of type A
(2)
2n .
The correspondence betweenX
(κ)
N and YM allows us to write the above Q-systems uniformly
as follows:
Proposition 4.2. Let X
(κ)
N be of twisted type or simply-laced untwisted type, and C the
Cartan matrix of the associated finite type YM . Then the Q-system of type X
(κ)
N may be
written as
(Q(a)n )
2 = Q
(a)
n−1Q
(a)
n+1 +
∏
b6=a
(Q(a)n )
−Cba .
Proof. Follows by inspection of the above list and the definition of YM . 
To realize Q-systems in terms of cluster transformations, it is convenient to replace them
with certain normalized, but equivalent, Q-systems. These normalized variables differ from
those of the usual Q-system via rescaling by certain roots of unity.
Proposition 4.3. ([Ked08, DK09]) The normalized Q-system
Q˜
(a)
n−1Q˜
(a)
n+1 = (Q˜
(a)
n )
2 +
∏
b6=a
(Q˜(b)n )
−Cba(4.4)
is equivalent to the ordinary Q-system under the rescaling Q˜
(a)
n = ǫaQ
(a)
n , where the ǫa ∈ C
are defined by
∏
1≤a≤r ǫ
Cab
a = −1 for all 1 ≤ b ≤ r.
Proof. Note that the existence of such ǫa follows from the nondegeneracy of C. The derivation
of eq. (4.4) is then straightforward. 
Remark 4.5. The normalized Q-systems also have a direct interpretation in terms of T -
systems. These are relations among q-characters of Kirillov-Reshetikhin modules, in variables
{T
(a)
n (u)} where n and a are as before and u ∈ C is a spectral parameter. In the simply-laced
case, the relations are
T (a)n (u+ 1)T
(a)
n (u− 1) = T
(a)
n−1(u)T
(a)
n+1(u) +
∏
b6=a
(T (b)n (u))
−Cba .
By forgetting the spectral parameter u, we obtain the usual Q-system, but by forgetting
instead the parameter n we obtain the normalized Q-system. A similar statement holds
for the twisted case, with some subtlety in that we must only consider u modulo a certain
additive constant. 
Given a finite-type Cartan matrix C, we let A
(1)
k , . . . , A
(2r)
k denote the cluster variables
associated with the seed µ̂kσ(ΣC) for k ∈ Z. Recall from Definition 3.1 that the exchange
matrix of ΣC is
BC :=
(
0 Ct
−Ct 0
)
,
the mutation sequence µ̂ is µ1 ◦ · · · ◦ µr, and σ interchanges i and i + r. As elements of
the (upper) cluster algebra C[A|ΣC |] the relations among the A
(i)
k are in fact equivalent to
normalized Q-systems under the identification A
(i)
k 7→ Q˜
(i)
k . Note that A
(i+r)
k = A
(i)
k+1 for
1 ≤ i ≤ r, so we lose no information by restricting our attention to A
(1)
k , . . . , A
(r)
k .
3It contains the relation (Q
(r)
n )
2 = Q
(r)
n−1Q
(r)
n+1 + Q
(r−1)
n Q
(r)
n , whose terms cannot be rearranged into an
exchange relation since Q
(r)
n appears on both sides.
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Theorem 4.6. Let C be a finite-type Cartan matrix, and A
(1)
k , . . . , A
(r)
k cluster variables
associated with µ̂kσ(ΣC).
(1) ([Ked08, DK09]) If C is of simply-laced type XN , the relations among the cluster
variables A
(i)
k coincide with those of the normalized Q-system of type X
(1)
N .
(2) If C is of nonsimply-laced type YM , the relations among the cluster variables A
(i)
k
coincide with those of the normalized Q-system of the associated twisted type X
(κ)
N .
Proof. Given the definition of the normalized Q-systems in eq. (4.4), this is a straightforward
check involving the definition of the exchange matrix BC and the cluster automorphism
µ̂σ. 
Theorem 4.7. For X
(κ)
N of twisted type or simply-laced untwisted type, the corresponding
Q-system is discrete integrable in the Liouville sense.
Proof. The statement should be understood in light of Theorem 4.6, which says that incre-
menting the discrete time variable n of the (normalized) Q-system is equivalent to expanding
the rational symplectomorphism µ̂σ of AΣC in terms of cluster variables. Since the matrix BC
is nondegenerate, the canonical map pΣC : AΣC → XΣC is a finite cover. In particular, AΣC
inherits from XΣC a symplectic structure and the integrable system of Proposition 3.6. Since
pΣC : AΣC → XΣC intertwines the associated automorphisms µ̂σ of AΣC and XΣC , and the
latter preserves the integrable system on XΣC by Theorem 3.7, the former is also discrete in-
tegrable. Since the normalized and unnormalized Q-systems differ by an invertible rescaling,
the integrability of the normalized Q-system implies that of the unnormalized version. 
5. The Twist Automorphism
Since amalgamation commutes with mutation, the mutation sequence of ΣC studied in
the previous sections lifts to a mutation sequence on the double Bruhat cell Gc,c itself. We
now show that this sequence is intimately connected with the twist automorphism of Gc,c.
Specifically, any two clusters related by the corresponding sequence of cluster transformations
are also mapped to each other by the twist automorphism. Equivalently, the twist pulls back
cluster variables to cluster monomials of the seed obtained by this mutation sequence. While
these pullbacks are generally not cluster variables, the unfrozen cluster variables are taken
to monomials with only a single unfrozen factor, so in this sense the twist acts by a change
of coefficients. From the perspective of Poisson geometry this is quite natural; it is known
that the twist automorphism is Poisson [GSV03], hence both twisted and untwisted cluster
variables have quadratic brackets with respect to the standard Poisson-Lie structure.
Theorem 5.1. Let G be a symmetrizable Kac-Moody group, τ the twist automorphism of Gc,c,
and AΣ ⊂ G
c,c the toric chart associated with a seed Σ. Then τ restricts to an isomorphism of
AΣ onto Aµ̂(Σ), where µ̂ = µ1 ◦· · · µr is the mutation sequence consisting of a single mutation
at each unfrozen index. In particular, if {Ai} and {A
′
i} are the cluster variables associated
with Σ and µ̂(Σ), respectively, then the {A′i} and the twisted cluster variables {τ
∗(Ai)} are
Laurent monomials in each another. If Σ is the seed associated with the double reduced word
i = (−1, . . . ,−r, 1, . . . , r), this transformation is explicitly given by
A′i =
∏
j∈I
(τ∗Aj)
Mij ,
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where M is the I × I matrix with entries
Mj,k =

〈ω|ij ||α
∨
|ik|
〉 (= δjk) 1 ≤ j, k ≤ r
〈cω|ij ||α
∨
|ik|
〉 j > r and k < 0
〈c−1ω|ij ||α
∨
|ik|
〉 j < 0, and k > r or k < −r
0 otherwise.
Proof. From Lemma 5.6 and Proposition 2.19 it follows immediately that
A′i =
∏
j∈I
(τ∗Aj)
(NBmodΣ )ij ,
where N is the matrix of Lemma 5.6 and BmodΣ is the modified exchange matrix associated
with Σ as in Proposition 2.19. Most of the difficulty in verifying that the product of N and
BmodΣ is the given matrix M is encapsulated in Lemma 5.7. For example, for 1 ≤ i, k ≤ r, we
may use it to compute
(NBmodΣ )i+r,−k = 〈(cωi)− ωi|ω
∨
k +
∑
j<k
Ckjω
∨
j 〉
= 〈(cωi)− ωi|α
∨
k − (ω
∨
k +
∑
j>k
Ckjω
∨
j )〉
= 〈(cωi)− ωi|α
∨
k 〉+ δik
= 〈cωi|α
∨
k 〉.
Given that M = NBmodΣ , the theorem follows by verifying that M satisfies the hypotheses
of Lemma 5.3 with respect to the exchange matrices BΣ and Bµ̂(Σ). Note that Bµ̂(Σ) = −BΣ,
as µ̂(Σ) is associated with the double reduced word (1, . . . , r,−1, . . . ,−r). This computation
then parallels that of M itself, again with Lemma 5.7 being the core of the calculation. 
Remark 5.2. If C is of finite type, the decomposition of M into r-by-r blocks is
M =
0 0 c−10 Id 0
c 0 0
 .
Here we express c as a matrix via its action on the fundamental weight basis, and order the
indices by (−1, . . . ,−r, 1, . . . , 2r). 
Lemma 5.3. Let Σ, Σ˜ be two seeds with the same index set I and unfrozen subset Iu. For
an invertible I × I matrix M , let ϕM : AΣ˜
∼
→ AΣ be the isomorphism defined by
(5.4) ϕ∗M (Ai) =
∏
j∈I
A˜
Mij
j .
Suppose that M satisfies the following conditions:
(1) B˜ij = (BM)ij when i is unfrozen.
(2) Mij = δij when j is unfrozen.
In particular Bij = B˜ij when i and j are both unfrozen, hence Σ and Σ˜ are of the same
cluster type. Then we have:
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(1) The map ϕM extends to an isomorphism between Aµk(Σ˜) and Aµk(Σ) for any unfrozen
index k. Specifically, if M ′ is the I × I matrix defined by
(5.5) M ′ij =
{
Mij i 6= k
2δkj −Mkj +
∑
ℓ∈I([BkℓMℓj]− − [Bkℓ]−Mℓj) i = k,
then the corresponding isomorphism ϕM ′ : Aµk(Σ˜)
∼
→ Aµk(Σ) satisfies
AΣ˜ AΣ
A
Σ˜′
AΣ′ .
ϕM
µk µk
ϕM′
(2) If Bij = 0 when i and j are both unfrozen (so Σ, Σ˜ are of cluster type A
n
1 ), then ϕM
extends to an isomorphism of A-spaces and upper cluster algebras.
Proof. To prove the first claim one must check that for any cluster variable A′i on AΣ′ , we
have ϕ∗M ′A
′
i = (µk ◦ ϕM ◦ µk)
∗A′i. The condition that Mij = δij when j is unfrozen ensures
this holds for i 6= k. The condition that B˜kj = (BM)kj ensures (µk ◦ ϕM ◦ µk)
∗A′k is a
Laurent monomial in the cluster variables on AΣ˜′ , and the given formula for M
′ follows from
explicitly calculating this composition using eqs. (2.7) and (5.4).
The second claim follows inductively once we establish that M ′ satisfies the same hypothe-
ses as M , but with respect to the seeds Σ′, Σ˜′. That M ′ij = δij when j is unfrozen can be
checked generally without any assumptions on the cluster type of Σ. On the other hand,
a direct computation reveals that Bij vanishing when i and j are unfrozen is a sufficient
condition to ensure B˜′ij = (B
′M ′)ij when i is unfrozen. 
When C is not of finite type, we take GAd to be the maximal form of the adjoint group in
the following statement.
Lemma 5.6. Let Xi ⊂ G
c,c
Ad be the toric chart associated with the double reduced word i =
(−1, . . . ,−r, 1, . . . , r), and Ai′ ⊂ G
c,c the chart associated with i′ = (1, . . . , r,−1, . . . ,−r).
Then the quotient map π : Gc,c ։ Gc,cAd restricts to a finite cover of Ai′ onto Xi. Equivalently,
the (pullbacks to Gc,c of the) X -coordinates associated with i are Laurent monomials in the
untwisted cluster variables associated with i′. In fact,
Ai =
∏
j∈I
(π∗Xj)
Nij ,
where
Njk =

〈cω|ij ||ω
∨
|ik|
〉 j > r, k < 0
〈c−1ω|ij ||ω
∨
|ik|
〉 j < 0, k > r
〈ω|ij ||ω
∨
|ik|
〉 otherwise.
Proof. By Definition 2.17 the cluster variables associated with i′ are generalized minors of
the form ∆ωi
e,c−1
, ∆ωie,e, and ∆
ωi
c,e. Calculating the matrix N consists of evaluating such minors
on an element of the form
g =
 y∏
1≤i≤r˜
X
ω∨i
−i
 y∏
1≤i≤r
FiX
ω∨i
i
 y∏
1≤i≤r
EiX
ω∨i
i+r
 .
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This involves fractional powers of the Xi, since the coweight subgroups themselves do not act
on the fundamental representations, but only covering groups of them.
By definition ∆ωi
e,c−1
(g) = 〈vi|gsr · · · s1vi〉, where vi is a highest weight vector of the fun-
damental representation of highest weight ωi. The key point is that while the action of Ei
or Fi on a vector of weight ω is in general a sum of components with weights of the form
ω + nαi, many of these can be discarded in the computation of a given generalized minor.
For example, one can check inductively that for 1 ≤ k ≤ r,
∆ωi
e,c−1
(g) = 〈vi|
 y∏
1≤i≤r˜
X
ω∨i
−i
 y∏
1≤i≤r
FiX
ω∨i
i
 y∏
1≤i≤k
EiX
ω∨i
i+r
 sk · · · s1vi〉
 r∏
j=k+1
X
〈sj ···s1ωi|ω∨j 〉
j+r
 ,
and from this that
∆ωi
e,c−1
(g) = 〈vi|
 y∏
1≤i≤r˜
X
ω∨i
−i
 y∏
1≤i≤r
FiX
ω∨i
i
 vi〉
 r∏
j=1
X
〈sj ···s1ωi|ω∨j 〉
j+r

=
 r˜∏
j=1
X
〈ωi|ω
∨
j 〉
−j
 r∏
j=1
X
〈ωi|ω
∨
j 〉
j
 r∏
j=1
X
〈sj ···s1ωi|ω
∨
j 〉
j+r

Since
〈c−1ωi|ω
∨
j 〉 = 〈sj · · · s1ωi|ω
∨
j 〉 = 〈sr · · · s1ωi|ω
∨
j 〉,
we obtain the stated values of Njk when j < 0. Note that up to a scalar factor this expression
depends on choosing si as the representative of si in G. The remaining entries of N can be
computed following the same logic. 
Lemma 5.7. For 1 ≤ i, k ≤ r, the Coxeter element c = s1 · · · sr satisfies
〈(cωi)− ωi|ω
∨
k +
∑
j>k
Ckjω
∨
j 〉 = −δik,
〈(c−1ωi)− ωi|ω
∨
k +
∑
j<k
Ckjω
∨
j 〉 = −δik.
Proof. The two statements are equivalent by reversing the labeling of the simple roots, so it
suffices to prove the first. The claim is immediate if k ≥ i. For k < i, note that
〈(cωi)− ωi|ω
∨
k +
∑
j>k
Ckjω
∨
j 〉 = 〈(sk · · · siωi)− ωi|ω
∨
k +
∑
j>k
Ckjω
∨
j 〉.
A simple induction yields
sk · · · siωi = ωi +
i∑
j=k
 ∑
a1=j<···<aℓ=i
(−1)ℓ
ℓ−1∏
m=1
Cam,am+1
αj ,
where the sum is taken over increasing sequences of any length from j to i, and the product is
taken to equal 1 when ℓ = 1. From this we compute that 〈(sk · · · siωi)−ωi|ω
∨
k +
∑
j>k Ckjω
∨
j 〉
is equal to ∑
a1=k<···<aℓ=i
(−1)ℓ
ℓ−1∏
m=1
Cam,am+1
+ i∑
j=k+1
 ∑
a1=j<···<aℓ=i
(−1)ℓ
ℓ−1∏
m=1
Cam,am+1
Ckj,
which vanishes since the two sums cancel. 
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Example 5.8. The simplest example is SL2, where c is the nonidentity element of W and
i = (−1, 1), i′ = (1,−1) are the only double reduced words for (c, c). Their respective cluster
variables are just matrix entries:
(A−1, A1, A2) = (∆12,∆22,∆21), (A
′
−1, A
′
1, A
′
2) = (∆12,∆11,∆21).
The parametrization associated with i is
xi : (X−1,X1,X2) 7→ (X−1X1X2)
− 1
2
(
X−1X1X2 X−1X1
X1X2 1 +X1
)
.
From this we can directly evaluate the matrix N of Lemma 5.6, and along with the matrix
BmodΣ we have
N =
1
2
 1 1 −11 1 1
−1 1 1
 , BmodΣ =
 1 1 0−1 0 −1
0 1 1
 .
From this we compute the matrix M of Theorem 5.1, and the matrix M ′ of eq. (5.5):
M =
 0 0 −10 1 0
−1 0 0
 , M ′ =
 0 0 −1−1 1 −1
−1 0 0

Theorem 5.1 then says that the twisted cluster variables are determined from these by
(5.9) A′i =
∏
j∈I
(τ∗Aj)
Mij , Ai =
∏
j∈I
(τ∗A′j)
M ′ij .
On the other hand, by expanding eq. (2.18) we compute the following explicit formula for
the twist:
τ :
(
a b
c d
)
7→
(
db−1c−1 b−1
c−1 d
)
.
From this we can compute the twisted cluster variables directly:
(τ∗A−1, τ
∗A1, τ
∗A2) = (∆
−1
21 ,∆11,∆
−1
12 ), (τ
∗A′−1, τ
∗A′1, τ
∗A′2) = (∆
−1
21 ,∆
−1
12 ∆22∆
−1
21 ,∆
−1
12 ).
Of course, this agrees with eq. (5.9), noting that M and M ′ are each their own inverses. 
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