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Abstract
Let G be a split semi-simple adjoint group over Q, and S an oriented surface with punctures and
special boundary points. We introduce a moduli space PG,S parametrizing G-local system on S with
some boundary data, and prove that it carries a cluster Poisson structure, equivariant under the action
of the cluster modular group ΓG,S. We prove that the group ΓG,S contains the mapping class group of
S, the group of outer automorphisms of G, the product of Weyl groups over punctures, and the product
of braid groups over boundary components.
Let G˜ be the universal cover of G. Then there is a moduli space AG˜,S, parametrizing unipotent
G˜-local systems on S with an extra boundary data. We prove that it carries a ΓG,S-equivariant cluster
K2-structure, and the pair (AG˜,S,PG,S) is a cluster ensemble.
These results generalize the works of V. Fock & the first author, and of I. Le.
We quantize cluster Poisson varieties X for any Planck constant ~ such that ~ > 0 or |~| = 1.
Starting from a non-commutative algebra Oq(X ) deforming the algebra of functions on X , we define a
∗-algebra structure on its Langlands modular double:
A~(X ) := Oq(X ) ⊗Oq∨(X∨), q = eipi~, q∨ = eipi/~.
The involution ∗ preserves the factors if ~ > 0, and swipes them if |~| = 1. We construct a principal
series of representations of the ∗-algebra A~(X ) in a dence subspace SX of a Hilbert space, equivariant
under a unitary projective representation of the cluster modular group ΓX , assuming X∨ = X if |~| = 1.
This extends works of V. Fock & the first author when ~ > 0.
Combining this, we get a ΓG,S-equivariant quantization of the space PG,S. It is given by the ∗-
algebra A~(PG,S) and its principal series representations in a Hilbert space HG,S, equivariant under the
ΓG,S−action. We construct realizations of the principal series ∗-representations. In particular, when
S is punctured disc with two special points we get principal series ∗–representations of the Langlands
modular double of the quantum group Uq(g).
We conjecture that for a genus g surface S with with n > 0 punctures, there is a canonical nondegen-
erate continuous pairing between the infinite dimensional vector bundle on the punctured determinant
line bundle on Mg,n given by coinvariants of oscillatory representations of the W -algebra of g∨, and
the bundle of topological spaces provided by ΓG,S−equivariant quantization of the space PG,S.
Leitfaden
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1 Introduction
1.1 Quantization of moduli spaces of G-local systems on punctured surfaces.
Let G be a split reductive algebraic group over Q. We assume for now that the center of G is connected.
Let S be an oriented topological surface with n > 0 punctures. The character variety LocG,S
parametrizes homomorphisms π1(S)→ G, considered modulo G-conjugation. It is also known as the Betti
version of the moduli space of G-local systems on S. The mapping class group ΓS = Diff(S)/Diff0(S) of
S acts on LocG,S . Our first goal is to quantize the space LocG,S . By this we mean the following.
• We construct a non-commutative algebra Oq(LocG,S), deforming the algebra of regular functions on
LocG,S . It depends on an arbitrary number q ∈ C∗. The group ΓS acts by its automorphisms.
• We consider the Langlands modular double of the algebra Oq(LocG,S), defined as
A~(LocG,S) := Oq(LocG,S)⊗C Oq∨(LocG∨ad,S), q = e
iπ~, q∨ := eiπ/~. (1)
Here G∨ad is the minimal quotient for the Langlands dual group with connected center. If the center
of G∨ is finite, it is the adjoint group. So the Langlands modular duality enters to the construction:
A~(LocG,S) = A~∨(LocG∨ad,S), ~
∨ := 1/~.
Let us assume that the Planck constant ~ satisfies the following condition:
~+ ~−1 + 2 ≥ 0 ⇐⇒ ~ ∈ R>0, or |~| = 1. (2)
We define an involutive antiholomorphic antiautomorphism ∗ of algebra A~(LocG,S).
We construct a ΓS-equivariant representation of the ∗-algebra A~(LocG,S),1 given by:
i) a unitary representation γ → ργ of a central extension Γ̂S of ΓS in a Hilbert space HG,S;
ii) a representation ◦ of the ∗-algebra A~(LocG,S) by unbounded operators in a dense subspace S of
the Hilbert space HG,S with metric 〈∗, ∗〉, equivariant under the action of Γ̂S:
ργ(A ◦ s) = γ(A) ◦ ργ(s), ∀γ ∈ Γ̂S, ∀A ∈ A~(LocG,S), ∀s ∈ S.
〈As1, s2〉 = 〈s1, ∗As2〉.
(3)
In Section 1.2 we extend the quantization to moduli spaces related to a decorated surface S.
1. The simplest example: G = Gm. The space LocGm,S = Hom(H1(S,Z),Gm) is a split algebraic
torus. The intersection form on H1(S,Z) gives rise to a Poisson structure on the torus. The mapping class
group ΓS acts by automorphisms of the lattice H1(S,Z) preserving the form.
More generally, let Λ be a lattice with a skew symmetric form 〈∗, ∗〉 : Λ × Λ → Z. It gives rise to a
split algebraic torus TΛ with the character lattice Λ and a Poisson bracket {∗, ∗}:
TΛ := Hom(Λ,Gm), {Xλ,Xµ} := 2〈λ, µ〉XλXµ, ∀λ, µ ∈ Λ. (4)
1We assume that G is simply-laced if |~| = 1.
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Here Xλ is the character of TΛ assigned to λ ∈ Λ. One quantizes TΛ, getting a quantum torus algebra
Oq(TΛ), given by a free Z[q, q−1]-module with a basis Xλ, λ ∈ Λ, and the product
XλXµ = q
〈λ,µ〉Xλ+µ. (5)
The algebra Oq(TΛ) is just the group algebra of the discrete Heisenberg group assigned to the lattice Λ
and the form 〈∗, ∗〉, with q being the generator of the center. In the quasi-classical limit q → 1 we recover
the Poisson algebra (4) of regular functions on TΛ.
Consider the modular double of the quantum torus algebra:
A~(TΛ) := Oq(TΛ)⊗C Oq∨(TΛ), q = eiπ~, q∨ = eiπ/~, ~ ∈ C∗.
Denote by Yλ the generators of the algebra Oq∨(TΛ).
Definition 1.1. For any Planck constant ~ satisfying condition ~+ ~−1 ∈ R, the algebra A~(TΛ) has an
antiholomorphic involutive antiautomorphism ∗, defined as follows:
∗R, ~ ∈ R : ∗R (Xλ) = Xλ, ∗R (Yλ) = Yλ, ∗R (q) = q−1, ∗R (q∨) = q∨−1,
∗U, |~| = 1 : ∗U (Xλ) = Yλ, ∗U (Yλ) = Xλ, ∗U (q) = q∨−1, ∗U (q∨) = q−1.
(6)
The involution ∗R defines a real form of the quantum torus algebra Oq(TΛ).
The involution ∗U flips the two factors of A~(TΛ). It does not act on Oq(TΛ).
The group Sp(Λ) of automorphisms of the lattice with the form acts by automorphisms of algebras
Oq(TΛ) and A~(TΛ). Let S˜p(Λ) be its metaplectic cover. Using the Weil representation of the metaplectic
group, we get a S˜p(Λ)-equivariant quantization of the torus TΛ.
Theorem 1.2. For any ~ such that ~ ∈ R or |~| = 1, there is a representation ◦ of the ∗-algebra A~ in
a dense subspace S of a Hilbert space H. It is equivariant under a unitary representation γ 7−→ ργ of the
group the group S˜p(Λ) in the Hilbert space space H:
ργ(a ◦ s) = γ(a) ◦ ργ(s) ∀γ ∈ S˜p(Λ), ∀a ∈ A~, ∀s ∈ S. (7)
The space S is the maximal subspace in H where the algebra A~(TΛ) acts. There is a Freschet space
structure on S for which the algebra A~(TΛ) acts by continuous operators.
It is instructive to elaborate Theorem 1.2 in the simplest example.
2. A simple example. Let Λ = Z2, 〈e1, e2〉 = 1. Set ~ = β2. Let H := L2(R) be the Hilbert space of
functions f(t). Consider the shift operator Tz(f)(t) := f(t+ z). There are the following operators acting
on functions f(t):
X1 := T2πiβ, Y1 := T2πi/β ,
X2 := e
βt, Y2 := e
t/β .
(8)
Let S ⊂ L2(R) be the maximal subspace on which any polynomial of operators (8) is defined, and its
image lies in L2(R). It consists of all functions f(t) which for any real c decay faster then e
ct, and whose
Fourier transform has the same property. The space S contains functions
e−t
2+at+bP (t), where P (t) is an a polynomial and a, b ∈ C.
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The operators (8) acting in S satisfy the following commutation relations
q−1X1X2 = qX2X1, q∨
−1
Y1Y2 = q
∨Y2Y1, [Xi, Yj ] = 0.
This means that we get a representation of the algebra A~(TΛ). One checks that for any ~ such that
~ > 0 or |~| = 1 it is a representation of the ∗-algebra A~(TΛ) for the involution (6).
The unitary projective representation of SL2(Z) acts by operators ργ given by kernels Kγ :
f(x) 7−→
∫
R
Kγ(x, y)f(x)dx, γ ∈ SL2(Z).
For the generators T =
(
1 1
0 1
)
and S =
(
0 1
−1 0
)
of SL2(Z), we define the kernels by setting
KT (x, y) := e
−x2/4πiδ(x − y), KS(x, y) := 1
2πi
exy/2πi.
The kernel Kγ(x, y) for β 6∈ Q is determined uniquely up to a constant by the system of difference
equations arising from the equivariance condition (7). For example, for the kernel KS
KS(x+ 2πiβ, y) = e
βyKS(x, y), KS(x+ 2πi/β, y) = e
y/βKS(x, y)
KS(x, y + 2πiβ) = e
βxKS(x, y), KS(x, y + 2πi/β) = e
x/βKS(x, y).
Although one of the factors of the algebra A~(TΛ) does not have a limit when ~ → 0 or ~ → ∞, the
kernels Kγ(x, y) do not depend on ~, and define the metaplectic representation.
Recall the canonical ∗-representation of the Heisenberg algebra with the Planck constant 1:
p1 := 2πi · ∂
∂t
, p2 := t, [p1, p2] = 2πi, ∗ p1 = p1 ∗ p2 = p2. (9)
Rescaling it by β and β−1, we get two Heisenberg algebras given by logarithms of operators (8):
x1 := βp1 = 2πiβ · ∂
∂t
, x2 := βp2 = βt, [x1, x2] = 2πiβ
2,
y1 := β
−1p1 = 2πiβ−1 · ∂
∂t
, y2 := β
−1p2 = β−1t, [y1, y2] = 2πiβ−2.
3. The general case. Recall the Heisenberg Lie algebra HeisΛ assigned to a lattice Λ with a form
〈∗, ∗〉. It is a central extension of the abelian Lie algebra Λ by Z:
0 −→ Z −→ HeisΛ −→ Λ −→ 0.
The commutator of any elements p˜1, p˜2 projecting to p1, p2 ∈ Λ is given by [p˜1, p˜2] := 〈p1, p2〉.
Suppose first that the form 〈∗, ∗〉 is non-degenerate. Then there is the Heisenberg representation of
the Lie algebra HeisΛ with 1 ∈ Z 7−→ 2πi Id, and elements p ∈ Λ acting by self-adjoint operators p̂. The
exponents of the rescaled by β and β−1 operators p̂ generate two commuting quantum torus algebras,
providing a representation of the algebra A~(TΛ):
Xp := e
βp̂, Yq := e
β−1q̂, [Xp, Yq] = 0.
If ~+ ~−1 ∈ R, we get a representation of the ∗-algebra A~(TΛ) from Definition 1.1.
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Choosing a decomposition Λ = L⊕ L′ into a sum of two Lagrangian subspaces we get a realization of
the representation of the Lie algebra HeisΛ in the Hilbert space of semiforms on the vector space L⊗ R.
Namely, an element q ∈ L acts as a vector field 2πi∂q, and an element p ∈ L′ acts as the operator of
multiplication by the linear function 〈p, ∗〉.
The Hilbert spaces assigned to different decompositions of Λ are related by unitary intertwining oper-
ators, which form a unitary projective representation of the metaplectic group S˜p(Λ), known as the Weil
representation. Abusing terminology, we refer to any of these Hilbert spaces as a Hilbert space HΛ of the
Weil representation.
Now let Λ be lattice with an arbitrary form 〈∗, ∗〉. Let Λ0 ⊂ Λ be the kernel of the form. Then there
is a canonical map, whose fibers are the symplectic leaves of the Poisson structure on TΛ:
µ : TΛ → TΛ0 .
The Hilbert space HΛ assigned to Λ is the space of semiforms on TΛ0(R>0) with values in HΛ/Λ0 .
The subalgebra µ∗O(TΛ0) coincides with the center of the algebra Oq(TΛ) unless ~ 6∈ Q. If ~ ∈ Q, the
center is much bigger. So one can decompose HΛ according to the characters of the center. The characters
λ we get this way are paramatrized by the points of the group TΛ0(R>0):
HΛ =
∫
Hλdλ, λ ∈ TΛ0(R>0).
Remark. If ~ < 0 ←→ β ∈ iR, the analog of formulas (8) for the lattice Λ provide a representation of
the ∗− algebra A~(TΛ) with the antiholomorphic involution ∗I given by
∗I (Xλ) = X−1λ , ∗I (Yλ) = Y −1λ , ∗I (q) = q−1, ∗I (q∨) = q∨−1, (10)
However this representation is not compatible with cluster Poisson mutations discussed below, and thus
does not appear in this work. We will return to this later on.
4. Our strategy for an arbitrary G. One could hope to find a birational Poisson isomorphism
between the moduli space LocG,S and a Poisson torus TΛ, and then quantize the torus TΛ. However this
idea faces two serious issues:
1. In general such a birational isomorphism does not exist: the space LocG,S is not rational.
2. Although the mapping class group ΓS acts on LocGm,S by monomial transformations, its action on
LocG,S is non-linear if G 6= Gm. So given one coordinate system, the action of ΓS generates infinitely many
others, and we must relate their quantizations to produce a ΓS-equivariant quantization. This requires a
non-linear analog of the Weil representation.
We handle these issues using the following strategy.
1. We consider a moduli space XG,S , parametrizing G-local systems on S equipped with a reduction
to a Borel subgroup near each of the punctures. It is birationally isomorphic to a torus [FG1]. Forgetting
reductions to Borel at the punctures, we get a surjective map
π : XG,S −→ LocG,S. (11)
Over the generic point it is a Galois cover with the Galois group W n.
2. We employ cluster Poisson varieties introduced in [FG2]. It was proved in [FG4] that any cluster
Poisson variety X can be quantized, in the above sense, for any real positive ~ > 0.
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In Section 4 we extend the quantization to the case when X is simply-laced and |~| = 1. This way we
get a ∗-representation of the modular double of X .
Our strategy consists of the following steps. We equip the space XG,S with a ΓS-equivariant cluster
Poisson structure, use it to quantize XG,S , prove the cluster nature of the projection (11), and apply all
this to quantize the space LocG,S . Let us recall first what is a space with a cluster Poisson structure.
5. Cluster Poisson varieties. A space X with a cluster Poisson structure carries an atlas of log-
canonical rational coordinate systems. Any two of them are related by specific birational transformations,
called cluster Poisson transformations. The latter are compositions of monomial transformations and
cluster Poisson mutations. Here is a more detailed account. We start from the notion of a quiver.
Definition 1.3. A quiver c is a datum
(
Λ, (∗, ∗), {ei}, {gj}, {di}
)
, where:
i) Λ is a lattice, {ei} a basis of Λ, and {gj} ⊂ {ei} a subset of frozen basis vectors,
ii) (∗, ∗) a 12Z-valued bilinear form on Λ, with (ei, ej) ∈ Z unless both ei, ej are frozen,
iii) di ∈ Z>0 are multipliers such that 〈ei, ej〉 := (ei, ej)d−1j is skew-symmetric.
A quiver c is the same thing as a marked quiver. Indeed, the vertices of the quiver are given by the
basis vectors ei; they are marked by the integers dj . There are (ei, ej) arrows i → j if (ei, ej) > 0, and
(ej , ei) arrows j → i otherwise. Note that we allow half-arrows between the frozen vertices.
The quiver lattice Λc of a quiver c gives rise to a torus Tc := Hom(Λc,Gm). The skew-symmetric
1
2Z-valued bilinear form 〈∗, ∗〉c on the lattice Λc provides log-canonical Poisson structure (4) on the torus.
A cluster Poisson structure on a space X is given by a collection of Poisson tori Tc assigned to certain
quivers c, and birational isomorphisms
ic : Tc −→ X . (12)
The basis (e1, ..., en) of Λc provides, via the map ic, a rational cluster Poisson coordinate system
(Xe1 , . . . ,Xen) on the space X . For each basis vector ek there is an elementary transformation of quivers
µek : c→ c′, called quiver mutation, see (467), which give rise to birational Poisson transformations
µek : Tc −→ Tc′ , (13)
intertwining the maps ic in (12), that is making the following diagram commute:
Tc
ic //
µek

X
=

Tc′
ic′ // X
Any two cluster coordinate systems c1 and c2 of the cluster Poisson atlas are related by a sequence of
quiver mutations and quiver isomorphisms. Their composition is called a cluster Poisson transformation,
and denoted by µc1→c2 .
6. q-deformations of cluster Poisson varieties. Denote by Fq(Tc) the fraction field of the quantum
torus algebra Oq(Tc). Mutation maps (13) can be quantized, providing isomorphisms
µ∗ek : Fq(Tc′) −→ Fq(Tc).
So any cluster Poisson transformation µc1→c2 gives rise to a quantum cluster transformation
µ∗c1→c2 : Fq(Tc2)
∼−→ Fq(Tc1). (14)
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Definition 1.4. The algebra Oq(X ) consists of all elements f ∈ Oq(Tc) which remain Laurent polynomials
over Z[q, q−1] under any quantum cluster transformation (14).
For q = 1 we get the algebra of universally Laurent polynomials on X , denoted by Ocl(X ).
So for each quiver c of the cluster atlas there is a canonical embedding of algebras
i∗c : Oq(X ) ⊂ Oq(Tc). (15)
Cluster transformations identify subalgebras (15). So there are commutative diagrams
Oq(X )
µ∗c1→c2 //
i∗c2

Oq(X )
i∗c1

Fq(Tc2)
µ∗c1→c2// Fq(Tc1)
So there are two a priori different algebras assigned to an algebraic variety X , equipped with a cluster
Poisson structure. One is the algebra O(X ) of regular functions on the variety X . The other is the algebra
Ocl(X ) of universally Laurent polynomials. Its q-deformation is the algebra Oq(X ). This notation is
unambiguous: there is no alternative definition of Oq(X ).
This structure is best described by a cluster modular groupoid MX . Its objects are cluster Poisson
coordinate systems c on X , and morphisms are cluster Poisson transformations. The fundamental group
π1(MX , c) is called the cluster modular group ΓX .
So a quantum deformation of cluster Poisson X is a functor from the cluster modular groupoid MX to
the category of quantum torus algebras and birational isomorphisms between them.
7. Quantization of cluster Poisson varieties. Given a quiver, its Langlands dual quiver is defined
by changing the form by setting (x, y) := −(y, x), and keeping the rest of the quiver data intact. Given a
cluster Poisson space X , we denote by X∨ the Langlads dual cluster Poisson space. The quantum modular
double algebra of X is defined by setting
A~(X ) := Oq(X )⊗Z Oq∨(X∨), q = eiπ~, q∨ = eiπ/~, ~ ∈ C∗. (16)
Using the map (15) we get for each quiver c of the cluster atlas an embedding of algebras
α∗c : A~(X ) ⊂ A~(Tc). (17)
The next two theorems provide quantized cluster Poisson varieties.
According to Definition 1.1, any Planck constant ~ such that ~ + ~−1 ∈ R gives rise to an involution
∗ of the algebra A~(Tc). For each quiver c from the cluster atlas the embedding (17) induces a ∗-algebra
structure on A~(X ). Theorem 1.5 tells that it does not depend on c if ~ satisfies condition (2).
Theorem 1.5. For any ~ such that ~+~−1 ∈ R, there is a unique involution ∗ of the algebra A~(X ) such
that for any quiver c from the cluster atlas the map (17) is a map of ∗-algebras.
Denote by Hilb the category of Hilbert spaces with morphisms given by unitary projective maps, that
is a unitary operators defined up to a unitary scalar.
For any cluster Poisson variety X there is a split algebraic torus HX and a canonical map
p : X −→ HX (18)
such that the subalgebra p∗O(HX ) is the center of the Poisson algebra O(X ).
Theorem 1.6 tells us that the ∗- algebra A~(X ) can be quantized.
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Theorem 1.6. Let X be a cluster Poisson variety, and ~ is a Planck constant such that ~ + ~−1 ∈ R.
Then the ∗-algebra A~(X ) from Theorem 1.5 has a series of ΓX -equivariant representations, parametrized
by λ ∈ HX (R>0), and involving the following data.2
i) For each quiver c:
• A Hilbert space Hc,λ, assigned to the torus Tc by Theorem 1.2.
• A dense subspace Sc,λ ⊂ Hc,λ, equipped with a structure of a Frechet topological vector space.
• A continuous representation ρc of the ∗-algebra A~(X ) in Sc,λ.
ii) For each cluster mutation c1 → c2:
• a unitary operator Ic1→c2 intertwining3 representations ρc1 and ρc2 , and identifying Sc,λ:
Ic1→c2 : Hc1,λ ∼−→ Hc2,λ, Ic1→c2 : Sc1,λ ∼−→ Sc2,λ,
Ic1→c2(A) ◦ ρc1(s) = ρc2 ◦ µc1→c2(A)(s), ∀A ∈ A~(X ), ∀s ∈ Sc,λ.
(19)
iii) Intertwiners (19) define a functor from the cluster modular groupoid MX :
Q : MX −→ Hilb,
Q(c) := Hc,λ, Q(c1 → c2) := Ic1→c2
(20)
If ~ ∈ R, the involution ∗ acts on each factor in (16).
In the unitary |~| = 1 case, the involution ∗ interchanges the factors of the algebra A~(X ).
Theorem 1.6 for ~ > 0 was proved in [FG4].
Corollary 1.7. For any cluster Poisson variety X , any λ ∈ HX (R>0), and any ~ ∈ C∗ such that ~+~−1 ∈
R, there is a unitary representation of a central extension Γ̂X of the cluster modular group ΓX in the Hilbert
space Hc,λ, provided that X is simply-laced if |~| = 1.
8. Quantization of the space XG,S. To quantize XG,S it remains to prove that it has a ΓS-equivariant
cluster Poisson structure. For PGLm it was done in [FG1]. Ian Le in tour de force works [Le1], [Le2]
proved this for the classical series and G2. However these cases were treated by case by case study.
Our second main result, Theorem 1.12, provides a general construction of a cluster Poisson structure
on the spaces PG,S, assigned to arbitrary decorated surfaces S, which works for all G at once, and contains
the space XG,S as a particular case. It is new even for XPGLm,S , where it describes explicitly a larger class
of cluster Poisson coordinate systems then it was known before.
Let us describe now the center of the Poisson algebra O(XG,S). Recall that the monodromy of a framed
G-local system around the punctures p1, ..., pn on S provides a canonical projection
µ : XG,S −→ Hn. (21)
The subalgebra µ∗O(Hn) is the center of the Poisson algebra O(XG,S). It provides the center for the
q-deformed algebra Oq(XG,S), unless q is a root of unity, when the center is bigger. So the cluster torus
HX in (18) in this case is the torus Hn.
Therefore Theorem 1.6 combined with Theorem 1.12 discussed below immediately implies
2We assume that if |~| = 1 then X is simply-laced, i.e. X = X∨.
3Note that the second line in (19) makes sense only for A ∈ A~(X ).
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Theorem 1.8. Let G be any semi-simple split adjoint group. Let S be any surface with n > 0 punctures.
Then for any Planck constant ~ such that ~ ∈ R or |~| = 1, assuming that G is simply-laced if |~| = 1, there
is a family of ΓS-equivariant representations of the ∗-algebra A~(XG,S), parametrized by λ ∈ Hn(R>0). If
n > 1, it is also W n-equivariant.
In particular, we get a unitary representation of a central extension of the group ΓS ⋊W
n in a Hilbert
space HG,S;λ, which we refer to as the principal series of representations.
Theorem 1.8 generalized further to the case of arbitrary decorated surfaces in Theorem 1.17.
9. Quantization of the moduli space LocG,S. Projection (11) gives rise to an embedding
π∗ : O(LocG,S) −֒→ O(XG,S)Wn .
Recall the two a priori different algebras assigned to the moduli space XG,S: the algebra of regular
functions O(XG,S), and the algebra Ocl(XG,S) of universally Laurent polynomials.
Theorem 1.9. There is a canonical embedding
π∗ : O(LocG,S) −֒→ Ocl(XG,S)Wn . (22)
Theorem 1.9 is proved in [GS3]. In this paper we use it as a motivation.
Conjecture 1.10. The map (22) is an isomorphism.
We prove in Theorem 1.12 that the groupW n acts on the space XG,S by cluster Poisson transformations.
For PGLm it was done in [GS2, Section 7-8]. This allows us to define
Oq(LocG,S) := Oq(XG,S)Wn .
A~(LocG,S) := Oq(LocG,S)⊗Z Oq∨(LocG∨,S).
(23)
Theorem 1.8 provides the principal series of representations ρλ, where λ ∈ H(R>0)n, of the ∗-algebra
A~(XG,S). Denote by ResLocρλ their restriction to the ∗-algebra A~(LocG,S).
The projection (21) intertwines the action of the group W n on XG,S with the one on H(R>0)n. Since
the action of the groupW n on the space XG,S is cluster, by Theorem 1.6 it gives rise to unitary intertwiner
operators Iw, where w ∈ W n. These operators establish unitary equivalence of the representations of the
∗-algebra A~(LocG,S) which belong to the same W n-orbit:
Iw : ResLocρλ
∼−→ ResLocρw(λ).
Indeed, by the very definition, A~(LocG,S) lies in the algebra of W n-invariants of A~(XG,S).
1.2 Cluster Poisson moduli spaces assigned to decorated surfaces.
Our approach to quantization of the space XG,S uses systematically the amalgamation of cluster Poisson
varieties [FG3], recalled in Section 13.1, which allows to assemble more complicated cluster varieties from
the simpler ones. We pick an ideal triangulation of S, that is a triangulation with the vertices at the
punctures, and want to assemble an open part of the space XG,S from elementary moduli spaces attached
to triangles of the triangulation. Although spaces XG,S were defined in [FG1] for any surfaces with corners,
they are not suitable for this purpose. For example, the moduli space XPGL2,t assigned to a triangle t is
just a point. But we can not build a space from finitely many points. This raises a key question:
What is the “correct” Poisson moduli space assigned to a triangle, or a surface with corners? (24)
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Let us define first what is a surface with corners. A decorated surface S is an oriented topological surface
with punctures inside, and a finite number of special points on the boundary, considered modulo isotopy,
see Figure 1. We assume that each boundary component has at least one special point, the total number
of punctures and special points is positive, and the surface is hyperbolic. Special points cut the boundary
∂S into boundary intervals. Precisely, consider the punctured boundary:
∂̂S := ∂S− {special points}. (25)
Boundary intervals are the closures of connected components of the punctured boundary. They inherit an
orientation from the orientation of S.
Here comes our next key point: we introduce a moduli space PG,S assigned to any decorated surface S.
When S is a punctured surface, the space PG,S coincides with the one XG,S.
A
•
•B
•B
•A •A
• •
A A
Figure 1: A decorated surface S with 2 punctures (blue) and 5 special points (red). The moduli space
PG,S parametrizes G-local systems L on S with a framing, given by a flag B near each puncture which is
invariant under the monodromy around the puncture, and a decorated flag A at each special point.
Definition 1.11. The moduli space PG,S parametrizes G-local systems L on S, equipped with a reduction
to a Borel subgroup B near each puncture, and a reduction to a maximal unipotent subgroup U near each
special point. Furthermore, we assume that for each boundary interval I, the pair of Borel subgroups at its
ends given by the framing is generic.4 This extra data is called framing.
See also an equivalent Definition 2.10. The moduli space PG,S was introduced in [GS1, Section 10.2].
For each oriented boundary interval I of S, the framing determines uniquely a trivialization of the G-
local system L near I, such that the Borel subgroups at the endpoints of I are identified with the standard
opposite Borel subgroups B− and B of G, see Lemma 2.11. Such a trivialization at I is called pinning at
I. Altering the orientation of a boundary interval I forces a unique change of the pinning, interchanging
Borel subgroups B− and B. We call this operation flip of the pinnning at I.
1. The gluing map. A key feature of the moduli spaces PG,S is the gluing map. Given a decorated
surface S, possibly disconnected, we choose two boundary intervals I1 and I2. Gluing the intervals I1 and
I2 so that their orientations are opposite to each other, we get an oriented surface S
′, see Figure 2. The
images of punctures and special points on S define a decoration of S′. So S′ is a decorated surface.
A point of the moduli space PG,S is given by a G-local system L with framing, providing pinnings on
each of the boundary intervals I1, I2. Let us flip one of these pinnings. We glue the restrictions of the local
4 Note that a reduction a G-local system L to a maximal unipotent subgroup U at a point s determines a reduction to the
Borel subgroup B containing U at s.
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Figure 2: Gluing a quadrangle out of two triangles.
system L to the intervals I1 and I2 by identifying these pinnings, that is trivializations of L near I1 and
I2. The rest of the data is inherited, so we get a gluing map, see Lemma 2.14 for more details:
γI1,I2 : PG,S −→ PG,S′ . (26)
Gluing maps allow us to assemble the moduli space PG,S from the elementary ones. We start with an ideal
triangulation T of S, that is a triangulation of the surface with the vertices at the punctures and special
points. Any decorated surface S, except a once-punctured disc with a single special point, admits an ideal
triangulation T without self-folded triangles, and any two such triangulations are related by a sequence
of flips. A triangle t topologically is a disc with three special points given by the vertices. So it gives rise
to a moduli space PG,t. Gluing the surface S from the triangles t of T , and using maps (26) for each pair
of the glued sides, we get a gluing map, assembling the moduli space PG,S from the ones PG,t:
γT :
∏
t∈T
PG,t −→ PG,S. (27)
2. Discrete symmetries of the moduli space PG,S. Recall that the Weyl group W has canonical set
theoretic embeddingas µ into the braid group Bg. Let w → w∗ be the braid group automorphism given by
the conjugation by µ(w0). Since µ(w0)
2 lies in the center of Bg, this is an involution.
Consider the subgroup of stable points of the involution given by the conjugation by µ(w0):
B∗g = {w ∈ Bg | ww0 = w0w} ⊂ Bg. (28)
Let π be a boundary component of a decorated surface S. We associate with π a group
B
(π)
g =
{
Bg if the number dπ of special points on π is even,
B∗g if the number dπ of special points on π is odd.
(29)
Equivalently, B
(π)
g is the subgroup of Bg stable under the action of the involution µ(w0)
dpi . Since µ(w0)
2
is in the center, for even dπ we get the whole group Bg.
The following discrete groups act (birationally in the second case) on the moduli space PG,S:
• The mapping class group ΓS of S acts by automorphisms of the moduli space PG,S.
• For each puncture on S, there is a birational action of the Weyl group W of G on PG,S.
• For each boundary component π of S, we define in Section 10.4 an action of the braid group B(π)g ,
see (32), on the moduli space PG,S.
• The group Out(G) := Aut(G)/Inn(G) of the outer automorphisms of the group G acts by automor-
phisms of the moduli space PG,S.
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The mapping class group ΓS acts by permutting punctures and boundary components with the same
number of special points. So there is a canonical map
ΓS −→ Perm
(
{punctures of S} × {connected components of the boundary of S}
)
. (30)
Therefore the following group acts on the space PG,S:
γG,S := (ΓS ×OutG)⋉
( ∏
{components π of ∂S}
B
(π)
g ×
∏
{punctures of S}
WG
)
. (31)
It is the semi-direct product of the group ΓS × OutG acting on the last two factors in (31). Namely, the
group ΓS acts via the map (30), and the group OutG acts naturally.
The subgroup γ˜G,S. For technical reasons, we consider a subgroup B˜
∗
g ⊂ B∗g generated by the elements
µ(w) where w ∈W and w∗ = w. It is very likely that B˜∗g = B∗g. We set
B˜
(π)
g =
{
B˜∗g if the number dπ of special points on π is odd,
Bg if the number dπ of special points on π is even.
(32)
Let γ˜G,S be the subgroup of γG,S given by semi-direct product (31) where B
(π)
g is replaced by B˜
(π)
g .
To state Theorem 1.12, which is one of our main results, we exclude few pairs (G,S):
1. We always assume that the total number µ of marked points on S is positive, and
Exclude discs with ≤ 2 special points & punctured discs with 1 special point if G of type A1,A2. (33)
2. Talking about cluster nature of the Weyl group action we always
Exclude surfaces S with a single puncture and no boundary components. (34)
3. Talking about cluster nature of braid group actions we sometimes assume for simplicity that:
The total number of punctures and connected components of S is at least two. (35)
Theorem 1.12. Let G be any split semi-simple adjoint algebraic group over Q. Let S be a decorated
surface with n punctures and µ > 0, excluding the cases (33). Then
1. The space PG,S has a ΓS ×Out(G)-equivariant cluster Poisson structure.
2. Excluding the cases (34), the group W n acts by cluster Poisson transformations.
3. Assuming condition (35), for each boundary component π of S, the braid group B˜
(π)
g acts on the space
PG,S by quasi-cluster transformations, and on XG,S by cluster transformations.5
So, assuming (34) and (35), the group γ˜G,S maps to cluster modular groups of XG,S and PG,S.
5We have a proof without assuming condition (35). But it is not used in this paper, and thus will be presented later on.
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To prove Theorem 1.12 we construct a ΓS×Out(G)-equivariant cluster Poisson atlas on the space PG,S,
with a finite number of coordinate systems modulo the action of ΓS.
The cluster coordinates are rational functions on the moduli space PG,S. Note that a cluster structure
on a variety is completely determined by exhibiting a single cluster, that is a quiver together with a
coordinate system consisting of functions, labeled by the vertices of the quiver.
We give a very simple and transparent definition of Poisson clusters assigned to ideal triangulations
of S. Our definition takes just couple of pages: the cluster coordinates are defined in Section 5.3, and
the quivers in Section 7.2. However the proof of the key fact that that these clusters belong to the same
cluster atlas is rather non-trivial. It takes Sections 7 - 9 to accomplish.
Cluster nature of the geometric Weyl group action for PGLm was established [GS2, §7-8]. Using
crucially the technique developed there, proving the cluster nature of the Weyl group for general G become
a straightforward exercise, executed in Section 10.3.
The proof of the cluster nature of the braid group action is transparent for the space XG,S, see Section
10.4, but becomes quite demanding and involved for the space PG,S due to the presence of the frozen
coordinates. We present the proof in Sections 10.5 - 10.6.
Cluster nature of the group Out(G) action was established for PGLm in [GS2, Section 9], using quite
elaborate arguments. The present proof, for any group G, follows immediately from the definition of the
cluster atlas on the space PG,S. This clearly shows that even for G = PGLm, the current approach is much
more advanced than the one in [FG1].
Theorem 1.12 gives interesting examples of cluster modular groups enlarging mapping class groups.
Cluster nature of the group γ˜G,S action is crucial for applications. Here are the first one.
Definition 1.13. The algebra Oq(PG,S) consists of all elements f ∈ Oq(Tc) remaining Laurent polynomials
for any quantum cluster Poisson transformation for the atlas fromTheorem 1.12.
Theorem 1.14. The group γ˜G,S acts by automorphisms of the algebra Oq(PG,S) given by quantum quasi-
cluster transformations. They are quantum cluster transformations on the subgroup ΓS ×W n.
Theorem 1.14 is proved in Section 10.7. We proceed to our third main result, Theorem 1.17.
3. The center. Let H∗ be the coinvariants of the involution ∗ : h 7−→ w0(h−1) of the Cartan group H
of G. Let dπ be the number of special points on a boundary component π of S. Set
H(π) =
{
H∗ if dπ is odd,
H if dπ is even.
(36)
Definition 1.15. The split torus CG,S is the product of the Cartan groups H over the punctures and
components π with even dπ, and the groups H∗ over the components π with odd dπ:
CG,S := H
{punctures} ×H{π | dπ is even} ×H{π | dπ is odd}∗ . (37)
Theorem 1.16. 1. There is a canonical ΓS-equivariant surjective projection
µS : PG,S −→ CG,S.
2. The subalgebra µ∗SO(CG,S) is the center of the Poisson algebra O(PG,S).
3. There is a subalgebra O(CG,S) ⊂ Center Oq(PG,S). It is the center unless q is a root of unity.
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The key step of the proof of Theorem 2.20 is done in Proposition 11.3.
Given a puncture p, the H-components of the map µ̂S is given by the semi-simple part of the monodromy
of around p, defined using the framing at p, see Part 1b) of Theorem 2.19.
Given a boundary component π, the H(π)−component of the map µS is given by the outer monodromy
around π, defined in Part 3b) of Theorem 2.19.
4. Principal series ∗-representations for the space PG,S. We now proceed to one of the main
results of the paper. The Langlands modular double of the algebra Oq(PG,S) is a ∗-algebra
A~(PG,S) := Oq(PG,S)⊗C Oq∨(PG∨,S).
Theorem 1.17. Let G be a semi-simple split adjoint group. Let S be a decorated surface. Then for any
Planck constant ~ such that ~ ∈ R>0 or |~| = 1, and G is simply-laced if |~| = 1, there is a family of
γ˜G,S-equivariant representations of the ∗-algebra A~(PG,S), parametrized by λ ∈ CG,S(R>0). It includes
unitary projective representations of the group γ˜G,S in the Hilbert spaces H(PG,S)λ.
Here is another important application.
5. Applications to motivic DT-invariants and Dulaity Conjectures. In [GS2, Definition 1.5] we
introduced a transformation CG,S of the space XG,S. Let us extend it to the space PG,S.
Definition 1.18. The transformation CG,S of the moduli space PG,S is defined as follows:
CG,S := ∗ ◦
( ∏
components of ∂S
µ(w0)
)
◦
( ∏
punctures of S
w0
)
. (38)
It is interesting to note that it is the product of three different incarnations of the element w0:
• The element ∗ ∈ Out(G) arises from the involution ∗ of the Dynkin diagram acting on the simple
positive roots by αi∗ := −w0(αi).
• The braid group elements µ(w0) ∈ B(π)g for each of the boundary components π of S.
• The Weyl group elements w0 for each of the punctures of S.
For the space XG,S the element µ(w0) reduces to the “shift by one” of special points on each boundary
component. This is the way it was defined in [GS2]. Definition 1.18 looks more natural.
Theorem 1.19. Let S be an admissible decorated surface, that is we exclude surfaces (33)-(35). Then for
any adjoint group G, the transformation CG,S is a quasi-cluster Poisson transformation.
Proof. Follows immediately from Theorem 1.12.
Theorem 1.20. The map CG,S is the Donaldson-Thomas transformation for the cluster Poisson variety
PG,S.
For G = PGLm it can be deduced from the similar result in [GS2] for the moduli space XG,S.
Since by Theorem 1.19 the transformation CG,S is cluster Poisson, it remains to verify the criteria
[GS2, Definition 1.15] to prove Theorem 1.20 and therefore, combining with the main result of [GHKK]
and Theorem 1.31 below, to prove Duality Conjectures for the space PG,S, see [GS3].
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6. Construction of the cluster Poisson structure on the space PG,S. It goes in three steps.
1. For a triangle t, we introduce cluster Poisson coordinates on PG,t by a simple explicit construction
in Section 5.3. Alternatively, we get cluster Poisson structure on PG,t by amalgamating elementary
cluster Poisson varieties assigned to simple roots. The construction depends on a choice of a reduced
decomposition of the longest element w0 ∈ W into a product of the generators, and a choice of a
vertex of the triangle t. We prove:
Cyclic invariance. The resulting cluster structure does not depend neither on the choice of the
reduced decomposition of w0, nor on the vertex of the triangle t.
2. For each side I of the triangle t there is a canonical action of the Cartan group H on the space PG,t.
It provides a free action of H3 on PG,t. From the cluster Poisson perspective, the H3−orbits are the
“frozen fibers”, and the quotient PG,t/H3 is the “non-frozen base” for PG,t, see (468). The base is
the space Conf×3 (B) of generic G−orbits on the space of triples of flags:
Conf×3 (B)
H
HH
We assemble a cluster Poisson structure on the PG,S by amalgamating the ones on PG,t over the
set of triangles {t} of an ideal triangulation T of S. For a two triangles t1, t2 sharing an edge, the
amalgamation PG,t1 ∗PG,t2 amounts to the quotient of PG,t1 ×PG,t2 by the antidiagonal action of H:
H
glue =
amalgamate
We prove that the resulting cluster structure does not depend on a choice of T thanks to:
Flip invariance. For a quadrangle q, the cluster structure of the spaces PG,q does not depend on the
choice of a diagonal cutting q into triangles.
3. We show that the gluing maps (27) are compatible with the cluster amalgamation maps, thus estab-
lishing a cluster Poisson structure on the space PG,S.
This implies that the mapping class group ΓS acts on PG,S by cluster Poisson transformations.
Indeed, take an element γ ∈ ΓS, and a generic point [L] ∈ PG,S. Since our cluster atlas is ΓS-
equivariant, the coordinates of [L] in a cluster coordinate system c assigned to an ideal triangulation T
are the same as the coordinates of γ[L] for the cluster coordinate system γ(c) assigned to γ(T). Let us
relate triangulations γ(T) and T be a sequence of flips. Then, thanks to the cyclic and flip invariance,
there is a cluster transformation expressing the coordinates of γ[L] in the cluster coordinate system γ(c)
via the ones for c. This just means that γ acts by a cluster Poisson transformation.
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1.3 Quantized moduli spaces of G-local systems on decorated surfaces as a TQFT
The moduli space PG,S parametrizes objects which localize the topological notion of a G-local system on
a surface S using topologically trivial objects - triangles. The extra data, given by the flags at the vertices
and pinnings on the sides, allow to build the moduli space PG,S from the elementary ones PG,t, and in
particular to reconstruct a G-local system on S from the data assigned to the triangles. The localization
on triangles persists on the quantum level.
This contrasts with the standard technique of pair of pants decompositions of surfaces, where the
elementary objects - pair of pants - are topologically non-trivial. The Modular Functor Conjecture 1.21
relates the two approaches. It can be viewed as a continuous analog of a TQFT.
The quantized moduli spaces PG,S assigned to decorated surfaces allow to go one step further, assigning
a continuous analog of a braided monoidal category to a circle. Its objects are parametrized by the points
of H/W (R>0). The Hilbert space assigned to an n-punctured sphere is the space of invariants for the
tensor product of the objects at the punctures.
Our working horse is the moduli space LG,⊙ assigned to the decorated surface ⊙ given by a punctured
disc with two special points, defined below. It is closely related to the moduli space of Stokes data for the
flat connections on C∗ with an irregular singularity - an order two pole - at ∞, and regular at 0.
The modular functor conjecture [FG4, Conjecture 6.2]. Let us cut a decorated surface S by a
simple loop γ, getting a surface S′ with two new punctures p±. Principal series representations assigned
to S are parametrized by λ ∈ HG,S(R>0). The ones assigned to S′ are parametrized by the triples
(λ, χ−, χ+) ∈ HG,S(R>0)×H(R>0)×H(R>0).
Here χ± are the parameters at the punctures p±. By Theorem 1.17, representations attached to elements
(λ,w1(χ−), w2(χ+)) were w1, w2 ∈W are canonically equivalent. The equivalences are given by the unitary
intertwiners corresponding to the elements (w1, w2).
The restriction to S′ provides a map of the moduli spaces and a dual map of the ∗-algebras:
Resγ : PG,S −→ PG,S′ .
Res∗γ : A~(PG,S′) −→ A~(PG,S).
(39)
Conjecture 1.21. Given a decorated surface S, the principal series representation H(PG,S)λ has a natural
ΓG,S′-equivariant decomposition into an integral of Hilbert spaces
H(PG,S)λ ∼=
∫
χ
H(PG,S′)λ,χ,χ−1dµχ, χ ∈ H/W (R>0). (40)
Here H(PG,S′)λ,χ,χ−1 is the principal series representation assigned to S′.
The isomorphism (40) is an isomorphism of A~(PG,S′)-modules in the following sense:6
It intertwines the induced via map (39) action of the ∗-algebra A~(PG,S′) on the Schwartz space on the left
with its natural action on the Schwartz spaces on the right.
The modular functor conjecture was claimed by Teschner for PGL2 [T]. A proof for PGLm was
announced by Shapiro & Schrader, and mostly carried out by them in [SS2]-[SS3]. Although we consider
spaces PG,S rather then XG,S, the arguments [SS2]-[SS3] do not require essential changes.
6The algebra A~(PG,S′) acts by unbounded operators, so map (40) is not literally a map of A~(PG,S′)-modules.
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The moduli space LG,⊙. Given any moduli spaces PG,S, each special point s ∈ S gives rise to a map,
defined in Theorem 2.19, which takes the values in the Cartan group of G, and called the H−invariant:
ρs : PG,S −→ H. (41)
Let ⊙ be a decorated surface given by a punctured disc with two ordered special points s1, s2:
•
•
◦
Recall the involution h∗ := w0(h−1) on the Cartan group. The H-invariants at the points s1, s2 give
rise to the outer monodromy map:
µout : PG,⊙ −→ H, µout := ρs1ρ∗s2 . (42)
The H-invariant is defined the same way for the moduli space LocG,⊙. So there is a map
µout : LocG,⊙ −→ H. (43)
Definition 1.22. The moduli space LG,⊙ is the fiber of the map (43) over the unit e ∈ H.
Unlike the map µout, the space LG,⊙ does not depend on the order of special points s1, s2 on ⊙.
cut
glue
•
s1
•
s2
◦ ◦◦
•
•
◦ ◦
•
•
◦
•
•
Figure 3: Cutting the decorated surface ⊙ ∗ ⊙ ∗ ⊙ by two arcs into three decorated surfaces ⊙.
More generally, consider the decorated surface ⊙n = ⊙ ∗ · · · ∗ ⊙ given by a disc with n punctures and
two ordered special points s1, s2. It can be obtained by gluing of n copies of the decorated surfaces ⊙
along boundary intervals, see Figure 3. Then there is the outer monodromy map
µout : LocG,⊙n −→ H. (44)
Its fiber over the unit e ∈ H is denoted by
LG,⊙n := µ−1out(e) ⊂ LocG,⊙n .
The gluing of the moduli spaces LocG,⊙n results in the product of outer monodromies. So the gluing
provides a gluing map of the moduli spaces LG,⊙n :
LG,⊙n ∗ LG,⊙m −→ LG,⊙n+m. (45)
Let L˜G,⊙n be the fiber over e of the outer monodromy map µout : PG,⊙n → H. The gluing induces a map
L˜G,⊙n ∗ L˜G,⊙m −→ L˜G,⊙n+m .
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Factorization property. The key feature of the space LG,⊙n is that the map (45) is almost an isomor-
phism - it is a finite dominant map. Namely, given a collection of (n− 1) arcs β connecting special points
s1, s2 and subdividing the surface into n punctured discs, see Figure 3, there is a gluing map:
Fβ : LG,⊙ × . . . ×LG,⊙ −→ LG,⊙n . (46)
The space LG,⊙n(R>0) of the real positive points of LG,⊙n is well defined. Indeed, the space PG,⊙n
has a cluster Poisson structure by Theorem 1.12, so the manifold PG,⊙n(R>0) is well defined. The space
LG,⊙n(R>0) is obtained from it by taking the quotient by the action of the Weyl group W n, which is
positive by the part 1) of Theorem 1.12, and then taking the fiber of the outer monodromy map (44).
Let S be the subgroup of order two elements in the Cartan group H. Then |S| = 2r, where r = dim H.
Lemma 1.23. 1. The gluing map Fβ is a Galois cover with the Galois group S
n−1 over the generic point.
2. It induces an isomorphism over the spaces of real positive points:
F+β : LG,⊙(R>0)× . . .× LG,⊙(R>0)
∼−→ LG,⊙n(R>0). (47)
Proof. 1. Let us restrict a framed G-local system on ⊙n to punctured discs ⊙ obtained by cutting along
the arcs β. Assume that the pair of flags at each arc βi is generic. Then we can take a pinning pi for the
pair of flags sitting on the arc. Since the pinning on the left boundary segment of ⊙n is given, one can
find inductively pinnings p1, . . . , pn−1 so that the “outer monodromy is e” condition holds on each of the
left n− 1 discs. Finally, the outer monodromy around rightmost disc is e since it is so for the space ⊙n.
For each arc β1, . . . , βn−1 the group S acts simply transitively on the set of such pinnings pi. Indeed, the
action of an element h ∈ H on pinnings amounts to the action of h2 on the outer monodromy.
2. The positivity implies that the pair of flags at each arc βi is generic. So the map (47) is onto. The
action of any non-trivial element of the group S destroys positivity, so the map is injective.
Therefore the space LG,⊙n can be almost factorised, in many different ways, into a product of moduli
spaces LG,⊙. Note that the factorization property fails for the moduli spaces PG,⊙n . Indeed, if we replace
the L-spaces by the P-spaces, dimensions of the spaces in (46) would be different.
Braid group action. By Theorem 1.12 the braid group Brn, realized as the subgroup of the mapping
class group of ⊙n moving the punctures, acts as a cluster modular group on PG,⊙n , and preserves LG,⊙n .
Theorem 1.24. There is a unique birational action of the braid group Brn on the space LG,⊙× . . .×LG,⊙
in (46), lifting the action of Brn on LG,⊙n and preserving LG,⊙n(R>0). It relates different projections Fβ .
Similar results hold for the space L˜G,⊙n. In particular, for n = 2 we get the birational automorphisms
R : LG,⊙ × LG,⊙ −→ LG,⊙ × LG,⊙,
R˜ : L˜G,⊙ × L˜G,⊙ −→ L˜G,⊙ × L˜G,⊙.
(48)
lifting the mapping class group element interchanging the two punctures on ⊙2:
•
•
••
The uniqueness is clear from isomorphism (47). The existence will be proved in [GS3]. Theorem 1.24
will not be used in this paper.
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The antipode. There is an involution of the moduli space LG,⊙, induced by the map rotating the disc
by 180◦ around the diameter connecting the two special points, see Figure 13:
Inv : LG,⊙ −→ LG,⊙. (49)
The group G∗. Gluing map (45) followed by restriction map (53) provide the composition map
◦ : LG,⊙ × LG,⊙ −→ LG,⊙∗⊙ −→ LG,⊙.
Together with the map (49), they provide LG,⊙ with a Lie group structure. Indeed, the map ◦ is evidently
associative. The map (49) is the inverse map. The unit is given by the trivial G−local system with p = p′.
They provide LG,⊙ with the group structure. We will see in Section 2.5 that the map ◦ is a Poisson map,
providing LG,⊙ with a structure of a Poisson Lie group.
Recall the Poisson-Lie group structure on G. Its Drinfeld’s dual is a Poisson-Lie group G∗. The
following Theorem is proved in Section 2.5.
Theorem 1.25. The Poisson-Lie group G∗ is identified with the moduli space LG,⊙.
Remark. The idea that the Poisson Lie group G∗ can be interpreted as an appropriately defined moduli
space of G-local systems on a punctured disc with two special points on the boundary is due to V. Fock
and the first author.
Monoidal structure. Since gluing of P-spaces is compatible with the cluster Poisson amalgamation, a
collection of the arcs β cutting the decorated surface ⊙n gives rise to aW n−equivariant map of ∗−algebras
A~(PG,⊙∗...∗⊙) −→ A~(PG,⊙ × . . .× PG,⊙) = A~(PG,⊙)⊗ . . .⊗A~(PG,⊙). (50)
Passing to the outer monodromy =1 quotients, we arrive at the map of ∗-algebras induced by map (46):
F ∗β : A~(LG,⊙∗...∗⊙) −→ A~(LG,⊙ × . . .× LG,⊙). (51)
The quantization delivers a map of Hilbert spaces intertwining, just as in Conjecture 1.21, the map (51):
F ◦β : H(LG,⊙∗...∗⊙) −→ H(LG,⊙)⊗ . . .⊗H(LG,⊙). (52)
Using the fact that the map (47) is an isomorphism, one can see that the map (52) is an isomorphism.
Next, there is a canonical projection, obtained by taking a simple loop γ in ⊙ ∗ ... ∗ ⊙ containing all
the punctures, and restricting to the complement of the loop γ which does not contain the punctures:
Resγ : LG,⊙∗...∗⊙ −→ LG,⊙. (53)
It should give rise to the dual map of ∗−algebras. In fact, we consider a subalgebra A′~(LG,⊙) ⊂ A~(LG,⊙),
see (154), which should coincide with the whole algebra, and then get a map of ∗-algebras
Res∗γ : A′~(LG,⊙) −→ A~(LG,⊙∗...∗⊙).
It allows to view the Hilbert space H(LG,⊙∗...∗⊙) as an A′~(LG,⊙)-module. Using the factorization map
(52), we get an A′~(LG,⊙)-module structure on the tensor product
H(LG,⊙)⊗β . . .⊗β H(LG,⊙).
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The notation ⊗β emphasizes that it depends on the isotopy class of the collection of arcs β.
Recall the decomposition of the A~(LG,⊙)-module according to the action of the center, providing the
principal series of representations H(LG,⊙)α of the ∗-algebra A~(LG,⊙):
H(LG,⊙) =
∫
H(LG,⊙)αdα, α ∈ H(R>0)/W. (54)
The ⊗β−product respects decomposition (54). So we get tensor products of elementary objects:
H(LG,⊙)α1 ⊗β . . .⊗β H(LG,⊙)αn . (55)
Incorporating the dependence on β, we get local systems of Hilbert spaces on M0,n.
Decomposition of the tensor product. To decompose the tensor product of the principal series
A′~(LG,⊙)-modules (55), let us cut the decorated surface ⊙n along the loop γ, getting a sphere with n
punctures and a punctured disc ⊙ with two special points, see Figure 4:
⊙ ∗ . . . ∗ ⊙ = S2 − {p1, ..., pn} ∪γ ⊙. (56)
We use the notation
S2n := S
2 − {p1, ..., pn}.
Then modular functor Conjecture 1.21 applied to the loop γ provides an isomorphism
MFKγ : H(LG,⊙n−1) ∼−→ H(LG,⊙)⊗H(LocG,S2n). (57)
Combining factorization isomorphism (52) with (57), we arrive at the isomorphism
MFKγ ◦ F ◦α−1 : H(LG,⊙)⊗ . . .⊗H(LG,⊙)︸ ︷︷ ︸
n− 1 factors
∼−→ H(LG,⊙)⊗H(LocG,S2n). (58)
Decomposing it with respect to the characters of the center, we get:
H(LocG,S2n) =
∫
H(LocG,S2n)α1,...,αndα1 . . . dαn.
H(LG,⊙)α1 ⊗ . . .⊗H(LG,⊙)αn−1 =
∫
H(LG,⊙)αn ⊗H(LocG,S2n)α1,...,αndαn.
(59)
•
•
•
•
γ
γ
Figure 4: Decomposing the tensor product of the principal series.
Let us summarize the structures provided by the modular functor Conjecture isomorphism:
1. The action of the ∗-algebraA′~(LG,⊙) on the factor S(LocG,S2n) is trivial, and its action on S(LG,⊙∗...∗⊙)
is provided by the map (53).
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2. The action of A′~(LG,⊙) on S(LG,⊙) ⊗ . . . ⊗ S(LG,⊙) induced by the action on S(LG,⊙∗...∗⊙) and
isomorphism (52) is the action on the tensor product of A′~(LG,⊙)-modules S(LG,⊙).
This just means that isomorphisms (58) and (59) provide a decomposition of the tensor product of
principal series representations of the ∗-algebras A′~(LG,⊙) into an integral of the principal series repre-
sentations with the multiplicity spaces given by the Hilbert spaces H(LocG,S2n)α1,...,αn:
Theorem 1.26. Assume modular functor Conjecture 1.21. Then the local system of Hilbert spaces
H(LocG,S2n)α1,...,αn onM0,n is identified with the local system of invariants of the tensor product of principal
series of representations Hα1 , . . . ,Hαn of the ∗-algebra A′~(LG,⊙):
H(LocG,S2n)α1,...,αn =
(
Hα1 ⊗ . . . ⊗Hαn
)A~(LG,⊙)
. (60)
So the Hilbert space H(LocG,S)α for a punctured surface S generalizes the space of tensor product
invariants of the principal series representations of the ∗-algebra A′~(LG,⊙).
Conclusion. The geometric properties of moduli spaces PG,S and LG,⊙ show that representations of
the ∗-algebra A′~(LG,⊙) in Hilbert spaces H(LocG,S)α form a continuous analog of a braided monoidal
category. The monoidal structure is given by the gluing map for the moduli spaces LG,⊙, see Figure 3,
and the brading is given by the map Br, see Figure 1.24. The key facts underlying this are
1. Cluster Poisson nature of the moduli spaces PG,S, LG,⊙ and their group of symmetries γG,S.
2. The very existence and the cluster nature of the gluing map.
This braided monoidal “category” describes the principal series ∗-representations of the modular double
A~(g) of the quantum group Uq(g), see Section 2.6.
1.4 Representation theory and quantized moduli spaces of local systems
The set-up. The quantization of a cluster Poisson variety X , see [FG4] and Section 12, provides a triple
of spaces, equipped with the projective action of the cluster modular group ΓX :
SX ⊂ HX ⊂ S∗X . (61)
Here HX is a Hilbert space. The space SX is the largest subspace of HX where the ∗-algebra A~(X ) acts.
It has a structure of the topological Fre´chet space. The space S∗X is the topological dual to the space SX .
Let S be an oriented surface with n punctures. One of our main results is the quantization of the
space LocG,S , provided by the W
n-equivariant quantization of the cluster Poisson space PG,S . It provides
a triple of projective representations of the mapping class group ΓS with the same features as (61):
S(LocG,S) ⊂ H(LocG,S) ⊂ S∗(LocG,S). (62)
Conjecture 1.28 relates these spaces to the representation theory of W -algebras. It is a precise way
to formulate a conjecture relating the quantization of the moduli space LocG,S and the Toda field theory
related to the pair (G, S). The latter generalize the Liouville theory, corresponding to the case g = sl2.
The conformal blocks for the Toda theory should lie in the space S∗(LocG,S). They should lead to the
correlation functions for the Toda theory.
Recall the W -algebra Wg related to a Lie algebra g.7 For g = sl2 it is the Virasoro Lie algebra.
7We consider only W -algebras assigned to the principal nilpotent element of g.
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Recall the Langlands dual Lie algebra g∨ for the Lie algebra g. Denote by rkg the rank of g, by ρg the
half sum of the positive roots of g, and by h∨ the dual Coxeter number.
Recall the Teichmu¨ller space Tg,n parametrizing data (Σ, S;ϕ), where Σ is a genus g Riemann surface
with n punctures p1, ..., pn, S is an oriented topological surface with punctures, and
ϕ : S
∼−→ Σ
is a homeomorphism considered up to an isotopy. The Teichmuller space is contractable.
The mapping class group ΓS = Diff(S)/Diff0(S) acts on the space Tg,n.
The quotient Tg,n/ΓS is the moduli space Mg,n.
There is a collection of n + 1 line bundles over the moduli space Mg,n: the determinant line bundle
det Ω1Σ, and the line bundles Lg,n;pi given by the fibers of the cotangent bundle on Σ at the punctures pi.
The product of the corresponding punctured line bundles is a (C∗)n+1−bundle over Mg,n:
M̂g,n := (det Ω1Σ − {the zero section})×
n∏
i=1
(Lg,n;pi − {the zero section}).
We define the extended mapping class group Γ̂S := π1(M̂g,n). Since ΓS = π1(Mg,n), it is a central
extension:
0 −→ Zn+1 −→ Γ̂S −→ ΓS −→ 0.
Its equivalence class is described by the Chern classes of these line bundles in H2(Mg,n) = H2(ΓS).
There is the extended Teichmuller space T̂g,n equipped with an action of the group Γ̂S , so that
T̂g,n/Γ̂S = M̂g,n.
A connection on a vector bundle is integrable if it gives rise to the parallel transport along paths. An
integrable flat connection is the same thing as a local system of vector spaces. A connection on an infinite
dimensional vector bundle may not be integrable.
A local system on M̂g,n is the same thing as a Γ̂S-equivariant local system on T̂g,n.
Given a point τ ∈ M̂g,n, there are canonical functors:
{Representations of the group Γ̂S in infinite dimensional vector spaces} ∼−→
{Γ̂S-equivariant local systems of infinite dimensional vector bundles on T̂g,n} −→
{Γ̂S-equivariant infinite dimensional vector bundles with flat connection on T̂g,n}.
The first is an equivalence. The second is a fully faithful embedding. Its image consists of integrable flat
connections.
Conjecture 1.28 relates two kinds of data of very different nature.
The first, which we call de Rham data, come from Representation Theory. It describes a continu-
ous analog of fusion tensor categories for certain continuous series of infinite dimensional highest weight
representations of the W -algebra Wg∨ . Precisely, a de Rham data is given by
• De Rham bundle, given by the coinvariants8 of the oscillatory representations of theW -algebraWg∨ ,
8Given a Lie algebra g acting on a vector space V , the space of coinvariants is the quotient Vg := V/gV . On the other
hand, there is a space (V ∗)g = (Vg)
∗ of invariants in the dual vector space V ∗. If V is finite dimensional, the two spaces are
dual to each other. Otherwise the space of invariants (Vg)
∗ is much bigger than the space of coinvariants Vg.
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assigned to punctures of a Riemann surface Σ. It is a bundle of infinite dimensional vector spaces
on the moduli space M̂g,n, with discrete topology and a flat non-integrable connection.9
The second, which we call Betti data, is provided by the quantization of the moduli space LocG,S .
Let us elaborate now on the definitions of the de Rham and Betti data.
W -algebras. The W-algebra Wg contains the Virasoro subalgebra. The central charge of a representa-
tion of the W -algebra is defined as the central charge of its Virasoro subalgebra.
Let ĝ be the Kac-Moody Lie algebra assigned to a Lie algebra g. Given a level k representation V
of ĝ, the quantum Drinfeld-Sokolov reduction, given by the semi-infinite cohomology H
∞/2
n(t) (V, ψ), is a
representation of the associated W-algebra Wg. Its Virasoro subalgebra acts with the central charge
cg :=rkg
(
1− h∨(h∨ + 1)(k + h
∨ − 1)2
k + h∨
)
=
=rkg
(
1 + h∨(h∨ + 1)Q2
)
.
(63)
It is useful to express Q via the Planck constant ~ as follows10
Q2 = ~+ ~−1 + 2,
Q = β + β−1, Re(β) ≥ 0, ~ = β2. (64)
Note that the condition Q2 ≥ 0 just means that there are two options for the Planck constant:
~ ∈ R>0 or |~| = 1.
The Planck constant ~ related to the level k by
~ = −(k + h∨). (65)
To check (63) note in terms of the Planck constant, we have
(k + h∨ − 1)2
k + h∨
= k + h∨ +
1
k + h∨
− 2 = −(~+ ~−1 + 2).
Oscillatory series of representations of W-algebras. The algebraWg has a series of unitary highest
weight representations, which we call the oscillatory series. Their definition follows from the works of
Feigin - Frenkel [FF1], [FF2]. Oscillatory representations Vλ of Wg are parametrized by α ∈ h∗ and a
non-negative real number Q ∈ R≥0, with the weight λ and the central charge c given by11
λ = Qρg + iα ∈ Qρg + ih∗,
c = rkg
(
1 + h∨(h∨ + 1)Q2
)
.
(66)
The representations on the same orbit of the ◦-action of the Weyl group W are equivalent:
Vλ
∼
= Vw◦λ ∀w ∈W, w ◦ λ := w(λ−Qρg) +Qρg. (67)
Oscillatory representations form a subclass of unitary highest weight representations.
9The dual to this space is often called the space of conformal blocks. For example, let G = SL2, and let V := VΣ be a tensor
product of Verma modules and g := VirΣ the Lie algebra of meromorphic vector fields on Σ with poles at the punctures. In
[FBZ], or [VT, page 82], the space of conformal blocks is defined as the space of invariants of VirΣ acting on the dual vector
space (VΣ)
∗. We avoid calling it the space of conformal blocks since by Conjecture 1.28 the conformal blocks should lie in a
different space S∗(LocG,S).
10We use β rather then the traditional b.
11Beware of the clash of notation: ~ is the Planck constant, h∨ is the dual Coxeter number, h is the highest weight of the
Verma module for the Virasoro Lie algebra, and if this was not enough, h is the Cartan Lie algebra.
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Example. For g = sl2 these are the unitary representations of the Virasoro Lie algebra [KRR, §3.4],
parametrized by the central charge c and the highest weight h, such that
c ≥ 1, h ≥ (c− 1)/24. (68)
0
1
h
c
h ≥ (c− 1)/24
c ≥ 1
Figure 5: The oscillatory representations sector in the unitary rectangle h ≥ 0, c ≥ 1.
Indeed, in this case h∨ = 2, so c = 1 + 6Q2, and the highest weight h of the highest weight vector of
the oscillatory representation V 1
2
Q+iα of the Virasoro Lie algebra is given by
h =
Q2
4
+ α2. (69)
We recall [KRR, §12.5] that all unitary highest weight representations of the Virasoro Lie algebra are
the Verma modules with c ≥ 1, h ≥ 0, and the maximal quotients of the Verma modules (the unitary
discrete series corresponding to the minimal models) with
c = 1− 6
(m+ 2)(m+ 3)
, m = 0, 1, 2, . . .
h =
[(m+ 3)r − (m+ 2)s]2 − 1
4(m+ 2)(m+ 3)
, r, s ∈ N, 1 ≤ s ≤ r ≤ m+ 1.
There are two kinds of data on the space T̂g,n, given by families of Γ̂S-equivariant infinite dimensional
vector bundles with flat connections, parametrized by the same space of parameters.
De Rham data on T̂g,n. Using the chiral algebra assigned to Wg, one can assign to a given Riemann
surface Σ with punctures p1, ..., pn the space of coinvariants for any collection of highest weight represen-
tations Vλk of Wg attached to the punctures pk, denoted by
(Vλ1 ⊗ . . . ⊗Vλn)Σ,Wg , λk ∈ h∗C. (70)
It has a distinguished complex line spanned by the tensor product of the highest weight vectors:
LΣ,α = 〈vλ1 ⊗ . . . ⊗ vλm〉C. (71)
The coinvariants (70) give rise to a Γ̂S−equivariant vector bundle on the Teichmuller space T̂g,n:
∆Wg (Vλ1 ⊗ . . .⊗ Vλn) (72)
We refer to it as the de Rham bundle. The following basic fact is well known, and can be found in [FBZ].
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Theorem 1.27. The vector bundle of coinvariants (72) on the space T̂g,n carries a Γ̂S−equivariant flat
connection ∇coinv.
We can restrict our attention to oscillatory representations of the W -algebra Wg∨ , assigning to each
puncture pk a highest weight of the Langlands dual Lie algebra g
∨ of the following shape:
λk = Qρ+
√−1αk, αk ∈ h∗g∨ , ρ := ρg∨ . (73)
Betti data on T̂g,n. Let S be an oriented topological surface with n punctures. The quantization of the
Betti moduli space LocG,S, provided by Theorem 1.8, delivers a triple of spaces (62), as well as:
1. A representation of the group Γ̂S in the Hilbert space H(LocG,S), preserving S(LocG,S).
2. A Γ̂S-equivariant representation of the ∗-algebra A~(LocG,S) in the space S(LocG,S).
The Hilbert space H(LocG,S) is decomposed into an integral of representations parametrized by the
points α = (α1, ..., αn), where αk ∈ H/W (R>0), assigned to the punctures:
H(LocG,S) =
∫
H(LocG,S)αdα, α ∈ (H/W )(R>0)n.
So we get a triple of representations of the group Γ̂S:
S(LocG,S)α ⊂ H(LocG,S)α ⊂ S∗(LocG,S)α.
We view them as Γ̂S−equivariant local systems of infinite dimensional vector spaces on the space T̂g,n:
S(LocG,S)α ⊂ H(LocG,S)α ⊂ S∗(LocG,S)α.
Abusing notation, we denote the same way infinite dimensional local systems on the moduli space M̂g,n.
For example, we take the product T̂g,n × S(LocG,S)α, viewed as a trivialized flat bundle over T̂g,n, and
consider its quotient under the action of the group Γ̂S provided by its representation in S(LocG,S)α:
S(LocG,S)α :=
(
T̂g,n × S(LocG,S)α
)
/Γ̂S .
Let us relate the labels of de Rham and Betti bundles. Recall the isomorphisms
exp : h
∼−→ H(R>0),
h = h∗g∨ .
Combining them, we get a canonical isomorphism
h∗g∨ = H(R>0). (74)
So we can match unitary oscillatory representations of the algebra Wg∨ to the points of H(R>0):
VQρ+
√−1α ←→ α ∈ H(R>0), ρ := ρg∨ . (75)
Thanks to (67), de Rham and Betti bundles are parametrized by the same space: (H/W )(R>0)
n. The
homeomorphism ϕ : S → Σ defining a point of the Teichmuller space identifies, via (74), the labels at
the punctures on S and Σ. The de Rham bundles depend on a central charge c, while the Betti bundles
depend on the Planck constant ~.
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Conjecture 1.28. Let S be a genus g surface with n punctures. Then
1. There is a non-degenerate pairing of vector bundles with flat connections on the moduli space M̂g,n,
continuous on S(LocG,S)α:
Cα : ∆W
g∨
(Vλ1 ⊗ . . .⊗ Vλn)
⊗
S(LocG,S)α −→ C. (76)
Here λi and αi are related by (73), and the central charge c relates to the parameter Q by
c = rkg
(
1 + h∨(h∨ + 1)Q2
)
. (77)
2. The pairing (76) extends to complex values of λi and αi related by (73), and complex values of c and
~ related by (77), but may become degenerate for certain values of the parameters.
3. Since the pairing (76) is continuous on S, it induces a map of vector bundles with flat connections:
Cα : ∆W
g∨
(Vλ1 ⊗ . . .⊗ Vλn) −→ S∗(LocG,S)α. (78)
The vectors in the image of the map (78) are the conformal blocks for the Toda theory.
In particular, the image of the highest weight vector in (71) under the map (78) should provide a
Γ̂S-equivariant map to the vector space of distributions:
Cα : T̂g,n −→ S∗(LocG,S)α.
Cα(γ(τ)) = γ · Cα(τ) ∀γ ∈ Γ̂S, ∀τ ∈ T̂g,n.
(79)
The element Cα(τ) is the conformal block for the primary fields in the Toda theory.
Let us elaborate Conjecture 1.28, starting with an example illustrating the nature of coinvarints (72).
Example. The sheaf of differential operators DX on a smooth variety X is an infinite dimensional vector
bundle with a flat connection. The connection is given by the map TX ⊗ DX −→ DX , τ ⊗ D 7−→ τD,
where TX is the tangent sheaf. The connection is non-integrable. It does not have a monodromy.
The coinvariants (72) for G = PGL2 is a twisted D−module on Mg,n, twisted by the line bundle
Lc;h1,...,hn := (det Ω1Σ)c ⊗ (T ∗x1Σ)h1 ⊗ . . . ⊗ (T ∗xnΣ)hn , [Σ] ∈ Mg,n. (80)
Here c is the central charge, and hi the highest weight of the Verma module at the puncture xi on Σ. It is
identified, as a vector bundle with a flat connection, with the D−module of twisted differential operators
on the line bundle (80).
Conjecture 1.28 predicts a non-degenerate continuous pairing between two infinite dimensional flat vec-
tor bundles on M̂g,n. The first carries a non-integrable connection, and thus does not have a monodromy.
The second has an interesting monodromy. How can this happen? Here is an explanation.
Given a point τ ∈ T̂g,n, Conjecture 1.28 predicts the existence of a canonical continuous pairing
Cc,τ : (Vλ1 ⊗ . . .⊗Vλn)Στ ,Wg∨
⊗
S(LocG,S;c) −→ C (81)
between the discreet space of coinvariants and the topological Frechet vector space S(LocG,S;c). The space
S(LocG,S;c) is defined using a combinatorial data c, which determines a cluster coordinate system on the
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space PG,S . Changing the data c to the one c′ related by a cluster transformation c→ c′ does not change
the space of coinvariants, and amounts to the intertwiner Ic→c′ : S(LocG,S;c) −→ S(LocG,S;c′), which
determines the compatibility condition:
Cc′,τ (v ⊗ Ic→c′(s)) = Cc,τ (v ⊗ s). (82)
When τ varies, we have a family of pairings Cc,τ , providing a family of maps from the constant space
S(LocG,S;c) to the variable dual space of invariants:
C′c,τ : S(LocG,S;c) −→
(
V∗λ1 ⊗ . . . ⊗V∗λn
)W
g∨
Στ ,
. (83)
So any vector s ∈ S(LocG,S;c) gives rise to a section C′c,τ (s) of the vector bundle of invariants(V∗λ1 ⊗ . . .⊗ V∗λn)Wg∨ . (84)
Denote by ∇inv the flat connection on this bundle dual to the connection ∇coinv on the coinvariants from
Theorem 1.27. Conjecture 1.28 implies that the section C′c,τ (s) is flat:
∇invC′c,τ (s) = 0, ∀s ∈ S(LocG,S;c). (85)
Although the connection ∇coinv is not integrable, the map (79) is Γ̂S−equivariant. Indeed, the group Γ̂S
acts on the combinatorial data {c}. Let γ be a loop on M̂∗g,n, and [γ] ∈ Γ̂S its homotopy class. Denote
by γ˜ : τ → τ ′ a lift of γ to T̂g,n. Moving along the path γ˜ we change the data c to [γ](c). So it amounts
to a pairing
C[γ]c,τ : (Vλ1 ⊗ . . . ⊗Vλn)Στ ,Wg∨
⊗
S(LocG,S;[γ]c) −→ C. (86)
Thanks to (82), this is equivalent to the action of the intertwiner Ic→[γ]c. This imples (79).
Corollary 1.29. Conjectures 1.21 & 1.28 + Theorem 1.26 imply that one should have a non-degenerate
pairing between the coinvariants of oscillatory representations of the W -algebra Wg∨ and invariants of
the modular quantum group A~(g), continuous on the second factor and invariant under the braid group
action:
(Vλ1 ⊗ . . . ⊗Vλn)CP1−{z1,...,zn},Wg∨
⊗(
Sα1 ⊗ . . .⊗ Sαn
)A~(g) −→ C. (87)
A number of comments are in order.
1. Conjecture 1.28 relates the Toda theory to the quantization of the moduli space LocG,S . To state the
relationship precisely it is not enough to have just a unitary representation of the group Γ̂S in a Hilbert
space H(LocG,S); we need the whole quantization data. Indeed, we need a representation of the algebra
A~(G, S) by unbounded operators on the space H(LocG,S) to define the subspace S(LocG,S) - the maximal
domain of definition of the action of the algebra A~(G, S). And we must know that the action of the group
Γ̂S preserves this subspace.
2. To describe coinvariants of arbitrary unitary oscillatory representations we need to quantize the moduli
space LocG,S for both ~ > 0 and |~| = 1, i.e. for any Q > 0. For example, for sl2
csl2 = 1− 6
(k + 1)2
k + 2
= 1 + 6Q2 = 13 + 6(~+ ~−1).
So if ~ > 0, then c > 25. If |~| = 1, then 1 ≤ c ≤ 25. So to get the oscillatory series of unitary Verma
modules Mh,c with c ≥ 1, h ≥ c−124 we need the |~| = 1 case.
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3. The names de Rham and Betti reflect the fact that de Rham data are defined by using a Riemann
surface, while Betti data are defined using just a topological surface.
Recall that a weight n variation of Hodge structures H is Calabi-Yau if hn,0 = 1. Then k-th covariant
derivatives of the line FnH lie in Fn−kH.
The de Rham and Betti bundles with flat connections should be realizations of a variation of infinite
dimensional Calabi-Yau motives. Indeed, the map (78) should be the comparison map between the de
Rham and Betti realizations. The map (79) should describe the deepest F
∞
2
,0H part of the Hodge
filtration. The Hodge filtration should be recovered by covariant derivatives of section (79). The periods
of this motive should describe Feynman integrals for the correlation functions in the Toda theory:∫
e−
1
~
S(ϕ)Vz1(ϕ) . . . Vzn(ϕ)Dϕ.
Here the space of fields {ϕ} consists of functions on Σ with values in the Cartan Lie algebra h. Os-
cillatory representations of the W-algebra serve as the spaces of states in the Toda theory. Insertions
Vz1(ϕ) . . . Vzn(ϕ) in the Feynman integral correspond to the vectors in the space of coinvariants. The
highest weight vector of the representation Vλ corresponds to the insertion of e
α·ϕ, where α and λ are
related by (73).
4. Let us explain why the Γ̂S-equivariant map (79) predicted by Conjecture 1.28 should exist.
Given a Riemann surface Σ ∈ Mg,n, a group G, and α, there is a subspace of opers
OperG,Σ;α ⊂ LocDRG,Σ;α
in the de Rham moduli space of holomorphic G-connection on Σ, whose singularities at the punctures are
specified by the weights α. Given a marking ϕ : S
∼−→ Σ describing a point τ ∈ Tg,n, the monodromies of
opers provide a subspace in the Betti moduli space:
ϕ∗OperG,Σ;α ⊂ LocBettiG,S;α. (88)
The space on the right is symplectic. The subspace of opers is Lagrangian. We expect that this Lagrangian
subspace can be quantized, providing a line Lτ ⊂ S∗(LocG,S)α. Then the image of the highest weight line
Cα(LΣ,α), see (71), should be this line, and the projectivization of the canonical map (79) is given by the
assignment τ ∈ T̂g,n 7−→ Lτ .
5. A key feature of the map (78) is that the quantization spaces H(LocG,S) ⊂ S∗(LocG,S) do not have a
unique realization. For example, H(LocG,S) is presented by an infinite collection of Hilbert spaces related
by unitary projective transformations. Precisely, it is a functor
HG,S : MG,S −→ Hilb (89)
from a combinatorial cluster modular groupoid MG,S of the cluster Poisson space PG,S to the category of
Hilbert spaces Hilb with morphisms given by unitary projective maps. Indeed, to construct a realization
of the space H(LocG,S) we pick a combinatial data c providing a cluster Poisson coordinate system on the
space PG,S , defining a point of the groupoid MG,S .
The mapping class group ΓS maps to the fundamental group π1(MG,S). This is the way the group ΓS
acts by unitary projective transformations on the triple of quantization space.
One can imagine that functor (89) describes a local system on a space by using an infinite collection
of base points and canonical paths between them.
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6. The Hilbert spaces H(LocG,S) for ~ and H(LocG∨,S) for ~−1 are canonically identified.
On the other hand, the involution ~ → ~−1 amounts to the involution (k + h∨) → (k + h∨)−1 which
appears in the Feigin-Frenkel duality for representations of Wg and Wg∨ :
~ −→ ~−1 ←→ (k + h∨)→ (k + h∨)−1.
So the Langlands type duality built into the construction of the spaces H(LocG,S) corresponds under
(78) to the Feigin-Frenkel duality for representations of W -algebras.
7. The Hilbert spaces H(LocG,S;~) for ~ and the dual space H(LocG,S◦;−~)∗ for −~ can be identified, see
Section 4.4. Here S◦ is the surface S with the opposite orientation.
The involution ~→ −~ amounts to the involution (k + h∨)→ −(k + h∨), see (65), and the involution
cg ←→ 2rkg(1 + 2h∨(h∨ + 1)) − cg. (90)
For example, involution (90) for g = sl2 amounts to the Feigin-Fuchs involution
12
(c, h)←→ (26− c, 1− h) (91)
which appears in the contravariant duality for representations of the Virasoro algebra [FFu]. Indeed, if
g = sl2, then c = 13 + 6(~+ ~
−1), and ~→ −~ amounts to c→ 26 − c.
Involution (90) should correspond to a contravariant duality on representations of Wg.
So the ~ ←→ −~ duality for the spaces H(LocG,S) should correspond under (78) to the Feigin-Fuchs
type duality for representations of W -algebras.
8. Conjectural pairing (87) is merely a combination of isomorphism (60) with conjectural pairing (76)
for CP1 − {z1, ..., zn}. One might think about it as a conjectural analog of the Kazhdan-Lusztig theory
[KL] for the principal series of representations of quantum group. The Kazhdan-Lusztig theory relates the
modular tensor category of finite dimensional representations of Uq(g) at roots of unity, that is ~ ∈ Q in
our framework, to the fusion category of integrable representations of affine Kac Moody algebras at the
rational negative level.
9. Does the space of coinvariants (Vλ1 ⊗ . . .⊗ Vλn)W∨g has a unitary structure for a unitary oscillatory
representations Vλ? Note that quotients of an infinite dimensional Hermitian vector space do not neces-
sarily inherit a unitary structure. And the target of the map (78) is not a Hilbert space.
Conformal blocks, which a priori lie in the space S∗(LocG,S), may not lie in the Hilbert spaceH(LocG,S).
If they are, their norm is the correlation function. Otherwise it should be regularised. Assume that the
map (78) lands in the Hilbert space H(LocG,S)α, providing a map of Γ̂S-equivariant vector bundles on
T̂g,n:
Cα : ∆W
g∨
(Vλ1 ⊗ . . .⊗ Vλn) −→ H(LocG,S)α.
Then the image of the highest weight line (71) under this map gives a ΓS-equivariant map
Cα : T̂g,n −→ CP(H(LocG,S)α). (92)
12The Feigin-Fuchs duality is stated in [FFu] as (c, h′)←→ (26− c,−1− h′). It uses the generators L′n = z
n+1d/dz of the
Virasoro algebra. The generators used in conformal field theory differ by the sign: Ln = −z
n+1d/dz. For example, Virasoro
Verma modules Mc,h are unitarizable if c ≥ 1, h ≥ 0. So h
′ = −h, and h′ → −1− h′ corresponds to h→ 1− h.
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Recall that for any complex vector space V with a positive definite hermitian metric, the projective
space CP(V ) of lines in V carries a canonical functorial Fubini-Studi Kahler form ΩFS: for any subspace
V ′ ⊂ V , the Kahler form on CP(V ′) for the induced metric on V ′ coincides with the Kahler form induced
by the embedding CP(V ′)→ CP(V ). There is the tautological Hermitian line bundle L → CP(V ).
The pull back C∗α(L) of the tautological line bundle is a ΓS-equivariant Hermitian line bundle on T̂g,n.
Its curvature is a Kahler form on T̂g,n - the pull back C∗α(ΩFS) of the Fubini-Studi form. One should
have a canonical potential Cg,n;α for the Kahler form C∗α(ΩFS), given by the logarithm of the norm of a
ΓS-equivariant section s of the line bundle C∗α(L) on the Teichmuller space:
Cg,n;α := log ||s||, ∂∂ log ||s|| = C∗α(ΩFS). (93)
The function Cg,n;α descends to the space L∗g,n. It is the correlation function for Toda theory.
10. The key case of Conjecture 1.28 is when S is a pair of pants P3, and Σ = CP1 − {z1, z2, z3}. Let us
elaborate on this. Recall the variety of decorated flags AG = G/U. Consider the configuration space of
triples of decorated flags Conf3(AG) := G\A3G. It has a K2−cluster structure by Theorem 1.31. The set of
its positive points Conf3(AG(R>0)) is a manifold. It carries a Lebesgue measure µ, provided by the cluster
volume form on Conf3(AG). So we get a Hilbert space L2(Conf3(AG(R>0))). The realization construction
of Section 12 provides a representation of the ∗−algebra A~(G,P3) in this Hilbert space. It depends on
the way we glue a pair of pants from two triangles. We continue the discussion in Section 2.7. There is a
Schwarz-type subspace, given by the maximal domain of definition of the operators of A~(G,P3):
S(Conf3(AG)) ⊂ L2(Conf3(AG(R>0))). (94)
It can be decomposed further as follows. There is a canonical projection:
Conf3(AG) −→ H3G.
It is given by the h−invariants of the pairs of decorated flags for a given triple, see Section 2.2. Passing
to the positive points, and taking the fiber over a point (λ1, λ2, λ3) ∈ HG(R>0)3, we get a subspace
Conf3(AG)λ1,λ2,λ3 ⊂ Conf3(AG(R>0)), providing a similar to (94) pair:
S(Conf3(AG)λ1,λ2,λ3) ⊂ L2(Conf3(AG)λ1,λ2,λ3)). (95)
So for the pair of pants, Conjecture 1.28, combined with the realization construction from Section 12,
reduces to the following conjecture relating the coinvarinats of three oscillatory representations of the
W−algebra Wg∨ and the space of functions on configurations of triples of decorated flags:
Conjecture 1.30. For any (λ1, λ2, λ3) ∈ H3G(R>0), there exists a natural non-degenerate pairing
(Vλ1 ⊗Vλ2 ⊗Vλ3)CP1−{z1,z2,z3},Wg∨
⊗
S(Conf3(AG)λ1,λ2,λ3) −→ C. (96)
If G = PGL2, the space Conf3(AG)λ1,λ2,λ3 is just a point, and the space of coinvariants for the Virasoro
algebra (Vλ1 ⊗ Vλ2 ⊗ Vλ3)Vir is one-dimensional. So Conjecture 1.30 is valid. The pairing (96), suitably
normalized, is given by the three-point correlation function for the Liouville model [DO], [ZZ].
Taking a decomposition of the surface S into pair of pants, and combining Conjecture 1.30 with the
Modular Functor Conjecture 1.21, we arrive at a conjectural presentation of the Hilbert space HG,S as an
integral of Hilbert spaces (95) assigned to triangles related to the pair of pants decomposition.
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11. If G = PGL2, a pair of pants decomposition α of S gives rise to a Hilbert space L
σ
2 := L
σ
2 (R
3g−3+n
+ ).
The coordinates in R3g−3+n+ match the logarithms of lengths of the geodecics on Σ realizing α. It is
identified by 1.21 with H(PGL2, S). The unitary action of an element γ ∈ ΓS should correspond to
Teschner’s unitary operators Lσ2 → Lγ(σ)2 [T]. On the other hand, gluing conformal blocks according to the
decomposition α [T10, 5.2.1] provides a collection of invariants parametrised by the same R3g−3+n+ . One
can view this [T10] as a strong indication of the existence of a map
H(PGL2, S) −→
(
V∗λ1 ⊗ . . .⊗V∗λn
)Vir
Σ
.
This is stronger than (100), where we conjecture only a similar map of the subspace S(PGL2, S).
1.5 Cluster structure of the dual moduli space AG,S
Cluster varieties come in pairs: A & X . Here X is a cluster Poisson variety. The cluster variety A is its
dual. It is a geometric incarnation of a cluster algebra [FZ]: the algebra of universally Laurent polynomials
Ocl(A) is the upper cluster algebra [BFZ]. The cluster variety A carries a dual structure, which includes
a class in K2(A). To stress the difference between the two, we refer to it as a cluster K2-variety. Cluster
varieties A & X are related in many ways, and form a cluster ensemble [FG2].
1. The main result. The moduli space AG,S was introduced in [FG1]. It parametrizes twisted G-local
systems on S equipped with some extra data near the punctures and special points. This data forces the
monodromy of the local systems around the punctures to be unipotent.
Convention. We abuse notation by assuming that the group G in PG,S is always adjoint, while the
group G in AG,S is always simply-coonected, unless stated otherwise.
The spaces AG,S and PG,S are dual to each other in several ways, and related by a map
p : AG,S −→ PG,S. (97)
Given a puncture p on S, there is a geometric action of the Weyl group on the space AG,S introduced
in [FG1] for SL2, and in [GS2, Section 6] in general. The geometric action of the braid group B
(π)
G on the
space AG,S is defined essentially the same way as for the space PG,S.
Any cluster transformation acts simultaneously on the cluster Poisson and cluster K2−spaces which
form a cluster ensemble. Since we already defined actions of the Weyl and braid groups on the cluster
Poisson space PG,S, the K2−flavor of the same cluster transformation provides us cluster actions of the
Weyl and braid groups by cluster K2−transformations of the space AG,S.
So, assuming that we already proved that the spaces AG,S and PG,S form a cluster ensemble, we get
both the geometric and cluster actions of the Weyl and braid group on the space AG,S.
Theorem 1.31. Under the same assumptions as in Theorem 1.12,
1. Cluster structures on the spaces AG,S and PG,S are dual to each other: the pair (AG,S,PG,S), related
by the map (97), has a γ˜G,S-equivariant cluster ensemble structure.
2. The cluster variety structures on the spaces AG∨,S and PG,S are Langlands dual.
3. The space AG,S has a (Out(G)× ΓS)⋉W n-equivariant structure of a cluster K2-variety.
4. For each boundary component π, the braid group B˜
(π)
G acts by quasi-cluster transformations of AG,S.
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The analog of the gluing map (27) for the space AG,S is the restriction map:
ResT : AG,S −→
∏
t∈T
AG,t.
It is injective, and allows to decompose the space AG,S into the ones assigned to the triangles.
We give a very simple definition of cluster K2−coordinates on the moduli space AG,S assigned to ideal
triangulations of S in Section 5.2. They are regular functions, labeled by the vertices of quivers from
Section 7.2. An alternative way to define these functions is given in Section 6.3.
Just like in the Poisson case, proving that these cluster coordinates are related by clusterK2-transformations
is not easy, and takes Sections 7 and 8 to accomplish. This implies ΓS-equivariance of the resulting cluster
structure.
It remains to show that the cluster and geometric actions of the Weyl and braid group coincide. For
the Weyl group it follows immediately from [GS2]. For the braid group it is similar to the Poisson case.
The very existence of cluster coordinates on the moduli spaces PG,S and AG,S is a mystery: we do not
understand yet why such reach and rigid structures on these moduli spaces should exist.
The key feature of the pair of spaces (AG,S,PG,S), which enters to all dualities, is this:
dim AG,S = dim PG,S. (98)
If S has special points, property (98) fails for the pair (AG,S,XG,S), see (130). This is why, see (24),
The right Poisson moduli space for the pair (G,S) is the space PG,S, rather than XG,S. (99)
2. An application. Cluster coordinates on the spaces AG,S when S is a disc with n ≤ 4 special points
gives rise to an explicit construction of a cocycle representing the second universal motivic Chern class
with values in the weight two motivic cohomology complex ZM(2):
cM2 ∈ H4(BG•,ZM(2)). (100)
One of the application of this construction is an explicit construction of the determinant line bundle on
the moduli space BunG,Σ of holomorpohic G−bundles on a Riemann surface Σ with punctures.
3. Historical comments. Some parts of Theorem 1.31 were known before. Here is a brief survey.
A ΓS-equivariant positive atlas on the moduli spaces AG,S and XG,S was was defined in [FG1] using
total positivity [Lus2]. This is sufficient to develop many aspects of the Higher Teichmuller theory, e.g.
the Higher Teichmuller and lamination spaces, but not to quantize it.
A ΓS-equivariant cluster atlases on the moduli spaces ASLm,S and PPGLm,S were defined in [FG1]. The
construction relies on the existence of the special cluster coordinate system on the triangle in both cases,
which is a unique feature of the Am-case. The cyclic invariance holds for it on the nose.
The cluster nature of the Weyl group action for SLm was established in [GS2, Section 8.1].
Breaking the symmetry, pick a vertex of t and identify the space PG,t with an open part of B×H, see
Lemma 2.13. Then the action of the group TG,t := H
3 on PG,t from Section 1.2.6 is given by the left and
right actions of H on B, and the action of H on itself. The cluster Poisson structure on the Borel group B
was defined in [FG3]. Its quiver cB provides a large subquiver of the coveted quiver cG,t for PG,t.
It remains to add to the quiver cB the extra r frozen vertices, half-integral arrows between them, and
the arrows connecting them with cB. This turned out to be a hard problem, solved in Section 7. In
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contrast with the Am−case, it is very unclear why the mutation class of the quiver qG,t is preserved by
rotations of the triangle t. We prove this in Section 8, but it is still mysterious. The cyclic invariance of
the cluster Poisson structure of the non-frozen base Conf×3 (B) is relatively easy. The difficult part is to
handle the frozen fibers. The frozen variables are essential: we use them to amalgamate spaces PG,t.
Generalising [FG1] and using the amalgamation technique [FG3], Ian Le [Le1], [Le2] established cluster
structures on the spaces AG,S and XG,S for the classical series and G2. Le treats the series case by case,
elaborating several very interesting specific cluster coordinate systems for each case.
Our approach is systematic, and works for all groups at once. It is new even for SLm.
Cluster nature of the Weyl group action on spaces AG,S for types B,C,D was shown in [IIO].
Another quiver closely related to the space Conf3(A) was studied by Jiarui Fei [F] from a very different
perspective. See Appendix A of [F] for a list of such quivers. Note that the arrows containing unfrozen
vertices in Fei’s quivers coincide with ours. However the arrows between the frozen vertices are different,
e.g. there are no half-integral arrows in Fei’s quivers. Therefore one can not use them to define quivers for
surfaces other than a triangle. The construction of Fei’s quivers were from the Auslander-Reiten theory
of the category of projective presentations of Dynkin quivers. In this context, quivers with half integral
arrows are not defined. It would be very interesting to understand the relation between the two stories.
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2 Key constructions and results
In Section 2 we present main definitions and some of the main constructions, and state the results. We
provide proofs when they are simple. The proofs requiring elaborate arguments appear later in the text.
We do not duplicate later on any of the discussions in Section 2.
In Section 2.1 we recall basics on split reductive groups, and set the notation.
In Section 2.2 we discuss in detail decorated flags and pinnings.
In Section 2.3 we introduce moduli spaces PG,S, and define the gluing maps.
In Section 2.4 we discuss the key features of the spaces PG,S. In particular, we introduce a collection
of special regular functions on the moduli spaces PG,S, invariant under the mapping class group action.
These functions play the crucial role in our constructions. We stress that most of them, most notably the
potential functions, do not even exist for the spaces XG,S.
In Section 2.5 we elaborate the simplest example where all features of moduli spaces PG,S are present:
the punctured disc with two special points, and relate it to the Poisson Lie group G∗.
In Section 2.6 we define the principal series of ∗-representations of the quantum group modular double.
In Section 2.7 we discuss realizations of principal series representations of quantized cluster Poisson
varieties in general, and quantum groups in particular.
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In Section 2.8 we define an integrable system on the space of G-local systems on a surface S, depending
on a pair of pants decomposition of S, and a cluster coordinate system on Conf3(A).
2.1 Basics of split semi-simple algebraic groups
1. The Cartan group of G. Take a Borel subgroup B of G. The Cartan group of B is the quotient B/U,
where U is the maximal unipotent of B. The Cartan group of another Borel subgroup B′ is canonically
isomorphic to the Cartan group of B. Indeed, the subgroups B and B′ are conjugated, and B acts trivially
on B/U. Thus the group G determines the Cartan group H. It comes equipped with the root data. A
maximal split torus in G is called a Cartan subgroup. It is isomorphic to the Cartan group, but does not
carry a canonical root data.
2. Flags and decorated flags. The flag variety B parametrizes Borel subgroups in G. The group G
acts transitively on B. A choice of a Borel subgroup B defines an isomorphism B = G/B. A pair of flags
(B1,B2) is said to be generic if it belongs to the unique open G-orbit in B × B. Equivalently, B1 ∩ B2
is a Cartan subgroup of G. Assigning to a Borel subgroup B its unipotent radical U, we get a bijection
between Borel subgroups and maximal unipotent subgroups in G. The Borel subgroup B assigned to U is
the normaliser of U.
Let A := G/U be the decorated flag variety, also known as the principal affine space13. Let A ∈ A
denote a decorated flag. There is a natural projection
π : A −→ B, A 7−→ B. (101)
The Cartan group H acts on A on the right. The fibers of the map π are H-torsors. A pair (A1,A2) of
decorated flags is said to be generic if its underlying pair of flags (B1,B2) is generic.
3. The root data. Let I = {1, . . . , r} be the set of vertices of the Dynkin diagram, and Cij the Cartan
matrix. Let α1, . . . , αr be the simple positive roots, α
∨
1 , . . . , α
∨
r the simple positive coroots, and Λ1, . . . ,Λr
the fundamental weights, understood as characters / cocharacters of the Cartan group H:
αi : H −→ Gm, α∨i : Gm −→ H, Λj : H −→ Gm; Λj ◦ α∨i = IdδijGm, αi ◦ α∨j = Id
Cij
Gm
.
4. Pinnings of G. Let (B,B−) be a generic pair of flags. Let U := [B,B] and U− := [B−,B−] be
maximal unipotent subgroups. Let xi : A
1 → U be a unipotent subgroup associated to the simple root αi.
Equivalently, the choices of x1, . . . , xr determine an additive isomorphism
(χ1, χ2, . . . , χr) : U/[U,U]
∼−→ Ar,
χi(xj(a)) =
{
a if i = j
0 if i 6= j.
(102)
Let yi : A
1 → U− be a unipotent subgroup associated to the simple root −αi.
Definition 2.1. The datum p = (B,B−, xi, yi; i ∈ I) is called a pinning over (B,B−) if it gives rise to a
homomorphism γi : SL2 → G for each i ∈ I such that
γi
(
1 a
0 1
)
= xi(a), γi
(
1 0
a 1
)
= yi(a), γi
(
a 0
0 a−1
)
= α∨i (a). (103)
We sometimes will fix a pinning p and refer it as a standard pinning. The choice of a standard pinning
will be useful for concrete calculation.
13Inspite of the name, it is not an affine variety.
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5. The Weyl group of G. A pinning provides two ways to lift elements of the Weyl group W to G.
Namely, let si (i ∈ I) be the simple reflections generating W . Set
si := yi(1)xi(−1)yi(1), si := xi(1)yi(−1)xi(1). (104)
The elements {si} and {si} satisfy the braid relations. So we can associate to each w ∈ W two repre-
sentatives w,w ∈ G so that for any reduced decomposition w = si1 . . . sik one has w = si1 . . . sik and
w = si1 . . . sik .
Let w0 be the longest element of the Weyl group. The canonical central element sG is the image of(−1 0
0 −1
)
under a principal embedding SL2 →֒ G. We have sG = w20 = w20.
Recall the involution i 7→ i∗ of I such that α∨i∗ = −w0(α∨i ). For w ∈ W , we set w∗ = w0ww−10 . A
reduced decomposition w = si1 . . . sik induces a reduced decomposition w
∗ = si∗1 . . . si∗k .
2.2 Pinnings and decorated flags
Invariants of pairs of decorated flags. Fix a standard pinning. Let [U] ∈ A be the left coset of U in
G containing 1 and let [U−] = w0 · [U].
Lemma–Definition 2.2. Consider the configuration space
Conf2(A) := G\A2.
For each pair A1,A2 ∈ A, there exist a unique h ∈ H and a unique w ∈W such that
(A1,A2) = (h · [U], w · [U]) ∈ Conf2(A).
Define the basic invariants
h(A1,A2) := h, w(A1,A2) := w. (105)
A pair of decorated flags (A1, A2) is generic if and only if w(A1,A2) = w0.
Proof. Recall the Bruhat decomposition G =
⊔
w∈W UHwU. Therefore
Conf2(A) = G\(G/U)2 ∼= U\G/U =
⊔
w∈W
Hw
consists of |W |-many copies of H. The rest follows easily.
Similarly, we define h−(A1,A2) := h− and w−(A1,A2) := w− such that
(A1,A2) = (h− · [U−], w− · [U−]).
It is easy to show that
h(A1,A2) = w0(h−(A1,A2)), w(A1,A2) = w−(A1,A2)∗. (106)
The invariant w(A1,A2) is called w-distance. It depends only on the underlying flags. We denote by
w(B1,B2) the w-distance of a pair (B1,B2), and by w−(B1,B2) the w−-distance.
Lemma 2.3. Suppose u, v ∈W are such that the length l(uv) = l(u) + l(v). Then
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1. If w(B1,B2) = uv, then there is a unique flag B
′ such that
w(B1,B
′) = u, w(B′,B2) = v.
2. Conversely, if w(B1,B
′) = u and w(B′,B2) = v, then w(B1,B2) = uv.
Lemma 2.3 is well-known. The following Corollary is a direct consequence of Lemma 2.3.
Corollary 2.4. Let (Bl,Br) be a pair of flags with w(Bl,Br) = w. Every reduced word i = (i1, . . . , ip) of
w gives rise to a unique i-chain of flags {Bl = B0, B1, B2, . . . , Bp = Br} such that w(Bk−1,Bk) = sik for
each k ∈ {1, . . . , p}, as illustrated below:
Bl = B0 B1 B2 B3 B4 Bp = Br
si1 si2 si3 si4
· · ·
· · ·
Proposition 2.5. 1. If w(A1,A2) = u, then
h(A1 · h1,A2 · h2) = h1u(h−12 )h(A1,A2),
h(A1,A2)u = uh(A2,A1)
−1.
(107)
2. Assume w(A1,A2) = u and w(A2,A3) = v. If l(uv) = l(u) + l(v), then
h(A1,A3) = h(A1,A2) · u (h(A2,A3)) . (108)
3. We have
h(xi(b) · [U−], [U−]) = α∨i∗(b).
Proof. Part 1 is by definition. Part 2 follows from Lemma 2.3 and Part 1. Note that(
1 b
0 1
)
=
(
1 0
b−1 1
)(
0 1
−1 0
)(
b−1 0
0 b
)(
1 0
b−1 1
)
.
Therefore
xi(b) = yi(b
−1)siα∨i (b
−1)yi(b−1). (109)
Note that yi(b
−1) can be absorbed in to [U−]. So
(
xi(b) · [U−], [U−]
)
=
(
α∨i (b
−1) · [U−], si · [U−]
)
. Therefore
h− = α∨i (b
−1) and h = α∨i∗(b).
Pinnings and decorated flags revisited. An additive character ψ : U→ Ga is non-degenerate if the
stabilizer of the Cartan group H, acting on ψ via h ◦ ψ(u) := ψ(h−1uh), is the center of G.
Assume that the center of G is trivial. Then the space AG = G/U can be defined as a moduli space.
Definition 2.6. A decorated flag for an adjoint group G is a pair (U, ψ) where U is a maximal unipotent
subgroup and ψ : U→ Ga a non-degenerate additive character. The space AG parametrises decorated flags.
Forgetting ψ and taking the unique Borel subgroup containing U, we get the map π : AG → BG.
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Remark. The group G acts by conjugation on the pairs (U, ψ). This action is transitive. Since the center
of G is trivial, the stabilizer of such a pair (U, ψ) is U. Hence we get an isomorphism iχ : AG ∼−→ G/U.
This isomorphism is not canonical, since to specify a point in AG, one needs to choose a non-degenerate
character ψ, or better, a pinning. So writing AG = G/U we abuse notation, keeping in mind a choice of a
pinning. The coset [U] in G/U refers not just to a subgroup of G, but to a standard maximal unipotent
subgroup for a given pinning.
We give two more equivalent definitions of pinnings that play a crucial role in our constructions.
Lemma–Definition 2.7. Assume that the group G has trivial center. A pinning over a generic pair
(B1,B2) is the same as:
1. A pair (A1,B2), where A1 is a decorated flag over B1.
2. An ordered generic pair of decorated flags (A1,A2) such that h(A1,A2) = 1.
Proof. 1. Let U ⊂ B1 be the maximal unipotent subgroup. A choice of pinning data xi is equivalent to
a choice of a non-degenerate character ψ such that ψ(xi(a)) = a. The choice of yi is determined by the
choice of xi.
2. We show that 1 ⇔ 2. Given a generic pair (A1,B2), there is a unique A2 over B2 such that
h(A1,A2) = 1. Conversely, every (A1,A2) provides a pair (A1, π(A2)).
Denote by P the moduli space of pinnings. The group G acts on pinnings, making P into a left principal
homogeneous G-space. There is a projection of G-spaces P −→ B × B, whose image is the subvariety of
generic pairs of flags. It is clear from (107) that the Cartan group H acts on each fiber of this map by
(A1,A2) 7→ (A1 · h,A2 · w0(h)) . (110)
This action is simply transitive.
Definition 2.8. Let p = (A1,A2) be a pinning over an ordered pair (B1,B2). We define the opposite
pinning p∗ of p to be the pinning (A2,A1) over (B2,B1).
The map p→ p∗ intertwines the action of an element h ∈ H on p with the action of w0(h) on p∗.
2.3 Moduli spaces PG,S of framed G-local systems with pinnings on S
In Sections 2.3 - 2.5 the group G has trivial center. We denote by G˜ its universal cover.
Definition 2.9 ([FG1]). The moduli space XG,S parametrizes G-local systems L on S equipped with a
reduction to a Borel subgroup near each marked point, called a framing.
A reduction of L to a Borel subgroup near a marked point m is the same thing as a flat section βm of
the local system LB := L ×G B of flag varieties near m. Abusing terminology, we call βm the flag at m.
Given a boundary interval I, the flags at its vertices are ordered by the orientation of the boundary
of S. Transporting them to a common point of I we get a pair of flags. Let us assume that it is generic.
Then a pinning pI at a boundary interval I is a pinning over this ordered pair of flags.
Definition 2.10. The moduli space PG,S parametrizes triples (L, β; p) where
• L is G-local system on S, and β = {βm} is a framing on L, such that the pairs of flags at the ends
of every boundary interval are generic;
• p = {pI} is a collection of pinnings assigned to every boundary interval I.
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By Definition 1.11, the space PG,S parametrizes G-local systems L on S with apparently different data:
1. For each puncture p a flag Bp near p, invariant under the monodromy around p;
2. For each special point s, a decorated flag As at s, such that for each boundary interval I, the induced
pair of flags at the vertices of I is generic.
Lemma 2.11. Definitions 2.10 and 1.11 are equivalent.
Proof. In Definition 1.11 we see a single decorated flag As near each special point s, while in Definition
2.10 we see a pair of decorated flags (A−s ,A+s ) near each s above the same flag Bs, with As between them,
and the boundary is oriented by A−s → As → A+s . Then there is a bijection between these data such that
As = A
+
s . (111)
Indeed, a pinning is a generic pair of decorated flags with the h-invariant 1. So a decorated flag As, a
pinning at the boundary interval s → s′ determine uniquely a decorated flag A−s′ with h(A+s ,A−s′) = 1:
•
A1
•
A2
•
B1
•
B2
A−1 A
+
1 A
−
2 A
+
2
1
This argument works even if s is the single special point on a boundary component.
Definition 2.12 ([FG1]). The moduli space A
G˜,S
parametrizes G˜-local systems L on the tangent bundle to
S with the zero section removed, TS−{0}, with the monodromy s
G˜
around the generator of π1(TxS−{0}),
and equipped with a flat section of the local system LA := L ×G˜ A over the punctured boundary ∂̂S.
Remarks. 1. The data on the left of the Figure and Definition 1.11 are simpler than the data on the right
and Definition 2.10. However the data on the right incorporates the operation of moving the decorated
flag Ai+1 to the left towards the special point i. It makes evident the invariant h(A
−
i ,A
+
i ) ∈ H at the
point i. And the gluing map is defined only for the space PG,S, and uses the pinnings pI = (A+i ,A−i+1).
2. If S has no punctures, the moduli spaces A
G˜,S
and PG,S are almost isomorphic: the projection
G˜ → G provides a finite cover ξ : AG˜,S → P ′G,S, where P ′G,S is the moduli space obtained by dropping in
2) the generality condition for the pairs of flags at the ends of the boundary intervals.
So in this case the space A
G˜,S
carries, in addition to the K2−structure, a canonical ΓS−equivariant
Poisson structure. We believe this is the mechanism providing certain specific but very important cluster
K2−varieties with canonical Poisson structures. The 2-form provided by theK2−structure and the Poisson
structure are typically degenerate, and thus are not inverses of each other.
3. The best way to picture a decorated surface S is to use the open string format. Namely, we expand
special points to black boundary intervals, call the intervals between them white boundary intervals, and
expand punctures to black boundary components. Then a boundary component is either a polygon with
black and white sides, or a black circle. The black and white boundary is used as follows:
• We put a flat section of the local system of flags LB, over each black interval/circle.
• The pinnings are at the white boundary intervals. We glue surfaces along the white intervals.
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Yet to simplify the pictures we stick to presenting decorated surfaces using marked points.
4. For each boundary interval I, the action (110) of the group H on pinnings at I gives a free action
αI : H× PG,S −→ PG,S. (112)
5. By part 4) of Theorem 1.31, cluster structures on the space AG,S and PG∨,S are Langlands dual.
Duality Conjectures [FG2] imply that there should exist a canonical ΓS-equivariant linear basis on in the
space of regular functions on each of these spaces, parametrized by the integral tropical points of the other.
This extends Duality Conjectures from [FG1] to decorated surfaces.
Example. A triangle t topologically is a disc with three special points. The moduli space PG,t parametrises
triples of decorated flags (A1,A2,A3), or what is the same by Lemma 2.11, triples of flags with pinnings,
considered modulo the diagonal G-action:
PG,t := {(A1,A2,A3)} /G 2.11= {(B1,B2,B3; p12, p23, p31)} /G . (113)
Here B1,B2,B3 are pairwisely generic, and pij is a pinning over (Bi,Bj). We picture an element of PG,t
by oriented triangles, with the flags assigned to vertices, and arrows showing the pinnings, see Figure 6.
Reversing an arrow means replacing the corresponding pinning by the opposite one in Definition 2.8.
A1
A2 A3
B1
B2 B3
p12
p23
p31
Figure 6: Two incarnations of the moduli space PG,t.
Let us pick a standard pinning p = (B,B−, xi, yi; i ∈ I) and set B∗ = B ∩ B−w0B−.
Lemma 2.13. Given a triangle t, a choice of its vertex v provides an isomorphism
iv : PG,t ∼−→ B∗ ×H.
Proof. Every G-orbit in (113) contains a unique representative such that p12 is the standard pinning p
chosen. The choice of a third flag B3 and a pinning p31 over (B3,B1) one-to-one corresponds to a choice
of b ∈ B∗ such that p31 = b · p∗12. Here b ∈ B∗ since the pair (B2,B3) is required to be generic. The choice
of p23 corresponds to h ∈ H such that its associated character ψ(p23) = h · ψ(p∗12).
Gluing. Gluing any pair of boundary intervals I1, I2 on S, we get a decorated surface S
′, see Figure 2.
p
q
p
q∗ p = q
∗
Figure 7: Gluing framed local systems with pinnings on two triangles.
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Lemma 2.14. There exists a canonical regular dominant map, which we call the gluing map:
γI1,I2 : PG,S −→ PG,S′ . (114)
Its fibers are H-torsors. The map (114) admits a factorization PG,S −→ PG,S/H −֒→ PG,S′ . Here the first
map is the quotient by the action (αI1 , αIop2 ) of H. The second is injective.
Proof. The restriction of a framed G-local system with pinnings on S to a boundary interval I is trivialised
by the pinning pI assigned to I. Let us replace one of the pinnings, say pI2 , by the opposite pinning p
∗
I2
,
see Definition 2.8. There is a unique isomorphism between the restrictions of a framed G-local system on
S to neighborhoods of the boundary intervals I1 and I2 which identify the pinnings pI1 and p
∗
I2
. Using this,
we identify the framed G-local systems on S near the boundary intervals I1 and I2, glue them over the
interval I, and then forget the pinning over I. Since in the adjoint group G we have w20 = 1, identifying
the pinnings p∗I1 and pI2 amounts to the same result. Since the pinnings with the same underlying pair
of flags form an H-torsor, we get a principal H-bundle over the image. Any framed G-local system on S′
whose restriction to the edge I is given by a generic pair of flags lies in the image of the gluing map.
Given an ideal triangulation T of a decorated surface S, we can cut S into a collection {t} of ideal
triangles of T. Conversely, a pair (S,T) is just a surface glued from triangles. The edges of the triangulation
T are the internal edges, that is the ones we use to cut S into triangles. They are identified with the pairs
of glued sides of triangles. The unglued sides of triangles are identified with boundary intervals of S. For
example, an ideal triangulation of a rectangle has one edge and four boundary intervals.
The gluing maps allow us to assemble the space PG,S from the spaces PG,t assigned to the triangles.
This way we arrive at the following key result.
Theorem 2.15. Let S be a decorated surface, and T an ideal triangulation of S. Then the space PG,S
is birationally equivalent to the one obtained by gluing the spaces PG,t assigned to the triangles t of T.
Moreover, there is a canonical Zariski open embedding
γT :
∏
t
PG,t
/
H{edges of T} −֒→ PG,S. (115)
In particular, the moduli space PG,S is rational.
Proof. The first claim follows from (115). The moduli space PG,t is rational by Lemma 2.13. The gluing
preserves rationality. This implies the rationality of the space PG,S.
We describe the cluster structure of PG,S via the amalgamation for G = PGL2 in Section 3.1, and for
G = PGLm in Section 3.2. Section 3 is independent of the rest of the paper.
2.4 Key features of the moduli space PG,S
1. The potential functions Wαi [GS1, Section 1.1.1]. Consider an open subvariety
Conf∗(A,B,B) ⊂ G \(A× B × B) (116)
parametrizing G-orbits of triples {A,B1,B2} such that {A,B1} and {A,B2} are generic.
Let us define for each simple positive root αi a regular function, called partial potential
Wαi : Conf∗(A,B,B) −→ A1.
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Given such a triple {A,B1,B2}, there is a unique u ∈ UA such that {A,B2} = u · {A,B1}.
Next, the decorated flag A provides a character
ψA : UB −→ A1.
Indeed, for the adjoint group A = (UB, ψA) by Definition 2.6. Otherwise we use the projection AG˜ → AG
to get the character.
Denote by u the Lie algebra of U. The H-module u/[u, u] is a direct sum of one dimensional H-modules
corresponding to the simple positive roots. So any additive character of U is decomposed canonically into
a sum of characters parametrised by the positive simple roots αi. In our case:
ψA =
∑
i∈I
ψA,αi .
Definition 2.16. The function Wαi assigned to a simple positive root αi is given by
Wαi(A,B1,B2) := ψA,αi(u). (117)
The function Wαi is invariant under diagonal G-action, and descends to the space (116).
Example 2.17. 1. Let G = SL2. Take a two dimensional vector space V2 with a volume form ω. Then
SL2 = Aut(V2, ω), ASL2 = V2 − {0}, and BSL2 = P(V2). A configuration in Conf∗(A,B,B)SL2 consists of a
nonzero vector v and two lines L1, L2 not containing v. The angle invariant u of (v, L1, L2) is an unipotent
element of SL2 that fixes v and maps L1 to L2. We denote it by
u =
(
1 b
0 1
)
∈ USL2 . (118)
Let v1 ∈ L1 and v2 ∈ L2 be vectors such that ω(v ∧ v1) = ω(v ∧ v2) = 1. Then v2 − v1 = bv, where b is in
(118). Note that b = ω(v2 ∧ v1).
v
bv
v1
L1
v2
L2
The potential on Conf∗(A,B,B)SL2 is a regular function
W : Conf∗(A,B,B)SL2 −→ A1,
(v, L1, L2) 7−→ b := ω(v2 ∧ v1)
ω(v ∧ v1) ω(v ∧ v2) , v1 ∈ L1, v2 ∈ L2. (119)
It does not depend on non-zero vectors v1 ∈ L1 and v2 ∈ L2 chosen.
Lemma 2.18. The potential function is additive: W(v, L1, L2) +W(v, L2, L3) =W(v, L1, L3).
Proof. It follows directly from b = ω(v2 ∧ v1).
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2. Let G = PGL2. Let V2 be a two dimensional vector space. The moduli space AGL2 parametrizes
pairs (v, ω) where v ∈ V2−{0}, and ω ∈ ∧2V ∗2 −{0}. The group Gm acts on AGL2 by (v, ω) 7−→ (tv, t−2ω).
The moduli space APGL2 parametrizes the orbits [v, ω] of Gm on AGL2 .
Let Uv be the unipotent subgroup stabilising v. An element [v, ω] ∈ APGL2 provides a map
λv,ω : Ga → Uv, t 7−→ λv,ω(t), λv,ω(t) : l 7−→ l + tω(l, v)v.
The moduli space Conf2(APGL2) parametrizes pairs ([v1, ω1], [v2, ω2]) modulo the left diagonal action
of PGL2. There is a canonical map to the Cartan subgroup H of PGL2:
Conf2(APGL2) −→ H = Gm, ([v1, ω1], [v2, ω2]) 7−→ ω1(v1, v2)ω2(v1, v2). (120)
The Cartan group H acts on APGL2 on the right by [v, ω] −→ [tv, t−1ω] = [v, tω]. Composing with the
H-action, the map (120) is rescaled by t.
The potential Wα is a function on the triples ([v, ω], L1, L2), where L1, L2 are lines in V2:
Wα : PGL2\ (APGL2 × B × B) −→ A1,
Wα = ω(l1, l2)
ω(v, l1)ω(v, l2)
l1 ∈ L1, l2 ∈ L2.
It is invariant under the action (v, ω) 7−→ (tv, t−2ω).
3. Let Vm be an m-dimensional space. The space AGLm parametrizes pairs (F•, {vi}), where
F• = {0 ⊂ F0 ⊂ F1 ⊂ F2 ⊂ . . . ⊂ Fm = Vm}, vi ∈ Fi/Fi−1 − {0}, i = 1, ...,m.
Decorated flags for PGLm are the orbits of the multiplicative group Gm acting by vi 7−→ tvi on these pairs.
For m = 2 we recover the definition in Example 2: the form ω is the dual to v1 ∧ v2.
Let U be the subgroup stabilising an affine flag. Then there are natural maps
xi : Ga → U/[U,U], xi(t) : Fi+1/Fi −→ Fi/Fi−1,
xi(t) : l ∈ Fi+1/Fi 7−→
(
l + t
l ∧ vi ∧ . . . ∧ v1
vi+1 ∧ vi ∧ . . . ∧ v1 vi
)
mod Fi−1.
2. Key features of the moduli space PG,S.
Theorem 2.19. The moduli space PG,S has the following features.
1. For each puncture p on S:
a) A birational action of the Weyl group W .
b) A projection onto the Cartan group H, provided by the monodromy around p:
µp : PG,S −→ H. (121)
It intertwines the Weyl group action on the space PG,S from a) with its natural action on H.
2. For each special point s on S:
a) A collection of regular functions on PG,S, called the potentials at s, labeled by i ∈ I:
Ws,i ∈ O(PG,S). (122)
b) A map onto the Cartan group H:
ρs : PG,S −→ H. (123)
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3. For each boundary component π of S, with a specified reference special point s:
a) An action of the braid group B
(π)
g , see (32), by regular transformations of the space PG,S.
b) There is a projection onto the group H(π) in (36), called the outer monodromy around π:
µout : PG,S −→ H(π). (124)
4. The actions of the Weyl, braid, mapping class groups, and the group Out(G) provide an action of
the group γG,S.
Comments. Note similarities between the statements 1a), 3a): they describe the action of the Weyl
and the braid groups, as well as between the statements 1b), 3b): the projections in 1b) and 3b) describe,
according to Theorem 2.20, the center of the quantum algebra Oq(PG,S).
Proof. 1a) The monodromy of a generic G-local system around p is a regular conjugacy class in G. So
the flags near p invariant under the monodromy form a principal homogeneous W -set. The Weyl group
acts by altering the invariant flag near p, keeping the rest of the data intact. The flat section βp is one of
them. So for each w ∈W we get a unique flat section w · βp.
Bls
As
Brs
s•
Figure 8: The triple (As,B
r
s,B
l
s) ∈ Conf∗(A,B,B).
1b) The semi-simple part of the monodromy of a G-local system lives in H/W . The framing at p allows
to lift it to an element of H, providing the map (121). It intertwines the action of the Weyl group W by
its very definition.
2a) We add to the decorated flag As from Definition 1.11 two more flags near the point s as follows.
Denote by Irs (respectively I
l
s) the boundary interval containing s and located to the right (respectively to
the left) of s. Transport the right (respectively the left) flag at the boundary interval Irs (respectively I
l
s)
to the point s along the corresponding interval, see Figure 8. We get a triple
(As,B
r
s,B
l
s) ∈ Conf∗(A,B,B). (125)
This construction works even if there is just one special point s on a boundary component, and thus
Ils = I
r
s. Namely, we transport the flag Bs clockwise around the boundary component, getting a flag B
r
s on
the right of s, and then transport the same flag Bs counterclockwise, getting a flag B
l
s on the left of s.
2b) By Lemma 2.11, working with Definition 1.11 we see a single decorated flag As near a special point
s, while working with Definition 2.10 we see a pair of decorated flags (A−s ,A+s ) near s, and As = A+s .
We define map (123) by assigning to an element (L, β; p) ∈ PG,S the element
ρs(L, β; p) := h(A−s ,A+s ) ∈ H. (126)
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Given a point of PG,S, we evaluate the potential function Wαi , see (117), on the corresponding triple
(125), getting our function:
Ws,αi :=Wαi(As,Brs,Bls).
3a) See Section 10.
3b) Let s1, ..., sd be the special points on the component π, ordered following the orientation of the
boundary, starting from the specified special point s1. Then, using the map (123), we set
µout :=
{
ρs1 · ρ∗s2 · . . . · ρ∗sd if d is even,
(ρs1 · ρ∗s2 · . . . · ρsd)∗ if d is odd.
Here (−)∗ denotes the projection onto the coinvariants H∗.
4) Clear by the very definition of the actions of the all four groups involved.
3. The action/projection data. In addition to the torus CG,S which we use to describe the center of
the Poisson algebra O(PG,S), there are two other important split tori related to the pair (G,S):
ĈG,S := H
{punctures} ×H{special points}.
FG,S := H
{boundary intervals of S}.
(127)
Using the open string format, one can say that
ĈG,S := H
{black boundary intervals/components}, FG,S := H{white boundary intervals}. (128)
Forgetting pinnings, we get a canonical dominant projection
η : PG,S −→ XG,S. (129)
Indeed, pinnings exist for framed local systems from a Zariski open dense subset of XG,S. The torus FG,S
acts simply transitively on the fibers of the map η via actions (112), providing an open embedding
PG,S /FG,S −֒→ XG,S. (130)
The collection of maps {ρs} in (123), assigned to the special points of S, provides a map
ρ : PG,S −→ ĈG,S. (131)
Together with the map η, it provides a double bundle
PG,S
ρ
||②②
②②
②②
②② η
""❊
❊❊
❊❊
❊❊
❊❊
ĈG,S XG,S
Theorem 2.20. Algebras ρ∗O(ĈG,S) and η∗O(XG,S) centralize each other in the Poisson algebra O(PG,S).
Quantum subalgebras ρ∗O(ĈG,S) and η∗Oq(XG,S) centralize each other in Oq(PG,S) for generic q.
To amplify the claim (99), let us compare the action/projection data for the pair (A
G˜,S
,PG,S).
1. The torus Ĉ
G˜,S
acts on the space A
G˜,S
. There is a canonical projection ρ : PG,S −→ ĈG,S.
2. The torus FG,S acts on the space PG,S. There is a canonical projection τ : AG˜,S −→ FG˜,S.
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4. Canonical functions on the space PG,S. The algebra of functions on the Cartan group H is
generated by simple roots αi, and α
−1
i . So there are regular functions Ws,αi and K±1s,αi := ρ∗sα±1i on PG,S.
Theorem 2.21. The functions Ws,i and K±1s,i give rise to elements of the quantum algebra
Ws,i, K
±1
s,i ∈ Oq(PG,S)W
n
. (132)
This means that for each cluster Poisson coordinate system c on the space PG,S we have the following:
1. There are elements Wcs,i, (K
c
s,i)
±1 of the quantum torus algebra Oq(Tc) assigned to c, whose q → 1
limits exist and coincide with the functions Ws,i, K±1s,i , expressed in the coordinates c.
2. For any cluster Poisson transformation c1 → c2, the corresponding quantum cluster transformation
Frac Oq(Tc2) −→ Frac Oq(Tc1) maps elements Wc2s,i, (Kc2s,i)±1 to the ones Wc1s,i, (Kc1s,i)±1.
Theorem 2.21 is a central and difficult result. Its proof uses Quantum Lift Theorem 13.13.
So it is natural to ask the question:
What is the subalgebra of the algebra Oq(PG,S) generated by elements (132)? (133)
5. Relation to quantum groups. Recall the quantum universal enveloping algebra Uq(g) of the Lie
algebra g. Let us introduce the generators {Ei,Fi,K±i | i = 1, ..., r} of Uq(g), obtained by rescaling the
standard generators {Ei, Fi,K±i }, used e.g. in the book [Lus1]:
Ei = q
− 1
2 (q − q−1)Ei, Fi = q
1
2 (q−1 − q)Fi, Ki = Ki. (134)
They satisfy standard relations, see Section 11.1. There is an anti-involution of the algebra Uq(g):
∗ : Uq(g) −→ Uq(g)op, Ei 7−→ Ei, Fi 7−→ Fi, Ki 7−→ Ki, q 7−→ q−1. (135)
Rescaling (134) of the generators of Uq(g) is forced on us by the requirement to have an ∗-algebra structure
on Uq(g) with the involution ∗ such that the generators are selfadjoint.
A framing at a special point s of S provides a reduction of a G-local system near s to the Borel subgroup
B. The Hopf subalgebra Uq(b) ⊂ Uq(g) assigned to B is generated by elements Ei,Ki.
Recall the action of the group W n on the algebra Oq(PG,S) provided by Theorem 1.14.
Theorem 2.22 addresses question (133).
By Part 3) of Theorem 2.20, µ∗(π)OH(pi) lies in the center of the algebra Oq(PG,S). So we can consider
the quotient Oq(PG,S)µ(pi)=1 of the algebra Oq(PG,S) by the ideal given by the condition that the outer
monodromy around the boundary component π is equal to 1. Note that this quotient does not depend on
the choice of a reference special point on π.
Theorem 2.22. Let G be an adjoint split semi-simple algebraic group over Q. Then:
1. For any special point s on S, elements (132) provide an injective map of algebras14
κs : Uq(b) −֒→ Oq(PG,S)Wn .
Ei 7−→Ws,i, Ki 7−→ Ks,i.
(136)
14In this paper we prove this assuming that the component pi containing s has > 1 special points.
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2. For any boundary component π of S which carries exactly two special points, denoted by e and f ,
there is a canonical injective map of ∗-algebras:
κe,f : Uq(g) →֒ Oq(PG,S)Wnµout=1;
Ei 7−→We,i, Fi 7−→Wf,i∗ , Ki 7−→ ρ∗eαi.
(137)
Theorems 2.21 and 2.22 is proved in Section 11.
Recall the action of the Weyl group W on PG,S for every puncture p of S.
Conjecture 2.23. For the punctured disc D∗n with n > 0 special points, the subalgebra generated by
elements (132) for all special points coincides with the algebra Oq(PG,D∗n)W .
2.5 The moduli space LG,⊙ and the Poisson Lie group G∗
We specify now to the case of a punctured disc ⊙ with a puncture p and two ordered special points s−, s+.
The moduli space PG,⊙ parametrizes the data illustrated on Figure 9.
◦ ••
A−l
A−r
h−
A+r
A+l
h+
Figure 9: Punctured disc with two special points and pinnings (A−r ,A
+
l ) and (A
+
r ,A
−
l ).
Consider the H−invariant of the two decorated flags at the point s±:
ρs± := h(A
±
l ,A
±
r ) ∈ H. (138)
Recall h∗ = w0(h−1). There is the outer monodromy map:
µout : PG,⊙ −→ H, µout := ρs−ρ∗s+ . (139)
Definition 2.24. The moduli space L˜G,⊙ is the fiber of the map (139) over the unit e ∈ H.
The moduli space LG,⊙ is obtained from L˜G,⊙ by forgetting the flag at the puncture.
The moduli space LocG,⊙ is obtained from PG,⊙ by forgetting the flag at the puncture.
So there are canonical surjective maps:
PG,⊙ −→ LocG,⊙,
L˜G,⊙ −→ LG,⊙.
They are Galois covers at the generic point with the Galois group W .
Recall the Poisson-Lie group structure on G. Its Drinfeld’s dual is the Poisson-Lie group G∗. As a
group, G∗ is a subgroup of B− × B+, given by the fiber over e of the canonical map B− × B+ → H.
Theorem 2.25. The Poisson-Lie group G∗ is identified with the moduli space LG,⊙.
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••
•
•
•
•
•
•
Figure 10: The gluing map, followed by cutting out the two punctures.
Proof. The order of the special points determines an order of the two boundary intervals: we call the one
following s1 counterclockwise, that is along the boundary orientation, the left, and the second one the
right. The identification with G∗ depends on this choice.
Given two decorated surfaces ⊙, let us glue the right boundary interval of the first with the left one
of the second one, see Figure 10. We get a twice punctured disc with two special points ⊙ ∗⊙. Removing
a disc containing the two punctures we get an annuli with two special points on the outer boundary.
Shrinking the hole inside into a puncture we get the decorated surface ⊙.
Using pinnings, we glue framed G-local systems given on each of the two decorated surfaces ⊙, and
then restrict to the annulus, see Figure 11. We get a composition map:
LocG,⊙ × LocG,⊙ −→ LocG,⊙∗⊙ −→ LocG,⊙. (140)
•
B+
•
B−
p2p1
•
B+
•
B−
p3p2
•
B+
•
B−
p3p1
Figure 11: The composition.
The composition is evidently associative. The unit is the trivial G-local system, equipped with pinnings
(p, p) where p is a (standard) pinning, see Figure 12. The outer monodromy is equal to e since ρs± = e.
Indeed, the pairs of decorated flags at each special point coincide by the construction. The composition
with this object does not change neither the G-local system, nor the pinnings.
•
B+
•
B−
pp
Figure 12: The identity: on the picture both pinnings are given by a pinning p : B− 7−→ B+.
The inverse is obtained by flipping the decorated surface ⊙, that is rotating it by 180◦ along the
diameter axis connecting the special points, see Figure 13.
Denote by B± the standard Poisson Lie groups provided by the Borel subgroups B± in G.
Theorem 2.26. The subspace LG,⊙ ⊂ LocG,⊙ is a subgroup. There are Poisson group isomorphisms:
LocG,⊙ = B+ ×B−, LG,⊙ = G∗. (141)
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•
B+
•
B−
qp
•
B+
•
B−
pq
Figure 13: The inverse.
Proof. Denote the two flags at the special points by B+ and B−. Denote by A±l and A
±
r the two decorated
flags near the flag B±, see Figure 14. Transporting A+r and A
+
l to the flag B
− along the arcs connecting
•
B+
•
B−
A+lA+r •
B+
•
B−
A−rA
−
l
Figure 14: Identifying the Poisson Lie group LocG,⊙ with the Poisson Lie group B− ×B+.
them with B− we get a triple of flags {A+r ,B−,A+l }. Simiarly, we get a triple {A−r ,B+,A−l }. Since the
group G acts freely and transitively on the space of pinnings, there exist unique b± ∈ B± such that
{B−,A+l } = b− · {B−,A+r },
{B+,A−r } = b+ · {B+,A−l }.
Assigning to a point of LocG,⊙ the pair (b−, b+) we get a regular map
F : LocG,⊙ −→ B− ×B+. (142)
The monodromy of the local system is given by the conjugacy class of (b−)−1b+.
The map (142) is evidently a group homomorphism. To invert the map (142), pick a representative
for every element in LocG,⊙ such that p is a standard pinning. This data provides the restriction of the
desired object of LocG,⊙ to the left boundary interval. Using elements b−, b+ we reconstruct the other
pinning, getting a local system with the desired monodromy.
The map (142) is a Poisson map by the very definition of the Poisson structure on the space PG,⊙, and
hence LG,⊙, given in Section 5.3. Indeed, the map PG,⊙ → B− is obtained by taking a loop α− around
the puncture containing the special point s−, and considering the restriction map to the triangle given by
α− and the two boundary intervals. The map PG,⊙ → B+ uses a similar loop α+ containing s+.
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The outer monodromy (139) for the composition (L, p) ◦ (L′, p′) is evidently the product of the outer
monodromies of (L, p) and (L′, p′). In other words, there is a commutative diagram
LocG,⊙ × LocG,⊙ ◦ //
µoutµout

LocG,⊙
µout

H×H m // H
where the bottom arrow is the multiplication. So the composition induces a map
◦ : LG,⊙ × LG,⊙ −→ LG,⊙. (143)
To prove that LG,⊙ = G∗ it remains to check that under identification (142) the outer monodromy is
h+h−, where h± is the Cartan part of b±.
2.6 Principal series of ∗-representations of quantum groups.
The principal series of unitary representations of the group G(R). The group G acts on the
principal affine space A from the left, and the Cartan group H acts from the right. The arising repre-
sentation of the group G(R) in an appropriate space of functions on A(R) is decomposed according to
quasicharacters λ : H(R)→ C∗. For each λ we get a representation in the subspace of the λ-homogeneous
functions. They form the principal series representations.
The group G(R) acts in the Hilbert space L2(A(R);µ1/2) of half-densities on A(R). It is decomposed
into the integral of unitary representations Vλ:
L2(A(R);µ1/2) =
∫
Vλdλ.
Here λ = ρ+ α, where α are unitary characters of the group H(R).15
The representations Vλ form the unitary principal series of representations of G(R). There is a unitary
action of the Weyl group by the Gelfand-Graev [GG73] intertwiners
Iw : L2(A(R);µ1/2) −→ L2(A(R);µ1/2), w ∈W,
Iw : Vρ+α ∼−→ Vρ+w(α).
(144)
So representations Vρ+w(α) for different w ∈ W are equivalent. The intertwiners are a key feature of the
principal series of representations.
Here is an algebraic counterpart of this picture. Denote by DiffA the ring of polynomial differential
operators on the space A.16 The action of the group G on A gives rise to an injective map of the universal
enveloping algebra U(g) of the Lie algebra g of G
κ : U(g) −֒→ DiffA.
The action of U(g) commutes with the right action of H. Denote by DiffHA the subring of differential
operators commuting with the action of H. It evidently contains the symmetric algebra S∗(h) = U(h) of
the Cartan Lie algebra h.
15The character ρ is the eigenvalue of the group H(R) acting on the square root of the volume form on A.
16 The affine closure of A is singular. One uses Grothendieck’s definition of differential operators.
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Recall the Weyl group ◦−action on functions on h, given by (w ◦ f)(x+ ρ) := f(w(x) + ρ). Denote by
ZU(g) the center of U(g). Recall the Harich-Chandra isomorphism
HC : ZU(g) ∼−→ S∗(h)W . (145)
It is characterized by the property that the action of an element Z ∈ ZU(g) on A coincides with the action
of the element HC(Z) ∈ S∗(h)W on A. There is an isomorphism, where the ⊗-product is for the embedding
ZU(g) →֒ U(g) and the Harich-Chandra map:
U(g)⊗ZU(g) S∗(h) = DiffHA. (146)
So we get a non-commutative Galois extension U(g) ⊂ DiffHA with the Galois group W . The action ∗ of
the group W on DiffHA is induced by the intertwining operators Iw:
Iw(Df) = (w ∗D)Iw(f), ∀D ∈ DiffA.
Under the isomorphism (146) it corresponds to the ◦-action of W on S∗(h). So we have:
U(g) = DiffH,WA . (147)
We conclude that the realization of the principal series representations in functions on A reveals a
much larger algebra DiffA acting on the principal series as a whole.
Example: G = SL2. Then A = A2 − {0} and DiffA = C[x1, x2, ∂x1 , ∂x2 ]. The group Gm acts by
(x1, x2) 7−→ (hx1, hx2). The intertwiner acting on functions is given by the Fourier transform
f(x1, x2) 7−→ If(y1, y2) :=
∫
f(x1, x2)e
2πi(x1y2−x2y1)dx1dx2.
The canonical half-form |dx1dx2|1/2 allows to identify functions with half-forms.
We wanted to have an analog of the principal series of unitary representations for the quantum group
Uq(g), which is not just a collection of representations, but captures all the extra structure the unitary
principal series has, as described above.
What should we mean by an infinite dimensional representation of a quantum group? Let us
look at the very notion of a group representation. Usually a representation space is constructed using some
choices: we have a collection of representations ρc in vector spaces Vc, parametrized by c ∈ C. However
usually the group acts transitively on the set C of choices, and given two choices c1, c2, and any group
element g such that gc1 = c2 gives rise to an equivalence of representations ρc1 and ρc2 . Therefore we may
forget about the choices involved in the construction. Here are two examples.
1. The principal series of representations of G(R) is constructed by decomposing the induced represen-
tation IndGUC from a maximal unipotent subgroup U ⊂ G. Since any two of them are G(R)-conjugated,
the resulting notion does not depend on the choice of U.
2. The space of the Weil representation of the group S˜p(V ) is defined by using a decomposition of a
symplectic vector space V into a sum V = L1 ⊕ L2 of Lagrangian subspaces. Since the group Sp(V ) acts
transitively on such decompositions, the resulting representations are equivalent.
If one wants to catch representations of a semi-simple Lie group by looking at representations of its
Lie algebra, the only adequate way to do this is to study Harich-Chandra modules, that is representations
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of pairs (g,K), where K is a maximal compact subgroup of the group G, such that each representa-
tion of K has finite multiplicity. By the Casselman-Wallach theorem [C], [BK], the category of smooth
representations of G is equivalent to the category of Harish-Chandra modules.
The category of all representations of the Lie algebra g is way too big, and not a reasonable object to
study. For example, given an infinite dimensional representation of G there are infinitely many inequivalent
representations of the Lie algebra g associated with it.
Let us now turn to the very notion of the quantum group and its representations.
First of all, the quantum group Uq(g) is not a group. And unless g = sl2, there is no adequate analog of
Harish-Chandra modules for Uq(g)-modules. So one must include a different type of extra data to capture
familiar properties of group representations, and to guarantee that representations defined using different
choices are equivalent, providing such equivalences. Here is what we see.
1. Drinfeld [D] and Jimbo [J] defined Uq(g) as a Hopf algebra to capture tensor product of representa-
tions.
2. Faddeev proposed [Fa1] that infinite dimensional representations should be modules over a modular
double of the Hopf algebra Uq(g), involving q and q∨, and rigidifying representations.
Quantization of cluster Poisson varieties [FG4] suggested17 that the modular double should involve
the Langlands duality. So the quantum group modular double is a Hopf algebra
A~(g) := Uq(g)⊗C Uq∨(g∨). (148)
3. The Hopf algebra Uq(g) was originally defined via Chevalley generators. However Lusztig’s action
[Lus1] of the braid group BG by automorphisms of Uq(g) does not respect the generators. A priori
it is unclear why it should preserve equivalence classes of representations. So a construction of a
principal series of representation of A~(g) is meaningless unless it provides these equivalences.
4. The principal series of representations of a quantum group should come with an action of the Weyl
group W by intertwiners, quantizing the Gelfand-Graev intertwiners.
5. One should have realizations of both quantum principal series of representations and the space of
invariants of their tensor products, which make transparent their relationship with the classical
realizations of these spaces.
Our key point is that the cluster nature and quantization of the moduli spaces PG,S provides a principal
series of representations of the modular double (148) with all these features.
Recall the moduli spaces PG,⊙ and LG,⊙ from Definition 2.24.
The principal series of ∗-representations for the space L˜G,⊙. The cluster quantization, applied
to the space L˜G,⊙, provides the principal series of representations of the modular double ∗−algebra
A~(L˜G,⊙) := Oq(L˜G,⊙)⊗Oq∨(L˜G∨,⊙).
By Theorem 1.14 the Weyl group acts by automorphisms of the ∗-algebra Oq(L˜G,⊙), and hence the ∗-
algebra A~(L˜G,⊙) for each of the two ∗-structures on it. Set
Oq(LG,⊙) := Oq(L˜G,⊙)W ,
A~(LG,⊙) := A~(L˜G,⊙)W .
(149)
17Indeed, the Hilbert space produced by the quantization is a module over the tensor product of the q-deformed algebra of
functions on the cluster Poisson variety, and the q∨-deformed algebra for its cluster Langlands dual.
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It follows that each of the the algebras (149) inherit the ∗-algebra structure(s).
Theorem 2.27. Let G be a split semi-simple algebraic group over Q. Then:
1. The representation of the ∗-algebra A~(L˜G,⊙) in the Hilbert space HG,⊙ is decomposed into an integral
of ∗-representations, paramatrized by the points α ∈ H(R>0):
HG,⊙ =
∫
α∈H(R>0)
HG,⊙;αdα.
2. The Weyl group W acts on HG,⊙ by unitary projective operators Iw, where w ∈W , intertwining the
represenation of the ∗-algebra A~(L˜G,⊙) on the subspace SG,⊙ ⊂ HG,⊙:
Iw : HG,⊙;α −→ HG,⊙;w(α).
Iw ◦ a(f) = w(a) ◦ Iw(f), ∀a ∈ A~(L˜G,⊙), ∀f ∈ SG,⊙.
(150)
3. The intertwiners Iw provide unitary equivalences of represenations of the ∗-algebra A~(LG,⊙):
Iw : HG,⊙;α ∼−→ HG,⊙;w(α). (151)
4. The braid group BG acts by automorphisms of the algebras Oq(L˜G,⊙) and Oq(LG,⊙), as well as the
∗-algebras A~(L˜G,⊙) and A~(LG,⊙).
5. The braid group BG acts on HG,⊙ by unitary projective operators intertwining the action of BG on
the ∗-algebra A~(L˜G,⊙).
Proof. 1) Follows from the fact that µ∗O(H) lies in the center of Oq(L˜G,⊙).
2) The projection µ : L˜G,⊙ −→ H given by the monodromy around the puncture intertwines the action
of the group W on these spaces. By Theorem 10.5, the action of W on the space L˜G,⊙ is cluster Poisson.
So by Theorem 4.15, there is a unique unitary projective intertwiner (150).
3) Since by definition the Weyl group acts trivially on subalgebra (149), the claim follows.
4) The braid group acts by generalized cluster Poisson automorphisms of the space L˜G,⊙. Therefore it
acts by automorphisms of the algebra Oq(L˜G,⊙). Since the actions of the braid and Weyl groups commute,
the braid group acts by automorphisms of Oq(LG,⊙). The rest is clear.
5) Follows from 4).
Quantum groups via quantum geometry of spaces LG,⊙. Specifying Theorem 2.19 to the case
when S = ⊙, let us summarise the key features of the moduli spaces PG,⊙, L˜G,⊙ and LG,⊙:
L˜G,⊙

PG,⊙
µout

H
L˜G,⊙
π

H LG,⊙
µpoo
ρs1 //
Ws2Ws1

H
Ar ⊕Ar
(152)
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• The space L˜G,⊙ is the fiber over e ∈ H of the outer monodromy map µout : PG,⊙ −→ H.
• The map π : L˜G,⊙ −→ LG,⊙ is a Galois cover at the generic point with the Galois group W .
• There are two projections of the space LG,⊙ onto the Cartan group, given by the monodromy around
the puncture p and by the H−invariant (138) of the two decorated flags near the point s1:
µp : LG,⊙ −→ H/W.
ρs1 : LG,⊙ −→ H.
(153)
• For each of the two special points s, there is a collection of regular functions parametrized by the
simple positive roots:
Ws,i ∈ Oq(LG,⊙), i ∈ I.
Recall the ∗-algebra structure on the algebra Oq(LG,⊙), induced by the embedding (149).
At this point it is handy to introduce a variant of the algebra of quantum functions on LG,⊙. Precisely,
there is a quantum deformation Fq of the isomorphism F in (142), providing ∗−subalgebras
O′q(LocG,⊙) := F∗q
(
Oq(B−)⊗Oq(B+)
)
⊂ Oq(LocG,⊙),
O′q(LG,⊙) := O′q(LocG,⊙)/µout = e ⊂ Oq(LG,⊙),
A′q(LG,⊙) := O′q(LocG,⊙)⊗C O′q∨(LG,⊙).
(154)
By Proposition 2.26, the q → 1 specializations of these algebras coincide, e.g. O′(LG,⊙) = O(LG,⊙).
It is straightforward to see that the composition map ◦ in (143) gives rise to a map of algebras
◦∗ : O′q(LG,⊙) −→ O′q(LG,⊙)⊗O′q(LG,⊙). (155)
Lemma 2.28. The algebra O′q(LG,⊙) carries a Hopf algebra structure with the coproduct map (155), and
the antipode provided by inverse map on LG,⊙ from Section 2.5.
Proof. The composition map (143) is associative in the category of cluster Poisson varieties. The inverse
map on LG,⊙ is a cluster Poisson map.
Denote by ZUq(g) the center of the algebra Uq(g). The algebra Uq(g) is equipped with a coproduct
∆ : Uq(g) −→ Uq(g)⊗ Uq(g), an antipode and a counit, making it into a Hopf algebra.
Theorem 2.29. Let G be an adjoint split semi-simple algebraic group over Q. Then:
1. There is a canonical map of ∗-algebras, defined on the generators (134) as follows:
κ : Uq(g) −→ Oq(LG,⊙);
Ei 7−→Ws1,i, Fi 7−→Ws2,i∗, Ki 7−→ Ks1,i.
(156)
2. The coproduct ∆ is induced by geometric coproduct (155) i.e. there is a commutative diagram
Uq(g) ∆ //
κ

Uq(g)⊗ Uq(g)
κ⊗κ

O′q(LG,⊙) ◦
∗
// O′q(LG,⊙)⊗O′q(LG,⊙)
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3. The antipode and counit in Uq(g) are induced by map (49) and the counit map on Oq(LG,⊙).
4. Assuming that G is simply-laced, the map κ intertwines Lusztig’s braid group action on Uq(g) with
the braid group action on Oq(LG,⊙), and it is injective.
The braid group action was defined by Lusztig in [Lus4] for simply-laced groups G, and in [Lus5] in
general, see also [Lus1]. Another approach is due to Soibelman [So], see also [LS], [LS1]. We prove the
comparison result 4) for simply laced groups just to simplify the exposition: it can be done in general. In
our applications we use only the geometric cluster braid group action.
Theorem 2.29 is proved in Section 11.4.
Conjecture 2.30. The map κ provides an isomorphism
κ : Uq(g) =−→ Oq(LG,⊙). (157)
Geometric R-matrix. Recall the mapping class group element β for the twice punctured disc with
two special boundary points, interchanging the two punctures, see Figure 1.24. It is a cluster Poisson
transformation by Theorem 1.12. Therefore it gives rise to a quantum cluster transformation, the geometric
analog of the R-matrix:
R : Oq(LG,⊙)⊗Oq(LG,⊙) −→ Oq(LG,⊙)⊗Oq(LG,⊙). (158)
The element β coincides with the action of the braid group element µ(w0) ∈ BG, provided by Theorem
10.13. So, given a reduced word i = (i1, . . . , iN ) for w0, we get a decomposition of R:
R = µ(si1) ◦ . . . ◦ µ(siN ).
It is a geometric version of a similar factorisation of the R−matrix using the q-Weyl group [KR], [So1],
[LS1], as well as the Khoroshkin-Tolstoy factorisation of the R−matrix [KhT].
Historical comments. Infinite dimensional representations of Uq(sl2) were studied in [Sch].
The quantum modular double of Uq(sl2) and its realization in a quantum torus algebra together with
series of its ∗−representations were introduced by L.D. Faddeev [Fa2], see also [Fa1], [Fa3].
This construction was developed and studied further in [PT1], [PT2], [BT], [KLS].
In [GKL], an embedding of Uq(sln) to a quantum torus algebra was constructed. Its generalisation
for Uq(g) was proposed, without proof, in [GKL2]. Another embedding to a quantum torus algebra for
Uq(slm) was constructed in [FI].
Cluster Poisson varieties were introduced and quantized in [FG2], and used to quantize moduli spaces
of PGLm−local systems [FG1]. Principal series of ∗−representations of quantized cluster Poisson varieties
were constructed in [FG4]. The cluster amalgamation technique was introduced to establish cluster Poisson
nature of Poisson Lie groups in [FG3]. Based on this, V. Fock and the first author suggested that Uq(g) is
the q-deformed algebra of W−invariant regular functions on the reduced moduli space of G−local systems
on a punctured disc with two special points ⊙.
Following this suggestion, A. Shapiro and G. Schrader [SS1] found a beautiful realization of Uq(slm)
in the quantum torus algebra provided by the special cluster Poisson coordinate system [FG1], assigned
to a punctured disc with two special points.
I. Ip constructed in [I2] a quiver Dig for every reduced decomposition i of w0, which is mutation
equivalent to our quivers related to PG,⊙. Theorem 4.14 of [I2] asserts that there exists an embedding ξi
of the algebra Uq(g) into a quotient of the quantum torus algebra Dig associated to the quiver Dig, and the
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embeddings for different reduced decompositions i, i′ are related by quantum cluster X−transformations.
However, the proof of Theorem 4.14 is incomplete since both claims - the construction of ξi and its
properties - crucially use the assumption that the cluster transformation from Dig to Di
′
g does not depend
on the sequence of mutations from i to i′. Unfortunately, this assumption has not been proved or given
any references in [I2]. The proof of the similar crucial Theorem 5.1 in [I1] is incorrect.
The principal series of representations of the modular double of Uq(g). Combining Theorems
2.27 and 2.29 we arrive at the principal series Vλ, λ ∈ H(R>0) of representations of the modular double
A~(g) of the quantum group Uq(g). Namely, we take the map
κ⊗ κ∨ : A~(g) = Uq(g)⊗C Uq∨(g∨) −֒→ A~(LG,⊙)
and compose it with the principal series of representations of ∗-algebra A~(LG,⊙).
Corollary 2.31. For any λ ∈ H(R>0), and any w ∈ W , the principal series representations Vw(λ) of the
quantum group modular double ∗-algebra A~(g) are canonically isomorphic.
Proof. Follows from Theorem 2.27, part 3).
A quantum analog of the regular representation for the group G(C). Denote by Cl2,2 a cylin-
der with an ordered pair of special points on each of the two of its boundary components. The outer
monodromies around the boudary components provide a map
PG,Cl2,2 −→ H×H. (159)
Denote by RG,Cl2,2 its fiber over the unit e ∈ H×H. Part 2) of Theorem 2.22 provides a map
Uq(g)⊗C Uq(g) −→ Oq(RG,Cl2,2).
Cutting the cylinder Cl2,2 by a loop α, see the Figure 15, we get a map of moduli spaces
Resα : RG,Cl2,2 −→ LG,⊙ × LG,⊙.
Therefore Modular Functor Conjecture 1.21 predicts an isomorphism of Hilbert spaces, compatible with
• • ••α • • • •◦ ◦
Figure 15: Cutting a cylinder with 2 + 2 special points by a loop α.
the action of the corresponding ∗−algebras on the Schwarz spaces:
H(RG,Cl2,2) =
∫
λ∈H(R>0)
H(RG,⊙)λ ⊗H(RG,⊙)λ−1dλ. (160)
There is a commutative diagram, with the vertical maps given by Theorem 2.29:
Oq(RG,Cl2,2) Oq(LG,⊙)⊗C Oq(LG,⊙)
Res∗αoo
Uq(g)⊗ Uq(g)
κCl
OO
Uq(g)⊗ Uq(g)=oo
κ⊙×⊙
OO
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Therefore the action of the quantum group modular double A~(g)⊗A~(g) on S(RG,Cl2,2) is transformed
by isomorphism (160) to its action on S(RG,⊙)λ ⊗ S(RG,⊙)λ−1 .
We conclude that decomposition (160) is a quantum analog of the decomposition
L2(G(C)) =
∫
λ∈H(R)
Vλ ⊗ Vλ∗dλ (161)
of the regular representation of the group (G × G)(C) via principal series representations Vλ of G(C).
Furthermore,
Modular Functor Conjecture 1.21 for the cylinder Cl2,2 is equivalent to the quantum analog of the
decomposition of the regular representation for G.
2.7 Canonical realisations and quasiclassical limits
1. Relating the quantum and classical representation theory. There are several important vector
spaces studied in the representation theory of Lie groups:
1. The principal series representation V of the group G(R) is realized in L2(AG(R), µA), where AG =
G/U. Its n-th tensor power V⊗n is realized in L2(AnG(R), µA).
2.The subspace of G(R)-invariants in the n-th tensor power V⊗n is given by
L2(AnG(R), µAG)G(R) = L2(Confn(AG), µA). (162)
It can be identified with HomG(R)(V,V⊗n−1). So we call spaces (162) the multiplicity spaces.
3. The regular representation of G×G in functions on G.
We want to find explicit realizations of Hilbert spaces appearing in the quantum representation theory:
1. Principal series representations of the modular double A~(g) of the quantum group Uq(g).
2. Multiplicity spaces = spaces of invariants for tensor powers of the principal series of A~(g).
3. The regular representation of A~(g)×A~(g)op defined in Section 2.6.
First of all, let us recall the definitions of these Hilbert spaces:
1. By definition, the principal series of A~(g) is realized in the Hilbert space H(LG,⊙).
2. Here the starting point is Theorem 1.26, which we recast as follows.
Theorem 2.32. Assuming Conjecture 1.21, the multiplicity space for the (n − 1)-st tensor power of the
principal series ∗−representations of A~(g) is identified with the Hilbert space H(LocG;S2n).
The parameters (α1, . . . , αn) ∈ (H/W )(R>0)n of representations match the symplectic leaves of the
space LocG;S2n(R>0), parametrized by the monodromies around the punctures.
3. It is just the Hilbert space assigned to the cluster Poisson variety RG,Cl2,2 , see Section 2.6.
So the quest for realizations of quantum principal series representations, their multiplicity spaces, and
the quantum regular representation boils down to the question of realization of the Hilbert space H(LG,⊙),
H(LocG;S2n) and H(RG,Cl2,2).
A priori these spaces look very differently than their classical counterparts. For example, the space
H(LocG;S2n) carries a braid group action, while the space (162) has just Z/nZ action. So to trace the
connection between the two spaces we have to break the symmetry.
Note that the Hilbert space obtained by quantization of a cluster Poisson variety M in general does
not have a canonical realization as a Hilbert space L2(Y) for some natural space Y.
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On the other hand, any cluster Poisson space X gives rise to its cluster symplectic double D which carry
a symplectic structure. Its algebra of regular functions has a q−deformation Oq(D). For each cluster there
is a representation of the modular double A~(D) in L2(A(R>0), µA). The representations for different
clusters are related by unitary intertwiners[FG4]. Here A is a cluster K2-variety dual to X , so that the
pair (A,X ) is a cluster ensemble, A(R>0) is the set of its positive points, and µA the cluster volume form.
We review these construction in Section 4.
This suggests the idea to find realizations of Hilbert spaces H(LG,⊙), H(LocG;S2n) and H(RG,Cl2,2)
using a symplectic double. However, the spaces LG,⊙ and LocG;S2n are Poisson, but not symplectic.
To handle this issue, we develop in Section 12.3 a general notion of the double of a cluster Poisson
variety with frozen variables. It is a Poisson space, obtained, roughly speaking, by doubling the unfrozen
variables and keeping a single copy of the frozen ones. Its center is generated by the frozen variables. If
the set of frozen variables is empty, we recover the symplectic double.
Let us now explain how we implement the these ideas.
2. Main constructions. Take a decorated surface S. Let us inflate each puncture on S to a boundary
component without special points. Denote by S◦ the same surface with the opposite orientation. Gluing
the inflated surfaces S and S◦ along the matching boundary components, we get a surface SD. It comes
with punctures corresponding to the special points of S, and a collection of loops γ = {αi} corresponding
to the punctures on S.
Figure 16: A decorated surface S, on the left, and its topological double SD, on the right.
Let DG,S be the cluster symplectic double of the cluster Poisson variety PG,S. The corresponding
quantum algebra Oq(DG,S) has a subalgebra B generated by frozen variables at the boundary intervals
of S. It is the center of Oq(DG,S)B for generic q. Theorem 2.33 below is stated precisely in Section 12.
The simplest example when G = PGL2 and S is a polygon is considered in Section 12.2. We discuss the
general cluster set-up in Section 12.3, and prove Theorem 2.33 in Section 12.4.
Theorem 2.33. Assume that S has no punctures. Then there are injective maps of algebras:
ζ∗O : Oq(PG,SD) →֒ Oq(DG,S)B,
ζ∗A : A~(PG,SD) →֒ A~(DG,S)B.
(163)
The first map (163) induces the second. Cluster varieties (AG,S,PG,S) form a cluster ensemble by
Theorem 1.31. Since DG,S is the cluster symplectic double of PG,S, there are cluster realizations of the
∗−algebra A~(DG,S) in L2(AG,S(R>0)), depending on a choice of a cluster on AG,S. Combining them with
the embedding ζ∗A in (163), we get realizations of the ∗−algebra A~(PG,SD ).
If the surface S has punctures, Theorem 2.33 is valid, and established by combining the proof of
Theorem 2.33 with the main construction of [FG5]. We leave this as an exercise for the reader.
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3. Realizations of quantum multiplicity spaces. Let S be an n−gon Pn. Its topological double
is an n−punctured sphere S2n. Let DG,Pn be the cluster symplectic double of the cluster Poisson variety
PG,Pn The algebra Oq(DG,Pn) has a subalgebra B generated by frozen variables. The latter are attached to
the sides of the polygon, and generate a subalgebra O(H˜n), where H˜ is the Cartan group of the universal
cover of G. Theorem 2.34 provides injective maps of algebras:
ζ∗O : Oq(XG,S2n) →֒ Oq(DG,Pn)B.
ζ∗A : A~(XG,S2n) →֒ A~(DG,Pn)B.
(164)
Combining (164) with the representation of the ∗-algebra A~(DG,Pn) in L2(AG,Pn(R>0)) we get a
realization of the quantum multiplicity space. There is an isomorphism of cluster K2-varieties:
AG,Pn = Confn(AG).
So we realize the quantum multiplicity space in functions on the same space as the classical one. The map
ζ∗O induces a canonical W
n-equivariant injective map
Center Oq(XG,S2n) = O(Hn) →֒ B
∼
= O(H˜n).
4. Realization of quantum principal series. Let ∆ be a triangle with two special sides. In Definition
12.9 we consider a cluster Poisson moduli space PG,∆ parametrizing triples of flags equipped with a pair
of pinnings. We consider the double DG,∆ of the space PG,∆ related to the set of the frozen variables
assigned to one of the sides. Theorem 12.10 relates it to the space RG,⊙.
Since by Theorem 1.31 (AG,∆,PG,∆) form a cluster ensemble, we get a realization of the ∗-algebra
A~(RG,⊙), and hence, via Theorem 2.29, of A~(g), in L2(AG,∆(R>0), µA).
Finally, AG,∆ is identified with the principal affine space AG. So we realize the quantum principal
series of A~(g) on the same space as the principal series for G(R).
5. Realization of the regular representation of A~(g) in L2(G(R>0)). The cylinder Cl2,2 with 2+2
special points is the topological double of a rectangle R= with 4 special points, the vertices, and pinnings
at the two opposite sides of the rectangle. Here by the sides with pinnings we mean the sides which we
glue. They contribute the frozen variables for the double construction. The corresponding cluster Poisson
variety is denoted by PG,R= , and the related cluster K2−variety by AG˜,R= : the pair (AG˜,R=,PG,R=) is a
cluster ensemble by Theorem 1.31. Simiarly to Theorem 2.33, there exists a natural cluster realization of
the ∗−algebra A~(Cl2,2) in L2(AG˜,R=(R>0)).
•
•
•
•
R= ∗
•
•
•
•
R= • • ••
Figure 17: The topological double of a rectangle R= is a cylinder Cl2,2.
According to [FG3], the cluster Poisson variety PG,R= describes the cluster Poisson structure on the
Poisson Lie group G. The group structure is given by the amalgamation of two rectangles using the
pinnings.18 There exists a finite cover AG˜,R= −→ PG,R= identifying the positive points: AG˜,R=(R>0) =
PG,R=(R>0). So the ∗−algebra A~(Cl2,2) has a cluster realization in L2(G(R>0)).
18The space PG,R|| is only birationally isomorphic to G. Yet the existence of the cluster Poisson structure on PG,R= and
its compatibility with the one on G to some extent make up for the difference.
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6. Quasiclassical limit in the cluster set-up. Here is a framework for quasiclassical limit.
i) Any vector space Vquan in the quantum representation theory appears as the Hilbert space of
quantization of a cluster Poisson variety M. The latter has a canonical projection π :M−→ HM onto a
split torus HM. The algebra π∗O(HM) is the center of the Poisson algebra O(M) and its q−deformation
Oq(M) for generic q.
ii) The classical vector space Vclass is realized in a space of functions on a space X .
The quasiclassical limit relating the quantum and the classical picture works as follows.
• The space X has a cluster Poisson variety structure, with a given set of frozen variables.
The cluster Poisson variety X gives rise to the quantum symplectic double algebra Oq(DX ). The frozen
variables on X generate a commutative subalgebra B ⊂ Oq(DX ).
• Let Oq(DX )B be the centralizer of B. Then there are injective maps
i : Oq(M) →֒ Oq(DX )B,
i : π∗O(HM) →֒ B.
The targets are finite dimensional over the source algebras.
• Combining the embedding i with the canonical realization of Oq(DX ) in L2(A(R>0), µA), we get a
canonical cluster realization of Oq(M) in L2(A(R>0), µA).
In all examples there is a finite cover A −→ X inducing an isomorphism A(R>0) = X (R>0). It provides
an identification L2(A(R>0), µA) = L2(X (R>0), µX ). We conclude that
• There is canonical cluster realization of Oq(M) in L2(X (R>0), µX ). Thus Vquan ∼ Vclass.
So we realize the quantum vector space Vquan in the space of functions on the positive points of the
same space X where the classical vector space Vclass is realized. Yet there is no canonical isomorphism
Vquan = Vclass since the vector space Vquan has a multitude of realisations parametrised by clusters on X ,
and hence many isomorphisms with the space Vclass.
In the traditional set-up X is just a manifold, called the configuration space, and M := T ∗X . It is
quantized to the algebra differential operators on X , acting in the space of functions on X .
We stress that, unlike in the classical case, the cluster Poisson structure on X plays a key role. Fur-
thermore, Oq(M) is realised not in the functions on X , but in functions on the dual space A(R>0), and
the realisation itself depends on the choice of a cluster.
7. Conclusions. There are many analogies between the classical principal series representations of G(R)
and the quantum ones for the quantum group modular double ∗−algebra A~(g):
• The quantum principal series ∗−representations of A~(g) are realized in L2(A(R>0), µA). The clas-
sical one are realised in L2(A(R), µA) .
• The Weyl group action by quantum unitary intertwiners is the analog of Gelfand-Graev unitary
intertwiners in L2(A(R), µA). So for any λ ∈ H(R>0), the quantum principal series ∗−representations
Vw(λ), w ∈W , of A~(g), are canonically isomorphic.
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• The commutative subalgera µ∗pOH is the analog of the center ẐU(g) of Û(g).19
• The algebra A~(D∆) is the analog of the algebra of differential operators DiffA. The actions of
A~(D) in functions on A(R>0) are the analog of the action of DiffA on functions on A(R).
The analogs of isomorphisms (146) and (147) are the isomorphisms
Oq(RG,⊙) = Oq(D∆)H,
Oq(LG,⊙) = Oq(D∆)H,W .
• Multiplicity spaces of the classical and quantum principal series representations can be realized in
the spaces of functions related to the same variety Confn(A).
• The quantum regular representation of the ∗−algebra A~(g)⊗A~(g) is realized in L2(G(R>0)).
• There is a unitary projective action of the braid group Bg on each principal series representation Vλ,
quantizing Lusztig’s braid group action on Uq(g). This proves that the braid group action on Uq(g)
preserves the isomorphism class of representation.
Finally, we want to stress again the key new aspects of the quantum representation theory:
Although representations are realized in functions on classical spaces, the way we realize them depends
crucially on a choice of a cluster coordinate system on those spaces.
Therefore quantum representation theory can not be developed without establishing the cluster nature
of the relevant classical spaces. The comparison between the realizations in different cluster coordinate
system is the backbone of quantum representation theory.
2.8 Polarizations of the moduli spaces of G-local systems on S
1. The integrable system for SL2. Let S be a genus g > 1 surface with n punctures. Pick a collection
γ of simple loops γ = {β1, ..., β3g−3+n}, cutting S into pair of pants.
If G = SL2, then the monodromies Mαi of a SL2−local systems along the loops βi commute, and
generate an algebra of polynomials in 3g − 3 + n variables. Note that
dim LocSL2,S = −3χ(S) = 2 · (3g − 3 + n) + n.
The space LocSL2,S is Poisson with the center generated by the monodromies C1, ..., Cn around the punc-
tures. The fibers with given values of the monodromies Ci are symplectic leaves. The monodromies Mαi
are Hamiltonians of an integrable system at the generic fiber. This integrable system plays an important
role in many areas, e.g. in Quantum Field Theory [AGT], [NS], [T10], [JN]. We suggest a generalization
for a simply-laced G, which we think should play a similar role.
2. An integrable system for any group G. We work on a cover PG˜,S;γ of the moduli space PG,S ,
determined by a pair of pants decomposition γ. Namely, PG˜,S;γ is the moduli space parametrising G−local
systems on S equipped with a choice of an invariant flag for each loop αi of the collection γ [FG5].
Forgetting the flags at the loops, we get a projection onto P
G˜,S
which is a Galois cover with the Galois
group W 3g−3 at the generic point.
We present the surface S as a double of a decorated surface SΓ assigned to a ribbon graph Γ.
19As Section 11.6 shows, µ∗pOq(H) might be slightly different then ẐU(g).
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Figure 18: A 3-valent ribbon graph Γ (black) gives rise to a surface SD with a pair of pants decomposition
(blue, on the left), and a decorated surface SΓ (red, in the middle), equivalent to a triangulated surface at
the right (shown by punctured red). The surface SD is the double of SΓ.
Recall that a ribbon graph Γ determines a decorated surface SΓ, obtained by gluing the ribbons of Γ,
with a collection of face paths, shown by solid red curves on Figure 18. Shrinking holes of SΓ to punctures,
and face arcs to special points, we get an equivalent surface glued from the triangles tv dual to the links
of the vertices v of Γ, depicted as punctured red triangles.
For any surface S, we can find a ribbon graph Γ such that the topological double of SΓ, obtained by
gluing SΓ and its mirror S
◦
Γ along the matching boundary components, see the blue surface on Figure 18,
is identified with the original surface S. The double comes with a decomposition into pairs of pants Pv ,
v ∈ {vertices of Γ}, matching the pair of pants decomposition γ of S:
S = SΓ ∪ S◦Γ, S = ∪vPv.
The H−valued monodromy Hβi around the loop βi provides Hamiltonians Hjβi := ωj(Hβi), where ωj
are simple dominant weights. Let us complement them to a collection of commuting Hamiltonians, whose
number is exactly half of the dimension of the symplectic leaves of PG˜,S;γ.
For each vertex v of Γ, pick a cluster coordinate system cv = {Acv1 , . . . , AcvN } on Conf3(A). Corollary
12.7 provides a set of Poisson commuting rational functions {Bcv1 , . . . , BcvN } on PG˜,v, including 3 rkG
Hamiltonians given by the monodromies around the boundary of PG,v. The rest of the functions, assigned
to unfrozen cluster coordinates on Conf3(A), are denoted by
{Bcv1 , . . . , Bcvm }, m = N − 3rkG = dimU− dimH.
We pull them back to PG˜,S;γ via the restriction map PG˜,S;γ → PG˜,v and, abusing notation, denote them
by {Bcv1 , . . . , Bcvm }. When v runs through all vertices of Γ, these functions, complemented by the rkG ·
(3g − 3 + n) Hamiltonians Hjβi, provide a collection of rational functions
{Hjβi} ∪ {B
cv
1 , . . . , B
cv
n−3r}, where v ∈ {vertices of Γ}. (165)
Theorem 2.34. Let Γ be a trivalent ribbon graph. Then the functions (165) Poisson commute in
O(P
G˜,S;γ
), providing a polarisation = integrable system on the symplectic leaves of P
G˜,S;γ
.
Unlike the SL2−case, different clusters cv on Conf3(A) lead to different integrable systems.
Towards a generalisation of the AGT conjecture to any G. The AGT conjecture [AGT] relates
Nekrasov’s partition functions [N] of Gaiotto’s 4dN = 2 superconformal field theory on R4 [G] to conformal
blocks in Liouville theory. These 4d SCFT should correspond to infra-red limit of the compactification of
63
the hypothetical six-dimensional superconformal (2,0) theory of type A1 on a genus g Riemann surface Σ
with n punctures.
Compactifying the six-dimensional (2,0) theory of type G on Σ one should get more general 4d SCFT,
referred to below as SCFT4(G;Σ). Recall that the pair of pants decomposition of S assigned to Γ deter-
mines a Deligne-Mumford boundary divisor DMΓ ⊂Mg,n.
1. We suggest that, given a pair of pants decomposition of Σ related to a ribbon graph Γ, and
a collection of cluster coordinate systems {cv} for Conf3(A), where {v} = {vertices of Γ}
one should be able to produce a Lagrangian description SCFT4(G;Σ,Γ, {cv}) of the SCFT4(G;Σ), when
Σ degenerates according to the Deligne-Mumford stratum DMΓ, related a la Nekrasov-Shatashvili [NS] to
the integrable system assigned to the triple (G; Γ, {cv}).
2. As explained in Section 2.7, a data (G; Γ, {cv}) provides a realisation of the space of conformal
blocks for the pair (G, S) as L2(AG,SΓ). Another collection of clusters {c′v}, obtained from {cv} by a
cluster tranaformation, amounts to a unitary intertwiner relating the two realizations:
I{cv}→{c′v} : L2(AG,SΓ) −→ L2(AG,SΓ). (166)
3. The Nekrasov partition function for SCFT4(G;Σ,Γ, {cv}) should match the expansion of conformal
blocks of the G−Toda theory, realised in L2(AG,SΓ), near the divisor DMΓ.
4. Theories SCFT4(G;Σ,Γ, {cv}) and SCFT4(G;Σ,Γ, {c′v}) should be related by an equivalence - a
generalising S−duality transformation - assigned to the cluster transformation cv → c′v.
By 3), their partition functions correspond to conformal blocks. The latter, realized in L2(AG,SΓ),
should be related by the unitary intertwiner (166).
2.9 Landau-Ginzburg potentials in mirror symmetry and quantum group generators
For either the space PG,S from Definition 1.11 or the space AG,S, each special point s carries a decorated
flag As. So we can assign to s a regular function Ws. It is decomposed as a sum: Ws =
∑
i∈IWs,i.
Amazingly, the canonical functions Ws,i play a key role in two seemingly unrelated stories:
1. The quantization Ws,i of the functions Ws,i give rise to the generators Ei,Fi of the quantum group.
2. The functions Ws,i are the Landau-Ginzburg potentials in the mirror symmetry conjectures [GS1].
Let us elaborate on the mirror side. The sum of the functions Ws, over all special points s on either
moduli space PG,S or AG,S is denoted byWS. For the space AG,S, each puncture p also carries a decorated
flag Ap and hence a potential Wp. The sum of the potentials Wp over all punctures p is denoted by WP.
Let ∗S be the new decorated surface which coincides with S as a surface, and whose special points are
the midpoints of boundary segments of S. Then, elaborating [GS1, Section 10.2], we state, see Figure 19:
Conjecture 2.35. Let G be a split adjoint semi-simple group over Q, and S a decorated surface. Then
• The moduli space (PG,S,WS) is mirror dual to the moduli space AG∨,∗S.
• The moduli space (LocG,S,WS) is mirror dual to the Landau-Ginzburg model (AG∨,∗S,WP).
Conjecture 2.35 can be enhanced by incorporating the action/projection data from Section 2.4.3.
Namely, when one of the tori acts on any of the spaces, we consider the related equivariant DbCoh/Fukaya
category, while for the projections µS and τS we consider the corresponding family of categories.
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A3 A4Bp Ap
Figure 19: Mirror duality for the decorated surface ⊙. On the left: the space LocG,⊙ with the potential
WS =W1+W2. The flags A1,A2 are generic on each of the two arcs. On the right: the space AG˜∨,⊙ with
the potential Wp. No restrictions on the flags A3,A4.
3 Cluster Poisson structure of the space PPGLm,S via amalgamation
3.1 Cluster Poisson amalgamation for the space PPGL2,S
Let V2 be a two dimensional vector space. Set P
1 := P (V2). Denote by x
′ a vector in V2 projecting to a
point x. Pick a volume form ω2 in V2. Recall the cross ratio of four points x1, x2, x3, x4 ∈ P1:
r(x1, x2, x3, x4) :=
ω(x′1, x
′
2)ω(x
′
3, x
′
4)
ω(x′1, x
′
4)ω(x
′
2, x
′
3)
.
The cross ratio has the following properties:
r(x1, x2, x3, x4) = r(x2, x3, x4, x1)
−1 = r(x4, x3, x2, x1)−1.
A pinning in the PGL2 case is given by a triple of distinct points (x1, x2; p) on P
1. The points xi are the
x1x2
x3
rq
p
XrXq
Xp
Figure 20: A triangle with pinnings encoding a configuration (x1, x2, x3, p, q, r) of 6 points on P
1, described
by coordinates Xp,Xq,Xr. A pinning is shown by an oriented edge with vertices labelled by points, and
a middle pinning point.
flags. The point p determines a pinning for the pair of flags (x1, x2). Namely, there is a unique projective
frame (e1, e2) in V2 such that p is the projectivisation of e1 + e2.
Let us describe the pinning using Definition 2.7. Then the pair of PGL2− decorated flags (A1,A2)
with h(A1,A2) = 1 is obtained as follows. Let (f1, f2) be the dual to (e1, e2) basis. Then
A1 := [e1, f1 ∧ f2], A2 := [e2, f1 ∧ f2]. (167)
Our elementary object is a triple of flags with pinnings, shown on the left of Figure 20. It encodes a
configuration of 6 points (x1, x2, x3, p, q, r) on P
1. We assign the coordinates Xr,Xp,Xq to the pinnings:
Xr := r(x1, x2, x3, r), Xp := r(x2, x3, x1, p), Xq := r(x3, x1, x2, q). (168)
65
x2
x3
p
x1
y2
y3
q
y1
x2
x3
x4
x1
Figure 21: Gluing two triangles with pinnings.
Consider configurations of points (x1, x2, x3, p) and (y1, y2, y3, q) on P
1, see Figure 21. Points (x1, x2, x3)
are assigned to the vertices of a traingle, and the point p determines a pinning (x3, x1; p). Similarly
(y1, y2, y3) are assigned to the vertices of another traingle, and the point q determines a pinning (y1, y3; q).
We glue the triangles by matching pinnings (x1, x3; p) and (y1, y3; q
∗), getting a configuration of points
(x1, x2, x3, x4). Namely, we identify x1 with y1, and x3 with y3, and to determine x4 require that p = q
∗.
The latter is equivalent to
r(x1, q, x3, p) = 1. (169)
We assign to the edge E := x1x3 of the obtained configuration of points the coordinate
XE := r(x1, x2, x3, x4).
Lemma 3.1. The X-coordinate assigned to an edge E = x1x3 of the rectangle (x1, x2, x3, x4) is the product
of the coordinates assigned to the pinnings of triangles used for the gluing:
XE = XpXq.
Proof. One has to prove that r(x1, x2, x3, p)r(x3, x4, x1, q) = r(x1, x2, x3, x4).The left hand side equals
∆(x′1, x
′
2)∆(x
′
3, p
′)
∆(x′1, p′)∆(x
′
2, x
′
3)
· ∆(x
′
3, x
′
4)∆(x
′
1, q
′)
∆(x′4, x
′
1)∆(x
′
3, q
′)
=
∆(x′1, x
′
2)∆(x
′
3, x
′
4)
∆(x′4, x
′
1)∆(x
′
2, x
′
3)
· ∆(x
′
1, q
′)∆(x′3, p
′)
∆(x′1, p′)∆(x
′
3, q
′)
=
(−r(x1, x2, x3, x4))(−r(x1, q, x3, p)) (169)= r(x1, x2, x3, x4).
(170)
Given a decorated surface S, let us define a coordinate system on the moduli space P
PGL2,Ŝ
. Pick an
ideal triangulation T of S. Each boundary interval of the triangulation carries a pinning.
Let us assign to every edge E of T a rational function XTE on the moduli space PPGL2,S. If E is an
internal edge, go to the universal cover of S, lift the triangulation to a triangulation T ′ of the cover, take
an edge E′ projecting to E, and a rectangle rE′ it determines there. The vertices of the rectangle are
decorated by a configuration of flags (x1, x2, x3, x4) provided by the framing on S, so that (x1x3) decorates
E′. Set XE := r(x1, x2, x3, x4).
Now let E be a boundary edge with a pinning pE. We go to the universal cover and take a lift E
′ of
the edge. It is contained in the unique ideal triangle tE′ , and there is a pinning assigned to the edge E
′,
provided by the pinning on S. We assign to the pair (tE′ , pE′) the corresponding coordinate (168), and
declare it the coordinate XTE .
If the rectangle rE′ or triangle tE′ projects isomorphically onto the surface, it is not necessary to go to
the universal cover to define the coordinate – one can just use the ideal rectangle/triangle on S.
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Figure 22: An ideal triangulation, with pinnings, of a punctured torus with two special points.
Theorem 3.2. Let T be an ideal triangulation of S.
1. Rational functions {XTE} are amalgamations of the ones assigned to triangles of T .
2. Rational functions {XTE} provide a rational coordinate system on the space PPGL2,S.
3. Rational coordinate systems assigned to different ideal triangulations of S provide a cluster Poisson
variety structure on the moduli space PPGL2,S.
4. Forgetting pinnings, we recover the cluster Poisson structure of the space XPGL2,S defined in [FG1].
Proof. Claim 1) follows immediately from Lemma 3.1. Claims 2), 3) are general properties of cluster
amalgamation. Claim 4) follows from the very definitions.
For example, for the torus with a hole and two marked points on the boundary, see Figure 22, a
coordinate system is obtained by amalgamating 8 triangles with pinnings.
3.2 Cluster Poisson amalgamation for PPGLm,S
We define a cluster Poisson variety structure of the space PPGLm,S by amalgamation of the spaces PPGLm,t
assigned to the triangles of an ideal triangulation T of S.
Pinnings for PGLm. A generic pair of flags (F1, F2) is equivalent to a decomposition of the vector space
Vm into a sum of 1−dimensional subspaces: Vm = E1 ⊕ . . .⊕ Em such that
F1 = {E1, E1 ⊕E2, . . . , E1 ⊕E2 ⊕ . . .⊕ Em},
F2 = {Em, Em ⊕ Em−1, . . . , Em ⊕ Em−1 ⊕ ...⊕ E1}.
A pinning is described by a triple (F1, F2; p) where F1 and F2 are generic flags in P(Vm), and p is a 1-
dimensional subspace in generic position to the flags. Indeed, the subspace p determines a basis (e1, ..., em)
of Vm defined up to a common non-zero scalar such that each ei ∈ Ei and e1+ ...+ em ∈ p. We denote the
pinning by p : F1 −→ F2. This definition depends on a choice of orientation. Changing the orientation,
we obtain an equivalent pinning w0(p) : F2 −→ F1, where w0(p) is the 1-dimensional subspace containing∑m
i=1(−1)iei.
Cluster Poisson structure of the space PPGLm,t. A generic point of the space PPGLm,t can be
described by a configuration
(F1, F2, F3, p, q, r) modulo the action of PGLm. (171)
Here Fi are flags in P(Vm), and (F1, F2; p) etc. are pinnings, see the left of Figure 23.
67
F1F2
F3
rq
p
Figure 23: Triples of flags with pinnings, and the Poisson tensor ε (G = PGL4).
An essential part of the cluster Poisson structure was defined in [FG1]. We complement it by adding
pinnings to the sides of the triangle, and describing the coresponding frozen coordinates.
Let I(m) be the set of all non-negative integral solutions of the equation
a1 + a2 + a3 = m, ai ∈ Z≥0.
excluding the solutions with two 0’s. It is parametrised by vertices of the m-triangulation of a triangle
shown on Figure 23. The solutions including 0 form the frozen subset F(m) of I(m). The corresponding
vertices are shown by little circles. The non-zero solutions are parametrised by the boldface points. Let
us assign to each such solution (a1, a2, a3) a coordinate Xa1,a2,a3 .
First, let us recall the triple ratio of three flags in P2 = P(V3). Given vectors a, b, c ∈ V3, let ∆(a, b, c)
be value of a volume in V3 on a ∧ b ∧ c. We describe a flag in P2 by a pair of vectors (a, b) in V3, so
that the flag is 〈a〉 ⊂ 〈a, b〉. The triple ratio of the flags A,B,C described by three pairs of vectors
(a1, a2), (b1, b2), (c1, c2) in V3 is given by
r3(A,B,C) :=
∆(a1, a2, b1)∆(b1, b2, c1)∆(c1, c2, a1)
∆(a1, a2, c1)∆(b1, b2, a1)∆(c1, c2, b1)
.
We start from a non-zero solution. It provides us with a subspace
Va1,a2,a3 := F
(a1−1)
1 ⊕ F (a2−1)2 ⊕ F (a3−1)3 . (172)
There is a 3−dimensional quotient Vm/Va1,a2,a3 . The flag Fi gives rise to a flag F i in the quotient20,
obtained by projecting the flag
F
(a1)
i /F
(a1−1)
i ⊂ F (a1+1)i /F (a1−1)i .
The value of the coordinate Xa1,a2,a3 on configuration (171) is the triple ratio of flags F i:
Xa1,a2,a3 := r3(F 1, F 2, F 3).
Now take a solution (a1, 0, a3). It corresponds to a point on the side of the triangle labelled by the
flags F3, F1. Since F
(−1)
2 = 0, the subspace (172) reduces to a subspace Va1,0,a3 := F
(a1−1)
1 ⊕F (a3−1)3 . So we
get a 2−dimensional quotient Vm/Va1,0,a3 . The flags F1, F2, F3 give rise to three 1−dimensional subspaces
in this quotient, given by
F 1 := F
(a1)
1 , F 2 := F
(1)
2 , F 3 := F
(a3)
3 .
There is the fourth 1−dimensional subspace R given by the projection of the pinning 1−dimensional
subspace r to the quotient. The value of the coordinate Xa1,0,a3 on a configuration (171) is the cross ratio
of these 1−dimensional subspace:
Xa1,0,a3 := r(F 1, F 2, F 3, R). (173)
20We skip the triple (a1, a2, a3) from the notation of this flag.
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The other frozen coordinates are defined similarly.
We define the Poisson tensor ε by the rule shown on Figure 23. Here two vertices ij are connected
by a solid arrow going from i to j if and only if εij = 1, and by dotted arrow from i to j if and only if
εij = 1/2. The function εij is skewsymmetric, and takes values 0,±1/2,±1. So it is determined by the
picture. The multipliers are equal to 1. This defines a quiver.
Cluster structure of the moduli space PPGLm,Ŝ. Cluster amalgamation of these quivers and the
corresponding cluster Poisson varieties over triangles t of an ideal triangulation of S provides a cluster
Poisson structure on the moduli space PPGLm,S. Note that after the amalgamation the value of the ε-
function between the vertices at the same edge of the ideal triangulation is zero.
Forgetting the pinnings and the frozen coordinates, we get the quiver describing the cluster Poisson
structure of the moduli space XPGLm,S in [FG1]. By the very definition, the cluster Poisson coordinates
assigned to the internal vertices of the triangles are the functions Xa1,a2,a3 from [FG1].
Finally, recall that the coordinate assigned to a quadruple of flags (F1, F2, F3, F4) and a pair of integers
(a1, a3) such that a1 + a3 = m is the cross ratio
Xa1,a3 := r(F
(a1)
1 , F
(1)
2 , F
(a3)
3 , F
(1)
4 ).
Here F
(a)
k is the one dimensional subspace in the two dimensional quotient V2/(F
(a1−1)
1 ⊕F (a3−1)3 ) obtained
by projection of the subspace F
(a)
k . It is easy to show that
r(F
(a1)
1 , w0(R), F
(a3)
3 , R) = 1.
Therefore Lemma 3.1 implies that the cluster coordinates assigned after the amalgamation to the vertices
at the edges of the ideal triangulation are the coordinates from [FG1]. This boils down to Xa1,a3 =
Xa1,0,a3Xa1,a3,0 since these coordinates are products of the cluster coordinates (173). Summarising, we
obtain the following result.
Theorem 3.3. Given an ideal triangulation T of S, the amalgamation of cluster varieties PPGLm,t over
the triangles t of T provides a cluster Poisson structure on the moduli space PPGLm,S. Forgetting the
pinnings, we recover the cluster Poisson structure on XPGLm,S defined in [FG1].
4 Principal series of ∗-representations of quantized cluster varieties
In Section 4.1 we recall the construction of the quantum symplectic double from [FG4]. Then we define
several ∗-algebra structures on Oq(D) and its modular double, and construct principal series of represen-
tations of these ∗-algebras. In Section 4.4, starting from an arbitrary cluster Poisson variety X , we define
the principal series of representations of the ∗-algebra Oq(X ) and its modular double. The case β ∈ R was
done in [FG4].
4.1 The quantum double
Doubling a quiver. Recall the notion of a quiver = (lattice, skew-symmetrizable form, basis, multipli-
ers)= (Λ, (∗, ∗), {ei}, {di}) from Definition 1.3: We often use the coordinate description, setting
εij := (ei, ej), ε̂ij := εijd
−1
j ; ε̂ij = −ε̂ji. (174)
Let Λ◦ ⊂ Hom(Λ,Q) be the quasi-dual lattice generated by the quasi-dual basis fj := d−1j e∗j , where
e∗j (ei) = δij . The double ΛD := Λ⊕ Λ◦ of Λ carries a skew-symmetrizable bilinear form (∗, ∗)D:
(ei, ej)D := (ei, ej), (ei, fj)D := d−1i δij , (fi, fj)D := 0. (175)
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The symplectic double. We assign to a quiver i a split torus with coordinates (Bi, Yi), i ∈ V :
Di := Hom(ΛD,Gm). (176)
It has a Poisson structure {, } and a symplectic 2-form Ωi:
{Bi, Bj} = 0, {Yi, Bj} = d−1i δijYiBj, {Yi, Yj} = ε̂ijYiYj.
Ωi := −1
2
∑
i,j∈V
di · εijd logBi ∧ d logBj −
∑
i∈V
di · d logBi ∧ d log Yi. (177)
The Poisson structure coincides with the one defined by the 2-form Ωi. Set
B+k :=
∏
i|εki>0
Bεkii , B
−
k :=
∏
i|εki<0
B−εkii .
Given an element k ∈ V , we define a birational transformation µk : Di → Di′ acting on the coordinates
{Y ′i , B′i} on the torus Di′ by
µ∗k : Y
′
i 7−→
{
Y −1k if i = k
Yi(1 + Y
−sgn(εik)
k )
−εik , if i 6= k.
µ∗k : B
′
i 7−→
{
Bi if i 6= k,
B
−
k +YkB
+
k
Bk(1+Yk)
if i = k.
(178)
The symplectic double D is obtained by gluing the tori Di using formulas (178). Let us set
Y˜i := Y
−1
i
∏
j∈V
B
−εij
j . (179)
Given a variety Y with a Poisson bracket/2-form, denote by Yop the same variety with the opposite
Poisson bracket/2-form. If Y is a cluster variety, we denote by Y◦ its chiral dual, obtained by setting
ε◦ij := −εij. The Poisson structure/2-form on Y◦ is the negative of the original one. Note that Y◦ is a
different cluster variety then Y, while Yop is the same variety with the negative Poisson bracket/2-form.
Denote by (Ai, A
◦
i ) the coordinates on the cluster torus Ai×A◦i . Let p−, p+ be the projections of A×A
onto the two factors. The key properties of the symplectic double are the following:
Theorem 4.1 ([FG4, Theorem 2.3]). The symplectic space D has the following features:
1. There is a Poisson map π : D → X ×X ◦, given in any cluster coordinates by21
π∗(Xi ⊗ 1) = Yi, π∗(1⊗X◦j ) = Y˜j.
2. There is a map ϕ : A×A◦ → D, such that ϕ∗ΩD = p∗−ΩA − p∗+ΩA, given in any cluster by
ϕ∗(Yi) =
∏
j∈V
A
εij
j , ϕ
∗(Bi) =
A◦i
Ai
. (180)
21Our definition of Y˜i in (179) is the inverse of the original one used in [FG4, Formula (25)].
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3. There are commutative diagrams, where j is a Lagrangian embedding, and ∆X the diagonal:
A×A◦
ϕ
$$❍
❍❍
❍❍
❍❍
❍❍
❍❍
p×p◦−→ X ×X ◦
π
zz✈✈
✈✈
✈✈
✈✈
✈✈
✈
D
X j //

D
π

∆X // X × X ◦
The intersection of the image of j with each cluster torus is given by equations Bi = 1, i ∈ V .
4. There is an isomorphism i : D → D◦ interchanging the components map π, acting any cluster by
i∗(Bi) = B−1i , i
∗(Yi) = Y˜ −1i .
5. The map ϕ is the quotient by the diagonal action of the torus HA. The map π is the quotient by a
free Hamiltonian action of the torus HA on D, whose commuting Hamiltonians are provided by the
Poisson composition map D π−→ X ×X ◦−→X θ−→ HX .
It is instructive to give a key argument for the proof of 1), clarifying the second formula in (178).
Mutating variables Ak and A
◦
k, we get new variables A
′
k and A
◦
k
′ such that:
AkA
′
k = A
+
k +A
−
k , A
◦
kA
◦
k
′ = A◦k
+ + A◦k
−.
We have:
B±k := A
◦
k
±/A±k , Yk := A
+
k /A
−
k , Y˜k := A
◦
k
−/A◦k
+.
Then the mutation map µ∗k acts on A
◦
k/Ak as follows
µ∗k :
A◦k
′
A′k
7−→ A
◦
k
+ + A◦k
−
Bk(A
+
k + A
−
k )
=
A◦k
+/A−k + B
−
k
Bk(1 + Yk)
=
B−k + YkB
+
k
Bk(1 + Yk)
.
The quantum double. The lattice ΛD with the skew-symmetric form 〈∗, ∗〉D gives rise to a quantum
torus algebra Oq(Di). Set qi := q1/di . A basis {ei, fi} of ΛD provides the generators Bi, Yi of the algebra
Oq(Di), satisfying the relations
q−1i YiBi = qiBiYi, BiYj = YjBi if i 6= j, q−ε̂ijYiYj = q−ε̂jiYjYi. (181)
Denote by Fq(Di) the (non-commutative) fraction field of Oq(Di).
Recall the quantum dilogarithm power series
Ψq(x) =
∞∏
k=1
(1 + q2k−1x)−1. (182)
Let µk : i→ i′ be a mutation. We define a quantum mutation map as an isomorphism
µ∗k,q : Fq(Di′) −→ Fq(Di). (183)
The mutation map (183) is the composition µ∗k,q := (µ
♯
k)
∗ ◦ (µ′k)∗, where:
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• The map (µ♯k)∗ : Fq(Di) −→ Fq(Di) is the conjugation by Ψqk(Yk)/Ψqk(Y˜ −1k ):
(µ♯k)
∗ := AdΨqk (Yk) ◦Ad
−1
Ψqk (Y˜
−1
k )
. (184)
Note that since Yi and Y˜j commute, Ψq(Yk) commutes with Ψq(Y˜
−1
k ).
• Denote by (B′i, Y ′i ) the coordinates of the quiver torus Di′ . Then:
(µ′k)
∗ : Fq(Di′) −→ Fq(Di);
B′i 7−→
{
Bi if i 6= k,
B−k /Bk if i = k;
Y ′i 7−→
{
Y −1k if i = k,
q−[εik]
2
+Yi(Yk)
[εik]+ if i 6= k.
(185)
Few comments are in order.
1. The map µ♯k acts on the coordinates {Bi, Yi} conjugating them by Ψqk(Yk).
2. Although µ♯k is the conjugation by quantum dilogarithms, it is a birational map.
3. We define a quantum space Dq by using gluing isomorphisms (183). They satisfy the generalized
pentagon relations. We can talk about them geometrically, saying that gluing isomorphisms correspond to
birational maps of non-commutative space Di,q → Di′,q, and the quantum space Dq is obtained by gluing
them via these maps. However all we use is the compositions of gluing maps (183). We denote by Dopq the
quantum space obtained by taking the opposite product a ◦ b = ba on quantum torus algebras.
The main properties of the quantum double are summarized in the following theorem:
Theorem 4.2 ([FG4, Theorem 3.3]). There is a quantum space Dq together with:
1. An involutive isomorphism ∗ : Dq → Dopq−1, given in any cluster coordinate system by
∗(q) = q−1, ∗(Yi) = Yi, ∗(Bi) = Bi.
2. A map π : Dq −→ Xq × X ◦q given in a cluster coordinate system by
π∗(Xi ⊗ 1) = Yi, π∗(1⊗X◦i ) = Y˜i := Y −1i
∏
j
B
−εij
j .
3. An involutive map i : Dq ∼−→ Dopq interchanging the two components of π, given in any cluster by
i∗Bi = B−1i , i
∗Yi = Y˜ −1i .
4. A canonical map of quantum spaces θq : Xq → HX .
Connections between quantum varieties. There are three ways to alter the space Xq:
(i) change q to q−1,
(ii) change the quantum space Xq to its chiral dual X ◦q - that is the space with ε◦ij := −εij ,
(iii) change the quantum space Xq to the opposite quantum space X opq .
The resulting three quantum spaces are canonically isomorphic ([FG4], [FG2, Lemma 2.1]):
Lemma 4.3. There are canonical isomorphisms of quantum spaces
αqX : Xq −→ X opq−1 , (α
q
X )
∗ : Xi 7−→ Xi.
iqX : Xq −→ X ◦q−1 , (iqX )∗ : X◦i 7−→ X−1i .
βqX := α
q
X ◦ iqX : X ◦q −→ X opq , Xi 7−→ X◦i −1.
(186)
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Similarly there are three ways to alter the space Dq, and three isomorphisms acting the same way
on the X-coordinates, and identically on the B-coordinates. They are compatible with the projection π,
while the involution i in Theorem 4.2 interchanges the two components of π.
4.2 Canonical ∗-representation of the quantum double: skew-symmetric case
In Section 4.2 we consider arbitrary simply-laced quivers i, i.e. quivers with εij = −εji.
The modular quantum dilogarithm. Let sh(t) := (et − e−t)/2. Recall the modular quantum diloga-
rithm function:
Φ~(z) := exp
(
−1
4
∫
Ω
e−ipz
sh(πp)sh(π~p)
dp
p
)
. (187)
Here the contour Ω goes along the real axes from −∞ to ∞ bypassing the origin from above.
Let us pick a complex number β such that Re(β) > 0.22 Set
ϕβ(z) := exp
(
−1
4
∫
Ω
e−ipz
sh(πβ−1p)sh(πβp)
dp
p
)
. (188)
If z ∈ R, the integral converges since Re(β) 6= 0 and the contour Ω is going along the real line. Indeed, in
this case the denominator of the integrand have no zeros, and grows exponentially.
If β is a positive number such that β2 = ~, then making the substitution p = qβ we get
Φ~(z) = ϕβ(z/β). (189)
Recall the relation with the power series Ψq(z), see (182), where q = e
iπβ2 and q∨ = eiπβ−2 :
ϕβ(z) =
Ψq(e
βz)
Ψ1/q∨(ez/β)
. (190)
The following result on the unitarity of the function ϕβ(z) is crucial in our story.
Lemma 4.4. Assume that z ∈ R, and (β + β−1)2 > 0, i.e. β satisfies one of the following conditions:
R) β ∈ R, U) |β| = 1, β 6∈ ±i. (191)
Then one has |ϕβ(z)| = 1.
Proof. Condition (191) on β just means that the complex conjugation acts as follows:
R) (β, β−1) 7−→ (β, β−1), U) (β, β−1) 7−→ (β−1, β).
Each of these maps preserves the function sh(πβ−1p)sh(πβp). Using this with z = z, and changing the
integration variable q = −p, we get:
ϕβ(z) = exp
(
−1
4
∫
Ω
eipz
sh(πβ
−1
p)sh(πβp)
dp
p
)
q=−p
=
exp
(
−1
4
∫
−Ω
e−ipz
sh(πβ−1p)sh(πβp)
dp
p
)
=
exp
(1
4
∫
Ω
e−ipz
sh(πβ−1p)sh(πβp)
dp
p
)
= ϕβ(z)
−1.
22The traditional notation for β is b. We change it to β to avoid confusion with the variables bk on the double.
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The function ϕβ(z) satisfies the difference equations
ϕβ(z + 2πiβ) = (1 + qe
βz)ϕβ(z),
ϕβ(z + 2πiβ
−1) = (1 + q∨ez/β)ϕβ(z).
Hilbert spaces. Denote by {Ai} cluster coordinates on a cluster K2-variety A assigned to a quiver i.
The set of positive points A(R>0) has a vector space structure with logarithmic coordinates ai := logAi.
So it has a defined up to a sign volume form µA = da1 . . . dan. Consider the related Hilbert space:
HA := L2 (A(R>0), µA) .
The volume form changes the sign under mutations. So the Hilbert spaces assigned to quivers related by
cluster transformations are canonically identified.
Representations. We use the following notation:
α+k :=
∑
j∈V
[εkj ]+aj , α
−
k :=
∑
j∈V
[−εkj ]+aj .
~ := β2, q := eπiβ
2
, ~∨ := β−2, q∨ := eπiβ
−2
.
Consider the following differential operators on the manifold A(R>0):
pk := 2πi · ∂
∂ak
− α+k ,
p◦k := −2πi ·
∂
∂ak
+ α−k ,
al := al.
(192)
Since α+k − α−k =
∑
j εkjaj, we have
p◦k := −pk −
∑
j∈V
εkjaj , [p
◦
k, pl] = 0.
Operators (192) satisfy relations of the Heisenberg ∗-algebra:
[pk, pl] = 2πi · εkl, [pk, al] = 2πi · δkl, ∗ pk = pk, ∗ al = al.
[p◦k, p
◦
l ] = −2πi · εkl, [p◦k, al] = −2πi · δkl, ∗ p◦k = p◦k.
Rescaling operators (192) by β, we get the following operators:
bk := β · ak,
yk := β · pk,
y◦k := β · p◦k.
(193)
Operators bk, yk in (193) satisfy relations of the Heisenberg ∗-algebra H~,i:
[yk, yl] = 2πiβ
2 · εkl, [yk, bl] = 2πiβ2 · δkl, ∗yk = yk, ∗bl = bl. (194)
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The exponentials Yp := exp(yp) and Bp := exp(bp) are difference operators:
Ypf(A1, ..., An) = (A
+
p )
−1 · f(A1, ..., q2Ap, . . . An), Bpf = Apf.
The operators {Yp, Bp} satisfy the commutation relations of the quantum torus algebra Oq(Di).
The operators bk, y
◦
k in (193) satisfy the relations of the opposite Heisenberg ∗-algebra Hop~,i:
[y◦p, y
◦
q ] = −2πiβ2 · εkl, [y◦k, bl] = −2πiβ2 · δkl, ∗ y◦k = y◦k.
There is a canonical isomorphism Hop
~,i →H~,io acting as the identity on the generators.
The modular dual representation. Let us introduce the modular dual operators
y∨k := yk/β
2, b∨k := bk/β
2,
Equivalently, we can write
b∨k := β
−1 · ak,
y∨k := β
−1 · pk,
y◦k
∨ := β−1 · p◦k.
(195)
The operators {y∨k , b∨k } satisfy commutation relations of the Heisenberg ∗-algebra H~∨,i:
[y∨k , y
∨
l ] = 2πiβ
−2εkl,
[y∨k , b
∨
l ] = 2πiβ
−2δkl, [b∨k , b
∨
l ] = 0.
Their exponents are the difference operators satisfying the relations of the algebra Oq∨(Di):
Y ∨k := exp(y
∨
k ), B
∨
k := exp(b
∨
k )
The commutators of the operators {yk, bk} with the ones {y∨l , b∨l } lie in 2πiZ:
[yk, y
∨
l ] = 2πi · εkl,
[yk, b
∨
l ] = 2πi · δkl, [bk, b∨l ] = 0.
So operators {Y ∨k , B∨k } commute with the ones {Yk, Bk}.
A subspace Wi. Let Wi be the subspace spanned by the functions
P (a1, . . . , an)exp(−
∑
i
(a2i /2 + λiai)), where λi ∈ C, and P is a polynomial. (196)
It is dense inHA, and invariant under the Fourier transform. The operators {Bp, Yp, B∨p , Y ∨p } are symmetric
unbounded operators on Wi, satisfying the standard commutation relations. Set
A~(Di) = Oq(Di)⊗Oq∨(Di).
So we get a representation of the algebra A~(Di) in the subspace Wi of the Hilbert space HA.
By Lemma 4.4, the modular quantum dilogarithm function ϕβ(z) is unitary when z ∈ R and β is real
or unitary. Below we show that then the algebra A~(Di) has a ∗-algebra structure. When β is real, it is
induced by a ∗-algebra structure on Oq(Di).
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The involution ∗R. Let β ∈ R. Then there are antiholomorphic involutive antiautomorphisms ∗R of
the algebras Oq(Di) and A~(Di), for which operators (193) & (195) are real:
∗R (yk) = yk, ∗R (y◦k) = y◦k, ∗R (bk) = bk.
∗R (y∨k ) = y∨k , ∗R (y◦k∨) = y◦k∨, ∗R (b∨k ) = b∨k .
The involution ∗U. Let β = β−1. So β ∈ U(1) = {z ∈ C∗ | |z| = 1}. Then there is a similar involution
∗U of the algebra A~(Di) which interchanges the operators (193) and (195):
∗U(yk) = y∨k , ∗U (y◦k) = y◦k∨, ∗U (bk) = b∨k .
Summarising, we arrive at the following result.
Lemma 4.5. Let i be any skew-symmetric quiver. Then
R) If β ∈ R, then there is a ∗-algebra structure on the algebra Oq(Di), and hence on A~(Di).
U) If |β| = 1, then there is a ∗-algebra structure on the algebra A~(Di).
These ∗-algebras have representations in the subspaceWi ⊂ HA, provided by the operators {Yk, Bk, Y ∨k , B∨k }
for A~(Di), and {Yk, Bk} for Oq(Di).
Recall the algebra of universally Laurent polynomials Oq(D). Set
A~(D) := Oq(D)⊗Oq∨(D).
Recall the mutation µ∗k := (µ
♯
k)
∗ ◦ (µ′k)∗, where (µ♯k)∗ := AdΨq(Yk) ◦ Ad−1Ψq(Y˜ −1k ), see (184).
Proposition 4.6 is crucial for our story.
Proposition 4.6. The mutation µ∗k : A~(Di′) −→ A~(Di) commutes with the involution ∗U. So there is a
∗-algebra structure on the algebra A~(D), given in any cluster coordinates by the involution ∗U.
Proof. This is clear for the mutation map (µ′k)
∗. So the claim follows from the next Lemma.
Lemma 4.7. The automorphism (µ♯k)
∗ of the algebra A~(Di) commutes with the involution ∗U.
Proof. Indeed, we have
∗U(Ψq(Yk)) = Ψ1/q∨(Y ∨k ).
So, since ∗U is an antiautomorphism, and using the power series identity Ψ1/q(X)−1 = Ψq(X),
∗U ◦ AdΨq(Yk) = AdΨ1/q∨ (Y ∨k )−1 ◦ ∗U = AdΨq∨ (Y ∨k ) ◦ ∗U.
Since ∗U(Y˜k) = Y˜ ∨k , there is a similar identity for Ad−1Ψq(Y˜ −1k ).
Remark. Let β ∈ iR. Then there is an antiholomorphic involutive antiautomorphism ∗I of the algebra
Oq(Di), and hence of A~(Di), so that operators (193) & (195) are purely imaginary:
∗I (yk) = −yk, ∗I (y◦k) = −y◦k, ∗I (bk) = −bk.
∗I (y∨k ) = −y∨k , ∗I (y◦k∨) = −y◦k∨, ∗I (b∨k ) = −b∨k .
There is a similar involution ∗I of any quantum torus algebra. However the involution ∗I does not commute
with mutations: the analog of Proposition 4.6 fails. So it does not define an involution of the quantum
cluster variety. And the function ϕβ(z) is problematic when β ∈ iR.
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Intertwiners. Since operators pk and p
◦
k are self-adjoint, one can apply to them any continuous function
on the real line. If the function is unitary, we get a unitary operator. We use below the modular quantum
dilogarithm function ϕβ(x) defined in (188).
Definition 4.8. Let ~ ∈ C∗ such that ~+ ~−1 > −2.
Given a mutation µk : i→ i′, we consider the intertwining operator
Ki′,i := K
♯ ◦K′ : L2(A(R>0)) −→ L2(A(R>0)), where (197)
• The operator K♯ is the ratio of quantum dilogarithms of the operators pk and −p◦k:
K♯ := ϕβ(pk)ϕβ(−p◦k)−1. (198)
• The operator K′ is induced by the linear map acting on the coordinates as follows:23
a′i 7−→
{
ai if i 6= k,
α−k − ak if i = k.
(199)
Consider the Fourier transform Fak along the ak-coordinate:
Fak(f)(c) =
1
2πi
·
∫
eakc/2πif(ak)dak; f(ak) =
1
2πi
∫
e−akc/2πif̂(c)dc.
Then:
K♯ = F−1ak ◦ ϕβ
(−c− α+k )ϕβ (−c− α−k )−1 ◦ Fak .
The inverse K−1
i′,i has a simpler integral presentation:
(K−1
i′,if)(a1, . . . , a
′
k, . . . , an) :=
∫
G(a1, . . . , a
′
k + ak, . . . , an)f(a1, . . . , ak, . . . , an)dak,
G(a1, . . . , an) :=
1
(2πi)2
∫
ϕβ(−c− α+k )−1ϕβk(−c− α−k )−1 exp
(
c
ak − α−k
2πi
)
dc.
The Schwartz space.
Definition 4.9. The Schwartz subspace Si ⊂ L2(A(R>0)) consists of all vectors f such that for any
A ∈ A~(D), the functional w → (f,Aw)L2 on Wi is continuous.
The subspace Si is the common domain of definition of operators from A~(D) in HA. Indeed, since Wi
is dense in HA, by the Riesz theorem for any f ∈ Si there is a unique g ∈ HA such that (g,w) = (f,Aw).
We set A∗f := g. The space Si has a topology given by seminorms
ρB(f) := ||Bf ||L2 , B runs through a basis in A~(D).
So for a given quiver i we get a representation of the ∗-algebra A~(D) in the subspace Si ⊂ HA.
23This is just the coordinate transformation corresponding to the mutation of the quasi-dual basis fi, see (??).
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General intertwiners. A cluster transformation c : i→ i′ provides a unitary operator
Kc◦ : L
2(A(R>0)) −→ L2(A(R>0)).
Indeed, we assigned in (197) to a mutation i→ i′ an intertwiner Ki′→i. An automorphism σ of a quiver i
gives rise to a unitary operator given by a permutation of coordinates {ai}. The cluster transformation c
is a composition of mutations and automorphisms. Taking the reverse composition of the corresponding
intertwiners, we get the unitary operator Kc◦ .
A cluster transformation c gives rise to a cluster transformation cDq of the quantum space D. Denote
by γco the induced automorphism of the algebra A~(D).
Theorem 4.10. Let ~ ∈ C∗ such that ~ > −2. Then the operator Kc◦ induces a map of Schwartz spaces
intertwining the automorphism γco of A~(D):
Kc◦ : Si′ −→ Si,
Kc◦A(s) = γc◦(A)Kc◦(s) ∀A ∈ A~(D), ∀s ∈ Si′ .
(200)
If the cluster transformation cDq is identity map, then Kc◦ = λcoId, where |λc◦ | = 1.
So we get a representation of the ∗-algebra A~(D) in the Schwarz subspace of the Hilbert space HA,
equivariant under a unitary projective representation of the cluster modular group Γ in HA.
Proof. In the case β ∈ R this is equivalent to [FG4, Theorem 7.7] thanks to the identity (189).
The second line in (200) follows by analytic continuation from the case β ∈ R.
Here is the point. Relation (190) plus the power series identity Ψ1/q(X)
−1 = Ψq(X) imply
ϕβ(pk) =
Ψq(Yk)
Ψ1/q∨(Y
∨
k )
= Ψq(Yk)Ψq∨(Y
∨
k ).
Since the variables {Yk, Bk} and {Y ∨l , B∨l } commute, the intertwiner (198) acts on the algebra Oq(D) as
the conjugation by Ψq(Yk)/Ψq(Y˜
−1
k ). The latter coincides, by the definition from Section 4.1, with the
mutation (µ♯k)
∗ of the quantum symplectic double. Similarly story for the action of the intertwiner (198)
on the modular dual algebra Oq∨(D).
The claim in the first line in (200) is proved similarly to [FG4, Theorem 7.7].
The last claim is also deduced from the β ∈ R case by analytic continuation.
Conclusion. The modular double of the algebra Oq(D) of the symplectic double of a cluster Poisson
variety X is a ∗-algebra A~(D), defined for any Planck constant ~ = β2 ∈ C∗ and ~+ ~−1 ∈ R. It has a
canonical representation. By this we mean the following data:
• The Hilbert L2-space HA assigned to the canonical measure µA on the manifold A(R>0).
• Representations {ρi} of the ∗-algebra A~(D) in the Hilbert space HA, assigned to quivers i. Each
representation ρi is given by unbounded operators, defined on a dense subspace
Si ⊂ HA.
• Representations ρi are related by unitary intertwiners preserving the subspaces Si. Precisely, each
cluster transformation c : i −→ i′ gives rise to a unitary operator
Kc◦ : HA −→ HA, Kc◦(Si′) = Si, (201)
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such that ∀A ∈ A~ and ∀s ∈ Si′ one has
Kc◦ ◦ ρi′(A)(s) = ρi(A) ◦Kc◦(s).
Trivial cluster transformations amounts to unitary scalar intertwiners λ · Id.
Few remarks are in order.
1. Although the Hilbert space HA does not depend on a choice of the quiver i, the representations ρi
of the ∗-algebra A~(D) do.
i) One uses crucially the cluster coordinate system on the space A assigned to a quiver i to define
the representation ρi: the generators act as exponents of first order differential operators in the
logarithmic cluster coordinates assigned to i.
ii) Intertwiners (201) involve the quantum dilogarithm function, and do not reduce to coordinate
transformations between cluster coordinate systems.
2. To specify a vector in the canonical representation one needs to specify a vector in HA and a cluster
coordinate system. This is in a sharp contrast with the usual intuition, where one just needs a
function on a manifold.
3. The principal series ∗-representations of the algebra A~(X ), discussed in Section 4.4, have similar
features, with one notable exception: Hilbert spaces of representations are not as canonical as the
one HA. Indeed, there is no space, like the space A, related to them; we must choose a polarization
of the underlying lattice Λ to construct them. Since there is no natural choice for the polarization,
and since it is hard to make such choices compatible for quivers related by cluster transformation,
it is difficult to construct a vector in this set-up. The only exception is PGLm, where we have the
special cluster coordinate systems constructed in [FG1].
4.3 Canonical ∗-representation of the quantum double: the general case
In Section 4.3, we extend results of Section 4.2 to the general skew-symmetrizable case. The case β ∈ R
was done in [FG4]. We use the same set-up as in Section 4.2.
Representations. Consider the following differential operators on the manifold A(R>0):
pk := 2πid
−1
k ·
∂
∂ak
− α+k ,
p◦k := −2πid−1k ·
∂
∂ak
+ α−k ,
ak := ak.
(202)
Note that [p◦k, pl] = 0. Operators (202) satisfy relations of the Heisenberg ∗-algebra with ~ = 1:
[pk, pl] = 2πi · ε̂kl, [pk, al] = 2πid−1k · δkl, ∗ pk = pk, ∗ ak = ak.
[p◦k, p
◦
l ] = −2πi · ε̂kl, [p◦k, al] = −2πid−1k · δkl, ∗ p◦k = p◦k.
Rescaling operators (202) by β, we get the following operators:
bk := β · ak,
yk := β · pk,
y◦k := β · p◦k.
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The operators {bk, yk} satisfy the relations of the Heisenberg ∗-algebra H~,i:
[yk, yl] = 2πiβ
2 · ε̂kl, [yk, bl] = 2πiβ2d−1k · δkl, ∗yk = yk, ∗bl = bl.
The operators {bk, y◦k} satisfy the relations of the opposite Heisenberg ∗-algebra Hop~,i.
Let us introduce the Langlands modular dual collection of operators
b∨k := dkak/β,
y∨k := dkpk/β.
(203)
They satisfy commutation relations of the Heisenberg ∗-algebra H~∨,i∨:
[y∨k , y
∨
l ] = 2πiβ
−2 · dkdlε̂kl = 2πiβ−2 · ε̂∨kl,
[y∨k , b
∨
l ] = 2πiβ
−2 · dkδkl = 2πiβ−2 · (d∨k )−1δkl,
[b∨k , b
∨
l ] = 0.
The commutators of the operators {yk, bk} with the ones {y∨l , b∨l } lie in 2πiZ:
[yk, y
∨
l ] = 2πi · ε̂kldl = 2πi · εkl,
[yk, b
∨
l ] = 2πi · δkl, [bk, b∨l ] = 0.
(204)
The exponentials Yk := exp(yk) and Bk := exp(bk) are difference operators. The operators {Yk, Bk}
satisfy the commutation relations of the quantum torus algebra Oq(Di). Set
Y ∨k := exp(y
∨
k ), B
∨
k := exp(b
∨
k ). (205)
The operators {Y ∨k , B∨k } satisfy commutation relations of the algebra Oq∨(Di∨). Thanks to (204) they
commute with the ones {Yk, Bk}. Therefore we get a representation of the algebra
A~(Di) = Oq(Di)⊗Oq∨(Di∨).
The ∗-algebra structures. If β ∈ R, we get a ∗-algebra structure on the algebras Oq(Di) and A~(Di),
denoted by ∗R. The above formulas define representations of these ∗-algebras in the Hilbert space HA.
If |β| = 1, the Hilbert space structure provides an involution ∗U such that
∗U (Y dkk ) = Y ∨k , ∗U (Bdkk ) = B∨k . (206)
Therefore there is a subalgebra A′~(Di) ⊂ A~(Di) on which ∗U induces a ∗-algebra structure. However the
intertwiner operators (209) seem to be non-unitary.
Intertwiners. Recall the skew-symmetrizer dk. Consider the function
ϕ˜βk(z) := exp
(
−1
4
∫
Ω
e−ipz
sh(πβ−1 · p)sh(πβd−1k · p)
dp
p
)
.
It is related to the quantum dilogarithm function Φ~k(z) in (187), used in [FG4], by
Φ~k(z) = ϕ˜βk(z/β).
Same argument as in the proof of Lemma 4.4 shows that if β ∈ R, then
ϕ˜βk(z) = ϕ˜βk(z)
−1. (207)
The operators pk and p
◦
k are self-adjoint. So there are operators ϕ˜βk(pk) and ϕ˜βk(p
◦
k).
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Definition 4.11. Given a mutation µk : i→ i′, the intertwining operator
Ki′,i : L
2(A(R>0)) −→ L2(A(R>0)) (208)
is defined as Ki′,i := K
♯ ◦K′ , where the unitary operator K′ is induced by linear map (199), and
K♯ := ϕ˜βk(pk)ϕ˜βk(−p◦k)−1. (209)
If β ∈ R and x ∈ R, then (207) implies that |ϕ˜βk(x)| = 1, and so operators ϕ˜βk(pk) and ϕ˜βk(p◦k) are
unitary. Therefore in this case the intertwiner (208) is unitary.
Recall the dense subspace Wi in (196). Then {Bk, Yk, B∨k , Y ∨k } are symmetric unbounded operators
preserving Wi, and satisfying on it the standard commutation relations. Recall
A~(DX ) := Oq(DX )⊗Oq∨(DX∨).
Following Definition 4.9, we define the common domain Si of definition of operators from A~(DX ) in
the realization assigned to a quiver i.
Just as in Section 4.2, a cluster transformation c : i→ i′ provides a unitary operator
Kco : L
2(A(R>0)) −→ L2(A(R>0)),
and gives rise to an automorphism γco of the algebra Oq(DX ) as well as the algebra A~(DX ).
Theorem 4.12. The operator Kco induces a map Si′ → Si intertwining the automorphism γco :
KcoA(s) = γco(A)Kco(s) ∀A ∈ Oq(DX ), ∀s ∈ Si′ .
If the cluster transformation c induces the identity map of the quantum space Dq, then
Kco = λcoId, |λco | = 1.
Therefore if β ∈ R∪ iR, we get a Γ-equivariant representation of the ∗-algebra A~(DX ) in the Schwarz
subspace of the Hilbert space HA.
If if β ∈ R, this is [FG4, Theorem 7.7].
4.4 Principal series of ∗-representations of quantized cluster varieties
In Section 4.4 we start from an arbitrary cluster Poisson variety X , assigned to a quiver i.
Definition 1.1 provides a ∗-algebra structure on the modular double A~ of the quantum torus alge-
bra assigned to a lattice with a skew-symmetric bilinear form. We apply it to a quiver i. Recall the
corresponding split Poisson torus Xi. Let us summarize the result.
Let Hi be the Hilbert space given by the Weil representation construction in Theorem 1.2.
Lemma 4.13. Let i be any skew-symmetric quiver, and ~ ∈ C∗ such that ~+ ~−1 ∈ R.
1) If ~ ∈ R, then there is a ∗-algebra structure on the algebra Oq(Xi) and hence on A~(Xi).
2) If |~| = 1, then there is a ∗-algebra structure on the algebra A~(Xi).
3) These ∗-algebras have representations in the subspace Wi of the Hilbert space Hi.
The basis {ei} of the lattice Λ is represented by selfadjoint operators {pi} in the Hilbert space Hi.
So one can apply to the operator pk any continuous function ϕ(t) on R. If |ϕ(t)| = 1, we get a unitary
operator.
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Definition 4.14. Let β ∈ C∗ such that (β + β−1)2 > 0.
Given a mutation µk : i→ i′, we consider the intertwining operator
Ki′,i := K
♯ ◦K′ : Hi′ −→ Hi, where (210)
• The operator K♯ := ϕβ(pk) : Hi −→ Hi is the quantum dilogarithm of the operator pk.
• The operator K′ : Hi′ −→ Hi is induced by the mutation of the basis ei of Λ.
Recall the algebra of universally Laurent polynomials Oq(X ) and its modular double
A~(X ) := Oq(X )⊗Oq∨(X ).
We define the subspace Si as the common domain of definition of operators from A~(X ) in Hi.
A cluster transformation c : i→ i′ provides a unitary operator
Kco : Hi′ −→ Hi.
Indeed, we assigned in (210) to a mutation i → i′ an intertwiner Ki′→i. An automorphism σ of a
quiver i gives rise to a unitary operator. The cluster transformation c is a composition of mutations and
automorphisms. The map Kco is the reverse composition of the intertwiners.
A cluster transformation c gives rise to a cluster transformation cXq of the quantum space Xq. Denote
by γco the induced automorphism of the algebra A~(X ).
Theorem 4.15. Let ~ ∈ C∗ such that ~+ ~−1 ∈ R. The operator Kco induces a map of Schwartz spaces
Kco : Si′ −→ Si intertwining the automorphism γco of A~(X ):
KcoA(s) = γco(A)Kco(s) ∀A ∈ A~(X ), ∀s ∈ Si′ .
If the cluster transformation cXq is identity map, then Kco = λcoId, |λco | = 1.
So we get a Γ-equivariant representation of the ∗-algebra A~(X ) in the subspace Si ⊂ Hi.
Proof. In the case β ∈ R this is equivalent to [FG4, Theorem 7.7] thanks to the identity (189). The general
case is deduced from this by the analytic continuation, as was spelled in the proof of Theorem 4.10. Here
are two key points.
1. Just like in the proof of Proposition 4.6, the mutation map µ∗k : A~(Xi′) −→ A~∨(Xi) commutes
with the involution ∗U. Therefore there is a well defined ∗-algebra structure on the algebra A~(X ), which
in any cluster coordinate system is given by the involution ∗U.
The similar claim for the involution ∗R was proved in [FG2].
2. Relation (190) plus the identity Ψ1/q(X)
−1 = Ψq(X) imply
ϕβ(pk) =
Ψq(Xk)
Ψ1/q∨(X
∨
k )
= Ψq(Xk)Ψq∨(X
∨
k ).
Variables {Xk} and {X∨l } commute. So the intertwiner ϕβ(pk) acts on the algebra Oq(X ) as AdΨq(Xk),
which is just the mutation µ♯k of the quantum cluster variety Xq. Similarly ϕβ(pk) acts on the algebra
Oq∨(X ) as AdΨq∨ (X∨k ).
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The ~ 7−→ −~ involution. Given a complex vector space V , the complex conjugate vector space V is
the abelian group V with the new action ◦ of C given by λ◦v := λv. If V had a non-degenerate hermitian
form, there is a canonical isomorphism of complex vector spaces V ∗ = V .
By Lemma 4.3 there are canonical antiholomorphic isomorphisms
iO : Oq−1(X ◦) ∼−→ Oq(X ), iA : A−~(X ◦) ∼−→ A~(X ).
Therefore taking a ∗−representation of the algebra A~(X ) in a Hilbert space HX ,~ and composing the an-
tiholomorphic isomorphism iA with this representation, we get a ∗−representation of the algebra A−~(X ◦)
in the complex conjugate Hilbert space HX ,~. Note that HX ,~ = HX ,~∗. Since the intertwiners are defined
uniquely up to a unitary constant by their intertwining property, for generic ~ it must be isomorphic
to HX ◦,−~. In the case ~ = −1 when the representation of A~=−1(X ◦) is not defined, we can use the
representation HX ,~=1 of A~=1(X ) instead.
The general case. Let i be an arbitrary skew-symmetrizable quiver. Then there is a ∗-algebra structure
on Oq(X ) and hence on A~(X ) for any β ∈ R, but not for |β| = 1.
As in Lemma 4.13, there is a representation of the ∗-algebra A~(X ) in a Hilbert space Hi.
The intertwiner (210) is defined the same way, but using the function ϕβk rather then ϕβ :
K♯ := ϕβk(pk) : Hi −→ Hi.
The analog of Theorem 4.15 holds for any β ∈ R. However the function ϕβk(x) is not unitary if |β| = 1.
Conclusion. Given a cluster Poisson variety X , the modular double A~(X ) of the algebra Oq(X ) is a ∗-
algebra, defined for any Planck constant ~ ∈ C∗ and ~+~−1 ∈ R. It has a principal series of representation.
By this we mean the following data:
• A Hilbert L2-space Hi assigned to a quiver i by the Weil representation construction.
• A representation ρi of the ∗-algebra A~(X ) in the Hilbert space Hi, given by unbounded operators,
defined on a dense subspace Si ⊂ Hi.
• Representations ρi are related by unitary intertwiners preserving the subspaces Si. Precisely, each
cluster transformation c : i −→ i′ gives rise to a unitary isomorphism
Kc◦ : Hi′ −→ Hi, Kc◦(Si′) = Si,
such that ∀A ∈ A~ and ∀s ∈ Si′ one has
Kc◦ ◦ ρi′(A)(s) = ρi(A) ◦Kc◦(s).
Trivial cluster transformations amounts to unitary scalar intertwiners λ · Id.
Finally we want to stress again the following.
To specify a vector in a representation of the quantized cluster Poisson variety one needs
to specify a cluster coordinate system assigned to a quiver i, and a vector in Hi.
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5 Cluster coordinates on the moduli spaces AG,S and PG′,S
5.1 Decompositions for a pair of decorated flags
Let w ∈W . Consider the subset of the set of vertices of the Dynkin diagram given by
I(w) := {j ∈ I | w · α∨j is negative}. (211)
It gives rise to a subgroup of the Cartan subgroup H denoted by
H(w) = {
∏
i∈I(w)
α∨i (bi) | bi ∈ Gm}. (212)
Note that the following statements are equivalent:
I(w) = I ⇐⇒ H(w) = H ⇐⇒ w = w0.
Let i = (i1, . . . , in) be a reduced word of w. We get a sequence of distinct coroots
βik := sin . . . sik+1 · α∨ik , k ∈ {1, . . . , n}. (213)
They are precisely the positive coroots α∨ such that w · α∨ are negative. Take their sum
ρw :=
∑
k
βik. (214)
Note that w · α∨ is negative if and only if w0w · α∨ is positive. Therefore the subset I(w0w) of I is the
complement of I(w). So one has ρw + ρw0w = ρw0 .
Lemma 5.1. We have
ρw(−1) = w−1 · w. (215)
Remark 5.2. For the longest element w0, we have ρw0(−1) = sG.
Proof. By definition w−1 = sin . . . si1 and w = si1 . . . sin . Note that s2i = α
∨
i (−1). Therefore
w−1 · w = sin . . . si2α∨i1(−1)si2 . . . sin = βi1(−1)sin . . . si2si2 . . . sin .
Repeating the same process for ik, we prove the Lemma.
Lemma–Definition 5.3. Let (Al,Ar) be a pair of decorated flags with
w(Al,Ar) = w, h(Ar,Al) ∈ H(w). (216)
There exists a unique chain of decorated flags
Al = A0 A1 A2 A3 A4 An = Ar
si1 si2 si3 si4 · · ·
· · ·
such that
• w(Ak,Ak−1) = sik for each k ∈ {1, . . . , n}.
• If βi,k is simple, then h(Ak,Ak−1) ∈ α∨ik(Gm). Otherwise h(Ak,Ak−1) = 1.
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Proof. By Corollary 2.4, there is a unique chain of flags
{Bl = B0, B1, B2, . . . , Bn = Br} (217)
such that w(Bk,Bk−1) = sik for each k ∈ {1, . . . , n}. By definition,
h(Br,Bl) =
∏
i∈I(w)
α∨i (bi) ∈ H(w).
Let An := Ar. The decorations for the other Bk’s are recursively defined such that
h(Ak,Ak−1) =
{
α∨ik(bi) if β
i
k = α
∨
i is simple,
1 otherwise.
(218)
Therefore
hk := sin . . . sik+1
(
h(Ak,Ak−1)
)
=
{
α∨i (bi) if β
i
k = α
∨
i is simple,
1 otherwise.
(219)
By (108), we have h(An,A0) = hn . . . h1 = h(Ar,Al). Therefore A0 = Al. The uniqueness of the chain
follows by construction.
Lemma 5.4. Suppose that (Al,Ar) is generic. Let i = (i1, . . . , im) be a reduced word of w0. Set
vk := sik · · · si1 , uk := sik+1 · · · sin .
The decoration of the intermediate Ak in the chain is chosen such that
h(Al,Ak) ∈ H(vk) · ρvk(−1), h(Ar,Ak) ∈ H(uk).
Proof. The second condition follows from construction (218). Consider the opposite reduced word i◦ :=
(im, . . . , i1). Note that β
i◦
k is simple if and only if β
i
m+1−k is simple. The reversed chain satisfies a similar
property with respect to i◦. If h(Ak,Ak−1) = α∨ik(bk) then h(Bk−1,Bk) = α
∨
ik
(−bk). So we get the first
condition with the extra factor ρvk(−1) on the right.
5.2 Cluster K2-coordinates on the moduli space AG,S
In Section 5.2 G is a simply connected group, and G′ is the adjoint group.
Let i = (i1, . . . , im) be a reduced word of w0 and let i
∗ = (i∗1, . . . , i
∗
m). By Lemma 5.3, for a generic
pair (A2,A3) there is a unique chain {A2 = A02, A12, . . . ,Am2 = A3} with respect to i∗.
For every fundamental weight Λi, there is a unique G-invariant regular function ∆i on A2 such that
∆i(h · [U], [U−]) = Λi(h) for all h ∈ H.
Definition 5.5. Pick a reduced word i = (i1, . . . , im) of w0, and a vertex A1 of the triangle. The associated
collection of K2-cluster {Ak} on Conf×3 (A) consists of
• the frozen cluster coordinates given by ∆i(A1,A2), ∆i(A1,A3), ∆i(A3,A2) for i ∈ I; and
• the non-frozen cluster coordinates given by
Ap = ∆ip(A1,A
p
2),
where p runs through the indices 1, ...,m such that ip is not the rightmost simple reflection i appearing
in i for all i ∈ I, and Ap2 is a decorated flag in Figure 24.
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A1
A2 = A
0
2 A
2
2A
1
2 A
3
2
Am2 = A3
· · ·
· · ·
si∗
1
si∗
2
si∗
3
Figure 24: Introducing a cluster structure on Conf×3 (A).
In Section 6 we give another definition of functions {Ak} on Conf3(A), clarifying their nature. Note
that the group H3 acts on Conf3(A) by rescaling decorated flags. There is a decomposition
O(Conf3(A)) =
⊕
λ,µ,ν
(Vλ ⊗ Vµ ⊗ Vν)G.
Here λ, µ, ν are dominant weights, Vλ is the irreducible finite dimensional G-module with the highest
weight λ, and (Vλ ⊗ Vµ ⊗ Vν)G the eigenspace of H3 with the eigencharacter (λ, µ, ν).
We interpret functions Ak as specific vectors in certain triple tensor products invariants with the
multiplicity one property:
Ak ∈ (Vλ ⊗ Vµ ⊗ Vν)G, dim(Vλ ⊗ Vµ ⊗ Vν)G = 1.
The collection of triples (λ, µ, ν) which appear in a given cluster coordinate system is determined by the
reduced decomposition i. Proposition 6.20 tells that both definitions are equivalent.
Next, take an ideal triangulation T of a decorated surface S, and cut the surface into triangles. For
each of the triangles t, pick a vertex vt and a reduced word it of w0. Then Definition 5.5 provides a
collection of functions {At,k} on the moduli space AG,t assigned to each triangle t.
There is a restriction map, given by the restriction of a decorated G-local system on S to t:
Rest : AG,S −→ AG,t.
Definition 5.6. Take an ideal triangulation T of a decorated surface S, and pick for each of the triangles
t of T a vertex vt, and a reduced word it of w0. We assign to any such a data (T , {it}, {vt}) a collection
of regular functions on the space AG,S is given by the functions
{Res∗tAt,k}. (220)
Here, for a given triangle t, the functions {At,k} are the ones {Ak} from Definition 5.5.
The frozen variables are the functions assigned to the boundary intervals of S.
Note that the functions assigned to any edge E of the triangulation T depend only on the two decorated
flags at the vertices of the edge. They do not depend on the rest of the data.
In Section 7.2 we assign to a triangle t with a vertex v, and a reduced decomposition i of w0 a quiver
Qt,v,i. Its frozen vertices are assigned to the sides of the triangle t. The frozen variables at each side are
parametrized by the set I of vertices of the Dynkin diagram. So, given an ideal triangulation T of S, one
can amalgamate quivers Qt,v,i assigned to the triangles t of the triangulation T , getting a quiver
QT ,{it},{vt} := ∗tQt,v,i. (221)
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Theorem 5.7. There is a unique cluster K2-structure on the space AG,S such that for each data (T , {it}, {vt}),
functions (220) form a cluster K2-coordinate system associated with quiver (221).
The proof of Theorem 5.7 is given in Sections 7-8. It consists of proving two major claims:
• Cyclic invariance. We prove in Theorem 8.1 that changing the vertex vt of the triangle t, or changing
the reduced decomposition it of w0, amounts to a cluster K2-transformation.
• Indepence on flips. Given a quadrangle Q, let us cut it by a diagonal into triangles t1 and t2. We
prove in Section 8.5 that the cluster K2-structure on the space AG,Q given by the amalgamation of
AG,t1 and AG,t2 does not depend on the choice of the diagonal.
5.3 Cluster Poisson coordinates on the moduli space PG,S
In Section 5.3, talking about the space PG,S, we assume that G is the adjoint group.
Cluster Poisson coordinates on PG,t. Let (B1,B2) be a generic pair of flags of G. Recall that a
pinning for (B1,B2) is a pair of decorated flags (A1,A2) ∈ (G/U)2 over (B1,B2) such that h(A1,A2) = 1.
The space PG,t parametrizes G-orbits of data (B1,B2,B3; p12, p23, p31) where (Bi,Bi+1) are flags of generic
position and pi,i+1 is a pinning for (Bi,Bi+1) for each i ∈ Z/3Z.
B1
B2 B3
A1 A
′
1
A2
A′2 A3
A′3
Figure 25: The space PG,t; here p12 = (A1,A′2) is a pinning over (B1,B2) and so on.
Let i be a reduced word of w0. Take the decomposition of (B2,B3) with respect to i
∗:
B2 = B
0
2
si∗1 // B12
si∗2 // B22
si∗3 // · · ·
si∗m // Bm2 = B3. (222)
Suppose that the pairs (B1,B
j
2) are generic for j = 0, . . . ,m.
Let i ∈ I be a vertex of the Dynkin diagram. Let Bj2,i be the unique flag such that
w(Bj2,B
j
2,i) = w0si, w(B
j
2,i,B1) = si.
We prove in Lemma 7.9 that Bj−12,i = B
j
2,i whenever ij 6= i. Let us take all the distinct flags among Bj2,i
and relabel them by B(ik)
, 0 ≤ k ≤ ni from the left to the right as shown below:
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B1
B2 = B
0
2 B
2
2B
1
2 B
m−1
2
Bm2 = B3
· · ·
· · · · · ·
si∗
1
si∗
2
si∗m
B02,i B
2
2,iB
1
2,i
Bm2,i
B1
B(i0)
B(i2)
B(i1)
B( ini)
· · ·
· · · · · ·
Recall the pair of decorated flags A1,A
′
1 provided by the pinnings sharing the vertex B1. Set:
X( ik)
=

Wi
(
A1,B(i0)
,B(i1)
)
if k = 0,
r+
(
B1,B( ik−1)
,B( ik)
,B( ik+1)
)
if 0 < k < ni,
Wi
(
A′1,B( ini−1)
,B( ini)
)−1
if k = ni.
(223)
Here Wi denotes the potential function and r+ is the cross ratio. It is easy to see that
r+
(
B1,B( ik−1)
,B( ik)
,B( ik+1)
)
=
Wi
(
A1,B( ik)
,B( ik+1)
)
Wi
(
A1,B( ik−1)
,B( ik)
) . (224)
Next, using the pinning p23 = (A2,A
′
3) over (B2,B3), sequence (222) has a decomposition
A2 = A
0
2
si∗1 // A12
si∗2 // A22
si∗3 // · · ·
si∗m // Am2 = A
′
3
such that the h-distance between any neighbored decorated flag is 1. Let A1 be an arbitrary decorated
flag over B1. We define the primary coordinates:
Pi,k =
∆ik
(
A1,A
k
2
)
∆ik
(
A1,A
k−1
2
) , ∀ k = 1, . . . ,m. (225)
They are naturally attached to the edges of the bottom side of the right triangle on the Figure above.
They do not depend on the decoration of B1 chosen.
Recall the positive coroot βik in (213). If β
i
k = α
∨
i is a simple positive coroot, then we set
X( i−∞)
= Pi,k. (226)
Definition 5.8. The functions X( ik)
in (223) and X( i−∞)
in (226) are the cluster Poisson coordinates on
PG′,t assigned to a reduced word i for w0 and the vertex B1 of the triangle t.
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Lemma 5.9. i) The potential Wi(A1,B2,B3) is a sum of cluster monomials:
Wi(A1,B2,B3) =
∑
0≤k<ni
X(i0)
X(i1)
· · ·X( ik). (227)
Meanwhile,
αi
(
h(A′1,A1)
)
= X(i0)
X(i1)
· · ·X( ini). (228)
ii) Let i be a reduced word of w0 starting with i1 = i. One has
Wi∗(A2,B3,B1) = Pi,1,
αi∗
(
h(A′2,A2)
)
= Pi,1X(i0)
.
(229)
iii) Let i be a reduced word of w0 ending with im = i. One has
Wi∗(A3,B1,B2) = X( ini),
αi∗
(
h(A′3,A3)
)
= X( ini)
Pi,m.
(230)
Proof. i) Note that
Wi(A1,B2,B3) =
∑
0≤k<ni
Wi
(
A1,B( ik)
,B( ik+1)
)
.
For 0 ≤ k < ni, the first two lines in (223) together with (224) imply that
X(i0)
X(i1)
· · ·X( ik) =Wi
(
A1,B( ik)
,B( ik+1)
)
.
Using (223) and (224), we get
X(i0)
X(i1)
· · ·X( ini) =
Wi
(
A1,B( ini−1)
,B( ini)
)
Wi
(
A′1,B( ini−1)
,B( ini)
) = αi (h(A′1,A1)) = αi (h(A′1,A′2)) .
ii) The first formula of (229) is proved via (330). Using (264), we get
Pi,1X(i0)
= αi
(
h(A1,A2)
−1) = αi∗(h(A′2,A2)).
iii) It follows by using the same arguments as in ii).
Cluster Poisson coordinates on PG,S. Pick a datum (T , {it}, {vt}), where T is an ideal triangulation
of S, it is a reduced word for w0 assigned to a triangle t of T , and vt is a vertex of the triangle t. Let
us amalgamate the cluster Poisson coordinate systems assigned in Definition 5.8 to the spaces PG,t, when
t runs through the triangles of T , following the amalgamation procedure [FG3], recalled in Section 13.1.
The resulting coordinates on PG′,S are described as follows.
The ideal triangulation T provides the gluing map associated with the triangles t of T .
It is obtained by taking first the product of the moduli spaces PG,t over all triangles t of the triangulation
T ; taking then the quotient by the action of the product of the copies of the Cartan group H parametrised
by the internal edges of T ; and finally using an open embedding to PG′,S:
γT :
∏
t∈T
PG′,t −→
∏
t∈T PG′,t
H{internal edges of T }
→֒ PG′,S. (231)
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So to define a collection of rational functions on the space PG′,T we consider the following collection of
rational functions on
∏
t∈T PG′,t, invariant under the action of the group H{internal edges of T }:
1. For each triangle t of T , we take all unfrozen cluster Poisson coordinates Xt,nfj on PG′,t. They are
preserved by the action of the group H3. So we get a collection of rational functions on the space
PG′,T , denoted by
Xt,nfj . (232)
2. Recall that we assign to each side of a triangle t a set of functions parametrized by the set of simple
positive roots I. These 3rk(G) functions are the frozen coordinates on PG′,t.
Given an internal edge e of T shared by triangles t1 and t2, take the frozen coordinates Xt1,ei , i ∈ I,
assigned to the edge e of t1, and similar coordinates X
t2,e
i , and define a collection of coordinates
assigned to the edge e by taking their products:
Xei := X
t1,e
i ·Xt2,ei , e = t1 ∩ t2 : internal edges of T , i ∈ I. (233)
3. If f is a boundary interval, there is a single triangle t containing f . Take the frozen coordinates
assigned to the edge f of t. This way we get all frozen coordinates on PG′,S:
Xfi := X
t,f
i , f : boundary intervals on S, i ∈ I. (234)
Definition 5.10. The collection of functions (232), (233) and (234), when t runs through all triangles of
T , form the set of cluster Poisson coordinates asigned to the datum (T , {it}, {vt}).
Theorem 5.11. There is a unique cluster Poisson structure on the space PG,S such that for each data
(T , {it}, {vt}), the functions from Definition 5.10 form a cluster Poisson coordinate system associated with
quiver (221).
The proof of Theorem 5.11 is given in Section 9.2.
Examples. The moduli space PPGL2,t parametrizes configurations of 6 vectors (l1, l′1, l2, l′2, l3, l′3) in a
2-dimensional symplectic vector space (V2, (∗, ∗))
l1 l
′
1
l2
l′2 l3
l′3
such that (li, l
′
i+1) = 1 and (li, li′) = 0 for i ∈ Z/3Z, modulo the action of GL2. The cluster Poisson
coordinate X13 assigned to the side (13) coincides with the potential W3 at the vertex, defined using the
vector l3, as the picture below formula (235) illustrates:
X13 = r(l1, l2, l3, l
′
1 + l3) =
(l1, l2)(l3, l
′
1 + l3)
(l2, l3)(l1, l′1 + l3)
=
(l1, l2)
(l2, l3)(l1, l3)
=W3. (235)
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•2. Let S = Pn be a polygon with n vertices. The moduli space PPGL2,Pn carries a cluster Poisson
variety structure of finite type An, with the frozen variables assigned to the sides, and unfrozen ones to
the edges of a triangulation T of the polygon. Pick a vertex v of the polygon. Take a counterclockwise
oriented arc αv near the vertex v, and denote by E1, ..., Em the sides and diagonals of the triangulation T
intersecting the arc, counted in the order the oriented arc intersects them. Then it is easy to see that the
potential Wv at the vertex v is given by
Wv := XE1 +XE1XE2 + . . . +XE1XE2 . . . XEm−1 . (236)
3. Formula (236) allows to interpret formula (227) for the potential geometrically.
Cluster structures of the moduli spaces PG,t and AG,t by amalgamation. The cluster structures
of the moduli spaces PG,S is obtained by the amalgamation of the moduli spaces PG,t assigned to triangles
t of an ideal triangulation of a decorated surface S.
The cluster Poisson structure on the space Pt is defined by the amalgamation of elementary cluster
Poisson varieties Ps and Ps, assigned to the generators s of the Weyl group W . The space Ps was
introduced in [FG3]. Let r := rk(G) be the rank of G. Then we have
dimPs = r + 1, dimPs = r + 2, Ps ⊂ Ps.
Definition 5.12. Let s be a generator of the Weyl group. The moduli space Ps parametrizes the orbits of
the group G acting on the following data: (B0,B1,B2; p10, p12).
Here (B0,B1,B2) is a triple of flags such that the pairs (B0,B1) and (B0,B2) are generic, p01 and p02
are pinnings for them, and the pair (B1,B2) is in the relative position s.
A triple of flags (B0,B1,B2) as in Definition 5.12 determines uniquely a pair of flags (B
s
1,B
s
2) such that
Bsi is in the relative position s to B0, and w0s to Bi, i = 1, 2. The flags in the relative position s to B0
form a projective line, denoted by P1B0,s.
Definition 5.13. The space Ps parametrizes G-orbits on the space of data (B0,B1,B2; p10, p12, ps), where
(B0,B1,B2; p10, p12) is as in Definition 5.12, and ps is an s-pinning for the triple (B0,B1,B2), defined as
an extra flag F in the relative position s to B0.
There is a function Ps on the space Ps: the cross-ratio of points (B0,Bs1,Bs2, F ) on P1B0,s:
Ps := r(B0,B
s
1,F,B
s
2, ).
We picture Ps and Ps by “wedges” with two sides and a short base. On pictures, the amalgamation
amounts to gluing the “wedges” along their sides, see Figure 26.
Given a reduced word i, w0 = si1 ...sin , we amalgamate elementary cluster varieties Psik or Psik :
( )
P si1 ∗ . . . ∗
( )
P sin . (237)
91
B1 B2
B0
Figure 26: Cluster varieties Ps and Ps (left); and their amalgamation into PG,t (right).
To specify which of Psik or Psik is used, consider the sequence of coroots βi,k in (213) for i. Each positive
coroot appears just once. Let {j1 < . . . < jr} be the sequence of ik’s such that βik := sin ...sik+1α∨ik is a
simple positive coroot. We get an ordered set of simple positive coroots
{βj1 , βj2 , . . . , βjr}. (238)
We use the variety Psik if and only if ik ∈ {j1, ..., jr}. By the amalgamation, the space (237) inherits a
cluster Poisson structure. To obtain the cluster Poisson structure on the space PG,t we amalgamate (237)
with the Cartan group H equipped with a cluster structure determined by sequence (238). This does not
change the variety. We prove that the obtained cluster Poisson structure does not depend on the vertex
of the triangle used to cut the triangle t into the wedges.
The cluster K2-structure of the space AG,S is obtained using the same amalgamation pattern.
6 Tensor invariants and cluster coordinates on the space Conf3(A)
Let G = SLn. Then there is a special cluster K2-coordinate system on the space Conf3(A) given by a
collection of functions ∆a,b,c, a+ b+ c = n, [FG1]. In Section 6 we define a supply of functions ∆λ,µ,ν and
their specializations Γλ, generalizing functions ∆a,b,c to any G. We show in Proposition 6.20 that they
contain cluster coordinate systems on the space Conf3(A) defined in Section 5.2.
6.1 Tensor invariants and coordinate rings of configuration spaces
We denote by Conf×m(A) the open subspace of Confm(A) parametrizing decorated flags (A1, . . . ,Am) such
that the underlying flags (Bi,Bi+1) are in generic position, i ∈ Z/mZ.
Representations and the coordinate ring of A. The Peter-Weyl Theorem implies that O(A) =⊕
λ Vλ, where the sum is over all finite dimensional irreducible representations Vλ of G. Precisely, Vλ
consists of functions F ∈ O(A) such that
F (A · h) = λ(h)F (A), ∀h ∈ H, ∀A ∈ A.
The representation Vλ admits a weight decomposition
Vλ =
⊕
µ
Vλ(µ), where Vλ(µ) := {F ∈ Vλ | F (h · A) = µ(h)F (A)}.
Lemma 6.1. Let F ∈ Vλ(µ) be a nonzero function. Then F ([U]) 6= 0 if and only if µ = λ.
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Proof. Note that [U] = h−1 · [U] · h for all h ∈ H. Therefore
F ([U]) = F (h−1 · [U] · h) = F ([U]) · (λ− µ)(h).
If µ 6= λ, then F ([U]) = 0. Suppose that µ = λ and F ([U]) = 0. Note that dimVλ(λ) = 1. So f([U]) = 0
for all f ∈ Vλ. The group G acts transitively on A. So F = 0. Contradiction.
Definition 6.2. The function Fλ is the unique function in Vλ(λ) such that Fλ([U]) = 1.
The function Fλ exists by Lemma 6.1. We abbreviate FΛi = Fi for i ∈ I.
Lemma 6.3. For any dominant weights λ, µ, we have FλFµ = Fλ+µ.
Proof. Clearly FλFµ ∈ Vλ+µ(λ+ µ), and Fλ([U])Fµ([U]) = 1.
The Weyl group W acts on O(A) by w∗F (A) := F (w−1 · A). The next Lemma is well known.
Lemma 6.4. Let λ be a dominant weight. Then w∗Fλ = Fλ for any w ∈W such that w · λ = λ.
Let µ be a weight. Then there is a unique dominant weight λ such that µ = wλ for some w ∈W . Set
Fµ(A) := Fλ(w
−1 ·A) ∈ Vλ(wλ).
By Lemma 6.4, the function Fµ is well defined: it does not depend on w chosen. The functions Fµ are
essentially the generalized minors of Fomin-Zelevinsky.
Double tensor invariants and Conf2(A). Recall that λ∗ = −w0(λ). We have
O(Conf2(A)) = O(A2)G=⊕
λ
(
Vλ
⊗
Vλ∗
)G
.
Note that dim
(
Vλ
⊗
Vλ∗
)G
= 1.
Lemma 6.5. Let ∆ ∈ (Vλ⊗Vλ∗)G be a nontrivial function. Then ∆([U], [U−]) 6= 0.
Proof. Suppose ∆([U], [U−]) = 0. Then for any generic pair (A1,A2), we have
∆(A1,A2) = ∆
(
h(A1,A2) · [U], [U−]
)
= λ
(
h(A1,A2)
)
∆([U], [U−]) = 0. (239)
So the function ∆ is zero on a Zariski dense subset of A2. Thus it is zero. Contradiction.
Definition 6.6. Let ∆λ ∈
(
Vλ
⊗
Vλ∗
)G
be the function such that ∆λ([U], [U
−]) = 1.
We abbreviate ∆Λi = ∆i for i ∈ I.
Lemma 6.7. For any dominant weights λ, µ, we have ∆λ∆µ = ∆λ+µ.
If (A1,A2) ∈ Conf×2 (A), then ∆λ(A1,A2) = λ
(
h(A1,A2)
)
.
Proof. It is a direct consequence of the definition of ∆λ and (239).
Lemma 6.8. ∆λ(A, [U
−]) = Fλ(A).
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Proof. Clearly the function ∆λ(∗, [U−]) ∈ Vλ. Note that
∆λ(h ·A, [U−]) = ∆λ(A, h−1 · [U−]) = ∆λ(A, [U−] · w0(h−1))
= ∆λ(A, [U
−])λ∗(w0(h−1)) = ∆λ(A, [U−])λ(h).
Therefore ∆λ(∗, [U−]) ∈ Vλ(λ). The Lemma follows from ∆λ([U], [U−]) = Fλ([U]) = 1.
Lemma 6.9. Suppose that w(A1,A2) = uw0. Then
∆λ(A1,A2) =
{
λ (h(A1,A2)) if u · λ = λ,
0 otherwise.
In particular ∆i(A1,A2) 6= 0 for all i ∈ I if and only if (A1,A2) is of generic position.
Proof. Let (A1,A2) = (u
−1 · [U] · h, [U−]). By Lemma 6.8, we have
∆λ(A1,A2) = Fλ(u
−1 · [U] · h) = Fλ(u−1 · [U])λ(h).
If uλ = λ, then Fλ(u
−1 · [U]) = Fλ([U]) = 1. Otherwise,
Fλ(u
−1[U] · h) = Fλ(u−1(h)u−1[U]) = (uλ)(h) · Fλ(u−1[U]).
So ∆λ(A1,A2) = 0.
Lemma 6.10. For each pair (A1,A2) ∈ Conf2(A), we have ∆λ(A1,A2) = ∆λ∗(A2 · sG,A1).
Proof. By definition (A1,A2) 7−→ ∆λ∗(A2 · sG,A1) is a regular function in (Vλ
⊗
Vλ∗)
G. Meanwhile
∆λ∗([U
−] · sG, [U]) = ∆λ∗(s2G · [U], w0 · [U]) = ∆λ∗([U], [U−]) = 1.
Remark 6.11. Lemma 6.10 implies that the linear basis {∆λ} of O
(
Conf2(A)
)
is preserved by the
automorphism of Conf2(A) given by (A1,A2) 7−→ (A2 · sG,A1).
Triple tensor invariants and Conf3(A). There is a decomposition
O(Conf3(A)) =
⊕
λ,µ,ν
(Vλ ⊗ Vµ ⊗ Vν)G.
Here (Vλ ⊗ Vµ ⊗ Vν)G consists of G-invariant functions ∆ of A3 such that
∆(A1 · h1,A2 · h2,A3 · h3) = ∆(A1,A2,A3)λ(h1)µ(h2)ν(h3). (240)
Definition 6.12. A triple of dominant weights (λ, µ, ν) is admissible if there is an w ∈W so that
wλ = ν∗ − µ, where ν∗ := −w0(ν). (241)
Lemma 6.13. For any admissible triple (λ, µ, ν) of dominant weights we have
dim(Vλ ⊗ Vµ ⊗ Vν)G = 1.
Proof. Note that dim(Vλ ⊗ Vµ ⊗ Vν)G ≤ dimVλ(ν∗ − µ) = dimVλ(w · λ) = 1.
Due to the PRV conjecture proved by Kumar [Ku], dim(Vλ ⊗ Vµ ⊗ Vν)G ≥ 1.
94
6.2 The functions ∆λ,µ,ν.
Lemma–Definition 6.14. Let (λ, µ, ν) be an admissible triple. Then there is a unique function
∆λ,µ,ν ∈ (Vλ ⊗ Vµ ⊗ Vν)G, normalized by ∆λ,µ,ν(A, [U], [U−]) = Fwλ(A) · µ(sG). (242)
Proof. Let δλ,µ,ν ∈ (Vλ ⊗ Vµ ⊗ Vν)G. Define a function f on A by setting
f(A) := δλ,µ,ν(A, [U], [U
−]).
Lemma 6.15. If δλ,µ,ν 6= 0, then the function f is a nontrivial function in Vλ(wλ).
Proof. Clearly f ∈ Vλ. We have f ∈ Vλ(wλ) since
f(h ·A) = δλ,µ,ν(h · A, [U], [U−]) = ∆λ,µ,ν(A, h−1 · [U], h−1 · [U−]) =
δλ,µ,ν(A, [U] · h−1, [U−] · w0(h−1)) = δλ,µ,ν(A, [U], [U−]) ·
(
ν∗ − µ)(h) = f(A) · (wλ)(h).
If f = 0 then for any (A1,A2,A3) in the G-orbit of (A, [U], [U
−] · h), we have
δλ,µ,ν(A1,A2,A3) = f(A)ν(h) = 0.
Such (A1,A2,A3) are Zariski dense in A3. So δλ,µ,ν = 0. Contradiction.
Since dim(Vλ ⊗ Vµ ⊗ Vν)G = 1, the normalization condition single out a unique function.
An alternative description of the function ∆λ,µ,ν. Let (A1,A2,A3) be a triple with generic (A2,A3).
For any w ∈W , by Lemma 2.3, there is a unique flag B4 such that
w(B2,B4) = ww0, w(B3,B4) = w
∗. (243)
Let (λ, µ, ν) be an admissible triple, and w ∈W is as in (241).
Choose a decorated flag A4 over B4, and set
Aλ,µ,ν := ∆λ(A1,A4) · µ
(
h(A2,A4) · ρw0w−1(−1)
) · ν (h(A3,A4)) . (244)
Lemma 6.16. The function (244) is independent of the decoration of B4 chosen.
Proof. Set hij = h(Ai,Aj). Let us rescale A4 7−→ A4 · h. Then
∆λ(A1,A4) 7−→ ∆λ(A1,A4) · λ(h∗),
µ(h24) 7−→ µ(h24) · (w−1µ)(h∗),
ν(h34) 7−→ ν(h34) · (w−1w0ν)(h∗).
Note that
λ+ w−1µ+ w−1w0ν = λ+ w−1(µ− ν∗) (241)= 0.
The product (244) remains intact.
Theorem 6.17. The restriction of the function ∆λ,µ,ν to Conf
×
3 (A) is equal to Aλ,µ,ν.
Proof. The function ∆λ,µ,ν restricted on Conf
×
3 (A) is characterized by (240) and (242). Clearly Aλ,µ,ν
satisfies (240). Suppose that (A1,A2,A3) = (A, [U], [U
−]). Choose A4 = w · [U−]. Then h24ρw0w−1(−1) =
sG and h34 = 1. Therefore
Aλ,µ,ν
(
A, [U], [U−]
)
= ∆λ(A, w · [U−]) · µ(sG) = ∆λ(w−1 ·A, [U−]) · µ(sG) = Fwλ(A) · µ(sG).
So Aλ,µ,ν satisfies (242).
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6.3 The functions Γλ and cluster coordinates on the space Conf3(A)
The function Γλ. The fundamental weights Λ1, . . . ,Λr form a basis of the weight lattice. Let [n]+ =
max{n, 0}. Every weight λ =∑i∈I niΛi admits a decomposition
λ = λ+ − λ−, where λ+ =
∑
i∈I
[ni]+Λi, λ− =
∑
i∈I
[−ni]+Λi. (245)
The W -orbit of the weight λ contains a unique dominant weight λ = w−1λ, where w ∈ W . The triple
(λ, λ−, λ∗+) satisfies condition (241), and thus is admissible. So we arrive at
Lemma–Definition 6.18. Every weight λ naturally gives rise to a function
Γλ := ∆λ,λ−,λ∗+
∈ O(Conf3(A)). (246)
Lemma 6.19. Let λ = wλ be on the W -orbit of a dominant weight λ¯. We have
λ+ =
∑
i∈I(w0w−1)
〈α∨i , λ〉Λi, λ− = −
∑
i∈I(w−1)
〈α∨i , λ〉Λi.
Proof. Recall that the subset I(w0w
−1) of I is the complement of I(w−1). Meanwhile,
λ =
∑
i∈I
〈α∨i , λ〉Λi =
∑
i∈I
〈w−1 · α∨i , λ¯〉Λi.
By definition, the coroot w−1 · α∨i is negative if and only if i ∈ I(w−1).
Let (A1,A2,A3) ∈ Conf×3 (A). By Lemma 5.4, there is a decoration of B4 in (243) such that
h(A3,A4) ∈ H(w∗−1), h(A2,A4) · ρw0w−1(−1) ∈ H(w0w−1).
Proposition 6.20. Γλ(A,Al,Ar) = ∆λ(A,Ak).
Proof. By Lemma 6.19, we have λ∗+ (h(A3,A4)) = 1 and λ−
(
h(A2,A4) · ρw0w−1(−1)
)
= 1.
Every reduced word i = (i1, . . . , im) of w0 gives rise to a sequence of chamber weights:
γik := sim · · · sik+1 · Λik . (247)
It gives rise to a sequence of regular functions Γi,k := Γγik
on Conf3(A).
If (Al,Ar) is in generic position, by Lemma 5.4, we get a sequence of decorated flags
Al = A0
si∗1 // A1
si∗2 // A2
si∗3 // · · ·
si∗m // Am = Ar
By Proposition 6.20, we have
Γi,k(A,Al,Ar) = ∆ik(A,Ak). (248)
Example 6.21. Let G = SLn+1. We consider the reduced word i = (1, 2, 1, 3, 2, 1..., n, ..., 1). Then the
functions Γi,k coincide with the canonical functions ∆a,b,c in [FG1].
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Cluster K2-coordinate systems on Conf3(A), revisited. Let ωi,k = sim · · · sik+1 . Define
Vi,i =
{
(Λi, [ωi,k · Λi]−, [ωi,k · Λi]∗+) | k = 0, . . . ,m
}
, i ∈ I,
V ′ = {(0,Λi,Λi∗) | i ∈ I} .
Observe that the quiver assigned in Section 7.2 to a reduced decomposition i of w0 has the vertices labelled
by the set V := V ′ ∪ ∪i∈IVi,i. Note that each v := (λ, µ, ν) ∈ V is admissible. So we get a collection of
regular functions
Av = ∆λ,µ,ν ∈ O(Conf3(A)), v ∈ V.
They coincide with the cluster K2-coordinate system on Conf3(A) defined in Definition 5.5.
7 Partial configuration spaces
In this Section G is simply connected unless otherwise noted, and G′ is its adjoint group.
7.1 Main result
Recall the subgroup H(w) in (212) and ρw(−1) = w−1w.
Definition 7.1. Let (u, v) ∈W ×W . The partial configuration space Confvu(B) parametrizes G′-orbits of
quadruples (Bl,Br,B
l,Br) of flags such that24
w(Bl,B
l) = w(Br,B
r) = w0, w(Bl,Br) = u
∗, w(Bl,Br) = v.
The space Confvu(A) parametrizes G-orbits of quadruples (Al,Ar,Al,Ar) of decorated flags with quadruples
of underlying flags in Confvu(B) and
h(Ar,Al) ∈ H(u∗), h(Ar,Al) ∈ H(v) · ρv(−1).
A configuration in Confvu(A) is illustrated below:
Al
Al Ar
Ar
v
u∗
w0 w0
Theorem 7.2. 1. Every reduced word i of (u, v) gives rise to a (weighted) quiver
J(i) =
{
J(i) ⊃ Juf(i), ε(i) = (εij), d(i) = {di}
}
.
Here J(i) is a set of vertices, Juf(i) is a subset of unfrozen vertices, ε(i) is the exchange matrix, and
d(i) is the set of multipliers such that ε̂ij = εijd
−1
j is skewsymmerric. Quivers defined using different
reduced words are related by sequences of quiver mutations and permutations of vertices.
24Note that w(Al,Ar) = u
∗ is equivalent to w−(Al,Ar) = u.
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2. Every i gives rise to regular maps
TAi := (Gm)
#J(i)
cA,i−֒−−−−→ Confvu(A) πi−−−−→ A#J(i).
Here πi is presented by a coordinate system {Ai,j}j∈J(i), and cA,i is an open embedding such that
πi ◦ cA,i is the standard injection. Transition maps between coordinate systems using different re-
duced words are cluster K2−transformations encoded by the same sequences of cluster mutations and
permutations as in 1).
3. Every i gives rise to an open algebraic torus embedding
TXi := (Gm)
#Juf(i)
cX ,i−֒−−−−→ Confvu(B).
The inverse map c−1X ,i is presented by a birational coordinate system {Xi,j}j∈Juf(i). Transition maps
between coordinate systems using different reduced words are cluster Poisson transformations encoded
by the the same sequence as in 1).
4. The following diagram commutes
TAi
pi

cA,i // Confvu(A)
p

TXi cX ,i
// Confvu(B)
(249)
where p is the natural projection defined by forgetting decorations, and pi is defined by
p∗iXi,j =
∏
k∈J(i)
A
εjk
i,k , ∀j ∈ Juf(i). (250)
In Section 7.7, we investigate a moduli space Pvu which is naturally isomorphic to a double Bruhat cell
in G′. Cluster Poisson structures of double Bruhat cells and their underlying seeds J(i) were constructed
in [FG3]. Part 3 of Theorem 7.2 can be deduced from there as well. We prove Theorem 7.2 in the rest of
this Section.
7.2 Construction of underlying quivers
The Weyl group W ×W of G×G is generated by the simple reflections
sk, k ∈ I ∪ I = {1, . . . , r} ∪ {1, . . . , r},
where the generators of the second W are indexed by I = {1, . . . , r}. A reduced word i for (u, v) ∈W ×W
will be represented by a sequence of indices (i1, . . . , im) from I ∪ I.
Let (∗, ∗) be the canonical pairing between the root lattice and coroot lattice of G. Recall the Cartan
matrix Cij = (αi, α
∨
j ) and the multipliers dj = 〈α∨j , α∨j 〉 ∈ {1, 2, 3} such that Ĉij = Cijd−1j is symmetric.
Elementary quivers. The weighted quiver J(i) consists of an underlying set
J(i) := (I− {i}) ∪ {il} ∪ {ir} ∪ {ie}.
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There is a decoration map π : J(i) → I which sends il, ir and ie to i, and is the identity map on I− {i}.
The multipliers on J(i) is defined by pulling back the multipliers on I. The skew-symmetrizable matrix
ε(i) is indexed by J(i)× J(i), defined as follows
ε(i)il,j =
−Cij
2
, ε(i)ir ,j =
Cij
2
, ε(i)ir ,il = ε(i)il ,ie = ε(i)ie,ir = 1; ε(i)jk = 0 if i /∈ {j, k}. (251)
The quiver J(i) is obtained from J(i) by setting ε(i) = −ε(i).
The sub-quiver J(i) is obtained by deleting the extra element ie from J(i).
The sub-quiver J(i) is obtained by deleting the extra element ie from J(i).
An elementary quiver can be presented by a directed graph with vertices labelled by the underlying
set J and arrows encoding the exchange matrices ε = (εjk), where
εjk = #{arrows from j to k} −#{arrows from k to j}.
Note that we employ here the notation #{arrows from a to b} for the total weight of the arrows from a
to b, which is a half-integer. On the pictures the arrows from a to b are either dashed, and then counted
with the weight 12 , or solid, and then counted with the weight 1.
For non simply laced cases, we will employ special arrows as shown on Example 7.4.
Example 7.3. The quivers J(2),J(3),J(2) for the type A4 are decribed by the following graphs. The
green dot corresponds to ie. Elements of J(i) are placed at levels labelled by I, with the extra ie placed
at yet a different level. Elements at each level are ordered from the left to the right.
J(2) J(3) J(2)
1
3l 3r
2
3e
4
1
2l 2r
3
4
1
2l 2r
3
2e
4
Example 7.4. The quivers J(1),J(2) for type B3 is described by the following graph:
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d1 = 2
d2 = 1
d3 = 1
J(1) J(2)
1l 1r
2
3
1e
2l 2r
1
3
2e
The quivers K(i) and H(i). Let (u, v) ∈W ×W . For each reduced word i = (i1, . . . , im) of (u, v). we
get a chain of distinct positive roots and coroots of G×G
αik := sim . . . sik+1 · αik , βik := sim . . . sik+1 · α∨ik , k ∈ {1, ...,m}. (252)
The quiver K(i) consists of m many frozen vertices, whose exchange matrix is
εjk =

sgn(k−j)
2 (α
i
j , β
i
k) if ij, ik ∈ I
sgn(j−k)
2 (α
i
j , β
i
k) if ij, ik ∈ I
0, otherwise
The multipliers of the kth vertex are dk := 〈α∨ik , α∨ik〉.
The quiver H(i) is a full subquiver of K(i) consisting of vertices k such that βik are simple. Let
I(u, v) = I(u) ∪ I(v) = {j1, ..., js} ∪ {l1, . . . , lt}.
be the set of elements j ∈ I and l ∈ I such that the coroots u ·α∨j and v ·α∨l are negative. They are precisely
the simple coroots appearing in the chain βik. Therefore, the vertices of H(i) are naturally parametrized
by I(u, v).
Amalgamation. Recall the amalgamation of quivers introduced in [FG3, Section 2.2].
Definition 7.5. The quiver Q(i) is the amalgamation of quivers J(i) and K(i) determined by the reduced
word i:
Q(i) := J(i1) ∗ . . . ∗ J(im) ∗K(i)
Precisely, for every i ∈ I and for every j = 1, . . . ,m− 1, the right element of J(ij) at level i is glued with
the left element of J(ij+1) at level i. The extra vertex of each J(ik) is glued with the kth vertex of K(i).
The quiver J(i) is a full subquiver of Q(i) by deleting all the “non-simple” vertices of K(i).
The quiver J(i) is a full subquiver of J(i) by deleting all the vertices of H(i).
The quiver Juf(i) is a subquiver of J(i) by deleting the leftmost and rightmost vetices at every level
i ∈ I. It is the unfrozen part of Q(i), J(i), and J(i).
Example 7.6. Consider the root system A4. Let i = (2, 2, 3, 3, 2). The sequence β
i
k is
α∨2 + α
∨
3 , α
∨¯
2 , α
∨¯
2 + α
∨¯
3 , α
∨
3 , α
∨¯
3 .
The quiver J(i) is illustrated by the following Figure, where the hallow dots are frozen.
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J(2) J(3) J(2) J(3) J(3)
1
2
3
4
α∨
2
α∨3
α∨
3
α∨3
α∨
2
α∨
3
An alternative notation. Let us reserve an alternative notation for the parametrization of the vertices
of J(i). For i ∈ I, denote by ni(i) the number of occurrences of i and i¯ in i. The vertices of J(i) on the
level i from the left to the right can be indexed by
Vi(i) :=
{(
i
k
) ∣∣∣∣ 0 ≤ k ≤ ni(i)} .
The vertices of H(i) are indexed by
J∞ :=
{(
i
−∞
) ∣∣∣∣ i ∈ I(u)} ⊔ {( i+∞
) ∣∣∣∣ i ∈ I(v)} .
Therefore the underlying set of J(i) is indexed by
J(i) :=
{(
i
k
) ∣∣∣∣ i ∈ I, 0 ≤ k ≤ ni(i)}⊔ J∞, (253)
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where the non-frozen part is the subset
Juf(i) :=
{(
i
k
) ∣∣∣∣ i ∈ I, 0 < k < ni(i)} . (254)
For 1 ≤ k ≤ ni(i), we will identify the symbol ( ik) with the position of the kth i or i appearing in the word
i. For example, if i = (2, 2, 3, 3, 2), then(
2
1
)
= 1,
(
2
2
)
= 2,
(
2
3
)
= 5,
(
3
1
)
= 3,
(
3
2
)
= 4. (255)
7.3 Proof of Theorem 7.2, part 1
It suffices to check the following four basic cases (plus an easy lemma indicating possible locations of
simple positive coroots).
Case 1: (i, i) ∼ (i, i).
The J(i, i) has one unfrozen vertex at level i, as shown on the following figure.
J(i) J(i) J(i, i)
α∨i
α∨
i
α∨
i
α∨i
Mutating at this unfrozen vertex gives rise to the quiver J(i, i), as shown below.
J(i)J(i) J(i, i)
α∨i
α∨
i
α∨
i
α∨i
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Case 2: (i, j, i) ∼ (j, i, j), where Cji = Cij = −1.
The quiver J(i, j, i) has an unfrozen vertex at level i, as shown below.
J(i) J(j) J(i) J(i, j, i)
α∨j α
∨
i α
∨
iα
∨
j
Mutating at this unfrozen vertex, and re-placing it at level j, we get the quiver J(j, i, j) as follows
J(i)J(j) J(j) J(j, i, j)
α∨i α
∨
j α
∨
i α
∨
j
Case 3: (i, j, i, j) ∼ (j, i, j, i), where Cij = −1 and Cji = −2.
The quiver J(i, j, i, j) has two unfrozen vertices, placed at the levels i and j respectively. Below we
show how to assemble the quiver from the elementary ones:
J(i) J(i)J(j) J(j) J(i, j, i, j)
α∨i α
∨
j
1
2
α∨i α
∨
j
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Let us apply the mutations (2, 1, 2) to the above quiver. The following Figure demonstrates that the
resulted quiver coincides with the quiver J(j, i, j, i):
J(j) J(j)J(i) J(i) J(j, i, j, i)
1
2
α∨j α
∨
iα
∨
j α
∨
i
Case 4: (i, j, i, j, i, j) ∼ (j, i, j, i, j, i), where Cij = −1 and Cji = −3.
The quiver J(i, j, i, j, i, j) has four unfrozen vertices, placed at the levels i and j.
J(i, j, i, j, i, j)
il 1 2 ir
jl 3 4 jr
α∨i α
∨
j
Following [FG3, p.23], we apply the sequence of mutations (4, 3, 2, 1, 4, 2, 4, 3, 1, 4) to the above quiver. A
computer check shows that the resulted quiver coincides with the quiver J(j, i, j, i, j, i).
J(j, i, j, i, j, i)
il 1 2 ir
jl 3 4 jr
α∨j α
∨
i
7.4 Triples of decorated flags and partial potentials
Recall the configuration space Conf∗(A,B,B) in (116). Let w ∈ W . Define the subspace Confw(A,B,B)
of Conf∗(A,B,B) by requiring that the w−-position of the pair (B1,B2) is w. So
Conf∗(A,B,B) :=
⊔
w∈W
Confw(A,B,B). (256)
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Since the space of frames is a G-torsor, every (A,B1,B2) ∈ Conf∗(A,B,B) has a unique representative
which identifies
(
A,B1
)
with the frame ([U],B−). There is a unique u ∈ U such that
(A,B1,B2) = ([U],B
−, u · B−) ∈ Conf∗(A,B,B).
The element u is called the angle invariant of (A,B1,B2):
A
B1 B2
u
In this way we get a natural isomorphism
an : Conf∗(A,B,B) ∼−→ U, (A,B1,B2) = ([U],B−, u · B−) 7−→ u. (257)
Let Uw := U ∩ B−wB−. Since w−(B−, u · B−) = w if and only if u ∈ Uw, we get
Lemma 7.7. Under the isomorphism (257), we have Confw(A,B,B) ∼= Uw.
Partial potential of Conf∗(A,B,B). Fix an i ∈ I. Let (A,B1,B2) ∈ Conf∗(A,B,B). As shown on
Figure 27, there is a unique flag B′1 such that w(B
′
1,A) = si and w(B1,B
′
1) = w0si. Imposing the same
condition to the pair (A,B2), we get another flag B
′
2.
The triple (A,B′1,B
′
2) is canonically identified with a point in the space Conf
∗(A,B,B)SL2 for the group
SL2. Therefore we get a projection
pi : Conf
∗(A,B,B) −→ Conf∗(A,B,B)SL2 . (258)
Composing pi with potential (119), we get a partial potential Wi :=W ◦ pi on Conf∗(A,B,B).
A
B1 B2
B′1 B
′
2
si si
w0si w0si
Figure 27: The projection map pi.
Lemma 7.8. The partial potential Wi is additive, i.e.,
Wi(A,B1,B2) +Wi(A,B2,B3) =Wi(A,B1,B3).
Proof. It is a direct consequence of Lemma 2.18.
Lemma 7.9. Let (A,B1,B2) ∈ Confsj (A,B,B). If j 6= i, then Wi(A,B1,B2) = 0.
Proof. Let B′1,B
′
2 be defined as above. By definition, it suffices to show that B
′
1 = B
′
2. Note that
w(B2,B1) = sj∗ and w(B1,B
′
1) = w0si. Since j 6= i, we have l(sj∗w0si) = l(w0si) − 1. So w(B2,B′1) is
either sj∗w0si or w0si. However, if w(B2,B
′
1) = sj∗w0si, then w(B2,A) = sj∗w0, which contradicts the
assumption that (A,B2) is a frame. Thus w(B2,B
′
1) = w0si and w(B
′
1,A) = si. By uniqueness of the
choices of B′1 and B
′
2, we get B
′
1 = B
′
2.
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Proposition 7.10. The partial potential Wi is the composition of the map (257) and χi in (102):
Wi = χi ◦ an.
Proof. Let (A0,B,B
′) ∈ Conf∗(A,B,B). There is a sequence B = B1,B2, . . . ,Bm = B′ such that
(A0,Bk,Bk+1) ∈ Confsik (A,B,B) for k = 1, ...,m − 1. By Lemma 7.8,
Wi(A0,B,B′) =
m−1∑
k=1
Wi(A0,Bk,Bk+1).
Note that an(A0,B,B
′) =
∏m−1
k=1 an(A0,Bk,Bk+1). Therefore
χi
(
an(A0,B,B
′)
)
=
m−1∑
k=1
χi
(
an(A0,Bk,Bk+1)
)
.
So it suffices to show that for any k we have Wi(A0,Bk,Bk+1) = χi
(
an(A0,Bk,Bk+1)
)
.
By Lemma 7.7, we have Confsik (A,B,B) ∼= Usik = {xik(a) | a 6= 0}.
Thus (A0,Bk,Bk+1) = ([U],B
−, xik(ak) · B−) ∈ Confsik (A,B,B) for some ak 6= 0.
If ik = i, then
Wi(A0,Bk,Bk+1) = ak = χi(an(A0,Bk,Bk+1)).
Otherwise, by Lemma 7.9, Wi(A0,Bk,Bk+1) = 0 = χi
(
an(A0,Bk,Bk+1)
)
.
7.5 Elementary configuration spaces
The elementary configuration space A(i). Let i ∈ I. The space A(i) is defined as the space
Confesi(A). It parametrizes G-orbits of triples (A,Al,Ar) such that
w(A,Al) = w(A,Ar) = w0, w(Ar,Al) = si∗ , h(Ar,Al) ∈ H(si∗). (259)
Imposing an extra condition h(Ar,Al) = 1, we get a subspace A(i) of A(i). Below the left figure describes
a triple in A(i), and the right figure describes a triple in A(i).
A
Al Ar
si∗
A
Al Ar
si∗
Definition 7.11. We define a set of functions on A(i) parametrized by J(i):
∀(A,Al,Ar) ∈ A(i), Aj :=

∆j(A,Al) if j ∈ I− {i}
∆i(A,Al) if j = il
∆i(A,Ar) if j = ir
Λi∗(h(Ar,Al)) if j = ie.
(260)
Recall the matrix ε(i) of J(i) from (251). We define a canonical 2-form of A(i) as follows
Ω(i) =
∑
j,k∈J(i)
ε˜(i)jkd log(Aj) ∧ d log(Ak), where ε˜(i)jk = djε(i)jk (261)
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Let (A,Al,Ar) ∈ A(i). There is an angle invariant u ∈ U such that
(A,Bl,Br) = ([U],B
−, u · B−) ∈ Conf∗(A,B,B). (262)
Note that w−(B−, u · B−) = si if and only if u ∈ Usi . Therefore u = xi(b) for some b 6= 0. The potential
of A(i) at the top vertex is a function
A(i) −→ Gm, (A,Al,Ar) 7−→ b :=Wi(A,Bl,Br). (263)
The potential b is related to Lusztig’s positive atlas for U. The following Lemma generalizes a local version
of Theorem 2.19 in [FZ98], relating generalized minors and Lusztig’s parametrization.
Lemma 7.12. The potential b in (263) is
b =
Aie
AilAir
∏
j∈I−{i}
A
−Cij
j . (264)
Proof. Suppose that
(A,Al,Ar) = ([U], [U
−], xi∗(b) · [U−]).
Then Aj = 1 if j 6= ie. By Part 3 of Lemma 2.5. we have Aie = b. Identity (264) holds.
It is enough to show that the right hand of (264) is invariant under rescaling
(A,Al,Ar) 7−→ (A, Al · h1, Ar · h2).
Let h∗ = w0(h−1). By (260), we get Aj 7−→ Ajtj, where the rescaling factors are
tj =

Λj(h
∗
1) if j ∈ I− {i}
Λi(h
∗
1) if j = il
Λi(h
∗
2) if j = ir
Λi
(
h∗2si(h
∗
1)
−1) if j = ie.
Note that
si(Λi) = Λi − αi = Λi −
∑
j∈I
CjiΛj = −Λi −
∑
j∈I−{i}
CijΛj.
Hence
tie = Λi(h
∗
2) · si(Λi)(h∗1)−1 = tiltir
∏
j∈I−{i}
t
Cij
j .
Thus the right hand side of (264) keeps intact.
A result similar to Lemma 7.12 was independently proved in [IIO, Theorem 5.39].
Lemma 7.13. Let (A,Al,Ar) ∈ A(i). If j 6= i, then ∆j(A,Al) = ∆j(A,Ar).
Proof. By (262), on the G-orbit of (Al,Ar,A
′), there exists a triple(
[U], [U−] · h1, xi(b)[U−] · h2
)
. (265)
By the definition of ∆j, we get
∆j(A,Al) = Λj∗(h1), ∆j(A,Ar) = Λj∗(h2). (266)
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It suffices to show that Λj∗(h2h
−1
1 ) = 1 for j 6= i, or equivalently h2h−11 ∈ H(si∗).
Note that hsk(h
−1) = α∨k (αk(h)). Therefore
h(Ar,Al) = h
(
xi(b)[U
−] · h2, [U−] · h1
)
= h
(
xi(b)[U
−], [U−]
) · h2si∗(h−11 )
= α∨i∗(b) · h1si∗(h−11 ) · h2h−11 .
= α∨i∗
(
bαi∗(h−1)
) · h2h−11 .
The condition h(Ar,Al) ∈ H(si∗) implies that h2h−11 ∈ H(si∗).
Proposition 7.14. The functions {Aj}j∈J(i) give rise to an isomorphism
A(i) ∼−→ (Gm)r+2.
By definition, A(i) is a sub-torus of A(i) determined by requiring Aie = 1.
Proof. By (265), a configuration (A,Al,Ar) ∈ A(i) is determined by its invariants h1, h2, and xi(b). By
(266) and Lemma 7.13, we have
h∗1 = α
∨
1 (A1) . . . α
∨
i (Ail) . . . α
∨
r (Ar), h
∗
2 = α
∨
1 (A1) . . . α
∨
i (Air ) . . . α
∨
r (Ar).
By (264), xi(b) by is recovered by the A’s. Therefore a configuration (Al,Ar,A
′) is uniquely determined
by the set {Aj}j∈J(i), and vice versa.
The elementary configuration space A(i). We define A(i) := Confsie (A). It parametrises G-orbits
of triples (A,Al,Ar) ∈ A3 such that
w(A,Al) = w(A,Al) = w0, w(A
l,Ar) = si, h(A
r,Al) ∈ Hi.
It has a coordinate system parametrized by the set J(i):
∀(A,Al,Ar) ∈ A(i), Aj :=

∆j(A
l,A) if j ∈ I− {i}
∆i(A
l,A) if j = il
∆i(A
r,A) if j = ir
Λi(h(A
l,Ar)) if j = ie.
(267)
The space A(i) carries a 2-form Ω(i) encoding the matrix of J(i), and it has a subspace A(i) defined
by the equation Aie = 1. The partial potential of A(i) at the bottom vertex is
b :=Wi∗(A,Br ,Bl) =
Aie
AilAir
∏
j∈I−{i}
A
−Cij
j
. (268)
Lemma 7.15. Let b be the potential as above. Let hl := h(A
l,A), hr := h(Ar,A). Then
(A,Al,Ar) = ([U−], hl · [U], yi(b)hr · [U]). (269)
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The reflections. Given an element i ∈ I, the reflection r is an isomorphism
r : A(i) ∼−→ A(i),
(A′,Al,Ar) 7−→ (A,Al,Ar),
(270)
where A = Ar, A
r = A′, and Al is the unique decorated flag such that
w(Al,A
l) = w0si, w(A
l,A′) = si, h(Al,A′) = w0
(
h(Ar,Al)
−1).
By Lemma 2.3, we have w(Al,A) = w0. Therefore r is well defined. By definition, the image of A(i) ⊂ A(i)
under r is A(i). The reflection r is illustrated by the following figure.
A′
Al Ar
Al
si∗
si
w0si
r
si
A=Ar
Ar=A′Al
Lemma 7.16. In terms of the coordinates (260)&(267), the reflection r is expressed as
r∗Aj =
 A
−1
il
A2ie
∏
k∈I−{i}
A−Cikk if j = il
Aj if j 6= il.
(271)
The potential b of A(i) at the vertex A is transformed by the map r as follows:
r∗b =
Ail
AirAie
. (272)
Proof. The second formula of (271) is due to the definition of r and Lemma 7.13. By (108),
h(A′,Al)=h(A′,Al) · si
(
h(Al,Al)
)
.
Note that h(A′,Al) ∈ α∨i (Gm). Therefore
h(Al,Al) = si
(
h(A′,Al)h(A′,Al)−1
)
= si(h(A
′,Al))h(A′,Al). (273)
Meanwhile
(w0si∗)
(
h(Al,Ar)
)
= w0(h(Al,Ar)
−1) = h(A′,Al). (274)
Therefore
h(Al,Ar)
(108)
= h(Al,Al) · (w0si∗)
(
h(Al,Ar)
) (273)&(274)
= h(A′,Al)2 · si
(
h(A′,Al)
)
. (275)
The first formula of (271) follows since
r∗Ail = Λi(h(A
l,Ar)) = Λi
(
h(A′,Al)2 · si
(
h(A′,Al)
))
= A2ieA
−1
il
∏
k∈I−{i}
A−Cikk .
Formula (272) follows by plugging (271) into (264).
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Proposition 7.17. The reflection r preserves the canonical 2-form: r∗Ω(i) = Ω(i).
Proof. Set aj := d log(Aj). Recall the potential b of A(i), and b of A(i). We set
p := d log b = −ail − air + aie −
∑
j∈I−{i}
Cijaj . p := d log b = −ail − air + aie −
∑
j∈I−{i}
Cijaj .
A direct calculation shows that
Ω(i) = (ail − air) ∧ (p + aie), Ω(i∗) = (p+ aie) ∧ (ail − air).
By Lemma 7.16, we have
r∗(p) = ail − air − aie , r∗(aie) = aie , r∗(ail) = p+ air + aie , r∗(air) = air .
Therefore r∗(p+ aie) = ail − air and r∗(ail − air) = pil + aie . Hence r∗Ω(i) = Ω(i).
7.6 Proof of Theorem 7.2, part 2
Let us fix a reduced word i = (i1, . . . , im) of (u, v). We consider the space
A(i1)× · · · × A(im). (276)
Definition 7.18. The space A(i) is the subspace of (276) such that
• for k = 1, . . . ,m− 1, the right pair of decorated flags in
(−)
A (ik) and the left pair in
(−)
A (ik+1) belong
to the same G-orbit.
• we take the subspace A(ik) ⊂ A(ik) in every component of the product unless the coroot βik is simple.
Lemma 7.19. We have
A(i) ∼= TAi := (Gm)#J(i).
Proof. By Proposition 7.14, every elementary configuration space is isomorphic to a torus. Therefore
(276) is a torus. By definition, A(i) is a sub-torus of (276), which is consistent with the amalgamation of
elementary quivers.
Gluing adjacent pairs of decorated flags for all k ∈ {1, . . . ,m− 1} we get a regular map
cA,i : A(i) −→ Confvu(A).
Lemma 7.20. The map cA,i is an open embedding.
Proof. We prove the Lemma by defining the inverse birational map c−1A,i. Let
(Al,Ar,A
l,Ar) ∈ Confvu(A).
Picking the I-part of indices in i, we get a reduced word iu = (j1, . . . , jp) of u. By Lemma 5.3, the word
i∗u uniquely determines a decomposition of the bottom pair (Al,Ar):
Al = A0
j∗1−→ A1
j∗2−→ . . . j
∗
p−→ Ap = Ar. (277)
Picking the I-part, we get a reduced word iv = (k1, . . . , kq) of v. For (A
l,Ar), note the appearance of
ρv(−1) in their h-condition. We replace the second condition of Lemma 5.3 by
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• If βivs is simple, then h(As−1,As) ∈ α∨ks(Gm), otherwise25 h(Bs−1,Bs) = 1.
Similarly, it gives rise to a sequence of intermediate decorated flags
Al = A0
k1−→ A1 k2−→ · · · kq−→ Aq = Ar. (278)
Using the chains (277) and (278), the i gives rise to a decomposition of Confvu(A) into elementary config-
uration spaces, as explained by the following example.
Example 7.21. Consider the root system of type A4. Let i = (2, 2, 3, 3, 2) be a reduced word for (u, v).
As illustrated by Figure 28, the i gives rise to a decomposition of Confvu(A) into elementary configuration
spaces.
A1 A2
A1
Al = A0 A3 = Ar
Al = A0 A2 = Ar
s2∗ s3∗
s2 s3 s2
Figure 28: The decomposition of Confvu(A) into elementary configuration spaces.
In general, we obtain a rational decomposition map
di = (di1, . . . , d
i
m) : Conf
v
u(A) −→ A(i1)× . . .×A(im).
Here di is well-defined if all the pairs of intermediate decorated flags connecting by dashed lines in Figure
28 are of generic position. In this case, the image of di is A(i).
Remark 7.22. Note that each A(i) has a local coordinate system indexed by J(i). Using the map πi, we
get a local coordinate system of Confvu(A) indexed by J(i). For example, each k ∈ {1, . . . ,m} corresponds
to a dashed line and therefore a pair of intermediate decorated flags (Atk ,Abk) as in Figure 28. We a get
a regular function
Ak := ∆ik(A
tk ,Abk).
These coordinates give rise to a regular map
πi : Confvu(A) −→ A#J(i). (279)
The exchange matrix ε(i)ij of J(i) determines a 2-form on Conf
v
u(A):
Ωu,v = Ω(i) :=
∑
i,j∈J(i)
ε˜(i)ijd log(Ai) ∧ d log(Aj). (280)
Theorem 7.2 tells that the 2-form Ωu,v is independent of i. By definition, we have a decomposition
Ωu,v := Ω
J
i +Ω
H
i , where Ω
J
i :=
m∑
k=1
(dik)
∗Ω(ik), (281)
and ΩHi corresponds to the quiver H(i).
25It is equivalent to the condition h(Bs,Bs−1) = α∨ks(−1).
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Proof of Theorem 7.2, part 2. It remains to show that the transition map of the coordinate systems
given by two reduced words i and i′ are cluster K2-transformations.
It boils down to check the following basic cases.
Case 1: (i, i) ∼ (i, i).
Let (Al,Ar,A
l,Ar) ∈ Confsisi(A). As shown on Figure 29, it has 2 different decompositions.
Al Ar
Al Ar
si∗
si
B2B1
Al Ar
Al Ar
si∗
si
B1
Figure 29: Decompositions of Confsisi(A).
For j ∈ I− {i}, we have
Aj := ∆j(A
l,Al) = ∆j(A
l,Ar) = ∆j(A
r,Al) = ∆j(A
r,Ar).
For i, we have
Ail = ∆i(A
l,Al), Y = ∆i(A
l,Ar), Z = ∆i(A
r,Al), Air = ∆i(A
r,Ar),
Aie = Λi∗(h(Ar,Al)), Aie = Λi(h(A
l,Ar)).
Here Y, Z correspond to the non-frozen vertices of the quivers in case 1 of Section 7.3. The following
Lemma shows that the transition map from (i, i) to (i, i) is a cluster K2-mutation at the unfrozen vertex.
Lemma 7.23. We have
Y Z = AilAir +AieAie
∏
j∈I−{i}
A
−Cij
j . (282)
Proof. Set Bl = π(Al) and so on. As shown on Figure 29, we take B1,B2 ∈ B such that
w(Bl,B1) = w0si, w(B1,B
l) = si; w(Br ,B2) = w0si, w(B2,B
l) = si.
Recall the potential of Conf(A,B,B)SL2 . By the additivity of potential, we get
W(Al,B1,B2) +W(Al,B2,Br) =W(Al,B1,Br).
By (264) and (272), we get
W(Al,B1,B2) = Aie
AilY
∏
j∈I−{i}
A
−Cij
j , W(Al,B2,Br) =
Air
Y Aie
,
W(Al,B1,Br) = Z
AilAie
.
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Therefore
Z
AilAie
=
Air
Y Aie
+
Aie
AilY
∏
j∈I−{i}
A
−Cji
j .
Multiplying both sides by Y AilAie , we get (282).
Let us consider the situation where Aie = Ai′e
= 1. We define the local primary coordinates
P1 =
Y
Ail
, P2 =
Y
Air
; P ′1 =
Ail
Z
, P ′2 =
Air
Z
and the cluster Poisson coordinate
X = A−1il A
−1
ir
∏
j∈I−{i}
A
Cij
j
The follow result will be useful in the future.
Corollary 7.24. We have
P ′1 = P2(1 +X
−1)−1, P ′2 = P1(1 +X
−1)−1
Proof. It follows by plugging the Formula (282) directly.
Case 2: (i, j, i) ∼ (j, i, j), where Cji = Cij = −1.
The space Confesisjsi(A) has two decompositions.
A′
Al A2 A3 Ar
si∗ sj∗ si∗
A′
Al A4 A5 Ar
sj∗ si∗ sj∗
Figure 30: Two different decompositions.
Consider functions
Ail := ∆i(A
′,Al), Ajl := ∆j(A
′,Aj),
Air := ∆i(A
′,Ar), Ajr := ∆j(A′,Ar),
Aie := Λi∗(h(Ar ,Al)), Aje := Λj∗(h(Ar ,Al)) = Λi∗(h(A2,Al)),
Y := ∆i(A
′,A2) = ∆i(A′,A3), Z := ∆j(A′,A4) = ∆j(A′,A5).
Lemma 7.25. We have
Y Z = AilAieAjr +AjlAjeAir . (283)
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Proof. Recall the partial potential Wi. We have26
Wi(A′,Bl,Br) =Wi(A′,Bl,B2) +Wi(A′,B3,Br) =Wi(A′,B4,B5).
For k ∈ I− {i, j}, we set Ak = ∆k(A′,Al). Set
P :=
∏
k∈I−{i,j}
A−Ckik .
By (264), we get
Wi(A′,Bl,B2) = Aje
AilY
AjlP, Wi(A′,B3,Br) =
Aie
Y Air
AjrP, Wi(A′,B4,B5) =
1
AilAir
ZP.
Therefore
Aje
AilY
AjlP +
Aie
Y Air
AjrP =
1
AilAir
ZP.
Multiplying both sides by AilY AirP
−1, we get (283).
Case 3: (i, j, i, j) ∼ (j, i, j, i), where Cij = −1 and Cji = −2.
Let u = sisjsisj. We have two different decompositions for Conf
e
u(A).
A′
Al A2 A3 A4 Ar
si∗ sj∗ si∗ sj∗
A′
Al A2′ A3′ A4′ Ar
sj∗ si∗ sj∗ si∗
Let us set
Ail := ∆i(A
′,Al), Ajl := ∆j(A
′,Aj),
Air := ∆i(A
′,Ar), Ajr := ∆j(A′,Ar),
Aie := Λi∗(h(Ar,Al)), Aje := Λj∗(h(Ar,Al)),
Yi := ∆i(A
′,A2) = ∆i(A′,A3), Yj := ∆j(A′,A3) = ∆j(A′,A4),
Zi := ∆i(A
′,A3′) = ∆i(A′,A4′), Zj := ∆j(A′,A2′) = ∆j(A′,A3′).
Lemma 7.26. We have
ZiYiYj = AieAjrY
2
i +AirAje (AieAirAjl +AilYj) , (284)
ZjY
2
i Yj = A
2
ieAjlAjrY
2
i + (AieAirAjl +AilYj)
2Aje . (285)
Remark 7.27. The Lemma refines of [FZ98, Thm.1.16] by taking the extra frozen variables Aie and Aje
into consideration. A direct calculation shows that it is compatible with the mutation sequence µj ◦µi ◦µj
considered in the proof of Theorem 7.3, case 3.
26It is equivalent to the fact that if xi(a)xj(b)xi(c) = xj(a
′)xi(b
′)xj(c
′), then a+ c = b′.
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Proof. For k ∈ I− {i, j}, we set Ak = ∆k(A′,Al). Set
Pi :=
∏
k∈I−{i,j}
A−Cikk , Pj :=
∏
k∈I−{i,j}
A
−Cjk
k .
By (264), the partial potentials corresponding to the first decomposition are
b1 =
Aie
AilYi
AjlPi, b2 =
1
AjlYj
Y 2i Pj , b3 =
1
YiAir
YjPi, b4 =
Aje
YjAjr
A2irPj . (286)
The partial potentials corresponding to the second decompositions are
b′1 =
Aje
AjlZj
A2ilPj , b
′
2 =
1
AilZi
ZjPi, b
′
3 =
1
ZjAjr
Z2i Pj, b
′
4 =
Aie
ZiAir
AjrPi. (287)
Recall the formula
xi(b1)xj(b2)xi(b3)xj(b4) = xj(b2b
2
3b4q
−1)xi(qp−1)xj(p2q−1)xi(b1b2b3p−1), (288)
where
p = b1b2 + (b1 + b3)b4, q = b
2
1b2 + (b1 + b3)
2b4. (289)
Note that the coordinates on the right hand side of (288) are b′1, b
′
2, b
′
3, b
′
4 respectively. Hence
b′2b
′
3 = p, (b
′
2)
2b′3 = q. (290)
Plugging (286), (287), and (289) into (290), we prove the Lemma.
Case 4: (i, j, i, j, i, j) ∼ (j, i, j, i, j, i), where Cji = −3 and Cij = −1.
Let u = sisjsisjsisj. We have two different decompositions for Conf
e
u(A).
A′
Al A2 A3 A4 A5 A6 Ar
si∗ sj∗ si∗ sj∗ si∗ sj∗
A′
Al A2′ A3′ A4′ A5′ A6′ Ar
sj∗ si∗ sj∗ si∗ sj∗ si∗
With respect to the first decomposition i = (i, j, i, j, i, j), we obtain a coordinate system Ki of
Confvu(A), which consists of 10 coordinates:
Ail := ∆i(A
′,Al), Ajl := ∆j(A
′,Aj),
Air := ∆i(A
′,Ar), Ajr := ∆j(A′,Ar),
Aie := Λi∗(h(Ar,Al)), Aje := Λj∗(h(Ar ,Al)),
Y1 := ∆i(A
′,A2) = ∆i(A′,A3), Y3 := ∆j(A′,A3) = ∆j(A′,A4),
Y2 := ∆i(A
′,A4) = ∆i(A′,A5), Y4 := ∆j(A′,A5) = ∆j(A′,A6).
(291)
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The coordinates are parametrized by the 10 vertices of the first quiver J(i) shown in the proof of Theorem
7.3, case 4: the coordinate Yi is assigned to the unfrozen vertex i, etc.
With respect to the second decomposition i′ = (j, i, j, i, j, i), we obtain a coordinate system Ki′ , which
consists of the first 6 functions on (291) and 4 new unfrozen functions
Z1 := ∆i(A
′,A3′) = ∆i(A′,A4′), Z3 := ∆j(A′,A2′) = ∆j(A′,A3′),
Z2 := ∆i(A
′,A5′) = ∆i)(A′,A6′), Z4 := ∆j(A′,A4′) = ∆j(A′,A5′).
(292)
The coordinates are parametrized by the 10 vertices of the second quiver J(i′) shown on the proof of
Theorem 7.3, case 4.
Lemma 7.28. The transition from the coordinate system Ki to Ki′ coincides with the cluster K2-transformations
under the sequence of mutations (4, 3, 2, 1, 4, 2, 4, 3, 1, 4).
Proof. Let us set Al := A1 and Ar := A7. For k ∈ {1, . . . , 6}, consider the partial potential
bk :=Wik(A′,Bk,Bk+1), where (i1, . . . , i6) = (i, j, i, j, i, j).
Putting them together, we obtain a unipotent element
u = xi(b1)xj(b2)xi(b3)xj(b4)xi(b5)xj(b6).
Since xi(b) = Hi(b)EiHi(b
−1), the element u can be expressed using the coordinates in [FG3]:
u := Hi(Xil)Hj(Xjl)EiHi(X1)EjHj(X3)EiHi(X2)EjHj(X4)EiEjHi(Xir)Hj(Xjr)
where
Xil := b1, Xjl := b2,
X1 := b3/b1, X3 := b4/b2,
X2 := b5/b3, X4 := b6/b4,
Xir := 1/b5, Xjr := 1/b6.
(293)
Similarly, with respect to the second decomposition (i′1, . . . , i
′
6) = (j, i, j, i, j, i) and the potential b
′
k :=
Wi′k(A′,Bk′ ,Bk+1′), we obtain another decomposition
u := Hi(X
′
il
)Hj(X
′
jl
)EjHj(X
′
3)EiHi(X
′
1)EjHj(X
′
4)EiHi(X
′
2)EjEiHi(X
′
ir)Hj(X
′
jr)
where
X ′il := b
′
2, X
′
jl
:= b′1,
X ′1 := b
′
4/b
′
2, X
′
3 := b
′
3/b
′
1,
X ′2 := b
′
6/b
′
4, X
′
4 := b
′
5/b
′
3,
X ′ir := 1/b
′
6, X
′
jr
:= 1/b′5.
(294)
By [FG3, Thm 3.5 (5)], the transition map from (293) to (294) coincides with the cluster Poisson trans-
formation under the sequence (4, 3, 2, 1, 4, 2, 4, 3, 1, 4).
Note that the first 6 coordinates in (293) recovers the potential b1, . . . , b6. Together with four of the
frozen coordinates, they form a new mixed coordinate system
Pi := {Ail , Ajl , Air , Ajr ,Xil ,Xjl ,X1,X2,X3,X4}.
Note that Pi is related to Ki by an invertible linear base change pi.
Similarly, for the second decomposition i′ we get a new mixed coordinate system
Pi′ := {Ail , Ajl , Air , Ajr ,X ′il ,X ′jl ,X ′1,X ′2,X ′3,X ′4}.
It is related to Ki′ by an invertible linear base change pi′ .
Putting the systems together, we get the following diagram
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Ki Ki′
Pi Pi′
µA
pi pi′
µX
Here pi, pi′ are essentially the p maps relating X−and A−coordinates. By [FG3, Thm 3.5 (5)], µX is the
cluster Poisson transformation under the sequence (4, 3, 2, 1, 4, 2, 4, 3, 1, 4). To make the above diagram
commute, µA must be the cluster K2 transformation under the same sequence.
7.7 Proof of Theorem 7.2, part 3
Consider the double Bruhat cell
G′u,v := B
−uB− ∩ BvB ⊂ G′.
Below we rapidly recall the cluster Poisson structure of G′u,v introduced in [FG3].
The standard pinning ([U], [U−]) determines a datum (H,B, xi, yi; i ∈ I) of G′. We set
Ei := xi(1), Ei := yi(1), i ∈ I.
Let H1, . . . ,Hr be the fundamental coweights of G
′. Abusing notation, we also write Hi = Hi. We have
xi(a) = Hi(a)EiHi(a
−1), yi(b) = Hi(b−1)EiHi(b). (295)
For i 6= j, we have
EiHj(a) = Hj(a)Ei, EiHj(b) = Hj(b)Ei.
Every reduced word i = (i1, . . . , im) of (u, v) gives rise to a quiver J(i) in Definition 7.5 with cluster
Poisson coordinates {Xj}. There is an open embedding map
evi : G
r+m
m −→ G′u,v,
{Xj} 7−→ g =
(∏
i∈I
Hi(X(i0)
)
)
·Ei1Hi1(X1) · · ·EimHim(Xm). (296)
For any reduced words i, i′ of (u, v), the transition map ev−1
i′
◦ evi is a cluster Poisson transformation,
which is deduced from the following identities (cf. [FG3, Proposition 3.6]):
EiHi(X)Ei =
(∏
j 6=i
Hj(1 +X)
−Cji
)
Hi(1 +X
−1)−1EiHi(X−1)EiHi(1 +X
−1)−1.
If Cij = Cji = −1, then
EiHi(X)EjEi = Hi(1 +X)Hj(1 +X
−1)−1EjHj(X−1)EiEjHj(1 +X)Hi(1 +X−1)−1.
See similar identities for non-simply laced cases in loc.cit. The quotient space H\G′u,v/H inherits a cluster
Poisson structure from G′u,v by deleting all the frozen vertices.
Let Pvu be the moduli space parametrizing G′-orbits in Confvu(B) plus a pinning pl over its left pair
(Bl,Bl) and a pinning pr over the its right pair (B
r,Br).
Lemma 7.29. There is a natural isomorphism
G′u,v
=−→ Pvu , g 7−→
(
pl = ([U], [U
−]), pr = (g · [U], g · [U−])
)
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Proof. For each G′-orbit in Pvu , there is a unique representative such that the left pinning pl = ([U], [U−]).
For such a representative, there is a unique element g ∈ G′ taking pl to pr. The Lemma follows from the
fact that w−([U−], g · [U−]) = u if and only if g ∈ B−uB−, and w([U], g · [U]) = v if and only if g ∈ BvB.
There is a natural Projection from Pvu to Confvu(B) by forgetting pinnings. The following diagram
commutes
G′u,v
= //

Pvu

H\G′u,v/H = // Confvu(B)
(297)
The isomorphisms in diagram induce cluster Poisson structures on Pvu and Confvu(B), concluding the proof
of Theorem 7.2, part 3.
7.8 Proof of Theorem 7.2, part 4
Let i and i′ be reduced words of (u, v). By part 2 of Theorem 7.2, the transition map αi,i′ := c−1A,i′ ◦ cA,i
is a cluster K2-transformation. By part 3, the transition map χi,i′ := c
−1
X ,i′ ◦ cX ,i is a cluster Poisson
transformation encoded by the same sequence of cluster mutations and permutations as αi,i′ . As a general
property of cluster ensemble, the following diagram commutes:
TAi
pi

αi,i′ // TAi′
p′
i

TXi χi,i′
// TXi′
(298)
Therefore it suffices to prove part 4 of the Theorem for one specific reduced word i.
Let i = (i1, . . . , ip, ip+1, . . . , in) be a reduced word of (u, v) such that
i1, . . . , ip ∈ I, ip+1, . . . , in ∈ I.
Take (Al,Ar,A
l,Ar) ∈ Confvu(A) such that every pair of decorated flags connected by a dashed line in
the following decomposition is of generic position:
Al = Ap Ap+1 Ap+2 An−1 An = Ar
Al = A0 A1 Ap−1 Ap = Ar
si∗
1
. . . . . .
si∗p
sip+1 sip+2
. . .
. . . sn
Let us consider the potential function for each angle
bs =
{ Wis(Al,Bs−1,Bs), if 1 ≤ s ≤ p;
Wi∗s (Ar,Bs,Bs−1), if p < s ≤ n.
(299)
Let pr be the natural projection from G to G′. Set
h = pr(h(Al,Ar)
−1) = H1(c1) . . . Hr(cr) ∈ G′.
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Define
g = xi1(b1) . . . xip(bp) · h · yip+1(bp+1) . . . yin(bn) ∈ G′.
By (295), we have
g =
p∏
s=1
Hjs(bs)EjsHjs(b
−1
s ) ·
∏
i∈I
Hi(ci) ·
n∏
s=p+1
His(b
−1
s )EisHis(bs).
By the construction of g, we have
(Bl,Bl,B
r,Br) = (B,B
−, g · B, g · B−).
Let i ∈ I. Recall the alternative notations (254). For each (il) ∈ Juf(i), we get
p∗X(il)
=

b( il+1)
b(il)
−1 if
( i
l+1
) ≤ p,
cib
−1
(il)
b−1
( il+1)
if
(i
l
) ≤ p < ( il+1),
b(il)
b−1
( il+1)
if p <
(i
l
)
.
(300)
Note that bs are Laurent monomials of A-variables of Conf
v
u(A) given by (264)&(268), and
ci = αi(h(A
l,Ar)
−1) =
∏
j∈I
Λj(h(A
l,Ar))
−Cij .
Plugging them back to (300), a careful comparison shows that p∗X(il)
is presented by the a Laurent
monomial of A-variables as in (250), which concludes the proof of Theorem 7.2, part 4.
8 Cluster K2-structure of the moduli spaces Conf
×
3 (A) and AG,S
The space Conf×3 (A) parametrizes G-orbits of triples (A1,A2,A3) ∈ A3 where each pair (Ai,Aj) is in
generic position. It inherits a cluster K2-structure from Conf
e
w0(A) by the isomorphism
ι : Conf×3 (A) ∼−→ Confew0(A),
(A1,A2,A3) 7−→ (Al,Ar,Al,Ar) = (A2,A3,A1,A1).
(301)
Elaborating this, we assign A1,A2,A3 to vertices of a triangle in counterclockwise order. According to
Lemma 5.3, every reduced word i of w0 gives rise to a further decomposition of the bottom pair (A2,A3),
as illustrated on the left of Figure 33. Using the machinery of amalgamation, we introduce a cluster
structure to Conf×3 (A), as constructed in Section 7. In particular, we obtain an open torus embedding for
each reduced word i of w0
cA,i : TAi := (Gm)
l(w0)+2r →֒ Conf×3 (A). (302)
Theorem 7.2 asserts that the cluster structure is independent of i chosen.
There is an involution of G
∗ : G −→ G, Ei 7−→ Ei∗ , Ei 7−→ Ei∗ h 7−→ w0(h−1). (303)
It induces an involution of A still denoted by ∗. Define the twisted map
η : Conf×3 (A) ∼−→ Conf×3 (A), (A1,A2,A3) 7−→ (∗A3 · sG, ∗A1, ∗A2). (304)
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Theorem 8.1. The map η is a cluster K2-automorphism of Conf
×
3 (A).
We prove Theorem 8.1 by presenting an explicit sequence of cluster mutations and permutations that
gives rise to η. The proof occupies the rest of this section. The most difficult part of the proof is the one
concerning the frozen variables.
8.1 The twisted map of Conf×3 (B)
The space Conf×3 (B) consists of G′-orbits of triples (B1,B2,B3) ∈ B3 where each pair of flags is in generic
position. It admits a cluster Poisson structure induced by the isomorphism
ι : Conf×3 (B) −→ Confew0(B),
(B1,B2,B3) 7−→ (Bl,Br,Bl,Br) = (B2,B3,B1,B1).
(305)
Let us consider the twist map
η : Conf×3 (B) ∼−→ Conf×3 (B), (B1,B2,B3) 7−→ (∗B3, ∗B1, ∗B2). (306)
Theorem 8.2. The map η is a cluster Poisson automorphism of Conf×3 (B).
Proof. Let i = (i1, . . . , im) be a reduced word of w0. The pairs (B1,B2) and (B2,B3) admit decompositions
B1 = B
′′
0
si1−−−→ B′′1
si2−−−→ · · · sim−−−→ B′′m = B2,
B2 = B
′
0
si∗
1−−−→ B′1
si∗
2−−−→ · · · si∗m−−−→ B′m = B3.
(307)
The decompositions are illustrated by the following figure.
B1
B2 B′2B
′
1 B
′
m−1 B3
B′′1
B′′2
B′′m−1
· · ·
· · ·
si∗
1
si∗
2
si∗m
si1
si2
sim
Set
vk := siksik−1 . . . si1 , uk := sik+1 . . . sim . (308)
There is a sequence of isomorphisms - rotations of dashed segments in the above figure:
R : Confew0(B)
r1−−→ Confv1u1(B)
r2−−→ Confv2u2(B)
r3−−→ · · · rm−−−→ Confw0e (B),
(B2,B3,B1,B1)
r17−→ (B′1,B3,B′′1 ,B1) r27−→ (B′2,B3,B′′2 ,B1) r37−→ · · · rm7−→ (B3,B3,B2,B1)
(309)
where the isomorphism rk : Conf
vk−1
uk−1(B) −→ Confvkuk(B) is shown on Figure 31.
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B′k−1
B′′k−1 B1
B′k B3
rk
B′′k B
′′
k−1 B1
B′k B3
Figure 31: The reflection map rk.
Let us consider the following reduced words of (uk, vk)
ik := (ik, ik+1, . . . , im, ik−1, . . . , i1), i′k := (ik+1, . . . , im, ik, . . . , i1). (310)
Note that ik is obtained from i
′
k−1 by changing the first index ik to ik. The unfrozen subquiver Juf(i
′
k−1)
canonically coincides with Juf(ik). In terms of the decomposition (296), the isomorphism rk is equivalent
to a change of the first Eik to Eik , which keeps the unfrozen X-coordinates intact. Therefore the following
diagram commutes
TX
i′k−1
id

c
X ,i′
k−1// Conf
vk−1
uk−1(B)
rk

TXik cX ,ik
// Confvkuk(B)
(311)
In other words, rk identifies the cluster Poisson structures on both spaces.
For k ∈ {1, 2, . . . ,m}, denote by tk the number of occurrences of i = ik in the sub word (ik+1, ik+2, . . . , im).
Recall the notations in (254). By the proof of Theorem 7.3, the sequence
Lk(i) := µ(iktk)
◦ . . . ◦ µ(ik2 ) ◦ µ(ik1 ) (312)
shifts the first ik to the right, and takes the quiver Juf(ik) to Juf(i
′
k). By Part 3 of Theorem 7.2, the
transition map c−1X ,i′k
◦ cX ,ik is the cluster Poisson transformation presented by Lk(i):
TXik
Lk(i)

cX ,ik // Confvkuk(B)
TX
i′k
c
X ,i′
k
;;✈✈✈✈✈✈✈✈✈✈
(313)
Set i = im = (im, . . . , i1). Combining (317) and (313) for all k, we get
TXi
Lm(i)◦···◦L1(i)

cX ,i // Confew0(B)
R

TX
i cX ,i
// Confw0e (B)
(314)
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Lastly, let us consider the following isomorphism
S : Confw0e (B) −→ Confew0(B), (B3,B3,B2,B1) −→ (∗B1, ∗B2, ∗B3, ∗B3).
∗B3
∗B1 ∗B′′2∗B′′1 ∗B′′m−1∗B2· · ·
si∗
1
si∗
2
si∗m
S
B3
B1B
′′
2 B
′′
1B
′′
m−1B2
si1si2sim
· · ·
Figure 32: The isomorphism S.
The quiver Juf(i) is isomorphic to Juf(i) by the following permutation of vertices
σ : Juf(i)
∼−→ Juf(i), σ
(
i
k
)
=
(
i
ni − k
)
.
As shown on Figure 32, the following diagram commutes
TX
i
σ

c
X ,i // Confw0e (B)
S

TXi
cX ,i // Confew0(B).
(315)
Let P (i) be the cluster Poisson transformation presented by the sequence27
σ ◦ Ln(i) ◦ . . . ◦ L2(i) ◦ L1(i). (316)
The isomorphism ι identifies Conf×3 (B) with Confew0(B). By the definition of the twist map,
η = ι−1 ◦ S ◦R ◦ ι.
Therefore the following diagram commutes
TXi
P (i)

cX ,i // Conf×3 (B)
η

TXi cX ,i
// Conf×3 (B)
(317)
which shows that η is a cluster Poisson automorphism.
27In fact, it is a maximal green sequence in the sense of Keller.
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The sequence of mutations in the proof of Theorem 8.2 was inspired by the proof of [Lus3, Proposition
3.2].
Remark 8.3. The map η is the cluster Donaldson-Thomas transformation of Conf×3 (B).28 In particular,
let us tropicalize the diagram (317), getting
Zm−r
P (i)t

ct
X ,i // Conf×3 (B)(Zt)
ηt

Zm−r
ct
X ,i
// Conf×3 (B)(Zt)
(318)
The left map P (i)t is piecewise linear that sends each positive unit vector ei to −ei.
8.2 Cyclic invariance of the 2-form Ω
Recall the 2-form Ωu,v in (280). Let Ω := ι
∗(Ωw0,e) be the induced 2-form of Conf
×
3 (A).
Proposition 8.4. The twist map η of Conf×3 (A) preserves the canonical 2-form: η∗Ω = Ω.
The proof of Proposition 8.4 requires a little preparation.
The isomorphism R. As shown on Figure 33, we consider the isomorphism
R : Confew0(A)
∼−→ Confw0e (A), (A2,A3,A1,A1) −→ (A3,A3,A2 · h,A1)
where h ∈ H is chosen such that
h(A2 · h,A1) = w0
(
h(A3,A2)
−1) = h(A2,A3)sG.
Therefore
h = h(A2,A3)h(A2,A1 · sG)−1.
A1
A2 A′2A
′
1 A
′
m−1 A3
si∗
1
si∗
2
si∗m
· · ·
R
A3
A1A
′′
2 A
′′
1A
′′
m−1A2 · h
si1si2
· · ·
sim
Figure 33: The isomorphism R.
28This was proved for the case when G = PGLm in [GS2]. For general G, it was proved in [W].
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Lemma 8.5. The isomorphism R preserves the 2-forms: R∗(Ωw0e ) = Ωew0 .
Proof. Fix a reduced word i = (i1, . . . , im) of w0. By Lemma 5.3, the pair (A2,A3) admits a decomposition
A2 = A
′
0
si∗
1−−−→ A′1
si∗
2−−−→ · · · si∗m−−−→ A′n = A3
We consider the decomposition of (A1,A2 · h)
A1 = A
′′
0
si1−−−→ A′′1
si2−−−→ · · · sim−−−→ A′′m = A2 · h
such that
h(A′′k,A
′′
k−1) = w0
(
h(A′k,A
′
k−1)
−1
)
. (319)
Recall (uk, vk) in (308). The map R can be decomposed into a sequence of isomorphisms
R : Confew0(A)
r1−→ Confv1u1(A)
r2−→ · · · rm−→ Confw0e (A),
(A2,A3,A1,A1)
r17−→ (A′1,A3,A′′1 ,A1) r27−→ · · · rm7−→ (A3,A3,A2 · h,A1).
(320)
where the map rk is illustrated by Figure 34.
A′k−1
A′′k−1 A1
A′k A3
rk
A′′k A
′′
k−1 A1
A′k A3
Figure 34: The reflection map rk.
By (281), the 2-form Ωuk,vk of Conf
vk
uk
(A) can be decomposed into 2 parts
Ωuk,vk = Ω
J
ik
+ΩHik = Ω
J
i′k
+ΩHi′k
.
Note that ΩHik = Ω
H
i′k
and therefore ΩJik = Ω
J
i′k
. Condition (319) implies that
R∗(ΩHim) = Ω
H
i0
.
Note that the left triangle in the map rk is the reflection map of elementary configuration spaces and the
right rectangle keeps intact. By Proposition 7.17, we have
r∗k(Ω
J
ik
) = ΩJi′k−1
= ΩJik−1 .
Therefore R∗(ΩJim) = Ω
J
i0
, which concludes the proof.
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The rescaling map m. Let i ∈ I. There is a Gm-action on Conf×3 (A)
mi : Conf
×
3 (A)×Gm −→ Conf×3 (A), (A1,A2,A3)× ti −→ (A1,A2,A3 · α∨i (ti)).
Recall the frozen variables of Conf×3 (A) associated to the pairs (A1,A3) and (A2,A3):
Abj := ∆j(A2,A3), A
r
j := ∆j(A3 · sG,A1).
Lemma 8.6. We have:
m∗iΩ = Ω+
∑
j∈I
C˜jid log(A
b
j∗/A
r
j) ∧ d log(ti), where C˜ji = djCji.
Proof. Let i be a reduced word of w0 ending with i. Under the action mi, we get
Abi∗ 7−→ Abi∗ti, Ari 7−→ Ari ti.
The rest coordinates in J(i) remains intact. The Lemma follows by an explicit calculation.
Proposition 8.7. The 2-form Ω is invariant under the automorphism
m : Conf×3 (A) ∼−→ Conf×3 (A), (A1,A2,A3) 7−→ (A1,A2,A3 · h),
where h := h(A3,A1)h(A3,A2)
−1.
Proof. Set h =
∏
i∈I α
∨
i (ti), where ti = Λi(h) = Λi
(
h(A3,A1)
) · Λi(h(A3,A2)−1) = Ari /Abi∗ . Therefore
d log(ti) = d log(A
r
i /A
b
i∗). By Lemma 8.6, we get
m∗Ω = Ω−
∑
i,j∈I
C˜ji d log(tj) ∧ d log(ti) = Ω.
Proof of Proposition 8.4. Let us consider the rotation map
S : Confw0e (A) −→ Confew0(A), (A3,A3,A2,A1) 7−→ (∗A1, ∗A2, ∗A3 · sG, ∗A3 · sG).
Lemma 8.8. The map S preserves the 2-form:
S∗(Ωew0) = Ω
w0
e .
Proof. Let {A1 = A′0,A′1, . . . ,A′n = A2} be a decomposition of the pair (A1,A2), which gives rise to
a quiver of Confw0e (A). We rotate the triangle by 180◦ and applying ∗ action to each decorated flag,
obtaining a quiver of Confew0(A). By Proposition 6.10, we have
∆i(∗A3 · sG, ∗A′k) = ∆i(A′k,A3).
Hence the cluster variables are permuted correspondingly. Thus the 2-forms are S-invariant.
Note that the twisted map η = m ◦ ι−1 ◦ S ◦R ◦ ι. Combining Lemma 8.5, Proposition 8.7, Lemma
8.8, and (301), we finish the proof of Proposition 8.4.
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∗A3 · sG
∗A1 ∗A′2∗A′1 ∗A′m−1∗A2
si∗
1
si∗
2
si∗m
· · ·
S
A3
A1A
′
2 A
′
1A
′
m−1A2
si1si2sim
· · ·
Figure 35: The isomorphism S.
8.3 Frozen vertices of the quiver J(i).
Let q = (εij) be a weighted quiver without loops nor 2 cycles. Deleting all of its frozen vertices, we obtain
a full subquiver q0.
Lemma 8.9 ([GS2, Prop.2.10]). Every frozen vertex of q canonically gives rise to an integral tropical
point of the underlying cluster Poisson variety X|q0|.
Proof. Let us parametrize the non-frozen vertices in q by {1, . . . ,m}. A frozen vertex j gives rise to a
vector fj := (ε1j , . . . , εmj) ∈ Zm. For the mutated quiver µk(q), it becomes
f ′j := (ε
′
1j , . . . , ε
′
mj) ∈ Zm, where ε′ij :=
{ −εij if i = k,
εij − εikmin{0,−sgn(εik)εkj} if i 6= k.
Note that the above formula coincides with the tropicalization of the cluster Poisson mutation µk. Hence
we get an integral tropical point fj := c
t
X ,q0(fj) = c
t
X ,µk(q0)(f
′
j) ∈ X|q0|(Zt).
Let (A1,A2,A3) ∈ Conf×3 (A). The 3r frozen variables of Conf×3 (A) are
Ali := ∆i(A1,A2), A
b
i := ∆i(A2,A3), A
r
i := ∆i(A3 · sG,A1), i ∈ I. (321)
which corresponds to the r frozen vertices placed on each side of the triangle respectively. By Lemma 8.9,
we obtain 3r tropical points denoted by
li, bi, ri ∈ Conf×3 (B)(Zt), i ∈ I.
The tropicalization of the twisted map η is an bijection
ηt : Conf×3 (B)(Zt) ∼−−−→ Conf×3 (B)(Zt).
Lemma 8.10. The ηt permutes the frozen vertices in the following way
ηt(li) = bi∗ , η
t(bi) = ri∗ , η
t(ri) = li∗ . (322)
Proof. Let i = (i1, . . . , im) be a reduced word of w0. It gives rise to a bijection
ctX ,i : Z
m−r ∼−−→ Conf×3 (B)(Zt).
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Suppose that i1 = i. Recall the quiver J(i) in Definition 7.5. The frozen vertex corresponding to li is
placed at the most left on level i. So the preimage of li under c
t
X ,i is a positive unit vector
(ctX ,i)
−1(li) = e(i1)
.
Similarly, we have (ctX ,i)
−1(bi∗) = −e(i1). By Remark 8.3, we get η
t(li) = bi∗ .
Suppose that im = i. Similarly, we get
(ctX ,i)
−1(bi) = e( ini−1)
, (ctX ,i)
−1(ri∗) = −e( ini−1).
Therefore ηt(bi) = ri∗ .
The map η3 is the involution (B1,B2,B3) 7−→ (∗B1, ∗B2, ∗B3). Let i∗ = (i∗1, . . . , i∗m). Let I be a
bijection from J(i) to J(i∗) by relabeling level i by i∗. The following diagram commutes
TXi
I

cX ,i // Conf×3 (B)
η3

TXi∗ cX ,i∗
// Conf×3 (B)
(323)
Therefore (ηt)3(li) = li∗ . Note that ri = η
t(bi∗) = (η
t)2(li). Therefore η
t(ri) = (η
t)3(li) = li∗ .
Let τ be the permutation of frozen vertices of J(i) following (322). The following result is a direct
consequence of Theorem 8.1 and Lemma 8.10.
Proposition 8.11. The following sequence preserves the quiver ε(i) of J(i) up to arrows among frozen
vertices:
τ ◦ σ ◦ Lm(i) ◦ . . . ◦ L2(i) ◦ L1(i). (324)
Remark 8.12. In the framework of cluster algebras [FZ], the arrows between the frozen vertices were not
considered. Note that the quiver is encoded by the canonical 2-form Ω of Conf×3 (A). Therefore Proposition
8.4 implies that (324) preserves the arrows among frozen vertices as well.
8.4 Proof of Theorem 8.1
Let K(i) : TAi −→ TAi be the cluster K2-transformation presented by the sequence (324). Conjugating
with (302), we obtain an automorphism of Conf×3 (A) denoted by
D := cA,i ◦K(i) ◦ c−1A,i.
Lemma 8.13. The automorphism D is independent of i chosen.
Proof. Let i, i′ be reduced words of w0. For the cluster Poisson variety Conf×3 (B), by (317), the following
diagram commutes
TXi
P (i)

χi′,i // TXi′
P (i′)

TXi χi′,i
// TXi′
(325)
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where χi′,i is the transition map c
−1
X ,i′ ◦ cX ,i.
For Conf×3 (A), the cluster K2-transformations αi,i′ := c−1A,i′ ◦cA,i, K(i), K(i′) are presented by the same
sequences of cluster mutations as χi,i′, P (i), P (i
′) respectively. As a general result of cluster algebras, if
two sequences of quiver mutations give rise to the same cluster Poisson transformation, then they also
give rise to the same cluster K2-transformation. Meanwhile, the exchange graph of a cluster algebra only
depends on its unfrozen part. Hence the follow diagram commutes
TAi
K(i)

αi′,i // TAi′
K(i′)

TAi αi′,i
// TAi′
(326)
The Lemma is proved.
Recall the potential functions assigned to the left bottom angle
WLi : Conf
×
3 (A) −→ A, (A1,A2,A3) 7−→ Wi(A2,B3,B1).
Lemma 8.14. The following map is a birational isomorphism:
(p, e,WL) : Conf×3 (A) −→ Conf×3 (B)×H2 × Ar
(A1,A2,A3) 7−→ (B1,B2,B3)×
(
h(A2,A1), h(A2,A3)
) × (WL1 , . . . ,WLr ).
Proof. A configuration (B1,B2,B3) ∈ Conf×3 (B) with partial potentials (WL1 , . . . ,WLr ) uniquely determines
a configuration (B1,A2,B3) ∈ G\(B × A × B). The Cartan elements h1, h3 determine the decorations of
B1 and B3.
Proof of Theorem 8.1. To distinguish the twisted maps (304) and (306), we denote the former by ηA,
and the latter by ηX . We prove Theorem 8.1 by showing that D = ηA. By Lemma 8.14, it is equivalent to
prove that
(p, e,WL) ◦ ηA = (p, e,WL) ◦D. (327)
i) By (249), we have cX ,i ◦ pi = p ◦ cA,i. Since K(i) and P (i) are presented by same sequence of
mutations, we get pi ◦K(i) = P (i) ◦ pi. Therefore
p ◦D = p ◦ cA,i ◦K(i) ◦ c−1A,i = cX ,i ◦ P (i) ◦ c−1X ,i ◦ p = ηX ◦ p = p ◦ ηA.
ii) By the construction of K(i), it follows easily that e ◦ ηA = e ◦D.
iii) To finish the proof of (327), it remains to show that
WLi ◦ ηA =WLi ◦D. (328)
By Lemma 8.13, we may fix a reduced word i of w0 starting with i. Consider the following associated
quivers with cluster K2 and Poisson variables
J(i) =
(
J(i), ε(i), {Ai,j}
)
, Juf(i) =
(
Juf(i), ε(i), {Xi,j}
)
.
The set V :=
{(
i
1
)
, . . . ,
(
i
ni−1
)}
of non-frozen vertices on level i provides a type A quiver
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(
i
1
) (
i
2
) (
i
3
) ( i
ni−2
) (
i
ni−1
)
· · ·
To simplify the notation, we write
Ak := Ai,(ik)
, Xk := Xi,(ik)
=
∏
j∈J(i)
A
ε
j,(ik)
i,j , X
′
k :=
∏
j∈J(i)−V
A
ε
j,(ik)
i,j (329)
Recall the frozen variables Ali and A
b
i∗ in (321). Take B
′,B′′ as shown on Figure 36. By (272),
WLi∗ =Wi∗(A2,B3,B1) =W(A2,B′,B′′) =
A1
AliA
b
i∗
, (330)
By the definition of D, we have
D∗Ali = A
r
i∗ = Ai,( ini)
:= Ani , D
∗Abi∗ = A
l
i = Ai,(i0)
:= A0,
D∗A1 = L1(i)∗Ani−1 :=
(
µ( ini−1)
◦ · · · ◦ µ(i1)
)∗
Ani−1.
(331)
We compute the second line in (331) by using F -polynomials and g-vectors of [FZIV]. Set
A1
A2
B′′
B′ A3
si∗
si∗
Figure 36: The partial potential WLi∗ .
∏
j
A
bj
j ⊕
∏
j
A
cj
j =
∏
j
A
min{bj ,cj}
j .
For a Laurent polynomial F in variables Aj , we define F
Trop by replacing each + by ⊕. By [FZIV,
Corollary 6.3], the last formula in (331) can be presented by
L1(i)
∗Ani−1 =
F (X1, . . . Xni−1)
F (X ′1, . . . X
′
ni−1)
Trop
Ag11 . . . A
g
ni−1
ni−1 . (332)
Following the algorithm of [FZIV, Proposition 5.1], the above F -polynomial is
F (X1, . . . ,Xni−1) = 1 +X1 +X1X2 + . . .+X1 · · ·Xni−1.
Following [FZIV, Proposition 6.6], the above g-vector is
(g1, . . . , gni−1) = (−1, 0, . . . , 0) ∈ Zn
i−1. (333)
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Recall the potential ak :=Wi(A1,B′( ik)−1,B
′
( ik)
). By (300), we have Xk = ak+1/ak. Therefore
F (X1, . . . Xni−1) =
a1 + a2 + . . .+ ani
a1
=
Wi(A1,B2,B3)
a1
. (334)
Meanwhile
X ′k =

a2A2/a1, if k = 1,
ak+1Ak+1/(akAk−1), if 1 < k < ni − 1,
ani/(ani−1Ani−2) if k = ni − 1.
(335)
According to the explicit expression (264) of ak, we get
F (X ′1, . . . X
′
ni−1)
Trop =
a1A1 ⊕ a2A1A2 ⊕ . . .⊕ ani−1Ani−1Ani ⊕ aniAni−1
a1A1
= (A0Ania1A1)
−1.
(336)
Plugging (333), (334) and (336) into (332), we get L1(i)
∗Ani−1 =Wi(A1,B2,B3)A0Ani . ThereforeD∗WLi∗ =
Wi(A1,B2,B3) = η∗AWLi∗ .
8.5 Cluster K2-structure of the moduli space AG,S
We have defined a cluster K2-structure on the space AG,t=Conf×3 (A), and proved that it does not depend
on the reduced decomposition i of w0 and a choice of a vertex of the triangle t. It remains to prove that
it does not change under a flip of triangulation. Let q be a quadrilateral where we perform a flip of
a diagonal E. There are two cluster coordinate systems on AG,q using the two amalgamation patterns
corresponding to the two diagonals of q. For example, see the left and the right pictures on Figure 37 for
G = SL3. Each of them corresponds to a particular reduced decomposition of (w0, w0). By Theorem 7.2,
there is a cluster K2-transformation relating them.
This concludes the proof of the existence of a clusterK2-structure on the moduli spaceAG,S, equivariant
under the action of the group ΓS, claimed in Theorem 1.31.
Figure 37: Sequence of moves proving independence of the cutting diagonal.
9 Cluster Poisson structure of moduli spaces PG′,t and PG′,S
9.1 Cluster Poisson coordinates on PG′,S
Let G′ be an adjoint group. Recall the moduli space PG′,t, depicted on Figure 25. Let i be a reduced word
of w0. Pick a vertex B1 of the triangle t. Recall the quiver J(i) in Definition 7.5 and (253). In Section
5.3 we introduced cluster Poisson coordinates on PG′,t, see Definition 5.8. In Section 9.1 we observe that
they are indexed by the vertices of J(i), and establish their properties.
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Subquivers labelled by i ∈ I. Let i ∈ I be a vertex of the Dynkin diagram. The sub-quiver of J(i)
formed by the vertices of level i is a type A quiver(
i
0
) (
i
1
) (
i
2
) ( i
ni−1
) (
i
ni
)
The rest of the vertices are parametrized by
( i
−∞
)
, placed on the side {2, 3}.
Let us summarize our definition of the cluster Poisson coordinates on the space PG′,t:
Definition 9.1. The cluster Poisson coordinates on the space PG′,t assigned to a reduced word i for w0
and the vertex B1 of the triangle t are given by
• For each i ∈ I, functions X(ik) in (223), assigned to the type A subquiver of J(i) above.
• Functions X( i−∞) in (226), assigned to the subquiver H(i) of J(i).
Recall the space Pvu in Section 7.7. There is a natural map from PG′,t onto Pew0 by forgetting the
pinning p23. The coordinates X(ik)
in (223) coincide with the cluster Poisson coordinates of Pew0 . In
particular, the cluster Poisson coordinates for unfrozen vertices are independent of the pinnings. The
frozen vertices are placed on the sides of t. Their cluster Poisson coordinates only depend on the pinning
at the corresponding side.
Action of the Cartan group. For {a, b} = {1, 2}, {2, 3} or {3, 1}, let iab be the frozen vertex on the
side {a, b} assigned to i ∈ I:
i12 :=
(
i
0
)
; i23 :=
(
i
−∞
)
; i31 =
(
i∗
ni∗
)
.
The Cartan group H acts on the space of pinnings by
(A,A′) 7−→ (A · h,A′ · w0(h)) , ∀h ∈ H. (337)
This action gives rise to an action τ of H3 on PG′,t by altering pinnings pab by hab ∈ H.
Lemma 9.2. Under the action of τ , we have
τ∗Xiab = αi(h
−1
ab ) ·Xiab .
Proof. Let us prove the case when {a, b} = {2, 3}. The other two cases follow easily from their definitions.
For i = (i1, . . . , im), let us define
γ1 = sim . . . sik · Λik , γ2 = sim . . . sik+1 · Λik .
Then αi = Λi − si · Λi is a simple positive root for all i ∈ I. Therefore
γ2 − γ1 = sim · · · sik+1 · αik := αik.
Recall the function Γλ in Definition 6.18. We have
Γλ
(
A1,A2 · h,A′3 · w0(h)
)
Γλ (A1,A2,A
′
3)
= ([λ]− − [λ]+) (h) = λ(h−1).
By Proposition 6.20, we get
τ∗Pi,k
Pi,k
=
Γγ2 (A1,A2 · h,A′3 · w0(h))
Γγ1 (A1,A2 · h,A′3 · w0(h))
· Γγ1 (A1,A2,A
′
3)
Γγ2 (A1,A2,A
′
3)
= (γ1 − γ2) (h23) = αik(h−123 ). (338)
The Lemma is a special case when αik is a simple positive root.
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Amalgamation of P−spaces. Let q be a quadrilateral and PG′,q be the space associated to q. There
is an amalgamation map
γ : PG′,t × PG′,t −→ PG′,q.
The map glues a side e1 of the first triangle and a side e2 of the second triangle by identifying the pinnings
pe1 and pe2 .
The frozen vertices associated to the side e1, respectively e2, are labelled by ie1 , respectively ie2 , for
i ∈ I. The space PG′,q inherits a cluster Poisson structure from PG′,t×PG′,t by amalgamating the vertices
ie1 with i
∗
e2 . Let e be the diagonal of q corresponding to e1 and e2. There are r many variables associated
to the diagonal e given by
Xie := Xie1Xi∗e2 . (339)
Lemma 9.3. The function Xie is a well-defined function of PG′,q.
Proof. For a generic point x ∈ PG′,q, the fiber γ−1(x) is an H-torsor. Recall that the action (337) on a
pinning depending on the orientation chosen: the rescaling of A by h is equivalent to the rescaling of A′
by w0(h). Therefore if the pinning pe1 is rescaled by h, then correspondingly pe2 should be rescaled by
w0(h). By Lemma 9.2, the variables become
Xie1 7−→ Xie1αi(h−1), Xi∗e2 7−→ Xi∗e2αi∗(w0(h
−1)) = Xi∗e2αi(h) (340)
Therefore Xie 7−→ Xie . In other words, Xie descends to a function of PG′,q.
More generally, let S be a decorated surface and let T be a triangulation of S. There is an amalgamation
map
γ :
∏
t∈T
PG′,t −→ PG′,S
For each triangle t ∈ T, we pick an angle vt and a reduced word i. They give rise to a cluster Poisson
chart on each PG′,t. By amalgamation, the data (T, vt, it) corresponds to a cluster Poisson chart of PG′,S,
such that
1. to the inner part of each triangle t ∈ T is a associated l(w0)−r many variables, given by the unfrozen
variables of corresponding XG′,t = PG′,t/H3.
2. to each inner edge e of T is associated r many unfrozen variables, defined by (339).
3. to each boundary edge e of T is associated r many frozen variables, determined by the pinning pe
and the space XG′,t where t ⊃ e.
Theorem 5.11 asserts that the cluster Poisson structure on PG′,S is independent of the data (T, {it}, {vt}).
We shall prove Theorem 5.11 in Section 9.2.
9.2 Projection from AG,S to PG′,S
Let us consider a regular projection
π3 : Conf
×
3 (AG) −→ PG′,t,
(A1,A2,A3) 7−→ (B1,B2,B3, p1, p2, p3).
(341)
Here pi = (Ai,A
′
i+1), where A
′
i+1 is the unique flag above Bi+1 such that (Ai,A
′
i+1) is a pinning. Defining
π3 we broke the symmetry, and used the orientation of the triangle t.
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Recall the coordinates {Ak} of Conf×3 (AG) labelled by the same quiver
(
J(i), ε(i) = (εij)
)
. The frozen
variable associated to i ∈ I on the side {a, b} is denoted by Aiab . Recall the Cartan matrix (Cij). Let
Aiab := αi
(
h(Aa,Ab)
−1
)
=
∏
j∈I
A
−Cij
jab
. (342)
Proposition 9.4. For the projection (341), we have
π∗3Xk =

∏
j∈J(i)A
εkj
j if k is unfrozen,
A
1/2
k ·
∏
j∈J(i)A
εkj
j if k is frozen.
(343)
Remark. Although A
1/2
k has half integral exponents, π
∗
3Xk is a monomial in Aj , even if k is frozen.
Indeed, in (343) the half integral exponents of A
1/2
k are compensated by the half integral values of the
exchange matrix εij .
Proof. If k is unfrozen, then this is a special case of Theorem 7.2, part 4.
If k = i12 =
(
i
0
)
, then it follows from Lemma 7.12.
If k = i31 =
( i∗
ni∗
)
, then by the last two identities in (228), we have
Xi31 =
(
Wi∗(A1,B( i∗ni∗−1)
, B( i
∗
ni∗
)) · Ai31
)−1
.
Then it again follows from Lemma 7.12.
Now we prove the case when k = i23. Suppose that α
∨
i = β
i
l in (213). Define
γ1 = sin . . . sil · Λil , γ2 = sin . . . sil+1 · Λil .
Note that γ2 − γ1 = αi, and
〈α∨i , γ2〉 = 〈sin · · · sil+1 · α∨il , sin . . . sil+1 · Λil〉 = 1.
Let I1 ⊂ I be the subset parametrising simple positive coroots that appears before α∨i in the sequence βil
and let I2 = I1 ⊔ {i}. By Lemma 6.19, we have
[γ2]+ − [γ1]+ =
∑
j∈I2
〈α∨j , γ2〉Λj −
∑
j∈I1
〈α∨j , γ1〉Λj = 〈α∨i , γ2〉Λi +
∑
j∈I1
〈α∨j , γ2 − γ1〉Λj
= Λi +
∑
j∈I1
CijΛj .
Recall the pinning p23 = (A2,A
′
3). Let A3 = A
′
3 · h. By (321), we have Aj23 = ∆j(A2,A3) = Λj∗(h). By
(226) and Proposition 6.20, we get
Xi23 =
Γγ2
(
A1,A2,A3 · h−1
)
Γγ1 (A1,A2,A3 · h−1)
=
Γγ2 (A1,A2,A3)
Γγ1 (A1,A2,A3)
· ([γ2]∗+ − [γ1]∗+) (h−1)
=
Γγ2 (A1,A2,A3)
Γγ1 (A1,A2,A3)
·A−1i23
∏
j∈I1
A
−Cij
j23
.
Note that Γ1 and Γ2 in the last line are cluster K2−variables associated to the unfrozen vertices connecting
i23, and the rest are frozen variables on the side {2, 3}. It concludes the proof of the Proposition.
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Similarly, there is a natural map
πS : AG,S −→ PG′,S (344)
such that the pinning pab associated to each boundary edge ab of S is determined by the first decorated
flag Aa. Recall the variable Aiab in (342).
Recall the data (T, vt, it) that induces cluster structures on AG,S and PG′,S.
Theorem 9.5. For the projection πS, we have
π∗SXk =

∏
j A
εkj
j if k is unfrozen,
A
1/2
k ·
∏
j A
εkj
j if k = iab is frozen.
(345)
Proof. If k is frozen or k is placed in the inner part of a triangle t ∈ T, then it is a direct consequence
of Proposition 9.5. If k is placed on an inner edge e of T, then it suffices to consider the quadrilateral q
containing e as a diagonal. Locally, we have a map
π4 : AG,q = Conf4(A) −→ PG′,q, (A1,A2,A3,A4) 7−→ (B1, . . . ,B4; p1, . . . , p4)
where pi = (Ai,Bi+1). Let us consider the following sequence of maps
A1
A2
A3
A4
cut π3 × π3
A1
A2
A3
A1
A3
A4
B1
B2
B3
p1
p2 p3
p4
pe1 pe2
B1
B3
B4
Here pe1 = (A3,B1) and pe2 = (A1,B3). Let h := h(A3,A1). Note that to obtain the image of π4, one has
to alter the pinning pe1 by h
−1 first and then identify it with pe2 . In other words,
π4 = glue ◦ τh−1 ◦ (π3 × π3) ◦ cut,
where the map τh−1 alters the pinning pe1 by h
−1. Combining Lemma 9.2 with (343), we get
π∗4Xie = αi(h
−1)(π3 × π3)∗(Xie1Xi∗e2 ) =
∏
j
A
εie,j
j .
Proof of Theorem 5.11. For S = t, it suffices to prove the cyclic invariance for the cluster structure
on PG′,t. By Theorem 9.5, we reduce it to the cyclic invariance of the cluster K2 structure on Conf×3 (A).
When S = q is a quadrilateral, we need to prove the flip invariance for PG′,q. Using Theorem 9.5 again,
we reduce it to the flip invariance of the cluster K2−structure on Conf×4 (A). For general surfaces S, it
follows from the amalgamation property of the space PG′,S.
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9.3 Cluster Poisson structure revisited
In Section 9.3 we introduce a different collection of coordinate systems on PG′,t. One of their benefits is
that the Poisson brackets between the new coordinates in the cluster Poisson structure on PG′,t are very
simple, see Theorem 9.9.
Recall that PG′,t parametrizes configurations (B1,B2,B3; p12, p12, p31) as on Figure 25. Let i =
(i1, . . . , im) be a reduced word of w0. It determines primary coordinates Pi,k in (225). In this Section, we
will fix an i and write Pk instead of Pi,k. In addition to them, we consider
Ti := αi(h(A
′
1,A1)), Li = αi(h(A
′
2,A2)), Ri = αi(h(A
′
3,A3)), ∀i ∈ I.
Lemma 9.6. The following functions form a coordinate system on PG′,t:
{P1, . . . , Pm;L1, . . . , Lr;R1, . . . , Rr} . (346)
Proof. Let us take (B1,A2) = (B, [U
−]). Recall the homomorphisms γi in (103). Define
φi(a) = γi
(
a−1 1
0 a
)
.
Then we get Ak2 = φi1(P1) . . . φik(Pk) · [U−]. In particular Am2 = A′3. The coordinates L1, . . . , Lr recover the
pinning (A1,A
′
2), and similarly R1, . . . , Rr recover the pinning (A3,A
′
1). Putting together, the coordinates
(346) determine an open embedding from Gm+2rm into PG′,t, whose images are such that each Ak2 is of
generic position to B1.
Lemma 9.7. The cluster Poisson coordinate X( ik)
is a monomial of primary coordinates:
X( ik)
=

Li∗P
−1
(i1)
∏
s<(i1)
P
−Ci,is
s , if k = 0,
P−1
( ik)
P−1
( ik+1)
∏
( ik)<s<(
i
k+1)
P
−Ci,is
s if 0 < k < ni,
Ri∗P
−1
( ini)
∏
( ini)<s
P
−Ci,is
s if k = ni.
(347)
Proof. Let us take (A1,A
′
2) = ([U], [U
−]). Let g ∈ G be such that
(A′1,A3) = g · ([U], [U−]).
By the definition of cluster Poisson coordinates, we have
g =
(∏
i∈I
Hi(X(i0)
)
)
Ei1Hi1(X1) · · ·EimHim(Xm). (348)
Using the primary coordinates, we have
g =
(∏
i∈I
Hi(Li∗)
)
φi1(P1) · · · φim(Pm) ·
∏
i∈I
Hi(Ri∗). (349)
Here
φi(P ) = Hi(P
−1)EiHi(P−1)
∏
j 6=i
Hj(P )
−Cji .
Plugging it into (349), then comparing with (348), we prove the Lemma.
Conversely, every primary coordinate Pk can be expressed as a Laurent monomial of cluster Poisson
variables. Moreover, Pk does not depend on pinnings of sides {12} and {13}. Therefore
Pk =Mk ·
∏
j∈I
X
dk,j
( j−∞)
, (350)
where Ms is a Laurent monomial of unfrozen cluster Poisson variables. Recall the positive roots
αik = sim . . . sik+1 · αik .
Lemma 9.8. The exponents dk,j in (350) are such that
αik =
∑
j∈I
dk,jαj. (351)
Proof. Recall the Cartan group action on the pinnings. By (338), we have
τ∗Pk = Pkαik(h
−1).
Meanwhile,
τ∗Mk =Mk, τ∗X( j−∞)
= X( j−∞)
αj(h
−1).
Comparing both sides of (350), we prove the Lemma.
Recall the Cartan matrix Cij with the multipliers di = 〈α∨i , α∨i 〉. We consider a symmetric bilinear
form on the root lattice such that
〈αi, αj〉 = Cijd−1j := Ĉij .
Theorem 9.9. For the cluster Poisson structure on the space PG′,t, we have
{logLi, logLj} = {logRi, logRj} = 0,
{logLi, logRj∗} = 〈αi, αj〉 ,
{logPs, log Pt} = sgn(t− s) · 〈αis, αit〉,
{logLj , log Ps} = {logPs, logRj∗} = 〈αj , αis〉.
Proof. i) Formula (228) tells us that
Ti = αi(h(A
′
1,A1)) = X(i0)
X(i1)
· · ·X( ini). (352)
Using this, and looking at the quiver Qαi,αj on Figure 38, we see that {Ti, Tj} = 0 for any i, j ∈ I. Since
the cluster Poisson bracket on the space PG′,t is invariant under the rotation given by the cyclic shift of
the vertices, we have {Li, Lj} = {Ri, Rj} = 0. This proves the two formulas in the first line of the claim
of Theorem 9.9.
ii) The Poisson structure does not depend on the reduced word i chosen, so we assume that i starts
with i1 = j. We have
X(j0)
=Wj(A1,B2,B12), X( j∗−∞) = P1 =
∆j(A1,A
1
2)
∆j(A1,A2)
.
By (264), we get
X(j0)
X( j
∗
−∞)
=
1
αj(h(A1,A2))
= Lj∗. (353)
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Note that X( j
∗
−∞)
commutes with every Ti. Therefore
{log Ti, logLj∗} = {log Ti, logX(j0)} = Ĉij ,
where the second identity follows from the pattern of the quiver Qαi,αj again. By the cyclic invariance of
the Poisson bracket, we get
{logLi, logRj∗} = {log Ti, logLj∗} = Ĉij .
iii) Forgetting the pinnings p12 and p13 in PG′,t, we get a quotient space denoted by P(1)G′,t. Note that
P(1)G′,t inherits a cluster Poisson structure from PG′,t by taking all the unfrozen coordinates and the frozen
coordinates associated to the side {23}. Following the proof of Lemma 9.6, we conclude that {P1, . . . , Pm}
forms a coordinate system on P(1)G′,t.
Let us introduce a Poisson bracket {∗, ∗}1 by setting
{logPs, log Pt}1 = sgn(t− s) · 〈αis, αit〉.
We shall prove that {∗, ∗}1 coincides with the cluster Poisson structure on P(1)G′,t.
Lemma 9.10. Let p =
(
i
k
)
be an unfrozen vertex and let q =
(
i
k+1
)
. Let j ∈ {1, . . . ,m}. We have
{log Pj , logXp}1 =

2d−1i if j = p,
−2d−1i if j = q,
0 otherwise.
Proof. Let p < t ≤ m. It follows easily by induction on t that
αip − sim . . . sit(αi) +
∑
p<s<t
Ci,isα
i
s = 0 (354)
In particular, by setting t = q, we get
αip + α
i
q +
∑
p<s<q
Ci,isα
i
s = 0. (355)
By (347), we have
logXp = logPp + logPq +
∑
p<s<q
Ci,is logPs. (356)
Therefore we have
{logPj , logXp}1 =
{
logPj , log Pp + log Pq +
∑
p<s<q
Ci,is log Ps,
}
1
.
We split the proof of the Lemma into the following cases.
• Case 1, j < p. By the definition, we have
{log Pj , logXp}1 = −
〈
αij, α
i
p + α
i
q +
∑
p<s<q
Ci,isα
i
s
〉
= 0.
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• Case 2, j = p. Then
{log Pp, logXp}1 = −
〈
αij, α
i
q +
∑
p<s<q
Ci,isα
i
s
〉
=
〈
αip, α
i
p
〉
= 2d−1i .
• Case 3, p < j < q. By (354), we get
{log Pj, logXp}1
=−
log Pj , logPp + ∑
p<s<j
Ci,is log Ps

1
−
logPj , log Pq + ∑
j<s<q
Ci,is log Ps

1
=−
〈
αij , sim . . . sij (αi)
〉
−
〈
αij, sim . . . sij(αi) + Ci,ijα
i
j
〉
=− 2
〈
αij, sim . . . sij(αi)
〉
− Ci,ij
〈
αij, α
i
j
〉
=2
〈
αij , αi
〉− Ci,ij 〈αij , αij〉 = 0.
• Case 4, j = q. By a similar argument to Case 2, we get {log Pq, logXp}1 = −2d−1i .
• Case 5, q < j. By a similar argument to Case 1, we get {log Pj , logXp}1 = 0.
Recall the subspace Conf3(A)e,e ⊂ Conf3(A) parametrizing G-orbits of triples (A1,A2,A3) with
h(A1,A2) = h(A2,A3) = 1.
The space Conf3(A)e,e inherits a cluster K2−structure from Conf3(A) with frozen variables associated to
the sides {12} and {23} being 1. Furthermore, there is a natural isomorphism
Conf3(Ae,e) −→ P(1)G′,t, (A1,A2,A3) 7−→ (B1,B2,B3; p23), where p23 = (A2,A3).
Let us identify the above two spaces. For s =
(
i
k
)
, the cluster K2 coordinate on Conf3(A)e,e is
As := ∆i(A1,A
k
2) =
∏
1≤j≤k
P(ij)
. (357)
Lemma 9.11. Let t be a non-frozen vertex and s =
(
i
k
)
. We have
{logAs, logXt}1 = 2d−1i δst. (358)
Proof. It follows from Lemma 9.10 and (357).
The third part of Theorem 9.9 is equivalent to the following result.
Theorem 9.12. The Poisson structure { , }1 on P(1)G′,t coincides with the cluster Poisson structure encoded
by ε̂ij , that is,
{logXs, logXt}1 = 2ε̂st.
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Proof. If s, t are both frozen, note the frozen coordinates Xs associated to the side {23} are precisely the
coordinates Pk with α
i
k being simple roots. Hence the cluster Poisson bracket on them matches {∗, ∗}1.
If one of s, t is frozen, then this is a special case of Lemma 9.10.
If s, t are both unfrozen, it follows by substituting Xs =
∏
tA
εst
t to (358).
iv) Note that Ti communicates with every unfrozen variable Xs, and{
log Ti, logX(j0)
}
= Ĉij
Recall the cyclic rotation r on PG′,t and the frozen variables X( i−∞) associated to the side {23}. Since r
is a cluster automorphism, we have
r∗Li = Ti, r∗X( i−∞)
= X(i0)
·Qi
where Qi are rational functions of unfrozen variables. Note that r preserves the Poisson structure. There-
fore {
logLi, logX( j−∞)
}
=
{
log Ti, logX(j0)
}
+ {log Ti, logQj} = Ĉij (359)
By (350) and (351), we get
{logLi, log Ps} = {logLi, logMs}+
∑
j∈I
ds,j
{
logLi, logX( j−∞)
}
= 〈αi, αis〉.
This proves the first formula in the formula line of the claim of Theorem 9.9. The second formula follows
by the same argument.
The following result is a complement to Lemma 9.10
Lemma 9.13. Let j ∈ {1, . . . ,m}. We have{
log Pj , logX(i0)
}
=
{ −2d−1i if j = (i1),
0 otherwise.{
log Pj , logX( ini)
}
=
{
2d−1i if j =
( i
ni
)
,
0 otherwise.
Proof. To prove the first formula, we will use the identity
−αi∗ − sim . . . sit(αi) +
∑
s<t
Ci,isα
i
s = 0
The rest of the proof goes through the same line as the proof of Lemma 9.10. The second formula follows
by a similar argument.
Next we consider the primary coordinates of the moduli space PG′,q, where q is a quadrilateral. Every
reduced word i = (i1, . . . , i2m) of (w0, w0) gives rise to a decomposition of PG′,q, as illustrated by the
following Example.
Example 9.14. Let G′ = PGL3. The word i = (1, 1, 2, 1, 2, 1) gives rise to a decomposition of PPGL3,q.
Here the top pinning is p41 = (A4,A
′
1), and the bottom pinning is p23 = (A2,A
′
3).
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A′1 = A
0
1 A
1
1 A
2
1 A
3
1 = A4
A2 = A
0
2 A
1
2 A
2
2 A
3
2 = A
′
3
s1 s2 s1
s1∗ s2∗ s1∗
The space are decomposed into the following two types of elementary triangles
At
Al Ar
si∗
Ab
Al Ar
si
The primary coordinates associated to the elementary triangles are
P =
∆i(A
t,Ar)
∆i(At,Al)
, P ′ =
∆i(A
l,Ab)
∆i(Ar,Ab)
.
Therefore we denote the primary coordinates of PG′,q from left to right are P1, ..., P2m.
Let i = (i1, . . . , i2m) be a reduced word of (w0, w0). Recall the quiver Q(i) in Definition 7.5. Associated
to each vertex of Q(i) is a rational function of PG′,q:
• the sth vertex of K(i) is associated the primary coordinate Ps,
• the variable ( ik) is associated the cluster Poisson variable X(ik).
Recall the exchange matrix ε̂jk = εjk · d−1k .
Proposition 9.15. Let Xj be the variable Ps or X(ik)
associated to the vertex j of Q(i), we have
{logXj, logXk} = 2ε̂jk.
Remark 9.16. The functions Xj do not form a coordinate system of PG′,q since they are not algebraically
independent. However Proposition 9.15 explicitly describes the Poisson structure of PG′,q.
Proof. If i is a reduced word such that i1, . . . , im ∈ I and im+1, . . . , i2m ∈ I, then the coordinates are
obtained by amalgamation of two copies of PG′,t. The Proposition follows from Theorem 9.9, Lemma 9.10
and Lemma 9.13.
Now let i = (. . . , is, is+1, . . .) = (. . . , i, i, . . .) and let i
′ be the reduced word obtained by switching
i ↔ i. Following the proof of case 1 in Section 7.3, we see that the quiver Q(i′) is obtained from Q(i)
by a mutation at its sth unfrozen vertex and then switching the s-th and (s+ 1)-th extra frozen vertices.
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Let {Xj} and {X ′j} be the functions associated to the vertices of Q(i) and Q(i′) respectively. It suffices
to show that change of variables from {Xj} to {X ′j} satisfies the cluster Poisson mutation formula given
by the above quiver change from Q(i) to Q(i′)
If X ′j = X
′
( ik)
, then by definition they are cluster Poisson coordinates, and therefore satisfy the corre-
sponding cluster Poisson mutation formula.
If X ′j = P
′
k, where k /∈ {s, s+ 1}, then by definition we have P ′k = Pk, and the formula follows.
By Corollary 7.24, we get
P ′s = Ps+1(1 +X
−1
s )
−1, P ′s+1 = Ps(1 +X
−1
s )
−1,
which also satisfies the corresponding cluster mutation formula.
10 Weyl, braid and Out(G) group actions on spaces PG,S and AG,S
10.1 Preliminaries
Shapes of some quivers. We start from general remarks on quivers defined by the amalgamation in
Section 7.2, which play key role in the proofs in Sections 10.3 & 11.
A word i representing a braid group element determines a quiver Q, equipped with a level map
lQ : VQ −→ I ∪ •. (360)
Here • is an extra element, so that l−1Q (•) is the sub-quiver of the frozen elements “on the bottom”.
1. For any simple positive root α there is a quiver Qα := l
−1
Q (α) ⊂ Q of the vertices on the level α. It
is a type A quiver with the vertices oriented from the right to the left.
In particular, the quiver Qαi for a reduced word i for w0 is a quiver of type Ani+1:
Qαi
(i
0
) (i
1
) (i
2
) ( i
ni−1
) ( i
ni
)
· · ·
2. For any pair of simple positive roots α, β there is a sub-quiverQα,β := l
−1
Q (α, β). It has the following
shape, where the weight of a solid arrow is Cαβ, and the punctured one Cαβ/2:
Qαβ
α
β
Figure 38: The shape of the quiver Qα,β.
Notation. Let ∆ be a root system with the set of positive simple roots I and the Cartan matirx Cij .
Let B∆ (respectively B
+
∆) be the braid group (respectively semigroup) of ∆. It is generated, as a group
(respectively as a semigroup), by the elements si, i ∈ I, subject to the relations
sisj = sjsi if Cij = Cji = 0,
sisjsi = sjsisj if Cij = Cji = −1,
sisjsisj = sjsisjsi if Cij = 2Cji = −2,
sisjsisjsisj = sjsisjsisjsi if Cij = 3Cji = −3.
(361)
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The Weyl group W is the quotient of B∆ by the relations s
2
i = 1. Denote by l(∗) the length function on
W . There is a set theoretic section µ : W → B+∆, such that
µ(ss′) = µ(s)µ(s′) if l(ss′) = l(s) + l(s′), (362)
Abusing notation, we denote by si the generators in W and the elements µ(si) ∈ B+∆.
We use the notation B∆ or Bg for the braid group assigned to the root system ∆ of a semi-simple Lie
algebra g, and the notation B when the root system is unambiguous.
Center of the braid semigroup. If ∆ is irreducible of rank > 1, the element Z = µ(w0)
2 ∈ B+
generates the center of the braid group B, and of the braid semigroup. For any presentation C˜ of the
Coxeter element, Z = µ(C˜)h. The quotient B := B/〈Z〉 is called the reduced braid group.
Examples. 1. The braid group BA1 is isomorphic to Z. So BA1 = Z/2Z.
2. The braid group BA2 is a free group with two generators. Indeed, in the standard presentation it
is generated by the elements s1, s2 subject to the relation s1s2s1 = s2s1s2. The elements s1s2 and s1s2s1
generate the group BA2 , since s1 = (s1s2)
−1(s1s2s1) and s2 = (s2s1s2)(s1s2)−1. The center is generated
by Z = (s1s2)
3 = (s1s2s1)
2. The reduced braid group BA2 is isomorphic to PGL2(Z). Indeed, the images
of s1s2 and s1s2s1 in BA2 have orders 2 and 3. They are the natural generators of the group PGL2(Z).
10.2 The group Out(G) action on the moduli spaces PG,S and AG,S is cluster
The group of outer automorphisms Out(G) of the group G acts naturally on each of the moduli spaces
PG,S and AG,S. Indeed, the group of inner automorphims of G acts trivially. These spaces are equipped
with cluster structures of the relevant flavor.
Theorem 10.1. The Out(G)−action on the cluster varieties PG,S and AG,S is cluster.
Proof. It is sufficient to prove the claim for the P and A spaces. Next, it is sufficient to prove that the
action of Out(G) is cluster for the spaces PG,t and AG,t related to a triangle t. Indeed, the spaces PG,S
and AG,S are obtained by amalgamation of the spaces related to triangles, and the action of Out(G)
commutes with the amalgamation. Take a reduced decomposition i = (i1, ..., im) of w0. It gives rise to a
cluster coordinate system C∗i,t, where ∗ = P or ∗ = A, on each of the spaces PG,t and AG,t, obtained by
amalgamation of elementary cluster varieties C∗ik , followed up by amalgamation with the Cartan group. An
element g ∈ Out(G) transform it to a cluster coordinate system C∗g(i),t related to the reduced decomposition
g(i) of w0. Since any two reduced decompositions of w0 are related by braid relations (361), and since any
braid relation is a cluster transformation by Section 7, it follows that the cluster coordinate systems C∗g(i),t
and C∗i,t are related by a cluster transformations. The last step - the amalgamation with the Cartan group
- is respected by these cluster transformations.
The cluster Poisson variety structure on the space PG,S automatically gives rise to its cluster symplectic
double DG,S, so that any cluster Poisson transformation on PG,S gives rise, by the double construction, to
a cluster transformation of DG,S. Since the group Out(G) acts by cluster Poisson transformations of PG,S,
it acts by cluster transformation of the cluster variety DG,S.
Remarks. 1. Theorem 10.1 for the groups of type Am has been proved in [GS2, Section 9]. That proof
was much more complicated, taking a number pages to accomplish, since the amalgamation construction
of the cluster atlases was not available in full generality even for the moduli spaces XPGLm,S, ASLm,S, and
so one had to stick to the special coordinate system introduced in [FG1].
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2. According to [GS2, Section 9.3], the tropicalization of the canonical involution ∗ ∈ Out(G) acting
on the space ASLm,t coincides with the Schutzenberger involution. Therefore Theorem 10.1 provides a
cluster definition of the G−analog of the Schutzenberger involution for any G.
10.3 Cluster nature of the Weyl group action on spaces PG,S and AG,S
Cluster varieties from the cyclic envelope of the braid semigroup B+. Denote by [B+] the
coinvariants of the cyclic shift sj1 . . . sjn−1sjn 7−→ sjnsj1 . . . sjn−1 on the braid semigroup B+, called the
cyclic envelope of B+. A cyclic word b = sj1 . . . sjn projects to an element [b] ∈ [B+].
Lemma 10.2. Any element [b] ∈ [B+] gives rise to cluster Poisson variety XG,[b].
Proof. We assign to a word b = sj1 . . . sjn the amalgamation of elementary cluster Poisson tori Xsi1 ∗ . . . ∗Xsin , followed by the amalgamation of the left frozen side of Xsi1 with the right one of Xsin . The obtained
cluster Poisson variety XG,[b] is invariant under the cyclic shift. Braid relation (361) can be applied to
any segment of a cyclic word in B+. By [FG3], it gives rise to a cluster Poisson transformation. So cluster
Poisson variety XG,[b] depend only on [b] ∈ [B+].
Generic points of XG,[b] parametrise G-local systems on a punctured disc with special points x1, ..., xn
and the following data:
1. For each k ∈ Z/n, a flat section βk of the flag local system LB near the point xk, so that βk and
βk+1 are in the relative position sjk .
3. A flat section β of LB near the puncture.
Denote by Q the quiver obtained by the cyclic amalgamation of the elementary quivers.
Recall the level map (360). Let bi := l
−1
Q (i). It is a cyclic set, which inherits from the quiver Q a
structure of a sub-quiver, denoted by qi. It is identified with an oriented polygon.
Lemma 10.3. If |bi| > 0 for all i ∈ I, the group W acts by birational automorphisms of XG,[b].
Proof. Since |bi| > 0 for all i ∈ I, the monodromy of a generic G-local system from XG,[b] is regular. So
monodromy invariant flags near the puncture form aW -torsor. The groupW acts by altering the invariant
flag near the puncture, keeping the rest intact.
There are canonical projections of cluster Poisson tori, and related cluster Poisson varieties:
πi : XG,b −→ XPGL2,bi , πi : XG,[b] −→ XPGL2,[bi]. (363)
Cluster transformations Si. A cyclic word b is called admissible if |bi| > 1 for each i ∈ I. Let us
order vertices of the quiver qi, getting a sequence of vertices v1, . . . vm of the quiver Q.
Definition 10.4. Given an admissible cyclic word b, the cluster transformation Si is the following com-
position of mutations and a symmetry πm−1,m exchanging vm ↔ vm−1:
Si := µv1 ◦ . . . ◦ µvm−1 ◦ πm−1,m ◦ µvm−1 ◦ . . . ◦ µv1 . (364)
This definition makes sense only if the cyclic word b is admissible.
Denote by D∗k a punctured disc with k special points.
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Theorem 10.5. i) Let b be an admissible cyclic word. Then the assignment
si 7−→ Si, ∀i ∈ I, (365)
gives rise to an action of the Weyl group W by cluster Poisson transformations of XG,[b].
This action coincides with the geometric action τ of W on XG,[b] from Lemma 10.3.
ii) The map (365) provides an action of the Weyl group by cluster Poisson transformations of the space
PG,D∗k , k > 1.
iii) Let S be a decorated surface with a puncture p. Assume that S 6= D∗1 if G of type A1,A2, and if S
has no boundary, the number of punctures is > 1.
Then the Weyl group acts on the moduli space PG,S by cluster Poisson transformations.
Theorem 10.5 for moduli spaces XPGLm has been proved in [GS2, Sections 7-8].
Proof. i) Let us show that the cluster transformation Si coincides with the transformation τsi defining the
geometric action of the generator si on XG,[b]. This would imply that elements Si satisfy the Weyl group
relations.
Lemma 10.6. The cluster transformation Si preserves the quiver Q.
Proof. The pair of quivers qi ⊂ Q satisfies condition (176) of [GS2, Definition 7.4]: we have∑
i∈Vqi
εij = 0, ∀j ∈ VQ −Vqi . (366)
Indeed, it is clear that the cyclic closure of the quiver Qα,β from Section 11.3 satisfies this condition.
Therefore [GS2, Theorem 7.7] implies the claim.
Cluster Poisson coordinates on the torus XG,b. Denote by Xv the cluster Poisson coordinate on
XPGL2,bi assigned to the vertex v of the polygon qi. We denote by v˜ a vertex of the quiver Q provided
by the vertex v of the quiver qi, and by Xv˜ the corresponding cluster Poisson coordinate on XG,b. Let us
recall the construction of these coordinates.
For each special point xk, consider an edge Ek connecting it with the puncture. Flat sections β, βk,
restricted to Ek, define a generic pair of flags (B,Bk). Then there is a unique flag B
(i)
k in the relative
position sjk to B and sjkw0 to Bk. We transport B
(i)
k along the edge to the fiber at the point xk. We get
a collection of flags at the special points, parametrized by the cyclic set bi:
B
(i)
1 , ..., B
(i)
|bi|. (367)
The coordinate Xv˜ assigned to the element v ∈ bi is given by Xv˜ := r+(B,B(i)v−1,B(i)v ,B(i)v+1). This definition
make sense if |bi| > 1: by B(i)v−1 (respectively B(i)v+1) we mean the flat section at the slot v− 1 (respectively
v + 1), parallel transported to v.
A geometric version of projection (363). A Borel subgroup B ⊂ G and an element i ∈ I provide
a parabolic subgroup Pi containing B. Let Ui be the unipotent radical of Pi. The quotient Pi/Ui is a
reductive group, which has a natural projection onto the group PGL2.
So a G-local system L on a punctured disc and an invariant flag B near the puncture determine a
PGL2-local system L(i) ⊂ L on the punctured disc. A cyclic sequence of flags B1, ...,Bn in the fibers
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Lx1 , ...,Lxn gives rise to a similar cyclic sequence of flags (367) in the PGL2-local system L(i). So we get
a point of the moduli space XPGL2,[bi]. Summarising, we get a canonical projection
πi : XG,[b] −→ XPGL2,[bi]. (368)
By the construction, the coordinate Xv˜, v ∈ bi, on XG,b is the pull back of the one Xv on XG,bi :
Xv˜ = π
∗
i (Xv), where i ∈ I, and v is a vertex of the quiver qi. (369)
Denote by Sqi the cluster transformation (364) for the quiver qi. Evidently, S
∗
iXv˜ = π
∗
i (S
∗
qi
Xv). We
proved in [GS2, Theorem 8.2] that Sqi = τsi . Thus there is a commutative diagram
XG,[b] si //
πi

XG,[b]
πi

XPGL2,[bi] si // XPGL2,[bi]
(370)
Let i, j ∈ I. Set bij := l−1Q ({i, j}). We consider several cases.
1) Assume that Cij = Cji = 1. Then there is a projection
πij : XG,[b] −→ XPGL3,[bij ].
Thanks to [GS2, Theorem 8.2], the cluster Poisson transformation Si on XPGL3,[bij ] coincides with the geo-
metric action τsi of the Weyl group generator si on XPGL3,[bij ]. By the construction, π∗ij ◦τsi coincides with
the geometric action of si on XG,[b]. By the definition, the map π∗ij intertwines the cluster transformations
Si on XPGL3,[bij ] andXG,[b]. The claim follows from thise remarks.
2) If Cij = Cji = 0, the claim follows by similar arguments using PGL2 × PGL2.
3) In the non-simply laced case we use the cluster unfolding, see [FG3, Section 3.6], or Section 6 of the
version 3 of [FG2], to reduce the claim to the simply-laced case.
Let σ : A3 = {1− 2− 3} → B2 be a folding of Dynkin diagrams. Set a := σ(1) = σ(3) and b := σ(2).
One can choose a quiver QA3 for the group of type A3 of a shape Q
1
A3
− Q2A3 − Q3A3 , with no arrows
between Q1A3 and Q
3
A3
, a quiver QB2 for the group of type B2 of a shape Q
a
B2
−QbB2 , and a folding map
QA3 → QB2 which induces isomorphisms Q1A3
∼
= QaB2 and Q
3
A3
∼
= QbB2 .
Then the cluster transformation Sa is a product of two cluster transformations S1 = µ1◦...◦µk and S3 =
ν1◦...◦νk, such that the mutations µi and νj commute. Therefore we have Sa = (µ1ν1)◦(µ2ν2)◦...◦(µkνk),
where µiνi act as a mutation in the folded quiver.
ii) The moduli space PG,D∗k has a structure of cluster Poisson variety PG,[µ(w0)k]. The cyclic word
µ(w0)
k is admissible if k > 1. So the claim for unfrozen cluster Poisson variables follows from i). The
analog of Lemma 10.6 for frozen vertices holds since, by construction, each frozen vertex satisfies condition
(366). The claim for the frozen variables follows by the reduction to the A1 case from a similar result for
G = PGL2 with frozen variables [GS2, Section 7].
iii) Take an ideal triangulation of S with at least two edges at the puncture p. Then S can be glued
from a punctured disc D∗k, with k > 1 special points, and a decorated surface S
′. So the claim follows from
ii).
145
The Weyl group action on the space AG,S. As in [GS2, Section 6], every puncture p of S gives rise
to a geometric Weyl group action on the space AG,S. The key ingredients for this action are the partial
potential functions Wp,i, i ∈ I, see Section 7.4. Lemma 7.12 explicitly presents the partial potential of an
elementary configuration in terms of cluster coordinates. By Lemma 7.8, Wp,i is the summation of the ith
partial potentials of elementary configurations centered at p. In this way, we obtain an explicit expression
of Wp,i in terms of cluster coordinates.
The pair of spaces (AG,S,PG,S) forms a cluster ensemble. For every puncture p, the cluster trans-
formation from Definition 10.4 describing the action of the generator si ∈ W on the space PG,S defines
a cluster transformation of the space AG,S. We claim that the latter coincides with the aforementioned
geometric Weyl action on AG,S. Since the cluster transformation affects only the level i coordinates, the
claim reduces to SL2, which has been done in [GS2]. Namely, we use [GS2, Theorem 7.7] and repeat the
three lines at the end of [GS2, Section 8.1].
10.4 The braid group action on the moduli space XG,S
In Sections 10.4-10.6, given a boundary component π of S, we introduce actions of the group B
(π)
g , defined
in (32), on the moduli spaces XG,S , PG,S and AG,S, and prove that it is given by cluster Poisson trans-
formations for the space XG,S, and quasi-cluster Poisson transformations for PG,S. On pictures we present
the case when the number dπ of special points on π is even, i.e. B
(π)
g = Bg.
Standard collections of flags. Let (B+,B−) be a generic pair of Borel subgroups in G. The set of
Borel subgroups containing the Cartan subgroup H := B+ ∩ B− is said to be the standard collection of
Borel subgroups for (B+,B−). The Weyl group W = N(H)/H acts simply transitively on the standard
collection. So one can label these Borel subgroups by elements of W , so that B+ is labelled by e, and B−
by w0. The group G acts by conjugation on the set of standard collections, with the stabiliser H.
Lemma 10.7. Any collection of Borel subgroups {Bs}, where s ∈ W , such that Bs and Bt are in the
incidence relation s−1t, is the standard collection for the pair (Be,Bw0).
Braid group action on the space XG,S. Let S1 be an oriented circle which carries d special points
xi, ordered cyclically by the circle orientation. A framing on a G-local system L on S1 is a collection
{β1, . . . , βd} of flat sections βi of the flag bundle LB near xi. The moduli space XG,S1;d parametrizes pairs
(L, β), where L is a G-local system on S1 with a framing β.
Choose a special point x1. Let us define an action Tx1 of the braid group BG by birational automor-
phisms of the space XG,S1;d. Take a reduced word i = (i1, ..., iN ) for w0:
w0 = si1si2 . . . siN . (371)
Consider (β1, β2) as a pair of flat sections on the arc (x1, x2).
If d = 1, then x2 = x1, while β2 is by definition the flat section β1 transported around the circle.
Equivalently, we cut the circle S1 at the point x1, getting two flat sections at the ends.
The pair (β1, β2) and reduced word (371) determine a standard collection of flags
B1,B2, . . . ,BN+1, β1 = B1, β2 = BN+1.
We think about them as of flat sections of LB located at N + 1 points on the interval [x1, x2], so that the
flag B1 sits at x1, the flag Bn+1 sits at x2 and other flags between them. The points subdivide the interval
[x1, x2] into N arcs. Each arc carries a generator si of the Weyl group. It tells the relative position of
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β2 = B4
Figure 39: A cyclic collection of 6 flags for PGL3 for a framing (β1, β2) and w0 = s1s2s1.
the two flags at the arc ends. If d = 1, we are done. If d > 1, we consider the companion reduced word
i∗ = (i∗1, ..., i
∗
N ) for w0:
w0 = si∗1si∗2 . . . si∗N . (372)
Just as above, the pair of flat sections (β2, β3) on the interval [x2, x3], together with the reduced decom-
position (372) of w0, determines a standard collection of flags
BN+1,BN+2, . . . ,B2N+1, β2 = BN+1, β3 = B2N+1.
We think about them as of the flat sections of LB near N + 1 points on the interval [x2, x3]. Repeating
this procedure d times, we get dN flat sections of LB cyclically located on the circle, see Figure 39. Next,
we need the following well known Lemma.
Lemma 10.8. Let w = si1 ...sim be a reduced word. Then there exists a reduced word of w0 starting from
si1 ...sim .
Proof. Let P be the set of positive roots and −P the set of negative roots. For any w ∈ W , its length
l(w) = #P ∩ w(−P ). In particular, w0(−P ) = P implies l(w0) = #P. Meanwhile
l(w−1w0) = #P ∩w−1w0(−P ) = #P ∩ w−1(P ) = #w(P ) ∩ P.
Therefore l(w) + l(w−1w0) = #P = l(w0). Take a reduced word of w−1w0. Then the product of the
reduced decompositions of w and w−1w0 is a reduced word of w0.
The case when d is even. Then, due to the choice of a companion reduced word for w0, any pair of
flags separated by N arcs is generic. Pick a generator si ∈ Bg, and a reduced word i of w0 starting from
si, see Lemma 10.8. Let us define an automorphism Tx1(si) of the moduli space XG,S1 . It acts by altering
the decorations, leaving the local system intact:
Tx1(si) : (L, β) −→ (L, β′). (373)
The new framings {β′1, . . . , β′d} are obtained from the ones {β1, . . . , βd} by moving special points one step
along the circle orientation, see Figure 40. Special points are shown by red points.
More generally, let w = si1 ...sim be a reduced word for an element w ∈W . We define a transformation
Tx1(µ(w)) by taking a reduced word for w0 which starts from w = si1 ...sim , and moving special points m
steps following the circle orientation. By the very construction we have
Tx1(µ(w)) = Tx1(si1)...Tx1(sim). (374)
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Figure 40: A braid group generator s1 ∈ BPGL3 acts by altering the framings. The new framing (B2,B5)
is obtained by moving the special points one step counterclockwise.
Lemma 10.9. The transformations Tx1(si) satisfy the braid group relations.
Proof. Given a braid group relation (361), by Lemma 10.8 there exists a reduced word of w0 which
starts from either of the two sides of (361): w0 = s1s2s1 . . . w
′ = s2s1s2 . . . w′. By the very definition,
Tx1(s1s2s1 . . .) = Tx1(s2s1s2 . . .). So the claim follows from (374).
The case when d is odd. Let us define an action of the group B∗g on XG,S1;d in this case. We have
constructed above an action of B∗g on the space XG,S1;d for even d. If d is odd, XG,S1;d can be recovered as
the space of objects in XG,S1;2d equivariant under the action of the element µ(w0):
XG,S1;d = X µ(w0)G,S1;2d. (375)
Then the subgroup B∗g acts on it, since it consists of the elements commuting with µ(w0). This approach
makes clear where does the group B∗g came from.
Another approach for the subgroup B˜∗g. Recall the involution w 7−→ w∗ := µ(w0)−1wµ(w0). For
any element w ∈ W such that w∗ = w, the transformation Tx1(µ(w)) is defined just as before. Note
that due to the condition w = w∗, and the choice of a companion reduced word for w0, any pair of flags
separated by N arcs is generic. Indeed, the new collection of flags corresponds to a reduced decomposition
of µ(w)−1µ(w0)dµ(w) = µ(w0)d. So we get an action of the group B˜∗g.29
Let S be a decorated surface. Each boundary component is identified with an oriented circle S1. So
all constructions above can be applied.
Theorem 10.10. Choose a special point x1 at a boundary component π of S. Then
a) There is birational action Tx1 of the braid group B
(π)
g on XG,S. One has Tx2(w) = Tx1(w∗).
b) The element µ(w0) ∈ B∗g acts as the element of ΓS shifting by one special points on π.
c) The braid subgroup B˜
(π)
g acts by automorphisms of the cluster Poisson structure on XG,S.
The group γ˜G,S maps to the cluster modular group of XG,S.
29There are the following elements in B˜∗g , which probably generate it:
sisi∗ if Ci,i∗ = 0, sisi∗si if Ci,i∗ = Ci∗,i = −1, (sisi∗)
2 if Ci,i∗ = −2, (sisi∗)
3 if Ci,i∗ = −3. (376)
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Proof. a) The first claim follows from Lemma 10.9 and its analog for odd d, proven by an equivariance
argument. The second is clear from the definition of the companion reduced word (372).
b) Moving the special point x1 by one step d times amounts to moving it to the next point x2.
c) The braid group action related to a boundary component is determined by the restriction of the
framed local system to the boundary. Therefore the actions of the braid groups at different boundary
components commute, and compatible with the action of the group ΓS.
It remains to show that the group B˜πg maps to the cluster modular group of XG,S.
Assume that d is even. Write the reduced decomposition i as w0 = siw
′. Let i+ be the reduced
decomposition w0 = w
′s∗i . The original collection of intermediate flags is described by a sequence of reduced
decompositions i, i∗, . . . , i, i∗. After the cyclic shift by one step, the resulting sequence of intermediate flags
is described by a similar sequence of reduced decompositions i+, i
∗
+, . . . , i+, i
∗
+.
Lemma 10.11. There exists a sequence of braid relations transforming ii∗ to i+i∗+.
Proof. Write µ(w0)
2 = siz
′. The words siz′ and z′si define the same element µ(w0)2 of the braid semigroup
B+. Indeed, since µ(w0)
2 is in the center, z′si = s−1i (siz
′)si = siz′. Thus one can find a sequence of
elementary transformations (361) transforming the first word to the second. Their composition transforms
the seed defined by siz
′ to the one defined by z′si. So it gives rise to a cluster transformation Xi(Z′si) −→
Xi(siz′).
Using a sequence of braid relations, we transform i+i
∗
+ −→ ii, and perform the corresponding sequence
of mutations. The resulting quiver, describing the shifted collection of flags, is isomorphic to the original
one.
Note that a braid realations in i give rise to cluster Poisson transformations of the space XG,S. Indeed,
take an ideal triangulation T of S such that one side of a triangle t of T is given by an interval on the
boundary circle of S containing the segment of i. So the part c) for even d follows.
The case of odd d is similar. All we need is an analog of Lemma 10.11 based on the fact that if w = w∗,
where w ∈W , then writing a reduced decomposition w0 = ww′ we have w0 = w′w.
10.5 The braid group actions on the spaces PG,S and AG,S
In Section 10.5 we handle the cases of even and odd d as before: we first run the construction for even d,
and then reduce the case of an odd d to it by either an equivariance argument, or directly.
Braid group action on the space PG,S. A pinning pm : βm → βm+1 can be defined by a pair
(αlm, α
r
m+1), where α
r
m is a flat section of the decorated flag bundle LA over the space of positively
oriented tangent vectors to S1 near xm, projecting to βm, pictured on the right of xi, and α
l
m+1 is a flat
section near xm+1 projecting to βm+1, pictured on the left of xi+1, such that
h(αlm, α
r
m+1) = 1.
The moduli space PG,S1 parametrizes triples (L, β, p), where L is a G-local system on S1 with a framing
β, and p is a collection of pinnings pm : βm → βm+1, m ∈ Z/dZ, between the framings at the special
points (xm, xm+1). So pinnings provide a collection of decorated flat sections
{αl1, αr1, . . . , αl2d, αr2d}. (377)
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Figure 41: Pinnings ↔ collections of decorated flags, for PGL3, and w0 = s1s2s1.
Given a pinning p1 : β1 → β2 and a reduced decomposition i of w0, there is a unique collection of
decorated flags, as illustrated on the right of Figure 41:
A1
si1−→ A2
si2−→ . . . siN−→ AN+1, β1 = B1, β2 = BN+1, h(Am,Am+1) = 1. (378)
The flags (Bm,Bm+1) are at the position sim and the h−distance between them is 1.
Recall the companion reduced decomposition i∗ in (372). Consider the following data:
• a cyclic collection of d flat sections {β1, . . . , βd} of LB on S1, referred to as flags;
• pinnings pm : βm → βm+1 between them, m ∈ Z/dZ;
• a sequence i, i∗, i, i∗, . . . , i, i∗ of reduced words for w0, assigned to pinnings.
It is equivalent to the following data, see Figure 41:
• d sequences of decorated flags as in (378), each containing N + 1 decorated flags.
• The last decorated flag of each sequence and the first decorated flag of the next sequence have the
same underlying flag.
• The relative position of decorated flags in each sequence is described by the corresponding reduced
word for the collection i, i∗, i, i∗, . . . , i, i∗.
Indeed, given the first type of data we proceed as in (378). Given the second one, we assign to each
sequence of decorated flags the first and the last ones in the sequence.
Now let us define a shift of each pinning pm : βm → βm+1 by one step to the right.
The pinnings pm : βm → βm+1 and pm+1 : βm+1 → βm+2 give rise a collection of flags
B1, . . . ,BN+1, . . . ,B2N+1,
with βm = B1, βm+1 = BN+1, βm+2 = B2N+1. Take the first N + 2 flags:
B1
si1−→ B2
si2−→ . . . siN−→ BN+1
s∗i1−→ BN+2. (379)
The pinning pm : βm → βm+1 determines decorations of the first N + 1 flags:
A1
si1−→ A2
si2−→ . . . siN−→ AN+1. (380)
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There exists a unique decoration AN+2 of the flag BN+2 such that h(AN+1,AN+2) = 1. One easily checks
that one has h(A2,AN+2) = 1.
So we get a new pinning p′m : A2 −→ AN+2. Therefore, given a collection of pinnings (p1, ..., pd), and
applying this construction for each m ∈ Z/dZ, we get a new collection of pinnings (p′1, ..., p′d). It depends
only on the first generator si1 in the reduced word i. Indeed, given a generic pair of flags (B1,B2), the
first flag of the intermediate collection of flags related to any reduced word for w0 depends only on the
first generator in the reduced word.
Definition 10.12. Suppose that the reduced word i starts with si. Then the transformation T (si) maps
pinnings (p1, ..., pd) to the pinnings (p
′
1, ..., p
′
d).
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Figure 42: The action of a generator s1 ∈ Bsl3 on a pinning p1 : β1 → β2. The new pinning is obtained by
moving the pair of special points one step to the right.
Pick a special point x ∈ S1, a generator si ∈ Bg, and a reduced word for w0 starting from si. We get
an automorphism Tx(si) of the space PG,S1 , lifting the one of the space XG,S1 .
Tx(si) : (L, β; p) −→ (L, β′; p′). (381)
Recall the discrete group γG,S in (31) acting on the space PG,S, and its subgroup γ˜G,S.
Theorem 10.13. Pick a special point x1 at a boundary component π of S.
1. There is an action Tx1 of the braid group B
(π)
comp.BZ.pair on PG,S.
2. The subgroup B˜
(π)
g ⊂ B(π)g acts by quasi-cluster Poisson transformations.
3. The group γ˜G,S acts by quasi-cluster Poisson automorphisms of the space PG,S.
Proof. Parts 1) & 3) are proved just as in Theorem 10.10. Part 2) is proved in Section 10.6.
Braid group action on AG,S. Let AZ be the set of sequences {Ak}k∈Z of decorated flags such that
every adjacent pair (Ak,Ak+1) is generic. Let i ∈ I. For each k ∈ Z, pick the unique A′k so that
• if k is odd, then w(Ak,A′k) = si, w(A′k,Ak+1) = siw0, h(Ak,A′k) = 1,
• if k is even, then w(Ak,A′k) = si∗ , w(A′k,Ak+1) = si∗w0, h(Ak,A′k) = 1.
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Then the pair (A′k,A
′
k+1) is generic. So we get a transformation T (si) of the set AZ by setting
T (si) : {Ak} 7−→ {A′k}.
Just as in Lemma 10.9, transformations T (si) generate an action of the braid group Bg on AZ.
A sequence {Ak} ∈ AZ is said to be (d, g)-periodic if Ak+d = g · Ak for every k ∈ Z. Let us introduce
two more transformations on AZ:
• the transformation Sd shifting {Ak} to {Ak+d};
• the transformation Mg taking {Ak} to {g ·Ak}.
A sequence A• := {Ak} is (d, g)-periodic if and only if Sd(A•) =Mg(A•).
Lemma 10.14. Let b belong to the centralizer of wd0 in Bg. A sequence A• := {Ak} ∈ AZ is (d, g)-periodic
if and only if T (b)(A•) is (d, g)-periodic.
Proof. By definition, the transformations T, S,M satisfy the following relations
T (b) ◦ S1 = S1 ◦ T (w0bw−10 ); T (b) ◦Mg =Mg ◦ T (b).
If particular, if b belongs to the centralizer of wd0 in Bg, then we have T (b) ◦ Sd = Sd ◦ T (b).
Hence Sd(A•) =Mg(A•) if and only if Sd(T (b)(A•)) =Mg(T (b)(A•)).
Recall the moduli space AG,S parametrizing pairs (L, {α}), where L is a twisted unipotent G-local
system, and {α} are flat sections of the associated bundle LA := L×GA near special points and punctures
of S. Let π be a boundary component of S carrying special points s1, s2, . . . , sd. By the parallel transport
of flat sections αsk to the point s1, we get a (d, g)-periodic sequence in AZ, where g is the monodromy
around π. Conversely, every (d, g)-periodic sequence sitting on the fiber of LA over s1 provides the data
of flat sections on the special points s1, . . . , sd. Using Lemma 10.14, we apply the transformation T (b) to
the obtained (d, g)-periodic sequence by parallel transport to the fiber over s1, and then transport them
back to the other special points. It defines the action of Bπg on AG,S.
10.6 Quasi-cluster nature of the braid group actions
Punctured disk case. We shall begin with the case when S is a punctured disk with d special points.
Let i = (i1, . . . , im) be a reduced word for w0. We write i
∗ = (i∗1, . . . , i
∗
m) and i+ = (i2, . . . , im, i
∗
1). Take
the central triangulation of S as on Figure 43, where pk,k+1 = (A
l
k,A
r
k+1) are pinnings over (Bk,Bk+1).
Let hk = h(A
r
k,A
l
k), or equivalently A
r
k = A
l
k · hk. We set ∀j ∈ I:
Kk,j =
{
αj(hk) if k is odd,
αj∗(hk) if k is even.
We pick the central angle in each triangle, and use i and i∗ alternatively. Recall the primary coordinates
{Pk,1, . . . , Pk,m} for each (B,Bk,Bk+1; pk,k+1). By Lemma 9.6, the following functions form a rational
coordinate system of PG,S :
pi = {Kk,1, . . . ,Kk,r;Pk,1, . . . , Pk,m}1≤k≤d . (382)
Recall the following coefficients in Theorem 9.9:
bst := 〈αis, αit〉, cjt := 〈αj , αit〉, dij := 〈αi, αj〉 :
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Figure 43: The space PG,S with central triangulation.
Proposition 10.15. With respect to the cluster Poisson bracket on PG,S, we have
{log Pk,s, log Pl,t} =
{
sgn(t− s) · bst if k = l
0, otherwise
(383)
{logKk,j, log Pl,t} =

cjt if k = l
−cjt if k = l + 1
0, otherwise
(384)
If d = 1, then all the coordinates Kk,i commute. If d ≥ 2 then
{logKk,i, logKl,j} =

dij if l = k + 1
−dij if l = k − 1
0, otherwise
(385)
Proof. The space PG,S is obtained by gluing d copies of PG,t:
g : (PG,t)d −→ PG,S .
Furthermore, the gluing map g preserves the Poisson structures on both spaces.
Let {Pk,1, . . . , Pk,m;Lk,1, . . . , Lk,r;Rk,1, . . . Rk,r} be the coordinates of the kth copy of PG,t. By defini-
tion, we have
Kk,j =
{
Rk−1,jLk,j if k is odd,
Rk−1,j∗Lk,j∗ if k is even.
(386)
The rest follows directly from Theorem 9.9.
Let i1 = i
∗. Let pi+ = {K ′k,j;P ′k,s} be the coordinates (382) on PG,S associated to the reduced word
i+. Recall the automorphism T (si) of the space PG,S .
Lemma 10.16. We have
T (si)
∗P ′k,s =
{
Pk,s+1, if 1 ≤ s < m;
Pk+1,1K
−1
k+1,i if s = m.
T (si)
∗K ′k,j = Kk,jK
−Cji
k,i .
Proof. We shall prove the first set of formulas for k = 1 and the second set for k = 2. The proof goes
through the same line for general k. Take the following decompositions of p1,2 and p2,3:
p1,2 : A
l
1 = A1,0
si∗
1−→ A1,1
si∗
2−→ · · · si∗m−→ A1,m = Ar2.
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p2,3 : A
l
2 = A2,0
si1−→ A2,1
si2−→ · · · sim−→ A2,m = Ar3.
The map T (si) shifts the pinning p1,2 to
p′1,2 : A1,1
si∗
2−→ A1,2
si∗
3−→ · · · si∗m−→ A1,m
si1−→ A′2,1.
In particular, the last pair are
(A1,m,A
′
2,1) = (A
r
2,A
′
2,1) = (A
l
2 · h2,A2,1 · si∗(h2)) (387)
By the definition of the primary coordinates, we get
T (si)
∗P ′1,s = P1,s+1, ∀s = 1, . . . ,m− 1.
For s = m, by (387) and (338), we get
T (si)
∗P ′1,m = P2,1αi∗(h
−1
2 ) = P2,1K
−1
2,i .
From (387) we also get h′2 = si∗(h2). Therefore
T (si)
∗K ′2,j = αj∗
(
h′2
)
= (si∗ · αj∗)(h2) = K2,jK−Cji2,i .
Proposition 10.17. The automorphism T (si) preserves the cluster Poisson bracket of PG,S.
Proof. We prove the Proposition by direct calculation. Note that
αi+s = si · αis+1, ∀1 ≤ s < m; αi+m = αi.
Let us set
b′st := 〈αi+s , αi+t 〉, c′jt := 〈αj , αi+t 〉.
For the K−K relations (385), if d ≥ 2, then{
T (si)
∗ logK ′k,j, T (si)
∗ logK ′k+1,l
}
= 〈si · αj, si · αl〉 = djl.
The other cases follow similarly.
For the K−P relations (384), we prove the case when k = l. The other cases follow similarly. If
1 ≤ s < m, then{
T (si)
∗ logK ′k,j, T (si)
∗ logP ′k,s
}
=
{
logKk,jK
−Cji
k,i , log Pk,s+1
}
= 〈si · αj , αis+1〉 = c′js.
If s = m, then{
T (si)
∗ logK ′k,j, T (si)
∗ logP ′k,m
}
=
{
logKk,jK
−Cji
k,i , log Pk+1,1K
−1
k+1,i
}
= 〈si · αj , − αi〉 = c′jm.
For the P−P relations (383), if 1 ≤ s < m, then{
T (si)
∗ logP ′k,s, T (si)
∗ log P ′k,m
}
=
{
logPk,s+1, logPk+1,1K
−1
k+1,i
}
= {log Pk,s+1, − logKk+1,i} = 〈αis+1,−αi〉 = 〈αi+s , αi+m 〉 = b′sm.
Similarly, we have{
T (si)
∗ log P ′k,m, T (si)
∗ log P ′k+1,s
}
=
{
log Pk+1,1K
−1
k+1,i, log Pk+1,s+1
}
= 〈αi1 − αi, αis+1〉 = 0,
and {
T (si)
∗ log P ′k,m, T (si)
∗ logP ′k+1,m
}
=
{
log Pk+1,1K
−1
k+1,i, log Pk+2,1K
−1
k+2,i
}
=
{
log Pk+1,1K
−1
k+1,i,− logKk+2,i
}
= 〈αi1 − αi,−αi〉 = 0, (388)
The other cases follow similarly.
Let χi = {Xv} be the cluster Poisson chart associated to the triangulation and reduced words as on
Figure 43. Equivalently, it corresponds to an open torus embedding still denoted by
χi : G
N
m →֒ PG,S.
Proposition 10.18. The transition map between the charts χi and pi is given by Laurent monomials, i.e.
every Pk,s and Kk,j in pi can be expressed as a monomial in Xv in χi, and vice versa.
Proof. As shown on (350), the P -coordinates can be expressed as Lauren monomials of cluster Poisson
variables. For the K-coordinates, we need the following easy lemma
Lemma 10.19. Let M be a Laurent monomial in a cluster chart χ = {Xv} of a cluster Poisson variety.
If {M,Xv} = 0 for every unfrozen Xv in χ, then M is a Laurent monomial in every cluster Poisson chart
of the variety.
In particular, the K-coordinates communicate with every unfrozen cluster Poisson variables. Therefore
they are Laurent monomials in every cluster chart.
Since pi is a birational isomorphism, the map pi ◦ χ−1i : GNm −→ GNm is an isomorphism. Therefore
conversely the coordinates Xv in χi are Laurent monomials in the coordinates in pi.
The composition T (si) ◦χi provides a new chart of PG,S . By definition, the unfrozen part of T (si) ◦χi
coincides with the unfrozen part of χi+ up to permutation. Combining Lemma 10.16 and Proposition
10.18, the frozen variables of χi+ can be presented as Laurent monomials of variables in T (si) ◦ χi, and
vice versa. Therefore T (si) ◦χi is a quasi-cluster Poisson chart. Together with Lemma 10.17, we conclude
that T (si) is a quasi-cluster automorphism.
Annulus case. Let S be an annulus with one special point on one side and d special points on the other.
We obtain S by gluing a quadrilateral together with d − 1 triangles. So the cluster Poisson structure on
PG,S is obtained by amalgamation of PG,q and d− 1 copies of PG,t.
i1 i2 i3 i4
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We make use of the reduced word i1 of (w0, w0) to give a decomposition of PG,q , and the reduced
words i2, i3, . . . , id repeatedly to give decompositions of the rest d − 1 many PG,t. Let us consider the
amalgamation of the quivers Q(i1), ..., Q(id):
Q(i1) ∗ . . . ∗Q(id). (389)
Here for each j ∈ Z/dZ and for each i ∈ I, the rightmost vertex of Q(ij) at level i is glued with the leftmost
vertex of Q(ij) at level j. The vertices of (389) paramtrize functions of PG,S. Precisely:
• the unfrozen part corresponds to unfrozen cluster Poisson variables X1, . . . ,X(d+1)m of PG,S;
• the frozen part assigned to the top side of q parametrizes primary coordinates P0,1, . . . , P0,m;
• the frozen part assigned to the bottom sides of q and t parametrizes primary coordinates Pk,1, . . . , Pk,m
for k = 1, . . . , d.
By definition, the extra cluster Poisson variables are given by Pk,s when α
ik
s is a simple positive root. By
Proposition 9.15, the Poisson structure on PG,S is encoded by the quiver (389).
Consider a reduced word i = (i1, . . . , im) of w0 starting with i1 = i.
Below we assume that d is even, and consider the following two cases.
1. i1 = (i, i), and (i2, i3, . . . , i2d) = (i
∗, i, i∗, . . . , i∗). The corresponding quiver (389) is denoted by Q1,
whose vertices parametrize unfrozen cluster variables and primary coordinates
X1, . . . ,X(d+1)m, P0,1, . . . , P0,m, . . . , Pd,1, . . . , Pd,m.
2. i1 = (i2, . . . , im, i, i
∗
1), and (i2, i3, . . . , id) = (i
∗
+, i+, i
∗
+, . . . , i
∗
+) - recall that d is even. Let us denote
the quiver (389) by Q2 and the functions by
X ′1, . . . ,X
′
(d+1)m, P
′
0,1, . . . , P
′
0,m, . . . , P
′
d,1, . . . , P
′
d,m.
Recall the automorphism T (si) of PG,S. As in (386), we consider the functions Kk,j assigned to d many
special points on the outer side of S.
Lemma 10.20. For j ∈ Z/(d+ 1)mZ, we have
T (si)
∗X ′j = Xj+1. (390)
For k = 1, . . . , d, we have
T (si)
∗P ′k,s =
{
Pk,s+1, if 1 ≤ s < m;
Pk+1,1K
−1
k+1,i if s = m.
(391)
For k = 0, we have
T (si)
∗P ′0,s = P0,s. (392)
Proof. It follows by the same argument as in the proof of Lemma 10.16.
By the same argument in the proof of Proposition 10.17, the automorphism T (si) preserves the cluster
Poisson bracket of PS. By (390), under T (si), the unfrozen cluster Poisson variables of Q2 coincides with
unfrozen variables of Q1 up to permutation. By (391) and (392), the frozen cluster Poisson variables of
Q2 can be expressed as monomials in terms of cluster Poisson variables of Q1. Therefore T (si) is a quasi
cluster automorphism.
The case when a boundary component has an odd number of special points is treated similarly.
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The total number of punctures and boundary components of S is ≥ 2. In this case one can
find a loop α separating S into an annulus with boundary components α and β, each containing special
points, and the rest. The action of T (si) on the component β, see the picture, only changes the coordinates
assigned to the annulus. Thus we can reduce it to the annuls case.
• • •
•
••
The quasi-cluster nature of the braid group action on the space AG,S. It is proved similarly
to the case of the space PG,S considered above. The quasi-cluster transformations we need are obtained
by using the same sequence of quiver mutations for the spaces AG,S and PG,S, followed by a monomial
transformation on the space PG,S, and the dual one for the space AG,S.
10.7 Equivariance of quantum cluster structures
Theorem 10.21 generalizes [FG4, Theorem 6.1], which settled the case when G is of type An for the group
ΓS. Recall the discrete group γG,S, see (31), and its subgroup γ˜G,S.
Theorem 10.21. Let G be an arbitrary split semi-simple algebraic group over Q. Then:
i) The group γ˜G,S of S acts by automorphisms of algebras Oq(PG,S), Oq(DG,S), given by quasi-cluster
transformations, which are cluster on the subgroup ΓS ×W n.
ii) The group γ˜G,S acts by unitary projective automorphisms of the principal series of representations
of the ∗-algebra A~(PG,S).
Before we start the proof, let us explain the core problem. We have the geometric action of the group
γ˜G,S, and proved that it acts by cluster transformations. Therefore the action of each of its elements can be
lifted to a quantum cluster transformation. However we have to prove that different cluster transformations
providing the same geometric transformation lift to the same quantum cluster transformation. Here is an
example.
Each flip of an edge E of an ideal triangulation T of S gives rise to a quantum cluster transformation
cXq (E) of the quantized space PG,S and a quantum cluster transformation cDq (E) of the quantized symplectic
double DG,S. The modular groupoid MS of the decorated surface S is generated by flips. The only relations
are the pentagon and quadrangle relations:
The pentagon relation. Given a pentagon P5 of an ideal triangulation T, there is a sequence of five
flips of the diagonals of the pentagon. It results in the cluster transformations
c∗q(P5) := c
∗
q(E5) ◦ c∗q(E4) ◦ c∗q(E3) ◦ c∗q(E2) ◦ c∗q(E1), where ∗ is X , A or D. (393)
The pentagon relation says that this cluster transformation is trivial.
The quadrangle relation. The flips at the non-adjacent edges commute.30
The mapping class group ΓS is the fundamental group of the modular groupoid MS of S. So we have
to prove the quantum pentagon and quandrangle relations.
Proof. i) =⇒ ii). Any quasi-cluster transformation c gives rise to an intertwiner Kc◦ . Indeed, a
quasi-cluster transformation is a composition of a cluster transformation followed by a Poisson monomial
30Flips at two non-adjacent edges generate a quadrangle in the modular complex, hence the name.
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transformation. So one uses the main results of Section 4, most notably Theorem 4.10, for the cluster part,
and Theorem 1.2 for the monomial part. This way we define the action of the elements of the group γG,S
by unitary projective operators. It remains to prove that the relations between the generators produce
operators λId, |λ| = 1.
By [FG4, Theorem 5.4], given an arbitrary quiver cluster transformation c : q → q, if the quantum
cluster transformations cXq and cDq are the identity maps, then Kc◦ = λId, |λ| = 1. This settles the
relations for ΓS ×W n. The case of quasi-cluster transformations follows by a trivial modification of the
proof of [FG4, Theorem 5.4]. Now it remains to use i).
i) Let q be a quiver. Let A be the cluster K2-variety, X the cluster Poisson variety, X∨ the Langlands
dual one, and D the symplecitc double assigned to q. Let q˜ be a quiver containing q. It gives rise to a
cluster K2-variety A˜ and cluster Poisson variety X˜ . Recall the notation Vq for the set of vertices of q. A
quasi-cluster transformation c induces a classical quasi-cluster transformation c∗, where ∗ = A,X ,X∨,D
etc., and its quantum counterparts cXq , cDq etc.
There is a canonical projection r : X˜ −→ X , such that r∗Xi = Xi for any cluster Poisson coordinate
Xi. Therefore there is a canonical map of cluster varieties, given as a composition:
A˜ p−→ X˜ r−→ X , Xi 7−→
∏
j∈Vq˜
A
εij
j , i ∈ Vq. (394)
Proposition 10.22 ([FG4, Proposition 5.21]). Let q˜ be a quiver containing a quiver q. Let c : q→ q be
a quiver cluster transformation. It induces a quiver cluster transformation c˜ : q˜→ q˜.
Assume that the cluster transformation c˜A is trivial, i.e. (c˜A)∗Av = Av for any cluster coordinate
Av on A˜, and the map (394) is surjective. Then the quantum cluster transformations cXq and cDq of the
q-deformed spaces Xq and Dq are trivial.
So we need a criteria of triviality of the cluster transformation c˜A for sufficiently large A˜.
It is sufficient to consider the double q̂ of the quiver q with Vq̂ := Vq ∪ V ′q, where V ′q is a copy of the
set Vq, the quiver q̂ has no arrows between the vertices of V
′
q, and the only arrows between Vq and V
′
q are
single arrows from v to v′ for each v ∈ Vq.
Let v ∈ Vq. Denote by lvq a point of X∨(Zt) which in the tropical cluster Poisson coordinate system
related to the quiver q has just one non-zero coordinate - the one corresponding to the vertex v ∈ Vq,
which is equal to 1.
Proposition 10.23. Let c : q→ q be a quiver cluster transformation such that for the tropicalised cluster
Poisson transformation cX∨t of the Langlands dual cluster Poisson variety X∨ we have
cX
∨
t (l
v
q) = l
v
q, ∀v ∈ Vq. (395)
Then for any quiver q˜ containing q, the induced cluster transformation c˜A is trivial.
Proof. According to a formal variant of the Duality Conjectures [FG2], proved in [GHKK], there is a
natural map to the completion Ô(X ) of the space O(X ):
IX : X∨(Zt) −→ Ô(X ),
IX (lvq) = Av, ∀q,∀v ∈ Vq.
(396)
Therefore (395) implies that (c˜A)∗Av = Av for all v ∈ Vq. Since frozen A-variables do not mutate,
(c˜A)∗Aw = Aw for all w ∈ Vq˜ −Vq.
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Given a puncture on S, the group W acts geometrically on the spaces AG,S, PG,S, and PG∨,S. These
actions are cluster: we defined a cluster transformation c∗(si) corresponding to each generator si of W .
Note that the Weyl groups of G and G∨ coincide, and there is an isomorphism of cluster Poisson varieties
PG∨,S = P∨G,S. To prove that the quantum cluster transformations cXq (si) and cDq (si) give rise to an action
of W we must show that any product of the generators si1si2 ...sin representing the unit in W acts by the
trivial quantum cluster transformation. By Proposition 10.23, it is sufficient to prove that the tropicalised
cluster Poisson transformation cX
∨
t (si1)...c
X∨t (sin) is trivial. Since it describes the tropicalization of the
geometric action of W on the space PG∨,S, the claim follows. For the group ΓS, we start with the action
of the modular groupoid MS by cluster transformations, and the proof goes the same way.
The arguments for the braid group Bπg are literally the same, with the only proviso that we have to
add monomial transformations of the frozen variables, which causes no problem.
11 Quantum groups via quantum moduli spaces
11.1 Basics of quantum groups
Let Uq(g) be the quantum group of finite type with generators {Ei,Fi,K±i }i∈I, satisfying relations (398)-
(399) below. The generators are rescaled version of the ones {Ei, Fi,Ki} used in [Lus1]:
Ei = q
− 1
2
i (qi − q−1i )Ei, Fi = q
1
2
i (q
−1
i − qi)Fi, Ki = Ki; where qi = q1/di (397)
Therefore we have the modified relation
EiFj − FjEi = δij(q − q−1)(K−1 −K). (398)
Let us introduce the following notations
[n]q =
qn − q−n
q − q−1 , [n]
!
q =
n∏
s=1
[s]q,
[
n
s
]
q
=
[n]!q
[s]!q[n− s]!q
.
The other relations are:
KiKj = KjKi, KiK
−1
i = 1.
KiEj = q
cijEjKi, KiFj = q
−cijFjKi,
1−cij∑
s=0
(−1)s
[
1− c
s
]
qi
EsiEjE
1−cij−s
i = 0,
1−cij∑
s=0
(−1)s
[
1− c
s
]
qi
FsiFjF
1−cij−s
i = 0.
(399)
The first two relations in (399) tell that the elements Ki give rise to an action of the Cartan group H on
Uq(g). The last two relations are called the quantum Serre relations.
The antipode S and the counit ε. They are given by
S(Ki) = K
−1
i , S(Ei) = −K−1i Ei, S(Fi) = −FiKi.
ε(Ki) = 1, ε(Ei) = 0, ε(Fi) = 0.
(400)
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The ∗-algebra structure on Uq(g). Consider the following anti-involution ∗ of Uq(g):
∗ : Uq(g) −→ Uq(g)op, Ei 7−→ Ei, Fi 7−→ Fi, Ki 7−→ Ki, q 7−→ q−1. (401)
Thanks to the rescaling (397) of the generators of Uq(g), it preserves the relations.
Lusztig’s braid group action on Uq(g). For simplicity, let us assume that g is simply-laced. The
braid group generators si act by the automorphisms Ti (i ∈ I) of the algebra Uq(g), given by
Ej 7→ q−1K−1j Fj, Fj 7→ qEjKj, Kj 7→ K−1j , if j = i;
Ej 7→ Ej, Fj 7→ Fj, Kj 7→ Kj, if cij = 0;
Ej 7→ q
1/2EjEi − q−1/2EiEj
q − q−1 , Fj 7→
q1/2FjFi − q−1/2FiFj
q − q−1 , Kj 7→ KiKj , if cij = −1.
The maps Ti commute with the anti-involution ∗. They satisfy the braid relations [Lus1]:
• TiTjTi = TjTiTj if cij = −1, and TiTj = TjTi otherwise.
One assigns to each Weyl group element w a map
Tw = Ti1Ti2 . . . Tik , where w = si1si2 . . . sik is a reduced decomposition.
Proposition 11.1 ([Lus1, Proposition 1.8]). Let w ∈W such that l(wsi) = l(w) + 1. Then
Tw(Ei) ∈ Uq(n+), Tw(Fi) ∈ Uq(n−).
If, in addition, w(αi) = αk is a simple positive root, then Tw(Ei) = Ek, Tw(Fi) = Fk.
Let i = (i1, . . . , iN ) be a reduced word for the longest element w0 ∈ W . The following elements were
used crucially by Lusztig in the construction of a PBW basis
Ei,k := Tsi1 ...sik−1 (Eik) ∈ Uq(n+). (402)
The quasi-classical q → 1 limits of these elements, divided by q− q−1, give the Chevalley basis {Eα} of
the Lie algebra n+. It is parametrized by the positive simple roots, ordered by the reduced decomposition
i of w0. In the quantum case the set of elements {Ei,k} depends on i.
The compatibility of the geometric braid group action with Lusztig’s led to a geometric realization of
the elements Ei,k given in Theorem 11.14. On the other hand, establishing the geometric interpretation of
the elements Ei,k is sufficient to prove that the geometric braid group action is compatible with Lusztig’s.
11.2 Mapping Uq(b) to a quantum torus algebra related to a braid group element
Let i = (i1, . . . , im) be an arbitrary word representing a braid semigroup element b. By the amalgamation,
we get a quiver
J(i) = J(i1) ∗ · · · ∗ J(im).
In particular, it provides a lattice Λ with a skew-symmetric bilinear form (∗, ∗). The quantum torus
algebra Oq(Ti) is generated by Xv, v ∈ Λ, satisfying XvXw = q(v,w)Xv+w.
Recall the level map from the set of vertices of J(i) to I. The full subquiver formed by vertices at level
α is a type An quiver
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eα1 e
α
2 e
α
3 e
α
n−1 e
α
n· · ·
Here {eα1 , ..., eαn} are the basis vectors of Λ for the level α vertices, counted from the left to the right. Note
that eα1 and e
α
n are frozen. Let us set
vαi := e
α
1 + · · ·+ eαi .
Wα :=
n−1∑
i=1
Xvαi , Kα := Xvαn .
(403)
Proposition 11.2. There is a well defined map of ∗-algebra
Uq(b) −→ Ti,
Eα 7−→Wα, Kα 7−→ Kα.
(404)
Remark 11.3. The Proposition works for arbitrary Kac-Moody Lie algebra.
Proof. Let α, β ∈ I. Recall in Figure 38 the subquiver Qαβ of vertices at levels α and β.
Assume that Qαβ consist of n vertices at level α and m vertices at level β. Let {vα1 , . . . , vαn} and
{vβ1 , . . . , vβm} be the collections of vectors in (403). They enjoy the following properties:
1. (vαi , v
α
j ) = 1 whenever i < j ≤ n;
2. (vβm, vαn) = 0;
3. for every k < m, there exists an ik < n such that, setting c = Cαβ :
(vβk , v
α
i ) =
{ −c/2 if i ≤ ik,
c/2 if i > ik.
Set qα := q
1/dα . It is easy to check that
KαWβ = q
c
αWβKα, KαWα = q
2
αWαKα, KαKβ = KβKα.
Precisely, the first identity follows since (vβk , v
α
n) = c/2 for every k < m, the second identity follows from
Property 1, and the third identity follows from Property 2.
It remains to prove the quantum Serre relations:
1−c∑
s=0
(−1)s
[
1− c
s
]
qα
WsαWβW
1−c−s
α = 0. (405)
By Properties 1 and 3, for every k < m, we may write Wα =M +N such that
M :=
∑
i≤ik
Xvαi , N :=
∑
ik<i<n
Xvαi ;
MN = q2αNM, Xvβk
M = q−cα MXvβk
, X
vβk
N = qcαNXvβk
.
(406)
By Lemma 11.4, Wα, Xvβk
satisfy the quantum Serre relation. Taking sum over k, (405) follows.
Lemma 11.4. Let n ≥ 0 be an integer. Let E1 =M +N and E2 = L be such that
MN = q2NM, LM = qnML, LN = q−nNL.
Then E1 and E2 satisfy the quantum Serre relation
1+n∑
s=0
(−1)s
[
1 + n
s
]
q
Es1E2E
1+n−s
1 = 0. (407)
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Proof. Set T :=MN−1. We have NT = q−2TN , LT = q2nTL. Note that E1 = (1 + T )N .
Let us set (x; q)s := (1 + x)(1 + q
2x) . . . (1 + q2s−2x). Then
Es1 = (M +N)
s = (T ; q−1)sN s.
Hence
Es1E2E
1+n−s
1 = (T ; q
−1)s N sL (T ; q−1)1+n−s N1+n−s
= (T ; q−1)s (q2n−2sT ; q−1)1+n−s N sLN1+n−s
= (T ; q−1)s (q2n−2sT ; q−1)1+n−s qnsLN1+n
= qns(q−2s+2T ; q)n (1 + T )LN1+n.
Therefore
LHS(407) =
(
1+n∑
s=0
(−1)sqns
[
1 + n
s
]
q
(q−2s+2T ; q)n
)
· (1 + T )LN1+n.
It remains to show that
fn(T ) :=
1+n∑
s=0
(−1)sqns
[
1 + n
s
]
q
(q−2s+2T ; q)n = 0. (408)
Clearly f0(T ) = 0. Note that the quantum binomial coefficients satisfy the identity[
n+ 1
s
]
q
=
[
n
s
]
q
q−s +
[
n
s− 1
]
q
q1+n−s. (409)
Therefore we get
qns
[
1 + n
s
]
q
(q−2s+2T ; q)n =
(
q(n−1)s
[
n
s
]
q
+ q2nq(n−1)(s−1)
[
n
s− 1
]
q
)
(q−2s+4T ; q)n−1(1 + T )
=
(
q(n−1)s
[
n
s
]
q
(q−2s+2q2T ; q)n−1 + q2nq(n−1)(s−1)
[
n
s− 1
]
q
(q−2s+4T ; q)n−1
)
(1 + T ).
Plugging it into (408), we get fn(T ) =
(
fn−1(q2T )− q2nfn−1(T )
)
(1 + T ). By induction, fn−1(T ) = 0
implies fn(T ) = 0.
Let us explore basic properties of the patterns Wα and Kα in (403) for future use.
For a type An quiver p with e1 and en frozen
e1 e2 e3 en−1 en· · · · · ·
we define
Wp := Xe1 +Xe1+e2 + · · ·+Xe1+...+en−1 ,
Kp := Xe1+...+en .
(410)
Lemma 11.5. After mutation at 2, 3, . . . , n− 1, the elements Wp and Kp become monomials.
Proof. Let us mutate at 2, the rest vertices forms a type An−1 quiver p′:
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e′1
e′2
e′3 en−1 en· · · · · ·
It is easy to check that Xe′1 = Xe1 +Xe1+e2 and Xe′1+e′3 = Xe1+e2+e3 .
Therefore Wp = Wp′ and Kp = Kp′ .
Mutating at 3 and so on until n− 1, we obtain a type A2 subquiver.
An alternative geometric proof is given in the proof of Lemma 11.7.
Take a similar quiver q with vertices labeled by a basis {f1, ..., fm}. Denote by p ∗ q the quiver
obtained by gluing the right vertex of p to the left one of q. Equivalently, it is the amalgamation of
quivers q and p, described by a basis {e1, ..., en−1, en + f1, f2, ..., fm}. The amalgamation gives rise to a
∗-algebra embedding:
Oq(Xp∗q) −֒→ Oq(Xp × Xq).
Under this embedding, we get
Wp∗q = Wp +KpWq,
Kp∗q := KpKq.
(411)
11.3 Proof of Theorems 2.21 and 2.22
Let us first prove the case when S is a triangle t. Pick a special point s of t. Let us show that the functions
Ws,i and Ks,i are standard monomials in the sense of Definition 13.12. Then it follows from Quantum Lift
Theorem 13.13 that Ws,i and Ks,i admit natural quantum lifts
Ws,i, Ks,i ∈ Oq(PG,t).
By Lemma 5.9 ii), Ws,i and Ks,i can be expressed as monomials in one cluster seed of PG′,t. It is easy
to check that the monomial Pi,1X(i0)
in (229) Poisson commutes with all the unfrozen cluster variables,
and Pi,1 Poisson commutes with all the unfrozen cluster variables, except that{
log Pi,1, logX(i1)
}
= 1/di ≥ 0.
By Proposition 13.11, they are standard monomials. Theorem 2.21 for a triangle t is proved.
Let s be a seed of PG,t associated to a special point s of t and a reduced word i of w0. The full
subquiver of s at level αi is of type A. Recall the patterns Wαi and Kαi in (403). By Lemma 5.9 i), their
specialization at q = 1 are Ws,i and Ks,i. By Lemma 11.5, Wαi and Kαi can be presented as monomials
in certain seed. Therefore they are quantum lifts of Ws,i and Ks,i. Theorem 2.22 i) for a triangle t is a
direct consequence of Proposition 11.2.
Now let s be a special point of a general surface S. Let us assume that the boundary component
carrying s has at least 2 special points. We may cut off a triangle t from S such that t contains the special
point s and the two boundary intervals adjacent to s. Then Theorem 2.21 and the first part of Theorem
2.22 is reduced to the triangle case, which has been proved above. By Theorem 10.5 iii), the group W n
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acts on PG,S as cluster automorphisms. The functions Ws,i and Ks,i are standard monomials invariant
under the W n-action. By Quantum Lift Theorem 13.13, their quantum lifts Ws,i, Ks,i are W
n-invariants.
If s is the only special point at a boundary component, the potential Ws,i is not necessarily a standard
monomial. In this case, let us give an alternative definition of the quantum lift of Ws,i.
Let T be an ideal triangulation of S. Recall the gluing map
γT :
∏
t∈T
PG,t −→ PG,S.
It gives rise to natural embeddings:
O (PG,S) −֒→ O
(∏
t∈T
PG,t
)
. (412)
A special point s of S determines an ordered sequence of special points s1, . . . , sn - the vertices of the
triangles of T containing s.
Lemma 11.6. Under the embedding (412), we have
Ks,i =
n∏
k=1
Ksk,i,
Ws,i =Ws1,i +Ks1,iWs2,i + . . . +
(n−1∏
k=1
Ksk,i
)
· Wsn,i.
(413)
Proof. It suffices to prove the case when n = 2. As shown on Figure 44, let q, q′ be the pinnings near s1,
with q on the left. Let p,p′ be pinnings near s2, with p on the left.
s1 s2
Ws1,i Ws2,iq′ p
q p′ glue p′
s
Ws,i
q
Figure 44: Gluing the moduli spaces by identifying the pinnings: q′ = p.
Let us identify q with a standard pinning. There is a unique element bs1 ∈ B mapping q to q′. Similarly,
let bs2 map p to p
′, and bs map q to p′. Here bs = bs1bs2 . Consider the decomposition b = uh, where
u ∈ U and h ∈ H. We have
hs = hs1hs2 , us = us1 ·Adhs1 (us2).
They prove the identities (413) respectively.
Examples. 1. According to (235), the cluster Poisson coordinate X13 on the space PPGL2,t assigned to
the side (13) is potential W1 at the vertex 1: X13 =W1.
2. Let S = Pn be an n-gon. Pick its triangulation T .
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Take a vertex v and a counterclockwise arc αv near v. Denote by E1, ..., Em the sides and diagonals
of T intersecting the arc, counted along the arc. It follows from (413) that the potential Wv on the space
PPGL2,S is given by
Wv := XE1 +XE1XE2 + · · · +XE1XE2 . . . XEm−1 . (414)
Lemma 11.7. The potential Wv is a standard monomial in certain cluster Poisson coordinates.
Proof. Mutate any triangulation to the one which has no diagonals incident to the vertex v.
As an quantum analog of (412), we get an embedding
Oq (PG,S) −֒→ Oq
(∏
t∈T
PG,t
)
. (415)
We define quantum lifts ofWi and Ki as for triangle cases. Identity (413) provides an alternative definition
of quantum lifts of Ws,i and Ks,i for a general S. Using embedding (415), we set
Ks,i := Ks1,i · · ·Ksn,i
Ws,i := Ws1,i +Ks1,iWs2,i + . . . +Ks1,i · · ·Ksn−1,i ·Wsn,i
(416)
Let us show that (416) is independent of the triangulation T chosen. If S is a quadrilateral, then
it admits two triangulations, corresponding to two diagonals of S. For the diagonal disconnecting the
special point s, the functions in (416) are standard polynomials in Oq(PG,S) since n = 1. For the diagonal
connecting s, we use the angles near s and reduced words i, i′ to obtain a seed for Oq(PG,S). By (411), the
functions in (416) are still of the basic pattern (410). By Lemma 11.5, they are standard monomials. The
very fact that it works for quadrilateral allows us to flip diagonals of T for arbitrary surfaces. Therefore
it is independent of T chosen.
The definition using (416) works for every special point s. When s is not the only special point at its
boundary component, this definition coincides with the previous definition using standard monomials of
quantum cluster algebras. It completes the proof of Theorem 2.21.
The proof of the second part of Theorem 2.22 requires a few preparations.
The outer monodromy is in the center. Let π be a boundary component of S with special points
s1, . . . , sd. Recall the “outer monodromy” map µ(π) : PG,S −→ H(π), see (128). For every i ∈ I, we get a
regular function
K(π)i := αi ◦ µ∗(π).
Proposition 11.8. 1) The function K(π)i Poisson commutes with all the functions of Ocl(PG,S).
2) The quantum lifts K
(π)
i of the functions K(π)i lie in the center of Oq(PG,S).
Proof. 1) We give a proof for d being even. The proof for odd d is similar. By definition, we have
K(π)i = Ks1,iKs2,i∗ . . .Ksd,i∗ .
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By Lemma 5.9 ii), every Ksk,i commutes with all the cluster Poisson variables except the frozen ones placed
on the two boundary intervals adjacent to sk. Therefore K(π)i commutes with all cluster Poisson variables
that are not on the boundary component π. For a frozen variable on the boundary interval connecting
sk−1 and sk, by Lemma 5.9 i) and ii), it commutes with the product Ksk−1,iKsk,i∗ . Therefore it commutes
with K(π)i .
2) Follows immediately from 1).
For example, if π contains exactly two special point e and f , we get central elements
K
(π)
i := Ke,iKf,i∗ ∈ Center (Oq(PG,S)) .
Quantum relations. Let us label the vertices of a triangle t counterclockwise by 1, 2, 3. For every
k ∈ {1, 2, 3} and every i ∈ I, we obtain a pair
Wk,i, Kk,i ∈ Oq(PG,t).
Lemma 11.9. We have the following relations, where δij be the Kronecker symbol and qi = q
1/di :
[W2,i,W1,j∗ ] = δij(qi − q−1i )K2,i,
[W2,i,K1,j∗] = 0,
K2,iW1,j∗ = q
Cij
j W1,j∗K2,i,
K2,iK1,j∗ = q
Cij
j K1,j∗K2,i.
Due to cyclic invariance of the cluster structure on PG,t, the same relations hold when the indices (1, 2)
are replaced by (2, 3) or (3, 1).
Proof. Consider the seed of PG,t associated to the vertex 1 and a reduced word i of w0 starting with i∗.
The vertices at level i∗ and the first frozen vertex on the side {23} form a full subquiver
e1
f
e2 e3 en−1 en· · ·
By Lemma 5.9, we get
K1,i∗ = Xe1+...+en , W1,i∗ = Xe1 +Xe1+e2 + . . .+Xe1+...+en−1 ,
K2,i = Xf+e1 , W2,i = Xf .
Therefore
[W2,i,W1,i∗ ] = [Xf ,Xe1 ] = (qi − q−1i )K2,i.
[W2,i,W1,i∗ ] = [Xf ,Xe1+...+en ] = 0.
For any vertex v at level j ∈ I− {i}, there is no arrow between f and v. Therefore W2,i commutes with
W1,j∗ and K1,j∗. The last two identities follow from the relation between K2,i and frozen cluster variables
at the side {12}.
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Proof of Theorem 2.22 ii). Let π a boundary component of S consists of exactly two special points e
and f . It remains to show that
[We,i,Wf,j∗ ] = δij(q
−1
i − qi)(Ke,i −Kf,i∗). (417)
The rest relations follows from part i) of Theorem 2.22.
•
e
•
f
•
e
• f1•f3
•
f2
t
S′
Cutting S along the dashed edge, we obtain a triangle t and a surface S′. It gives rise to an embedding
Oq (PG,S) −֒→ Oq
(PG,t × PG,S′) .
By (416), we get
Kf,j∗ = Kf1,j∗Kf2,j∗Kf3,j∗,
Wf,j∗ = Wf1,j∗ +Kf1,j∗Wf2,j∗ +Kf1,j∗Kf2,j∗Wf3,j∗.
By Lemma 11.9, we get
[We,i, Wf1,j∗] = δij(qi − q−1i )Ke,i,
[We,i, Kf1,j∗Wf2,j∗] = 0,
[We,i, Kf1,j∗Kf2,j∗Wf3,j∗] = Kf1,j∗Kf2,j∗[We,i,Wf3,j∗] = −δij(qi − q−1i )Kf,i∗ .
Adding them together, we obtain (417).
11.4 Geometry of the PBW bases and Lusztig’s braid group action
Lemma 11.10. The following three spaces are canonically isomorphic to each other
1. U∗ := U ∩ B−w0B−.
2. the moduli space Conf×3 (A)e,e parametrizes G-orbits of triples (A1,A2,A3) ∈ (G/U)3 such that the
pairs (A1,A2), (A2,A3), (A1,A3) are generic and
h(A1,A2) = h(A2,A3) = 1. (418)
3. the moduli space P(1)G,t parametrizes G-orbits of the data (B1,B2,B3; p23), where the flags (B1,B2,B3)
are pairwisely generic, and p23 is a pinning over (B2,B3).
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Proof. The isomorphism from (1) to (2) is given by
U∗
∼−→ Conf×3 (A)e,e, u 7−→ ([U], [U−], w0u · [U−]) = (A1,A2,A3).
Here the pair (A1,A3) is generic is due to the very fact that u ∈ U∗.
The isomorphism from (2) to (3) is
ρ : Conf×3 (A)e,e ∼−→ P(1)G,t,
(A1,A2,A3;h12 = h23 = 1) 7−→ (B1,A2,A3) = (B1,B2,B3; p23).
(419)
It forgets the decoration of the flag A1, and interprets the pair of decorated flags (A2,A3) satisfying the
condition h(A2,A3) = 1 as a pinning p23 over (B2,B3). The inverse map assigns to (B1,A2,A3) the unique
decorated flag A1 over B1 such that h(B1,B2) = 1.
Recall the space PG,t parametrizing generic triples of flags with three pinnings (p12, p23, p13). Forgetting
the pinnings (p12, p13) we get a surjection:
j : PG,t −→ P(1)G,t.
The space P(1)G,t inherits a cluster Poisson structure from the former by deleting frozen variables on the sides
{12} and {13}. By the quantization of cluster Poisson varieties [FG2], we obtain a ∗-algebra Oq
(
P(1)G,t
)
.
Dropping conditions (418), we get an embedding:
i : Conf×3 (A)e,e ⊂ Conf×3 (A). (420)
Hence Conf×3 (A)e,e inherits a cluster K2 structure from the latter by restricting the frozen K2 variables
on the sides {12} and {23} to be 1.
The space Conf3(A)e,e, just as an arbitrary clusterK2-variety, a priori does not have neither a canonical
Poisson structure, nor a canonical quantization. Instead, after imposing extra data called compatible pairs,
Bereinstein-Zelevinsky [BZ] provide a family of q-deformations of upper cluster algebras, and thus, in our
terminology, cluster K2−varieties. In Section 13.3 we explain in what sense the quantization of [BZ] is
compatible with the quantization of [FG2].
Proposition 11.11. The isomorphism (419) provides a natural compatible pair for Conf×3 (A)e,e. There-
fore the quantum version of the isomorphism (419) provides a ∗-algebra isomorphism
ρ∗q : Oq
(
P(1)3
)
=−→ Oq(Conf×3 (A)e,e) (421)
Proof. There is a commutative diagram, where i is the map (418), and the map π3 in (341):
Conf×3 (A)
π3

Conf×3 (A)e,eioo
ρ∼

PG,t j // P
(1)
G,t
(422)
Recall that the pair
(
Conf×3 (A),PG,t
)
forms a cluster ensemble of [FG1]. Therefore the map ρ is a monomial
map in arbitrary cluster chart of the spaces.
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Precisely, let s be a seed of the cluster ensemble
(
Conf×3 (A),PG,t
)
. Recall that the vertices of s are
parametrized by the set
J := Juf ∪ J12 ∪ J23 ∪ J31.
Each Jab parametrizes the r many frozen vertices of the the side {ab}. The exchange matrix ε of s is a
J × J matrix. Let p be the integral (Juf ∪ J31) × (Juf ∪ J23) submatrix of ε. Following Proposition 9.5,
the monomial map ρ in terms the coordinates associated to the seed s is exactly given by the matrix p.
Since ρ is an isomorphism, we get det(p) = ±1. Using p−1 in (473), we obtain a compatible pair of [BZ]
following Lemma 13.10.
Following the proof of Theorems 2.21, we get a homomorphism
κ : Uq(n) −→ Oq
(
P(1)G,t
)
= Oq(Conf×3 (A)e,e) , Ei 7−→W2,i. (423)
In the rest of this Section, we present a geometric interpretation of Lusztig’s PBW bases of Uq(n), in terms
of specific sets of quantized cluster K2 variables in Oq(Conf×3 (A)e,e).
A1
A2 A′′2A
′′
1 A
′′
n−1 A3
A′1
A′2
A′n−1
si∗
1
si∗
2
si∗
N
si1
si2
siN
Figure 45: Decomposition of the rotation map w0u : {A1,A2} → {A2,A3}.
Let (A1,A2,A3) ∈ Conf3(A)e,e. Recall that each reduced word i = (i1, . . . , iN ) gives rise to two
sequences of intermediate decorated flags, as illustrated on Figure 45:
A1 = A
′
0
si1−→ A′1
si2−→ A′2
si3−→ · · · siN−→ A′N = A2;
A2 = A
′′
0
si1−→ A′′1
si2−→ A′′2
si3−→ · · · siN−→ A′′N = A3.
Let us set
ai,k := ∆ik(A
′
k−1,A
′′
k). (424)
Lemma 11.12. Every ai,k in (424) is a cluster K2 variable of Conf
×
3 (A)e,e.
Proof. Let Ak be the partial configuration space parametrizing G-diagonal orbits of quadruples of dec-
orated flags (A1,A
′
k,A
′′
k,A3) such that h(A1,A
′
k) = h(A
′
k,A
′′
k) = h(A
′′
k,A3) = 1. Recall the sequence of
isomorphisms given by reflections in (320). See Figure 46. Since the variables assigned to the side (A′k,A
′′
k)
are equal to 1, the monomial transformation associated with the reflection map is trivial. Therefore, when
restricted to the subspaces Ak ⊂ Confvkuk(A), we obtain a chain of cluster K2 isomophisms, see Figure 46:
Conf×3 (A)e,e = A0 r1−→ A1 r2−→ A2 r3−→ . . .
rN−→ AN . (425)
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A′′k A3
A1A′k
A′′k
A′k
A′k+1
A1
A′′k+1 A3
reflection
A′k+1A
′
k A1
A′′k+1 A3
Figure 46: The configuration space Ak, and the reflection map rk+1 : Ak −→ Ak+1.
Clearly ai,k is a cluster variable on Ak. Using (r1 ◦ r2 ◦ . . . ◦ rk)−1, we conclude that ak is a cluster variable
on Conf×3 (A)e,e.
Remark 11.13. Under isomorphism (11.4), the element w0u takes the pair {A1,A2} = ([U], [U−]) to
{A2,A3}. We obtain a decomposition of w0u by considering the maps
{A1,A2} = {A′0,A′′0} −→ {A′1,A′′1} −→ · · · −→ {A′N ,A′′N} = {A2,A3}.
Then, using ai,k, each step corresponds to a group element zik(ai,k) := sikxik(ai,k). They provide a decom-
position of the group element w0u:
w0u = zi1(ai,1) . . . ziN (ai,N ). (426)
These functions give rise to an open embedding
αi : Conf3(A)e,e = U∗ −֒→AN , (A1,A2,A3) 7−→ (ai,1, . . . , ai,N ). (427)
Each ai,k is a cluster variable by Proposition 11.12. Note that ai,k’s are not from the same seed. Therefore
αi is not a cluster coordinate system.
One easily checks that
zi(a)zj(b) = zj(b)zi(a), if cij = 0.
zi(a)zj(b)zi(c) = zj(c)zi(ac− b)zj(a), if cij = cji = −1.
zi(a)zj(b)zi(c)zj(d) = zj(d)zi(ad
2 − 2bd+ c)zj(ad− b)zi(a), if cij = 2cji = −2.
zi(a)zj(b)zi(c)zj(d)zi(e)zj(f) = zj(f)zi(p)zj(q)zi(r)zj(s)zi(a), if cij = 3cji = −3.
(428)
where
p = af3 − 3bf2 + 3df − e, q = af2 − 2bf + d, r = a2f3 − 3abf2 + 3b2f + c− 3bd+ ae, s = af − d.
For any pair of reduced decompositions i and i′ of w0, the transition map αi ◦α−1i′ is a bijection expressed
as a composition of elementary transition maps provided by (428).
The cluster variables αi = {ai,1, . . . , ai,N} give rise to quantum cluster variables
{Ai,1, . . . ,Ai,N} ∈ Oq(Conf×3 (A)e,e). (429)
By definition, under the isomorphism (421), they are quantum standard monomials in Oq
(
P(1)G,t
)
.
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Theorem 11.14. Recall the elements Ei,k in (402) and map κ in (423). Then
i) If G is simply-laced, then
κ(Ei,k) = Ai,k. (430)
ii) If (430) holds, then κ is injective. So the map κ is injective for simply laced G.
Lemma 11.15. Let i = (..., ik−1, ik, ...) = (..., i, j, ...) with cij = 0. Let i′ = (..., j, i, ...) be obtained from i
by switching i↔ j. Then
Ai′,k−1 = Ai,k (431)
Proof. By the first identity of (428), the cluster variables
ai′,k−1 = ai,k.
Therefore their quantum lifts coincide.
Lemma 11.16. Let i = (..., ik−1, ik, ik+1, ...) = (..., i, j, i, ...) with cij = cji = −1, and i′ = (..., j, i, j, ...).
Then
Ai′,k−1 = Ai,k+1. (432)
and
Ai,k =
q1/2Ai,k−1Ai,k+1 − q−1/2Ai,k+1Ai,k−1
q − q−1 . (433)
Proof. By the second identity of (428), we get ai′,k−1 = ai,k+1. The formula (433) follows.
Let us identify Conf3(A)e,e with Ak−2 via the reflections (425). For the latter, we have the following
cluster K2-coordinates from one seed
∆i(A
′
k−2,A
′′
k−1) := xv1 , ∆j(A
′
k−2,A
′′
k) := xv2 , ∆i(A
′
k−2,A
′′
k+1) := xv3 ,
where xvi are the corresponding standard monomials of P(1)G,t in the same seed. We have
aik−1 = xv1 , ai,k = ∆j(A
′
k−1,A
′′
k) = ∆j(A
′
k−2,A
′′
k) = xv2 .
The switching (i, j, i) ↔ (j, i, j) from i to i′ is equivalent to a mutation at xv1 . Therefore
ai,k+1 = ai′,k−1 =
xv2 + xv3
xv1
= xv2−v1 + xv3−v1 .
After quantization, we get
Ai,k−1 = Xv1 , Ai,k = Xv2 , Ai,k+1 = Xv2−v1 +Xv3−v1 .
Recall the Poisson bracket
{
log xvi , log xvj
}
= 2(vi, vj).
Lemma 11.17. We have (v1, v2) = (v3, v1) = 1/2, (v2, v3) = 0.
Proof. Recall the primary coordinates of PG,t
Pk−1 =
∆i(A1,A
′′
k−1)
∆i(A1,A′′k−2)
, Pk =
∆j(A1,A
′′
k)
∆j(A1,A′′k−1)
, Pk+1 =
∆i(A1,A
′′
k+1)
∆i(A1,A′′k)
.
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By Theorem 9.9, we have
{log Pk−1, log Pk} = {log Pk, log Pk+1} = {log Pk+1, log Pk−1} = 1.
Now let us consider
P ′k−1 =
∆i(A
′
k−2,A
′′
k−1)
∆i(A
′
k−2,A
′′
k−2)
= xv1 , P
′
k =
∆j(A
′
k−2,A
′′
k)
∆j(A
′
k−2,A
′′
k−1)
= xv2 , P
′
k+1 =
∆i(A
′
k−2,A
′′
k+1)
∆i(A
′
k−2,A
′′
k)
= xv3−v1 .
As illustrated below, we get these coordinates by a sequence of moves from (..., i, i, ...) to (..., i, i, ...).
A′′k−2 A
′′
k−1 A
′′
k A
′′
k+1
A′k−2 A1
A′′k−2 A
′′
k−1 A
′′
k A
′′
k+1
A′k−2 A1
Following Corollary 7.24 and the proof of Proposition 9.15, we still have{
log P ′k−1, log P
′
k
}
=
{
log P ′k, log P
′
k+1
}
=
{
log P ′k+1, log P
′
k−1
}
= 1.
The Lemma is proved.
Using Lemma 11.17, we get
q1/2Ai,k−1Ai,k+1 − q−1/2Ai,k+1Ai,k−1
q − q−1 =
q1/2(q1/2Xv2 + q
−1/2Xv3)− q−1/2(q−1/2Xv2 + q1/2Xv3)
q − q−1 = Xv2 = Ai,k+1.
(434)
Lemma 11.18. Recall the potential W2,i of P(1)G,t. If si1 . . . sik−1(αk) = αi is a simple positive root, then
W2,i = ai,k := ∆ik(A′k−1,A′′k).
Proof. It is clearly true when k = 1. The rest follows from the identities (428).
Proof of Theorem 11.14. i) Lemma 11.18 asserts that if si1 . . . sik−1(αk) = αi is a simple positive root,
then
κ(Ei,k) = κ(Ei) = W2,i = Ai,k (435)
In particular, it holds for k = 1.
We prove (430) by induction on k. Assume it holds for k < n for any i = (i1, . . . , iN ). Let wi,l =
si1 . . . sil. To simply notation, we denote w = wi,n−2, w
′ = wi,n−1, w′′ = wi,n, and (in−1, in) = (i, j). We
divide the problem into the following three cases.
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• Cij = 0. Let i′ be obtained from i by switching in−1 and in. Since TiEj = Ej, we have
Tw′Ej = TwTiEj = TwEj. (436)
Since w′′ = wsjsi = wsisj, we get
κ(Ei,n)
def
= κ(Tw′Ej)
(436)
= κ(TwEj)
def
= κ(Ei′,n−1)
induction
= Ai′,n−1
∗
= Ai,n. (437)
The last step is due to Lemma 11.15.
• Cij = Cji = −1 and l(wsj) = l(w) − 1. There is a reduced word (i′1, . . . , i′n−2) of w with i′n−2 = j.
Let i′ = (i′1, . . . , i
′
n−3, j, i, j, in+1, . . .). Applying the braid relation sisjsi = sjsisj to i
′, we get
i′′ = (i′1, . . . , i
′
n−3, i, j, i, . . .). Therefore
κ(Ei,n) = κ(Ei′,n) = κ(Ei′′,n−2)
induction
= Ai′′,n−2=Ai′,n = Ai,n.
For the second equality, we note that Ei′′,n−2 = Tw′Ej , Ei′,n = Tw′′TiTjEi, and Ej = TiTjEi due to
Lusztig. The fourth equality follows from (432). The last one holds since ai′,n = ai,n.
• Cij = Cji = −1 and l(wsj) = l(w) + 1. We claim that l(wsi) = l(w)+1 and l(wsj) = l(w)+1 imply
that l(wsisjsi) = l(w)+3. Indeed, the first one is equivalent to wαi > 0, and the second is equivalent
to wαj > 0. We have l(wsisj) = l(wsi)+1 since wsi(αj) = w(αi+αj) = w(αi)+w(αj) > 0. Similar
argument proves the claim.
Without loss of generality, let us assume that (in−1, in, in+1) = (i, j, i). Using the braid relation we
move the (n + 1)st generator to the (n− 1)st. Then we get
κ(Ei,n−1) = Ai,n−1, κ(Ei,n+1) = Ai,n+1.
Now using similar arguments to the ones from previous steps, plus (433), we get
Ai,n =
q1/2Ai,n−1Ai,n+1 − q−1/2Ai,n+1Ai,n−1
q − q−1
= κ
(
q1/2Ei,n−1Ei,n+1 − q−1/2Ei,n+1Ei,n−1
q − q−1
)
= κ(Ei,n).
ii) We use crucially the fact that Ai,n = κ(Ei,n). Let m := (m1, ...,mN ) ∈ NN . Set
Emi := E
m1
i,1 E
m2
i,2 · · ·EmNi,N .
The set {Emi | m ∈ NN} is a Q(q)-linear basis of Uq(n). It is Lusztig’s PBW basis. Set
Ami := κ(E
m
i ) = A
m1
i,1 A
m2
i,2 · · ·AmNi,N .
Let us show that {Ami } is Q(q)-linearly independent. If not, there exists relation
f1(q)A
m1
i
+ · · ·+ fk(q)Amki = 0, where fi(q) ∈ Q(q).
By suitable rescaling, let us assume that fi(q) are Laurent polynomials, and fi(1) 6= 0 for at least one of
i. By taking specialization at q = 1, we get
f1(1)A¯
m1
i + . . .+ fk(1)A¯
mk
i = 0, (438)
where A¯
mj
i
is a monomial of ai,1, . . . , ai,N ∈ O(Conf3(A)e,e). The open embedding (427) provides an
injective homomorphism from the polynomial ring Q[ai,1, . . . , ai,N ] into O(Conf3(A)e,e). Therefore {A¯mji }
are linearly independent, which contradicts (438). Theorem 11.14 is proved.
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11.5 Proof of Theorem 2.29
1) This is a special case of Theorem 2.22, which is proved in Section 11.3.
2) Recall that the geometric coproduct ∆g is induced by the gluing of two punctured discs with a pair
of special points on each.
Lemma 11.19. One has
∆g(Ki) = Ki ⊗Ki,
∆g(Ei) = Ei ⊗ 1 +Ki ⊗Ei,
∆g(Fi) = 1⊗ Fi + Fi ⊗K−1i .
(439)
Proof. The first two formulas (439) for the coproduct ∆g are dual to the amalgamation formulas (411)
and (416). The last is obtained similarly to the second one.
3) Using (400), the claim is evident for the counit, and easy to se for the antipode map.
4) Let us deduce it from Theorem 11.14. Let us cut a punctured disk along the dashed edge:
◦e f
p
e f+
f−
p
The shadowed part together with its bottom pinning provides a map from PG,⊙ to P(1)G,t.
Fix a reduced word i = (i1, . . . , iN ), the functions ai,k in (427) can be pull back to PG,⊙. In particular,
assume that iN = i
∗ and set i′ = (i, i1, . . . , iN ). By the very definition of our geometric braid group action
on PG,⊙, for k < N , we get
T (si)
∗ai,k = ai′,k+1, if k < N, T (si)∗ai,N =Wf,i∗Kf,i∗ .
Since T (si) is a quasi-cluster transformation, this formula admits a quantum lift
T (si)
∗Ai,k = Ai′,k+1; if k < N ; T (si)∗Ai,N = q−1Kf,i∗Wf,i∗ . (440)
Plugging (430) into (440), for k < N , we get
T (si)
∗κ(Ei,k) = κ(Ei′,k+1) = κ(TsiEi,k).
Note that Ei,N = Ei. For k = N , we get
T (si)
∗κ(Ei,N ) = q−1Kf,i∗Wf,i∗ = κ(TsiEi,N).
The same argument works for the generators Fi. For the generators Ki, it is due to the quantization of
the last Formula in Lemma 10.16.
Let us show the map κ is injective. By Proposition 2.26, we get an isomorphism
LG,⊙ = G∗ = U×U− ×H ∼−→ A2(l(w0)) ×Gm.
Recall the rescaled PBW basis {Emi KνFni }of Uq(g). Applying decomposition (426) to unipotent elements
associated to both special points, the q = 1 specialization of κ(Emi K
νFni ) provides a linear basis for
O(LG,⊙). Following the argument in the proof of Theorem 11.14, we prove the injectivity of κ. Theorem
2.29 is proved.
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11.6 An example: G = PGL2
The quiver below describes a cluster for the quantum space PPGL2,⊙, given by a quantum torus algebra
with the generators X±ei and relations XeiXei+1 = q
2Xei+1Xei , i ∈ Z/4Z.
•
s2
•
s1
•
•
• •
2
4
1 3
The Cartan elements Ksi at the special points s1, s2 are given by
Ks1 = Xe1+e2+e3 , Ks2 = Xe1+e3+e4 .
The monodromy around the puncture is µ = Xe2+e4 .
There is an action of the Weyl group W = Z/2Z, whose generator σ acts by
σ : Xe2 7−→ X−e4 , Xe4 7−→ X−e2 , Xe1 7−→ Xe1
(1 + Xe4)
(1 + qX−e2)
, Xe3 7−→ Xe3
(1 + qXe2)
(1 + qX−e4)
.
The generator β of the braid group acts as follows:
β : Xe1 7−→ X−e1−e4 , Xe2 7−→ Xe4 , Xe3 7−→ X−e2−e3 , X4 7−→ X2.
Note that β2 acts trivially on unfrozen variables, but on the frozen ones by
β2 : X1 7−→ X1Ks2K−1s1 , X3 7−→ X3Ks1K−1s2 .
The quantum subspace RPGL2,⊙ is described by the relation
Ks1Ks2 = X2e1+e2+2e3+e4 = 1. (441)
Note that Ks1Ks2 belongs to the center. So the equation Ks1Ks2 = 1 makes sense. The Weyl group acts
by σ : Ksi 7→ Ksi .31 The braid group acts by β : Ksi 7→ K−1si . So both actions descend to Oq(RPGL2,⊙).
The quantum group Uq(sl2) is realized in the subalgebra Oq(LPGL2,⊙) := Oq(RPGL2,⊙)W
κ : Uq(sl2) −→ Oq(LPGL2,⊙),
E 7−→ Xe3 +Xe2+e3 , F 7−→ Xe1 +Xe1+e4 , K 7−→ Xe1+e2+e3 .
(442)
Let µ˜ = Xe1+e3 . Then µ = Xe2+e4 . So µ = µ˜
−2, thanks to the relation (441). The center of Oq(RPGL2,⊙)
is generated by µ˜. The center of Oq(LPGL2,⊙) is generated by the quantum Laplacian
∆ =
1
2
(
EF+ FE− (q + q−1)(K+K−1)) = Xe1+e3 +X−e1−e3 = µ˜+ µ˜−1.
Therefore µ+ µ−1 generates an index two subalgebra of the center of the algebra Oq(LPGL2,⊙).
Realization (442) coincides with Faddeev’s realization [Fa2, (27)-(28)] of the quantum group Uq(sl2)
after a monomial transformation ω1 = Xe3 , ω2 = Xe2+e3 , ω3 = Xe1 , ω4 = Xe1+e4 .
31Geometrically this is clear: altering the invariant flag at the puncture we do not touch the pinnings, and thus do not
change the Cartan elements Ksi .
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12 Realizations and quasiclassical limits of the principal series
12.1 Cluster symplectic double and the Poisson moduli space for the double of S
Below G is a split semi-simple adjoint group, G˜ its universal cover, and H and H˜ are the Cartan groups
of G and G˜, respectively. The kernel of the isogeny ψ : H˜ → H is identified with the center G˜. The dual
map of character lattices is the embedding of the root lattice into the weight lattice.
Let S be a decorated surface without punctures, and S◦ the same surface with the opposite orientation.
Gluing S and S◦ along the matching boundary intervals we get a surface SD - the double of S. It comes
with a set of punctures {p1, . . . , pn} matching the special points of S. Namely, each oriented boundary
interval Ik of S gives rise to a puncture pk on the surface SD, corresponding to the endpoint of Ik.
There are the following three moduli spaces / cluster varieties:
1. The cluster Poisson variety PG,S, and its cluster symplectic double DG,S.
2. The moduli space PG,SD of framed G-local systems on the topological double SD.
Let us fix a quiver q providing cluster coordinate systems {Yi, Bi}, {Xi}, {Xi◦} for the spaces DG,S,
PG,S, PG,S◦ respectively. We denote by VG,S the set parametrising the vertices of the quiver q.
To distinguish the cluster Poisson coordinates on PG,S from the ones on PG,SD , we denote the latter
by {Zf ,Zj,Zj◦}, where {Zf} are the frozen variables matching the ones {Xf} on PG,S, {Zj} match the
unfrozen variables {Xj} on PG,S, and {Zj◦} match the unfrozen ones {Xj◦} on PG,S◦ , see Figure 47.
Any cluster Poisson transformation cX of PG,S gives rise naturally to a cluster Poisson transformation
cZ of PG,SD and cluster symplectic double transformation cD of DG,S. See Section 12.3 for the details.
Denote by BIk the subalgebra of Oq(DG,S) generated by the frozen variables at the boundary interval
Ik. One has a canonical isomorphism BIk = O(H˜). These algebras generate the algebra
B =
⊗
1≤k≤n
BIk .
Let Oq(DG,S)B be its centraliser. Then B is the center Oq(DG,S)B for generic q.
The monodromy around the puncture pk provides a map µpk : PG,SD −→ H.
The center of the algebra Oq(PG,SD) for generic q is given by
⊗
k µ
∗
pk
OH. Following (342), we set
Bk :=
∏
j∈I
B
−Ckj
j . (443)
Theorem 12.1 below relates the cluster symplectic double DG,S to the moduli space PG,SD . It is the
precise form of Theorem 2.33. In Section 12.3 we present its general cluster counterpart, Theorem 12.3.
Theorem 12.1. Let S be a decorated surface without punctures. Then there is an injective map
ζ∗ : Oq(PG,SD) →֒ Oq(DG,S)B. (444)
1. It is given in each cluster coordinate system by the following monomial map:
ζ∗i : Zi 7−→

Yi if i is unfrozen, from from S,
Y˜i if i is unfrozen, from S
◦,
B
−1/2
i
∏
j∈VG,S B
−εij
j if i is frozen.
(445)
It intertwines cluster transformations cZ and cD generated by unfrozen mutations.
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2. For each puncture pk, the map ζ
∗ induces a canonical W−equivariant injective map
µ∗pkOH −֒→ BIk . (446)
Via the isomorphism BIk = OH˜, it is induced by the isogeny ψ : H˜ −→ H.
12.2 An example: G = PGL2 and S is a polygon
Let S = Pn be an n−gon. Its double SD is a sphere with n punctures S2 − {p1, ..., pn} & an ideal n−gon
Pn. Below we restrict to the simplest case n = 4 which has all the features of the general case.
Pick a diagonal E of the square P4. Then its double is triangulated by the sides of P4 matching the
sides of the square, and the edges E,E◦ corresponding to the diagonal of P4, see the middle of Figure 47.
In each of the algebras below, the corresponding cluster is generated by the following variables:
Oq(PPGL2,SD): 6 quantum variables (Z1, ...,Z4,ZE,ZE◦) shown in the middle of Figure 47.
Oq(DPGL2,S): 10 quantum variables (Y1,B1, ...,Y4,B4,YE ,BE), and the subalgebra B = Z[B1, ...,B4].
Oq(DPGL2,S)B: 6 quantum variables (B1,B2,B3,B4,YE ,YE◦), shown on the right of Figure 47.
X1
X2
X3
X4
XE
••
••
p1p4
p2p3
Z1
Z2
Z3
Z4
ZE
ZE◦
••
••
p1p4
p2p3
B1
B2
B3
B4
YE
BE
Figure 47: On the left: cluster coordinates for the square P4, the frozens are red. In the middle: cluster
coordinates for S2 − {p1, ..., p4}. On the right: coordinates for S2 − {p1, ..., p4} from the double of P4.
The map ζ∗ in (444) is given by:
Z1 7−→ B1B4B−1E , Z2 7−→ B2B−13 BE , Z3 7−→ B3B2B−1E , Z4 7−→ B4B−11 BE ,
ZE 7−→ YE, ZE◦ 7−→ Y−1E B1B−12 B3B−14 .
(447)
The monodromy µpi around the puncture pi is given in Z−coordinates by the product of coordinates on
the edges sharing the puncturte, e.g. µp1 = Z1Z2ZEZE◦. In the B−coordinates it is given by B2i , that is:
ζ∗(µpi) = B
2
i .
The B−variables are related to the Cartan group HSL2 of SL2. The Z− variables are related to the Cartan
group HPGL2 of PGL2. The map HSL2 → HPGL2 is given by t 7−→ t2. This is why we get B2i .
12.3 Quantum double of a cluster Poisson variety with frozen variables
Let q be a quiver. Let V = Vu ∪ Vf be the set of vertices of q, where Vf consists of frozen ones. The
chiral dual quiver q◦ is obtained from q by reversing arrows. Amalgamating q and q◦ along the subset
Vf , we get a double quiver with the set of vertices Vd = Vu ∪Vf ∪ V˜u:
qd := q
◦ ∪Vf q.
There are several cluster varieties associated with the quivers q and qd:
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1. The cluster Poisson variety Xq associated with the quiver q. It has a cluster Poisson coordinate
system {Xi,Xf}, where i ∈ Vu, f ∈ Vf . Similarly, we have X ◦q = Xq◦ .
2. The cluster Poisson variety Xqd associated with the quiver qd. It has a cluster Poisson coordinate
system {Zi,Zi◦ ,Zf}, where i ∈ Vu, f ∈ Vf .
3. The cluster symplectic double32 Dq of Xq. It has a cluster coordinate system {Yi, Yf , Bi, Bf}.
4. A new cluster variety Dbq , defined below. It has a cluster coordinate system {Yi, Bi, Bf}.
Let i be a quiver obtained from the initial quiver q by mutations. Recall the quantum torus algebra
Oq(Di) assigned to i, see (181). Let B be a commutative subalgebra of Oq(Di) generated by the frozen
variables Bf , f ∈ Vf . The centralizer Oq(Di)B of B is a quantum torus algebra generated by {Yi,Bi,Bf}.
Note that B is the center of Oq(Di)B.
The quantum cluster transformations are generated by mutations at the unfrozen subset Vu. They act
trivially on the variables Bf , and hence on the subalgebra B. Therefore they provide isomorphisms of the
fraction fields of algebras Oq(Di)B.
Definition 12.2. The quantum space Dbq is obtained by gluing the quantum torus algebras Oq(Di)B by
the quantum cluster transformations. Its algebra of regular functions is
Oq(Dbq) = Oq(Dq)B.
In particular, setting q = 1 we get a cluster variety Dbq .
The variety Dbq is a quotient space of Dq. The quotient map from Dq to Dbq is a Poisson map. The
Hamiltonian flows of Hamiltonians Bf act on the fibers, generating them.
Every k ∈ Vu gives rise to mutations of different flavors, both classical and quantum:
1. A mutation µXk of the cluster Poisson variety Xq.
2. A cluster Poisson transformation µZk := µ
X
k ◦ µXk◦ of Xqd . Note that µXk and µXk◦ commute.
3. A mutation µDk of the cluster symplectic double Dq, as well as of Dbq .
A cluster transformation cX of Xq is a sequence of mutations at unfrozen vertices. It defines:
1. A cluster transformations cZ of the cluster Poisson variety Xqd and its q-deformation.
2. A cluster transformation cD of the symplectic double Dq, its quotient Dbq , and their q-deformations.
Let us set
Y˜i := Y
−1
i
∏
j∈V
B
−εij
j .
Recall that εff ′ ∈ 12Z if f, f ′ ∈ Vf . We assign to each f ∈ Vf an arbitrary monomial in frozen variables
with exponents in 12Z:
Bf :=
∏
k∈Vf
B
−βfk
k , βfk ∈
1
2
Z, (448)
such that Bf
∏
j∈V B
−εfj
j is a monomial with integral exponents. Let p = (pij) be an integral V×V matrix
such that pij = εij + βij if i, j ∈ Vf , and pij = εij otherwise. So we have∏
j∈V
B
−pfj
j = Bf
∏
j∈V
B
−εfj
j .
32See Theorem 4.1 and [FG4] for the definition of symplectic double. To distinguish from the coordinates Xi of cluster
Poisson varieties, we shall use Yi for the coordinates of symplectic doubles.
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Theorem 12.3. There is a map of algebras:
ζ∗ : Oq(Xqd) −→ Oq(Dq)B,
induced in each cluster coordinate system by the following monomial map:
ζ∗ : Zv 7−→

Yi if v = i ∈ Vu,
Y˜i if v = i
◦, i ∈ Vu,∏
j∈VB
−pfj
j if v = f ∈ Vf .
(449)
It intertwines cluster transformations cZ and cD generated by unfrozen mutations.
If the integral matrix p is of full rank, then the map ζ∗ is injective.
Proof. The injectivity of ζ∗ follows by easy linear algebra. We present a proof of the rest by calculation.
There is a less computational proof using the quantum variant of the comment after Definition 4.1.
If i, j ∈ Vu, then Zi commutes with Zj◦, and Yi commutes with Y˜j . Therefore the ζ∗ is an algebra
homomorphism when restricted on the subalgebra generated by Zi and Zj◦. Now let i ∈ Vu and f ∈ Vf .
Then by commutation relations (181), Bf and Xi commute, and we have:
Yi ·
(∏
j∈V
B
−pfj
j
)
= q
−2εfi
i
(∏
j∈V
B
−pfj
j
)
·Yi,
ZiZf = q
−2ε̂fiZfZi = q
−2εfi
i ZfZi.
So ζ∗ is an algebra map. Let k ∈ Vu. By definition, µZk = µXk ◦ µXk◦. It remains to check that
ζ∗ ◦ (µZk )∗ = (µDk )∗ ◦ ζ∗. (450)
Note that if i, j ∈ Vu then mutations at i do not change Zj◦, and vice versa. So the maps in (450) are
equal to each other when restricted on the subalgebra generated by Zi and Zj◦. For a frozen Z
′
f , we get
(µZk )
∗(Z′f ) = AdΨqk (Zk)Ψqk (Zk◦ )
(
q−ε
2
fkZfZ
[εfk◦ ]+
k◦ Z
[εfk]+
k
)
.
Under the map ζ∗ it goes to the following expression:
q−ε
2
fk · Ad
Ψqk (Yk)Ψqk (Y˜k)
(
Bf
∏
j
B
−εfj
j Y˜
[−εfk]+
k Y
[εfk]+
k
)
= Bf
∏
j 6=k
B
−εfj−[εfk]+εkj
j · q−ε
2
fk ·Ad
Ψqk (Yk)Ψqk (Y˜k)
(
B
−εfk
k · Y˜
−εfk
k
)
.
(451)
On the other hand,
(µDk )
∗ ◦ ζ∗(Z′f ) = Bf
∏
j 6=k
B
−ε′fj
j · (µDk )∗(B′k)−ε
′
fk
= Bf
∏
j 6=k
B
−ε′fj
j · AdΨqk (Yk)/Ψqk (Y˜−1k )
(
B−k /Bk
)εfk
= Bf
∏
j 6=k
B
−ε′fj+[−εkj]+εfk
j · AdΨqk (Yk)/Ψqk (Y˜−1k )
(
B
−εfk
k
)
.
(452)
179
By the mutation formula for ε′fj , we get −εfj − [εfk]+εkj = −ε′fj + [−εkj ]+εfk. Therefore the two left
B-terms in the last line of (451) and (452) are equal. Note also that AdΨqk (Yk) in those lines give the same
result, and can be cancelled. So it remains to check that
q−ε
2
fk ·Ad
Ψqk (Y˜k)
(
B
−εfk
k · Y˜
−εfk
k
)
?
= Ad−1
Ψqk (Y˜
−1
k )
(B
−εfk
k ). (453)
Let u = Y˜k, v = B
−εfk
k and n = −εfk. Formula (453) follows from Lemma 12.4.
Lemma 12.4. Let n ∈ Z. Then if uv = q−2nvu, then
q−n
2
AdΨq(u)(vu
n) = Ad−1
Ψq(u−1)
(v).
Proof. Assume first that n ≥ 0. Then calculating the left and the right hand sides, we get:
LHS = q−n
2
Ψq(u)vΨq(u)
−1un = q−n
2
vΨq(q
−2nu)Ψq(u)−1un
= q−n
2
v
(
n∏
k=1
(1 + q−2k+1u)−1
)
un = v
n∏
k=1
(1 + q2k−1u−1)−1.
RHS = Ψq(u
−1)−1vΨq(u−1) = vΨq(q2nu−1)−1Ψq(u−1) = LHS.
If n < 0, similar arguments prove the claim.
12.4 Proof of Theorem 2.33
Proof. 1. Recall the map πS, defined in (344):
πS : AG˜,S −→ PG,S.
By Theorem 9.5, there is an integral matrix p = (pij) such that in any cluster coordinate system:
π∗SXk =
∏
j
A
pkj
j =

∏
j∈IG,S A
εkj
j if k is unfrozen,
A
1/2
k ·
∏
j∈VG,S A
εkj
j if k is frozen.
(454)
Here is an example of the map π∗S when S = t is a triangle, and G˜ = SL3.
A1 A2
A3 A4 A5
A6 A7
A4
A1A2
A1A5
A2A4
A1A6
A3A4
A2A3A7
A1A5A6
A4
A5A7
A4
A3A6
A5A6
A4A7
Since S has no punctures, the map πS is surjective, and p is of full rank.
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There is a surjective map
α : DG,S −→ PG,S ×PG,S◦
α∗(Xi) = Yi, α∗(Xi◦) = Y −1i
∏
j
B
−pij
j .
(455)
It is compatible with cluster mutations, and so is globally well defined. Next, recall the gluing map,
inducing a birational isomorphism after taking the quotient by the diagonal action of Hn:
γ : PG,S × PG,S◦ −→ PG,SD .
γ : (PG,S × PG,S◦)/Hn ∼−→ PG,SD .
(456)
We get a dominant map γ ◦α : DG,S −→ PG,SD . It factorizes through a dominant map ζ : DbG,S −→ PG,SD :
DG,S
γ◦α
##❋
❋❋
❋❋
❋❋
❋❋

DbG,S
ζ // PG,SD
The map α becomes Poisson after adding a cross-term Poisson bivector on PG,S × PG,S◦ , which maps
to zero under the map δ. So the composition α ◦ δ is a Poisson monomial map.
By Theorem 12.3, the map ζ delivers map (444). Part 1) of Theorem 12.1 is proved.
2. Monodromy around punctures of PG,SD . Consider the following surjective map
δ : AG,S ×AG,S◦ −→ DG,S,
δ∗(Yi) :=
∏
j
A
pij
j , δ
∗(Bj) :=
A◦j
Aj
.
(457)
Formulas (457) define the map δ∗ in each cluster coordinate system. It is compatible with mutations.
Indeed, by Theorem 4.1 the ratio A◦i /Ai mutates as the Bi-coordinate on the double, and, up to a non-
mutating frozen coefficient A
1/2
k , δ
∗(Yi) is the standard p−map. The composition α ◦ δ is a surjection
α ◦ δ = (π, π◦) : AG,S ×AG,S◦ −→ PG,S × PG,S◦ .
By definition, the map π coincides with the map πS, the map π
◦ is defined by
(π◦)∗(Xi◦) =
∏
j
(A◦j )
−pij .
The map π◦ is different from the map πS◦ since it shifts the decorated flag to a different side.
Remarks. 1. The maps α and δ are relatives of the maps ϕ and π in the definition of the cluster
symplectic double, see Theorem 4.1 or [FG4, Theorem 2.3]. The notable difference is that the map α
and δ are surjective if S has no punctures. Indeed, we use the integral matrix pij instead of the possibly
non-integral exchange matrix εij . The matrix pij is of full rank if S has no punctures.
2. The map ζ can be defined geometrically as follows. We start with the geometric map
πS × π◦S : AG˜,S ×AG˜,S◦ −→ PG˜,S × PG˜,S◦. (458)
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It is a surjective map. It factorizes as the composition
πS × π◦S : AG˜,S ×AG˜,S◦ −→ DG˜,S −→ PG˜,S × PG˜,S◦ .
Combining (458) with the gluing map γ, we get a map DG˜,S −→ PG˜,SD , which evidently factorizes through
the quotient DG˜,S/H˜n = DbG˜,S. Therefore we get a commutative diagram:
AG˜,S ×AG˜,S◦
δ //
πS×π◦S ((PPP
PP
PP
PP
PP
P
DG˜,S
ρ //
α

DbG,S
ζ

PG,S × PG,S◦ ∼γ // PG,SD
As shown by the following figure, under the map π = πS, we obtain pinnings
pk = (Ak,A
′
k+1), pk−1 = (Ak−1,A
′
k).
Under the map π◦, we obtain pinnings
p◦k = (A
◦
k,A
◦′
k+1), p
◦
k−1 = (A
◦
k−1,A
◦′
k ).
Ak
pk
pk−1
S
Ak+1
Ak−1
•
•
•
A◦k
p◦k−1
p◦k
S◦
A◦k−1
A◦k+1
•
•
•
Bk
S◦S
Bk−1
Bk+1
•
•
•
After gluing PG,S with PG,S◦ along the pinnings, the monodromy around Bk is
hk = h(A
′
k,Ak)h(A
◦
k,A
◦′
k ) = h(Ak,Ak−1)
−1h(A◦k,A
◦
k−1) =
∏
j∈I
α∨j (Bj).
Here Bi are the B-coordinates of the symplectic double associated to frozen vertices on the boundary
interval {k − 1, k} of S. In particular, we have
Mi = αi(hk) =
∏
j∈I
B
Cij
j . (459)
The monodromy around the puncture pk is a standard monomial in PG,SD , and therefore admits the unique
quantum lift Mi in Oq(PG,SD). Moreover, it is clear from (459) that we have
ζ∗(Mi) =
∏
j∈I
B
Cij
j .
Theorem 12.1 and hence Theorem 2.33 are proved.
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Complimentary results to Theorem 12.1. The group H˜n acts diagonally on A
G˜,S
×A
G˜,S◦
.
Proposition 12.5. There is a birational isomorphism
θ : P
G˜,SD
∼−→ (A
G˜,S
×A
G˜,S◦
)/H˜n. (460)
Proof. Cut out a little disc around each puncture pk. Let αk be the boundary loop, oriented against the
surface orientation. We picture on Figure 48 the surface orientation as clockwise.
F̂1
F̂2 F̂3
F̂◦1
F̂◦2 F̂
◦
3
•
• •
Figure 48: The map θ for a pair of pants glued from two triangles. The S−triangle is shown.
Take a framed G˜-local system on SD. Near each puncture pk there is an invariant flag Fk. We assign it
to a point xk at the S−part of the loop αk. Pick a decorated flag F̂k over Fk, and assign it to a positively
oriented tangent vector to the loop αk at xk. Decorated flags (F̂1, . . . , F̂n) provide a point of the space
AG˜,S. Moving F̂k along the oriented loop αk to S◦ we get a decorated flag F̂◦k, see Figure 48. Decorated
flags (F̂◦1, . . . , F̂
◦
n) define a point of AG˜,S◦. So we get a map
θ′ : PG˜,SD −→ AG˜,S ×AG˜,S◦ .
It depends on a choice of decorated flags F̂k. Another choice gives configurations (F̂1 · h1, . . . , F̂n · hn) and
(F̂◦1 · h1, . . . , F̂◦n · hn), where hk ∈ H˜. Therefore the image in the quotient by the diagonal action of H˜n is
well defined. So we get the map θ. Let us define the inverse map
η : (AG˜,S ×AG˜,S◦)/H˜n
∼−→ PG˜,SD .
Take a generic point x ∈ (AG˜,S×AG˜,S◦)/H˜. The ratio of the h-invariants of the pairs of decorated flags at
the side (pk, pk+1) is well defined:
bk := h(F
◦
k,F
◦
k+1)/h(Fk,Fk+1) ∈ H˜.
We can glue trivial G˜-local systems with decorated flags (F̂1, . . . , F̂n) and (F̂
◦
1, . . . , F̂
◦
n) on S and S
◦
by identifying the pairs (F̂k · bk, F̂k+1) and (F̂◦k, F̂◦k+1) since their h-invariants coincide. Let η(x) be the
obtained framed G˜-local system on SD. Then by the construction η = θ−1.
Composing δ with the projection DG,S → DbG,S we get a map δ¯ : (AG˜,S ×AG˜,S◦)/H˜n → DbG,S.
Therefore there is a commutative diagram of rational maps:
PG˜,SD ∼
θ // (AG˜,S ×AG˜,S◦)/H˜n
δ¯ //
πS×π◦S

DbG,S
ζ

(PG,S × PG,S◦)/Hn ∼γ // PG,SD
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They are monomial maps in each cluster coordinate system. The map ζ is given by (445). The composition
γ ◦ (πS, π◦S) ◦ θ : PG˜,SD → PG,SD assigns to a G˜-local system its quotient by Cent(G˜).
Let hk ∈ H˜ be the monodromy of the G˜-local system η(x) around the puncture pk. It is the inverse of
the monodromy around the loop αk.
Lemma 12.6. The element bk describes the monodromy around the puncture pk: bk = hk ∈ H˜.
Proof. Moving F̂k to S
◦ along the loop αk we get a decorated flag F̂◦k. Moving F̂k to the same point against
the orientation of the loop αk we get a decorated flag Ĝ
◦
k. Then we have
h(F̂k, F̂k+1) = h(Ĝ
◦
k, F̂
◦
k+1) ∈ H˜. (461)
Indeed, if we put F̂k and F̂k+1 at the intersection of the loops αk and αk+1 with the side (pk, pk+1), then
Ĝ◦k = F̂k and F̂
◦
k+1 = F̂k+1. Since Ĝ
◦
k is obtained from F̂
◦
k by the monodromy along the loop αk, we have
Ĝ◦k = F̂
◦
k · h−1k . Therefore
bk = h(F̂
◦
k, F̂
◦
k+1)/h(F̂k, F̂k+1) = hk · h(Ĝ◦k, F̂◦k+1)/h(F̂k, F̂k+1)
(461)
= hk.
Corollary 12.7. Any cluster coordinate system (A1, . . . , AN ) on the space AG˜,S gives rise to a maximal
collection of Poisson commuting rational functions Bi := θ
∗(A◦i /Ai) on the space PG˜,SD . The frozen
coordinates {B(k)1 , ..., B(k)r } at the boundary interval Ik describe the monodromy around the puncture pk.
12.5 Realizations of the multiplicity spaces
Let S be an n-gon Pn. Theorem 12.1 provides the following maps, where ζ
∗
~ := ζ
∗
q ⊗ ζ∗q∨ :
ζ∗q : Oq(XG,S2n) −→ Oq(DG,Pn)B,
ζ∗~ : A~(XG,S2n) −→ A~(DG,Pn)B.
Recall the canonical representation of the modular double A~(D) of a cluster Poisson variety X in the
space L2 (A(R>0), µA) from Section 4. The pair (AG,Pn ,PG,Pn) is a cluster ensemble. Therefore there is a
canonical representation of the ∗-algebra A~(DG,Pn) in the Hilbert space
L2 (AG,Pn(R>0), µA) . (462)
The characters of the algebra B are parametrized by the torus H˜n. The decomposition of the space (462)
according to the characters of B amounts to a decomposition into an integral over H˜n(R>0) = H
n(R>0):
L2(AG,Pn(R>0), µA) =
∫
Mλdλ, λ ∈ Hn(R>0).
The ∗-representations Mλ are multiplicity spaces for the principal series representations of the modular
double A~(g) of the quantum group. Lemma 12.8 relates them with the multiplicity space for the unitary
principal series for the group G(R).
Lemma 12.8 ([FG1]). The moduli space AG,Pn is identified with the configuration space Conftn(A) of
twisted cyclic configurations of decorated flags for the simply-connected group G˜. Picking a vertex of the
polygon Pn we identify it with Confn(AG˜):
AG,Pn = Conftn(A) ∼= Confn(AG˜).
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12.6 Realizations of the principal series for the modular double A~(g)
Let ∆ be a triangle with two special sides (12) and (23).
Definition 12.9. The moduli space PG,∆ = P∆ parametrizes the following data (B1,B2,B3; p12, p13),
considered modulo the G-action, where (B1,B2,B3) is a triple of Borel subgroups in G which are pairwisely
generic, and p12 and p23 are pinnings over (B1,B2) and (B2,B3) respectively, illustrated on the left:
B2
B1
B3p23
p12
Forgetting the pinnings over (B1,B3) we get a projection PG,t −→ P∆. It induces a cluster Poisson
structure on P∆. The set of frozen vertices of its quiver Q∆ is a union of two subsets, each containing r
elements, corresponding to the two special sides of the triangle. The quiver for PGL3 is pictured below.
It has one unfrozen vertex, obtained by taking the quiver shown after (454), and deleting the right side.
◦
◦ •
◦ ◦
Denote by DG,∆ = D∆ the cluster symplectic double of the cluster Poisson variety P∆, and by Oq(D∆)
its quantized algebra. Let B12 and B23 be the subalgebras of Oq(D∆) generated by the frozen B-variables
at the sides (12) and (23) respectively. Note that cluster mutations keep B12 and B23 intact. Let
Oq(D∆)[
√
B12] be the extension of the algebra Oq(D∆) by adding square roots B1/2i for all frozen Bi at
(12). We further consider the centralizer of B23 in Oq(D∆)[
√
B12]:
Oq(D˜b∆) :=
(
Oq(D∆)[
√
B12]
)B23
.
Geometrically, let D˜∆ be the 2r-to-1 covering space of D∆ by allowing taking square roots of frozen B-
coordinates at the side (12). The modified cluster symplectic double D˜b∆ is obtained from D˜∆ by forgetting
the frozen Y -coordinates at the side (23).
Recall the moduli space R⊙ := RG,⊙ in Definition 2.24. It admits a quantization Oq(R⊙) containing
the quantum group Uq(g) as a subalgebra.
Any unfrozen vertex k of the quiver Q∆ gives rise a mutation of several different flavors:
i) A mutation µXk of the cluster Poisson variety P∆.
ii) A mutation µZk := µ
X
k ◦ µX
◦
k of the cluster Poisson variety R⊙.
iii) A mutation µDk of the modified cluster symplectic double D˜b∆.
Theorem 12.10. There is a canonical injective map of algebras:
ζ∗q : Oq(R⊙) −→ Oq(D˜b∆). (463)
1. It is a monomial map in each cluster coordinate system for P∆.
2. It intertwines cluster transformations cZ and cD generated by the mutations µZk and µ
D
k .
3. It induces canonical W -equivariant map µ∗OH −→ B23.
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B2
B1
B3p23
p12 p13
B′2
B′1
B′3
p′23
p′12 p
′
13
•
•
•
•
Figure 49: Gluing a pair of triangles with two pinnings into a punctured disc with two pinnings.
Proof. Following the construction of (455), there is a surjective map
α : D∆ −→ P∆ × P∆◦
α∗(Xi) = Yi, α∗(Xi◦) = Y −1i
∏
j
B
−pij
j .
(464)
Its image is denoted by the top and bottom triangles on the left of Figure 49. Let B
(12)
i and B
(23)
i be
coordinates on D∆ assigned to frozen vertices on the sides (12) and (23) of ∆ respectively. Set
h :=
(
r∏
i=1
α∨i (B
(12)
i )
)−1/2
, h′ :=
r∏
i=1
α∨i (B
(23)
i ).
Let p12 = (A1,B2) and p
′
12 = (A
′
1,B
′
2) be the pinnings as shown on the figure. We construct two extra
pinnings p13 and p
′
13 such that
p13 = (A1 · h, B3), p′13 = (A′1 · h′, B′3) (465)
Let us glue two triangles ∆ on the left of Figure 49 along the pinnings p23 and p
′
23, obtaining a moduli
space PR assigned to the rectangle R with four pinnings in the middle of Figure 49. We further glue the
two bottom sides of R along the pinnings p′12 and p
′
13, obtaining a moduli space P⊙. A direct calculation
shows that the outer H-monodormy is 1 in this construction. So our construction gives a dominant map
ζ : D˜b∆ −→ R⊙
By the constructions (464) and (465), it is easy to show that ζ is a monomial map in each cluster coordinate
system for P∆. A further check shows that ζ is a Poisson map. Therefore its quantization gives rise to
the map (463). Properties 2)-3) follow by construction.
Realization of the principal series of representations of A~(g). Consider the following composi-
tions, where κ~ := κq ⊗ κq∨ and ζ~ := ζq ⊗ ζq∨ :
Uq(g)
κq−֒→ Oq(RG,⊙) ζq−→ Oq(D˜G,∆)B23 ;
A~(g) κ~−֒→ A~(RG,⊙) ζ~−→ A~(D˜G,∆)B23 .
186
Let AG,∆ ⊂ Conf3(A) be the space parametrizing G-orbits of pairwisely generic triples (A1,A2,A3) of
decorated flags such that
h(A1,A3) = 1.
The space AG,∆ inherits a cluster K2−structure from Conf3(A) by deleting the frozen vertices on side
(13). The pair (AG,∆,PG,∆) form a cluster ensemble. Recall the canonical representation of the ∗-algebra
A~(D˜G,∆) in the Hilbert space
L2 (AG,∆(R>0), µA) . (466)
The action of the commutative subalgebra B23 commutes with the action of κ~(A~(g)). Decomposing
the representation H∆ according to the points λ ∈ H(R>0) we get the principal series of representations
Vλ of the ∗-algebra A~(g). Lemma 12.11 relates Hilbert space (466) with the representation space of the
classical principal series for the group G(R).
B
B
B
Poisson variety
dual
A
A
A
K2 variety
1 ∼
A
B
A
= A
Figure 50: The cluster dual AG,∆ to the cluster Poisson variety PG,∆ is identified with AG.
Lemma 12.11. The cluster K2-variety AG,∆ is naturally identified, by a birational isomorphism respecting
the cluster structure, with the principal affine space AG = G/U−.
Proof. The space AG,∆ - illustrated by the second triangle on Figure 50 - parametrizes triples of decorated
flags (A1,A2,A3) with h(A1,A3) = 1 modulo the action of G. This space is identified with the space
parametrizing triples (B1,A2,A3) modulo G-action, where the pair (B1,A3) is generic - illustrated by
the third triangle on Figure 50. The group G acts simply transitively on the generic pairs (B1,A3). So
assigning to a configuration (B1,A2,A3) the decorated flag A2 we get the identification with AG:
AG,∆ ∼−→ G/U−, (B+,A2,U−) 7−→ A2,
13 Appendix
13.1 Amalgamation of cluster varieties
We define the amalgamation of cluster varieties of three flavors: Poisson, K2, and symplectic double. For
cluster Poisson varieties it was introduced in [FG3].
Recall quivers from Definition 1.3. A quiver c gives rise to tori with extra structures, described below.
The quiver Poisson torus Xc := Hom(Λ,Gm). It carries a Poisson structure provided by the form
(∗, ∗), given by {Xv ,Xw} = 2〈v,w〉XvXw. The basis {ei} gives rise to cluster Poisson coordinates {Xi}.
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The quiver K2-torus Ac. Take the dual lattice Λ∗ := Hom(Λ,Z). The basis {ei} provides a dual basis
{e∗i } of Λ∗. Consider the vectors {fi} ∈ Λ∗ ⊗Q given by fi = d−1i e∗i . Let Λ◦ be the sublattice spanned by
the vectors fi. The quiver K2-torus is Ac := Hom(Λ◦,Gm). The basis {fi} provides cluster K2-coordinates
{Ai}. Denote by Q(A) the field of rational functions on a space A, and by Q(A)∗ its multiplicative group.
The 2-form Ωc :=
∑
i,j〈ei, ej〉d logAi ∧ d logAj on the torus lifts to an element
Wc :=
∑
i,j
〈ei, ej〉Ai ∧Aj ∈ Q(Ac)∗ ∧Q(Ac)∗.
Definition 13.1. A mutation of a quiver c in the direction of a basis vector ek is a new quiver c
′. Its
lattice and the form are the same as of c. The basis {e′i} of c′ is defined by
e′i :=
{
ei + (ei, ek)+ek if i 6= k
−ek if i = k. (467)
The mutation transports the frozen basis vectors and the multipliers isomorphically.
A mutation of quivers µek : c −→ c′ gives rise to birational isomorphisms Xc ∼−→ Xc′ and Ac ∼−→ Ac′
of the cluster tori, called cluster mutations, preserving the Poisson/K2-structure: We denote by X|c| and
A|c| the cluster varieties assigned to a quiver c, see details in [FG2].
Frozen and non-frozen variables. For any cluster Poisson variety X there is a map
FX : X −→ X nf . (468)
Here X nf is the cluster Poisson variety provided by the non-frozen part of the quiver. Indeed, cluster
Poisson mutations of the unfrozen variables do not depend on the frozen ones - see (472).
For any cluster K2−variety A there is a dual kind of map on the torus given by the frozen A−variables:
FA : A −→ Afr = Gfm. (469)
Indeed, the frozen A−variables do not change under the mutations of the unfrozen ones.
Amalgamation of quivers. Let {cs} be a collection of quivers parametrised by a finite set S:
cs =
(
Λs, (∗, ∗)s, {es,i}, {fs,j}, {ds,i}
)
.
Denote by Vs the sets parametrising the basis vectors of the quiver cs.
Denote by Fs the subset of Vs parametrizing the frozen vectors.
Definition 13.2. An amalgamation data for a collection of quivers {cs} is an epimorphism
ϕ :
∐
s∈S
Vs −→ K, such that: (470)
(i) Images of any two of the subsets may intersect only at the frozen elements.
(ii) The multiplier function on
∐
s∈S Vs descends to a function d on K:
for any i ∈ Vs and i′ ∈ Vs′ mapping to the same element of K we have di = di′ .
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Consider the image of the frozen elements:
K0 := ϕ(
∐
s∈S
Fs) ⊂ K.
The surjectivity of ϕ plus condition i) just mean that there is an isomorphism
ϕ :
∐
s∈S
(Vs − Fs) ∼−→ K −K0.
The lattice ⊕s∈SΛs carries a form (∗, ∗)′ := ⊕s∈S(∗, ∗)s, and a basis {eu} where u ∈
∐
s∈S Vs.
Definition 13.3. The amalgamation of quivers cs for the amalgamation data (470) is a quiver c whose
lattice Λ is a sublattice of ⊕s∈SΛs generated by the vectors
et :=
∑
ϕ(u)=t
eu, t ∈ K.
The sum is over u ∈ ∐s∈S Vs. The form (∗, ∗) on Λ is induced by the form (∗, ∗)′. Frozen vectors are
parametrised by the set K0. The multiplier function is the function d from condition (ii).
Notice that basis vectors of Λ parametrised by non-frozen elements of different quivers cs are orthogonal
for the form (∗, ∗).
Amalgamation of cluster tori. The amalgamation data provides an embedding of lattices
µ : Λ →֒ ⊕s∈SΛs.
It gives rise to maps of the corresponding cluster tori:
aX :
∏
s∈S
Xcs −→ Xc, a∗XXt =
∏
ϕ(u)=t
Xu.
aA : Ac −→
∏
s∈S
Acs , a∗AAu = Aϕ(u).
(471)
Here u ∈ ∐s∈S Vs. The map aX is surjective, and the map aA is injective. Since the map µ respects the
forms (∗, ∗), the map aX provides a similar map of the quantum tori.
Amalgamation of cluster varieties. It is easy to check that the amalgamation of quivers commutes
with quiver cluster transformations. So we arrive to the following Lemma.
Lemma 13.4. The amalgamation maps of cluster tori (471) commute with mutations, and thus gives rise
to maps of cluster varieties, called the amalgamation maps:
aX :
∏
s∈S
X|cs| → X|c|, aA : A|c| −→
∏
s∈S
A|cs|.
The map aX is a surjective map of cluster Poisson varieties. The map aA is an injective map of cluster
K2-varieties. There is a quantum analog of the Poisson amalgamation map given by a map of quantum
cluster varieties, understood as an injective map of algebras
a∗Xq : Oq(X|c|) −→
⊗
s∈S
Oq(X|cs|).
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Amalgamation for the cluster symplectic double. The definition of the cluster symplectic double
is recalled in Section 4.1. In particular, Dcs denotes the cluster symplectic double torus assigned to a
quiver cs. It has coordinates {Bi, Yi}, i ∈ Vs.
The kernel of the map αX in (471) is the torus T := Hom(Coker(µ),Gm). The map αX is the quotient
by the action of T. The torus T acts on the torus
∏
sDcs via its action on the coordinates Yi. This action
is Hamiltonian. The Hamiltonians are Bu/Bu′ where ϕ(u) = ϕ(u
′).
The Hamiltonian reduction of the cluster symplectic double torus
∏
sDcs is the one Dc. Indeed, it is
obtained in two steps. First, consider the subtorus given by equations Bu = Bu′ where ϕ(u) = ϕ(u
′) –
the fiber of the moment map. Then take the quotient by the action of the torus T, generated by one-
parametric subgroups Yu 7−→ tYu;Yu′ 7−→ t−1Yu′ and Yv 7−→ Yv if v 6= u, u′. The Hamiltonian reduction
commutes with the action of mutations in non-frozen variables. So we have:∏
s
Dcs // T = Dc,
∏
s
D|cs| // T = D|c|.
The amalgamation is compatible with the standard maps connecting cluster varieties. For example,
the canonical map p : A −→ X coincides with the composition
A|c| αA−→
∏
s∈S
X|cs|
p−→
∏
s∈S
X|cs|
αX−→ X|c|.
Defrosting. Let K ′0 ⊂ K0. Assume that the restriction of the form (∗, ∗) to K − K ′0 takes values
in Z. Then there is a new quiver c′ := (K,K ′0, ε, d). We say that the quiver c
′ is obtained from c by
defrosting of K0−K ′0. Abusing notation, one may refer to amalgamation followed by defrosting simply as
amalgamation. However then the defrosted subset must be specified.
13.2 Quasi-cluster transformation
Let ε̂ = (ε̂ij) be an n × n skewsymmetric matrix over Q and let d = {d1, . . . , dm} be a set of positive
numbers such that m ≤ n and
• εik := ε̂ikdk ∈ Z for 1 ≤ i ≤ n and 1 ≤ k ≤ m.
One assigns to ε̂ a triple (T, α, ω), where T is a split algebraic torus, α = {X1, . . . ,Xn} a basis of the
character lattice Hom(T,Gm), and ω a Poisson bivector: ω =
∑n
i,j=1 ε̂ijXi∂Xi ∧Xj∂Xj .
The Poisson bivector ω determines a Poisson bracket {∗, ∗} such that {Xi,Xj} = 2ε̂ijXiXj .
The datum s = {T, α, ω, d} is called a seed. The exchange matrix ε is determined by ω and d.
Let τ be a permutation of {1, . . . ,m}. A seed s′ = {T′, α′, ω′, d′} is τ -linearly equivalent to s if
• T′ = T, ω′ = ω, and d = {dτ(i)};
• α′ = {X ′i} is another basis of Hom(T,Gm) such that X ′k = Xτ(k) for 1 ≤ k ≤ m.
In other words, X ′k = xτ(k) 1 ≤ k ≤ m, while Xm+i are any monomials of coordinates X ′j , 1 ≤ j ≤ n, such
that the induced monomial transformation is Poisson.
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Cluster Poisson mutation. Let T′ be a split rank n torus and α′ = {X ′i} a basis of its character
lattice. For k ∈ {1, . . . ,m}, consider a birational map µk : T→ T′ given by
µ∗kX
′
i =
{
X−1k if i = k
Xi
(
1 +X
−sgn(εik)
k
)−εik
if i 6= k (472)
Let ω′ = (µk)∗ω and d′ = d. The seed µk(s) := {T′, α′, ω′, d′} is called a mutated at the direction k seed.
An easy calculation shows that
Lemma 13.5. If seeds s1 and s2 are τ -linearly equivalent, then µk(s) and µτ(k)(s) are τ -linearly equivalent.
Given a seed s, let |s| be the collection of seeds obtained from s by a finite number of mutations and
basis changes. The cluster Poisson variety X|s| is defined by gluing the tori in all seeds of |s| via the
corresponding sequences of birational maps (472) and basis change maps. We often skip the subscript |s|,
writing X for X|s|. The bivector ω defines a Poisson bracket {∗, ∗} on X .
By the very definition, every s′ ∈ |s| induces an open embedding
χs′ : G
n
m →֒ X ,
called a quasi-cluster Poisson chart. The atlas CX consists of all such charts. If s′ and s′′ are τ -linear
equivalent, then the images of χs′ and χs′′ coincide.
Definition 13.6. A quasi-cluster automorphism φ of X is a biregular isomorphism of X which
1. Preserves the Poisson bracket {∗, ∗};
2. Preserves the atlas C|s|.
The quasi-cluster modular group GX consists of quasi-cluster automorphims of X .
Thanks to Condition 1, if φ ◦ χ ∈ CX for one χ ∈ CX , then Condition 2 holds.
The group GX acts on the ring O(X ) of regular functions of X . Let Oq(X ) be the quantization of
O(X ) introduced in [FG2]. The action of GX on O(X ) can be lifted to an action on Oq(X ).
13.3 The Quantum Lift Theorem
The set-up. We shall fix the following notations.
1. m ≤ n are positive integers. Set [m] := {1, . . . ,m}, and [n] := {1, . . . , n}.
2. Λ is a free Z-module of dimension n.
3. E = {e1, . . . , en} is a basis of Λ.
4. (∗, ∗) : Λ× Λ→ Q is a skew-symmetric bilinear map such that ε̂ij = (ei, ej).
5. {d1, . . . , dm} is a collection of positive integers such that
εij := ε̂ijdj ∈ Z, ∀(i, j) ∈ [n]× [m].
6. F = {f1, . . . , fn} is a basis of ΛQ = Λ⊗Q such that
i) Λ is contained in the Z-linear span of F ,
ii) (fi, ej) = d
−1
j δij, where (i, j) ∈ [n]× [m].
In this case, we say that the pair (F , E) is compatible.
Let us fix a compatible pair and write ei =
∑
j∈[n] pijfj.
Lemma 13.7. For (i, j) ∈ [n]× [m], we have pij = εij .
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Proof. It follows from the identity (ei, ej) = d
−1
j pij = ε̂ij .
We define a mutation at j ∈ [m], leading to new bases E ′ = {e′1, . . . , e′n} and F ′ = {f ′1, . . . , f ′m}:
e′i :=
{
ei + [εij ]+ej if i 6= j,
−ej if i = j. f
′
i :=
{
fi if i 6= j,
−fi +
∑
k∈[n][−pjk]+fk if i = j.
Lemma 13.8. The pair (F ′, E ′) is compatible.
Proof. It is due to the following direct calculations.
1. (f ′j, e
′
j) = (−fi +
∑
k∈[n][−pjk]+fk,−ej) = (−fj ,−ej) = d−1j .
2. For i 6= j, we have (f ′i , e′j) = (fi,−ej) = 0.
3. For k ∈ [m]− {j} and i ∈ [n]− {j}, we have (f ′i , e′k) = (fi, ek + [εkj ]+ej) = (fi, ek) = d−1k δik.
4. For k ∈ [m]− {j}, we have
(f ′j , e
′
k) =
(
−fj +
∑
s∈[n]
[−pjs]+fs, ek + [εkj ]+ej
)
= − (fj, [εkj ]+ej) + ([−pjk]+fk, ek) = −[εkj ]+d−1j + [−pjk]+d−1k = 0.
Let p′ = (p′ik) such that e
′
i =
∑
k∈[n] p
′
ikf
′
k. Then a direct calculation shows that
p′ik =
{ −pik if j ∈ {i, k},
pik + [pij ]+pjk + pij[−pjk]+ if j /∈ {i, k}.
2. Quantization. We assign to each v ∈ ΛQ a variable Tv such that TvTw = q(v,w)Tv+w and set
Xi := Tei , Ai := Tfi .
Recall the quantum dilogarithm Ψq(x), see (182). Let qj = q
1/dj . Define
X ′i = AdΨqj (Xj)Te′i , A
′
i = AdΨqj (Xj)Tf
′
i
.
Note that the map Xi 7−→ X ′i is the quantized cluster transformation introduced in [FG2].
Theorem 13.9. We have
A′i =
{
Tfi if i 6= j,
Tf ′j + Tf ′j+ej if i = j.
Proof. Note that (ej , f
′
i) = d
−1
j δij . Therefore
A′j = Tf ′jΨqj(q
2
jXj)Ψqj(Xj)
−1 = Tf ′j (1 + qjTej) = Tf ′j + Tf ′j+ej .
If i 6= j, then A′i = Tf ′i = Ai.
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3. Comparison with Berenstein-Zelevinsky’s quantization [BZ]. Recall the matrix p = (pij)
such that ei =
∑
j∈[n] pijfj, the skewsymmetric matrix ε̂, and the n × n diagonal matrix D given by
D = diag(d1, . . . , dm, 1, . . . , 1). We have ε = ε̂D.
Let B˜ = (bij) be an m× n matrix such that bij = pji. So B˜t is given by the first m rows of p.
Let d be a negative integer such that the following matrix has integral coefficients:
Π = (πij) := dp
−1ε̂(p−1)t. (473)
Lemma 13.10. (B˜,Π) is a compatible pair in the sense of [BZ, §3], i.e.,
1. The matirx Π is skew-symmetric.
2. The m× n matrix B̂tΠ = (D′, 0), when D′ = diag(−d/d1, . . . ,−d/dn).
Proof. The first claim is clear. By definition, p =
(
B˜t
C
)
. The first n columns of ε and P coincide. So
pΠ = pdp−1ε̂(p−1)t = −dε̂t(p−1)t = −d(p−1ε̂)t.
Comparing the first n rows of LHS and RHS, we get the second claim.
By definition (fi, fj) = λij/d. We have TfiTfj = q
πij/dTfi+fj .
Recall that Ai = Tfi . We consider mutation at j. Let us set
f ′j := −fj +
∑
k
[−pjk]+fk = −fj −
∑
k | bkj<0
bkjfk,
f ′′j = −f ′j + ej = −fj +
∑
k | bkj>0
bkjfk.
Therefore A′j = Tf ′j + Tf ′′j . It recovers formula (4.23) of [BZ].
To summarize, the data 1)-5) at the beginning of this section gives rise to a cluster Poisson variety X .
Its coordinate ring O(X ) admits a quantization Oq(X ) introduced in [FG2]. Adding data 6), we obtain a
compatible pair (B˜,Λ) of [BZ]. It further gives rise to a quantized upper cluster algebra Oq(A) following
the procedure of [BZ]. Theorem 13.9 asserts that these two quantizations are compatible, i.e., there is a
natural embedding p∗ : Oq(X ) −֒→ Oq(A). In particular, if F is a basis of Λ, then p∗ is an isomorphism.
Its classical limit generalizes the p-map in [FG1].
4. Standard monomials and the quantum lift. Every v =
∑m
i=1 λiei ∈ Λ gives rise to a rational
function xv := x
λ1
1 . . . x
λm
m of X .33 We say xv is a standard monomial if xv ∈ O(X ).
Proposition 13.11. The function xv is a standard monomial if and only if (v, ei) ≥ 0 for every unfrozen
basis vector ei ∈ Λ.
Proof. Let us double the lattice Λ, setting Λ˜ := Λ
⊕⊕ni=1Ze′i, and extend the form (∗, ∗) so that
(e′i, ej) = d
−1
j δij , (e
′
i, e
′
j) = 0.
The lattice Λ˜ with E˜ = {e1, . . . , en, e′1, . . . , e′n} determines a cluster Poisson variety X˜ . There is a surjection
j : X˜ → X . Note that Λ˜ admits another basis F˜ such that the pair (F˜ , E˜) is compatible. It determines a
cluster K2−variety A˜ and an isomorphism p : A˜ → X˜ . Consider the composition:
κ : A˜ p−→ X˜ j−→ X .
33We use the notation xi for cluster Poisson coordinates, reserving Xi for their quantum counterparts.
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Hence we get an injection κ∗ : O(X ) →֒ O(A˜), and xv ∈ O(X ) if and only if κ∗(xv) ∈ O(A˜). Let
(A1, . . . , An, A
′
1, . . . , A
′
n) be cluster variables of A˜ associated to Λ˜. By definition, we have
κ∗(xv) = A
m∏
i=1
A
(v,ei)di
i , where A is a Laurent monomial of frozen variables.
If (v, ei) ≥ 0 for every unfrozen ei ∈ Λ, then κ∗(xv) is a monomial. By Laurent Phenomenon theorem,
κ∗(xv) ∈ O(A˜). If (v, ei) < 0 for some unfrozen ei, then after mutation at i, κ∗(xv) is not a Laurent
polynomial, and therefore κ∗(xv) /∈ O(A˜).
Let Xv be the quantum Laurent monomial associated to v ∈ Λ. By the Laurent Phenomenon for
quantum cluster variables and the same argument as in the proof of Proposition 13.11, we conclude that
Xv ∈ Oq(X ) if and only if (v, ei) ≥ 0 for every unfrozen ei ∈ Λ.
Definition 13.12. A regular function f ∈ O(X ) is a standard monomial if it is a standard monomial in
one cluster chart of X . Let SX be the collection of standard monomials, and SqX its quantum counterpart.
The specialization at q = 1 provides a projection Sp : SqX → SX , called the specialization map. It is
evidently equivariant under the action of the cluster modular group GX .
Theorem-Construction 13.13. The specialization map is a bijection.
The inverse map Sp−1 : SX → SqX is called the quantum lift.
Proof. Let c : s′ → s be a quasi-cluster transformation. It induces an isomorphism of the fraction fields of
the quantum torus algebras cXq : Frac Oq(Xs) −→ Frac Oq(Xs′).
Let cX be its classical counterpart. Denote by Λ the lattice underlying quivers s and s′.
Proposition 13.14. Let xλ, λ ∈ Λ be a standard monomial associated to the seed s. Suppose that
cX (xλ) = x′µ remains a Laurent monomial in s′. Then cXq (Xλ) = X′µ.
Proof. Every quantum quasi-cluster transformation can be expressed as a monomial transformation fol-
lowed by a conjugation of a product of quantum dilogs ψ := Ψq(Y
ε1
1 )
ε1 . . .Ψq(Y
εn
n )
εn , where εk ∈ {±1}.
By the sign-coherence of c-vectors, there is a unique sequence of εk such that every Y
εk
k is a monomial of
{Xi} with positive exponents. Therefore ψ := 1 + higher order terms. We refer the readers to [GS2, §2]
for more details. In particular, it follows that
cXq (Xλ) = X
′
µ(1 + higher order terms) for some µ ∈ Λ.
Recall the isomorphism of quantum cluster Poisson varieties Xq −→ X ◦q−1 given in any cluster coordinate
system by Xi 7−→ X−1i . Combining it with the argument above we conclude that
Xλ = X
′
ν(1 + lower order terms).
Since xλ is a standard monomial, the quantum Xλ ∈ Oq(X ). Therefore cXq (Xλ) is a Laurent polynomial
in the seed s′. Combining the last two formulas, we get
Xλ = X
′
µ + terms strictly between + X
′
ν .
Specializing at q = 1, and using the fact that the lowest and the top terms are standard monomials, we
get µ = ν. The Proposition follows.
Theorem 13.13 is a direct consequence of Proposition 13.14.
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