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Abstract: The contribution analyses and compares several methods for device- and network-centric 
localization. The paper introduces several approaches for route calculation by schedule-based context 
enrichment and an efficient solution for ticketing in public transport. Route accuracy is verified by 
experimental results from a field trial with several smartphone localization techniques. Aggregated, 
anonymized and vectorized data is a pre-condition for enhanced track and trace solutions and traffic 
measurements. 
Keywords: location based services, metadata enrichment, vector data mapping, track & trace, public 
transport, mobile ticketing. 
1 Localization for mobile ticketing 
Modern smartphones support multiple methods for device-centric localization. However, some available options 
have drawbacks, especially high battery power consumption but also limited indoor access for Global 
Positioning (GPS)-based localization, the need for provider specific databases for cell-based localization or the 
need for subscription at a third party for Wireless Local Area Network (WLAN)-based solutions. For the last, the 
precision and reliability varies within different urban and rural areas dramatically, although co-localization tries 
to reduce such effects. 
Network-centric route calculations (tracing) mostly imply problems with efficiency and privacy, when extending 
punctual localization to track and trace solutions [EiBo06]. Additionally, it implies to comply with much more 
regulations as other solutions [WeSo07]. Device-specific localization features are sometimes difficult to access, 
depending on the vendor and operating system (OS), although get location is a simple OS system call. Both 
approaches offer great advantages, when combining proactive track and trace and reactive geo-fencing.  
Route, infrastructure data and schedule mapping are important input factors for traffic measurements and 
prediction in public transport. With pseudonymization and anonymization, data can be aggregated to traffic 
vectors. Cell change is an efficient trigger point for device-driven self-localization. A future option for enhanced 
statistics is provider-controlled signaling-based localization (SBL). 
The “Ring&Ride” project is a good example how a user can profit from a Location Based Service (LBS) 
ticketing solution with a minimum of effort [LME+09]. In its simplest way, tracking is initiated and stopped by 
freecall without any application installation. Within the project, different localization techniques were compared 
with the goal of a reliable route calculation for correct tariffing of tickets. To verify the route and identify the 
vehicle of transport e.g., train (ICE vs. S-Bahn), tram, bus or walking passages, the collected data is aligned with 
integrated timetables of public transport. Any useful context information increases the data quality [ELR09] and 
can support the estimation of missing single positions of a track vector. 
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2 Mobile ticketing approach 
Electronic tickets for the use of public transport become more and more important. The huge number of mobile 
smartphones is accompanied by easy-to-install apps and reliable payment solutions. However, most solutions for 
the application of electronic tickets are limited either locally or to a dedicated single transport provider e.g., 
Deutsche Bahn. Offers like “city plus” support local traffic at source and destination, but countrywide unique 
solutions are still missing. The reason is a lack of interoperable fare management. Public transport vendors are 
often not fond of interwork because of a fear that their earnings could be too low while others are the winners. In 
other words, there is still a lot of intransparency for real traffic flows. 
When thinking of common solutions, three parts of an interactive process chain need to be unified, in order to 
add comfort for the traveler (customer), see Figure 1: 
1. Point of sales: the front-office, respectively the way, where customer get their contracts and tickets 
2. Check-in and check-out: the method how customers indicate the staring point and end of their travel 
3. Post processing: the back-office, where fare calculation, billing, statistics and cost sharing is carried out 
All three parts contain critical points which need flexible solutions to increase the acceptance rates for both, 
customers and public transport providers. Customers do not like long term or complex contracts, want to be very 
flexible, prefer different ways to get a ticket, and aim for a certain amount of privacy. Public transport providers 
look for efficiency in use of their vehicle capacities, a minimum of technical infrastructure for ticketing to be 







Provider invokes fare calculation, 





Figure 1: Integrated mobile ticketing solution for interoperable fair management 
2.1 Use case and role model 
The general use case is fairly simple: 
 A customer C wants to travel ad-hoc from A to B on Route R with a single ticket T using vehicles 
 V1, V2, …, Vn provided by public transport providers P1, P2, …, Pn. 
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To reach this goal, a clear role distribution of the involved parties is required. At least one party needs to be the 
service owner, being in charge as legal unit and subcontracting all required sub-services, see Figure 2. There is 
no need to establish a new company. It is preferred to select an established “Verkehrsverbund”, which is best 












Figure 2: Role model for interoperable fair management 
2.2 Tracing and additional information sources 
Smartphones offer multiple options for localization. Mainly known are GPS tracking, mobile network cell ID 
tracking or WLAN-based tracking, relying on SSID data bases. A trace is defined as a list of single locations, 
described by longitude and latitude. In practice, all these methods result into incomplete or imprecize traces 
between check- and check-out. GPS coverage is limited indoors, like in big stations, while cell density and 
WLAN is low in rural areas. 
However, there is no need for exact traces as there are additional sources for reliable route calculation. 
1. Spatial correlation: for all public transport systems, the regular routes are predefined as trains, trams or 
buses have dedicated routes. 
2. Chronological correlation: transport systems are based on known schedules. Furthermore, real-time data 
can significant increase this type of correlation. 
By combining customer location data (recorded traces), public network infrastructure data (vehicle stops and 
predefined tracks) and timetable data (schedule and delay), a high degree of correct route calculation can be 
reached. As a result, origin and destination of the travel as well as the used vehicles per section can be 
determined, see Figure 3.  
Timetable data e.g., were imported from the HaCon Fahrplan-Auskunfts-System (Hafas)1 database provided by 
Deutsche Bahn (DB). The database contains nearly all timetables of public transport in Germany, Austria and 
Switzerland as well as real-time information. 
                                                          
1 Hannover Consulting (HaCon), URL: http://www.hacon.de/hafas/ 
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Infrastructure data Timetable data


















Figure 3: Additional data sources for reliable route calculation and vehicle determination 
3 The Ring&Ride solution 
The Ring&Ride (R&R)2 consortium proposes a complete architecture which was evaluated within two field trial 














Figure 4: (a) R&R check-in SMS for trial purposes, (b) R&R mobile phone application, (c) R&R application confirmation 
with prize, route calculation and tariff optimization 
                                                          
2 (R&R) was funded by the German Federal Ministry for Education and Research (BMBF) and supervised by German Federal Ministry for 
Economy and Technology (BMWT), Förderkennzeichen 19 P 5026. 
10
In its simplest way, check-in and check-out can be proceeded by a 0-800-freecall number, without any additional 
client software, which makes the use case applicable for any type of mobile phone. Responses are sent as SMS 
or MMS (QR-code). A native phone application offers more usability, see Figure 4(b) and (c). 
A trip is characterized by five interaction steps: 
1. Start of trip: 0800-RINGRIDE freecall for check-in 
2. Electronic ticket: receive ticket by SMS or MMS. The ticket information includes date and time, unique 
ticket ID and secure signature, location and cell radius (test phase), optional: discounts e.g., BahnCard. 
3. Travel: with optinal chance of ticket verification by a conducter 
4. End of trip: 0800-RINGRIDE freecall for check-out 
5. Billing: receive confirmation SMS or MMS: duration and route, tariff and price 
The minimum solution is based on localization information at step 1 and 4, which can be provided by the mobile 
network operator (MNO) by identifying the cell coordinates of the SMS or call origin. This information is 
delivered as longititude (x), latitude (y) and a predicted cell radius (r), see Figure 4(a). In addition, each 
localization event gets a timestamp t. For normal operation, a data connection is required to trigger or transfer 
location information to collect intermediate location tuples (x, y, r, t). 
 A route R is defined as a vector of locations: Rt := {(x1, y1, r1, t1), (x2, y2, r2, t2), …, (xn, yn, rn,, tn)} 
3.1 Architecture 
The R&R architecture is based on a requirement analyses for public transport solutions [MLE07], described in a 






























































Figure 5: Ring&Ride architecture, including localization and privacy support 
                                                          
3 Object Management Group (OMG): URL: http://www.omg.org/spec/UML/ 
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In Ring&Ride a modular structure was chosen (Figure 5.) The interaction of distributed components was based 
on SOAP web services, exchanging XML messages. The backend is programmed in Java 1.5.0. Main logical 
components are: 
 Registration/customer care/billig (Anmeldung/Kundenbetreuung/Rechnungserstellung) 
 Customer interface (Kundenschnittstelle) 
 Usage logging (Leistungserfassung) 
 Localization (Ortung) 
 Persistence and permissions (KOSE) 
 Check (Kontrolle) 
 Tracing (Routenermittlung) 
 Tariff and pricing (Tarif- und Preisermittlung) 
 Accounting and statistics (Abrechnung und Erlösmanagement) 
The data model follows the European standard EN 15454 [LST08+] It defines all data elements and the coding 
used in the application layer, e.g. stops, vehicle types, route descriptions, payment methods, etc. R&R complies 
with this standard, although it turned out that Ring & Ride uses some data elements that the standard does not 
contain, e.g., mobile telephone numbers (MSISDN) or geo-coordinates. 
3.2 Privacy and localization 
The application of LBS for track and trace of individuals is a severe privacy issue [EiBo06] where data 
protection and telecommunication laws are touched. Therefore, potential customers need to accept personal 
tracing and the service owner has clearly to declare, how and what for collected data are used. 
All four primary German MNOs – T-Mobile, Vodafone, E-Plus and O2 – were involved for the test setting. To 
gain a unified interface for cell-ID-based localization, the Permission and Privacy Gateway (PPGW) as trusted 
localization party service was used [EP11]. 
Since 2006, PPGW is used for various localization platforms, either SMS-services (T-Info or Gelbe Seiten) or 
mobile applications e.g., Qiro5. PPGW works MSISDN-based and returns the current position at the time of 
request, based on MNOs’ cell information.  
A single localization is resolved by the PPGW: (x, y, r) = f (MSISDN, t) 
4 Localization methods 
R&R focuses on testing multiple localization methods for route tracing in the given context. As external 
references, GPS, WLAN base stations and base stations of the MNO were selected for evaluation 
GPS was used as a basic acurate reference, whereas available. Assisted GPS (A-GPS) is taken into consideration 
for futher studies to decrease the time to first (ratherly precise) log. WLAN was especially applied at large train 
stations. Both, GPS and WLAN are power consuming and therefore inefficient for long travels. Refer to Figure 6 
for further advantages and disadvantages of the applied methods. 
Base stations of MNO are characterized by their cell IDs. In the applied model a cell is characterized by a circle 
with a center C (x, y) and its radius r, provided by the MNO. The higher the density of the urban and therefore 
the transport infrastructure the lower is r. Especially pico cells can help to trace precise routes. 
                                                          
4 EN 1545: Data elements for public transport 
5 URL: http://www.deutsche-startups.de/2007/08/16/qiro-lokalisiert-freunde/ 
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 Self-localization by geo-coordinates
+ autarkic
-- high power consumption
-- not indoor/under roof
GPS-/A-GPS-based




+ no extra HW
-- limited resolution
GSM/UMTS-cell-based 
 Cell ID client logging
[push all at once]
 Cell ID sequence pattern
[push in time slots] 
 Cell ID change trigger
[push on cell change]
+ low power consumption
-- high architectural overhead
Cell ID trace (for theoretical evaluation only)
 Use of public SSID database
+ MNO independent
-- high power consumption





Figure 6: Applied localization methods for the Ring&Ride field trial 
4.1 Device vs. network centric localization 
The methods for localizations cover a wide range from autarkic device-centric localization, including movement 
sensors, up to plain MNO-centric localization. While auto-localization protects privacy very well, it is not save 
enough against user manipulation. Practical well-established solutions e.g., interaction with NFC tags (QR and 
RFID) or recorded GPS location data can be faked at the end device. 
Cell-based methods were analyzed on different collection and trigger base. Cell IDs could be either collected on 
the mobile device (client side) or by the MNO (provider side). Futhermore, localization can be triggered time-
driven e.g., in regular time slices or event-driven e.g., on the handover event. The last can reduce the effort of 
localization costs. 
Most localization solutions rely on a third party, see Figure 7. It could be either 
1. Operator-centric: by a MNO, using its infrastructure data base (lower left) or 
2. Web-centric: by a service provider, offering a client-server solution 
Today, most web-centric solutions work country-wide, but rely on collected data in public or private databases, 
like IP addresses, WLAN SSID co-localisation e.g. Google Lattitude6 or SSID footprint models, e.g. awiloc7 by 
Fraunhofer IIS. Footprint models have two advantages 
1. Preciseness: models are more precise than single localization refernces. 
2. Robustness: models are robust against temporal changes.  
3. Privacy: no personal identifier need to be transferred for localization e.g., MSISDN, assigned IP address 
                                                          
6 Google Lattitude: URL: www.google.de/latitude/ 
7 Fraunhofer IIS: URL: http://www.iis.fraunhofer.de/de/bf/ln/technologie/rssi/tuw.html 
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 No server access for localization
 Methods: NFC tags; satellite-based localization 
Autarkic device-centric localization
 Use of knowledge about base station locations
 Method: exploitation of Cell-ID database 
MNO enriched database (operator-centric)
 Localization by infrastructure interaction
 Methods: WLAN SSID detection, IP discovery
3rd party client-server (web-centric)
 No client access for localization





Figure 7: Device-centric vs. mobile-network-centric localization 
4.2 Ring&Ride field trial focus and settings 
The R&R trials were focused on two key issues: 
1. Accuracy of route tracing (localization) and pricing (tariffing) 
2. Acceptance and usage of the application (frontend) and system (backend) 
Both, local public transport in Berlin and long distance travel between Braunschweig and Berlin were evaluated 
within the two trial phases for different localization methods [Wer+10]. Pre-scheduled trips were done by 
multiple testers, carrying multiple mobile devices each. 
For the local public transport 637 test rides could be analyzed. All four German MNO were involved for the cell-
ID-based localization: 
 207 rides with T-Mobile localization, 
 152 rides with Vodafone localization, 
 138 rides with E-Plus localization and 
 140 rides with O2 localization. 
There was an average riding time of 20 minutes, containing one change of vehicle per ride in average. Therefore 
rides consist of multiple sections. The distribution of vehicles per section shows: 
 472 rides with city train (S-Bahn), 
 220 rides with bus and metro bus, 
 153 rides with underground (U-Bahn) and 
 54 rides with metro tram. 
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4.3 Ring&Ride field trial results 
Route exactness and price correctness were the two most important parameters for evaluation of the entire 
framework as there are many components involved. 






  GSM/UMTS GPS WLAN 
Route exactness Local travel (Berlin) 67 % (267 trips) 84 % 72 % (24 trips) 
 Long distance travel 89 % (57 trips) (mixed travel) n/a 
Price correctness Local travel (Berlin) 99 % 100 % 100 % 
 Long distance travel 91 % (mixed travel) n/a 
Table 1: Route exactness and price correctness of test trips 
Following field trial criteria 1, a high price correctness was achieved for all three applied localization methods 
for the local travel, see Table 1. A more detailed evaluation was done on the route correctness, see Table 1. A 




















































Figure 8: Ring&Ride field trial: route calculation correctness 
The degree of route correlation was defined as a set of certain criteria to be fulfilled. Per section of a travel, 
correct starting and ending point, selected vehicle and line are double-checked against the written test protocols. 
Local travel is less critical for price calculation, as tickets are typical sold in zone granulation. In Berlin the basic 
ticket set is limited to short trip, zone AB, zone BC and zone ABC. 
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5 Solution evaluation 
5.1 Comparison of localization approaches 
There is no unique localization method which always provides the best results. 
Satellite-based: as expected, GPS provides the highest accuracy, when available. But when activating GPS at 
the beginning of travel, it often takes too long to get the first position, especially when the mobile device is 
already in motion. GPS is available mostly for surface travel, however, the combination of station and vehicle 
roofs on rainy days results into problems. The same holds for ICE trains (copper covered windows) in 
combination with overhead contact installations for the traction system. 
Wireless-network-referenced: although WLAN infrastructure is not a reliable reference source due to 
unpredictable down times, it offers a rather exact option to gain start and end points of travel in urban areas. 
Available databases are rich due to co-localization methods. 
Mobile-network-based: for MNO-based localization for different approaches were taken into consideration. 
Cell Ids could be either tracked on the client side or on the provider side. Cell change trigger is an interactive 
solution where the provider is asked by push messages to locate the mobile device only on a cell handover event. 
Localization 
method 
















GPS A-GPS WLAN 
Value for Ring&Ride + + + + + + + 
Technical critera  
 
+ + - - + 0 0 - 
Economic criteria 
 
0 0 - + + - -8 0 
Political criteria 
 
+ + + - + + + + + 
Availability + + + + + + + - 0 - 
Accuracy 0 0 0 0 + + + + + 
Table 2: Comparison of localization technology application 
Beside the technical evaluation, the R&R project analyzed several side effects by using different localization 
approaches. Table 2 summarizes results from the final report [Wer+10]. 
For the Cell ID approaches four ideas were compared. In addition to the approaches described in section 4.1 a 
pattern sequence matching was taken into consideration. Therefore a traced routes Rt is compared with all routes 
of a library of routes {Rl}. From the data protection point of view the long term storage of collected routes was 
seen critical. 
5.2 Comparison of mobile ticketing approaches 
For comparing of the R&R solution with other established systems, six criteria were selected, see Figure 9. All 
criteria were defined that way that valuable scores are represented by the outer values in the graphical 
representation. 
                                                          
8 A-GPS is rated that low in case of economic criteria, when taking additional infrastructure as local terrestric reference trnasmitters into 
consideration. 
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In general, there are two types of solutions: either those, which only have a check-in step and need a pre-
definition of the destination and those, which support flexible traveling by asking for a dedicated check-out step. 
From the user point of view, it still remains unclear, which one is a real advantage, although questionnaires 
emphasized a slide preference for check-in only. Especially in the beginning customers tend to forget the check-
out. 
Solutions with physical check points require additional installation effort, either at the stations e.g., Touch & 
Travel or Oslo smart card or within the vehicles e.g., Helsinki smart card. Smart cards are a cheep and reliable 
system, but require additional effort for the payment, while startphone extensions e.g., Touch & Travel make use 
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Figure 9: Mobile ticketing solution comparison: Ring&Ride, Touch & Travel NFC smart phone solution, Deutsche Bahn 
mobile ticketing, Helsinki RFID smart card 
The complexity of the R&R implemented framework (backend) is seen as a serious drawback. However, except 
from this R&R gains high scores. Remaining the question: although the project is finished and nearly no 
decentralized infrastructural invest would be required, why is Ring&Ride not available for everyone? There are 
several main issues: 
1. Interworking reason: exploitation the R&R advantages multiple regional transport providers and the main 
over-regional transport provider – Deutsche Bahn (DB) – are required as sharing partners. DB decided to 
invest in Touch & Travel. Unfortunately, the number of customers is still very low, as special NFC-enabled 
smartphones are required for the check-in and check-out touchpoints. 
2. Economical reason: provider-supported tracing is still too expensive, as MNOs mostly charge on a per 
localization base.  
3. Technical reason: GPS and WLAN alternatives are too power consuming for today’s chipsets. Therefore, 
customers do not yet accept to turn on these network features during the entire time of travel.  
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5.3 Lessons learned 
Following the project goals, there is a separate analyses of pros and cons for frontend and backend view, see 
Figure 10. The listing of drawbacks from the user view contains already some proposed solutions.  
 No need for special device features/rights:
 minimum: call and sms
 optional: mms and app
 Enable over-regional trips with single ticket:
 no need for destination pre-definition
 Payment via mobile network provider
User view – frontend advantages
Flexible use of various location technologies: 
 Cell-ID, GPS, WLAN
 no local infrastructure invest
Cooperation with multiple MNO via trusted party
Basis for value-added post processing:
 tariff models, discounts, travel statistics, 
market research
 invocation of any regional traffic organization
Owner view – backend advantages 
 Complex backend information infrastructure:
 interfaces to real-time timetables
 network model (stops and tracks) 
 Customer care overhead
 post processing for missing check-out
 Expensive PPGW localization
Owner view – backend drawbacks
 High power consumption for GPS/WLAN localization
 faster chipsets for bursts
 Clearing for missed check-out
 intelligent checkout
 Intransparency of pricing due to post calculation
 transparent time/zone concept 
User view – frontend drawbacks & solutions
 
Figure 10: Ring&Ride evaluation: frontend and backend advantages and disadvantages 
The most important requirement is to deal with missed check-outs by the customer. There are to criteria which 
might be an indication that a traveler has finished it trip: 
1. No movement anymore: the location of the customer stays the same over a long time. 
2. Movement out of correlated, predefined tracks: the customer leaves areas covered by public transport. 
In both cases the costumer might be notified by a reminder SMS: “Did you finish your travel?”. Answering with 
“Yes”, the route will be closed at the last correlated location. 
5.4 The future: signaling-based localization 
Client interaction and single localization require a huge amount of effort. Therefore, it is a meaningful approach 
to move towards plain signaling-based localization (SBL) in mobile networks. Signalling contains mature 
information about cells. Handovers indicated by location update (LUP) messages can be monitored and taken for 
route calculation. In this case the user interaction is again reduced to the effort of the simple phone solution by 
indicating the start and end of travel, meaning start tracking me and stop tracing me. No additional data transfer 
is required, except delivering a valid ticket. 
Furthermore, SBL offers easily more aggregated statistics, either for 
1. Dedicated locations: as point bypass counts 
2. Dedicated routes: as traffic statistics 
The SBL approach is not limited to public transport. Flow Car Data (FCD) trajectory is known as an SBL 
approach in the telematic domain [FJO+08].  
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Furthermore, SBL offers an enabler for a wide range of new B2B applications. Refer to Figure 11 for examples. 
Aggregation, pseudonymization and k-anonymization9 will successfully help to overcome arising data protection 
and privacy issues, often discussed in public. Customers’ smartphones need not to be touched. 
 
 No client access for localization
 Method: analysis of signaling protocol  
traffic 





 Data export interfaces
Point by-pass count






Figure 11: Signaling-based localization – a vision for future MNO-centric localization 
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9 aggregation to a minimum cluster size of k 
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LBS Location Based Service 
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QR Quick Response (2D graphical code) 
R&R Ring&Ride 
RFID Radio Frequency Identifier 
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Towards Sensor-supported Indoor Localization Using
Cloud-based Machine Learning Techniques







Abstract: Determining one’s own location is crucial for using location-based services.
For this purpose, several localization techniques have already been proposed through-
out the years. But still, no consensus about the most appropriate technique with respect
to infrastructure, resource and runtime requirements is reached. As a consequence, the
setup of a localization system for indoor environments requires a lot of knowledge and
experience which is among the main reasons for such systems not being ubiquitously
available. This paper presents an indoor localization approach which can easily be
set up by everyone as it neither requires technical nor environmental knowledge. It is
based on a localization library for mobile phones and a cloud-based machine learn-
ing service for scene analysis. Although this combination seems promising, a first
evaluation shows that this approach failed to live up to expectations.
1 Introduction
Nowadays, mobile phones are accompanying us everywhere. Being well equipped with
powerful hardware and communication capabilities, several sensors and sophisticated ap-
plications, they have already become personal assistants in our everyday live. And due
to the ability to sense their context, especially the current location, their functionality can
be even more enhanced by accessing context-based services, which provide appropriate
information at the right place and time. Nevertheless, determining the current location is
still challenging. Being outdoor, one normally uses GPS to do so which is quite accu-
rate, but energy exhausting. An affordable alternative is to use cell towers or Wifiaccess
points. While the former is only useful for coarse-grained localization, the latter requires
extensive information about reference points [Ku¨p05].
As a consequence, setting up a localization system from scratch requires a lot of know-
ledge and experience in order to choose the best technique and an appropriate localization
algorithm. Moreover, a preparation phase is mandatory to gather information about avail-
able access points and their signal propagation schemes. This information is afterwards
used by localization algorithms to determine a client’s location. Executing such algorithms
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locally on the client’s device requires all such information to be stored on the device and
to be updated regularly. As an alternative, a supporting infrastructure could be maintained
which not only manages the reference information, but also executes the localization al-
gorithms. In this case, clients just need to send a localization request containing locally
sensed signal strength data to a server which in turn responds with the client’s location or
which uses the data to provide a location-based service.
This question of where to put the functionality is also known as the mobile dilemma
[Fuc05]. As reference information can be quite voluminous and localization algorithms
often have a high runtime complexity, it is argued that an infrastructure-based approach is
preferable. But this yields another problem: scalability. Depending on the extent of the
area (i.e. the number of access points) and the number of clients, the infrastructure may
temporarily (e.g. at daytime) be faced with high loads. Hence the supporting infrastructure
needs to scale quite well, ideally dynamically depending on the current needs.
Summarized, setting up an (indoor) localization infrastructure is not a trivial task and re-
quires a lot of knowledge, experience and resources. Several companies (e.g. Google,
Microsoft, Skyhook, etc.) already started to offer appropriate solutions, but only recently
these companies also focused on localization within (public) buildings like shopping malls,
airports, or libraries. Following the example of Open Street Map1, our vision is to let the
community be responsible for collecting all required reference information for localiza-
tion within indoor areas. By using public cloud infrastructures to process this reference
information as well as localization requests, the approach allows to set up a distributed,
self-determined and easy-to-use localization infrastructure. Moreover, the approach ab-
stracts from specific localization algorithms and their suitability for only certain (indoor)
environments. Following a data-centric view, we make use of ensemble machine learning
techniques using multiple classifiers to choose an algorithm which best fits the training
data. Our solution contrasts other approaches in that it is based on a machine learning
blackbox residing in a public cloud infrastructure, hence minimizing the effort and cost
to set up and maintain a localization infrastructure for everyone. Moreover, we present a
prototypical implementation of a localization library for Android devices used as the basis
for two applications: one for collecting necessary reference information and to train the
algorithms residing in the cloud and the other application for navigating in indoor envi-
ronments which is used in our evaluation.
The rest of the paper is structured as follows: Section 2 presents basic fundamentals about
localization techniques, machine learning and cloud infrastructures. In Section 3 a set of
requirements is inferred from an application scenario. Based on these, Section 4 introduces
our system design, whose prototypical implementation is presented in Section 5. The
results of our evaluation that has been conducted using the prototype are highlighted in
Section 6. Finally, Section 7 concludes the paper and gives our prospects for future work.
1http://wiki.openstreetmap.org/wiki/About (18. Sept. 2012)
22
2 Fundamentals
This section will detail the fundamentals necessary to understand the rest of this paper.
Section 2.1 covers indoor localization, machine learning techniques used for localization
are surveyed in Section 2.2 and cloud infrastructure essentials are presented in Section 2.3.
2.1 Indoor Localization
Throughout the last years, several localization techniques have come up in academia as
well as in commercial products. Most of these rely on an arbitrary signal emitter, a cor-
responding receiver, some kind of algorithm to calculate the current location and some
approaches also rely on additional infrastructure components. Existing localization prin-
ciples fall into one of three different classes [Ku¨p05, LDBL07, HB01]:
Triangulation This class of algorithms makes use of either lateration or angulation tech-
niques. Lateration tries to estimate the current location by measuring the distance to
a set of reference points. For this purpose, either the time-of-fl ight or the attenuation
of a signal’s strength is used as an indicator for the distance. Angulation in contrast
makes use of the angle in which signals are received from two or more reference
points to estimate the current location.
Scene Analysis A scene is uniquely represented by a set of features (e.g. physical prop-
erties such as the signal strength of radio waves emitted by a number of senders)
called a fi ngerprint. By observing these properties at a certain location and compar-
ing these with a reference set, an estimation of the current location is possible.
Proximity By sensing a unique feature of the environment, one can conclude to be near
a certain location. For example, when receiving a cellular network base station
beacon, one can infer the coarse relative location.
Dead Reckoning Using only locally available information such as orientation and speed
dead reckoning techniques try to estimate the current location relative to the last
known location.
All of these techniques differ with respect to certain performance metrics [LDBL07]: ac-
curacy, precision, complexity, robustness, scalability, and cost. Therefore, it depends on
the application domain which technique is best used under given conditions. Because of
the ubiquitous infrastructure the most popular techniques for localization are nowadays
based on GPS satellites, GSM/CDMA cellular networks and Wifibase stations. But when
it comes to indoor localization, GPS cannot be used because a direct line of sight with the
satellites is required and cellular networks only allow for coarse-grained location estima-
tion [Ku¨p05]. As a consequence, most approaches to indoor localization rely on the Wifi
technology. But there is no common consensus about which localization principle and
algorithms are best suited. Because lateration and angulation techniques are infl uenced by
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signal attenuation and multipath effects [BB05, PL05], fingerprinting is often used espe-
cially for indoor scenarios. In the literature, several fingerprinting algorithms are proposed
(see e.g. [LDBL07] for a survey). Some of which rely on an explicit derivation of the
functional relationship between the actual position and the raw measurements. But due to
the complexity of radio wave propagation schemes, especially indoor, such a relationship
is difficult to formulate.
Brunato and Battiti argue that statistic/probabilistic methods should perform best, as these
try to derive the unknown functional dependency between the actual position and the
sensed features of a scene (i.e. received signal strength from several different access
points) [BB05]. Moreover, such methods avoid modelling the signal propagation, which is
quite difficult especially in indoor scenarios where propagation suffers from multipath ef-
fects and shadowing [LDBL07]. For the statistic/probabilistic methods to be used in scene
analysis a set of reference measurements has to be collected which is afterwards used to
generalize so called fi ngerprints, i.e. to find patterns in the concrete reference samples
which are later compared with actual localization measurements. In the following, the
basic principle of these methods is roughly sketched.
2.2 Machine Learning Techniques
Machine learning includes a number of statistic/probabilistic methods used to classify
samples with dependent and independent variables. The main motivation is that data sets
may be quite large and the interrelationship of variables is a priori unknown, so that it is
difficult to find a (complex) pattern within samples of the data set. Hence, the initial task
is to create a generalization, i.e. to identify a set of classes, in which all members have
something in common. Such a generalization is also called a classifi cation model and may
afterwards be used to classify a previously unseen sample [Mar09].
Machine learning, in particular classification, can also be used for localization [RMT+02].
In this case, the classification model holds a set of classes based on reference signal
strength indicators (RSSI) which have been recorded to train the algorithms. The task
would be to classify the user’s current location on the basis of all currently received RSSI.
A location’s class would be a label that uniquely represents the location. For this to
work, a radio map is initially required. Such a map represents a set of reference mea-
surements (samples) at certain points in the area where localization shall take place later
on [HPALP09]. A sample is an (n+ 1)-dimensional vector containing n attributes repre-
senting the RSSI values and one label for the location. This reference radio map is then
used to train an algorithm in order to build a classification model. After this model is
trained it is able to classify an unseen sample, i.e. to name the location where this sample
has been taken.
A multitude of different machine learning algorithms which can be used for location learn-
ing and localization exists. In the literature, some of the most prominent methods are
(Weighted-)k-Nearest-Neighbours, Support Vector Machines, Bayesian Modelling, Deci-
sion Trees, Neural Networks, etc. It is out of the scope of this paper to detail these meth-
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ods, but surveys and further references can be found e.g. in [Mar09, MD07, AAH+09,
LDBL07, BB05]. Moreover, in order to enhance localization accuracy, additional filter
algorithms, e.g. Bayes or Kalman filters which take the last measurements into account
may also be applied [HPALP09].
Given the multitude of algorithms it is difficult to choose one which is appropriate for a
given localization scenario. Therefore, so called ensemble learning algorithms are sug-
gested, which combine a number of classification models to achieve more accurate results
[AAH+09]. This approach will be further explained in Section 4.2.
2.3 Cloud Computing
In order to offer some kind of service one has to provide appropriate computing, stor-
age, and networking resources. Traditionally, a server had to be deployed somewhere in
the backend serving the requests of clients. With increasing demands new hardware or
additional machines were manually added, whereas attention had to be paid to even be
prepared for temporary peak loads. The cloud computing paradigm tries to ease the issue
of dynamic resource requirements by abstracting from the real infrastructure. Using vir-
tualization techniques a server may easily be up- and downgraded and additional servers
may be deployed right away. This way, the infrastructure can instantly be adapted to the
current needs.
One has to distinguish between three different models of computing clouds [BBG11]:
IaaS Infrastructure as a Service allows to administrate the infrastructure at the hardware
level. It is up to the user to deploy necessary applications and services as well as to
start, stop, upgrade or downgrade server instances.
PaaS With Platform as a Service the user only provides the applications and services
while the infrastructure is automatically managed.
SaaS Software as a Service is the most abstract view. In this case, a complete application
or software suite is offered by the cloud and the user cannot infl uence the underlying
infrastructure at all.
Additionally, one has to distinguish between private and public clouds. While the former is
used within organizations to abstract from their own IT-infrastructure, the latter is open to
everyone. Several companies already offer any of the above cloud models, further details
can be found e.g. in [BBG11].
In the next section, the requirements for localization using cloud-based machine learning
techniques are further detailed.
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3 Requirements Analysis
Before our system design is finally presented in Section 4 a requirements analysis based
on an application scenario is conducted in this section.
Application Scenario In a university’s library it is often difficult to find the books or
magazines one is looking for. Several reading rooms equipped with hundreds of shelves
full of books hinder orientation significantly. The library already introduced a sophis-
ticated schema for book signatures, labelled all shelves, and implemented a Web-based
search, but still students get lost. As a consequence, the librarians decided to set up a
localization system that allows students to navigate to the books they are looking for using
their mobile phone.
For this purpose, reference information about available Wifiaccess points as well as sig-
nal propagation has to be collected. Moreover, a server on which the localization algo-
rithms can be trained and which takes localization requests from the students and guests
is required. But none of the librarians is familiar with localization techniques and the
university’s network infrastructure hinders mobile devices from accessing private network
services.
Inferred Requirements In order to create a radio map of the area of interest reference
information needs to be collected. For this purpose, someone needs to take signal strength
samples at certain positions and label the locations. An appropriate application running on
a mobile device to support the user performing this task should serve this purpose best.
The next step is to train the localization algorithm. As knowledge about such techniques
should not be essential, the choice for a certain algorithm should not be in responsibility
of the librarians, but rather solely depend on the collected data.
As the signal propagation scheme may change throughout time, it should be possible to
update the model resulting from the training process. This can be done either explicitly by
the librarians or during normal operation using the requests issued by the users themselves.
Mobile devices shall be unburdened from computational and storage requirements as much
as possible. The localization service shall be provisioned by a server in the infrastructure.
This saves energy of the mobile devices and besides it also simplifies the management of
model updates, because updated classification models do not need to be distributed to all
users.
No dedicated infrastructure components shall be required except a way to communicate
over some network with the server. Even the server itself shall not necessarily need to be
provided by the library, but can instead reside somewhere in the Internet for public use. As
it is incalculable if the users accept and use the localization service, the cost for running and
maintaining the server shall be kept to a minimum. Moreover, the management of quality
of service requirements like availability and scalability shall not be in responsibility of the
librarians.
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The user’s privacy shall be respected. Given that the librarians and the server operator are
independent parties, neither of these shall be able to localize users, i.e. the final localization
step - the mapping of a symbolic label to a concrete location - needs to be done by the
client.
Summarized, the librarians require an easy way to collect all the reference information
without prior knowledge of the environment as well as an independent computing infras-
tructure, which is easy to set up and maintain and which is ideally paid for on a per-use
basis to keep costs to a minimum. In the following section, our approach to realize such
an application scenario is presented.
4 System Design
In this section, the overall system design is presented. Starting with a bird’s-eye view
on the system in Section 4.1, the cloud-based machine learning solution is presented in
Section 4.2. Afterwards, the data model to be used by the machine learning algorithms is
presented in Section 4.3. Section 4.4 introduces the client-side localization library used for
collecting and transmitting reference information as well as issuing localization requests
and validating results.
4.1 System Overview
The overall system overview is depicted in Figure 1. All the reference information are
collected by a user and the resulting radio map is transmitted to a cloud storage. This
storage may additionally be used to store further meta information like maps, points of
interest, etc., but this is beyond the scope of this paper. The machine learning algorithms,
residing in the cloud as well, access the storage to start training their models. After training
has been finalized other users may issue localization requests containing a sample of the
received signal strengths from all access points. The machine learning algorithms classify
the sample and return the initially assigned label of the user’s current location.
4.2 Machine Learning Blackbox
As already mentioned in Section 2, multiple localization methods exist, but only some are
suitable also for indoor environments. Wifi-based localization represents the best choice
for most application domains as it offers a good trade-off between infrastructure, resource
and runtime requirements. A detailed comparison of indoor-relevant methods, regarding
operational and installation efforts, can be found in [Gle12]. Extensive research during the
last decades resulted in a multitude of techniques for determining the users’ location with
an accuracy of only a few meters. In particular, fingerprinting techniques are often used













Figure 1: System Overview
functional dependency on the basis of observations” ’ [BB05]. Well known representatives
are e.g. Neural Networks, Bayesian modelling and Support Vector Machines, but it is still
discussed which of these are ideally used for localization under certain conditions.
As prior knowledge about the environment shall not be required, one cannot say which
algorithm will perform best. Ideally, a whole set of different algorithms is trained concur-
rently using the reference information. The algorithm with the best classification perfor-
mance is then chosen for later use. Depending on the amount of reference information,
training several algorithms is very resource intensive and time consuming. In contrast,
handling a localization request is computationally negligible, which is one of the reasons
why scalable and elastic cloud infrastructures are well suited for these tasks.
From a user’s perspective, the algorithm suite can be seen as a blackbox. What happens
inside the box, which algorithms are used and what data format is required, is neither of
interest for the one collecting the reference information, nor the one issuing a localization
request. The only requirement is a well-defined interface which allows for i) transmission
of reference information, ii) training and iii) updating of classification models as well as
iv) requesting a location.
4.3 Data Model
As part of the blackbox interface a uniform data model is required. The design of the data
model is essential for the ability to correctly classify samples2. In Section 2.2 a sample
has been defined as an (n+1)-dimensional vector with n attributes representing the RSSI
values and one label for the location. A radio map is an m-dimensional vector containing
m samples. While the order of the samples within the radio map is irrelevant, the order of
attributes within one sample is important, because to ensure, that the previously mentioned
privacy aspects are met, there does not exist an explicit mapping from the unique access
point identifier (so called Basic Service Set Identifi cation, BSSID) to the measured signal
strength received from that access point. Table 1 depicts the final data model.
2A discussion about different models can be found in [Gle12]
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BSSID 1 BSSID 2 BSSID 3 BSSID 4 BSSID 5
” ‘Room A1” ’ -100 -100 -95 -61 -37
” ‘Room A2” ’ -100 -100 -75 -100 -76
” ‘Room A3” ’ -85 -64 -100 -100 -100
” ‘Room A4” ’ -93 -100 -83 -42 -100
Table 1: Data model to be used for classification [Gle12]
The first row containing the BSSIDs does not belong to the data model, it is only shown
to ease understanding. Important to note is, that for every access point, that has been seen
while collecting the reference information, an attribute has to be present in each sample. If
at one location an access point is not visible, instead of using the received signal strength
a constant (e.g. -100) representing a very low RSSI needs to be inserted [RMT+02].
Summarized, a sample is represented as an ordered vector of attributes representing the
RSSI from all access points as well as a label denoting the location. A radio map used
to train the machine learning algorithms is an unordered vector of an arbitrary number of
samples. Of course, when a user requests a location by sending a sample to the localization
service, the label is omitted.
4.4 Client Component Architecture
On the client side, two main tasks can be identified: i) collecting reference information and
transmitting the information to the machine learning blackbox and ii) sending a request to
the localization service. The former task needs to be initially done by some user before
the localization can take place. For this purpose, the user has to take samples at certain
locations within the area of interest. In a library for example, samples could be taken at
the beginning and end of each shelf. At each location several measurements need to be
taken. Thereby, multiple measurements can be combined in one sample, e.g. by calculat-
ing an average, and multiple samples per location are useful when training the algorithms
later on. Moreover, the user needs to be prompted to provide a symbolic name for the
location at which the samples are taken, e.g. ” ‘Shelf Bio A-L” ’. If this is done for all
locations of interest, the reference information is complete and can be transmitted to the
machine learning blackbox, where the training starts subsequently. This task can easily be
supported by a mobile application, which aids the user (see Section 5).
The other main task that needs to be supported is accessing the localization service. From
time to time, users may issue a localization request which is answered with the location’s
label. This information can be used in various ways and it depends on the concrete appli-
cation how this information is further processed. A navigation application could display
a pin on a map and guide the way to some target location. Or in the watchman domain
it might just be necessary to create a log entry that proofs that the watchman visited the
location at some point in time. Due to the multitude of possible applications the access to
the localization service needs to be encapsulated in some independent module which can
be easily integrated in arbitrary applications.
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Localization Plausibility The localization result represents a discrete location, because
we use symbolic labels and classify samples3. From time to time, wrong classifications
must be expected either because the environmental conditions changed or because the
classification algorithms could not correctly classify a given sample. But depending on
the distance between the reference points, a misclassification can result in sudden location
changes of several meters which needs to be avoided.
Therefore, the results received from the localization service should be validated on the
client-side. For this purpose, we make additional use of dead reckoning techniques. Using
the compass and the accelerometer, a client-side localization component tries to keep track
of the client’s orientation and movement. Dead reckoning itself is quite inaccurate due to
inherent sensor deviations and cumulated errors, but it helps to determine the feasibility of
a result received from the localization service. If validation fails a new localization request
has to be performed.
Component Interplay Figure 2 depicts the main responsibilities of our client-side local-
ization module. The GUI/Application does not belong to the module, although we realized
several to help collecting the reference information and to display the location on a map.
In general, the first step (1) is a localization request by the application. The Wifi Manager
takes several measurements and (2) dispatches these to the Data Manager where they can
be aggregated and filtered before they are encoded and (3) further dispatched to the Net-
work Manager. This component (4) interacts with the Localization Service and exchanges
samples and location information. Upon (5) receiving a location response, the Sensor-
based Localization, which continuously keeps track of the user’s motion and orientation,
additionally (6) dispatches its own location estimate to the data manager. Finally, the lo-
calization estimates resulting from the classification as well as from the local sensors are
(7) handed back to the application, which is then responsible for the further processing,
e.g. to check the plausibility of the estimate. Because this last aspect relies on domain
information as the location label has to be interpreted, it currently cannot be done by the
localization module.











Figure 2: Client Component Interplay
3Besides classification also regression techniques could be used. Only the data model must be slightly adapted
to not hold a symbolic name as a label, but some numeric value. In this case, the answer would not contain a
discrete class label, but a numeric value which is based on the closeness to existing reference samples.
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5 Prototypical Implementation
Following the design presented in the last section, we realized a prototypical implemen-
tation of the localization library for the Android platform. Additionally, based on this
library an application for collecting reference information as well as a simple navigation
application have been implemented. Figure 3 depicts screenshots of both applications.
The implementation is straight-forward as the main logic for localization resides in the
machine learning blackbox. Details about the implementation can be found in [Gle12].System Design
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Figure 3: Application for Collecting Reference Information (left) and Navigation (right) [Gle12]
To the best of our knowledge, there is only one provider for machine learning in an SaaS-
cloud, namely Google Prediction (v1.4) [Goo12]. Google Prediction is a blackbox con-
taining several different machine learning algorithms which are all trained during the of-
fl ine phase in which formerly measured reference points are learned. The performance
of each algorithm is then evaluated using a training data subset and the best algorithm is
finally chosen for the online phase in which users issue localization requests. It is also pos-
sible to update the classification model so that environmental changes can be accounted
for. The service is accessed using a REST-based API. By exchanging JSON-encoded
messages the protocol overhead is minimized which is particularly suitable for mobile
communication.
To this end, our goal to ease the setup of a localization solution is attained: a lightweight
client-side implementation for taking samples and accessing the remote localization ser-
vice has been realized. On the service-side, no dedicated hardware has to be acquired and
no additional software is necessary. Also, besides initially collecting reference informa-
tion no prior knowledge about either localization techniques or environmental conditions
is required. Moreover, using a 3rd-party cloud infrastructure solves several non-functional
requirements like high availability, scalability, etc. and if meaningless symbolic labels are
used for locations the user’s privacy is taken adequately into account.
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6 Evaluation
Although our research is still in progress the first evaluations failed to live up to expecta-
tions, because the most important requirement, namely correctness, is not met. We con-
ducted two evaluations: i) on one level within an office building and ii) in a library (see
Figure 4). In the office building a fl oor connects 28 rooms of different sizes. Cumulated
79 different access points (partly virtual) were visible throughout the whole fl oor. We col-
lected reference information at 50 different locations at the fl oor as well as in the rooms. At
each location 50 samples were taken within one day. The resulting radio map with which
we trained the machine learning algorithms thus holds 2,500 samples, each containing 80
features representing the RSSIs of the all access points as well as a label. The library
setting differs slightly: only 45 access points (partly virtual) were visible, but we took 150
reference measurements at 24 different locations each distributed evenly over three days.
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Figure 4: Overview of the two Field Test Areas: Office Floor (left) and Library (right) [Gle12]
After training the machine learning algorithms we used three different input sets for local-
ization requests: i) 50 randomly picked samples of the reference set, ii) an average over
all 50 reference samples for each location and iii) live data we collected afterwards.
6.1 Results
Localization using samples from the first test set were always classified correctly. The
same holds for all samples from the second test set in the office settings. The results for
the third test set are depicted in Figure 5. The diagram shows the localization correctness
of all locations in the office field test, subdivided into fl oor and room locations. At five
fl oor (23 % of all fl oor locations) and seven (25 %) room locations the machine learning
blackbox was not able to output any correct classification. At eleven (50 %) different
fl oor and nine (32 %) room locations, at least up to 70% of our localization requests were
correctly answered which is still bad. At three fl oor and seven room locations we were in
71%-90% correctly localized and at only three fl oor locations and five room locations the
results were nearly always correct. The diagram also clearly shows a significant difference
between fl oor and room locations: as there were no obstacles between the measurement
points at the fl oor that could infl uence radio wave propagation it is much harder to correctly
classify such locations due to similar RSSI values at each location.
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Figure 5: Correctness of Localization in the Office Setting
In the library setting we were not able to correctly localize ourselves at all. While samples
from the reference set were always correctly classified, any change in one of the features
resulted in the same wrong location. The localization correctness in this setting converges
to 0 % for the second and third input set. Although we re-validated the experiment and used
different sizes and samples of our overall reference set, correctness did not increase. And
due to all machine learning algorithms residing in a black box debugging is not possible.
7 Conclusion and Future Work
The necessity of indoor localization solutions that could easily be set up and used by every-
one is undoubtful. Our approach towards realizing such a solution includes a lightweight
localization library to be used by client applications on mobile devices and a public cloud-
based localization service which is represented by a machine learning blackbox. This
combination allows to easily set up a localization system with neither prior knowledge of
the environment nor any special technical knowledge. Moreover, several non-functional
requirements such as scalability, minimized costs and privacy issues are adequately ful-
filled by the cloud infrastructure.
An evaluation evidenced that setting up a localization system using our prototypical client
application for collecting reference information and triggering the machine learning algo-
rithms is indeed very easy. But the evaluation also revealed that our approach using the
only publicly available cloud-based machine learning service, namely Google Prediction,
for location learning does not yield accurate results at all.
Therefore, our prospects for future work focus on exchanging the SaaS-based machine
learning blackbox with more suitable solutions. In particular, this involves moving exist-
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Abstract: In dieser Arbeit wird die Nutzung eines Bayes-Filters zur Verbesserung der Lokalisierungsgenauigkeit
fu¨r den Anwendungsfall der Mehrsystem-Satellitennavigation vorgeschlagen. Dazu wird ein konkreter Bayes-
Filter unter Zuhilfenahme von physikalischen Modellen implementiert und in einem statischen sowie dynami-
schen Szenario mit einem klassischen Lokalisierungsalgorithmus verglichen. Es kann gezeigt werden, dass das
Bayes-Filter konventionellen Verfahren u¨berlegen ist und gleichzeitig Anwendung in anderen Gebieten erlaubt.
1 Einfu¨hrung
Fu¨r aktuelle Anwendungen, z.B. im Bereich der Standortbezogenen Dienste, ist eine genaue und zuverla¨ssige Lo-
kalisierung von groß er Bedeutung. Die Positionslo¨sung (auch GNSS-Fix genannt) soll dabei vorzugsweise stabil
und kontinuierlich zur Verfu¨gung stehen und Messunsicherheiten der Sensorwerte korrekt behandeln. Weiterhin
ist es oft notwendig, dass auch aus der Position abgeleitete Gro¨ß en, wie z.B. die Geschwindigkeit und die Ausrich-
tung, angeben werden ko¨nnen. Die in dieser Arbeitet betrachtete satellitengestu¨tzte Lokalisierung, die normaler-
weise ohne externes Zusatzwissen zu einer Positionslo¨sung kommt, erfu¨llt diese Anforderungen allerdings oft nur
unzureichend.
Durch die Hinzunahme eines Bayes-Filters1 ist es prinzipiell mo¨glich, oben genannte Anforderungen zu erfu¨llen.
Ein Bayes-Filter ist in der Lage, asynchrone und unsichere Messungen von heterogenen Sensoren zu nutzen und
stellt somit eine generische Mo¨glichkeit zur Sensordatenfusion bereit. Durch die zusa¨tzliche Einbindung von Mo-
dellwissen, das den beobachteten physikalischen Prozess statistisch beschreibt, ko¨nnen auch nicht direkt beobacht-
bare Zustandsgro¨ß en angegeben und kurzzeitige Aussagen u¨ber die Entwicklung des Systems in der Zukunft (oft
als Zustandspra¨diktion bezeichnet) getroffen werden.
Der Fokus in diesem Paper liegt vorwiegend in der Beurteilung der Verbesserung der Positionierung mit einem
Bayes-Filter gegenu¨ber dem Least-Square-Verfahren. Abbildung 1 zeigt die prinzipelle Arbeitsweise eines Filters






T [xˆ, yˆ, υˆx, υˆy]
T
Abbildung 1: Blackbox-Modell eines Bayes-Filters mit der grundlegenden Verfahrensweise. Das Filter bekommt Sensormes-
sungen als Eingangsgro¨ße n und liefert Scha¨tzungen u¨ber verschiedene Zusta¨nde als Ausgangsgro¨ß en. Dargestellt sind als Ein-
gangsgro¨ße n die kartesischen Koordinaten x und y gezeigt. Als Ausgangsgro¨ß en liefert das Filter eine Scha¨tzung ebenfalls zu
diesen Koordinaten und zusa¨tzlich eine Scha¨tzung zur Geschwindigkeit in x und y.
1Ein bayessches Filter ist ein Verfahren zur statistischen Zustandsscha¨tzung.
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2 Stand der Technik & A¨hnliche Arbeiten
In der Literatur finden sich unterschiedliche Ansa¨tze zur Nutzung von mehr als einem globalen Satellitennavigati-
onssystem (GNSS). Neben der Nutzung eines Partikel-Filters in [NDM08] findet sich auch die Verwendung eines
Kalman-Filters in [DTDC08]. Durch die wachsende Anzahl an Satellitensystemen (neben GPS und GLONASS
irgendwann auch GALILEO usw.) kam nach und nach die Bestrebung auch mehr als ein Satellitensystem zur Po-
sitionierung zu verwenden. Damit einhergehend soll die Positionslo¨sung dementsprechend verbessert werden. In
[Mat11] wird sich mit der Nutzung von mehr als einem Satellitensystem bescha¨ftigt. Neben der Verwendung einer
berechneten Positionslo¨sung als Eingangsgro¨ß e fu¨r einen Filter, ko¨nnten weitere Sensoren, wie in [DNV+09], als
Input genutzt werden. In [RAG04] und [Can11] wird auf die Verwendung von Filtern mit den gu¨nstigen Eigen-
schaften zur Verarbeitung von Signalen ausfu¨hrlich eingegangen.
3 Grundlagen
3.1 GNSS Positionierung
Die Positionierung mit einem GNSS erfolgt u¨ber eine indirekte Entfernungsbestimmung zwischen einem Empfa¨nger
und einem Satelliten. Die Entfernung, vorzugsweise auch Pseudoentfernung genannt, wird u¨ber das Messen der
Signallaufzeit – Time of arrival (TOA) – zwischen der Antenne des Empfa¨ngers und eines Satelliten indirekt
bestimmt. Fu¨r eine Positionierung im Raum werden drei zeitsynchrone Messungen zu drei unterschiedlichen Sa-
telliten beno¨tigt. Durch die Verwendung der Signallaufzeit und der nicht synchronisierten Uhren der Satelliten und
des Empfa¨ngers existiert ein unbekannter Uhrzeitenfehler, der in jeder Messung enthalten ist. Um diesen Fehler
zu bereinigen wird eine weitere Messung zu einem Satelliten beno¨tigt, wodurch im Minimum vier zeitsynchrone
Messungen fu¨r eine 3D-Positionierung erforderlich sind.
Eine Pseudoentfernung ρ la¨sst sich in Anlehnung an [KH06] wie folgt modellieren:
ρ = r + c(dt− dT ) + de (1)
In der gegebenen Gleichung ist c die Lichtgeschwindigkeit und r die wahre Entfernung zwischen dem Empfa¨nger
und dem Satelliten. Der Satellitenuhrzeitfehler dT eines Satelliten wird u¨ber die Navigationsnachrichten des jewei-
ligen Satelliten mit u¨bertragen. Der Empfa¨ngeruhrzeitfehler dt ist unbekannt. Zusa¨tzlich existieren weitere Fehler,
wie Ionospha¨ren-, Tropospha¨ren, Ephemeriden- oder Mehrwegefehler usw., welche vorliegend zu de zusammen-
gefasst sind.
Bei einer Verfu¨gbarkeit von mindestens vier Satelliten kann der Empfa¨ngerzustand
xreceiver =
(
x y z dt
)T
(2)
mit einem Least-Squares-Algorithmus oder auch mit einem Bayes-Filter, zum Beispiel einem Kalman-Filter, be-
rechnet werden. Wobei x, y, z die Empfa¨ngerposition in Earth-Centered, Earth-Fixed (ECEF) Koordinaten be-
schreibt und dt den Empfa¨ngeruhrzeitfehler.
3.2 Mehrsystem GNSS Positionierung
Neben dem amerikanischen GPS steht mit dem russischen GLONASS noch ein weiteres GNSS zur Positionierung
zur Verfu¨gung. GLONASS ist gleichwertig zum GPS und ebenfalls weltweit verfu¨gbar. Beide Systeme ko¨nnen fu¨r
eine gemeinsame Positionierung verwendet und abstrakt gesehen als ein GNSS verwendet werden. Wenn beide Sa-
tellitensysteme verwendet werden, ergibt sich neben dem Empfa¨ngeruhrzeitfehler fu¨r GPS (dtGPS) ein zusa¨tzlicher
Uhrzeitfehlers des Empfa¨ngers fu¨r GLONASS (dtGLONASS). Der Empfa¨ngerzustand wird somit zu
xreceiver =
(




erweitert. Dadurch wird fu¨r eine 3D-Positionierung mit beiden Satellitensystemen eine Mindestanzahl von fu¨nf
Satelliten erforderlich. Auf dieses Problem des zusa¨tzlichen Satelliten wird in [JT09] na¨her eingegangen und in
[XLX11] werden dafu¨r zwei Lo¨sungen vorgestellt.
4 Bayes-Filter
Die Verwendung von Filtern – im linearen Fall oft als Kalman-Filter [JU04] umgesetzt – ermo¨glicht die Pra¨diktion
von Systemzusta¨nden in die Zukunft durch Zuhilfenahme von Modellwissen. In Abha¨ngigkeit der verfu¨gbaren
Sensoren, der gewu¨nschten Ausgabegro¨ß en und dem gegebenen Anwendungsfall gibt es unterschiedliche Imple-
mentierungsmo¨glichkeiten. In [SAO+11] wird bspw. auf eine Klasse von relevanten Bewegungsmodellen fu¨r die
Fahrzeuglokalisierung na¨her eingegangen.
Ein Bayes-Filter ist ein rekursiver Scha¨tzer, der anhand des letzten Zustands mit Modellwissen in die Zukunft
pra¨diziert. Im vorligenden Paper werden das Constant Position (CP) und das Constant Velocity-Modell (CV) unter
Beachtung der Satellitensysteme GPS und GLONASS sowohl fu¨r ein statisches als auch ein dynamisches Sze-
nario untersucht und evaluiert. Das Filter ist dabei als loosly-coupled implementiert, womit das Filter nur ganze
Positionslo¨sungen als Eingangsgro¨ß e verarbeiten kann.
4.1 Fahrzeugbewegungsmodell
Durch die Verwendung von Fahrzeugen als Testobjekte werden die vorliegenden Bewegungsmodelle auch als
Fahrzeugbewegungsmodelle bezeichnet. Sie beschreiben entsprechend der gewu¨nschten Implementierung physi-
kalische Bedingungen an ein Fahrzeug. In [SAO+11] wird eine systematische U¨bersicht u¨ber unterschiedliche
Bewegungsmodelle gegeben. Zusammen mit einem Bayes-Filter kann das Bewegungsmodell zum Stabilisieren
und Gla¨tten einer GNSS-Positionslo¨sung verwendet werden. Ein wesentlicher Vorteil des Filters ist die Pra¨diktion
von Zusta¨nden in die Zukunft, womit kurze Ausfa¨lle wie bspw. im urbanen Gebiet durch die Einschra¨nkung der
Sichtbarkeit zu den Satelliten u¨berbru¨ckt werden ko¨nnen.
Im vorliegenden Paper werden zwei Bewegungsmodelle verwendet, zum einen Constant Position (CP) und zum
anderen Constant Velocity (CV). Auf beide Modelle wird nachfolgend eingegangen.
Als einfaches Modell dient das Constant Position-Bewegungsmodell. Dieses besitzt den Zustandsraum
CP~x = (x y)T, (4)
wobei x und y die kartesischen Koordinaten einer zweidimensionalen Position (als UTM-Koordinaten) beschreibt.
Der Zustandsu¨bergang vom Zeitpunkt k zum Zeitpunkt k + 1 ergibt sich bei diesem Modell nach
~xk+1 = ~xk. (5)
Das zweite Bewegungsmodell ist das Constant Velocity-Modell. Bei diesem Modell wird der Zustandsraum
CV~x = (x y ϑ υ)T (6)
um die Ausrichtung ϑ und die Geschwindigkeit υ erweitert. Der Zustandsu¨bergang a¨ndert sich entsprechend des
erweiterten Zustandsraumes zu







Tk der Zeit zwischen k und k+1 entspricht.
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4.2 Sensormodell
A¨hnlich den Bewegungsmodellen existieren eine Vielzahl unterschiedlicher Sensormodelle, die eine Transforma-
tion vom Zustandsraum in den Messraum abbilden. In diesem Paper werden ausschließ lich Sensoren verwendet,
die eine direkte Beobachtung der Elemente des Zustandsvektors ermo¨glichen. Diese sind die Positionsdaten, wo-
hingegen Odometriedaten nicht verfiltert werden.
5 Implementierung
Als konkrete Implementierung des Bayes-Filter wurde ein Unscentend Kalman Filter (UKF) [JU04] verwendet.
Dieser beschreibt eine Weiterentwicklung des Kalman Filter [vdM04] und ist fu¨r nichtlineare Probleme, wie es bei
dem vorliegen Constant Velocity-Modell der Fall ist, besser geeignet. Neben einem einstellbaren Prozessrauschen
fu¨r die Ausrichtung ϑ und die Geschwindigkeit υ – wird zur Pra¨diktion vin Zusta¨nden erforderlich – erwartet der
der UKF die Angabe von Skalierungsparametern (α, β, κ), welche in Tabelle 1 aufgefu¨hrt sind. Zusa¨tzlich hat sich
bei den Messdaten eine Standardabweichung des Prozessrauschens der Geschwindigkeit (συ) von 5,0 m/s und eine
Standardabweichung des Prozessrauschens der Ausrichtung (σϑ) von 0,6 rad/s als empfehlenswert herausgestellt.
Tabelle 1: Verwendete UKF-Parameter, die fu¨r den Betrieb des Filters beno¨tigt werden
Parameter Beschreibung Wert
συ Standardabweichung des Prozessrauschens der Geschwindigkeit 5,0 m/s
σϑ Standardabweichung des Prozessrauschens der Ausrichtung 0,6 rad/s
α Skalierungsparameter Alpha 0,001
β Skalierungsparameter Beta 2
κ Skalierungsparameter Kappa 0
6 Evaluationsmethodik
6.1 Sensor Konfi guration
Zur Aufnahme der Messdaten wurde das Testfahrzeug Carai [SRM+10] verwendet. Der Carai ist mit einem No-
vAtel OEMV GNSS Receiver ausgestattet, welcher sowohl die Ausgabe von GPS- wie auch von GLONASS-
Messrohdaten unterstu¨tzt. Die Pseudoentfernungen von beiden Systemen sind mit 10 Hz aufgenommen wurden.
Zum Vergleich der eigenen algorithmischen Lo¨sung wird eine hochgenaue Referenztrajektorie beno¨tigt. Dafu¨r
wird ein NovAtel SPAN Receiver mit GNSS Positionierung und Inertial navigation system (INS) verwendet. Je-
ner besteht aus einem Zwei-Frequenz-Empfa¨nger sowie der Unterstu¨tzung fu¨r Real Time Kinematic (RTK). Zu-
sammen mit der Honeywell HG1700 inertial measurement unit (IMU) ergibt das fu¨r die Referenztrajektorie eine
Genauigkeit im Zentimeterbereich.
6.2 Evaluationskriterien
Von Interesse ist zum Vergleich von unterschiedlichen Algorithmen jeweils die Abweichung zur Referenztrajek-
torie. Dabei hat sich der Root Mean Square Error (RMSE) als guter Vergleichswert erwiesen. Daneben ist die
Standardabweichung (σ, 2σ, 3σ) sowie die Einhaltung dieser durch den entsprechenden Algorithmus selber von
Bedeutung. Fu¨r das statische Szenario wurde der Fehler sowie das σ fu¨r jede Richtung angegeben.
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7 Quantitative Ergebnisse
Die beiden zu evaluierenden Modelle entsprechen jenen zu untersuchenden Szenarien. Zum einen werden die
Lo¨sungen mit Least-Squares gegenu¨ber dem Bayes-Filter mit dem CP-Modell fu¨r ein statisches Szenario un-
tersucht. Zum anderen werden die Lo¨sungen mit Least-Squares und des Bayes-Filter mit dem CV-Modell fu¨r
ein dynamisches Szenario gegenu¨ber gestellt. Beide Modelle entsprechen demnach mit ihren Eigenschaften dem
gewu¨nschten Szenario.
7.1 Statisches Szenario
Tabelle 2 zeigt die Ergebnisse fu¨r eine GNSS-Lokalisierung mit einer klassischen Least-Squares-Lo¨sung sowie
einem Bayes-Filter mit dem CP-Modell. Der Mittelwert des Positionsfehlers wird wie erwartet kaum verbessert,
die Standardabweichung wird jedoch erheblich verkleinert, d.h. das Bayes-Filter liefert eine verla¨sslichere Lo¨sung.
Tabelle 2: Vergleich der klassischen Least-Squares-Lo¨sung mit dem Ergebnis eines Bayes-Filters (CP-Modell) fu¨r ein statisches
Szenario unter der Annahme, dass die Fehler normalverteilt sind.
Algorithmus Fehler x [m] Fehler y [m] σ x [m] σ y [m]
Least-Squares −0,75 −2,14 0,90 0,79
Bayes (CP) −1,26 −1,77 0,24 0,18
7.2 Dynamisches Szenario
Als Einzelsystemempfang (nur ein Satellitensystem wird zur Positionierung verwendet) unter Nutzung des GPS
liefert das Bayes-Filter mit dem CV-Modell zufriedenstellende Ergebnisse. Abbildung 2 und 3 zeigen die 2D-
Positionsfehler inklusive der 3σ-Konfidenzintervalle fu¨r die Least-Squares-Lo¨sung und fu¨r das Bayes-Filter. Leicht
erkennbar ist die Verringerung der Standardabweichung unter Verwendung des Filters. Zusa¨tzlich passt sich die
Standardabweichung beim Filter dynamischer an, wohingegen sie bei der Least-Squares-Lo¨sung nur von der Sa-
tellitenkonstellation abha¨ngig ist und deshalb eher statisch wirkt.














Abbildung 2: Ergebnisse der Least-Squares-Lo¨sung unter Nutzung des Satellitensystems GPS
Neben der grafischen Darstellung in Abbildung 2 und 3 zeigen Tabelle 3 und 4 die Werte fu¨r den RMSE, die
prozentuale Anzahl an Fixe, wie die angegebenen σ-Konfidenzintervalle eingehalten werden und zusa¨tzlich die
Gro¨ß e der durchschnittlichen Standardabweichung σ. Tabelle 3 beinhaltet die Ergebnisse fu¨r ein Einzelsystem-
empfang und Tabelle 4 die Ergebnisse fu¨r Mehrsystemempfang. In beiden Fa¨llen unterscheiden sich der RMSE
kaum voneinander. Die durchschnittliche Standardabweichung wird beim Bayes-Filter erheblich herabgesenkt, al-
lerdings auf Kosten der Einhaltung der entsprechenden σ-Konfidenzintervalle. Dieser Effekt versta¨rkt sich unter
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Abbildung 3: Ergebnisse des Bayes-Filter unter Nutzung des Satellitensystems GPS
Verwendung von zwei GNSS-Systemen zusa¨tzlich, jedoch in diesen Fall auch bei der Least-Squares-Lo¨sung. Da
die Ergebnisse als Einzelsystemempfang mit GPS besser aussehen, ist in diesem Messabschnitt ein schlechterer
Empfang der GLONASS-Satelliten ein Grund fu¨r die Ergebnisse. Diese Effekte mu¨ssen in weiterfu¨hrenden Arbei-
ten genauer untersucht werden.
Tabelle 3: Vergleich der klassischen Least-Squares-Lo¨sung mit dem Ergebnis eines Bayes-Filters (CV-Modell) fu¨r ein dynami-
sches Szenario als Einzelsystemempfang unter der Annahme, dass die Fehler normalverteilt sind.
Algorithmus σ 2σ 3σ σ RMSE
Least-Squares 98,28 99,54 99,72 13,87 m 3,17 m
Bayes (CP) 18,56 86,03 99,12 6,76 m 3,19 m
Tabelle 4: Vergleich der klassischen Least-Squares-Lo¨sung mit dem Ergebnis eines Bayes-Filters (CV-Modell) fu¨r ein dynami-
sches Szenario als Mehrsystemempfang unter der Annahme, dass die Fehler normalverteilt sind.
Algorithmus σ 2σ 3σ σ RMSE
Least-Squares 28,82 84,08 98,37 7,31 m 4,27 m
Bayes (CP) 9,59 30,68 56,89 4,35 m 4,11 m
7.3 Pra¨diktion einer Positionslo¨sung
Die Pra¨diktion einer mo¨glichen Position in die Zukunft ermo¨glicht dem Filter gegenu¨ber einer Least-Squares-
Lo¨sung mehr GNSS-Fixes. In einem vorliegenden Messszenario mit 2190 Fixes fu¨r den Filter gegenu¨ber 2155
Fixes fu¨r die Least-Squares-Lo¨sung bedeutet dies rund 1,6 % mehr Fixes fu¨r den Filter. Bei Szenarien mit erheb-
lich mehr Einschra¨nkungen durch die Umgebung, siehe urbanes Gebiet, fallen die Unterschiede in der Anzahl der
mo¨glichen Fixe sicherlich wesentlich deutlicher aus. In Abbildung 4 ist die Pra¨diktion eines GNSS-Fixes in die Zu-
kunft mit einer vergro¨ß erten Messunsicherheit dargestellt. Fu¨r eine Least-Squares-Lo¨sung stehen unter der Bru¨cke
nicht genu¨gend Satelliten zur Verfu¨gung, wohingegen das Bayes-Filter mit einer gro¨ß er werdenden Unsicherheit
weiterhin eine Positionslo¨sung liefert.
8 Zusammenfassung
Es konnte gezeigt werden, dass ein Filter die Positionslo¨sung stabilisieren sowie auch gla¨tten kann. Zusa¨tzlich
hat ein Filter den positiven Effekt der zeitlichen U¨berbru¨ckung von Sensorausfa¨llen, was bspw. in einem urbanen
Gebiet durch die Einschra¨nkung der Sichtbarkeit zu den GNSS-Satelliten oft vorkommen kann. Ein weiterer Vorteil
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Abbildung 4: Pra¨diktion einer Positionslo¨sung unter eine Bru¨cke (rot), bei der die normale Lo¨sung mit Least-Squares (blau)
keine Position aufgrund fehlender Sichtbarkeit zu ausreichend vielen Satelliten berechnen kann. Neben der Mo¨glichkeit einer
Positionsangabe liefert das Filter ebenfalls eine Unsicherheit, was als Ellipse dargestellt wird.
des Filters ist die Scha¨tzung von nicht beobachtbaren Gro¨ß en wie der Geschwindigkeit und der Ausrichtung des
Fahrzeugs. Unter Verwendung von einem Satellitensystem konnte gezeigt werden, dass die Lo¨sung mit dem Bayes-
Filter verla¨sslicher wird. Bei der Verwendung von zwei Systemen wird die durchschnittliche Standardabweichung
ebenfalls herabgesenkt, jedoch auf Kosten der Einhaltung der entsprechenden Konfidenzintervalle. Der Fehler liegt
dabei vermutlich an GLONASS, was in weitergehenden Arbeiten untersucht werden muss.
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Abstract: This paper presents the design and current prototypic implementation of the Smart Business and
Enterprise Environments (SmartBEEs) platform. The proposed architecture is targeted on the seamless integration
of indoor and outdoor positioning systems, context and location models, as well as real-time sensor data readings
for the automated creation and distribution of event-triggered, manual tasks based on a set of predefined event-
condition-action rules. Possible fields of application for our platform can be seen in industrial production sites,
logistics, retail and health care, as well as any other type of sensor-equipped environment. In contrast to many
other systems that rely on indoor positioning, however, the focus of our work is not on indoor routing or pedestrian
navigation. Instead, the SmartBEEs architecture aims at leveraging the current tasks and activities of its users as
well as up-to-date positioning information and distance estimations to a given target location in order to enable
a reasonable and efficient distribution of tasks among registered users in order to improve overall response times
and productivity in smart environments.
1 Introduction and Motivation
By keeping a specific set of phenomena of interest under steady surveillance, sensor networks can help to monitor
the current state of their surroundings and can thus be regarded as an important building block for the famous vision
of ubiquitous computing [Wei91]. These networks’ possible fields of application vary from military usage and
large-scale environmental monitoring to everyday areas such as health care and assisted living, as well as building
and business process automation. In addition to dedicated sensor nodes integrated into a site’s infrastructure
facilities, the mobile devices of on-site human users can be regarded as sensors, too. These user-carried devices
are capable of providing additional application-specific information, such as a user’s current location, her activities
and interactions with the environment. At the same time, these mobile devices can naturally also be used as mere
input and output devices, e.g., by displaying information about the current overall state of the system or allowing
for the creation of tasks by users. Based on these considerations, the SmartBEEs platform aims at facilitating
the realization of smart enterprise environments with a special focus on the efficient allocation of automatically
created, event-triggered tasks to registered mobile users, i.e., the employees that are present on-site.
Depending on the kind of application, the users that are present in the system are likely to have different roles,
with each of them being tied to certain (access) rights, duties and responsibilites. According to this role model,
upcoming tasks are hence to be allocated to and carried out by different subsets of users. In a smart environment,
however, not only the creation of new tasks might well be triggered autonomously by advisedly interpreting sensor
data, but also the decision of which user to select out of the set of matching users can be taken automatically by
the system. In our vision this decision-making can, for instance, be based on additional information such as the
eligible employees’ current positions, activities and previously assigned tasks. Aiming primarily at a site’s habitual
users and not at navigation-seeking first-time visitors, the focus of our platform is hence not on indoor navigation,
but rather on leveraging context and location information for an optimized allocation of event-triggered tasks to
human users. Therefore, however, location modeling, positioning, tracking and routing mechanisms are naturally
of great importance here, too, just as is the case for the majority of location based services (LBS).
As an example scenario, imagine a hospital staffed with doctors, nurses and technicians, as well as cleaning and
maintenance personel, who are all equipped with a personal mobile computing device. Additionally, there is a
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number of movable apparatus, e.g., for medical emergencies, whose current status and positions are monitored
by the system as well. When a patient’s infusion system reports a failure, the system queries its context model
for the ward’s nurses’ current whereabouts and activities, as well as their ongoing tasks. Based on the calculated
distances to the target location and the task’s priority, the best matching nurse is selected. Without her colleagues
being interrupted in their ongoing taks and without the ward’s patients being disturbed by any acoustic alarms,
the selected nurse will be informed about the problem on her mobile device and can take care of it. In another
wing of the building several light sensors detect the failure of ceiling lights and report their findings to the system.
This time, in order to minimize the amount of extra effort induced by the task, the system now selects one of the
maintenance men who is already heading to the depot and sends a new ticket concerning the replacement of the
light bulbs to his mobile device. In both cases, the SmartBEEs platform is hence able to find the best match among
all employees, respectively, thereby optimizing the overall response times and increasing productivity.
The remainder of this paper is organized as follows: Section 2 presents a brief overview on related research
approaches. In Section 3 we discuss the requirements that the SmartBEEs platform has been designed according
to. Section 4 describes our proposed system architecture and its most important components. In Section 5 we give
an introduction to our current proof-of-concept implementation, before Section 6 finally concludes this paper.
2 Related Work
In this section we will give a brief review over existing approaches aiming at the creation of location based services
and context-aware applications in business environments. There are already several works that especially target on
bringing ubiquituous computing mechanisms to business environments such as, e.g., manufacturing sites, factories
and hospitals. [WJ03] describes a smart factory focusing on the decentralized and fully automated management
of mobile resources in a manufacturing environment. The authors present the vision of reducing a factory’s tool
costs and raising the efficiency of mobile resources usage by having all kinds of resources communicating with
their environment about their current status and location. This approach is followed up in [BJS04] and [JWN04],
which also focus on the management and coordination of production resources and tools in smart factories. While
integrating well into existing business management processes and tool chains, none of these approaches takes into
consideration the contexts, tasks and locations of the system’s human users.
Concentrating on human task execution in manufacturing processes, Wieland et al. describe mechanisms for the
usage of explorative applications for the distribution of tasks to workers in production environments [WLJ+06].
For this purpose, the authors utilize the concept of so-called virtual task containers (VTCs), which can be placed
at specific locations and contain information about upcoming tasks, which will be presented to workers when
entering corresponding areas. The system is able to automatically create these tasks, e.g., by monitoring sensor
readings or by following maintenance schedules. In [WNL11] the authors present a slightly different solution
by displaying current tasks on a work-map on the workers’ mobile devices in a context-aware fashion. Both the
task’s target location as well as the positions of tools and materials needed for the task’s execution are shown on
the map. Workers can thus choose which task in their vicinity they want to take care of. With the goal of trying
to preserve the users’ privacy, however, the system itself does not take into consideration the positions of human
users and is hence not capable of performing any reasoning processes based on the system’s overall state and its
users’ current contexts. [WKNL07] introduces the concept of context-aware workfl ows in order to bridge the gap
between business and production processes. [WLS+10] puts a special focus on using such workfl ows for improving
a smart factory’s failure management and also introduces different priorities based on a task’s urgency. [LW07]
presents a context model that has especially been designed to fulfill the requirements for modeling manufacturing
environments, which is able to model workfl ows, resources and sensors. Although being very sophisticated and
mature concerning the integration of existing standards such as BPEL [Org07], however, all of these works mostly
neglect the users’ current contexts from the system’s point of view, and are thus also unable to perform the kind of
reasoning and decision-making described in the motivating scenario.
Fuhrer et al. have investigated mechanisms for building a smart hospital based on RFID technology [FG06]. Their
system aims at optimizing business processes in healthcare, reducing errors and improving workfl ows and the
patients’ safety by means of patient identification, tracking and identification of blood transfusion bags, smart op-
erating theaters, as well as tracking patients, staff and equipment using RFID. However, the system neither takes
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into account any other types of sensors, nor the users’ tasks or contexts, and is thus not matching our scenario. In
connection with the iHospital project, Sanchez et al. have investigated mechanisms for staff activity recognition
that can be used in order to enable context-aware communication, personalized information retrieval and multi-
tasking [STF08]. Therefore, the authors have manually gathered almost 200 hours of documented observational
data, which were used to train a Hidden Markov Model (HMM) for recognizing prevalent activities. The results of
activity recognition can then be used, e.g., for gaining availability information in order to negotiate interruptions
at appropriate times. The iHospital yet lacks the ability of automatically creating tasks based on sensed events and
thus also does not leverage these context information for an automated assignment of upcoming tasks to its users
in the way we envision it for the SmartBEEs platform.
Coronato et al. present a semantic location model for the integration of a variety of positioning systems as well
as reasoning mechanisms capable of logically combining location estimations from different positioning systems
[CEP09]. The authors distinguish between semantic and physical locations and enable a mapping among these
onto each other. In order to demonstrate the system’s practicability, several use cases for another smart hospital
scenario are presented. Naturally, with each of the latter concentrating on entity identification and location-aware
information retrieval only, that approach does not even aim at the detection and distribution of tasks among the
hospital’s staff and is hence also not matching our use case.
3 Preliminary Considerations and Requirements
We will now discuss the main challenges and requirements that have to be taken into consideration for the design
of the SmartBEEs architecture in order for the platform to be able to reach the goals outlined in the motivating
scenario and at the same time allow for extensibility and applicability in different kinds of environments.
Sensor integration and abstraction In order to offer a maximized degree of interoperability to possibly existing
hardware and software systems, the platform should support the integration of different types of sensors, bus
systems and mobile devices. Additionally, the system should introduce an easily manageable level of abstraction,
so that application developers and system operators do not have to care about the low-level details of sensor
integration or the heterogeneities of communication protocols and data formats. Obviously, the platform should
also allow for the modification of the set of deployed sensors, as well as their positions, status and calibration
parameters at runtime and has to remain operative in case of sensor node failures.
Modeling roles, duties and timetables According to their expertise and position, employees (i.e., users) are
likely to be assigned to different roles, responsibilites and authorizations. Hence, the system has to provide a sim-
ple means for defining, managing and altering both the specification and the assignment of roles and corresponding
usage or access rights to users. Consequently, an assignment of duties and associated tasks to roles has to be ren-
dered possible. Apart from that, the platform should also support a notion of time and temporal role assignments,
such as different times of day, different days of a week, opening hours and working shifts, etc. in order to enable
an adequate mapping of real world constraints and conditions.
Location modeling, positioning and estimating distances Like any other location based service, our system
needs to store different types of information about its site of deployment and the entities present in the covered
area in some kind of location model. In order to be able to efficiently process different kinds of requests, the
location model should at least allow for position queries as well as nearest-neighbor queries. These queries should
be processed using effective distances as caused by obstacles such as walls, e.g., derived from actual fl oorplans. In
addition, the location model should support the specification of meta information about locations, such as access
rights or restricted accessibility, e.g., for employees steering a pallet truck or users of a wheelchair.
As far as positioning is concerned, the platform should be able to handle multiple types of positioning subsystems at
the same time, both for outdoor and indoor positioning, in order to enable a maximum degree of coverage, possibly
at the whole site. Therefor, the platform’s positioning module should be able to fuse location information from
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different sources, translate between diverse data formats and resolutions as well as between different coordinate
reference systems in order to create a uniform and meaningful representation of locations and positions. For the
process of determining and selecting the best-matching users for a given task at a given point in time, the platform
must be able to compute near real-time route length estimations for all eligible users to a given target location. It
is worth noting that these routes may consist of several hops, as could be seen in the motivating scenario with the
ceiling lights. Moreover, also the current positions of movable objects, such as tools and appliances needed for a
task’s execution, as well as access control policies have to be considered in the route length calculations. For our
use case, though, an algorithm that merely determines the lengths of valid routes would be sufficient, since the
routing result will not be used for navigation, but simply serves as a location-motivated hint for finding an optimal
match from the set of appropriate users. For reasonably guiding users, however, there is an additional need for
mapping geometric locations to user-friendly symbolic ones, which can be presented as target locations to users.
Data interpretation, rule and task modeling In order for the desired platform to be functional, one of its
key features can be seen in the rule-based interpretation of sensor data readings. Therefor, there has to be a
reasoning component, which is capable of continuously analyzing incoming sensor data in order to decide whether
any actions have to be taken. Consequently, it must be possible to either manually or automatically train the
system with information about certain system states and situations that trigger a new task. In most cases, it will
be possible to derive these kind of facts from existing process descriptions or by observing actual workfl ows. In
order for the system to effectively assign tasks to its users, there is also a need to model all known tasks together
with their priorities, properties and dependencies. A task may consist of several subtasks that have to be executed
in sequence one after another. Both tasks and subtasks should feature an estimated time duration and might either
be defined to be atomic, indicating that this (sub)task has to be completed at a stretch, or interruptible, stating that
a (sub)task might be postponed for the execution of a higher prioritized task. For the sake of simplicity, however,
only subtasks taking place at different locations have to be modeled explicitly, whereas a sequence of real-world
subtasks appearing at one location can be considered to be one single subtask from the system’s perspective.
Hence, for non-atomic tasks, each location change should be modeled as an independent subtask at least. A task’s
priority should furthermore be regarded as an important input parameter for the process of selecting a matching
user, since depending on a task’s urgency the system should be able to either opt for quick response times or
little additional time and effort, otherwise. Finally, in order to be effective, the platform should also provide
mechanisms for detecting task duplicates and for realizing the successful execution of a task, even in case of an
unsolicited performance by any person other than the selected user.
Modeling context and historical data The system also has to provide a means for modeling and managing
its current overall context, as well as allow for efficiently storing and retrieving all kinds of historical data from
different levels of abstraction, e.g., raw sensor readings, position traces and past contexts of users and movable
objects as well as statistics about issued tickets and response times. These data can be useful, e.g., for time-series
based event recognition, sensor calibration or auditing processes. A challenge here is to find efficient mechanisms
for reducing the size and amount of data to keep without overly sacrificing resolution of the stored information.
Non-functional requirements Finally, the platform also has to fulfill a number of non-functional requirements,
such as security, reliability, scalability and usability [CdPL09]. It must be rendered infeasible, e.g., for unautho-
rized parties to inject, capture, replay, modify and remove tasks or to manipulate the process of user selection. The
system must also be both reliable and safe and should be scaling to hundreds of users, sensors and arbitrarily sized
locations. After all, the system should be easy to operate and use, especially for the end users, who should be
supported in their daily work by the system, and not be burdened with additional, usability-related obstacles. Fur-
thermore, other non-functional concepts such as generality, extensibility as well as modularity and substitutability
also have to be kept in mind for the design of the platform’s architecture. This is to guarantee that the proposed
system is not bound to a fixed set of possible areas of deployment, but open for adaptations, modifications and
extensions in order to be applicable to a wide range of applications, environments and usage scenarios.
Given these requirements, which obviously do not cover a single topic only, but rather a wide field of ongoing
research, we will present our system’s architectural design and describe some of its most important modules and
components in the next section.
46
4 System Architecture and Components
As depicted in Figure 1, the SmartBEEs system architecture mainly consists of two loosely coupled, vertically
aligned layers offering different functionalities and levels of abstraction to application developers and system
operators. Each layer is composed of several modules providing specific services, whose actual implementations
are substitutable by any components offering the required functionality. Depending on the data format of the
available location information, for instance, different location models or routing algorithms might be implemented.
This replaceability is realized by explicitly defining the interfaces a specific module has to provide at least. At
several points the system also allows for the concurrent usage of more than one implementation in the form of






























Figure 1: The layered architecture of the SmartBEEs platform and its most important components.
The lower placed Sensing Layer (SL) is responsible for managing and monitoring the total number of deployed
sensors by collecting all kinds of available sensor data readings. By transforming these readings from raw data
streams and heterogeneous data representations into a well-defined output format, the SL serves as an abstraction
layer for the different types of sensors and sensing subsystems connected to it. Naturally, also the location in-
formation of users and movable objects – probably obtained by more than one positioning system – are collected
and prepared for upper-layer processing here. Eventually, this layer also standardizes the inhomogeneity of push-
and pull-based sensor communication by uniformly making use of a simple push-based interface for providing the
upper layer with freshly acquired sensor data. The SL thus insulates the upper layer and its modules from coping
with the heterogeneities of the employed sensor hardware, communication protocols and data formats.
All application logic – such as the role and location models and the necessary reasoning functionality – is located
at the Tasking Layer (TL). The latter is hence responsible for interpreting sensor readings, evaluating location
information and eventually making well-grounded decisions based on these context information and a set of pre-
defined rules, e.g., derived from business process descriptions or based on established work routines and best
practices. The TL therefor also knows all users and their responsibilites, as well as their current contexts and
assigned tasks. Each time the SL reports fresh sensor data readings to the TL, the incoming data will be interpreted
and matched against the known set of rules, what might result in the creation of a new event-triggered task (ETT).
Apart from that and due to the fact that all sensor data readings are being pushed by the sensing layer, the TL is
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also responsible for storing all incoming sensor data as well as all users’ and movable objects’ location traces in its
database for later use. Finally, the tasking layer also contains modules for managing tickets and for handling the
application-level communication with the users’ mobile devices, which are placed on another loosely coupled and
thin, third layer. All kinds of sensor data related communication involving these mobile devices, however, such as
a smartphone updating its own position estimation or battery status, is taken care of by the sensing layer.
The main benefit of the proposed system architecture can be seen in the fact that the sensing layer does not have
to be aware of the possible meanings and interpretations of sensor data and reasoning about combinations thereof,
whereas the tasking layer does not have to care about how these low level context information can be collected. In
the following sections, we will describe the two different layers’ most important modules in more detail.
4.1 Low-level Communication Handling and Processing of Raw Sensor Readings
The SL mainly consists of the three components shown in Figure 1, which are being composed in order to altogether
provide an adequate and easily manageable level of abstraction from the mostly inconvenient and cumbersome
details of sensor communication and data formats for the upper layer.
In this connection, the Sensor Management module is responsible for keeping the accounts of the total number of
deployed sensors along with all relevant information regarding a sensor’s identity and type, initial location, desired
update rates, as well as calibration parameters, available data formats and communication interfaces. This also is
the place where both individual sensors and the whole set of active sensors can be maintained and modified, e.g., by
relocating an existing sensor or by integrating new sensors into the system. Sensors of a known type can easily be
added to the platform at runtime by simply creating another instance of the corresponding sensor type. This process
is facilitated by the module offering a simple import mechanism for sensors of known type and with compatible
communication interfaces. For this purpose, sensors and their attributes can be modeled using a predefined XML
structure. The information that have at least to be specified for the automatic integration of a sensor S of known type
TS can be represented by a vector DS = (idS , TS , interfaceS , dataformatS , calibrationS , updateRateS),
which the sensor manager will try to interpret in order to automatically create and register the described sensor in
the system. On the contrary, the integration of previously unknown and unimplemented sensor types or commu-
nication interfaces possibly requires modifications both to the sensing layer’s modules’ code and hardware setup,
which at present cannot be performed at runtime. However, with this act being expected to be something of a rarity
in the course of normal operation, we consider this approach to be practical.
Being controlled and monitored by the just described sensor manager, the Sensing Service module is responsible
for collecting all kinds of sensor readings from the available sensors. Depending on the types of deployed sensors,
this module is hence listening for sensor data readings that are automatically being pushed from the sensors, as
well as periodically querying pull-based sensors for current readings. Based on the sensor descriptions stored in
the Sensor Management module, this component is able to communicate with all kinds of sensors, pre-process
and optionally calibrate their raw measurements before translating them into a simple and uniform XML-based
data format, which will then be passed to the tasking layer for further interpretation and rule evaluation. A pre-
processed reading of sensor S at time tj can thus be described as a vector RStj = (idS , valueStj , tj). Hence, by
translating raw data streams into a semantically meaningful representation and a well-defined output format, this
module is constituting the abstraction layer that is needed for handling the different kinds of sensors connected to
it in a uniform way, just as required in Section 3.
The tasks and functionalities of the Location Service module are quite similar to those of the Sensing Service, with
the sole exception that this module handles location and position updates only. With position information probably
being the most important – and also the most prevalent – type of context information for all location based services,
we consider it useful to have a particular focus on this kind of information in our architecture. The platform might
thereby prove beneficial even in environments without any sensors being deployed and user-triggered tasks only.
Just as the sensing service, the location service is likely to be communicating with and gathering position updates
from a multitude of data sources. Depending on the types of positioning systems deployed, different providers
of location information might either report their own locations (e.g., a GPS-enabled smartphone) or supply posi-
tioning results obtained for other entities, such as terminal-assisted or network-based positioning systems do (see
48
[LDBL07] for a survey on positioning techniques). In the latter case, hence, location measurements for different
entities might well be originating from one and the same location sensor. In order to distinguish between the
tracked entities, usually some kind of system specific entity identifiers exist, e.g., such as the Ubisense tag ID. In
the SmartBEEs platform, these identifiers are hence being used for enabling an unambiguous mapping of position
updates to users and objects on the tasking layer. The sensor manager therefor creates separate instances of indi-
vidual, virtual positioning sensors for monitoring and reporting the location of a single entity. The corresponding
unique sensor identifiers needed for distinguishing between entities can be generated, e.g., by concatenating the
actual sensor id with the respective entity identifiers. The actual sensor id thus refers to the positioning system
itself, whereas the concatenated entity id states which entity has been tracked. Based on these information, the
upper layer is able to correctly assign location updates to the entities associated with a given set of identifiers in
order to integrate these information into its location model and use it for its distance estimations.
4.2 Interpreting Sensor Data and Creating Tasks
Once the Sensing Layer has transformed the raw sensor data readings into a semantically enriched and uniform
data format, the now structured data will be pushed to the Rule Interpreter module of the tasking layer. By
matching incoming sensor readings against a set of pre-defined rules stored in the Rule Defi nitions component,
the interpreter can decide whether the new condition requires any actions – such as the creation of a new task –
to be taken. For instance, the latest reading of a sensor value may indicate that a configured threshold has been
exceeded. A corresponding rule might hence demand to send a ticket to an appropriate employee, who can take
care of the issue. In many cases, however, not only the incoming sensor data has to be evaluated, but also the
currently known overall state of the system, i.e., the system’s context has to be taken into consideration. This is
necessary given the fact that, e.g., the priorities and responsibilites of certain tasks might change in different overall
conditions. Therefor, the interpreter is also likely to query the database for accessing both time-series data for the
same sensor, as well as query the context model in order to be able to factor all necessary context information into
its decision process. All rules whose conditions match the current situation will be executed, meaning that the
respective actions they require to be taken will be presented to the Ticket Management module as upcoming tasks.
4.2.1 Modeling and Processing of Rules
In order for the pre-defined rules to be interpretable by both human administrators and machines, the SmartBEEs
platform envisions simple rule definitions in XML. A rule definition always consists of an unique identifier, a
canonical name for easy identification by human users, a set of conditions and relations among these, and finally
a set of actions that are to be triggered in case the combination of the rule’s condition expressions evaluates to
true. Conditions can be expressed using relational operators such as equals, lower and greater, e.g., in order
to describe critical limits, thresholds or different states. Here the identification of sensors and the correlation of
sensor data to its sources is realized by making universal usage of the sensor IDs stored in the Sensor Management
component throughout the different layers and components of the platform. Temporal constraints can be added
to conditions in order to define different system behaviors, for instance, based on the duration or repetition rate
of certain states. Furthermore, single conditions can be arbitrarily combined with each other by using logical
operators such as and, or and not. During the process of matching sensor data readings against the set of rules, the
interpreter first filters out those rules that are completely unaffected by the current sensor. From the remaining set,
the interpreter removes all rules whose conditions do not correspond with the value of the current sensor data in a
second step. The still remaining rules are being ordered descendingly by their corresponding tasks’ priorities and
will then be sequentially investigated for exact matches in order to find higher prioritized tasks first. Missing data
readings from other sensors and context information can be retrieved from the database and will be cached in order
to enable efficient access while validating subsequent rules. Eventually, each rule that is detected to be an exact
match is likely to cause the Rule Interpreter module to create a new task of the required type and corresponding
parameters, which will then be sent to the Ticket Management component for distribution (see Section 4.4). At this
point it is worth mentioning that there might also be rules that demand the cancelation of an active task, e.g., in
case that relevant sensor readings switch back to normal, thereby indicating the successful execution of a task.
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4.2.2 Modeling Tasks and Entities
Similar to the definitions of rules, our platform allows for tasks to be modeled using XML files. Hence, task
descriptions, too, always contain an unique identifier and a canonical name, as well as a list of user roles that
are associated with this kind of task, the task’s description and an integer value indicating its priority. The task
identifier is used in the rule descriptions’ actions for unambiguously referencing a certain task. A task’s description
either holds a concise definition of the task itself or a list of subtasks. This recursive definition presents a simple
means for creating more complex tasks that are taking place at more than one location. The explicit description of
a (sub-) task at least consists of its location, a hint to its estimated time duration and a list of entities assigned to
this task. The task of transporting goods from location A to B, e.g., might require using a pallet truck that first has
to be collected from its current position before moving to location A. This can be expressed using two subtasks,
namely “ moving to A with a pallet truck ” and “ transporting goods to B ” , indicating that both the pallet truck’s and
the goods’ locations have to be visited in this order. Furthermore, a task can either be marked as atomic, meaning
that its completion must not be interrupted by other tasks, or non atomic, stating that the execution of other tasks
– possibly such with a higher priority – might suspend a user’s current task. In case a parent task has been marked
as atomic, this value naturally recursively overwrites all of its child elements’ values.
The different types of entities present in the SmartBEEs platform can be classified into three groups, i.e., static,
movable and mobile, with only the latter being able to move around autonomously. The locations of static objects,
such as infrastructure components and stationary appliances are stored in the database and might be updated man-
ually, if necessary. Position updates for all movable and mobile objects, on the contrary, are being provided by the
previously described Location Service component of the sensing layer. For the sake of simplicity and consistency,
we define all users of the system to be mobile, whereas tools and materials, appliances, vehicles, etc. are classified
as being movable. Only the latter can be referred to as associated entities in a task’s description, while mobile
entities are the only ones to be commissioned with tasks. Entities can have different states, such as being avail-
able, busy or in use. Additionally, based on an ongoing task’s duration estimation, the system can approximately
determine the times when a busy user will be available again or when ressources in use will be freed up.
4.3 Location-Based and Context-Aware Allocation of Tasks
In case the just described process of rule interpretation triggers the creation of a new task, in the next step the
decision of which subset of users will be confronted with this event-triggered Task (ETT) has to be made. This
decision can, for instance, be based on the current assignment of tasks to users, the contexts and locations of all
eligible mobile and all relevant movable entitites, as well as the task’s target location. Depending on what kind of
goal shall be achieved and the ETT’s priority, the SmartBEEs platform at present allows this selection process to
be realized using three different methods. In the following sections, we describe the underlying location model
and the mechanisms for context- and location-aware user selection and task allocation in more detail.
4.3.1 Location Modeling
In order to be able to make decisions based on up-to-date positioning information and distance estimations there-
from derived, a LBS needs to have a clear model of its area of deployment and the latter’s topology. Typically,
context- and location-aware applications are therefor making use of some kind of location model, which usually
holds information about a site’s geometry or symbolic location identifiers, or any combination thereof (cf. Section
2). For the SmartBEEs platform, we decided to make use of a so-called hybrid location model, combining the
advantages of both symbolic and geometric approaches. On the one hand, the geometries of locations and the
exact topology of a site are required for routing and distance estimations, e.g., based on Euclidian distance. On the
other hand, we are in need of symbolic location identifiers, too, in order to inform users about target locations in a
user-friendly format. Using a hybrid location model solves this problem by allowing for a mapping of geometric
coordinates, for instance, given in the WGS84 format or any local coordinate system, to semantically meaning-
ful location identifiers, such as “ Room E 004” , that people who are familiar with a place will easily understand.
Our location model features a graph-based approach for its symbolic location identifiers, with the graph’s vertices
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representing rooms, hallways and outdoor spaces, the edges representing interconnections (e.g., doors, stairs or
elevators) between them. Both types of elements in the graph can be marked with meta information such as ac-
cessibility and access rights, possibly indicating that not all users in the system are allowed or able to use them.
Returning to the previous example, a person transporting goods on a pallet truck will not be able to use stairways.
By this, one can easily integrate overall access rights and accessibility information into the proposed architecture,
while using a single location model for all users. Thus, the location model itself is context-aware, meaning that,
e.g., the validity of meta information stored in the model can change according to a user’s current state or the
system’s overall context. Different subsets and combinations of meta information might, for instance, be valid
for normal operation and emergency situations, or day- and nighttime, respectively. Each node in the graph can
be assigned with geometric information about its shape and extent, thereby enabling fine-grained distance estima-
tions. Finally, in order to be able to cope with different positioning systems, the Location Model component can be
extended by an arbitrary number of submodules that are capable of projecting a specific positioning system’s coor-
dinates onto the model’s coordinate system. Based on the unique sensor identifier provided with a position update,
the information can automatically be routed to the corresponding submodule, which will perform the translation
between the possibly different coordinate systems.
4.3.2 Context-Aware User Selection
Each time an upcoming task raises the necessity to issue a new ticket, the system has to determine whether it is
a duplicate of an already assigned task and – if not – decide which users to select for being confronted with it.
In order to be able to make a reasonable choice, the SmartBEEs platform takes into consideration several aspects,
such as the list of already assigned tasks, the new task’s urgency and target location as well as the contexts and
positions of relevant entities. Given that the new task is not an exact duplicate of an already ongoing task, the
system determines the static set of eligible users in a first step. From this set of users with authorizations and duties
matching the current task now the best matching user has to be found. In order to do this, the Ticket Management
module queries the location model, providing as input parameters the set of eligible users, as well as the task’s
priority and an identifier for the selection mechanism to be used. Depending on pre-defined policies the process of












Figure 2: An example setup of the SmartBEEs platform for a combined indoor and outdoor region with three registered users
A, B and C. Obviously, B is placed next to the target location X . However, based on additional context information, the
overall state of the system and the urgency of the new task, another user might be selected for the task.
In Figure 2 a simple example scenario with three users and the target location of a new task is shown. Let us
assume that user B is already working on an atomic task with an estimated remaining duration dB , whereas users
A and C have not been assigned to any tasks yet. In the simplest case the system opts for selecting the user whose
current position is the closest to the target location (minDistance). Hence, B will be chosen without taking into
consideration her ongoing task, for instance, in order not to disturb other users in their routine working. However,
if the new task appears to be time-critical, the system will rather choose the minExecutionTime algorithm in order
to select the user who is the most likely to be able to react in the shortest time possible. If this is the case, the system
determines whether the expected times dAX , dCX it takes A and C to reach the target location, respectively, are
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lower or greater than dBX + dB , and chooses the minimum. Therefor, the system is able to roughly estimate
durations from calculated distances based on an average pedestrian walking speed. On the contrary, if the task
is not time-critical at all, the system will aim at minimizing the overhead resulting from different users executing
the task. For this purpose, the minExtraRoute mechanism can be used, which calculates alternative routes for
all eligible users and compares these in order to select the one with the minimum additional traveling distance.
Furthermore, the static and movable entities assigned to a certain task might infl uence the result of user selection
as well. Therefor, the current location of a required entity will be inserted as a waypoint for the route length
estimations. In the example above, for instance, if executing the task required material from the depot, user C
would be chosen using all three alternative mechanisms. Eventually, the ID of the selected user will be returned to
the Ticket Management module, which initiated the query.
4.4 Ticket Management and Machine-to-Human-Communication
Eventually, the user that has been selected will receive a ticket on her mobile device containing all the information
needed for executing the task. In order to be easily interpretable by human users, each ticket at least displays the
name and a description of the task, as well as the task’s location and priority. Amongst other things, the task’s
description also contains information about the entities associated to the task, such as their id, name, state and
current location. In addition, given that the user is already busy performing another non-atomic task, the ticket
may also contain a hint to whether the ongoing task should be suspended in favor of the new one or not. In case the
task consists of several subtasks at different locations, both the task’s overall objective as well as the list of subtasks
is presented to the user. Upon receiving a ticket on her mobile device, the user will be prompted whether she is
able to accept the ticket or not. This is in order to take account of the user’s ongoing tasks, goals or activities that
the system has not been aware of. If the user accepts the ticket, the Ticket Management component will change the
ticket’s lifecycle state to inProgress, otherwise the ticket will be forwarded to the second best matching user. This
also happens when the selected user does not respond to the ticket prompt within a certain time limit depending on
the task’s priority. At this point in time, the ticket’s state remains being set to open. Tickets can also be aborted by
users after accepting it as well as be withdrawn by the ticket manager, e.g., caused by the Sensing Layer reporting
yet another change of state that leads to the cancelation of the corresponding task. In case the execution of a
task is being aborted before completion, again another user will be selected. Once the ticket has been processed
successfully, the ticket’s state is set to completed and a record will be kept in the database. The dynamic set of
active tickets (i.e., those with lifecycle states prior to completed) is being used for determining whether a new
task issued by the Rule Interpreter component is a duplicate of an already created ticket in order to prevent any
inefficiencies due to multiple assignments of the same task.
In case the system detects the successful completion of a task, the Ticket Management component will set the
ticket’s lifecycle state to completed and notify the respective user on her mobile device accordingly. This is an
important aspect since it might happen, e.g., that a task has been completed unsolicitedly by someone else before
the selected user arrives at the target location. Depending on the kind of task and the types of sensors involved in
monitoring and triggering it, the execution of the task can either be detected automatically by interpreting all-clear
sensor readings or by a human user notifying the system about the task’s execution.
Apart from simply displaying tickets and offering a basic feedback channel as described above, however, the
mobile devices of users can also be used for the creation of user-triggered tasks (UTTs). As already stated before,
the smartphone might autonomously report sensor data readings to the Sensing Service component, such as its
location, lists of devices nearby and its user’s current activity. Naturally, this kind of information will be reported
to the platform’s Sensing Service component (cf. Section 4.1). Beyond that, a user might yet also want to manually
create a task and send it as a UTT to the Ticket Management module. This is especially important for tasks that
the deployed sensors might have missed or are not even able to detect. In order the facilitate this process and allow
for unambiguous task descriptions among all users, the mobile devices are able to support their users in putting
together a task by presenting context-aware suggestions from pre-defined sets of task descriptions and locations.
In this section we have given a detailed introduction to the SmartBEEs system architecture along with its different
layers and its most important components. The next section describes our testbed environment and experimental
setup as well as the current state of our prototypic implementation of the platform.
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5 Prototypic Implementation
In order to demonstrate the proposed architecture’s feasibility we have developed a prototypic implementation of
the SmartBEEs platform, which we are continually improving and extending. Not all of the features described
in the previous sections can be considered fully functional yet, but the architecture’s core functionality and its
components interplay has already been successfully tested and demonstrated.
At the time of writing the different kinds of sensors deployed in our setup range from simple electrical and resistive
sensors, such as temperature and door contact sensors, to smoke detectors, digital scales and off-the-shelf smart
appliances. The resistive sensors in use are connected to the system using Arduino boards and a Azeti Sonargate
sensor hub. The digital scales are connected over a serial port to a laptop acting as a proxy, whereas the smart
appliances’ status can be queried using a RESTful web service interface provided by a corresponding gateway.
Multiple instances of each of these sensors exist, which are placed at different locations in our testbed environment.
As described in Section 4.1, XML descriptions were created for each type of sensor. Hence, new instances of these
sensors can easily be added to (or removed from) the system at runtime with only the instance specific parameters
such as the location of deployment being modified, thereby demonstrating the Sensing Layer’s ability to hide the
heterogeneities of data formats, sensor interfaces and communication protocols. The tracking of movable and
mobile entities is currently based on the Ubisense ultrawideband positioning system [SG05] for an indoor area
and GPS for the adjacent outdoor region. The setup depicted in Figure 2 is actually showing our real testbed
environment in Munich. For indoor areas that are not being captured by the Ubisense system, i.e., rooms 1 and 3
and the depot, we are therefor making usage of symbolic location identifiers based on the doorway an entity most
likely used when leaving the Ubisense enabled area. For the sake of simplicity, these semantic location identifiers
are linked to the center coordinates of the respective room.
The Tasking Layer offers a RESTful web service interface, which is used by the Sensing Layer for pushing sensor
data readings and position updates as structured XML data using HTTP PUT requests. Each incoming sensor
data will be checked against the pre-defined set of rules. The definition of these rules, as well as tasks, users, roles
and timetables have to be created manually in an XML format. The following piece of code shows an example of









The given rule is simply stating that in case sensor s13 – which is a door contact sensor mounted to a fridge –
reports the fridge’s door to be permanently opened for a period of more than 240 seconds, the task with identifier
t22 should be triggered. At the moment, there are about 20 rules modeled in our prototype, which can be modified
and extended at runtime, too. If the current system state matches a rule’s condition, the corresponding task will be
presented to the ticket management component, which will create a new ticket and assign it to a user based on the
present users’ roles, current locations and availability information.
At the moment, the implementation of the location model described in Section 4.3.1 has not yet been fully com-
pleted. Instead, our current prototype relies on a bitmap based fl oorplan as well as a simplified location model that
at least allows for the mapping of symbolic location identifiers to geometric coordinates and vice versa. Hence,
for estimating distances between entities and given target locations, our prototype is at present using a pixel-based
implementation of the A* pathfinding algorithm [HNR68]. This approach was selected to demonstrate the plat-
form’s feasibility only and is performing well for the limited geometric extent of our testbed, but will be replaced
by a more sophisticated and scalable alternative based on the proposed location model’s graph structure.
The mobile client is implemented as an Android application, which consists of a background service providing the
Sensing Layer with GPS updates and a set of activities displaying tickets and allowing for the creation of user-
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triggered tasks. Upon reception of a new ticket, a user can choose whether to accept or decline a ticket, which will
be handled by the ticket management component respectively. In case the system is unable to infer the execution
of a task automatically, the user can mark a ticket as completed on her mobile device.
6 Conclusion and Outlook
This paper introduced the SmartBEEs platform, which aims at facilitating the integration of location- and context-
awareness of infrastructure components, movable objects and mobile users in a smart environment in order to
enable both an automatic detection and a reasonable assignment of upcoming tasks to mobile users. For this pur-
pose, first a motivating scenario in a hospital environment and a list of requirements for such a platform have
been presented, which cover the whole range from sensor data acquisition to the management of tickets. We then
described the layered design of the SmartBEEs system architecure as well as the functionalities of and interrela-
tionships between its most important components, before eventually presenting the setup and current state of our
prototypic proof-of-concept implementation.
As for our future work on this topic, we intend to investigate mechanisms for staff activity recognition in order to
increase the platform’s degree of context awareness. Another interesting question is how to automatically derive
ECA-rules for event detection and actual task descriptions from existing process models and observable workfl ows.
So far, we have also left out all kinds of privacy aspects, which we are greatly aware of, though. The continuous
tracking of employees, for instance, is both a moral and legal concern that will have to be taken care of in form
of a privacy preserving solution. Moreover, we would like to conduct a user study for gaining information about
the applicability and the acceptance rate of such systems in professional environments. Eventually, a number of
performance related issues will have to be tackled as the numbers of sensors, users and rules in the system increase.
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Standortbezogene Dienste werden heutzutage immer ha¨ufiger mittels Smartphone benutzt. Jedoch kann durch
Bekanntgabe von Standortpositionen unter Umsta¨nden der Benutzer ausspioniert und die Privatspha¨re verletzt
werden. Gerade Continuous Queries ko¨nnen die Privatspha¨re verletzen, da diese bei Continuous Queries schwie-
riger zu schu¨tzen ist als bei einmaligen Anfragen.
Als konkreter Anwendungsfall wird im ForschungsprojektDatenschutz- und Sicherheitsaspekte mobiler Diens-
te (DaSimoD) an der Hochschule Hannover ein Modell namens Pay-as-you-Drive (PAYD) entwickelt. Dabei zah-
len Versicherungsnehmer ihre Pra¨mie fl exibel nach dem jeweiligen Fahrumfang und -verhalten. Die zur Auswer-
tung beno¨tigten Positionsdaten werden dabei mit einem mobilen Endgera¨t gesammelt und an den Dienstanbieter
u¨bertragen. Da aus diesen Positionsdaten, die ein umfangreiches Bewegungsprofil darstellen, weitere perso¨nliche
Verhaltensweisen abgeleitet werden ko¨nnen, ist es erforderlich, diese Daten vor unberechtigtem Zugriff zu schu¨t-
zen. Um die Privatspha¨re zu wahren, wird eine PAYD-Architektur entwickelt und prototypisch implementiert,
die eine Trusted-Third-Party (TTP) nutzt. Diese TTP-Architektur ist Ausgangsbasis der weiteren Analyse. Da-
zu wird die Architektur auf Angriffsmo¨glichkeiten untersucht, besonders auf das Direct und Indirect Locati-
on Privacy Problem. Ziel ist es Verbesserungsmo¨glichkeiten zu finden und diese detailliert aufzuzeigen. Dabei
werden verschiedene Angriffe auf die Privatspha¨re vorgestellt und bewertet. Die vielversprechendsten Verbesse-
rungsmo¨glichkeiten sind fu¨r die TTP-Architektur implementiert und getestet worden. Dieses Paper beschreibt die
Konzepte und Implementierungen der umgesetzten Verbesserungsmo¨glichkeiten.
1 Einleitung
Standortbezogene Dienste (engl. Location Based Services, kurz: LBS) stellen dem Nutzer zusa¨tzliche Informatio-
nen anhand der aktuellen Position bereit. Dieses hat fu¨r den Nutzer einen Mehrwert, birgt jedoch auch Gefahren,
da unter Umsta¨nden die Privatspha¨re des Nutzers verletzt wird. Bei einmaligen Anfragen kann die Position ein-
fach verschleiert werden. Dieses ist jedoch bei kontinuierlichen Anfragen, sogenannten Continuous Queries, nicht
so einfach mo¨glich. Da die Anfragen in Bezug zueinander stehen, ist es wesentlich schwieriger seine Position
glaubhaft zu schu¨tzen. Zudem ko¨nnen spezielle Anforderungen in Betracht kommen, sodass beispielsweise eine
zeitliche oder ra¨umliche Reduzierung der Genauigkeit nicht mo¨glich ist.
Als konkreter Anwendungsfall wird ein Modell namens Pay-as-you-Drive (PAYD) untersucht. Dieses Modell
kann bei KFZ-Versicherungen oder bei Versicherungsdienstleistern zum Einsatz kommen. Die Idee bei PAYD
ist, dass die Versicherungsnehmer ihre Versicherungspra¨mie fl exibel nach ihrem Fahrumfang oder -verhalten zah-
len. Die dazu erhobenen Daten sollen nur fu¨r den Zweck der Pra¨mienberechnung eingesetzt werden und es
darf keine Mo¨glichkeit bestehen weitere personenbezogenen Daten abzuleiten. Dazu werden im Forschungspro-
jekt Datenschutz- und Sicherheitsaspekte mobiler Dienste (DaSimoD) an der Hochschule Hannover zwei PAYD-
Architekturen implementiert und untersucht [BKLZ11]. Die erste Architektur aggregiert zum Schutz der Pri-
vatspha¨re die Positionsdaten lokal auf dem Endgera¨t. Die Metainformationen, wie Straß entyp oder Ho¨chstge-
schwindigkeit, werden dabei online abgefragt. Am Ende erha¨lt die Versicherung vom Endgera¨t nur aggregierte
Daten, den Report, zugeschickt. Dieser Report entha¨lt keine Positionsdaten, sondern nur zusammengefasste Daten
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wie gefahrene Kilometer oder zu welchen Zeitbereichen der Nutzer unterwegs war. Kritikpunkte an der Architek-
tur sind, dass groß e technologische Anforderungen an das Endgera¨t gestellt werden und der Client sehr komplex
ist. Zudem ist die Bereitstellung eines anonymen Geo-Datenservers durch Dritte sicherlich nicht zu erwarten. Aus
Versicherungssicht ist auß erden der Punkt der Sicherheit problematisch, da alles auf einem unkontrollierbaren
Endgera¨t stattfindet. Diese Architektur ist jedoch nicht Gegenstand dieses Papers, da diese schon ausfu¨hrlich in
[BKZ10] und [BKLZ11] beschrieben wurde. Die zweite Architektur nutzt eine Trusted-Third-Party (TTP) um die
Privatspha¨re zu waren [BKLZ11]. Dabei werden die Positionsdaten zur Auswertung an einen vertrauenswu¨rdigen
Dritten geschickt. Sowohl der Nutzer, als auch die Versicherung mu¨ssen der TTP vertrauen, dass diese die Pri-
vatspha¨re wahrt und auch die Daten korrekt aggregiert. Jedoch sollen auch weitere technische Schutzmo¨glichkeiten
fu¨r die TTP-Architektur untersucht und implementiert werden, um die Privatspha¨re des Nutzers besser zu schu¨tzen.
Diese weiteren Schutzmo¨glichkeiten werden in diesem Paper verglichen und die Implementierung wird beschrie-
ben. Die meisten Menschen wu¨rden PAYD nur nutzen, wenn ihre Privatspha¨re ausreichend geschu¨tzt ist. Die
Akzeptanz ha¨ngt deshalb besonders von der Sicherheit und dem Schutz der perso¨nlichen Daten ab.
2 Related Work
Das Pay-as-you-Drive-Modell wird weltweit bereits in vielen La¨ndern eingesetzt und von unterschiedlichen Ver-
sicherungsnehmern genutzt [GB11]. Die meisten PAYD-Implementierungen erheben jedoch nur wenig Daten
und/oder haben keine ausreichenden Maß nahmen zum Schutz der Privatspha¨re [TDK+11]. Fu¨r die Versiche-
rung wa¨re es wu¨nschenswert in Zukunft genauere Daten zu erheben, um die Versicherungspra¨mie genauer und
noch gerechter zu berechnen. Fu¨r den Versicherungsnehmer ist die eigene Anonymita¨t wichtig. Daher wa¨re es
wu¨nschenswert, dass eine PAYD-Architektur sowohl die Privatspha¨re der Versicherungsnehmer schu¨tzt, als auch
der Versicherung ausreichende Kennzahlen zur Berechnung der Versicherungspra¨mie u¨bertra¨gt.
In [BKZ10] und [BKLZ11] wird die PAYD-Architektur des DaSimoD-Projekts beschrieben, die die Daten lokal
aggregiert. Zudem wird die TTP-Architektur in [BKLZ11] genau beschrieben. Dazu za¨hlen auch die Vor- und
Nachteile sowie Implementierungsdetails. Die in diesem Paper beschriebene Verbesserungen basieren auf der Ar-
chitektur, die im DaSimoD-Projekt implementiert wird.
In vielen Vero¨ffentlichungen werden einzelne Schutzmaß nahmen fu¨r LBS detailliert dargestellt und beschrieben.
Auf diese Vero¨ffentlichungen soll aufgrund des Umfanges hier nicht weiter eingegangen werden. Stattdessen wer-
den die relevanten Paper direkt bei den jeweiligen Schutzmaß nahmen referenziert.
3 TTP-Architektur
Die TTP-Architektur, die Abbildung 1 skizziert, u¨bermittelt die Positionen zur Auswertung an die TTP. Dabei wer-
den die Positionsdaten zuna¨chst lokal auf dem Endgera¨t gespeichert und ko¨nnen dann in regelma¨ß igen Absta¨nden
an die vertrauenswu¨rdige Stelle u¨bermittelt werden. Diese aggregiert die Daten und ha¨lt die aggregierten Daten
dann fu¨r die Versicherung zur Abholung bereit. Die TTP wird von der Versicherung ebenso als vertrauenswu¨rdig
angesehen und u¨bernimmt daher die Aggregation. Dazu mu¨ssen auf dem TTP-Server Kartendaten vorhanden sein
bzw. es wird ein Server angefragt der ebenfalls im identischen Vertrauensbereich liegt.
Da der TTP das komplette Bewegungsprofil u¨bermittelt wird, werden Pseudonyme eingesetzt. So soll die wahre
Identita¨t des Nutzers der TTP verborgen bleiben. Dabei bekommt das Endgera¨t als erstes ein Pseudonym von der
Versicherung zugeteilt. Dieses kann vom Endgera¨t zu jeder Zeit erneuert werden. Das Endgera¨t u¨bertra¨gt mit die-
sem Pseudonym die Positionsdaten an die vertrauenswu¨rdige Stelle. Nach erfolgreicher Aggregation werden die
Daten bis zur Abholung durch die Versicherung vorgehalten. Da die Versicherung die ausgestellten Pseudonyme
kennt und den einzelnen Versicherungsnehmern zuordnen kann, ko¨nnen so die aggregierten Daten zugeordnet wer-
den. Dieses hat den entscheidenden Vorteil, dass die TTP die wahre Identita¨t des Benutzers nicht kennt. Zudem
muss ein gewisser Aufwand betrieben werden, um aus verschiedenen Pseudonymen ein komplettes Bewegungs-
profil zu erstellen. Der gro¨ß te Nachteil ist, dass der TTP die kompletten Positionsdaten, wenn auch unter einem

















Identifier + Pseudonym request
Pseudonym
Abbildung 1: Auswertung durch vertrauenswu¨rdige Stelle
4 Angriffsmo¨glichkeiten
Das Hauptproblem bei der Speicherung ortsbezogener Daten ist das Ableiten weiterer Informationen aus den
vorhandenen Daten. Abbildung 2 listet dabei die mo¨glichen Angriffe auf ortsbezogene Daten auf. Die Angriffe
ko¨nnen in zwei Arten von Location Privacy Problem unterteilt werden: das Direct Location Privacy Problem und
das Indirect Location Privacy Problem [Dec08].
Das Direct Location Privacy Problem beschreibt die direkte Ableitung weiterer Informationen aus der Position
des Nutzers. Dieses ko¨nnen perso¨nliche Interessen, der Arbeitgeber oder der eigene Freundeskreis sein. So kann
die Angabe, dass sich eine Person an einer bestimmten Position aufgehalten hat, die Privatspha¨re beeintra¨chtigen.
Beispielsweise kann der Arbeitgeber oder die Parteizugeho¨rigkeit offengelegt werden, wenn die Position zu einem
Betriebsgeba¨ude oder zu einer Parteizentrale geho¨rt. Ebenso ist es denkbar, dass auf Hobbies gefolgert werden
kann, wenn die Position ein Fitnessstudio, Vereinsheim, Schwimmbad oder a¨hnliches widerspiegelt. Auch denk-
bar, aber deutlich kritischer, ist der Gesundheitszustand, auf den gefolgert werden kann, wenn die Position ein
Krankenhaus oder (Fach)arzt ist. Dieses ist keine vollsta¨ndige Liste, sondern zeigt nur verschiedene Probleme, die
aus den gespeicherten Positionsdaten hervorgehen ko¨nnen.
Durch Hinzunahme der Zeit ko¨nnen detailliertere Informationen erfasst werden. Somit erho¨ht sich das Risiko, dass
die Privatspha¨re verletzt wird. So kann nicht nur auf den Sportverein gefolgert werden, sondern mithilfe der Uhrzeit
auf bestimmte Treffen oder bestimmte Sportarten. Weiter ist es mo¨glich, dass die Position nur zu bestimmten
Zeiten Ru¨ckschlsse auf die Privatspha¨re zula¨sst. So ist der Besuch eines o¨ffentlichen Geba¨udes aus Sicht des
Datenschutzes nicht kritisch zu beurteilen. Durch die Hinzunahme der Zeit ko¨nnte jedoch gefolgert werden, dass
die Person kein Besucher des Geba¨udes ist, wenn das Geba¨ude auß erhalb der O¨ffnungszeiten besucht wird. Dieses
Direct Location Privacy Problem bezieht sich dabei immer auf die direkte Identita¨t des Nutzers, d.h. fu¨r Nutzer
ohne Pseudonym.
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Abbildung 2: Klassifizierung der Angriffe auf LBS [Dec08]
Viele Dienste sind unter einem Pseudonym nutzbar, da die Dienste die wahre Identita¨t des Nutzers nicht kennen
mu¨ssen. Diese Dienste haben meist trotzdem noch das Indirect Location Privacy Problem. Solche Angriffe stel-
len einen Angriff auf das Pseudonym dar. In dem Fall werden ortsbezogene Daten mit anderen externen Daten
kombiniert, um so die Identita¨t hinter dem Pseudonym offenzulegen. So ko¨nnen mithilfe o¨ffentlicher Informatio-
nen, wie Telefonbuch oder Landkarte, Ru¨ckschlu¨sse auf die wahre Identita¨t gefolgert werden, wenn die Position
beispielsweise das Grundstu¨ck des Nutzers widerspiegelt. So etwas wird Known Place Attack genannt.
Kontinuierliche Positionsangaben, z.B. von einem Nutzer der zur Arbeit fa¨hrt, ko¨nnen ebenfalls eine Mo¨glichkeit
fu¨r einen Angriff darstellen. Wenn der Nutzer hinter dem Pseudonym aufgrund seines regelma¨ß igen Weges identi-
fiziert wird, wird das Commuter Attack genannt.
Die letzte Mo¨glichkeit ist die Observation Attack. Wenn der Angreifer einen bestimmten Bereich beobachtet, dieses
kann perso¨nlich oder mithilfe einer U¨berwachungskamera geschehen, kann das Pseudonym offengelegt werden.
Falls sich mehrere Benutzer in dem Bereich aufhalten und den Dienst relativ zeitgleich nutzen, kann noch nicht
auf einen einzelnen Nutzer geschlossen werden. Jedoch kann der Benutzerkreis eingeschra¨nkt und bei weiteren
Anfragen verfeinert werden. Daher ist es ratsam, das Pseudonym regelma¨ß ig zu wechseln.
5 Angriffsmo¨glichkeiten und Schutzmo¨glichkeiten fu¨r TTP
In diesem Kapitel werden mo¨gliche Angriffe auf die TTP-Architektur aufgezeigt. Fu¨r jeden Angriff werden ei-
ne oder mehrere Lo¨sungsmo¨glichkeiten vorgestellt und bewertet. Dabei ist besonders auf die Beeintra¨chtigung
der Lo¨sungsmo¨glichkeiten untereinander zu achten. Ziel der Angriffe ist es, die Identita¨t des Versicherungsneh-
mers offenzulegen und somit unter Umsta¨nden die Privatspha¨re zu verletzen, da ein Bewegungsprofil vorliegt.
Auf Basis dieser Angriffe werden Verbesserungsmo¨glichkeiten vorgestellt und bewertet. Diese sollen den Angriff
einschra¨nken, wenn nicht sogar ganz verhindern.
Die beschriebenen Angriffe sind nach Location Privacy Problems wie in Abbildung 2 aufgeteilt. Da in der Archi-
tektur Pseudonyme zum Einsatz kommen, ko¨nnen keine Direct Location Privacy Problems auftreten. Dieses gilt
allerdings nur, wenn nicht mehrere Server kompromittiert werden. So kann das Direct Location Privacy Problem
auftreten, wenn neben der TTP auch die Versicherung kompromittiert wird. In diesem Fall ko¨nnen die Positions-
daten mit Pseudonymen mithilfe der Versicherung direkt Identita¨ten zugeordnet werden. Dieses Problem la¨sst sich
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in dieser Architektur nur minimieren bzw. verhindern, wenn die TTP die Positionsdaten schnell aggregiert. Somit
sind keine detaillierten Information mehr verfu¨gbar. Die folgende Einteilung findet deshalb in den einzelnen Ka-
tegorien von Indirect Location Privacy Problems statt. Dabei werden zuerst die Probleme beschrieben und danach
eine oder mehrere Lo¨sungsmo¨glichkeiten bzw. Verbesserungen vorgestellt.
Besondere Schwierigkeiten ergeben sich bei der Verbesserung der Privatspha¨re fu¨r Pay-as-you-Drive, da aufgrund
von Anforderungen nicht alle potentiellen Mo¨glichkeiten infrage kommen. So haben PAYD-Anwendungen die
folgenden Anforderungen:
• hohe Genauigkeit der Positionsangaben notwendig
• regelma¨ß ige Positionsbestimmung notwendig, um die Fahrstrecke genau zu erfassen
• anonyme Nutzung von PAYD nicht mo¨glich, da Versicherungspra¨mie bestimmt werden muss
Abbildung 3: Angriffsmo¨glichkeiten auf PAYD
Abbildung 3 skizziert die potenziellen Angriffsmo¨glichkeiten auf das PAYD-Szenario. Dabei symbolisieren die
beiden roten Kreise einen Angriff durch die Known Place Attack. Anhand von weiteren externen Informationen
kann eventuell auf die wahre Identita¨t des Nutzers geschlossen werden. Die geschwungene rote Linie stellt den
Angriff durch die Commuter Attack dar. Dieses ist, wie der Name vermuten la¨sst, typischerweise der ta¨gliche
Weg zur Arbeitsstelle. Dabei wird durch die Verbindung Zuhause - Arbeit eine Identifizierung ermo¨glicht. Der
letzte Angriff ist die Observation Attack. Dabei wird der Nutzer manuell oder automatisch beobachtet und so eine
Identifizierung ermo¨glicht. Dieses wird von der geraden roten Linie symbolisiert.
Fu¨r jede Verbesserung wird auf ein oder mehrere Paper referenziert, in denen die Verbesserung eingefu¨hrt wurde.
Aus Platzgru¨nden wird hier fu¨r jede Verbesserung nur ein kurzer U¨berblick zur Idee der Verbesserung gegeben.
Die Verbesserungen werden in dem jeweiligen Paper im Detail erkla¨rt.
5.1 Known Place Attack
Die Known Place Attack beschreibt einen Angriff auf die Identita¨t, wenn die Position bekannt ist. Das heiß t, anhand
einer Positionsangabe kann auf eine Identita¨t geschlossen werden. Dabei ko¨nnen o¨ffentliche Informationen zur
61
Hilfe gezogen werden, wie eine Landkarte oder ein Telefonbuch. Obwohl die Versicherung von der TTP getrennt
ist und die TTP nur u¨ber ein Pseudonym verfu¨gt, besteht so eine gewisse Chance, die wahre Identita¨t zu ermitteln.
Die TTP empfa¨ngt unter einem Pseudonym mehrere Positionsangaben. Gerade der Anfang oder das Ende einer
Fahrt kann die Person identifizieren [Kru07]. Dazu kann die Adresse anhand der Positionsdaten mit Hilfe einer
Landkarte recherchiert werden. Dieses kann nun mit etwas Glu¨ck durch die Ru¨ckwa¨rtssuche im Telefonbuch in
einen realen Namen aufgelo¨st werden. Doch auch ohne Realnamen ko¨nnen nun mehrere Pseudonyme einander
zugeordnet werden, wenn auf die gleiche Adresse gefolgert werden kann. Das heiß t, dass mehrere Pseudonyme
durch die Positionsangabe verknu¨pft werden. Dieses geht allerdings nur, wenn die Position einer Identita¨t eindeutig
zugeordnet werden kann. Durch weitere Positionen kann die Menge der Identita¨ten eingeschra¨nkt werden, bis die
wahre Identita¨t herausgefunden wurde.
So kann neben dem Angriff auf den Wohnsitz einer Identita¨t ebenso die Arbeitsstelle als Risiko der Privatspha¨re
dienen. Dabei ko¨nnen Daten von der privaten Homepage oder von sozialen Netzwerken wie Facebook oder Xing
benutzt werden. Um ein weiteres Beispiel zu nennen, kann dieses ebenso fu¨r eine Vereinsmitgliedschaft geschehen.
Dabei ko¨nnte eine Mitgliederliste, Bestzeitenlisten vom Sport, Auszeichnungen oder Ansprechpartner fu¨r den
Verein durchsucht werden.
5.1.1 k-Anonymity
Durch k-Anonymity ([Swe02], [Dec08]) wird die Genauigkeit der Positionsangaben reduziert. Dieses kann sowohl
ra¨umlich als auch zeitlich geschehen. Ziel ist es, die Genauigkeit der Positionsangaben so weit zu reduzieren, dass
k − 1 weitere Nutzer in Betracht kommen, der potentielle Nutzer zu der Anfrage zu sein. Insgesamt kommen so k
Nutzer in Frage.
Um k-Anonymity einzusetzen, muss ein weiterer Server eingesetzt werden, der die Genauigkeit u¨berwacht. Dieser
Server wird Mediator genannt. Diesem Mediator teilen die Nutzer ihre Positionsangaben mit, damit dieser die
Genauigkeit reduziert. Ebenso kann die gewu¨nschte Anonymita¨t in Form von k u¨bertragen werden. Jeder Nutzer
kann somit sein eigenes Level der Anonymita¨t definieren. Erst wenn dieses Level erreicht ist, sendet der Mediator
die Daten an die TTP weiter. Dem Mediator muss somit, auch wie der TTP, vertraut werden. Wenn beispielsweise
der Mediator die k-Anonymity falsch berechnet, wa¨re die Anonymita¨t der Nutzer nicht mehr gewa¨hrleistet. Ebenso
darf der Mediator die Daten nicht so verfa¨lschen, dass der Nutzer eine ho¨here Pra¨mie zahlen muss.
5.1.2 Dummy-Requests
Neben den korrekten Positionsdaten ko¨nnte das mobile Endgera¨t zusa¨tzlich Dummy-Requests ([Dec08]) an die
TTP senden. Diese Dummy-Requests wu¨rden auch von der TTP aggregiert und an die Versicherung u¨bermittelt.
Dabei ist zu beachten, dass die korrekten Positionsdaten und Dummy-Requests jeweils unter einem anderen Pseud-
onym eingereicht werden. Das Endgera¨t sendet nun der Versicherung die Pseudonyme der tatsa¨chlich gefahrenen
Strecken. Somit kann die TTP nicht bestimmen, welche Strecken der Nutzer tatsa¨chlich gefahren ist, wenn trotz
Pseudonym die Identita¨t offengelegt werden kann.
Das Hauptproblem ist die Erzeugung der Dummy-Requests. Da es sich bei PAYD um Continuous Queries han-
delt, ist es besonders schwierig einen korrekten Bezug der Anfragen untereinander herzustellen. Eine Berechnung
der mo¨glichen Routen auf dem Endgera¨t fa¨llt aus, da das mobile Endgera¨t u¨ber keinerlei Karten verfu¨gt. Zudem
ko¨nnte, wenn Kartendaten oder ein Kartenausschnitt auf dem Endgera¨t vorhanden wa¨re, die Berechnung der eige-
nen Strecke selbst vorgenommen werden.
Das mobile Endgera¨t ko¨nnte Fahrstrecken zur Verwendung der Dummy-Requests von der Versicherung oder durch
direkte Verbindung zu anderen mobilen Endgera¨ten bekommen. So ko¨nnte die TTP die Positionsdaten anonymi-
sieren und an die Versicherung u¨bertragen. Diese teilt dem mobilen Endgera¨t die Streckendaten mit, damit diese als
Dummy-Requests verwendet werden ko¨nnen. Wesentliche Nachteile dieser Verbesserung sind, dass die Strecken-
daten sowohl regelma¨ß ig aktualisiert werden und zudem viele Streckendaten verfu¨gbar sein mu¨ssen. Andernfalls
ko¨nnen diese Dummy-Requests schnell aussortiert und damit auf die korrekten Positionsdaten geschlossen werden.
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5.1.3 Ban-zone
Eine Abwehrmo¨glichkeit fu¨r den Angriff ist, dass fu¨r die kritischen Bereiche keine Positionsangaben an die TTP
u¨bermittelt werden. Ein kritischer Bereich ist dabei jede Position, bei dem auf die wahre Identita¨t des Nutzers
geschlossen werden kann. Dieses ist etwa der eigene Wohnsitz, die Arbeitsstelle oder Mitgliedschaften bei einer
Partei, einem Fitnessstudio oder in einem Sportverein. Dieses kann aber auch andere Institutionen treffen, u¨ber die
der Nutzer identifiziert werden kann.
Da diese Ban-zone ([Dec08]) nur einen kleinen Bereich der Fahrstrecke ausmacht, kann auf die detaillierte Aus-
wertung verzichtet werden. Zudem ko¨nnte das mobile Endgera¨t die in der Ban-zone gefahrenen Daten selbst ag-
gregieren und an die TTP u¨bermitteln. So wa¨re es denkbar, dass das Endgera¨t fu¨r die Ban-zone die gefahrenen
Kilometer, Uhrzeit und Durchschnittsgeschwindigkeit selbststa¨ndig berechnet und u¨bertra¨gt. Dieses wu¨rde die
Berechnung der Versicherungspra¨mie nicht verfa¨lschen, da im Gegensatz zur TTP nur die weiteren Metadaten wie
Straß entyp und daraus resultierende Geschwindigkeitsu¨berschreitung verloren gehen. Alternativ kann dafu¨r die
Architektur Auswertung auf dem Endgera¨t [BKZ10] verwendet werden. Dieses stellt eine Kombination der beiden
Architekturen dar. Es wa¨re also ein hybrider Client. Nachteilig wa¨re hierbei, dass der Client durch die Architektur
wieder komplexer wird.
Sinnvoll ist die Verwaltung der Ban-zone auf dem mobilen Endgera¨t. Somit erfahren weder die Versicherung noch
die TTP von den schu¨tzenswerten Positionen. Der Nutzer muss also seine eigenen Ban-zones selber definieren.
Damit keine Ban-zone vergessen wird, ko¨nnte der Nutzer dafu¨r von der Versicherung eine Checkliste mit Fra-
gen und Beispielen bekommen, die die perso¨nliche Auswahl der Ban-zones erleichtern. Listing 1 beschreibt eine
beispielhafte Checkliste zum Festlegen der Ban-zones.
Ist eine Ban-zone defi niert fu¨r... OK?
Aktuellen Wohnort
Parkplatz des Autos fu¨r Wohnort
Aktuelle Arbeitsstelle
Parkplatz des Autos fu¨r Arbeitsstelle
Alle Aufenthaltsorte vom eigenen Verein/Fitnessstudio
Regelma¨ß ige wo¨chentliche Treffen
Regelma¨ß ige Arzt-/Krankenhausbesuche
Sonstige regelma¨ß ige Treffen
Tabelle 1: Checkliste fu¨r Ban-zones
Der Nutzer ko¨nnte nun selbssta¨ndig mithilfe einer Karte seine Ban-zones definieren. Das gro¨ß te Risiko ist die Wahl
der richtigen Ban-zone. So ko¨nnte ein Angreifer einfach den Mittelpunkt des Kreises bestimmen. Dieses ist noch
einfacher, wenn ein fixer Radius bei jedem Versicherungsnehmer verwendet wird. Ein Ratschlag an den Versiche-
rungsnehmer wa¨re nun, den Mittelpunkt beliebig zu setzen, nur so, dass sein Grundstu¨ck/Auto noch im Radius
liegt. Dieses birgt jedoch das Risiko, dass der Mittelpunkt falsch gesetzt wird bzw. viele Nutzer den Mittelpunkt
a¨hnlich setzen. Daher ist diese Methode nicht zu empfehlen.
In [Kru07] wird eine bessere Variante zum Setzen der Ban-zone vorgeschlagen. Diese wird von Abbildung 4
illustriert. Der Nutzer wa¨hlt genau den Punkt aus, aufgrund dessen die Ban-zone errichtet werden soll. Um diesen
Punkt wird ein Kreis mit Radius r gezogen. In diesem Kreis wird ein zufa¨lliger Punkt gewa¨hlt und ein weiterer
Kreis mit Radius R gezogen, wobei r < R gu¨ltig sein muss. Dieses stellt insgesamt sicher, dass ein Angreifer den
schu¨tzenswerten Ursprungsort nur sehr schwer erraten kann.
Das Endgera¨t muss nun u¨berpru¨fen, ob eine Position innerhalb einer Ban-zone liegt. Ist dieses der Fall, wer-
den die Positionen in der Ban-zone vom Endgera¨t selbst aggregiert. Andernfalls werden die Positionen bis zur
U¨bermittlung der Versicherung auf dem Endgera¨t gespeichert. Zusa¨tzlich ist durch das Endgera¨t zu beachten, dass
keine Ban-zone innerhalb einer Fahrstrecke vorkommt. Ist dieses der Fall, muss die Strecke logisch aufgeteilt wer-
den, damit beide Teile unter einem anderen Pseudonym eingereicht werden. Andernfalls wu¨rde die Privatspha¨re
verletzt werden. Dieses ist der Fall, da durch die plo¨tzliche Nichtu¨bertragung die Ban-zone verraten wird. Da durch
die Positionsangaben vor und nach der Ban-zone Uhrzeiten u¨bermittelt werden, kann zudem auf die Verweildauer
in der Ban-zone gefolgert werden.
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Abbildung 4: Skizze zur Berechnung der Ban-zone [Kru07]
5.1.4 Privater Fahrmodus
Ban-zones werden fu¨r Bereiche festgelegt, die der Nutzer regelma¨ß ig besucht und anhand derer eine Identifizierung
mo¨glich ist. Jedoch gibt es noch andere Fa¨lle, wo die Festlegung einer Ban-zone mangels Regelma¨ß igkeit keinen
Sinn ergibt. Diese sollen von einem Privaten Fahrmodus abgedeckt werden. In diesem privaten Modus sollen wie
bei der Ban-zone keine Positionsdaten an die Versicherung u¨bermittelt werden. Eine Ban-zone zu definieren, zum
Beispiel fu¨r eine ja¨hrlich stattfindende Hauptversammlung oder fu¨r spontane Arztbesuche, ist unter Umsta¨nden
aufwa¨ndiger, als in den privaten Fahrmodus zu wechseln.
Wie auch bei der Ban-zone u¨bernimmt das Endgera¨t die Auswertung der Positionsangaben im privaten Fahrmodus.
Dabei werden neben der Anzahl der Kilometer auch die Durchschnittsgeschwindigkeit und Dauer an die TTP
u¨bermittelt. Der private Fahrmodus ist nur als Erga¨nzung zur Ban-zone anzusehen, da ein dauerhaftes Fahren im
privaten Modus fu¨r beide Seiten nicht sinnvoll ist. Der Versicherung werden zu wenig Kennzahlen u¨bertragen und
dadurch wird der Nutzer weniger Versicherungspra¨mie einsparen.
Alternativ ko¨nnte fu¨r den privaten Modus auch die Architektur Auswertung auf dem Endgera¨t eingesetzt werden.
Hierbei u¨bernimmt fu¨r private Strecken das Endgera¨t die Auswertung und die restlichen Strecken werden von der
TTP ausgewertet. Der Client wa¨re damit ein hybrider Client aus Architektur Auswertung auf dem Endgera¨t und
Auswertung durch vertrauenswu¨rdige Stelle. Fu¨r die Versicherung hat dieses den entscheidenden Vorteil, dass auch
fu¨r private Strecken detaillierte Informationen zur Aggregation herangezogen werden.
5.2 Commuter Attack
Die Commuter Attack beschreibt den Angriff auf die Privatspha¨re durch das Analysieren einer Abfolge von Stand-
ortpositionen. Dieses ist typischerweise der Arbeitsweg, von dem sich auch der Name des Angriffs ableitet. Es
ko¨nnen aber auch andere Strecken Verwendung finden, wie z.B. der Weg zur Parteizentrale, Fitnessstudio oder
Sportverein.
Im Gegenzug zur Known Place Attack, wo nur eine einzelne Position zur Identifizierung genu¨gt, wertet die Com-
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muter Attack eine Fahrstrecke aus. So ko¨nnte beispielsweise bekannt sein, welche potentiellen Nutzer an Position
A infrage kommen und ebenso, welche Nutzer an Position B. Jedoch kann ein Nutzer nur identifiziert werden,
wenn durch die Wegstrecke ersichtlich ist, welcher Nutzer von A nach B fa¨hrt.
5.2.1 Mix-zone
Um die Commuter Attack zu unterbinden, ist es erforderlich, dass der TTP keine durchga¨ngigen Positionsangaben
mehr gesendet werden. Das heiß t, dass das Endgera¨t das Pseudonym wechselt, damit keine zusammenha¨ngenden
Strecken unter einem Pseudonym entstehen ko¨nnen. Der Wechsel des Pseudonyms wird durch Mix-zones ([Dec08],
[BS03]) geregelt.
Die Idee der Mix-zones kommt von Mixe, die die Anonymita¨t im Internet sichergestellt haben. Dazu haben Mixe
Daten von verschiedenen Clients zwischengespeichert und, wenn eine gewisse Anonymita¨tsmenge vorhanden ist,
diese Daten in zufa¨lliger Reihenfolge weitergeleitet. Dadurch wurde die Anonymita¨t der Clients gegenu¨ber den
Servern sichergestellt, da nur beim Mix bekannt ist, von welchem Client die Anfrage kommt.
Auf Mix-zones in LBS u¨bertragen bedeutet das, dass eine Mix-zone ein Bereich ist, in dem die Nutzer ihre Iden-
tita¨t wechseln ko¨nnen. Die TTP nutzt zum Identifizieren der Nutzer Pseudonyme. Es wird also das alte Pseudonym
durch ein neues Pseudonym ausgetauscht. Da ein Austausch des Pseudonyms an einem beliebigen Ort nicht sinn-
voll ist, da so die TTP das neue Pseudonym wieder mit dem alten Pseudonym verknu¨pfen kann, wurden Mix-zones
eingefu¨hrt. In dieser Mix-zone werden von den Nutzern keine Positionsinformationen u¨bertragen und ermo¨glichen
daher einen sicheren Wechsel des Pseudonyms.
So eine Mix-zone kann auf den Wegstrecken mehrmals vorkommen und so die Chance erho¨hen, dass ein Pseud-
onymwechsel nicht nachvollziehbar ist. Dieses kann noch gesteigert werden, wenn mehr potentielle als tatsa¨chliche
Nutzer in dieses Verfahren einbezogen werden. Dieses ko¨nnte mit Temporal Cloaking erreicht werden. Hierauf soll
hier nicht weiter eingegangen werden, sondern es wird auf Kapitel 5.3.1 verwiesen. Es sei nur erwa¨hnt, dass die
Mix-zone mit Temporal Cloaking eine sehr gute Kombination darstellt.
Die Mix-zone sollte durch den Server implementiert werden. Dabei ko¨nnten beispielsweise zuna¨chst alle Kreu-
zungen mit Ampeln herausgefunden werden. Diese Positionen ko¨nnen in der Datenbank gespeichert werden. Um
diese Position herum wird eine Mix-zone mit einer bestimmten Gro¨ß e eingerichtet und den Clients mitgeteilt.
5.2.2 Provider Change
Anstatt durch Mix-zones zu verhindern, dass alte und neue Pseudonyme nicht miteinander verknu¨pft werden
ko¨nnen, kann auch ein Provider Change ([Dec08]) stattfinden. Ein Provider Change besagt, dass die Positionsda-
ten nun zu einem neuen Provider, also zu einer neuen TTP, geschickt werden. Eine Verknu¨pfung der Pseudonyme
ist jetzt nicht mehr mo¨glich, da ein Austausch unter den einzelnen TTPs nicht erlaubt ist. Zudem ko¨nnen keine
Angriffe auf die Wegstrecke stattfinden, da ein Provider nur einen Teil der Wegstrecke vom Nutzer bekommen
hat. Folglich erho¨ht diese Methode die Sicherheit in Bezug auf Servereinbruch. So ko¨nnen bei einem Serverein-
bruch oder wenn die TTP von einem Evil Admin administriert wird, nicht die gesamten Positionsdaten abgegriffen
werden, sondern nur der Teil, der auf dem Server gespeichert ist.
Nach Aggregation der Positionsdaten schicken die TTP die aggregierten Daten an die Versicherung bzw. die Ver-
sicherung ruft die aggregierten Daten von allen TTPs ab. Die Versicherung muss nun die Daten von den verschie-
denen TTPs zusammenfu¨hren. Bei der bestehenden Architektur muss die Versicherung Daten zahlreicher Routen
zusammenfassen, bekommt aber alle von einer TTP.
5.2.3 Path Confusion
Path Confusion ([HG05], [Dec08]) basiert auf dem gleichen Prinzip wie Mix-zones. Ziel ist es, neue Pseudonyme
nicht den alten zuordnen zu ko¨nnen. Statt Mix-zones auf dem Endgera¨t zu implementieren, findet Path Confusion
auf dem Server, dem Mediator, statt. Dabei wird der Umstand ausgenutzt, dass sich die Wege zweier oder mehrerer
Nutzer kreuzen. Der Mediator blendet dabei nicht wie bei den Mix-zones die Positionen aus, sondern reduziert die
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Genauigkeit. Dadurch kommen mehr potentielle Nutzer nach einem Pseudonymwechsel in Betracht. Fu¨r PAYD
mu¨ssen fu¨r den Mediator ein weiterer Server zum Einsatz kommen. An diesen werden die Positionen geschickt
und nach erfolgreicher Bearbeitung an den TTP-Server weitergeleitet.
5.3 Observation Attack
Durch Beobachten des Nutzers kann die Identita¨t aufgedeckt werden. Dieses kann sowohl manuell durch direkte
Beobachtung geschehen als auch automatisiert durch Anlagen, die den Verkehrsfl uss analyisieren und u¨berwachen.
Ein Beispiel ist ein System wie Toll Collect. Der Nutzer wird wa¨hrend einer Anfrage an den LBS beobachtet.
Hierdurch ist die Zuordnung des Pseudonyms zu seiner Identita¨t mo¨glich.
5.3.1 Reduction Precision: Temporal
Um die Beobachtung und Zuordnung zu erschweren, ist es sinnvoll, ein Spatial und/oder Temporal Cloaking
([Dec08]) durchzufu¨hren. Im PAYD-Szenario ist eine hohe Genauigkeit wichtig, ein Spatial Cloaking ist daher
nicht sinnvoll. Da die Anfragen aber zwischengespeichert und vom Endgera¨t vera¨ndert werden, kann so die Zeit
zur Position vera¨ndert und somit Temporal Cloaking durchgefu¨hrt werden. Dieses vergro¨ß ert den potentiellen
Nutzerkreis drastisch, wenn ein hohes Temporal Cloaking stattfindet. Im PAYD-Szenario ko¨nnen die Zeitangaben
nicht nur seku¨ndlich vera¨ndert werden, sondern ein ungefa¨hrer Zeitrahmen ist fu¨r die Versicherung ausreichend
und sinnvoll. So ist die Versicherung interessiert, ob ein Nutzer zum Berufsverkehr oder zur Nebenzeit unterwegs
ist. Auch ist es fu¨r die Versicherung interessant zu wissen, zu welcher Tageszeit die Fahrten stattgefunden haben.
Dieses ist gerade bei jungen Fahrern entscheidend, z.B. bei Nachtfahrten.
Statt genaue Zeitangaben an die TTP zu senden, ist es somit mo¨glich, die Zeiten auf- oder abzurunden. So wa¨re
es denkbar, die Angaben jeweils auf die volle oder halbe Stunde zu runden. Beispielsweise ko¨nnte die erste Positi-
onsangabe unter einem Pseudonym von der genauen Zeit 08:16:23 auf 08:00 Uhr gerundet werden. Alle weiteren
Positionen werden demnach zeitlich um 16 Minuten und 23 Sekunden reduziert. Anhand der Zeitangabe hat die
Versicherung immer noch eine ausreichende Kennzahl zur Berechnung der Versicherungspra¨mie.
5.3.2 k-Anonymity
Auch zum Verhindern von Observation Attacken kann k-Anonymity, wie in Abschnitt 5.1.1 beschrieben, zum Ein-
satz kommen; k-Anonymity reduziert hier die Genauigkeit der Positionsangaben. Dadurch wird es einem Angreifer
deutlich erschwert, durch Beobachtung auf die Identita¨t zu schließ en.
5.3.3 Dummy-Requests
Wie in Abschnitt 5.1.2 ko¨nnen diese auch als Schutz fu¨r Observation Attacks eingesetzt werden. Dabei ist, eben-
falls wie bei k-Anonymity, das Ziel, dass der Nutzer nicht direkt identifiziert werden kann. Dieser versteckt sich
zwischen einer Menge von anderen Nutzern. Dieses ha¨ngt von der versendeten Anzahl der Dummy-Requests ab.
Somit kann nicht eindeutig gesagt werden, ob der Nutzer wirklich an dem Ort war. Dieses erschwert die Observa-
tion Attack.
5.4 Auswahl einer sinnvollen Kombination von Verbesserungen
Tabelle 2 stellt die untersuchten Verbesserungsmo¨glichkeiten gegenu¨ber. Diese gilt es zu vergleichen, um geeignete
Kombinationsmo¨glichkeiten auszuwa¨hlen. Dabei ist besonders darauf zu achten, dass sich die Verbesserungen
















































































































Ban-zone × + - - + ◦ ◦ ◦ ◦ ◦
Privaten Fahrmodus + × - - - - - - - -
k-Anonymity - - × ◦ ◦ ◦ ◦ + + ◦
Dummy-Requests - - ◦ × ◦ ◦ ◦ ◦ ◦ +
Commuter Attack
Mix-zone + + ◦ ◦ × ◦ ◦ + ◦ +
Provider Change ◦ - ◦ ◦ ◦ × ◦ ◦ ◦ ◦
Path Confusion ◦ - ◦ ◦ ◦ ◦ × + ◦ ◦
Observation Attack
Reduction Precision: Temporal ◦ - + ◦ + ◦ + × ◦ ◦
k-Anonymity ◦ - + ◦ + ◦ + ◦ × ◦
Dummy-Requests ◦ - ◦ + + ◦ ◦ ◦ ◦ ×
Tabelle 2: Kombinationsmo¨glichkeiten der Verbesserungen
Es wurden drei Angriffskategorien vorgestellt, fu¨r die mindestens eine Abwehrmaß nahme pro Kategorie aus-
gewa¨hlt werden soll. Nur so kann die Privatspha¨re der Nutzer ausreichend geschu¨tzt werden. Die Ban-zone la¨sst
sich gut mit den privaten Fahrmodus oder Mix-zones kombinieren, da bei allen dreien eine U¨berpru¨fung stattfinden
muss, ob das Endgera¨t in einem bestimmten Bereich ist. Zudem kann die Fahrstrecke und Zeit in diesem Bereich
aggregiert werden. Dieses kann von allen drei verwendet werden. Fu¨r die Known-Place Attack mit der Ban-zone
machen k-Anonymity und Dummy-Requests keinen Sinn, da durch die Ban-zone keine Positionen verschickt wer-
den sollen. Wenn der private Fahrmodus aktiv ist, macht eine Kombination mit keiner Verbesserung einen Sinn.
Durch den privaten Fahrmodus werden keine Daten an die TTP gesendet. Daher ist keine weitere Verbesserung
no¨tig. k-Anonymity la¨sst sich gut mit Temporal Reduction kombinieren, da k-Anonymity besonders profitiert,
wenn die Zeit in einem gro¨ß eren Zeitrahmen vera¨ndert werden kann. Mix-zones passen sehr gut zu Temporal Re-
duction, da sich dadurch die potentiellen Nutzer in einer Mix-zone erho¨hen. Dieses wu¨rde die Chance fu¨r einen
erfolgreichen Pseudonymwechsel erho¨hen. Einen a¨hnlichen Effekt la¨sst sich durch Dummy-Requests erreichen,
da mehr Requests von potentiellen Nutzern generiert werden. A¨hnlich wie bei k-Anonymity profitiert auch Path
Confusion durch Temporal Reduction. Der Algorithmus hat eine ho¨here Chance, dass sich die Wege der Nutzer
kreuzen, wenn die Zeit in einem gro¨ß eren Zeitrahmen vera¨ndert werden kann.
Da auf einen Mediator mo¨glichst verzichtet werden soll, da diesem erneut vertraut werden muss, sollen Verbesse-
rungsmo¨glichkeiten ohne Mediator gewa¨hlt werden. Dabei stellt die Mix-zone mit der Temporal Reduction eine
sehr gute Kombination dar, da dieses die potentiellen Nutzer erho¨ht. Zudem passen Ban- und Mix-zones gut zu-
sammen, da die U¨berpru¨fung und lokale Aggregation fu¨r beide Verfahren sehr a¨hnlich ist. Aus diesem Grund
werden als Verbesserungen Ban- und Mixzones mit Temporal Reduction implementiert. Zusa¨tzlich ist dieses auch
fu¨r den privaten Fahrmodus der Fall. Dieser schu¨tzt besonders bei spontanen oder kritischen Fahrten.
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6 Implementierung
In diesem Kapitel wird die Implementierung der Verbesserungen fu¨r die TTP-Architektur beschrieben. Abbildung
5 beschreibt die Kombination der einzelnen Konzepte in der Android-App. Dabei spiegelt die Abbildung das
Vorgehen beim Aufzeichnen der Positionen wieder.
Abbildung 5: Kombination der Konzepte
Wenn die App eine Position empfa¨ngt, wird zuna¨chst u¨berpru¨ft ob der private Fahrmodus aktiv ist. Ist dieses der
Fall muss die Position nur lokal aggregiert und in der Datenbank gespeichert werden. Falls der private Fahrmodus
nicht aktiv ist, wird u¨berpru¨ft, ob sich der Nutzer in einer Ban- oder Mix-zone befindet. Wenn dieses der Fall ist,
wird ebenfalls, wie beim privaten Modus, die Position lokal aggregiert. Zusa¨tzlich wird bei der Ban- und Mix-zone
u¨berpru¨ft, ob schon eine normale Position empfangen wurde. Ist dieses der Fall muss eine neue Route angelegt
werden, damit die neue Route unter einem neuen Pseudonym eingereicht werden kann. Andernfalls ko¨nnte die
Privatspha¨re verletzt werden. Wenn weder der private Fahrmodus aktiv ist, noch sich der Nutzer in einer Ban-
oder Mix-zone befindet, findet die zeitliche Reduzierung statt. Dabei wird bei der ersten normalen Position ein
Deltawert berechnet, mit Hilfe dessen alle nachfolgenden Positionen angepasst werden. Danach kann die Position
gespeichert werden und die Verarbeitung der Position ist zu Ende.
7 Zusammenfassung und Fazit
Die bestehende TTP-Architektur wurde auf das Direct und Indirect Location Privacy Problem untersucht. Da
bei der Architektur Pseudonyme zum Einsatz kommen, kann das Direct Location Privacy Problem nahezu ausge-
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schlossen werden. Dieses ist nur mo¨glich, wenn sowohl die Versicherung als auch die TTP kompromittiert werden.
Mithilfe der Datensa¨tze ko¨nnen die Positionsdaten mit Pseudonymen den wahren Identita¨ten zugeordnet werden.
Dieses la¨sst sich weiter entscha¨rfen, wenn die TTP die eingereichten Positionsdaten schnell aggregiert. Zu den In-
direct Location Privacy Problems, die sich in Known Place Attack, Commuter Attack und Observation Attack auf-
teilen, wurden verschiedene Verbesserungsmo¨glichkeiten aufgezeigt. Diese wurden verglichen und bewertet. Die
vielversprechendste Mo¨glichkeit jeder Kategorie wurde dabei fu¨r die TTP-Architektur umgesetzt. Zum Verhindern
der Known Place Attack wurden Ban-zones eingefu¨hrt. Fu¨r diese Ban-zones werden keine Positionsdaten an die
TTP geschickt, sondern das mobile Endgera¨t u¨bernimmt eine einfache Form der Aggregation. Um der Commuter
Attack entgegenzuwirken muss die Wegstrecke der Positionen unterbrochen werden bzw. ein Pseudonymwechsel
stattfinden. Dieses wurde durch Einsatz von Mix-zones erreicht, in dem die mobilen Endgera¨te ihr Pseudonym si-
cher wechseln ko¨nnen. Durch Temporal Reduction wird die zeitliche Genauigkeit der Positionsangaben reduziert.
Dieses ist mo¨glich, da der Versicherung ungefa¨hre Zeitangaben ausreichen. Dadurch wird ein Angriff durch die
Observation Attack erschwert.
Insgesamt wurde fu¨r jede Angriffskategorie eine Verbesserung umgesetzt, die diesen Angriff verhindert. Zusa¨tzlich
wurde ein privater Fahrmodus implementiert, der, solange aktiv, keine Positionsdaten an die TTP schickt. Hierbei
u¨bernimmt das mobile Endgera¨t die Aggregation.
Ab 2015 sollen alle neuen PKW in der EU u¨ber einen eCall (emergency call) verfu¨gen [Eur11]. So sind dann alle
Neuwagen mit GPS und GSM ausgestattet. Es liegt nahe, dieses fu¨r weitere Anwendungen, wie Navigationsgera¨t
oder Diebstahlschutz zu nutzen. Auch die Anwendung PAYD wird hierdurch attraktiver und ko¨nnte einen Auf-
schwung und eine gro¨ß ere Verbreitung erfahren, zumal sie mit den hier vorgestellten Verbesserungen kaum noch
Bedrohungen fu¨r die Privatspha¨re der Nutzer bedeutet.
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Abstract: This paper describes an approach to access large amounts of geo data on mobile devices with small 
runtime memories. We have this problem, e.g., if we want to execute a route planning application on smart 
phones that do not have server access. The Spatial Hashtable approach first orders all geo objects by their lo-
cality. This increases the probability to remain at the same hashtable position for subsequent queries and de-
creases the transfer from flash to runtime memory. Spatial Hashtables also provide spatial indexes that 
quickly allow an application to access entries by geometric conditions. We present three Spatial Hashtable 
mechanisms: Pivot, Stripes and Double Stripes. 
1 Introduction 
Mobile location-based applications such as tour guides often access spatial data via a mobile network on a cen-
tral server. In some scenarios, however, it is reasonable to store a certain amount of spatial data on the mobile 
device. Reasons could be: a mobile network is not available in certain scenarios, it is too costly, or too slow. In 
addition, a certain business model could prefer not to install a service but to put the geo data on the mobile de-
vice. 
Even though big mobile storages are nowadays available as flash memory (e.g. SD cards with 16-64 GB), the 
actual runtime storage for the heap in the internal memory is considerably small (e.g. 64 MB in current Android 
smart phones). Unfortunately, to load a block of data from flash memory takes (dependent on the real hardware) 
approx. 200 times longer compared to load a block from the internal memory. 
For certain applications huge amounts of geo data are involved. For route planning in Germany, more than 2 
million streets and over 10 million crossings have to be stored. The required space is approx. 1 GB. Thus, we 
have to think about a mechanism to load blocks of interest from the flash memory into the internal memory. In 
order to have a certain amount of related entries available in a specific block, we have to localize all geo data. 
In this paper we introduce the notion of the Spatial Hashtable – a structure that combines a traditional hashtable 
with the ability to look up spatial data by geometric conditions. We present three approaches to localize the data. 
2 Related Work 
The problem has certain similarities to virtual memories in operating system [Vi01]. They also are based on a 
locality of objects. Whereas this type of locality means that related references have similar addresses, our local-
ity means something different: objects with similar addresses describe areas in the real world that are spatially 
close together. Thus, virtual memory mechanisms can be used as underlying approach (especially swapping 
strategies), but we first have to achieve spatial locality of entries. 
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[MH97] assumes a grid with equal geographical tile size. Each tile contains the geo objects that reside in the 
respective geographical area, thus tiles do not contain equal numbers of entries. The approach strongly relies on 
virtual memory methods in the background. Once an entry inside a tile is accessed, the respective memory page 
is cached and thus access to proximate entries is faster. To improve the idea of grids, so called space-filling 
curves can order grid tiles in a specific ordering to preserve proximity [ARR+97]. However, grids always have 
the problem that geo data with an inhomogeneous geographical distribution (the usual case) lead to tiles with 
different number of entries. 
Other approaches such as [ZXL02, HS03] focus on the replacement strategy for cache entries. They provide 
strategies to find out appropriate cache entries based on their geographic properties. For the special case of route 
planning there exist mechanisms that support a graph algorithm (usually a variation of A*) to access the routing 
network on the external memory [BB04]. Note that in this paper we do not focus on cache replacement strate-
gies. We strongly believe that once geo data is spatially clustered, even non-spatial cache replacement strategies 
highly perform. 
The Spatial Hashtable approach presented in this paper is based on ongoing research on geo data. HomeRun 
[Ro10a, Ro10b] is a platform for low-cost development of location-based services, especially of small services 
outside the mass market. HomeRun provides a set of basic services, e.g. the import of geo data from public 
sources. It contains an efficient communication infrastructure for service usage and offers functional blocks for 
mobile devices, e.g. to display maps. As basic functions already exist, a service developer can concentrate on the 
actual application. A development based on HomeRun is cost-effective and due to the modularization, can easily 
be modified later. As a major direction, we want to provide location-based services on smart phones (online and 
offline). In [Ro11] we presented a first approach to store and access huge amounts of geo data on smart phones. 
It was based on a relational database that used a special spatial indexing mechanism [Ro09]. It turned out that, 
even though relational databases are a convenient way to access geo data (even on smart phones), we suffer from 
low performance. For applications such as route planning, relational databases are not appropriate. 
3 The Spatial Hashtable 
3.1 Basic Considerations 
Our Spatial Hashtable is based on the following assumptions: 
 The spatial data is completely mastered on a development system that exports an optimized structure for the 
mobile device. The mobile device mainly reads spatial data rather than changing it. 
 On the mobile device, the transfer between flash memory and runtime heap is considered as the major 
performance bottleneck. Once inside the heap, spatial data can be processed quickly, as current smart 
phones have fast CPUs.  
 We expect a mobile application to perform queries with spatial locality, i.e. successive queries usually affect 
data of the same geographic region. 
 Data entries can be loaded using two mechanisms. First: the application can use an index to address an en-
try, similar to an array index. Second, an application can formulate a certain spatial condition such as: all 
entries that are located inside a certain geographic rectangle.  
 Additionally, we assume that all entries have the same structure with fixed fields, i.e. the Spatial Hashtable 
can be compared to a relational database table. 
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 Figure 1: Basic Spatial Hashtable idea  
Fig. 1 illustrates the Spatial Hashtable idea. We assume an amount of m geo data entries. We divide the overall 
spatial data into k clusters that are stored in separate files in the flash memory. The number of entries per cluster 
n is constant except for the last cluster that gets the rest of m entries. The mapping of the geo data entries to the 
specific cluster file is called localization. This step is essential for the later runtime performance. We present 
three localization mechanisms Pivot, Stripes and Double Stripes in more detail later. 
One cluster file (or more if we use caching) has to fit into the smart phone's heap memory. The application can 
load cluster files via two mechanisms: first, it can access a geo data entry by its index. For an index x, the cluster 
file that contains this entry has the number i=¬x/n¼. The second mechanism provides geometric queries. For this, 
spatial indexes are written to flash memory during the localization procedure. A global spatial index is used to 
identify clusters that fulfill certain geometric conditions. Spatial indexes for each cluster are used to spatially 
search entries in a cluster. 
Note that the loading and accessing mechanism is shielded behind an API. The application simply formulates a 
query for a certain entry – the runtime system executes the computation of the specific cluster index and loads it 
into memory transparently. Further note that in real systems, we allow multiple clusters to reside in the internal 
memory. This dramatically increases the hit rate. Note that, as the clusters are already localized, we can use 
simple cache replacement strategies such as LRU (Least Recently Used) that do not consider the spatiality of 
entries. 
Localizing Geo Data 
The main objective of the localizing algorithm is to define geographical regions with identical numbers of entries 
that divide the overall space without overlap. The probability for multiple requests to remain in the same cluster 
file should be high. Fig. 2 illustrates the problem. 
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 Figure 2: The localization problem  
All geo data entries (fig. 2 left) are distributed in a two-dimensional space. Usually we have different densities, 
e.g. a higher number of entries in cities compared to the countryside. Fig. 2 middle shows a segmentation of the 
space into clusters with equal numbers of entries. Obviously, there exist different ways to divide the space into 
clusters. Ideal clusters have similar spatial heights and widths, as the probability for nearby entries to reside in 
the same cluster is higher. 
We require equal cluster sizes (in terms of record numbers, not area sizes) as we want to increase the usage of 
the spare internal memory of the smart phone. If cluster sizes were not equal, the reserved space for geo data is 
usually not fully used. Thus a simple tile grid (fig. 2 right) is not suitable for our approach, as only the spatial 
sizes would be equal, but not the number of entries. 
In the remaining paper we use the German road map topology as example geo data to show the Spatial Hashtable 
mechanisms. Table 1 shows the corresponding numbers of entries.  
Table 1: Typical amounts of data for route planning (Germany) 
 Records in million Bytes per record Total size in MB 
Crossings 4.7 84 374 
Links between crossings 10.9 27 280 
Complete roads including names 2.3 139 310 
Sum 964 
 
In the following, we focus on the localization mechanism and present three approaches. 
3.2 Pivot Localization 
The idea behind the Pivot localization is to build a cluster around a selected point called Pivot point. After the 
Pivot point and n-1 nearest points are clustered, a next Pivot point is selected and so forth. 
The pseudo code of the Pivot localization is as follows: 
1. Select a Pivot entry of all unselected entries (see below). 
2. Sort all unselected entries by their distance to the Pivot entry. 
3. Select n-1 nearest entries (or less for the last cluster). The Pivot entry and these n-1 entries form a new clus-
ter. 
4. Continue with (1) until all entries are selected. 
Fig. 3 illustrates the approach. 
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 Figure 3: The Pivot localization 
The selection of the Pivot point is important to form compact clusters. Especially the last clusters often get large 
and segmented if we used inappropriate Pivot points. There can be different ways to select the Pivot point, e.g. 
 select the most northern unselected point; 
 first compute the geometric centre of all points. For each round select the unselected point nearest to the 
centre. 
It turned out that selecting the most northern point is an appropriate and simple to compute approach. Experi-
ments show that the segmentation of the last clusters is less than in other approaches. Fig. 4 shows localization 
results of all German crossings (cluster size 800 kB). 
During the localization procedure we store the coordinates pi of the Pivot entries and the maximum distances ri 
between all cluster entries to the Pivot entry. We store this list in the runtime memory, to quickly look up the 
appropriate cluster file. To find the cluster that contains a certain position q we proceed as follows: 
1. Iterate through the list (pi, ri) 
2. If distance(q, pi) d ri: stop with success, i is the cluster file 
3. If the list is processed without any hit: stop with failure 
Here, distance() computes the spatial distance between two coordinates. Note that this code assumes that q is 
actually available as entry. Usually, we perform a radius search, i.e. we want to look up all cluster files that con-
tain entries inside a certain distance s to the given point q: 
1. Iterate through the list (pi, ri) 
2. If distance(q, pi) d ri+s: i is one cluster file (continue loop) 




Figure 4: Pivot localization results 
Note that this approach sometimes selects clusters that geometrically cannot overlap with the search area. This is 
because the actual cluster shapes are not circles; instead, they are circles where former cluster shapes are sub-
tracted. An exact computation of the geometric condition would be computationally too expensive. However, if 
we use the most northern entry as Pivot entry, we can formulate a further condition to step (2): 
distance((pi,lat, qlong), (qlat, qlong)) d s 
(Note that the (pi,lat, qlong) is not a write error.) 
In reality we do not linearly iterate through the list of clusters but use a spatial index (see section 3.5). This 
pseudo code is only to illustrate the mechanisms. 
3.3 Stripes Localization 
The Stripes localization follows another direction to form clusters. Only rectangular clusters are created. The 
benefit: spatial indexing is simplified as most indexing mechanisms are optimized for rectangular shapes. 
As earlier mentioned, a simple grid is not appropriate as the number of entries per grid depends on the geometri-
cal distribution density. Thus our idea is to first consider geometrical stripes that contain multiplies of n entries. 
These stripes are divided vertically with clusters of n entries. To get optimal clusters, we test multiple stripe 
widths and measure the quality of the resulting clusters using a function q. 
The pseudo code of the Stripes localization is as follows: 
1. Order all entries west to east. 
2. Let u denote the number of not-clustered entries. Iterate i from 1 to ªu/nº. 
3. Create a meridian stripe of min(i  n, u) entries starting from the west border of non-clustered entries. 
4. Create clusters of n entries (of less for the last cluster) selecting entries from north to south. 
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5. For each cluster, compute the value q. Let the overall stripe value qi=¦q/i. 
6. Continue iterating through i. Let imin be the stripe index with the minimal value qi.  
7. Create clusters for imin as tested in steps (3) and (4). 
8. Continue with (2) until all entries are selected. 
Fig. 5 illustrates the approach. 
 
Figure 5: The Stripes localization 
The function q should give low values for 'good' cluster shapes. The value for squares should be 0. In addition, 


















for clusters with geographical extent 'lat and 'long (see fig. 6). 
 
Figure 6: q value examples 
Fig. 7 shows localization results of all German crossings (cluster size 800 kB). 
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Figure 7: Stripes localization results 
For spatial indexing, the localization mechanism collects the cluster's border (northi, southi, westi, easti). We 
perform these steps to look up all cluster files that contain entries inside a certain distance s to the given point q: 
1. Iterate through the list (northi, southi, westi, easti)  
2. If qlat  s d northi AND qlat  -s t southi AND qlong  s t westi AND qlat  -s d easti  then i is one cluster file 
(continue loop)  
3. Process the entire list, the result is a list of selected cluster files. 
Here,  denotes a function that moves a latitude or longitude value a certain amount of meters. Again note that 
in reality, we do not iterate through the list of clusters but use a spatial index (see section 3.5). 
3.4 Double Stripes Localization 
The Stripes localization has a certain disadvantage: stripes that both cover zones with high and low densities 
result in inhomogeneous cluster shapes: clusters that cover high densities tend to horizontal bars, whereas clus-
ters that cover low densities tend to vertical bars. This is because a stripe defines the horizontal extent of all 
clusters inside the stripe. Unfortunately, typical geo databases both contain high density zones (e.g. cities) and 
low density zones (countryside). 
The Double Stripes localization addresses this problem: stripes can be both divided vertically and horizontally. 
Fig. 8 illustrates problem. For a given distribution the Stripes localization generates horizontal bars for high 
density zones (left). Dividing the lower zone horizontally would result in a more suitable solution (right). 
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 Figure 8: The problem of the Stripes localization 
The Double Stripes localization uses the Stripes algorithm but replaces step (4). Here, we do not only test a sin-
gle partitioning from north to south but test all permutations of horizontal and vertical partitions as illustrated in 
fig. 9. 
 
Figure 9: Eight possible ways to create four clusters for a given stripe 
For each permutation we again compute the value q and look for the overall minimum. 
Some considerations to the computational costs: For stripes with i clusters, there exists 2i-1 variations to partition 
a stripe. For stripe sizes larger than 25 clusters, it is too expensive to check all variations. Thus it is reasonable to 
formulate the loop in step (2): Iterate i from 1 to min(ªm/nº, c), where c is a constant that limits the stripe size. 
To reduce the number of variations even more, we additionally can limit the number of horizontal partitions by a 
number O. For e.g., O=3 we only allow 1, 2 or 3 horizontal partitions. For O=2, the total number of variations for 














which is far lower than 2i-1. However for larger values of O, the benefit gets lower. Note that for O=1 the Double 
Stripes approach produces the Stripes approach, thus Double Stripes could be considered as the more general 
approach. 
For large stripes, however, the number of permutations still is far too large. Thus, we consider a third type of 
limitation that is based on the following observation: if we got an optimal partitioning of a stripe, every horizon-
tal cluster border marks two optimal partitionings – one north of, one south of the border. Thus, we only have to 
"guess" an optimal border between north and south and we can check each part individually then. To check all 
borders recursively would lead to the same number of permutations. We thus use the following approach: Let P 
be the maximum stripe size that is fully checked and 3 be a set of numbers, each of it less than P. We define a 
recursive function getBest: 
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getBest(from, count) 
      if (countdP) 
             return the best of all permutations of clusters (from… from+count-1) 
      else 
            for each j3 
                   getBest(from, j) 
                   getBest(from+j, count-j) 
                   compute joined value of the two results 
           return the best of the joined values 
With the help of this approach, we can reduce the number of permutations that have to be checked from several 
billion to some thousands. Fig. 10 shows localization results of all German crossings with O=4, c=50; P=10; 
3={5, 7}, cluster size 800 kB. 
 
 
Figure 10: Double Stripes localization results 
 
This approach, although computationally expensive, significantly improves the cluster shape. Table 2 shows a 
comparison of q values for the Germany data.  
Table 2: Comparison of average q values 
Localization Cluster size 800 kB Cluster size 400 kB 
Stripes 1.182 1.371 
Double Stripes 0.449 0.456 
 
As a major result, Double Stripes rectangles are more square-like with a ratio of approx. 1.45 between the two 
lengths. 
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3.5 Spatial Indexing 
To get a specific geo entry by its geometry we have to perform two steps: 
 Identify the cluster file that fulfils the geometric condition. 
 Read the entry inside the cluster file that fulfils the geometric condition. 
Note that, dependent on the specific geometric condition, more than one cluster file and multiple entries may 
fulfill the condition. As multiple cluster files may not fit into the runtime memory, we assume that the applica-
tion iterates through the result set in a cursor-based manner. 
We speed up both lookup steps using an R-Tree spatial index [Gut84]. The Gobal Spatial Index (fig. 1) contains 
the borders of the cluster files. Separate spatial indexes inside the clusters provide access the specific entries. 
Note that we can pre-compute these R-Trees. This especially means that they can be balanced in order to de-
crease the average access time. R-Trees are typically used in a dynamic environment where geo data may change 
and the R-Trees must be balanced 'on the fly'. In contrast, we can spend time to balance the trees offline. 
R-Trees use rectangular areas to approximate geometries. Thus, Stripes and Double Stripes are suitable ap-
proaches as they already provide rectangular cluster shapes. In contrast Pivot cluster areas may cause additional 
lookup time as the actual geometry has to be checked. 
4 Evaluation 
We want to investigate the benefit of the localization methods. An application that processes geo data should 
work as long as possible with a specific cluster file. We made two analyses: 
1. How high is the probability for two entries in a certain spatial distance to reside in the same cluster file? This 
value can also be considered as a hit rate for cluster files. 
2. In the street network: if two crossings are connected by a street – how high is the probability that these cross-
ings reside in the same cluster file? This analysis is strongly related to the route planning application: fol-
lowing streets from crossing to crossing is a basic operation inside the path finding algorithm. 
Besides our three localization methods we integrated another method as a comparison reference. We call it 
Northsouth: we just order all entries from north to south. This method randomizes the spatial relation as east to 
west proximity is destroyed. The Northsouth method thus represents a 'no localization' approach. 
4.1 Proximity Hit Rate 
We created two Spatial Hashtables from the 4.7 million crossings of Germany with a total size of 374 MB. We 
checked with two cluster sizes 400 kB and 800 kB (table 3). 
Table 3: Cluster properties for different cluster sizes 
 Cluster size 400 kB Cluster size 800 kB 
Entries per cluster 4876 9752 
Number of clusters 959 480 
 
Fig. 11 represents the outcome of the first analysis. For two pairs of entries with a certain distance we checked if 
they are in the same cluster file. We could also take this view: if an application loaded a certain entry and wants 




Figure 11: Ratio of two entries in a certain distance that are in the same cluster file  
(cluster size 800 kB top, 400 kB bottom) 
The main observations: 
 The three real localizations are much better than the Northsouth localization. 
 Pivot, Stripes and Double Stripes only slightly differ. Beyond a certain distance, Pivot is less effective. 
Stripes and Double Stripes provide virtually the same results. 
Even though this analysis justifies the localization as such, the specific method does not seem to have significant 
influence on the effectiveness. This is a disappointing result, especially if we consider the complexity of Double 
Stripes. 
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4.2 Effectiveness Considering a Certain Application 
We could argue that the first evaluation was set in an artificial scenario as it does not consider real application 
requests. In the second analysis we use a route planning application [Ro12] that accesses a street network of 
crossings and streets. In the underlying A* algorithm, the basic operation is to follow a street segment from a 
given crossing to the next crossing. It is important that we have a high probability to remain in the same cluster 
file. Table 4 represent the 'inverse' case: how many connected crossings are in different cluster files? 
Table 4: Ratio of connected crossings that are in different cluster files 
 % Ratio (avg. all clusters) % Ratio (worst cluster) 
Cluster size 400 kB 800 kB 400 kB 800 kB 
Pivot 1.09 0.73 1.99 1.46 
Stripes 1.10 0.75 2.54 1.37 
Double Stripes 1.07 0.73 1.84 1.19 
Northsouth 10.43 5.39 16.31 8.44 
 
Again, the difference to Northsouth is significant, whereas the differences between Pivot, Stripes and Double 
Stripes are low. Double Stripes is slightly better than the others. 
If we take into account these analyses and the different properties, we can sum up: 
 Localization is a useful tool to store large amounts of geo data. 
 The runtime complexity of Double Stripes cannot be justified in comparison to Stripes. Even though Double 
Stripes constructs more square-like clusters, the benefit does not pay off. 
 Pivot localization is easy to implement and provides good results. Its only drawback is non-rectangular clus-
ter regions, which may be difficult for spatial indexing. 
We used the Double Stripes localization with 800 kB clusters to implement the donavio routing planning [Ro12]. 
All required routing data for Germany, i.e. the street topology, street geometries, names, and driving properties 
such speed limits allocate a storage space of approx. 1.3 GB on the smart phone's SD card. The runtime heap in 
contrast only has a size of max. 64 MB. As the routing algorithm A* usually performs several queries within the 
same region, our approach is suitable. It takes only some seconds to compute a fastest route from point to point. 
5 Conclusions 
We presented the Spatial Hashtable approach and introduced three mechanisms Pivot, Stripes and Double 
Stripes to localize geo data. It turned out that localization is an important mechanism to ensure performance even 
on small systems like smart phones. 
Currently, we spatially represent geo data entries by a single point (i.e. its geometric center). Larger objects such 
as city borders would cut multiple cluster file borders, thus the existing approach is not suitable. In the future we 
work on an extended version of Spatial Hashtables that also can hold such objects. 
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Abstract: In diesem Beitrag wird eine Content-Plattform für die effiziente Realisierung von AR-
Anwendungen auf mobilen Endgeräte (Smartphones, Tablets etc.) beschrieben. Ausgehend von 
Anwendungsfeldern im Hochwasserschutz und der Hydrologie werden Anforderungen an eine solche mAR-
Content-Plattform dargestellt. Es wird das Konzept einer den gesamten Wertschöpfungsprozess von AR-
Inhalten abdeckenden AR Content-Plattform sowie dessen konsequenter Umsetzung beschrieben. Zudem 
werden auf dieser Plattform aufsetzende mAR-Apps aus dem Bereich des Hochwasserschutzes und der 
Hydrologie vorgestellt. 
1 Einleitung 
Ortsbasierte Dienste haben innerhalb der letzten Jahre vor allem durch die Verfügbarkeit leistungsfähiger und 
intuitiv benutzbarer Smartphones eine starke Verbreitung erfahren [WR11]. Die massenhafte Verbreitung 
mobiler Endgeräte bietet Unternehmen aber auch Behörden die Möglichkeit, ortsbezogene Informationen in die 
Breite zu bringen. D.h. ortsbezogene Dienste und Anwendungen werden nicht nur für wenige Fachexperten 
entwickelt, sondern stehen einer riesigen Anzahl von Nutzern zur Verfügung. Dies können sowohl die 
Mitarbeiter eines Unternehmens als auch Bürger sein - Letztere z.B. im Falle der Information über 
Hochwassergefahren [FWT12]. 
Während ortsbezogene Informationen oftmals auf Karten oder in Listenform dargestellt werden, besteht eine 
neuartige, innovative Nutzerschnittstelle in der Darstellung der Information als Erweiterte Realität im 
Kamerabild des Smartphones. Der Begriff Erweiterte Realität (Augmented Reality, oder kurz AR) bezeichnet die 
Ergänzung der optischen menschlichen Wahrnehmung der Realität mit digitalen, kontextabhängigen 
Informationen [Az97]. Bei der mobilen Augmented Reality (mAR) werden mobile Endgeräte dazu genutzt, um 
die gemeinsame Wahrnehmung von realen und digitalen Informationen möglich zu machen [HFT99].  
Mit der neuen Generation an leistungsstarken, handlichen und kostengünstigen mobilen Endgeräten 
(Smartphones, Tablets etc.) steht die für mAR erforderliche Hardware einer breiten Masse zur Verfügung. Die 
Hardware wird ergänzt durch plattformübergreifend vorhandene Augmented Reality-Browser für die Darstellung 
von Inhalten als Erweiterte Realität. Folglich steht nun eine technische Infrastruktur zur Verfügung, die eine 
kostengünstige Entwicklung mobiler AR-Anwendungen sowie eine massenhafte Nutzung dieser AR-
Anwendungen durch Jedermann ermöglicht [FS12]. 
Mobiler erweiterter Realität wird daher ein großes wirtschaftliches Potenzial zugesprochen [Be11]. Der 
kommerzielle Erfolg von mAR wird aber stark von der Verfügbarkeit von geeigneten AR-Inhalten abhängen. 
Bisher ist die erforderliche Bereitstellung der AR-Inhalte eine schwierige, komplexe und aufwendige Aufgabe. 
Sie erfordert Expertenwissen und Programmieraufwand. Dies behindert die Einführung, Nutzung und 
(massenhafte) Verbreitung von mAR und hat einen negativen Einfluss auf die Realisierung von nutzenstiftenden 
mAR-Szenarien.  
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In diesem Beitrag werden das Konzept einer mAR-Informations-Infrastruktur und dessen Realisierung in Form 
der holgAR-Content-Plattform beschrieben. Diese soll den Prozess der Erzeugung, Integration, Verwaltung und 
Bereitstellung von ortsbezogenen Daten für mAR-Anwendungen vereinfachen und beschleunigen. Mit dieser 
Plattform wird der gesamte Content-Management-Prozess von mAR-Inhalten abgedeckt und somit die 
Entwicklung von mobilen AR-Anwendungen vereinfacht und effizienter gestaltet. Es können somit die 
Potenziale der noch jungen Technologie weiter ausgeschöpft werden. 
Der Beitrag ist wie folgt strukturiert: Im anschließenden Kapitel 2 wird zunächst eine kurze Einführung in das 
Thema mAR gegeben und der Stand der Technik von Content-Plattformen für mAR diskutiert. Ausgehend von 
verschiedenen mAR-Anwendungsfeldern im Hochwasserschutz und der Hydrologie, die in Kapitel 3 anhand von 
konkreten mAR-Apps beschrieben werden, werden dann in Kapitel 4 Anforderungen an eine solche mAR-
Content-Plattform abgeleitet. In Kapitel 5 werden grundlegende Konzepte einer mAR-Infrastruktur dargestellt, 
die die zuvor genannten Anforderungen erfüllt. Darauf aufbauend wird in Kapitel 6 die Implementierung der 
holgAR-Content-Plattform skizziert. Abschließend werden in Kapitel 7 aus den Erfahrungen der Umsetzung und 
des Einsatzes der holgAR-Content-Plattform der Schlussfolgerungen für die Potenziale von mAR gezogen. 
2 State of the art - Mobile Augmented Reality (mAR) 
Wie zuvor das Internet revolutionieren nun mobile Geräte wie Smartphones den Informationsaustausch und die 
Kommunikation. Sie ermöglichen die Verschmelzung von realer Welt mit digitalen Informationen zu einer 
„Erweiterten Realität“ für Jedermann. Der Begriff Erweiterte Realität (Augmented Reality, oder kurz AR) 
bedeutet die Echtzeit-Überlagerung der menschlichen Wahrnehmung der Realität mit digitalen 
(kontextabhängigen) Informationen [Az99]. Bei der mobilen Augmented Reality (mAR) werden mobile 
Endgeräte zur Verschmelzung realer und digitaler Welt genutzt, um die gemeinsame Wahrnehmung von realen 
und digitalen Informationen im Ortskontext möglich zu machen [HFT99]. 
Dabei werden digitale Informationen kontextbezogen in Echtzeit im Kamerabild des mobilen Geräts dargestellt. 
Dadurch werden die digitalen, geokodierten Informationen in ihren räumlichen Kontext gesetzt sowie die Sicht 
auf die reale Welt durch diese Informationen angereichert. Dies ermöglicht einerseits eine neuartige 
Wahrnehmung des Ortes durch die Anreichung mit Informationen aus Vergangenheit, Gegenwart oder Zukunft, 
z.B. die Darstellung eines Bauwerks, das heute nicht mehr oder noch nicht sichtbar ist. Anderseits ermöglicht 
dies auch ein besseres Verständnis und Analyse von digitalen Daten vor Ort und somit eine bessere 
Entscheidungsfindung. 
Bislang war mobile Erweiterte Realität (mAR) vor allem Grundlagenforschung mit wenigen teuren 
Spezialanwendungen für wenige Fachexperten. Solche Anwendungen stellen hohe Anforderungen an Hardware 
und Software, was den breiten Einsatz in der Praxis behindert hat. Typischer Weise handelte es sich dabei um 
sperrige Spezial-Konfigurationen aus Laptop mit Tragegestell, Datenbrille (Head Mounted Display, HMD), 
Kamera, einem speziellen Eingabegerät (Handheld) und Trackingsystem [FMH97]. Die Geräte waren komplex, 
teuer sowie unhandlich (Abb. 1). Zusätzlich war ein hoher Aufwand für die Entwicklung von Software für die 
Darstellung der Inhalte auf diesen Geräten erforderlich [Tö10]. 
    
Abbildung 1: mAR-System zur Visualisierung von Hochwasserereignissen [Co04] 
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Aufgrund des rasanten Fortschritts in der Entwicklung mobiler Endgeräte verfügen Geräte der neueren 
Generation über die notwendige Rechenleistung sowie die erforderlichen Sensoren (GPS, Kompass, 
Beschleunigung) und Komponenten (Display, Videokamera), um mAR realisieren zu können. Eine schnelle 
Internetverbindung erlaubt es, die Inhalte ortsbezogen und on-demand auszuliefern [Sch11]. Außerdem sind die 
Geräte kostengünstig, leicht handhabbar und massenhaft verbreitet. Neben dieser neuen Hardware existiert seit 
kurzem auch spezielle Software - sog. AR-Browser - (z.B. Layar1, Wikitude2, Junaio3, Argon4), welche die 
Darstellung von Informationen kontextbezogen und in Echtzeit im Kamerabild des mobilen Geräts (Smartphone 
etc.) ermöglicht. Dabei kann es sich um unterschiedliche Arten von Informationen handeln. Möglich sind zum 
Beispiel Textinhalte, 2D- oder 3D-Objekte sowie Video- und Audiosequenzen. Zudem ist auch das Ergänzen 
oder Erfassen von Daten durch die Nutzer möglich. Die AR-Browser lassen sich in andere Anwendungen 
integrieren, sind in der Regel kostenlos sowie auf vielen Smartphones bereits vorinstalliert. Damit steht nun eine 
technische Infrastruktur zur Verfügung, die eine kostengünstige Entwicklung mobiler AR-Anwendungen sowie 
eine massenhafte Nutzung dieser AR-Anwendungen durch Jedermann (Mitarbeiter, Bürger etc.) ermöglicht. 
Erst vor kurzer Zeit sind die ersten Konzepte und Implementierung von Content-Plattformen (auch AR-CMS) 
zur Verwaltung und Bereitstellung von Inhalten für mAR-Anwendungen entstanden. Diese wurden 
hauptsächlich im kommerziellen Kontext bei Internetagenturen (z.B. marWays5) und einige wenige im Kontext 
von Forschungsprojekten (z.B. KHARMA6) entwickelt. Einige sind in einem experimentellen Stadium (z.B. 
KHARMA) oder werden nicht mehr gepflegt (z.B. NakdReality7, RADAR8).  
Fast alle Systeme unterstützen nur einen bestimmten AR-Browser; nur das geschlossene, jedoch nicht mehr 
aktive System Hoppala9 (und eingeschränkt RADAR) bot Multi-Kanal-Bereitstellung. Andere Ausgabeformate 
(KML, GeoRSS und ARML) und Standards (z.B. der OGC: WMS, WFS) zur Nutzung der Inhalte in anderen 
Kontexten werden kaum unterstützt. Einige Systeme bieten nur das aufwendige manuelle Erfassen einzelner AR-
Inhalte (POI) – meist textbasiert oder auf einer Karte – (z.B. Hoppala, RADAR), andere den automatischen 
Import aus einer Datenbank oder Datei (z.B. Poiz10, buildAR11, Poistr12, VISAR13), aber nicht aus Webservices 
oder anderen Quellen. Die meisten Systeme unterstützen die Veröffentlichung von 3D-Objekten und 
multimedialen Objekten (Audio, Video etc.), aber nicht deren Erstellung. Von keinem System werden 
komplexere Datenstrukturen und insb. GIS-Daten, wie Polygone, Linien (z.B. Karten aus Shapefiles) und 
Rasterdaten unterstützt. Die Systeme bieten in der Regel eine Umkreissuche, aber keine Suche anhand des 
Kontexts des Benutzers (Schlüsselwörter oder Art der Information). Hinzu kommt eine geringe 
Nutzerfreundlichkeit, wenn die Systeme mit keiner oder nicht mit einer Web-Oberfläche ausgestattet sind, mit 
dessen Hilfe komfortabel Inhalte erstellt, integriert, gepflegt und veröffentlicht werden können. Keines der 
bekannten Systeme unterstützt die Rekombination (Mashup) verschiedener Datenquellen (z.B. Stammdaten aus 
Datenbank und aktuelle Werte aus Webservice), das Erzeugen von 3D-Objekten „on-the-fly“ aus geografischen 
Flächen und Linien, das für das Marker-basierte AR erforderliche Tracking (z.B. Marker, QR-Code, Bild) oder 
Rückkanäle (z.B. Rating, Kommentare). 
Aufgrund der Mängel vorhandener Systeme wird in der Praxis derzeit meist noch der für die AR-Anwendung 
erforderliche Webservice individuell implementiert, womit ein großer Aufwand verbunden ist, den sich nur 
wenige, große Unternehmen leisten können. Dies behindert den Durchbruch der mAR-Technologie massiv. Die 
existierenden Systeme belegen durchaus deren Notwendigkeit und Potentiale ihrer spezifischen Funktionen, 
jedoch sind diese bisher nur rudimentär vorhanden. 















3 Anwendungsfelder im Hochwassermanagement und der Hydrologie 
Aufgrund der verfügbaren einfachen und weit verbreiteten technischen Basis sowie einer Vielzahl potenzieller 
Anwendungsszenarien für unterschiedliche Einsatzbereiche [MRS11], z.B. in Tourismus [LM12], Bildung 
[Bi11], Werbung [IBM12] oder Unterhaltung, wird mAR ein großes wirtschaftliches Potenzial zugesprochen 
[IS10]. Auch im Bereich des Hochwasserschutzes und der Hydrologie lassen sich zahlreiche Anwendungsfälle 
für mAR finden: 
3.1 Hochwassergefahrenkarten 
Hochwasser-Gefahrenkarten [EG07] informieren darüber, welche Gefahr von Hochwasser grundsätzlich 
ausgehen kann, und leisten damit einen wichtigen Beitrag zur Hochwasservorsorge [Mü10]. Sie lassen sich vor 
Ort über das mobile Endgerät auf einer Karte bzw. als Augmented Map [RED05] (Vogelperspektive) oder als 
Erweiterte Realität (im Kamerabild des Smartphones) darstellen. Durch den Einsatz von mAR kann der durch 
die Hochwassergefahrenkarten gezeigte, virtuelle Wasserspiegel direkt in der Realität sichtbar gemacht werden. 
Damit wird es möglich, Hochwasserszenarien realitätsnah zu erzeugen und damit die Wahrnehmung und 
Analyse von Gefahren zu erweitern. 
    
Abbildung 2: Hochwassergefahrenkarte in Kartenansicht (links) und in AR-Kameraansicht (rechts) 
3.2 Hochwasserwarnung 
Damit die aktuell von einem Hochwasser bedrohten Bürger rechtzeitig Maßnahmen zu ihrem Schutz ergreifen 
können, müssen sie schnell aktuelle Informationen über den derzeitigen und erwarteten Wasserstand bzw. die 
aktuelle Hochwassergefahr erhalten [HR06]. Aktuelle Hochwassermelde-Pegel lassen sich als Liste, Karte und 
Erweiterte Realität im mobilen Endgerät darstellen. Durch die Anzeige von Pegeln mit Alarmstufen als mAR 
lässt sich die aktuell bestehende Gefahr realitätsnaher vermitteln. 
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Abbildung 3: Hochwassermeldepegel auf Karte (links) und in Kamera als AR (rechts) 
3.3 Gewässerinformationen 
Informationen über Gewässer können interessierten Bürgern als Informationsquelle (Name des Gewässers oder 
des Bauwerks, Einzugsgebietsgröße etc.) dienen. Sie können aber auch hydrologische Fachexperten vor Ort 
unterstützen; z.B. durch Informationen wie Stationierung, aggregierte, gemessene oder berechnete Wasserstände 
und Abflüsse (Gewässer-kundliche Hauptzahlen, Bemessungsabflüsse etc.), Ausbauzustand, Pflege-Rhythmus.  
Die Abbildung 4 zeigt eine App, die hydrologische Fachdaten für Fachanwender vor Ort (in-situ) visuell zur 
Verfügung stellt. Dabei handelt es sich um die Darstellung von modellierten Abflussdaten auf einer Karte sowie 
in der Kamera-Ansicht. Es werden Abflusswerte an mehreren Punkten im Kamerabild angezeigt. Zusätzlich ist 
es auch möglich, die Karte des betrachteten Flusseinzugsgebiets mit in das Kamerabild einzublenden. 
    
Abbildung 4: Gewässernetz mit Flusseinzugsgebiet als Karte (links) und mit hydrologischen Fachdaten als AR (rechts) 
89
3.4 Bewusstseinsbewahrung (Historische Hochwassermarken) 
Historische Hochwassermarken zeigen Überflutungshöhen von historischen Hochwassern an und erinnern damit 
an diese vergangenen Überschwemmungen [PTK03]. Sie können als Liste, Karte und Erweiterte Realität im 
mobilen Endgerät dargestellt und ggf. von der interessierten Bevölkerung selbst erfasst (Foto inkl. Metadaten) 
werden. Dadurch kann die Bevölkerung dauerhaft involviert und das Bewusstsein über die Gefahren von 
Hochwassern aktiv gehalten werden. 
    
Abbildung 5: Erfassung einer historischen Hochwassermarke (links) und Darstellung auf Karte (rechts) 
3.5 Hochwasserlehrpfad 
Ein (Natur-) Lehrpfad dient verschiedenen Aufgaben. Dazu gehören u.a. die Umweltbildung, die Förderung der 
Regionalentwicklung, die Besucherlenkung und die Vermittlung einer spezifischen Thematik, z.B. der 
Sensibilisierung und Bewusstseinsbildung über Hochwassergefahren [Sz99].  
Mit einer mobilen AR-Anwendung können Informationen über die Position der Objekte auf einem Lehrpfad 
sowie zugehörige Lern-Inhalte im Kamerabild angezeigt werden. Dadurch können die einzelnen Objekte leichter 
gefunden werden (Orientierung im Gelände, Wegweiser auf dem Pfad) und aktuelle (Zusatz-) Informationen 
kostengünstig bereitgestellt werden (multimedialer, selbstgesteuerter Lernprozess). 
4 Anforderungen aus Hochwassermanagement und Hydrologie 
Aus diesen verschiedenen Szenarien aus dem Bereich des Hochwasserschutzes und der Hydrologie lassen sich 
eine Reihe unterschiedlicher Anforderungen an eine mAR-Informations-Infrastruktur ableiten: 
 Es müssen unterschiedliche Informationen aus unterschiedlichen Quellen integriert werden, z.B. GIS 
für HW-Karten und Web-Services für Pegeldaten, und in verschiedenen Datenformaten beherrscht 
werden, z.B. 2D-/3D-Objekte für HW-Karten, strukturierte Daten für Pegel oder Bildformate für 
Hochwassermarken (multi-sourcing). 
 Damit diese heterogenen Daten aus verschiedenen Quellen in einem gemeinsamen System genutzt und 
ggf. wiederverwendet und zu neuen AR-Diensten kombiniert werden können (re-combining), z.B. 
Hochwassergefahrenkarten zusammen mit Hochwassermeldepegeln, müssen die Input-Daten 
aufbereitet und - zumindest intern - in ein gemeinsames Format gebracht werden.  
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 Auch die Datenausgabe ist sehr vielfältig und erfordert unterschiedliche Datenformate für die 
Bereitstellung (multi-channel). Z.B. sind unterschiedliche Formate für die Darstellung von Daten auf 
einer Karte und als AR erforderlich, zudem besitzt jeder AR-Browser sein eigenes Datenformat und für 
die Darstellung spezieller Inhalte sind meist bestimmte Formate erforderlich (z.B. Pegel als strukturierte 
POI und Gefahrenkarten als 2D-/3D-Objekte etc.). Zusätzlich ist ggf. die Bereitstellung von 
anwendungsunabhängigen Inhalten in bestimmten (Standard-) Formaten erforderlich. 
  Zudem sind unterschiedliche Nutzermengen (wenige bis viele) und Nutzergruppen (Fachleute, 
Bevölkerung etc.) zu unterstützen. 
 Darüber hinaus müssen die Nutzer auch die Möglichkeit haben, mit den virtuellen Objekten zu 
interagieren, d.h. diese zu ergänzen, zu aktualisieren oder auch eigene neue Objekte zu erstellen (z.B. 
historische Hochwassermarken erfassen). Es ist also ein Rückkanal zur Informationsbasis 
bereitzustellen. 
Zum gegenwärtigen Zeitpunkt liegt der Fokus der bereits verfügbaren Systeme (siehe oben) nur auf einem 
einzelnen Teil der Content-Pipeline. Inhalte aus verschiedenen Quellen mit unterschiedlichen Formaten zu 
integrieren (multi-sourcing), neu zusammenzusetzen (re-combining), plattformübergreifend (cross-platform) für 
verschiedene Darstellungsformen und AR-Browser bereitzustellen (multi-channel) sowie Interaktion 
(Rückkanal) mit dem Nutzer zu ermöglichen, ist zurzeit nicht im Fokus. Um die Potenziale der mAR 
ausschöpfen zu können, muss der Übergang zu ganzheitlichen Systemen gelingen, welche die oben genannten 
heterogenen Anforderungen umfassend erfüllen. 
5 Konzept der mAR-infrastruktur 
Zur Realisierung der o.g. Anforderungen (Kapitel 4) bzw. der o.g. mAR-Anwendungen (Kapitel 3) wurde im 
Projekt MAGUN [Ma12] eine mAR-Informations-Infrastruktur für die Erstellung, Integration, Verwaltung und 
Bereitstellung von Inhalten für mAR-Anwendungen auf Basis von Open Source-Software (GeoServer etc.) 
entwickelt. Diese ermöglicht es, vorhandene Daten aus verschiedenen Quellen in unterschiedlichen Formaten 
(multi-sourcing) zu integrieren und diese wieder für verschiedene AR-Browser und ggf. weitere Dienste über 
standardisierte Schnittstellen (multi-channel) bereitzustellen. Darüber hinaus ist es möglich, einmal vorhandene 
Inhalte wiederzuverwenden und zu neuen AR-Diensten zu kombinieren (re-combining) sowie die Interaktion der 
Nutzer mit den AR-Inhalten zu ermöglichen (Rückkanal). In diesem Abschnitt werden grundlegende Konzepte 
dieser mAR-Infrastruktur dargestellt. 
Kern des Konzepts der Plattform ist die Abbildung aller Datenquellen auf ein einheitliches Modell sowie die 
Generierung spezieller Output Channel zur Bereitstellung der Daten für die verschiedenen Client-Anwendungen 
und insbesondere die üblichen AR-Browser-Dienste (siehe Abschnitt 5.1). Damit sich in der mAR-Infrastruktur 
viele verschiedene mAR-Anwendungen realisieren lassen, werden die anwendungsspezifischen Abbildungen 
von Quelldaten (bereitgestellt durch Datenquellen) auf ein einheitliches Modell sowie dessen Abbildung auf 
verschiedene Ausgabeformate in einem sogenannten Projekt erstellt und verwaltet (siehe Abschnitt 5.2). 
5.1 Datenintegration und -transformation 
Relevante Daten für mAR-Anwendungen, insb. Geodaten, sind häufig bereits verfügbar. Sie liegen aber meist 
bei unterschiedlichen Datenbereitstellern (Unternehmen, Behörden etc.), in unterschiedlichen Systemen 
(Datenbanken, Dokumenten-basierten Speichern / NoSQL etc.) in einem eigenen Datenmodell vor und sind dann 
ggf. über unterschiedliche Schnittstellen (SOAP, RESTful Webservice etc.) zugreifbar. Um diese in 
verschiedenen Datenquellen verfügbaren Daten erfolgreich in einer neuen mAR-Anwendung zu re-kombinieren, 
ist ein pragmatischer Ansatz, diese verschiedenen Daten auf ein gemeinsames Modell abzubilden.  
Das im Folgenden beschriebene gemeinsame Datenmodell für mAR-Anwendungen wird - inspiriert durch die 
gängige GIS-Terminologie [Bi10] – im Weiteren „Feature Model“ genannt. Es ermöglicht, die Definition 
eigener, individueller Typen (ähnlich wie die Definition von Klassen im Objektorientierten Entwurf). Diese 
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Typen werden Feature Typen genannt. Die Eigenschaften dieser Typen hängen dann vom spezifischen 
Anwendungsfall ab (wie in jedem Softwareentwicklungsprojekt). Instanzen eines Feature Types werden Features 
genannt und werden unter Nutzung von Daten aus unterschiedlichen Datenspeichern (data store) erzeugt, die 
intern durch Datenquellen (data sources) repräsentiert werden. 
Eine Datenquelle (data source) ist einen interne Repräsentation und kapselt den (Lese-) Zugriff zu einer der real 
verfügbaren Datenspeicher (data store), in dem die Daten tatsächlich extern vorgehalten werden. Eine 
Datenquelle (data source) dient vor allem der einheitlichen, konsistenten Abbildung der von dem Datenspeicher 
(data store) bereitgestellten Daten in das gemeinsame Datenmodell (Feature Modell). Anschließend können diese 
Daten genutzt werden, um Instanzen von Feature Types (sog. Features) zu erzeugen. Wie diese Features aus den 
verfügbaren Daten der Datenquellen erzeugt werden, wird durch eine Abbildung (mapping) beschrieben. Es ist 
wichtig ist zu beachten, dass die von den Datenquellen angebundenen Daten dabei re-kombiniert werden 
(können), um Feature-Instanzen zu erzeugen (siehe Abbildung 6).  
Ein Attribut einer Datenquelle (data source) kann entweder direkt auf ein Attribut eines Feature Type abgebildet 
werden oder mehrere verschiedene Attribute können kombiniert werden, um ein einzelnen Ziel-Attribut (eines 
Feature Type) zu bilden (z.B. können die Attribute „Vorname“ und „Nachname“ zu einem Attribut „Name“ 
kombiniert werden). Der umgekehrte Fall (Aufspalten eines Attributes einer Datenquelle in mehrere Ziel-
Attribute eines Feature Type) ist ebenfalls möglich. Abbildung 6 stellt ebenfalls dar, dass Features aus mehreren 
verschiedenen Datenquellen kombiniert werden können (z.B. Pegeldaten aus Pegel-Online und Pegeldaten aus 
WISKI). Die Abbildung wie auch die Konfiguration der Datenquellen müssen über das Projekt erstellt werden. 
 
Abbildung 6: Rekombination und Publizierung von Daten aus verschiedenen Datenquellen in verschiedene Ausgabekanäle 
Sobald ein Feature (die Instanz eines Feature Type) erzeugt wurde (unter Einbeziehung von Daten verschiedener 
Datenquellen), kann dieses publiziert werden, wobei unterschiedliche Formate und Protokolle genutzt werden 
können. Diese werden durch sog. Ausgabekanäle (output channel) gekapselt. D.h. ein Ausgabekanal 
repräsentiert die Ausgabe eines Features in einem bestimmten Format oder Protokoll. Abhängig von dem 
gekapselten Format erwartet der Ausgabekanal, dass das Feature über bestimmte Attribute verfügt. Daher ist 
eine weitere Abbildung (mapping) erforderlich: vom Projekt-spezifischen Feature-Modell (basierend auf dem 
Feature Type) zum vom Ausgabekanal erwarteten Format. Die Menge (Liste) der Ausgabekanäle wie auch die 
Abbildungen (mappings) der Attribute des Feature Type auf die Attribute des Ausgabekanals werden ebenfalls 
innerhalb des Projekts spezifiziert. Auch hier kann es vorkommen, dass ein Attribut des Feature-Type auf 
mehrere Attribute eines Ausgabekanals abgebildet werden muss oder mehrere Attribute des Feature-Type zu 
einem Attribut des Ausgabekanals aggregiert werden.  
5.2 Projekt zentriertes Mashup-System 
Ein weiteres Grundkonzept der mAR-Infrastruktur ist das Projekt-zentrierte Mashup-System. D.h. ein Projekt 
verkörpert ein einzelnes mAR-Szenario zur Realisierung einer einzelnen mAR-Anwendung auf der Basis der 
bereits vorhandenen, an das System angebundenen Datenspeicher. Ein Projekt beschreibt, welche Daten und wie 
diese Daten aus verschiedenen Quellen re-kombiniert (Mashup) sowie unter Nutzung verschiedener 
Ausgabeformate und -protokolle publiziert werden sollen. Für jede einzelne mAR-Anwendung soll daher ein 
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eigenes Projekt erzeugt und verwaltet werden. Auf diese Weise lassen sich in der mAR-Infrastruktur viele 
verschiedene mAR-Anwendungen realisieren. 
Ein Projekt beschreibt daher die für eine Anwendung benutzten Datenquellen (data sources), Feature Typen 
(feature types) und Ausgabekanäle (output channel) sowie auch die Abbildungen (mappings), um die Daten der 
Datenquellen zu re-kombinieren (Abbildung der Daten der Datenquellen auf die Attribute des Feature Typs) und 
die erzeugten Feature Typen auf die Ausgabekanal-spezifischen Formate abzubilden (Abbildung des Feature 
Typs auf die Attribute des Ausgabekanals). Darüber hinaus, damit mehrere unterschiedliche Projekte innerhalb 
einer mAR-Infrastruktur verwaltet werden können, beinhaltet jedes Projekt eine eindeutige Identifikation sowie 
weitere beschreibende Metadaten (Name etc.). Diese Projektdefinitionen werden in einem Projekt-Katalog 
verwaltet. Clients können diesen Katalog durchsuchen, um durch die Infrastruktur bereitgestellte Inhalte zu 
finden. Diese Daten können von mAR-Anwendungen aber auch von anderen Projekten innerhalb der 
Infrastruktur als Datenquelle zum Mashup von Daten genutzt werden. Diese Möglichkeit erlaubt somit die 
Kaskadierung von Projekten. 
6. Implementierung 
Im Projekt MAGUN wurde zur Umsetzung dieses Konzepts die „HolgAR Content-Plattform“ implementiert. 
6.1 holgAR-Architektur 
Die Infrastruktur besteht aus vier Server-Anwendungen: Einem auf dem GeoServer basierendem WMS/TMS 
Server, einem Datenimport-Server, einem Konfigurations- und Administrationsserver sowie dem 
Publikationsserver. 
 
Abbildung 7: holgAR-Architektur 
Der Publikationsserver ist die zentrale Komponente der Infrastruktur. Er bindet Daten aus verschiedenen 
Datenquellen ein, re-kombiniert diese zu den Anwendungsdaten und stellt diese Anwendungsdaten über 
verschiedene Formate und Protokolle bereit. 
Hierzu liest der Publikationsserver den Projektkatalog aus, der vom Konfigurationsserver bereitgestellt wird. Der 
Projektkatalog beschreibt die Daten aller in der Infrastruktur vorhandenen Projekte und wird genutzt, um die 
konkreten Datenquellen, Feature-Typen und Ausgabekanäle zu instanziieren. Sobald eine Änderung an den 
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Projektdaten vorliegt, wird der Publikationsserver vom Konfigurationsserver informiert und kann seine 
Datenstrukturen neu laden. 
Trifft eine vom Client initiierte HTTP-Anfrage beim Publikationsserver ein, wird diese in ein 
protokollunabhängiges Anfrageobjekt konvertiert und anschließend an die für das Projekt konfigurierten 
Datenquellen weitergeleitet. Die Datenquellen liefern die passenden Daten zurück. Sie nutzen hierzu entweder 
persistente Speichermechanismen, Web-Services oder auch in-memory Datenstrukturen. Im Rahmen des 
Projekts wurden Web-Services, Geo-Datenbanken (PostGIS), Dateischnittstellen zum System WISKI und auch 
der Pegeldatendienst „Pegel-Online“ als Datenquelle implementiert. Das beschriebene Modell setzt voraus, dass 
der Server „stateless“ implementiert ist. Die von den Datenquellen zurückgelieferten Daten existieren nur 
innerhalb einer Anfrage. Eintreffende Anfragen werden zudem asynchron behandelt. Sie werden in eine Queue 
gelegt und dann von einem Thread-Pool abgearbeitet. Dies bedeutet, dass Datenquellen von mehreren Threads 
parallel genutzt werden können. Da es sich jedoch um Read-Only-Datenquellen handelt, stellt dies 
implementierungstechnisch keine größere Herausforderung dar. 
Die Datenquellen erzeugen Feature-Instanzen, welche der Client-Anfrage entsprechen. Die Client-Anfrage 
besteht aus Paginations-Informationen und einer Liste von Prädikaten. Die Prädikate können sich entweder auf 
Datenattribute (zum Beispiel alle Features vom Typ „See“) oder auf Geometrien (z.B. alle Features innerhalb 
eines spezifizierten Radius) beziehen. Wie die Datenquellen die Prädikate genau umsetzen, ist 
implementierungsabhängig. Sobald alle Datenquellen die Features zurückgeliefert haben, werden diese re-
kombiniert und an den Client gesendet. 
In welcher Form die Daten an den Client gesendet werden, hängt vom gewählten Ausgabekanal ab. Die Auswahl 
wird zur Anfragezeit vom Client getroffen. Hierzu wird ein spezifischer Pfad innerhalb der URL verwendet. So 
zeigt z.B. der Pfad /layar/flood auf den Layar-Ausgabekanel des Projekts „flood“. 
Jedes Feature-Objekt enthält Geometrie-Informationen. Diese bestehen entweder aus einer einfachen 
Punktgeometrie oder komplexeren Linien und Polygonen. Der Client benötigt diese Geometrien, um diese 
entweder auf eine Karte oder in der AR-Ansicht zu visualisieren. Kleine Geometrien, wie zum Beispiel kurze 
Linien oder Polygone mit wenigen Kanten, können zusammen mit den Sachdaten direkt an den Client gesendet 
werden. Hierzu können zum Beispiel die Formate WKT oder GeoJSON genutzt werden. Der Client kann diese 
Geometrien anschließend direkt auf dem Gerät rendern. Diese Möglichkeit kann jedoch nicht immer genutzt 
werden. Zum einen kann es Limitierungen der Rendering-Engine auf dem Client geben. Dies ist bspw. bei den 
gängigen AR-Browsern der Fall, da diese in der Regel keine Linien oder Polygone darstellen können. Zum 
anderen können große Geometrien nicht mit akzeptabler Performance auf mobilen Geräten dargestellt werden. 
So bestehen einige Geometrien aus dem Bereich der Hochwassergefahrenkarten aus über 2,5 Millionen Kanten 
und konnten selbst auf aktuellsten Smartphones nicht mehr in akzeptabler Geschwindigkeit dargestellt werden. 
Das Performanz-Problem kann umgangen werden indem die Polygone in kleinere Teile zerschnitten werden. 
Dies ist als Tesselation bekannt. Dies behebt jedoch nicht die Problematik der limitierten Rendering-Engines. Da 
es sich bei den meisten AR-Browsern um Closed-Source-Produkte handelt und der Markt noch immer 
fragmentiert ist, hat sich als einzige praktikable Lösung die Verwendung einer Serverseitigen Rendering-Engine 
herausgestellt. 
Eine gängige Lösung für dieses Problem ist die Verwendung eines Tile-Servers. Ein Tile-Server stellt 
vorgenerierte Bilder zur Darstellung auf dem Client bereit. Dies behebt das Performanz-Problem und erlaubt 
ebenfalls die Darstellung von komplexen Geometrien in der AR-Ansicht, da nahezu alle AR-Browser das 
Darstellen von Bildern erlauben. Es gibt bereits mehrere Open-Source-Lösungen, die das Generieren von Tiles 
ermöglichen. 
Die implementierte holgAR-Infrastruktur nutzt GeoServer und GeoWebCache zum Generieren und Ausliefern 
der Tiles. Der GeoServer erlaubt es, Tiles aus verschiedenen Datenquellen zu generieren. Die so erzeugten Tiles 
werden für die Darstellung in AR nochmals transformiert und über den Publikationsserver ausgeliefert. Die 
genaue Art der Transformation hängt vom gewählten Ausgabekanal ab. 
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Der Datenimport-Server erlaubt es mobilen Clients, Geo-Daten über eine REST-Schnittstelle hochzuladen. Diese 
Daten werden in einer PostGIS-Datenbank gespeichert und über eine Datenquelle im Publikationsserver 
ausgeliefert. 
6.2 holgAR-Datenintegration und -transformation 
 
Abbildung 8: holgAR-Infrastruktur - Schnittstellen für Datenquellen und Datenausgabe 
Innerhalb der mAR-Infrastruktur erfolgt die Anbindung konkreter Datenquellen (data sources), deren Abbildung 
auf Geoobjekte („Features“) und deren Transformation in konkrete Ausgabekanäle (output channels). 
Implementationen von Datenquellen lassen sich über die Schnittstelle „DataSource“ beitragen. Eine Datenquelle 
gibt für einen parametrisierten Aufruf eine Menge von DataEntity-Objekten zurück, die einem Datensatz in einer 
Tabellenzeile (row) entsprechen. Zur Beschreibung der Datenstruktur muss eine Datenquelle ein DataSchema-
Objekt zurückgeben. Über ein „Source Mapping“ werden aus den DataEntity-Objekten dann Geoobjekte 
(„Features“), die durch einen Geoobjekttyp („Feature Type“) beschrieben werden. Dieses Quellen-Mapping wird 
in eine Tabelle zwischengespeichert, die die Struktur des Feature Types aufweist. Somit lässt sich diese Tabelle 
auch als Feature Type im GeoServer verwenden. Die Ausgabe der Daten erfolgt in verschiedenen Formaten und 
wird über Ausgabekanäle („Output Channel“) gesteuert. Diese sind ähnlich zu Datenquellen aufgebaut, mit dem 
Unterschied, dass sie Geoobjekte („Features“) verarbeiten. Die Transformation erfolgt mittels eines Ausgabe-
Mappings („Output Mapping“). 
 
Abbildung 9: holgAR-Infrastruktur – Datenintegration und -transformation 
Häufig liegen die in Datenspeichern vorhandenen Daten in Standardformaten vor. Insbesondere Datenspeicher 
mit georeferenzierten Daten bieten häufig Formate wie GML, KML, GPX, GeoJSON oder GeoRSS. Diesen 
Formaten ist gemeinsam, dass sie sehr einfach aufgebaut sind. Oftmals enthalten sie nur Titel, Georeferenz und 
Kurzbeschreibung sowie einen Verweis auf eine speziellere Darstellung des Datensatzes, die dann meist in 
einem anderen Format vorliegt. Die Abbildung dieser Formate in ein gemeinsames Modell (Feature Type) ist 
somit relativ einfach. Solche simplen Datenobjekte (POI’s) lassen sich dann auch relativ einfach in diverse 
Ausgabekanäle transformieren und auf in den Client-Anwendungen (Apps) in typischen Darstellungsformen, 
d.h. als Liste, als Punktobjekt auf einer Karte oder als POI auf dem Display der Kamera darstellen. Durch 
Auswahl eines bestimmten Objekts in einer dieser Client-Darstellungen werden mit Hilfe einer vorhandenen 
Verlinkung die spezielleren bzw. Detail-Informationen aufgerufen und in einer spezielleren Darstellung (meist 
im Web-Browser) dargestellt. 
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6.3 holgAR-Apps 
Auf Basis dieser Plattform wurden bereits mehrere mAR-Anwendungen für den Hochwasserschutz und 
hydrologische Fachinformationen entwickelt, z.B. zur Darstellung von Gewässernetzen und 
Gewässereinzugsgebieten sowie Hochwassergefahrenkarten und Hochwassermeldepegeln, auf einer Karte 
(Augmented Map) und im Kamerabild (Augmented Reality) von Smartphones bzw. Tablets (siehe Kapitel 3). 
7 Zusammenfassung und Ausblick – Grenzen von mAR-Browsern 
Mobile Augmented Reality ermöglicht die Verschmelzung und gemeinsame Wahrnehmung von realen und 
digitalen Informationen im Ortskontext. Mit der Verfügbarkeit von Smartphones und AR-Browser steht auf der 
Clientseite die erforderliche Hardware und Software zur Verfügung, um eine kostengünstige Entwicklung 
mobiler AR-Anwendungen und die massenhafte Nutzung dieser AR-Anwendungen zu ermöglichen. Mit der in 
diesem Beitrag vorgestellten AR Content-Plattform wird auf der Serverseite eine wichtige Lücke geschlossen, da 
es nun möglich ist, effizient Inhalte für die AR-Anwendungen auch durch Nicht-IT-Experten bereitzustellen. 
Derzeit wird diese AR Content-Plattform im Rahmen von AR-Anwendungen im Hochwasserschutz erprobt und 
evaluiert. 
mAR besitzt ein großes Potenzial für den Umweltschutz und insbesondere den Hochwasserschutz. Aufgrund der 
massenhaften Verbreitung AR-fähiger mobiler Geräte wird es nun möglich, Umweltinformationen in die Breite 
zu bringen. D.h. Informationen sind nicht nur für wenige Fachexperten, sondern für eine riesige Anzahl an 
Nutzern („normale“ Bürger) verfügbar, z.B. Informationen über Hochwassergefahren. mAR ist eine neuartige 
Nutzerschnittstelle, die im Ortskontext eine unmittelbare neue mediale Erfahrung schafft und bei der 
Orientierung in der Realität hilft. Dies ermöglicht einerseits eine neuartige Wahrnehmung des Ortes durch die 
Anreichung mit Informationen aus Vergangenheit, Gegenwart oder Zukunft (welche Schäden wurden durch ein 
vergangenes Hochwasser verursacht). Anderseits ermöglicht dies aber auch eine bessere Analyse und 
Interpretation und Analyse von digitalen Daten vor Ort und somit eine bessere Entscheidungsfindung (welche 
Gefahr geht von Hochwasser für mein Haus aus). 
Die Entwicklung von Hard- und Software für mAR in Endkunden-Segment wird in den kommenden Jahren 
rasant voranschreiten. Ein Bespiel für zukünftige Entwicklungen ist die von Google angekündigte Datenbrille 
(Project Glass). Weiterer Forschungsbedarf in Hinblick auf eine Weiterentwicklung der AR Content-Plattform 
besteht u.a. in der Skalierbarkeit der Plattform hinsichtlich großer Datenvolumina und Nutzerzahlen sowie einer 
situativen und aktiven Informationsbereitstellung (information push). 
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Abstract: In the last couple of years, the number of smartphone users has proliferated. As smartphones contain
a lot of different sensors, research interest in algorithms combining data of several sensors to derive meaningful
information about a user’s context, e.g. her location, is increasing. Ideas for reasonable algorithms often can
be found by looking at examples of raw (or somehow pre-processed) sensor data. Still, the research community
lacks a simple means to intuitively work with several parallel tracks of time series data. We present a tool which
can be used to visualize and edit time dependent data from various sensors along with reference data like audio or
video recordings. It is complemented by an optional application for logging all kinds of sensor data on Android
devices. The tool has already been used to analyze a large data set containing hundreds of walking traces, intended
to improve pedestrian dead reckoning algorithms.
1 Introduction
With the increasing spread of smartphones, using their wide range of integrated sensors to derive context infor-
mation such as a user’s location has become a major research topic. A typical smartphone contains sensors like
accelerometers, magnetic field sensors, gyroscopes, GPS receivers, or light sensors. Additionally, various other
data sources can be used, such as a list of surrounding WiFi access points (and the respective received signal
strengths) or a list of nearby bluetooth devices. While most of these data sources can be of use even when regarded
independently, a lot of interesting applications require fusioning several types of sensor information.
For example, research in indoor positioning techniques has resulted in pedestrian dead reckoning techniques based
on step detection (using accelerometers), heading information (using gyroscopes and compasses) and activity-
based map matching (using accelerometers). [GIK10] Step detection and pedestrian dead reckoning in general are
prime examples of research areas in which (ideas for) algorithms can often be developed or improved by simply
looking at visualizations of sensor data. For example, a plot of accelerometer values of a smartphone carried by a
walking person shows a very characteristic pattern. Although it is not advisable to purely rely on intuition when
looking for new algorithms, visualizations of raw or pre-processed sensor data can be a great help to examine
outliers and edge cases.
During evaluation of various step detection and dead reckoning algorithms on a new data set we collected, the need
arose to visualize data logs of several sensors all at once and all of them synchronized in order to further examine
spots where the algorithms did not perform as expected. We often ended up with a multitude of windows showing
various plots of various sensors as depicted in figure 1.
We found this to be overly complicated and confusing. Due to the lack of existing software solving this problem,
we developed a tool which allows to display and edit multiple parallel tracks of time-dependent sensor data. The
concept for the user interface was inspired by multi-track audio editing software like Audacity [aud].
In our tool, there are several pre-defined track types to appropriately visualize different kinds of data, e.g. the static
plot track, the dynamic plot track, the map track or the audio track and video track. Static and dynamic plot tracks
can be used to represent data in various charts. They have several parameters to define how the input data format
should be interpreted and what kind of plot should be used. The map track can be used to show a map as well as
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Figure 1: Screenshot of the typical desktop contents when working with many plots and charts, which led to the creation of the
MTDT.
markers for positions of entities which change over time. The map track also is suitable as a reference track for
the development of positioning algorithms. Whenever other types of context should be recognized, audio or video
files can serve as convenient reference tracks, therefore our tool includes the audio track and video track types. It
is easily possible to add one’s own track types in case special visualizations are required.
We used our tool to analyze a newly collected data set consisting of several hundreds of walking traces. To create
the traces, we asked people to take a walk with us on a pre-defined route and gave them three Android smartphones
which were carried in different positions. Afterwards, we analyzed the behaviour of different dead reckoning
algorithms. Our tool made it easy to synchronize the data of the three smartphones and to compare the different
sensor data traces. Our logging application also recorded an audio track from which we could infer some reference
information.
For situations when there are several data sets originating from different devices but observing the same situation
(like the three smartphones in the example above) our tool provides utility features such as an automatic synchro-
nization of the different data sets.
Although our tool is quite fl exible with regard to input data sources, we additionally provide an Android application
which can be used to log all kinds of sensor data and the output of which is perfectly suited to be used with our
visualization tool.
In the following, we first list the requirements we identified for the tool (section 2). In section 3, we present the
concept of our tool. After that, we give a brief overview of the corresponding Android application (section 4). In
section 5, we explain the synchronization algorithm we use in the tool and finally, we conclude by looking at future
work (section 6).
2 Requirements
We identified several requirements which a tool intended for the above mentioned purposes has to meet.
Appropriate visualizations As explained in section 1, there is a multitude of types of sensors and therefore
types of sensor data which might be interesting to visualize and analyze within the tool. A lot of types of data
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can often be represented by plots like line charts or scatter plots. For example, accelerometer logs can easily be
visualized by three line charts, each showing either the x, y or z component of the recorded data.
In contrast, magnetometer logs are not as easy to interpret when shown in a line chart but might be better repre-
sented by a virtual compass showing the current heading which can be inferred from the recorded data.
Another example is information about entity positions. Location most often is best visualized on a map with
markers for mobile devices/users and points of interest.
Further ideas include graphical representations like histograms or even simple tables to show precise values of the
recorded or pre-processed data.
Time-dependent visualizations In most cases, the recorded data is time-dependent. A visualization tool should
provide means to advance and go back in time and skip parts of the recorded time span. Visualizations should
either adapt to the currently selected point in time or (in case the representation already shows the data in relation
to time) at least indicate which part of the visualization shows the values of the current point in time.
Simultaneous visualization of several streams of sensor data In order to analyze several streams of sensor data
in parallel, some kind of simultaneous visualization is required. The typical work fl ow to create plots sequentially
and then display them in multiple desktop windows is cumbersome and does not allow to conveniently get an
overview of the data. An easier and especially more compact way to visualize several streams in parallel is
necessary.
Pre-processing / fi ltering of input data We developed an additional sensor data logging application for Android
smartphones (see section 4) which is perfectly suited to work in conjunction with our tool. However, a data
analyzation/visualization tool should provide a reasonably generic way to import data, so that other tools and data
sources can be used. This might make it necessary to pre-process or filter the input data.
For example, one might need to adjust the timestamp format (e.g. converting from microseconds to seconds) or to
filter out specific entries of the data set which should not be included in the visualization. The tool should provide
fl exible means to perform these operations.
Automatic synchronization of several data sets Oftentimes, the sensor data logs of an experiment are not
created on a single device but on several devices which observe the situation simultaneously. As a consequence,
several data sets might exist which probably are not perfectly in sync (due to inaccurate device clocks, etc.).
Therefore, the tool should not only provide the possibility to include several data sets in the same visualization,
but also to synchronize them. Ideally, the latter is done automatically.
Comparison with reference data Keeping a detailed record of what has happenend during an experiment is a
laborous task and often, many things are omitted which in retrospect are found to be of value but then are not
available. Therefore, creating an audio or video recording can lead to a valuable basic truth data source. A useful
tool should allow to view such reference recordings in parallel and synchronized to all the other visualizations.
Edit and export functionality In addition to visualization, it would be useful to be able to edit and then export
the altered data into a new file. A very common task is to extract only a part of the data set into a new file for
further processing. Furthermore, it is desirable to be able to tag specific parts of the data. These tags can not only
be helpful to the user, but could also be used to create training and test data files which can be used with machine
learning techniques.
Extensibility A non-functional but very important requirement is the ability to easily extend the tool in order to
add new visualization types which fit one’s own specific scenario. Adding new visualizations and integration of
various data sources should be as easy as possible.
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3 Multi Track Data Tool
In order to meet the aforementioned requirements, we developed a new tool which we call Multi Track Data Tool
(MTDT). The general idea is to allow for simultaneous visualization of several streams of sensor data in parallel
tracks, similar to audio editing software like Audacity.
There is a global transport control which is used to select a point in time or play back the sensor recordings. Again,
the concept is similar to audio editing software.
3.1 Main elements
There are two main elements which are used in the tool: Data sets and tracks. In accordance with similar tools
from the audio or video editing area, we call a specific arrangement of data sets and tracks a project.
A data set is a single file containing sensor data logs in a comma-separated values (CSV) format. Optionally, an
audio or video file can be named as a reference file. It is possible to include more than one data set in a project.
The format of a data set is defined by a data set defi nition (DD) and line format defi nitions (LD). See section 3.3
for a more detailed explanation.
A track is a specific visualization of the data set or parts of it. There are several pre-defined track types (see section
3.4). However, a core concept of the MTDT is to allow for easily extending the range of available track types.
Track implementations only have to follow a simple interface (see section 3.3).
In general, tracks can fall into two categories, namely time-dependent and time-independent. Of course, any kind
of track usually has some kind of time dependence. However, there are some visualizations which are generated
once and after that only show a bar or marker to indicate the current point in time, whilst other visualizations
change completely in correlation to the current point in time.
In a project, one can add as many tracks of any kind as desired. In combination, the tracks provide a compact and
perfectly customized view onto the data sets.
3.2 Technical details
The MTDT is written in the Python programming language [pyt]. It uses the following libraries for its main
features:
• wxPython [wxp] as a cross-plattform GUI toolkit
• matplotlib [mat] for generating the various charts
• pygame [pyg] for audio and video support
• mapnik [map] for map generation
Although Python is an interpreted, high level language, we found it to be perfectly suited as the main language for
our tool. Due to its simple syntax and its “ There should be one - and preferably only one - obvious way to do it”
concept1, it is very easy for any mildly advanced programmer to add functionality to the tool. Nevertheless, it also
allows for more complicated calculations because Python has two great scientific libraries, namely NumPy [num]
and SciPy [sci]. Other performance-critical features can either be prepared in an external pre-processing step or




Due to the diversity of studies and experiments in which our tool might be of use, it is important that it can be
easily adapted to the given scenario. This is achieved by a fl exible configuration system for data set formats and
simple interfaces which can be used to add new data set and track types.
Data sets A data set typically is a CSV file in which each line represents a sensor data reading. Data sets can
contain records of different sensors, each identified by a unique id. Each record must at least contain a timestamp
value. To allow for different formats of data set files, one has to specify a data set definition. Besides common
parameters for CSV files like column delimiter and quote characters, it describes
• which column contains the timestamps
• whether there is more than one sensor type and if this is the case, which column contains the identifiers
• the different line format definitions for each sensor type
Line format definitions contain
• the name of each column of the record
• the data type (e.g. integer or fl oating point number) of each column
Although CSV files are the only supported data set type at the moment, one could easily add other data set types
which are backed by other data sources, e.g. a database. Data sets have to provide the following main methods:
• getTimestamps to get a list of all the timestamps in the data set
• getMinTimestamp to get the smallest timestamp in the data set
• getMaxTimestamp to get the highest timestamp in the data set
• normalizeTimestamps to normalize the timestamps so that the smallest one is 0; optionally timestamps
can be multiplied by a given factor (e.g. to convert from microseconds to milliseconds)
• getData to load and return the records of the complete data set or of a specific sensor type
Tracks There a several pre-defined track types (see section 3.4). However, it is easy to add new track types.
A track has to be a subclass of wxPython’s wx.Panel. Thereby, it can automatically be integrated in the main
window’s tracks panel while being able to draw any kind of visualization within its own canvas.
To be in sync with the globally selected point in time (and thus all other tracks and reference tracks), a track
has to provide one method: visualizeForTime(timestamp). When invoked, the track has to update its
visualization to represent the given point in time. As explained in section 3.1, some tracks might only display
a marker or progress bar to indicate the current time whilst others might change the drawn image completely
whenever the time changes.
3.4 Track types
While analyzing various data sets from our studies and experiments, we created several track types which are now
included in the MTDT by default. These track types should be a good starting point for data analyses in the area
of (indoor) positioning and context/activity recognition.
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Static plot track The static plot track is a time-independent visualization. It offers various kinds of plots and
charts (backend by matplotlib) and usually visualizes all the records of a specific sensor at once. The current point
in time is only indicated by a vertical bar which traverses the x axis.
As an example, the static plot track can be used to show the values of an accelerometer over time (i.e. drawing
< timestamp, accelerationV alue > tuples in a line chart or a scatter plot).
Dynamic plot track Similar to the static plot track, the dynamic plot track offers various plot and chart types.
However, the dynamic plot track is time-dependent, i.e. its contents changes completely when the current point in
time changes. This is due to the fact that it only visualizes a sub-interval of the recorded time span. One can define
the length of the interval by two variables δ1, δ2. The plot then would be generated for the interval
[currentT ime− δ1, currentT ime+ δ2]
Oftentimes, one sets δ1 = δ2. An example use case is to generate a histogram of the data which surrounds the
current point in time.
Map track Especially in the area of positioning algorithms and location based services, visualizing positions of
entities on a map is required. This can be achieved with the help of the map track. It displays a map together with
an arbitrary number of markers. The markers’ positions change with respect to the current point in time.
An example use case would be to visualize the position of a pedestrian as tracked by a reliable positioning system,
and in a second map track, show the position of the pedestrian as calculated by a dead reckoning algorithm based
on data of inertial measurement units. To complete the use case, one might add a static plot track, showing the
distance of calculated and actual position over time.
Compass track The compass track is a time-dependent track, which displays a virtual compass. For the current
point in time, it simply shows the direction a device is facing as indicated by the recorded magnetometer values.
Audio and video track The audio and video track types are primarily used as reference tracks. Often, it is more
convenient to create an audio or video recording of an experiment in contrast to writing everything down by hand.
In case an audio or video recording is available, it can be included in the project and played synchronously to the
other tracks, thus providing very good reference information.
3.5 Example project
In figure 2, one can see a simple example of a MTDT project. It was used while analyzing pedestrian traces we
collected to examine different pedestrian dead reckoning algorithms.
In this case, three data sets (originating from three different smartphones used simultaneously) are imported. As
a reference, a video track is included, showing what happened in the experiment. On a map track, the current
position of the pedestrian is shown on a fl oor plan of our university building. Furthermore, there are three static
plot tracks, showing the acceleration values in each axis x, y and z.
4 Android Sensor Data Logger
To simplify our workfl ow of creating and analyzing sensor data logs, we additionally created an Android [and]
application which logs sensor readings from the device. Currently, the following data is logged:
• accelerometer
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Figure 2: Screenshot of the MTDT. At the top, there is a list of three data sets which have been imported. Below, there is a






• wifi(available access points and signal strengths)
• gps
• audio
The data is written to a single CSV file (except for the audio data which is written to its own file), individual
sensors are identified by a unique ID. The format of the data set is exactly the format used in the MTDT and thus,
the data set can be used without further configuration or pre-processing tasks.
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5 Automatic synchronization
When using several devices to observe an experiment and create sensor logs, one ends up with several data sets.
As described in section 3.1, the MTDT allows to import more than one data set. However, oftentimes the created
logs are not perfectly in sync.
In case GPS data has been logged, one can use the timestamps of these records because GPS timestamps should
be sufficiently accurate to align different data sets. Otherwise, usually the internal device clocks are used to create
the timestamps, which probably are not accurate enough to align several data sets.
In the latter case, the MTDT includes an automatic synchronization mechanism. The only requirement is the
availability of an audio recording in each of the data sets which usually can be achieved when using smartphones.
Synchronization then is performed by calculating the offset of the audio files.
5.1 Algorithm
We use a simple algorithm which was inferred from what a human user usually would do when told to manually
align two audio tracks in a audio editing software like Audacity. In figure 3 one can see an example of two audio
tracks recorded on different devices but at the same time.
Figure 3: Example of two audio tracks recorded on different devices during the same experiment. The wave forms look quite
similar except for the second one being shifted to the right by some amount of time.
One can see that both wave forms look similar except for the second one being shifted to the right. Manually, one
now would try to move the second wave form to the left until the amplitudes match better. We automated this
process by the following algorithm.
Each audio track essentially is a list of sample values. These lists are now divided into buckets of size M , i.e. each
containing M sample values. For each bucket, the sum of the absolute values of the samples is calculated. These
sums can be regarded as a representation of the amount of energy contained in the bucket. Buckets with more
energy (i.e. many high amplitudes) correspond to the “ bubbles” which can be seen in the audio track visualization.
The described process leads to two lists of bucket values. These two lists are now aligned in every possible position
(i.e. every possible offset) and every time, the sum of the differences of each pair of aligned buckets is calculated.
This sum can be seen as some kind of distance between both lists in the given constellation.
The offset with the smallest calculated distance is selected and the whole process is repeated with a smaller M .
However, in those subsequent steps, not all possible offsets have to be examined but only those which overlap with
the previously calculated position.
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5.2 Evaluation
We conducted a small evaluation of the automatic synchronization algorithm. For a study concerning pedestrian
dead reckoning algorithms, we collected about 100 traces of pedestrians, each carrying three smartphones in dif-
ferent positions (hand, trouser pocket, bag). The smartphones ran our logging application (see section 4). Though
not intended for evaluation of our synchronization algorithm, the collected traces were a good example of data sets
we could test the algorithm with.
For each trace, we tried to synchronize the three corresponding data sets with the described algorithm. Synchro-
nization of all three data sets worked in approximately 50 percent of the cases. Synchronizing at least two of three
data sets yielded a success rate of about 65 percent.
We looked for the reasons why the algorithm failed in some cases and found that in these cases, even manual
alignment of the tracks would have been nearly impossible due to no clearly visible similarity between the wave
forms of the tracks. However, being able to manually align the tracks basically was the prime assumption the
algorithm is based on. It is no suprise that the algorithm does not work when this assumption does not hold true.
This result means that the algorithm is not as widely usable as we hoped it to be, but on the other hand, if the
basic assumption holds true, does work very well. However, one can improve the performance of the algorithm
by simply providing hints in the audio recording such as clearly identifiable claps of a slateboard like it is done in
movie productions.
6 Conclusion and future work
In this work, we presented the concept of the Multi Track Data Tool intended to improve working with time series
data from sensor logs, especially when examining data of several sensors at once. We are using a prototype in our
work in the field of context recognition and intend to provide the MTDT as an open source tool for the scientific
community. Collaboratively working on the MTDT hopefully will lead to a broad range of available track types.
Most of the requirements presented in section 2 are basically met by the current prototype, except for the edit and
export features which the tool still lacks. We intend to improve the tool in this area as well.
The presented algorithm for automatic synchronization of several data sets will be examined further on its own.
We will also look into other algorithms for matching audio tracks because the currently used algorithm can be
regarded as a “ works for now” solution but probably can be replaced by a better algorithm in the future.
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Abstract: Lokalisierungssysteme, die geometrische Positionen bereitstellen sollen, erfordern in der Regel eine
vorherige Kalibrierung an ihre Umgebung. Dieser Aufwand ist für einfache Versuchszwecke meist nicht gerecht-
fertigt oder im Falle einer im Vorfeld unbekannten oder unzugänglichen Versuchsumgebung gar unmöglich. Der
hier präsentierte Ansatz nutzt ein primär zur Gestenerkennung entwickeltes Kamerasystem, um die Positionen
sich bewegender Objekte anhand von Tiefenbildern zu bestimmen. Das Lokalisierungssystem passt sich dabei
adaptiv an die Einsatzumgebung an.
1 Einleitung
Lokalisierungssysteme erfordern stets eine gewisse Infrastruktur. Diese Infrastruktur muss an die Umgebung, in
der die Lokalisierung durchgeführt werden soll, angepasst werden. So sind beispielsweise für RFID-gestützte
Lokalisierungssysteme Markierungen durch spezielle Tags notwendig [6], für die Feldstärkenlokalisierung wird
eine durch Messung gewonnene Fingerprint-Datenbank benötigt und laterationsbasierte Verfahren erfordern eine
genaue Vermessung der Positionen ihrer Basisstationen. Besonders für Erprobungs- und Demonstrationszwecke
stellen diese Voraussetzungen aber einen erheblichen Nachteil dar, da die Lokalisierungssysteme in diesem Fall
selbst portabel sein müssen und die Einsatzumgebung unbekannt und zumeist im Vorfeld unzugänglich ist.
Das hier beschriebene Lokalisierungssystem entstand aus der Notwendigkeit heraus, die Positionsbestimmung von
Robotern in kleinräumigen Versuchsumgebungen durchführen zu können [1]. Dabei galt es folgende Anforderung
zu erfüllen.
• Das Lokalisierungssystem muss in der Lage sein bewegliche Objekte zu lokalisieren.
• Die Update-Rate soll 10 Hz nicht unterschreiten.
• Das Lokalisierungssystem soll geometrische Koordinaten bereitstellen.
• Das Lokalisierungssystem soll adaptiv sein, d.h. kein Vorwissen über seine Einsatzumgebung benötigen.
• Eine spezielle Markierung der zu lokalisierenden Objekte im Vorfeld soll nicht notwendig sein.
Grundlage für das Lokalisierungssystem bildet ein optisches Lokalisierungsverfahren. Im Gegensatz zu weit ver-
breiteten Ansätzen wie der Erkennung bestimmter Markierungen [7, 3] oder der Berechnung von optischen Flüs-
sen [2] aus zweidimensionalen Bilddaten [4], stellt die hier eingesetzte Hardware bereits Tiefeninformationen
bereit. Durch Auswertung dieser Tiefeninformationen kann auf zeitintensive Bilderkennungsverfahren verzichtet
werden.
Die Arbeit ist im weiteren wie folgt gegliedert. Zunächst werden in Abschnitt 2 Funktionsweise und Kenndaten
des Tiefensensors vorgestellt. Abschnitt 3 erläutert die prinzipielle Funktionsweise der Tiefenbildlokalisierung und
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zeigt die einzelnen Verarbeitungsstufen des Lokalisierungsprozesses auf. Anschließend werden unter 4 die wesent-




Tiefenkamera 58,8◦ × 45,6◦, 640× 480, 30 Hz
Arbeitsbereich [1,2 m, 3,5 m]1
[50 cm, 8 m]2
Aufl ösung 1 mm
Farbkamera 62,0◦ × 48,6◦, 640× 480, 30 Hz
Abbildung 1: Kinect-Kamera
Als Tiefenbildsensor dient die Kincect-Kamera von Microsoft (Abb. 1). Dieses Kamara-System besteht aus zwei
Einzelkameras (Infrarot + RGB) und einem Infrarotlaser, der ein statisches, punktförmiges Muster in den Raum
wirft (siehe Abb. 2a). Die Projektion dieses Muster auf die Umgebung wird von der Infrarotkamera aufgenommen.
Aufgrund der aus der Parallaxe resultierenden Verschiebung des aufgenommenen Punktmusters gegenüber dem
Referenzmuster, lässt sich die Entfernung der Punktprojektion von der Kameraebene bestimmen.
(a) Infrarotbild (b) Tiefenbild
Abbildung 2: Tiefendaten
Label
Hauptsächlich wird diese Kamera innerhalb der Computerspieleindustrie als Eingabegerät für Gesten eingesetzt,
was sich auch in den meisten Programmierschnittstellen für diesen Sensor niederschlägt. [11, 9] Dennoch besteht
durch die Treiberbibliothek „ libfreenect“ [8] auch die Möglichkeit, direkt auf das Tiefenbild zugreifen zu können.
Dabei kann dieses Tiefenbild sogar auf die Bildkoordinaten des RGB-Kanals umprojiziert werden, wodurch sich
zu jedem Bildpixel der Farbkamera ein Tiefenwert angeben lässt.




Bedingt durch das Funktionsprinzip des Sensors unterliegen die Tiefendaten im Wesentlichen drei Fehlerquellen,
die bei der Lokalisierung berücksichtigt werden müssen. Befindet sich ein Objekt an einer herausgehobenen Stelle
der Szene (wie z.B. im rechten Teil von Abb. 2), ist der Rand zwischen Objekt und dem Hintergrund unstetig.
Aufgrund kleiner Abweichungen im Messprozessprozess kann es in der Folge passieren, dass ein Pixel auf diesem
Rand zu einem Zeitpunkt dem Hintergrund (großer Tiefenwert) zugeordnet wird und zu einem anderen Zeitpunkt
dem Vordergrund (kleiner Tiefernwert). Hieraus ergibt sich eine starke szenenbedingte Streuung einzelner Tiefen-
werte.














Abbildung 3: Streuung der Tiefenwerte
Obwohl der Treiber die Tiefendaten mit einer Aufl ösung von 1 mm bereitstellt, unterliegen die Werte z.T. er-
heblichen Schwankungen. Abbildung 3 zeigt die Schwankungen der Tiefenwerte anhand der Differenz des 90%-
Quantils und des 10%-Quantils zum Median in Abhängigkeit zum mittleren Entfernungswert d. Bei dieser Mes-
sung wurden bereits die oben beschriebenen szenenbedingten Streuungen herausgefilter, um die Messwerte nicht
zu verfälschen. Es ist zu erkennen, dass sich 80% aller Tiefenwerte symmetrisch um den Median herum verteilen.
Zudem nimmt der Messfehler quadratisch mit steigender Entfernung zu. Grund dafür ist das mit zunehmender
Entfernung größer werdende Verhältnis von Entfernungsänderung zu parallaktischer Verschiebung. Im Rahmen
der Messungen hatten die Extremwerte z.T. mehr als die doppelte Abweichung zum Median im Vergleich zu den
oben dargestellten Quantilen.
Der dritte Fehler ist technischer Natur. Durch Spekularrefl exion oder Abschattung, kann in einigen Bildbereichen
das IR-Punktmuster nicht wahrgenommen werden. An diesen Stellen kann damit auch keine Aussage über die




Die adaptive Tiefenbildlokalisierung basiert auf der Trennung von beweglichen Vordergrundobjekten vom Hinter-
grund der Szene. Sie fußt dabei im Wesentlichen auf zwei Grundannahmen:
1. Es gibt einen statischen Hintergrund. Die Bewegungen der Objekte spielen sich vor dem Hintergrund ab.
2. Verändert sich der Tiefenwert eines Bildpixels, ist davon auszugehen, dass der größte aller Werte der Tiefe
des Szenenhintergrunds entspricht.
Basierend auf den obigen Annahmen lässt sich folgendens Lokalisierungsverfahren ableiten. Während des gesam-
ten Lokalisierungszeitraums wird ein Hintergrundbild erstellt. Zum Initialisierungszeitpunkt des Systems, wird
die gesamte Szene mangels besseren Wissens als Hintergrund betrachtet. Sobald sich eines der zu lokalisieren-
den Objekte zu bewegen beginnt, ändern sich die Tiefenwerte. Werden die Tiefenwerte für ein Pixel geringer, ist
davon auszugehen, dass sich ein Objekt vor den Hintergrund geschoben hat. Als Hintergrundswert wird weiter-
hin der alte (d.h. größere) Tiefenwert herangezogen. Steigen die Tiefenwerte jedoch, muss zuvor der Hintergrund
durch ein unerkanntes Objekt verdeckt gewesen worden sein. Der neue (d.h. größere) Tiefenwert wir zukünftig als
Hintergrundwert herangezogen. Weicht der Tiefenwert eines Pixel irgendwann um einen bestimmten Schwellwert
vom Hintergrundwert ab, kann diese Pixel als zum Vordergrund gehörig betrachtet werden. Durch dieses Verfahren
entsteht somit eine Bitmaske, die für jedes Pixel entweder dem Vordergrund oder dem Hintergrund zuordnet.
3.2 Objekterkennung
Um den in Abschnitt 2.2 beschriebenen Fehlern Rechnung zu tragen, kann das oben dargelegte Lokalisierungs-




(−4), . . . , D(0)) B := max(B,Dmin)
Md := D + t(B) < B Mf := mfilter(Md)
Abbildung 4: Schema zur Objekterkennung
Das Hintergrundbild B wird dabei nicht direkt aus den bereitgestellen Tiefenbildern D berechnet. Da die Wer-
te in diesen Tiefenbildern extreme Schwankungen aufweisen können, würden die Maxima aufs Hintergrundbild
durchschlagen. Der Erkennungsschwellwert müsste in diesem Fall sehr groß gewählt werden, damit es nicht zu
Falsch-Positiv-Fällen kommt. Aus diesem Grund wird zunächst das Minimum über die vergangenen fünf Tiefen-
bilder Dmin berechnet. Dieses Verfahren erlaubt bis zu vier Ausreiser in Folge, kann aber auch zu Falsch-Negativ-
Fällen führen. Dies ist genau dann der Fall, wenn der Hintergrund hinter einem beweglichen Pbjekt für höchsten
fünf Frames sichtbar ist. Bei einer Framerate von 30 Hz müsste das Objekt also innerhalb von max. 167 ms seine
Ausgangsposition wieder einnehmen, was als vertretbar hingenommen werden kann.
Die Berechnung des Hintergrundbildes erfolgt schließlich durch fortwährende Maximumbildung des gleitenden
Minimas. Durch Vergleich von Tiefen- und Hintergrundbild kann eine Bitmaske Md erstellt werden, die das Tie-
fenbild in Vordergrund (1-Bit) und Hintergrund (0-Bit) klassifiziert. Der Schwellwert t(·) zur Trennung von Vorder-
und Hintergrund ist dabei abhängig von der Entfernung, um dem in Abbildung 3 dargestellten Fehler Rechnung zu
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tragen. Für t(·) kommt der quadratische Ansatz
t(x) = a · x2 + b · x + c
mit den folgenden empirisch ermittelten Parametern zur Anwendung:
a = 150000 mm−1
b = 0
c = 5 mm
Tabelle 1 zeigt die Größe des Schwellwerts für ausgewählte Entfernungen.
x [mm] 500 1000 2000 3000 4000 5000 6500 8000
t(x) [mm] 7 12 31 65 112 172 287 432
Tabelle 1: Schwellwerte
Aufgrund der szenenbedingten Streuung werden durch den Schwellwert-Ansatz nicht nur bewegte Objekte son-
dern auch die Kanten stationärer Objekte erkannt. An solchen Kanten setzt sich auf lange Zeit der Hintergrundwert
durch, und sobald der Sensor den Rand dem näheren Objekt zuordnet, wird dieser als Vordergrundobjekt klassifi-
ziert. Die Abbildungen 5a und 5b verdeutlichen diesen Effekt.
(a) Szene (b) Maske (ungefilter) (c) Maske (gefilter)
Abbildung 5: Objekterkennung
Die MaskeMd muss folglich noch auf geeignete Weise gefiltert werden. Hierzu kommen die Operationen dilate(·)
(anlagern) und erode(·) (abtragen). Diese Operationen können auf Bitmasken angewendet werden. Im Rahmen
der Operation dilate(·) sind dabei die 1-Bits dominant, d.h. im Ergebnis der Operation enthält jedes Pixel genau
dann ein 1-Bit, wenn sich in der Eingabe innerhalb seiner 8-Nachbarschaft mindestens ein 1-Bit befindet. Für die
Operation erode(·) gilt die gleiche Aussage analog für 0-Bits. Die Operation mfilter(·) setzt sich nun wie folgt
zusammen:
mfilter(·) = (erode ◦ erode ◦ dilate ◦ dilate ◦ erode)(·)
In einem ersten Schritt werden die durch szenenbedingte Streuung entstandene Ränder abgetragen. Dadurch wer-
den aber evt. bestehende Lücken vergrößert. Diese müssen im Anschluss durch zwei Anlagerungsschritte gefüllt
werden. Weil feine Ränder bereits komplett entfernt wurden, können Sie durch Anlagerung nicht anwachsen. Da
die Maske nun eine größere Ausdehnung besetzt als Md, muss wieder abgetragen. In diesem Fall wird zweifach
abgetragen, womit die Maske insgesamt etwas kleiner als Md ist. Dies ist notwendig, um bei einer späteren Kan-
tenerkennung sicherzustellen, dass der Kantenzug mit Sicherheit über Vordergrundpixeln verläuft.
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3.3 Objekttrennung
Nach dem Erkennungsschritt liegt eine gefilterte Objektmaske vor. Dennoch entspricht nicht jede Zusammen-
hangskomponente innerhalb der Maske genau einem Objekt. Durch Verdeckung mehrerer Objekte ist es möglich,
dass diese zu einem Bereich in der Objektmaske verschmelzen (siehe Abb. 7a). Aus diesem Grund müssen die





Om := Mf maskiert D′ C := contour(Om) C′ := ¬dilate(C)
Os := C
′ maskiert Om
Abbildung 6: Schema der Objekttrennung
Eine Überlappung von Objekten zeichnet sich dadurch aus, dass im Tiefenbild sehr starke Sprünge der Tiefenwer-
te stattfinden. Diese Sprungstellen, können durch Kantenerkennungsalgorithmen, wie dem Canny-Algorithmus [5]
berechnet werden. Für diese Algorithmen ist es jedoch wichtig, dass keine Datenlücken innerhalb des Tiefen-
bilds vorliegen. Die Fülloperation fill(·) schließt Datenlücken, durch Interpolation aus Nachbarpixeln (D′). Jedes
Fehlpixel nimmt im Rahmen der Fülloperation den arithmetischen Mittelwert aller definierten Pixel in seiner 4-
Nachbarschaft an. Mit jeder interativen Anwendung der Fülloperation auf das Tiefenbild werden Fehlstellen um
eine Pixelbreite verkleinert. Durch dieses Verfahren erfolgt keine lineare Interpolation, sondern Objekte wachsen
mit ihrer Randtiefe in die Breite, bis sie durch andere Objekte begrenzt werden. Diese scharfen Kanten sind für
die anschließende Kantenerkennung notwendig. Das Füllbild D′ wird schließlich mit Md maskiert und ergibt das
Tiefenbild aller Vordergrundpobjekte Om (siehe Abb. 7c).
Auf Om wird eine nun eine Kantenerkennung angewendet, deren Ergebnis mit C bezeichnet werde. Zum einen
werden dadurch die Ränder der Objektmaske erkannt. Zum anderen entstehen auch an besagten Sprungstellen
Kanten (siehe Abb. 7d).
Die Trennungskanten verlaufen nun genau entlang der Grenze, die sich zwischen zwei Objekten ausbildet. Um al-
lerdings Randkonturen für jedes der Objekte zu erhalten, kann eine weitere Maske erstellt werden (siehe Abb. 7f).
Sie entsteht, indem man zunächst die Operation dilate(·) auf C anwendet und anschließend invertiert. Das Zwi-
schenprodukt C ′ wird letzlich mit Mf durch ein logisches UND verknüpft. Alternativ kann auch das Zwischener-
gebnis C ′ direkt auf Om anstatt Mf anwenden, wie in Abbildung 6 gezeigt, wodurch ein Tiefenbild der einzelnen
Objekte entsteht. Die Aufweitung der Trennungskanten durch die dilate-Operation stellt sicher, dass die Kanten,
die sich später um die getrennten Vordergrundobjekte herum ergeben, stets über den Pixeln im ursprünglichen
Tiefenbild liegen, die auch zum entsprechenden Objekt gehören.
3.4 Vektorisierung und Tracking
Bisher fanden alle Bearbeitungsschritte auf Rasterbildern statt. Da nun alle Objekte im Rasterbild identifiziert wur-
den, kann eine Vektorisierung erfolgen. Jedes Objekt wird dabei durch seine Randkontur – genauer, einer Folge
von Eckkordinaten und ihrer Entfernung von der Kameraebene – beschrieben. Die Konturenerkennung erfolgt da-
bei auf der getrennten Objektmaske (Abb. 7f). Konturen unterhalb einer gewissen Mindestfl äche werden generell
verworfen, um letzte Artefakte, die aus Messfehlern resultieren, zu filtern. Zusätzlich werden alle Polygone ver-
worfen, die durch andere Polygone eingeschlossen werden. Damit werden Löcher innerhalb der zu lokalisierenden
Objekte ignoriert.
Die Randpolygone der einzelnen Frames müssen nun zueinander in Beziehung gesetzt werden, da nur so Posi-
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(a) Szene (b) Maske (gefiltert) (c) Szene (gefüllt)
(d) Kanten (e) Trennungsmaske (f) Maske (getrennt)
Abbildung 7: Objekttrennung
tionsangaben zu einem Objekt zugeordnet werden können. Ein einfacher Ansatz besteht in der Defintion einer
Ähnlichkeitsnorm zwischen zwei Konturen C1 und C2, die es erlaubt Objekte aufeinanderfolgender Frames mit-
einander zu korrelieren. Diese Norm, sollte weder skalen- noch translationsinvariant sein. Ein naiver Ansatz ist
durch folgende Gleichung gegeben.
〈C1, C2〉 =
√
(x(C1)− x(C2))2 + (y(C1)− y(C2))2 +
√
|Ω(C1)− Ω(C2)|
Die Größen x und y bezeichnen die Position des Flächenschwerpunkts in Pixelkoordinaten und Ω gibt den Raum-
winkel eines Objekts an, der dem Flächeninhalt der Objektmaske entspricht. Der Wert der Norm wird um so
kleiner, je ähnlicher die Objekte sind. Es handelt sich genau genommen also um eine Unähnlichkeitsnorm. Die
Form eines Objekts wird von der hier beschriebenen Norm jedoch nicht berücksichtigt.
Zur Korrelation zweier Objekte zwischen aufeinanderfolgender Frames werden die Konturen des alten Frames
paarweise mit denen des neuen Frames verglichen. Das Matching mit geringstem Normwert wird alles zusammen-
gehörig betrachtet. Beide Konturen scheiden aus und der Vorgang wird für die restlichen Konturen wiederholt, bis
eine der Mengen leer ist. Sollten noch Elemente in der Menge der neuen Konturen enthalten sein, werden diese als
neue Objekte betrachtet.
3.5 Positionsbestimmung
Von einem Lokalisierungssystem wird in der Regel erwartet, dass es einen numerischen oder symbolischen Positi-
onswert bereitstellt. Bisher stehen für die lokalisierten Objekte aber lediglich Randkonturen und ein „ Höhenprofil“
seiner Vorderseite bereit. Da eine Reduzierung dieser Daten ist in vielen Fällen jedoch anwendungsabhängig ist,
macht eine allgemeine Reduktion zu einem Koordinatentripel wenig Sinn. Aus diesem Grund werden Randkontur
und Höhenprofil als Position betrachtet.
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Für die Lokalisierung konvexer Roboter – dem Anlass für die Entwicklung dieses Lokalisierungsverfahrens –
könnte eine Reduktionsverfahren wie folgt aussehen. Der Schwerpunkt der Projektionsfl äche stellt einen gut ge-
eigneten Richtungswert dar, da er in jedem Fall innerhalb der entsprechenden Kontur liegt, eindeutig ist und einen
guten Mittelwert darstellt. Für eine dreidimensionale Positionsangabe wird allerdings noch ein Tiefenwert benö-
tigt. Die Wahl dieses Tiefenwerts ist auch für das vereinfachte Beispiel der Roboterlokalisierung nicht unbedingt
intuitiv. Zum einen kann man als Tiefenangabe den Tiefenwert des Schwerpunkts wählen. Die Entfernungsangabe
wird hierbei jedoch i.d.R. unterschätzt, da lediglich die Positions der zur Kamera zeigenden Grenzfl äche des Ob-
jekts gemessen wird. Eine andere Möglichkeit besteht in der Mittelwertbildung aller Tiefenwerte der Randpunkte.
Dieser Wert erfüllt eher die Erfordernisse eines Mittelwerts, ist aber u.U. mit einer stärkeren Streuung behaftet, da
die Randpunkte von Frame zu Frame stark schwanken können, obwohl die Randkontur nahezu identisch ist.
4 Zusammenfassung
4.1 Auswertung
Das beschriebene Lokalisierungsverfahren arbeitet für den angedachten Einsatzzweck sehr zufriedenstellend. Die
Implementierung des Algorithmus erfolgte auf einem gewöhnlichen Desktop-PC3 unter Verwendung der OpenCV-
Bibliothek [10]. Pro Frame ergibt sich auf dem Testsystem eine Gesamtberechnungszeit von 36 ms, was ca. 27 Hz
entspricht. Die fill(·)-Operation – die einzige Operation, die nicht durch OpenCV bereitgestellt wird – macht dabei
bereits 15,4 ms, also über 40% der Berechnungszeit, aus.
Objekte müssen zwei geometrische Mindestanforderungen erfüllen, um lokalisiert werden zu können. Zum einen
müssen sie den in Tabelle 1 angegebenen Mindestabstand vom Hintergrund aufweisen. Zum anderen müssen sie
einen gewissen Mindestraumwinkel besitzen, um in dem in Abschnitt 3.4 beschriebenen Lokalisierungsverfahren
nicht gefiltert zu werden. Der Schwellwert wurde empirisch auf einen Wert festgesetzt, der bei kreisförmigen
Objekten etwa einem Öffnungswinkel von 1,4◦ entspricht. Damit lassen sich Roboter mit nur 5 cm Durchmesser
in einem Abstand von 2 m lokalisieren.
Dennoch unterliegt das Lokalisierungssystem einigen Einschränkungen, die technischer bzw. prinzipieller Natur
bedingt sind.
4.1.1 Prinzipielle Einschränkungen
Zu den prinzipiellen Einschränkungen zählen Überlappung, Verdeckung und die Berührung von Körpern. Eine
Überlappungssituation ist in Abbildung 7 dargestellt. Die Szene besteht aus zwei Quadern, wobei ein Quader den
anderen teilweise überlappt. Der zweite Quader wird als einzelnes Objekt erkannt, jedoch entspricht seine Rand-






3Intel Core 2 Duo 2,1GHz (nur ein Kern wird genutzt)
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Wohingegen beim Auftreten von Überlappungsfehlern noch alle Objekte zuverlässig erkannt werden können, tre-
ten bei Verdeckungsfehlern unter Umständen echte Lokalisierungsfehler auf. Die in Abbildung 8 gezeigten Fälle
erzeugen identische Tiefenbilder und sind somit ununterscheidbar. Das Lokalisierungsverfahren wird in jedem Fall
die Situation (b) erkennen, obwohl auch Situation (a) vorliegen kann.
A B
Abbildung 9: Berührungsfehler
Die Berührung zweier Objekte in etwa gleicher Entfernung zur Kamera erzeugt grundsätzlich einen Lokalisie-
rungsfehler. In diesem Fall ist die Unstetigkeit zwischen den Tiefenwerten so gering, dass beide Objekt zu einem
Metaobjekt verschmelzen. Die Unähnlichkeitsnorm des Metaobjekts zu den Ausgangsobjekten kann dabei u.U.
so groß werden, dass keines der Ausgangsobjekte mehr mit dem Metaobjekt korreliert wird. Eine Trennung der
Objekte hätte einen ähnlichen Effekt zur Folge, sodass nun die beiden Objekte im Tracking-Schritt als neu erkannt
werden und die Referenz zur ihrer ursprünglichen Tracking-Information verloren ist.
4.1.2 Technische Einschränkungen
Technische Einschränkungen liegen im Gegensatz zu den oben beschriebenen Schwachstellen nicht im Verfahren
begründet, sondern resultieren aus der Beschaffenheit der Hardware. Im Rahmen der Implementierung des be-
schriebenen Lokalisierungsverfahren wurde beobachtet, dass die Rohdaten des Tiefensensors nach einiger Zeit mit
einer gradientenhaften Störung überlagert werden, deren Ursache bis jetzt noch nicht ermittelt werden konnte. Da-
bei steigen die Tiefenwerte im linken Bildteil an und lassen im rechten Bildteil nach. Dieser Übergang findet abrupt
wenige Minuten nach Öffnen der Verbindung zur Kamera statt. Die Überlagerung dieses Grandienten führt zu ei-
ner pixelabhängigen Veränderung des Schwellwertpuffers, wodurch im linken Bildteil zu Falsch-Negativ-Fehlern
(Nichtlokalisierung) und im rechten Bildteil zu Falsch-Positiv-Fehlern (Scheinlokalisierung) kommen kann.
4.2 Ausblick
Im Rahmen der Arbeit konnte gezeigt werden, dass es möglich ist, mittels Tiefensensoren eine Lokalisierung von
Objekten vorzunehmen, ohne dabei auf Wissen über die Struktur der Objekte oder die Umgebungsbedingungen
zurückzugreifen.
Nachteilig an diesem Verfahren ist allerdings die beschränkte Reichweite, die sich aus dem Bildwinkel der Kamera
und der maximal messbaren Bildtiefe ergibt. Eine Möglichkeit dieses Problem zu lösen, ist der Einsatz mehrerer
Tiefensensoren. Bei unkoordinierter Nutzung mehrerer Tiefensensoren kommt es jedoch zu einer Überlagerung
der Infrarotpunktmuster, sodass eine Tiefenbestimmung unmöglich wird. Lösbar wäre dieses Problem durch Zeit-
multiplexing der Infrarotlaser, was jedoch wiederum die Update-Rate des Gesamtsystems verringert. Außerdem
erfordert dieser Ansatz die genaue Vermessung von Lage und Ausrichtung der Sensoren untereinander um die Ko-
ordinaten der einzelnen Sensoren in ein globales Koordinatensystem umrechnen zu können. Dennoch könnte sich
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Abstract: Dieser Beitrag stellt die donavio-Umgebung vor, die ein vollständiges Gerüst für alle Funktionen 
von Anwendungen zur Routenplanung anbietet. Die Umgebung unterstützt den Einsatz verschiedener Ver-
teilungsarchitekturen, z.B. der Zugriff auf einen Routing-Service über eine Web-Service-Schnittstelle oder 
die Offline-Navigation auf einem Smart-Phone. Insbesondere die Algorithmen der Routenplanung können 
modifiziert werden, so sind verschiedene Heuristiken einsetzbar. Die Konfigurierbarkeit geht hinunter bis auf 
niedrige Ebenen des Datenzugriffs – so können die Laufzeitstrukturen des eingesetzten A*-Verfahrens bezüg-
lich Zeit- und Speicherbedarf abgestimmt werden. Auch für den Zugriff auf die umfangreichen Straßennetz-
Daten können verschiedene Varianten eingesetzt werden, optimiert beispielsweise entweder für die Speiche-
rung auf dem Smart-Phone oder auf einem Server. 
1 Einleitung 
Die Suche nach optimalen Wegen in Straßennetzen ist ein gut erforschtes Gebiet. Die meisten Arbeiten behan-
deln jedoch im Schwerpunkt die Graphenalgorithmen, meist Variationen des A*-Algorithmus, um möglichst 
effizient einen Weg auf einem topologischen Straßennetz zu finden. Für den realen Einsatz sind jedoch weitere 
Funktionen notwendig, z.B. die Entgegennahme von Routing-Aufträgen oder die Generierung von Abbiege-
kommandos. Bezüglich dieser Funktionen gibt es eine Reihe von Freiheitsgraden. Als Beispiele: 
 Wo wird welche Funktion ausgeführt, insbesondere in einer Client-Server-Umgebung. Soll z.B. eine Off-
line-Navigation auf dem Smart-Phone ausgeführt werden, oder soll die Routenplanung außerhalb des End-
gerätes über eine Web-Service-Schnittstelle aufgerufen werden. 
 Wie werden die umfangreichen Daten des Straßennetzes gespeichert z.B. als SQL-Datenbank, im 
Laufzeitspeicher oder auf dem Flash-Speicher eines mobilen Gerätes. Insbesondere ist zu klären, wie man 
geometrische Abfragen durch einen räumlichen Index beschleunigt. 
 Für Algorithmen der Routenplanung (insbesondere im Zusammenhang mit A*) gibt es verschiedene Varian-
ten der Laufzeitoptimierung. Beispiele: Schätzung mit overdo, vorberechnete ALT-Potenziale, ignorieren 
langsamer Straßen in der Routenmitte. 
 Auch für die Generierung der Abbiegekommandos sind verschiedene Ansätze denkbar. So gibt es 
unterschiedliche Verfahren zur Erkennung, ob man eine Straße verlässt (Namen, Kurvengeometrien, Vor-
fahrtregeln). Abbiegevorgänge können unter Einbeziehung der exakten Straßengeometrien oder Straßenna-
men genauer formuliert werden. 
In der aktuellen Situation sind die eigentlichen Graphenalgorithmen wissenschaftlich zwar gut untersucht, die 
genauen Ausgestaltungen verschiedener Varianten, die insbesondere in kommerziellen Routenplanern zum Ein-
satz kommen, sind aber oft ein Geschäftsgeheimnis. Ziel unserer Arbeit ist daher, eine Umgebung bereitzustel-
len, die neben der Routenplanung alle Aspekte einer Navigationsanwendung abdeckt. Unterschiedliche Ansätze 
zu bestimmten Teilbereichen sollen leicht integrierbar sein und getestet werden können. 
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Es gibt einer Reihe von frei verfügbaren Routenplanungsdiensten, z.B. Open Route Service [NZ08] oder die 
Routenplanung von Google Maps – hierbei sind allerdings die Interna der Dienste nicht modular austauschbar. 
Außerdem sind verschiedene Architekturvarianten wie z.B. die Offline-Navigation auf Smart-Phones, nicht 
möglich. 
2 Die donavio-Umgebung 
2.1 Einleitung 
Vielfach entscheidet man sich bei einer speziellen Softwareumgebung für eine bestimmte Variante einer Teillö-
sung und legt damit den gesamten Entwurf fest. Veränderungen sind dann nur noch mit viel Aufwand nachträg-
lich integrierbar. Ziel der donavio-Umgebung ist es, eine modulare Plattform anzubieten, mit der verschiedene 
Varianten integriert und ausprobiert werden können. Insbesondere sollen unterschiedliche Architekturen (z.B. 
Client-Server, Offline-Navigation auf Smart-Phones) getestet werden können. Erreicht wird die Modularität über 
eine Komponentenarchitektur mit festen Schnittstellen: 
 Alle auswechselbaren Module werden über objektorientierte Schnittstellen aufgerufen. Diese Vorgehens-
weise entspricht dem Standardmuster, wenn man unterschiedliche algorithmische Varianten in einem Rah-
menwerk kapseln möchte. 
 Größere Komponenten (z.B. die Suche nach Straßen über den Namen) haben zusätzlich eine Web-Service-
Schnittstelle. Hierdurch ist eine flexible Verteilung zwischen Client und Server möglich. 
 Einige Zugriffsfunktionen sind so zeitkritisch, dass eine Kapselung über eine Objektschnittstelle zu viel 
Aufwand zur Laufzeit erzeugen würde. Ein Beispiel ist die Organisation der Knotenlisten innerhalb von A*. 
Diese kann über feste Arrays signifikant beschleunigt werden. Prinzipiell könnte der Array-Zugriff zwar 
über Objektschnittstellen gekapselt werden, hiermit würde man aber den Laufzeitvorteil aufgeben. Als Lö-
sung werden zeitkritische Module über Macro-Preprocessing integriert. 
Die donavio-Umgebung ist in Java realisiert und läuft auf Desktop-Systemen (Stand-alone oder über Web-Ser-
vice-Schnittstelle) und als Android-App (Offline-Navigation oder als Web-Service-Client). Zur Beschreibung 
der Umgebung kann man zwei Anwendungsfälle unterscheiden: 
1. Bereitstellung:  
Navigationsdaten und Code werden für eine bestimmte Export-Konfiguration oder ein bestimmtes Szenario 
generiert und für die Benutzung bereitgestellt. Die Daten können beispielsweise auf die Art der Fortbewe-
gung angepasst werden. Der Code kann beispielsweise für eine bestimmte Einsatzumgebung exportiert wer-
den. Da die Daten für die eingesetzten Algorithmen optimiert exportiert werden, müssen Code und Daten zu-
sammenpassen. 
2. Benutzung zur Laufzeit:  
Der generierte Code wird mit den exportierten Daten verwendet. Die Ausführung kann in bestimmten Gren-
zen durch eine Laufzeit-Konfiguration beeinflusst werden. Beispielsweise kann ein bestimmtes Verkehrs-
mittel aus der Liste von denjenigen Verkehrsmitteln ausgewählt werden, die von den exportierten Daten un-
terstützt werden. Die Grenzen der Laufzeit-Konfiguration ergeben sich daraus, wie Daten und Code unter 
Punkt 1 bereitgestellt wurden. 
Der Rest des Kapitels 2 befasst sich mit der Bereitstellung. Kapitel 3 wird die Laufzeitfunktionen darstellen. 
Kapitel 4 schließlich zeigt, wie die Modularisierung softwareseitig unterstützt wird. 
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 Abbildung 1: a) Phasen der Bereitstellung; b) Erzeugen von Varianten 
Abb. 1a) zeigt die Bereitstellung von Code und Daten. Es gibt zwei Phasen: 
(1) Aus einem allgemeinen Datenbestand wird eine Navigationsdaten-Quelle abgeleitet. Der Navigationsdaten-
bestand ist allgemein, beinhaltet beispielsweise alle möglichen Objekte, nicht nur Straßen. Als wichtige Festle-
gung beim Export wird eine regionale Einschränkung der Daten gemacht, indem z.B. nur alle Einträge aus Bay-
ern zugrunde gelegt werden. Details dieser Übernahme sind in [Ro10b] zu finden. 
(2) Aus der Navigationsdaten-Quelle werden für eine bestimmte Export-Konfiguration Navigationsdaten abge-
leitet. Eine bestimme Export-Konfiguration kann dabei die Einschränkung auf bestimmte Straßen sein (z.B. nur 
mit dem Fahrrad befahrbar). Zusätzlich werden diverse Vorarbeiten auf den Daten durchgeführt. Parallel zu den 
Daten wird Laufzeit-Code abgeleitet. 
Als Export-Format für die Navigationsdaten werden im Moment Memory Files und Spatial Hashtables unter-
stützt (siehe später). 
Abb. 1b) illustriert, wie verschiedene Varianten erzeugt werden können. Die Navigationsdaten- und Code-Quelle 
sind so allgemein, dass verschiedene Laufzeit-Varianten erzeugt werden können. Durch unterschiedliche Export-
Konfigurationen von Schritt (2) entstehen so unterschiedliche Paare von Laufzeit-Code und Navigationsdaten. 
Wichtig ist hierbei, dass diese zueinander passen müssen. 
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2.1 Übernahme aus dem allgemeinen Geodatenbestand 
Die Navigationsdaten werden aus dem allgemeinen Datenbestand von Open Street Map (OSM) [OSM, Ro12a] 
abgeleitet. OSM-Daten unterstützen nicht vordergründig die Routenplanung, d.h. entsprechende Informationen 
liegen verstreut im Datenbestand vor. In einem ersten Schritt werden daher alle relevanten Daten herausgerech-
net: 
 Anhand der Straßengeometrien wird das Wegenetz, also ein Graph aus Knoten und Kanten berechnet. Kreu-
zende Straßen werden in OSM nur dadurch ausgezeichnet, dass sie einen gemeinsamen Geometriepunkt be-
sitzen. Daher kann die Topologie nur über aufwändige Überkreuzungstests abgeleitet werden. 
 Die resultierende Topologie enthält noch keine Sackgassen, da die Sackgassen-Enden formal keine Kreu-
zung sind. Topologisch sind Sackgassen zwar nicht interessant, später möchte man aber Start oder Ziel in 
eine Sackgasse legen können. Daher werden entsprechende Knoten und Kanten künstlich integriert. 
 Straßen werden in diesem Schritt klassifiziert. Diese Klassifikation wird später verwendet, um festzustellen, 
von welchem Verkehrsmittel eine Straße verwendet werden kann und wenn ja, mit welcher Durchschnitts-
geschwindigkeit. Darüber hinaus werden Geschwindigkeitsbeschränkungen und Einbahnstraßenregelungen 
erfasst. 
 Auch Informationen über die Benennungen von Straßen werden in diesem Schritt ermittelt. Das ist nicht 
trivial, da OSM viele Varianten für die Namensgebung unterstützt. 
 Die Länge von Straßenabschnitten von Kreuzung zu Kreuzung wird berechnet. Die Durchschnittsgeschwin-
digkeit oder Fahrzeit können an dieser Stelle noch nicht ermittelt werden, da diese von der Export-Konfigu-
ration (insb. dem Fortbewegungsmittel) abhängen. 
Die Ausgabe dieses Schritts wird in einer SQL-Datenbank [Ro10a, Ro12c] gespeichert. Tabelle 1 zeigt ein typi-
sches Mengengerüst für Straßendaten in Deutschland. 
Tabelle 1: Mengengerüst der Straßendaten für Deutschland (Stand Juni 2012) 
 Alle Straßen  
in Mio. 
Befahrbare Straßen  
in Mio. 
Kreuzungen 17,7 4,7 
Straßenabschnitte 
(Verbindungen zwischen Kreuzungen) 
23,3 10,9 
Komplette Straßen (inkl. Namen) 6,1 2,3 
2.2 Generieren von Laufzeit-Daten und -Code 
Gemäß der Export-Konfiguration wird aus den Navigationsdaten für ein spezielles Anwendungsszenario eine 
Datensammlung erzeugt. Die Export-Konfiguration kann folgendes festlegen: 
 Mit welchem Fahrzeug (oder mit welchen Fahrzeugen) soll die Routenplanung später erfolgen? Hiermit 
wird gefiltert, welche Straßentypen überhaupt exportiert werden müssen. Es werden auch nur noch Kreu-
zungsobjekte zwischen relevanten Straßen exportiert. Zusätzlich werden Geschwindigkeitsprofile eingetra-
gen. Für jeden Straßenabschnitt von Kreuzung zu Kreuzung wird insbesondere berechnet, welche Zeit zum 
Durchfahren benötigt wird. 
 Sollen Abbiegekosten berücksichtigt werden? Ist das der Fall, müssen Kreuzungskosten vorberechnet wer-
den, indem z.B. alle möglichen Abbiegewinkel berechnet werden. 
 Bestimmte Heuristiken der Wegeplanung mit A* benötigen eine Vorberechnung, z.B. bei der Verwendung 
so genannter ALT-Potenziale (siehe später). 
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 Zum schnellen späteren Zugriff müssen zahlreiche Indizes, insb. räumliche Indizes berechnet werden [Ro09, 
Ro11b]. Beim Export in eine Smart-Phone-Umgebung kommen beispielsweise so genannte Spatial Hash-
tables zum Einsatz [Ro12b]. Damit diese effizient arbeiten, müssen alle Einträge zunächst so sortiert wer-
den, dass räumlich nahe Einträge auch im Speicher nah beieinander liegen (Lokalisierung). 
Passend zu den Daten wird Laufzeit-Code exportiert. Hierzu liegen die entsprechenden Komponenten schon in 
verschiedenen Export-Bibliotheken (z.B. Android, Server) vor. Zusätzlich steuert die Export-Konfiguration die 
Einbindung bestimmter Klassen, z.B. für den Zugriffsmechanismus auf die Laufzeit-Daten. Beim Start des Lauf-
zeit-Codes wird überprüft, ob der Code zu den Laufzeitdaten passt. Gegebenfalls wird der Hochlauf mit einem 
Fehlercode beendet. 
3 Laufzeitfunktionen von donavio 
3.1 Die Basiskomponenten von donavio 
Neben der reinen Wegeplanung gibt es im Rahmen einer Navigationsanwendung viele Funktionen. Eine Über-
sicht über alle relevanten Funktionen zeigt Abb. 2. 
 
Abbildung 2: Übersicht über donavio-Laufzeitfunktionen 
Der Zugriff auf die Navigationsdaten kann über verschiedene Verfahren erfolgen, die in den Access-Schichten 
gekapselt werden. Die funktionalen Komponenten sind: 
 Receive Mission: Ein Navigationsauftrag muss entgegengenommen werden. Das erfordert die Suche nach 
Start- und Endpunkt über symbolische Namen, Adressen, Karten oder geographische Positionen. 
 Route Planning: Ein Weg soll gemäß verschiedener Optimalitätskriterien und Fortbewegungsprofilen 
berechnet werden. Die Berechnung muss angemessen schnell erfolgen. 
 Route Supervision: Schließlich muss die Fahrt überwacht werden. Es muss ermittelt werden, wann Abbiege-
kommandos präsentiert werden und wann eine Neuberechnung der Route veranlasst werden muss. 
123
 Driving Commands Generation: Der gefundene Weg muss auf Abbiegekommandos (z.B. "In 100 Metern 
rechts abbiegen") abgebildet werden (Abb. 3 links oben). Das ist keineswegs trivial, da die Wahrnehmung 
markanter Punkte durch Menschen sich signifikant vom topologischen Straßennetz für die Routenplanung 
unterscheidet.  
 Route Presentation: Zusätzlich soll der Weg meistens auf einer Karte dargestellt werden (Abb. 3 rechts 
unten). Das umfasst das Darstellen eines Kartenhintergrundes (u.U. gedreht) und die übersichtliche Dar-
stellung der abzufahrenden Route. Für die aktuelle Realisierung dieser Komponenten verwenden wir die 
selbstentwickelte dorenda-Umgebung [Ro11a], die gegenüber Google Maps einige Vorteile hat. 
 
Abbildung 3: Beispiel einer donavio-Ausgabe 
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Zu den fünf Komponenten aus Abb. 2 stellt donavio jeweils eine standardisierte Schnittstelle zur Verfügung. 
Damit sind diese Komponenten modular auswechselbar. neben einer Aufrufschnittstelle über ein Class Interface 
gibt es eine Web-Service-Schnittstelle. Damit können einzelne Komponenten in einer Client-Server-Umgebung 
ausgelagert werden. Die Ausnahme hierzu bildet die Komponente Route Supervision. Da diese relativ zeitkri-
tisch ist, muss sie auf dem jeweiligen Endgerät ausgeführt werden. 
3.2 Die donavio-Zugriffsmodule 
Neben der algorithmischen Realisierung der fünf Basiskomponenten hat der Zugriff auf die Daten und die Ver-
waltung der Laufzeitdaten einen großen Einfluss auf das Laufzeitverhalten. Eine Design-Entscheidung von do-
navio war, die Zugriffsmodule vollständig von den Basiskomponenten zu trennen. Es gibt zwei relevante Mo-
dule: Navigation Data Access und Runtime Access. 
Navigation Data Access 
Dieses Modul bietet Zugriffsfunktionen auf Kreuzungen, Straßenabschnitte und komplette Straßen. Kreuzungen 
und Straßenabschnitte beschreiben dabei die Topologie für die Routenplanung. Die kompletten Straßen beinhal-
ten die Straßengeometrie für die Darstellung auf der Karte und symbolische Informationen für die Suche. Das 
Zugriffsmodul unterstützt den Zugriff per Objekt-ID sowie die räumliche und symbolische Suche. Zurzeit wer-
den zwei Realisierungen für dieses Modul angeboten: 
 Memory Files: Beim Programmstart werden alle Daten in den Objekt-Speicher geladen. Hierzu wurde vor-
her eine Datei generiert, die alle Objektstrukturen enthält. Einmal geladen, kann der Zugriff auf alle Daten 
mit maximaler Geschwindigkeit erfolgen, allerdings ist der Speicherbedarf zur Laufzeit sehr groß. Diese 
Variante eignet sich für Server, die mit entsprechendem Hauptspeicher ausgestattet sind. 
 Spatial Hashtables: Hier wird nur der jeweils benötigte Bereich der Tabellen aus einem Sekundärspeicher in 
den Hauptspeicher eingelagert. Das Verfahren ähnelt dem virtuellen Speicher, allerdings wird die räumliche 
Lage der Einträge berücksichtigt. Damit beim Einlagern direkt viele Einträge in der näheren Umgebung 
vorliegen, werden die Tabellen vorher lokalisiert [Ro12b]. Dieses Zugriffsmodul ist für Smart-Phones ge-
eignet, die über verhältnismäßig wenig Hauptspeicher verfügen. 
Ein drittes Modul, das den Zugriff über SQL auf eine Datenbank unterstützt, wurde zwar implementiert, wird 
aber aufgrund der sehr schlechten Performance nicht eingesetzt. 
Runtime Access 
Einen großen Einfluss auf die Laufzeit und den Speicherbedarf hat die Verwaltung der Strukturen, die A* wäh-
rend des Ablaufs benötigt. Hierbei handelt es sich um den Knotenstatus (OPEN oder CLOSED) sowie um die 
Knotenwerte f und g [HNR68]. Prinzipiell könnten diese Informationen in dem topologischen Netzwerk gespei-
chert werden. Beim Zugriff über Spatial Hashtables liegt das topologische Netzwerk jedoch auf dem externen 
Speicher, kommt damit als Speicherort für die Verwaltungsstrukturen von A* aus Zeitgründen nicht in Frage. 
Daher werden die Verwaltungsstrukturen separate abgelegt und zu jedem Eintrag wird eine Referenz auf den 
Knoteneintrag in der Topologie verwaltet. 
Bei einem typischen Suchlauf werden einige 10 000 bis mehrere Million Knoten besucht, dabei hat die Liste der 
offenen Knoten meist nicht mehr als 10 000 Einträge. Die donavio-Umgebung unterstützt derzeit folgende 
Zugriffsverfahren: 
 Arrays: Für alle A*-Eigenschaften werden Arrays von der Größe der gesamten Knotenliste angelegt. Diese 
Arrays sind in der Regel viel zu groß, da nur ein Teil der Knoten durch A* besucht wird. Es wird aber da-
durch ein sehr schneller Zugriff ermöglicht. Darüber hinaus bleibt der Speicherbedarf zur Laufzeit konstant, 
d.h. es geht keine Zeit für die Garbage Collection verloren. Diese Variante ist vor allem für Server geeignet. 
 DynArray: Es wird ein einzelnes Objekt-Array von der Größe der gesamten Knotenliste angelegt. Die 
Referenzen in diesem Array sind zuerst alle unbelegt. Erst wenn ein Knoten durch A* besucht wurde, wird 
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ein Objekt-Eintrag angelegt. Der Speicherbedarf ist deutlich niedriger als bei Arrays, allerdings entsteht ein 
zusätzlicher Aufwand durch das Anlegen und Freigeben der Objekte. 
 Hashtable: Hier werden Hashtable-Einträge mit der Knotenreferenz als key und einem Objekt aller Verwal-
tungsinformationen als value gespeichert. Es entsteht ein Suchaufwand zur Laufzeit, da ein Knoten erst in 
der Hashtable gesucht werden muss. Der Speicherbedarf kann jedoch nie größer als die Liste der besuchten 
Knoten werden. Diese Variante ist selbst auf Endgeräten mit wenig Hauptspeicher lauffähig. 
Abb. 4 illustriert noch einmal die verschiedenen Varianten. 
 
Abbildung 4: Zugriffsverfahren für die A*-Laufzeitstrukturen 
3.3 Die donavio-Routenplanung 
Die meisten Möglichkeiten für verschiedene Konfigurationen bietet die Komponente Route Planning. Daher ist 
diese in Abb. 5 weiter aufgeschlüsselt. Die donavio-Umgebung unterstützt derzeit verschiedene Module, die den 
A*-Algorithmus modifizieren oder erweitern. Insbesondere die Heuristic-Module haben im Zusammenhang mit 
der Laufzeit eine besondere Rolle. Ziel ist, durch geeignete Verfahren den Suchaufwand so zu reduzieren, dass 
die Routenplanung selbst auf leistungsschwachen Plattformen nur einige Sekunden benötigt. Dabei nimmt man 
suboptimale Routen in Kauf. 
 
Abbildung 5: Übersicht über Funktionen der Routenplanung 
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Für die inneren Komponenten gibt es jeweils mehrere Möglichkeiten. Im Rahmen der Code-Bereitstellung müs-
sen, je nach Export-Konfiguration, nicht alle Komponenten bereitgestellt werden. So kann eine konkrete Vari-
ante nur eine einzelne Sub-Komponente von A* Heuristics enthalten. Wird in der Laufzeit-Konfiguration (Abb. 
1a) eine nicht existente Variante gewählt, gibt es zur Laufzeit einen Fehler. 
A* Heuristics 
In der Literatur werden verschiedene Verfahren zur Optimierung von A* im Kontext der Wegeplanung vorge-
schlagen. Zurzeit sind in donavio die folgenden Verfahren integriert: 
 overdo: es wird eine nicht-optimistische Schätzung verwendet, indem die optimistische (Luftlinien-) Schät-
zung mit einem konstanten Faktor multipliziert wird. Hiermit wird die Schätzung in der Regel realistischer, 
im Grenzfall aber pessimistisch. Daher sind suboptimale Resultate möglich. 
 ALT (A* search, landmarks, and triangle inequality): Zu einer kleinen Anzahl ausgewählter Landmarks 
werden die exakten Wege-Kosten für allen Knoten von und zu diesen Landmarks berechnet, die so genann-
ten ALT-Potenziale [GH05]. Für die Gesamtkosten eines Knotens zu einem bestimmten Ziel ist die maxi-
male Differenz der Potenzialwerte eine sehr gute optimistische Schätzung. Diese Variante erfordert, dass bei 
der Bereitstellung der Daten die ALT-Potenziale vorberechnet und exportiert werden.  
 Major Roads in the Middle: A* verfolgt bei Überschreitung einer Entfernung vom Start oder Ziel nur noch 
große Straßen [SP05]. Das entspricht der typischen Erfahrung bei langen Fahrten: im "mittleren" Segment 
einer Route verwendet man typischerweise nur Autobahnen oder Landstraßen. Optimale Routen, die in der 
Routenmitte kleine Straßen verwenden, werden so aber nicht erkannt. 
Weitere Module sind denkbar und können bei Bedarf integriert werden. 
Start Target Handling 
Oft wird ein Problem vernachlässigt: A* kann zwar eine optimale Route von Knoten zu Knoten (also von Kreu-
zung zu Kreuzung) berechnen – typischerweise liegen Start und Ziel aber nicht auf einer Kreuzung. Es werden 
derzeit folgende Varianten zur Behandlung des Problems unterstützt: 
 Nearest Crossings: Start und Ziel werden auf die nächste erreichbare Kreuzung abgebildet. Dieses Verfah-
ren löst das Problem nicht eigentlich, wird daher nur als letzte Möglichkeit angeboten. 
 Virtual Crossings: Start und Ziel werden als zusätzliche Knoten in das Straßennetz eingefügt. Zusätzlich 
müssen diese Knoten über neue Kanten mit den anteiligen Kosten mit dem Straßennetz verbunden werden. 
Diese Variante kann nur eingesetzt werden, wenn das Zugriffsmodul auf die Navigationsdaten eine Erweite-
rung der Topologie erlaubt. Spatial Hashtables erlauben dies nicht, da die Daten optimiert exportiert wurden 
und nicht verändert werden können. 
 Surrogate Crossings: Start und Ziel werden zunächst jeweils auf die nächste erreichbare Kreuzung abgebil-
det (genannt Surrogate Crossing). A* plant dann von Surrogate zu Surrogate. Am Ende wird eine Gesamt-
route durch StartSurrogate, SurrogateSurrogate, SurrogateZiel zusammengesetzt. Hierbei müssen 
ggfs. doppelte Wege abgezogen werden. Es entstehen zahlreiche Sonderfälle, wenn beispielsweise Start und 
Ziel auf Einbahnstraßen liegen oder gar auf derselben Straße. Darüber hinaus können suboptimale Wege 
entstehen, wenn eine theoretisch optimale Route nicht beide Surrogate Crossings enthält. 
Das Verfahren Surrogate Crossings ist noch einmal in Abb. 6 illustriert. 
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 Abbildung 6: Das Surrogate-Crossing-Verfahren 
Crossing Costs 
In der Realität kosten Abbiegevorgänge Zeit. Eine Wegesuche in Graphen berücksichtigt aber erst einmal nur 
Kantenkosten. Wünschenswert sind daher Verfahren, die auch die Kosten von Abbiegungen berücksichtigt. Es 
werden derzeit folgende Varianten unterstützt: 
 no costs: Die Zeit für das Abbiegen wird nicht berücksichtigt. 
 Road Type: Es werden Kosten geschätzt, die daraus resultieren, dass man eine Straße verlässt und auf eine 
andere Straße fährt. Die Kosten berücksichtigen dabei nur den Übergang der Straßentypen (z.B. Auto-
bahnAusfahrt). 
 Geometric: Zusätzlich zu den geschätzten Kosten durch den Übergang zwischen Straßen wird der 
Abbiegewinkel berücksichtigt. Für scharfes Abbiegen wird daher eine längere Fahrzeit erwartet. Dieses 
Modul erfordert, dass bei der Bereitstellung der Navigationsdaten die Winkel berechnet werden, unter der 
eine Straße auf eine Kreuzung trifft. 
Auch hier sind weitere Module denkbar. So könnte ermittelt werden, ob eine Kreuzung eine Ampel besitzt, oder 
ob man über eine Vorfahrt-Achten-Straße einmündet. 
4 Die softwareseitige Unterstützung der Modularisierung 
Ziel der Modularisierung ist, dass verschiedene Varianten ausprobiert werden können und dass verschiedene 
Zerlegungen zwischen Client und Server eingesetzt werden können. Daher erfüllen alle Basismodule (Abb. 2) 
eine objektorientierte Aufrufschnittstelle und haben (bis auf das Modul Route Supervision) zusätzlich eine Web-
Service-Schnittstelle. 
Die inneren Module von Route Planning sowie die Zugriffsmodule werden nur lokal aufgerufen, deshalb wurden 
keine Web-Service-Schnittstellen vorgesehen. Man kann hier zwei Arten von Modulen unterschieden: 
1. Start Target Handling und Crossing Costs: Diese binden sich über eine klassische objektorientierte Aufruf-
schnittstelle in die Routenplanung ein. In den Laufzeit-Code werden alle Klassen integriert, die gemäß der 
Export-Konfiguration später notwendig sind. Wurde in der Export-Konfiguration beispielsweise die Vorbe-
rechnung von Kreuzungswinkeln deaktiviert, wird für das Modul Geometric Crossing Costs kein Code ex-
portiert. Die eigentliche Auswahl zur Laufzeit wird über den Aufruf der Routenplanung definiert. 
2. Zugriffmodule und A* Heuristics: Diese Module zeichnen sich durch folgende Eigenschaften aus: 
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 Sie werden extrem häufig aufgerufen (viele Millionen Mal), der eigentlich ausgeführte Code ist demgegen-
über aber sehr klein. 
 Eine Modellierung über eine Objektschnittstelle würde einen erheblichen Laufzeitaufwand produzieren. 
Letztlich kann man zwar jede Funktionalität über ein System von Klassen darstellen, der Code muss aber 
entsprechend zerlegt werden. Darüber hinaus produzieren die Parameterübergabe, Rückgabewerte und der 
Objektaufruf selbst einen gewissen Aufwand. 
Da als Zielplattformen auch solche mit geringerer Prozessorleistung in Frage kommen sollen, werden diese Mo-
dule über Macro-Preprocessing eingebunden, d.h. konkret: 
 Es gibt Code, der außerhalb einer Klasse als Code-Fragment textuell vorliegt.  
 In der Routenplanung werden diese Code-Fragmente je nach Modul eingeblendet. Die Parameterübergabe 
findet zur Compile-Zeit statt. Da Code kopiert wird, gibt es formal auch keinen Aufruf zur Laufzeit. 
Als Beispiel: Die Variante Arrays des Moduls Runtime Access greift auf die Knoten-Eigenschaften über Felder 
zu, z.B. mit g[index] auf die bisherigen Kosten vom Start zum Knoten. Selbstverständlich könnte dieser Auf-
ruf über eine Objektschnittstelle als Methode 
public float getG(int index) { return g[index]; } 
modelliert werden. Damit würde aber für jeden Aufruf zusätzlicher Code ausgeführt werden. Über Macro-
Preprocessing wird der Array-Zugriff zur Compile-Zeit an die entsprechenden Stellen kopiert. Noch größer ist 
der Vorteil bei der Runtime Access-Variante Hashtable. Hier zerfällt der Zugriff auf den Knotenstatus in zwei 
Teile: 
 Über astar_state=astar_hash.get(index) beschafft man sich die Referenz auf das Knotenob-
jekt. 
 Über astar_state.g, astar_state.f etc. greift man auf die Eigenschaften zu. 
Bei einer klassischen objektorientierten Zerlegung würde man innerhalb der Methoden getG, getF das Kno-
tenobjekt astar_state immer wieder aus der Hashtable lesen. Wenn man die Reihenfolge der Zugriffe nicht 
kennt, könnte das Zugriffsobjekt sonst nicht gewährleisten, dass man schon vorher das richtige Statusobjekt 
ausgelesen hat. Stehen hinreichende Berechnungsressourcen zur Verfügung, nimmt man solche Mehrfach-
zugriffe in Kauf, wenn man dadurch eine robuste Verwendung gewährleisten kann. In zeitkritischen Umgebun-
gen kann man sich unnütze Zugriffe nicht erlauben. Daher wird über Macro-Preprocessing die richtige und re-
dundanzfreie Verwendung in den Code eingebettet. 
Die donavio-Plattform ist komplett in Java entwickelt und Java kennt von Hause aus kein Macro-Preprocessing. 
Es kommt im Java-Design bewusst nicht vor und die Verwendung von Macros wird kontrovers diskutiert. Das 
Argument dagegen ist, dass man praktisch alles, was als Macros denkbar ist, auch über ein Klassensystem mo-
dellieren kann. Darüber hinaus kann man durch falschen Gebrauch von Macros die Wartung von Code signifi-
kant erschweren. Die Entscheidung fiel dennoch zugunsten der Einbindung durch Macros aus, da der resultie-
rende Laufzeit-Code nur noch den Code der gewählten Variante enthält, damit sehr schlank und effizient ist. 
Zurzeit kann Code für die Java Standard Edition sowie für die Android-Umgebung generiert werden. Abb. 7 
zeigt den Prototyp einer Android-Navigationsanwendung. 
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 Abbildung 7: Android-Prototyp basierend auf donavio 
5 Zusammenfassung 
Die donavio-Umgebung stellt eine vollständige und leistungsfähige Plattform für die Generierung und Ausfüh-
rung von Routen-Planungsanwendungen dar. Hierbei sind verschiedene Architekturen und Einsatzumgebungen 
denkbar. 
Durch den modularen Aufbau können auf einfache Weise neue Verfahren getestet werden. Auch der Einsatz in 
Lehrveranstaltungen bietet sich an. Bisher gab es das Problem, dass man z.B. Varianten von A* in Lehrveran-
staltungen realisieren konnte, diese waren aber nicht isoliert lauffähig, da die Zugriff auf Topologiedaten und die 
Präsentation der Routen eine Lehrveranstaltung überfrachtet hätten. Mit donavio können bestimmte Komponen-
ten in Praktika realisiert und in der gesamten Navigationsanwendung zum Einsatz gebracht werden.  
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Abstract: Location information is the foundation for location based services. However, a cheap and global indoor
positioning solution offering a sufficiently high accuracy and precision for most applications is not yet available
and detains location based services from indoor areas. This is also due to missing comparability and standards
in the field of indoor positioning, resulting in a large number of proprietary research prototypes of varying capa-
bilities. In this paper we present a software environment for testing and comparing sensor fusion algorithms in
indoor positioning scenarios. For this purpose an extendable tool for evaluating accuracy, precision, robustness,
complexity, and storage is designed and the results from a first implementation presented and discussed.
1 Introduction
Indoor positioning is of increasing importance for the application area of location-based services since it is essential
for the provisioning of indoor location-based services (ILBS). While a large number of outdoor services is available
today to interested users, ILBS are only beginning to leave the research labs and only few have arrived at the market.
This is mostly due to the lack of a cheap and accurate positioning technology in indoor environments. While GPS
offers cheap and global positioning with an accuracy of few meters, it is only available in outdoor areas due to the
strong attenuation and multipath effects inside buildings. Furthermore, most ILBS have even stronger accuracy
requirements that can only be fulfilled at reasonable expenses by the combination of multiple sensors integrated
in user devices such as smartphones. A vertical accuracy of less than 3 meters is needed to provide reliable
distinction between several fl oors of a building. The required horizontal accuracy might even be higher to allow
the differentiation between neighboring rooms.
In the past, many different approaches for indoor positioning have been developed. Some systems based on ded-
icated hardware such as Ubisense [SG05] allow for submeter accuracy in three dimensions. While their accuracy
is sufficiently high for ILBS, those systems are often only available in a limited area due to the large cost induced
by the positioning infrastructure. Single technology approaches with existing hardware and infrastructure, mostly
based on WLAN [BP00] or inertial sensors [WH08] have to face intrinsic limitations induced by the choice of
technology. While WLAN based systems have the advantage of often existent infrastructure, they also require a
tremendous amount of calibration time to operate with sufficient accuracy and are prone to jumps in consecutive
position estimations. Inertial sensors avoid the jumping and need no time consuming calibration, but their absolute
positioning accuracy decreases over time, since only relative position changes are measured and the error thus
accumulates over time. Sensor fusion mechanisms provide a solution here, since they allow for the combination of
several sensors in a way that can minimize the disadvantages and maximize the strengths.
However, most algorithms for the combination of sensor data, also called sensor fusion, lack comparability. Al-
gorithms are implemented and tested at different environments, with different data sets, and different hardware.
We present a tool for the evaluation of different algorithms with various data sets from several environments with
respect to accuracy, precision, robustness, calculation speed, and complexity. Thus it becomes possible to compare
several algorithms and identify their strength and weakness concerning varying environments, hardware, and data
sets.
The tool consists of three components. The first component runs on a mobile phone and offers capabilities for
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logging of sensor data and manually inserting a special timestamp. The second component is a model provider
offering environmental information such as fl oorplans or fingerprint databases. The last and most essential com-
ponent is the evaluation tool. The tool can import logfiles from the first component and import environmental
information from the model provider. Furthermore, ground truth can be included for comparison with estimated
positions and calculation of the positioning error. The tool offers visual output in form of a map on which a step by
step simulation of positioning can be carried out. Step by step means that the tool allows the sequential processing
of each single sensor measurement in the logfile and simulation means that the result of processing a measurement
can be displayed in real time. A researcher willing to compare or analyze his sensor fusion algorithm has only
extend the algorithm to implement an interface and can then access the full functionality from processing measure-
ments, displaying immediate results, and calculating the positioning error. Since the sensor fusion in decoupled
from the data, results for data sets from various hardware and different environments can be used to compare and
evaluate multiple fusion algorithms.
The rest of the paper is structured as follows: In the next section requirements for indoor positioning systems
for location based services are defined and characterized. Then follows an overview on existing technologies and
positioning systems. Section 4 introduces the tool and its components, while Section 5 shows the feasibility of the
tool by comparing the capabilities of a Kalman and a particle filter concerning the requirements with the help of
the tool. The paper is then concluded and finalized with hints on future research.
2 Requirements
Indoor location based services have special requirements for the underlying indoor positioning technology. One
of the more crucial requirements is the capability to calculate the user’s position in real time. Since the location
of a user is used to generate value added content and filter relevant information, it is desirable that the changes in
position information are discovered within few seconds. No-one would like a navigation system which lags some
seconds behind. The update time of position information depends on many factors such as the technology, the
sensing capabilities and the processing speed of the positioning device as well as the complexity of the positioning
algorithm. The latter can be described by the quotient calculation time/measurement time. While the quotient is
smaller than 1, the system is able to calculate positions faster than the time between measurements and thus has
real time capabilities. In this case, the update rate depends only on the sensor data rate.
Another requirement is a high accuracy and precision of the positioning system. The accuracy is often given in
for of the mean deviation of the position estimation from the real position, the ground truth, while the precision
is the standard deviation of the real position and an assessment of the stability of the positioning system. For
many indoor location based services an accuracy of one to two meters with a high precision of less than a meter
is desirable. A coarse estimation of the robustness of a system can be given in form of the maximal position
error. All these errors can not be given for all environments, but the errors of different positioning systems can be
compared in a single environment.
In addition, the memory requirements of a positioning system infl uence the choice of mobile terminals and the
component where the calculations are executed. This could either be terminal-based on the mobile terminal alone
or network-based in an infrastructure.
Of course are there other factors such as the cost, scalability, energy consumption, market maturity, or availability,
but they are hard to measure and subject to many infl uences. However, for indoor location based services it is
crucial to obtain the position information of pedestrians and thus we propose to utilize smartphones and their
available sensing technologies for position estimation.
3 Smartphone Positioning and Sensor Fusion
In the following paragraphs, related work is grouped by positioning methods, technologies and systems. The
specification of a test environment for sensor fusion algorithms similar to our approach has not been presented in
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literature so far, even if most researchers obviously rely on some evaluation tool for testing their algorithms. Those
tools however are far from standardization, not publicly available, and probably not easily extendable for other
algorithms or data sets.
3.1 WLAN Positioning
WLAN positioning offers some advantages for positioning on smartphones: the infrastructure is often already de-
ployed in form of a communication network or can be added without to much financial effort. Existing approaches
[KW11, MVFB10, CBM10] offer real time localization on smartphones without any calculational effort in some
infrastructure. The best results concerning robustness, accuracy, and precision are achieved by fingerprinting ap-
proaches [BP00, YA05]. These are based on measuring reference data, i.e. signal strength and MAC addresses
from surrounding access points, in a deployment phase at certain positions. When the reference database is built,
position estimation can be carried out by pattern matching the current measurement with the stored information.
The more similar the current measurement to a reference data, the more probable is the device situated at the po-
sition the data was recorded. The best performance within fingerprinting approaches is obtained by probabilistic
methods working with conditional probabilities and Bayes rule. But even those only offer the required accuracy
and precision under optimal circumstances and are prone to jump between consecutive measurements. Further-
more, the calibration of such a system is time consuming and needs to be carried out in case of environmental
changes.
3.2 Camera-based Positioning
Optical methods for position estimation on a smartphone can offer a high accuracy and precision [WKM11]
well below a meter. The expenses are small and the positioning stable. There are some approaches to carry
out camera-based positioning on smartphones [HB07, MWSB09, WKM11]. Some positioning systems rely on
pattern matching similar to WLAN [WKM11]. In this case, scale and rotation invariant and distinctive features
[BTVG08, Low99] are extracted from a camera image and compared to a database of previously recorded images
which position is known. Instead of natural features, also artificial markers can be utilized for encoding position
information in the visual environment. Depending on size and camera resolution the calculational effort is ex-
tremely high and the position estimation still has to be carried out in a powerful infrastructure. Even then response
times of several seconds can occur which might be to slow for many indoor location based services.
3.3 Inertial Sensors for Positioning
Most modern smartphones have a number of sensors built in which can be utilized for position estimation without
external infrastructure. For movement detection an accelerometer can offer acceleration measurements which can
be further processed for velocity estimation or step detection. The direction of movement can be measured by a
compass or deduced from gyroscope readings. In addition, barometers can provide hints on the vertical position.
However, these inertial measurement units do not provide an absolute position but more the relative change in
position and are therefore only suitable for dead reckoning. When an initial position is available consecutive
changes and thus the current position can be estimated. Unfortunately, small errors in relative positioning due to
inaccurate and cheap sensors accumulate over time and detain dead reckoning from fulfilling the requirements on
a positioning system over longer periods. Possible compensation can be achieved through map matching [WH08]
or sensor fusion techniques [AMGC02]. Existing approaches often utilize step detection [LSVW11] and estimate
the steplength from step frequency and body height [GIK10]. To compensate for the accumulating error, most
positioning systems based on inertial sensors utilize map matching techniques. These allow for a plausibility
check of estimated positions by checking the walkability and connectivity between consecutive positions [SKC11].
Especially probabilistic multi-hypothesis approaches such as particle filters are well suited for map matching.
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3.4 Sensor Fusion for Combining Several Sensors
Every affordable and on the smartphone available technology has its disadvantages and weaknesses when used for
position estimation. So there is at the moment no single technology system fulfilling all the mentioned requirements
for indoor location based services. Many approaches therefore rely on the combination of different technologies
which is also known under the term sensor fusion. There are two major algorithms utilized for this task: the Kalman
filter and the particle filter [AMGC02]. While the Kalman filter generally has a lower computational complexity it
is restricted to a single hypothesis, Gaussian distributed measurements, and linear systems. The particle filter on
contrary estimates the position with a discretization of an arbitrary probability distribution, possibly with multiple
modes or clusters. In [EM06] a combination of WLAN position estimation and inertial sensors is presented and the
performance of a Kalman filter and a particle filter compared. The evaluation shows that particle filters tend to have
a better performance concerning accuracy, precision and robustness, but has a higher computational complexity.
4 Designing an Evaluation Toolkit
In the previous sections, requirements for positioning systems were presented followed by several systems grouped
by technology. The overview is coarse and every month new positioning systems are developed to reach the goal of
a global indoor positioning solution bringing location based services to indoor environments. Nevertheless, there
is no general agreement on the term which positioning system is better than another one. No widely available
benchmarks exists, not even a standard metric for measuring the performance. To bridge these gaps and to ease the
development and evaluation of new indoor positioning algorithms without tiresome gathering of data, provision of
realistic test environments, and designing an evaluation software, we propose a framework for easily testing sensor
fusion algorithms.
The framework should provide means for easily gathering synchronized test data from multiple smartphone sen-
sors, evaluating several algorithms on the same data set, visually presenting the results, and changing parameters
of single algorithms. The tasks are divided between three software components that are also displayed in Figure 1.
Figure 1: The three software components of the evaluation toolkit and their tasks.
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4.1 Data Logging
The task of reading sensor data from a smartphone is accomplished by the data logging component which runs
on the smartphone. Depending on the type and equipment of the smartphone, different sensor information can be
gathered at varying resolution concerning measurement quantity and quality. A modern phone is often equipped
with GPS module, GSM module, WLAN card, Bluetooth chip, accelerometer, gyroscope, magnetometer, barom-
eter, microphone, and two video cameras (front and back camera). The data logging component combines the
readings most of these sensors, but has not the capabilities of handling video-streams or microphone data. This is
due to storage and especially privacy concerns, since it should be easy to share gathered data without violating the
rights of any person in a video or audio record. The component listens to all other sensor sources for new values
and stores these values enriched with an identifier and the system time in a file whenever available.
Figure 2: A screenshot of the data logging component currently only available for Android.
Furthermore, the data logging component enables a test person to generate high quality ground truth at recording
time with minimal effort. It is crucial for this task that the path the test person follows is known and consists of
a sequence of linear line segments. At each junction of two segments a reference position is stored and when the
test person crosses such a reference position, a button is pressed to generate a timestamp for crossing the reference
position (see Figure 2). Of course is it not possible to always stay exactly at the preset path and some error is
induced to the system by manually pressing the button, but without an accurate positioning system as a reference,
it is a highly efficient and accurate enough for evaluating the performance of positioning systems when handled
with care.
4.2 Model Provider
The model provider is a component with two important tasks: It is responsible for managing map and for managing
training data for pattern matching or fingerprinting approaches. Maps are for sake of simplicity and generalization
given as a simple bitmap with a pixel grid as reference system. Additionally, each map has certain properties such
as the scaling factor given in the pixel-to-meter ratio, a rotation in degrees giving the deviation to plan aligned
along the north-south axis, the fl oor number of the image, and a unique identifier for the building. The bitmap
must be conform to some requirements such as a white representation of walkable space and a certain color for
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fl oor transition regions. A region, e.g. a stair or elevator allowing movement to the next fl oor up is colored green,
the possibility of going down is displayed in red, and if both possibilities exist as in the case of stairways the region
is colored yellow.
In addition to fl oorplans, the model provider is responsible for the provision of training data. WLAN fingerprint
data can be offered as text documents in a fixed format which is suitable for both Bayesian and k-Nearest-Neighbor
fingerprinting. The format allows the specification of a fingerprint with an identifier, a two-dimensional coordinate,
an orientation value giving the phone’s orientation while recording the fingerprint, and level and building identifier
referencing the corresponding map. Each fingerprint has also a number of measurement entries giving the mean
received signal strength identificator (RSSI), its standard deviation, and the MAC-address for each access point.
The following listing shows the specification and a small example fingerprint:
fingerprint: <ID> <x> <y> <level> <map id> <orientation>
measure: <ID> <MAC> <mean RSSI> <standard deviation> <fingerprint ID>
measure: <ID> <MAC> <mean RSSI> <standard deviation> <fingerprint ID>
...
example:
fingerprint: 1 144 234 0 oett 90
measure: 1 00:03:52:ab:82:c4 -92.51 2.71 1
measure: 2 00:03:52:ab:65:a6 -91.63 1.53 1
measure: 3 00:03:52:ab:88:3f -91.45 1.15 1
fingerprint: 2 126 246 0 oett 0
measure: 4 00:03:52:ab:82:c4 -86.32 2.19 2
measure: 5 00:03:52:ab:65:a6 -92.37 1.98 2
measure: 6 00:03:52:ab:88:3f -93.69 1.04 2
4.3 Evaluation Tool
The evaluation tool, written in Java, is the heart and the main contribution of this paper. It can import logfiles from
the data logging component and import environmental information from the model provider. Furthermore, ground
truth can be included for comparison with estimated positions and calculation of the positioning error. This way
the mean error, the standard deviation, and the maximal error of a positioning system can be determined. The tool
also offers visual output in form of a map on which the output of position estimation is displayed according to the
sequence of sensor measurements in real time. Own positioning algorithms can be integrated and their parameters
configured. In the following paragraphs, the functionality is described in detail.
For the import, the data needs to be in a specific textual format as generated by the previously described data
logging component. This also ensures the synchronization of the data of multiple sensors and enables the manually
supported generation of a ground truth track. When map information and data is loaded successfully, the generation
of ground truth data can be started. The user needs to click sequentially on the reference positions on the map view
to combine the timestamps from the data logger with position information. Once a ground truth is generated it can
also be exported in a simple text-based format for later usage.
The tool has several visualization capabilities: Most basically it can display maps, fingerprint data, and ground
truth tracks. Furthermore, position estimates, quantiles of multivariate Gaussian distributions, particle clouds, or
estimated tracks can be displayed, depending on the positioning algorithm used and the desired visual output. Error
vectors can show the deviation from ground truth and evaluation results are displayed in form of a textual output.
The user interface also supports the setting of parameters, the choice of algorithms, as well as import and export
functionalities. See Figure 3 for an example visualization of a particle filter at runtime.
The calculation of errors of the estimated track with respect to ground truth is achieved by comparing the calculated
position to the position on ground truth at the same time. In between reference positions on ground truth, a linear
interpolation scheme is applied. This way a small error is accepted in exchange for a higher resolution of the
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Figure 3: Ground truth (green lines), estimated track (blue lines), error vectors (red lines), and the particle cloud (black dots)
displayed on top of the building plan.
position error.
When replaying sensor data of a recorded trace, it is desirable to be able to watch the positioning result in real time
and to pause whenever some anomaly or interesting event occurs. So the tool allows to set the replay speed similar
to a video and also to pause at arbitrary times.
A new algorithm can easily be added to the tool by extending a class called AbstractSimulationThread which
handles the communication with the UI and the provision of sensor data and parameters. The researcher only needs
to define the parameters and the processing steps of sensor data, returning stepwise results to the tool in one of the
predefined forms. This can be either a position, a track segment, a Gaussian distribution or a particle cloud, which
is then rendered on screen. One issue remaining at this time is the automatic coupling of parameters to the user
interface. At the moment, an additional input needs to be defined for every parameter, causing changes to the UI
in case of a new algorithm. This is far from perfect and will be fixed in future versions.
The tool offers a range of new possibilities concerning the evaluation and comparison of different indoor posi-
tioning algorithms. One advantage is the independence of the algorithmic design from test data and visualization,
allowing the development of new approaches without the need of gathering data or designing one’s own evaluation
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environment. Another plus is the possibility to provide datasets of sensor data for evaluating algorithms in vary-
ing environments and comparing algorithms concerning exactly the same data and environment, providing real
comparability between different approaches.
5 Experimental Evaluation
To show the capabilities of the tool, we implemented a Kalman and a particle filter extending the given interface.
We then gathered test data in a wing at our university building, where a bitmap with the required meta data exists
and a fingerprint database was created. We then tested the algorithms concerning six test traces with respect to the
proposed metric except the memory requirements, which is unfortunately not yet measurable from our tool. The
test traces and the WLAN fingerprint database are depicted in Figure 4.
Figure 4: Reference positions (gray dots) and access points (gray rectangles), as well as ground truth tracks (green) for testing.
Each displayed track was recorded starting at the left and at the right side.
Both algorithms start with an initial WLAN position calculated with a modified kNN algorithm calculating the
variance of position estimation from the variance of the nearest neighbors to the estimated position. Furthermore,
both algorithms utilize the same step detection algorithm with low-pass filtered accelerometer data and a cut-off
threshold of 2ms−2 in a sliding window of one second. The step length was set manually and in both algorithms
equal to 85cm with a relative large standard deviation of 20cm. The direction of movement was deduced from the
magnetometer readings at the time of step detection, also disturbed by Gaussian noise with a standard deviation of
15◦. The variance of step detection was utilized to update the covariance matrix in the case of the Kalman filter and
to move randomly disturbed particles in the case of the particle filter. Consecutive WLAN position estimates are
either used to update the position (Kalman filter) according to the variances or to calculate a new weight for each
particle conform to the probability of being at the specific position (particle filter). Moreover, the particle filter
applied a simple map matching technique deleting all particles trying to move through obstacles. As a measure
for complexity, the particle filter worked with 104 particles, using a sequential importance resampling technique to
compensate for deleted particles and avoid degeneration.
The results are the mean values of results for all test traces and show the superiority of the particle filter to the
Kalman filter at the test environment at our site. The particle filter is superior concerning accuracy, precision, and
robustness, but suffers from a higher computational load resulting in a higher complexity. The results are summed
up in Table 1.
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Table 1: Evaluation results
Trait Particle Filter Kalman Filter
Accuracy 1.04 m 1.72 m
Precision 0.89 m 0.95 m
Robustness 4.01 m 4.52 m
Complexity 0.06 0.01
6 Conclusion and Future Work
In this paper, a tool for evaluation sensor fusion algorithms in indoor positioning scenarios has been presented.
The tool consists of three components allowing for the recordings of sensor information, the provision of maps or
training databases, and the evaluation and comparison of indoor positioning algorithms with a single dataset. In the
paper, five different traits of a positioning system are deduced from requirements from location based services. The
tool is able to evaluate an positioning system concerning four of these traits, i.e., accuracy, precision, robustness,
and complexity.
As an application example, the comparison of a simple Kalman filter and a particle filter both based on WLAN
fingerprinting and step detection is given concerning data from a test environment at our site. The test confirmed
that in an office environment, the particle filter outperforms the Kalman filter with respect to accuracy and pre-
cision, but suffers from a higher complexity and slower calculation speed. This might be no news for indoor
positioning, nevertheless a comparison of most existing sensor fusion approaches with carefully defined test sets
regarding different scenarios such as positioning in large hallways, e.g., in a museum, shopping malls, office build-
ings, or private houses, should offer a new insight in sensor fusion mechanisms for indoor positioning and provide
a standard benchmark for future research.
The next steps are the finalization of the tool and its online publication in addition with test traces to make it widely
available in the community. This might be a first step towards standardization of benchmarks in indoor positioning
scenarios and ease the development of new algorithms.
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Abstract: Ortsbasierte Dienste werden heutzutage ha¨ufig mit mobilen Endgera¨ten genutzt, da diese sich stets
am Ort des Nutzers befinden. Mobile Endgera¨te nutzen dabei eine Vielzahl von verschiedenen Betriebssystemen.
Jedes bringt sein eigenes Software Development Kit (SDK) mit sich, um Anwendungen dafu¨r entwickeln zu
ko¨nnen. Anwendungen, die mit einem speziellen SDK entwickelt wurden und nur auf den dafu¨r vorgesehenen
Smartphones genutzt werden ko¨nnen, werden auch native oder plattformabha¨ngige Anwendungen genannt.
Plattformu¨bergreifende Anwendungen ko¨nnen eine Alternative zu den nativen Anwendungen darstellen. Ein
Großt eil der Anwendungslogik wird durch eine Webanwendung bereitgestellt und die Benutzeroberfl a¨che wird
mit Hilfe von Webtechnologien, wie HTML, CSS und JavaScript, gestaltet und somit plattformu¨bergreifend de-
finiert. Dadurch ist es mo¨glich, eine Anwendung auf vielen Smartphones zur Verfu¨gung zu stellen, ohne die
Anwendung fu¨r jedes Smartphone neu entwickeln zu mu¨ssen. Als hybride Anwendung werden diejenigen An-
wendung bezeichnet, bei denen nur ein geringer Teil der Anwendungslogik als plattformabha¨ngige Komponente
realisiert wird. Die restliche Anwendung wird ebenfalls mit Webtechnologien realisiert. Ein Zugriff auf die ge-
nannte Gera¨tefunktion kann somit mo¨glicherweise einfacher realisiert werden.
Dieser Artikel befasst sich mit den verschiedenen Zugriffsmo¨glichkeiten auf die Position des mobilen End-
gera¨tes und der Nutzung von ortsbasierten Web Services mit den betrachteten Anwendungsvarianten: nativ, web-
basiert und hybrid. Bei der Webanwendung und der PhoneGap-Anwendung ist der Zugriff auf die Position u¨ber
die Spezifikation Geolocation API mo¨glich. Bei der Anwendung mit MonoTouch bzw. Mono For Android ist
der Zugriff auf die Position mit den generierten Klassen des Frameworks mo¨glich, die sich jedoch untereinander
unterscheiden. Mit einer nativen Anwendung stehen die vom SDK bereitgestellten Mo¨glichkeiten zur Verfu¨gung.
Fu¨r die Nutzung des LBS gibt es fu¨r jede Anwendungsvarianten verschiedene Werkzeuge um den Zugriff zu
erleichtern.
Fu¨r eine sinnvolle Nutzung von LBS ist ha¨ufig eine lu¨ckenlose Aufzeichnung der Positionen unerla¨sslich. Da
es fu¨r eine Webanwendung nicht mo¨glich ist Positionsaktualisierung zu empfangen und zu verarbeiten, wenn der
Browser im Hintergrund ist und eine andere Anwendung den Fokus hat, ist diese Form fu¨r viele, insbesondere
kontinuierliche Dienste, weniger geeignet. Der Einsatz einer plattformu¨bergreifender oder nativer Anwendung
ha¨ngt von verschiedenen Faktoren wie Funktionsumfang, Know-How der Entwickler, der Anzahl der Plattformen,
der Mo¨glichkeit zur Bearbeitung im Hintergrund sowie der Performance ab.
1 Einleitung
Ortsbasierte Dienste werden heutzutage ha¨ufig mit mobilen Endgera¨ten genutzt, da diese sich stets am Ort des Nut-
zers befinden. Mobile Endgera¨te nutzen dabei eine Vielzahl von verschiedenen Betriebssystemen. Jedes bringt sein
eigenes Software Development Kit (SDK) mit sich, um Anwendungen dafu¨r entwickeln zu ko¨nnen. Anwendungen,
die mit einem speziellen SDK entwickelt wurden und nur auf den dafu¨r vorgesehenen Smartphones genutzt werden
ko¨nnen, werden auch native oder plattformabha¨ngige Anwendungen genannt. Es ist mit sehr hohen Entwicklungs-
kosten verbunden, wenn eine Anwendung fu¨r eine ha¨ufig genutzte Teilmenge aller Smartphones entwickelt werden
soll, da der Quellcode wegen der Bindung an ein spezielles SDK selten wieder verwendet werden kann.
Als Alternative zu den plattformabha¨ngigen Anwendungen hat sich das mobile Web erwiesen. Ein Groß teil der
Anwendungslogik wird durch eine Webanwendung bereitgestellt und die Benutzeroberfl a¨che wird mit Hilfe von
Webtechnologien, wie HTML, CSS und JavaScript, gestaltet und somit plattformu¨bergreifend definiert. Dadurch
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ist es mo¨glich, eine Anwendung auf vielen Smartphones zur Verfu¨gung zu stellen, ohne die Anwendung fu¨r jedes
Smartphone neu entwickeln zu mu¨ssen. In [WIM12] werden die Architekturen von mobilen Anwendungen sowie
die Frameworks bzw. Bibliotheken zur Realisierung behandelt.
Fu¨r mobile Webanwendungen wird meist eine von zwei Framework-Varianten eingesetzt. Bei der ersten Variante,
den so genannten UI-Frameworks, welche im Rahmen einer reinen Webanwendung zum Einsatz kommen, wird
der Zugang zu der Anwendung durch eine URL, die mit Hilfe eines Browser aufgerufen wird, bereitgestellt. Bei
dieser Variante befindet sich selbst keine Anwendung auf dem Smartphone, wodurch sich ein Zugriff auf bestimm-
te Gera¨tefunktionen, wie z.B. die fu¨r LBS wichtige aktuelle Position des Gera¨tes, als schwierig erweisen kann.
Als Hybrid-Frameworks wird die zweite Variante bezeichnet, bei der nur ein geringer Teil der Anwendungslo-
gik als plattformabha¨ngige Komponente realisiert wird. Ein Zugriff auf die genannte Gera¨tefunktion kann somit
mo¨glicherweise einfacher realisiert werden.
Mit Hilfe von MonoTouch und Mono For Android besteht ebenfalls die Mo¨glichkeit einen Groß teil der Anwen-
dung fu¨r eine andere Plattform wieder zu verwenden. Bei den beiden Frameworks wird der Anwendungscode
mit Hilfe von C# entwickelt und, vor dem Installieren der Anwendung auf dem jeweiligen Smartphone, in eine
plattformabha¨ngige Anwendung transformiert.
In diesem Artikel werden die Mo¨glichkeiten, die eine plattformabha¨ngige Anwendung bietet und die, die Frame-
works des mobilen Web bereitstellen, um ein Web Service zur Nutzung eines LBS zu konsumieren untersucht und
gegenu¨bergestellt. In [OT12] wurden bereits Frameworks zur Entwicklung plattformu¨bergreifender Anwendungen
miteinander verglichen. Dieser Artikel befasst sich daher schwerpunktma¨ß ig mit dem Vergleich der unterschiedli-
chen Anwendungsvarianten. Dabei wurde eine Webanwendung mit dem UI-Framework jQuery Mobile, eine An-
wendung mit dem Hybrid-Framework PhoneGap und eine Anwendung mit MonoTouch bzw. Mono For Android
fu¨r das iPhone und ein Android-Smartphone entwickelt. Fu¨r den Vergleich mit rein nativen Anwendungen wurde
ferner eine iPhone Anwendung realisiert. Fu¨r Android wurde dies bereits in [Ber11] dargestellt.
Alle diese Anwendungen wurden fu¨r ein exemplarisches Anwendungsszenario entwickelt, das im folgenden Ab-
schnitt kurz eingefu¨hrt wird. Eine ausfu¨hrliche Darstellung des Szenarios findet sich in [BKZ10].
2 Anwendungsszenario
Im Folgenden wird die Architektur vorgestellt und im Anschluss die Kriterien ermittelt, welche fu¨r die verschiede-
nen Implementierungen beachtet werden sollen. Die Architektur wird in dem Artikel ”Enhancing Customer Privacy
for Commercial Continuous Location-based Services“ aus [BKZ10] beschrieben und hier kurz vorgestellt.
Bei Pay-as-you-Drive (PAYD) handelt es sich um ein Tarifmodell fu¨r die KFZ-Versicherung, bei dem die Versi-
cherungspra¨mie basierend auf dem konkreten Fahrverhalten des Versicherungsnehmers berechnet wird. Um Da-
tenschutzaspekten Rechnung zu tragen, ist eine einfache U¨bertragung des kompletten Bewegungsprofils an die
Versicherung nicht akzeptabel.
Eine der mo¨glichen Architekturen fu¨r PAYD wird in der Abbildung 1 vorgestellt. Dabei befindet sich das mobile
Endgera¨t im Fahrzeug des Versicherungsnehmers, um so die fu¨r die Versicherung interessanten Positionsdaten
zu ermitteln. Sobald sich die Position des Fahrzeugs vera¨ndert, wird dies durch das mobile Endgera¨t registriert
und die Position auf dem mobilen Endgera¨t gespeichert. Um die gespeicherten Positionen zur Weiterverarbeitung
an den LBS-Server (Location Based Service) versenden zu ko¨nnen, wird ein Pseudonym von der Versicherung
(Insurance) beno¨tigt. Die Authentisierung des Versicherungsnehmers gegenu¨ber der Versicherung kann u¨ber die
Versicherungsnummer und ein Passwort erfolgen. Das Erfragen des Pseudonyms wird u¨ber einen Web Service der
Versicherung bereitgestellt, der entweder auf REST oder SOAP basiert.
Sobald die beno¨tigte Anzahl an Positionen auf dem mobilen Endgera¨t vorhanden ist, ko¨nnen die Positionen, zusam-
men mit dem Pseudonym an den LBS-Server zur Weiterverarbeitung versendet werden. Anhand des Pseudonyms
kann der LBS-Server kein Bewegungsprofil eines einzelnen Versicherungsnehmers erstellen, da die Pseudonyme
sich regelma¨ß ig a¨ndern. Der LBS-Server bestimmt fu¨r die Positionen die von der Versicherung beno¨tigten Metada-
ten, z.B. Art der Straß en, Geschwindigkeitsbegrenzungen und Unfallwahrscheinlichkeiten. Anhand der erhaltenen
Daten wird nun u¨berpru¨ft, ob sich der Fahrer des Fahrzeugs den Verkehrsregeln entsprechend verhalten hat und wie
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Abbildung 1: Eine der moglichen Architekturen f¨ ur Pay-as-you-Drive¨
viele Kilometer auf welcher Straß e zuruckgelegt worden sind. Die gesammelten Daten werden in einem Bericht¨
der Versicherung zur Verfugung gestellt. Die Versicherung erh¨ alt in diesem Szenario keine Liste mit Positionsdaten¨
sondern eine Liste mit Informationen, die das Fahrverhalten des Fahrers wiedergeben, um so einen speziell fur den¨
Versicherungsnehmer angepassten Versicherungsbeitrag ermitteln zu ko¨nnen.
Neben der Bestimmung der Positionen, welche im Kapitel 4 vorgestellt wird, mussen die m¨ oglichen Implemen-¨
tierungen mit den Frameworks einen REST- und einen SOAP-basierten Web Service aufrufen konnen. Letzteres¨
wird in Kapitel 5 dargestellt. Die U¨bertragung der Daten kann im Klartext erfolgen, sollte jedoch zur Wahrung der
Vertraulichkeit und Integritat der Daten auch verschl¨ usselt m¨ oglich sein.¨
3 Anwendungsvarianten
Die Bestrebung, plattformubergreifende Anwendungen zu entwickeln, bestand schon vor einiger Zeit mit der¨
Einfuhrung von Java ME (Java Micro Edition) im Jahre 1999, wo die Aufteilung von Java in die drei Editionen¨
JavaEE, JavaSE und JavaME vorgenommen wurde. Eine Unterstutzung von Java ME auf den heutigen mobilen¨
Endgeraten ist nicht mehr vorhanden. Die Herausforderung f¨ ur die Entwicklung von plattform¨ ubergreifenden An-¨
wendungen besteht jedoch weiterhin, da die Entwicklung verschiedener Anwendungen fur die unterschiedlichen¨
Plattformen in nativer Sprache sehr kostenintensiv sein kann, denn fur jede Anwendung ist ein eigener Software-¨
Entwicklungsprozess notwendig. Ebenso mussen die Entwickler die n¨ otige Erfahrung f¨ ur die Programmiersprache¨
der jeweiligen Plattform besitzen.
Die Entwicklung von Anwendungen fur die mobilen Endger¨ ate kann in drei Kategorien unterteilt werden: nativ,¨
webbasiert und hybrid. Im Folgenden werden die Ansatze vorgestellt und bewertet.¨
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3.1 native Anwendung
Eine native Anwendung wird fu¨r eine spezielle Plattform entwickelt und ist nur auf dieser Plattform funktionsfa¨hig.
Mit einer nativen Anwendung steht dem Entwickler der volle Funktionsumfang der Plattform zur Verfu¨gung, und
der Benutzer der Anwendung hat die gewohnte Benutzeroberfl a¨che. Native Anwendungen sind bei recheninten-
siven Anwendungen performancesta¨rker als die hybriden oder webbasierten Anwendungen, jedoch ist der Unter-
schied in der Performance bei Gescha¨ftsanwendungen vernachla¨ssigbar [CL11]. Eine native Anwendung bietet die
Mo¨glichkeit, dass sie auch ohne eine Internetverbindung genutzt werden kann. Fu¨r die Entwicklung einer nativen
Anwendung fu¨r verschiedene Plattformen ist das Wissen der jeweiligen Programmiersprachen notwendig. Hinzu
kommt noch das notwendige Wissen u¨ber die verschiedenen Werkzeuge und APIs. Ein gewisser Aufwand fu¨r das
Deployment der Anwendung ist notwendig, da sich die Bereitstellung u¨ber einen plattformspezifischen AppStore
von Plattform zu Plattform unterscheidet. Bei einigen Plattformen sind entsprechende Entwickler-Zertifikate not-
wendig, mit denen die Anwendung signiert werden muss, bevor sie in den AppStore geladen werden kann. Diese
Zertifikate sind oftmals kostenpfl ichtig. Zum Beispiel kostet ein Zertifikat, um Anwendungen in den AppStore des
iOS zu laden, 99$ pro Jahr.
Zur Gruppe der nativen Anwendungen ko¨nnen auch die Anwendungen geza¨hlt werden, die mit Hilfe von Cross-
Compilern wie MonoTouch und Mono For Android erzeugt werden. Sie bieten nahezu den gleichen Funktions-
umfang wie Zugriff auf die Hardware und die Mo¨glichkeit der Verarbeitung von Daten im Hintergrund, wie native
Anwendungen und unterstu¨tzen eine gro¨ß ere Anzahl an Plattformen mit einer anna¨hernd identischen Code-Basis.
Anpassungen sind hier an der Oberfl a¨che und speziellen Gera¨tefunktionen notwendig, da sich diese zwischen den
Plattformen stark unterscheiden. Die Anwendungslogik kann dabei plattformu¨bergreifend genutzt werden. Ein
grundlegendes Versta¨ndnis der zugrundeliegenden Plattform sowie deren Programmiersprache kann bei der Ent-
wicklung der Anwendung von Vorteil sein, da die API in C# transformiert wurden ist. Die in der Dokumentation
auffindbaren Programmbeispiele ko¨nnen so besser in die .NET-Welt u¨bertragen werden.
Ebenso wie die nativen Anwendungen bietet diese Gruppe auch die Mo¨glichkeit der Nutzung ohne Internetver-
bindung. Lediglich fu¨r das Absenden der Daten wird eine Verbindung zum Internet beno¨tigt, jedoch nicht fu¨r das
Starten/Laden der Anwendung. Sie haben dabei auch dieselben Nachteile wie die nativen Anwendungen, wie z.B.
ein unter Umsta¨nden notwendiges Entwicklerzertifikat.
3.2 Webanwendung
Als Alternative zu den plattformabha¨ngigen Anwendungen hat sich das mobile Web erwiesen. Dabei wird die
Anwendungslogik durch eine Webanwendung bereitgestellt und die Benutzeroberfl a¨che wird mit Hilfe von Web-
technologien, wie HTML, CSS und JavaScript, gestaltet und somit plattformu¨bergreifend definiert. Dadurch ist es
mo¨glich, eine Anwendung auf einer Vielzahl von Gera¨ten die einen Browser besitzen zur Verfu¨gung zu stellen,
ohne die Anwendung fu¨r jedes dieser Gera¨te neu entwickeln zu mu¨ssen.
Eine Webanwendung kann von einer groß en Anzahl von Benutzern erreicht werden, da lediglich eine Internetver-
bindung und keine spezielle Hardware notwendig ist. Ebenso ko¨nnen bei der Entwicklung einer Webanwendung
die Entwicklungskosten reduziert werden, da der Entwicklungsprozess u¨ber Analyse, Design, Implementierung
und Test fu¨r die Plattformen (fast) identisch ist. Da eine Webanwendung keine native Anwendung ist, ist diese
auch nicht an den plattformspezifischen Verteilungskanal gebunden und kann wie jede andere Webanwendung
u¨ber einen Webserver bereitgestellt werden. Dies kann als Vor- und Nachteil gesehen werden, da einerseits nicht
die Einschra¨nkungen, wie z.B. die kostenpfl ichtigen Entwicklerzertifikate, in Kauf genommen werden mu¨ssen aber
andererseits auch das Bezahlverhalten anders ist. Bei Anwendung aus einem AppStore sind die Benutzer gewohnt,
dass es auch kostenpfl ichtige Produkte gibt. Der mobile Webbenutzer ist es hingegen gewohnt, die Inhalte meistens
kostenlos zu konsumieren [Gla12]. Ob das Gescha¨ftsmodell mit Premium-Accounts und Werbung der klassischen
Webanwendungen auf den Bereich der mobilen Webanwendungen u¨bertragen la¨sst bleibt abzuwarten. Durch eine
Entkopplung des AppStores hin zu der Bereitstellung auf einem Webserver ko¨nnen A¨nderungen schneller vollzo-
gen werden als bei einer nativen Anwendung, die unter Umsta¨nde noch von dem Hersteller gepru¨ft wird.
Da fu¨r den Aufruf einer Webanwendung eine Internetverbindung beno¨tigt wird, gestaltet sich die Nutzung ohne
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Internetverbindung schwierig. Zwar kann u¨ber ein la¨ngeres Zwischenspeichern der Anwendung in einem Cache
des Browser dieser Nachteil gemindert werden, er existiert aber dennoch. Die gewohnte Mo¨glichkeit der Benutze-
roberfl a¨che der nativen Anwendungen kann durch die Verwendung von Webtechnologien nicht vollsta¨ndig geboten
werden. Durch die zusa¨tzliche Abstraktionsschicht, die der Browser darstellt, kann es bei rechenintensiven Aufga-
ben zu Einschra¨nkungen in der Performance kommen. Ferner ko¨nnen bei Webanwendung nur solche Funktionen
genutzt werden, die auch durch eine entsprechende API durch den Browser zur Verfu¨gung gestellt werden.
3.3 hybride Anwendung
Als hybrid wird die Gattung von Anwendungen fu¨r mobile Endgera¨te bezeichnet, bei der einerseits ein Groß teil der
Anwendung mit Webtechnologien erstellt wird und andererseits eine Anwendung erstellt wird, die Zugriff auf eine
Vielzahl von Gera¨tefunktionen besitzt, die mit einer reinen Webanwendung nicht mo¨glich wa¨ren. Die Anwendung
wird u¨ber einen plattformspezifischen Verteilungskanal, den AppStore, bereitgestellt. Die Plattformen erlauben es,
einen rahmenlosen Browser zu starten, in dem die Anwendung geladen wird.
Bei hybriden Anwendungen werden Webtechnologien wie HTML/CSS und JavaScript genutzt, um die Benut-
zeroberfl a¨che zu beschreiben und die Anwendungslogik zu entwickeln. Durch diese Unabha¨ngigkeit von einer
konkreten Plattform ist es mo¨glich, dass hybride Anwendung auch plattformu¨bergreifend genutzt werden ko¨nnen.
Im Fall des in diesem Artikel verwendeten Frameworks PhoneGap stehen JavaScript-APIs zur Verfu¨gung, um spe-
zifische Gera¨tefunktionen, wie u.a Kamera, Positionsbestimmung oder Adressbuch, anzusprechen. Diese APIs sind
allgemein definiert, so dass sie auch plattformu¨bergreifend genutzt werden ko¨nnen. Bis zu dieser Stelle beno¨tigt
der Entwickler der Anwendung normalerweise nur die Kenntnis zur Entwicklung einer Webanwendung, da alle fu¨r
den Anwendungsfall beno¨tigten Funktionen durch das Framework u¨ber eine entsprechende API angeboten werden.
Soll ein Teil der Anwendung in nativer Sprache realisiert werden, besteht die Mo¨glichkeit bei PhoneGap, dies u¨ber
Plugins zu realisieren. Ein solches Vorgehen kann notwendig sein, falls eine gewu¨nschte Funktionalita¨t nicht u¨ber
die bereitgestellten Plugins realisiert werden kann oder falls eine rechenintensive Aufgabe erledigt werden muss.
Fu¨r dieses Szenario beno¨tigt der Entwickler die Kenntnis u¨ber jede Plattform sowie deren Programmiersprache die
von der Anwendung unterstu¨tzt werden soll. Denn fu¨r jede dieser Plattformen muss ein Plugin in nativer Sprache
entwickelt werden.
Am Ende des Build-Prozesses einer hybriden Anwendung steht eine native Anwendung, welche u¨ber einen platt-
formspezifischen Verteilungskanal bereitgestellt werden kann. Somit ist eventuell auch ein kostenpfl ichtiges Ent-
wicklerzertifikat fu¨r die Bereitstellung der Anwendung notwendig. Durch die zusa¨tzliche Abstraktionsschicht kann
es sein, dass die hybride Anwendung unter Umsta¨nden langsamer ist als eine native Anwendung. Da die Oberfl a¨che
der hybriden Anwendung mit Webtechnologien wie HTML und CSS beschrieben wird, ko¨nnen nicht dieselben Be-
nutzeroberfl a¨chen generiert werden wie mit einer nativen Anwendung. Dies kann sich negativ auf die Benutzung
durch die Anwender auswirken [OHHG12]. Eine U¨bersicht der Aspekte bei den verschiedenen Anwendungsvari-
anten findet sich in Tabelle 1.
Kriterium Nativ Hybrid Web
Funktionsumfang voll abh. vom Framework gering
Notwendige Skills Summe u¨ber alle Plattformen HTML/CSS/JavaScript
Verarbeitung von Daten im Hintergrund Ja Nein Nein
Benutzeroberfl a¨che gewohnt nativ mit Webtechnologien (HTML/CSS)
Performance gut abh. vom Anwendungsfall
Tabelle 1: U¨bersicht der Aspekte der verschiedenen Anwendungsvarianten
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4 Positionsbestimmung
Fu¨r ortsbasierte Dienste stellt die Bestimmung der Position eine wichtige Aufgabe dar. In diesem Kapitel werden
daher die Mo¨glichkeiten zur Positionsbestimmung der einzelnen Anwendungsvarianten vorgestellt und miteinan-
der verglichen.
Fu¨r das betrachtete UI- und Hybrid-Framework wird die Position mit Hilfe der Geolocation API [W3C12] reali-
siert. Diese API hat zum Ziel, eine einheitliche Schnittstelle fu¨r die Ermittlung des Gera¨testandortes zur Verfu¨gung
zu stellen. Dabei steht dem Browser frei, woher er diese Daten bezieht - sie ko¨nnten aus der aktuellen Funkzel-
le, dem eingebauten GPS-Chip oder den Standortinformationen des Betriebssystem stammen [KB11]. Folgende
Optionen ko¨nnen durch die Anwendung eingestellt werden:
• Genauigkeit Ja/Nein
• Zeitspanne fu¨r die Verarbeitung (Timeout)
• max. Alter fu¨r zwischengespeicherte Position
Die Anwendung kann dabei den Wunsch a¨uß ern, dass sie eine hohe Genauigkeit der Position haben will. Dies ist
nur mo¨glich, falls die verwendete Plattform diese Mo¨glichkeit zur genaueren Bestimmung der Position besitzt.
U¨ber verschiedene Kriterien wird die Technologie fu¨r die Positionsbestimmung bei Android und Mono For Android
festgelegt. Der sogenannte Location-Provider nutzt folgenden Optionen fu¨r eine Positionsbestimmung:
• min. Zeitabstand
• min. Entfernung
Die erste Option bestimmt den minimalen Zeitabstand in Millisekunden und die zweite Option den Abstand zwi-
schen den Positionsbestimmungen. Die Anwendung erha¨lt somit eine Position, sobald beide Optionen erfu¨llt sind.
Eine native Anwendung die fu¨r iOS sowie eine Anwendung die mit MonoTouch entwickelt wurden ist, kann u¨ber




Die erste Option gibt die gewu¨nschte Genauigkeit der Position an und bestimmt somit das verwendete Verfahren
zur Positionsbestimmung. Die zweite Option bestimmt den minimalen Abstand zwischen zwei Positionen. Erst
wenn dieser Wert u¨berschritten ist erha¨lt die Anwendung eine erneute Positionsaktualisierung.
Wir haben in diesem Kapitel gesehen, dass die Art der Positionsbestimmung der einzelnen Anwendungsvarianten
im Detail recht unterschiedlich ausfa¨llt. Mit der Geolocation-API stellt der Browser als Abstraktionsschicht eine
Mo¨glichkeit zur Positionsbestimmung fu¨r das betrachtete UI- und Hybrid-Framework zur Verfu¨gung. Die Auswahl
der beno¨tigten Genauigkeit sowie die zur Verfu¨gung stehenden Information die aus der API gewonnen werden
ko¨nnen sind dabei eingeschra¨nkt. Werden zum Beispiel Informationen wie Signalsta¨rken der WLAN-Stationen
beno¨tigt um eine Positionsbestimmung vorzunehmen, ist dies mit der Geolocation-API nicht mo¨glich. Mit einer
MonoTouch- bzw. Mono-For-Android und iOS-Anwendung ko¨nnen solche Informationen aus der entsprechenden
API ermittelt werden.
5 Nutzung eines LBS
Dieses Kapitel stellt einen U¨berblick u¨ber die Mo¨glichkeiten dar, die fu¨r die einzelnen Anwendungsvarianten zur
Verfu¨gung stehen um einen Web Service zu konsumieren. Das Hauptaugenmerk liegt dabei auf einer vereinfachten
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Nutzung des jeweiligen Web Service. Dies kann erreicht werden, durch eine Generierung von Stub-Code oder
der Mo¨glichkeit eines vereinfachten Zugriffs. Die Generierung hilft Entwicklungszeit zu sparen, da ein Groß teil
des beno¨tigten Quell-Codes zum Aufruf des Web Service automatisiert anhand der Dienstbeschreibung (WSDL)
erstellt wird. Der Quell-Code abstrahiert von der komplexen Erstellung der Nachricht, welche an den Web Service
versendet wird und bietet somit einen vereinfachten Zugriff.
5.1 native Anwendung
Von iOS gibt es wenig Unterstu¨tzung in Form von Frameworks und Bibliotheken fu¨r die Konsumierung von
REST- und SOAP-basierten Web Services. Fu¨r den Aufruf eines REST-basierten Web Services mit Objective-
C in iOS kann das Framework RestKit1 genutzt werden. Es stellt eine Schnittstelle zur Verfu¨gung, um mit dieser
Art von Web Service einfach interagieren zu ko¨nnen. RestKit bietet Unterstu¨tzung fu¨r das von Apple bereitgestellte
Objektgraph- und Persistenzframework CoreData. Somit ist es mo¨glich das Parsen der Antwort zu automatisieren
und zur Persistierung an Core Data zu u¨berfu¨hren. Diese Parser ko¨nnen dank einer einheitlichen Schnittstelle bei
Bedarf ausgetauscht werden, falls ein anderes Datenformat fu¨r die U¨bertragung gewa¨hlt wird. Mit dem Object
Mapping System ko¨nnen die per REST an den Client u¨bertragenen fachlichen Objekte in native Objective-C Ob-
jekte transformiert werden. RestKit stellt noch weitere nu¨tzliche Funktionen fu¨r die Nutzung von REST-basierten
Web Service bereit, die meistens eine einfachere Nutzung der Dienste erlauben. Fu¨r weitere Informationen sei an
dieser Stelle auf die entsprechende Dokumentation verwiesen.
Fu¨r die Konsumierung eines SOAP-basierten Web Service gibt es einige Werkzeuge, mit denen die clientseitigen
Stub-Klassen generiert werden ko¨nnen. Im Folgenden werden einige davon kurz vorgestellt. Zum einen gibt es das
Programm wsdl2objc2, welches nach der Angabe der URL der WSDL die Stub-Klassen generiert. Diese Klassen
ko¨nnen nach der Einbindung in das Projekt und nach Anpassungen an dem Projekt, welche auf der Webseite
beschrieben sind, genutzt werden. Die letzte Version des unter der MIT Lizenz stehenden Programms wurde im
September 2009 vero¨ffentlicht. Den Meldung des Versionsverwaltungssystems zur Folge wird an dem Tool jedoch
aktiv gearbeitet.
Das Web Service Toolkit gSOAP3 bietet ebenfalls die Mo¨glichkeit, Stub-Klassen anhand einer WSDL zu gene-
rieren. Diese Stub-Klassen sind entweder in der Programmiersprache C oder C++. Da bei einer nativen iPhone-
Anwendung einige Programmteile in C oder C++ realisiert werden ko¨nnen, stellt gSOAP ebenfalls eine Mo¨glichkeit
zur Konsumierung von Web Services mit einem iPhone dar. Falls die Nutzung von Web-Service-Features wie WS-
Security geplant ist, kann dies mit gSOAP realisiert werden.
U¨ber die Webseite http://sudzc.com/ ko¨nnen durch Angabe der URL zu der WSDL des Web Service ebenfalls cli-
entseitige Stub-Klassen generiert werden. Diese Webseite untersteht der Apache License 2.0 und wurde mit .NET
erstellt. XSLT wird genutzt um den clientseitigen Code anhand der WSDL zu generieren. Nach der Generierung
wird automatisch ein Beispielprojekt im Format von XCode und den beno¨tigten Klassen heruntergeladen. Diese
Klassen ko¨nnen ebenfalls in das Projekt der iPhone-Anwendung kopiert und genutzt werden. Der Fokus dieser
Webseite liegt dabei auf der Generierung von Stub-Klassen fu¨r Objective-C fu¨r das iPhone, jedoch werden auch
JavaScript und ActionScript in einer Alpha-Version als mo¨gliche Zielsprache unterstu¨tzt.
Bei der Entwicklung der MonoTouch- bzw. Mono-For-Android-Anwendung kann u¨ber die Entwicklungsumgebung
MonoDevelop der Code auf der Seite des Clients fu¨r den Aufruf eines SOAP-Web-Service generiert werden.
Dafu¨r muss ein sogenannter Webverweis dem Projekt hinzugefu¨gt werden, welcher die URL zu der WSDL des
Web-Services erwartet. Unterstu¨tzt werden von MonoDevelop die Web-Services von Windows Communication
Foundation (WCF) und ASP.NET 2.0.
Die WCF ist ein Framework zum Erstellen von Services mit .NET unter dem alle bekannten Kommunikationstech-
nologien von Microsoft zum Erstellen von verteilten Anwendungen unter einer einheitlichen Programmierschnitt-
stelle zur Verfu¨gung gestellt werden [HK08]. Neben SOAP, welches das Standardnachrichtenformat bei WCF ist,





portprotokoll genutzt werden. Im Vergleich dazu wird bei ASP.NET-Web-Services als Nachrichtenformat SOAP
und als U¨bertragungsprotokoll HTTP genutzt [Mic12].
Die Bibliothek RestSharp4 bietet eine vereinfachte API fu¨r REST-Web-Services sowie die Mo¨glichkeit der Seria-
lisierung und Deserialisierung von Objekte in verschiedene Datenformate an. Sie wird zusa¨tzlich zu MonoTouch
fu¨r verschiedene Plattformen, wie Windows Phone Mango, Mono For Android und .NET4 angeboten.
5.2 hybride und Webanwendung
Die Anwendungslogik wird bei einer hybriden Anwendung und bei einer Webanwendung mit JavaScript beschrie-
ben, daher stehen fu¨r beide Varianten prinzipiell die selben Mo¨glichkeiten zur Verfu¨gung. Durch die PhoneGap-
Plugins kann zusa¨tzlich Programmcode in nativer Sprache realisiert werden.
Aufgrund der gute Unterstu¨tzung der JavaScript-API durch die Browser ist eine Bibliothek zum Aufruf der meis-
ten REST-Web-Services nicht zwangsla¨ufig notwendig. Fu¨r die Konsumierung eines SOAP-Web-Service kann der
JavaScript SOAP Client5 oder das Programm wsdl2js6 des Apache Projektes CXF genutzt werden. Bei der ersten
Variante wird der Web Service unter Angabe der URL zu der WSDL, des Methodennamens und der Methodenpa-
rameter aufgerufen und somit kein clientseitige Code generiert. Bei der zweiten Variante wird anhand der WSDL
clientseitiger Code generiert, welcher in das jeweilige Projekt eingebunden werden kann.
Durch den JavaScript SOAP Client ist keine Generierung notwendig, was weniger Code-Umfang bedeutet. Dies
kann jedoch auch eine schlechtere Mo¨glichkeit fu¨r die Fehlersuche bedeuten. Die letzte Aktualisierung ist im Jahre
2007 erfolgt, so dass nicht von einer aktiven Entwicklung ausgegangen werden kann.
Zusammenfassend la¨sst sich sagen, dass Web Services mit den verschiedenen Anwendungsvarianten konsumiert
werden ko¨nnen. Aufgrund der groß en Nachfragen nach diesen Diensten haben sich unterschiedliche Mo¨glichkeiten
fu¨r die Nutzung ergeben. Welche Variante dabei fu¨r die Anwendung genutzt wird, ha¨ngt von Faktoren wie die dem
Generierungsprozess des Quell-Codes, der Komplexita¨t der API sowie unterstu¨tzten Features ab.
6 Vergleich der Anwendungsvarianten
Die Anwendungsvarianten wurden anhand von verschiedenen Kriterien untersucht. Diese Kriterien waren die Per-
formance der Anwendung, der plattformu¨bergreifende Anteil und die Anwendungsgro¨ß e. Das Ergebnis aus diesem
Vergleich wird in dem folgenden Kapitel vorgestellt.
6.1 Performance
Die Bewertung der Performance basiert auf der Messung der Verarbeitungszeit durch die Anwendung, der U¨bertragung
der Daten bis zum Erhalten und Verarbeiten der Antwort von den Web Service durch das mobile Endgera¨t. Das
Ergebnis dieser Messung gibt Aufschluss daru¨ber wie lange die jeweiligen Anwendungsvarianten fu¨r die Bearbei-
tung derselben Aufgabe beno¨tigen. Um eine ausreichend groß e Menge an Daten zur Verarbeitung und U¨bertragung
zu erhalten, wurde die Performance-Messung mit dem Web Service der Partei LBS durchgefu¨hrt. Die Verarbei-
tungszeit des Web Service fu¨r die erhaltene Route, um daraufhin eine Antwort an den Client zu versenden, kann im
Idealfall fu¨r alle Messungen als konstant angesehen werden. Die Betrachtung der Verarbeitungszeiten der Server-
Komponenten ist notwendig, da die Messung der Verarbeitungszeit auch die Dauer fu¨r die Bearbeitung der Ant-
wort, welche vom Server an den Client versendet wird, beinhaltet. Die empfangene Route wird durch den Web
Service in einer Message Queue zwischengespeichert und daraufhin sofort mit einer Antwort quittiert. Bei der





Aggregierung der Daten nie im Leerlauf waren und somit der Web Server eine anna¨hernd konstante Auslastung
hatte.
Die Messung und der Vergleich der Verarbeitungszeit ist dabei nicht ohne weiteres mo¨glich, da die verwendete
Hardware sich unter Umsta¨nden stark unterscheiden kann. Eine ausfu¨hrliche Messung mit mehreren Gera¨te war
nicht realisierbar. Fu¨r die Messung zur Verfu¨gung standen das iPhone 4, mit der Version 5.1.1 des iPhone OS, und
das Asus Eee Pad TF101, mit der Version 4.0.3 des Android OS. In dem iPhone arbeitet als Prozessor der Apple
A4 mit 1 GHz und im Eee Pad ein 1 GHz Dual-Core-Prozessor. Dem iPhone stehen dabei 512 MB und dem Eee
Pad 1024 MB Arbeitsspeicher zur Verfu¨gung.
Die U¨bertragung der Daten hat dabei u¨ber Wireless LAN (IEEE 802.11g, max. 54 Mbit/s) stattgefunden. Diese
Funkverbindung kann Sto¨rungen unterliegen, die die Messergebnisse beeinfl ussen. Um den Einfl uss der Qua-
lita¨t der Funkverbindung zu minimieren, wird die Messung mehrmals durchgefu¨hrt und das Ergebnis anhand des
arithmetischen Mittels der Verarbeitungszeiten ermittelt. Ferner wird die Standardabweichung fu¨r die Messreihe
errechnet, um zu u¨berpru¨fen ob die Verarbeitungszeit anna¨hernd konstant ist. Auf den mobilen Endgera¨ten steht
keine kabelgebundene U¨bertragungsmo¨glichkeit zur Verfu¨gung, so dass die U¨bertragung u¨ber WLAN eine ak-
zeptable Alternative darstellt. Durch eine Messung mit dem iPhone-Simulator und dem Android-Emulator wa¨re
eine weniger sto¨ranfa¨llige Datenu¨bertragung mo¨glich gewesen, denn der Simulator bzw. der Emulator nutzt die
drahtgebundene Netzwerkverbindung des Host-Systems, doch die Geschwindigkeit des Simulators/Emulators un-
terscheidet sich dabei einerseits untereinander und anderseits von dem entsprechenden mobilen Endgera¨t.
Die Abbildungen 2 und 3 stellen die Dauer fu¨r das Versenden von 6.000 Positionen an den unverschlu¨sselten
SOAP- und REST-Web-Service dar. Die Behauptung, dass native Anwendungen immer performanter sind, hat
sich fu¨r diese Messreihe nur fu¨r das Android-Gera¨t besta¨tigt. Bei dem iPhone ist die Webanwendung fu¨r den be-
trachteten Anwendungsfall am performantesten. Allgemein kann gesagt werden, dass native Anwendungen bei
rechenintensiven Aufgaben performanter als hybride und webbasierte Anwendungen sind. Jedoch ist der Unter-
schied in der Performance bei Gescha¨ftsanwendungen meistens vernachla¨ssigbar [CL11].
Fu¨r das iPhone hat die Webanwendung sowohl bei dem SOAP- als auch bei dem REST-Web-Service die geringste
Zeit in Anspruch genommen. Danach folgt die hybride Anwendung mit PhoneGap, die native Anwendung und
die MonoTouch-Anwendung. Die Anwendung zeigen auf dem Android-Smartphone ein anderes Verhalten in der
Verarbeitungszeit. Hier beno¨tigt die Mono-For-Android-Anwendung die geringste Zeit, gefolgt von der hybriden
Anwendung mit PhoneGap und der Webanwendung.
Die Webanwendung wird keiner weitere Transformation unterzogen wie die PhoneGap bzw. Mono-Anwendung,
so dass das Endprodukt auf beiden mobilen Endgera¨ten identisch ist. Die Vermutung dass die Verarbeitung von
JavaScript durch den Safari-Browser performanter ist als durch den Android-Browser hat sich durch verschiedene
Benchmarks nicht besta¨tigt. Da diese Benchmarks mehr Bereiche abdecken als fu¨r die betrachte Anwendung not-
wendig ist, hat eine weitere Untersuchung gezeigt, dass der Android-Browser ein vielfaches der Zeit fu¨r das Laden
der Daten aus der Datenbank beno¨tigt als Safari. Dies la¨sst auf eine bessere Unterstu¨tzung der Web SQL Database
durch den Safari-Browser schließ en.
PhoneGap verwendet einen rahmenlosen Browser, um die Inhalte darzustellen. Fu¨r das iPhone OS wird die native
Klasse UiWebView und fu¨r das Android OS die Klasse android.webkit.WebView verwendet. Die Unterschiede in
den verschiedenen Laufzeiten der PhoneGap-Anwendung auf dem iPhone und dem Android-Smartphone ko¨nnten
auf dasselbe Problem wie bei der Webanwendung zuru¨ckgefu¨hrt werden.
Wie spa¨ter noch gezeigt wird, wird ein Groß teil der Mono-Anwendung fu¨r beide Plattformen gemeinsam genutzt.
Lediglich die Oberfl a¨che sowie der Zugriff auf die Positionen wurde plattformspezfisch realisiert. Die Mono-
Anwendung wird wa¨hrend des Build-Vorgangs in eine native Anwendung transformiert. Bei der Laufzeit der
MonoTouch- bzw. Mono-For-Android-Anwendung gibt es deutliche Unterschiede. Die Anwendung auf dem Eee
Pad beno¨tigt weniger Zeit fu¨r die Verarbeitung als auf dem iPhone. Dies kann einerseits von den unterschiedlichen
Ladezeiten der Positionen aus der Datenbank, von der verschiedenen Hardware der Endgera¨te und/oder von dem
unterschiedlichen Ergebnis des Transformationsprozesses resultieren.
Das Kapitel hat gezeigt, dass nahezu identische Anwendungen auf verschieden Plattformen unterschiedliche Lauf-
zeiten haben und die Performance von unterschiedlichen Faktoren abha¨ngt. Dabei wurde gezeigt, dass das Laden
der Positionen aus der Web SQL Database mit dem Android-Browser um ein Vielfaches la¨nger dauert als mit dem
Safari. Anderseits ist das Ergebnis des Cross Compilers unter Android schneller als unter iOS. Insgesamt la¨sst sich
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Abbildung 2: Die Abbildung zeigt die mittlere Dauer die das iPhone fur das Versenden von 6.000 Positionen¨ uber den unver-¨
schlusselten SOAP- bzw- REST-Web-Service ben¨ otigt.¨
Abbildung 3: Die Abbildung zeigt die mittlere Dauer die das Android-Smartphone fur das Versenden von 6.000 Positionen¨
uber den unverschl¨ usselten SOAP- bzw- REST-Web-Service ben¨ otigt.¨
also feststellen, dass fur jede Software individuelle Messung erforderlich sind, um eine Aussage¨ uber die Perfor-¨




Bei der Entwicklung der verschiedenen Anwendungen wurde darauf Wert gelegt, dass ein Groß teil des Quellcodes
wiederverwendet werden kann. Es wurden diejenigen Lo¨sungen gewahlt, die auf beiden Plattformen zum Erfolg¨
fuhren. Die Zeilen im Quellcode, die im Nachhinein als plattformspezifisch identifiziert werden konnten, wurden¨
gezahlt.¨
Die Abbildung 4 zeigt die jeweiligen plattformubergreifenden bzw. plattformspezifischen Anteile der¨ ubrigen An-¨
wendungen in der Einheit Lines-of-Code. Die PhoneGap-Anwendung besitzt nur einen geringen plattformspezi-
fischen Teil. Dieser war notwendig, da die iPhone-Anwendung mit der PhoneGap-Version 1.7.0 den Zeitstempel
bei den Positionsaktualisierungen in Sekunden und nicht in Millisekunden liefert. Laut der Dokumentation der
aktuellen PhoneGap-Version 2.0 gibt es diese Ausnahme nicht mehr, so dass der plattformspezfische Teil bei einer
Aktualisierung der Version gegen null gehen kann. Bei den Mono-Anwendungen konnte ebenfalls ein beachtlicher
Teil wiederverwendet werden. Lediglich die Benutzeroberfl ache und die Positionsbestimmung m¨ ussen aufgrund¨
der groß en Unterschiede zwischen den Plattformen plattformspezifisch realisiert werden.
Abbildung 4: Plattformubergreifender Anteil der verschiedenen Anwendungen.¨
Die Abbildung 4 erweckt den Eindruck, dass die MonoTouch- bzw. Mono-For-Android-Anwendung weniger
Lines-of-Code fur die Erf¨ ullung der Aufgabe ben¨ otigt als die PhoneGap-Anwendung. Dies h¨ angt jedoch damit¨
zusammen, dass das Erstellen der SOAP-Nachricht durch das Mono-Framework ubernommen wird und ferner eine¨
Bibliothek fur den Aufruf des REST-Web-Services verwendet wird. F¨ ur die Messung der Lines-Of-Code konnten¨
die Bibliothek und das Mono-Framework aufgrund des binaren Formats nicht ber¨ ucksichtigt werden. Im Gegensatz¨
dazu steht die PhoneGap-Anwendung, bei der der Programmcode zum Aufruf des SOAP- und REST-Web-Service
in reinem Quellcode vorhanden ist und somit die Zahlung beeinfl usst.¨
Ferner wurden die Lines-of-Code der gesamten Anwendung betrachtet. Die Webanwendung (ca. 113.000) zeigte
aufgrund der gewahlten Architektur, durch Verwendung von iframes, und den damit verbundenen zus¨ atzlichen¨
Bibliotheken einen sehr groß en Wert. Wenn die Webanwendung den Web Service direkt aufrufen konnte bzw.¨
uber einen Web-Service-Proxy w¨ aren die Lines-of-Code vermutlich geringer und mit den anderen Anwendungen¨
besser vergleichbar. Die PhoneGap-Anwendung fur das iPhone (ca. 38.000) und das Android-Smartphone (ca.¨
40.000) waren nahezu identisch. Der kleine Unterschied resultiert aus einer groß eren Bibliothek von PhoneGap fß¨ u¨rßß
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nativ Mono* PhoneGap Web
Android - 416 1180 1884
iPhone 856 4020 2728 1884
Tabelle 2: Die Tabelle zeigt die Anwendungsgro¨ß e der Anwendung auf dem jeweiligen Endgera¨t.
das Android-OS im Vergleich zu iOS. Der minimale Unterschied zwischen der MonoTouch- (ca. 6.400) und der
Mono-For-Android-Anwendung (ca. 6.600) resultiert aus dem plattformspezifischen Teil. Bei der iOS-Anwendung
(ca. 30.700) sind die Programmteile zum Aufruf der Web Services ebenfalls im Quellcode - und nicht in einer
Bibliothek oder Framework - vorhanden, wie auch bei den PhoneGap-Anwendungen. Auffa¨llig ist hier, dass fu¨r
die Erfu¨llung der selben Aufgabe mehr Zeilen an JavaScript- als an Objective-C-Quellcode beno¨tigt wird.
6.3 Anwendungsgro¨ß e
Da sich eine Untersuchung der Lines-of-Code als schwierig erweisen kann, wenn Programmteile in bina¨ren Format
vorliegen, wird ferner die Gro¨ß e der Anwendung untersucht, die auf dem Endgera¨t installiert wird. Die Anwen-
dungsgro¨ß e wird in Kilobyte gemessen und in der Tabelle 2 dargestellt.
Ein groß er Unterschied ist bei den Mono-Anwendungen festzustellen. Aufgrund der Restriktionen u¨ber das Nach-
laden von Programmteilen zur Laufzeit, wird bei dem Erstellen der MonoTouch-Anwendung die Mono-Lauf-
zeitumgebung statisch verlinkt, was sich negativ auf die Anwendungsgro¨ß e auswirkt. Bei Android ist die nicht
no¨tig und die Mono-Laufzeitumgebung wird zur Laufzeit dynamisch nachgeladen, da die Restriktionen dort nicht
bestehen. Der Unterschied bei den PhoneGap-Anwendung kommt zustande, weil der Erstellungsprozess der Phone-
Gap-Anwendung bei der iPhone-Anwendung einen Ordner mit Bilder hinzufu¨gt, der nicht von jeder Anwendung
beno¨tigt wird. Die PhoneGap-Anwendung fu¨r Android hat eine geringere Anwendungsgro¨ß e, da dieser Ordner
nicht hinzugefu¨gt wird.
Zusammenfassend la¨sst sich sagen, dass die absolute Gro¨ß e bei eher einfachen Anwendungen nur in geringem
Maß e von der eigentlichen Eigenimplementierung, sondern eher von den plattformspezifischen Gegebenheiten bei
der Ausfu¨hrung abha¨ngen. Vernachla¨ssigt man diese Aspekte la¨sst sich ein Trend erkennen, dass die Gro¨ß e der
Anwendung sinkt je na¨her man der Plattform kommt.
7 Fazit
Im Rahmen dieser Arbeit wurden verschiedene Ansa¨tze fu¨r plattformu¨bergreifende Anwendungen fu¨r mobile End-
gera¨te vorgestellt. Jeweils eine Anwendung aus den verschiedene Bereichen wurde entwickelt. Dies war eine An-
wendung in Form einer reinen Webanwendung, eine mit dem hybrid Framework PhoneGap und eine mit dem
Cross-Compiler MonoTouch bzw. Mono For Android fu¨r die Plattformen iPhone und Android. Fu¨r den Vergleich
mit rein nativen Anwendungen wurde ferner eine iPhone Anwendung realisiert. Fu¨r das Android OS wurde dies
bereits in [Ber11] dargestellt.
Im weiteren Verlauf der Arbeit wurde ein Vergleich anhand der Verarbeitungszeit fu¨r den Aufruf eines Web Ser-
vice, der Anteile von plattformu¨bergreifenden Code sowie der Anwendungsgro¨ß e durchgefu¨hrt. Bei der Verarbei-
tungszeit wurde festgestellt, dass die Emulatoren die Laufzeit des physischen Gera¨tes nicht immer widerspiegeln
ko¨nnen. Ebenso ist die Laufzeit der verschiedenen Anwendungsvarianten auf den betrachteten Plattformen durch-
aus unterschiedlich. So ist die native Anwendung auf dem iPhone lediglich auf Platz 3 der Performance-Messung
gelandet und den ersten Platz belegte dabei die Webanwendung. Dies kann auf eine performantere Verarbeitung
von JavaScript durch den Safari oder auf eine ineffiziente Verarbeitung von Objective-C bzw. auf die unterschied-
liche Qualita¨t der generierten Anwendungsteile zuru¨ckgefu¨hrt werden. Bei dem Android-Smartphone zeigte die
Performance-Messung, dass je na¨her das Framework an der Plattform ist desto performanter wird die Anwendung
ausgefu¨hrt.
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Bei einer na¨heren Betrachtung der Webanwendung wurde beobachtet, dass die Anwendung auf dem Eee Pad
sowohl bei dem REST- bzw. SOAP-basierten Web Service eine erho¨hte Laufzeit gegenu¨ber der Anwendung auf
dem iPhone zeigte. Dies konnte jedoch nicht auf eine langsamere Verarbeitung von JavaScript durch den Android-
Browser zuru¨ckgefu¨hrt werden, sondern auf eine performantere Benutzung der Web SQL Database durch den
Safari-Browser.
Als weiterer Vergleich wurde der Anteil an gemeinsamen Quellcode betrachtet. Ein hoher Anteil bedeutet, dass
ein Groß teil des Quellcodes fu¨r eine andere Plattform genutzt werden kann. Bei einer Webanwendung fu¨r mobile
Endgera¨te wird die entwickelte Software nicht gegen spezifische API’s der Endgera¨te entwickelt sondern gegen
die Schnittstellen, die der Browser zur Verfu¨gung stellt. Der Browser stellt demnach eine Abstraktionsschicht dar,
denn die entwickelte Webanwendung ist - solange die benutzte Funktionalita¨t auf dem Endgera¨t zur Verfu¨gung
steht - auch auf anderen Gera¨ten, sogar auf Desktop-Rechnern lauffa¨hig. So wurde die Webanwendung zu einem
erheblichen Anteil auf einen Mac OS X mit Safari als Browser getestet, da dieser Browser mehr Mo¨glichkeiten zum
Debuggen bereitstellt als auf einem mobilen Endgera¨t. U¨ber die Schnittstellen, die der Browser bereitstellt, ist es
zur Zeit noch nicht mo¨glich, dass eine Aufzeichnung der Positionen stattfindet, wenn sich die Anwendung in dem
Fall der Browser, im Hintergrund befindet. Wenn der Browser durch das Starten einer anderen Anwendung den
Fokus verliert, werden keine Aktualisierungen der Position mehr empfangen bzw. verarbeitet. Die Aufzeichnung
wird erst fortgesetzt, wenn der Browser wieder im Vordergrund ist. Fu¨r eine sinnvolle Nutzung von ortsbasierten
Diensten ist ha¨ufig eine lu¨ckenlose Aufzeichnung der Positionen unerla¨sslich. Da es fu¨r eine Webanwendung nicht
mo¨glich ist, Positionsaktualisierung zu empfangen und zu verarbeiten, wenn der Browser im Hintergrund ist, und
eine andere Anwendung den Fokus hat, ist diese Form fu¨r viele, insbesondere kontinuierliche Dienste, weniger
geeignet.
Diese Arbeit hat gezeigt, dass technisch alle Kombinationen mo¨glich sind. Fu¨r welche Anwendungsvariante man
sich entscheidet ha¨ngt von verschiedenen Faktoren wie Funktionsumfang, Know-How der Entwickler, der Anzahl
der Plattformen, der Mo¨glichkeit zur Bearbeitung im Hintergrundprozess sowie der Performance ab.
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Abstract: Location fi ngerprinting using Received Signal Strength (RSS) nowadays is
one of the fundamental techniques for indoor localisation, albeit it proves very unreli-
able. It is therefore necessary to supplement RSS with additional information. Among
the many sensors currently build into ubiquitous mobile devices, this work focused
on magnetometers. We analysed sensitivity of 802.11 RSS fi ngerprints to bearing and
further utilised bearing information for bayesian correction in positioning.
Positioning in the interior of buildings is still a fi eld of opportunities for improvement. For
our intended application in consumer research, high accuracy and precision better than
20 cm are required. Within a supermarket a short distance usually means the difference
between one or another product in the shelf. In this paper we present work on the fusion
of IEEE 802.11 Fingerprinting and compass bearing using Kalman Filters. Based on the
Redpin localisation server[Bol08] we developed and analysed localisation by sensor fu-
sion, with or without position interpolation. Results are not yet within the objective, but
this work provides a base to include other additional sensors.
Localisation using IEEE 802.11 Received Signal Strenght Indication (RSS) fi ngerprints
is a well known method and in spite of many optimisations not suffi ciently accurate or
precise [LSDR06]. Usually each distinguishable spatial location is associated with a single
set of repeated RSS measurements. One improvement is to additionally distinguish sets of
fi ngerprints at each location by orientation [KKH+06].
In this work we present a method to combine compass orientation, RSS fi ngerprint inter-
polation with Bayesian estimation to improve localisation.
1 Methodology
We use a discrete space model of disjoint cells, which is initialised by repeated RSS-
measurements at known positions. A measurement at time t during a Learning Phase, con-
157
sist of a vectorFt of RSS measurements from different access points (AP) (rssii, bssidi) ∈
APt and orientation thetat from an internal magnetometer sensor. Each set of RSS mea-
surements is condensed, assuming of normal distribution, to mean and standard deviation.
Basic single position localisation is undertaken by maximum probability of position x
given Ft denoted maxxP (x|Ft). Probability P (x|Ft) is calculated as the product of con-
ditioned probabilities of receiving a given rssii at x.
Without interpolation a device is considered to be localised at the cell whose fi ngerprint
distribution has the highest probability to have produced that fi ngerprint. We further use
interpolation to increase the number of cell positions, i.e. to allow to determine positions
within cells that have not been measured in the Learning Phase.
We further use interpolation during the Online Phase to increase precision of localisation.
We use weighted k-nearest-neighbours to reduce the effects of outliers with good results.
Orientation θ is used in two ways. First to distinguish sets of fi ngerprints by orientation.
And second for Recursive Bayesian Estimation of successive positions. We apply two
models, one discrete, distinguishing four direction and one continuous to a state transition
matrix Rn×n. The transition matrix further uses an expectation of movement speed as
baseline probability for transition between cells. The continuous model applies a weight
a if the angle of movement between locations θxt−1,xt is within an  environment of the
current orientation θ.
P (xt|xt−1) =γxt−1,xtP (xt|Ft)
γxt−1,xt =
{
a, if θ −  < θxt−1,xt < θ + 
1, if otherwise,
(1)
where the parameter γxt−1,xt is used as a weight to the probability of being at location xt
given measurement Ft which results in the updated probability P (xt|xt−1) of being at xt,
conditioned on previously observed location xt−1.
2 Experiments and Results
We examined different combinations of compass bearing, fi ngerprint models, interpolation
and weights. The testing fi eld was a spacious fl oor with an area of 26× 21m surrounding
an atrium at our campus. The fl oor conveniently provided square partitions of 50 cm side
length that rendered a grid of 1 m cells. We installed two additional access points to pro-
duce a minimum set of available access points in the whole area. To provide comparable
tests and increase effi ciency we fi rst measured at 33 locations for each four directions 20
RSS samples of all available access points (see Figure 1(a)).
To test single positioning with orientation information measurements where separated in
a learning set and a testing set. The learning set represents the measurements during the
Offl ine Phase and the testing set simulated measurements for localisation in the Online
Phase. The used communication setup of APs, mobile device and localisation server is
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(a) Floor Plan and Fingerprint Points (b) Architecture for Localisation Phase
Figure 1: Experimental Setup
shown in Figure 1(b).
The results of the simulation provided us with mean errors as given in Table 1. The ap-
proach to interpolate fi ngerprints during the Offl ine Phase showed little effect. We further
analysed the effect of interpolation of positions using weighted k-nearest neighbours and
found that the mean error approaches its minimum at k = 5.
Method oriented FP? mean error 90th percentile
Likelyhood P (x|Ft) 4 ori. ≈ 3.69m ≈ 10.31m
Likelyhood P (x|Ft) no ≈ 5.60m ≈ 12.47m
Table 1: Single Position Simulation
Figure 2: Tracking Approach 1 (magenta), 2 (blue)
To analyse effects of Bayesian estimation a sequence of measurements had to be produced.
We undertook localisation along the path shown in Figure 2 in the test area. Distance
errors where calculated for the same categories as for the simulated localisation above.
We analysed two different approaches considering handling of magnetometer orientation
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data; a fi rst approach used four discrete orientations, applying weight a if the orientation
lied within the discrete sector. A second approach utilised the continuous approach given
by Equation (1).
(a) Distance Error Approach 1 (discrete orienta-
tion)
(b) Distance Error Approach 2 (continuous orienta-
tion)
Figure 3: Distance Error of Interpolated, Oriented Fingerprints using Bayesian Estimation.
The differences between Approach 1 and Approach 2 in Figure 3 seem obvious, alas, it
stands to reason, that these values are based on single test-runs.
3 Conclusion
Albeit our methods differed only in details from known methods, our approach indicates
that sensor fusion is a promising approach. Indoor localisation can not be considered
solved, neither by commercial approaches nor by academic initiatives. Next steps in our
work will consist in consolidating of results and extension to different sensor inputs.
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Abstract: Im Bereich der Echtzeitsysteme existiert mit dem periodischen Taskmodell ein Modell, das die Lösung
von Schedulingproblemen stark vereinfacht. In dieser Arbeit stellen wir uns der Herausforderung, ein ähnlich
einfaches Modell für cyber-physische Systeme, bei denen neben zeitlichen Anforderungen insbesondere auch der
Ort der Ausführung eine Rolle spielt, zu finden. Wir spannen dazu mit einem generischen, aber sehr komplexen
Modell den Problemraum auf und diskutieren praktikable Vereinfachungen.
1 Einleitung
Das allgemeine Schedulingproblem ist NP-vollständig [Liu00], so dass zur Lösung Heuristiken oder starke Verein-
fachungen zum Einsatz kommen. Ein klassisches Beispiel solcher Vereinfachungen ist das periodische Taskmodell
für Echtzeitsysteme. So vereinfachte Schedulingprobleme haben höchstens einen polynomialen Aufwand und las-
sen sich somit zur Laufzeit lösen. Ferner werden hierdurch einfache Entscheidungen hinsichtlich der Ausführbar-
keit ermöglicht. Die zur Vereinfachung nötigen Annahmen schränken die Menge der möglichen Aufgaben zwar
ein, erlauben aber in der betrachteten Problemdomäne eine relevante Untermenge. Werden diese Annahmen jedoch
fallen gelassen, wie es für cyber-physische Systeme erforderlich ist, die neben der Zeit auch noch weitere Bedin-
gungen (z. B. Ortsinformationen) berücksichtigen müssen, so sind diese Vereinfachungen nicht mehr anwendbar.
Ziel dieser Arbeit ist es, in Analogie zum periodischen Taskmodell der Echtzeitwelt sinnvolle Vereinfachungen
für das generische Schedulingproblem der cyber-physischen Systeme zu schaffen. Diese sollen es ermöglichen,
Lösungen für relevante Anwendungen ebenfalls mit einem höchstens polynomialen Aufwand zu finden. Analog
zum Echtzeitscheduling, das sich auf die Verwaltung des Prozessors als einzig relevante Ressource beschränkt,
soll sich diese Arbeit auf das Scheduling in Zeit und Raum beschränken, insbesondere also alle weiteren Anfor-
derungen ignorieren. Hierfür wird ein einfaches Taskmodell benötigt, das diese beiden Parameter berücksichtigt.
Um dieses zu erlangen, entwickeln wir zunächst ein generisches Modell für das Raum-Zeit-Scheduling, das wir in
einem weiteren Schritt als Ausgangspunkt für Vereinfachungen benutzen.
Diese Arbeit ist folgendermaßen gegliedert: Wir beginnen mit der detaillierten Beschreibung des komplexen Mo-
dell in Abschnitt 2, um darauf aufbauend in Abschnitt 3 Vereinfachungen zu diskutieren. Abgeschlossen wird das
Papier in Abschnitt 4 mit zusammenfassenden Bemerkungen und einem Ausblick auf nachfolgende Forschungs-
arbeiten.
2 Modell
In unserem Modell wird eine Menge von Aufgaben mit Hilfe einer Menge von Akteuren unter Beachtung von
Raum-Zeit-Bedingungen ausgeführt. Eine Raum-Zeit-Bedingung spezifiziert Raum-Zeit-Fenster, also eine Teil-
menge der durch den Anwendungsfall aufgespannten Raum-Zeit (die Dimensionalität des Raums ist anwendungs-
abhängig). Raum-Zeit-Bedingungen können absolut oder relativ (z. B. zu Objekten der Umgebung) sein und bil-
den die Menge C. Ein Beispiel für solche Raum-Zeit-Fenster zeigt Abbildung 1, wobei der Raum im Interesse
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Abbildung 1: Raum-Zeit-Bedingungen mit nur einer
Raumdimension.
Abbildung 2: Einfache Kategorisierung von Akteuren
entlang der beiden betrachteten Dimensionen.
der einfachen Darstellung auf eine Dimension beschränkt ist. Das bedeutet nun, dass sich die Akteure innerhalb
der spezifizierten Zeiten nur innerhalb bestimmter Abschnitte einer Strecke befinden dürfen bzw. dass die Aufga-
ben innerhalb dieser Zeiten an diesen Orten bearbeitet werden müssen. Weiterhin ist es auf diese Weise möglich,
ortsabhängige Deadlines zu spezifizieren, wie es das rechte Element der Abbildung zeigt.
Ein Akteur ist ein cyber-physisches System, dessen Betrachtung in unserem Modell auf die Fähigkeiten zur Aus-
führung von Code sowie zur Bewegung reduziert wird. Sonstige Anforderungen werden als erfüllt angenommen.
Für ein gegebenes Code-Segment in Verbindung mit einem gegebenen Akteur wird die Kenntnis der Worst Ca-
se Execution Time angenommen. Der Code sei dabei durch jeden Akteur ausführbar. Hinsichtlich der Fähigkeit
zur Bewegung betrachten wir zwei Freiheitsgrade: Die Beeinfl ussbarkeit der eigenen Position im Raum und die
Vorhersagbarkeit künftiger Positionen im Raum.
Ein Spieler im Roboterfußball besitzt beispielsweise innerhalb des Spielfelds volle Positionierbarkeit, während ein
Satellit in einer Umlaufbahn nur sehr beschränkte Möglichkeiten der Steuerung hat. Ein Navigationssystem kann
die eigene Position hingegen nur über Ausgaben beeinfl ussen und hat damit nur einen indirekten Durchgriff. Die
Vorhersagbarkeit künftiger Positionen im Raum ist bei einem Satelliten wiederum sehr einfach, während bei einem
Fußballroboter bereits Unvorhersagbarkeiten in Form der Gegner oder ungenauer Aktorik einfl ießen. Im Gegensatz
dazu kann die künftige Position eines Navigationsgeräts nur abgeschätzt werden, da es nicht vorhersehbar ist,
in welcher Weise die Ausgaben umgesetzt werden. Eine einfache Kategorisierung der Akteure unter Nutzung
dieser beiden Dimensionen illustriert Abbildung 2, wobei die Abgrenzungen zwischen den einzelnen Gruppen
aber unscharf sind.
Eine Aufgabe besteht aus einem sequentiellen Ausführungsfaden, dessen Terminierung sichergestellt ist. Der Aus-
führungsfaden wird von einer Menge von Akteuren bearbeitet, wobei beliebige Unterbrechungen, Wiederaufnah-
men sowie Migrationen zwischen Akteuren möglich sind. Entlang des Ausführungsfadens wird ein Fortschritt
p ∈ [0, 1] definiert, der beispielsweise über das Verhältnis von bereits ausgeführten Schritten (Instruktionen, logi-
sche Schritte, usw.) zur Gesamtzahl der Schritte bestimmt sein kann. Die Raum-Zeit-Bedingungen einer Aufgabe
werden über eine Funktion S : [0, 1] 7→ C bestimmt, die den Fortschritt auf Raum-Zeit-Bedingungen abbildet. Dies
erlaubt u. a. mit S(0) und S(1) Start- und Endbedingung zu spezifizieren. Ebenso können bei der Einschränkung
von C auf den Zeitbereich reine Echtzeitaufgaben beschrieben werden. S ist beliebig, aber statisch. Aufgaben,
deren Raum-Zeit-Bedingungen von vorangegangenen Schritten der Bearbeitung abhängen, werden in mehrere
Aufgaben zerlegt. Abbildung 3 zeigt mehrere Raum-Zeit-Fenster einer Aufgabe, die mit dem Fortschreiten der
Ausführung verknüpft sind. Dadurch ensteht eine Art Korridor in der Raum-Zeit, in der die Aufgabe ausgeführt
werden darf.
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Abbildung 3: Raum-Zeit-Bedingungen einer Aufgabe entlang des Fortschritts.
Aufgaben können in beliebiger Weise voneinander abhängen, wobei wir dies in unserem Modell auf Raum-Zeit-
Abhängigkeiten beschränken, die jeweils über Raum-Zeit-Bedingungen definiert sind. Eine solche Abhängigkeit
D : [0, 1] × [0, 1] 7→ C definiert für beide beteiligten Aufgaben relative Raum-Zeit-Bedingungen entlang der
Fortschrittsverläufe beider Aufgaben, die zusätzlich zu den oben beschriebenen Raum-Zeit-Bedingungen beider
Aufgaben zu erfüllen sind. Abhängigkeiten zwischen mehr als zwei Aufgaben werden durch mehrere bilaterale
Raum-Zeit-Bedingungen beschrieben. Diese Abhängigkeiten erlauben es, komplexe Tätigkeiten, die insbesondere
auch nebenläufige Elemente enthalten können, mit Hilfe mehrerer unserer einfachen Aufgaben, die jeweils nur aus
einem sequentiellen Ausführungsfaden bestehen, zu beschreiben.
3 Vereinfachtes Modell
Das in Abschnitt 2 beschriebene generische Modell ist in der Lage, im Rahmen der beschriebenen Abstraktionen
eine große Menge von Anwendungen hinsichtlich ihres Raum-Zeit-Schedulings zu beschreiben, wobei insbeson-
dere auch Kooperation zwischen Akteuren beschreibbar ist, was in klassischen Tourenplanungsmodellen [GRW08]
fehlt. Die Möglichkeit, Raum-Zeit-Bedingungen und Abhängigkeiten zwischen den Aufgaben über beliebige kon-
tinuierliche Funktionen in mehreren Dimensionen zu beschreiben, führt jedoch zu einer sehr hohen Komplexität
dieses allgemeinen Modells. Darum soll es uns als Ausgangspunkt für mögliche Vereinfachungen dienen, um somit
Lösungen für bestimmte Schedulingprobleme der cyber-physischen Systeme in höchstens polynomialer Aufwand
zu finden. Einen ersten Ansatz für ein solches vereinfachtes, aber immer noch relevantes Modell beschreiben wir
im Folgenden.
Es wird nur eine Art von Akteuren betrachtet, die frei positionierbar und vollständig vorhersagbar sind, also inner-
halb unserer Kategorisierung die größten Freiheiten besitzen. Probleme, die von stärker eingeschränkten Akteuren
ausgehen, können damit unter Umständen trotzdem beschrieben werden, indem die Einschränkungen der Akteure
als zusätzliche Raum-Zeit-Bedingungen für sämtliche Aufgaben beschrieben werden.
Hinsichtlich der Aufgaben liegen die Ansätze zur Vereinfachung in den Funktionen S und D. Eine einfache Ver-
sion von S ist konstant, bildet also unabhängig vom Fortschritt stets auf die gleiche Raum-Zeit-Bedingung ab.
Aufgaben, bei denen das nicht umsetzbar ist, können in der vereinfachten Version des Modells in eine Reihe von
Einzelaufgaben zerlegt werden, die jeweils eine konstante Raum-Zeit-Bedingung erfüllen.
In der Echtzeitwelt wird in einfachen Modellen von unabhängigen Tasks ausgegangen. Im Bereich von mobilen
cyber-physischen Systemen führt eine solche Einschränkung jedoch dazu, dass nahezu alle relevanten Anwen-
dungen ausgeschlossen werden und infolge des großen Freiraums auch einfache Lösungen nicht übertragbar sind.
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Somit vereinfachen wir dahingehend, dass D lediglich zu Beginn und Ende der Fortschrittsverläufe (also an den
Stellen (0, 0), (0, 1), (1, 0) und (1, 1) Raum-Zeit-Bedingungen definiert. Damit wird die Komplexität stark gesenkt,
ohne jedoch relevante Abhängigkeiten der Art, dass die Aufgaben zur gleichen Zeit am gleichen Ort enden müssen
oder dass eine Aufgabe an dem Ort zu der Zeit beginnen muss, zu dem/der eine andere Aufgabe abgeschlossen
wurde, auszuschliessen.
Diese Vereinfachungen schränken die Vorteile des generischen Modells für die ausgewählte Klasse von Akteuren
nur unwesentlich ein, da Aufgaben geeignet in kleinere Teile zerlegt werden können und damit eine Diskretisie-
rung der im vollständigen Modell kontinuierlichen Raum-Zeit-Bedingungen erreicht wird. Hinsichtlich der Ak-
teure schließt die Einschränkung eine Reihe von Anwendungen aus, so dass Lösungen nur noch unter bestimmten
Annahmen und Einschränkungen möglich sind.
4 Zusammenfassung und Ausblick
In diesem Beitrag haben wir einen Vorschlag für ein generisches Modell für Raum-Zeit-Schedulingprobleme cyber-
physischer Systeme präsentiert. Ausgehend von diesem Modell haben wir eine Vereinfachung abgeleitet, die die
Komplexität deutlich senkt, aber dennoch für die Beschreibung vieler relevanter Anwendungen geeignet ist.
Die Fortsetzung dieser Arbeit zielt in mehrere Richtungen: Zum einen wollen wir Anwendungen hinsichtlich des
generischen Modells detailliert klassifizieren und auf dieser Basis eine verfeinerte Vereinfachung ableiten. Zum
anderen wollen wir konkrete Scheduling-Algorithmen auf Basis des vereinfachten Modells entwickeln. Diese Al-
gorithmen sollen auf Erkenntnissen sowohl aus dem Echtzeitscheduling als auch der dynamischen Tourenpla-
nung [Auf10, GI05] basieren.
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Location-based Access Control Providing
One-time Passwords Through 2D Barcodes
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Abstract: Location-based Access Control often relies a location proof, which ensures that a specific user is at a
specific location. These locations are most often inferred from measurements. As a consequence, such systems
are never trustworthy. An attacker can simply fake sensor measurements or even sensor data in absence of a
trusted measurement module. Moreover, the measurement data is typically stable over time at a fixed location
and can thus be replayed at later times. With this paper, we propose a system, which can provide functionality
for a location proof, which does not rely on measurements and does not suffer from replay attacks. Therefore,
a self-contained system is generating signed one-time passwords and communicates them via 2D barcodes for
authentication of camera-enabled devices being in a specific location.
1 Introduction
An attractive and fast-growing business area in mobile context is tying certain services to specific geographic
locations. Such services often provide information to which access is granted if and only if the user is physically
present at a specified location. Many of these location-based services rely heavily on the correctness of location
information. The verification of such information presents an active area of research, because there are certain
scenarios in which tampering with sensor data to fake locations is feasible.
Moreover, for the use-case of location-based access control it is often much simpler to couple access control
with interaction. Especially, if access control points are rare. A common technique to provide such functionality
is given by Near-Field-Communication [ABPW07, AK06, GS08]. However, Near-Field-Communication is not
implemented in recent Apple devices and hence does not allow for a “ Bring-Your-Own-Device” philosophy.
If sensor data should not be trusted, infrastructure-based localization is needed, which usually introduces severe
privacy risks. Therefore we can conclude, that only an architecture, which provides proximity or location informa-
tion in line with the user’s intention can be successful. The proposed system consists of a backend service the user
wants to authenticate with and a small computing unit that is placed at a specific geographic location. To activate a
computing unit against our backend service a public/private key pair is created inside this computing unit and the
associated public key is registered in the backend service. After activation the unit should be physically bound to
a fixed location.
For each user requiring access to the location-based information the computing unit constructs a one-time pass-
word. For this purpose it uses the cryptographic hash function SHA-1 to generate a digest from an internal counter
and a timestamp. This message digest is then encrypted with the unit’s private key. The resulting one-time token
consists of the plain-text representation of both the counter and the timestamp together with the message digest
and is transmitted to the user via a QR code. To gain access the user authenticates himself to our backend service
using this one-time token. As only the backend service is able to verify the integrity of the token and as the counter
effectively prohibits replay attacks, the system is secure. Moreover, the intention of the user gets expressed by
scanning a visual code and hence, privacy problems occuring due to tracking of people without their attention and
permission are absent.
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In this paper we present a prototypical implementation of our architecture based on the open-source prototyping
platform Arduino [Ard]. For transmitting the authentication token we employ QR-codes. We therefore equipped
the Arduino with a LCD display, which is capable of displaying such two-dimensional barcodes. In contrast to
using NFC for the token transmission merely all smartphones ship with the required hardware: a sufficient camera.
2 Implementation Details
As an appropriate basis of our prototypical implementation we employed the Arduino Mega2560. Arduino
is an open-source prototyping platform that ships with a complete toolchain for implementing and running C
code. The Mega2560 is run by an Atmel ATMega2560 microcontroller at 16MHz that is part of the Atmel AVR
microcontroller-family. It is capable of calculating signature digests in a reasonable amount of time.
Figure 1: Arduino Prototype With LCD Display Attached
The Arduino-based controller was equipped with a SainSmart 3.2" TFT LCD Display module driven by an
SSD1289 display controller, where a display interface library is readily available [UTF].
The open source software qrencode was modified to run on the Arduino and to display QR-codes via said library.
Cryptographic routines are based on Colin Plumb’s BigNum libary [BNL], which basically provides modular
exponentiation of big integers to systems with CPUs supporting 32 bit integer data natively.
As for hashing, the well-known and widely used SHA-1 digest was used, though it is known to have some smaller
weaknesses. In 2005, Wang et al. successfully attacked an SHA-1 digest with fewer than 269 hash calculations
[WYY05], which they were able to lower to 263 calculations only a few months later [SHA]. Thereby, they reduced
the theoretical bound of 280 hash calculations of a brute-force-attack. However, we consider this acceptable for
our prototypical implementation as the hashing algorithm could be easily replaced later on.
The system basically runs in a loop. However, in the initialization phase, a public/private key pair is generated and
the public key is displayed using a QR-code. This QR-code can then be scanned and transmitted to a backend,
where this one-time password generator is then accepted for certain service authentications. The private key is held
in the device. For high-security applications, this initialization scheme should of course be implemented using a
tamper-proof module or a smart card. However, a physical shielding of the device is sufficient in most situations.
Now, the system runs in a loop with configurable delay, incrementing the internal counter at each iteration, gener-
ating a signed one-time password from this counter and a timestamp, and showing this information as a QR-code
readable by almost any smartphone. By transmitting this signed one-time token to a backend, the service is able
to uniquely identify any known unit and trigger an appropriate response - the backend decides whether or not to
grant access. A simplified scheme is given in figure 2.
In this way, location-based authentication can be triggered on a backend without an interconnected infrastructure.
Neither active nor passive localization is needed, nor an Internet connection of any device except for the device,
which wants to authenticate to an online service, of course.
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Figure 2: Simplified Authentication Scheme
3 Use-Cases
The possible application of our architecture is diversified. It could be used to grant physical access to a restricted
area since the computing unit is uniquely identifiable through its public/private key pair. Therefore, the geographic
location of each unit has to be provided together with the public key in the initialization phase. Additionally, each
user has to be registered with the backend through a seperate public/private key pair, too. The one-time token that
has been extracted from the QR-code is signed by the user’s private key before being transmitted to the backend.
Thereby, the backend can both identify the user and the location that the user tries to gain access to. And thereby,
this scheme can be incorporated into a fine-grained, centrally manageable room access control system.
Another use-case is mobile payment. A gas pump at a gas station for example encrypts all necessary payment
details into a signed QR-code. The user decodes the QR-code and transmits the signed token to a backend. The
server verifys both the gas pump and the user and triggers a payment process after successful verification.
4 Conclusion
With this paper, we presented a framework for presence-based authentication with respect to Internet services,
while the authentication device does not need on any network connection.
Moreover, we developed a prototyping platform for display-based communication and gave a working proof-of-
concept implementation of our approach. From a hardware perspective, the framework only needs a microcon-
troller, which is able to calculate hashes and perform RSA encryption and a diplay to transmit a digest via QR
code. This display can easily be replaced by any near-field communication technology such as NFC or Blue-
tooth. However, using a display leads to authentication with a clear intention of the user. It is rather unlikely to
accidentally scan a matrix code as compared to performing an NFC touch.
In future work, this will be integrated into a middleware supporting NFC, Bluetooth and other wireless personal
area networks for transmission of said access tokens aiming at transparent support of interaction-based authentica-
tion for online services using smartphones, including NFC-enabled ones and rather simple ones.
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Lokalisierung mobiler Roboter mittels RFID-NaviFloor R©







Abstract: In diesem Beitrag wird eine Mo¨glichkeit beschrieben, wie mobile Roboter
mittels RFID-Technologie lokalisiert und navigiert werden ko¨nnen. Fu¨r diesen Zweck
wird ein RFID Boden(NaviFloor R©) der Firma Future-Shape verwendet, der aus einem
bestimmten Raster von RFID-Tags besteht. Der Roboter ist mit einem RFID-Reader
ausgestattet und liest die entsprechenden IDs der Tags beim u¨berqueren ein. Durch die
initiale Zuteilung von ID und Position kann die absolute Pose, wa¨hrend der Fahrt des
Roboters, bestimmt werden. Daru¨ber hinaus werden die Informationen von weiteren
Sensoren zwischen den Tags erfasst und fl ieß en mit in die Berechnung ein. Die Zu-
standsscha¨tzung erfolgt durch den Monte Carlo Partikelfilter, um die Pose zwischen
den einzelnen Tags zu scha¨tzen. Aufgrund der einmaligen Installation des NaviFloors
R© beno¨tigt der Roboter lediglich ein RFID-Lesegera¨t fu¨r eine globale Lokalisierung.
Durch den Einsatz der RFID-Technologie kann, bei der Lokalisierung mobiler Robo-
ter, auf teure Sensorik verzichtet werden, wodurch die Kosten des Projekts minimiert
werden.
1 Einfu¨hrung
Die Entwicklungen und Mo¨glichkeiten der Lokalisierung von mobilen Robotern hat in
den letzten Jahren immer weiter zugenommen. Einer der Gru¨nde dafu¨r ist, dass Roboter
nicht mehr auf statischen Strecken fahren, sondern sich kollisionsfrei in einem Arbeits-
raum bewegen sollen. Die Ausgangsfrage fu¨r eine genaue Lokalisierung lautet: ” Wo bin
ich?” . Um diese Frage zu beantworten, werden Sensorinformationen vom Roboter und von
der Umgebung beno¨tigt. Die Informationen u¨ber die Bewegung des Roboters werden bei-
spielsweise mittels Radencodern oder zusa¨tzlichen externen Sensoren ermittelt. Eine Aus-
kunft u¨ber die Umwelt des Roboters liefern beispielsweise Laserscanner, Kameras oder
einlesbare Markierungen an den Wa¨nden oder am Boden. Um die Pose des Roboters zu
bestimmen ko¨nnen zwei unterschiedliche Lokalisierungsprinzipien angewendet werden.
[1]
Bei der lokalen Lokalisierung ist die Startpose des Roboters bekannt. Mit Hilfe von kon-
tinuierlichen Messungen der Odometrie-Sensoren, kann die Pose bei jedem Abtastschritt
gescha¨tzt werden. Bei dieser Methode summieren sich schon geringe Abweichungen der
169
Sensoren u¨ber die Zeit, was eine genaue Lokalisierung unbrauchbar macht. Fu¨r kleine
Strecken oder fu¨r eine Lokalisierung mit geringer Genauigkeitsanforderung ist dieses Ver-
fahren eine effektive und gu¨nstige Lo¨sung. [1]
Bei der globalen Lokalisierung ist die Startposition des Roboters der Umwelt unbekannt.
Fu¨r eine Lokalisierung des Roboters mu¨ssen erst signifikante Umgebungsmerkmale er-
fasst werden, die der Roboter mittels Sensoren erfasst. Durch den Einsatz eines RFID-
Boden, kann die absolute Position des Roboters ermittelt werden, wenn dieser ein RFID-
Tag u¨berquert. Lediglich die Orientierung kann erst bestimmt werden, wenn der Roboter
mehr als einen Tag u¨berquert. [1] [9] [10]
Eingesetzt wird der RFID-Bodens beispielsweise schon in Krankenha¨usern und Pfl egehei-
men, um Kosten zu senken. In diesen Einsatzgebieten werden ha¨ufig Transportdienste ver-
wendet. Beispiele fu¨r Transportdienste sind z.B. das Ausgeben von Essen, die Verteilung
von Medikamenten oder das Waschen von Wa¨sche. Transportroboter ko¨nnen sich u¨ber den
NaviFloor Lokalisieren und Informationen vom Patienten weiterleiten. Zusa¨tzlich ko¨nnen
weitere Gegensta¨nde wie Betten oder Rollstu¨hle mit RFID-Lesegera¨ten ausgestattet wer-
den, damit deren Position im Geba¨ude bekannt ist.[4] [2]
Daru¨ber hinaus ko¨nnen sich mehrere Roboter u¨ber den NaviFloor bewegen und die einge-
lesenen IDs an einem zentralen Server weiterleiten, der die Roboter navigieren kann, um
Kollisionen zu vermeiden. [10]
1.1 RFID-Technik
Mittels RFID-Technologie ko¨nnen Objekte und Personen u¨ber eine eindeutige Identifi-
kationsnummer eingeordnet werden. Laut VDI-Richtlinie 4416 besteht ein vollsta¨ndiges
RFID-System aus folgenden Komponenten:
• Transponder (Tag), Datentra¨ger
Dieser wird an dem zu identifi zierenden Objektes oder an einer bestimmten Position
im Raum angebracht. In diesem Projekt sind die Tags in einem Raster von 50x50 cm
auf dem NaviFloor aufgebracht.
• Empfangsgera¨t, RFID-Lesegera¨t (als Lese- und Schreibgera¨t erha¨ltlich)
Die Lesegera¨te versorgen die entsprechenden RFID-Tags mit Strom, wodurch die
Tags ihre Identifi kationsnummer senden. Die gesendete ID wird vom Lesegera¨t emp-
fangen und kann dann weitergeleitet werden.
• Informationssystem
Das Informationssystem verarbeitet die eingelesenen IDs und hat Informationen der




Die Energieversorgung der RFID-Tags unterteilt sich in der aktiven und passiven Versor-
gung. Die passiven Transponder verfu¨gen selbst u¨ber keine eigene Stromversorgung und
mu¨ssen sich deshalb die Energie aus den Funkwellen des Lesegera¨tes beziehen. Die aus
dem Lesegera¨t empfangene Energie wird dazu beno¨tigt, damit sich die Tags aktivieren und
die hinterlegten Informationen senden.
Passive Transponder besitzen eine Antenne, die als Spule fungiert und Kondensatoren
aufl a¨dt, um die Stromversorgung sicher zu stellen. Dabei ist zu beachten, dass die Ver-
sorgung des Lesegera¨ts kontinuierlich u¨bertragen werden muss, damit die U¨bertragung
fehlerfrei funktioniert. Passive Tags sind kleiner und ko¨nnen kostengu¨nstiger hergestellt
werden, weshalb dieser Versorgungstyp im NaviFloor verwendet wird.
Aktive RFID-Transponder werden durch eine Batterie betrieben und haben eine gro¨ß ere
Reichweite ihre Daten zu senden. Dadurch vergro¨ß ert sich auch die Bauform und die Kos-
ten des Tags. Da im NaviFloor groß e Mengen an RFID-Tags gebraucht wird und eine
kleine Bauform besitzen muss, ist dieser Tag-Typ der Energieversorgung nicht optimal.
[2] [4]
Datenmenge
Die Datenmenge eines RFID-Tags definiert die zuru¨ckgegebenen Informationen, nachdem
die Stromversorgung durch ein Lesegera¨t gewa¨hrleistet wird. Die eingebetteten RFID-
Tags liefern eine entsprechende Antwort, die aus der MessageLength, der DataLength und
der einmaligen ID des Tags besteht. Eine Reihe von RFID-Tags liefern nur eine Ein-Bit-
Nachricht zuru¨ck, um die Existenz in einem bestimmten Bereich festzustellen. Diese Va-
riation wird beispielsweise in Einkaufsla¨den benutzt, um festzustellen ob Ware am Aus-
gang bezahlt wurde oder nicht. [2]
Frequenzbereiche & Reichweite
Eines der wichtigsten Unterscheidungsmerkmale ist der Frequenzbereich der RFID-Systemen.
Anhand der Wahl der Frequenz kann die Reichweite und Leistungsfa¨higkeit festgelegt
werden, da die Differenz in den unterschiedlichen Eingenschaften der elektromagneti-
schen Wellen liegt.
Es gibt drei Bereiche, in den die Frequenzen fu¨r ein RFID-System eingeteilt werden
ko¨nnen.
• LF-Bereich (low frequency): 30kHz bis 300kHz
• HF-Bereich (high frequency): 3MHz bis 30MHz
• UHF-Bereich (ultra high frequency): 300MHz bis 3GHz
171
Die verbauten RFID-Tags im NaviFloor senden im HF-Bereich mit 13,56 MHz und be-
sitzen eine Reichweite von bis zu 10 cm zwischen Tag und Lesegera¨t. Die Reichweite
variiert je nach Bodenbelag, durch die die Tags ihre Informationen zuru¨cksenden mu¨ssen.
Das U¨bertragungsverfahren nennt sich induktive Kopplung, bei der der Transponder die
Energie durch Induktion bezieht. Auß erdem wird ein Signal erzeugt, um die Daten vom
Transponder zum Lesegera¨t u¨bertragen zu ko¨nnen.
Abbildung 1: Induktive Kopplung zwischen zwei Antennen, [2]
[2]
2 Aufbau & Umgebung
iRobot Create R©
Zur Realisierung des Projekts wird ein mobiler Roboter der Firma iRobot eingesetzt. Die-
se spezielle Version des Roboters wird fu¨r die Entwicklung und Forschung eingesetzt und
verfu¨gt, im Gegensatz zu den anderen Modellen, u¨ber keine Saugeinheit. Der Roboter be-
sitzt auf der Oberseite einen Cargo Bay Connector, um die Daten der Sensoren auszulesen
und Steuerbefehle zum Roboter zu senden. [5]
Fu¨r die Lokalisierung ist es notwendig mehrere Sensoren des iRobot auszulesen, um Kol-
lisionen zu vermeiden und die Position zu bestimmen. Zur Kollisionserkennung besitzt
der Roboter an der Vorderseite einen Bumper, mit dem Kollisionen festgestellt werden
ko¨nnen, wenn der Roboter gegen Hindernisse fa¨hrt. U¨ber die Radencoder werden anhand
der Radumdrehungen die zuru¨ckgelegten Distanzen der einzelnen Ra¨der erfasst, um die
Pose des Roboters berechnen zu ko¨nnen. [5] [6]
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Arduino-Board
Fu¨r die Erfassung und Verarbeitung von Sensordaten wird eine Arduino-Plattform ver-
wendet, die mehrere digitale und analoge Ein- und Ausga¨nge besitzt und u¨ber den Mi-
krocontroller angesteuert wird. U¨ber die Entwicklungsumgebung wird der ATmega328
Mikrocontroller so programmiert, dass das Board die Informationen von den angeschlos-
senen Komponenten erfasst und verarbeitet. U¨ber mehrere Software- UARTs werden die
Komponenten angesprochen und die Informationen verarbeitet, um diese dann an einen
PC zu senden. [7]
Bluetooth-Modul
Um die verarbeiteten Daten von dem Arduino-Board an den PC zu senden, wird ein
Bluetooth-Modul von der Firma Stollmann verwendet. Das ausgewa¨hlte Modul, Blue-
Mod+B20, besitzt eine integrierte UART-Schnittstelle, mit der die Daten einfach u¨ber eine
Bluetoothverbindung zum PC gesendet werden ko¨nnen.[8]
NaviFloor R© & RFID-Reader
Der NaviFloor R© der Firma Future-Shape ist ein RFID-Underlay, der fu¨r die Navigation
von Roboter entwickelt wurde. Der NaviFloor R© ist ein Underlay und kann daher unter
Laminat, Teppich oder Kunstharzbo¨den verlegt werden und bietet damit ein breites Spek-
trum an Einsatzgebiete. Die RFID-Tags werden in einem Raster von 50x50 cm integriert,
sodass eine realtiv ha¨ufige U¨berquerung des Roboters eine gute Positionsermittlung ergibt.
[4]
Wenn die passiven Tags u¨ber ein elektromagnetisches Feld ausgelesen werden, liefern die-
se eine eindeutige Identifikationsnummer zuru¨ck, welche eine Position repra¨sentiert. Im
Vorfeld muss jeder Tag per Hand ausgelesen und deren Position in einer Datenbank ab-
gelegt werden. Somit kann bei jeder U¨berschreitung eines Tags die Position des Roboters
bestimmt werden. [3] [2]
Als RFID-Lesegera¨t wird das SkyeModule M1 von der Firma skyetek verwendet. Dieses
ist fu¨r 13,56 MHz Tags entwickelt worden und unterstu¨tzt mehrere RFID-Protokolle. Die
geringen Maß e von 38mm x 40mm x 4mm erlauben es, das Gera¨t an der Unterseite des
Roboters anzubringen und u¨ber die integrierte UART-Schnittstelle mit dem Arduino-Board
kommunizieren zu lassen. [3]
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Abbildung 2: RFID-Tag aus dem NaviFloor R©
Verarbeitung und Darstellung
Der komplette Aufbau des Projekts besteht aus der Kombination der einzelnen Kompo-
nenten. Das Bluetooth-Modul und das RFID-Lesegera¨t wird an das Arduino-Board ange-
schlossen und mit dem iRobot Create R© verbunden. Das Arduino-Board wird im Vorfeld
so programmiert, dass es die Daten des Roboters und des RFID-Readers in regelma¨ß igen
Absta¨nden abfragt und per Bluetooth an dem PC sendet.
Abbildung 3: U¨bersicht des Aufbaus
Die Verarbeitung und Darstellung der Informationen wird u¨ber das Programm MATLAB
realisiert. Vorab wurden die einzelnen RFID-Tags per Hand ausgelesen und die Identifika-
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tionsnummer einer Position zugeordnet und in einer Tabelle gespeichert. Ein MATLAB-
Skript empfa¨ngt die u¨bertragenden Bluetooth-Daten vom Arduino-Board und berechnet
anhand der Odometrie-Daten und der Tag-IDs die gescha¨tzte Position.[1] [3]
Zur Veranschaulichung stellt die entwickelte GUI den Raum dar, in dem der Teppich ver-
legt wurde und die unterschiedlichen Wege des Roboters aus den realen und den gescha¨tzten
Daten. Die GUI kann auch zur Steuerung des Roboters genutzt werden, indem die spezi-
fischen Fahrbefehle des iRobot Create R© an das Arduino-Board u¨bertragen werden und
dieses die Befehle an den Roboter weiterleitet. [8] [5]
3 Entwicklung
Lokalisierung
Das Ziel des Projekts ist es anhand der RFID-Tags eine globale Lokalisierung des Ro-
boters sicherzustellen. Fu¨r eine globale Lokalisierung werden Informationen der Um-
welt beno¨tigt, welches die Zuordnung von Position und Identifikationnummer der RFID-
Tags liefert. Bei jeder U¨berfahrt eines Tags kann eine globale Position bestimmt werden.
Dazwischen jedoch werden die Odometriedaten des Roboters genutzt, um eine Positi-
onsscha¨tzung durchzufu¨hren[1]. Die Odometriedaten der Radencoder sind aber fehler-
behaftet, sodass keine genaue Lokalisierung mo¨glich ist. Durch unterschiedliche Unter-
gru¨nde oder einem unterschiedlichen Reifendurchmesser weichen die zuru¨ckgelieferten
Werte von den realen stark ab. [6]
Um diesen Fehler zwischen den RFID-Tags zu minimieren wird eine Zustandsscha¨tzung
durchgefu¨hrt, die anhand der Sensorwerte, den Abweichungen und den Stellgro¨ß en be-
rechnet wird. [1] [9] [10] [11]
Arduino-Board Aufgaben
Das Arduino-Board ist die Schnittstelle zwischen dem iRobot Create R© und der Steue-
rung und Verarbeitung des PCs. Beim Start werden die initialen Einstellungen fu¨r die
Sensoren-Schnittstellen und des mobilen Roboters vorgenommen. Eine der Aufgaben ist
die Kollisionsverarbeitung, wenn der Roboter gegen ein Gegenstand fa¨hrt. Wenn eine Kol-
lision u¨ber den Bumper entsteht, fa¨hrt der Roboter eine definierte Distanz ru¨ckwa¨rts, dreht
sich auf der Stelle und nimmt dann wieder eine Geradeausfahrt auf. Fu¨r diesen Ablauf
beno¨tigt der iRobot Create R© bestimmte Steuerbefehle, die das Arduino-Board u¨ber die
UART-Schnittstelle an den Roboter u¨bertra¨gt. [6] [7]
Desweiteren werden in regelma¨ß igen Absta¨nden von ca. 130 ms alle Sensoren nacheinan-
der abgefragt. Dazu geho¨ren:
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Diese werden dann in u¨ber ein Protokoll per Bluetooth weitergeleitet und u¨ber die Matlab
GUI dargestellt.
Lokalisierungsverfahren
Zur Zustandsscha¨tzung wird der Monte Carlo Partikelfilter verwendet, der es ermo¨glicht
mit Hilfe von Partikeln eine Approximation des Zustand und dessen Wahrscheinlichkeit in
dem Zustandsraum zu bestimmen. Mit der zuvor erstellten nichtlinearen Systemfunktion




Abbildung 4: Darstellung der Partikel bei U¨berquerung der Tags
Am Anfang ist die Verteilung der Partikelmenge so verteilt, dass jeder Partikel eine Positi-
on darstellen kann und dieselbe Wahrscheinlichkeit besitzen. Beim Start kann der Roboter
jede Position im Raum besitzen, bis der Roboter ein RFID-Tag u¨berquert, wodurch die
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zugeordnete globale Position bestimmt wird (siehe Abb. 4a). Dabei verdichten sich die
Partikel um den u¨berfahrenden RFID-Tag.
Im na¨chsten Schritt wird die Pra¨diktion und ein Aktualisierungsschritt durchgefu¨hrt, bei
der fu¨r jedes Partikel die Zustandsu¨bergangsfunktion mit Rauschen angewandt wird. Das
Rauschen ist abha¨ngig von der jeweiligen Varianz, die bei den Zusta¨nden und dem Mess-
vorgang auftreten ko¨nnen.
In Abbildung 4b konnte die globale Position bestimmt werden, jedoch nicht die Orien-
tierung. Diese kann erst berechnet werden, wenn der Roboter mindestens zwei RFID-
Tags u¨berquert hat. Deswegen verteilen sich die Partikel im Aktualisierungsschritt in alle
Richtungen, bis in Abbildung 4c durch das Einlesen eines weiteren Tags die Orientie-
rung berechnet werden kann. Die neue Position wird mit jedem Partikel verglichen und ,je
nachdem wie groß die Differenz ist, bekommen die Partikel eine gute bzw. eine schlech-
te Gewichtung. Die Partikel mit einer geringen Differenz, zwischen Erwartungswert und
der Messung, bleiben fu¨r die weitere Berechnung erhalten. Die schlechten jedoch mu¨ssen
durch gute Partikel ersetzt werden, sodass sich durch einen gewichteten Mittelwert die
neue gescha¨tzte Position anhand der Partikeldichte berechnet werden kann. Durch die
Bestimmung der Orientierung verteilen sich die Partikel im na¨chsten Aktualisierungs-
schritt in Richtung der tatsa¨chlichen Fahrtrichtung (siehe Abb. 4d). Allerdings verteilen
sich die Partikel aufgrund der groß en Varianzen der Odometriedaten immer weiter von der
tatsa¨chlichen Position des Roboters, welche sich erst wieder verdichten, wenn ein weiterer
RFID-Tag eingelesen wird. [1]
4 Auswertung
In Abbildung 5 ist die Matlab-GUI dargestellt, die eine Testfahrt des Roboters zeigt. Es
werden verschiedene Trajektorien auf der Karte visualisiert, die aus verschiedenen Posi-
tionsdaten basieren. Die gelben Marken stehen fu¨r die Positionberechnung unter Verwen-
dung der Stellgro¨ß en, die an den Roboter gesendet werden. Durch Unebenheiten, Unter-
grundbeschaffungen und der Radencoderunsicherheit bewegt sich der Roboter nicht iden-
tisch anhand der Steuerbefehle.
Die Positionen aus den verrauschten Steuerbefehlen werden in gru¨n dargestellt. Diese
werden abha¨ngig von den gegebenen Varianzen verrauscht und fu¨r den Zustandsscha¨tzer
beno¨tigt, um ein Vergleich der Messwerte vorzunehmen. Durch die wiederholende Ab-
frage und Verarbeitung der Odometriedaten werden die berechneten Positionen rot darge-
stellt. Zu sehen ist, dass sich die Daten der verschiedenen Quellen unterscheiden und der
Zustandsscha¨tzer anhand dieser Daten und den dazugeho¨rigen Varianzen eine Scha¨tzposition
errechnet.
Die Partikel des Monte Carlo Partikelfilters werden durch blaue Punkte repra¨sentiert, die
die gescha¨tzte Pose des Roboters durch die Partikeldichte bestimmt. Die gescha¨tzte Pose
wird als schwarzes Kreuz dargestellt und berechnet sich aus einem gewichteten Mittelwert.
Die Abbildung 5 stellt eine Roboterfahrt dar, die in (0,0) startet und in (-500,-1000) endet,
wobei die Maß einheiten Millimeter sind. Wa¨hrend der Fahrt u¨berquert der Roboter insge-
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Abbildung 5: Matlab-GUI: Darstellung der Roboterbewegungen
samt vier RFID-Tags,die als groß e blaue Kreise abgebildet werden, die im Raster 500mm
x 500mm in den Underlay eingearbeitet wurden. Der Roboter bewegt sich in diesem Bei-
spiel solange Geradeaus, bis er auf ein Hindernis sto¨ß t, fa¨hrt eine kleine Distanz zuru¨ck
und dreht sich auf der Stelle. Danach nimmt der Roboter wieder die Geradeausfahrt auf.
Vom Start bis zum ersten Hindernis u¨berquert der Roboter insgesamt drei RFID-Tags und
versucht durch die Drehung das Hindernis auszuweichen. Nach der zweiten Kollision mit
dem Hindernis sind die summierten Fehler durch die Odometrie so groß , dass die reale Po-
sition nicht mehr mit der gescha¨tzten u¨bereinstimmt. Der Roboter u¨berquert in (500,500)
ein RFID-Tag, somit ist die reale Position bekannt. Die Scha¨tzung der Position lag jedoch
bei ca (1000,500). Fu¨r den weiteren Verlauf wird die neue Position des RFID-Tags in die
Berechnung aufgenommen und die Partikel werden neu um den Tag verteilt. Wenn la¨ngere
Zeit kein Tag eingelesen wurde, verteilen sich die Partikel immer weiter im Raum, was ei-
ne genaue Lokalisierung erschwert. Zu beobachten ist, dass bei der Drehung des Roboters
die gro¨ß ten Unsicherheiten entstehen, weil die Ansteuerung der Ra¨der nicht genau genug




Das Projekt bietet viel Potential fu¨r Verbesserungen und Weiterentwicklungen. Ein Vor-
schlag wa¨re die automatische Kartenerstellung des Raums. Durch die fest definierte Ras-
tergro¨ß e des NaviFloors R© kann der mobile Roboter eine bestimmte Fahrstrategie abfahren
und u¨ber das RFID-Lesegera¨t die Identifikationsnummern der Tags Positionen zuordnen.
Voraussetzung dafu¨r ist, dass die initiale Ausrichtung des Roboters bekannt ist.
Zur Zeit werden die Sensordaten an den PC gesendet, der den Monte Carlo Partikelfilter
anwendet und dem Roboter neue Steuerbefehle zuru¨cksendet. Von Vorteil wa¨re es, wenn
die ganze Lokalisierungsberechnung auf den Roboter selbst von statten geht, um den Ro-
boter autonom fahren zu lassen. Da der Partikelfilter viel Rechenleistung beno¨tigt, wa¨re
eine Alternative andere probabilistische Verfahren zu benutzen, wie z.B. den Erweiterten
Kalmanfilter. Mit Hilfe dieser Verfahren ko¨nnen die Daten direkt auf dem Mikrocontroller
verarbeitet werden und mu¨ssen nicht mehr u¨ber eine kabellose Verbindung auf einem PC
u¨bertragen werden. Auf diese Weise bewegt sich der Roboter autonom durch den Raum,
nachdem er eine Zielkoordinate oder eine Streckenfahrt u¨bergeben bekommt.
Eine der groß en Fehlerquellen, wa¨hrend der Lokalisierung, ist die Orientierungsa¨nderung
bei einer Drehung des Roboters. Schon geringe Messfehler der Radencoder bewirken eine
gro¨ß ere Abweichung der Orientierung. Um diese Abweichung zu kompensieren, ko¨nnen
weitere Sensoren genutzt werden, die die Orientierungsa¨nderung messen. Solche Gyro-
skope messen die Drehgeschwindigkeit und ko¨nnen zur Errechnung der Orientierung mit
in die Berechnung hinzugenommen werden.
6 Zusammenfassung
Zusammenfassend kann gesagt werden, dass diese Methode der Lokalisierung eine kos-
tengu¨nstige Lo¨sung ist, im Vergleich zu teuren Sensoren wie ein Laserscanner. Wenn an-
genommen wird, dass sich mehrere mobile Roboter auf dem ausgelegten NaviFloor R© be-
wegen, beno¨tigt jeder Roboter lediglich einen RFID-Reader, um die Positionen zu bestim-
men. Zudem ist die beno¨tigte Rechenleistung fu¨r die Aufnahme der Tag-Informationen
sehr gering, im Gegensatz zu Laserscannern oder einer kamerabasierte Lokalisation. Als
Erga¨nzung zu den Radencodern, sollte ein Gyroskop-Sensor fu¨r die genaue Messung der
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Abstract: Das Projekt SpeedUp1 hatte die Zielstellung, Einsatzkräfte in Großlagen durch ein mobiles und 
weitgehend selbstorganisierendes technisches System zu unterstützen. Durch einen interdisziplinären Ansatz 
konnten in die Konzeption organisatorische Aspekte der beteiligten Behörden und Organisationen einfließen 
und aus dem Szenario Großlage ergaben sich Rahmenbedingungen und Einschränkungen für die verwendete 
Technik sowie Anforderungen an die Infrastruktur. Aus den damit verbundenen Herausforderungen lassen 
sich verschiedene Aspekte ableiten, die für ein unterstützendes IT-System als ortsbasierte Anwendung eine 
hohe Relevanz haben. 
1 Motivation 
Unachtsamkeit, technisches Versagen oder eine Naturkatastrophe - innerhalb weniger Minuten verwandelt sich 
eine Umgebung in ein Katastrophengebiet. Bilder zeigen verheerende Verkehrsunfälle und Brände in unsicher 
gebauten Tunneln, Entgleisungen von Personenzügen und Terroranschläge. Es sind unerwartete Ereignisse, die 
Einsatzkräfte vor extreme Herausforderungen stellt. In kürzester Zeit müssen Einsatzteams aus unterschiedlichen 
Behörden die Situation erfassen, Menschen retten, verletzte Personen identifizieren und für Sicherheit und 
Ordnung sorgen. Dabei stellt das nur einen Teil ihrer gesamten Aufgaben dar und unterscheidet sich in der 
Bewältigung stark nach der Organisation- und Arbeitsstruktur der einzelnen Kräfte. 
Polizei, Feuerwehr und Rettungsdienst sind verschieden aufgebaut und agieren mit unterschiedlichen Zielen. 
Dabei stellen gerade der Austausch und die Kooperation eine schnelle Hilfe vor Ort sicher. Eine übergreifende 
Zusammenarbeit mit einem gemeinsamen Wissensaustausch ist bis heute vollkommen offen. Für die bei einem 
Großeinsatz beteiligten Einsatzkräfte existierte bisher kein integrative Informations- und 
Kommunikationssystem unmittelbar am Schadensort. Derzeit erfolgt die Koordination durch persönliche 
Absprache vor Ort, über Behördenfunk oder auf Grundlage papierbasierter Dokumentationen. Bei großräumigen 
Szenarien wie Massenunfällen sind persönliche Absprachen oder die Beschaffung und Weitergabe von 
                                                          
1 SpeedUp wurde im Rahmen des Programms "Forschung für die zivile Sicherheit" der Bundesregierung (Bekanntmachung 
"Schutz und Rettung von Menschen") durch das Bundesministerium für Bildung und Forschung (BMBF) gefördert 
(Projektlaufzeit 01.05.2009 - 31.07.2012). 
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Dokumenten jedoch kaum zu bewältigen. Die Folgen sind Zeitverlust und im schlimmsten Fall eine steigende 
Zahl von Opfern. 
SpeedUp unterstützt die Einsatzkräfte in Großlagen durch ein mobiles und weitgehend selbstorganisierendes 
technisches System. Hierzu werden Kommunikations- und Datenplattformen zur Koordination und Vernetzung 
aller Einsatzkräfte vereint und die Lösung so ausgelegt, dass sie mobile Plattformen und lokale Ortungssensoren 
standardmäßig integriert. Das System muss dabei unterschiedliche Kommunikations- und 
Organisationsstrukturen - auf Befehl - weitgehend selbstorganisiert errichten und stabil betreiben. SpeedUp ist 
ein interdisziplinäres Vorhaben, das Forschungsergebnisse, Technologien und Partner aus unterschiedlichen 
Richtungen verknüpft. Dabei ist der Aufbau eines „shared mental models“, die Sicherstellung einer „situational 
awareness“ und der Umgang mit „Kulturunterschieden“ entscheidend [KG+10]. Sie dienen der Erarbeitung und 
Optimierung adäquater Interaktionsmodelle mit dem Ziel einen umfassenden Informationsfluss sowohl intra- als 
auch interstrukturell zu erreichen. Mit anderen Worten erfolgt eine Unterstützung der Kräfte im Einsatz nur, 
wenn das System ständig verfügbar ist, einfach zu bedienen und die notwendigen Informationen orts- und 
rollenbezogen zusammenträgt [WY+11]. 
2 Lessons Learned – Ortsbasierte Anwendung für Einsatzkräfte 
Die Arbeit im Projekt hat schnell gezeigt, dass eine interdisziplinäre Herangehensweise für eine erfolgreiche 
Technologieeinführung Voraussetzung ist. Antworten auf die Frage, welche Technologie geeignet ist und was 
die notwendigen Funktionalitäten sind, können erst beantwortet werden, wenn der Einsatzbereich und der 
organisatorische Kontext geklärt sind. Das gewählte Anwendungsszenario einer Großlage wie der Massenanfall 
Verletzter (MANV) bedeutet eine zusätzliche Komplexität durch die Kooperation verschiedener Organisationen 
mit unterschiedlichen Aufgaben an einem mehr oder weniger zufälligen Ort. 
2.1 Eine Zusammenstellung der Herausforderungen 
Ein technisches System zur Unterstützung in Großlagen muss auf fachlicher Ebene eine geeignete Unterstützung 
für die verschiedenen Einsatzkräfte ermöglichen sowie auf technischer Ebene einen zuverlässigen Betrieb 
gewährleisten. In Konsequenz fließen in die Konzeption organisatorische Aspekte der beteiligten Behörden und 
Organisationen ein und aus dem Szenario Großlage, ggf. auch Einsätze in Gebäuden oder unterirdischen 
Einrichtungen wie Tunnel, ergeben sich Rahmenbedingungen und Einschränkungen für die verwendete Technik 
und Anforderungen an die Infrastruktur (siehe Abb.1). 
Prozesse, Organisationen, Informationen: Ohne klare und gelebte Prozesse zur Bereithaltung von 
unterstützenden IKT-Systemen, sind diese Systeme nicht sinnvoll einsetzbar. Diese Organisation kostet Kraft 
und Zeit, ist aber zwingende Voraussetzung für die Einführung von unterstützenden IT-Systemen. Bisherige 
Prozesse im Einsatz insbesondere bei Großlagen basieren auf „Papier & Bleistift“ – das Wissen zum korrekten 
Umgang mit existierenden Formularen wird durch kontinuierliche Schulungen und Einsatz von „Gesundem 
Menschenverstand“ realisiert. Die Abbildung des „gesunden Menschenverstands“ in Software ist jedoch seit 
langem Gegenstand der Forschung und noch immer weit weg von praktischer Einsatzbarkeit [KG+10, KW+12]. 
Bisherige Prozesse werden sich wandeln müssen, neue Prozesse entstehen, alte entfallen. Beispielsweise gab es 
in Leitstellen der Polizei oder des Rettungsdienstes solche Veränderungen von Prozessen durch den Einzug von 
IT. Gesammelte Informationen in papierbasierten Verzeichnissen (Krankenhauskapazitäten, Rufnummern, 
Dienstleister etc.) sind elektronisch und in besserer Qualität verfügbar. Aber die alten Prozesse bleiben im 
Bestand und werden beübt, um bei einem Ausfall der Technik weiterhin handlungsfähig zu sein. Damit ist eine 
gewisse Abwärtskompatibilität für einen neuen Prozess wie auch für ein neues System von Bedeutung. 
Zu den wichtigsten Informationen am Einsatzort gehören neben den räumlichen Bedingungen, Informationen 
über vorhandene Einsatzkräfte sowie über technische Möglichkeiten. Prozesse zur (zentralen) 
Stammdatenerfassung und Verteilung auf mobile Geräte sind daher entscheidend. Der Informationsfluss richtet 
sich dabei nach den Organisationsformen und Aufgaben (Rollen) der Einsatzkräfte. Vor Ort soll der 
Kommunikationsfluss unter Zuhilfenahme verfügbarer mobiler Geräte möglichst robust und selbstorganisierend 
etabliert werden. Je nach den örtlichen Gegebenheiten (verfügbare Kommunikationsinfrastruktur, Weitläufigkeit, 
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Hindernisse in Kommunikationswegen, etc.) ist das Bestreben, die mobilen Geräte der sich ggf. bewegenden 
Einsatzkräfte unabhängig von der Organisation durch eine Vernetzung als Hub oder Transportmittel für 
Informationen zu nutzen [SH+12]. Schwierigkeiten ergeben sich aus den Organisationsunterschieden 
(unterschiedliche Kommunikationswege) und rechtlichen Fragestellungen zum Datenaustausch zwischen 
Organisationen (logischer Datenschutz vs. technische Datenverteilung). 
Organisatorische Aspekte Vorgehen im Einsatz
Infrastrukturelle und technische Aspekte Rahmenbedingungen im Einsatz





















Abbildung 1: Bewertung verschiedener Aspekte zum Projektstart (Bedeutung steigt in Pfeilrichtung) 
Die Kulturunterschiede der Organisationen und deren Aufgabenbereiche beeinflussen stark die Funktionalität 
des IT-Systems und die erforderlichen Daten [WY+11]. Während beim Rettungsdienst die Information über den 
Status von Verletzten wesentlich ist und diese in einer Einsatzleitung vor Ort zusammenfließen, sind 
personenbezogene Daten und Informationen über das Geschehen am Einsatzort für eine Polizei, die ggf. einen 
Führungsstab im Hintergrund hat, von Relevanz. Der Informationsbedarf einer Einsatzkraft ist zusätzlich 
abhängig von der Rolle und den damit verbundenen Aufgaben. Informationen müssen unter Umständen 
zusammengefasst werden und unter Hinzunahme externer Informationsquellen schnell zu Entscheidungen (ggf. 
unterstützt durch automatisiert ermittelte Entscheidungsvorschläge) führen können, z.B. Sichtung und 
Abtransport von Verletzen. 
Für Informationen, ohne explizites Quellsystem, muss ein adäquater Ersatz und damit eine zentrale 
Informationsquelle geschaffen werden. Neben dem System selbst, müssen auch hier explizite Zuständigkeiten 
festgelegt werden. Noch schlechter als keine Daten sind falsche Daten. Zur Sicherstellung korrekter und 
aktueller Daten ist die Anbindung an existierende, externe Systeme soweit wie möglich voranzutreiben – nur 
dann kann ein unterstützendes IT-System sinnvoll und übergreifend genutzt werden. (z.B. freie Betten in 
Krankenhäuser). Notwendige Stammdaten (Fahrzeuge, Personen, Einrichtungen etc.) müssen soweit wie 
möglich automatisiert erfassbar sein und aus führenden Systemen über standardisierte Schnittstellen integrierbar 
sein. Problem auch hier: Organisation (rechtlich und technisch) der Schnittstellen sowie Sicherstellung des 
Betriebs. 
Modularität und Funktionalität: Die Anpassbarkeit der bereitgestellten Funktionsauswahl für das SpeedUp-
System hat sich als extrem Wichtig gezeigt, da trotz gleichen Aufgaben und Zielstellung, jede 
Organisationseinheit andere gelebte Praxis hat. In der Architektur und dem Design der Softwarelösung wurde 
durch modulare Bausteine diese Anforderung umgesetzt (siehe Abb. 2). Der gewählte modulare Aufbau ist 
geeignet, um verschiedene Organisationen sowie unterschiedliche Rollen innerhalb der gleichen Behörde oder 
Organisation im Einsatz abbilden zu können. Wobei zu beachten ist, dass die Rolle einer einzelnen Einsatzkraft 
























Abbildung 2: Modularer Aufbau des SpeedUp-Demonstrators mit organisationsspezifischen Modulen 
IT im Rettungseinsatz: Die Akzeptanz eines IT-Systems muss sich durch eine gute Praxistauglichkeit 
bewähren, d.h. auf die Aufgaben und Abläufe passende Funktionalität zur Verfügung stellen, einfache und 
intuitive Bedienung ermöglichen und damit den „Rettungsbetrieb“ nicht stören. Die Akzeptanz hängt dabei nicht 
nur von der Softwarelösung ab sondern auch entscheidend von der Hardware: Gewicht und Robustheit der 
Geräte, Betriebsdauer im Batteriebetrieb, Aufwand zur Erhaltung der Betriebsbereitschaft und zum Aktivieren 
der Geräte sowie ggf. Aufbauaufwand einer notwendigen Infrastruktur. Die Geräte dürfen im Einsatz nicht als 
störend empfunden werden [HC+12]. 
Für den zweckmäßigen Gebrauch im Einsatz ist eine Routine im Umgang mit dem System entscheidend. Um 
dies zu erreichen muss das System im Idealfall als Standardwerkzeug im Regelbetrieb und nicht nur in eher 
seltenen Großlagen genutzt werden. Unterstützend helfen Simulationen, Schulungen und Übungseinsätze um die 
Angst an einem neuen technischen System zu nehmen. Die Passgenauigkeit und Tauglichkeit der 
Softwarelösung, die Usability, spielt eine entscheidende Rolle dabei. Das äußert sich u.a. in einer intuitiven 
Bedienung, die zugeschnitten auf typische Einsatzszenarien und die verwendete Hardware ist [HC+12]. 
Technische Herausforderung: Im Verlauf der technologischen Betrachtung und der Implementierungen hat 
sich bei den Kommunikationsprotokollen, den Routing- und Ortungstechnologien deutlich gezeigt, dass die 
sinnvoll nutzbaren Ergebnisse unbefriedigend sind. Unter Kommunikationsaspekten ergibt sich eine 
Notwendigkeit nach einer austragbaren und leicht transportablen Kopplungslösung [SE+11]. Die am Markt 
verfügbaren Systeme weisen einen integralen Fahrzeugansatz auf. Dessen Anwendbarkeit beschränkt sich auf 
einen befahrbaren Zugang. Eine tragfähige Kleinlösung in Form eines Kleinkoffers hat sich als sinnvoll 
herausgestellt. Dabei ist die Sicherstellung der Konnektivität mit marktverfügbaren Systemen extrem 
problematisch, da kein Betriebssystem für einen Ad-hoc Betrieb ausgelegt ist. Bezüglich der Ortungstechniken 
haben sich die Anforderungen auf der einen Seite in Form der Genauigkeit entspannt und auf der anderen Seite 
der Wunsch nach einer flächenübergreifenden Lösung (Nutzbarkeit in Gebäuden und Feld) verstärkt. Im 
Ergebnis haben sich die positiven Aspekte einer Ortung in der Fläche sowohl in der Führung als auch in der 
Visualisierung von Einheiten deutlich gezeigt. Bei allen technischen Lösungen steht die einfache Anwendbarkeit 
im Vordergrund und ist eine Praxistauglichkeit notwendig. Aktuell ist die Erreichbarkeit dieser Güteklasse im 
Realbetrieb nur aufwändig realisierbar. 
2.2 Aspekte für die Konzeption ortsbasierter Anwendungen für Einsatzkräfte  
Aus den Herausforderungen lassen sich einige Aspekte (siehe Abb.3) ableiten, die für ein unterstützendes IT-
System eine hohe Relevanz haben. Dabei spielt die Spezifika des Einsatzgebietes sicher eine bedeutende Rolle. 
Dennoch lassen sich die Aussagen auch verallgemeinern und sind übertragbar auf ortsbasierte Anwendungen. 
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Abbildung 3: Bewertung verschiedener Aspekte zum Projektstart (Bedeutung steigt in Pfeilrichtung) 
Bei der Bewertung dieser Aspekte kommt man zu unterschiedlichen qualitativen Aussagen. Insbesondere 
verändert sich die Sichtweise mit zunehmendem Kenntnisstand über die organisatorischen Aspekte, den 
fachlichen Anforderungen sowie den eher technischen Aspekten. 
3 Zusammenfassung 
Im Laufe des Projektes SpeedUp hat sich klar die Sichtweise von einer auf die Funktionalität und Technik einer 
ortsbasierten Anwendung zu einer Sichtweise entwickelt, die den organisatorischen Kontext und die angestrebte 
Akzeptanz stärker einbezieht (vergl. Abb.1 & 3). Diese Veränderung ist schwer messbar, dennoch an den 
Herausforderungen und den „Lessons Learned“ erkennbar. Sie ist ebenso wichtig, um die Erfolgschancen eines 
IT-Systems und damit eines IT-Projektes zu erhöhen.  
Literaturverzeichnis 
[HC+12] Hal, G., Coskun, T., Artinger, E., Benzina, A., Klinker, G.: User-centered comparison between classical and edge 
interaction on a heavy rugged tablet PC used in MCIs. Workshop zur IT-Unterstützung im Emergency 
Management & Response. Im Rahmen der Informatik 2012, Braunschweig (Germany), 2012. 
[KG+10] Krüger, U., Gabdulkhakova, A., Schau, V., Beckstein, C.: Information and Management Support for Mass 
Casualty Incident Scenarios. FSU-Jena, Technical Report Nr. Math/Inf/04/10, 2. Workshop IT-Unterstützung für 
Rettungskräfte. Im Rahmen der Informatik 2010, Leipzig (Germany), 2010. 
[KW+12] Krüger, U., Wucholt, F. and Beckstein, C.: Electronic Checklist Support for Disaster Response. 9th ISCRAM, 
Human Experiences in the Design of Crisis Response and Management Services and Systems, Vancouver 
(Canada), 2012. 
[SE+11] Schau, V., Erfurth, C., Eichler, G., Späthe, S., Rossak, W.: Geolocated Communication Support in Rescue 
Management. Proceedings 8th International Conference on Information Systems for Crisis Response and 
Management (ISCRAM), Lissabon (Portugal), 2011. 
[SH+12] Schau, V., Hellfritzsch, S., Scharf, S., Eichler, G., Erfurth, C., Rossak, W.: Simulation of wireless, self-organizing 
and agent-based dynamic communication scenarios. Proceedings 9th International Conference on Information 
Systems for Crisis Response and Management (ISCRAM), Vancouver (Canada), 2012. 
[WY+11] Wucholt, F., Yildirim-Krannig, Y., Mähler, M., Krüger, U., Beckstein, C.: Cultural Analysis and Formal 
Standardised Language - a Mass Casualty Incident Perspectiv. 8th ISCRAM, User Centred Design Process for 
Emergency Management Information Systems, Lisabon (Portugal), 2011.  
185

Towards Location-based Services in a Cloud Computing Ecosystem
Sebastian Zickau, Axel Ku¨pper
Service-centric Networking
Technische Universita¨t Berlin
TEL19 - Ernst-Reuter-Platz 7
10587 Berlin
{sebastian.zickau, axel.kuepper}@tu-berlin.de
Abstract: With the introduction of inexpensive mobile devices, which are capable of using location-based ser-
vices (LBS), the popularity of such applications has grown rapidly. A lot of these applications are available to
the public and used by them on a daily basis. In addition to this trend cloud computing was also rapidly adopted
by professionals and private consumers alike. The project TRESOR1 evaluates and develops cloud computing
solutions for the health sector domain. In this context location-based services are being researched. The paper
presents different scenarios, which were all deducted from the current project work. The different areas such as
location-based access control (LBAC), geofencing, mobile devices, geotagging, etc. are in the scope of the work
in progress.
1 Introduction
Two of the fastest growing information technologies are location-based services and cloud computing. These areas
are also very well known to people who do not have a broad understanding of communication technologies and
protocols. One reason for this progression is the worldwide success of smartphones in recent years. People deal
with cloud services and location applications on a regular basis. The goal of the TRESOR project is to investigate
how cloud computing, with all its benefi ts and challenges, can be introduced to the health sector domain. A cloud
ecosystem will be developed to address specifi c issues that arise from this data sensitive domain.
New technologies bare new security issues especially in network dependent areas particularly if combined with
new paradigms such as cloud computing. Access to services in the cloud mostly rely on username/password
authentication. Stronger authentication mechanisms are applied but mainly focus on similar principles like a known
or owned token. As security is often characterized as a process, the awareness to include different technologies
during the authentication and authorization process has been increased. Often the access to resources is limited to
a specifi c user group or to an environment, which can be demarcated by borders, both virtual and non-virtual.
Apart from being a security feature the location services of a cloud ecosystem can also be used by services, which
can compute and react to positioning information. Providing an employee with needed information who is at a
customer’s site is an example for such a location-aware cloud service. The service could limit the access to secure
data by considering location information as well as time constraints.
Another cloud fi eld where location information will become relevant is the compliance of federal laws within the
context of international cloud providers. This paper discusses and describes the fi elds of application of location
services within a cloud ecosystem and shows the added values. The next chapter gives a short overview of the
different TRESOR components. In Chapter 3 the ideas around location-based services in a cloud ecosystem are
evolved. The paper concludes with a brief summary and an outlook of future work.
1TRusted Ecosystem for Standardized and Open cloud-based Resources, http://www.cloud-tresor.com/
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2 The TRESOR Ecosystem
In the project TRESOR an ecosystem of different cloud components is being developed [SZT+12]. The cloud
ecosystem consists of the following parts:
• A Platform as a Service (PaaS) component, which is based on the standardized Open Services Gateway ini-
tiative (OSGi)-framework2 to overcome lock-in effects through a non-proprietary architecture with common
APIs.
• A generic marketplace that is focused on data sensitive cloud applications.
• A generic broker, which is used to negotiate cloud service conditions between consumers and providers. It is
also used at runtime holding two repositories that store information about services and consumer constraints
respectively.
• A generic distributed proxy, which is designed to be run by a trusted third party provider and logs and
monitors the service consumption.
The proxy component in conjunction with the broker repositories are determined to be the active components that
encapsulate the supplementary location-based services because it will also be the place to enforce such compliance.
The project will evaluate its ecosystem in two scenarios. The fi rst scenario deals with continuous medical data
records without any media format changes between different health institutions. The second scenario will provide
a cloud service, which checks a patient’s different medication together with any preconditions resulting in possible
medication interaction warnings that are given to the doctors. An overview of the TRESOR components is given
in Figure 1. On the left hand side the TRESOR PaaS-platform is outlined, the broker and proxy are shown in the
middle and the right hand side drafts the different consumer roles.
Figure 1: The TRESOR Cloud Ecosystem
3 Location-based Services in a Cloud Computing Environment
A solution needs to be developed, which addresses the different requirements of the given location-based exam-
ples. A component needs to be integrated into the cloud proxy functionality of the proposed cloud ecosystem.
The specifi c cloud-enabled location management component is then used to gather and exchange the location in-
formation with related services and applications. The common technologies used to determine the location are:
GPS, Cell-ID, WLAN and IP-based positioning [AB09]. Additional to that combinations of existing technolo-
gies are under investigation, for example using mobile device capabilities to enable location-based applications on
stationary devices, see Subsection 3.3.
2http://www.osgi.org/Main/HomePage
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The following subsections deal with different aspects of location-based services in the presented cloud ecosystem,
such as geotagging, geofencing, and the usage of mobile device capabilities.
Figure 2: Location-based Services in TRESOR
3.1 Geotagging
In recent years the equipment used by medical staff is commonly producing digital data of a patient. Usually
patients are in contact with a variety of different medical institutions and resulting form that also in contact with
a lot of medical staff, such as doctors or nurses. The trend to put medical data into the cloud is based on current
developments already noticeable. In recent years the data, which was collected in a hospital was archived within
its boundaries. With the removal of these preconditions it is a logical step to (geo)tag the medical data of a patient,
additional to ID information, such as name, address, date of birth, etc. This information will also support the
hospitals’ business processes that are related to accounting and billing of the provided treatment. It is important
for hospitals to differentiate which medical services were offered to which patient in order to compile a correct
report which is then evaluated by the paying health insurance companies.
3.2 Geofencing and SLAs
Due to the nature of cloud services, they can be consumed from various locations of the world. In a scenario
where different price models are applied to services depending on the country in which they are consumed these
borders need to be represented inside a location service. The information needs to be monitored and evaluated in
the component which controls the access to a service.
In the process of accessing cloud services that are tied to a service level agreement, the company needs to make
sure that the access to these services is limited to people working on the company’s site. Multi-layered security
approaches feature different technologies. One can assume that the company’s premises and access to their com-
puters is limited. An additional security feature is the information of the user’s location. This is being researched
in the fi eld of location-based access control [ACdVS09]. Information about the location is also evaluated by the
service along with other authentication and authorization credentials, exemplifi ed in Figure 2. It shows that dif-
ferent located users have individual accesses to services. Security features along with other centralized services
will be provided by the cloud proxy. In the context of health applications there are legal constraints that certain
online services, with additional human interaction, need to be consumed within a maximum range of the hospital
premises. The reasons for these regulations lie in corporative interests and are due to pricing considerations. A
service for the evaluation of X-ray scans by (tele)-radiologists is one example. These services need to be within
a certain radius, e.g. 100 km, of the medical institution, represented in Figure 3. The hospital is only allowed to
use the health service in its vicinity [Bun11]. In the future cloud computing is used to provide additional services.
Evaluating these positioning constraints can be monitored and restricted through the cloud ecosystem.
189
Figure 3: Location Constraints while consuming Cloud Services
3.3 Mobile Device Assisted Positioning
To enable location-based services on stationary desktop computers the usage of mobile device capabilities can be
used. Mobile devices, e.g. smartphones, have a wide range of positioning capabilities, such as GPS, Cell-ID and
WLAN positioning. To enable services, such as location-based access control, these capabilities can be coupled
to the desktop computer or other stationary computational devices. For coupling these devices technologies, such
as Bluetooth or NFC are under investigation. This can be useful in scenarios where static medical computers lack
positioning capabilities and the shifting medical staff on a hospital premises are identifi ed and located with their
mobile devices. These devices can connect to stationary workstations in a background process in order to provide
location information to applications.
4 Conclusion and Outlook
The work and ideas presented here are the result of investigating how to integrate location-based services in a
cloud computing ecosystem to enrich it with additional (security) features. In our increasingly mobile and location
independent working environments new concepts and paradigms demand envisioning new solutions for current
unconventional situations and scenarios. The location-based functionality is part of the TRESOR infrastructure
and integrated into it, i.e. the cloud proxy, the cloud services and the client devices. The external input, such as
medical regulations, which are collected as part of the ongoing project work, already show us new areas where
location information is needed in future technologies and domains. Location-based services will be evaluated
and developed in the two health care scenarios mentioned above. Further location applications, related to cloud
computing paradigms, will be researched in the ongoing work.
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