Fluctuations in spontaneous activity have been observed by many neuroimaging techniques, but because these resting-state changes are not evoked by stimuli, it is difficult to determine how they relate to task-evoked activations. We conducted multi-modal neuroimaging scans of the rat olfactory bulb, both with and without odor, to examine interaction between spontaneous and evoked activities. Independent component analysis of spontaneous fluctuations revealed resting-state networks, and odor-evoked changes revealed activation maps. We constructed simulated activation maps using resting-state networks that were highly correlated to evoked activation maps. Simulated activation maps derived by intrinsic optical signal (IOS), which covers the dorsal portion of the glomerular sheet, significantly differentiated one odor's evoked activation map from the other two. To test the hypothesis that spontaneous activity of the entire glomerular sheet is relevant for representing odor-evoked activations, we used functional magnetic resonance imaging (fMRI) to map the entire glomerular sheet. In contrast to the IOS results, the fMRI-derived simulated activation maps significantly differentiated all three odors' evoked activation maps. Importantly, no evoked activation maps could be significantly differentiated using simulated activation maps produced using phase-randomized resting-state networks. Given that some highly organized resting-state networks did not correlate with any odors' evoked activation maps, we posit that these resting-state networks may characterize evoked activation maps associated with odors not studied. These results emphasize that fluctuations in spontaneous activity form a foundation for active processing, signifying the relevance of resting-state mapping to functional neuroimaging.
Introduction
Since the early days of neuroscience, synchronized activity has been observed across the entire brain, often emerging spontaneously at rest. For example, the alpha wave, measured by the electroencephalogram (discovered by Hans Berger in the 1920s (Karbowski, 2002) ), emerges spontaneously at rest with closed eyes, and its spatial scale suggests it must involve the synchronized coordination of many neurons. In 1995, using functional magnetic resonance imaging (fMRI) of the blood-oxygenation level dependent (BOLD) signal, Biswal and colleagues found that the signals from distant parts of the brain, at rest, were highly correlated with each other. In addition, they observed that the spontaneously correlated brain regions, or "networks," closely matched brain regions co-activated during tasks (Biswal et al., 1995) . Their findings from "resting-state fMRI" indicated that the spontaneous correlation of brain activity at rest is likely relevant to stimulus-induced activation patterns.
Experimental evidence exists that spontaneous activity fluctuations in the brain impact subsequent task or stimulus induced activations (Arieli et al., 1996; Hyder and Rothman, 2011; Northoff et al., 2010) , but much work remains to link stimulus or task activation to the networks observed in resting-state fMRI. Many studies have observed that, over brain regions spanning a few millimeters, spontaneous and stimulus-induced activities follow similar spatiotemporal patterns (Kenet et al., 2003; Tsodyks et al., 1999; Vasireddi et al., 2016) . On a larger spatial scale, discrete, bilateral patterns are observed in the same regions as stimulus-induced activations (Mohajerani et al., 2010) .
Smith and colleagues compared elements of brain networks from resting-state fMRI to elements of task-induced fMRI activation patterns and discovered the two sets were very similar (Smith et al., 2009) . Because their study used large fMRI databases and data across different subjects, they did not compare individual activations to resting-state networks. By focusing on a single sensory system, and by using multi-modal measurements, hypothetically individual activation patterns can be directly connected to networks. The olfactory bulb (OB) provides a good model for this type of query because it is been hypothesized that within it, the spontaneous fluctuations reverberate and create plasticity which is then used during sensing (Galan et al., 2006; Kollndorfer et al., 2014) . Also, a bilateral, resting-state network has already been observed in the rodent OB (Nasiriavanaki et al., 2014) .
To investigate the relationship between sensory responses and networks at rest, we recorded from the OBs of freely breathing, anesthetized rats. We recorded both the intrinsic optical signal (IOS), which provides high spatial and temporal resolution, and fMRI, which allows imaging of the entire glomerular sheet (the second outer-most layer of the OB, rich in axon terminals carrying the output of olfactory sensory neurons onto olfactory bulb neurons (Lancet et al., 1982) ). Data were recorded at rest and also during olfactory stimulation with three different ester molecules. Resting-state networks were used to create simulated activation maps which were compared to actual activation maps to test odor discrimination.
Using IOS, which can image the dorsal OB, one of three odors could be distinguished using our method to combine networks (despite all three odors producing very similar activation maps). Using fMRI, which can image the entire glomerular sheet, all three odors could be distinguished using our method to combine networks. Our results support the hypothesis that odor-induced responses may be formed by recruiting from networks that are present at rest across the entire glomerular sheet.
Methods

IOS methods
IOS recording methods
Animal preparation (IOS). 6 male Sprague-Dawley rats (300-400 g) were anesthetized with isoflurane (4% for induction, 1.5-3.0% for maintenance). The level of anesthesia was checked regularly using pedal withdrawal reflex. Analgesia (Carprofen 5 mg/kg) was administered two hours prior to surgery and atropine (0.03 mg/kg) was administered at the start of surgery. Animals were placed in a stereotaxic frame and the bone overlying the dorsal surface of the OB was exposed, thinned and coated with cyanoacrylate glue to make the bone transparent (Bozza et al., 2004) . Throughout the surgery and optical recordings the rat's core body temperature was maintained at~37 C with a thermostatically controlled heating pad (Omega Engineering Inc, Stamford, CT).
Optical recording (IOS).
For optical recordings, 4-6 days after optical imaging window surgery, rats were anesthetized with urethane (1.5 g/kg intraperitoneal) and administered atropine (0.03 mg/kg) every two hours. Eye lubricant was used throughout (Lubrifresh P.M. lubricant eye ointment). The rat's skull was glued to a head-bar used to stabilize the rat's head during imaging in a stereotaxic frame. Intrinsic optical signals from the dorsal OB were recorded using a CCD camera (Redshirt Imaging LLC, Decatur, GA, USA) with 256 Â 256 pixel resolution, and at a frame rate of 7 Hz, The epifluorescence macroscope used was a custom-made tandem-lens type (Ratzlaff and Grinvald, 1991) with either 1Â magnification (FOV:6.67 Â 6.67 mm) or 1.7Â magnification (FOV: 4.3 Â 4.3 mm). Imaging lenses were prime Nikon F-mount (ccd lens: 135 mm f/3.5, used at f/8; object lens: 135 mm f/3.5, used at f/3.5 or 80 mm f/5.6, f/5.6). Depth-of-field was empirically established to be 0.26*(f/M) (f ¼ f-stop of CCD lens, M ¼ magnification of the imaging system), being 0.9-1.5 mm, using the corners of the point spread function of a Ronchi ruler (14 cy/mm at 45 ). A high power LED of 617 nm (Thorlabs, Newark, NJ) fluorescence was aimed via optical fiber at the OB, driven by a T-Cube LED Driver (LEDD1B, Thorlabs, Newark, NJ). The fluorescence filter set used was FF01-475/50 (excitation filter, bypassed), FF506-DiO2 (dichroic), and LP515 (emission filter; Semrock, Lake Forest, IL, USA). At 617 nm, the deoxyhemoglobin absorption coefficient is~10Â greater than the oxyhemoglobin absorption coefficient (Kocsis et al., 2006; Steinke and Shepherd, 1992) . The sensitivity to deoxyhemoglobin of IOS and BOLD signals are comparable, in which deoxyhemoglobin provides the intrinsic contrast (Vasireddi et al., 2016) .
Each imaging session consisted of manually-triggered trials with inter-trial intervals of >3 min. In each trial the same concentration (5%) of an odor was presented in one 4 s pulse, using a custom-built multichannel auto-switching flow dilution olfactometer (Lam et al., 2000) with dedicated lines for each odor to avoid cross-contamination. Three single-molecule odorants were presented orthonasally, all fruit-like esters: isoamyl acetate (IAA, a banana-like smell), ethyl butyrate (EB, an apple-like smell), and methyl valerate (MV, a pineapple-like smell). These odors are commonly used in olfactory IOS studies as they produce a strong dorsal responses (they primarily activate a medial region and a dorsolateral region) . IAA, MV and EB's odor responses are very similar, but not identical, thus making them a good set to use for odor discrimination. Odor concentrations were indicated as percentage saturated vapor (% s.v.). Medical-grade air was used to dilute the nitrogen-carried vapor in the headspace of odor reservoirs to generate the desired concentration at a flow rate of 500 mL/min. The olfactometer output entered orthogonally into a Teflon odor tube positioned 5 mm rostral to the nose. Breathing was measured as the movement of the thorax by a piezoelectric strap around the animal's chest as described previously (Gautam and Verhagen, 2012) . During each respiration cycle, one sharp upward deflection in the piezoelectric signal occurred during thorax expansion (inspiration). For clean air imaging of the resting-state, compressed air at 500 mL/min was presented directly in front on the animal's nose for 384 s (freely breathing, not intubated).
Three resting-state trials from rats 2-6 were used. 3 trials of each odor from all rats were used, except for rat 2 from which 4 trials of IAA and 3 trials of the other odors were used.
IOS data analysis
Except as indicated, all data analysis was done using custom-written MATLAB (The Mathworks Inc., 2015, www.mathworks.com/products/ matlab.html) code.
Data co-registration (IOS).
Errors were detected within the first three frames of all resting-state data (frame 3 of the total of 2688 was of~50Â lower intensity for unknown reasons), and the 83rd and 84th frames (out of a total 84) for MV stimulation for one rat (frames with reduced intensity due to the LED turning off too early). The resting-state frames were removed (reducing all resting-state scans by~0.4s), and the flawed stimulation frames were replaced by the average of prior and succeeding frames (to maintain consistency).
Data were co-registered between rats as follows: All frames from all scans were averaged to create an "anatomical image" for each rat. A translation and a rotation were determined from each rat's anatomical image to the first rat's (larger FOV) anatomical image using visual inspection of overlay comparison and image blending in Inkscape (Inkscape Project, 2016, inkscape.org). Data from rats 2-6 were zero-padded to match rat 1's larger FOV, and translation and rotation parameters from Inkscape were applied as a rigid body transformation to co-register all rats to the first rat's space. To reduce data size and thus processing time, all functional data were resampled using a resampling filter to 7Hz (if different), reduced in scale by a factor of 3 by averaging 3 Â 3 grids of pixels to one pixel (new resolution: 78 Â 78 μm at 1Â magnification). To facilitate inter-rat comparisons, each 2D image was blurred with a Gaussian kernel (σ ¼ 3 pixels (0.234 mm), size ¼ 12 pixels (0.938 mm)).
Resting-state functional network detection (IOS). Functional networks have been observed using optical imaging of the rodent (Li et al., 2014b; Vazquez et al., 2014) , though most prior work has found functional networks in the brain using fMRI. A common technique used to find networks in brain fMRI data is independent component analysis (ICA) (Calhoun et al., 2001) . Here, we applied ICA to IOS data to calculate resting-state networks within the OB. The Group ICA of Functional Connectivity (GIFT) Toolbox (Calhoun and Rachakonda, 2014, mialab. mrn.org), a toolbox optimized to find functional networks in resting--state fMRI data, was used. Thus, several modifications were made to the resting-state data prior to ICA analysis which did not alter covariance (in regions and frequency bands of interest) but allowed GIFT to operate: 1. Set to zero mean and resampled to 0.5Hz. 2. High-pass filtered above 0.01Hz (to remove drift). 3. Masked to the OB. 4. Reversed in sign (as activation deflects the 617 nm IOS signal downward, but deflects the BOLD-fMRI signal upward). 5. The contrast range was adjusted, limited to between 172 and 1666 (to match the contrast range from BOLD fMRI measured in section "MRI recording (fMRI)"). Following these adjustments, GIFT was used to estimate the number of independent components using the MDL (minimum description length) criteria, which was estimated at 16.3 AE 2.9 (mean AE 1 s.d.). Auto-masking was disabled and the mask set to the OB mask used previously. As each run was relatively short (~383s), data were entered as group data with three trials each for five experiments. Other than described above, all default parameters were used to run GIFT and generate 16 independent components. The T-maps for all three trials were averaged together to produce 16 "resting-state networks." Networks were sorted into left OB, right OB, and bilateral OB networks.
Random networks were generated as described above for actual networks, except as follows: Prior to blurring each run, the Fourier transformation was taken (for each pixel, over time). The phases, but not magnitudes, were randomly shuffled between all frequencies. The inverse Fourier transformation was then calculated and the real part kept to produce data that preserved the magnitude relationship between the data but randomized phase relationships. 16 random networks were created to match the 16 actual networks.
Odor evoked map detection (IOS). Activation maps were created as follows. For each odor-stimulation trial, on a per-pixel basis, a T-test was done for 3.1s-7s (odor stimulation) > 0s-3s (pre-stimulus baseline) (twosample, one-tailed, equal variance). The spatial extent of T values was saved as a per-trial T-map.
Network versus evoked map comparison (IOS).
Resting-state networks and activation maps were compared as follows. Correlations between each odor-stimulation trial's activation map and each of the sixteen networks were calculated, using the respective rat's anatomical image as a covariate of no interest (partial correlation using Pearson coefficient). Correlation coefficients were converted to Z values with an N(0,1) distribution using a normalizing Fisher's transformation (Thompson et al., 2013b) . For each odor and resting-state network combination, the distribution of Z across trials was tested for significance with a one-sample T-test. These steps were repeated for both actual networks and random networks. (Note that, as this is spatial similarity, some random networks are expected to be significantly correlated with odor activation, as some should randomly be in the correct spatial positions.)
Simulated activation maps were constructed from resting-state networks as follows. For each odor-stimulation trial a multiple linear regression was conducted using the 16 networks' T-maps, the anatomical image, and a constant term as inputs, and that trial's odor stimulation activation map as an output. This produced one slope value for each trial and network combination. The mean slope was then taken across all trials for each odor and network combination. To avoid over-fitting, and to focus on the hypothesis that resting-state networks may be selectively recruited by activation (Galan et al., 2006; Smith et al., 2009) , only the mean slopes from networks that had significant correlation with the respective odor's activation (see previous paragraph) were used for reconstruction. The simulated odor activation maps, one per odor, were thus constructed by multiplying the mean slopes by the T-maps for each network, then summing together only the significant networks for that odor. This was done for both actual networks and random networks. An example of this process is shown in Fig. S1 .
Simulated activation maps were compared to actual activation maps in order to determine odor differentiation as follows. For each odorstimulation trial, spatial Pearson correlation across all pixels was calculated between that trial's T-map and the simulated activation map created from networks for both that odor, and also the other two odors. Correlation coefficients were converted to Z values with an N(0,1) distribution using a normalizing Fisher's transformation (Thompson et al., 2013b) . To measure odor differentiation, T-tests (two-sample, one-tailed, equal variance) were performed between the set of Z values for the correct odor pairing, and the set of Z values resulting from all incorrect odor pairings. This was done for actual networks and random networks.
IOS ethical statement
All procedures were performed in accordance with protocols approved by the Pierce Animal Care and Use Committee (PACUC). These procedures are in agreement with the National Institutes of Health Guide for the Care and Use of Laboratory Animals.
fMRI methods
Advantages and disadvantages of fMRI versus IOS
Different recording and stimulation parameters were used for fMRI versus IOS, as parameters for optimal odor-specific stimulation response under urethane anesthesia differ between modalities. Notably, fMRI requires a longer stimulation time (30s vs. 4s) and higher odor concentration (20% vs. 5%). Conversely, higher odor concentrations can cause increasingly diffuse spatial responses using IOS (e.g. at 630 nm, Wachowiak and Cohen (2003) ), whereas they are necessary for fMRI. The 5% used for IOS was hence a compromise between reducing response map diffuseness and deviating from the 20% used for fMRI. For a direct comparison between IOS and fMRI in the same rats, see Sanganahalli and colleagues (Sanganahalli et al., 2016) .
Compared to IOS, fMRI has the disadvantage of reduced spatial (250 Â 250 Â 500 μm vs. 43 Â 43 μm at 1.7Â magnification) and temporal (1Hz activation, 0.5Hz resting-state vs. 7Hz) resolution, but has the advantages of covering a greater spatial volume (the entire OB can be imaged vs. only the dorsal surface) and multiple, longer resting-state scans can be recorded (4-5 x 1000 s scans vs. 3 Â 384 s scans).
fMRI recording methods
Animal preparation (fMRI). Sprague-Dawley rats (n¼6) (different rats than for IOS) of~300 g weight were used. Rats were anesthetized with urethane (1.5 g/kg intraperitoneal), administered atropine to prevent nasal blockage (0.03 mg/kg, subcutaneous) and administered eye lubricant to prevent desiccation (Puralube Vet Ointment, ophthalmic ointment). Rats were not intubated and were allowed to breathe freely throughout the experiment. Blood pressure and rectal temperature were continuously monitored to ensure stable physiology. Temperature was maintained at~37 C using a water flow heating pad. Blood gas pH, pCO 2 and pO 2 were recorded approximately once per hour. A nose cone G.J. Thompson et al. NeuroImage 172 (2018) 586-596 was placed over rats noses to administer both clean air and odors. Rats head positions were fixed with ear bars and a bite bar in a cradle and placed under the surface coil. Through the nose-cone, compressed air was continuously given at 250 mL/min, during resting-state, during odor presentation, and during anatomical scans. Odors were given through this air using a custom-built olfactometer (Sanganahalli et al., 2009 ).
MRI recording (fMRI).
Data were recorded with a 9.4T Bruker horizontalbore spectrometer using a home-built 1 H surface coil radiofrequency probe (1.4 cm diameter). Shimming was performed using the B0DETOX software (Juchem, 2018 , http://innovation.columbia.edu/technologies/ cu17326_b0detox) (Juchem et al., 2014 (Juchem et al., , 2015 . Echo planar imaging (EPI) was used to record dynamic images for odor stimulation and resting-state (TR 1000 ms, TE 15 ms, 64 Â 32 matrix, 16 Â 8 mm FOV, 3Â initial references, 16 dummy scans, 0.5 mm coronal slices, 2 rats had 8 slices, 4 rats had 10 slices). Stimulation was 150 TRs for 150 s at 1 Hz (0-29 s clean medical grade air,30-89 s odor, 90-150 s clean medical grade air). The same three odors as described in section "Optical recording (IOS)" (IAA, MV, EB) were used, but at 20% concentration.
Resting-state was 500 TRs using the "full triple" option (a reference image for every volume to prevent signal drift) for a total imaging time of 1000 s at 0.5Hz (all clean air). Number of trials varied by rat, see Table 1 . T2 anatomical images were also recorded for registration purposes (TR 4000 ms, TE 40 ms, 128 Â 64 matrix, 16 Â 8mm FOV, 24 dummy scans, 0.5 mm coronal slices, same number of slices as EPI).
fMRI data analysis Except as indicated, all data analysis was done using custom-written MATLAB (The MathWorks Inc., 2015, www.mathworks.com/products/ matlab.html) code.
Data co-registration (fMRI). Anatomical images were co-registered between rats as follows. Using BioImage Suite (Yale School of Medicine, 2014, bioimagesuite.yale.edu), rats 2-6's anatomical images were registered to rat 1's anatomical image using a nonlinear registration (50 iterations, normalized mutual information, and otherwise default). Then, the average of all six registered images (where data were available) was taken to create a "template" OB image. All rats' anatomical images were then registered to the template using a nonlinear registration (50 iterations, normalized mutual information, and otherwise default).
Functional images were co-registered between rats as follows. Slicetiming correction followed by motion-correction (to the middle volume rather than the first volume) was performed in SPM8 (The FIL Methods group, 2015, www.fil.ion.ucl.ac.uk/spm/software/spm8). Following this, the corresponding rat's nonlinear transformation to the template was applied using BioImage Suite (see previous paragraph). To facilitate inter-rat comparison, data were blurred, per-slice, with a Gaussian filter (σ ¼ 2 voxels/0.250 mm, size ¼ 8 voxels/1 mm).
Resting-state functional network detection (fMRI). ICA using the GIFT toolbox (see section "Resting-state functional network detection (IOS)") was used to calculate resting-state networks. GIFT was used to estimate the number of independent components using the MDL criteria, which was estimated at 21.8 AE 6.9 (mean AE 1 s.d.). As each run was relatively long (1000 s) and the number of runs varied per rat (Table 1) , each run was entered as a separate experiment. Other than described above, all default parameters (including automatic masking) were used to run GIFT and generate 22 independent components. The resultant T-maps were used as 22 "resting-state networks."
Random networks were generated as described in section "Restingstate functional network detection (IOS)", except the procedure used for generating fMRI networks in the previous paragraph was used to create them from phase-randomized fMRI data.
Odor evoked map detection (fMRI). Activation maps were created on a pertrial basis largely as described in section "Odor evoked map detection (IOS)", except as follows: To increase sensitivity (lower in fMRI than IOS), the baseline following stimulation was also used as a control time series, thus the T-test for each odor stimulation run was for 30s-89s (odor stimulation) > 1s-29s and 90s-150s (pre-and post-stimulus baseline).
Network versus evoked map comparison (fMRI).
To focus on the glomerular sheet, a mask of the glomerular layer in each slice in the template OB was drawn by a researcher (BG Sanganahalli). All further analysis described in this section was done only using the glomerular sheet. This mask also facilitated display of images as flatmaps (see section "fMRI Visualization of the glomerular sheet").
Following the methods described IOS in section "Network versus evoked map comparison (IOS)", resting-state networks and activation maps were compared; simulated activation maps were constructed from resting-state networks and these simulated activation maps were compared to actual activation maps in order to determine odor differentiation.
fMRI visualization of the glomerular sheet
To convert the glomerular sheet from a mask within 3D MRI data to a 2D image, a custom function was written to extract "flatmaps," images of flattened layers in the OB. This function was inspired by OdorMapBuilder (Liu et al., 2004) , but is highly simplified.
This algorithm is run on 3D data of the OB of any type with a corresponding mask of one layer on one side.
Within each slice of the MRI data, the layer mask forms a ring shape, or an inverted-U shape. Thus, each row of the image has either one or two sections of the layer in it. If there are two sections, these are the left and right sides of the layer. If there is only one section this is either the top or the bottom (for ring shape) and can be divided evenly into left and right sides. Each side of the layer on each row can be averaged together to produce one voxel, perside, perrow. Arranging these voxels from leftbottom to left-top, concatenated with right-top to right-bottom, converts the layer into a one-voxel row in the flatmap.
As one row corresponds to one slice in the original MRI, combining all of the rows in slice order creates a flatmap. This flatmap will have a rostral-caudal dimension, assuming rows from coronal slices were concatenated. The other dimension will go ventral-medial-dorsal-lateralventral based on how it was unwrapped. Thus, a 2D image is produced of the layer (Fig. 1) .
After use of the flatmap transformation, the following steps were applied to improve the flatmap appearance. 1. The aspect ratio was corrected to isotropic voxels so that the flatmaps would reflect the actual size of the glomerular sheet. 2. A blur was applied with a 3 Â 3 voxel square to make gross spatiotemporal structure more visible.
The creation of flatmaps was for visualization purposes only; all data analysis was done in the original space, within the same mask of the glomerular sheet used to create flatmaps (section "fMRI Data analysis"). The MATLAB function used to create flatmaps (slice_out_layer.m) is provided as supplemental data.
fMRI ethical statement
All procedures were performed in accordance with protocols 1  4  2  0  0  2  5  4  4  0  3  5  3  3  3  4  5  3  3  3  5  5  3  3  3  6  5  0  3  3  Total  29  15 16 12 G.J. Thompson et al. NeuroImage 172 (2018) 586-596 approved by the ethical committee of Yale University School of Medicine Institutional Animal Care and Use Committee (IACUC). These procedures are in agreement with the National Institutes of Health Guide for the Care and Use of Laboratory Animals.
Results
IOS results
IOS resting-state networks
To determine the organization of spontaneous activity in the olfactory bulb (OB), 16 networks were generated from resting-state IOS data ( Fig. 2A) . Networks appeared concentrated in specific locations and were primarily unilateral with the exception of networks 15 and 16. Many primarily unilateral networks also appeared to have a weaker bilateral mirror, e.g. networks 1-3, 5, 8, 9 and 11. Random networks (Fig. S2A) were also concentrated in specific locations, but were either smaller point-like locations or rows across one side of the OB, potentially reflecting regions of similar signal-to-noise ratio (SNR). No random networks appeared bilateral.
To compare resting-state networks to odor-induced activation, Tmaps from activation due to three ester odors (IAA, MV and EB) were correlated with the 16 resting-state networks (Fig. 2B, C, D) . Which networks had significantly high correlation with which odors activation varied from odor to odor, e.g. IAA activation correlated with network 13 whereas EB and MV activation did not, however they correlated with network 3 whereas IAA activation did not. Results for random networks were sufficiently similar to continue our actual vs. random comparative analysis (Figs. S2B-D) . This is because some random networks were randomly in the correct spatial positions to correlate with activation.
Some networks, while appearing to have similar structure to the others, did not correlate with any odor's activation map, e.g. networks 1, 4 and 11.
IOS actual vs simulated activation patterns
To determine if resting-state networks form a foundation that may be useful for odor discrimination, simulations of odor activation maps for each odor were created from them (slopes and coefficients are shown in Table S1A ). The simulations for each odor from resting-state networks (Fig. 3A , C, E) appear similar to their respective actual odor activation patterns (Fig. 3B, D, F) . Results from random networks appeared noisier, but were similar enough to continue comparative analysis (Fig. S3 A, 
C, E).
To test whether the odors used in this study can be discriminated using resting-state networks, spatial correlation was calculated between simulated and actual networks, both for one correct and two incorrect odor pairings. If the simulated and actual networks for the correct pairing correlated higher than the incorrect pairings, this suggests that the odor may be discriminable. One odor, IAA, was found to be significantly discriminable from the other odors (p ¼ 0.03, Fig. 3G ). The other odors, MV and EB, were not significantly discriminable (p ¼ 0.51 MV, p ¼ 0.58 EB, Fig. 3G ). Conversely, no odors were significantly discriminable with random networks (p ¼ 0.084 IAA, p ¼ 0.18 MV, p ¼ 0.56 EB, Fig. 3H ), suggesting that the structure of the actual networks is important to discrimination of IAA.
When using only the dorsal surface of the OB, it is difficult to distinguish between these odors. For example, IAA and EB (Blauvelt et al., 2013) , and MV and EB (Sanganahalli et al., 2016) activation maps are known to be very similar. Hypothesizing that networks would be present across the entire OB, in the next section we used fMRI to image the entire glomerular sheet.
fMRI results fMRI resting-state networks
For visualization purposes, all fMRI data is shown in terms of a flatmap of the entire glomerular sheet. This process was described in section "fMRI Visualization of the glomerular sheet", and an example of the creation of a flatmap is shown in Fig. 1 .
To determine the organization of spontaneous activity in the OB, 22 networks were generated from resting-state fMRI data (Fig. 4A) . Like IOS, fMRI networks appeared concentrated in specific locations, however unlike IOS they were mostly (12/22) bilateral. Random networks (Fig. S4A) were also mostly (14/22) bilateral but smaller, only a few voxels in size. The exception was random network 16, which appeared similar to an inverse map of the magnetic field strength (likely due to SNR differences).
To compare resting-state networks to odor-induced activation, Tmaps from activation due to three ester odors (IAA, MV and EB) were correlated with the 22 resting-state networks (Fig. 4B-D) . As with IOS, which networks had significantly high correlation with which odors' activation pattern varied from odor to odor. Results for random networks were sufficiently similar to continue our actual/random comparative analysis (Figs. S4B-D) , which however differed from actual networks as there was the largest correlation with random network 16 and much smaller correlation for the other random networks.
As with IOS, some networks appeared similarly structured, but did not correlate with any odor's activation map. This included many more networks for fMRI than for IOS, e.g. networks 4-5, 7-10, 12, 14, 17, 19, and 22.
fMRI actual vs simulated activation patterns
To determine if resting-state networks form a foundation that may be useful for odor discrimination, simulations of odor activation maps for each odor were created from them (slopes and coefficients are shown in Table S1B ). The simulations for each odor from resting-state networks (Fig. 5A , C, E) appeared similar to their respective actual odor activation patterns (Fig. 5B, D, F) . Results from random networks appeared noisier, but were similar enough to continue comparative analysis (Fig. S5 A, C, E) .
To test whether the odors used in this study can be discriminated using resting-state networks, spatial correlation was calculated between simulated and actual networks, both for one correct and two incorrect odor pairings. If the simulated and actual networks for the correct pairing were correlated higher than the incorrect pairings, this suggests that odor may be discriminable. All three odors were discriminable using actual networks (p ¼ 0.021 IAA, p ¼ 0.044 MV, p ¼ 0.044 EB, Fig. 5G ). Conversely, no odors were significantly discriminable with random networks (p ¼ 0.13 IAA, p ¼ 0.44 MV, p ¼ 0.38 EB, Fig. 5H ), suggesting that the structure of the actual networks is important to discrimination of all three odors. Thus, we speculate that using the entire glomerular sheet allowed more odors to be discriminated versus using only the dorsal surface (see section "IOS Actual vs simulated activation patterns").
Discussion
Stimulus-response may recruit from organization which also exists at rest Spontaneous activity at rest in the brain (Biswal et al., 1995) and OB (Li et al., 2010; Nasiriavanaki et al., 2014 ) is highly synchronized across large spatial regions. Spontaneous activity in the OB has a high energy demand (Nawroth et al., 2007) , is affected by disease (Liu et al., 2013) , and is necessary for maintaining and developing the organization of glomeruli (Yu et al., 2004) . Higher brain regions connected to the OB also show functional connectivity (Wilson et al., 2011; Wilson and Yan, 2010) . These observations indicate that spontaneous activity in the OB reflects an underlying, biologically important function.
Studies of the visual system provide evidence that spontaneous activity is strongly linked to evoked activity. In the visual system, on a spatial scale of a few millimeters, spontaneous activity impacts subsequent stimulus-induced activation (Arieli et al., 1996) , and the spatial patterns of spontaneous activity closely match stimulus-induced activation patterns (Tsodyks et al., 1999) . Spontaneous activity moves through several discrete patterns, many of which match specific responses to visual stimuli at different orientations (Kenet et al., 2003; Vasireddi et al., 2016) .
Across larger spatial scales, in mice somatosensory system (Mohajerani et al., 2010) and humans across many tasks (Liu et al., 2011; Smith et al., 2009) , high correspondence between components of task-induced activation and resting-state networks is also observed.
Galan et al. observed the glomeruli of honeybees under odor stimulation, and hypothesized that odor-evoked maps could form a basis for the neural code of olfaction. They proposed a network equivalent to the "perceptron" concept in machine learning, where weights on inputs are learned, and these combine to form a binary output, here indicating either perceiving or not perceiving an odor (Galan et al., 2004) . The structure of axonal connections in the bulb or the brain hypothetically constrains the spontaneous patterns that can be displayed, forming a basis set to act as inputs (Galan, 2008) . Supporting this concept, in honeybees, spontaneous fluctuations in glomeruli following a stimulus were sufficient to reconstruct activation (Galan et al., 2006) . Similarly, in monkeys, varying task parameters alters "internal models" (observed using neural electrophysiology), and the internal models impact future errors in task performance (Stavisky et al., 2017) . Results such as these indicate that spontaneous fluctuations reinforce correlated spatial patterns that may be recruited as needed for the current task or stimulus.
Our work provides direct evidence in support of such a basis present at rest, as the olfactory bulb is a system ideally suited for testing this. The glomerular responses for different odors are distributed over the whole glomerular sheet, and these activation patterns provide unique responses for different odors. Therefore within one modality (smelling) we created different patterns to study the different recruitments of resting-state Table S1A. networks. Using data from IOS and fMRI, networks within the actual spontaneous fluctuations of the resting-state reconstructed odor activation patterns, and these were able to distinguish one or more of the odors tested. However, random networks were not able to distinguish any odor using any modality. This indicates that the actual resting-state networks form a foundation, which describes odor activation patterns better than random networks.
fMRI was able to distinguish all three odors, versus only one odor for IOS. Given that these odors' activations also include a medial portion of the OB , the dorsal activity maps imaged with IOS are likely to provide less information about odor circuits (i.e. report a smaller extent thereof) than the entire glomerular sheet imaged with fMRI. We speculate that this may explain why the odors are more separable based on the BOLD signal across the entire sheet than dorsal IOS. (Other possibilities for discrepancy exist; for example, unlike fMRI, the overlying large vessels could not be avoided and could potentially optically obscure IOS networks, or the odorant concentration differences between modalities could cause different patterns, see last paragraph of section "Other considerations and limitations".) If it is true that the better discrimination was due to increased OB coverage, potential new methods could image the lateral or ventral OB with IOS simultaneously with the dorsal OB, providing both high resolution and improved classification.
As several networks were highly structured but uncorrelated with activation patterns for the odors used in the present study, the spontaneous fluctuations observed may be related to odors beyond those we studied.
Thus, we hypothesize that the synchronized activity patterns, observed across the glomerular sheet for over 40 years (Sharp et al., 1975) , may be reinforced at rest through spontaneous fluctuations and mechanisms such as Hebbian plasticity (Galan et al., 2006) across inherent structural connections (Galan, 2008) . Thus, presentation of an odor may selectively activate networks to differing degrees (Fig. S1 ). This hypothesis presents a likely function of spontaneous fluctuations and a potential mechanism for stereotyped, synchronized activation.
Differences in neuroimaging modalities
While the purpose of this study was not to compare optical and MRI methods (see (Sanganahalli et al., 2016) for such a comparison), a few differences emerged which are worth noting.
ICA on phase-randomized fMRI data produced an apparent field strength map (#16, Fig. S4A ), whereas there was no equivalent for phaserandomized IOS data (Fig. S2A) . This is because IOS is detecting a flatlike dorsal surface, whereas in fMRI there is greater spatial variation in SNR due to placement of an RF surface coil on top of the head. Even with inclusion of the anatomical image as a covariate, the field strength map correlated highly with every actual activation map. This is likely because field strength directly impacts SNR, to which activation maps are sensitive. Thus we observed much higher correlation for simulated (from random networks) versus actual activation maps for fMRI (Fig. 5H) vs. IOS (Fig. 3H) . fMRI networks were much more likely to be strongly bilateral than IOS networks (55% vs. 13% for actual, 64% vs. 0% for random). While this may reflect the better spatial coverage available with fMRI, we must be cautious as fMRI is more affected by partial volume in adjacent voxels/ pixels than IOS. In particular, the numerous small bilateral networks observed using fMRI with random phase (Fig. S4A) indicate that bilaterality itself cannot be used to claim a network reflects neuronal fluctuations. However, as several actual IOS networks showed weak bilaterality ( Fig. 2A) whereas random IOS networks did not (Fig. S2A) , larger regions of bilaterality are still likely due to neuronal fluctuations (considering reports on the neural basis of functional connectivity (Magnuson et al., 2014) ).
Other considerations and limitations
As activation within the IOS can be seen through veins (Chaigneau et al., 2003; Lecoq et al., 2011) and as specific vein positions vary by rat, large veins were not removed for IOS data analysis. However, regions Table S1A. where many rats have veins in approximately the same location showed decreased T values, e.g. network 5 caudal left bulb ( Fig. 2A) and odor activation center right bulb (Fig. 3B, D, F) . This vascular artifact was avoided in fMRI by performing data analysis only on the glomerular sheet.
It is likely that some of the networks, even if they represent neural activity, do not relate to an activation response. It should also be considered that spontaneous fluctuations may interfere with functional activation, rather than facilitate it (Schulz et al., 2012; Weissman et al., 2006) . In particular, sniffing with or without odor invokes a dorsal-rostral activation response (Carey et al., 2009 ), similar to IOS network 15 ( Fig. 2A) and fMRI network 11 (Fig. 4A) . Interestingly, IOS network 15 and fMRI network 11 were both significant and at a similar positive correlation value for every odor, indicating no odor specificity. While olfactory sensory neurons can also respond to mechanical stimuli (Grosmaitre et al., 2007) , measurement of networks in the brain using combined resting-state fMRI and simultaneous neural electrical recordings (Magri et al., 2012; Pan et al., 2011 Pan et al., , 2013 Shmuel and Leopold, 2008 ) strongly suggests a neural origin for networks. In addition, our initial analysis of IOS recordings from rats following tracheotomy has thus far indicated similar networks, even without air flow through the nose and mouth. However, those data present many methodological differences from the present data, so are the subject of a separate ongoing investigation.
To obtain reliable fMRI/IOS responses to external stimulation, rodent experiments must be performed in anesthetized animals. However, anesthesia directly affects the characteristics of the hemodynamic response, i.e. the shape of the hemodynamic response function (HRF), and influences the spatial specificity of the BOLD signal (Schlegel et al., 2015) . Furthermore, brain activity levels can be manipulated readily by depth of anesthesia and choice of anesthetic. In the current study we used urethane anesthesia for both fMRI and IOS studies. Urethane-anesthetized animals are thought to have similar physiological and pharmacological behaviors as unanesthetized animals (Neville and Haberly, 2003) . However, some previous studies reported that urethane anesthetized animals show steady and periodic alteration between slow and fast-wave states (Murakami et al., 2005) .
Here, we focused on comparing the spatial maps during rest and activation. However, activation may also be characterized by temporal dynamics (Martin et al., 2007; Poplawsky et al., 2015) and temporal dynamics of resting-state fMRI are an area of much recent interest (Thompson, 2017) . Adding IOS to such fMRI studies will be useful to attain a higher temporal resolution which may result in better discrimination of faster network dynamics (Kiviniemi et al., 2016) . For example, even though a rodent may be able to discriminate odors based on a small section of the OB (e.g. after partial bulbectomy), static ICA methods may lack the sensitivity of downstream neural decoding mechanisms that also incorporate temporal properties which are known to allow discrimination of the bulbar responses (Li et al., 2014a; Rebello et al., 2014; Smear et al., 2011) . In addition to temporal dynamics, more complex models such as increasing the number of networks, or non-linear comparisons (Magri et al., 2012) could be considered for future work. Table S1B .
It is important to consider that the computational model used in our study does not detect all possible ground-truth resting-state networks and all possible activation-network interactions. For example, the number of independent components (used to identify resting-state networks) could be increased or decreased, and these components' correlations with activation maps are limited by SNR as well the correlation method used. In addition, our measurements are also limited as both fMRI and 617 nm IOS report fluctuations in deoxyhemoglobin, not raw neural activity (e.g. spikes or synaptic potentials), and each method has its limitations in sensitivity, spatial resolution and spatial coverage. Further work including electrophysiology and data analysis is thus needed to determine both the ground-truth behind resting-state networks and activation maps in the olfactory bulb, and also why fMRI could significantly differentiate all three odors but IOS could only make the larger differentiation of IAA vs. MV and EB. While it is likely that some alternative analysis or recording method could distinguish all three odors from the smaller area on which IOS was imaged (or potentially even more odors across even smaller OB areas), the significant differentiation of IAA from MV and EB using IOS (which was not significant using randomized networks) indicates that the networks detected are linked to the underlying "neuronal" networks, and their spatial pattern is linked to odor discrimination.
Future work: from correlations to plasticity
Using human fMRI data, Smith et al. (2009) decomposed task activation maps and resting-state time courses into spatial independent components, and demonstrated a high degree of correspondence between task and resting components. While their work extended clinical application of resting-state fMRI data (e.g. pre-surgical brain mapping (Sair et al., 2016) ), the question remains as to why there is correspondence between maps of task and resting-state. By focusing on a single sensory system, and within individual olfactory stimulation trials, our work demonstrates that the spatial patterns observed during rest likely form a foundation which, when networks are combined, can re-create individual activation patterns. Since we demonstrate that such re-creations can distinguish different olfactory stimuli better than re-creations from random networks, we provide evidence of a function for the spatial patterns of networks present at rest. In other words, these resting patterns are related to reconstructing stimulus-evoked patterns.
Our work suggests that observations by Smith et al. (2009) are due to the importance of resting-state networks in sensing. But why, if they are measured when no active sensing is occurring, are these networks important? It has been proposed that resting-state fluctuations reinforce models of Hebbian plasticity (Galan et al., 2006; Hebb, 1949; Stavisky et al., 2017) . Since "neurons wire together if they fire together," (p. 211 (Lowel and Singer, 1992) ), a coordinated resting-state creates plasticity within a pattern which can be easily recruited for activation.
For example, consider studies that have examined the resting-state network activity prior to tasks where a sensory stimulus is detected. Poor performance has been associated with activation, prior to performance, of regions that interfere with the task performed (Eichele et al., 2008; Weissman et al., 2006) . Good performance has been associated with activation, prior to task performance, of regions similar to the evoked activation patterns of either the stimulus itself or vigilance in general (Boly et al., 2007; Sadaghiani et al., 2009; Wohlschlager et al., 2016) , or stronger establishment of canonical network structure (Thompson et al., 2013a) . Such results suggest that well-established active internal networks present during the resting-state are a critical component of good performance on sensory tasks.
If this is true, how could plasticity in relation to resting-state networks be studied? Studies of rest-stimulus interaction (Hyder and Rothman, 2011; Northoff et al., 2010 ) suggest that varying global metabolic level can be used as a controlled variable by the experimentalist. Using anesthesia to modulate the brain's metabolic state, and hence neural firing rate in animal models, it can be observed that whether at a lower or higher metabolic "baseline" state, a similar peak response can be reached (Hyder et Table S1B. 2009). This indicates that the differential change in activity is smaller from a globally higher metabolic state, indicating that such a higher metabolic state presents less opportunity for plasticity, and in support of this hypothesis, the higher metabolic state would present a less specific spatial activation pattern (Maandag et al., 2007) .
Similar to the anesthesia modulation, using eyes open/eyes closed as high/low global metabolic states in human subjects, the higher state presented globally higher functional connectivity (derived from restingstate fMRI) with little difference in local variance (Thompson et al., 2016) . The global fMRI signal was later found to account for 65% or more of the variance in resting-state fMRI networks (Vos de Wael et al., 2017) . This indicates that the shifting baseline metabolic state moves by either shifting all networks upward or downward rather than selecting specific networks for specific states, an idea supported by quantitative positron emission tomography results of cerebral metabolism .
Thus, a strong possibility for future work is to use the methods herein, but also to modulate the baseline metabolism itself (e.g. through anesthesia in animal models, or by behavioral alterations in humans) to globally vary the specificity of functional connectivity, and thus vary Hebbian plasticity. Specific networks can be located and tested in terms of effects on activation with both high temporal resolution (using IOS) to study temporal dynamics and good spatial coverage (using fMRI) to locate more networks. Hypothetically lower metabolic states are hypothesized to result in greater changes, less global functional connectivity, and thus greater plasticity. Much future work is possible including both short-term changes over the course of a single imaging session, and also long-term reinforcement at different metabolic levels. Such future work carries the promise of allowing researchers to better understand the function of the brain's resting-state, specifically in relation to task-based networks that still dominate studies of cognitive neuroscience.
Conclusion
Of the three odors we tested, one had an activation pattern which could be significantly differentiated using resting-state networks found within the dorsal surface of the OB. Furthermore, all three odors we tested could be significantly differentiated using resting-state networks found within the entire glomerular sheet. We also observed networks that were structured, but unrelated to the odors we presented, suggesting these networks may characterize odors beyond those we studied. We thus hypothesize that odor-induced responses may recruit from a repertoire of networks found within the field of spontaneous fluctuations of the entire glomerular sheet, and these networks are also present at rest. Our work suggests a function for spontaneous fluctuations at rest and provides a hypothetical foundation for future studies of the OB's spontaneous activity.
