Abstract-This paper presents a power delivery monitor (PDM) peripheral integrated in a flip-chip packaged 28 nm system-on-chip (SoC) for mobile computing. The PDM is composed entirely of digital standard cells and consists of: 1) a fully integrated VCO-based digital sampling oscilloscope; 2) a synthetic current load; and 3) an event engine for triggering, analysis, and debug. Incorporated inside an SoC, it enables rapid, automated analysis of supply impedance, as well as monitoring supply voltage droop of multi-core CPUs running full software workloads and during scan-test operations. To demonstrate these capabilities, we describe a power integrity case study of a dual-core ARM Cortex-A57 cluster in a commercial 28 nm mobile SoC. Measurements are presented of power delivery network (PDN) electrical parameters, along with waveforms of the CPU cluster running test cases and benchmarks on bare metal and Linux OS. The effect of aggressive power management techniques, such as power gating on the dominant resonant frequency and peak impedance, is highlighted. Finally, we present measurements of supply voltage noise during various scan-test operations, an often-neglected aspect of SoC power integrity.
I. INTRODUCTION

M
ODERN computing platforms from mobile through to servers are increasingly constrained to operate within a fixed, or shrinking, power budget. The design of system-onchips (SoCs) that offer increased compute performance while operating at a commensurate power budget to previous generations places huge demands on the efficiency of the silicon implementation. Continuing process technology scaling has ensured sustained area and power efficiency improvements, in turn enabling more and more complex SoCs, composed of multiple clusters of CPUs, GPUs, and additional specialized compute engines. However, increased integration comes at the cost of increasing peak current and current density, to the extent that these systems are ultimately constrained by power delivery. Of particular concern are pathological AC supply noise conditions, which can occur due to an infrequent combination of system and micro-architectural events at the resonant frequency of the power delivery system [1] , [2] . These events effectively limit the energy efficiency of the system, as sufficient voltage margin must be employed to guarantee that these conditions do not result in system failure. Accurately minimizing voltage margins is critical to balance energy efficiency and robustness. On-chip AC supply voltage noise is challenging to characterize convincingly during post-silicon measurement, because the most severe voltage droops tend to be triggered by complex interactions between application software, operating system, CPU clusters, and the memory system. These interactions are often not exposed by simple bare metal 1 workloads. In order to expose the true worst-case voltage noise conditions, it is necessary to employ a combination of targeted test cases, along with a broad range of real world compiled code. These requirements motivate integrating circuitry into the SoC to enable on-chip characterization of voltage noise.
Previous work on on-chip voltage noise monitoring includes continuous time approaches that rely on analog buffered IO to off-chip test equipment [3] , [4] , accurate on-chip analog comparators and voltage references [5] , [8] , and calibrated digital CMOS delay-lines [7] , [9] . Equivalent time sampling (ETS) is often employed, whereby a sampled waveform is built up from multiple triggers on a repetitive waveform [6] , [8] , [9] . ETS relaxes bandwidth requirements, but typically increases test time, limiting the approach to relatively small code sequences that can be looped indefinitely. For longer tests, such as booting an OS, it is necessary to avoid ETS in favor of real-time sampling. It is also desirable to be able to easily and autonomously characterize supply voltage impedance from on-chip circuitry.
In response to the challenges of characterizing power integrity post-silicon, this paper presents an all-digital fully integrated power delivery monitor (PDM) [10] . The all-digital design allows the IP to be easily integrated into first silicon without custom layout. The proposed IP enables: 1) measurement of supply impedance; 2) measurement of pathological voltage droops that occur during the execution of long and complex software workloads; and 3) measurement of supply voltage noise during scan-test scenarios. A representative flip-chip packaged 28 nm mobile SoC is used as a 1 Refers to software running on a CPU without an OS.
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See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. vehicle for power integrity analysis, demonstrating the PDM as an effective tool during post-silicon bring-up and debugging. The SoC incorporates two heterogeneous 64-bit CPU clusters (dual-core ARM Cortex-A57 and quad-core ARM Cortex-A53), a GPU cluster, and high-speed cache-coherent interconnect. A system control processor (SCP) runs power management firmware for controlling power-gates, power management IC (PMIC) for controlling supply voltages, and PLLs for controlling clock frequencies. The power integrity case study focuses on the A57 cluster. The remainder of this paper is organized as follows. Section II briefly introduces power integrity challenges for mobile SoCs. Section III describes the proposed PDM peripheral and measured performance. In Section IV, we present a case study, which uses the PDM to perform an extensive characterization and analysis of a representative mobile SoC product, from software down to scan test. Section V concludes this paper.
II. POWER INTEGRITY CHALLENGES
It has long been observed that the combined trends of decreasing supply voltage and increasing integration density lead to rapidly increasing supply current. In turn, this places very stringent requirements on power supply impedance [6] , which must be kept small enough to ensure that fast supply currents do not cause the voltage to collapse. Due to stagnant package inductance scaling, this trend is increasingly problematic. Fig. 1 shows a simplified lumped-element representation of a generic power delivery network consisting of PCB, package, and silicon die. The impedance as a function of frequency, Z ( f ), is small (∼1 m ) at low frequencies close to DC, which is necessary to minimize I R voltage drop and I 2 R power loss. However, this low impedance environment is prone to resonances. There are typically three significant resonances, which correspond to various interactions of PCB, package, and die. The largest of these, the first resonance, is often in the range of 50-200 MHz, where peak impedance can be as high as two orders of magnitude larger than the DC resistance. The first resonance arises due to the die capacitance and the package inductance.
A significant impulse or step in the current demand of the die results in a supply voltage droop waveform, such as the one shown in Fig. 1 , which shows two visible frequency components (the third component can be observed only with a longer time base). Such supply droop waveforms directly modulate the propagation delay of logic circuits and can result in timing violations with respect to the target clock period. It is necessary to include supply voltage margin to prevent timing violations, effectively accounting for the difference between the nominal supply voltage (V NOM ) and the minimum observed during supply transients (V MIN ). However, the additional voltage margin quadratically degrades power efficiency. In practice, voltage margins can be minimized only after gaining a detailed understanding of supply voltage noise conditions during both functional test and scan-test scenarios.
Unfortunately, AC supply noise is both difficult to simulate pre-silicon and difficult to measure post-silicon [11] . Simulation requires accurate parasitic extraction of the PCB, package, and die, and accurate but fast proxy models for CPU activity. Measurement is also challenging, since the voltage noise signal exists on chip, and hence is difficult to observe accurately. Finally, there is also a software element to the problem, because the real-world CPU activity transients are often due to complex interactions between SW, OS, CPUs, peripherals, and memory system. Simple bare metal workloads are often insufficient to elucidate the worst case.
III. POWER DELIVERY MONITOR
In this section, we describe the design of the proposed PDM peripheral. A number of design decisions were taken to emphasize ease of SoC integration at design time, and ease of use during silicon bring up.
A. Peripheral Organization
To ease integration, we use a conventional APB on-chip peripheral bus interface, and implement the entire design using only digital logic library cells and SRAM to simplify process porting. 2 Fig. 2 shows the organization of the PDM peripheral, which consists of an on-chip digital sampling oscilloscope (OC-DSO) and synthetic current load (SCL) in the front end (FE), and an event engine and bus interface in the back end (BE). The supply voltage for the FE circuits (V FE ) is connected to the power domain to be analyzed (e.g., V A57 in the example in Section IV). The compact FE component measures real-time supply voltage waveforms (i.e., V FE − V SS ) and does not involve any analog circuits, analog I/O, or off-chip measurement equipment. The BE is in the SoC power domain (V SYS ) to minimize loading and self-induced noise on V FE .
The OC-DSO runs continuously in real-time, logging data, and capturing waveforms on trigger events. Event counter and tide-mark registers track the size and frequency of voltage transients. These data can be easily correlated with CPU hardware event counters. For transients of interest, threshold and gradient triggers can initiate waveform capture of up to 2k points 2 Due to reduced layout effort and generally simplified physical design.
into the internal SRAM trace buffer. A decimation block allows flexible adaptation of the bandwidth/sample rate to allow measurement of low-frequency transients. Autonomous operation can be easily implemented from an on-chip core, or externally via the CoreSight debug port [12] . Multiple FE modules can be supported from a single BE peripheral in order to allow characterization of a number of power domains, which is an important consideration due to the trend for an increasing number of SoC power domains.
B. All-Digital On-Chip Digital Sampling Oscilloscope
For on-chip supply noise sensing applications, simple CMOS delay-line circuits [7] , [8] are very attractive for reasons of process portability and layout automation, as they can be implemented using only digital standard cells. The basic concept is to exploit the transfer function of supply voltage to the inverse of CMOS gate delay, which is linear to first order. However, despite the simplicity, the performance of these circuits is far from ideal as they exhibit distortionlimited INL for the following reasons: 1) non-linearity in the open-loop transfer function; 2) asymmetry in the gate rise/fall delays; 3) poor matching of small digital transistors; and 4) poor layout matching using automated place and route. However, by exploiting calibration, it is possible to achieve sufficient performance for the given application.
Rather than a linear delay-line arrangement, we use a ring oscillator (RO) (i.e., VCO), which reduces circuit size for equal dynamic range and introduces first-order noise shaping [13] . Fig. 3 shows the VCO, which consists of a 31-stage NAND2 ring. The VCO is totally free running and is not reset with respect to the sample clock. The oscillation frequency of the VCO is approximately 1.77 GHz at nominal process, Fig. 3 . Process portable all-digital supply voltage sampling using coarse and fine sampling of VCO. Two coarse counters at opposite ends of the VCO guarantee at least one of them will have settled when the counter outputs are sampled. The fine phase output is subsequently inspected to find the position of the VCO transition and the coarse counter furthest away from the transition is used to generate the output code. All registers are clocked by the sample clock unless otherwise annotated.
voltage and temperature (PVT) corner. The essential operation is to measure how many times the propagating transition traverses the VCO in a single cycle of the sample clock. To achieve this, the VCO phase is sampled in two parts: 1) coarse, C[n], measured in whole rotations around the VCO (C[n] · 2π) and 2) fine,
Both phase paths are differentiated separately, before multiplying the integer part by the number of NAND2 stages in the VCO (31), and finally combining the two to produce a binary output code (D OUT [n]), which is linear with voltage to the first order.
The integer part is accumulated using a free-running gray counter, which is clocked on both edges of a node from the VCO. Conventional library flip flops are then used to sample the integer counter and fractional phase taps using a sample clock (F S ), which is asynchronous with respect to the VCO. Since this represents an asynchronous clock crossing, sampling the coarse gray counter when logic is toggling can lead to bit errors. 3 The gray code ensures that the maxi-mum Hamming error in the decoded binary word is 1 LSB, but due to the multiplication, this still equates to an error of +/−31 LSBs in final the output D OUT [n]. To reduce this, a second (replica) coarse counter is introduced at a node on the opposite side of the VCO (half way around). The VCO has the property that the transition in the ring cannot be close to two equidistant points on the ring at the same time instant, assuming sufficient number of stages. 4 Hence, the decoder can subsequently inspect the phase of the VCO (from the fine part) and select the coarse counter (C0[n] or C1[n]) furthest from the edge in the VCO at the sample instance. In this fashion, we ensure we use the coarse output that has safely settled before the sampler is clocked.
C. All-Digital Synthetic Current Load
In order to characterize on-chip supply impedance, we use an on-chip SCL. The SCL (Fig. 2) is used to draw current at a programmable frequency while the OC-DSO simultaneously measures the supply voltage response. By repeating this process for a range of frequencies, the Z ( f ) response is constructed, quickly identifying the frequency/impedance of resonances. Further practical details of this process are given in the case study in Section V.
The most common approach to implementing an on-chip current load is to use one or more transistors to short V DD and V SS . However, there are a number of concerns with this approach in a commercial SoC, not least of which are the electrical and functional risks associated with the shorting device, which must never turn on inadvertently. There are also secondary considerations for the leakage of this device. To allay these concerns, the proposed SCL avoids DC paths between supplies, instead using up to 512 parallel nine-stage NAND2 ROs. When enabled, the short ROs oscillate drawing dynamic current from the supply in the process. The number of ROs is a tradeoff between maximum load current and circuit area. The load current can be modulated at a given frequency, using the enable input to the RO. The RO enables are controlled by a flexible function generator, which produces square wave, step, impulse, and pseudo-random linear feedback shift register (LFSR) patterns. The circuit is composed entirely of digital standard cells to avoid any custom layout.
D. Event Engine
The event engine detects, counts, and responds to events of interest in the real-time sample stream generated by the OC-DSO. The event engine is based around two flexible trigger blocks, which can flag various V FE droop or overshoot events using level or slew-rate thresholds. The trigger blocks drive event counters used to monitor the number of occurrences of a configured trigger for a given test case. The triggers can also be used to initiate storage of a waveform into the SRAM trace buffer, in a similar fashion to a conventional oscilloscope. A set of internal timers provide a simple means to determine when a given trigger event occurred, which is necessary for diagnosing the source of a droop event through alignment with CPU activity. Finally, the triggers can be used to assert an interrupt to the SCP, which can then take further action within the SoC, for example to halt a CPU cluster.
A tidemark block constantly monitors the output of the OC-DSO, tracking the highest and lowest voltages observed during a test. The data are available at any time to be read from memory-mapped registers. With these features, a typical workflow to analyze a given workload or droop event can use the event counters and tidemarks to observe the frequency and magnitude of droop events, respectively. Following this, it is a simple process to then capture waveforms for, say, the largest droop in the workload to diagnose the architectural event that caused it. An example of this is given in Section IV.
E. Measurement Results
Before looking at a system-level case study, we first report measured performance of the OC-DSO in isolation. The entire PDM macro is approximately 350 × 310 μm 2 (Table I) , as shown in Fig. 4 , where the main functional blocks of the peripheral are highlighted. The total power consumption for the whole macro (with SCL off) is 416 μW during waveform capture, 25 μW of which is from the V A57 voltage rail, with the remainder supplied by V SYS .
The OC-DSO output,
, is a measurement of frequency with units of t NAND2 /t CLK , and requires a conversion from frequency to voltage (F-to-V). The F-to-V conversion function is determined from calibration, and also corrects for non-linearity and process/temperature variation. The SCP performs the F-to-V conversion in software after reading out the measurement data from the PDM. Performing the conversion in software is not as power efficient as dedicated hardware [14] , but since the PDM is used only during chip bring up, this is not a significant concern. The calibration itself can be performed autonomously by the SCP firmware, by using the (off-chip) PMIC to change the supply voltage. Using software running on the SCP, a slow DC sweep is performed by repeating two steps: 1) set V FE using the PMIC and 2) take multiple samples of D OUT [n] from the OC-DSO and store the average along with the voltage. The resulting list of voltage/code pairs can then be inspected to determine the voltages of the code centers. This can either be used directly as a look-up table, or alternatively a polynomial function can be fit to the data. 5 The calibration process is performed in software by the SCP using the PMIC, without any external test and measurement equipment. at 800 MS/s, V LSB is ∼3.3 mV, at 400 MS/s, V LSB is ∼1.6 mV. Sample rate is flexible up to a maximum of 2.24 GS/s for a TT die at 25°C, which can be useful for timing very fast transients. Measured INL MAX is −0.9/+0.7 LSB after correction with a ninth-order polynomial, over the entire 400-mV input voltage range.
In measuring supply voltage noise, our main interest is in capturing global resonant voltage droop waveforms, which are typically in the frequency range of 50-200 MHz (Section II). Although higher frequency noise is certainly present, it tends to be very localized and of such small magnitude it is unlikely to affect the performance of the CPU cores. A sample rate of at least twice the highest signal frequency is required in order to prevent significant aliasing of in-band signal power. But, a much higher sample rate is desirable, since: 1) there is no explicit anti-alias filter, which increases out of band alias power and 2) when looking in the time domain, it is desirable to have much more than two samples per cycle to help distinguish resonant waveforms. In the following case study, we mainly used a sample rate of 800 MHz, which was found to be sufficient to identify various noise waveforms without sacrificing resolution. Table II gives a brief comparison of previously published supply voltage noise monitors and supply voltage noise characterization studies. One of the key goals in this paper was to provide an SoC peripheral, which is easy to integrate presilicon and easy to use post-silicon. The proposed PDM macro does not use any analog circuits, does not require off-chip measurement equipment (such as an oscilloscope), is selfcalibrating (in software), and has extensive on-chip triggering and event counting features.
IV. POWER INTEGRITY CASE STUDY
In this section, we present a power integrity analysis of a 28 nm SoC using the PDM peripheral integrated into the SoC. The PDM is integrated above the dual-core Cortex-A57 cluster (Fig. 4) , with V FE connected to the A57 cluster supply (V A57 ). Also, highlighted in Fig. 4 is a microcontroller referred to as the SCP, used for power management duties and, in this case, to drive tests using the PDM.
A. Supply Impedance
The first consideration in the case study is the frequency and peak impedance of resonances. This information can be Fig. 6 . Simplified lumped model of the PDN with PDM. In order to measure AC electrical parameters, the SCL generates a square wave current load of frequency F SCL , which can be swept while measuring the resulting voltage swing and average current reported by the PMIC (scaled to account for current of square wave harmonics). No external test equipment is required. Fig. 7 . AC electrical parameters measured using PDM, for a range of power management modes. correlated with pre-silicon simulations to check for simulation/modeling mismatch errors, and/or layout issues with PCB, package, or silicon implementation. The analysis of AC supply impedance can be automated on the SoC using the PDM peripheral, under the control of the SCP. Fig. 6 shows a lumped model of the power delivery network, including the A57 cluster and the PDM. The supply impedance at a single frequency, f , can be characterized as follows: 1) use the SCL to draw current from the rail with a square wave pattern at a frequency of F SCL = f ; 2) use the OC-DSO to measure the resulting average voltage droop, V (F SCL ); and 3) use the PMIC (controlled by an I 2 C interface to the SCP) to measure the average current, I PMIC . With these three measurements, the impedance can be calculated as
where the 4/π scaling adjusts for the power at the fundamental frequency of the square wave load current, since it is much more convenient to generate a square wave pattern in digital logic than a sine wave. By sweeping f , and repeating the process at each frequency point, Z ( f ) can be automatically characterized, as shown for the A57 cluster in Fig. 7 . The compensation for the square wave harmonics in (1) is reasonable as long as the third harmonic falls beyond the highest resonance peak, otherwise there will be a contribution from the harmonics, which cannot be distinguished from the fundamental tone. No external test equipment is required and the whole test can be orchestrated from the SCP. Since impedance characterization using the PDM is automated and fast, we were able to characterize the impact of the low-power modes on the SoC. Individual CPU cores can be power gated when idle to reduce leakage power and the Measured maximum voltage droop and minimum supply voltage (V MIN ) for 1.1-GHz operation for a range of binaries running on bare metal (top) and Linux OS (bottom). Benchmarks "gaDIDT," "manDIDT," and "powVirus" are assembly code test cases, while the remainder are compiled from C code. CPU clock frequency is 1.1 GHz and supply voltage is 1 V.
whole cluster can also be put in retention or turned off entirely. However, the low-power modes complicate power delivery, because the dominant resonant peak tends to shift in frequency and magnitude depending on the number of cores (power domains) active. This is shown in Fig. 7 , where the resonant peak shifts significantly for different low-power modes.
B. Supply Voltage Noise
Supply impedance resonances give rise to voltage noise when excited by a transient I DD waveform. Many common CPU events cause a characteristic "step" in I DD . These events are typically straightforward to orchestrate, and can easily be measured using the PDM. Some examples are given in Fig. 8 , which shows captured voltage waveforms for two common CPU events: wait-for-event (WFE) and power-gate turn on. Although the voltage waveforms in Fig. 8 show supply noise of 129-164 mVpp, they are not in general a significant concern to logic timing because they can be readily "softened" to avoid generating severe transients. This is largely true, because they occur at the beginning and end of a period of execution.
On the other hand, CPU activity transients that occur somewhere in the middle of the execution of a block of code can be much more difficult to tolerate. For example, Fig. 9 shows a significant negative activity impulse due to a stall event (a branch misprediction in this case), resulting in an inductive overshoot in supply voltage. In contrast to the events in Fig. 8 , this is more difficult both to orchestrate and to prevent. Since the branch mispredict, and other related activity transients due to stalls and flushes, can occur spuriously within a complex sequence of instructions, it is not possible to mitigate without adversely impacting IPC. Fig. 9 also shows an overlay of related logic signals from the CPU pipeline trace, which was aligned using the triggered counters in the PDM to determine the CPU cycle in which the event occurred.
C. Automatic Test Case Generation
In order to minimize voltage margins, it is necessary to understand the CPU activity patterns that give rise to worstcase voltage noise. Writing assembly test cases by hand to try and orchestrate specific pipeline activity is time-consuming, especially for out-of-order CPUs. Instead, we do this in an automatic fashion, by using a genetic algorithm to generate assembly code loops [15] - [17] targeting specific noise droop conditions [15] , as measured by the PDM. Fig. 10 describes the process, which begins with a seed population of random assembly code loops. The population of assembly code is measured by running each on the A57 cluster, while using the PDM to measure voltage droop. A set of parents is then chosen from the population based on the measurements, before crossover and mutation of the code generates the next population from the parents. Fig. 10 shows two examples, one optimized for maximum voltage droop ("Max Droop") and the other for maximum current consumption ("Max DC"). The plots demonstrate the progression of the GA over successive generations, showing both the best example and the average for the entire population. Good results can be achieved in tens of generations. Fig. 11 shows measurements for three assembly test cases: "gaDIDT," automatically optimized for large supply noise, "manDIDT," a hand written droop stress case, and "powVirus," an automatically generated test that draws maximum I DD . A range of compiled C code benchmarks are also included, to establish more typical supply noise conditions. The results include measurements of max V DD droop, along with V MIN observed for each benchmark. V MIN was measured by repeatedly executing the workload at 1.1 GHz, with successively lower supply voltage until the CPUs are seen to crash by one of a number of observable failure mechanisms. The results are given for single-core and dual-core scenarios, as well as under bare metal and Linux OS at 1.1 GHz.
D. Measurement Summary
The "gaDIDT" test case (Section IV-C), is a synthetic pathological worst case for AC supply droop and results in by far the largest measured voltage droops of 170 and 100 mV for dual-core and single-core configurations, respectively, on bare metal. Compiled C code benchmarks exhibit significantly smaller maximum droop. Execution on two cores slightly exacerbates both max V DD droop and V MIN observed in all cases. Running the same programs under Linux OS reveals very similar maximum droop as with bare metal. However, the V MIN sensitivity is worse, leading to noticeably higher measured V MIN under Linux. We attribute this increased V MIN sensitivity to the OS scheduler, more cache churn, and generally richer system peripheral interaction. This illustrates the importance of analysis of a representative system, as opposed to a CPU in isolation. Fig. 12 shows a complete data set for the SPEC2006 benchmark, which is a much larger data set. We observed a lot more variation than we saw with the small set of compiled benchmarks (Fig. 11) . This generally hints that some of these benchmarks either generate large activity transients, or exhibit some periodicity at the resonant frequency.
Finally, Fig. 13 summarizes these results by showing distributions for each data set on bare metal and Linux for single-core and dual-core configurations. The maximum droop plot demonstrates the long tail associated with the supply voltage noise problem. The automatically generated test cases (Section IV-C) bring out the pathological worst-case droop events, which were not quite matched in compiled benchmarks, which represent typical code. However, the more compiled code we ran, the closer we got, with some of the SPEC2006 examples coming close to the assembly test cases. The V M I N plot again shows the importance of characterizing voltage margins while running code under an OS, as failure sensitivities were found to be significantly higher in this scenario, regardless of the test case.
E. Scan-Test Supply Voltage Noise
High toggle rate in flip flops during scan shift increases the activity rate in combinational logic. This significantly increases processor I DD compared with functional tests, leading to large V DD swings, potentially causing test-pattern mismatches during vector replay on the automatic test equipment. Low toggle-rate test-vectors reduce I DD during scan shift, at the expense of increased test time. Fig. 14 shows V DD oscillations, as measured using the PDM, during scan shift. The shift pattern 0 × AAAA results in an extreme power supply noise condition, since all flip flops inside the scan chain toggle in every cycle. We compare this against the power-supply noise observed using a relaxed pattern (0x8888) that suppresses half of the transitions during the shift operation. The increase in step-current magnitude at the rising edge of the scan clock results in larger magnitude of V DD undershoots and overshoots for the worst-case toggle pattern. In both the cases, the magnitude of the peak-to-peak swing is significant (650 mVpp for the worst-case pattern and 513 mVpp for the relaxed pattern) and is in excess of V DD noise observed during functional test. The scan-clock frequency in Fig. 15 (a) is 10 MHz (cycle time of 100 ns) during which all oscillations eventually attenuate. Another step-current excitation is generated at the rising edge of the next shift cycle. The falling clock edge does not cause a sufficiently large excitation, since no combinational logic toggles (only the clock network). The frequency of power-supply oscillations matches the previously measured first resonance (Fig. 7) . Fig. 15(b) shows the supply oscillations at a shift frequency of 20 MHz (50-ns cycle time). Now, the power-supply oscillations initiated at the rising clock edge do not have sufficient time to attenuate before the next rising edge. Consequently, the supply network experiences the effects of two current steps at the subsequent rising clock edge. The first is the attenuated but time-shifted effect of oscillations initiated at the first rising edge of the clock that superimpose with new oscillations initiated at the second rising-edge of the clock.
This level of visibility into supply voltage noise during scan test is expected to allow rapid optimization of the conflicting goals of maximizing scan-test speed and correlation with functional tests.
V. CONCLUSION
Optimization of supply voltage margins is critical to safely balancing energy efficiency and robustness of large digital circuits, such as SoCs. The proposed PDM peripheral is implemented entirely in digital logic cells and SRAMs and is, therefore, easy to port to new process technologies where custom layout is time-consuming. Using the PDM integrated in a 28 nm mobile SoC, a case study of V DD noise in a dual-core ARM Cortex-A57 cluster is presented. Power supply impedance is automatically measured. V DD droop is analyzed using hand-written assembly, automatically generated assembly, and compiled benchmarks running on bare metal and Linux. Finally, the important aspect of scan testinduced V DD droop is considered. The measurement case study emphasizes the importance of running a wide variety of code under an OS, as it significantly increases the V MIN sensitivity for a given workload. Analysis of measured V DD droops emphasizes the challenges of achieving short test time without inducing excessive V DD noise that can jeopardize correlation with functional tests. For commercial SoC product bring up and analysis, it is expected that a considerable time to market advantage could be realized through this paper.
