We study the long time behavior of the Hesse-Koszul flow on compact Hessian manifolds. When the first affine Chern class is negative, we prove that the flow converges to the unique Hesse-Einstein metric. We also derive a convergence result for a twisted Hesse-Koszul flow on any compact Hessian manifold. These results give alternative proofs for the existence of the unique Hesse-Einstein metric by Cheng-Yau and Caffarelli-Viaclovsky as well as the real Calabi theorem by Cheng-Yau, Delanoë and Caffarelli-Viaclovsky.
Introduction
An affine manifold is a real manifold M which admits a flat, torsion free connection ∇ on its tangent bundle. A Riemannian metric g on an affine manifold (M, ∇) is called a Hessian metric if g can be locally expressed by g = ∇dϕ. We then say (M, ∇, g) is a Hessian manifold. We consider the Monge-Ampère operator:
MA(ϕ) := det(∇dϕ) = det ∂ 2 ϕ ∂x i ∂x j (1) where {x 1 , . . . , x n } is an affine coordinate system with respect to ∇. It was observed by Cheng-Yau [9] that this is a natural operator on affine manifolds since it is invariant under affine coordinate transformations. In particular, it is very similar to the complex Monge-Ampère operator since the (real) Monge-Ampère measure as µ ϕ = det(ϕ ij )dx 1 ∧ . . . ∧ dx n is well-defined. We refer the interested readers to [14, 20, 21, 22, 23, 9, 37, 40, 10] and references therein for more details on Hessian manifolds.
Hessian manifolds and real Monge-Ampère equations play a central role in many fields varying from mathematical physics to statistics. They appear as a large complex limits of Calabi-Yau manifolds, which is in the framework of the Strominger-Yau-Zaslow [36] , and the Kontsevich-Soibelman [26] conjectures (see also [3, 15, 16, 32] ).
Recently Hessian manifolds have been interpreted as particular parameter spaces of statistical models in which the Fisher-Rao metric is a Hessian metric (cf. [2, 1, 4, 27] ). Studying geometric structures of Hessian manifolds thus could lead to many applications in statistics.
In [9] , Cheng-Yau study the real Monge-Ampère equation det(g + ∇dϕ) = e λϕ+f det g,
with either λ = 0 or λ > 0. When λ = 0, solving this equation provides a solution to the real Calabi problem (cf. [9] ): given η ∈ c a 1 (M), it shows that there is a metric g = g + ∇dϕ for some ϕ ∈ C ∞ (M) such that κ(g) = η, where κ(g) is the second Koszul form (see Definition 2) . When λ > 0, solving this equation allows one to construct: Hesse-Einstein metricg = g + ∇dϕ, i.e κ(g) = −λg which is a canonical metric on Hessian manifolds. Hesse-Einstein metrics in Hessian geometry can be seen as the real version of the Kähler-Einstein metrics in Kähler geometry (cf. [9, 30, 31, 37] ) Assuming that M is a special manifold Cheng-Yau [9] solved the equation (2) with λ = 0 using the continuity method. Delanoë then removed this condition in [11] but still relied on [9] for higher derivative estimates. In [9] , the authors also solved (2) with λ > 0 by lifting this equation to M + iR n and using methods from complex geometry. Caffarelli-Viaclovsky [10] then generalized these previous works solving (2) assuming a minimal regularity for f . They used the continuity method for λ = 0 and the viscosity method for λ > 0. We also refer to [19] for a recent variational approach with optimal transport point of view.
In this note, we give an alternative approach using a geometric flow, namely the Hesse-Koszul flow. This flow has been defined and studied by Mirghafouri-Malek [33] on compact Hessian manifolds. Given any compact Hessian manifold (M, ∇, g 0 = ∇dψ) we define the following evolution equation
where β(g) = −2κ(g), with κ the second Koszul form for (∇, g) (see Definition 2) . Along the flow the evolved metric g remains Hessian, this is why we call it the Hesse-Koszul flow.
Similarly to the Kähler-Ricci flow, we can rewrite the flow as a sacalar equation, namely the parabolic Monge-Ampère equation: ∂ ∂t ϕ = log det(ĝ(t) + ∇dϕ) det g 0 + f, ϕ 0 = 0 (4) where ϕ is the unknown function andĝ(t) only depends on t, g 0 and the first affine Chern class c a 1 (M) (see Definition 6) . In [33] , the authors proved the short-time existence and the uniqueness of the flow on compact Hessian manifolds. Whenĝ is independent of t, they showed that the flow has a long time existence. In this paper, we study the characterization of the maximal existence time and the long time behavior of the flow.
Our first goal is to prove that the the maximal time for the existence of smooth solution is a cohomological constant like the one of the Kähler-Ricci flow (see for instance [8, 38, 43, 42, 46] ): Theorem 1. Let (M, ∇, g) be a compact Hessian manifold. Then the Hesse-Koszul flow has unique smooth solution g(t) on the maximal time interval [0,T), where
For the proof we adapt some Kähler-Ricci flow techniques to our case. There is indeed a natural connection between Hessian and Kähler geometry, as first observed by Dombrowski [13] : the tangent bundle over a Hessian manifold admits a Kähler metric induced by the Hessian metric.
Our second goal is to prove that the flow converges to a Hesse-Einstein metric assuming that the first affine Chern class is negative. This gives an alternative proof for the result in [9, 10] on the existence of Hesse-Einstein metrics:
Theorem 2. Let M be a compact Hessian manifold. Assume that c a 1 (M) < 0, then starting from any Hessian metric g 0 , the normalized Hesse-Koszul flow
exists for all time and converges in C ∞ to a Hesse-Einstein metric g ∞ satisfying
Moreover, g ∞ is the unique solution to the Hesse-Einstein equation (6).
Finally we give another proof for a real version of Calabi's conjecture due to [9, 11, 10] . We follow Cao's approach (cf. [8] ) to the Calabi conjecture to study the Hesse-Koszul flow twisted by η ∈ c a 1 (M): Theorem 3. Let M be a compact Hessian manifold. The flow
exists for all time and C ∞ -converges to a metric g ∞ which is the unique solution to
The long time existence is due to [33] . For the proof of the convergence, we derive uniform a priori estimates by adapting some Kähler-Ricci flow techniques to our case, and by using a new approach based on [35] to prove the C 0 -estimate.
Finally we show that our approach can be applied to prove a convergence result for a parabolic Monge-Ampère equation on compact Riemannian manifolds: 
C ∞ -converges to a functionφ ∞ . In particular, the limitφ ∞ is a solution of the following Monge-Ampère equation:
for some constant c.
This flow was studied in [18] where a long time existence was proved. We establish further the convergence of the flow. Our key ingredient of the proof is a uniform C 0 estimate for the normalization of ϕ as in Theorem 3. Moreover Theorem 4 gives an alternative proof to the existence of solutions for the Monge-Ampère equation (10) on compact Riemannian manifolds due to [12] .
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Preliminary
2.1. Affine manifolds, Hessian metric and Koszul forms.
An affine manifold (M, ∇) is a differentiable manifold equipped with a flat, torsion-free connection ∇.
A Riemannian metric g on an affine manifold (M, ∇) is called a Hessian metric if g can be locally expressed by g = ∇dφ. Then (M, ∇, g) is called a Hessian manifold.
It is known that a manifold M is affine if and only if M admits an affine atlas such that transition functions are in the affine group Aff(n) = {Φ : R n → R n , Φ(x) = Ax+b}.
Let (M, ∇, g) be a Hessian manifold, g can be locally expressed by
. , x n } is an affine coordinate system with respect to ∇.
Denote∇ the Levi-Civita of (M, g), γ =∇ − ∇. Since ∇ and∇ are torsion-free, we have γ X Y = γ Y X. Moreover, the components γ i jk of γ with respect to affine coordinate systems coincide with the Christoffel symbols Γ i jk of the Levi-Civita connection∇. The tensor Q = ∇γ is called the Hessian curvature tensor for (g, ∇). We recall here some properties of the Hessian manifolds. Proposition 1. [37] Let (M, ∇) be an affine manifold and g a Riemannian metric on M. Then the following are equivalent:
(1) g is a Hessian metric
[37] LetR be the Riemannian curvature of g = ∇dφ and Q = ∇γ is the Hessian curvature tensor for (g, ∇). Then
where φ ikp := ∂ 3 φ ∂x i ∂x k ∂x p and (φ pq ) = (φ pq ) −1 . Definition 2. We define first Koszul form α and the the second Koszul form κ for (∇, g) (cf. [20, 37] ) by ∇ X vol g = α(X)vol g and κ = ∇α.
It follows from the definition that α(X) = Trγ X (11)
so
In the sequel we shall use the the tensor β = −2κ instead of κ to define the Hesse-Koszul flow.
We shall use the following operator L g (f ) := Tr g ∇df for any Riemannian metric g. In an affine coordinate system {x 1 , . . . , x n } with respect to ∇, we have
where∇ is the Levi-Civita connection of g and γ =∇ − ∇. L is an elliptic operator and the maximum principle holds for L.
2.2.
Cohomology on affine manifolds and the first affine Chern class. Let (M, ∇) be an affine manifold. Denote by (∧ p T * M) ⊗ (∧ q T * M), the tensor product of vector bundles ∧ p T * M and ∧ q T * M. Denote by A p,q all smooth sections of (∧ p T * M) ⊗ (∧ q T * M). In an affine coordinate system with respect to ∇, a (p, q)-form ω in A p,q is expressed by
Definition 3. For α ∈ A p,q and β in A r,s , we define the exterior product α ∧ β ∈ A p+r,q+s by
where the sum is taken over all permutation σ, τ and ǫ σ (resp. ǫ τ ) is the sign of σ (resp. τ ).
where I is the identity operator and d ∇ is the exterior derivative induced by ∇.
Definition 5. [9, 37] We define a cohomology group
Let Ω = Ω(x)dx 1 ∧ . . . ∧ dx n be a volume form on M. Then the second Koszul form of Ω is defined by
Again we shall use the tensor β Ω := −2κ Ω to define the Hesse-Koszul flow. Denote by [κ Ω ] ∈H 1 (M) the class represented by κ Ω . If Ω ′ is another volume form, then there exists a function f on M such that Ω ′ = e f Ω, so we have
, so we can define the first affine Chern class as follows:
to be the first affine Chern class of M, for any volume form Ω.
In particular, if (M, ∇, g) is a compact Hessian manifold then c a
where κ(g) is the second Koszul form of (∇, g) (see Definition 2) .
Let [α] ∈H 1 (M), we say that [α] is positive (resp. semi-positive) and denote [α] > 0 (resp. [α] ≥ 0) if there exists α ′ ∈ [α] such that α ′ > 0 (resp. α ′ ≥ 0). Then we have the following theorem due to Shima [37] (see also Delanoë [11] ) Theorem 5. Let (M, ∇, g) be compact Hessian manifold and α and κ be the first and the second Koszul forms respectively. Then we have
(ii) If M Tr g κdV g = 0 then the Levi-Civita connection∇ of g coincides with ∇. In particular, the first affine Chern class c a 1 (M) cannot be positive.
Maximal existence time for the flow on compact manifolds
Let (M, ∇, g) be a compact Hessian manifold of dimension n. Consider the Hesse-Koszul flow
For our convenience, we shall write the Hesse-Koszul flow as
where β = −2κ represents the first affine Chern class. In this section we prove the the maximal existence time for the Hesse-Koszul flow is a cohomological constant. It only depends on the first affine Chern class. Define
then the main result of this section is the following: Theorem 6. Let (M, ∇, g) be a compact Hessian manifold. Then the Hesse-Koszul flow has unique smooth solution g(t) on the maximal time interval [0,T).
We follow the approach developed in Kähler geometry, to establish a similar result for the Kähler-Ricci flow (cf. [8, 38, 43, 42, 46] ).
3.1.
Reduction to parabolic Monge-Ampère equation. Fix any T ′ < T , our goal is to show that there exists a solution for the flow (21) on [0, T ′ ). The key ingredient is that we can rewrite the Hesse-Koszul flow (21) as a parabolic Monge-Ampère equation.
Since
Then we define Ω = e f /2 Ω 0 which is a smooth positive volume form satisfying
). By abuse of notation, we shall write Ω as the local density as well, i.e
and Ω 2 := Ω 2 (x) the square of the density. Then we have the following: 
Proof. If ϕ(t) satisfies the equation (23), then we set g(t) =ĝ(t) + ∇dϕ(t). By a straightforward computation, we get
Since g(0) = g 0 , we imply that g(t) is a solution of (21) .
For the "only if" assertion, given g(t) a solution of (21), we define for any t ∈ [0, T ′ )
We now prove that g(t) =ĝ(t) + ∇dϕ(t) on [0, T ′ ). Since
At
The uniqueness in Theorem 6 now follows from the following comparison principle for parabolic Monge-Ampère equations:
where F (t, x, s) be a smooth function with ∂F ∂s ≥ −λ. Then
Proof. The proof follows from the maximum principle. Fix ǫ > 0, define u(t, x) = e −λt (ϕ − ψ) − ǫt. Suppose that u achieve its maximum at (t 0 , x 0 ) ∈ [0, S] × M. We assume that t 0 > 0, otherwise we are done. At (t 0 , x 0 ), we haveu ≥ 0 and ∇du ≥ 0,
as required.
3.2. C 0 and C 1 Estimates. We now assume that the solution ϕ of the parabolic Monge-Ampère equation (23) on [0, T m ) for 0 < T m < T ′ < T . We shall establish uniform estimates for ϕ on [0, T m ). The estimates for ϕ andφ follow from the maximum principle.
Proof. For the upper bound of ϕ we apply the maximum principle to H = ϕ − Aϕ for Similarly, we use the same argument to K = ϕ + Bt, where
to get the lower bound of ϕ.
We shall use the following evolution equation forβ(g) := Tr g β(g) = g ji β ij (g).
Proposition 4. The traceβ of β evolves by
where |β| 2 g = g li g jk β ij β kl . Therefore we have lower bound
Proof. It follows from the flow that
where (g kl ) = (g −1 ) kl . Taking the trace both two sides of the flow (21), we get
Combining (35), (32) and
As a consequence, we have e −C Ω 2 ≤ det g(t) ≤ e C Ω 2 , so C ′−1 det g 0 ≤ det g(t) ≤ C ′ det g 0 for some constant C ′ depending only on g 0 and Ω.
Proof. We first have
We also have ∂ ∂t − L g ϕ =φ + Tr g (g −ĝ) =φ − Tr gĝ − n.
Let H = (T ′ − t)φ + ϕ + nt, then combining identities above gives
The maximum principle then implies that the minimum of H is at t = 0. Therefore
For the upper bound ofφ, we observe that
It follows from Proposition 4 that, along the flow,β satisfies
and so inf
for all t ∈ [0, T m ). Combining with (44) gives a uniform upper bound forφ for all t ∈ [0, T m ) as required.
3.3. C 2 -Estimate. Our goal in this section so to prove the following estimate:
There exists a constant C > 0 which depends only on g 0 such that
for all t ∈ [0, T ).
Moreover, there exists a constant C ′ depending only on g 0 such that
for all t ∈ [0, T m ).
We first prove the following estimate for the trace of the metric along the Hesse-Koszul flow which can be seen as a real version of the one of the Kähler-Ricci flow due to Cao [8] (see [38, 43] for details). 
Proof. We now calculate at a point x 0 with affine coordinates {x 1 , . . . , x n } for ∇ such that (g 0 ) ij (x 0 ) = δ ij and ∂ k (g 0 ) ij (x 0 ) = 0. At x 0 , for L g = Tr g ∇d, we have
Observe that g ij ∂ i ∂ j g kl 0 g kl ≥ −C 0 Tr g 0 gTr g g 0 , for a constant C 0 > 0 depending only on g 0 . We also have ∂ ∂t
This implies that
hence (∂ t − L g ) log Tr g 0 g ≤ C 0 Tr g g 0 + 1 Tr g 0 g −g jp g qi g lk 0 ∂ i g kj ∂ l g pq + g qk ∂ k Tr g 0 g∂ q Tr g 0 g Tr g 0 g .
We now claim that the second term satisfies − g jp g qi g lk 0 ∂ i g kj ∂ l g pq + g lk ∂ k Tr g 0 g∂ l Tr g 0 g Tr g 0 g ≤ 0.
(55)
we get
Therefore we have
Since g li 0 ∂ k g il = ∂ k Tr g 0 g − g il ∂ k g li 0 = ∂ k Tr g 0 g, hence 0 ≤ g jp g qi g lk 0 ∂ i g kj ∂ l g pq − g qk ∂ k Tr g 0 g∂ q Tr g 0 g Tr g 0 g ,
as required. The desired inequality now follows from (54) and (55).
Proof of Theorem 7. It follows form Lemma 4 that
hence
Using the maximum principle, the function H = log Tr g 0 g + C 0 (tφ(t) − ϕ(t) − nt) achieves its maximum at t = 0. hence
Since ϕ andφ are uniformly bounded, we imply that Tr g 0 g is uniformly bounded from above as required. The second assertion follows from the next Lemma and the fact that C −1 g 0 ≤ det g(t) ≤ C det g 0 (cf. Lemma 3).
Lemma 5. If g 1 and g 2 are two metrics on a compact Riemannian manifold M, then det g 2 det g 1
In particular, if there exists a constant C > 0 such that C −1 det g 1 ≤ det g 2 ≤ C det g 1 , we have
where for each equivalent relation C i depends only on C and C j with j = i.
Proof. Let 0 < λ 1 ≤ . . . ≤ λ n be the eigenvalues of g 2 with respect to g 1 (at a given point in M). The assertion is now
The left hand side inequality is nothing but the arithmetico-geometric inequality. For the second one, we can aussume that λ 1 . . . λ n = 1, then
as required. The second claim is straightforward from the first one.
3.4.
Higher estimates and proof of Theorem 6. We now can use the Evans-Krylov theorem and Schauder estimates to get C k estimates for all k ≥ 0
Proposition 5. For any k ∈ N, there exists a uniform constant C k > 0 such that
Proof. Since the Monge-Ampère flow is a fully nonlinear parabolic equation with concave operator, the C 2,α estimate for ϕ follows from the Evans-Krylov theorem [24] (see also [25, 28] ). Let D be any first order differential operator with constant coefficients. Differentiating the (23), we get
Since |ϕ| + |φ| + |∇dϕ| and [∇dϕ] α are under control, the Dϕ C 0 is under control. Applying the parabolic Schauder estimates [25, 28] we imply that Du C 2,α is under control. Applying D to (62) we obtain
where the parabolic C α norm of the right hand is under control by the argument above. Using again the parabolic Schauder estimates, we obtain uniform bound for D 2 u. Iterating this procedure we complete the proof of Proposition 5.
Proof of Theorem 6. It follows from the Arzelà-Ascoli Theorem and Proposition 5 that given any sequence t j → T m , there exists a subsequence t j k and a smooth function ϕ Tm such that ϕ t j k → ϕ Tm in C k (M, g 0 ) for all k ≥ 0. It follows from Lemma 3 sup M |φ| ≤ C for all t ∈ [0, T m ) for some uniform constant C, so ϕ(t)−Ct is non-increasing in t. Since ϕ is uniformly bounded in [0, T m ), ϕ(t) − Ct converges as t → T m , to a function which is necessarily equal ϕ Tm . Therefore the limit ϕ Tm is unique and so ϕ(t) → ϕ Tm in C k (M, g 0 ) for all k ≥ 0. Therefore the metric g(t) =ĝ(t) + ∇dϕ converges smoothly to the tensor g Tm = g Tm + ∇dϕ Tm . Moreover it follows from Theorem 7 that g(t) ≥ Cg 0 for all t ∈ [0, T m ), so g Tm is positive definite, i.e a Riemannian metric. Therefore the flow can be extended to t = T m , this is a contradiction to our assumption that T m is the maximal time of the existence. This implies that T m = T as required.
Hesse-Koszul flow and Hesse-Einstein metrics
We consider the case when c a 1 (M) < 0. Then by Theorem 6, the Hesse-Koszul exists for all time. Since the class [g(t)] = [g 0 ] − tc a 1 (M) becomes unbounded as t → ∞, we can not study the convergence of the flow. Therefore we need to rescale the flow in time by t = log(s + 1) where s is the time variable for the original flow. Then we get the normalized Hesse-Koszul flow:
This flow also exists for all time and the class [g(t)] satisfies Theorem 8. Assume that c a 1 (M) < 0, then starting from any Hessian metric g 0 , the flow (64) exists for all time and converges in C ∞ to a Hesse-Einstein metric g ∞ satisfying
Moreover, g ∞ is the unique solution to the Hesse-Einstein equation (66).
The existence and uniqueness of a solution to (66) was proved by Cheng-Yau [9] and Caffarelli-Viaclovsky [10] . Our result give another proof of this result using the parabolic approach.
Since c a 1 (M) < 0, there exists a Hessian metricĝ such that its affine Kähler form g ∈ −c a 1 (M). Fix a volume form Ω such that locally Ω = Ω(x)dx 1 ∧ . . . ∧ dx n with ∂ 2 ∂x i ∂x j log Ω 2 (x) =ĝ ij (x).
By the same argument in Lemma 1, we can rewrite the normalizied Hesse-Enstein flow as the parabolic Monge-Ampère equation
We now establish a priori estimates for ϕ which are independent of t. We follow the same strategy as for the Kähler-Ricci flow.
Proof. The first estimate is derived straightforwardly from the maximum principle applied to ϕ. For (2), we use the maximal principle for the function H = (e t −1)φ−ϕ−nt.
Taking the derivative in time on the two sides of the flow, we get
where L g is the elliptic operator Tr g ∇d. In addition, we have
ĝ). (69)
Therefore it comes ∂ ∂t − L g(t) (e tφ ) = Tr g(t) (−g 0 +ĝ) (70) and
Combining all above, we get
Then the maximum principle implies that H = (e t − 1)φ − ϕ − nt ≤ 0. Since ϕ is bounded by (1), we getφ ≤ C(t + 1)e −t .
For the lower bound ofφ we apply the maximum principle to
where B satisfies Bĝ ≥ g 0 . By a direct computation we get
The maximum principle thus implies that G ≥ 0, henceφ ≥ −C(t + 1)e −t . For (3), taking s > t and x ∈ M, and using (2), we get
Therefore ϕ(t) converges uniformly to a continuous function ϕ ∞ . Letting s → ∞ yields (3). Finally, we use (1) and (2) 
Proof. It follows from Lemma 6-(3) that there exists a uniform constant C such that
Then using Lemma 5 it suffices to derive a uniform upper bound for Tr g 0 g.
We now apply the maximum principle to K = log Tr g 0 g − Bϕ, where B is chosen hereafter. It follows from the proof of Lemma 4 that
where C 0 only depends on g 0 . Please note that here the constant 1 appears in the right-hand side because of the normalization of the flow. Therefore
Choosing B = C 0 + 1, we have
Suppose that K admits a maximum at (t 0 , x 0 ) with t 0 > 0, then at this point
Sinceφ is uniformly bounded by Lemma 6, we have Tr g g 0 ≤ C 1 at (t 0 , x 0 ), for some uniform constant C 1 > 0. Using Lemma 5 and (74), we get Tr g 0 g(t 0 , x 0 ) ≤ C 2 . By our assumption; K ≤ K(t 0 , x 0 ) hence log Tr g 0 g(t, x) ≤ log Tr g 0 g(t 0 , x 0 ) − (C 0 + 1)(ϕ(t, x) − ϕ(t 0 , x)) (79) ≤ C 2 − (C 0 + 1)(ϕ(t, x) − ϕ(t 0 , x)).
Since ϕ is uniformly bounded by Lemma 6, this implies that
We now can use the Evans-Krylov and Schauder estimates as Proposition 5 to get C k estimates for all k ≥ 0 Proposition 7. For any k ∈ N, there exists a uniform constant C k > 0 such that on
Proof of Theorem 8. Now we can complete the proof of Theorem 8. It follows from Lemma 6 that ϕ(t) converges uniformly exponentially fast to ϕ ∞ . Since we have all uniform C k estimates by Proposition 7, we imply that ϕ(t) converges to ϕ ∞ in C ∞ , so ϕ ∞ is smooth.
In addition, we have |φ| ≤ C(1 + t)e −t (cf. Lemma 6), henceφ converge to 0 in C ∞ . It follows that
Finally the uniqueness follows from the maximum principle. Indeed, suppose g 1 and g 2 are two Hesse-Einstein metric in −c a 1 (M). Then g 2 = g 1 + ∇dφ for some function φ ∈ C ∞ (M, so β(g 2 ) = −g 2 = β(g 1 ) − ∇dφ. Therefore we have ∇d log det(g 1 + ∇dφ)
so log det(g 1 + ∇dφ)
By considering this equality at the maximum x 0 of φ + C we have
The Hesse-Koszul flow and real Calabi theorem
In this section we study the Hesse-Koszul flow twisted by η ∈ c a 1 (M)
Our goal is prove the following convergence result:
Theorem 9. The flow (86) exists for all time and converges in C ∞ to a metric g ∞ satisfying β(g ∞ ) = η (87) Moreover, g ∞ is the unique solution to the equation (87).
In [33] , the author proved the long time existence by proving a priori estimates possible depending on time. In this section we derive uniform a priori estimates that allows us to prove the smooth convergence in Theorem 9. Therefore if we let g = g 0 + ∇dϕ, where ϕ ∈ C ∞ ([0, ∞) × M) and ϕ(0, ·) = 0, then flow becomes
The maximum principle on compact manifolds implies that solving (86) is equivalent to solving the parabolic Monge-Ampère equation ∂ ∂t ϕ = log det(g 0 + ∇dϕ) det(g 0 ) + f, g 0 + ∇dϕ > 0, ϕ| t=0 = 0.
We start with the following observation:
Lemma 7. We have (1) There exists a uniform constant C 1 such that
(2) There exists a uniform constant C 2 such that on [0, ∞)
Proof. Taking the derivative both two sides of (92) with respect to t we get
Then the first estimate follows from the maximum principle and the second estimate follows from the first one and the fact that det(g) = eφ −f det(g 0 ).
Although the uniform estimate forφ is quite straightforward to obtain, it is important for the C 0 estimate and the proof of the convergence of the flow. 5.1.1. C 0 estimate. We now prove a uniform C 0 estimate using the following parabolic ABP type maximum principle due to Tso [45] .
Theorem 10. Let u ∈ C 2,1 ((0, T )×U) with u ≤ 0 on the parabolic boundary ∂ P ((0, T )× U)) and let:
where M = max u(t, x) > 0 and d is the diameter of U. Then
where C n depends only on n.
Proposition 8. There exists a uniform constant C > 0 such that
Proof. We first remark that the set F 0 = {u ∈ C ∞ (M) : g 0 + ∇du > 0, sup X u = 0} is relatively compact in L 1 (X, µ) with µ = 1 M dVg 0 dV g 0 (see for instance [17, Theorem 3.2.12] ). Therefore there exists a constant C such depending only on M and g 0 such that
For the uniform lower bound ofφ, we follow idea by the second author jointly with D. H. Phong in [35] to use the parabolic ABP estimate due to Tso (Theorem 10). Fix now any T < ∞, and set for each t
We now show that L is bounded from below by a constant independent of T . We can assume that t 0 > 0, otherwise we are already done. Let (x 1 , · · · , x n ) be affine coordinates for M (with respect to ∇) centered at x 0 , B 1 = {x| |x| < 1}, and define the function
where δ > 0 is small. Clearly φ attains its minimum on U at (t 0 , x 0 ), and φ ≥ min U δ φ + 1 4 δ 2 on the parabolic boundary of U δ .
Define the set
Then applying Theorem 10 to the function u = −φ + min U φ + δ 2 4 we obtain
for a constant C = C(n) > 0. It follows from Lemma 7 that |φ| and det(φ ij ) are uniform bounded from above hence
Next, by the definition of S, we have φ(x, t) ≤ L + δ 2 4 . Since we can assume that |L| > δ 2 , it follows that φ < 0 and |φ| ≥ |L| 2 on S. Therefore
On S, we also have
since sup Xφ ≥ 0. Combining with (98) gives
Since F 0 is relatively compact in L 1 (X, µ), there is a uniform constant C > 0 such that φ − sup Mφ L 1 (M,g 0 ) ≤ C. Therefore we get
from which the desired bound for L follows.
Remark. Our approach here can be applied to the Kähler-Ricci flow to get a new C 0 estimate which is different from the initial approach of Cao [8] for the Kähler Ricci flow.
5.2.
C 0 estimate for elliptic Monge-Ampère equations. We now give another C 0 estimate for the flow using a uniform C 0 estimate for elliptic Monge-Ampère equation
The idea of proof comes from the one of C 0 estimate for the Complex Monge-Ampère equation using the Aleksandrov-Bakelman-Pucci estimate by Blocki [6] . This approach originated in the work of Cheng-Yau (cf. [5] ) and is recently revisted by Blocki [6, 7] and Székelyhidi [39] .
We shall use the following ABP type estimate (cf. [ (101)
Then there exists a dimensional constant C n > 0 such that
Theorem 11. Let (M, ∇, g) be a compact Hessian manifold of dimension n and φ ∈ C 2 (M) satisfying g + ∇dφ > 0, det(g + ∇dφ) = f det g. There exists a uniform constant C depending only on f L ∞ (M ) and g 0 such that
Proof. By adding some constant, we assume that sup M φ = 0. It suffices to derive a uniform bound for I = inf M φ.
We fix an affine coordinates (U, x 1 , . . . , x n ) with U = {x ∈ R n : |x i | < 1, ∀ i = 1, . . . , n} for which I is achieved at the origin. Let ψ = φ + ǫ|x| 2 for some small ǫ > 0. Then on the unit ball B = {x : |x| < 1}, I = inf B ψ = ψ(0) and ψ(x) ≥ L + ǫ for x ∈ ∂B. It follows from Proposition 9 that
Since on S we have (ψ ij ) = (φ ij + ǫδ ij ) ≥ 0 and det(g + ∇dφ) = f det g, we imply that det(ψ ij ) is uniformly bounded from above on S. Therefore
where |S| denotes the Lebesgue measure of S. By the definition of S, we have ψ(0) ≥ ψ(x) − ǫ/2 and ψ(x) ≤ I + ǫ/2 < 0. Therefore
dV g 0 , we have ψ L 1 is uniformly bounded. The inequalities (104) and (105) thus give a uniform bound for I.
We now can apply this theorem to the parabolic Monge-Ampère equation (92).
Another proof for Proposition 8. We rewrite the flow as
Sinceφ is uniformly bounded (Lemma 7), we can apply Theorem 11 to obtain the uniform estimate for the oscillation of ϕ.
Next we have Mφ dV g = 0, thus inf Mφ ≤ 0 and sup Mφ ≥ 0. Therefore the uniform estimate for the oscillation of ϕ gives a uniform bound for |φ|.
5.3.
Higher order estimates. We now prove a C 2 estimate. Note that there is a difficulty here since we have only a uniform bound for the oscillation of ϕ but not on ϕ. To overcome this, we shall use the maximum principle for a test function which containsφ instead of ϕ. Lemma 8. There exists uniform positive constants C such that
In consequence, there exists a uniform C such that
Proof. To prove (106) we apply the maximal principle to G = log Tr g 0 g − Bφ. It follows from the proof of Lemma 4 that
where C 0 only depends on g 0 . Suppose that η ≤ Cg 0 and Tr g 0 g ≥ 1 (otherwise we have done), then choosing B = C 0 + 1 and using the fact thatφ is uniformly bounded (cf. Lemma 7) we have
Suppose that G admits it maximum at (t 0 , x 0 ) at the point (t 0 , x 0 ) and assume without of loss of generality that t 0 > 0. Then the maximum principle implies that Tr g g 0 ≤ C. Using again Lemma 5 gives Tr g 0 g ≤ C. Then for any (t, x) ∈ [0, ∞) × M, we have log Tr g 0 g(t, x) − Bφ(t, x) ≤ log C − Bφ(x 0 , t 0 ), thus (106) follows from the uniform estimate forφ (cf. Proposition 8).
Again we can use the Evans-Krylov and Schauder estimates to get C k estimates.
Proposition 10. For any k ∈ N, there exists a uniform constant C k > 0 such that on [0, ∞) φ C k (M ) ≤ C k .
5.4.
Convergence. We now finish the proof for the convergence of the flow following the same argument in Cao [8] . Set ψ =φ + A for some large constant A > 0 such that ψ > 0. Then ψ satisfies the heat equatioṅ
This is uniformly elliptic by the uniformly estimates for g in the previous section. It follows from a straightforward modification of the Li-Yau Harnack inequality for Heat equations (cf. [29] ) that there exist positive constants C 1 , C 2 , C 3 depending on ellipticity bounds, such that for 0 < t 1 < t 2 we have
Using this inequality we imply that there exist positive constants C 4 and α so that osc M ψ(t, ·) ≤ C 4 e −αt .
5.5. Application of the uniform estimate. We finish this section to show that our method can be used to prove the convergence of the following parabolic Monge-Ampère equation on a smooth compact Riemannian manifold:
with λ = 0, where ∇ is the Levi-Civita connection of g and λ ∈ R. This follow is studied by Huisken in [18] where the author shows that the flow (121) has a longtime existence for all λ ∈ R. She also proved that when λ > 0, the flow converges in C ∞ to a smooth function. The convergence of the flow for λ ≤ 0 is still unknown. In this section, using our approach for uniform C 0 estimate (cf. Proposition 8) we prove that for λ = 0, the normalization of ϕ also converges in C ∞ to a smooth function. In particular this result gives an alternative proof to the existence of solutions for Monge-Ampère equations on compact Riemannian manifolds due to [12] .
Theorem 12. The normalization of the solution ϕ of the flow (121):
converges in C ∞ to a functionφ ∞ . In particular, the limitφ is a solution of the following Monge-Ampère equation:
Proof. The key ingredient of the convergence is to prove thatφ,φ and Tr g (g + ∇ 2 ϕ) is uniformly bounded since all higher uniform estimates are derived from the one ofφ andφ.
The uniform estimate forφ is straightforward from the maximum principle since φ =φ satisfies the heat equation
For the uniform bound ofφ we follow the same argument as in the proof of Proposition 8 using any local coordinates instead of affine coordinates as in the previous proof.
For the uniform estimate for Tr g (g + ∇φ) we follow the same argument as in Section 5.3. By the same computation as in Lemma 4, using normal coordinates for g, we have ∂ ∂t − Lg log Tr gg ≤ C 0 Trgg + C 1 ,
whereg = g + ∇ 2 ϕ, C 0 depends only on g and C 1 depends only on f and g. The constant C 1 appears when we compute ∂ ∂t Tr gg . Applying the maximum principle for G = log Tr gg − (C 0 + 1)φ and following the same argument in the proof of Lemma 8 we get a uniform bound for Tr gg as required.
Higher order estimates now follow from Evans-Krylov and Schauder estimates. Finally the convergence result follows by the same line as in Section 5.4.
