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Abstract
In this paper we study a new topological invariant Cat(X, ξ), where
X is a finite polyhedron and ξ ∈ H1(X;R) is a real cohomology class.
Cat(X, ξ) is defined using open covers of X with certain geometric proper-
ties; it is a generalization of the classical Lusternik – Schnirelman category.
We show that Cat(X, ξ) depends only on the homotopy type of (X, ξ). We
prove that Cat(X, ξ) allows to establish a relation between the number of
equilibrium states of dynamical systems and their global dynamical prop-
erties (such as existence of homoclinic cycles and the structure of the set
of chain recurrent points). In the paper we give a cohomological lower
bound for Cat(X, ξ), which uses cup-products of cohomology classes of
flat line bundles with monodromy described by complex numbers, which
are not Dirichlet units.
1 Introduction
As is well-known, the geometry of dynamical systems plays an essential role
in the classical Lusternik – Schnirelman and Morse theories. Any function de-
termines a flow (the gradient flow), which serves as an important intermediate
object connecting the topology of the manifold with information about the crit-
ical points of the function. Roughly, the gradient flow leads to a partition of
the manifold into pieces labeled by the critical points.
Gradient systems are very special, and the theory of Conley [2] extends the
methods of the Morse theory for much more general dynamical systems.
At present, the methods of homotopy theory are widely used in dynamics;
we refer to [3] and [14] for two quite different effective approaches.
This paper represents an attempt to extend the Lusternik – Schnirelman
theory to flows of a more general nature. Our main assumption about a flow
on a manifold M is the existence of a Lyapunov closed 1-form ω. This notion
(which we define in the paper) is a multivalued generalization of the well-known
notion of a Lyapunov function (see §6 below). We also require that the equi-
librium states are isolated in the set of chain recurrent points; this condition
forbids, for example, the flow to have homoclinic orbits and homoclinic cycles.
∗Partially supported by the US - Israel Binational Science Foundation
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Under these assumptions we show that the number of equilibrium states of the
flow (i.e. the number of zeros of vector field v) is at least Cat(M, ξ). Here
Cat(M, ξ) is a number which depends only on the homotopy type of M and on
the cohomology class ξ ∈ H1(M ;R) of the Lyapunov closed 1-form ω for v.
For ξ = 0 the invariant Cat(M, ξ) coincides with the Lusternik – Schnirelman
category cat(M). Note that in the case ξ = 0 the chain recurrent set coincides
with the set of zeros and so our assumptions are automatically satisfied.
For any closed smooth manifold M and for any nonzero cohomology class
ξ ∈ H1(M ;Z), ξ 6= 0, there exists a closed 1-form ω in class ξ having at
most one zero – see [8] for a proof. This Theorem shows that our statements,
estimating from below the number of zeros of vector fields with Lyapunov closed
1-forms, are incorrect without extra assumptions (such as the requirement that
the zeros are isolated in the set of all chain recurrent points). In [8] these
extra requirements were weaker: we only asked about the absence of homoclinic
cycles. On the other hand the estimates provided by Theorem 6.6 is potentially
stronger than [8].
In this paper we also give a cohomological lower bound for Cat(X, ξ). It
uses cup-products of cohomology classes of flat line bundles with monodromy
described by complex numbers, which are not Dirichlet units. Using this theo-
rem one may get useful estimates for Cat(X, ξ) in specific examples.
In a previous paper [8] we introduced an invariant cat(X, ξ) which is similar
to Cat(X, ξ). We show that Cat(X, ξ) ≥ cat(X, ξ) always and in some examples
Cat(X, ξ) 6= cat(X, ξ).
I would like to thank Shmuel Weinberger for useful discussions and help.
2 A review of paper [8]
In this section we will briefly review a recent paper [8]. The results of the present
paper represent a development of that earlier work [8], and this review may help
the reader to gain a comprehensive impression and make some comparisons.
Besides, we will give in this section a new statement (Theorem 2.7), which was
actually proven in [8], but stated in a weaker form (see Theorems 2.5 and 2.6).
Some notions introduced in this section will be used in the rest of the article.
2.1 Closed 1-forms on topological spaces
It will be convenient for us to use the notion of a continuous closed 1-form
on a topological space. In this subsection we will briefly describe this notion,
referring to [8] for more details.
Let X be a topological space. A continuous closed 1-form ω on X is defined
as a collection {fU}U∈U of continuous real-valued functions fU : U → R, where
U = {U} is an open cover of X , such that for any pair U, V ∈ U the difference
fU |U∩V − fV |U∩V : U ∩ V → R
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is a locally constant function. Another such collection {gV }V ∈V (where V is
another open cover of X) defines an equivalent closed 1-form if for any U ∈ U
and V ∈ V the function fU − gV : U ∩ V → R is locally constant.
Consider the following exact sequence of sheaves over X
0→ RX → CX → BX → 0. (2.1)
Here RX denotes the sheaf of locally constant functions, CX denotes the sheaf
of real-valued continuous functions, and BX denotes the sheaf of germs of con-
tinuous functions modulo locally constant. More precisely, BX is the sheaf
corresponding to the presheaf U 7→ CX(U)/RX(U). Comparing this with our
definition of a continuous closed 1-form, we find that the space of global sections
of BX , H
0(X ;BX), coincides with the space of continuous closed 1-forms on
X .
As an example, consider an open cover U = {X} consisting of the whole
space X . Any continuous function f : X → R defines a closed 1-form on X ,
which is denoted by df (the differential of f).
One may integrate continuous closed 1-forms along continuous paths. Let
ω be a continuous closed 1-form on X given by a collection of continuous real-
valued functions {fU}U∈U with respect to an open cover U of X . Let γ : [0, 1]→
X be a continuous path. The line integral
∫
γ
ω is defined as follows. Find a
subdivision t0 = 0 < t1 < · · · < tN = 1 of the interval [0, 1] such that for any i
the image γ[ti, ti+1] is contained in a single open set Ui ∈ U . Then we define
∫
γ
ω =
N−1∑
i=0
[fUi(γ(ti+1))− fUi(γ(ti))]. (2.2)
The standard argument shows that the integral (2.2) does not depend on the
choice of the subdivision and the open cover U .
Lemma 2.1 Let ω be a continuous closed 1-form on topological spaces X. For
any pair of continuous paths γ, γ′ : [0, 1] → X with common beginning γ(0) =
γ′(0) and common endpoints γ(1) = γ′(1), it holds that
∫
γ
ω =
∫
γ′
ω, provided
that γ and γ′ are homotopic relative to the boundary.
Any closed 1-form defines the homomorphism of periods
π1(X, x0)→ R, [γ] 7→
∫
γ
ω ∈ R (2.3)
given by the integration of 1-form ω along closed loops γ : [0, 1]→ X with γ(0) =
x0 = γ(1). The homomorphism of periods (2.3) is a group homomorphism.
Lemma 2.2 Let X be a path-connected topological space. A continuous closed
1-form ω on X equals df for a continuous function f : X → R if and only if ω
defines a trivial homomorphism of periods (2.3). ✷
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Any continuous closed 1-form ω on a topological space X defines a singular
cohomology class [ω] ∈ H1(X ;R). It is defined by the homomorphism of periods
(2.3) viewed as an element of Hom(H1(X);R) = H
1(X ;R). As follows from
the above Lemma, two continuous closed 1-forms ω and ω′ on X have the same
cohomology class [ω] = [ω′] if and only if their difference ω−ω′ equals df , where
f : X → R is a continuous function.
From (2.1), using that CX is a fine sheaf, we obtain an exact sequence
0→ H0(X ;R)→ H0(X ;CX)
d
→ H0(X ;BX)
[ ]
→ H1(X ;RX)→ 0.
Here H0(X ;CX) = C(X) is the set of all continuous functions on X , and the
map d acts by assigning to a continuous function f : X → R the closed 1-
form df ∈ H0(X ;BX) (its differential). The group H1(X ;RX) is the Cˇech
cohomology Hˇ1(X ;R) and the map [ ] assigns to a closed 1-form ω its Cˇech
cohomology class [ω] ∈ Hˇ1(X ;R).
The natural map Hˇ1(X ;R) → H1(X ;R) is an isomorphism assuming that
X is paracompact, Hausdorff, and homologically locally connected, cf. [18].
Recall that a topological space X is homologically locally connected if for every
point x ∈ X and a neighborhood U of x there exists a neighborhood V of x in
U such that H˜q(V )→ H˜q(U) is trivial for all q.
Lemma 2.3 Let X be a paracompact, Hausdorff, homologically locally con-
nected topological space. Then any singular cohomology class ξ ∈ H1(X ;R)
may be realized by a continuous closed 1-form on X.
2.2 A generalization of the Lusternik – Schnirelman cat-
egory
Let X be a finite CW-complex and let ξ ∈ H1(X ;R) be a real cohomology class.
Fix a continuous closed 1-form ω on X representing the cohomology class ξ.
Definition 2.4 We will define cat(X, ξ) to be the least integer k such that for
any integer N > 0 there exists an open cover
X = F ∪ F1 ∪ · · · ∪ Fk, (2.4)
such that:
(a) Each inclusion Fj → X is null-homotopic, where j = 1, . . . , k.
(b) There exists a homotopy ht : F → X, where t ∈ [0, 1], such that h0 is the
inclusion F → X and for any point x ∈ F ,
∫
γx
ω ≤ −N, (2.5)
where the curve γx : [0, 1]→ X is given by γx(t) = ht(x).
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Intuitively, condition (b) means that in the process of the homotopy ht every
point of F makes at least N full twists (in the negative direction) with respect
to ω.
The main properties of cat(X, ξ) are:
• cat(X, ξ) does not depend on the choice of continuous closed 1-form ω
(which appears in Definition 3.1) but only on the cohomology class ξ = [ω];
• cat(X, ξ) is a homotopy invariant of the pair (X, ξ);
• cat(X, ξ) = cat(X) (the classical Lusternik – Schnirelman category) for
ξ = 0;
• if X is connected and ξ 6= 0 then cat(X, ξ) ≤ cat(X)− 1;
• cat(X, ξ) admits a cohomological lower bound which uses cup-products
of cohomology of generic flat line bundles (see [8], Theorem 6.1) and also
using the higher Massey products (see [8], Theorem 6.4);
• in general, cat(X,−ξ) 6= cat(X, ξ), see [8], Example 3.4.
The invariant cat(X, ξ) allows us to estimate the number of zeros of closed
1-forms in a given cohomology class:
Theorem 2.5 (Theorem 4.1 in [8]) Let ω be a smooth closed 1-form on a closed
manifold M and let ξ = [ω] ∈ H1(M ;R) denote the cohomology class of ω. If
ω admits a gradient-like vector field v with no homoclinic cycles, then ω has at
least cat(M, ξ) geometrically distinct zeros.
Let v denote a vector field on manifoldM . A homoclinic orbit of v is defined
as an integral trajectory γ(t), γ˙(t) = v(γ(t)), t ∈ R, such that both limits
limt→+∞ γ(t) and limt→−∞ γ(t) exist and are equal. A homoclinic cycle of v
is defined as a sequence of integral trajectories γ1, γ2, . . . , γn of v such that
limt→+∞ γi(t) = limt→−∞ γi+1(t) for i = 1, . . . , n − 1 and limt→+∞ γn(t) =
limt→−∞ γ1(t).
Figure 1: Homoclinic orbit (left) and homoclinic cycle (right)
Here is a reformulation of the above Theorem:
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Theorem 2.6 (Theorem 4.2 in [8]) If the number of zeros of a smooth closed
1-form ω is less than cat(M, ξ), where ξ = [ω] ∈ H1(M ;R) denotes the co-
homology class of ω, then any gradient-like vector field for ω has a homoclinic
cycle.
The proof of Theorem 2.6, given in [8], actually proves the following slightly
stronger statement:
Theorem 2.7 Let ω be a closed 1-form on a closed manifold M having less
than cat(M, ξ) zeros, where ξ = [ω] ∈ H1(M ;R). Then there exists an integer
N > 0 such that any gradient-like vector field v for ω has a homoclinic cycle
γ1, . . . , γn with
n∑
i=1
∫
γi
ω ≤ N.
In other words, if closed 1-form ω has less than cat(M, ξ) zeros then any
gradient like vector field v for ω has a homoclinic cycle making at most N full
twists with respect to ω.
3 Definition of Cat(X, ξ)
In this section we will define invariant Cat(X, ξ) which is a modification of
cat(X, ξ) described above. Later in this paper we will give a cohomological lower
bound for it; we will also use it to describe recurrence properties of dynamical
systems and relations with the number of zeros.
Let X be a finite CW-complex and let ξ ∈ H1(X ;R) be a real cohomology
class.
Definition 3.1 Fix a continuous closed 1-form ω on X representing the coho-
mology class ξ, see §2. Define Cat(X, ξ) to be the least integer k, such that there
exists an open cover
X = F ∪ F1 ∪ F2 ∪ · · · ∪ Fk, (3.1)
with the following properties:
(a) Each inclusion Fj → X, where j = 1, . . . , k, is null-homotopic.
(b) There exists a homotopy ht : F → X, where t ∈ (−∞,+∞), such that h0
is the inclusion F → X and for any integer n > 0 there exists N > 0 such
that for any t > N and x ∈ X,
ht(x)∫
x
ω > n, (3.2)
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and for any t < −N and x ∈ X,
ht(x)∫
x
ω < −n. (3.3)
Intuitively, (3.2) and (3.3) can be expressed by saying that for any point
x ∈ F ,
lim
t→+∞
ht(x)∫
x
ω = +∞, lim
t→−∞
ht(x)∫
x
ω = −∞ (3.4)
and both limits are uniform in x ∈ F .
The meaning of the line integral
∫
γ
ω, where γ : [a, b] → X is a continuous
curve, is explained in section 2. In the left integral of (3.4) we integrate ω along
the curve γx : [0, t] → X , given by γx(τ) = hτ (x) (here we assume that t > 0).
We understand the right integral of (3.4) in a similar way: we integrate the
closed 1-form ω along the curve [0,−t] 7→ X , where τ 7→ h−τ (x) for τ ∈ [0,−t];
here we assume that t < 0.
Intuitively, condition (b) means that in the process of the homotopy ht every
point of F makes an infinite number of full twists in the positive (negative)
direction with respect to ω as t tends to +∞ (or, to −∞, correspondingly).
Observe that Cat(X, ξ) does not depend on the choice of the continuous
closed 1-form ω (which appears in Definition 3.1) but only on the cohomology
class ξ = [ω]. Indeed, if ω′ is another continuous closed 1-form representing ξ
then ω − ω′ = df , where f : X → R is a continuous function. Then for any
continuous curve γ : [a, b]→ X ,
|
∫
γ
ω −
∫
γ
ω′| = |f(γ(b))− f(γ(a))| ≤ C,
where the constant C is independent of γ. Here we use the compactness of X . If
one can construct an open cover (3.1) of X such that condition (b) is satisfied,
then the same is true for ω′ replacing ω.
The following inequality holds
Cat(X, ξ) ≤ cat(X). (3.5)
Here cat(X) denotes the classical Lusternik – Schnirelman category of X , i.e.
the least integer k, such that there is an open cover X = F ∪F1 ∪ · · · ∪Fk, with
each inclusion Fj → X null-homotopic. Inequality (3.5) follows since we can
always consider covers (3.1) with F empty. (3.5) can be improved,
Cat(X, ξ) ≤ cat(X)− 1, (3.6)
assuming that X is connected and ξ 6= 0. Under the above assumptions any
open subset F ⊂ X , which is contractible to a point in X , satisfies condition
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(b) of Definition 3.1. Hence, given a categorical open cover X = G1 ∪ · · · ∪ Gr
we may set F = G1 and Fj = Gj+1 for j = 1, . . . , r − 1, which gives a cover of
X with r sets satisfying Definition 3.1.
Observe also that
Cat(X, ξ) = Cat(X, λξ), λ ∈ R, (3.7)
as follows directly from the above definition.
Let us compare the invariant Cat(X, ξ) with cat(X, ξ), see section 2. In
Definition 3.1 we make a stronger assumption on the subset F : we require
that it admits a deformation, rotating any point infinitely many times in both
directions. In the definition of cat(X, ξ) this condition was considerably weaker.
It is clear that the following inequality
Cat(X, ξ) ≥ cat(X, ξ). (3.8)
holds.
In Example 3.4 of [8] we showed that it may happen that cat(X,−ξ) 6=
cat(X, ξ). Since Cat(X,−ξ) = Cat(X, ξ), see (3.7), we find that in this exam-
ple, (3.8) cannot be an equality for both classes ξ and −ξ. We conclude that
sometimes Cat(X, ξ) > cat(X, ξ) and hence in general the invariants cat(X, ξ)
and Cat(X, ξ) are distinct.
Note that Cat(X, ξ) coincides with the Lusternik – Schnirelman category
cat(X) for ξ = 0. Indeed, if ξ = 0 we may take ω = 0 as a representing closed
1-form and then condition (b) of Definition 3.1 may hold only if F = ∅.
Example. Let Y be a finite polyhedron. Consider a bouquet X = Y ∨ S1
and assume that the class ξ ∈ H1(X,R) satisfies ξ|Y = 0 and ξ|S1 6= 0. Let us
show that then
Cat(X, ξ) = cat(Y )− 1.
Consider an open cover X = F ∪F1 ∪ · · · ∪ Fk satisfying conditions (a) and (b)
of Definition 3.1. Let F ′ denote F ∩ Y and F ′j = Fj ∩ Y . We want to show
that F ′ is contractible in Y . This would imply that Y = F ′ ∪ F ′1 ∪ · · · ∪ F
′
k is a
categorical cover of Y , and hence Cat(X, ξ) + 1 ≤ cat(Y).
Let ht : F → X , t ∈ R, be a homotopy as in (b) of Definition 3.1. The
infinite cyclic cover X˜ of X corresponding to class ξ is a union of a real line (the
universal covering of the circle S1) and an infinite number of disjoint copies of Y ,
each having a single common point with the line. The homotopy ht|F ′ : F ′ → X
lifts to a homotopy h¯t : F
′ → X˜, t ∈ R, where h¯0 is the inclusion of F ′ into a
fixed copy of Y ⊂ X˜ . Let r : X˜ → Y be the retraction of X˜ onto Y . For t = 0,
the map r ◦ h¯t : F ′ → Y is the inclusion F ′ → Y and for t > N , r ◦ h¯t is the
constant map into the base point of Y . Hence r ◦ h¯t is a deformation of F ′ into
a constant map.
The opposite inequality cat(X, ξ) + 1 ≥ cat(Y ) is clear since for any cate-
gorical open cover Y = G0 ∪ · · · ∪ Gr we may set F = S
1 ∪ G0 and Fj = Gj ,
where j = 1, . . . , r. The set F satisfies (b) of Definition 3.1.
8
4 Homotopy invariance of Cat(X, ξ)
Lemma 4.1 Let φ : X1 → X2 be a homotopy equivalence, ξi ∈ H
1(Xi;R),
where i = 1, 2, and ξ1 = φ
∗(ξ2) ∈ H1(X1;R). Then
Cat(X1, ξ1) = Cat(X2, ξ2). (4.1)
Proof. Let ψ : X2 → X1 be a homotopy inverse of φ. Choose a closed 1-form
ω1 on X1 in the cohomology class ξ1. Then ω2 = ψ
∗ω1 is a closed 1-form on X2
lying in the cohomology class ξ2.
Fix a homotopy rt : X1 → X1, where t ∈ [0, 1], such that r0 = idX1 and
r1 = ψ ◦φ. Compactness of X1 implies that there is a constant C > 0 such that
|
∫
αx
ω1| < C for any point x ∈ X1, where αx is the track of the point x under
homotopy rt, i.e. αx(t) = rt(x).
Suppose that Cat(X2, ξ2) ≤ k. There is an open covering X2 = F ∪ F1 ∪
· · ·∪Fk, such that F1, . . . , Fk are contractible in X2 and there exists a homotopy
ht : F → X2, where t ∈ (−∞,∞), such that for any x ∈ F the integral
∫ ht(x)
x
ω2
(calculated along the curve τ 7→ hτ (x)) tends to ±∞ as t → ±∞ uniformly in
x ∈ F .
Define
G = φ−1(F ), Gj = φ
−1(Fj), j = 1, . . . , k.
These sets form an open cover of X1 = G ∪ G1 ∪ · · · ∪ Gk. Let us show that
the set G ⊂ X1 satisfies condition (b) of Definition 3.1. Define a homotopy
h′t : G→ X1, where t ∈ (−∞,∞), by
h′t(x) =


ψ(ht+1(φ(x))) for t ≤ −1,
r−t(x), for − 1 ≤ t ≤ 0,
rt(x), for 0 ≤ t ≤ 1,
ψ(ht−1(φ(x))), for 1 ≤ t <∞.
(4.2)
Then h′0 is the inclusion G→ X1 and for any point x ∈ G holds
lim
t→±∞
∫ h′t(x)
x
ω1 = ±∞,
holds uniformly in x ∈ G, where the integral is calculated along the track of x
under homotopy h′t.
The following diagram
Gj
⊂
→ X1
φ ↓ ↑ ψ
Fj
⊂
→ X2
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is homotopy commutative and the horizontal map below is null-homotopic. This
shows that the inclusion Gj → X1 is null-homotopic, where j = 1, . . . , k.
The above argument proves that Cat(X1, ξ1) ≤ Cat(X2, ξ2).
The inverse inequality follows similarly. ✷.
5 Cohomological lower bound for Cat(X, ξ) and
Dirichlet units
In this section we obtain a lower bound for Cat(X, ξ) using cup-products of
cohomology classes of local systems, see Theorem 5.6 below.
5.1 Moving homology classes
Let X˜ → X be an infinite cyclic covering of a connected finite polyhedron X .
Fix a homeomorphism τ : X˜ → X˜ generating the group of covering translations.
X˜ has two ends e = ±∞, see [9]. Let K ⊂ X˜ be a compact subset such that
X˜ is the union of translates τ iK, where i ∈ Z runs over all integers. Then for
any r ∈ Z the set ∪i≥rτ iK is a neighbourhood of an end of X˜ which we will
denote by +∞. The sets of the form ∪i≤rτ iK are neighbourhoods of the other
end which we will denote −∞. Clearly, these conventions do not depend on the
choice of K.
Definition 5.1 We say that a homology class z ∈ Hq(X˜ ;Z) is movable to an
end e (where e = ±∞) of X˜ if for any neighbourhood U ⊂ X˜ of e there exists a
cycle in U representing z.
Note that the homologyHq(X˜ ;C) is a finitely generated module over the ring
C[τ, τ−1] of Laurent polynomials with complex coefficients. Here τ ∈ C[τ, τ−1]
acts on homology classes as the induced map of τ : X˜ → X˜.
In the next Theorem we use the following notation. For a finitely generated
C[τ, τ−1]-module M and a complex number λ we denote by Mλ the set of all
m ∈ M such that (τ − λ)km = 0 for some k. The submodules Mλ are all
zero except for finitely many. Note that Mλ with λ = 0 is always zero. The
C[τ, τ−1]-torsion submodule of M is the direct sum ⊕λMλ, where λ ∈ C runs
over all complex numbers.
Theorem 5.2 Given a homology class z ∈ Hq(X˜ ;Z), the following conditions
are equivalent:
(a) there exists a nonzero integer k ∈ Z, such that kz is movable to the end −∞
of the infinite cyclic covering X˜;
(b) the image of z under the homomorphism Hq(X˜ ;Z) → Hq(X˜;C) belongs to
the submodule
⊕
λ
(Hq(X˜ ;C))λ ⊂ Hq(X˜ ;C),
10
where λ ∈ C runs over all algebraic integers.
Proof. Assume that an integer multiple z′ = kz of a homology class z ∈
Hq(X˜ ;Z), where, k 6= 0, is movable to −∞. Realize z′ by a cycle c in X˜ and
specify a compact subset K ⊂ X˜ containing c and such that X˜ =
⋃
j∈Z τ
jK.
Fix an integer N > 0, such that τNK is disjoint from K.
Using Mayer – Vietories sequences, we may easily conclude that the homol-
ogy class z′ may be realized by a cycle in τrK for any r ≤ −N .
Consider
V =
⋂
r≤−N
im[Hq(τ
rK;Z)→ Hq(X˜;Z)] ⊂ Hq(X˜;Z).
It is a finitely generated Abelian subgroup ofHq(X˜;Z). Moreover, V is invariant
under τ . Hence, there exists a monic integral polynomial p(τ) ∈ Z[τ ], such that
p(τ) acts trivially on V . Since z′ belongs to V , we obtain p(τ)z′ = 0. All roots
of p(τ) = 0 are algebraic integers. This shows that the image of z in Hq(X˜ ;C)
belongs to the submodule ⊕(Hq(X˜ ;C))λ, where λ runs over algebraic integers.
Conversely, suppose that the image of z in Hq(X˜ ;C) belongs to the direct
sum ⊕λ(Hq(X˜ ;C))λ, where λ runs over all algebraic integers. Then there exists
a monic polynomial p(τ) ∈ Z[τ ] and a nonzero integer k, such that kp(τ)z = 0
in Hq(X˜;Z). Consider the ring R = Z[τ ]/J , where J is the ideal generated by
p(τ). It is a free Abelian group of rank r = deg(p), and the powers τ i, where
i = 0, 1, . . . , r = deg(p) − 1, form an additive basis of R. Hence for any N > 0
there are integers bj ∈ Z such that
τN =
r∑
j=0
bjτ
j in R.
Therefore
τNz′ =
r∑
j=0
bjτ
jz′ and z′ =
r∑
j=0
bjτ
j−Nz′ in Hq(X˜;Z),
where z′ denotes kz.
Assume that K ⊂ X˜ is a compact such that X˜ =
⋃
j∈Z τ
jK and class z′ can
be realized by a cycle c in K. The formula above shows that for any integer N
class z′ may be realized by a cycle
r∑
j=0
bjτ
j−N c in
⋃
0≤j≤r
τ j−NK.
Hence z′ is movable to the end −∞ of X˜. ✷
The following Theorem gives a similar criterion of movability of an integral
homology class to the positive end +∞ of X˜.
11
Theorem 5.3 (1) A nonzero integer multiple kz of a homology class z ∈
Hq(X˜ ;Z), k ∈ Z, is movable to the end +∞ of the infinite cyclic cover-
ing X˜ if and only if the image of z under the coefficient homomorphism
Hq(X˜ ;Z)→ Hq(X˜ ;C) belongs to the submodule
⊕
λ
(Hq(X˜ ;C))λ ⊂ Hq(X˜ ;C),
where λ ∈ C runs over all complex numbers, such that λ−1 is an algebraic
integer.
(2) A nonzero integer multiple kz of a homology class z ∈ Hq(X˜ ;Z) is
movable to both ends +∞ and −∞ of the infinite cyclic covering X˜ if and only
if the image of z under the homomorphism Hq(X˜;Z) → Hq(X˜;C) belongs to
the submodule
⊕
λ
(Hq(X˜ ;C))λ ⊂ Hq(X˜ ;C),
where λ ∈ C runs over all Dirichlet units.
A proof of statement (1) of Theorem 5.3 is obtained by replacing τ by τ−1
in the proof of Theorem 5.2. Statement (2) follows from Theorem 5.2 and from
statement (1).
5.2 Lifting property
We will use the following notation. Given a finite CW-complexX and an integral
cohomology class ξ ∈ H1(X ;Z), for any nonzero complex number a ∈ C there
is a local system over X with fiber C such that the monodromy along any loop
γ in X is multiplication by the number a〈ξ,γ〉 ∈ C. Here 〈ξ, γ〉 ∈ Z denotes the
value of the class ξ on the loop γ. This local system will be denoted aξ. The
cohomology of this local system Hq(X ; aξ) is a vector space of finite dimension.
Theorem 5.4 Let X be a connected finite CW-complex, ξ ∈ H1(X ;Z) an inte-
gral nonzero cohomology class, and p : X˜ → X the corresponding infinite cyclic
covering. Suppose that F ⊂ X is a subset such that ξ|F = 0 and there exists a
rotational homotopy ht : F → X, t ∈ R, satisfying condition (b) of Definition
3.1. Then for any a ∈ C∗, which is not a Dirichlet unit, the homomorphism
Hi(X,F ; aξ)→ Hi(X ; aξ) (5.1)
(we use the singular cohomology) is an epimorphism.
Proof. Our statement is equivalent to the claim that the restriction homomor-
phism Hi(X ; aξ) → Hi(F ; aξ) vanishes. The latter is equivalent to the claim
that the dual map of homology groups Hi(F ; b
ξ) → Hi(X ; bξ), vanishes, where
b = a−1.
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Let p : X˜ → X denote the infinite cyclic covering determined by class
ξ. Symbol F˜ will denote p−1(F ) ⊂ X˜. Furthermore, denote by τ : X˜ →
X˜ a generator of the covering translations group determined by the following
condition: Let σ : [0, 1]→ X˜ be a path such that σ(1) = τ(σ(0)); then p ◦ σ is
a closed loop in X and we require that 〈ξ, [p ◦ σ]〉 = +1, where [p ◦ σ] ∈ H1(X)
is the corresponding homology class.
Consider the following commutative diagram:
Hi(F˜ )
τ−b
→ Hi(F˜ ) → Hi(F ; b
ξ)
α
→ Hi−1(F˜ )
τ−b
→ Hi−1(F˜ )
↓ ↓ j∗ ↓ β ↓ ↓
Hi(X˜)
τ−b
→ Hi(X˜)
γ
→ Hi(X ; bξ) → Hi−1(X˜)
τ−b
→ Hi−1(X˜)
The rows are well-known exact sequences and the vertical maps are induced by
the inclusion F → X . All homology groups, except for the middle column, are
with coefficients in C.
Since we assume that ξ|F = 0, the set F˜ is homeomorphic to a disjoint union
of infinitely many copies of F . Hence Hi−1(F˜ ) is a free C[τ, τ
−1]-module, and
homomorphism α vanishes.
Let V = ⊕λ(Hi(X˜))λ, where λ runs over all Dirichlet units. The image
of the homomorphism Hi(F˜ ;Z)→ Hi(X˜ ;Z) consists of homology classes which
are movable to both ends ±∞ of X˜ . Hence by statement (2) of Theorem 5.3, the
image j∗ in the diagram above belongs to V . Note that V is a finite dimensional
vector space invariant under operators τ and τ−1. Since we assume that a is
not a Dirichlet unit it follows that τ −b : V → V is an isomorphism. This shows
that im(j∗) ⊂ im(τ − b) in the diagram, and therefore γ ◦ j∗ = 0 and β = 0. ✷
Remark 5.5 In my paper [7], purely algebraic Proposition 3 is incorrect, as
stated. It turns out that Corollary 2.6 of [7] requires stronger assumptions.
Theorem 5.4 above is the corrected version of Corollary 2.6 of [7]. In Theorem
5.4 we impose much stronger assumptions on the set F : we require that it admits
a homotopy in X , infinitely rotating F in both directions, see property (b) of
Definition 3.1. Theorems 1 and 2 of [7] should be replaced by Theorem 6.6 (see
below) combined with the estimate from below on the number Cat(X, ξ), given
by Theorem 5.6.
5.3 A lower bound for Cat(X, ξ)
Let X be a finite CW-complex and ξ ∈ H1(X ;Z). For any nonzero a ∈ C we
have a local system aξ over X (see above). Note that for a = 1 the local system
aξ is the constant local system C. If a, b ∈ C∗ are two nonzero numbers, there
is an isomorphism of local systems aξ⊗bξ ≃ (ab)ξ. Hence we have a well-defined
cup-product pairing
∪ : Hq(X ; aξ)⊗Hq
′
(X ; bξ)→ Hq+q
′
(X ; (ab)ξ).
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Theorem 5.6 Assume that there exist cohomology classes
u ∈ Hq(X ; aξ), v ∈ Hq
′
(X ; bξ), wj ∈ H
dj(X ;C),
where j = 1, . . . , r, such that:
(i) d1 > 0, . . . , dr > 0;
(ii) the cup-product
0 6= u ∪ v ∪ w1 ∪ w2 ∪ · · · ∪ wr ∈ H
d(X ; (ab)ξ) (5.2)
is nontrivial, where d = q + q′ + d1 + · · ·+ dr;
(iii) neither a nor b is a Dirichlet unit. Then Cat(X, ξ) > r.
Recall that a nonzero complex number a ∈ C is a Dirichlet unit if both a
and a−1 are algebraic integers.
Proof. We will assume below that the class ξ is nonzero and indivisible. For
ξ = 0 Theorem 5.6 is true and well known.
Suppose that Cat(X, ξ) ≤ r. We want to show that then any cup-product
(5.2) satisfying conditions (i), (ii), (iii) of Theorem 5.6 vanishes. Cat(X, ξ) ≤ r
means that there is an open cover X = F ∪ F1 ∪ · · · ∪ Fr satisfying properties
(a) and (b) of Definition 3.1. Each cohomology class wj ∈ Hdj(X ;C) may be
lifted to a relative cohomology class w˜j ∈ Hdj (X,Fj ;C), where j = 1, . . . , r.
This follows from the exact sequence
Hdj(X,Fj ;C)→ H
dj(X ;C)→ Hdj(Fj ;C),
since dj > 0 and the second map is zero (since, the inclusion Fj → X is
null-homotopic). We may represent the remaining open set F as the union
F = F ′ ∪ F ′′ of two open subsets F ′, F ′′ ⊂ X such that ξ|F ′ = 0 and ξ|F ′′ = 0;
here we use the assumption that the class ξ is integral, i.e. ξ ∈ H1(X ;Z).
By Theorem 5.4 we may lift the cohomology class u ∈ Hq(X ; aξ) to a relative
cohomology class u˜ ∈ Hq(X,F ′; aξ). Similarly, by Theorem 5.4 we may lift
the class v ∈ Hq
′
(X ; bξ) to a relative cohomology class v˜ ∈ Hq
′
(X,F ′′; bξ).
Therefore the product (5.2) is obtained from a product
u˜ ∪ v˜ ∪ w˜1 ∪ · · · ∪ w˜r ∈ H
∗(X,X ; (ab)ξ) = 0
(lying in the trivial group) by restricting to X . Hence any cup-product (5.2)
must vanish. ✷
Remark 5.7 Theorem 5.6 may be compared with Theorem 6.1 from [8]. Be-
cause of inequality (3.5), both Theorem 5.6 and Theorem 6.1 from [8] may be
applied to give a lower bound for Cat(X, ξ). There exist examples showing
that either of these two theorems may give better estimates. Apart from this,
Theorem 5.6 has an obvious advantage since it explicitly describes the set of
forbidden monodromies (the set of Dirichlet units). In Theorem 6.1 from [8] the
set of forbidden monodromies, Supp(X, ξ), depends on the pair (X, ξ) and in
specific examples, requires calculation.
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6 Dynamics of flows with Lyapunov 1-forms
Let M be a closed smooth Riemannian manifold and let v be a smooth vector
field onM . We will assume that v has at most finitely many zeros. The induced
metric on M is denoted d(·, ·).
Definition 6.1 A subset U ⊂M is called v-convex if for any integral trajectory
x(t) of v the set {t; x(t) ∈ U} ⊂ R is convex.
Geometrically, this means that any integral trajectory of v, once leaving U , does
not return to U again.
Is it true that any neighbourhood of a zero p ∈ M , vp = 0, contains a v-
convex neighbourhood of p? In other words, do there exist arbitrarily small
v-convex neighbourhoods of p?
Here is one geometric reason why such a convex neighbourhood may not
exist. Suppose that there exists an integral trajectory x(t), x˙ = v(x), which is
homoclinic to the zero p, i.e. the limits of x(t), when t tends to +∞ and to −∞,
both exist and coincide with p. Then clearly p does not admit a small v-convex
neighbourhood.
In general, absence of an arbitrarily small v-convex neighbourhood of a zero
p ∈M , vp = 0, means that arbitrarily close to p passes a trajectory which first
moves far away from p but eventually returns and passes very close to p.
Definition 6.2 (see [15], Chapter 3) A point m ∈ M is called chain-recurrent
with respect to the flow t 7→ m · t determined by the field v if for any δ > 0,
T > 0 there exist points y0, y1, . . . , yk ∈M and numbers s0, s1, . . . , sk such that
sj > T, d(m, y0) < δ, d(yk · sk,m) < δ,
and
d(yj · sj , yj+1) < δ, for j = 0, 1, . . . , k − 1.
Let Rv denote the set of all chain recurrent points of the flow of v.
Note that the zeros of v always belong to Rv. For us it will be important to
know whether the zeros are isolated points of the chain recurrent set Rv.
The following definition yields a generalization of the classical notion of a
Lyapunov function (see [15], chapter 3); usually our condition (b) does not
appear in the case of functions.
Definition 6.3 A Lyapunov 1-form for v is a smooth closed 1-form ω, dω = 0,
such that:
(a) on the complement of the set of zeros of v, ω(v) > 0;
(b) for any zero p ∈ M of v there exists a neighbourhood U of p such that
ω|U = df and the field v|U coincides with the gradient of the smooth function
f : U → R with respect to a Riemannian metric.
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Lemma 6.4 Assume that v admits a Lyapunov closed 1-form and the zeros of
v are isolated points of the chain-recurrent set Rv. Then the zeros of v admit
arbitrarily small v-convex neighbourhoods.
Proof. Let p be one of the zeros of v, i.e. vp = 0. Assume that p does not
admit an arbitrarily small v-convex neighbourhood.
Consider the universal cover M˜ of M and the lift v˜ of v into M˜ . Note that v˜
is a gradient-like vector field on M˜ . Choose a pre-image p˜ ∈ M˜ of p and apply
to it Lemma B.1 from [8]. We obtain a small v˜-convex neighbourhood U˜ of p˜.
Denote by A˜ ⊂ ∂U˜ the set of points q ∈ ∂U˜ such that the flow q · t tends to p˜ as
t → +∞. Similarly, denote by B˜ ⊂ ∂U˜ the set of points q ∈ ∂U˜ such that the
flow q · t tends to p˜ as t→ −∞. Let U,A,B ⊂M denote the images of the sets
U˜ , A˜, B˜ ⊂ M˜ under the projection M˜ → M . Let N denote the field of interior
normals to ∂U . Denote
∂−U = {q ∈ ∂U ; (Nq, vq) ≤ 0}, ∂+U = {q ∈ ∂U ; (Nq, vq) ≥ 0}.
Then A ⊂ ∂+U , B ⊂ ∂−U .
Assume that one cannot shrink the neighbourhood U of p to make it v-
convex. Then there exists a sequence of points xn ∈ ∂−U and a sequence of
numbers tn > 0 such that xn · tn ∈ ∂+U , xn converges to a point b ∈ B and
xn · tn converges to a point a ∈ A. Without loss of generality we may assume
that the sequence tn has a finite or an infinite limit. If tn → τ ∈ R then b ·τ = a
and we see that there exists an orbit homoclinic to p; any point of this orbit is
chain recurrent, and so p is not an isolated point of Rv.
Assume now that lim tn = +∞. We claim that in this case any point q = b·σ
with σ < 0 is chain recurrent. Suppose that δ > 0 and T > 0 are given. Find n
so large that
d(xn · tn, a) < δ, tn > 2T, and d(xn · T, b · T ) < δ.
A recurrent (δ, T )-chain starting and ending at q can be defined as follows:
y0 = q, s0 = T − σ,
y1 = xn · T, s1 = tn − T,
y2 = a, s2, s2 is so large that d(a · s2, p) < δ/2,
y3 = b · (−α), s3 = σ + α, α is so large that d(b · (−α), p) < δ/2.
This shows that arbitrarily close to p we may find chain recurrent points distinct
from p. This contradicts our assumption that the zeros of v are isolated points
in the set of chain recurrent points. ✷
In this section we will give a condition (in terms of the number of zeros of v
and the global properties of v) which implies that the zeros of v are not isolated
in the set of chain recurrent points.
For ǫ > 0 we will denote by Uǫ the set of all points m ∈ M such that the
integral trajectory x(t) = m · t of v satisfies the following: for all t ∈ R and all
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zeros p (vp = 0) of v, d(x(t), p) > ǫ. In other words, a point m ∈M belongs to
Uǫ if the trajectory through m does not approach the zeros of v by distance ǫ.
Our additional assumption about vector field v will be:
(∗) for any δ > 0 there exists 0 < ǫ < δ such that Uǫ is a Euclidean
Neighbourhood Retract (ENR).
It is clear that property (∗) of v does not depend on the choice of Riemannian
metric.
Recall that a topological spaceX is an ENR ifX is homeomorphic to a subset
Y ⊂ Rn such that Y is a retract of some open neighbourhood Rn ⊃ V ⊃ Y ,
see [4], chapter 4.
Theorem 6.5 Let v be a smooth vector field on a closed smooth manifold M
and let ω be a Lyapunov 1-form for v. Suppose that v satisfies (∗) and has less
than Cat(M, ξ) zeros, where ξ = [ω] ∈ H1(M ;R) denotes the cohomology class
of ω. Then at least one of the zeros of v is not isolated in the chain recurrent
set Rv of v.
Here is an equivalent statement:
Theorem 6.6 Let v be a smooth vector field on a closed smooth manifold M .
Assume that v satisfies condition (∗), admits a Lyapunov 1-form, and the zeros
of v are isolated points of the chain recurrent set Rv. Then the number of zeros
of v is at least Cat(M, ξ), where ξ ∈ H1(M ;R) is any cohomology class which
can be realized by a smooth Lyapunov 1-form for v.
Proof. We will only prove Theorem 6.6, which is obviously equivalent to
Theorem 6.5. We will assume that v has at most finitely many zeros, since
otherwise the claim of the Theorem is clear.
Let p1, . . . , pk ∈ M denote all the zeros of v. We will construct an open
cover
F ∪ F1 ∪ F2 ∪ · · · ∪ Fk =M,
such that for j = 1, . . . , k each inclusion Fj →M is null-homotopic, and the set
F admits a homotopy ht : V →M , where t ∈ (−∞,∞), infinitely rotating F in
M with respect to ω, as explained in Definition 3.1. This would imply that
Cat(M, ξ) ≤ k,
confirming our claim.
Denote by M ×R→M , m 7→ m · t, the flow generated by the vector field v.
For each zero pi of v fix a small v-convex open neighbourhood Vi around
pi (it exists by Lemma 6.4). We will assume that each Vi is so small that the
conclusion of Lemma B.1 from [8] applies to a lift of V¯i and of v into the universal
cover M˜ . Besides, we will assume that V¯i is contractible and Vi ∩ Vj = ∅ for
i 6= j. Fix a Riemannian metric on M and let δ > 0 be such that the closed
δ-ball around each zero pj is contained in Vj .
Let ǫ > 0 be such that the set Uǫ (see (∗) above) is an ENR, ǫ < δ. The
manifold M is clearly an ENR as well. Using Corollary 8.7 from chapter 4 of
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[4], we find that there is an open neighbourhood U ⊂M of Uǫ and a retraction
r : U → Uǫ, such that the inclusion j : U → M is homotopic to i ◦ r, where
i : Uǫ → M denotes the inclusion. Let gt : U → M , t ∈ [0, 1], be a homotopy
with g0 = j and g1 = i ◦ r.
Find an open set F ⊃ Vǫ such that F¯ ⊂ U . Using the compactness of F¯ we
find that there exists a constant C > 0 such that for all x ∈ F ,
|
r(x)∫
x
ω| < C, (6.1)
where the integral is calculated along the curve t 7→ gt(x), t ∈ [0, 1].
Now we may define a homotopy ht : F →M , where t ∈ (−∞,∞), as follows:
ht(x) =


gt(x), for 0 ≤ t ≤ 1,
r(x) · (t− 1), for t ≥ 1,
g−t(x), for −1 ≤ t ≤ 0,
r(x) · (t+ 1), for t ≤ −1.
(6.2)
This homotopy satisfies
lim
t→±∞
ht(x)∫
x
ω = ±∞, x ∈ F, (6.3)
and the limits are uniform with respect to x ∈ F . This easily follows from (6.1)
and from the following observation: There exists a constant c > 0 such that
ω(v) > c on the complement of the union of ǫ-balls around the zeros pj . Note
also that any trajectory starting at a point of F does not approach the zeros
closer than ǫ. Hence we find,
ht(x)∫
x
ω > ct− C, t > 0, x ∈ F,
and
ht(x)∫
x
ω < −ct+ C, t < 0, x ∈ F,
which explain uniform convergence in (6.3).
Let Fi denote the set of all points m ∈ M such that m · t belongs to Vi for
some t. Clearly, M = F ∪ F1 ∪ · · · ∪ Fk, since any trajectory x(t) = m · t either
enters a set Vi (and then m ∈ Fi), or does not approach the zeros of the field v
by a distance less than δ (and then m belongs to F ).
Let us show that Fi is contractible in M . For a point m ∈ Fi, the set {t ∈
R;m · t ∈ Vi} coincides with an open interval (am, bm), where am < bm (because
18
of v-convexity of Vi). The functions m 7→ am and m 7→ bm are continuous real-
valued functions on Fi (see Lemma B.1 of [8]). Let ψi : Fi → R be defined
by
ψi(m) = µ(am, bm), m ∈ Fi,
where µ : {(x, y) ∈ R2;x < y} → R is given by
µ(x, y) =


0, if x ≤ 0 and y ≥ 0,
x, if x ≥ 0,
y, if y ≤ 0.
µ is continuous and therefore ψi is continuous. Consider the homotopy
f it : Fi →M, f
i
t (m) = m · (tψi(m)), m ∈ Fi, t ∈ [0, 1].
Then f i0(m) = m and f
i
1(m) belongs to V¯i. Since V¯i is assumed to be con-
tractible, we obtain that Fi is contractible in M .
This completes the proof. ✷
References
[1] B. Dubrovin, S. Novikov and A. Fomenko, Modern Geometry; Methods of
the Homology Theory, 1984
[2] C. Conley, Isolated invariant sets and the Morse index, AMS, 1976.
[3] O. Cornea, Homotopical dynamics II: Hopf invariants, smoothings and the
Morse complex, Ann. Scient. Ec. Norm. Sup, to appear.
[4] A. Dold, Lectures on Algebraic Topology, Springer – Verlag, 1972.
[5] Y. Eliashberg and M. Gromov, Lagrangian intersection theory; finite-
dimensional approach In: ”Geometry of Differential Equations”, A. Kho-
vanskii, A. Varchenko, V. Vassiliev, editors, AMS, volume 186, 1998.
[6] H. Fan and J. Jost, Novikov – Morse theory for Dynamical Systems,
Preprint math.DS/0010295.
[7] M. Farber, Lusternik – Schnirelman theory for closed 1-forms, Commentarii
Math. Helvetici, 75(2000), 156 – 170.
[8] M. Farber, Zeros of closed 1-forms, homoclinic orbits and Lusternik –
Schnirelman theory, to appear in ”Topological Methods of Nonlinear Anal-
ysis”. Available as math.DG/0106046.
[9] H. Freudenthal, U¨ber die Enden disreter Ra¨ume und Gruppen, Comm.
Math. Helv., 17(1945), 1– 38.
19
[10] H. Hofer and D. Salamon, Floer homology and Novikov rings, Floer memo-
rial volume, Birkhauser, 1995, 483 – 524.
[11] H. V. Le and K. Ono, Symplectic fixed points, the Calabi invariant and
Novikov homology, Topology, 34(1995), 155 – 176.
[12] S.P. Novikov, The Hamiltonian formalism and a multivalued analogue of
Morse theory, Russian Math. Surveys, 37(1982), 1 – 56.
[13] S.P. Novikov, Bloch homology, critical points of functions and closed 1-
forms, Soviet Math. Dokl., 33(1986), 551–555.
[14] Y. Rudyak and J. Oprea, On the Lusternik – Schnirelman category of sym-
plectic manifolds and the Arnold conjecture, Math. Z., 230(1999), 673 –
678.
[15] M. Shub, Global Stability of Dynamical Systems, Springer – Verlag, 1987
[16] J.-C. Sikorav, Un problem de disjonction par isotopic symplectique dans un
fibre´ cotangent, Ann. Scient. Ecole Norm. Sup., 19(1986), 543 – 552.
[17] S. Smale, Stable manifolds for differential equations and diffeomorphisms,
Ann. Scuola Norm. Sup. Pisa, 17(1963), 97 – 116.
[18] E.H. Spanier, Algebraic Topology, 1966
Address:
Michael Farber,
School of Mathematical Sciences,
Tel Aviv University, Ramat Aviv 69978, Israel
e-mail: mfarber@tau.ac.il
20
