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Introduction
For functions and distributions defined on R d it is well known under what circumstances it is possible to define the Wigner distribution and the ambiguity function [7] . This paper concerns the corresponding conditions when the function or distribution is replaced by a zero mean Gaussian scalarvalued stochastic process. Suppose the covariance function r ∈ S 0 (R 2d ). Then we prove that the Wigner distribution W (t, ξ) and the ambiguity function A(θ, τ ) exist as stochastic Riemann integrals of finite variance. Moreover W and A constitute a stochastic Fourier integral transform pair in a certain sense. We are also interested in Cohen's class of time-frequency representations, ie the stochastic convolution integral W * Φ(t, ξ) where Φ is a deterministic kernel function. If r ∈ S 0 (R 2d ) and Φ ∈ C(R 2d ), we prove that W * Φ(t, ξ) is a finite variance process. If moreover Φ ∈ S 0 (R 2d ) then W * Φ(t, ξ) can be expressed as a stochastic Fourier integral of the process A times the Fourier transform Φ . The reformulation of the stochastic convolution integral is useful for optimization of Φ when W * Φ is used for estimation of E(W ). This idea is due to Sayeed and Jones [18] .
We ) the set of continuous functions which are bounded in the supremum norm, and by f (t) := f (−t) the coordinate reflection operator. We will often use the Fourier Riemann integral F , defined for functions The assumptions on f and f implies that the Riemann integrals (1) and (2) can be replaced by Lebesgue integrals since the Lebesgue and Riemann integrals coincide for functions in
For a function f of several sets of variables we will denote partial Fourier integral with respect to variable sets indexed by j, k , by f j,k . Suppose f : R d+m → C and
The partial Fourier Riemann integral in the first variable is defined by
We are interested in function spaces on which the Fourier Riemann integral is invertible in the uniform norm, ie
We shall make extensive use of the function space known as Feichtinger's algebra [2, 3, 7] , often denoted S 0 (R d ). Its definition can be based on the short-time Fourier transform (STFT). The STFT of a function f : R d → C with respect to a window function g is defined by the Lebesgue integral
and the Feichtinger algebra is defined by
It is a Banach space which contains the Fréchet space
yield equivalent S 0 norms, and the admissible class of windows can be generalized to g ∈ S 0 (R d ). The space S 0 (R d ) is invariant under coordinate transformations and conjugation. It is a Banach algebra under both pointwise multiplication,
and convolution,
The Fourier transform, defined by (1) using the Lebesgue integral, is for a proper choice of g an isometry of
This isometry holds also if the Lebesgue integral in (1) is replaced by the Riemann integral. Due to
where F is defined by the Lebesgue integral (1) and F −1 is defined by the Lebesgue integral (2) . Again Lebesgue integrals can be replaced by Riemann integrals. The following two properties are proved in [2] . Restriction of an S 0 function is an S 0 function,
and partial Fourier Lebesgue integral of an S 0 function gives an S 0 function,
The integral in (11) can be replaced by a Riemann integral due to (10) and the fact that the Lebesgue and Riemann integrals are equal on S 0 (R d ). For another aspect of harmonic analysis of stochastic processes the space S 0 (G), where G is a locally compact abelian group, has been proved to be useful as a test function space for generalized stochastic processes [10, 11] .
Second order stochastic processes on R R R d
We study stochastic processes indexed by t ∈ R d and denoted X(t), or X(t, ω) when the dependence of ω ∈ Ω, the probability space, is of interest [1] . In applications t often denotes time and then d = 1, but in order to maintain generality we allow integer d > 1 in which case the stochastic process is often called a stochastic field. A stochastic process or field is a mapping X(t) : R d t → X (P), where X (P) is the set of all C-valued stochastic variables over a probability space Ω with probability measure P, P(Ω) = 1 . The expectation (dP integral) of the stochastic variable X ∈ X(P) is denoted E(X) = Ω X(ω)dP(ω). We denote by L 2 (P) := {X ∈ X (P); E|X| 2 < ∞} the Hilbert space of finite variance stochastic variables with scalar product X,
The autocovariance function r of the process X(t) is a function r :
which is finite everywhere due to the Cauchy-Schwartz inequality. Several computations in this paper will involve the following fourth order moment function.
Definition 2.1.
Gaussian processes.
We restrict to R-or C-valued processes X(t) that have zero mean, E(X(t)) = 0 ∀t ∈ R d , and are Gaussian, ie {X(t j )} N j=1 have multidimensional Gaussian probability distribution for any finite set {t j } N j=1 [12, 15] . In the case of C− valued processes we require the following property.
Definition 2.2.
A circularly symmetric process is a zero mean Cvalued process X(t) such that the processes {e iθ X(t)} θ∈ [0,2π) are identically distributed for all θ ∈ [0, 2π).
According to Grettenberg's theorem [6, 15] circular symmetry is equivalent to (14) E
The formula (15) can be extended to zero mean complex-valued Gaussian stochastic variables by straight-forward computation. Thus for circularly symmetric Gaussian processes we have
since the last term of (15) vanishes due to (14) . Using (16) and (12) Definition 2.1 can now be written
where κ denotes the R 4d linear isometric coordinate transformation
and p 2,3 denotes the coordinate transposition p 2,
For a real-valued Gaussian process (15) gives
where
From formulae (17) and (19) it is clear that if r is a member of a certain Banach function space B(R 2d ), then c will be a member of
) is a linear space invariant under conjugation, tensorization and linear isometric coordinate transformations. These weak requirements certainly hold for the space S 0 (R 2d ) [2] . We shall study the case r ∈ S 0 (R 2d ). For R-valued Gaussian processes and C-valued circularly symmetric Gaussian processes we hence have
Stochastic integrals
We need to define two types of stochastic integrals [1, 12, 15] . The first concerns Riemann integration of Hilbert space valued functions on R d . The second concerns integration of C-valued functions with respect to a Hilbert space valued measure defined on R d . The first type of stochastic integral is needed in order to define the Wigner distribution and the ambiguity function for stochastic processes. We use the theory of Riemann integration of Hilbert space valued functions [9, 12] . In our case the Hilbert space is L 2 (P). We will use the following results.
denote a partition, ie a finite class of disjoint rectangle sets such that ∪ j K j = K T , and let t j ∈ K j . Provided the rhs inner limit exists in L 2 (P) for a sequence of partitions {P n } ∞ n=1 , independently of the choices t j ∈ K j , and the outer limit exists in L 2 (P), the stochastic Riemann integral is defined by [12] (21)
The process X(t) is stochastic Riemann integrable if and only if the ordinary Riemann integral (22)
R 2d
E X(t)X(s) dtds
exists finitely. Let Z ∈ L 2 (P) and let X(t) be stochastic Riemann integrable. Then by the Cauchy-Schwartz inequality in L 2 (P) and (21)
Since the probability measure P is finite, L 2 (P) contains all C-valued functions which are constant as a function of ω ∈ Ω. For such a function X we have X
Thus C can be considered as an isometrically embedded subspace of L 2 (P), and deterministic functions f : R d → C can be considered as second order stochastic processes. The integral (22) for a function f considered as a process is finite if and only if
Thus f has a stochastic Riemann integral if and only if f ∈ R(R d ), and by (21) its value as ordinary Riemann integral equals its stochastic Riemann integral.
Next we turn to the second type of stochastic integral which concerns integration of C− valued functions with respect to a measure taking values in L 2 (P) [1, 12] . In this case the measure is a countably additive set function
is a process whose covariance function r is the Fourier-Stieltjes transform of a measure of bounded variation d r(ξ, η) in the sense of
then X(t) is called strongly harmonizable [12, 16] . There exists an equivalence between such a spectral representation of the covariance function and a spectral representation of the process as a stochastic integral
where dZ :
The measure dZ can be defined for rectangle sets by difference operators of a map Z : R d → L 2 (P), called the spectral process, and then extended to B(R d ). In the following we specialize to the case r ∈ S 0 (R 2d ). We see from (8) 
The rhs integral of (25) for the process Y ξ (t) at two indices ξ and η is
by (26). Since r ∈ C(R 2d ) the integral (22) for the process Y ξ (t) is finite. Therefore we have a well defined stochastic integral
and by (25) and (28)
The rhs integral of (25) for Y t (ξ) at two indices t and s is, using (30),
again by (26). Thus the integral (22) for the process Y t (ξ) exists finitely, and
By (25) and (31) E| X(t)|
In fact, by application of (23) twice we obtain
by (10) and (9), since r ∈ S 0 (R 2d ). Using E|X(t)| 2 = r(t, t) we thus have
According to (27) and (32) the spectral process of X(t) can thus be defined by (29).
Time-frequency analysis of the covariance function
The Wigner spectrum [4, 14, 18 ] of a process X(t) with covariance function r is defined by
where κ 0 denotes the linear isometric R 2d coordinate transformation κ 0 (t, τ ) = (t + τ/2, t − τ/2). The subscript E is used to indicate that it involves expectation under the integral as opposed to the random Wigner process to be defined below. The Wigner spectrum is a generalization of the spectral measure of a weakly stationary process. In fact, for such processes there is a function f such that r(t, s) = f (t − s), so W E (t, ξ) = f (ξ) which by definition is the spectral measure of a weakly stationary process.
The expected ambiguity function of the process is defined by
. A E and W E are Fourier transform pairs in the sense of
This is clear from
Existence of second order Wigner and ambiguity processes
In this section we prove that r ∈ S 0 (R 2d ) for a Gaussian process is a sufficient condition for the existence of a stochastic Wigner distribution and a stochastic ambiguity function in L 2 (P). We define the Wigner process of a process X(t) using the same formula as the definition of the Wigner distribution for deterministic functions and distributions [5, 7] . The Wigner process is hence defined by the stochastic Riemann integral [13, 14, 18] (37)
and the ambiguity process, analogously to the ambiguity function [7] , is defined by the stochastic integral
The processes W and A are thus maps R 2d → X(P). The process W was first defined by Martin [13] , who also gave a condition on the fourth order moment function c, sufficient for W to have finite variance, namely the requirement that (39) should be finite. This condition is satisfied for a Gaussian stochastic process if r ∈ S 0 (R 2d ) according to the next theorem.
, W is a continuous process, and
. It is a second order process since according to (20) c ∈ S 0 (R 4d ) ⊂ C(R 4d ). Using Definition 2.1 the rhs integral of (25) for this process at two indices (t 1 , ξ 1 ) and (t 2 , ξ 2 ) is (39)
which is finite because c 2,4 ∈ S 0 (R 4d ) by (11) . Thus the integral corresponding to (22) for the process Y t,ξ (τ ) is finite and we conclude that
. By (25) and (39)
The L 2 (P)-continuity of W (t, ξ) follows from the continuity of c 2,4 [12] . By (24) and (34), E W (t, ξ) = W E (t, ξ) for all (t, ξ) ∈ R 2d . Thus (i) is proved. The proof of (ii) is similar. Instead of (40) we now have
The Wigner and ambiguity processes as a Fourier transform pair
If r ∈ S 0 (R 2d ) the processes W and A is a Fourier transform pair in the following stochastic sense. This result is a generalization of the deterministic relations (36). 
. It is a second order process by Theorem 5.1 and (41). Using (41) the rhs integral of (25) for Y t,ξ (θ, τ ) at two indices (t 1 , ξ 1 ) and (t 2 , ξ 2 ) is
by (11), (10) and (9) 
integrable over R 2d and denoting the rhs of (42) by W (t, ξ) we have
be arbitrary. By (25) and (44)
By (25), (38), (23) and Definition 2.1
by (11), (10) and (9) since c ∈ S 0 (R 4d ). From (40), (45) and (46) we obtain
. Hence (42) has been proved. The identity (43) is proved in a similar fashion.
Cohen's class (see §8), ie the stochastic convolution integral W * Φ where Φ is a deterministic function, can be used for estimation of the Wigner spectrum [18] . The following theorem shows that the squared L 2 (P) norm, integrated over (t, ξ) ∈ R 2d , equals the corresponding ambiguity domain integral. This facilitates optimization of the kernel Φ because the convolution is transformed into a multiplication in the ambiguity domain. 
and suppose g(
Proof. By (25)
by the Fubini theorem, since the integrand in the first integral belongs to
) and thus the Riemann integral can be replaced by the Lebesgue integral. By (11) (9) and (10) 
We define h 1 (t, ξ, x, y) : (49) and (10),
. Thus all integrals in (50) can be replaced by Riemann integrals.
Proof. Use Theorem 6.1, (41), c 1,3 ∈ S 0 (R 4d ) and Theorem 6.2.
Marginal Properties
The next two theorems treat the stochastic marginal properties of W (t, ξ). They are generalizations of the deterministic marginal properties of W E (t, ξ). If r ∈ S 0 (R 2d ), the time marginal property for W E is, using (34),
by (11) and (9). Let us compute the frequency marginal property for W E when r ∈ S 0 (R 2d ),
where κ −t 0 denotes the transpose of the inverse of κ 0 (t,
Thus by (30) we obtain the frequency marginal (54)
where Z(ξ) is the spectral process defined by (29). We shall now generalize the formulas (52) and (54) to hold in a stochastic sense.
Proof. By Theorem 5.1 and (40) the integral (22) corresponding to the process R (10) . Thus the lhs of (55) exists in L 2 (P). By (25) and (40)
due to (10) and (9) . By (23) applied twice, (37) and
Since E|X(t)| 4 = c(t, 0, t, 0) by Definition 2.1 we conclude using (56) and
where Z(ξ) is the spectral process defined by (29).
Proof. The integral (22) corresponding to the process R (10) . Thus the lhs of (58) exists in L 2 (P). By (25)
Consider
It is a second order process because c ∈ S 0 (R 4d ). Using Definition 2.1 the integral (22) for the process is Y ξ (t, s)
Thus Y ξ (t, s) is stochastic integrable over R 2d , and we have by (29)
and by (25) and (60)
By (25), (61), (37) and (23)
From (59), (62) and (63) we conclude
Cohen's class for second order processes
In the next theorem we show that the process W (t, ξ) can be convolved with certain deterministic functions Φ(t, ξ), giving a finite variance process. The convolution is often called Cohen's class of time-frequency distributions [4, 7] . If Φ ∈ S 0 (R 2d ) the convolution corresponds to multiplication of
. Then the Fourier Riemann integral of Φ is well defined and we define
2d . The integrand corresponding to the integrand of (22) for the process Y t,ξ (s, η) is, using (40),
Since c 2, Since by (7) c 2,4 * Ψ ∈ S 0 (R 4d ) we have from (9), (69) 
We now turn to the integrand of (66). 
= g(−t, ξ).
By (10) and (6) g ∈ S 0 (R 2d ) which implies g ∈ S 0 (R 2d ). Using (77), (23) and (9) The formula (66) together with Theorem 6.2 are useful for optimization of the function Φ for estimation of W E using W * Φ. This problem will be treated in a subsequent paper.
