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Resum
En aquest Treball Final de Grau s’ha desenvolupat un programari que permet
simular objectes simples amb certs comportaments f´ısics sobre una escena real
captada mitjanc¸ant un dispositiu Kinect, dins de l’a`mbit conegut com a realitat
augmentada. Per tal d’aconseguir-ho s’ha implementat una interf´ıcie gra`fica uti-
litzant les llibreries QT i OpenCV que permet visualitzar les dades proporcionades
per un o me´s Kinects, aix´ı com emmagatzemar-les i reproduir-les. Sobre aquesta
interf´ıcie s’ha desenvolupat l’aplicacio´ esmentada, utilitzant la llibreria Bullet per
a la simulacio´ f´ısica i OpenGL per la visualitzacio´ de l’escena augmentada.
Resumen
En este Trabajo Fin de Grado se ha desarrollado un software que permite si-
mular objetos simples con ciertos comportamientos f´ısicos sobre una escena real
captada mediante un dispositivo Kinect, dentro del a´mbito conocido como realidad
aumentada. Para conseguirlo se ha implementado una interfaz gra´fica utilizando
las librer´ıas QT y OpenCV que permite visualizar los datos proporcionados por
uno o ma´s Kinects, as´ı como guardarlos y reproducirlos. Sobre esta interfaz se ha
desarrollado la aplicacio´n mencionada, usando la librer´ıa Bullet para la simulacio´n
f´ısica y OpenGL para la visualizacio´n de la escena aumentada.
Abstract
In this bachelor’s thesis a software has been developed to simulate simple objects
having different physical behaviours over a real scene captured through a Kinect,
within the field known as augmented reality. To achieve this, a graphical interface
has been implemented using the QT and OpenCV libraries which allows the visu-
alization of the data provided by one or more Kinects, as well as to record it and
replay it at a later time. The aforementioned application has been developed on
this interface, using the Bullet library for the physics simulation and OpenGL to
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1.1 Formulacio´ del problema
En els darrers temps un dels camps de la informa`tica que esta` despertant molt d’in-
tere`s correspon al de la realitat augmentada. Aquesta a`rea es centra en la captura
de dades que representen la realitat, que a continuacio´ solen ser processades per
tal d’extreure’n informacio´, i que abans de ser mostrades en temps real a l’usuari
so´n enriquides amb dades virtuals addicionals, “augmentant” aix´ı la realitat.
Habitualment les dades capturades so´n imatges, que so´n processades per tal de
detectar persones i/o objectes aprofitant te`cniques del camp de la visio´ per com-
putador. Un exemple cada cop me´s habitual a la vegada que simple es pot trobar
en les ca`meres fotogra`fiques, que detecten cares humanes i mostren rectangles al
seu voltant.
Una aplicacio´ interessant pot resultar d’anar un pas me´s enlla` de la simple ad-
dicio´ d’informacio´, i simular la interaccio´ f´ısica amb elements virtuals afegits a
l’escena. En videojocs, animacions, i d’altres camps, t´ıpicament es simulen en-
torns de realitat virtual on tots els objectes es generen per computador. Amb
realitat augmentada es podrien afegir objectes amb diversos comportaments f´ısics,
que interactuessin amb les persones i els objectes de la realitat. Algunes possi-
bles aplicacions d’aquesta tecnologia podrien ser el desenvolupament de videojocs
interactius, com per exemple jocs dida`ctics o simuladors lliures.
No obstant, aconseguir realitzar aixo` requereix me´s que un simple processament
d’imatges de color: cal poder fer la reconstruccio´ d’un model tridimensional amb
elements de l’escena (usuaris, terra, etc.), i per tant cal disposar de me´s informacio´
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de la que podem obtenir per aquesta via, per tal de poder determinar la posicio´ i
mida relativa dels objectes de forma mı´nimament fiable.
Un element capac¸ de proporcionar aquesta informacio´ addicional e´s el Kinect, de
Microsoft, dissenyat inicialment com a un dispositiu d’entrada per a videojocs,
pero` que cada vegada guanya me´s relleva`ncia en aplicacions serioses en camps tals
com la medicina gra`cies a la seva relativament bona qualitat per un preu molt
econo`mic. Aquest dispositiu incorpora una ca`mera de v´ıdeo, pero` a la vegada
tambe´ disposa d’una ca`mera d’infrarojos capac¸ de generar un mapa de profunditat
de l’escena captada. A partir d’aquesta informacio´, el seu software e´s capac¸ de
realitzar tasques me´s avanc¸ades servint-se d’algorismes complexos, permetent entre
altres coses la deteccio´ i reconstruccio´ d’esquelets simplificats de les persones dins
de l’escena, el modelat d’objectes tridimensionals, etc.
Aix´ı doncs, l’objectiu que es proposa aquest projecte e´s desenvolupar un software
capac¸ de simular objectes virtuals que segueixen unes certes lleis f´ısiques sobre
una escena captada en temps real, realitzant una implementacio´ en el llenguatge
de programacio´ C++ i servint-se del dispositiu Kinect i de les seves llibreries. Es
busca tant desenvolupar aquest software, com algun escenari senzill que permetin
veure’l en funcionament al final. Addicionalment s’explorara` la possibilitat de
combinar les dades de me´s d’un dispositiu Kinect per millorar la precisio´.
1.2 Objectius i abast
El projecte es centrara` en desenvolupar un software en C++ capac¸ de realitzar la
simulacio´ f´ısica d’objectes virtuals en una escena captada de la realitat mitjanc¸ant
el dispositiu Kinect, utilitzant les llibreries corresponents del sensor i d’altres d’ad-
dicionals. No obstant, no es prete´n crear una solucio´ universal capac¸ de realitzar
la simulacio´ de qualsevol tipus d’objecte en totes les escenes possibles, ja que aixo`
resultaria inviable amb la tecnologia actual i requeriria un temps exorbitant.
Dit aixo`, l’objectiu principal e´s aconseguir la capacitat de simulacio´ de cossos r´ıgids
amb formes simples (cubs, esferes, etc) a l’escena amb diferents para`metres f´ısics,
fins al punt que resulti possible, aix´ı com desenvolupar com a mı´nim una aplicacio´
senzilla que demostri el seu funcionament.
Un cop aconseguit aixo`, s’intentara` afegir objectes me´s complexos o restriccions
de moviment entre aquests per tal d’enriquir la capacitat de simulacio´, segons el
temps i els altres recursos restants arribat el punt. Tambe´ es podran desenvolupar
aplicacions de demostracio´ addicionals.
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De manera complementa`ria, durant la primera fase del projecte s’ha decidit per
consens mutu amb el director i l’autor d’un altre TFG de tema`tica relacionada
desenvolupar una interf´ıcie gra`fica que permeti visualitzar les dades obtingudes
pel Kinect, i veure els resultats d’aplicacions d’algorismes, aix´ı com permetre la
reproduccio´ d’entrades iguals per repetir les condicions, entre d’altres. Per tant,
tambe´ s’ha establert com a objectiu la creacio´ d’aquesta interf´ıcie, de manera
compartida, que servira` de base per a la implementacio´ de l’objectiu principal
d’aquest treball, aix´ı com de cara a futurs projectes.
Com a objectiu secundari tambe´ es vol investigar la capacitat de combinar me´s d’un
dispositiu Kinect per tal d’intentar suplir les limitacions d’aquest, si els recursos
ho permeten. Tambe´ relacionat amb aixo` s’explorara` la possibilitat d’integracio´
amb un altre projecte centrat en la millora de precisio´ en la captura d’esquelets
del Kinect.
Durant el per´ıode de desenvolupament del treball e´s possible que es publiqui suport
pu´blic per a la nova versio´ del dispositiu, Kinect 2, que presenta millores en les
capacitats i limitacions del sensor. Donat el cas i si es disposen dels recursos tant
temporals com materials suficients, com a objectiu secundari tambe´ s’avaluara` la
viabilitat d’afegir-ne suport per tal de millorar la qualitat de la simulacio´, i si es
decideix procedir s’implementaran els canvis necessaris.
1.3 Possibles obstacles
1.3.1 Soroll de les dades
Els camps de visio´ per computador i realitat augmentada on s’emmarca el projecte
depenen en gran mesura de sensors (en aquest cas les ca`meres del dispositiu Kinect)
per captar les dades d’entrada. Les ca`meres inevitablement afegeixen soroll a
les imatges, cosa que pot acabar en comportaments no esperats del software, no
deguts a un mal funcionament d’aquest sino´ a una interpretacio´ de dades erro`nies
o incompletes. Un exemple d’aixo` pot ser la generacio´ d’un esquelet incorrecte
per part del software del sensor, resultant potencialment en una interaccio´ f´ısica
no esperada. Malauradament aquest problema no te´ solucio´ directa: per reduir el
soroll es pot intentar treballar amb mu´ltiples dispositius Kinect a la vegada, pero`
aixo` augmenta la complexitat dels algorismes i pot generar problemes addicionals
com l’ambigu¨itat de posicions, o l’aparicio´ d’interfere`ncies.
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1.3.2 Impossibilitat de prova exhaustiva
Un altre problema potencial relacionat amb l’anterior e´s que les imatges d’entrada
poden ser molt variades, i l’espai de tots els seus possibles valors e´s impracticable1.
Per exemple, diferents condicions d’il·luminacio´, o la prese`ncia o abse`ncia d’objec-
tes a l’escena, poden derivar en comportaments diferents. Aixo` impossibilita fer
un ana`lisi exhaustiu del comportament del programa en tots els casos.
En la mateixa l´ınia tambe´ poden sorgir problemes degut a un gran nombre d’as-
sumpcions impl´ıcites que es realitzen sobre les dades, com podria ser l’existe`ncia
d’un mı´nim contrast entre els objectes, o que els usuaris presents a l’escena dis-
posen de totes les extremitats. En qualsevol punt del desenvolupament es podrien
donar casos de comportaments estranys causats per dades amb caracter´ıstiques no
previstes inicialment. La solucio´ seria tenir en compte tots aquests supo`sits per
evitar els problemes que en poden derivar, pero` a la pra`ctica aixo` resulta inviable
degut al seu gran nombre i a que molts no resulten obvis d’explicitar. Per tant,
caldra` centrar-se en els casos me´s habituals i mı´nimament favorables.
1.3.3 Limitacions del dispositiu Kinect
En utilitzar aquest dispositiu s’han de tenir en compte les limitacions que imposa.
Algunes d’aquestes so´n la incapacitat de veure objectes amagats darrere d’altres,
o la resolucio´ limitada de les ca`meres. Tambe´ en podem trobar en la captura
d’esquelets, que es realitza de forma simplificada i aproximada ignorant certs ele-
ments com els dits de les mans. Aquestes limitacions ve´nen imposades tant pel
hardware (sensors), com per les decisions impl´ıcites preses en el desenvolupament
dels algorismes de les seves llibreries.
L’u´nica manera de resoldre totes aquestes limitacions seria canviar de dispositiu,
pero` aixo` implicaria disposar dels recursos, i en general altres dispositius tindrien
un cost me´s elevat. Per tant, caldra` adaptar-se a les capacitats del dispositiu
Kinect. Algunes de les limitacions tambe´ es podrien arribar a resoldre mitjanc¸ant
l’u´s simultani de mu´ltiples dispositius.
1En aquest projecte, el nombre de possibles imatges de profunditat diferents d’entrada e´s de
l’ordre de 3200640×480 = 3200307200 (el nombre d’a`toms a l’univers observable s’estima inferior a
1082). Les possibles imatges de color so´n (2553)640×480, que e´s un nombre encara major.
10
1.4. ACTORS IMPLICATS EN EL PROJECTE CAPI´TOL 1. INTRODUCCIO´
1.3.4 Retards inesperats en la planificacio´
Aquest projecte no e´s de dedicacio´ exclusiva i es realitzara` paral·lelament a cursos
docents. Per tant, e´s d’esperar que sorgeixin actes avaluatius (exa`mens o entregues
de treballs) puntualment me´s prioritaris que puguin fer variar lleugerament la
planificacio´ d’aquest. Per tal de reduir-ne el possible efecte, aixo` es tindra` en
compte en el disseny d’aquesta des d’un principi.
Tambe´, com en la majoria de projectes de software, el desenvolupament es pot
endarrerir degut al sorgiment d’errors o “bugs”. En aquest cas es prioritzara` la
seva resolucio´, ja que les tasques del projecte es presenten de manera principal-
ment sequ¨encial on cadascuna depe`n de les anteriors, i avanc¸ar sense solucionar-lo
resultaria contraproduent.
1.4 Actors implicats en el projecte
A continuacio´ es descriuen els actors implicats en el projecte, tant en el desenvo-
lupament com en un possible u´s futur.
1.4.1 Autor del projecte
L’autor del projecte, l’Otger Rogla` Pujalt, e´s el responsable de la realitzacio´ d’a-
quest, tant en la formulacio´ com en el desenvolupament i implementacio´, i la seva
posterior documentacio´ i defensa.
1.4.2 Director del projecte
El director del projecte, l’Antonio Sus´ın Sa´nchez, supervisa i monitoritza el desen-
volupament d’aquest per part de l’autor, i l’assessora en alguns temes aix´ı com en
la presa de decisions.
1.4.3 Ponent del projecte
El ponent del projecte, l’Antonio Chica Calaf, e´s l’encarregat de garantir que el
projecte compleixi els requisits derivats de les normatives per a treballs finals de
grau, aix´ı com d’avaluar les fites del treball en col·laboracio´ amb el director.
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1.4.4 Desenvolupadors de futurs projectes
El resultat del treball sera` un software que podra` ser utilitzat en el desenvolupa-
ment d’altres projectes i aplicacions, els autors de les quals el podran utilitzar i
beneficiar-se de la feina ja realitzada que no caldra` repetir, tant en la part de la
interf´ıcie gra`fica com en el cas de que volguessin expandir la simulacio´ o les carac-
ter´ıstiques de la realitat augmentada. A me´s, tambe´ pot fomentar la creativitat
i la innovacio´, facilitant la creacio´ videojocs o aplicacions noves que serien dif´ıcils
de desenvolupar des de zero.
1.4.5 Usuaris finals
Amb el treball tambe´ es creara` alguna aplicacio´ d’exemple per a ser utilitzada
directament, de caire lu´dic, que podra` ser usada pels usuaris per a fins recreatius.
A me´s tambe´ cal tenir en compte els usuaris d’aplicacions futures desenvolupa-
des basades en aquest projecte. Alguns possibles casos podrien ser programes de
rehabilitacio´ per a pacients o aplicacions educatives, els usuaris de les quals es
beneficiarien a trave´s de l’amenitzacio´ d’aquestes activitats.
1.5 Integracio´ de coneixements
En el desenvolupament del projecte s’han integrant els coneixements adquirits en
les segu¨ents assignatures del Grau en Enginyeria Informa`tica:
• IDI (Interaccio´ i Disseny d’Interf´ıcies): creacio´ d’interf´ıcies gra`fiques usant
la llibreria QT, aix´ı com conceptes generals d’usabilitat i de controls gra`fics.
• IDI, G (Gra`fics) i VJ (Videojocs): u´s d’OpenGL per a la visualitzacio´ d’es-
cenes 3D aix´ı com matema`tiques per a espais tridimensionals relacionades
amb aquest a`mbit (projeccio´ i desprojeccio´ de punts, matrius de transforma-
cio´ amb translacio´, rotacio´, i escalat, etc.).
• ROB (Robo`tica): matema`tiques aplicades a espais tridimensionals, destacant
els quaternions per expressar i manipular rotacions.
• VC (Visio´ per Computador): tractament d’imatges com a matrius de dades,
i algorismes per tal d’extreure’n informacio´.
• PCA (Programacio´ Conscient de l’Arquitectura): optimitzacio´ d’algoritmes
sobre volums grans de dades mitjanc¸ant la vectoritzacio´ del codi.
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1.6 Compete`ncies te`cniques desenvolupades
En aquest apartat es descriuen com s’han desenvolupat les diferents compete`ncies
te`cniques en que s’ha emmarcat el projecte, i a quines parts s’han aplicat.
1.6.1 CCO1.1
CCO1.1: Avaluar la complexitat computacional d’un problema, cone`ixer es-
trate`gies algor´ısmiques que puguin dur a la seva resolucio´, i recomanar, desen-
volupar i implementar la que garanteixi el millor rendiment d’acord amb els
requisits establerts. [Una mica]
En general, durant tot el desenvolupament s’ha tendit a utilitzar els algorismes que
presentin menys complexitat computacional. En tenir com a requisit impl´ıcit el
funcionament del programa en temps real, s’ha hagut de tenir especial cura en les
parts del programa que s’executen amb me´s frequ¨encia, com pot ser el tractament
de les dades de cada nou frame.
Un exemple concret on s’ha aplicat ha estat en la determinacio´ d’un algorisme per
tal de tractar el mapa de profunditat usat per a la oclusio´ d’objectes. En aquest
cas s’han avaluat diferents alternatives, fent especial e`mfasis en el seu cost ja que
aquest s’havia d’executar al voltant de 30 vegades per segon i sobre una matriu de
307200 elements.
1.6.2 CCO2.2
CCO2.2: Capacitat per a adquirir, obtenir, formalitzar i representar el coneixe-
ment huma` d’una forma computable per a la resolucio´ de problemes mitjanc¸ant
un sistema informa`tic en qualsevol a`mbit d’aplicacio´, particularment en els que
estan relacionats amb aspectes de computacio´, percepcio´ i actuacio´ en ambients
o entorns intel·ligents. [Una mica]
El Kinect proporciona informacio´ a partir dels seus sensors que cal ser processada
per extreure coneixement de la escena. En aquest cas, part del coneixement ja
l’extreu la pro`pia API del Kinect, que estima la posicio´ de les articulacions dels
esquelets dels usuaris dins la escena. A partir d’aixo` i juntament amb altres da-
des s’ha modelat un mo´n format per elements tant reals com virtuals, utilitzant
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simplificacions per representar les caracter´ıstiques dels objectes (la seva forma, la
seva “pose” definida per una matriu de transformacio´ respecte a la ca`mera, etc.)
per tal de resoldre subproblemes com per exemple les col·lisions entre aquests, i
aconseguir simular els seus comportaments f´ısics i/o les seves interaccions amb
l’u´s de la llibreria Bullet; i en el cas dels objectes virtuals la generacio´ de la seva
respresentacio´ visual.
1.6.3 CCO2.3
CCO2.3: Desenvolupar i avaluar sistemes interactius i de presentacio´ d’in-
formacio´ complexa, i la seva aplicacio´ a la resolucio´ de problemes de disseny
d’interaccio´ persona computador. [En profunditat]
La primera part del treball ha consistit en la implementacio´ d’una interf´ıcie gra`fica
per a visualitzar les dades proporcionades pel Kinect, permetent variar la manera
de visualitzar (e.g. superposant els esquelets, navegant per l’escena tridimensional,
etc.), i implementant diverses finestres tals com la de gravacio´. A me´s, a la vista de
l’escena s’implementa una visio´ interactiva dels elements, permetent un moviment
lliure de la ca`mera mitjanc¸ant l’u´s del teclat i el ratol´ı.
Tambe´ en la part de la realitat augmentada, de forma inherent s’inclou un siste-
ma d’interaccio´ entre l’usuari i els objectes virtuals del mo´n f´ısic, podent aquest
moure els objectes de forma intuitiva amb els seus moviments corporals com si es
tractessin d’objectes reals.
1.6.4 CCO2.6
CCO2.6: Dissenyar i implementar aplicacions gra`fiques, de realitat virtual, de
realitat augmentada i videojocs. [En profunditat]
El treball en si s’ha basat al voltant del concepte de la realitat augmentada, com-
binant una escena real amb una de virtual. Tant per a la generacio´ de la imatge
augmentada final com per la visualitzacio´ de les dades a les diferents vistes de la
interf´ıcie, s’ha recorregut a l’u´s de la llibreria gra`fica OpenGL, utilitzant en alguns




Aquest cap´ıtol descriu l’estat de l’art en els temes relacionats amb els diversos
subproblemes a resoldre dins del projecte.
En un primer apartat es presenten les caracter´ıstiques del dispositiu Kinect aix´ı
com les diferents APIs que es proporcionen en la darrera versio´ de la llibreria oficial,
i les dades que permeten obtenir. En la resta d’apartats, s’enumeren els diversos
subproblemes i l’estat de l’art en cada cas, incloent possibles aproximacions per
enfrontar-s’hi, o be´ analitzant i comparant les llibreries que el poden resoldre.
2.1 Dispositiu Kinect
El Kinect, desenvolupat per Microsoft, e´s a un dispositiu que conte´ diversos tipus
de sensors. Originalment va ser ideat com a sistema de control i interaccio´ per
la consola de videojocs Xbox 360, permetent als usuaris usar el seu cos com a
dispositiu d’entrada sense la necessitat d’haver de posar-se peces de roba o altres
elements intrusius.
Tot i aixo`, en els darrers anys ha sorgit intere`s per aquest dispositiu en l’a`mbit
acade`mic i comercial, ja que representa una alternativa molt econo`mica respecte
a dispositus amb prestacions similars, i tot i que la qualitat no arriba als nivells
d’aquests, per a un gran nombre d’aplicacions ja resulta suficient.
La figura 2.1 mostra els sensors dels que disposa el Kinect, aix´ı com la seva distri-
bucio´. Aquests corresponen a:
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Figura 2.1: Sensors del Kinect i la seva distribucio´. Font: Microsoft Developer Network
• Ca`mera de color: una ca`mera RGB que captura imatges de v´ıdeo amb
una resolucio´ de 1280 x 960 p´ıxels.
• Ca`mera de profunditat: un sistema format per un emissor i un sensor
d’infrarrojos (IR) permet fer lectures de les dista`ncies als objectes. L’emissor
emet un patro´ de llum estructurada, i el receptor n’interpreta les lectures de
manera coordinada. La seva resolucio´ e´s de 640 x 480 p´ıxels.
• Micro`fons: una matriu de 4 micro`fons que permet capturar so, aix´ı com
determinar de manera parcial la seva posicio´.
• Accelero`metre: un accelero`metre de 3 eixos que permet deterinar la ori-
entacio´ actual del Kinect.
Per aquest treball ens interessen els dos primers sensors, i per tant so´n en els que
ens centrarem. La ca`mera de profunditat representa el sensor me´s caracter´ıstic del
Kinect, i el que el diferencia de les ca`meres convencionals. Els seus mesuraments
permeten aconseguir funcionalitats com reconstruccions 3D que d’altra manera no
es podrien realitzar de manera fiable.
Per satisfer la demanda d’una API per a l’u´s de la Kinect, Microsoft va proporcio-
nar els controladors per a PC aix´ı com un SDK per a poder accedir a les diverses
funcionalitats que implementa, tant des de C++ com des del llenguatge de progra-
macio´ C#. Aquest SDK ha passat per diverses revisions, trobant-se actualment
a la versio´ 1.8, on ve separat en dos mo`duls: un de principal Kinect for Windows
SDK i un amb components espec´ıfics Kinect Developer Toolkit.
La API de C++ del Kinect for Windows SDK presenta un conjunt de funcions glo-
bals per a inicialitzar el Kinect i obtenir-ne les dades. A me´s soporta un mode d’u´s
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orientat a objectes pensat per a l’u´s de mu´ltiples Kinect. Totes aquestes funcions
so´n fa`cilment identificables ja que comencen per Nui (Natural User Interface).
Les principals dades que permet obtenir aquesta API so´n:
• Imatge de color: la imatge de la ca`mera de color, en format RGB (3 bytes),
i en una resolucio´ de be´ 640 x 480, o 1280 x 960 p´ıxels.
• Imatge de profunditat: una matriu on cada p´ıxel conte´ dos elements
de mida 2 bytes: la profunditat obtinguda per a cada p´ıxel en mil·l´ımetres
respecte a la ca`mera (valors entre 800 i 4000 mm), i un ı´ndex que indica el
nu´mero d’usuari (si es detecta). Les resolucions suportades so´n: 80 x 60, 320
x 240 i 640 x 480 p´ıxels (en el darrer cas l’´ındex sempre e´s 0).
• Esquelets: tambe´ calcula estimacions dels esquelets dels usuaris dins de
la escena. Es guarden en una estructura NUI SKELETON FRAME,
que conte´ la posicio´ de les articulacions corresponents al model d’esquelet
utilitzat (figura 2.2). Nome´s pot arribar a calcular les posicions de fins a 4
esquelets a la vegada, i per cada valor inclou flags per informar de si l’ha
trobat de manera fiable, nome´s l’ha estimat, o si no l’ha pogut calcular.
A me´s, aquesta estructura inclou algunes dades addicionals, entre les que
destaquem una estimacio´ del pla del terra.
Figura 2.2: Model d’esquelet usat pel Kinect. Font: Microsoft Developer Network
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El Kinect Developer Toolkit, per altra banda, es divideix en diversos mo`duls amb
funcionalitats especifiques. Entre aquests destaquem:
• KinectFusion: implementa la reconstruccio´ de volums tridimensionals a
partir de les lectures de profunditat, que s’integren en un nu´vol de punts.
Tambe´ permet la generacio´ de malles de triangles.
• KinectInteraction: permet reconeixer gestos amb les mans, com per exem-
ple si s’obren o es tanquen, o si es mouen a posicions donades.
2.2 Simulacio´ f´ısica en realitat augmentada
Pel que fa a la tema`tica general d’aquest treball, la simulacio´ f´ısica en entorns de
realitat augmentada mitjanc¸ant Kinect, existeixen alguns projectes de tema`tica
similar, pero` aquests resulten bastant focalitzats en certs tipus d’entorn com per
exemple en superf´ıcies de taules [27, 7, 21].
Tambe´ s’han desenvolupat projectes semblants pero` amb dispositius diferents al
Kinect. Per una banda, la majoria d’aquests treballs utilitzen dispositius que no
disposen d’una manera de mesurar la profunditat, i es troben amb limitacions
respecte allo` que poden arribar a fer [14, 2, 1]. Per l’altra banda, hi ha treballs
que utilitzen dispositius me´s potents, pero` que a la vegada representen un major
cost i en general no es poden trobar en entorns com les llars [10].
Amb aquest projecte es prete´n aconseguir una solucio´ utilitzant un dispositiu de
baix cost com e´s Kinect, pero` que resulta potent a la vegada. Per tant, es podran
aprofitar components en el desenvolupament, pero` s’haura` de realitzar el disseny
i la implementacio´ de l’esquema general aix´ı com de diverses parts espec´ıfiques ja
que no sera` possible adaptar solucions existents.
Finalment, tambe´ cal tenir en compte que existeixen nombrosos estudis teo`rics
sobre les limitacions del realisme de simular objectes sobre un entorn real [18,
20]. Un exemple resulta la incapacitat dels objectes virtuals d’aplicar forces sobre
objectes reals, cosa que en mobiliari o elements estructurals com el terra no tindria
un efecte evident, pero` si en el cas d’objectes petits.
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2.3 Reconstruccio´ d’escenes tridimensionals
S’ha estudiat la possibilitat de modelar f´ısicament, a part del terra i els usuaris,
altres objectes de la escena, fet pel qual caldria reconstruir un model de l’entorn
processant el mapa de profunditat. Les llibreries esta`ndard de Kinect proporcionen
un mo`dul anomenat KinectFusion dedicat precisament a la generacio´ de models
tridimensionals d’objectes, amb la possibilitat de moure aquest o be´ el sensor per
poder modelar-lo en la seva totalitat [12]. Tambe´ hi ha propostes d’implementa-
cions alternatives, amb els respectius avantatges i inconvenients [13, 29].
La majoria d’aquestes implementacions utilitzen te`cniques volume`triques de cons-
truccio´ de models, que busquen la creacio´ de models llisos i detallats a partir de
varis mapes de profunditat. La complexitat es presenta en forma de que l’algo-
risme ha de ser robust envers a punts erronis, i que ha de tenir en compte les
direccions i el temps intentant aix´ı quadrar les noves dades amb les recollides fins
al moment tot acomodant els moviments relatius entre els sensors i l’objecte a
modelar. Es serveixen d’una graella tridimensional de vo`xels, i de trac¸at de raigs,
per determinar les cares del model resultant.
No obstant, en aquest cas no interessa un nivell de detall molt elevat sino´ me´s aviat
el contrari, per tal de poder obtenir models simplificats que facilitin la simulacio´
f´ısica, perque` funcioni en temps real. A me´s cal tenir en compte que en la majoria
de casos tant els objectes de l’escena com el sensor seran esta`tics, i el mapa de
profunditat del que es disposara` sera` sempre fonamentalment el mateix.
2.4 U´s i calibratge de color i profunditat
Una possible solucio´ a la potencial manca d’informacio´ del mapa de profunditat e´s
utilitzar algorismes que tinguin en compte tambe´ la imatge de color captada per la
ca`mera [5, 22]. Aixo` presenta un problema d’entrada, que e´s la no corresponde`ncia
directa entre els punts dels mapes de colors i profunditat deguda a que els sensors
no es troben f´ısicament a la mateixa posicio´ ni tenen les mateixes caracter´ıstiques
(angle de visio´, etc.).
Per poder treballar amb els dos mapes cal doncs registrar o calibrar aquests dos
sensors. Els me`todes tradicionals com el d’utilitzar un tauler blanc i negre no
es poden aplicar, degut a que el sensor de profunditat no e´s capac¸ de distingir
colors. Tot i aixo` existeixen diversos me`todes, pero` la majoria d’aquests intenten
buscar punts d’intere`s comuns en les dues imatges, com podrien ser cantonades
d’objectes, per calcular la correccio´ necessa`ria a realitzar sobre les dades [33, 30].
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2.5 Preprocessat de les dades
Hi ha propostes de te`cniques per tal de millorar la qualitat de les dades d’entrada,
per exemple aplicant filtres per reduir el soroll d’aquestes. Una d’aquestes e´s
l’aplicacio´ d’un filtre bilateral, que intenta reduir el soroll de les zones planes pero`
conservar les fronteres o arestes (a difere`ncia d’un filtre gaussia` o passa baixos), i
es pot aplicar tant a imatges de color com mapes de profunditat [31].
Tambe´ es proposen altres te`cniques com mantenir control dels p´ıxels negres deguts
a reflexions o altres efectes aix´ı com la confianc¸a en el seu valor, per poder-los
tractar convenientment; o tambe´ intentar fer encabir els punts dins de superf´ıcies
planes [8].
2.6 Acceleracio´ dels ca`lculs
Es podria donar el cas de que la complexitat dels algorismes utilitzats faci inviable
la seva execucio´ en temps real a la CPU. Si aixo` succeeix, es podria reco´rrer a
utilitzar de manera addicional la capacitat de computacio´ de la GPU de la targeta
gra`fica [4], mitjanc¸ant llibreries i llenguatges com CUDA [24] o OpenCL [16].
2.7 Precisio´ i limitacions del dispositiu
Durant tot el proce´s e´s important tenir en compte la precisio´ del dispositiu i les
seves caracter´ıstiques, temes sobre els quals existeixen nombrosos estudis. Alguns
dels aspectes que caldra` tenir en compte en les imatges so´n la distorsio´ de les lents,
que e´s menor al centre que a les cantonades; i que l’error del mapa de profunditat
augmenta quadra`ticament amb la dista`ncia, aix´ı com hi decreix tambe´ la seva
resolucio´ [15].
Tambe´ cal considerar l’error que pot sorgir pel que fa a la deteccio´ dels esquelets,
fent que aquests vari¨ın de mida en el temps, o que les articulacions no corresponguin
a la seva posicio´ real. Per exemple, l’error d’aquestes posicions pot arribar a ser
de 10 cm, que a aquesta escala representa un error considerable [26].
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2.8 Tractament d’imatges
Per a la implementacio´ de les te`cniques mencionades caldra` aplicar diversos al-
gorismes sobre imatges, aix´ı com poder-les mantenir desades a memo`ria i possi-
blement tambe´ a disc, i tambe´ poder emmagatzemar-les en forma de v´ıdeo per
poder reproduir una mateixa entrada varis cops. La llibreria oberta OpenCV [11]
proporciona eines per treballar amb imatges i implementacions d’un gran nombre
d’algorismes gene`rics per tractar-les, i per tant no resulta necessari invertir esforc¸os
reimplementant-ho. Tot i aixo` si que caldra` inevitablement dissenyar i codificar a
baix nivell varis algoritmes sobre imatges espec´ıfics per a aquest projecte.
2.9 U´s de mu´ltiples dispositius
Es pot obtenir una millora de la precisio´ del sistema de captura tant de profun-
ditats com d’esquelets utilitzant me´s d’un u´nic dispositiu, pero` aixo` resulta en un
augment de la dificultat de processat de les dades ja que cal aplicar algorismes per
combinar-les de manera adequada, tot intentant minimitzar el soroll [6, 32]. Aixo`
tambe´ introdueix el problema addicional de la necessitat de calibrar el sistema,
per tal que se sa`piga de la manera me´s precisa possible les dista`ncies i orientacions
relatives entre els diferents dispositius.
2.10 Simulacio´ f´ısica
Pel que fa a la pro`pia simulacio´ d’interaccions entre objectes, existeix un gran
nombre de llibreries que proporcionen un nivell d’opcions me´s que suficient per a les
necessitats del projecte, i per tant no resulta necessari realitzar una implementacio´
des de zero. Algunes d’aquestes so´n PhysX de Nvidia [25], o la llibreria oberta
Bullet [3].
2.11 Visualitzacio´
Per tal de dibuixar l’escena tridimensional es poden utilitzar llibreries gra`fiques
com DirectX [23] o OpenGL [17]. Existeixen llibreries de me´s alt nivell per tal
de tractar escenes complexes, pero` en aquest cas no s’espera un gran nombre
d’objectes, i a me´s resulta convenient treballar sobre les imatges a baix nivell.
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Tambe´ e´s necessari disposar d’un sistema d’interf´ıcie d’usuari. Per una banda
hi ha llibreries com SDL [28] que proporcionen sistemes de gestio´ de finestres i
d’entrada/sortida directe, ideals per a aplicacions senzilles.
En el cas de que es necessitin afegir controls de l’estil botons o caixes d’entrada
de text, com es preveu que sera` el cas, s’hauran d’utilitzar paquets pensats per in-
terf´ıcies avanc¸ades que permetin muntar jerarquies de controls esta`ndards. Tambe´
caldra` tenir en compte que permetin el dibuixat amb baix nivell amb la llibreria
gra`fica utilitzada, i possiblement en va`ries superf´ıcies diferents a la vegada. Un




3.1 Me`tode de treball
Com que el projecte s’ha de realitzar dins d’un l´ımit de temps d’uns 4 mesos,
la millor aproximacio´ sembla utilitzar una metodologia de desenvolupament a`gil
com podrien ser Scrum, Extreme Programming, o Rational Unified Process. Tot
i aixo` cal tenir en compte que nome´s hi haura` un sol desenvolupador i per tant
no e´s necessari un sistema tant complex ideat per afavorir el treball en equip i la
comunicacio´, pero` si que se’n poden aprofitar algunes idees principals.
Es realitzaran cicles de desenvolupament curts o ”sprints”, per´ıodes de treball de
com a ma`xim 1 o 2 setmanes de duracio´ que acabaran amb una reunio´ amb el direc-
tor del projecte on es comuniqui la feina realitzada i es demostri el funcionament
dels objectius implementats, i si cal, es corregeixi la planificacio´ o els objectius
parcials si sorgissin obstacles. En cas d’aconseguir completar els objectius parcials
significativament abans de que acabi el per´ıode establert, s’intentara` avanc¸ar la
planificacio´ per tal de poder anticipar-se a la possible aparicio´ d’obstacles.
3.2 Eines de seguiment
Per tal de mantenir el codi a l’abast del director, aix´ı com per fer un seguiment dels
canvis, s’utilitzara` un sistema de control de versions com e´s Git, a trave´s del portal
Github. Aquest servei tambe´ permet afegir fites (“milestones”), cosa que permet
integrar-hi la planificacio´ i mantenir el control dels objectius parcials assolits i per
tant del progre´s del desenvolupament.
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Tambe´ es mantindra` el contacte via correu electro`nics i/o programes de missatgeria
instanta`nia per si cal comunicar-se de manera ra`pida, o be´ si per qualsevol motiu
no e´s possible realitzar alguna reunio´ de control presencialment.
3.3 Me`tode de validacio´
Es realitzaran reunions perio`diques amb el director del projecte al final de cada
iteracio´ d’una o dues setmanes per tal de mostrar el progre´s en forma de prototips
parcials, i d’aquesta manera permetre validar els objectius intermedis dels projecte
aix´ı com tambe´ per posar de manifest els possibles obstacles que sorgeixin, i donat
el cas buscar solucions o alternatives.
Tant durant el desenvolupament, com especialment cap al final del projecte, es
realitzaran proves del software i de les aplicacions interactives desenvolupades en
diversos entorns per tal de validar el seu funcionament, tot i que com ja s’ha
mencionat resulta impossible fer-ne un test exhaustiu. A me´s, tampoc es poden
establir me`triques per a determinar amb rigor el seu bon funcionament, com sol
passar en les aplicacions d’aquesta tipologia. Es considerara` que el projecte ha
estat exito´s si com a mı´nim e´s capac¸ de simular diversos objectes virtuals senzills
en una escena captada de complexitat baixa, i de manera mı´nimament estable i
versemblant, complint aix´ı l’objectiu principal.
3.4 Canvis en la metodologia
La metodologia de desenvolupament ha seguit tal i com es va establir: reunions
presencials gairebe´ cada setmana, mostrant el progre´s i comentant si es troben
obstacles o si cal modificar la planificacio´. Com a resultat d’aquestes s’han rea-
litzat canvis en la planificacio´ i objectius. Aquesta metodologia ha perme`s una
retroalimentacio´ a`gil, i per no s’ha trobat cap inconvenient que porti a canviar-la.
Les eines utilitzades han seguit sent les mateixes establertes inicialment: el sistema
de control de versions Git i el portal GitHub per a la comparticio´ i manteniment




En aquest cap´ıtol s’exposa en detall la implementacio´ tant de la interf´ıcie gra`fica
com de la simulacio´ interactiva, incloent les decisions preses en els subproblemes
trobats en cas aix´ı com la justificacio´ de les eleccions finals.
En un primer apartat es detallen les llibreries utilitzades i els seus usos dins del
projecte, i a continuacio´ s’exposa cada part d’aquest.
4.1 Llibreries utilitzades
Pel desenvolupament del projecte han estat utilitzades les segu¨ents llibreries:
4.1.1 QT
Per al tractament de dades i experimentacio´ amb diversos algorismes s’ha requerit
d’una llibreria que permete´s dissenyar la interf´ıcie gra`fica, que inclogui controls tals
com botons i menu´s, i capac¸ de mostrar va`ries finestres a la vegada a on es pugui
dibuixar amb la llibreria gra`fica utilitzada, OpenGL. S’ha decidit utilitzar Qt per
la seva relativa facilitat de configuracio´ i u´s. Aquesta llibreria ha reemplac¸at a
la SDL, que havia estat considerada inicialment pel que fa a la administracio´ de
finestres i contexts OpenGL.
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4.1.2 OpenCV
S’utilitza la llibreria OpenCV per al tractament d’imatges i altres ca`lculs matri-
cials, per desar i carregar v´ıdeos per poder reproduir entrades ide`ntiques, i per
comprovar la calibracio´ del dispositiu calculant els para`metres intr´ınsecs d’aquest,
aix´ı com calibrar mu´ltiples dispositius entre ells calculant els para`metres extr´ınsecs
corresponents.
4.1.3 Bullet Physics Library
Aquesta llibreria implementa la simulacio´ de cossos r´ıgids i la deteccio´ de col·lisions,
que s’utilitzen en la simulacio´ f´ısica d’objectes. La seva eleccio´ ha resultat de que
e´s gratu¨ıta i de codi obert, a part de que resulta molt fa`cil d’integrar.
4.1.4 OpenGL
Per a la visualitzacio´ tant d’imatges 2D com d’escenes tridimensionals, s’utilitza
OpenGL versio´ 3. No s’utilitza l’u´ltima versio´ ja que aquesta resulta me´s compati-
ble i me´s directe d’utilitzar, i en aquest projecte l’eficie`ncia del dibuixat no resulta
pas clau degut a que el nombre d’objectes sera` molt redu¨ıt.
L’eleccio´ de la versio´ 3 correspon a la necessitat d’u´s de shaders programats en
GLSL (OpenGL Shading Language) i que requerien d’unes funcionalitats donades
(per exemple, textures formades per valors enters) per a certes parts del projecte.
Altrament la versio´ 2 ja hauria estat suficient.
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4.2 Interf´ıcie gra`fica
En aquest apartat s’exposen els detalls del disseny i la implementacio´ de la part
corresponent a la interf´ıcie gra`fica desenvolupada per a visualitzar i tractar les
dades del Kinect. En un primer apartat s’explica el disseny i la estructura d’a-
questa, aix´ı com els conceptes definits, i a continuacio´ s’enumeren les diverses
funcionalitats que s’hi han incorporat.
La implementacio´ d’aquesta part s’ha realitzat en col·laboracio´ amb un altre es-
tudiant que ha desenvolupat un projecte tambe´ basat en Kinect, per decisio´ con-
sensuada amb el director (comu´ pels dos projectes), per tal d’evitar la realitzacio´
de feina repetida i establir aix´ı tambe´ una base per a futurs treballs.
4.2.1 Disseny general
La interf´ıcie s’ha implementat utilitzant la llibreria Qt, i per tant treballant sota
el paradigma de disseny i els conceptes definits per aquesta.
Qt defineix un sistema de signals i slots per a comunicar components entre ells: un
component pot emetre un signal (amb 0 o me´s para`metres) i els elements que s’hi
hagin connectat executen l’slot corresponent. Els elements de la interf´ıcie propis
s’han implementat com a subclasse de QWidget o classes derivades, classe que
representa els componentes de Qt.
Entre els widgets realitzats cal destacar la classe WidgetOpenGL, que exte´n
la classe QGLWidget, i s’encarrega de inicialitzar i mantenir un context OpenGL
sobre el qual dibuixar, delegant el dibuixat i la interaccio´ a implementacions de la
classe abstracta RendererOpenGL que defineix. Aquesta darrera classe presenta
suport per a overlays, que corresponen a funcions (o functors1) que es criden
despre´s d’haver pintat el contingut principal corresponent per a afegir-hi informacio´
addicional (per exemple, pintar els esquelets a la imatge de color o profunditat).
El disseny de la interf´ıcie consisteix en una finestra principal (classe MainWindow
del codi), que disposa de va`ries barres (menu´, barra d’eines, barra d’estat), i al
centre de la qual hi ha una a`rea MDI2. La figura 4.1 mostra la seva aparenc¸a.
1Un functor, a C++, correspon a un objecte que te´ el seu operator() reiplementat (l’operador
crida). Es pot veure com una funcio´ que te´ estat (memo`ria). Amb el darrer esta`ndard (C++11),
el seu u´s encara es simplifica me´s amb la introduccio´ de les lambda expressions.
2Una a`rea MDI (Modal Document Interface) correspon a una zona dins d’una finestra que
permet l’existe`ncia de subfinestres dins seu. Un exemple d’aquests sistemes es pot trobar en
programes de processament de text tals com el Word (en versions antigues).
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Figura 4.1: Captura d’exemple de la interf´ıcie gra`fica implementada.
Dins d’aquesta a`rea MDI s’obren finestres per tal de visualitzar les dades dels
diversos streams (me´s informacio´ sobre aquests al segu¨ent apartat), aix´ı com d’al-
tres finestres utilita`ries per a visualitzar l’escena, gravar v´ıdeos i capturar imatges,
etc. Les finestres obertes corresponen a insta`ncies de la classe SubWindow, que
contenen un widget implementant aquestes vistes.
Les barres de menu´ i d’eines proporcionen acce´s a les diverses funcionalitats de
la aplicacio´, permetent per exemple obrir v´ıdeos gravats per a treballar-hi, iniciar
operacions com el calibratge, etc.
Finalment la barra d’estat informa del progre´s de la operacio´ en curs en cas de
que n’hi hagi cap, aix´ı com altra informacio´ puntual (per exemple, la profunditat
en el mode corresponent).
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4.2.1.1 Streams
Un dels conceptes fonamentals que s’han establert a l’implementar l’interf´ıcie so´n
els streams. A grans trets, un stream correspon a un objecte que proporciona
va`ries dades concretes, directament relacionades amb les que pot obtenir el Kinect.
Aquestes dades es passen utilitzant estructures definides a l’arxiu del codi Data.h,
i corresponen a les segu¨ents:
• ColorFrame (Imatge de color): conte´ una imatge de 4 canals (RGBA) de
dimensio´ 640 x 480 p´ıxels.
• DepthFrame (Imatge de profunditat): correspon a una matriu de 640 x
480 (o si es configura, de 320 x 240), on per cada “p´ıxel” conte´ dos unsigned
short : la profunditat captada respecte a la ca`mera (en mil·l´ımetres); i l’´ındex
del jugador al qual correspon o be´ 0 (nota: aquest darrer valor nome´s e´s
proporcionat per la Kinect en alguns casos).
• SkeletonFrame (Esquelets): conte´ l’estructura de dades definida per l’API
de Kinect per a emmagatzemar les posicions de les articulacions d’un o va`ris
esquelets, aix´ı com alguns altres valors. Per una descripcio´ me´s detallada
dels camps, veure la refere`ncia de l’API del Kinect.
Un stream no ha de proporcionar tots els tipus de dades: pot operar nome´s amb
alguns tipus concrets (pero` com a mı´nim un).
La motivacio´ darrere l’establiment d’aquest sistema d’streams e´s la generalitzacio´ i
la abstraccio´ del me`tode d’obtencio´ de les dades. Un stream pot produir les dades
ell mateix, o tambe´ pot processar les dades d’un o me´s streams i produir dades de
sortida. D’aquesta manera es poden muntar estructures flexibles com per exemple
introdu¨ır un stream que corregeixi el mapa de profunditat segons convingui.
Al codi el concepte d’stream ve representat com la classe abstracta DataStre-
am. Les principals classes que hereden d’aquesta classe i implementen streams
corresponen a les segu¨ents:
• KinectStream: obte´ i proporciona les dades d’un u´nic Kinect.
• RecordedStream: obte´ les dades d’una o va`ries gravacions anteriors, en
format de v´ıdeo pel cas de les imatges de color i profunditat, i un format
propi pels esquelets.
• FixedFrameStream: obte´ les dades d’un u´nic frame (per a cada tipus).
Permet utilitzar imatges per a fer proves puntals i comparar resultats.
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La majoria d’streams hereden d’una classe intermedia AsyncStream. Aquesta
s’encarrega de controlar un thread que possibilita el proce´s as´ıncron de les dades
i evita aix´ı el possible alentiment de la resta d’execucions, alhora que permet
explotar el paral·lelisme de la ma`quina.
Alguns altres streams que s’han implementat han estat:
• ChessboardDetectorStream: processa la imatge de color d’un altre stre-
am, utilitzant OpenCV, per a detectar patrons en forma de taulers d’escacs.
S’ha implementat per a poder visualitzar si reconeixia aquests patrons, que
s’utilitzen per implementar el calibratge de mu´ltiples dispositius.
• DepthCorrector: aquest stream processa el mapa de profunditat proporci-
onat per un altre, aplicant un algorisme de correccio´. En estar implementat
com un stream separat, permet veure la imatge de profunditat de l’stream
original i la corregida de manera paral·lela.
4.2.1.2 Operacions
Un altre concepte definit per a la interf´ıcie e´s el d’Operacio´, representat per la
classe abstracta Operation.
Una operacio´ correspon a l’execucio´ d’una funcio´ que es preveu que sera` llarga o
costosa, i per tant podria fer que la interf´ıcie deixes de respondre. En aquest cas
es pot implementar una subclasse de Operation sobreescribint la funcio´ run().
La interf´ıcie soporta la execucio´ d’operacions en un thread a part de manera
as´ıncrona, mitjanc¸ant la classe AsyncOperation, que administra l’execucio´ d’una
Operation.
L’exemple me´s prominent d’operacio´ implementat correspon al calibratge. En
aquesta operacio´, l’algoritme procedeix a captar va`ries imatges del(s) dispositiu(s),
i a executar algoritmes d’optimitzacio´ d’OpenCV (que so´n costosos).
Les operacions poden informar del seu progre´s a mesura que avanc¸a, aix´ı com un
missatge del que esta` fent en aquest moment. Tot aixo` es representa a la barra
d’estat de la finestra principal de la interf´ıce.
Actualment nome´s es suporta una operacio´ a la vegada, pero` es podria ampliar a
va`ries de manera fa`cil.
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4.2.1.3 Modes
El concepte de mode correspon a un mode d’interaccio´ amb les subfinestres de
la interf´ıcie. Aquest esta` representat per la classe abstracta Mode, que defineix
me`todes per a processar events d’entrada, tals com el click d’un boto´ del ratol´ı.
Amb aquesta separacio´ es permeten implementar eines per treballar sobre les di-
ferents vistes dels stream, permetent per exemple la seleccio´ de p´ıxels individuals
o be´ regions de la imatge concretes per a ser processades.
L’u´nic mode implementat actualment correspon al de mesura (classe Measure-
Mode). Aquest simplement permet llegir la profunditat determinada pel Kinect
d’un punt qualssevol, en pre´mer sobre un p´ıxel de la finestra de profunditat. La
dista`ncia e´s escrita a la barra d’estat de la interf´ıcie.
4.2.2 Funcionalitats
A continuacio´ es descriuen les diverses funcionalitats implementades dins de la
interf´ıcie general. Les corresponents a l’objectiu primari del treball es descriuen
als apartat d’Implementacio´ corresponents.
4.2.2.1 Visualitzacio´ de les dades dels Streams
La funcionalitat principal rau en la visualitzacio´ de les dades proporcionades per
un stream, provinents del Kinect, un v´ıdeo, etc.
S’han implementat un parell de classes WidgetColorView i WidgetDepthVi-
ew que hereden de la classe RendererOpenGL, i que dibuixen les dades corres-
ponents als seus noms dins d’insta`ncies de WidgetOpenGL.
En el cas del color, simplement es dibuixa la imatge obtinguda. Per a la profun-
ditat, es transforma del rang de valors que pot prendre a escala de grisos. Els
valors menors al mı´nim i majors al ma`xim so´n saturats a aquests l´ımits. A me´s,
els p´ıxels amb valor desconegut (indicats amb valor 0) so´n representats de color
vermell. En el cas de l’existe`ncia d’´ındexs de jugador no nul al DepthFrame, els
p´ıxels corresponents so´n tintats de color violat.
La interf´ıcie permet de manera addicional dibuixar els esquelets (si el stream
en proporciona) sobre aquests dos tipus d’imatges, transformats adequadament.
Aquesta opcio´ es presenta activada per defecte pero` es pot desactivar, i esta` im-
plementada com a overlay de RendererOpenGL.
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4.2.2.2 Llista d’Streams
La classe WidgetStreamManager implementa una interf´ıcie senzilla que mostra
els streams oberts en aquest moment. A me´s, disposa de botons per tal d’iniciar el
calibratge, que es descriu en detall a l’apartat corresponent. La Figura 4.2 mostra
una captura d’aquesta finestra.
Figura 4.2: Finestra de la interf´ıcie amb la llista d’streams.
4.2.2.3 Captura d’Streams
Una altra funcionalitat important implementada e´s la capacitat de gravar les dades
d’un o va`ris Kinect per a una futura reproduccio´. Aixo` permet crear entrades
repetibles, i per tant per exemple provar algorismes diferents sota unes mateixes
condicions.
S’ha dissenyat una finestra que conte´ els controls de gravacio´ i captura d’imatges,
permetent la seleccio´ de les dades que ens interessen, i del format i el nom de
sortida. Aquest widget correspon a la classe WidgetRecorder del codi. A la
Figura 4.3 podem veure la seva aparenc¸a.
A la llista de l’esquerra podem sel·leccionar quines dades volem desar per a cada
Kinect. A la dreta podem escollir per a cada tipus de dada el co`dec de video
usat per a la gravacio´, i el format del nom objectiu dels fitxers creats (que soporta
para`metres). Finalment, un parell de botons permeten capturar un sol Frame, o
be´ iniciar/parar el proce´s de gravacio´.
La creacio´ dels v´ıdeos de color i profunditat es realitza mitjanc¸ant la classe d’O-
penCV cv::VideoWriter. Aquesta soporta uns determinats co`decs, que so´n els que
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Figura 4.3: Finestra de la interf´ıcie de captura d’streams.
es poden variar amb el camp corresponent de la interf´ıce. Cal tenir en compte,
pero`, que la majoria so´n formats de compressio´ amb pe`rdua, i aixo´ deteriorar la
qualitat, especialment en el cas de la profunditat, com es pot veure a la Figura 4.4.
Figura 4.4: Comparacio´ d’una imatge de profunditat sense comprimir, i compresa amb
pe`rdua amb el co`dec HuffYUV (HYUV). Notar els punts vermells que corresponen a
valors desconeguts. Com es pot observar, la compressio´ amb pe`rdua fa irrecuperables
les dades, i genera un soroll molt extrem.
Pel que fa als esquelets, aquests es guarden en un format bina`ri propi. La classe
SkeletonIO s’encarrega de l’escriptura i lectura de fitxers que emmagatzemen un
o mu´ltiples frames d’esquelets.
4.2.2.4 Reproduccio´ d’Streams
Es poden obrir streams a partir de v´ıdeos gravats. En escollir la opcio´ corresponent
del menu´ (“Open recorded stream...”), s’obre un dia`leg que permet escollir va`ris
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arxius. Per a cada stream que es vulgui obrir, s’ha de realitzar aquest procediment,
i sel·leccionar simulta`niament els arxius que contenen les dades de color, profun-
ditat i esquelet (en cas de que es vulguin carregar) per tal de que es carreguin
conjuntament al mateix stream.
La barra d’eines de la interf´ıcie proporciona controls per a reproduir, pausar,
avanc¸ar un sol frame i rebobinar aquest tipus d’streams, amb el que es permet
veure l’efecte d’algorismes pas a pas, entre d’altres coses.
La lectura dels v´ıdeos tambe´ es realitza mitjanc¸ant OpenCV, en aquest cas la
classe cv::VideoCapture. Pels esquelets, es torna a utilitzar la classe SkeletonIO
que implementa un format propi. L’stream que implementa aquesta funcionalitat
correspon a la classe RecordedStream.
Addicionalment, la classe FixedFrameStream permet treballar amb captures
formades per un sol frame per cada tipus de dades.
4.2.2.5 Calibratge de dispositius Kinect
Durant l’inici del projecte s’ha volgut avaluar si el fet d’utilitzar dos dispositius en
comptes d’un permet millorar la precisio´ i reconstruir millor els objectes, utilitzant
OpenCV per a calibrar els dispositius i determinar la seva posicio´ i orientacio´
relativa.
Per a aconseguir realitzar aixo`, s’ha implementat una operacio´ (una subclasse
d’Operation) que s’encarrega d’obtenir les imatges al llarg del temps i processar-
es. Aquesta operacio´ apareix dins del codi com la classe Calibrator.
Presenta dos modes de funcionament: calibratge de la ca`mera de color d’un sol dis-
positiu (ca`lcul dels para`metres intr´ınsecs), i calibratge d’un conjunt de ca`meres de
color de dispositius (ca`lcul dels para`metres extr´ınsecs entre ells). El procediment
pels dos casos e´s molt similar: un cop hem introdu¨ıt de para`metre la mida del
tauler d’escacs utilitzat com a patro´, comenc¸a a capturar imatges de color de tots
els streams implicats, intentant agafar-los tots el me´s ra`pid possible per reduir els
canvis de l’escena, i crida a la funcio´ findChessboardCorners d’OpenCV. En cas
d’e`xit en la deteccio´, crida tambe´ la funcio´ d’OpenCV cornerSubPix per a mi-
llorar la precisio´ del posicionament dels punts trobats. Aixo` es realitza mu´ltiples
vegades, guardant en cada cas els punts obtinguts, fins que s’han obtingut un
nombre rellevant d’e`xits.
En aquest punt, els modes divergeixen. Pel cas d’un sol stream, es crida a la funcio´
calibrateCamera d’OpenCV, que optimitza les corresponde`ncies dels punts i
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ca`lcula els para`metres intr´ınsics corresponents a la ca`mera usada en la gravacio´
original de les dades del stream.
En el cas del calibratge d’un sistema, la funcio´ cridada e´s stereoCalibrate.
Aquesta es crida amb parelles de ca`meres, formades per la primera (que corres-
pondra` a la de refere`ncia) i cadascuna de les altres. Per tant, es cridara` n−1 cops.
En cada cas retorna va`ris resultats, dels quals estem interessats especialment en la
matriu de rotacio´ R i el vector de translacio´ T . Aquests dos elements permeten de-
finir la transformacio´ que cal aplicar per passar entre els sistemes de refere`ncia de
les dues ca`meres, que tambe´ es pot interpretar com la posicio´ i orientacio´ relatives
de la segona ca`mera respecte a la primera.
No obstant, un cop implementat, el calibratge ha resultant en valors amb forc¸a
variabilitat. Aixo`, juntament amb el fet que utilitzar dispositius provoca inter-
fere`ncies que empitjoren la precisio´ de l’esquelet, han fet que finalment no s’utilit-
zin mu´ltiples Kinects per a l’objectiu primari del treball, la realitat augmentada.
4.2.2.6 Vista de l’escena
La vista implementada en la classe WidgetSceneView permet visualitzar els
elements de la escena en 3D, aix´ı com navegar per aquesta utilitzant el teclat i el
ratol´ı per desplac¸ar-s’hi.
Els elements que s’hi mostren actualment so´n els segu¨ents:
• La ca`mera modelada pel l’stream 0, a l’origen, mitjanc¸ant un con. Al pla
Y = 0 s’hi representa una graella, on cada l´ınia esta` separada per intervals
d’1 metre. A me´s, es dibuixen els eixos de coordenades seguint l’esquema de
colors esta`ndard (X = R, Y = G; Z = B).
• En cas d’haver realitzat un calibratge entre varis dispositius, es mostren les
ca`meres de les quals es coneix la posicio´ relativa amb la que serveix d’origen,
tambe´ en forma de cons.
• Els esquelets proporcionats per l’stream origen, si en disposa. En aquest cas
s’utilitza la classe RenderUtils que implementa funcions esta`tiques per a
dibuixar els ossos dels esquelets.
• Si s’ha compilat la interf´ıcie amb el mo`dul de realitat augmentada activat,
tambe´ s’hi mostren els objectes virtuals per tal de poder observar amb me´s
deteniment les seves posicions. Aixo` inclou el model f´ısic amb el qual es
modelen els usuaris. Tot aixo` es descriu en me´s detall a l’apartat d’Imple-
mentacio´ corresponent.
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El dibuixat es realitza amb OpenGL, utilitzant les funcions que ofereix la seva
llibreria d’utilitats GLU per a dibuixar els cons i altres formes ba`siques.
La Figura 4.5 mostra l’aspecte d’aquesta finestra.
Figura 4.5: Finestra de la interf´ıcie per la vista de l’escena.
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4.3 Simulacio´ f´ısica
En aquest apartat es descriu com s’ha integrat la llibreria Bullet Physics i com
s’hi ha treballat a sobre per tal s’assolir la simulacio´ dels objectes f´ısics virtuals de
manera conjunta amb l’usuari i altres objectes de la escena real.
4.3.1 Creacio´ del mo´n f´ısic
Per tal d’encapsular el mo´n f´ısic i tots els elements relacionats (objeces que deter-
minen els algorismes utilitzats en la simulacio´) s’ha creat una classe, World.
Aquesta s’encarrega d’inicialitzar el mo´n de Bullet (que correspon a la classe btDis-
creteDynamicsWorld) aix´ı com el detector i el solucionador de col·lisions. D’en-
trada nome´s s’han considerat objectes formats per a cossos r´ıgids, pero` la Bullet te´
un mo`dul per a simular deformables com per exemple roba, que es podria integrar.
La classe World crea un thread que s’encarrega d’executar la simulacio´ f´ısica sota
d’un framerate determinat. A me´s, rep perio`dicament les dades procedents del
Kinect i actualitza el mo´n segons correspon. Aixo` s’explica en detall als segu¨ents
apartats.
4.3.2 Introduccio´ d’objectes senzills
Per comenc¸ar, s’ha establert una classe abstracta base a mode d’interf´ıcie, Object,
de la que derivaran tots els objectes f´ısics, i que exposa me`todes per afegir-los i
treure’ls del mo´n de Bullet aix´ı com per dibuixar-los en la vista 3D i en la vista
de realitat augmentada.
Els objectes senzills inclosos han estat cubs i esferes, amb unes classes anomenades
Cube i Ball respectivament. Aquestes deriven d’una classe intermedia BasicOb-
ject que conte´ els elements que cal definir per tots els objectes formats per un u´nic
cos r´ıgid simple. Aquests so´n:
1. Forma de col·lisio´ (btCollisionShape): defineix la forma que s’utilitza a l’hora
de detectar col·lisions entre objectes.
2. Cos r´ıgid (btRigidBody): conte´ les propietats f´ısiques (massa, ine`rcia, etc.).
3. Estat de moviment (btMotionState): emmagatzema la posicio´ i orientacio´
del objecte, aix´ı com la seva velocitat.
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A partir d’aqu´ı, incloure nous tipus d’objectes ba`sics resulta fa`cil. Tambe´ e´s pos-
sible incloure objectes composts, descomposant-los recursivament en objectes me´s
senzills; o fins i tot models, en aquest cas la complexitat rau en carregar els fitxers
necessa`ris, fet pel qual seria recomenable usar una llibreria especialitzada.
4.3.3 Determinacio´ del pla de terra
Un fet important recau en determinar a quina alc¸ada del terra esta` el Kinect.
Amb les dades dels esquelets dels usuaris, el Kinect inclou una estimacio´ del pla
del terra, en forma dels para`metres a, b, c i d de la equacio´ t´ıpica d’un pla:
ax + by + cz + d = 0
No obstant, per la simulacio´ f´ısica ens interessa que el pla estigui recte, e´s a dir,
que la seva normal (a, b, c) sigui (0, 1, 0). Altrament alguns objectes podrien
tendir a moure’s cap a una certa direccio´. Sota aquesta assumpcio´, podem obtenir
la dista`ncia del Kinect al terra de forma fa`cil:
y = −d
Addicionalment, per tal d’evitar possible soroll degut a una variacio´ petita d’a-
quest valor, que podria fer que els objectes al terra es moguin, es comprova si la
difere`ncia entre el nou valor i l’actual e´s superior a un cert llindar. Si no e´s aix´ı,
no s’actualitza.
Un fet a tenir en compte del terra es que no s’ha de moure en les col·lisions. Aixo`
la llibreria Bullet ho permet especificar definint l’objecte com a kinematic, com en
aquest cas ens conve´. Per tal de poder actualitzar la posicio´ del terra manualment,
s’ha implementat un estat de moviment propi (classe KinematicMotionState)
que exposa la funcio´ setWorldTransform per canviar la transformacio´ (posicio´ i
rotacio´) de l’objecte.
4.3.4 Esquelets dels usuaris
Finalment, resta modelar els usuaris dins del mo´n virtual. Bullet no presenta de
manera nativa suport per a esquelets, aix´ı que s’ha procedit a modelar el cos huma`
a partir d’objectes simples. A me´s, com en el cas del terra, aquests objectes s’han
definit com a kinematic ja que no han de canviar la posicio´ com a resposta a les
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col·lisions. S’ha creat una classe Skeleton (subclasse de Object) que s’encarrega
de representar i mantenir actualitzat l’esquelet.
Aquest model del cos huma` s’ha generat creant objectes r´ıgids amb forma de
ca`psula (btCapsuleShape) per a cada parell d’articulacions connectades (ossos)
que el Kinect segueix dins del seu model d’esquelet. Addicionalment s’ha afegit
una esfera (btSphereShape) per modelar el cap.
A cada nou frame d’esquelets s’actualitzen les posicions i mides dels ossos (sempre
i quan l’estat de l’os sigui Tracked). La principal complicacio´ la trobem en que la
informacio´ que rebem so´n les posicions de les articulacions, i hem de determinar
per a aquelles parelles que constitueixen un os, la transformacio´ corresponent per a
la ca`psula, que inclou tant la posicio´ com la rotacio´. Les ca`psules a btSphereShape
estan definides sobre l’eix Y, amb un extrem situat a l’origen.
Per tant, partint de les posicions u1 i u2 de les dues articulacions hem de definir
la matriu de transformacio´. Per a definir aquesta, e´s necessa`ri determinar per una
banda el vector de translacio´ (3 components), i per l’altra la matriu de rotacio´ (3
x 3 elements).
El vector de translacio´ resulta trivial: es pot prendre directament la posicio´ d’una
de les dues articulacions, per exemple u1.
Per obtenir la rotacio´ partint d’aquests dos punts, ens basarem en el vector que
va d’un a l’altre, utilitzant com a origen el mateix que hem usat per la translacio´:
v = u2 − u1
Una manera de construir una matriu de rotacio´ coneixent els sistemes de refere`ncia
inicial i final, correspon a expressar els vectors del final en les coordenades de
l’inicial, i col·locar-los de manera adjacent per columnes formant una matriu.
En el nostre cas, volem que el vector (0, 1, 0) (vector que correspon a l’eix principal
de la ca`psula) es roti fins estar alineat amb el vector v (que correspon a la direccio´
de l’os). Per la resta d’eixos no ens importa la direccio´, ja que en rotar una ca`psula
sobre el seu eix principal el canvi e´s mı´nim.
Tot i aix´ı, cal muntar un sistema de refere`ncia ortogonal. Per tant, partint del
vector v i d’un altre vector qualssevol (per exemple, el vector up := (0, 1, 0), podem
calcular:
right = v × up
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Per definicio´ del producte vectorial, right sera` perpendicular a v. Ara, podem
recalcular el vector up com:
up = right× v
Obtenint d’aquesta manera un vector perpendicular a right i v (el vector up ori-
ginal en general no e´s perpendicular a v). Aix´ı doncs, si normalitzem aquests 3
vectors, podem construir la matriu de rotacio´ com:
rotation =
 rightx vx upxrighty vy upy
rightz vz upz

Una cosa a notar e´s que el fet d’utilitzar un vector up constant per definir el sistema
de refere`ncia pot comportar un problema en el cas que v = up, ja que implicaria
l’existe`ncia d’infinites direccions perpendiculars als dos vectors. Per tant, si els
components X i Z de v so´n 0, s’usa el vector up = (0, 0, 1).
Finalment, tambe´ cal definir l’escalat de la ca`psula per tal de que realment arribi
fins al punt u2 (no es quedi curt ni es passi). Bullet sempre te´ definit un escalat
unita`ri a la matriu de transformacio´, pero` permet modificar les mides del objecte
alterant l’escala del seu shape amb la funcio´ setLocalScaling. Aquesta actua sobre
el sistema de refere`ncia original, on l’eix major de la ca`psula correspon al eix Y, i
per tant s’aplica un escalat que correspon a la norma del vector v (|v|) en aquest
eix, i un d’unita`ri en els altres dos eixos.
Encara que el resultat e´s un model molt simplificat i que no coincideix amb les
mides reals del cos, s’ha pogut comprovar que resulta suficient per a la interaccio´.
El cap, que s’ha modelat amb una esfera, tambe´ s’ha d’actualitzar, pero` en aquest
cas nome´s e´s necessari assignar la seva translacio´, ja que en ser una esfera la rotacio´
no tindria impacte; i en nome´s dependre d’un sol punt l’escalat no cal que varii.
Figura 4.6: Exemple del modelat f´ısic d’un esquelet.
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4.4 Visualitzacio´ de la realitat augmentada
Un cop ja es disposa d’un mo´n virtual, resta dibuixar aquest de manera com-
binada amb les dades captades de la escena real per tal d’aconseguir la realitat
augmentada. La sequ¨e`ncia de passos d’aquest proce´s correspon a:
1. Dibuixar l’escena real (imatge de color del Kinect, me´s la profunditat).
2. Dibuixar cada objecte virtual, superposat a l’escena.
A continuacio´ es descriu la implementacio´ de cada pas, aix´ı com altres detalls
relacionats que s’han hagut de tenir en consideracio´.
4.4.1 Dibuixat de l’escena real
El primer pas consisteix a dibuixar la escena real, e´s a dir, la imatge de color
proporcionada pel Kinect.
Per aconseguir aixo` simplement es crea una textura RGB d’OpenGL de la mida
d’aquesta imatge, i a cada refresc de la finestra s’actualitza aquesta textura amb
el frame de color actual, i es dibuixa un rectangle que ocupa tota la finestra, amb
les coordenades de textura adients per a dibuixar la imatge de manera completa.
4.4.2 Dibuixat de l’escena virtual
4.4.2.1 Construccio´ de la matriu de projeccio´
Pel dibuixat dels objectes virtuals, cal definir una matriu de projeccio´ per a
OpenGL de manera que aquests objectes quedin superpossats correctament a la
imatge, com si es tractessin d’objectes reals.
En aquest cas la matriu de projeccio´ ha d’aconseguir projectar els punts de la
manera me´s semblant possible a la manera com el Kinect capta el mo´n.
La ca`mera de color del Kinect, com la majoria de ca`meres, es pot modelar uti-
litzant el model de ca`mera estenopeica (pinhole model), sota el qual els objectes
es redueixen de mida a mesura que s’allunyen, i es poden calcular les dista`ncies
mitjanc¸ant triangles semblants.
Per tant, conve´ utilitzar una projeccio´ en perspectiva, que segueix l’esquema re-
presentat a la figura 4.7, per obtenir un resultat similar a si fo´s un objecte real.
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Figura 4.7: Diagrama de la projeccio´ en perspectiva. La pira`mide de visio´ ve determi-
nada per l’angle vertical fovy i la relacio´ d’aspecte aspect entre l’amplada i l’alc¸ada de
qualsevol rectangle seccio´. Aquesta pira`mide es converteix en frustum de visio´ al definir
un pla de tall proper i un de llunya`, donats pels seus valors en la coordenada z, zNear
i zFar respectivament. Font: Wikimedia Commons
Per a construir una matriu d’aquest tipus OpenGL ja disposa d’una funcio´ a trave´s
de la seva llibreria d’utilitats GLU:
void g luPe r spe c t i v e ( GLdouble fovy ,
GLdouble aspect ,
GLdouble zNear ,
GLdouble zFar ) ;










0 0 −1 0

Figura 4.8: Matriu de projeccio´ en perspectiva d’OpenGL.
Tornant a la Figura 4.7 es pot veure que representa cadascun dels para`metres. Els
valors usats en cada cas so´n els segu¨ents:
• aspect: La relacio´ d’aspecte ha de ser el rati entre l’amplada i l’alc¸ada total
dels p´ıxels de la ca`mera. Assumint que so´n p´ıxels quadrats, aquest valor
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equival al rati de les mides del frame de color, que correspon a 800/600.
• fovy: Aquest valor depe`n de les caracter´ıstiques del Kinect. Consultant les
especificacions del sensor [19], podem veure que el camp de visio´ vertical
correspon a 43◦, i per tant aquest e´s el valor usat.
• zNear i zFar: Aquest parell de valors no estan relacionats amb el sensor, sino´
amb els plans que limiten el frustum de visio´ de la ca`mera d’OpenGL. So´n
necessa`ris per tal de determinar el rang de valors del buffer de profunditat
en la simulacio´ d’oclusions, i han de ser estrictament majors a 0. Quan me´s
ajustats siguin els valors, menys artefactes apareixeran degut als efectes de
la discretitzacio´. Com que pel nostre mo´n virtual hem definit que la unitat
so´n metres, amb uns valors de 0.01 i 20 so´n suficients, tot i que es podrien
arribar a ajustar de manera variable.
4.4.2.2 Dibuixat dels objectes
Un cop definida la matriu de projeccio´, ja es pot procedir a dibuixar els objectes.
Com a matriu de ca`mera s’utilitza la identitat, ja que assumim que el centre de la
escena e´s sempre la ca`mera de color del Kinect, i que aquesta esta` esta`tica i per
tant no es mou mai.
Per cada objecte a dibuixar, s’actualitza la matriu ModelView d’OpenGL per tal
de reflectir la seva posicio´ al mo´n f´ısic virtual. Els cossos r´ıgids implementats per
la llibreria Bullet permeten obtenir la transformacio´ de mo´n mitjanc¸ant la funcio´
membre getWorldTransform, i sobre aquest Transform retornat es crida la funcio´
getOpenGLMatrix que omple una matriu de 4 x 4 floats amb la transformacio´ ja
preparada per a OpenGL.
Aix´ı doncs, es guarda l’estat i es multiplica la matriu ModelView d’OpenGL actual
per aquesta matriu de transformacio´ mitjanc¸ant glMultMatrixf.
Ara nome´s resta dibuixar l’objecte segons correspongui. Pels objectes senzills com
so´n les esferes, cons, etc. es poden utilitzar funcions de GLU com gluSphere, i el
cub es dibuixa manualment cara a cara. Per falta de temps no s’ha afegit suport
per a la ca`rrega de models (en format .obj per exemple), pero` en aquest punt
resultaria fa`cil incorporar-ho.
Durant el dibuixat tambe´ s’apliquen textures als objectes seguint els mecanismes
esta`ndard d’OpenGL, aix´ı com efectes l’il·luminacio´. Tambe´ s’utilitza el test de
profunditat d’OpenGL per tal de simular les oclusions entre objectes virtuals.
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4.4.3 Oclusio´
Arribats a aquest punt ja es dibuixa la escena real i els objectes virtuals a sobre,
pero` ens trobem amb un problema notable: els objectes real s’oclouen entre ells
(o`bviament), i els virtuals tambe´ entre ells gra`cies al test de profunditat d’OpenGL,
pero` els objectes reals mai oclouen els virtuals, sino´ que sempre e´s al reve´s. Per
exemple, si una pilota va a parar darrere l’usuari seguira` veient-se davant seu.
Per tant, per aconseguir un efecte mı´nimament real, cal simular aquestes oclusions.
Com que disposem de les dades de profunditat obtingudes pel Kinect, aixo` resulta
possible.
L’estrate`gia a seguir ha estat aprofitar el buffer de profunditat d’OpenGL per tal
de realitzar aquestes oclusions: quan es dibuixa la escena real (que correspon al
Frame de color), tambe´ es dibuixa al z-buffer el Frame de profunditat.
Tot i que la idea resulta fa`cil, hi ha diversos detalls que cal considerar que s’expli-
quen a continuacio´.
4.4.3.1 Alineacio´ dels Frames de color i profunditat
No es pot utilitzar directament el Frame de profunditat obtingut amb la Kinect,
perque generaria oclusions incoherents amb la imatge. Aixo` es deu a que f´ısicament
la ca`mera de color i la ca`mera d’infraroigs de la Kinect esta`n separades, i per tant
hi ha una transformacio´ no identita`ria entre els centres que comporta que el que
e´s vist per les dues ca`meres estigui desplac¸at.
L’API del Kinect disposa d’una classe INuiCoordinateMapper que ja permet trans-
formar entre els diversos espais en que treballa, utilitzant els para`metres del dis-
positiu que so´n introdu¨ıts de fa`brica. Aix´ı doncs, proporciona la funcio´ mapCo-
lorFrameToDepthFrame que realitza exactament aquest pas.
Un detall a tenir en compte d’aquesta transformacio´ es que no tots els p´ıxels tenen
corresponde`ncia. De fet, apareixera` tota una tira de p´ıxels amb valor nul a un
lateral, pero` aixo` resulta inevitable.
4.4.3.2 Actualitzacio´ del z-buffer d’OpenGL
Per omplir el buffer de profunditat d’OpenGL amb els valor del Frame de profun-
ditat transformat, s’han provat dues maneres:
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1. Utilitzar la funcio´ glDrawPixels per a escriure directament al buffer (desac-
tivat l’escriptura als buffers de color).
2. Utilitzar un shader (programa que s’executa a la targeta gra`fica) i passar el
Depth Frame com a textura.
Inicialment s’ha provat la primera opcio´, pero` ha resultat en una baixada consi-
derable de la velocitat de refresc. Una possible explicacio´ es que la implementacio´
interna de la operacio´ d’escriptura al buffer de profunditat sigui poc eficient, de-
gut a que sol ser rarament usada. A me´s, els ca`lculs en coma flotant (que so´n
relativament costosos) es realitzaven a la CPU i no a la GPU.
Per tant, s’ha optat per la segona solucio´. L’inconvenient que presenta aquesta es
que augmenta la depende`ncia a la versio´ d’OpenGL 3 (els Shaders ja existien a la
2, pero` aquesta versio´ no soportava l’u´s de textures d’unsigned shorts).
Aix´ı doncs, s’ha implementat un shader que combina el dibuixar de les imatges de
color i profuditat del Kinect (passades en dues textures), escrivint a la vegada al
buffer de color i al de profunditat.
Aquest shader s’executa quan es dibuixa un rectangle que ocupa tota la finestra.
El Vertex Shader (que s’executa per cada ve`rtex) es limita a passar les coordenades
intactes al Fragment Shader (que s’executa per cada p´ıxel).
La Figura 4.9 mostra el codi del Fragment Shader utilitzat. Aquest accedeix a
dues textures (colorMap i depthMap). A la primera l´ınia, assigna el color al p´ıxel
llegint el mapa de color. A la segu¨ent, accedeix al mapa de profunditat (que e´s
una textura d’enters sense signe), i a continuacio´ transforma el valor a float i el
divideix per 1000 per tal de passar-lo de milimetres a metres.
Les dues darreres l´ınies tranformen el valor de z a Window Space per tal de imposar
manualment el valor de profunditat del p´ıxel. El proce´s de transformacio´ passant
pels diversos espais que defineix OpenGL es descriu a continuacio´:
1. La z de partida es troba en Eye/View Space, on correspon a la dista`ncia en
unitats (pel nostre cas, metres) respecte a l’origen (per nosaltres, la ca`mera
de color del Kinect).
2. Transformacio´ de projeccio´, per passar d’Eye Space a Clip Space. El vector
de coordenades (de 4 components) es multiplica per la matriu de projeccio´.
En el nostre cas, com que nome´s ens interessa la z, s’ha desenvolupat manu-
alment el producte del vector (0, 0, z, 0) per la matriu de projeccio´ que es
pot veure a la Figura 4.8.
3. Divisio´ de perspectiva, per passar de Clip Space a NDC (Normalized Device
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Coordinates). Els components del vector es divideixen per w (el 4rt compo-
nent). En el cas de perspectiva, en el pas anterior s’obte´ que w = −z (la z
original). Per tant, es realitza aquesta divisio´, cosa que permet simplificar
part de la expressio´.
4. Transformacio´ de Viewport, per passar de NDC a Viewport Coordinates Les
coordenades a NDC es troben dins del rang [-1, 1], i s’han de transformar al
rang [0, 1]. Per tant, multipliquem el valor per 2 i li sumem 1 (cosa que es
realitza a l’u´ltima l´ınia).
Amb aixo` s’escriu el buffer d’OpenGL, i en dibuixar objectes posteriors, aquests
no es dibuixaran davants dels objectes o persones properes.
#ve r s i on 130 c o m p a t i b i l i t y
uniform sampler2D colorMap ;
uniform usampler2D depthMap ;
const f loat zNear = 0 . 0 1 ;
const f loat zFar = 2 0 . 0 ;
smooth in vec2 texCoord ;
void main ( )
{
g l FragCo lor = texture ( colorMap , texCoord ) ;
uint z mm = texture (depthMap , texCoord ) . r ;
f loat z m = f loat (z mm) / 1 0 0 0 . 0 ;
f loat z = ( ( 2 . 0∗ zFar∗zNear )/ z m − ( zFar + zNear ) )
/ ( zNear − zFar ) ;
gl FragDepth = ( z + 1 . 0 ) / 2 . 0 ;
}
Figura 4.9: Codi del Fragment Shader per a dibuixar l’escena real (fitxer ”2d.frag”)
4.4.4 Correccio´ del mapa de profunditat
Tot i que la oclusio´ funciona correctament, apareix un problema notable: el ma-
pa de profunditat del Kinect presenta perio`dicament punts dels quals el valor e´s
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desconegut, degut per exemple a superf´ıcies reflectants. A me´s, els valors poden
oscil·lar durant el temps, cosa que pot generar un efecte de flickering on part d’un
objecte s’oclou i deixa d’estar oclo´s continuament.
Per tant, s’han provat diverses alternatives per restaurar els p´ıxels desconeguts:
1. Solucio´ simple: sequ¨encialment, omplir cada p´ıxel amb els valors de la fila
i/o columna anterior, dels quals per la sequencialitat tenim garantit que ja
tindran valor. Aquesta solucio´ naive genera artefactes en forma de diagonal
en a`rees grans. No obstant, funciona relativament be´, i te´ l’avantatge que e´s
molt ra`pida i simple d’implementar. La figura 4.10 mostra el seu efecte.
Figura 4.10: Exemples de la correccio´ del mapa de profunditat amb els dos primers
algorismes considerats. La imatge de dalt correspon al mapa original. La imatge inferior
dreta, a l’algorisme simple, on podem observar els artefactes generats en forma de dia-
gonals. A l’esquerra, l’execucio´ del segon algorisme (amb nome´s 2 nivells). Amb aquests
pocs nivells u´nicament corregeix grups de pocs p´ıxels, pero` aquests obtenen uns valors
me´s precisos i sense artefactes.
2. Mirar els p´ıxels del voltant: per cada p´ıxel de valor desconegut, mirar a
la imatge d’entrada els p´ıxels del voltant, i els p´ıxels del voltant d’aquests,
formant dues “anelles”. D’aquestes, prendre la mediana dels valors i posar-lo
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al p´ıxel, si les anelles tenen un mı´nim de p´ıxels coneguts. Aquesta alternativa
presenta el problema de que nome´s funciona en p´ıxels puntuals o grups de 2
p´ıxels, i tot i que el resultat en aquests e´s millor, tambe´ e´s me´s costosa. Es
podria solucionar augmentant el nombre d’anelles considerades, pero` aixo` a
la vegada augmenta el cost quadra`ticament. La figura 4.10 tambe´ mostra el
seu funcionament, en aquest cas amb poques anelles.
3. Utilitzant “memo`ria”: en comptes de corregir cada mapa de profunditat
de manera independent, fer servir un algorisme que guardi un estat per tal
de corregir-los. Aquesta alternativa presenta diverses variacions segons les
pol´ıtiques per canviar els valors guardats, i com prendre els valors de sortida.
La figura 4.11 mostra un exemple de resultats.
Figura 4.11: Exemple de la correccio´ del mapa de profunditat amb “memo`ria”. A la
dreta l’imatge original i a l’esquerra la corregida, en un moment puntual despre´s d’haver
deixat uns segons d’execucio´. Es pot observar un problema: molts p´ıxels desconeguts
acaben convertits en blancs. Aixo` ocorre en passar objectes per davant de p´ıxels que
so´n permanentment desconeguts.
Finalment s’ha optat per la primera solucio´, perque` e´s la me´s ra`pida (l’algoritme
s’ha d’executar en temps real). Com que el mapa de profunditat no s’acaba visu-
alitzant de manera directa, sino´ que u´nicament s’usa per l’oclusio´, no es nota els
artefactes generats de les diagonals. El 3r tambe´ e´s ra`pid, pero` e´s menys responsiu
a canvis (triga me´s a reflectir-los) i genera fadings de la oclusio´, que resulten un
efecte no desitjat en aquest cas.
La figura 4.12 mostra un exemple del resultat obtingut amb l’aplicacio´ d’aquest
algorisme en la occlusio´. Com es pot veure, tot i que els resultats no so´n perfectes,
si que es nota significativament la millora. En aquest cas s’ha inclo´s una finestra,
cas en el qual el Kinect sol presentar problemes en obtenir la profunditat. En cas
de valor desconegut, s’ha optat per no realitzar oclusio´.
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Figura 4.12: Exemple de la oclusio´ amb el mapa de profunditat corregit. A dalt a la
esquerra, la imatge original, i a la dreta el mapa de profunditat corresponent. A baix
a l’esquerra, el resultat de la oclusio´ amb el mapa de profunditat sense tractar, i a la
dreta despre´s d’aplicar-hi l’algorisme “simple”.
Tot i aixo´ el primer algoritme presenta un problema derivat de les caracter´ıstiques
del Kinect. Al mapa de profunditat, a vegades apareix un contorn al voltant dels
usuaris i objectes propers amb p´ıxels desconeguts. Degut al funcionament del
algoritme, propaga la profunditat d’aquest i fa que en ocloure objectes hi hagi un
marge.
Aquest problema ha quedat obert. Una solucio´ plantejada passa per comprovar
tambe´ l’´ındex de jugador que proporciona el Kinect per a cada p´ıxel del mapa
de profunditat, i en aquells on no sigui zero no propagar els valors. Realitzant
una segona passada, comenc¸ant des de la cantodana contraria, permetria arreglar
el problema de manera fa`cil. No obstant, no s’han pogut obtenir els ı´ndexs dels
jugadors i no s’ha pogut comprovar el seu funcionament.
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4.5 Aplicacio´ d’exemple
Finalment com a aplicacio´ d’exemple s’ha integrat la simulacio´ dins de la interf´ıcie
desenvolupada, en comptes de realitzar una aplicacio´ separada. D’aquesta manera
s’ha pogut comprovar el funcionament de les diverses parts del sistema (el dibuixat,
les oclusions, etc.) me´s profundament, possibilitant la repeticio´ de les entrades
mitjanc¸ant gravacions.
Per a aquesta integracio´ s’han afegit botons a la barra d’eines de la interf´ıcie per tal
de crear objectes simples (esferes i cubs) de diverses dimensions, que apareixen al
centre de la escena i a una altura significativa. D’aquesta manera es poden deixar
caure els objectes uns sobre els altres per formar piles, o colpejar-los directament.
Un possible u´s directe d’aquest sistema correspon al joc d’esports com per exemple
voleibol, en que dos usuaris es passen una pilota entre ells colpejant-la. Tambe´
per un jugador, a colpejar la pilota amb la cama flexionada per tal d’intentar fer
rebotar-la sense que caigui al terra, semblant a exercicis de futbol. Tambe´ permet
la construccio´ d’estructures mitjanc¸ant cubs, com per exemple torres.
Les figures 4.13 i 4.14 mostren alguns exemples dels resultats. La primera mostra
la interaccio´ entre dos caixes virtuals, que es situen sobre el terra; i la segona un
exemple d’una esfera que es oclusa de manera parcial per la taula. En aquestes
tambe´ es pot veure la integracio´ amb la interf´ıcie.
Figura 4.13: Exemple de realitat augmentada amb una torre de caixes.
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La data d’inici del projecte correspon al 17/02/2014, on es va comenc¸ar amb la
definicio´ dels objectius i abast. El termini l´ımit per aquest e´s el 19/06/2014, no
incloent la seva defensa que es realitzara` puntualment el dia 27/06/2014. Per tant,
descomptant festius la duracio´ del projecte sera` del voltant de 15 setmanes.
Cal tenir en compte que la planificacio´ que es presenta en aquest apartat s’ha
realitzat a priori i sera` propensa a canvis, degut a que el projecte es desenvolupara`
amb una metodologia a`gil i a que poden sorgir obstacles que impliquin un major
consum de temps, o s’acabin tasques me´s ra`pidament del que s’espera. Tambe´ cal
considerar la realitzacio´ o no dels objectius secundaris, que dependran de recursos
dels quals en aquest punt no se’n pot determinar la disponibilitat.
5.2 Planificacio´ en fases
A continuacio´ es detallen les diferents fases en que s’ha dividit el projecte, i per
cadascuna es descriuen les tasques que la conformen, els recursos emprats i els
possibles riscs.
52
5.2. PLANIFICACIO´ EN FASES CAPI´TOL 5. PLANIFICACIO´
5.2.1 Fase de disseny i planificacio´
Correspon a la fase inicial del projecte, on s’han delimitat les seves caracter´ıstiques,
metodologia a seguir, etc. Cal notar l’abse`ncia del disseny d’una arquitectura del
software, ja que en aquest projecte el nombre de components sera` redu¨ıt pero` a la
vegada presentaran certa complexitat i s’hauran d’adaptar a les llibreries usades,
cosa que dificulta dissenyar-los formalment a priori. Aquesta fase contindra` les
segu¨ents tasques:
• Definicio´ de l’abast: el primer pas del projecte correspon a concretar els
objectius d’aquest, aix´ı com determinar fins a quin punt es vol arribar.
• Planificacio´: es dissenya una planificacio´ a priori del projecte, tenint en
compte les tasques a realitzar en les diferents fases del seu desenvolupament
i els recursos emprats.
• Proposta de pressupost i ana`lisi de viabilitat: s’estimara` el cost del projecte,
tenint en compte els recursos i el temps emprats. Tambe´ s’analitzara` la
viabilitat econo`mica d’aquest, i la seva sostenibilitat social i ambiental.
• Contextualitzacio´: es realitzara` una cerca bibliogra`fica de documents i “pa-
pers” per tal d’elaborar un estat de l’art amb projectes i resultats relacionats
amb el projecte.
• Informe i presentacio´ de la fita inicial: s’elaborara` un informe recollint els
objectius del projecte aix´ı com altre informacio´ rellevant. Aquest s’haura`
d’entregar, i es realitzara` una presentacio´ un dia per concretar resumint-lo.
5.2.2 Fase de preparacio´
I Preparacio´ del software: Abans de poder comenc¸ar en el desenvolupament
caldra` preparar l’entorn, obtenint i instal·lant el software necessari a l’ordina-
dor utilitzat. Aquest es detalla a l’apartat de recursos.
II Obtencio´ del Kinect i prova de l’entorn: Per poder comenc¸ar a treballar caldra`
disposar d’un dispositiu Kinect. Es connectara` el dispositiu a l’ordinador, i
es comprovara` el seu bon funcionament aix´ı com la instal·lacio´ correcta de les
llibreries mitjanc¸ant les aplicacions de prova proporcionades.
III Familiaritzacio´ amb el dispositiu i llibreries: Abans de comenc¸ar pro`piament
amb la implementacio´ del projecte es procedira` a realitzar una petita aplica-
cio´ per tal de veure les dades que pot proporcionar el dispositiu Kinect i com
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obtenir-les, familiaritzar-se mı´nimament amb les convencions i caracter´ıstiques
de la llibreria, i amb la seva integracio´ amb la llibreria de visualitzacio´ utilit-
zada (OpenGL). Aquesta aplicacio´ obtindra` la imatge de v´ıdeo del sensor aix´ı
com els mapes de profunditat, i els mostrara` en una finestra tot superposant-hi
els esquelets detectats.
5.2.3 Desenvolupament en iteracions
Tal com es va exposar en la metodologia, el projecte es realitzara` en iteracions,
generalment de com a ma`xim dues o tres setmanes de duracio´, segons es detallen
a continuacio´.
1. Modelitzacio´ de l’escena: s’intentaran extreure models f´ısics simplificats dels
objectes esta`tics que es detectin en l’escena capturada, com per exemple
taules, aix´ı com tambe´ dels terres i parets, amb la precisio´ que resulti possible.
2. Simulacio´ d’objectes simples: s’introduira` la simulacio´ f´ısica de cossos r´ıgids
virtuals que col·lideixin amb els objectes de l’escena, tant esta`tics com amb
els esquelets humans. Els objectes virtuals disposaran de diferents carac-
ter´ıstiques (si li afecta la gravetat, massa, etc.), pero` fins aquest punt s’im-
plementara` nome´s un subconjunt.
3. Millora de la simulacio´: s’implementaran caracter´ıstiques i comportaments
dels objectes addicionals, aix´ı com la possibilitat d’objectes me´s complexos
que formes simples.
4. Aplicacio´ d’exemple: es desenvolupara` una aplicacio´ simple que utilitzi allo`
desenvolupat de tema`tica a decidir segons els resultats aconseguits. Una
possibilitat podria ser un petit videojoc de puzle. Si es disposa de temps
addicional, es realitzara` me´s d’una.
Addicionalment, tal com ja s’ha mencionat en els objectius, s’estudiara` la possibili-
tat de millorar la precisio´ utilitzant varis dispositius aix´ı com podria implementar-
se suport per a Kinect 2. Aquestes tasques, que depenen de la disponibilitat dels
recursos s’introduirien com a iteracions (curtes) segons convingue´s.
En aquesta fase e´s on es poden trobar els principals riscos. El principal i me´s
probable correspondria al sorgiment d’errors de programacio´ que puguin retardar
la planificacio´. Tambe´ poden sorgir problemes amb l’obtencio´ de dades que obliguin
a dedicar me´s temps, especialment en la primera tasca. Un altre risc, encara que
poc probable, e´s que deixi de funcionar el material utilitzat (ordinador o Kinect),
i calgui esperar a disposar d’un altre.
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5.2.4 Fase final
En aquesta fase s’acabara` el projecte, i s’analitzara` el seu resultat.
• Redaccio´ de la memo`ria: es redactara` el document recollint tota la informacio´
relacionada amb el projecte, detallant les caracter´ıstiques finals implementa-
des. Tambe´ s’inclouran les desviacions en la planificacio´ inicial i s’analitzaran
les seves causes i consequ¨e`ncies.
• Entrega i lectura del projecte: es defensara` el projecte davant d’un tribunal,
havent realitzat l’entrega de la memo`ria una setmana abans. Aquest esde-
veniment tindra` lloc me´s endavant de la data l´ımit, en un dia encara per
concretar.
5.2.5 Estimacio´ d’hores
El temps estimat per a la fase de disseny i planificacio´ correspon a 75 hores; la fase
de preparacio´ a 20 hores, el desenvolupament a 330 hores, i la fase final a 25 hores.
La duracio´ total estimada del projecte e´s de 450 hores. Al punt 5 es mostren les
duracions estimades de les tasques.
5.2.6 Pla d’accio´
Com que en el projecte s’utilitzara` una metodologia de desenvolupament a`gil, es
podra` reaccionar a possibles obstacles i adaptar la planificacio´ inicial de manera
dina`mica, alterant la duracio´ dels cicles d’iteracio´ segons resulti necessari o afegint-
ne si cal. En cas de que una tasca resulti d’una duracio´ menor a la prevista,
s’avanc¸ara` la planificacio´ i es procedira` a la segu¨ent iteracio´ per tal de prevenir
possibles retards me´s endavant. Si pel contrari una tasca acaba durant me´s d’allo`
esperat, inevitablement caldra` centrar-se en acabar-la encara que aixo` impliqui
introduir un cert retard a la resta, degut a que moltes tasques depe`n d’anteriors.
Al final de cada iteracio´ es realitzara` una reunio´ amb el director del projecte per
tal de controlar el progre´s, i adaptar el calendari si cal. Les hores assignades a
cada tasca ja inclouen un cert marge de temps per a possibles imprevistos me-
nors. S’espera poder acabar el projecte en el termini especificat, pero` si apareix
un gran nombre d’obstacles s’intentara` restringir el nombre de caracter´ıstiques
implementades centrant-se en complir els objectius ba`sics.
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5.3 Planificacio´ inicial
Figura 5.1: Diagrama Gantt de la planificacio´ inicial.
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5.4 Alteracions en la planificacio´
5.4.1 Canvis
Les iteracions programades dins de la fase de desenvolupament en planificacio´
inicial s’ha hagut de modificar. Per una banda, han aparegut retards per dos
motius principals, tot i que ja s’havien considerat com a possibles obstacles: la
prese`ncia d’esdeveniments externs al projecte, i la deteccio´ de problemes causats
per la imprecisio´ i les limitacions del dispositiu Kinect. No obstant, aquests retards
han acabat resultant me´s importants del que s’esperava, cosa que ha obligat a
adaptar la planificacio´. A me´s, tambe´ ha calgut tenir en compte la introduccio´ del
objectiu addicional de la interf´ıce gra`fica, que s’ha realitzat a l’inici i per tant ha
desplac¸at la resta d’iteracions.
Per altra banda tambe´ es disposa d’uns dies addicionals, un cop acotada la data
definitiva de lliurament del treball al dia 19 de Juny, que permeten un cert marge
de temps addicional.
5.4.2 Efectes sobre els objectius i desenvolupament
Durant l’inici del desenvolupament s’ha vist que degut a la precisio´ i a les limitaci-
ons del Kinect, caldria una eina per tal d’estudiar el funcionament dels algorismes
en diversos casos de manera me´s detallada, permetent entre altres coses la repro-
duccio´ d’una mateixa entrada. Per tant, es va afegir l’objectiu de desenvolupar
una interf´ıcie que permeti visualitzar les dades obtingudes pel Kinect, aix´ı com
una representacio´ tridimensional simplificada del mo´n, i el resultat de l’aplicacio´
d’algorismes sobre les dades d’entrada.
Per tal d’avanc¸ar cap a l’objectiu establert inicialment, de manera concurrent
s’ha comenc¸at amb la fase 2 del desenvolupament, aconseguint la simulacio´ f´ısica
d’objectes senzills, tot i que nome´s interaccionant amb el terra i l’usuari.
L’objectiu de modelitzar la escena captada en forma d’objectes simples ha resultat
ser me´s ambicio´s del que es pensava, ja que resulta un problema molt dif´ıcil de
resoldre en temps real i per a escenes arbitra`ries, i per tant s’ha limitat a treballar
amb escenes que compleixin unes certes propietats, modelant el terra i els usuaris.
Pel que fa als objectius referents a millorar la simulacio´, s’hi ha treballat pero` de
manera parcial, incloent nome´s certes propietats. No obstant, afegir-ne d’addicio-
nals resulta molt fa`cil en aquest punt.
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5.4.3 Efectes sobre els costs
Tot i la modificacio´ de la planificacio´ i els objectius, no hi ha cap canvi respecte a
el pressupost inicial del projecte, ja que els materials tant hardware com software
utilitzats so´n els mateixos. Pel que fa als costs de personal, encara que s’afegeixen
uns dies me´s a la planificacio´, tambe´ se n’havien comptat alguns que finalment no
s’han dedicat al projecte, aix´ı que el cost queda contrarestat. Sobre els imposts,
tampoc s’ha produ¨ıt cap canvi degut a modificacions en les lleis vigents.
A data actual encara no s’ha publicat el Kinect 2, que es va marcar com a objectiu
secundari si se’n podia disposar, i per tant finalment no s’ha de tenir en compte
en el pressupost.
5.5 Planificacio´ final
La fase de desenvolupament ha continuat seguint l’esquema d’iteracions d’una
o dues setmanes, tot i que la llista exposada amb anterioritat s’ha modificat,
canviant l’ordre d’alguna iteracio´, o la seva importa`ncia fent-la depenent del temps
disponible; aix´ı com afegint allo` relatiu als canvis d’objectius. La llista definitiva
d’iteracions e´s la segu¨ent:
1. Disseny d’una interf´ıcie per visualitzar les dades: implementar una interf´ıcie
que permeti veure les dades obtingudes per un o me´s dispositius Kinect, aix´ı
com el resultat de l’aplicacio´ d’algorismes sobre aquestes, i una representacio´
tridimensional del mo´n captat.
2. Simulacio´ d’objectes simples: implementar la simulacio´ f´ısica d’objectes vir-
tuals que col·lideixin amb els usuaris. Els objectes virtuals disposaran de di-
ferents caracter´ıstiques (si li afecta la gravetat, massa, etc.), pero` fins aquest
punt s’implementara` nome´s un subconjunt.
3. Visualitzacio´ i oclusio´ d’objectes: treballar en la vista de realitat augmen-
tada, que combini l’escena real captada pel Kinect amb els objectes virtuals
simulats, entre d’altres aconseguint que els darrers quedin oclosos pels pri-
mers.
4. Modelitzacio´ de l’escena: s’intentara` afegir a la simulacio´ altres objectes
esta`tics de la escena, segons es pugui processar el mapa de profunditat pro-
porcionat pel sensor de manera coherent en el temps, modelant els objectes
amb formes senzilles.
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5. Millora de la simulacio´: s’implementaran caracter´ıstiques i comportaments
dels objectes addicionals, aix´ı com la possibilitat d’objectes me´s complexos
que formes simples.
6. Aplicacio´ d’exemple: es desenvolupara` una aplicacio´ simple que utilitzi allo`
desenvolupat i permeti demostrar les interaccions, principalment de l’usuari
amb altres objectes.
La fase final, on es feia la redaccio´ de la memo`ria, com a consequ¨e`ncia de l’allar-
gament del termini del projecte tambe´ s’ha desplac¸at, i es realitzara` entre finals






El projecte sera` desenvolupat per una sola persona degut a la seva naturalesa de
TFG, tot i que part del codi sera` compartit. Per tant l’autor s’haura` d’encarregar
tant de l’organitzacio´ del projecte, com del seu desenvolupament i de la realitzacio´
de proves; exercint aix´ı tots els rols corresponents.
6.1.2 Recursos materials
6.1.2.1 Ordinador porta`til
Durant tot el projecte caldra` disposar d’un ordinador per tal de realitzar tant el
disseny com el desenvolupament i la documentacio´. Conve´ que sigui porta`til per
tal de provar la aplicacio´ en diferents escenaris, i per mostrar el progre´s al director.
S’usara` un ordinador privat ASUS K53SV.
6.1.2.2 Dispositiu Kinect
En la preparacio´ del projecte caldra` obtenir i poder disposar d’un dispositiu Kinect,
aix´ı com durant el desenvolupament. Encara que en aquest u´ltim cas no resultaria
necessari en tot moment, la seva disponibilitat permetra` agilitzar la implementacio´
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amb proves immediates, per exemple evitant realitzar suposicions potencialment
erro`nies. L’autor disposa d’aquest recurs a nivell privat.
6.1.2.3 Dispositius Kinect addicionals
Seran necessaris per tal de realitzar l’objectiu secundari d’estudiar l’u´s de mu´ltiples
dispositius per millorar la precisio´. Aquests podrien ser obtinguts en cessio´ tempo-
ral de la universitat. Tambe´, per l’altre objectiu secundari proposat, en cas de que
es publiqui suport per a Kinect 2 i sigui viable implementar-ne suport, convindria
poder disposar d’aquest dispositiu.
6.1.3 Software
• Sistema operatiu: versio´ de Windows suportada per les llibreries (e.g. 8.1).
• Eines per la documentacio´ i el disseny:
– Microsoft Word 2013: redaccio´ de la documentacio´ inicial
– ShareLaTeX (aplicacio´ online): redaccio´ de la memo`ria del projecte
– Gantter (aplicacio´ online): elaboracio´ de la planificacio´
• Eines per al desenvolupament:
– Microsoft Visual Studio 2013 Professional: programacio´, compilacio´, i
proves per a la major part del projecte
• Llibreries utilitzades en el desenvolupament:
– Kinect for Windows SDK v1.8 (o superior)
– Kinect Developer Toolkit v1.8 (o superior)
– QT 5.0: creacio´ de la interf´ıcie gra`fica
– OpenGL 3.0 (o superior): representacio´ d’escenes 3D
– OpenCV 2.4.9 (o superior): tractament d’imatges
– Bullet Physics 2.82 (o superior): simulacio´ f´ısica d’objectes
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6.2 Pressupost
6.2.1 Identificacio´ i estimacio´ dels costs
6.2.1.1 Recursos humans
El projecte sera` desenvolupat per una sola persona, degut a les condicions d’aquest,
que per tant haura` d’exercir de tots els rols necessaris. Aquests corresponen a:
• Cap de projecte: encarregat d’establir i concretar els objectius del pro-
jecte, la seva planificacio´, etc., aix´ı com del seu control durant el desenvolu-
pament, i de la seva documentacio´ i entrega. Per tant, estara` especialment
present en la fase de disseny i planificacio´ i en la fase final, pero` tambe´ du-
rant el desenvolupament per realitzar el control del projecte, per exemple
ajustant la planificacio´ si es do´na el cas. A me´s, s’encarregara` de comunicar
i demostrar el progre´s al director, i mantenir-hi el contacte.
• Analista-programador: la seva feina e´s realitzar la implementacio´ del codi,
aix´ı com del disseny dels components implicats segons convingui per interac-
tuar amb les llibreries utilitzades. Sera` present en la fase de preparacio´ i en
el desenvolupament per iteracions.
• Enginyer de qualitat: s’encarregara` de realitzar proves sobre les funcions
implementades, i avaluar el funcionament correcte del software en diversos
entorns. Sera` present durant tot el desenvolupament per iteracions, i tambe´
a la fase final per tal d’avaluar les caracter´ıstiques aconseguides i analitzar
les possibles limitacions.
A continuacio´ es mostra una estimacio´ de a quantes del projecte correspon cadas-
cun d’aquests rols, aix´ı com del seu sou en brut i el cost econo`mic total de la seva
implicacio´.
Rol Est. d’hores Est. cost/hora Cost estimat total
Cap de projecte 100 50 e/h 5.000 e
Analista-programador 310 35 e/h 10.850 e
Enginyer de qualitat 40 30 e/h 1.200 e
Total 450 - 17.050 e
Taula 6.1: Dedicacio´ en hores i estimacio´ de cost per cadascun dels diferents rols
implicats en el projecte.
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6.2.1.2 Hardware
A continuacio´ es detallen els costos del hardware que sera` necessari en el desenvo-
lupament del projecte, aix´ı com la seva amortitzacio´ calculada a nivell mensual.
No obstant, cal tenir en compte en aquest cas ja es disposa de tot aquest, o be´
s’obtindria per cessio´ temporal sense cap cost.
Producte Preu unitari Unitats Vida u´til Amortitzacio´
ASUS K53SV 490 e 1 4 anys 10,21 e / mes
Kinect 100 e 1 * 4 anys 2,08 e / mes
Kinect 2 ** 295 e 0 *** 4 anys 6,15 e / mes
Total 590 e - - 12,29 e / mes
Taula 6.2: Hardware utilitzat, amb el seu cost.
* Per a un objectiu opcional serien convenients 2.
** Preu encara no publicat, aquest correspon al d’un paquet d’acce´s primerenc per a
desenvolupadors, i per tant s’espera un d’igual o inferior.
*** No e´s indispensable, pero` seria convenient per un objectiu secundari, si es pot
obtenir.
6.2.1.3 Software
Tambe´ sera` necessa`ria l’adquisicio´ de diferents llice`ncies de software. Tot i que
en aquest cas es disposa d’aquest de forma gratu¨ıta mitjanc¸ant llice`ncies per a
estudiants, a continuacio´ es mostren els costs que tindrien en un projecte comercial
aix´ı com la seva vida u´til estimada i la amortitzacio´ a nivell de mes.
Producte / Llibreria Preu Vida u´til Amortitzacio´
Windows 8.1 Pro 279 e 3 anys 7,75 e / mes
Microsoft Office Home & Business 2013 269 e 3 anys 7,47 e / mes
Microsoft Visual Studio Pro 2013 646 e 3 anys 17,94 e / mes
Kinect for Windows SDK v1.8 / v2.0* 0 e - -
Kinect Developer Toolkit v1.8 0 e - -
OpenCV 2.4.9 0 e - -
Qt 5.0 0 e - -
Bullet Physics 2.82 0 e - -
Total 1.194 e - 33,16 e / mes
Taula 6.3: Software necessari pel projecte. En els casos on s’apliqui, nome´s es requereix
una sola llice`ncia. * La versio´ 2.0 encara no ha estat publicada, pero` s’espera de cost
nul, i sera` necessa`ria nome´s si es decideix afegir suport per a Kinect 2.
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6.2.1.4 Despeses generals
Tambe´ cal tenir en compte despeses dels serveis utilitzant durant el desenvolupa-
ment del projecte, o per altres conceptes indirectes. Aquestes s’estimaran pels tres
mesos i mig del projecte.
Concepte Preu Cost estimat
Llum 50 e / mes 175,00 e
Connexio´ a internet de banda ampla 35 e / mes 122,50 e
Total - 297,50 e
Taula 6.4: Despeses del projecte addicionals a considerar.
6.2.1.5 Imposts
En els preus dels productes de hardware i software ja s’han tingut en compte
els impostos d’IVA, aix´ı com en el cost dels recursos humans l’IRPF i els altres
impostos que procedeixen. Pel que fa a imposts per desenvolupar l’activitat, s’ha
considerat que no cal incloure cap.
6.2.1.6 Estimacio´ del pressupost
A continuacio´ es sumen els imports estimats dels costs identificats i descrits a
l’apartat anterior per tal de calcular el que correspondria al pressupost del projec-
te. Pel cas del software i hardware s’ha inclo`s la part imputada al projecte, que
correspon al cost amortitzat en els tres mesos i mig que durara` el desenvolupament.
Concepte Cost estimat
Recursos humans 17.050 e
Hardware 43,02 e
Software 116,06 e
Despeses generals 297,5 e
Total 17.506,58 e
Taula 6.5: Ca`lcul del cost total estimat mitjanc¸ant la suma per conceptes. El cost dels
recursos necessaris per a la execucio´ dels objectius opcional no s’ha inclo`s, ja que resulten
secundaris al desenvolupament del projecte, i la seva disponibilitat no esta` garantida.
En qualsevol cas el preu total d’aquests materials s’estima no superior als 400 e, i el
cost repercutit inferior als 50 e.
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6.2.2 Viabilitat econo`mica
L’objectiu principal del projecte no e´s el disseny i implementacio´ d’un producte
que pugui ser comercialitzat directament, sino´ el desenvolupament d’una llibreria
per a ser utilitzada per altres aplicacions de software. Per tant, el projecte en si no
comportara` beneficis econo`mics directes, sino´ que per a que resulti viable caldra`
considerar-lo una inversio´ en un marc de recerca i desenvolupament i ser aprofitat
en futurs productes. Amb aixo`, com qualsevol projecte d’aquest tipus comporta
el risc de que en u´ltima insta`ncia no se li doni u´s i per tant es perdi la inversio´.
En qualsevol cas, la tecnologia implementada permetria el desenvolupament d’apli-
cacions de tipologies molt diferents, permetent un ampli ventall de possibilitats per
explotar el resultat del projecte: videojocs, programes d’aprenentatge, aplicacions
“serioses” com per exemple me`diques, etc. El desenvolupament d’aquestes aplica-
cions requeriria de relativament pocs recursos addicionals respecte als utilitzats en
el projecte, i per tant el projecte resultaria viable.
6.2.3 Pla de control
El pressupost calculat pot presentar variacions en els preus de serveis com per
exemple la llum, que caldra` tenir en compte. Amb tot, no s’esperen grans desvia-
cions respecte als costs presentats, exceptuant el risc poc probable pero` present en
qualssevol projecte d’haver de reemplac¸ar els recursos materials degut a la ruptura
o a un mal funcionament d’aquests.
Les principals modificacions del pressupost, ja previstes, vindrien en la forma de
l’execucio´ dels objectius opcionals del projecte, que implicaria disposar de me´s
dispositius i per tant caldria sumar el seu cost al total. La seva realitzacio´ caldra`
avaluar-la un cop es disposi de la possibilitat d’obtencio´ del hardware i se’n conegui
el seu cost, tot tenint en compte que servira` per millorar el resultat final del
projecte, pero` que en qualsevol cas aquesta modificacio´ no seria obligato`ria.
6.3 Desviacions del pressupost
En u´ltima insta`ncia no s’han executat els objectius secundaris plantejats que re-
querien recursos addicionals. Pel que fa al software utilitzat, tot i realitzar canvis
en les llibreries utilitzades aix´ı com l’u´s de noves eines, totes aquestes no imposen





El software derivat d’aquest projecte permetria desenvolupar aplicacions d’interac-
cio´ en realitat augmentada com per exemple jocs seriosos (serious games). Entre
aquests es podrien trobar per exemple sistemes de rehabilitacio´ de pacients que
amenitzin les tasques i els incentivin a realitzar els exercicis necessaris. Tambe´
permetria la creacio´ de sistemes o videojocs educatius que fomentin bons valors
als nens, com podria ser ensenyant-los diversos conceptes f´ısics (gravetat, friccio´,
etc.) mentre es diverteixen.
Aix´ı doncs, aquest projecte podria donar peu a la creacio´ d’altres projectes nous,
tant per la part de la interf´ıcie gra`fica com en l’expansio´ de la simulacio´ interactiva,
generant ocupacio´ encara que de manera modesta. A me´s s’emmarca dins del camp
de la realitat augmentada, que resulta relativament nou i per tant e´s un terreny
on hi ha oportunitats per innovar i investigar noves tecnologies.
7.2 Impacte ambiental
En tractar-se d’un projecte informa`tic, l’impacte ambiental del seu desenvolupa-
ment resulta limitat. Aquest es concentra principalment en la empremta ecolo`gica
de la fabricacio´ del hardware utilitzat, tant del porta`til com dels dispositius Kinect,
i del consum energe`tic provocat pel seu u´s aix´ı com tambe´ de la seva deposicio´ un
cop s’exhaureixi el termini de vida u´til.
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En el consum energe`tic degut a l’u´s dels recursos cal tenir en compte tant l’energia
necessa`ria per executar el software utilitzat pel desenvolupament a l’ordinador,
com la pote`ncia que es requereix per tal d’alimentar el dispositiu Kinect que cor-
respon a 12 watts. Aquestes quantitats so´n relativament baixes i per tant l’impacte
no resulta excessiu.
Tambe´ cal considerar l’impacte futur, que principalment es donara` en forma del
consum energe`tic provocat per la execucio´ del software aix´ı com un altre cop el
consum del hardware necessari en el seu u´s. D’aquests dos factors nome´s es pot
intentar reduir l’efecte del primer, cosa que es dura` a terme durant el desenvolupa-
ment del projecte intentant implementar, dins del que resulti possible, algorismes
i solucions que redueixin l’u´s del processador i per tant el seu consum.
7.3 Control de la sostenibilitat
Durant el proce´s de desenvolupament del projecte, perio`dicament es realitzara`
un control sobre el hardware per tal de comprovar el seu funcionament correcte,
evitant aix´ı que pugui arribar a incrementar el seu consum energe`tic o be´ resultar
en contaminacio´ (sonora, visual, etc.) de l’entorn de desenvolupament.
A me´s, com ja s’ha mencionat, en la implementacio´ s’intentara` utilitzar algoritmes i
estructures de dades eficients per tal de reduir l’u´s del processador de les execucions
del software desenvolupat, cosa que esta` relacionada de manera directa amb el seu
consum, aconseguint aix´ı que el resultat del projecte sigui me´s sostenible.
En general no es preveu necessari l’establiment d’un mecanisme de rendicio´ de
comptes ni la realitzacio´ d’un accounting, ja que els possibles efectes esmentats
so´n molt limitats alhora que dif´ıcils de mesurar utilitzant me`triques. Per exemple
en el cas del consum energe`tic, no es disposa d’un llindar o un valor per poder
comparar.
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7.4 Lleis i regulacions
Les u´niques lleis aplicables al projecte so´n les relacionades amb el compliment
de les restriccions marcades per les llice`ncies de software de les diverses llibreries
utilitzades, tant sobre el seu u´s com la seva distribucio´. Aquestes llice`ncies so´n:
• QT: GNU LGPL 2.1 1
• OpenCV: OpenCV License (derivada d’una llice`ncia BSD) 2
• Bullet: zlib license 3
• OpenGL: cap llice`ncia, u´s lliure 4
• Kinect for Windows SDK: Kinect SDK EULA 5
Gairebe´ totes aquestes llice`ncies permeten l’u´s de la llibreria en qualssevol projecte,
comercial o no, i no imposen restriccions respecte a l’u´s del seu codi no modificat.
Cal mencionar el cas de l’SDK oficial del dispositiu Kinect de Microsoft, que s’o-
fereix sota uns termes d’u´s determinats. Aquestes restriccions ja s’han tingut en
compte en el desenvolupament, pero` tambe´ cal considerar les restriccions imposa-
des als usuaris en a una futura distribucio´. Per tal de distribuir software comercial
que l’utilitzi cal disposar d’una llice`ncia espec´ıfica. A me´s, l’usuari final no pot









8.1 Assoliment dels objectius
L’objectiu principal del projecte, que correspon a la simulacio´ f´ısica sobre una esce-
na real, s’ha assolit amb e`xit. S’ha implementat una simulacio´ interactiva integrant
va`ries llibreries on l’usuari pot interactuar amb el cos amb objectes virtuals, que
so´n dibuixats a sobre de l’escena real aix´ı com oclosos per aquesta.
L’objectiu afegit als inicis del treball, la creacio´ de la interf´ıcie gra`fica per a vi-
sualitzar i manipular les dades del Kinect, tambe´ s’ha assolit, implementant les
funcionalitats ba`siques (visualitzacio´ de les dades, gravacio´ i ca`rrega de v´ıdeos,
etc.) aix´ı com d’altres d’addicionals com per exemple la cal·libracio´ de disposi-
tius. Aquesta interf´ıcie ha estat pensada per a ser estesa, i ha allotjat l’aplicacio´
d’exemple realitzada per demostrar la simulacio´ interactiva.
En refere`ncia als objectius secundaris opcionals, l’u´s de varis Kinect a la vegada
s’ha descartat perque` no s’ha estimat necessari i a me´s hauria requerit me´s temps.
El suport per a Kinect 2 no s’ha pogut implementar degut a la manca de recursos,
i la integracio´ proposada amb un altre projecte per la millora dels esquelets ha
resultat inviable degut a conflictes en els terminis.
Aquest projecte tambe´ ha servit per a familiaritzar-se amb les diverses llibreries
usades: en la majoria de casos no es disposava d’experie`ncia pre`via, i s’ha dedi-
cat una part significativa del temps en aprendre que` ofereixen i com utilitzar-les,
cosa que ha resultat me´s dif´ıcil de l’esperat degut a documentacions escasses o
incompletes. En particular, tambe´ ha servit per descobrir les caracter´ıstiques i
possibilitats del Kinect, amb el qual l’autor no havia treballat mai.
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8.2 Treball futur
Aquest treball ha implementat la simulacio´ interactiva que s’havia proposat com
a objectiu. Tot i aixo`, encara es podria ampliar de va`ries maneres.
S’ha modelat de forma f´ısica els usuaris i el terra de l’escena real. Es podrien mo-
delar altres elements, com les parets o altres objectes, mitjanc¸ant la determinacio´
de plans (conjunts de punts coplanars) al mapa de profunditat. Tot i haver-ho
plantejat inicialment, s’ha vist que aixo` resultaria un objectiu molt ambicio´s que
podria donar entitat a tot un TFG, tenint en compte el requisit de temps real.
De manera relacionada, tambe´ es podrien determinar les fonts de llum per a acon-
seguir una il·luminacio´ me´s realista. Aixo` es podria aconseguir, si es disposa de
grups de p´ıxels coplanars, mirant els seus gradients al mapa de color (suposant
que hi ha una sola llum). Es podrien afegir les ombres dels objectes virtuals pro-
jectades al terra (o a altres elements), cosa que generaria un efecte me´s immersiu,
i que en aquest cas s’han ome`s per evitar una situacio´ de dissona`ncia cognitiva.
Pel que fa a les oclusions, a vegades es produeixen efectes com la oscil·lacio´ de
certs punts en les fronteres (deguda al soroll dels sensors) i l’aparicio´ de contorns
que provoca que s’oclogui menys o me´s del que correspondria. Pel primer cas es
podria estudiar amb me´s detall algorismes per a tractar el mapa de profunditat,
possiblement servint-se de la GPU. Pel segon, es podria modificar aquest mapa
consultant la imatge de color, tot i que aixo` podria resultar en inconvenients que
caldria investigar: per exemple, passar a dependre de la il·luminacio´ de la escena.
La simulacio´ es podria enriquir amb la incorporacio´ de models complexos, car-
regats utilitzant llibreries especialitzades. En aquest cas caldria implementar el
seu dibuixat, aix´ı com disposar dels models f´ısics corresponents o be´ implementar
algorismes per a generar-los mitjanc¸ant una simplificacio´ de pol´ıgons. A me´s, la
llibreria utilitzada per a la simulacio´ f´ısica, Bullet, tambe´ suporta cossos deforma-
bles, tot i que aquests presenten una complexitat addicional en el seu u´s.
Finalment, com ja s’ha plantejat, es podria recorre a l’u´s simultani de varis dispo-
sitius. En aquest cas la principal complicacio´ rauria en la combinacio´ de les dades
de manera coherent, ja que la cal·libracio´ ja ha estat implementada.
Pel que fa a la part de la interf´ıcie gra`fica, aquesta ja s’ha desenvolupat pensant
en la possibilitat d’usar-la de base per a futurs treballs, evitant haver de comenc¸ar
des de zero. Hi queda com a treball futur afegir suport per al Kinect 2, ja que no
s’ha pogut disposar d’aquest ni tampoc del seu SDK.
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