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FACTORIZATION IN WEAK PRODUCTS OF
COMPLETE PICK SPACES
MICHAEL T. JURY AND ROBERT T.W. MARTIN
Abstract. Let H be a reproducing kernel Hilbert space with a
normalized complete Nevanilinna-Pick (CNP) kernel. We prove
that if (fn) is a sequence of functions in H with
∑ ‖fn‖2 < ∞,
then there exists a contractive column multiplier (bn) of H and a
cyclic vector f ∈ H so than bnf = fn for all n.
The space of weak products H⊙H consists of functions of the
form h =
∑
∞
i=1
figi with fi, gi ∈ H and
∑
∞
i=1
‖fi‖‖gi‖ < ∞.
Using the above result, in combination with a recent result of Ale-
man, Hartz, McCarthy, and Richter, we show that for a large class
of CNP spaces (including the Drury-Arveson spaces H2
d
and the
Dirichlet space in the unit disk) every h ∈ H ⊙H can be factored
as a single product h = fg with f, g ∈ H.
1. Introduction
A (normalized) complete Nevanlinna-Pick (CNP) kernel on a set Ω
is a function k : Ω× Ω→ C of the form
(1.1) k(x, y) =
1
1− u(x)u(y)∗
where u is any function from Ω into the open unit ball Bd (here d =∞
is allowed; in this case u would be a map from Ω into ℓ2(N) satisfying
‖u(x)‖2 = ∑∞n=1 |un(x)|2 < 1 for all x ∈ Ω). From a basic result of
Agler and McCarthy [1], if we set E = u(Ω) ⊂ Bd and define
(1.2) HE := cl(span{(1− zw∗)−1 : w ∈ E}) ⊂ H2d ,
then H(k) is isometrically isomorphic to HE via the map k(·, y)→ (1−
zu(y)∗)−1. Moreover the restriction map f → f |E is a co-isometry of
H2d onto HE , and the restriction b→ b|E is a (complete) contraction of
Mult(H2d) ontoMult(HE). Finally, functions inHE ,Mult(HE) respec-
tively have norm-preserving extensions to functions in H2d ,Mult(H
2
d)
respectively.
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Theorem 1.1. Let H be a space with a normalized CNP kernel. If (fn)
is a sequence in H with ∑∞n=1 ‖f‖2H < ∞, then there exist a sequence
(ϕn) ⊂Mult(H) and a cyclic vector F ∈ H, so that
(i) ‖F‖2H ≤
∑∞
n=1 ‖fn‖2H,
(ii) the column ϕ1ϕ2
...

is contractive, and
(iii) fn = ϕnF for all n.
1.1. Weak products. For a Hilbert function space H we define the
weak product H⊙H to be
(1.3) H⊙H :=
{
∞∑
i=1
figi : fi, gi ∈ H,
∞∑
i=1
‖fi‖‖gi‖ <∞
}
.
For h ∈ H ⊙H, the quantity
(1.4) ‖h‖ := inf
{
∞∑
i=1
‖fi‖H‖gi‖H : h =
∞∑
i=1
figi
}
defines a norm on H ⊙ H, making it into a Banach space. Weak
products were introduced by Coifman, Rochberg, and Weiss [4], who
proved that for the classical spaces H2(∂Bd) on the unit ball, we have
H2(∂Bd)⊙H2(∂Bd) = H1(∂Bd) (with equivalent norms). Generically,
weak products arise as the predual of the space of bounded Hankel-type
bilinear forms on H; we refer to [2] for further discussion of this topic.
To state our factorization theorem, we need one more ingredient.
Definition 1.2. We say that Mult(H) has the column-row property if:
Whenever Φ = (ϕn) is a sequence in Mult(H) for which the column
multiplication operator
(1.5) MCΦ : f →
ϕ1fϕ2f
...

is bounded from H to H⊗ ℓ2, the corresponding row operator
(1.6) MRΦ :
f1f2
...
→ ∞∑
n=1
ϕnfn
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is bounded from H ⊗ ℓ2 to H. We say that the column-row property
holds continuously with constant c if for every sequence Φ we have
(1.7) ‖MRΦ ‖ ≤ c‖MCΦ ‖.
A particular consequence is that if Mult(H) has the column-row
property and Φ = (ϕn) and Ψ = (ψn) are symbols of column multipli-
ers, then the function
(1.8) χ =
∞∑
n=1
ϕnψn
belongs to Mult(H), since Mχ = MRΦMCΨ is then bounded.
For the Hardy space H2 on the unit disk, the multiplier norm is
the supremum norm, and of course the column-row property holds
trivially, with constant 1. In this case it is of course well known that
H2 ⊙ H2 = H1, and every h ∈ H1 factors as h = fg with h, g ∈ H2
and ‖f‖22 = ‖g‖22 = ‖h‖1. Trent [11] proved that the column-row
property holds continuously for the Dirichlet space D on the unit disk
with constant c ≤ √18. Very recently Aleman, Hartz, McCarthy, and
Richter [2] proved that the column-row property holds for the Drury-
Arveson spaces H2d (for finite d), with a constant cd depending on the
dimension d, and in fact for a larger class of weighted Besov-type spaces
in the unit ball.
Theorem 1.3. Suppose H is a Hilbert function space with normalized
CNP kernel, and that Mult(H) has the column-row property. Then
every h ∈ H ⊙ H can be factored as h = fg for some f, g ∈ H.
Moreover, if the column-row property holds continuously with constant
c, then the f, g can be chosen so that ‖f‖H‖g‖H ≤ c‖h‖H⊙H.
In particular the latter conclusion holds for H = D (the Dirichlet
space on the unit disk) and H = H2d (the Drury-Arveson space), for
finite d.
We give the proof here, since it is an immediate application of The-
orem 1.1, which we will then prove in the next section.
Proof of Theorem 1.3. Suppose h =
∑∞
i=1 figi with
∑∞
i=1 ‖fi‖‖gi‖ <
∞. For each i, multiplying fi, gi by appropriate constants we may
assume that ‖fi‖ = ‖gi‖ for all i, and hence
∑∞
i=1 ‖fi‖2 =
∑∞
i=1 ‖gi‖2 <
∞. Applying Theorem 1.1 there exist column contractions (ϕi) and
(ψi) and cyclic vectors F,G such that for all i = 1, 2, . . . we have
(1.9) fi = ϕiF, gi = ψiF.
4 MICHAEL T. JURY AND ROBERT T.W. MARTIN
By the column-row property, the row (ψ1, ψ2, . . . ) is also bounded mul-
tiplier, and therefore
(1.10) m =
∞∑
i=1
ϕiψi ∈Mult(H).
Thus
(1.11) h =
∞∑
i=1
figi = mFG = fg
if we put f = mF, g = G.
Suppose now the column-row property holds with constant c. Then
the m in (1.11) will have ‖m‖Mult(H) ≤ c. Moreover, for any ǫ > 0 the
sequences (fi), (gi) in the above argument can be chosen so that
(1.12)
∞∑
i=1
‖fi‖2H =
∞∑
i=1
‖gi‖2H < (1 + ǫ)‖h‖H⊙H,
hence by Theorem 1.1 the F,G can be chosen with ‖F‖2 = ‖G‖2 <
(1 + ǫ)‖h‖, so that in (1.11) we will have ‖f‖H‖g‖H < c(1 + ǫ)‖h‖.
Taking a sequence of ǫ’s tending to 0, we can take weak limits of
the corresponding f and g in H, to obtain a factorization obeying
‖f‖H‖g‖H ≤ c‖h‖H⊙H.

2. Proof of Theorem 1.1
2.1. The free semigoup algebra and free liftings. We write F+d for
the free semigroup on d letters {1, 2, . . . } (again, d countably infinite
is allowed); that is, the set of all words α = i1i2 · · · ik, over all (finite)
lengths k, where each ij ∈ {1, 2, . . . }. We write |α| = k for the length
of α. We also include the empty word in F+d , and denote it ∅, and put
|∅| = 0. There is a transpose map which reverses the letters in a word:
if α = i1i2 · · · ik then we write
(2.1) α† = ikik−1 · · · i2i1.
The Fock spaceF2d is a Hilbert space with orthonormal basis {ξα}α∈F+
d
labeled by the free semigroup on d letters. For each letter i there is
an isometric operator Li acting in F2d defined on the orthonormal basis
{ξα} by
(2.2) Liξα = ξiα
(called the left creation operators), here iα just means the word ob-
tained from α by appending the letter i on the right. One analogously
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defines the right creation operators Ri. The operators Li (and the Ri)
have orthogonal ranges, and hence obey the identity
(2.3) L∗iLj = δijI.
The free semigroup algebra Ld is the (unital) WOT-closed algebra gen-
erated by the Li. For a word α = i1i2 . . . ik we write Lα = Li1Li2 · · ·Lik .
One can show that the corresponding algebra generated by the right
creation operators, Rd, and Ld are each other’s commutants (and in
fact that Rd is simply the image of Ld under conjugation by the ‘tran-
pose unitary’: precisely, if W : F2d → F2d is the unitary map which
acts on basis vectors as Wξα = ξα† , then we have WLαW
∗ = Rα†).
Each element F of the free semigroup algebra admits a Fourier-like
expansion
(2.4) F ∼
∑
α∈F+
d
cαLα,
and the Cesa`ro means of this series converge in the strong operator
topology (SOT) to F [7].
finally We recall the connection between the free function spaces F2d,
F∞d , and the Drury-Arveson space H
2
d and its multiplier algebra.
First, given a free holomorphic function H ∈ F2d, we may of course
evaluate it on a tuple of 1 × 1 matrices z = (z1, z2, . . . ) satisfying∑
j |zj|2 < 1, (i.e. a point of the open unit ball Bd). The resulting
holomorphic function h(z) = H(z) belongs to the Drury-Arveson space
on Bd, and in fact this map is a co-isometry. In particular every h ∈ H2d
has a free lift to a free function H ∈ F2d, and there is a unique such lift
preserving the norm: ‖H‖ = ‖h‖. Namely, if Nd denotes the additive
monoid of d−tuples of non-negative integers, and n := (n1, ..., nd) ∈
N
+
d , set z
n := zn11 · · · zndd . Since the free semigroup F+d is the universal
monoid on d generators, there is a unital semi-group epimorphism,
λ : F+d → N+d , the letter counting map, defined by λ(α) = (n1, ..., nd),
where nk is the number of times the letter k appears in the word α.
Every h ∈ H2d has a Taylor series expansion (about 0) indexed by N+d ,
and the map:
h(z) =
∑
n∈N+
d
h
n
zn 7→ H(Z) :=
∑
h
n
Zn; Z ∈ Bd
defines an isometric embedding of H2d into F
2
d (i.e. H
2
d is identified with
symmetric Fock space), where
Zn :=
∑
α| λ(α)=n
Zα,
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see [10, Section 4]. Likewise, the map F → F (z) is a completely con-
tractive homomorphism from F∞d onto the multiplier algebraMult(H
2
d ),
(see [10, Theorem 4.4.1, Subsection 4.9] or [8, Section 2]) and again
(by commutant lifting) every f ∈ MultH2d has a norm-preserving free
lift to some F ∈ F∞d [3, 6]. (Unlike the Hilbert space case, however,
norm-preserving free lifts from Mult(H2d) to F
∞
d may not be unique [9,
Corollary 7.1].)
Proof of Theorem 1.1. We first prove the theorem in the case of the
Drury-Arveson space H2d , then deduce the case of general CNP kernels.
Fix a sequence (fn) ⊂ H2d with
∑∞
n=1 ‖fn‖2 < ∞. By the above
remarks we may lift each of these functions fn to an element Fn of the
Fock space F2d, with the same norm. Now we let M denote the closed
Rd ⊗ I-invariant subspace of F2d ⊗ ℓ2 generated by the vector
(2.5) F˜ :=
F1F2
...
 .
We first examine the wandering subspace for the restriction of R⊗ I to
M,
(2.6) W =M⊖ (R ⊗ I)M.
(Here (R ⊗ I)M is a shorthand for the (closed) span of the ranges of
the operators Rj⊗I restricted toM. ) By the Davidson–Pitts version
of the Beurling theorem for Rd (stated in [5, Theorem 2.1] for Ld, but
it is evident that the analogous statements hold for Rd), M is equal
to the closure of the span of the orthogonal family of spaces
(2.7)
∨
α∈F+
d
(R⊗ I)αW.
We claim this space W is one-dimensional. This is immediate from
the fact that by construction, M is cyclic for R⊗ I|M, more precisely,
we claim that if PW :M→W is the orthogonal projection, then PW F˜
spans W. Indeed, if G ∈ W and G⊥PW F˜ , then since (I − PW)F˜ is in
W⊥, of course G⊥(I − PW)F˜ also, so G⊥F˜ . But also, for every word
α with length at least 1, we have (Rα⊗ I)F˜ ∈ W⊥, so G is orthogonal
to all of these as well. Thus G is orthogonal to F˜ and all of its shifts,
hence G = 0 because F˜ is cyclic.
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Applying the Beurling theorem again, since dimW = 1 there is an
isometric (left) column multiplier
(2.8) Mϕ : H →
ϕ1Hϕ2H
...

taking F2d onto M, intertwining the actions of R and R ⊗ I|M. In
particular there exists an F ∈ F2d so that MϕF = F˜ , that is, ϕnF = Fn
for each n. Since Mϕ is an isometry, ‖F‖2 =
∑∞
n=1 ‖Fn‖2. We also
observe that F is an R-cyclic vector in F2d, since it is corresponds to
the R⊗ I|M-cyclic vector F˜ under the unitary map (2.8).
If we now pass to commuting arguments ϕ → ϕ(z), F → F (z),
by our preliminary remarks the holomorphic functions ϕ(z) form a
column contraction on H2d , and the function F (z) belongs to H
2
d , with
‖F‖2
H2
d
≤ ‖F‖2
F2
d
=
∑∞
n=1 ‖Fn‖2 =
∑∞
n=1 ‖fn‖2H2
d
, and ϕnF = fn for all
n. Finally, since F was R-cyclic for F2d, its commutative image F (z) is
cyclic for H2d .
Now let let k be a normalized CNP kernel, by our earlier remarks we
identify H(k) with HE ⊂ H2d . Given the sequence (fn) ⊂ HE , (recall
Equation (1.2) for the definition of HE), we extend these functions
isometrically to H2d , invoke the result just proved, and restrict the
multipliers ϕn and the function F we obtain back to E. These satisfy
the conclusions (i)-(iii) of the theorem; the only thing that remains to
be checked is that if F is cyclic for Mult(H2d ), then its restriction to E
is cyclic for in Mult(HE). We prove the contrapositive. If g ∈ HE and
〈g,MϕF |E〉HE = 0 for all ϕ ∈ Mult(HE), then extending g to H2d we
have (since the inclusion HE ⊂ H2d is isometric) 〈g,MϕF 〉H2
d
= 0 for all
ϕ ∈Mult(H2d ), whence F is not cyclic.

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