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We present a numerical method to compute non-equilibrium memory kernels based on experimen-
tal data or molecular dynamics simulations. The procedure uses a recasting of the non-stationary
generalized Langevin equation, in which we expand the memory kernel in a series that can be re-
constructed iteratively. Each term in the series can be computed based solely on knowledge of the
two-time auto-correlation function of the observable of interest. As a proof of principle, we apply
the method to crystallization from a super-cooled Lennard Jones melt. We analyze the nucleation
and growth dynamics of crystallites and observe that the memory kernel has a time extent that is
about one order of magnitude larger than the typical timescale needed for a particle to be attached
to the crystallite in the growth regime.
Introduction - The dynamics of complex many-body
systems are often modelled in terms of the effective dy-
namics of a small set of relevant observables. Depending
on the context, these observables are called ’reaction co-
ordinates’ or ’order parameters’[1–3]. E.g. in biophysics
one might be interested in the evolution of the shape of
a protein during a folding experiment, but not in the
motion of every single water molecule. Or in materi-
als science, one might model the dynamics of a phase
transition in terms of a suitable order parameter with-
out resolving the details of the microscopic motion of
the atoms. In the 1960’s Mori and Zwanzig developed
a projection operator formalism to derive the equation
of motion of such averaged observables, the Generalized
Langevin Equation (GLE) [4, 5]. The GLE is valid only
if the density of microstates is stationary. Based on
the same formalism, but for non-stationary densities of
microstates [6], we have recently derived a general struc-
ture for the equation of motion of reaction coordinates
[7, 8]. The structure applies to any dynamical process
for which the microscopic equations of motion are de-
terministic and for any phase-space observable, even if
it contains an explicit dependence on time. The result-
ing non-stationary Generalized Langevin Equation (ns-
GLE) is thus the equation that needs to be solved, if one
wishes to derive reaction coordinate dynamics outside of
thermal equilibrium.
The GLE and the nsGLE contain an effective friction
term that is non-local in time and integrates over the
history of the process. The function that controls these
history effects is called “the memory kernel”. The non-
locality in time makes the analysis of the GLE and the
nsGLE mathematically inconvenient. In applications
the memory kernel is therefore often approximated by a
Dirac delta-distribution such that a time-local Langevin
Equation is recovered [9–13]. This assumption, that we
refer to as the “Markovian approximation”, is however
in practice often not verified before it is used, which po-
tentially leads to inaccurate or wrong results. To go be-
yond this approximation, there are two possible routes.
The first one consists in searching (or constructing) a
set of new reaction coordinates for which a Markovian
description is correct [14–18]. This method is often use-
ful, but the reaction coordinates constructed may either
be abstract quantities, which are not guaranteed to be
accessible in experiment, or a large set of them might
be required, which implies that the Markovian Langevin
equation needs to be solved in a high dimensional space
[19–21]. The second route consists in keeping the origi-
nal observable despite its non-Markovian dynamics, and
finding a way to evaluate the corresponding memory
kernel. Various methods in this spirit do already ex-
ist, but they are restricted to processes with station-
ary microstate distributions, i.e. they assume that the
memory kernel is invariant under translations in time.
We present here a general method to compute memory
kernels for arbitrary processes and for arbitrary observ-
ables from MD simulations or experimental data, i.e. a
procedure to analyze the out-of-equilibrium dynamics of
reaction coordinates and to construct their equation of
motion.
The main idea of the procedure is to recast the ns-
GLE in a form in which the memory kernel is expressed
as a sum of convolution products. Each term is deter-
mined recursively from the previous ones, and it probes
the behaviour of memory at successively longer times.
The discrepancies from the Markovian limit can be as-
sessed by analyzing the functional shape of the com-
puted terms and their relative timescales. The method
neither requires modeling nor approximation and uses
as a single input the two-time auto-correlation function
of the observable under study, which is easily accessi-
ble in simulations or experiments. We also note that
the computational time of the procedure scales linearly
2with the number of terms computed in the expansion.
As a proof of principle, we apply this new technique to
the process of crystallization of a super-cooled Lennard-
Jones melt. Crystallization processes are usually de-
scribed in the framework of Transition State Theory,
which is based on a Markovian approximation. We test
this assumption here and reconstruct the memory kernel
of the nsGLE which governs the evolution of nucleation
and growth of crystalline clusters. We observe signifi-
cant memory effects.
Numerical method - Consider a system of N ≫ 1 de-
grees of freedom {Γi}i≤N that evolve according to de-
terministic microscopic equations of motion (e.g. Hamil-
ton’s equations of motion), and a phase-space observ-
able A(Γ) that is fully determined by the location Γ in
phase-space. Next, take an ensemble, i.e. a large num-
ber of copies of the system, and allow these copies to be
initialized according to any phase-space distribution, in
particular a non-stationary one. The microscopic equa-
tions of motion as well as the observable A can also
be explicitly time-dependent. These formal definitions
are general enough to encompass a very broad spec-
trum of processes. We showed in ref. [7] that for any
such observable and for any dynamical process, regard-
less of how far from equilibrium it evolves, one can al-
ways define functions ω(t), K(t′, t) and ηt such that the
equations of motion for At and for its auto-correlation
function C(t′, t) = 〈A∗(t′)A(t)〉 are
dAt
dt
= ω(t)At +
∫ t
0
dτK(τ, t)Aτ + ηt (1)
∂C(t′, t)
∂t
= ω(t)C(t′, t) +
∫ t
t′
dτC(t′, τ)K(τ, t) (2)
where K(τ, t) is the memory kernel and the average
is taken over the ensemble of non-equilibrium trajec-
tories. The time-dependence as a subscript denotes the
dependence on a single trajectory, whereas the time-
dependence between parentheses indicates a fixed func-
tion of time independent of the trajectory. In particular
we showed ω(t) = d
(
ln
√
C(t, t)
)
/dt. If the timescale
on which At evolves is much longer than the typical
microscopic timescale, ηt can be interpreted as a noise.
Several methods are already available to infer mem-
ory kernels from simulation data, e.g. Fourier-Laplace
analysis [22–25], projection operator analysis [26–28],
parametrization techniques [29, 30], and iterative nu-
merical inference schemes [31]. However, these meth-
ods are applicable only to stationary processes where
the memory kernel K(t′, t) effectively depends only on
the difference t′ − t. We propose here a method that
applies in both the stationary and the non-stationary
case. The basic idea is to use a measured (or simulated)
auto-correlation function C(t′, t) to construct the mem-
ory kernel by means of an iterative procedure:
We formally integrate eqn. (2) into
C(t′, t) = C(t′, t′) +
∫ t
t′
dτC(t′, τ)J (τ, t) (3)
where we have defined
J (t′, t) = ω(t′) +
∫ t
t′
dτK(t′, τ) (4)
such that K(t′, t) = ∂tJ (t′, t). Taking the derivative of
eq. (3) with respect to t′ and rearranging terms allows
to write
J (t′, t) = j0(t′, t) +
∫ t
t′
dτS0(t′, τ)J (τ, t) (5)
where we have defined
S0(t′, t) = C(t′, t′)−1∂t′C(t′, t) (6)
j0(t
′, t) = C(t′, t′)−1∂t′ [C(t
′, t′)− C(t′, t)] (7)
(Note that the first time-derivative of the auto-
correlation function ∂t′C(t
′, t) is all that is required for
the following steps. We do not need to take any further
time-derivatives of the input data.)
Next we substitute J (t, τ) on the right-hand side of
eq. (15) by eq. (15) itself.
J (t′, t) = j0(t′, t) +
∫ t
t′
dτS0(t′, τ)j0(τ, t)
+
∫ t
t′
dτS1(t′, τ)J (τ, t) (8)
where we have defined S1(t′, t) =
∫ t
t′ dτS0(t′, τ)S0(τ, t).
This construction is similar to a typical diagrammatic
expansion in liquid state theory, e.g. in the context of
the Ornstein-Zernike equation [32]. S1(t′, t) takes into
account correlations at intermediate times τ similar to
the way correlations between two particles in a liquid
would be mediated by other particles.
We iterate the recursive substitution of J (τ, t) below
the integral and finally obtain
J (t′, t) = j0(t′, t) +
∫ t
t′
dτS(t′, τ)j0(τ, t) (9)
where S(t′, t) := ∑∞n=0 Sn(t′, t), and the functions Sn
are defined recursively via the identity∫ t
t′
dτSn(t′, τ)Sm(τ, t) = Sn+m+1(t′, t), (10)
which is valid for any (n,m) ∈ N2. Note that in the
limit ω = 0 we have J (t′, t) ω=0→ −S(t′, t). In general,
higher orders in the expansion have impact on longer
times, and the number of terms needed for the sum S
to converge at a certain time yields information about
3the strength and the time-extend of the memory effects.
Details about this statement as well as about the Marko-
vian limit are given in appendix.
As all terms on the right-hand side of eqn. (21) are ex-
pressed in terms of the auto-correlation function C(t′, t),
we propose the following numerical scheme to compute
K(t′, t):
1. Carry out a set of simulations (or experiments)
and measure the observable At for each trajectory.
1
2. Compute the two-time auto-correlation function
C(t′, t) = N−1traj
∑
i∈trajA
∗(i)
t′ A
(i)
t .
3. Compute S0 and j0 using eqns. (16) and (17).
4. Compute Sn+1 recursively using eqn. (10) with
m = 0. Stop whenever for any times t′ and t,
Sn(t′, t)≪
∑n
j=0 Sj(t′, t).
5. Compute J using eqn. (21) and finally K(t′, t) =
∂tJ (t′, t).
This method is general enough to be applied to any
dynamical process and any observable, even far from
equilibrium, because it relies only on the structure of
equs. (1) and (2). Note that once the memory kernel
has been constructed, the corresponding nsGLE can be
solved to predict the dynamics of the process. One has
thus obtained an effective coarse-grained description in
terms of one coordinate rather than N .
Side Remark - If one intends to study the fluctua-
tions of At independently from the evolution of the av-
erage trajectory, eqn. (1) may not be convenient. In-
stead one can use a modified, explictly time-dependent
phase-space observable A˜(Γ, t)
A˜(Γ, t) ≡ [A(Γ) − µA(t)] /σA(t) (11)
where µA(t) = 〈A(t)〉 is the time-dependent average of
A and σA(t)
2 =
〈
|A(t)|2
〉
− 〈A(t)〉 〈A∗(t)〉 is its time-
dependent variance. The obervable A˜ measure devi-
ations from the average trajectory, normalized by the
variance of the process, it is thus a unitless number
indicating whether a particular trajectory is delayed
or advanced compared to the average one. We can
define the corresponding auto-correlation function as
C˜(t′, t) =
〈
A˜∗(t′)A˜(t)
〉
(the notation ·˜ from this point
on refers to any function related to A˜), which character-
izes how fluctuations decorrelate irrespective of the am-
plitude of the variable A. The structure of both equ. (1)
1 The number of trajectories must be chosen such that the initial
phase-space distribution ρ0(Γ) is probed with sufficient preci-
sion.
and equ. (2) remains valid for A˜ and C˜. We thus intro-
duce a new memory kernel K˜, a fluctuating force η˜t
with 〈η˜(t)〉 = 0, and a drift function ω˜ which turns out
to vanish because C˜(t, t) = 1 is constant, yielding
dA˜t
dt
=
∫ t
0
dτK˜(τ, t)A˜τ + η˜t (12)
This is then used to rewrite the equation of motion for
At. Using σA(t)dA˜t/dt = d∆At/dt −∆Atσ˙A(t)/σA(t),
where ∆At = At − µA(t), we can rewrite eqn. (12)
dAt
dt
=µ˙A(t) + Ω(t)∆At +
∫ t
t′
dτ∆AτK(τ, t) + ft′(t′, t)
(13)
with Ω(t) = d ln (σA(t)) /dt, K(t′, t) = σA(t)σA(t′)K˜(t′, t) and
ft′(t
′, t) = σA(t)η˜t′(t
′, t). Hence there is a direct corre-
spondence between the equation of motion for A˜ and
the one for A. Note that ω 6= Ω and K 6= K such that
eqns. (1) and (13) are not identical, but their mathe-
matical structure is the same. When studying mem-
ory effects and deriving an equation of motion for an
observable, one can chose between these equivalent de-
scriptions. In both cases, the method to numerically
infer memory kernels is valid.
Lennard-Jones crystallization - As a test of the nu-
merical procedure we analyzed the dynamics of crys-
tallization. We carried out molecular dynamics simu-
lations of N = 32, 000 particles interacting via a 6-12
Lennard-Jones potential. We used a cubic box with pe-
riodic boundary conditions and we ran the dynamics in
the NVT ensemble, using a Nose´-Hoover thermostat to
control the temperature. We first equilibrated the liq-
uid phase at density ρ = 1 and temperature T = 2 (in
Lennard-Jones reduced units), and then instantaneously
quenched the temperature to T = 0.75, for which the
equilibrium phase is known to be a crystal. We then let
the system evolve freely (i.e. we did not use any bias-
ing scheme to speed up sampling). In order to monitor
the formation and growth of crystallites, we used the
method introduced by ten Wolde et. al [33] based on
orientational bond order parameters [34]. A crystalline
cluster is defined as a set of neighbouring crystal-like
particles. The observable that we used as a reaction
coordinate is the number Nc of particles in the largest
crystalline cluster. We observed the evolution of Nc(t),
see fig. 1, upper panel, where we also show a typical
snapshot of a crystallite. A total of 4019 trajectories
were used for the analysis.
We computed for each trajectory the modified vari-
able N˜c as defined in eqn. (11) (see fig. 1, lower
panel), and its auto-correlation function C˜(t′, t). We
then applied the numerical method presented above.
As we used C˜(t′, t), the drift term ω˜ vanishes, which
implies j0 = −S0 and J = −S. We computed
4FIG. 1. Evolution of the size of the largest cluster Nc (top),
and its associated modified observable N˜c, for several simu-
lation trajectories. We also show an example snapshot of a
crystallite surrounded by the liquid phase.
S0(t
′, t) = ∂t′C˜(t
′, t), and we then iteratively ap-
plied the recursion relation eq. (10) with m = 0, i.e.∫ t
t′
dτS0(t′, τ)Sn(τ, t) = Sn+1(t′, t). We show in fig. (2)
the functions Sn, as well as the function J = −
∑
n Sn.
If the nucleation process were Markovian, J would be
a step function of t, constant for t < t′ and t > t′ and
discontinuous at t = t′. Although we observe this dis-
continuity, the behaviour around t 6= t′ is far from being
constant. In addition, we note that N˜c(t) vanishes for
each trajectory in the limit t → 0, which implies that
S0(t′, t) ∼ 0 for t→ 0, and thus J(t′, t) = −S(t′, t) ∼ 0
for t → 0. This is observed numerically, and suggests
a non-trivial behaviour for the memory kernel K at
short times. The algorithm needed 15 iterations in S
to properly converge. The functions Sn(t
′, t) probe the
behaviour of memory effects for different times. Each
new order n presents extrema at increasing values of
|t′ − t|. The summation of all the orders results in the
smooth function S = −J (see fig. 2).
We checked the validity of the function J obtained in
this way by using it as an input to compute the right-
hand side of eqn. (3), and we compared the result to the
left-hand side, i.e. C˜(t′, t) itself. As shown in figure 3,
the overlap is very good 2. This test confirms that the
method presented is able to reconstruct the dynamics of
2 The discrepancies at very short times are due to numerical er-
rors in the computation of the derivative of C˜(t′, t). Due to the
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FIG. 2. Top : Sn(t
′, t) for 0 ≤ n ≤ 4 as well of their sum
S(t′, t) =
∑
n
Sn(t
′, t) = −J(t′, t), as a function of t for
a fixed t′ = 150. J would be a step function of t in the
Markovian case. Bottom : Memory kernel K(t′, t) as a func-
tion of t′. We also show the values of the mean first passage
times for different values of Nc as vertical lines. According
to committor analysis the critical nucleus has Nc ≈ 80, thus
t = 100 is in the induction time regime and t = 200 in the
growth regime.
a reaction coordinate, and that it can be used to develop
numerical coarse-graining schemes for dynamics out of
thermal equilibrium.
Once this check on J (t′, t) was performed, we com-
puted its derivative with respect to t, yielding K(t′, t)
which is also shown in fig. (2). In addition we show
vertical lines indicating the mean first passage times for
various values ofNc. A committor analysis of the trajec-
tories showed that the critical crystallite contains ca. 80
particles. Hence we observe memory both, in the nu-
cleation and in the growth regime. The average time
needed for a particle to be attached to a cluster surface
area of σ2LJ was τatt ≃ 5 (in LJ units), which is about
one order of magnitude smaller that the time extent
initial vanishing width of the crystllite size distribution, the
number of trajectories needed to eliminate statistical fluctua-
tions at short times is very large. Here our aim is to demon-
strate the validity of our method and not capture the details
of the nucleation process, therefore we did not run additional
simulations to resolve the early stage dynamics.
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FIG. 3. Auto-correlation function C(t′, t) for various values
of t′ as a function of t. The solid lines are directly computed
from the MD simulations, the dotted lines are the right-
hand side of eqn. (3), where J is computed via the method
presented. The overlap is nearly perfect.
of the memory kernel. We thus conclude that memory
effects are not negligible in the Lennard-Jones crystal-
lization process.
Conclusion - We have introduced a numerical method
to construct memory kernels for any process for which
the non stationary Generalized Langevin Equation is
relevant, regardless of how far from equilibrium the sys-
tem is. This procedure requires little computational ef-
fort and no modeling assumption since its only input
is the two-time auto-correlation function of the observ-
able under study. The method can also be applied to
a modified version of the nsGLE, where the memory
kernel and the fluctuating force contribute only to the
fluctuations about the average of the observable of in-
terest. We investigated the crystallization process as a
proof of principle, and we have shown that the proce-
dure allows to reconstruct the dynamics of the problem.
In this particular example, we demonsrate that memory
effects play a significant role for nucleation and growth
dynamics.
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FIG. 4. The function ǫ(s) is clearly non-vanishing during
the Lennard-Jones crystallization process. Non-Markovian
features are stronger at short times than in the long-time
limit.
SUPPLEMENTAL MATERIAL
Quantifying Non-Markovianity
To reconstruct the full memory kernel K(t′, t) is
an interesting way of assessing memory effects, how-
ever we can come up with a simpler measure of
non-Markovianity. The Markovian limit is reached
if K(t′, t) = −γ(t)δ(t′ − t), yielding C(t′, t) =
C(t′, t′)e−
∫
t
t′
dτγ(τ) for any times t′ < t. Therefore,
for any time s ∈ [t′, t] a Markovian process fulfills
C(t′, t) = C(t′, s)C(s, t). We test the validity of this
decomposition by defining a unitless quantity ǫ(s):
ǫ(s) :=
1
s(T − s)
∫ s
0
dt′
∫ T
s
dt
∣∣∣∣1− C(t′s)C(s, t)C(t′, t)
∣∣∣∣ ,
(14)
where T is the total time of the process. For a given
value of s, ǫ(s) measures the deviation from the expo-
nential decomposition at any point in the 2D-domain
[0, s] × [s, T ] and averages over it. By definition, ǫ(s)
vanishes in the Markovian case. The dependence on s al-
lows to quantify how non-Markovian behaviour evolves
throughout the process. In fig. 4 we show ǫ(s) for the
Lennard-Jones crystallization process, using C˜(t′, t) as
input.
Details of the derivation for J (t′, t)
We recall the starting point of our derivation for J ,
that is
J (t′, t) = j0(t′, t) +
∫ t
t′
dτS0(t′, τ)J (τ, t) (15)
where we have defined
S0(t′, t) = C(t′, t′)−1∂t′C(t′, t) (16)
j0(t
′, t) = C(t′, t′)−1∂t′ [C(t
′, t′)− C(t′, t)] (17)
By substituting J (t, τ) on the right-hand side of eq. (15)
by eq. (15) itself, we obtain
J (t′, t) =j0(t′, t) +
∫ t
t′
dτS0(t′, τ)j0(τ, t)
+
∫ t
t′
dτS0(t′, τ)
∫ t
τ
dτ ′S0(τ, τ ′)J (τ ′, t)
=j0(t
′, t) +
∫ t
t′
dτS0(t′, τ)j0(τ, t)
+
∫ t
t′
dτ ′
[∫ τ ′
t′
dτS0(t′, τ)S0(τ, τ ′)
]
J (τ ′, t)
=j0(t
′, t) +
∫ t
t′
dτS0(t′, τ)j0(τ, t)
+
∫ t
t′
dτS1(t′, τ)J (τ, t) (18)
where we have defined S1(t′, t) =
∫ t
t′ dτS0(t′, τ)S0(τ, t).
We can continue and insert eqn. (15) into the right-hand
side of eqn. (18), and find
∫ t
t′
dτS1(t′, τ)J (τ, t) =
∫ t
t′
dτS1(t′, τ)j0(τ, t)
+
∫ t
t′
dτS1(t′, τ)
∫ t
τ
dτ ′S0(τ, τ ′)J (τ ′, t)
=
∫ t
t′
dτS1(t′, τ)j0(τ, t)
+
∫ t
t′
dτ ′
[∫ τ ′
t′
dτS1(t′, τ)S0(τ, τ ′)
]
J (τ ′, t)
=
∫ t
t′
dτS1(t′, τ)j0(τ,t) +
∫ t
t′
dτS2(t′, τ)J (τ, t) (19)
where we have defined S2(t′, t) =
∫ t
t′ dτS1(t′, τ)S0(τ, t).
By defining more generally
Sn(t′, t) =
∫ t
t′
dτ1
∫ τ1
t′
dτ2 · · ·
∫ τn−1
t′
dτnS0(t′, τn)S0(τn, τn−1) · · · S0(τ2, τ1)S0(τ1, t) (20)
7we can iterate the recursive substitution of J (τ, t) below
the integral and finally obtain
J (t′, t) = j0(t′, t) +
∞∑
n=0
∫ t
t′
dτSn(t′, τ)j0(τ, t) (21)
Markovian limit
In the Markovian limit, we have K(t′, t) = γ(t′)δ(t′−
t), with γ(t) < 0, yielding
C(t′, t) = C(t′, t′) exp
(∫ t
t′
dτγ(τ)
)
(22)
for t′ < t. Let us compute the first orders of Sn(t′, t).
We first have
S0(t′, t) = 1
C(t′, t′)
∂C(t′, t)
∂t′
= −γ(t′)e
∫
t
t′
dτγ(τ) (23)
S1(t′, t) =
∫ t
t′
dτS0(t′, τ)S0(τ, t)
= γ(t′)
∫ t
t′
dτγ(τ)e
∫
t
t′
dτγ(τ)
S2(t′, t) =
∫ t
t′
dτS1(t′, τ)S0(τ, t)
= −γ(t′)
∫ t
t′
dτ
∫ τ
t′
dτ ′γ(τ ′)γ(τ)e
∫
t
t′
dτγ(τ)
(24)
We infer
Sn(t′, t) = (−1)n+1 exp
(∫ t
t′
dτγ(τ)
)
γ(t′)
×
∫ t
t′
dτ1γ(τ1) · · ·
∫ τn−1
t′
dτnγ(τn) (25)
The nested integral on the right-hand side, together
with the (−1)n factor, consist in the n-th order term
in the Taylor expansion of the the exponential function
exp
(
− ∫ t
t′
dτγ(τ)
)
:
∞∑
n=0
(−1)n
∫ t
t′
dτ1γ(τ1) · · ·
∫ τn−1
t′
dτnγ(τn)
= exp
(
−
∫ t
t′
dτγ(τ)
)
⇒
∞∑
n=0
Sn(t′, t) = −γ(t′) exp
(
−
∫ t
t′
dτγ(τ)
)
× exp
(∫ t
t′
dτγ(τ)
)
⇒ S(t′, t) = −γ(t′) (26)
Again, this is valid for t′ < t. In the case t′ > t,
the same calculation would yield S(t′, t) = γ(t′). In
other words, for any t and t′, we would have S(t′, t) =
−J (t′, t) = γ(t′) [2Θ(t′ − t)− 1], where Θ is the Heav-
iside function. The derivative with respect to t would
then yield K(t′, t) = γ(t′)δ(t′ − t), which is consistent
with what we started from.
An interesting property of the functions Sn(t′, t) is
the fact that their derivatives with respect to t can be
written as
∂Sn(t′, t)
∂t
= γ(t) (Sn(t′, t)− Sn−1(t′, t)) (27)
In other words, we have ∂tSn(t′, t) = 0 ⇔ Sn(t′, t) =
Sn−1(t′, t): the extremum of the function Sn(t′, t) is lo-
cated where it crosses the previous order. This is a
graphical check that can easily be performed to test the
Markovian assumption.
Stationary case In the stationary limit, γ(t) be-
comes a constant. We then obtain, for t′ < t
Sn(t′, t) = (−γ)
n+1(t− t′)neγ(t−t′)
n!
(28)
At constant t′, Sn(t′, t) presents an extremum at t∗n =
t′ − n/γ, and Sn(t′, t∗n) = −γnnen/n!
n→∞∝ n−1/2. In
a stationary process, one can hence test the Markovian
assumption by checking if the extrema of the functions
Sn(t′, t) are located with an equal spacing and if their
amplitude decay as 1/
√
n.
