Abstract. Minimizing VaR, as estimated from a set of scenarios, is a difficult integer programming problem. Solving the problem to optimality may demand using only a small number of scenarios, which leads to poor out-ofsample performance. A simple alternative is to minimize CVaR for several different quantile levels and then to select the optimized portfolio with the best out-of-sample VaR. We show that this approach is both practical and effective, outperforming integer programming and an existing VaR minimization heuristic. The CVaR quantile level acts as a regularization parameter and, therefore, its ideal value depends on the number of scenarios and other problem characteristics.
1. Introduction. Minimizing a portfolio's Value-at-Risk (VaR) is a challenging optimization problem. One reason for this is that, aside from certain special cases, such as when losses are elliptically distributed, VaR is not a simple function of the positions in the portfolio. As a result, it is common practice to approximate the portfolio's loss distribution with a finite number of scenarios, and to optimize the VaR as estimated from this sample. Obtaining an accurate risk estimate, so that the optimized portfolio performs well on an out-of-sample basis, may demand an extremely large number of scenarios. This in itself is not necessarily problematic; optimizing other risk measures, such as the conditional VaR (CVaR), i.e., the average loss exceeding the VaR, also requires scenario approximation. However, VaR presents an additional challenge in that minimizing its estimator, the sample quantile, entails integer programming. This makes it increasingly difficult to find an optimal solution as the number of scenarios increases, so that this approach offers limited practical benefit. In contrast, CVaR optimization is a linear program, which can be solved much more readily. This computational advantage motivates using CVaR as a substitute, or proxy, for VaR in optimization problems.
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Further justification for optimizing CVaR in place of VaR stems from the fact that, for a given quantile level α, CVaR is an upper bound for VaR, i.e., CVaR α ≥ explains the heuristic procedure of Larsen et al. [9] . The results of our computational experiments are reported in Section 4. Finally, Section 5 contains concluding remarks.
Estimators of VaR and CVaR.
Let the continuous random variable L, having distribution function F , denote the proportion of a portfolio's value that is lost over a given time horizon, i.e., L represents the "loss return", or the negative of the typical return. 4 VaR α is the loss that is exceeded with probability 1 − α, i.e.,
or, equivalently, VaR α = F −1 (α). CVaR α is the expected loss given that it exceeds VaR α , i.e.,
More generally, for continuous or discrete random variables, the respective definitions are
and (see, for example, Acerbi and Tasche [2] , Rockafellar and Uryasev [18] )
Consider a sample of N losses, drawn randomly from F . Let (k) denote the k th order statistic of the sample losses, so that 
where x is the smallest integer greater than or equal to x. It follows that in a sample of size N , the loss exceeds q α,N in no more than N (1 − α) scenarios, where x is the integer part of x. From Equation 4 , an estimator of CVaR α is
or equivalently, h α,N = 1 1 − α 1 α q p,N dp.
For example, suppose N = 100 and that the three largest losses are (98) = 0.42, 
) + 2 (99) + 2 (100) )/5 = 0.46, respectively. Note that, under mild conditions, both q α,N and h α,N are consistent and asymptotically unbiased (Arnold et al. [3] , Brazauskas et al. [5] ).
3. Problem formulations. Let w = {w j , j = 1, . . . , J} denote a portfolio of J assets, where w j is the weight of asset j, and suppose that the asset returns, r, follow the continuous multivariate distribution Ψ. If the return of asset j is r j then the portfolio's loss is
−r j w j .
The actual VaR of portfolio w is denoted VaR α (w, Ψ), explicitly recognizing its dependence on the asset weights and the joint asset returns.
Let Ω ⊆ R J be the set of acceptable portfolios. For example, Ω may comprise only portfolios with no short positions, or those for which no stock represents more than 5% of the total value. We assume that Ω is convex, specifically, that it is defined by one or more linear constraints, i.e., Ω = {w ∈ R J | Aw ≤ b} for some matrix A and vector b. Our goal is to find w * ∈ Ω for which VaR α (w * , Ψ) is minimal, i.e., w * is a solution to the optimization problem
If Ψ is a multivariate elliptical distribution, such as the normal, then VaR α (w, Ψ) can be expressed in terms of the means and covariances of the asset returns. Specifically, if r ∼ E J (r, Σ, φ) and each r j has finite variance then Problem 9 becomes
where Z α is the α-quantile of the standardized distribution. Problem 10 can be solved efficiently using second order conic programming (SOCP). In practice, however, solving Problem 9 often is complicated by the fact that Ψ is unavailable in closed-form, or results in a computationally complex objective function. In light of this, suppose that we generate a sample S o comprising N random observations (scenarios) from Ψ. If r ij is the return of asset j in scenario i then the associated loss return of the portfolio w is
We then minimize q α,N (w, S o ), an estimate of VaR α (w, Ψ), by solving the following scenario approximation to Problem 9
Observe that the binary variable z i = 1 if the loss exceeds q in scenario i (M is a suitably large constant that bounds the excess loss). It is apparent that q will take on the smallest possible value that is exceeded in at most N (1 − α) scenarios, which is consistent with minimizing the sample α-quantile. Problem 12, a mixedinteger program (MIP) with N binary variables, becomes increasingly difficult to solve as the number of tail scenarios, N (1 − α) , increases.
Let w * (q α,N , S o ) identify the optimal solution to Problem 12. The in-sample risk of this portfolio is q α,N (w
. Typically, instances of Problem 12 that can be solved optimally require N to be so small that the inherent estimation error limits the usefulness of the results, i.e., q α,N (w 
Note that u is effectively an estimate of VaR α while y i is the amount, if any, by which the loss return exceeds the estimated VaR α in scenario i. Problem 13 is a linear optimization problem. While the solution time increases with N , it does so much more slowly than for Problem 12, so that Problem 13 can be solved efficiently even for large sample sizes. The in-sample VaR of the resulting optimal portfolio w
The proxy is said to be effective if
. To highlight the differences between the VaR and CVaR scenario approximation problems, suppose N = 100 and α = α = 95%. In this case, Problem 12 allows five losses to be arbitrarily large while minimizing the sixth-largest loss. In contrast, Problem 13 minimizes the average of the five largest losses. Clearly, reducing the five largest losses tends (indirectly) to lower the sixth-largest loss as well, so that h 0.95,100 is an intuitively appealing proxy for q 0.95,100 .
Since the VaR measure is indifferent to the sizes of losses that exceed the quantile, one might expect further reductions in the VaR, i.e., the sixth-largest loss, to be obtained if the CVaR problem ignores the magnitudes of the five largest losses. This motivates the VaR minimization heuristic of Larsen et al. [9] , which iteratively constructs a set of "inactive" scenarios from the initial sample S o , whose losses are allowed to become arbitrarily large, while minimizing CVaR at a specified quantile level for the remaining "active" scenarios. In each iteration, a constant proportion, 0 < ξ ≤ 1, of the active scenarios whose losses exceed the current VaR estimate is discarded, or made inactive. The process terminates when no more active scenarios can be discarded.
More precisely, to minimize VaR α , the heuristic first solves Problem 13 with α = α to obtain an initial solution w * 
where the variable γ is a loss threshold which ensures that no active scenario incurs a loss return greater than that of any inactive scenario.
The quantile level α k in Problem 14 is chosen so that the CVaR of w * k−1 , as estimated from the active scenarios in iteration k, is as close as possible to VaR α of w * k−1 , as estimated from the full sample, i.e.,
o ) may increase as k increases (i.e., solutions are not guaranteed to improve monotonically), the heuristic simply returns the best solution encountered.
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Note that no iterations are performed if N (1 − α) < 1, as no scenarios can be discarded in this case. Otherwise, the heuristic performs a total of K iterations after solving the initial problem, where
(15) It follows that K increases with N and decreases with α and ξ. Larsen et al. [9] found that the in-sample solution quality improves as more iterations are performed, i.e., as ξ decreases.
While Problem 13 and Problem 14 both minimize CVaR, the former has some computational advantages. First, since there is no need to distinguish active and inactive scenarios, Problem 13 does not require the additional N constraints (involving γ), making it only about half the size of Problem 14. Second, both the heuristic and the CVaR proxy approaches typically require solving a sequence of optimization problems with different quantile levels. Since instances of Problem 13 differ only in terms of α , while successive iterations of the heuristic modify α k as well as the sets S o k andS o k in Problem 14, it is somewhat easier to "warm start" an optimization with an existing solution in the former case.
4. Numerical experiments. For evaluation purposes, we optimized two portfolios of international stocks, selected based on historical data from Reuters Data Scope Select (DSS). Consideration was given only to those stocks having
• a complete set of monthly data from January 2003 to June 2010 (i.e., 90 months of data); • a share price of at least 1 USD throughout the entire period;
• a market capitalization of at least 50 million USD throughout the entire period. We first computed monthly USD returns for all candidates, thereby capturing the effects of both equity and currency risks. Two sets of 100 stocks then were selected based on the degree of normality of their returns:
• "normal" stocks have Jarque-Bera statistics between 0 and 0.27 (p-values, as tabulated by Wuertz and Katzgraber [19] , above 0.85); • "non-normal" stocks have Jarque-Bera statistics between 500 and 822 (pvalues below 0.0001).
We generated scenarios of joint returns for each set of 100 stocks, consistent with the historical moments and correlations, using the procedure of Høyland et al. [8] . 6 For normal stocks, root mean squared error tolerances were 0.001 for the moments and 0.001 for the correlations. In the non-normal case, we found that the procedure did not converge (i.e., did not produce a valid sample) if the correlation tolerance was 0.001. Therefore, we specified error tolerances of 0.001 for the moments and 0.1 for the correlations, and then simply discarded samples whose correlation error exceeded 0.02. A total of 1.5 million scenarios were generated in each case; 25 samples of size 20000 were designated scenario approximations for optimization purposes while the other one million scenarios were taken to represent the "true" (out-of-sample) asset return distribution Ψ, i.e., VaR α (w, Ψ) is given by the sample α-quantile from the one million scenarios. Table 1 shows the statistical properties of the historical returns along with the largest simulation errors, computed as the maximum difference between a historical statistic and the corresponding out-of-sample statistic, for any stock. The results indicate that the scenarios are consistent with historical observations. Clearly, any portfolio of normal stocks will have a loss distribution that is close to normal, while this will not necessarily be true for non-normal stock portfolios.
Our goal is to find portfolios that minimize the out-of-sample VaR at quantile levels α = 90%, 95%, 99% and 99.9%, subject to there being no short positions, i.e.,
We considered scenario approximations of size N = 1000, 5000, 10000 and 20000. Thus, each sample of 20000 scenarios (recall that there are 25 such samples for both normal and non-normal returns), gives rise to 16 VaR minimization problems, corresponding to all possible combinations of sample sizes and quantile levels. Note that a scenario approximation of size N was obtained by selecting the first N scenarios from the sample. For each α and N , we performed the following optimizations:
by solving Problem 12 subject to a 30 minute time limit; 2. Minimize q α,N (w, S o ) by applying the heuristic with ξ = 1.0, 0.5 and 0.1; 3. Minimize h α ,N (w, S o ) by solving Problem 13 for α = 50%, 50.1%, . . . , 99.9%, i.e., 500 quantile levels in total. The in-sample and out-of-sample VaR were recorded for each optimized portfolio, and the results were averaged over 25 trials.
4.1. Normal returns. First, consider the portfolio of stocks with (almost) normal returns. Since the deviation from multivariate normality is small, in addition to using scenario approximation we also solved Problem 10 with r and Σ computed from the historical returns and Z α given by the standard normal α-quantile. Table 2 shows that for the resulting optimal portfolios, the normal, historical VaR agrees well with the true VaR as computed from the one million out-of-sample scenarios. Table 3 reports the average in-sample VaR of portfolios obtained by minimizing q α,N (w, S o ) using the MIP formulation and the heuristic, as well as minimizing the CVaR proxy h α ,N (w, S o ) at quantile levels α = α, α + and α * , where
• α corresponds to the standard CVaR upper bound for VaR;
• α + yields the lowest average in-sample VaR of all α considered; • α * yields the lowest average out-of-sample (actual) VaR of all α considered.
By definition, solving the MIP must yield the lowest in-sample VaR for a given problem (since this approach minimizes the sample α-quantile directly). As seen in Table 3 , this is the case whenever a near-optimal MIP solution can be obtained within the 30 minute time limit, i.e., generally, when the number of tail scenarios, N (1 − α), is sufficiently small. When the MIP solution is of poor quality, the best in-sample result is obtained by the heuristic procedure with ξ = 0.1.
Minimizing the upper bound h α,N (w, S o ) consistently fails to match the performance of the heuristic on an in-sample basis. Even the best in-sample CVaR proxy, h α + ,N (w, S o ), yields solutions whose quality is comparable only to that of the poorest heuristic solutions (ξ = 1.0). Evidently, iteratively discarding scenarios is critical for reducing the in-sample VaR.
On an out-of-sample basis, however, the results are markedly different (Table 4) . Now, the best CVaR proxy, h α * ,N (w, S o ), always outperforms the MIP and the heuristic methods (note that no single value of ξ consistently yields the best heuristic result). Moreover, simply minimizing the upper bound also outperforms these methods unless N (1 − α) is small. When N = 20000, the best proxy results almost match those obtained by minimizing the normal, historical VaR (see Table 2 ); the discrepancy ranges from 0.07% for α = 90% to 0.59% for α = 99.9%. To clarify these results, Figure 1 plots the average in-sample and out-of-sample VaR at the 99% quantile level against the number of scenarios for the various methods (to improve readability, we exclude the results of the heuristic with ξ = 0.5 and 1.0). For all methods, the difference between the in-sample and out-of-sample VaR declines as N increases; intuitively, the approximation to the true loss return distribution improves with more scenarios.
Perhaps surprisingly, a lower in-sample VaR generally implies a higher out-ofsample VaR (with the exception of the MIP solutions for large N ). This can be attributed to the optimization exploiting the idiosyncracies of the scenarios, essentially overfitting the data in order to obtain the best possible objective function value. In other words, when N (1 − α) is relatively small, an in-sample VaR that is "too good" indicates that the optimization has seized upon sampling errors in the scenario approximation, which degrades out-of-sample performance. Conversely, a solution with an extremely poor in-sample VaR is also undesirable, as this suggests that the optimization has failed to structure the portfolio in a beneficial manner. This is apparent in the MIP solutions for N = 10000 and N = 20000, where the 30 minute time limit prevents finding a solution of sufficiently high quality.
Evidently, the best out-of-sample results are associated with solutions whose insample VaR is "good, but not too good", i.e., the optimized portfolio is structured to have a low VaR, without being overly tuned to a particular scenario approximation. This suggests that the optimization should be restrained, or dampened, as necessary to account for the level of sampling error in the scenario approximation. The standard way to do this is through regularization, which may involve shrinkage estimators or adding constraints to the problem (see, for example, DeMiguel et al. [7] ). Our experiments indicate that a similar effect can be obtained by modifying parameters of the solution algorithm (e.g., decreasing the time limit for the MIP solver, increasing ξ for the heuristic) or by using a CVaR proxy. To clarify these results, Figure 1 plots the average in-sample and out-of-sample VaR at the 99% quantile level against the number of scenarios for the various methods (to improve readability, we exclude the results of the heuristic with  = 0.5 and 1.0). For all methods, the difference between the in-sample and out-of-sample VaR declines as N increases; intuitively, the approximation to the true loss return distribution improves with more scenarios. When using a CVaR proxy, the quantile level α effectively controls the amount of dampening. Thus, the proxy quantile level that performs best on an out-of-sample basis, α * , depends on the amount of sampling error in the scenario approximation. As shown in Table 5 , α * is always less than α, the VaR quantile level, and it tends to increase with N , the number of scenarios (i.e., α * becomes larger as the sampling error declines).
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For normal distributions, it is possible to compute the limiting value of α * as N → ∞. Recall that if losses are normally distributed then both VaR and CVaR can be expressed as a weighted sum of the mean and the standard deviation. Specifically, suppose that losses are distributed N (µ, σ) and denote the normal distribution and density functions by Φ and φ, respectively. Then
and where Z α = Φ −1 (α) and K α = φ(Z α )(1 − α) −1 . As such, minimizing VaR α is equivalent to minimizing CVaRα, whereα satisfies φ(Zα) = Z α · (1 −α). Table 6 givesα for the quantile levels considered in this paper.
In our experiments, the optimized out-of-sample loss distributions are close to normal; all loss distributions referenced in Table 4 , regardless of the sample, have skewness between -0.03 and 0.03, and excess kurtosis between -0.04 and 0.02. Thus, α * should approachα as N increases and, in fact, the results in Table 5 exhibit this trend. Essentially, the difference (α − α * ) reflects the amount of dampening. Note that α * approachesα more quickly as α decreases. This is consistent with the fact that the volatility of VaR and CVaR estimates increases with α, i.e., for a given N , more dampening is required as α → 1.
To show the effect of the CVaR proxy level in more detail, Figure 2 plots the in-and out-of-sample VaR against α for α = 99% and N = 1000, 5000 and 20000 (graphs for other values of α and N exhibit similar characteristics). While the insample VaR attains a sharp minimum, the out-of-sample VaR profile is much flatter (see Table 5 for the quantile levels, α + and α * , corresponding to the respective minima). This lack of curvature is attractive from a practical perspective; a trialand-error approach that evaluates only a limited number of α values is likely to produce a good CVaR proxy, even if it does not find α * precisely. For example, while α * = 85.4% for N = 1000, any 56.5% ≤ α ≤ 98.4% yields an out-of-sample VaR of less than 457 basis points, thereby improving on the best result obtained by the heuristic or MIP methods. As shown in Table 7 , for any combination of α and N , it is relatively easy to find a good value of α by trial-and-error. Table 6 gives α for the quantile levels considered in this paper. In our experiments, the optimized out-of-sample loss distributions are close to normal; all loss distributions referenced in Table 4 , regardless of the sample, have skewness between 0.03 and 0.03, and excess kurtosis between 0.04 and 0.02. Thus,  * should approach α as N increases and, in fact, the results in Table 5 exhibit this trend. Essentially, the difference ( α   * ) reflects the amount of dampening. Note that  * approaches α more quickly as  decreases. This is consistent with the fact that the volatility of VaR and CVaR estimates increases with , i.e., for a given N, more dampening is required as   1.
To show the effect of the CVaR proxy level in more detail, Figure 2 plots the in-and out-of-sample VaR against  for  = 99% and N = 1000, 5000 and 20000 (graphs for other values of  and N exhibit similar characteristics). While the in-sample VaR attains a sharp minimum, the out-of-sample VaR profile is much flatter (see Table 5 for the quantile levels,  + and  * , corresponding to the respective minima). This lack of curvature is attractive from a practical perspective; a trial-and-error approach that evaluates only a limited number of  values is likely to produce a good CVaR proxy, even if it does not find  * precisely. For example, while  * = 85.4% for N = 1000, any 56.5%    98.4% yields an out-of-sample VaR of less than 457 basis points, thereby improving on the best result obtained by the heuristic or MIP methods. As shown in Table 7 , for any combination of  and N, it is relatively easy to find a good value of  by trial-and-error. 4.2. Non-normal returns. We now consider stocks with non-normal returns. The methods that deliver the best in-sample (Table 8 ) and out-of-sample (Table 9) performance are identical to those for normal asset returns. However, the differences between methods are larger in this case. Figure 3 plots the average skewness and excess kurtosis of the out-of-sample loss distributions of portfolios obtained by minimizing h α ,N (w, S o ) for 50% ≤ α ≤ 99.9%. All distributions exhibit positive excess kurtosis while negative skewness is apparent when α > 65% (α > 70% if N = 1000). Intuitively, as α increases, CVaR α is minimized by lengthening the left tail relative to the right tail and making the distribution more peaked. The lack of normality affects the values of α + and α * (Table 10 ). When α = 90% or 95%, both α + and α * are generally lower than they are for normal returns. In Table 9 . Out-of-sample VaR in basis points (percentage difference from upper bound minimization in parenthesis) for non-normal returns. Shading identifies the best results. contrast, when α = 99% or 99.9%, α * is higher than for normal returns while α + is about the same.
Since neither the limiting value of α * nor the quantile levelα, for which CVaRα equals VaR α , can be found analytically, we obtain their approximate values by minimizing CVaR α using the one million out-of-sample scenarios (Table 11) . The values ofα are lower than those for normally distributed losses (see Table 6 ), consistent with positive excess kurtosis, i.e., heavier-than-normal tails. While the limiting value of α * equalsα for normal distributions, in this case α * ≤α. The out-of-sample VaR profile (Figure 4 ) exhibits greater curvature than when losses are normally distributed (Figure 2 ), indicating that VaR is more sensitive to the quantile level used when optimizing CVaR in this case. Intuitively, this is because the skewness and the kurtosis of the optimized portfolio loss distributions vary with α (see Figure 3) , unlike when the loss distributions are normal. As such, the ranges of α values for which the CVaR proxy outperforms the MIP and heuristics methods tend to be smaller for non-normal loss distributions (Table 12) . Nevertheless, the ranges suggest that it is still relatively easy to find a good value for α by trial-and-error.
Proxies for Minimizing VaR
be smaller for non-normal loss distributions (Table 12) . Nevertheless, the ranges suggest that it is still relatively easy to find a good value for  by trial-and-error. To assess the relative performance of the heuristic and CVaR proxy methods in stressed conditions, we repeated the experiments with non-normal stocks while Table 12 . Range of α (%) for which the CVaR proxy outperforms MIP and heuristic methods for non-normal returns.
increasing their historical correlations by approximately 25% (yielding average, minimum and maximum correlations of 0.20, -0.34 and 0.96, respectively). The results were practically identical to those with the historical correlations, and are therefore not reported here.
4.3.
Computational performance. Table 13 and Table 14 show the average solution times for the normal and non-normal stock portfolios, respectively. To aid in comparing the various methods, we also report the number of CVaR proxy problems (i.e., instances of Problem 13) that can be solved in an equivalent amount of time. Evidently, the ability of the CVaR proxy approach to leverage warm starts is advantageous, allowing a relatively large number of CVaR problems to be solved in the time taken by other methods. Note, however, that such comparisons depend on the range and the granularity of the quantile levels for the CVaR proxy. For example, our experimental approach, which starts with α = 99.9% and then decreases α by 0.1% in subsequent iterations, allows each CVaR problem to be solved extremely quickly but may entail a relatively large number of iterations. Alternatively, starting at a lower quantile level and/or using a larger step size may prove to be more computationally effective, even if the individual CVaR problems take longer to solve.
Indeed, while we evaluated a total of 500 CVaR-optimized portfolios for each problem in order to accurately relate VaR and the CVaR quantile level, our experiments suggest that this level of precision is unnecessary in practice. Rather, finding a quantile level that produces a good CVaR proxy (i.e., yielding an out-ofsample VaR better than both the MIP and heuristic methods) requires only a small number of trials. For example, trying only the six values α = 70%, 75%, 80%, 85%, 90% and 95% is sufficient to outperform the MIP and heuristic methods for all 32 problems considered in this paper.
Certainly, further tuning of the methods may improve their respective results. Algorithms for solving the MIP, for instance, typically have a large number of parameters that affect the solution quality, particularly when a time limit is imposed. Likewise, the performance of the heuristic depends on the parameter ξ, for which we considered only three possible values. However, we maintain that from a practical standpoint, finding suitable parameter values for these methods takes longer than tuning the CVaR proxy by varying α . While both the CVaR proxy and the heuristic solve similar problems (respectively, Problem 13 and Problem 14), evaluating a single ξ parameter value requires iteratively solving many such problems. For each problem considered in our experiments (aside from the case of α = 99.9% and N = 1000, where all of ξ = 0.1, 0.5 and 1.0 perform only one iteration), obtaining the three heuristic solutions entailed solving at least 21 instances of Problem 14. As noted above, the CVaR proxy yields better results while solving only six instances of Problem 13. Of course, a more refined search for α * , such as bisection, may further improve the efficiency and/or the solution quality of the CVaR proxy approach.
5.
Conclusions. When using scenario approximation, minimizing CVaR is an effective way to obtain portfolios with a low out-of-sample VaR. Optimizing CVaR for a number of different quantile levels and then selecting the portfolio with the lowest VaR works well in practice for several reasons. First, the procedure is robust, i.e., good results are obtained for a wide range of quantile levels. Second, changing the quantile level in the objective function allows a series of CVaR problems to be solved efficiently by warm start methods. Our experiments show that it is possible to outperform MIP and heuristic methods for minimizing VaR by trying only a small number of different CVaR quantile levels.
Minimizing CVaR in place of VaR is a form of regularization, as it tends to limit overfitting. While CVaR proxies typically cannot match the in-sample results of MIP and heuristic methods, their out-of-sample performance is often much better, particularly when the number of tail scenarios is small. The CVaR quantile level effectively controls the amount of regularization. Thus, the quantile level that yields the best CVaR proxy depends on the size of the scenario approximation, as well as on problem characteristics like the loss distribution. All else being equal, the best CVaR quantile level for a problem increases as the number of scenarios increases.
