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Abstract² A novel algorithm for automatic 3D segmentation 
of magnetic resonance imaging (MRI) data for detection of head 
and neck cancerous lymph nodes (LN)) is presented in this paper. 
The proposed algorithm pre-processes the MRI data slices to 
enhance quality and reduce artefacts. A modified Fuzzy c-mean 
process is performed through all slices, followed by a probability 
map which refines the clustering results, to detect the 
approximate position of cancerous lymph nodes. Fourier 
interpolation is applied to create an isotropic 3D MRI volume.  A 
new 3D level set method segments the tumour from the 
interpolated MRI volume. The proposed algorithm is tested on 
synthetic and real MRI data. The results show that the novel 
cancerous lymph nodes 3D volume extraction algorithm has over 
0.9 Dice similarity score on synthetic data and 0.7 on real MRI 
data. The F-measure is 0.92 on synthetic data and 0.75 on real 
data. 
Keywords²MRI data, Head and neck cancer, Modified fuzzy c-
mean, probability map, 3D level set method (LSM) 
I. INTRODUCTION  
Radiotherapy, along with surgery, provides the main option 
for curative cancer treatment. The delineation of cancerous 
lymph nodes can help determine the clinical target volume 
(CTV) [1]. CTV is the exact tumour volume with margin for 
subclinical microscopic spread and affected lymph node. 
Definition of this region is fundamental for accurate and 
effective radiation treatment planning. Development of 
automated delineation methods can help reduce inter and intra 
variabilities of manual tumour delineation, providing objective 
and reliable assistance to clinical oncologists to reduce work 
load and improve radiation treatment [2]. 
Fig. 1(a) shows a T1 weighted gadolinium-enhanced head 
and neck MR image with cancerous lymph nodes. It is known 
that cancerous lymph nodes have fuzzy boundaries and they are 
not significantly distinct from neighbour tissues. Furthermore 
as seen in Fig. 1(b) artefacts of MRI data, such as uneven 
illumination, are present. All these make automatic 
segmentation of cancerous areas a very challenging task. 
 A variety of algorithms have been proposed for cancerous 
lymph nodes segmentation, such as training based approaches 
[3], graph cut techniques [4], and deformable models [5, 6]. 
These previous works mostly segment lymph nodes from CT 
images in 2D, and some approaches rely on manual 
segmentation. On the contrary, the novel work in this paper 
addresses the automatic delineation of cancerous lymph nodes 
from a series of MRI slices, using a 3D level set method (LSM). 
 
(a) 
 
(b) 
Fig. 1. (a) A T1-weighted Gadolinium-enhanced head and neck MR image 
example with cancerous lymph  nodes; (b) A image serires from one MRI 
dataset. 
This paper presents a new fully automatic algorithm for 3D 
segmentation of cancerous lymph nodes volume from T1-
weighted Gadolinium-enhanced MRI data. The challenges of 
this work include segmenting tumour regions with fuzzy 
boundaries, non-uniform intensities, and avoiding adjacent 
anatomical structures. It is essential to determine the position of 
lymph nodes, and the intensity range of the cancerous lymph 
node area is very important. This novel algorithm is validated 
on both synthetic and real MRI data from the Beatson West of 
Scotland Cancer Centre, in Glasgow. 
The remainder of the paper is organised as follows. Section 
2 describes the new automatic cancerous lymph nodes 3D 
segmentation algorithm. Section 3 demonstrates the 
experimental results on both synthetic and read MRI datasets. 
The last section summaries the paper.  
*Research supported by Beatson Cancer Charity.  
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II. AUTOMATIC HEAD AND NECK ABNORMAL LYMPH NODES 
3D SEGMENTATION 
The proposed head and neck cancerous lymph nodes 
segmentation is shown in Fig. 2. The algorithm contains two 
main parts: a) Image pre-processing, b) Cancerous lymph nodes 
3D segmentation.  
 
Fig. 2. Flowchart of automatic cancerous lymph nodes segmentation. 
A. Image pre-processing 
In this work, multiple pre-processing techniques are applied 
to the MRI data for artefacts removing and image enhancing. 
Background noise is minimised using morphological opening 
and a majority operation [7], which can remove small noisy 
regions while preserving edges in the image. The images  are 
enhanced using a background brightness preserving contrast 
enhancement technique [8]. There are two types of intensity 
variations in MRI data. The first type is intensity 
inhomogeneity (IIH) (also named as Bias field) [9] on a single 
slice. In this paper, IIH is estimated and corrected based on 
techniques described in [10]. The second type of intensity 
variation is between slices. This occurs when a certain 
measured intensity cannot be associated with a specific tissue 
class [9] on all slices. In this work the effect of intensity 
variation is reduced using an intensity standardisation between  
slices[7]. The MRI data used in this work has anisotropic 
voxels, while 3D LSM only works well on isotropic voxels. 
Original voxels are converted to isotopic voxels through 
Fourier interpolation, which was introduced in [11]. The 
volume for LSM segmentation is reconstructed in 3D using 
both real and interpolated slices. 
B. Cancerous lymph nodes detection 
Results of the level set evolution rely on the initialisation 
and target intensity range setting. The initialisation provides a 
start point (initial seed) for the level set method, and sets the 
size of the initial seed. The target intensity range is a rough 
estimate of the range of pixel intensities of the cancerous lymph 
node region. The detection of lymph nodes helps determine 
start point of level set evolution, and the intensity range of 
cancerous lymph nodes area. The steps for lymph nodes 
detection are shown in Fig. 3. 
 
Fig. 3. Workflow for lymph nodes detection. 
Cancerous lymph nodes detection is performed slice by 
slice. For each MRI slice, the throat is detected by two fuzzy 
rules [2]. Then a modified fuzzy c-mean (MFCM) algorithm 
[12] utilises intensity and spatial information of pixels to 
organise them into five clusters. Clustering into five categories 
is based on the assumption that a pre-processed head and neck 
MRI slice consists of four main tissue types (fatty tissue, cancer 
tissue, normal tissue, and normal muscle tissues) and 
background. Based on prior biomedical knowledge from 
clinicians, head and neck cancerous regions (tumour and 
cancerous LN) are normally located around the throat region, 
and they usually have first or second brightest intensity among 
all tissues. 
 
(a) 
 
(b) 
Fig. 4. (a) A pre-processed MRI slice with detected  throat region (red is); (b) 
Modified fuzzy c-mean, left top is original image, other five are five clusters, 
from left to right first row, then left to right second row, the intensity of each 
cluster is brighter. 
Fig. 4(a) illustrates the typical throat detection result. Based 
on the throat location and intensities of pixels, the MFCM 
groups pixels into five clusters. The cancerous lymph nodes are 
in first or second  brightest clusters (bottom right and bottom 
middle shown in Fig. 4(b)). Regions of interest are taken from 
these clusters and combined with edge information of the 
original image to separate large regions. Morphological 
opening is used to further separate regions, and small regions 
are removed.  
 
(a) 
 
(b) 
Fig. 5. (a) A pre-processed MRI slice;(b) Clustering result after removing 
small noisy regions. 
The resulting regions are shown in Fig. 5(b), where the 
lymph node is identifiable. 
To roughly detect the position of the cancerous lymph  node, 
a probability map, W,  of lymph nodes location is proposed to 
Throat detection Modified FCM Probability map  
MRI data 
Image pre-processing 
 Image enhancement  
 Bias field correction 
 Intensity standardisation 
 Fourier interpolation  
Cancerous lymph nodes 3D 
segmentation 
 Lymph nodes detection  
 3D LSM evolution 
 Post-processing 
Lymph node 
identify a region from Fig. 5(b). This region has the highest 
probability of overlapping with lymph node.  
location size eccentricityW W W WD E T    
Eq. 1 shows the components of the probability map W. 
There are three parts on the right hand side of (1). The location 
weight, Wlocation, is the weight factor derived from the location 
of regions compared to throat. The second component is Wsize, 
i.e. the µsize ZHLJKW¶ This factor is set for de-weighting large 
regions. If a region is not in an expected lymph node position 
but has a large area, this region is likely to be a false positive in 
the lymph node detection scheme. Thus, Wsize is used, based on 
the idea that the location of region centre should be more 
emphasised during the detection. This means that the location 
of a region¶s centre is far more important than other points 
inside this region. The last component of the probability map is 
Weccentricity. This is derived from the UHJLRQ¶V HFFHQWULFLW\
according to the prior knowledge that cancerous lymph nodes 
which are mostly circular shapes. In (1), Į, ȕ and ș are 
parameters controlling the contribution of the three parts, and 
are so that Į + ȕ + ș 1. 
The construction of Wlocation may be written as:  
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 where Rn and Cn are row and column coordinates,.wc is the 
weight derived from column position, and wr is derived from 
row position. Parameters x and y are the centroid coordinates of 
the throat region. Parameters a-c, g and h are adaptive 
thresholds which are determined based on whether a pixel is in 
a close-to-throat region or away-from-throat region as 
illustrated in Fig. 6(a) and (b). The parameter m is a control 
coefficient which ranges from 0 to 1. It is adaptively set based 
on the ratio between throat width and image width.   
The intersection symbol at the top of (2) denotes the fuzzy 
AND operator. The values of a-h are adaptive to the throat 
regioQ¶V VL]H and they are automatically set based on throat 
UHJLRQ¶VZLGWKDQGKHLJKW. For example, if on an MRI slice the 
throat height is less than 0.1 of image height, a will be set as 0.8 
of throat height. Fig. 6 shows probability maps of two MRI 
slices. It also displays positions of a-h in these two maps. In (2), 
a-c are the horizontal coordinates of red lines a-c in Fig. 6; g-h 
in (2) are the vertical coordinates of the blue lines g-h in Fig. 6. 
Pixels located between line a and b or line b and c will have 
different location weights. 
 
(a) 
 
(b) 
Fig. 6. Probability map and demonstration of thresholds. Red lines with texts 
show position of a-c, and blue lines with texts show position of g-h. Red 
regions in (a) and (b) show positions of throat region. (a)(b) only display one 
side of a-h on single slice, a-h are symmetry on the other side of same slice. 
The value of Wlocation is set according to the prior knowledge 
that the head and neck lymph nodes are located at two sides of 
the throat region but not closely adjacent to the throat. 
Assuming that a region has n points then the size weight of 
each region may be calculated as follows:  
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(3) 
where xi and yi are the coordinates of ith point; xc and yc are 
the coordinates of the region centre; eps is a small positive 
number (e.g. machine epsilon) to ensure non division by zero. 
In this case, if a region has a large size, but its centre is actually 
located at an undesired area, this region will not be picked by 
the algorithm. Thus false positives will be less likely generated 
in the detection section. 
Eccentricity is calculated as follows: 
eccentricity
C
A
W   
(4) 
where C is the distance from the region centre to the focus 
along the major axis of ellipse, and A is the length of major axis. 
When eccentricity is close to 0, the region is likely to be a circle; 
when it is close to 1, the region is likely to be elongated. 
From the probability map W for the processed MRI slice Fig. 
5(a) shown in Fig. 7(a), it can be seen that two sides of throat 
(but not adjacent to throat) have the highest probability. After 
overlapping the probability map with regions in Fig. 5(b), the 
region which has the highest probability to be lymph node is 
determined. This is displayed in Fig. 7(b) with a red mark. 
In each slice, one region is detected to be most likely 
overlapped with a lymph node area. Fig. 9(a) shows the 
detection results of all slice in a 3D view. If a slice has no 
cancerous lymph nodes, a false positive region may be detected, 
such as the left bottom blob shown in Fig. 9(a). Thus, a further 
processing step (Fig. 8) is added to remove false positives, and 
also determine 3D location of cancerous lymph nodes. 
 (a) 
 
(b) 
Fig. 7. (a) Probability map of Fig. 5(a); (b) Regions and detected rough 
lymph nodes position marked with red point. 
Fig. 8 shows the section of the proposed algorithm which 
removes the false positives from the lymph node rough 
detection process, and thus determines the 3D position of 
lymph nodes. Firstly, the detected regions are sorted based on 
their radii. Second, the region with largest radius R and centre 
(X, Y) is taken; other regions whose centres is inside ;5FRVș
<5VLQș are assigned to  the same group. Then the process is 
repeated on those regions which have not been grouped, until 
all regions are grouped. The search process is performed slice 
by slice. Then after this process, all regions are clustered into 
groups. The group which contains the majority of regions is 
kept, and regions in other groups are discarded; thus regions 
overlapped with cancerous lymph node are all detected. The 
lymph node centre can be calculated by taking the average of 
the UHJLRQV¶FRRUGLQDWHV. 
 
 
 
 
 
 
 
Fig. 8. Work flow for grouping detected regions based on their horizontal 
location. 
C. Lymph nodes segmentaion with 3D LSM  
The initial seed for the 3D level set function is set at the 
centre of the detected lymph node. The horizontal size of the 
initial seed is 0.05 of the interpolated image stack¶VKRUL]RQWDO
size. The height of seed is one third of rough lymph node height.  
An example of initial seed is shown in Fig. 9(b). 
In this work, the speed function F used for 3D level set 
evolution is [13]: 
( ( , , ) ) (1 ) .F I x y z T
MO H O M
      
  
(5) 
             ext intF F   
where I
I
 
 is the average curvature of evolving curve; T is 
mean intensity of detected lymph nodes region; İ is standard 
deviation of all pixels inside the detected lymph nodes region, 
and Įis a weighting factor 0 < Ȝ<1. The right hand side of (5)  
comprises an external force Fext, which drives the curve to the 
boundary and an internal force Fint, that keeps segmentation 
result smooth. This level set function is based on intensities of 
pixels, and curvature of evolving curve. 
 
(a) 
 
(b) 
Fig. 9. (a)  Regions detected by probability map; (b) Initial seed for 3D LSM. 
Some visual results from the 3D LSM segmentation are 
shown in Fig. 10. Fig. 10(a-c) shows the evolution process and 
(d) is the 3D LSM result. It can be seen from Fig. 10(c) that 
there are unsmooth surfaces. These are due to weak boundaries 
of lymph nodes region, and some adjacent tissues that have 
similar intensities. Thus, post-processing is applied. The post-
processing uses 3D morphological operations to remove the 
unsmooth parts. The 3D morphological operation applied 
comprises 3D erosion first to remove noise and separate 3D 
objects; then the largest connected component is picked among 
3D objects; finally 3D dilation is applied to compensate the 
volume loss in erosion. The final segmentation result is shown 
in Fig. 10(d).  
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Fig. 10. (a) shows the LSM evolution result after 200 iterations, (b) shows the 
result after 300 iterations, and (c) is the final LSM result (after 500 iterations). 
(d) shows 3D segmentaion after post-processing. 
III. EXPERIMENTAL RESULTS 
The new algorithm was implemented in Matlab, running on 
a PC with 16G RAM, 3.2GHz Intel(R) Core(TM) i7-8700 CPU. 
Experiments were conducted  on both synthetic and real MRI 
datasets. 
A. Experiments on synthetic data 
A synthetic MRI dataset was generated using a modified 
Shepp and Logan head phantom function from [14]. In this 
work, the generated synthetic data has 8 slices, and three 
configurable parameters to add artefacts, including contrast 
Find largest region with radius Ri 
and centre (Xi, Yi) 
Other regions whose centres inside (Xi+ 
RiFRVș, Yi+ Risinș) are put into group i 
All regions are grouped  
Ungrouped regions 
Yes 
End 
No 
reduction, bias field, and noise. In our experiment, the added 
artefacts include Rician noise [14] with standard deviation of 10,  
bias field (IIH) generated by cos function [14], and decreased 
LN-to-background contrast with ratio at 0.3. 
Results on synthetic dataset are measured by Dice similarity 
coefficient (DSC). The DSC is to measure similarity between 
two samples A and B; it can be calculated as given [15]. 
From Fig. 11, experiments using synthetic data shows that 
the proposed algorithm has tolerance to artefacts, and the 
automatic segmentation is highly overlapped with the ground 
truth.   
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Fig. 11. Simulation on sythetic datasets with Red contours automatic 
segmentation, and Yellow contours ground truth (a) result from bottom slice (b) 
result from middle slice (c) result fromtop slice. (d) automatic extracted 3D 
LN. 
Fig. 12 shows that the DSCs between automatic 
segmentation (A in (6)) and ground truth (B in (6)) are around 
90%, and the mean DSC is 91%. The F-measure of automatic 
segmentation result is 0.92. This synthetic dataset has 8 slices, 
and the overall processing time was 152 seconds. 
 
Fig. 12. Dice similarity score for each slice of a sythetic MRI dataset. The x-
axis shows slice number, and y-axis shows DSC score. 
B. Experiments on real data 
The proposed algrotihms was tested on 5 real datasets (each 
one has on average 10 slices) from Beatson West of Scotland 
Cancer Centre, in Glasgow. Results in this section demonstrate 
some extracted 3D cancerous lymph nodes, and their contours 
on 2D slices. Also, the automatic segmentations are compared 
with a consensus tumour outline. The  consensus tumour 
outlines on 2D axial slices were formed by  clinicians from 
Beatson West of Scotland Cancer Centre.  
Fig. 13 to Fig. 15 shows examples of extracted 3D 
cancerous lymph nodes, and also extracted 2D contours with 
annotated consensus outline. It can be seen in Fig. 13-15 that 
the cancerous lymph nodes in Dataset1-3 are well extracted. Fig. 
13(a)(b)(c) show that even when lymph node boundaries are 
very similar to adjacent tissues, the algorithm can still track the 
lymph node and segment the cancerous region. Furthermore, 
Fig. 13-15 shows that the proposed algorithm provides similar 
segmentation results as compared to the consensus outline. 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Fig. 13. Segmented cancerous lymph nodes from Dataset1. Red contours are 
automatic segmenation, and yellow contours are gold standards (consensu 
manual outline) (a) 2D contours of  top slice (b) 2D contours of the middle 
slice, (c) 2D contours of the bottom slice (d) 3D visualisation of lymph node.  
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Fig. 14. Segmented cancerous lymph nodes from Dataset 2. Red contours are 
automatic segmenation, and yellow contours are gold standards (consensu 
manual outline) (a) 2D contours of  top slice (b) 2D contours of the middle 
slice (c) 2D contours of the bottom slice (d) 3D visualisation of lymph node.  
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Fig. 15. Segmented cancerous lymph nodes from Dataset 3. Red contours are 
automatic segmenation, and yellow contours are gold standards (consensu 
manual outline) (a) 2D contours of  top slice (b) 2D contours of the middle 
slice, (c) 2D contours of the bottom slice. (d) 3D visualisation of lymph node.  
The proposed algorithm |was quantitatively assessed using 
the Dice similarity coefficient (DSC) and F-measure. DSC 
measures the overlapping rate between two areas.  Fig. 16 
shows the DSC of between automatic segmentation and 
consensus outlines.. 
As the boxplot in Fig. 16 illustrates, the medians of DSCs 
on 5 datasets are all above 60%. From left to right in Fig. 16, 
the first dataset has highest DSC 90%, dataset 3 and 5 have 
DSCs around 80%, dataset 2 has DSC around 70%, and dataset 
5 has lowest DSC 60%. The mean DSC through five datasets is 
2 ( )
( , )
A B
DSC A B
A B
u  
 (6) 
70%. The average false negative rate is 0.0025, and the average 
false positive rate is 0.2023. 
As bar graph shown in Fig. 17 illustrates, three datasets 
have F-measure score around 0.8 and higher, dataset 2 has F-
measure score about 0.7, and dataset 5 has lowest F-measure 
score of 0.54. The mean F-measure score through 5 datasets is 
0.75. Each dataset has 8-10 MRI slices; the average processing 
time of proposed algorithm on each dataset is 250 seconds, and 
the processing time on each slice is 30 seconds. 
 
Fig. 16. Dice similarity coefficient on 5 head and neck MRI datasets. 
 
Fig. 17. F-mearsure on 5 head and neck MRI datasets. 
IV. CONCLUSION 
This paper presented a new algorithm for automatic 
detection, 3D segmentation, and visualisation of cancerous 
lymph nodes from T1-weighted Gadolinium-enhanced head and 
neck MR images. The proposed method was demonstrated to 
work well on both synthetic and real MRI datasets. The results 
on synthetic data show that this method is tolerant to artefacts. 
The results on real data show that this algorithm can segment 
most tumour regions and can produce smooth surfaces.  
In the future, this method will be tested on more MRI 
datasets. Also a quantitative study will be taken on more 
annotated data. The modification on de-noising methods, and 
the involvement of shape constrained 3D level set function are 
also objectives for future study. 
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