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Abstract
We consider a random (multi)graph growth process {Gm} on a vertex set [n], which is a special case of
a more general process proposed by Laci Lovász in 2002. G0 is empty, and Gm+1 is obtained from Gm
by inserting a new edge e at random. Specifically, the conditional probability that e joins two currently
disjoint vertices, i and j , is proportional to (di + α)(dj + α), where di , dj are the degrees of i, j in Gm,
and α > 0 is a fixed parameter. The limiting case α = ∞ is the Erdo˝s–Rényi graph process. We show that
whp Gm contains a unique giant component iff c := 2m/n > cα = α/(1 + α), and the size of this giant
is asymptotic to n[1 − ( α+c∗α+c )α], where c∗ < cα is the root of c(α+c)2+α = c
∗
(α+c∗)2+α . A phase transition
window is proved to be contained, essentially, in [cα −An−1/3, cα +Bn−1/4], and we conjecture that 1/4
may be replaced with 1/3. For the multigraph version, {MGm}, we show that MGm is connected whp iff
m  mn := n1+α−1 . We conjecture that, for α > 1, mn is the threshold for connectedness of Gm itself.
© 2009 Elsevier Inc. All rights reserved.
MSC: 05C80; 60K35
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1. Introduction
In the classic Erdo˝s–Rényi random graph process {G(n,m)}m0, edges are added randomly,
one edge at a time, to an initially empty graph G(n,0) on the vertex set [n]. More precisely,
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at random among all remaining
(
n
2
) − m vacancies. Since the pioneering work of Erdo˝s and
Rényi [17] back in 1960, there have been done numerous studies of various properties of this and
other related graph-processes. The monographs by Bollobás [9] and Janson et al. [19] make it
abundantly clear that by now there is a well-developed theory of random graphs, which continues
to grow.
In a remarkable development, during the last several years the random graph models have
been found indispensable in the statistical-combinatorial studies of evolving communication net-
works; see Barabási and Albert [3], Barabási et al. [4], Watts and Strogatz [42], Watts [41],
Bollobás et al. [11], Bollobás and Riordan [12], Cooper and Frieze [15], Durrett [16], for in-
stance. However, the nature of the real-life growing networks demanded substantial changes
in structural-probabilistic postulates at the core of the models. It certainly was more realistic
to assume that the vertex set grows as well (see though Aldous and Pittel [1] for an Erdo˝s–
Rényi graph process with “immigrating vertices”), and that the new vertex is more likely to
join the old vertices with higher degrees, i.e. with larger number of neighbors in the current
graph. “Preferential attachment” is a term sometimes used to describe this feature of the graph
process. For a single parent case, the resulting graph (non-uniform random recursive tree) had
been studied some years earlier, see Bergeron et al. [7], Mahmoud et al. [25], Pittel [32], for
instance.
A two-sided version of the process above, with a fixed vertex set, has been known as a poly-
merization model for many years; see Flory [18], Spouge [37], Stockmayer [39,40], Whittle [43],
Pittel et al. [36], Pittel and Woyczynski [34,35]. The edges (bonds) in these random graphs were
inserted or deleted with “association–disassociation” rates dependent on the current degrees of
both of their endvertices. The focus was on the stationary distribution of edges locations, and
the abrupt changes of that distribution in a vicinity of the critical value of the ratio of those
rates [34,35].
In Spring of 2002, Laci Lovász suggested that it might be worthwhile to study a tran-
sitional, time-dependent, evolution of an initially empty graph on a fixed vertex set [n], in
which the probability of a new edge to join two vertices, u and v, is proportional to a product
f (deg(u))f (deg(v)), with a given (non-decreasing) function f , f (0) > 0. Our goal in this paper
is to study a phase transition phenomenon in this graph process for the case of a linear function
f (d) = d + α, α > 0. (Observe that, intuitively at least, the Erdo˝s–Rényi process is the extreme
case α = ∞.) Only later did it occur to the author that the α-process was a non-stationary coun-
terpart of the equilibrium model in [34,35], for a special choice of association–disassociation
rates.
Bollobás et al. [10] had studied a time-dependent in- and out-degree distribution for a directed
graph process. Both the vertex set and the edge set grew in time. As one of three possible tran-
sitions from a current state, an edge was formed between two existing vertices with probability
proportional to the product of their (total) degrees. The resulting degree distribution was shown
to be, in the limit, of a power-law type. (In the α-process, the degree distribution turns out to be
asymptotically negative-binomial.)
Our main result is the proof of existence of three distinct stages in the evolution of the random
α-graph. Which stage the graph is in is completely determined by the current average vertex
degree c, i.e. the double edge density. Specifically, define cα = α/(α + 1), and let Ln stand for
the largest component size. If
n1/3(c − cα) → −∞,
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with Ln of order ln(n(cα−c)
3)
(c−cα)2 exactly, or
Ln = Θp
(
ln[n(cα − c)3]
(c − cα)2
)
in short. If
n1/3|c − cα| = O(1),
then Ln = Θp(n2/3). If
n1/4(c − cα) → ∞,
then whp the largest component is unique, of size Ln = Θp(n(c − cα)), dwarfing every other
component by a factor of order n1/3(c− cα) at least. By tradition, we call these three stages sub,
near and supercritical.
Sending, formally, α to ∞, we recover some, not all, of the known results for the Erdo˝s–
Rényi (E–R) graph process with c∞ = 1: those in [17], for c bounded away from 1; in Bollobás’
breakthrough paper [8] (see also [9]) who for the first time identified the nearcritical stage; and
in Łuczak [22], Łuczak et al. [24]. The main contribution of [22,24] was elimination of the
logarithmic factors in Bollobás’ estimates of the transition window width, and of the largest
component size within the window. Though the α-process is quite different from the E–R one, the
combinatorial-probabilistic ideas from [8,9,17], and [22], Łuczak [23] turn out to be remarkably
robust and useful. We gratefully acknowledge our debt upfront.
We believe that, analogously to the results for the E–R graph process, the supercritical stage
sets in even earlier, once n1/3(c − cα) → ∞, however slowly. Proving this, i.e. replacing n1/4
with n1/3 in the definition of that stage, may well require a deeper enumerational-analytic insight.
If and when the stated conjecture is confirmed, the α-process will join a still small club of
the graph processes with the phase transition window having width of a proven order n−1/3. It
includes, in addition to the E–R graph process, the percolation processes on a random regular
graph of low degree Pittel [33], Nachmias and Peres [31], and on a class of deterministic regular
graphs with vertex-transitivity property, Borgs et al. [13,14].
A direct analysis of our process is hardly possible. Fortunately, as long as number of edges is
linear in n, we can relax the definition of graph dynamics allowing multiple edges and loops. Of
course, such a relaxation has to be rigorously justified, which is done in Section 3. The resulting
multigraph process turns out to be surprisingly hospitable to enumerative techniques, just like the
classic graph process. However, the advent of connectedness is much trickier, since the number
of edges sufficient for the graph to be connected whp may well be superlinear in n. What we
prove is that the threshold value for the number of edges in the multigraph process is n1+α−1 .
Intuitively, this seems to indicate that, for α < 1, whp the random graph remains disconnected
almost till the moment when Kn is formed. We also conjecture that, for α > 1, the threshold for
connectedness of the random graph is the same as for the random multigraph, i.e. n1+α−1 .
In the next section we give a not-too-technical discussion of the (multi)graph process under
study, ending it with the derivation of the limiting vertex degree and an informal explanation of
why cα is the critical vertex degree. We also provide a brief description of the remaining proofs
sections.
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Let α > 0 be fixed. We start with an empty graph on the vertex set V = [n] = {1, . . . , n}.
Recursively, given a graph G of vertex degree d = (d1, . . . , dn), a new edge joins two still disjoint
vertices i = j with probability proportional to (di + α)(dj + α). After μ steps we obtain a
random graph Gα(n,μ). The case α = ∞ corresponds to the Erdo˝s–Rényi random graph process
{G(n,μ)}. The sequence {Gα(n,μ)} is a Markov process.
A multigraph counterpart is the sequence {MGα(n,μ)} of multigraphs, with loops and multi-
ple edges allowed. Given a current multigraph of degree d, the new edge joins, not necessarily
disjoint, vertices i = j with probability proportional 2(di + α)(dj + α), and forms a loop i → i
with probability proportional to (di + α)(di + α + 1). The normalizing factor equals
∑
i<j
2(di + α)(dj + α)+
∑
i
(di + α)(di + α + 1)
=
(∑
i
(di + α)
)2
+
∑
i
(di + α) = (2μ+ nα)(2μ+ nα + 1),
where 2μ = ∑i di is the current total vertex degree. So we have the Markov chain whose state
space is the set of all multigraphs on the vertex set [n]. If the steps leading to multiple edges or
loops are disallowed, then we have the Markov chain {Gα(n,μ)}.
Somewhat counterintuitively, a random graph process {G∗α(n,μ)}μm, which is
{MGα(n,μ)}μm conditioned on the event “MGα(n,m) is simple”, does not coincide, in dis-
tribution, with {Gα(n,μ)}μm. However, we will see that the appealing process {MGα(n,μ)}
plays a key role in the asymptotic analysis of the intrinsically complex graph process {Gα(n,μ)}.
Let us have a closer look at {MGα(n,μ)}. Consider a generic multigraph G of degree d =
(d1, . . . , dn), with m edges, that has mi loops at vertex i and mij = mji parallel edges between i
and j , that is,
di = 2mi +
∑
j =i
mij , m =
∑
i
mi +
∑
i<j
mij .
We will use m = m(G) to denote {{mi}, {mij }i<j }. Total number of paths leading to G in the
process {MGα(n,μ)}μ0 after m steps is
m!∏
i mi ! ·
∏
i<j mij !
.
By the definition of the chain {MGα(n,μ)}μm, each of these paths has the same probability,
namely
2
∑
i<j mij ·
∏n
i=1(α)di
(nα)2m
,
which is the product of m one-step transitional probabilities. (Here (a)b denotes the rising facto-
rial a(a + 1) · · · (a + b − 1).) So
B. Pittel / Advances in Mathematics 223 (2010) 619–671 623Pr
(
MGα(n,m) = G
)= ∏ni=1(α)di
(nα)2m
ρ
(
m(G)
)
,
ρ(m) := 2
∑
i<j mij m!∏n
i=1 mi !
∏
1i<jn mij !
(2.1)
(cf. Janson et al. [20], Eqs. (1.1)–(1.3)). If G is simple then mi ≡ 0, and mij ∈ {0,1}, so that
ρ(m) = 2mm!,
and (2.1) becomes
Pr
(
MGα(n,m) = G
)= 2mm!
(nα)2m
·
n∏
i=1
(α)di . (2.2)
It is instructive to have a closer look at G∗α(n,m), which is MGα(n,m) conditioned on being
simple. Denoting by g(d) the total number of simple graphs of degree d, we obtain
Pr
(
MGα(n,m) is simple, d
(
MGα(n,m)
)= d)= 2mm!
(nα)2m
·
n∏
i=1
(α)di · g(d). (2.3)
It is well known, see Bollobás [9] for instance, that
g(d) = (2m− 1)!!∏n
i=1 di !
· F(d), (2.4)
where the fudge factor F(d) ∈ (0,1). A lot of work has been done to obtain asymptotic formulas
for F(d), from Bender and Canfield [6] (for maxi di = O(1)) to McKay and Wormald [27] (for
maxi di = o(m1/3)). In particular, McKay [26] showed that, for maxi di = o(m1/4),
F(d) = exp
(
−η(d)/2 − η2(d)/4 +O
(
m−1
(
max
i
di
)4))
,
η(d) := 1
2m
n∑
i=1
di(di − 1). (2.5)
Combining (2.3) and (2.4), we have
Pr
(
MGα(n,m) is simple, d
(
MGα(n,m)
)= d)= (2m)!
(nα)2m
·
n∏
i=1
(α)di
di ! · F(d). (2.6)
Unexpectedly, leaving out the factor F(d), we obtain a probability distribution on the set of all d
such that
∑
i di = 2m. Indeed, using the (negative) binomial theorem
(1 − z)−a =
∑ (a)j
j ! z
j , |z| < 1, (2.7)j0
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∑
d
n∏
i=1
(α)di
di ! =
[
z2m
](∑
d0
(α)d
d! z
d
)n
= [z2m](1 − z)−nα = (nα)2m
(2m)! . (2.8)
So, let D = (D1, . . . ,Dn) denote the random vector such that
Pr(D = d) = (2m)!
(nα)2m
·
n∏
i=1
(α)di
di ! ,
n∑
i=1
di = 2m.
The variables D1, . . . ,Dn are “almost” independent. Here is what we mean. Let Z = (Z1, . . . ,
Zn) be a sequence of i.i.d. random variables such that
Pr(Z = j) = (1 − z)α (α)j
j ! z
j , j  0,
for some z ∈ (0,1). That is, Z is negative-binomially distributed with parameter α. Then, see
(2.8),
Pr
(
n∑
i=1
Zi = 2m
)
= (1 − z)nαz2m
∑
d
n∏
i=1
(α)di
di !
= (1 − z)nαz2m · (nα)2m
(2m)! ,
so that
Pr
(
Z = d
∣∣∣ n∑
i=1
Zi = 2m
)
= Pr(Z = d)
Pr(
∑n
i=1 Zi = 2m)
= (1 − z)
nαz2m
∏n
i=1
(α)di
di !
Pr(
∑n
i=1 Zi = 2m)
= (2m)!
(nα)2m
·
n∏
i=1
(α)di
di !
= Pr(D = d).
Therefore, for every z ∈ (0,1), D has the same distribution as Z, conditioned on ∑ni=1 Zi = 2m.
Furthermore (2.6) yields
Pr
(
MGα(n,m) is simple
)= E(F(D)). (2.9)
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m = Θ(n). Here is how. Let us select z such that
E[Z] = c := 2m
n
.
Since E[Z] = αz/(1 − z), we have z = c/(c + α). For this choice of z, by a local limit theorem,
Pr
(
n∑
i=1
Zj = 2m
)
= Θ(n−1/2).
Consequently, uniformly for all A ⊆Nn,
Pr(D ∈ A) = O(n1/2 Pr(Z ∈ A)).
Since by Chebyshev’s inequality, for every ε > 0,
Pr
(∣∣∣∣∣
n∑
i=1
Zi(Zi − 1)− nE
[
Z(Z − 1)]
∣∣∣∣∣ εnE[Z(Z − 1)]
)
 nVar[Z(Z − 1)]
ε2n2E2[Z(Z − 1)] 
nE[Z4]
ε2n2E2[Z(Z − 1)] = O
(
n−1
)
,
and eF(D)  1, it follows then easily that
E
[
F(D)
]∼ exp(−E[η(Z)]/2 − E2[η(Z)]/4).
Hence
Pr
(
MGα(n,m) is simple
)∼ exp(−(c/cα)/2 − (c/cα)2/4), cα := α
α + 1 . (2.10)
Recalling that MGα(n,m), conditioned on being simple, is G∗α(n,m), we obtain from (2.6),
(2.9), and (2.2) that
Pr
(
d
(
G∗α(n,m)
)= d)= Pr(D = d) · F(d)
E(F (D))
,
Pr
(
G∗α(n,m) = G
)= 2mm!
(nα)2m
·
n∏
i=1
(α)di · E−1
(
F(D)
)
, d = d(G), (2.11)
for every simple graph G with m edges. Since the second probability depends on G only through
its degree sequence d(G), we obtain that, conditioned on d(G∗α(m,n)) = d, G∗α(m,n) is dis-
tributed uniformly. By (2.1), this is not true for MGα(n,m). And it is not true for Gα(n,m)
either.
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distribution. By (2.1),
Pr
(
d
(
MGα(n,m)
)= d)= ∏ni=1(α)di
(nα)2m
·
∑
m: ∀i,
2mi+∑j =i mij=di
ρ(m).
The sum is the total number of sequences x = (x1, . . . , x2m) ∈ [n]2m, such that |{k: xk = i}| = di ,
which is
( 2m
d1,...,dn
)
. For future references,
Sn(d) :=
∑
m: ∀i,
2mi+∑j =i mij=di
ρ(m) =
(
2m
d1, . . . , dn
)
, 2m :=
∑
i
di . (2.12)
Indeed the generic summand counts the number of x’s such that
∣∣{k: {x2k−1, x2k} = {i, j}}∣∣= mij , 1 i = j  n,∣∣{k: x2k−1 = x2k = i}∣∣= mi, 1 i  n,
so that
2mi +
∑
j =i
mij =
∣∣{k: xk = i}∣∣= di.
Therefore we obtain
Pr
(
d
(
MGα(n,m)
)= d)= (2m)!
(nα)2m
·
n∏
i=1
(α)di
di ! ,
n∑
i=1
di = 2m. (2.13)
Thus, distribution-wise, D is simply the random degree sequence of the multigraph MGα(n,m).
Using (2.12) and (2.8) we arrive at
Pr
(
di
(
MGα(n,m)
)= d)= (2m
d
)
· (α)d ((n− 1)α)2m−d
(nα)2m
. (2.14)
Letting α → ∞, we obtain for the Erdo˝s–Rényi random (multi)graph MG(n,m):
Pr
(
di
(
MG(n,m)
)= d)= (2m
d
)
(n− 1)2m−d
n2m
.
To continue practicing, given k < n and m1 m, let P(k,m1) denote the probability that there
are no edges between vertices in [k] and vertices in [n] \ [k], and that the total vertex degree for
the subgraph on {1, . . . , k} is 2m1. Denote the m-parameters for the generic subgraphs on [k] and
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of the resulting graph on [n], we notice that
ρ(m) = m!
m1!m2!ρ(m1)ρ(m2).
So, by (2.1), (2.12), and (2.8), we obtain
P(k,m1) =
(
m
m1
)
(nα)2m
∑
|d|=2m1
Sk(d)
∏
i∈[k]
(α)di ·
∑
|d|=2m2
Sn−k(d)
∏
i∈[n]\[k]
(α)di
=
(
m
m1
)
(nα)2m
· (2m1)!
∑
|d|=2m1
∏
i∈[k]
(α)di
di ! · (2m2)!
∑
|d|=2m2
∏
i∈[n]\[k]
(α)di
di !
=
(
m
m1
)
· (kα)2m1((n− k)α)2m2
(nα)2m
. (2.15)
In particular, P(k,0), the probability that the vertices 1, . . . , k are all of degree 0 is given by
P(k,0) = ((n− k)α)2m
(nα)2m
. (2.16)
Furthermore, P(1,μ), the probability that the vertex 1 is isolated and has μ loops, is given by
P(1,μ) =
(
m
μ
)
(α)2μ((n− 1)α)2(m−μ)
(nα)2m
. (2.17)
Finally, let us evaluate the factorial moments of di(MGα(n,m)). The form of the distribution
of di(MGα(n,m)) in (2.14) makes it clear that we need a closed form expression for the bivariate
generating function
F(x, y) =
∑
j0
yj
j∑
k=0
xk
(α)k(β)j−k
k!(j − k)! .
Here it is,
F(x, y) =
∑
k0
(yx)k
(α)k
k! ·
∑
0
y
(β)
! = (1 − yx)
−α(1 − y)−β.
Differentiating F(x, y) t times with respect to x, setting x = 1, and picking the coefficient by yj ,
we get then
j∑
〈k〉t (α)k(β)j−k
k!(j − k)! =
(α)t (α + β + t)j−t
(j − t)! , t  j, (2.18)
k=0
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obtain
E
[〈
di
(
MGα(n,m)
)〉
t
]= 〈2m〉t (α)t
(nα)t
, t  0. (2.19)
In particular, if c = 2m/n is bounded as m,n → ∞, we see that
E
[〈
di
(
MGα(n,m)
)〉
t
]∼ (c/α)t (α)t , t  0.
So consequently, by the method of moments,
Pr
{
di
(
MGα(n,m)
)= j}∼ (α)j
j !
(
α
c + α
)α(
c
c + α
)j
, j  0. (2.20)
(If not for our desire to obtain the formula (2.19), we could have obtained (2.20) directly
from (2.14).) Thus the limiting distribution of di(MGα(n,m)) is that of Z for a special z =
c/(c + α).
We will prove that MGα(n,m) (and Gα(n,m)) develops a giant component when m, the
number of edges exceeds mα = cαn/2, with cα defined in (2.10). Here is a heuristic explanation
suggested by Bollobás’ pairing model [9], and by a lucid discussion of its ramifications in Durrett
[16, Ch. 1]. We should expect that, for the bounded average vertex degree c, in a vicinity of a
generic vertex v ∈ [n] both MGα(n,m) and Gα(n,m) look like a tree rooted at v, and that the
number of direct descendants of every descendant of v has the distribution proportional to
{
(j + 1)Pr{dv(MGα(n,m))= (j + 1)}}j0.
If so, the expected number of those descendants is
∑
j0 j (j + 1)Pr{dv(MGα(n,m)) = (j + 1)}∑
j0(j + 1)Pr{dv(MGα(n,m)) = (j + 1)}
= E[〈dv(MGα(n,m))〉2]
E[dv(MGα(n,m))] .
By (2.19), this ratio is
〈2m〉2nα(α)2
〈nα〉22mα =
(
1 +O(n−1)) c
cα
,
and thus, for c < cα , the tree for a generic vertex v is likely to be small, and there is no giant com-
ponent. Alternatively, we could have arrived, again informally, at the same conclusion by using
an essentially equivalent condition discovered by Molloy and Reed [28,29] as being necessary
for existence of a giant component in a random graph with a given degree sequence.
We hope the reader feels by now that potentially MGα(n,m) is as amenable to the
enumerative-asymptotic techniques as the classic G(n,m).
In addition to being a tractable random graph model, MGα(n,m) can be used to deal with the
intrinsically harder Gα(n,m). Here is why. For m = O(n), we will show in the next section that
every likely (unlikely) event for MGα(n,m) is a likely (unlikely) event for Gα(n,m) itself. So
we can afford working with MGα(n,m) only, at least as long as m, the number of edges, is linear
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from a forest of small trees to a graph with a giant component takes place.
The rest of the paper is organized as follows. In Section 3 we prove the approximation prop-
erty, which allows us to work with MGα(n,m) instead of Gα(n,m) for the sparse case m = O(n)
in Sections 4–6. In Section 4, we compute the moments of the counts of tree-components and
unicyclic components, discuss the related enumerational-analytic issues, and provide a more sub-
stantial insight into the phase transition phenomenon. In Section 5 we bound the expected counts
of components with cycles. In Section 6 we state and prove the main result, Theorem 1, on the
largest component size in the three ranges of the average vertex degree c. The proof is split
accordingly into three parts, given in Sections 6.1, 6.2 and 6.3, respectively. In Section 7 we
prove Theorem 2, which states that the random multigraph MGα(n,m) is connected with high
probability iff m  n1+α−1 .
3. Approximating Gα(n,m) by MGα(n,m)
For a graph G, we denote its edge set by E(G), and the degree of a vertex r by degr (G). By
the definition, given Gα(n, t), the next (t + 1)-th edge joins two vertices i, j ,
(i, j) /∈ Et := E
(
Gα(n, t)
) ⋃
i∈[n]
{
(i, i)
}
,
with the (conditional) probability
2Di(t)Dj (t)∑
u,v: (u,v)/∈Et Du(t)Dv(t)
, Dr(t) := degr
(
Gα(n, t)
)+ α. (3.1)
Notice that
∑
u,v: (u,v)/∈Et
Du(t)Dv(t) =
( ∑
u∈[n]
Du(t)
)2
−
∑
u,v: (u,v)∈Et
Du(t)Dv(t)
= (2t + nα)2 −
∑
u,v: (u,v)∈Et
Du(t)Dv(t). (3.2)
Our task is to show that, with high probability, the sum in (3.2) is of order O(n) for all t m, if
m = O(n). (If so, the normalizing factor in (3.1) is
(2t + nα)2(1 +O(n−1)),
and thus the product of these factors for t m = O(n) is essentially independent on the random
sequence {Gα(n, t)}tm.) The first step is the following
Lemma 1. Let m = O(n).
(a) For every K > 0, there exists L = L(K) > 0 such that
Pr
{
max
u
Du(m) L lnn
}
 1 − n−K.
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Pr
{
max
u
Du(m) nδ
}
 1 − exp(−σnδ), σ = σ(δ) > 0;
thus maxu Du(m) does not exceed a fractional power of n with probability subexponentially
close to 1.
Note. Here and elsewhere we use σ , with or without adornments, to denote positive constants
whose actual values are immaterial for us. Occasionally we will use a notation B b C to indicate
that B = O(C) uniformly over a specified range of parameters that determine the values of B
and C.
Proof of Lemma 1. We will denote the expectation and the probability conditioned on Gα(n, t)
by E[· | ◦] and Pr{· | ◦}, respectively. By (3.1) and (3.2),
E
[
Di(t + 1)
∣∣ ◦]= Di(t)+ 2Di(t)
∑
j : (i,j)/∈Et Dj (t)
(2t + nα)2 −∑u,v: (u,v)∈Et Du(t)Dv(t)
Di(t)+ 2Di(t)(2t + nα)
(2t + nα)2 −∑u,v: (u,v)∈Et Du(t)Dv(t) , (3.3)
as ∑
j : (i,j)/∈Et
Dj (t)
∑
j∈[n]
Dj(t) = 2t + nα.
Let δ = δ(n) > 0 be such that lim sup δ < 12 . Introduce a stopping time T ,
T = min
{
t m: max
i
Di(t) > n
δ
}
,
if such t exist, and set T = m + 1 otherwise. Let t < T . Since δ is bounded away from 1/2, the
sum in the denominator in (3.3) is O(n1+2δ) = o(n2). Therefore
E
[
Di(t + 1)
∣∣ ◦]Di(t)+ 2Di(t)2t + nα
(
1 +O(n−1+2δ))
= 2(t + 1)+ nα
2t + nα Di(t)+O
(
n−2+3δ
)
,
or
E
[
Xi(t + 1)
∣∣ ◦]Xi(t)+O(n−3+3δ), Xi(t) := Di(t)2t + nα . (3.4)
From the definition of Xi(t) it follows also that, for all t < T ,
Xi(t + 1)−Xi(t) = O
(
n−1
)+O(n−2Di(t))= O(n−1)+O(n−2+δ); (3.5)
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degi (t + 1) = degi (t)+ 1,
and we know that
Pr
{
degi (t + 1) = degi (t)+ 1
∣∣ ◦}= O(n−1+δ). (3.6)
What remains of the argument is an adapted version of the well-known proof of Azuma’s in-
equality (Alon and Spencer [2], Wormald [44]), for martingales and sub(super)martingales.
Pick a small ε > 0. By (3.4), for t < T ,
E
[
eεnXi(t+1)
∣∣ ◦]= eεnXi(t)E[eεn(Xi(t+1)−Xi(t)) ∣∣ ◦]
 eεnXi(t)
(
1 + εnE[Xi(t + 1)−Xi(t) ∣∣ ◦]+O(ε2n2E[(Xi(t + 1)−Xi(t))2 ∣∣ ◦]))
 eεnXi(t)
(
1 +O(εn−2+3δ)+O(ε2n−1+δ)+O(ε2n−2+2δ))
= eεnXi(t)(1 +O(ε2n−1+δ))
= eεnXi(t) exp(O(ε2n−1+δ)).
(To bound the second moment we have used (3.5),
(a + b)2  2(a2 + b2),
and (3.6).) Thus, for t < T ,
E
[
eεnXi(t+1)
∣∣ ◦] eεnXi(t) exp(O(ε2n−1+δ)). (3.7)
For t  T , redefine Xi(t) ≡ Xi(T ). Clearly (3.7) holds then for all t m. Therefore, as Xi(0) =
n−1, and m = O(n),
E
[
eεnXi(t)
]
 eε exp
(
O
(
ε2mn−1+δ
))
 eε exp
(
γ ε2nδ
)
for some constant γ . Then, by Markov inequality,
Pr
{
Xi(t) 2γ εnδ−1
}
 eε exp
(−γ ε2nδ).
Consequently
Pr
{
max
tT
max
i
Xi(t) 2γ εnδ−1
}

∑
i
∑
tm
Pr
{
Xi(t) 2γ εnδ−1
}
= O[exp(−γ ε2nδ + 2 lnn)]
= O
[
exp
(
−γ ε
2
nδ
)]
→ 0,
2
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nδ  4
γ ε2
lnn. (3.8)
Since T <m+ 1 means
max
i
Xi(T ) = maxi Di(T )2T + nα >
nδ
2m+ nα ,
we see then that
Pr
{
max
i
Di(m) nδ
}
= Pr{T = m+ 1}
 Pr
{
max
i
Xi(T )
nδ
2m+ nα
}
 Pr
{
max
i
Xi(T ) < 2γ εnδ−1
}
 1 −O
[
exp
(
−γ ε
2
2
nδ
)]
, (3.9)
if
2γ εnδ−1  n
δ
2m+ nα ⇐⇒
2γ ε
n
 1
2m+ nα .
Since m = O(n), the last condition is met if ε > 0 is chosen sufficiently small. As for the condi-
tion (3.8), it is definitely met if δ is bounded away from 0. Thus, for every such δ, maxi Di(m)
is nδ at most, with probability subexponentially close to 1.
Finally set
δ = δ(n) = ln lnn
lnn
+ lnA
lnn
, A > 0.
In this case δ → 0, but
nδ = A lnn 4
γ ε2
lnn,
for A 4/(γ ε2). And then, by (3.9),
Pr
{
max
i
Di(m)A lnn
}
 1 −O
[
exp
(
−Aγ ε
2
2
lnn
)]
= 1 −O(n−Aσ ), σ := γ ε2
2
. (3.10)
The relations (3.9), (3.10) are equivalent to the statement. 
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Pr
{ ∑
u,v: (u,v)∈Et
Du(t)Dv(t) Ln ln2 n
}
 1 − n−K. (3.11)
Using the weaker nδ-bound (Lemma 1(a)) we will prove that the sum in (3.11) is of order n, with
a probability subexponentially close to 1.
Lemma 2. Let m = O(n). There exist positive constants σ ∗ and σˆ such that
Pr
{ ∑
u,v: (u,v)∈Em
Du(m)Dv(m) σ ∗n
}
 1 −O(e−σˆ n1/5). (3.12)
Proof. First of all,
∑
u,v: (u,v)∈Et
Du(t)Dv(t) 
1
2
∑
u,v: (u,v)∈Et
(
D2u(t)+D2v(t)
)= ∑
u,v: (u,v)∈Et
D2u(t)

∑
u∈[n]
D2u(t)
(
Du(t)+ 1
)
 2Q(t);
Q(t) :=
∑
u∈[n]
D3u(t).
So it suffices to show that, with high probability, Q(m) = O(m). Like in the proof of Lemma 1,
let T be the first t m such that maxi Di(t) > nδ , where δ ∈ (0,1/2) is fixed and set T = m+ 1
if no such t exists. We showed that
Pr{T <m+ 1} = O(e−σnδ ), σ = σ(δ) > 0. (3.13)
Let t < T . Then
Q(t) (2t + nα)max
i
D2i (t) σ1n1+2δ,
Q(t + 1)−Q(t) 2 max
i
[(
Di(t)+ 1
)3 −D3i (t)]
 6
(
1 + α−1)2 max
i
D2i (t) σ2n2δ. (3.14)
Further, as in (3.3),
E
[
D3i (t + 1)
∣∣ ◦]
D3i (t)+
((
Di(t)+ 1
)3 −D3i (t)) · 2Di(t)(2t + nα)(2t + nα)2 −∑u,v: (u,v)∈Et Du(t)Dv(t)
D3i (t)+ 6
(
1 + α−1)2D2i (t) · Di(t)(2t + nα)2 1+2δ .(2t + nα) − 2σ1n
634 B. Pittel / Advances in Mathematics 223 (2010) 619–671Summing for i ∈ [n], we obtain then
E
[
Q(t + 1) ∣∣ ◦]Q(t)+ 6(1 + α−1)2 2t + nα
(2t + nα)2 − 2σ1n1+2δ ·Q(t)
Q(t)
(
1 + 7(1 + α
−1)2
2t + nα
)
, (as 1 + 2δ < 2),
Q(t)(1 + σ3/n). (3.15)
Introduce
Qˆ(t) = (1 + σ3/n)−tQ(t), t < T .
Clearly
Qˆ(t) = Θ(Q(t)), t m; Qˆ(0) = Q(0) = nα3.
By (3.14) and (3.15), for t < T ,
E
[
Qˆ(t + 1) ∣∣ ◦] Qˆ(t), ∣∣Qˆ(t + 1)− Qˆ(t)∣∣ σ4n2δ. (3.16)
Setting Q(t) ≡ Q(T ), Qˆ(t) ≡ Qˆ(T ) for t  T , we extend (3.16) to all t  m. Applying the
Azuma-type inequality for supermartingales with bounded increments (see [44]) to Qˆ(t), we
obtain
Pr
{
Q(m)−Q(0)(1 + σ3/n)m  n
}= Pr{Qˆ(m)− Qˆ(0) n
(1 + σ3/n)m
}
 exp
(
−n
2(1 + σ3/n)−2m
2m(σ4n2δ)2
)
= exp(−σ5n1−4δ), (3.17)
a meaningful bound for δ < 1/4. Since Q(t) does not decrease with t , we obtain that
Q(T ) < nα3eσ3m/n + n σ6n,
with probability approaching 1 subexponentially fast. Using (3.10) and (3.17), we conclude:
Pr
{(
Q(m) σ6n
)∩ (max
i
Di(m) < n
δ
)}
= Pr{(Q(m) < σ6n)∩ (T = m+ 1)}
 1 −O(e−σnδ + e−σ5n1−4δ ).
Of course, the sigmas do depend on δ, but they are well defined for every fixed δ ∈ (0,1/2). The
best δ is 1/5 since it equalizes the powers of n in the two remainder terms. Thus
Pr
{(
Q(m) σ6n
)∩ (maxDi(m) < n1/5)} 1 −O(e−σˆ n1/5).i
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Q(m) =
∑
i∈[n]
D3i (m). 
Corollary 3. Let m = O(n). Uniformly for all sets G of graphs on [n] with m edges,
Pr
{
Gα(n,m) ∈ G
}
b exp
(−σˆ n1/5)+ Pr{MGα(n,m) ∈ G}.
Proof. We begin with
{
Gα(n,m) ∈ G
}⊆ {Gα(n,m) ∈ B}+ {Gα(n,m) ∈ Bc}∩ {Gα(n,m) ∈ G},
B :=
{
G with
∣∣E(G)∣∣= m: ∑
u,v: (u,v)/∈E(G)
Du(G)Dv(G) > σ
∗n
}
.
Here σ ∗ comes from (3.12), so that
Pr
{
Gα(n,m) ∈ B
}
 exp
(−σˆ n1/5).
Let G ∈ Bc and G ∈ G. Let G denote a generic sequence of m+1 nested graphs G0,G1, . . . ,Gm,
with G0 = ∅, Gm = G, such that each Gμ is obtained by inserting an edge into Gμ−1. Notice
upfront that the total number of those sequences G is m!. By the definition of {Gα(n,μ)},
Pr
{
Gα(n,m) = G
}=∑
G
Pr
{
m⋂
μ=0
(
G(n,μ) = Gμ
)}
=
∑
G
m∏
μ=1
Pr
{
G(n,μ) = Gμ
∣∣G(n,μ− 1) = Gμ−1}.
Let (iμ, jμ) be the new edge in Gμ. Here, by (3.1), (3.2), and the condition of G ∈ Bc ,
Pr
{
G(n,μ) = Gμ
∣∣G(n,μ− 1) = Gμ−1}= 2(degiμ(Gμ−1)+ α)(degjμ(Gμ−1)+ α)
(2(μ− 1)+ nα)2(1 +O(n−1)) ,
uniformly for all G and μm. Therefore, as m = O(n),
Pr
{
Gα(n,m) = G
}
b
2m∏m
μ=1(2(μ− 1)+ nα)2
∑
G
m∏
μ=1
[(
degiμ(Gμ−1)+ α
)(
degjμ(Gμ−1)+ α
)]
= 2
m∏m
μ=1(2(μ− 1)+ nα)2
( ∏
i∈[n]
(α)degi (G)
)∑
G
1
= 2
mm!∏m
μ=1(2(μ− 1)+ nα)2
∏
(α)degi (G).
i∈[n]
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(
2(μ− 1)+ nα)2 = (2(μ− 1)+ nα)(2(μ− 1)+ 1 + nα)(1 +O(n−1)),
and so
m∏
μ=1
(
2(μ− 1)+ nα)2  σ1 n∏
μ=1
(2μ− 2 + nα)(2μ− 1 + nα) = σ1(nα)2m.
Hence, uniformly for G ∈ Bc ∩ G,
Pr
{
Gα(n,m) = G
}
b
2mm!
(nα)2m
∏
i∈[n]
(α)degi (G)
= Pr{MGα(n,m) = G}, (3.18)
see (2.2). 
Notes. 1. The definition of G∗α(n,m) as MGα(n,m) conditioned on being simple, and (3.18)
taken together imply that we also have
Pr
{
Gα(n,m) ∈ G
}
b exp
(−cˆn1/5)+ Pr{G∗α(n,m) ∈ G}. (3.19)
2. The power of Corollary 3 is in that it allows to prove rarity of the events for Gα(n,m) by
showing rarity of the corresponding events for MGα(n,m). As we will start seeing in the next
section, the computations for MGα(n,m) are surprisingly manageable.
4. Tree components and the unicyclic components
We assume that m = Θ(n), so that c = 2m/n, the average vertex degree of Gα(n,m), and
of MGα(n,m), is bounded away from zero and infinity. For k  1, let Ek denote the expected
number of tree components of MGα(n,m) with k vertices, and for k1, k2  1 let Ek1,k2 denote
the expected number of ordered pairs of distinct tree components, with k1 and k2 vertices respec-
tively.
Lemma 4.
(a) Ek = 2k−1 〈n〉k〈m〉k−1((n− k)α)2(m−k+1)
(nα)2m
· α
k(k(α + 1))k−2
k! , (4.1)
where
〈μ〉ν = μ(μ− 1) · · · (μ− ν + 1), (α + 1)−1 := α−1,
and
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〈n〉k〈m〉k−2((n− k)α)2(m−k+2)
(nα)2m
·
2∏
t=1
2kt−1 α
kt (kt (α + 1))kt−2
kt ! (k := k1 + k2). (4.2)
(b) Consequently, if m = Θ(n) and k = O(n3/4), then
Ek = n α
kck−1
(α + c)2(k−1)
(
α
α + c
)kα
· (k(α + 1))k−2
k! e
Ψn,k ,
Ψn,k = β k
2
n
+ β1 k
3
n2
+O(k/n+ k4/n3),
β = β(c) := − α + 1
2c(α + c) (c − cα)(c − 2),
β1 = β1(c) := − 16(α + c)2
(
f (c)− 6α2 − 12α − 8),
f (c) := (c
2 + 4)(α + c)2
c2
+ αc(2α + c),
cα := α
α + 1 . (4.3)
(c) If k1, k2 = o(n), then
Ek1,k2
Ek1Ek2
= eΨn,k ,
Ψn,k = 2k1k2
n
[
β(c)+O(k/n)]+O(k/n), k = k1 + k2. (4.4)
Note. The way the formula for β(c) is written is to make obvious an important fact, namely
that, as c grows, β(c) first changes its sign, from negative to positive, at c = cα . As we will see,
this is one of the technical reasons why cα is the critical value of the average vertex degree. As
for β1(c), what will matter only is that β1(c) < 0 for c  cα and a little bit beyond cα , at least.
(Indeed, for f (·) in the definition of β1(c), we have
f ′(x) = 2(α + x)[(1 + α)− 4αx−3].
Hence f (x) is decreasing on (0, (4cα)1/3) ⊃ (0, cα), and it is easy to check that
f (cα) > 6α2 + 12α + 8.)
Proof of Lemma 4. (a) By symmetry, Ek =
(
n
k
)
Pk , where Pk is the probability that [k] is the
vertex set of a tree component. Consider k  2, such that 2(k − 1) 2m. Given positive integers
d1, . . . , dk such that
∑
j∈[k] dj = 2(k − 1), there are(
k − 2 ) (4.5)
d1 − 1, . . . , dk − 1
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tree on [k], Tk be the set of all kk−2 such trees, and G be a generic multigraph on [n] \ [k], with
the m-parameters m1 = m(T ) and m2 = m(G). In particular,
ρ(m1) = 2k−1(k − 1)!.
Then, arguing as in (2.15) and using (4.5),
Pk =
(
m
k−1
)
(nα)2m
2k−1(k − 1)!
∑
T ∈Tk
∏
i∈[k]
(α)di (T ) ·
∑
G
ρ
(
m(G)
) ∏
i∈[n]\[k]
(α)di (G)
=
(
m
k−1
)
(nα)2m
2k−1(k − 1)!(k − 2)! ·Σ(k) · ((n− k)α)2(m−k+1), (4.6)
where
Σ(k) :=
∑
|d|=2(k−1)
∏
i∈[k]
(α)di
(di − 1)!
= [x2(k−1)](∑
d1
(α)d
(d − 1)!x
d
)k
= [x2(k−1)](x d
dx
∑
d1
(α)d
d! x
d
)k
= [x2(k−1)](x d
dx
(1 − x)−α
)k
= αk[x2(k−1)](xk(1 − x)−k(α+1))
= αk (k(α + 1))k−2
(k − 2)! . (4.7)
Hence, for k  2,
Ek = 2k−1 〈n〉k〈m〉k−1((n− k)α)2(m−k+1)
(nα)2m
· α
k(k(α + 1))k−2
k! . (4.8)
As for k = 1, using (2.16), we have
E1 = nPr
{
d1
(
MGα(n,m)
)= 0}= n((n− 1)α)2m
(nα)2m
,
which is covered by (4.8) too, if we define (α + 1)−1 = α−1.
Analogously
Ek1,k2 =
〈n〉k〈m〉k−2((n− k)α)2(m−k+2)
(nα)2m
·
2∏
2kt−1 α
kt (kt (α + 1))kt−2
kt ! . (4.9)t=1
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totic techniques to the n, m-dependent factors in (4.8), which we omit for brevity.
Later we will need a similar, but less precise formula: if M = Θ(N), ν,μ = O(N3/4),
μ 2ν, then, denoting ξ = 2M/N ,
〈N〉ν〈M〉μ((N − ν)α)2(M−μ)
(Nα)2M
= Nν−μ
(
x(ξ)
2α
)ν
× exp
(
β(ξ)
ν2
N
+O(|μ− ν| + 1)+O(ν3/N2)), (4.10)
where
x(ξ) := ξα
α+1
(α + ξ)α+2 , (4.11)
and β(·) is defined in (4.3).
The proof of the part (c) is given in Appendix A. 
Note. It is worth noticing that (4.7) formally means that
∑
k1
xk
k!
∑
T ∈Tk
∏
i∈[k]
(α)di (T ) =
∑
k1
(αx)k
(k(α + 1))k−2
k! , (4.12)
which can be thought of as the formula for an α-analogue of the exponential generating function
of the unrooted trees. Shortly we will find a closed form expression for the series on the right.
Let us discuss, informally, the ramifications of Lemma 4. For α = 1, (4.3) becomes
Ek ∼ n(1 + c)−1
(
c
(1 + c)3
)k−1
(3(k − 1))!
k!(2k − 1)! , k = o
(
n1/2
)
.
So for the expected total size of all such tree components we have
∑
k=o(n1/2)
kEk ∼ n(1 + c)−1F
(
c(1 + c)−3),
F (u) :=
∑
j0
uj
1
2j + 1
(
3j
2j
)
, (4.13)
if c is such that c(1 + c)−3 is less than the convergence radius of F . And now comes a surprise:
fj := 12j+1
(3j
2j
)
happens to be the number of all ternary plane rooted trees with j internal, i.e.
non-leaf vertices; f0 = 1, by definition. Ternary means that all internal vertices have out-degree 3.
(See Stanley [38, vol. 2, Exercise 5.45].) In particular,
F(x) :=
∞∑
xjfj
j=0
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F(x) = 1 + xF 3(x), (4.14)
and the series converges for |x| 4/27. This is the point where
∂
∂y
(
y − 1 − xy3)∣∣∣
y=F(x) = 0,
and consequently
F(4/27) = 3/2 < ∞.
On the other hand,
c
(1 + c)3 
4
27
, ∀c 0,
since
sup
{
z
(1 + z)3 : z 0
}
= 1/2
(1 + 1/2)3 =
4
27
.
So
∑
k=o(n1/2)
kEnk ∼ n1 + cF
(
c
(1 + c)3
)
, ∀c > 0,
and F(c/(1 + c)3) < ∞. Therefore at c = 1/2
∑
k=o(n1/2)
kEnk ∼ nF(4/27)1 + 1/2 = n.
That is, for c close to 1/2, almost all vertices are in the tree components of size much less
than n1/2. We should expect this to be true for all c < 1/2 as well, which means that
F
(
c
(1 + c)3
)
= 1 + c, ∀c 1
2
.
And yes, this is so, because
1 + c = 1 + c
(1 + c)3 (1 + c)
3,
and c(1 + c)−3 increases from 0 to 4/27 as c increases from 0 to 1/2. This argument also shows
that, for c > 1/2,
F
(
c
3
)
= 1 + c∗,(1 + c)
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c∗
(1 + c∗)3 =
c
(1 + c)3 , c
∗ ∈ (0,1/2).
For c > 1/2, the function (1 + c∗)/(1 + c) is below 1. By analogy with the Erdo˝s–Rényi graph
G(n,m), we should expect then that once c exceeds 1/2, the random multigraph MG1(n,m) whp
has a giant component of size close to
n
(
1 − F(c/(1 + c)
3)
1 + c
)
= n
(
1 − 1 + c
∗
1 + c
)
= n c − c
∗
1 + c .
What happens for the general α > 0? Introduce F(x) as the solution of
F(x) = 1 + xF 2+α(x), (4.15)
compare with (4.14). The corresponding series converges for
|x| xα := (1 + α)
1+α
(2 + α)2+α , F (xα) =
2 + α
1 + α .
Using the Lagrange inversion formula, one easily obtains that, for β > 0,
[
xr
]
Fβ(x) = β
r!
(
β + 1 + r(1 + α))
r−1, r  0. (4.16)
Comparing this with the first line in (4.3), we see that the general version of (4.13) should be
∑
k=o(n1/2)
kEk ∼ n
(
α
α + c
)α
· Fα(x(c)), x(c) := cαα+1
(α + c)2+α . (4.17)
Furthermore, the right side expression in (4.12) becomes ∫ x0 Fα(αy)dy. Using the substitution
αy = (z− 1)z−2−α (see (4.15)), after a series of elementary integrations we obtain
x∫
0
Fα(αy)dy = xFα(αx)− α
2x2
2
F 2α+2(αx). (4.18)
Therefore (4.12) becomes
∑
k1
xk
k!
∑
T ∈Tk
∏
i∈[k]
(α)di (T ) = xFα(αx)−
α2x2
2
F 2α+2(αx). (4.19)
Let T ρk denote the set of all rooted trees on [k]. Applying xd/dx to both sides of (4.12), we infer
that
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k1
xk
k!
∑
T ∈T ρk
∏
i∈[k]
(α)di (T ) = x
d
dx
x∫
0
Fα(αy)dy = xFα(αx). (4.20)
The identities (4.15), (4.19)–(4.20) are the α-analogues of the classic identities
T (x) = xeT (x),∑
k1
xk
k! k
k−2 = T (x)− 1
2
T 2(x),
∑
k1
xk
k! k
k−1 = T (x) (4.21)
(|x| e−1), see [20,29].
Returning to MGα(n,m), notice that the argument x(c) of F in (4.17) attains its supremum at
cα = α1 + α ⇒ x(cα) =
(1 + α)1+α
(2 + α)2+α = xα.
So, for c = cα , the right side expression in (4.17) becomes
n
(
α
α + cα
)α
·
(
2 + α
1 + α
)α
= n.
Therefore, for c < cα , we must have ∑
k=o(n1/2)
kEk ∼ n,
i.e.
F
(
cαα+1
(α + c)2+α
)
= 1 + c
α
, ∀c cα,
which indeed follows from (4.15). Then, for c > cα ,
F
(
cαα+1
(α + c)2+α
)
= 1 + c
∗
α
, i.e. F
(
x(c)
)= 1 + c∗
α
,
c∗αα+1
(α + c∗)2+α =
cαα+1
(α + c)2+α , i.e. x
(
c∗
)= x(c) (c∗ ∈ (0, cα)). (4.22)
(As c∗ = c for c cα , (4.22) holds then for all c.) Thus we are led to believe that, once c exceeds
cα , whp the random graph MGα(n,m) has a giant component, with size asymptotic to
n
[
1 −
(
α
)α
· Fα
(
cαα+1
2+α
)]
= n
[
1 −
(
α + c∗)α]
. (4.23)
α + c (α + c) α + c
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size of the tree components is asymptotic to that in the subcritical stage for the average vertex
degree c∗ = c∗(c) < cα .
As a partial check, let α → ∞. Then the factor of n in (4.23) is asymptotic to
1 − e−c · Fα((1 + o(1))ce−c/α),
where
F
((
1 + o(1))ce−c/α)= 1 + (1 + o(1))ce−c
α
Fα
((
1 + o(1))ce−c/α).
Consequently
Fα
((
1 + o(1))ce−c/α)∼ exp[ce−cF α((1 + o(1))ce−c/α)],
so that
Fα
((
1 + o(1))ce−c/α)∼ (ce−c)−1T (ce−c),
where T (x) is the tree function defined in (4.21). So the coefficient by n in (4.23) becomes
1 − c−1T (ce−c),
just what it has to be for the Erdo˝s–Rényi random graph G(n,m)!.
In the next sections we will give the exact formulations and the full proofs of these claims,
and also analyze a nearcritical case of c close to cα . We will do this by combining the ideas from
Bollobás [8,9], Łuczak [22], Łuczak et al. [24], Łuczak [23], and extending the enumerational
techniques discussed in this section.
Note. According to (3.19), all the rare (likely) events for G∗α(n,m) are rare (likely) for Gα(n,m)
too, and G∗α(n,m), conditioned on its degree sequence, is uniformly distributed. So if one can
show that whp the random degree sequence of G∗α(n,m) meets the “well-behavior” conditions
in Molloy and Reed [28,29], then the basic formula (4.30) can also be arrived at, even in a
shorter way, as a special case of their general formula for the giant component size in a random
graph distributed uniformly on the set of all graphs with a given degree sequence. However,
a verification of the required property of G∗α(n,m), namely that whp the (weighted) random
counts of vertices by degree are uniformly close to their expected values, looks quite difficult
though. In fact, in a literal sense, this sufficient condition may not be even true for G∗α(n,m). This,
and our desire also to study in detail the two other phases, subcritical (c < cα) and nearcritical
(|c − cα| → 0), dictated our approach.
As another illustration of enumerational richness of MGα(n,m), let us compute the expected
number of all unicyclic components.
Unlike trees, there is no product formula for the number of unicyclic components with a
given degree sequence. So the counterpart of (4.6) is the following. Let U be a generic unicyclic
graph on the vertex set [k], and let di(U) denote the degree of the vertex i ∈ [k]. Then U has k
edges, so
∑
i=1 di(U) = 2k. Let E(U) denote the expected number of unicyclic components of
MGα(n,m), each being isomorphic to U under the order preserving bijection between its vertex
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O(n2/3),
E(U) =
(
n
k
) (m
k
)
(nα)2m
2kk!((n− k)α)2(m−k) ∏
i∈[k]
(α)di (U)
= eΨˆn,k (x(c)/α)
k
k!
k∏
i=1
(α)di (U);
Ψˆn,k := β k
2
n
+O(k/n+ k3/n2); (4.24)
for the second equality we have used (4.10)–(4.11). (Notice that, unlike (4.3), the factor n is out.)
Our task then is to evaluate
Sk :=
∑
U∈Uk
k∏
i=1
(α)di (U), (4.25)
where Uk is the set of all unicyclic graphs on [k].
Each U consists of a cycle of length j  3 and a forest of j trees rooted at the j cyclic vertices.
Given j , let (V1, . . . , Vj ) be a partition of [k] into j non-empty sets, and denote vt = |Vt |. Given
such a partition, there are v1 · · ·vj ways to select a vertex from each Vt as a cyclic vertex. Once
the cyclic vertices are chosen, there are (j − 1)!/2 ways to form an undirected cycle. And for
each t and δ1, . . . , δvt , with δ1 + · · · + δvt = 2(vt − 1), there are
(
vt−2
δ1−1,...,δvt −1
)
ways to choose
a tree on Vt such that the root (cyclic) vertex has degree δ1, and the remaining (index-ordered)
vertices have degrees δ2, . . . , δvt . Let S(V1, . . . , Vj ) stand for the subsum of Sk for U s that induce
the partition (V1, . . . , Vj ) of [k]. Denoting vt = |Vt |, we have then
S(V1, . . . , Vj ) = (j − 1)!2
j∏
t=1
vt
( ∑
δ1,...,δvt
(α)δ1+2
vt∏
s=2
(α)δs
(
vt − 2
δ1 − 1, . . . , δvt − 1
))
.
The t-th factor here is (α)2 = α(α + 1) if vt = 1, and if vt > 1 then it is
vt (vt − 2)!
[
x2(vt−1)
]{(∑
δ
(α)δ+2
(δ − 1)!x
δ
)(∑
δ
(α)δ
(δ − 1)!x
δ
)vt−1}
= vt (vt − 2)!α(α + 1)
[
x2(vt−1)
]{(
x
d
dx
(1 − x)−α−2
)(
x
d
dx
(1 − x)−α
)vt−1}
= vt (vt − 2)!αvt (α + 1)(α + 2)
[
xvt−2
]
(1 − x)−vt (α+1)−2
= vtαvt (α + 1)(α + 2)
(
vt (α + 1)+ 2
)
vt−2.
Since
(α + 3)−1 =
(
(α + 2)+ 1) = (α + 2)−1,−1
B. Pittel / Advances in Mathematics 223 (2010) 619–671 645the last formula works for vt = 1 as well. Using (4.25) and the last two identities, we obtain
Sk =
∑
j,V1∪···∪Vj=[k]
S(V1, . . . , Vj )
=
∑
j
(j − 1)!
2j !
∑
v1+···+vj=k
(
k
v1, . . . , vj
) j∏
t=1
[
vtα
vt (α + 1)2
(
vt (α + 1)+ 2
)
vt−2
]
=
∑
j3
k!αk((α + 1)2)j
2j
·Σjk.
Here
Σjk =
∑
v1+···+vj=k
j∏
t=1
(vt (α + 1)+ 2)vt−2
(vt − 1)!
= [xk](∑
v1
(v(α + 1)+ 2)v−2
(v − 1)! x
v
)j
= [xk−j ]
( ∞∑
r=0
(r(α + 1)+ α + 3)r−1
r! x
r
)j
= (α + 2)−j [xk−j ]
(
(α + 2)
∞∑
r=0
(r(α + 1)+ α + 3)r−1
r! x
r
)j
= (α + 2)−j [xk−j ](Fα+2(x))j = (α + 2)−j [xk−j ]Fj(α+2)(x);
for the last equality we have used (4.16) with β = α + 2. Therefore
Sk = k!αk
∑
j3
(α + 1)j
2j
· [xk−j ]Fj(α+2)(x)
= k!αk [xk]∑
j3
(α + 1)j
2j
(
xFα+2(x)
)j
= k!αk [xk]∑
j3
(α + 1)j
2j
(
F(x)− 1)j
= k!αk[xk]1
2
(
ln
1
1 − z − z−
z2
2
)∣∣∣
z=(α+1)(F (x)−1).
Thus we have proved
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k3
xk
k!
∑
U∈Uk
k∏
i=1
(α)di (U)
=
∑
k3
(xα)k
[
xk
]1
2
(
ln
1
1 − z − z−
z2
2
)∣∣∣
z=(α+1)(F (x)−1)
= 1
2
(
ln
1
1 − z − z−
z2
2
)∣∣∣
z=(α+1)(F (αx)−1)
= 1
2
(
ln
1
1 − z − z−
z2
2
)∣∣∣
z=(α)2xFα+2(αx)
. (4.26)
In the limit α → ∞, this becomes the well-known formula for the exponential generating func-
tion of {uk}k3, uk = |Uk|,
∑
k3
xk
uk
k! =
1
2
(
ln
1
1 − T (x) − T (x)−
T 2(x)
2
)
.
And, neglecting the factor eΨˆn,k in (4.24) (which can be justified for a fixed c = cα),
∑
k3,U∈Uk
E(U) ∼
∑
k
xk(c)
[
xk
]1
2
(
ln
1
1 − z − z−
z2
2
)∣∣∣
z=(α+1)(F (x)−1)
= 1
2
(
ln
1
1 − z − z−
z2
2
)∣∣∣
z=(α+1)(F (x(c))−1)
= 1
2
(
log
1
1 − c∗/cα − c
∗/cα − (c
∗/cα)2
2
)
,
since, by (4.22),
(α + 1)[F (x(c))− 1]= (α + 1)c∗
α
= c
∗
cα
.
Letting α → ∞, we recover a well-known formula for the Erdo˝s–Rényi random graph
G(n,m), [17]:
∑
U∈Uk
E(U) ∼ 1
2
log
1
1 − c∗ −
c∗
2
− (c
∗)2
4
(c = c∞ = 1).
5. Multicyclic components
To study the supercritical phase c > cα we will also need upper bounds for the expected
numbers of components of the random multigraph MGα(n,m), with size below n2/3, containing
more than one cycle. A key ingredient in both [7,8] and [23] was Bollobás’ strong bound for
C(k, ), the number of connected graphs with k vertices and  ∈ (k,2k] edges:
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(
A
t
)t/2
kk+(3t−1)/2, t := − k, (5.1)
A > 0 being an absolute constant. (5.1) extends a sharp asymptotic formula for t = o(k1/3)
due to Wright [45], in which A = (12e)−1. Later Łuczak [23] found that, within a low degree
polynomial factor, Bollobás’ bound holds for any A> (12e)−1. The idea of [23] was that, given
N > k and p ∈ (0,1), Ek,(N,p) the expected number of the (k, ) components in the Bernoulli
random graph G(N,Pr(edge = p)), is at most N/k, and so
Ek,(N,p) =
(
N
k
)
pq(
k
2)−+k(N−k)C(k, ) N
k
. (5.2)
The bound (5.1), with any A> (12e)−1 but with an additional factor coming from N/k, follows
by selecting the best N and p, which are N = k3/2/t , and p ∼ N−1. In that range, Ek,(N,p) is
not small either, and so N/k differs from Ek,(N,p) by only a polynomial factor.
We will need an upper bound of an α-analogue of C(k, ), which we define as
Cα(k, ) =
∑
connected G:
V (G)=[k], |E(G)|=
ρ
(
m(G)
) k∏
i=1
(α)di (G), (5.3)
with ρ(m(G)) defined in (2.1). We obtain it by adapting Łuczak’s embedding idea. (For a simple
graph G, ρ(m(G)) = 2m(G)m(G)!, m(G) being the number of edges; so a better candidate for an
α-analogue of C(k, ) is Cα(k, )/2!.) Introduce the random multigraph MGα(N,M) (N > k,
M > ), and let Ek,(N,M) denote the expected number of (k, )-components in MGα(N,M).
Then, arguing as in (2.15), we obtain
Ek,(N,M) =
(
N
k
)(M

)
Cα(k, )
((N − k)α)2(M−)
(Nα)2M
 N
k
, (5.4)
which yields an upper bound on Cα(k, ), dependent on N,M. Plugging this bound into the
corresponding expression for Ek, := Ek,(n,m), we arrive at
Ek,(n,m)
N
k
〈n〉k〈m〉((n− k)α)2(m−)
(nα)2m
· (Nα)2M〈N〉k〈M〉((N − k)α)2(M−) . (5.5)
In Section 6, our study of the nearcritical phase will enable us to eliminate the N/k factor in
the bound (5.5). (The counterpart of this device eliminates the factor N/k from Łuczak’s bound
as well.) The resulting bound for Ek,(n,m) will be a key tool for analysis of the supercritical
phase.
Keeping N/k in place for now, let us see what we can get from (5.5) by choosing N and M
properly.
Lemma 5. Let k,  n2/3, and t := − k ∈ (0, k]. There exists a constant A> 0 such that
Ek,(n,m)b
k1/2
1/6
(
A
1/6
k3/2
)t(
x(c)
)k
eβ(c)k
2/n. (5.6)
t t n x(cα)
648 B. Pittel / Advances in Mathematics 223 (2010) 619–671Also, if k  n2/3 then
Ek,k(n,m)b k1/2
(
x(c)
x(cα)
)k
eβ(c)k
2/n. (5.7)
Proof. Set N = k3/2/t1/6 and M = Ncα/2. The estimate (4.10)–(4.11) is applicable to both
the second and the third fraction in (5.5), because k,  n3/4,  2k, and
k4
N3
,
4
N3
b
(
t
k
)1/2
 1.
Since
k3
N2
b t1/3,
∣∣∣∣β
(
2M
N
)∣∣∣∣k2N b k
2
N2
b
t1/3
k
,
we obtain then
Ek,(n,m)b
k1/2
t1/6
(
k3/2
t1/6n
)t(
x(c)
x(cα)
)k
· exp
(
β(c)
k2
n
+O(t)
)
,
and (5.6) follows. To prove (5.7), we set N = k3/2, and keep M = Ncα/2. 
6. Largest component
Let Ln denote the size of a largest component in Gα(n,m). We will show that the likely order
of magnitude of Ln depends on whether c < cα (subcritical case), c− cα → 0 (nearcritical case),
or c > cα (supercritical case). Here is a precise statement.
Theorem 1. Define
ω = ω(n) := n1/3|c − cα|.
(a) Subcritical case. Suppose c = c(n) < cα is such that ω → ∞ however slowly. Then there
exist constants 0 < λ1 < λ2 < ∞ such that
lim
n→∞ Pr
{
λ1
ln[n(cα − c)3]
(c − cα)2  Ln  λ2
ln[n(cα − c)3]
(c − cα)2
}
= 1. (6.1)
(b) Nearcritical case. Suppose that ω = O(1). Let Ln,k denote the size of a k-th largest compo-
nent; so Ln,1 = Ln. Then
Ln,k = Θp
(
n2/3
)
, k  1, (6.2)
i.e.
lim
n→∞ Pr
{
λ−1n2/3  Ln,k  λn2/3
}= 1, k  1,
if λ → ∞ however slowly.
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lim
n→∞n
1/4(c − cα) = ∞. (6.3)
Then
Ln =
(
1 + op(1)
)
n
[
1 −
(
α + c∗
α + c
)α]
, (6.4)
where c∗ is the root of
xαα+1
(α + x)2+α =
cαα+1
(α + c)2+α , x ∈ (0, cα), (6.5)
and op(1) stands for a random variable which converges to zero in probability. A second largest
component is smaller, whp, by a factor of order n1/3(c − cα), at least.
Notes. 1. We conjecture that, as in the Erdo˝s–Rényi graph process, the supercritical stage begins
earlier, when n1/3(c − cα) → ∞.
2. By Corollary 3, it suffices to prove the corresponding claim for MGα(n,m).
6.1. Proof of Theorem 1(a)
Pick a constant A> 0 and set
kn =
⌈
A ln[n(cα − c)3]
(cα − c)2
⌉
. (6.1.1)
The condition ω → ∞ implies that
lim
n→∞
(cα − c)k2n
n
= 0, lim
n→∞
k3n
n2
= 0.
Introduce Sn, the expected total size of all tree components, each of size kn, at most, i.e.
Sn =
∑
kkn
kEk,
Ek being the expected number of tree components of size k. By (4.3) in Lemma 4(b), and (4.16),
kEk = n
(
α
α + c
)α(
x(c)k−1
[
xk−1
]
Fα(x)
)
eΨn,k ,
x(c) := cα
α+1
2+α , (6.1.2)(α + c)
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Ψn,k = Ψ˜n,k +O(k/n), Ψ˜n,k := β k
2
n
+ (β1 +O(k/n)) k3
n2
,
with β1 < 0, and bounded away from 0, and β < 0, of order cα − c. So, using
1 − e−z  z, z 0,
we have: uniformly for k  kn,
∣∣eΨn,k − 1∣∣ ∣∣eΨ˜n,k (eO(k/n) − 1)∣∣+ ∣∣eΨ˜n,k − 1∣∣

∣∣eO(k/n) − 1∣∣+ |Ψ˜n,k|
= O(k/n+ (cα − c)k2/n+ k3/n2).
Therefore
∑
1kkn
(
x(c)k−1
[
xk−1
]
Fα(x)
)
eΨn,k
= Σ0 +O
(
Rn + Σ0
n
+ Σ1
n
+ (cα − c)Σ2
n
+ Σ3
n2
)
, (6.1.3)
where
Σt :=
∑
j0
j t
(
x(c)j
[
xj
]
Fα(x)
)= (x d
dx
)t
F α(x)
∣∣∣
x=x(c),
and
Rn :=
∑
k>kn
x(c)k−1
[
xk−1
]
Fα(x) = α
∑
k>kn
x(c)k−1 (k(α + 1))k−2
(k − 1)! .
Now, by the definition of x(c) and (4.22) with c < cα ,
F
(
x(c)
)= 1 + c
α
.
Since, using (4.15),
dF
dx
= F
α+2
1 − x(α + 2)Fα+1 =
Fα+3
(α + 2)− (α + 1)F , (6.1.4)
we then have
dF
∣∣∣ = Fα+3(x(c)) = O((cα − c)−1),dx x=x(c) 1 − (α + 1)c/α
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d2F
dx2
∣∣∣
x=x(c) = O
(
(cα − c)−3
)
,
d3F
dx3
∣∣∣
x=x(c) = O
(
(cα − c)−5
)
.
Consequently
Σ0 = Fα
(
x(c)
)= (1 + c
α
)α
,
Σt = O
(
(cα − c)−2t+1
)
, t = 1,2,3, (6.1.5)
whence, as n(cα − c)3 → ∞,
Σ0
n
+ Σ1
n
+ (cα − c)Σ2
n
+ Σ3
n2
= O(n−1(cα − c)−2), (6.1.6)
the dominant contribution coming from the Σ2 term.
Turn to Rn. Writing
(k(α + 1))k−2
(k − 1)! =
Γ (k(α + 2)− 2)
Γ (k(α + 1))Γ (k) ,
and applying the Stirling formula for the Gamma function, we see that Rn is of order
∑
jkn
j−3/2
[
(α + 2)α+2
(α + 1)α+1 ·
cαα+1
(α + c)2+α
]j
=
∑
jkn
j−3/2
(
x−1(cα)x(c)
)j
 (x(c)/x(cα))
kn
k
3/2
n (1 − x(c)/x(cα))
, (6.1.7)
as
x(c) < x(cα), ∀c = cα.
More precisely, since x′′(cα) < 0,
x(c)
x(cα)
 1 − σ(cα − c)2, σ > 0, (6.1.8)
and we then have
Rn = O
(
e−σ1kn(cα−c)2
k
3/2
n (cα − c)2
)
, σ1 > 0. (6.1.9)
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Sn = n+O
(
(cα − c)−2
)+O(ne−σ1kn(cα−c)2
k
3/2
n (cα − c)2
)
= n+O((cα − c)−2)+O(ω−σ1A+1(cα − c)−2)
= n+O((cα − c)−2), (6.1.10)
for A> σ−11 . Therefore the expected number of vertices left after deletion of all tree components
of size kn, at most, is of order O((cα − c)−2), hence dwarfed by kn. Thus
lim
n→∞ Pr
{
Ln  λ
ln[n(cα − c)3]
(c − cα)2
}
= 1, λ > A.
To complete the proof of Theorem 1(a), we need to show that, for some small ε > 0, Xˆ, the
number of tree components of size in [k1, k2],
k1 =
⌈
ε2 ln[n(cα − c)3]
(c − cα)2
⌉
, k2 =
⌈
ε ln[n(cα − c)3]
(c − cα)2
⌉
,
tends to infinity in probability. Since (cα − c)k2i /n → 0, k3i /n2 → 0, it follows from Lemma 4
((4.3)–(4.4)) that
E
[
Xˆ(Xˆ − 1)]= ∑
i,j∈[k1,k2]
Ei,j ∼
( ∑
i∈[k1,k2]
Ei
)2
= (E[Xˆ])2, (6.1.11)
where
Ei ∼ n α
ici−1
(α + c)2(i−1)
(
α
α + c
)iα
· (i(α + 1))i−2
i! .
That is, using x(c) defined in (4.17) and applying the Stirling formula, as in the estimation (6.1.7)
of Rn,
Ei ∼ nα
(
α
α + c
)α
x(c)i−1 (i(α + 1))i−2
i!
= nα
(
α
α + c
)α
x(c)i−1 Γ (i(α + 1)+ i − 2)
Γ (i + 1)Γ (i(α + 1))
∼ g(c) n
i5/2
(
x(c)
x(cα)
)i
; g(c) := α
(
α
α + c
)α√
α + 1
2π(α + 2)5 x(c)
−1. (6.1.12)
Observe that 1 − x(c)/x(cα) is exactly of order (c− cα)2. Using (6.1.12), we see that E[Xˆ] is at
least of order
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(
x(c)
x(cα)
)k2 k2∑
i=k1
i−5/2  1
3
nk
−3/2
1
(
x(c)
x(cα)
)k2
 [n(cα − c)
3]1−σε
3(ln[n(cα − c)3])3/2 → ∞,
if ε > 0 is sufficiently small. Therefore, by (6.1.11),
E
[
Xˆ2
]= E[Xˆ(Xˆ − 1)]+ E[Xˆ] ∼ E2[Xˆ],
and (Chebyshev’s inequality) Xˆ → ∞ in probability.
6.2. Proof of Theorem 1(b)
To bound Ln from above, it suffices to consider c satisfying the condition
c − cα = δn−1/3,
where δ > 0 is fixed. Define kn = [(c − cα)−2]; in particular, k4n/n3 = o(1). By Lemma 4 (4.3),
uniformly for k  kn,
Ψn,k = Ψ ∗n,k +O(k/n),
Ψ ∗n,k := β(c)
k2
n
+ β1(c) k
3
n2
= σn k
2
n4/3
+ β1(c) k
3
n2
,
σn := 12
(
α + 1
α
)2
δ +O(n−1/3).
Here
Ψ ∗n,k
{
 0, k  k∗n := σn−β1(c)n2/3,
< 0, k > k∗n.
Importantly, the switch point k∗n depends on δ only. So, for k > k∗n , we have∣∣eΨ ∗n,k − 1∣∣ ∣∣Ψ ∗n,k∣∣.
For k  k∗n ,
0 Ψ ∗n,k  σn
(k∗n)2
n4/3
 B,
where a constant B depends on δ only, too. Thus
∣∣eΨ ∗n,k − 1∣∣= O(∣∣Ψ ∗n,k∣∣),
uniformly for all k. So, uniformly for k  kn,
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= O(k/n+ (c − cα)k2/n+ k3/n2).
Consequently, only minor modifications of the proof of (6.1.10) are needed to show the follow-
ing: for some σ1 > 0,
Sn = n+O
(
(cα − c)−2
)+O(ne−σ1kn(cα−c)2
k
3/2
n (cα − c)2
)
= n+O((cα − c)−2). (6.2.1)
Then
n− Sn = O
(
(c − cα)−2
)= O(n2/3), (6.2.2)
and we conclude that, for λ = λ(n) → ∞ however slowly,
lim
n→∞ Pr
{
Ln 
λ
(c − cα)2
}
= 1.
Let us bound Ln,t from below. Introduce
k¯ = ⌊εnn2/3⌋,
where εn ↓ 0 however slowly. Then in (6.1.2)
Ψn,k = O
(
k/n+ |c − cα|k2/n
)+O(k3/n2)= O(εn), k ∈ [k¯,2k¯].
So, as in (6.1.12), uniformly for k ∈ [k¯,2k¯] we have
Ek ∼ g(c) n
k5/2
(
x(c)
x(cα)
)k
.
This time though
(
x(c)
x(cα)
)k
= (1 +O((c − cα)2))k = 1 +O(εn), k ∈ [k¯,2k¯].
Consequently, for X¯, the number of tree components of size from [k¯,2k¯], we have
2k¯∑
k=k¯
Ek  σ
n
k¯3/2
 ε−3/2n → ∞.
So, arguing as in the case of Xˆ in Section 6.1, we obtain that X¯ → ∞, in probability. Therefore,
for each fixed t  1
Pr{Ln,t  k¯} → 1.
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small. To do so, we need a deeper look at the nearcritical case. Consider a random multigraph
MGα(N,M) with
c − cα = 2M
N
− cα = Θ
(
N−1/3
)
.
Introduce
DN = N −
∑
kkN
kXk,
where Xk is the count of tree components of size k in MGα(N,M), and kN = [(c − cα)−2].
What we showed while proving Theorem 1(b) (see (6.2.1)–(6.2.2)) was that
E[DN ]b N2/3. (6.2.3)
Let us show that
E
[
D2N
]
b N4/3, (6.2.4)
as well.
Recalling that Ei,j is the expected number of ordered pairs of distinct trees of sizes i and j ,
after simple algebra we obtain
E
[
D2N
]= E2[DN ] + ∑
i,jkN
ij (Ei,j −EiEj )+
∑
ikN
i2Ei. (6.2.5)
By (6.2.3), the first summand is O(N4/3). The third summand is of order NΣ1, see (6.1.2),
(6.1.4), and Σ1 = O((c − cα)−1), see (6.1.5), i.e.
∑
ikn
i2Ei b N(c − cα)−1 b N4/3. (6.2.6)
Further, by Lemma 4 (4.4) and β(c) = O(N−1/3),
|Ei,j −EiEj |b N−4/3ijEiEj +N−1(i + j)EiEj . (6.2.7)
So the middle term in (6.2.5) is of order
N−4/3
( ∑
ikN
i2Ei
)2
+N−1
∑
ikN
i2Ei ·
∑
jkN
jEj
b N−4/3
(
N4/3
)2 +N−1N4/3N b N4/3,
and (6.2.3) follows.
656 B. Pittel / Advances in Mathematics 223 (2010) 619–671Lemma 6. Let V1,V2, . . . denote the vertex sets of the components of MGα(N,M). If 2M/N −
cα = Θ(N−1/3), then
E
[∑
j
|Vj |2
]
b N4/3.
Proof. Combine an obvious bound
E
[∑
j
|Vj |2
]

∑
ikN
i2E[Xi] + E
[
D2N
]
,
with (6.2.4) and (6.2.6). 
Now, whatever the values N > k and M >  are, we can replace (5.4) with
Ek,(N,M) =
(
N
k
)(M

)
Cα(k, )
((N − k)α)2(M−)
(Nα)2M
 1
k2
E
[∑
j
|Vj |2
]
. (6.2.8)
Recall that in the proof of Lemma 5 we set N = k3/2/t1/6, or N = k3/2, and M = Ncα/2.
To fit the condition of Lemma 6, let us redefine M a bit, setting M = N(cα + N−1/3)/2. By
Lemma 6, the right-hand side in (6.2.8) is of order
N4/3
k2
b
(k3/2)4/3
k2
= 1,
instead of the initial N/k in (5.4). Aside from N/k being now replaced with 1, the modification
of M does not change the rest of the proof of Lemma 5. Hence we have strengthened the bound
(5.6)–(5.7) in Lemma 5.
Lemma 7. Let k  Bn2/3, B > 0 being fixed. There exists a constant A = A(B) > 0 such that,
uniformly for t := − k ∈ (0, k],
Ek,(n,m)b
(
A
t1/6
k3/2
n
)t(
x(c)
x(cα)
)k
eβ(c)k
2/n. (6.2.9)
Furthermore,
Ek,k(n,m)b
(
x(c)
x(cα)
)k
eβ(c)k
2/n. (6.2.10)
Note. We conjecture that in fact
Ek,(n,m)b
1
(
A
1/6
k3/2
)t(
x(c)
)k
eβ(c)k
2/n,
k t n x(cα)
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able to show that the supercritical phase begins when n1/3(c − cα) → ∞.
Now we are prepared to deal with the supercritical phase.
6.3. Proof of Theorem 1(c)
So here n1/4(c − cα) → ∞. We restrict our attention to the case c − cα → 0, since the argu-
ment for c − cα bounded away from zero is far simpler. Call a component of MGα(n,m) small
or large, if its size is n2/3 at most, or strictly above n2/3.
Step 1. Let us prove that the total size of small cyclic components is op(n(c−cα)), and that quite
surely there are no cyclic components of size in [n2/3/2, n2/3]. Here and later we use the term
“quite surely” (q.s.) from Knuth et al. [21] to indicate that an event in question has probability
1 −O(n−K), for any K > 0. (Not that we actually need those probabilities to be that close to 1;
a lower bound 1 −O(n−2), say, would suffice.)
First, let us show that whp there are no small (k, )-components with  2k. Rather crudely,
by (2.15),
Ek,(n,m)
(
n
k
)
P(k, ), P (k, ) =
(
m

)
· (kα)2((n− k)α)2(m−)
(nα)2m
.
Here, for  2k,
P(k, + 1)
P (k, )
b
(m− )k2
n2
b
k
n
 n−1/3.
Further, using (4.10)–(4.11), we have: for some constant σ > 0,
(
n
k
)
P(k,2k) = 〈n〉k〈m〉2k((n− k)a)2(m−2k)
(nα)2m
· (kα)4k
k!(2k)!
 σ
k
nk
· k
4k
kkk2k
=
(
σk
n
)k
.
Therefore
∑
kn2/3, 2k
Ek,(n,m)b
∑
kn2/3
(
n
k
)
P(k,2k)b n−1,
and so, with probability 1 −O(n−1), there are no cyclic components in question.
To bound the expected total size of the small cyclic components with  ∈ (k,2k], we apply
Lemma 7 (6.2.9) and obtain
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1kn2/3
k<2k
kEk,(n,m)b
∑
1kn2/3
k
(
x(c)
x(cα)
)k
eβ(c)k
2/n
∑
t>0
(
A
t1/6
k3/2
n
)t
b
1
n
∑
1kn2/3
k5/2
(
x(c)
x(cα)
)k
eβ(c)k
2/n. (6.3.1)
Here, as c − cα  n−1/3, (
x(c)
x(cα)
)k
eβ(c)k
2/n b exp
[−σk(c − cα)2],
and a resulting function h(k) := (5/2) ln k − σk(c − cα)2 attains its maximum at
kmax = 52σ (c − cα)
−2.
Since h′′(k) = −(5/2)k−2, a standard argument shows then that
∑
1kn2/3
k<2k
kEk(n,m)b n−1
eh(kmax)√−h′′(kmax) b n
−1k7/2max = σ1n−1(c − cα)−7, (6.3.2)
which is o(n(c − cα)) as n1/4(c − cα) → ∞. (That’s the reason for the exponent 1/4 in our
definition of the supercritical phase!) In addition, as in (6.3.1),
∑
n2/3/2kn2/3
k<2k
Ek,(n,m)b
1
n
∑
n2/3/2kn2/3
k3/2
(
x(c)
x(cα)
)k
eβ(c)k
2/n
b
1
n
∑
n2/3/2kn2/3
k3/2 exp
[−σk(c − cα)2]
b exp
[−0.4σn2/3(c − cα)2] e−n1/6 . (6.3.3)
Turn now to the expected total size of all small unicyclic components. Using the second and
the third lines in (4.24) and (4.26) respectively, and denoting
xˆ = x(c) exp(β(c)n−1/3),
we have ∑
kn2/3
kEk,k(n,m)b
∑
k1
kxˆk−1
[
xk
](
ln
1
1 − z
)∣∣∣
z=(α+1)(F (x)−1)
= d
dx
ln
(
1
1 − (α + 1)(F (x)− 1)
)∣∣∣
x=xˆ
= (α + 1)F
′(xˆ)
.
1 − (α + 1)(F (xˆ)− 1)
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β(c)n−1/3
(c − cα)2 =
1
n1/3(c − cα) → 0,
it follows that xˆ = x(cˆ), where
cˆ − cα = (c − cα)
(
1 +O(β(c)n−1/3(c − cα)−2))= (c − cα)(1 + o(1)).
Then, by (4.22),
1 − (α + 1)(F(xˆ)− 1)= 1 − (α + 1)c∗(cˆ)
α
= 1 − c
∗(cˆ)
cα
= Θ(cˆ − cα) = Θ(c − cα),
and, by (6.1.5),
F ′(xˆ)b
[
(α + 2)− (α + 1)F (xˆ)]−1
= [(α + 2)− (α + 1)(1 + c∗(cˆ)/α)]−1
b (c − cα)−1.
Therefore
∑
kn2/3
kEk,k(n,m)b (c − cα)−2, (6.3.4)
which is o(n(c − cα)), as n1/3(c − cα) → ∞. And, using Lemma 7 (6.2.10), analogously
to (6.3.3) we obtain
∑
n2/3/2kn2/3
Ek,k(n,m) e−n
1/6
. (6.3.5)
Let Cn stand for the total size of all small cyclic components. From (6.3.2) and (6.3.4), it
follows that
E[Cn]b n−1(c − cα)−7 + (c − cα)−2. (6.3.6)
The relations (6.3.3) and (6.3.5) together imply that q.s. MGα(n,m) has no cyclic components of
size in [0.5n2/3, n2/3]. Consequently, q.s. in the graph process {MGα(n,μ)}μm there is never a
moment when a current multigraph has a cyclic component of size in question.
Step 2. Introduce Yn and Yn, the total size of small tree components and the total size of even
smaller tree components, each with at most
kn :=
⌈
A ln[n|c − cα|3]
2
⌉
(c − cα)
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sharply concentrated around
E[Yn] =
∑
kkn
kEk,
if A is sufficiently large. In the part (a) of the proof, we already evaluated asymptotically
E[Yn] for n1/3(c − cα) → −∞. The same argument, without any changes, works in the case
n1/3(c − cα) → ∞. The only difference is that the formula (6.1.4) now becomes
Σ0 = Fα
(
x(c)
)= (1 + c∗
α
)α
,
where c∗ < cα is defined in the second line of (4.22). Consequently, cf. (6.1.10),
E[Yn] = n
(
α
α + c
)α
Σ0 +O
(
(c − cα)−2
)
= n
(
c∗ + α
c + α
)α
+O((c − cα)−2). (6.3.7)
Further, since the estimates (6.1.7)–(6.1.9) hold for c > cα as well,
∑
knkn2/3
kEk b
ne−σ1kn(c−cα)2
k
3/2
n (c − cα)2
b (c − cα)−2
[
n(c − cα)3
]1−σ1A  (c − cα)−2, (6.3.8)
provided that A> 1/σ1. Therefore
E[Yn − Yn] = o
(
(c − cα)−2
)
.
Since each small tree component counted in Yn − Yn has kn  (c − cα)−2 vertices at least, the
last estimate implies that whp Yn = Yn, i.e. whp there are no small tree components of size kn at
least. Besides, analogously to (6.3.8),
∑
n2/3/2kn2/3
kEk b
ne−σ1k(c−cα)2
k3/2(c − cα)2
∣∣∣
k=n2/3/2  e
−n1/6 .
Thus q.s. neither MGα(n,m) nor MGα(n,μ), μ < m, have a tree component of size in
[0.5n2/3, n2/3].
To show that Yn is sharply concentrated around E[Yn], we need to use Lemma 4(c) again.
Since
(c − cα)k2n
n
→ 0, kn
n
→ 0,
by (4.4) we have: for k1, k2  kn,
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c − cα
n
k1k2Ek1Ek2 +
1
n
(k1 + k2)Ek1Ek2
+ 1
n2
(k1 + k2)k1k2Ek1Ek2 .
So, analogously to the proof of (6.2.4),
E
[Yn(Yn − 1)] = ∑
k1,k2kn
k1k2Ek1,k2 +
∑
kkn
k(k − 1)Ek
b E2[Yn] + (c − cα)
n
( ∑
kkn
k2Ek
)2
+ 1
n
E[Yn]
∑
kkn
k2Ek
+ 1
n2
∑
kkn
k2Ek ·
∑
kkn
k3Ek +
∑
kkn
k2Ek
= E2[Yn] +O
(
n(c − cα)−1
)
,
as
∑
kkn
krEk = O
(
n(c − cα)−2r+3
)
, r  2,
for n(c − cα)3 → ∞. Thus
Var[Yn] = E
[Yn(Yn − 1)]+ E[Yn] − E2[Yn]
= O(n)+O(n(c − cα)−1)= O(n(c − cα)−1).
So, by Chebyshev’s inequality,
Yn = E[Yn] +Op
(√
n(c − cα)−1
)
. (6.3.9)
Using (6.3.7), Yn = Yn whp, and n1/3(c − cα) → ∞, we can replace (6.3.9) with
Yn = n
(
c∗ + α
c + α
)α
+Op
(√
n(c − cα)−1
)
. (6.3.10)
Combining (6.3.6) and (6.3.10), and using
√
n(c − cα)−1  (c − cα)−2, we conclude that
Yn +Cn = n
(
c∗ + α
c + α
)α
+Op
(
n−1(c − cα)−7 +
√
n(c − cα)−1
)
. (6.3.11)
Also, q.s. the multigraphs MGα(n,μ) (μm), have no components of size in [0.5n2/3, n2/3].
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Pick γ > 0 and set
cˆ = c − γ n−1/3;
clearly
n1/4(cˆ − cα) = n1/4(c − cα)− γ n−1/12 → ∞, cˆ − cα
c − cα → 1.
We consider MGα(n,m) and MGα(n, mˆ), mˆ = cˆn/2, as the two states in the multigraph growth
process {MGα(n,μ)}μ0. What we proved in Steps 1 and 2 means that q.s. no new large com-
ponent has been born during the time interval [ncˆ/2,m]: if it has, then at its birth a larger of two
merging small components would have had size between n2/3/2 and n2/3.
Further, introducing Yˆn, Cˆn, the corresponding parameters for MGα(n, mˆ), we have
n− (Xˆn + Yˆn) = n
[
1 −
(
cˆ∗ + α
cˆ + α
)α]
+Op
(
n−1(c − cα)−7 +
√
n(c − cα)−1
)
.
The explicit term here is of an exact order n(cˆ − cα) ∼ n(c − cα), thus dwarfing the remainder
term. That is, whp n − (Xˆn + Yˆn) is of the exact order n(cˆ − cα)  n2/3. So, introducing Sn =
S(MGα(n, mˆ)), the total size of the large components of MGα(n, mˆ), we see that Sn/n2/3 → ∞,
in probability. Let An denote the event that MGα(n, mˆ) has large components and that they all
will have merged by time m; so An ⊂ {Sn > 0}. Assuming that Sn > 0, let us bound Pr(Acn |
MGα(n, mˆ)).
To this end, let us partition a vertex set of each large component of MGα(n, mˆ) into subsets of
cardinality from 0.4n2/3 to n2/3 . (Such a partition is obtained via an obvious algorithm that
determines it one subset at a time.) Let V1, . . . , Vν be the collection of all the subsets from all the
partitions. Then ν  Sn
n2/3
→ ∞, in probability. On the event Acn ∩ {Sn > 0} there exists B ⊂ [ν],
1  |B| ν/2, such that during the time interval [mˆ,m] no edge will appear between ⋃i∈B Vi
and
⋃
i∈Bc Vi . By the definition of the multigraph process, for a given set B , the probability of
such an outcome, conditioned on MGα(n, mˆ), is bounded above by
(
1 − σ |
⋃
i∈B Vi ||
⋃
i∈Bc Vi |
n2
)m−mˆ

(
1 − σ1 |B||B
c|
n2/3
)m−mˆ
 exp
(−σ2|B|∣∣Bc∣∣).
Therefore
Pr
(
Acn
∣∣ MGα(n, mˆ))  ∑
1kν/2
(
ν
k
)
exp
(−σ2k(ν − k))
b νe−σ2(ν−1) b e−σ
∗Sn/n2/3 ,
which tends to zero in probability. So Pr(Ac ) → 0, as well.n
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n− (Yn +Cn) = n
[
1 −
(
c∗ + α
c + α
)α]
+Op
(
n−1(c − cα)−7 +
√
n(c − cα)−1
)
= n
[
1 −
(
c∗ + α
c + α
)α](
1 +Op
[(
n1/4(c − cα)
)−8 + (n1/3(c − cα))−3/2]).
Since n1/4(c − cα) → ∞, this completes the proof of Theorem 1(c).
7. Connectedness threshold
Introduce m(n) = n1+α−1 .
Theorem 2.
(a) lim
n,m→∞ Pr
{
MGα(n,m) is connected
}=
{
0, if m
m(n)
→ 0,
1, if m
m(n)
→ ∞. (7.1)
(b) If
lim
(
α
2
)α
· n
1+α
mα
= x ∈ (0,∞), (7.2)
then
lim
n,m→∞ Pr
{
MGα(n,m) is connected
}= e−x. (7.3)
Proof. (1) Let Xn denote the total number of zero-degree vertices. Suppose that (7.2) holds. Let
us show that Xn converges, in distribution, to Poisson(x). To this end, we need to show that the
factorial moments of Xn converge to those of Poisson(x). By (2.16),
E
[〈Xn〉k]= 〈n〉k ((n− k)α)2m
(nα)2m
∼
[
n1+α
mα
(
α
2
)α]k
→ xk,
for each k  1. (Regarding the estimate of the fraction in E[〈Xn〉k] see the proof of Lem-
ma 4 (4.4).) Hence
lim
n→∞ Pr(Xn = k) = e
−x xk
k! , k  0,
so that
lim Pr(Xn > 0) = 1 − e−x.
n→∞
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case MGα(m,n) is disconnected with probability approaching 1. On the other hand,
∑
k>K
e−x x
k
k! → 0, K → ∞,
uniformly for x  σ , σ > 0 fixed. Therefore if lim infm/m(n) > 0, then Xn is bounded in prob-
ability, Xn = Op(1).
(2) Suppose that m/m(n) ∈ [a,n], a > 0. Let us show that whp MGα(n,m) consists of a
number of zero degree vertices, with the remaining vertices forming a single component. Let An
denote the event in question. On Acn, MGα(n,m) must contain a component with two vertices at
least, and m/2 edges at most. Let Cn denote the number of such components. Then
Pr
(
Acn
)
 Pr(Cn > 0) E[Cn].
By (2.15),
E[Cn]
∑
2kn−2
k−1μm/2
(
n
k
)
P(k,μ),
P (k,μ) =
(
m
μ
)
· (kα)2μ((n− k)α)2(m−μ)
(nα)2m
.
Step 1. Let us show that, for some constant γ > 0, the terms of this sum with μ  γ n can be
neglected. First, for μ> 0,
ln
(
(kα)2μ
)= 2μ−1∑
j=0
ln(kα + j)

2μ∫
0
ln(kα + x)dx
= [(kα + x) ln(kα + x)− x]∣∣2μ0
= (kα + 2μ) ln(kα + 2μ)− kα ln(kα)− 2μ.
Likewise
ln
[(
(n− k)α)2(m−μ)]

(
(n− k)α + 2(m−μ)) ln[(n− k)α + 2(m−μ)]
− α(n− k) ln((n− k)α)− 2(m−μ).
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ln
[
(nα)2m
]

2m−1∫
−1
ln(nα + x)dx
= (2m− 1 + nα) ln(nα + 2m− 1)− (nα − 1) ln(nα − 1)− 2m
= (2m+ nα) ln(nα + 2m)− nα ln(nα)− 2m+O(n),
as n  m. As
n lnn− k lnk − (n− k) ln(n− k) n ln 2,
we obtain then that
(kα)2μ((n− k)α)2(m−μ)
(nα)2m
 exp
[
−(2m+ nα)H
(
kα + 2μ
2m+ nα
)
+O(n)
]
;
H(x) := x ln 1
x
+ (1 − x) ln 1
1 − x .
Observe that H(x) is concave, and H(x) = H(1 − x); consequently, for ε ∈ (0,1/2),
max
{∣∣H ′(x)∣∣: x ∈ [ε,1 − ε]}= H ′(ε). (7.4)
Further, for 1 k  n− 1, μm/2,
α
2m+ nα 
kα + 2μ
2m+ nα  1 −
α
2m+ nα . (7.5)
So, as
(
n
k
)
 2n,
(
n
k
)
P(k,μ) exp
[
mH
(
μ
m
)
− (2m+ nα)H
(
kα + 2μ
2m+ nα
)
+O(n)
]
.
Here, by concavity of H(x) and (7.4)–(7.5),
H
(
kα + 2μ
2m+ nα
)
H
(
μ
m
)
−H ′
(
kα + 2μ
2m+ nα
)(
μ
m
− kα + 2μ
2m+ nα
)
H
(
μ
m
)
−
∣∣∣∣H ′
(
kα + 2μ
2m+ nα
)∣∣∣∣ α|μn−mk|m(2m+ nα)
H
(
μ
m
)
−H ′
(
α
2m+ nα
)
αmn
m(2m+ nα)
H
(
μ
)
+O(m−1n lnm).
m
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(
n
k
)
P(k,μ) exp
[
−mH
(
μ
m
)
+ σn lnn
]
.
It follows then that
(
n
k
)
P(k,μ) exp(−σn lnn),
if
2σn lnn
ln(m/n)+O(ln lnn)  μ
m
2
,
thus if γ n μm/2, for some γ > 0. (Since mm(n)n, ln(m/n) = O(lnn).) So the total con-
tribution of these summands to the bound of E[Cn] is superexponentially small. Consequently
q.s. MGα(m,n) has no component with the number of edges between γ n and m/2.
Step 2. Consider μ ∈ [k − 1, γ n]. The ratio R(μ, k) of the (μ + 1, k) summand to the (μ, k)
summand in the bound for E[Cn] is given by
R(μ, k) = m−μ
μ+ 1 ·
(kα + 2μ)(kα + 2μ+ 1)
((n− k)α + 2(m−μ)− 2)((n− k)α + 2(m−μ)− 1) .
For μ γ n we have then
R(μ, k) (1 +O(n/m))R0(μ, k); R0(μ, k) := (kα + 2(μ+ 1))24m(μ+ 1) .
Since x−1(kα + x)2 has a single minimum, and decreases (increases) to the left (to the right) of
the point of minimum,
max
{R0(μ, k): k − 1 μ γ n}max{R0(k − 1, k),R0(γ n, k)} σ ′ n
m
,
σ ′ = 2 max
{
(α + 2)2
4
,
(α + 2γ )2
4γ
}
.
Therefore, uniformly for k ∈ [2, n− 1],
∑
k−1μγ n
(
n
k
)
P(k,μ) ∼
(
n
k
)
P(k, k − 1).
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n
k+1
)
P(k + 1, k)(
n
k
)
P(k, k − 1)
= (n− k)(m− k + 1)
(k + 1)k ·
((k + 1)α + 2k − 2)((k + 1)α + 2k − 1)
((n− k)α + 2(m− k)+ 2)((n− k)α + 2(m− k)+ 2)
×
2(k−1)−1∏
j=0
(k + 1)α + j
kα + j ·
2(m−k)−1∏
j=0
(n− k − 1)α + j
(n− k)α + j .
In the top line the first fraction is of order mn(k + 1)−2 and the second fraction is of order
(k + 1)2m−2, so their product is of order n/m. Next
2k∑
j=1
α
kα + j 
2k∫
0
α
kα + x dx = α ln(α + 2),
hence the first product in the bottom line is (α + 2)α at most, while the second product is 1 at
most. Therefore the overall product is of order n/m. We conclude that
∑
2kn−1
(
n
k
)
P(k, k − 1) ∼
(
n
2
)
P(2,1) =
(
n
2
)(
m
1
)
(2α)2((n− 1)α)2(m−1)
(nα)2m
.
Here (see the proof of Lemma 4 (4.4))
((n− 1)α)2(m−1)
(nα)2m
∼ (nα)
α
(nα + 2m)2+α .
Since lim infm/n1+1/α > 0, we see that
∑
2kn−1
(
n
k
)
P(k, k − 1)b n
α+2
m1+α
b n−1/α → 0.
Thus Pr(Acn) → 0, if m/m(n) ∈ [a,n].
Recalling that Xn = Op(1) for such m, we obtain that whp MGα(n,m) consists of a giant
component and possibly few isolated vertices. Consequently, under the condition (7.2),
lim
n,m→∞ Pr
{
MGα(n,m) is connected
}= lim
n,m→∞ Pr{Xn = 0} = e
−x.
Since e−x → 1 as x → 0, we conclude that
lim
n,m→∞ Pr
{
MGα(n,m) is connected
}= 1,
provided that lim infm/m(n) = ∞. Theorem 2 is proved completely. 
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Appendix A. Proof of Lemma 4(c) (4.4)
By (4.1)–(4.2),
Ek1,k2
Ek1Ek2
= R(k1, k2) := (nα)2m 〈n〉k〈m〉k−2((n− k)α)2(m−k+2)∏2
i=1〈n〉ki 〈m〉ki−1((n− ki)α)2(m−ki+1)
.
In particular,
R(1, k2) = n− k2
n
(nα)2m
((n− 1)α)2m
((n− k2 − 1)α)2(m−k2+1)
((n− k2)α)2(m−k2+1)
.
Here, by xΓ (x) = Γ (x + 1),
(nα)2m
((n− 1)α)2m =
Γ ((n− 1)α)
Γ (nα)
Γ (nα + 2m)
Γ ((n− 1)α + 2m),
((n− k2 − 1)α)2(m−k2+1)
((n− k2)α)2(m−k2+1)
= Γ ((n− k2)α)
Γ ((n− k2 − 1)α)
Γ ((n− k2 − 1)α + 2(m− k2 + 1))
Γ ((n− k2)α + 2(m− k2 − 1)) .
Applying a simple asymptotic formula (Bateman and Erdélyi [5])
Γ (z+ x1)
Γ (z+ x2) = z
x1−x2(1 +O(z−1)), z → ∞, (A.1)
to each of the four fractions, we obtain
R(1, k2) =
(
1 − k2/n+O(1/n)
)(nα + 2m
nα
)α(
(n− k2)α
(n− k2)α + 2(m− k2)
)α
= 1 +O(k2/n) = eO(k2/n).
The relation (4.4) will follow if we show that
Q(k1, k2) := R(k1 + 1, k2)
R(k1, k2)
= exp
(
2k2
n
(
β +O(k/n))+O(1/n)). (A.2)
By the definition of R(k1, k2),
Q(k1, k2) = n− k m− k + 2 ((n− k1)α)2(m−k1+1) ((n− k − 1)α)2(m−k+1) .
n− k1 m− k1 + 1 ((n− k1 − 1)α)2(m−k1) ((n− k)α)2(m−k+2)
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n− k
n− k1 =
(
1 + k − k1
n− k
)−1
=
(
1 + k2
n− k
)−1
= exp
(
−k2
n
+O(k2k/n2)
)
, (A.3)
and likewise
m− k + 2
m− k1 + 1 = exp
(
−k2 − 1
m
+O(k2k/n2)
)
. (A.4)
Further
((n− k1)α)2(m−k1+1)
((n− k1 − 1)α)2(m−k1)
= ((n− k1)α)2(m−k1)
((n− k1 − 1)α)2(m−k1)
· ((n− k1)α + 2(m− k1))2eO(1/n). (A.5)
Invoking the Gamma function substitution for the fraction on the right and using (A.1) again, we
obtain
((n− k1)α)2(m−k1)
((n− k1 − 1)α)2(m−k1)
=
[
(n− k1)α + 2(m− k1)
(n− k1)α
]α
· eO(1/n). (A.6)
Similarly
((n− k − 1)α)2(m−k+1)
((n− k)α)2(m−k+2)
= ((n− k − 1)α)2(m−k+1)
((n− k)α)2(m−k+1) ·
(
(n− k)α + 2(m− k))−2eO(1/n), (A.7)
where
((n− k − 1)α)2(m−k+1)
((n− k)α)2(m−k+1) =
[
(n− k)α
(n− k)α + 2(m− k)
]α
· eO(1/n). (A.8)
So, combining (A.3)–(A.8), we have
Q(k1, k2) = exp
(
−(α + 1)k2
n
− k2
m
+O(k2k/n)+O
(
n−1
))
×
[
(n− k1)α + 2(m− k1)
(n− k)α + 2(m− k)
]α+2
;
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(n− k1)α + 2(m− k1)
(n− k)α + 2(m− k) = 1 +
k2
n
α + 2
α + c +O
(
kk2/n
2)
= exp
(
k2
n
α + 2
α + c +O
(
kk2/n
2)).
Therefore
Q(k1, k2) = exp
[
k2
n
(
−(α + 1)− 2
c
+ (α + 2)
2
α + c
)
+O(kk2/n2)+O(n−1)
]
,
which proves (A.2), since the factor of k2/n is exactly 2β(c), cf. (4.3).
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