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Abstract
The purpose of this paper is to introduce the notion of sum-matroid
and to link it to the theory of sum-rank metric codes. Sum-matroids
generalize both the notions of matroid and q-matroid. We show how
generalized weights can be defined for them and establish a duality for
these weights analogous to Wei’s one for generalized Hamming weights
of linear codes, and more generally, for matroids proved by Britz et
al. We associate a sum-matroid to a sum-rank metric code and the
corresponding results of Mart´ınez-Pen˜as for sum-rank metric codes are
derived as a consequence.
I Introduction
A matroid M on a set E is specified by a rank function r (say), defined
from the subsets of E to the set of non-negative integers N0 satisfying the
following properties:
(r1) normalization axiom: r(∅) = 0,
(r2) unit-increase axiom: r(A) ≤ r(A ∪ {a}) ≤ r(A) + 1,
(r3) semimodularity inequality: r(A ∩B) + r(A ∪B) ≤ r(A) + r(B), where
A,B ⊆ E and a ∈ E.
Considering E to be a set of vectors of a finite-dimensional vector space and
rank of A ⊆ E to be equal to the dimension of the subspace generated by
the vectors in A, the Grassmann’s identity of dimensions of subspaces proves
that it gives a matroid on the set E. And this is one justification why matroid
theory is considered as the study of abstract properties of linear dependence.
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For a thorough treatment of many cryptomorphic axiomatic definitions of
matroids and its properties, see [37, 28]. Once several connections between
matroid and coding theory having been advertised by Greene [12] in 1976,
many authors demonstrated the importance of this connection by proving
coding-theoretical results using matroid theory. Fundamental results like
descriptions of support of a codeword and higher supports of subcodes in
various terms of the corresponding matroid can be found, for example, in
[38, 2, 12]. Britz et al. proved in [3] that the celebrated Wei duality theorem
for generalized Hamming weights [36] is, in fact, a special case of Wei duality
for matroids.
There is another important class of linear codes endowed with rank met-
ric, more precisely, matrix rank metric codes defined by Delsarte [6] and
vector rank metric codes introduced by Gabidulin in [9]. We refer to Section
II.2 for a brief discussion on these codes (Gabidulin or Delsarte). Inspired
by Wei’s work in [36] about how generalized weights characterize security in
wire tap channel of type II, Kurihara et al. established the relevance of gen-
eralized rank weights for secure network coding [17]. As in the case of linear
Hamming metric codes, generalized (rank) weights for rank metric codes
also have been studied in more general contexts. q-Analogues of matroids,
called q-matroid and q-polymatroids, have been considered by Jurrius and
Pellikaan in [16] and by Gorla, Jurrius, Lopez, and Ravagnani in [11], re-
spectively. Shiromoto has introduced the notion of (q,m)-polymatroid [33]
and recently, Ghorpade and Johnsen [10] and Britz et al. [4] have indepen-
dently proved a Wei-type duality theorem for rank metric codes for more
general combinatorial structures (q,m)-(demi)polymatroids.
Recently, a new metric, called sum-rank metric, is extensively studied in
[23, 21] which was implicitly considered in earlier work [8, 18] for use in
space-time coding. In fact, sum-rank metric is a common generalization of
the Hamming and the rank metrics. Constructions of sum rank metric codes
can be found in [26, 24, 29, 22]. So it is natural to ask for a combinatorial
structure such that coding-theoretic results for sum-rank metric codes can
be studied in a more general context. It is also expected that the matroid
analogue related to sum-rank metric code will generalize matroids and q-
matroids.
In this paper, we introduce a combinatorial structure which generalizes
both the notions of matroid and q-matroid. We name it sum-matroid for its
association with sum-rank metric codes (Theorem 9). To study sum-rank
metric codes from this combinatorial point of view, we first define generalized
higher weights (Definition 21) for sum-matroids, which are minimum of rank
of elements belonging to a certain rank level in the cartesian product lattice,
given in Definition 7. This definition is motivated from the fact that we want
to have i-th generalized weight of a sum-rank metric code is same as the i-th
generalized weight of a sum-matroid. Indeed, we prove this in Theorem 11.
The lattice isomorphism of Proposition 1 in [21] played an important role
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in proving some duality statement for sum-matroids, for example, Theorem
10. Further, we prove results regarding generalized higher weights of sum-
rank metric codes, more generally for sum-matroids, e.g., Wei-type duality
theorem (Theorem 12).
The paper is divided into 4 parts which in total contains five sections. In
Part II, Section II.1, we collect some preliminaries concerning linear codes
with Hamming metric and rank metric. In the latter half in Section II.2, we
record the relevant definitions and results regarding sum-rank metric codes
from [21]. We end this section by giving a new characterization (Theorem 7)
of maximum sum-rank distance (MSRD) codes. For Part III, Section III.1
introduces the notion of sum-matroids and its dual. In Section III.2, we
link sum-matroid to a sum-rank metric code by defining a rank function.
The generalized weights of sum-matroids is defined in Section III.3 and
we prove a Wei-type duality theorem for them. We end this section by
showing the one-one correspondence between the uniform sum-matroid and
MSRD codes. Finally, in Part IV, we conclude by mentioning some further
directions for studying sum-matroids.
II Linear codes
Here we give a brief review of linear codes and its parameters. Section II.1
provides preliminaries about linear codes with Hamming and rank metrics.
In Section II.2, sum-rank metric codes are discussed which turn out to be a
common generalization of both Hamming and rank metric codes. We prove
a new characterization of maximum sum-rank distance (MSRD) codes at
the end of this section.
II.1 Codes with Hamming and rank metrics
Definition 1. Let F be a finite field. A linear code C of length n and
dimension k over F is a k-dimensional F-linear subspace of Fn. We call C an
[n, k] code.
From now on, when we write “code” over F, we mean “linear code” over
F. A subcode D of C is simply a F -subspace of C.
A notion of distance on a linear code is given by defining a map d :
Fn × Fn −→ N0 such that d gives a metric. In this section we consider the
following metrics.
Assume x = (x1, . . . , xn) and y = (y1, . . . , yn) with xi, yi ∈ F, for i =
1, . . . , n.
• Hamming metric: Let F = Fq and define
dH(x,y) := |{i : xi 6= yi, 1 ≤ i ≤ n}|.
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The codes embedded with these metrics are called Hamming metric
codes over Fq [19].
• Rank metrics:
(i) Let F = Fqm and let Fqm/Fq be a finite extension of degree m.
Define
dR(x,y) := dimFq 〈xi − yi, 1 ≤ i ≤ n〉 ,
where 〈xi − yi, 1 ≤ i ≤ n〉 is the Fq subspace of Fqm generated by
the (xi − yi)’s.
Linear codes endowed with above rank metric is called Gabidulin
(or vector) rank metric codes, or simply, Gabidulin codes [9].
(ii) Let F = Fq and let F
m×n be the Fq-linear space of all m × n
matrices with entries in Fq. For x,y ∈ F
m×n, define
dR(x,y) := rank(x− y).
The Fq-linear codes with this rank metric are called (matrix) rank
metric codes or Delsarte codes introduced by Delsarte in [6].
Note that we use the same notation to describe two different notion of rank
metrics. In this paper, only vector rank metric codes are involved and
therefore, from now on, rank metric code will imply vector rank metric code
and dR will denote the rank metric in (i).
A matrix G with entries in F is called a generator matrix of C if its rows
form a basis of the linear code C. The orthogonal complement of C in Fn is
called the dual code of C, denoted by C⊥. A generator matrix of C⊥ is called
a parity check matrix of C.
Now we study some parameters of these linear codes, called generalized
weights, which characterizes the performance of the codes in cryptography,
more precisely in secret sharing. Wei introduced generalized weights of
Hamming metric codes in [36] where it is defined as follows.
For F = Fq, let C be an [n, k] code. Given a subcode D ⊆ C, define the
support of D as
supp(D) = {i : ∃ (x1, . . . , xn) ∈ D with xi 6= 0}.
Definition 2. For an [n, k] code C, let 1 ≤ i ≤ k, define
dH,i(C) = min{|supp(D)| : D ⊆ C and dim(D) = i}.
The integer dH,i(C) is called the i-th generalized Hamming weight or i-th
higher weight of C. We call dH,1(C) to be the minimum distance of C. For
an [n, k]q-code C the sequence (dH,1, . . . , dH,k) is called the weight hierarchy
of C.
4
An alternative, but equivalent definition of generalized weights was given
by Tsfasman and Vladut by using the notion of projective system [35].
The generalized weights for rank metric codes are extensively studied in
[27, 7, 30], and this was also done in the more general setting of matrix rank
metric codes [17, 31, 32, 20]. Here we give the definition of the generalized
weights of rank metric codes.
Consider a finite extension Fqm/Fq and let F = Fqm. Fix an ordered
basis Γ = {γ1, . . . , γm} of F/Fq. For a vector x = (x1, . . . , xn) ∈ F
n
qm , we
define the matrix Γ(x) as the m×n matrix where the i-th column consists of
(λ1,i, . . . , λm,i)
T , where xi =
m∑
j=1
λj,iγj. The m× n matrix Γ(x) with entries
in Fq is called the coordinate matrix of x with respect to the ordered basis
Γ.
Definition 3. [32, Definition 1] Let C ⊆ Fnqm be an Fqm-linear subspace of
Fnqm , i.e. a rank metric code, and let Γ be a basis of Fqm over Fq. The (rank)
support of x ∈ C is the Fq-linear space
supp(x) = rowsp(Γ(x)) ⊆ Fnq .
The support of a subcode D ⊆ C is
supp(D) =
∑
x∈D
supp(x) ⊆ Fnq .
We take the definition of generalized weights for rank metric codes given
by Kurihara, Matsumoto, and Uyematsu in [17], but there are also many
definitions of generalized weights for rank metric codes which can be found
in [31, 27, 32]. But all these turn out to be equivalent (cf. [7, 32]).
Definition 4. [17, Definition 2] Let φ : Fnqm −→ F
n
qm be the q-Frobenius
endomorphism. For an [n, k] code C, let 1 ≤ i ≤ k, define
dR,i(C) = min{dimFq supp(D) : D ⊆ F
n
qm, φ(D) = D, dim(D ∩ C) ≥ i}.
Then dR,i(C) is called the i-th generalized rank weight or i-th higher rank
weights of C. If there is no confusion about the metric or the code, we use
di(C) or di also instead of dR,i(C). As usual, dR,1(C) is called the minimum
rank distance of C.
If (d1, . . . , dk) are the generalized weights of an [n, k] linear code C with
respect to Hamming or rank metric, then the di’s satisfy the following prop-
erties.
Theorem 1 (Generalized Singleton bound). For an [n, k] code C and 1 ≤
i ≤ k,
di(C) ≤ n− k + i. (1)
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Proof. For a proof for the Hamming metric case, one can have a look at [36,
Corollary 1]. For the rank metric code, it can be found in [17, Proposition
10].
If i is the smallest integer such that we have an equality in Equation 1,
then the code is called i-MDS (resp. i-MRD) for Hamming (resp. rank)
metric.
The bound on d1 in the previous theorem is called the Singleton bound
[34, 6, 9]. Hamming (resp. rank) metric codes attaining the Singleton
bound are called maximum distance separable (MDS) (resp. maximum rank
distance (MRD)) codes. Such codes are very important as they are optimal
in the sense that they have the largest size when the base fields, length, and
minimum distance of the code are fixed. For more about the properties of
these class of codes, one can look at [19, 6, 9, 13, 25].
The following theorems give a characterization of these codes. The next
theorem is regarding Hamming metric codes.
Theorem 2 ([19]). Let G be a generator matrix of an [n, k] linear code C
over Fq. Then C is MDS if and only if every k distinct columns of G are
linearly independent.
For rank metric codes, the characterization is stated as follows. For
characterization of MRD codes in terms of rank weights of dual code is
given in [7, Corollary III.3].
Theorem 3 ([9]). Let G be a generator matrix of an [n, k] rank metric code
C over the extension Fqm/Fq. Then C is MRD if and only if every product
of matrices GM is invertible for any n× k matrices M of rank k over Fq.
As a consequence of these statements it can be easily seen that C is MDS
(resp. MRD) if and only if C⊥ is MDS (resp. MRD).
The following properties of linear codes are of most interest to us. The
statements hold for both the Hamming and rank metric codes.
Proposition 1 (Monotonicity). For an [n, k] code C with k > 0, the higher
weights of C satisfy 1 ≤ d1 < d2 < · · · < dk ≤ n.
Proof. For Hamming metric codes, a proof can be found in [36, Theorem 1].
For rank metric codes, see ([17, Lemma 9], [7, Proposition II.3]).
Theorem 4 (Wei duality). Let C be an [n, k] code. Let (d1, d2, . . . , dk) and
(d⊥1 , d
⊥
2 , . . . , d
⊥
n−k) denote the weight hierarchies of C and C
⊥, respectively.
Then
{dt : 1 ≤ t ≤ k} = {1, 2, . . . , n} \ {n+ 1− d
⊥
r : 1 ≤ r ≤ n− k}.
Proof. For a proof in the case of Hamming metric, one can see [36, Theorem
3] and for rank metric codes, a proof is given in [7, Theorem I.3].
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II.2 Sum-rank metric codes
We review the sum-rank metric codes defined by Mart´ınez-Pen˜as in [21],
which generalizes both the classical linear codes and the rank metric codes.
First we declare some notations mostly borrowed from [21]. Fix positive
integers ℓ,m1, . . . ,mℓ and n1, . . . , nℓ. Let Ki, i = 1, . . . , ℓ be finite fields
with a common extension F such that the degree of the extension F/Ki,
i.e. [F : Ki] is mi, ∀ i = 1, . . . , ℓ. Consider the canonical space F
n, where
n =
ℓ∑
i=1
ni. Now, fix ordered bases Γi = {α
(i)
1 , . . . , α
(i)
mi} of F over Ki, for
each i = 1, . . . , ℓ. For a vector c(i) ∈ Fni , the coordinate matrix Γi(c
(i))
is the mi × ni matrix over Ki, where each entry of c
(i) is expanded into a
column of Γi(c
(i)). Unless otherwise stated, we always keep this setting for
the remaining part of this section.
Definition 5. Let c = (c(1), . . . , c(ℓ)) ∈ Fn, where c(i) ∈ Fni , for i = 1, . . . , ℓ.
The sum-rank weight of c ∈ Fn is defined as
srank(c) =
ℓ∑
i=1
rankKi(Γi(c
(i))).
Define the sum-rank metric dSR : F
n×Fn → N0 as dSR(x,y) = srank(x−y),
for x,y ∈ Fn.
Remark 1.
(i) In the above definition, the sum-rank weight of an element in Fn is
independent of the choice of basis of F over Ki, for each i = 1, . . . , ℓ.
(ii) If we take ni = 1 for all i = 1, . . . , ℓ, then we recover the Hamming
metric on Fn. Also if we consider ℓ = 1, then the sum-rank metric
reduces to the rank metric. This way it becomes the generalization of
both the Hamming metric and the rank metric [21].
The following definitions are due to Mart´ınez-Pen˜as [21].
Definition 6. With the setting as in the beginning of this section, an F-
linear subspace C of dimension k of Fn endowed with the sum-rank metric
is called an [n, k;n1, . . . , nℓ] sum-rank metric code over (F : K1, . . . ,Kℓ).
Definition 7. Let n andK denote the tuples (n1, . . . , nℓ) and (K1, . . . ,Kℓ),
respectively. We useKn to denote the tuple of vector spaces (Kn11 , . . . ,K
nℓ
ℓ ).
We define the cartesian product lattice
P(Kn) = P(Kn11 )× · · · × P(K
nℓ
ℓ ),
where P(Knii ) is the lattice of Ki-linear vector subspaces of K
ni
i , for all
i = 1, . . . , ℓ.
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This set forms a lattice with componentwise inclusion as the partial
order. The basic operations like meet, join of two elements L, L′ and com-
plement are defined by componentwise intersection, sum and orthogonal
complements, respectively and we denote these as L ∩ L′, L + L′, and L⊥,
respectively. As the elements in P(Kn) are tuples of vector spaces, we can
define direct sum of two elements L, L′ by doing the direct sum componen-
twise.
Definition 8. [21, Definition 3] For L = (L1, . . . ,Lℓ) in P(K
n),
Rk(L) :=
ℓ∑
i=1
dimKi(Li).
The following definitions generalize the notion of support spaces as de-
fined for codes with Hamming and rank metrics. Afterwards, we define the
generalized sum-rank weights using support spaces.
Definition 9. [21, Definition 4] Let c = (c(1), . . . , c(ℓ)) ∈ Fn, where c(i) ∈
Fni , for i = 1, . . . , ℓ. The sum-rank support of c ∈ Fn is defined as the
ℓ-tuple
supp(c) = (L1, . . . ,Lℓ) ∈ P(K
n),
where Li is the Ki-linear row space of Γi(c
(i)) for i = 1, . . . , ℓ.
Remark 2. Note that
srank(c) =
ℓ∑
i=1
rankKi(Γi(c
(i))) =
ℓ∑
i=1
dimKi(Li) = Rk(supp(c)).
Definition 10. [21, Definition 6] Given an F-linear subspace D ⊂ Fn, its
sum-rank support is defined as
supp(D) =
∑
c∈D
supp(c) ∈ P(Kn).
The sum-rank weight of D is wtSR(D) := Rk(supp(D)).
Definition 11. [21, Definition 5] Let L ∈ P(Kn). The sum-rank support
space in Fn associated to L is defined as the vector space
VL = {c ∈ F
n : supp(c) ⊆ L}.
Note that VL is an F-linear subspace of F
n. Moreover, as proved in [21,
Corollary 1],
dimF VL = Rk(L). (2)
The following definition of generalized sum-rank weights is due to Mart´ınez-
Pen˜as [21].
8
Definition 12. Let C be a k-dimensional sum-rank metric code in Fn. We
define the i-th generalized sum-rank weight as
dSR,i(C) = min{Rk(L) : L ∈ P(K
n) and dim(C ∩ VL) ≥ i},
for i = 1, . . . , k.
We denote dSR,1(C) by dSR(C) or d, when there is no ambiguity and as
usual this is the minimum distance of C. In this case we describe the code
as [n, k, d;n1, . . . , nℓ] sum-rank metric code. The following results generalize
the monotonicity and Wei duality theorems for Hamming and rank metric
codes.
Proposition 2 (Monotonicity). For an [n, k, d;n1, . . . , nℓ] sum-rank metric
code C with k > 0, the higher weights of C satisfy 1 ≤ d1 < d2 < · · · < dk ≤
n.
Proof. For a proof, see [21, Lemma 4].
Theorem 5 (Wei duality). Let C be an [n, k, d;n1, . . . , nℓ] sum-rank metric
code. Let (d1, d2, . . . , dk) and (d
⊥
1 , d
⊥
2 , . . . , d
⊥
n−k) denote the weight hierar-
chies of C and C⊥, respectively. Then
{dt : 1 ≤ t ≤ k} = {1, 2, . . . , n} \ {n+ 1− d
⊥
r : 1 ≤ r ≤ n− k}.
Proof. For a proof, see [21, Theorem 2].
Theorem 6 (Generalized Singleton bound, [21]). For an [n, k, d;n1, . . . , nℓ]
sum-rank metric code C, the generalized sum-rank weights satisfy
dSR,i(C) ≤ n− k + i.
Definition 13. Given a k-dimensional linear code C ⊆ Fn, its maximum
sum-rank distance code MSRD rank is defined as the minimum integer i ∈
{1, . . . , k} such that dSR,i(C) = n− k+ i, if such an i exists. In such a case,
we say that C is an i-MSRD code. 1-MSRD codes are simply called(MSRD).
Examples of MSRD codes can be found, for example, in [21, 29]. The
following theorem gives a new characterization of MSRD codes. It can be
seen as a generalization of Theorems 2 and 3.
Theorem 7. Let C be an [n, k, d;n1, . . . , nℓ] sum-rank metric code with gen-
erator matrix G over (F;K1, . . . ,Kℓ). C is MSRD if and only if GA is
invertible for any n× k matrix A of rank k such that A = diag(A1, . . . ,Aℓ)
where each Ai is an ni × ki matrix over Ki , ki ≤ ni, and
∑ℓ
i=1 ki = k.
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Proof. Assume that C is MSRD. Let A = diag(A1, . . . ,Aℓ) with the prop-
erties stated in the theorem. Consider the F-linear map
Fk → Fk
x 7→ xGA.
It is enough to show that this map is injective. Assume that xGA = 0.
Thus (xG)A = 0. Notice that xG is a codeword of C and write it as
xG = (c(1), . . . , c(ℓ)). Hence c(i)Ai = 0 for i = 1, . . . , ℓ. This implies that
rankKi(Γi(c
(i))) ≤ ni − ki. Taking the sum we get srank(xG) ≤ n − k.
Since xG is a codeword of C and C has minimum distance n−k+1, then xG
must be the zero codeword and thus x itself is the zero vector. Therefore
our map is injective which implies that GA is invertible.
Conversely, suppose that GA is invertible for any n× k matrix A with
the properties in the theorem. Let C be a codeword of C. If c ∈ C has sum
rank smaller than n− k + 1 then assume that c = (c(1), . . . , c(ℓ)) such that
rankKi(Γi(c
(i))) = ri and
∑ℓ
i−1 ri ≤ n− k.
For each i, we can find an ni × (ni − ri) matrix Ai of rank ni − ri such
that c(i)Ai = 0 ∈ F
ni−ri . Let A = diag(A1, . . . ,Aℓ). Thus cA = 0 such
that A has u =
∑l
i=1(ni − ri) ≥ k columns and also of rank u. We just
need to select k columns from this matrix to construct a matrix A′ of rank
k such that cA′ = 0. As a codeword of C, c can be written as c = xG and
therefore xGA′ = 0 and therefore we have a contradiction with GA′ being
invertible.
III Sum-matroids
III.1 The notion of sum-matroid
In this section we introduce the notion of sum-matroids. Let F,K1, . . . ,Kℓ be
as in Section II.2, i.e., for fixed positive integers ℓ,m1, . . . ,mℓ and n1, . . . , nℓ,
let Ki, i = 1, . . . , ℓ be finite fields with a common extension F. Assume that
the degree of the extension F/Ki is mi, ∀ i = 1, . . . , ℓ. Recall from Definition
7 that Kn = (Kn11 , . . . ,K
nℓ
ℓ ) and P(K
n) is the cartesian product of lattices
of subspaces. Now we proceed to define sum-matroids on Kn and then we
show how it generalizes both matroids and q-matroids.
Definition 14. A sum-matroid M is a pair (Kn, ρ), where ρ is a non-
negative integer-valued function defined on the elements of P(Kn), the
cartesian product of lattices, such that for all elements L,L′ ∈ P(Kn),
(R1) 0 ≤ ρ(L) ≤ Rk(L),
(R2) If L ⊆ L′, then ρ(L) ≤ ρ(L′),
(R3) ρ(L + L′) + ρ(L ∩ L′) ≤ ρ(L) + ρ(L′).
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Definition 15. Let M = (Kn, ρ) be a sum-matroid and L be an element
of P(Kn). If ρ(L) = Rk(L), we call L to be independent. If not, L is called
dependent. If L is independent and ρ(L) = ρ(Kn), we call L a basis. The
sum-rank of M is denoted by ρ(M) and is equal to ρ(Kn).
The function ρ in Definition 14 is called rank function. Note that the
rank function is defined by three properties, i.e., bound on the rank function
(R1), monotonicity (R2) and semimodularity (R3). Indeed, this resembles
the definitions of rank function for matroids and q-matroids. For the rank
function of matroids is defined on 2E , where E is a finite set, say, [n] :=
{1, . . . , n} and it satisfies the same properties (R1), (R2) and (R3) with the
only exception that in (R1), the rank ρ(A) of an element A ⊆ E is bounded
by |A|. It is easy to check that for matroids, the conditions (R1), (R2) and
(r1), (r1) of the definition of the matroid mentioned in the beginning of the
introduction are equivalent.
On the other hand, the rank function for q-matroids is defined on P(Fnq ),
the lattice of subspaces of Fnq . In this case, the only difference is that in (R1),
the rank ρ(A) of an element A ⊆ Fnq is bounded by dim(A). This explains
the “q” of q-matroid as we replace the sets by its q-analogue, i.e., vector
spaces and cardinality of a set by dimension of a space.
Note that, for ℓ = 1, P(Kn) becomes P(Kn11 ) which gives the domain of
a rank function of q-matroids. On the other side, taking n = (1, 1, . . . , 1),
i.e., ni = 1 for 1 ≤ i ≤ ℓ, P(K
n) becomes 2[l] that recover the notion of rank
function of matroids.
Remark 3. For matroids there are other axiomatic definitions which are
equivalent to the one using rank function. For a detailed discussion on these
definitions, one can see [28]. Similarly, Jurrius and Pellikaan gave a few more
equivalent axiomatic definitions of q-matroids [16], though the q-analogues
of all the definitions of matroids are still not known. However, in this paper
we have defined sum-matroids only in terms of rank functions.
Definition 16. Let ρ be the rank function of a sum-matroid M on P(Kn).
The dual sum-matroidM∗ ofM is the sum-matroid defined on P(Kn) where
the rank function is
ρ∗(L) = ρ(L⊥) + Rk(L)− ρ(Kn).
Indeed, ρ∗ is a rank function as we prove in the next theorem.
Theorem 8. If ρ is a rank function defined on P(Kn), then ρ∗ is also a
rank function on P(Kn).
Proof. Firstly, since L⊥ ⊂ Kn, then ρ(L⊥) ≤ ρ(Kn), the first property
follows from this. Next, Let L ⊂ L′. Thus L′⊥ + L0 = L
⊥ for some L0.
Hence by applying the second property of the rank function ρ, we have
ρ(L⊥) ≤ ρ(L′⊥) + ρ(L0).
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Now we know that ρ(L0) ≤ Rk(L0) and Rk(L0) = Rk(L
⊥) − Rk(L′⊥).
Therefore
ρ(L⊥) ≤ ρ(L′⊥) + Rk(L⊥)− Rk(L′⊥).
The second property follows easily from this. Now, we move to the third
property of rank function. We have
ρ∗(L+ L′) + ρ∗(L ∩ L′)
= ρ(
(
L+ L′
)⊥
) + Rk (L+ L′)− 2ρ(Kn)
+ ρ(
(
L ∩ L′
)⊥
) + Rk (L ∩ L′)
= ρ(
(
L+ L′
)⊥
) + Rk (L) + Rk (L′)− 2ρ(Kn)
+ ρ(
(
L ∩ L′
)⊥
).
But (L + L′)⊥ = L⊥ ∩ L′⊥ and (L ∩ L′)⊥ = L⊥ + L′⊥. Hence
ρ∗(L+ L′) + ρ∗(L ∩ L′)
= ρ(L⊥ ∩ L′⊥) + Rk (L) + Rk (L′)− 2ρ(Kn)
+ ρ(L⊥ + L′⊥)
≤ ρ(L⊥) + ρ(L′⊥) + Rk (L) + Rk (L′)− 2ρ(Kn)
≤ ρ∗(L) + ρ∗(L′).
In fact, the definition of dual sum-matroid in Definition 16 is the most
natural way to generalize the respective definitions for matroids and q-
matroids as mentioned below.
The dual matroid of M = (E, ρ) is the matroid M∗ = (E, ρ∗), where
ρ∗(U) = |U |+ ρ(E\U) − ρ(M).
The above definition can be found in [3]. Next is the definition of dual of
q-matroids from [16].
The dual q-matroid M∗ of is the q-matroid M∗ = (E, ρ∗) where
ρ∗(U) = dimFq U + ρ(U
⊥)− ρ(M).
III.2 Sum-matroids from sum-rank metric codes
One of the motivations of studying sum-matroids is that we can associate a
sum-matroid to a sum-rank metric code C. For such sum-matroid, we define
its generalized weights which correspond to the genralized weights of the
associated linear code. This will allow us to use combinatorial methods to
prove properties of generalized weights of linear codes. Notably, in the case
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of matroids, one can associate simplicial complexes which define topological
spaces and Stanley Reisner-rings. And it turns out that the generalized
weights of the codes are related to the singular homology degrees of the
topological spaces and to the Betti numbers of the Stanley-Reisner ring [14].
To construct a sum-matroid from a given sum-rank metric code we start by
defining some subspaces of the dual sum-rank metric code C⊥ ⊆ Fn.
Definition 17. Let C ⊆ Fn be an F-linear subspace and L ∈ P(Kn). We
define:
C(L) = {c ∈ C⊥ : supp(c) ⊆ L⊥}.
The following lemma gives a characterization of C(L) which will be useful
in later results.
Lemma 1. Let C be an F-linear code of length n and L ∈ P(Kn). Then
c ∈ C(L) if and only if c · y = 0 for all y ∈ L. Furthermore, C(L) is an
F-linear subspace of C⊥.
Proof. Let c = (c(1), . . . , c(ℓ)) ∈ C⊥ and supp(c) = (E1, . . . , Eℓ). Then
c ∈ C(L) ⇐⇒ supp(c) ∈ L⊥
⇐⇒ Ei ⊆ L
⊥
i for all i = 1, . . . , ℓ.
⇐⇒ supp(c(i)) ⊆ L⊥i for all i = 1, . . . , ℓ.
⇐⇒ c(i) · y(i) = 0 for all y(i) ∈ Li
⇐⇒ c · y = 0 for all y ∈ L.
Finally, the fact C(L) is an F-linear subspace of Fn follows from the obser-
vation that C(L) = VL⊥ ∩ C
⊥ and the spaces in the intersection are F-linear
subspaces.
From the above lemma we have an alternative description for C(L) as
C(L) = {c ∈ C⊥ : c · y = 0 for all y ∈ L}. (3)
Let C be an F-linear code of length n and let L = (L1, . . . ,Lℓ) be an
element of P(Kn) of rank N with dimKi(Li) = Ni, for all i = 1, . . . , ℓ so
that N = N1 + · · · + Nℓ. Let Ai ∈ MNi×ni(Ki) be a generator matrix of
Li, for all i = 1, . . . , ℓ and A = diag(A1, . . . ,Aℓ), a diagonal block matrix.
Define the F-linear map
ΠL : F
n −→ FN
x 7→ xAT .
Next we define another subspace of Fn related to C which will be used
to define the rank function for a sum-matroid.
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Definition 18. For an F-linear code C ⊆ Fn and L ∈ P(Kn), we define
CL = ΠL(C
⊥).
Note that, ker(ΠL) ∩ C
⊥ = {c ∈ C⊥ : c · y = 0 for all y ∈ L}, which is
equal to C(L) from equation (3). So from the definition of CL in Definition
18, we have a short exact sequence of vector spaces over the field F,
0 −→ C(L) −→ C⊥
ΠL|C⊥−→ CL −→ 0. (4)
Definition 19. Let C be an [n, k, d;n1, . . . , nℓ] sum-rank metric code over
(F;K1, . . . ,Kℓ) and L ∈ P(K
n). We set µC(L) = dimF(C(L)) and ρC(L) =
dimF(CL).
From the short exact sequence in (4), we obtain the following lemma.
Lemma 2. Let C be an [n, k, d;n1, . . . , nℓ] sum-rank metric code over
(F;K1, . . . ,Kℓ) and L ∈ P(K
n). Then µC(L) + ρC(L) = n− k.
Now we show that there is a sum-matroid associated to a sum-rank
metric code C by proving that ρC gives a rank function on P(K
n).
Theorem 9. Let C be an [n, k, d;n1, . . . , nℓ] sum-rank metric code over
(F;K1, . . . ,Kℓ) and ρC be the function from Definition 19. Then (K
n, ρC)
defines a sum-matroid.
Proof. First of all it is clear that ρC is a non-negative integer valued function
defined on P(Kn). We need to show that ρC satisfies the properties (R1),
(R2), (R3) of Definition 14. Let L,L′ ∈ P(Kn). We will use Lemma 2,
which says that ρC(L) = n− k − µC(L).
(R1) 0 ≤ ρC(L) ≤ Rk(L):
This follows from the definition of ρC(L) = dimF(CL) and the fact that
CL is a subspace of F
N with Rk(L) = N .
(R2) If L ⊆ L′ then ρC(L) ≤ ρC(L
′):
Let L ⊆ L′ and let c ∈ C(L′). Then L ⊆ L′ ⊆ supp(c)⊥. So c ∈ C(L).
Hence C(L′) ⊆ C(L) and µC(L
′) ≤ µC(L). Therefore, by Lemma 2,
ρC(L) ≤ ρC(L
′).
(R3) ρC(L+ L
′) + ρC(L ∩ L
′) ≤ ρC(L) + ρC(L
′):
First note that C(L) ∩ C(L′) = C(L+ L′), since
c ∈ C(L) ∩ C(L′) ⇐⇒ c ∈ C(L) and c ∈ C(L′)
⇐⇒ L ⊆ supp(c)⊥ and L′ ⊆ supp(c)⊥
⇐⇒ L+ L′ ⊆ supp(c)⊥
⇐⇒ c ∈ C(L+ L′).
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Now L ∩ L′ ⊆ L implies that C(L) ⊆ C(L ∩ L′). Similarly C(L′) ⊆
C(L∩L′). Since C(L∩L′) is a subspace it follows that C(L)+ C(L′) ⊆
C(L∩L′). Combining the above and using the modularity of dimension,
we have
µC(L) + µC(L
′) = dim C(L) + dimC(L′)
= dim(C(L) + C(L′)) + dim(C(L) ∩ C(L′))
≤ dim(C(L ∩ L′)) + dim(C(L + L′))
= µC(L ∩ L
′) + µC(L+ L
′).
It follows that ρC(L+L
′)+ ρC(L∩L
′) ≤ ρC(L)+ ρC(L
′), by Lemma 2.
Thus we have shown that the function ρC satisfies (R1), (R2), (R3) of Defi-
nition 14 to conclude that (Kn, ρC) is indeed a sum-matroid.
We consider the sum-matroid (Kn, ρC) of Theorem 9 to be the sum-
matroid corresponding to the sum-rank function C and we denote the sum-
matroid by MC .
Note: For the rest of the paper, the sum-matroid corresponding to the
sum-rank metric code C is assumed to be MC and vice versa.
Corollary 1. The rank of the sum-matroid MC is dimC
⊥.
Proof. We have ρC(M) = ρC(E) = dim(C⊥)− µC(E) and also E⊥ = {0}, so
C(E) = VE⊥ ∩ C
⊥ = {0} and ρC(M) = dim(C
⊥).
The above construction of sum-matroids from sum-rank metric codes
can be written alternatively as follows. Let C be a sum-rank metric code
over (F;K1, . . . ,Kl) with parameters [n, k;n1, . . . , nl]. Suppose that H =
[H1| · · · |Hl] is a parity check matrix of C such that Hi has ni columns.
Let L = (L1, . . . ,Ll) be an element of P(K
n). We define the ρ˜C(L) as
ρ˜C(L) = dimF
l⊕
i=1
〈Hix : x ∈ Li〉F . (5)
Now note that for all L ∈ P(Kn), ρ˜C(L) = ρC(L) as both are equal to
rank(HAT ), where Ai ∈ MNi×ni(Ki) be a generator matrix of Li, for all
i = 1, . . . , ℓ and A = diag(A1, . . . ,Aℓ).
We show that this construction of sum-matroids from sum-rank metric
codes generalizes the matroids (resp. q-matroids) corresponding to Ham-
ming (resp. rank) metric codes constructed as follows.
(I) This construction of matroid corresponding to a Hamming metric code
C can be found in [14]. Suppose that H ∈ Fn−k×nq is a parity check
matrix of rank k ≤ n over Fq of the linear code C. For a subset U of
E = [n], define the matrixHU to be the matrix where the columns are
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those ofH indexed by U . Then we can define a matroidMH = (E, ρC)
where ρC(U) = rank(HU ) for all U ∈ 2
E . The matroid corresponding
to the code C is the matroid MC := MH of rank n− k.
(II) We record the construction of q-matroid from rank metric codes given
by Jurrius and Pellikaan in [16]. Let C ⊂ Fnqm be a linear rank metric
code. Suppose that dimFq U = t and a generator matrix of U is
given by Y. We define a map πU : F
n
qm → F
t
q such that πU (x) = xY
t.
Taking CU = πU (C) we define rank function ρC by ρC(U) = dimFq(CU ).
It has been shown in [16, Theorem 4.8] that ρC defines a rank function
of a q-matroidMC = (E, ρ) of rank k corresponding to the rank metric
code C of rank k over Fqm/Fq.
Note that when ℓ = 1, the construction of the rank function as ρC in
Definition 19 corresponds to a q-matroid associated to the rank metric code
C. It recovers the construction of rank function of a q-matroid by Jurrius
and Pellikaan in (II).
On the other side, when n = (1, . . . , 1), the construction of rank function
ρ˜C in Equation (5) corresponds to a matroid associated to the Hamming
metric code C. It recovers the construction of rank function for a matroid
in (I).
The advantage of the construction of ρ˜ is that it captures the idea that
sum-matroids are abstraction of the notion of independence in vector spaces.
The following result gives a natural connection between duality of sum-
rank metric codes and duality of sum-matroids.
Theorem 10. Let ρC be the rank function of the sum-matroid associated to
a sum-rank metric code C. Then the rank function of the dual of the sum-
matroid is the same as the rank function of the sum-matroid associated to
the dual of C, i.e., ρ∗C = ρC⊥.
Proof. From Definition 16, ρ∗C(L) = ρC(L
⊥)+Rk(L)− ρC(K
n). Considering
the restriction of the F-linear map ΠL on C, we get
dim(C⊥L ) = dim(ΠL(C))
= dim(C)− dim(C ∩ VL⊥). (6)
Suppose G and G1 are the generator matrices of C and VL of rank k and k1,
respectively. Consider the following linear maps
Φ :VL −→ F
k Ψ : C −→ Fk1
x 7→ xGT x 7→ xGT1 .
Observe that dim(C)− dim(C ∩ VL⊥) = dim(Ψ(C)) = rank(GG
T
1 ) =
rank(G1G
T ) = dim(Φ(VL)) = dim(VL)− dim(VL ∩ C
⊥). Now combining it
with Equation (6) and (2) that dim(VL) = Rk(L), we get
dim(C⊥L ) = Rk(L)− dim(C
⊥ ∩ VL). (7)
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Note that ρC(K
n) = dim C⊥ and ρC⊥(L) = dim(C
⊥
L ).
ρ∗C(L) = ρC(L
⊥) + Rk(L)− ρC(K
n)
= ρC(L
⊥) + dim(C⊥L ) + dim(C
⊥ ∩ VL)− dim C
⊥
= dim(C⊥L ) + dim CL⊥ − (dim C
⊥ − ρC(L
⊥))
[as dim(C⊥ ∩ VL) = dimCL⊥ ]
= dim(C⊥L ) [by considering the surjective map C
⊥ ΠL−−→ CL⊥]
= dim(ΠL(C))
= ρC⊥(L).
In particular, the version of the previous theorem for matroids and q-
matroids can be found in [3] and [16], respectively.
III.3 Generalized weights of sum-matroids
Definition 20. For a q-matroid M = (E, ρ), the nullity function η is the
function defined by η(U) = dimFq U − ρ(U) for all U ∈ 2
E .
As we know, the generalized weights are important parameters of linear
codes. It is natural to ask whether we can generalize this notion for sum-
matroids. In this section, we define the generalized weights of sum-matroids
which in particular recover those of matroids and q-matroids. As defined by
Johnsen and Verdure in [14], the generalized weights of a matroidM = (E, ρ)
is given by
di(M) = min{|σ| : σ ∈ 2
E and η(σ) = i},
where η is the nullity function defined by η(U) = |U |−ρ(U), for all U ∈ 2E .
We define the generalized weights of sum-matroids using the nullity func-
tion similarly to the case of matroids. Given a sum-matroid with rank func-
tion ρ, the nullity function is defined as η(L) = Rk(L)− ρ(L).
Definition 21 (Generalized weights of a sum-matroid). The i-th generalized
weight of a sum-matroid M with rank function ρ and nullity function η is
defined as
dSi (M) = min{Rk(L) : L ∈ P(K
n) and η(L) = i},
for i = 1, . . . , η(Kn).
Similarly to the classical matroid, the above definition extends the notion
of generalized weights of q-matroids. Here we state the definition from [10].
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Let M = (E, ρ) be a q-matroid. The i-th generalized weights of the
q-matroid M with nullity function η is defined as
dRi (M) = min{dimFq U : U ∈ P(E) and η(U) = i}.
Though in [10], they have defined the generalized weights of
(q,m)-polymatroids which corresponds to (matrix) rank metric codes. But
as we know any vector rank metric code can be seen also as a (matrix) rank
metric code, generalized weights of q-matroids are just particular cases of
(q,m)-polymatroids. We will consider this conversion whenever we mention
results from [10].
Now we will prove the following lemma which is analogous to classical
matroid situation.
Lemma 3.
dSi (M) = min{Rk(L) : L ∈ P(K
n) and η(L) = i}
= min{Rk(L) : L ∈ P(Kn) and η(L) ≥ i},
for i = 1, . . . , η(Kn).
Proof. Note that
{Rk(L) : L ∈ P(Kn) and η(L) = i}
⊆ {Rk(L) : L ∈ P(Kn) and η(L) ≥ i}.
Thus the value of the RHS is greater or equal to the value of LHS. Now let
d = Rk(L) for some L ∈ P(Kn) with η(L) > i. We can always find L′ ( L
such that η(L′) = η(L)− 1 and Rk(L′) = Rk(L)− 1. Hence the equality in
the lemma follows.
The following theorem answers the question preluded in the beginning
of this section.
Theorem 11. Let C be an [n, k] sum-rank metric code and MC is its corre-
sponding sum-matroid as defined in Theorem 9. Then, for i = 1, . . . , k,
dSi (MC) = dSR,i(C).
Proof. The generalized weights of a sum-rank metric code are defined as
follows:
dSR,i(C) = min{Rk(L) : L ∈ P(K
n) and dim(C ∩ VL) ≥ i}.
From the definition of dSR,i(C) and Lemma 3, it is clear that to prove the
above theorem, it is enough to show that dim(C∩VL) = ηC(L). By definition,
ηC(L) = Rk(L)− ρC(L). Considering the last part of Theorem 10, applying
on C⊥ we get, ρC(L) = ρC⊥(L
⊥) + Rk(L) − ρC⊥(K
n). Therefore, ηC(L) =
ρC⊥(K
n)− ρC⊥(L
⊥) = dimF C − dim(ΠL⊥(C)) = Nullity(ΠL⊥ |C) = dim(C ∩
VL). Hence we have the desired result.
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The following is a basic property of the generalized weights of sum-
matroids. Similar results for matroids and q-matroids can be found in [3]
and [10].
Proposition 3 (Monotonicity). Let M = (Kn, ρ) be a sum-matroid of rank
k and di = dSR,i(C) are the generalized weights of M for i = 1, . . . , k. Then
d1 < d2 < · · · < dk.
Proof. From Definition 21 and Lemma 3, it is obvious that di+1 ≥ di for
i = 1, . . . , k. Let L ∈ P(Kn) with Rk(L) = di+1 for some i ≥ 2. We want
to show that there is a L′ ⊆ L with η(L′) ≥ i and Rk(L′) = Rk(L)− 1. As
Rk(L) ≥ 2, we can always choose L′ ⊂ L with Rk(L′) = Rk(L)−1. Take L0
such that L = L′⊕L0 where Rk(L0) = 1. Hence, Rk(L) = Rk(L
′)+Rk(L0).
Note that i+1 = η(L) = Rk(L)−ρ(L) ≥ Rk(L′)+1−ρ(L′) = η(L′)+1.
So η(L′) ≥ i, i.e., di ≤ Rk(L
′) = di+1 − 1. Therefore, di < di+1, for all
i = 1, . . . , k − 1 and the monotonicity of the di’s is proved.
Wei proved a duality theorem for the generalized weights of Hamming
metric codes which states that for a linear Hamming metric code C of di-
mension k, the set of the generalized weights di for i = 1, . . . , k is different
from the set of n+1− d⊥i , where d
⊥
i , for i = 1, . . . , n− k are the generalized
weights of the dual code C⊥. Later this result has been generalized for ma-
troids in [3]. Recently, a Wei-type duality theorem for (q,m)-polymatroids
has been proved in [10]. We also have seen a Wei duality theorem for sum-
rank metric codes in Theorem 5. Now we give a Wei-type duality theorem
for sum-matroids which generalizes all the above results.
Theorem 12. [Wei-type duality] Let M = (Kn, ρ) be a sum-matroid of
rank k and M∗ = (P(Kn), ρ∗) be its dual. If we denote di = dSR,i(M) for
i = 1, . . . , n− k and d⊥j = dSR,j(M
∗) for j = 1, . . . , k, then it holds that
{1, 2, ..., n} = {d⊥1 , . . . , d
⊥
k } ∪ {n + 1− d1, . . . , n + 1− dn−k},
where the union is disjoint. In particular, the generalized weights of a sum-
matroid M uniquely determine those of M∗.
Proof. It is sufficient to show that for a fixed r with 1 ≤ r ≤ n− k,
(1) d⊥t ≤ n− dr for t = k + r − dr,
(2) For every s > 0, dt+s 6= n− dr + 1.
If we assume these to be true, (1) implies d⊥t < n − dr + 1 and d
⊥
t+s 6=
n − dr + 1 ∀ s > 0 and for t = k + r − dr. So n − dr + 1 /∈ {d
⊥
1 , . . . , d
⊥
k },
for all 1 ≤ r ≤ n − k. As all these di and d
⊥
i are ≤ n, the monotonicity
property implies the desired result. Now we prove (1). Fix r such that
1 ≤ r ≤ n − k. Let L ∈ P(Kn) be such that dr = min{Rk(L
′)|η(L′) ≥
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r} = Rk(L). η(L) = Rk(L) − ρ(L) = Rk(L) − ρ∗(L⊥) − Rk(L) + ρ∗(Kn).
By writing ρ∗(L⊥) = Rk(L⊥)−η∗(L⊥) and after simplifying further, we get
dr − k− η
∗(L⊥) = η(L) ≥ r, which implies η∗(L⊥) ≥ r+ k− dr = t. Hence,
d⊥t ≤ n− dr as Rk(L
⊥) = n− dr.
It only remains to prove (2). For some s > 0, assume that d⊥t+s =
n − dr + 1. Let L ∈ P(Kn) be such that d⊥t+s = Rk(L). By definition,
η∗(L) ≥ t+ s⇒ η∗(L) > t. Now
Rk(L)− ρ∗(L) > t
⇒ n− dr + 1− ρ(L
⊥)− Rk(L) + ρ(Kn) > t
⇒ n− dr + 1− ρ(L
⊥)− n+Rk(L⊥) + ρ(Kn) > t
⇒ η(L⊥)− dr + 1 + k > t
⇒ η(L⊥) > t+ dr − 1− k
⇒ η(L⊥) > r − 1
⇒ η(L⊥) ≥ r.
So dr ≤ Rk(L
⊥) = n − d⊥t+s = dr − 1, which is not possible. Hence our
assumption that d⊥t+s = n− dr + 1 is not true. Hence (2) is proved.
The following is the definition of uniform sum-matroids, which is a gen-
eralization of uniform matroids [28] and uniform q-matroids [16].
Definition 22. Let k be an integer ≤ n. The uniform sum-matroid Uk,n is
defined as (Kn, ρ), where ρ(L) = Rk(L) ∀ L ∈ P(Kn) with ρ(L) ≤ k, while
ρ(L) = k if ρ(L) > k.
Now we show that uniform sum-matroids correspond to the MSRD codes
given in Definition 13 and vice-versa. We state the following characterization
of r-MSRD codes given in [21] to prove the correspondence.
Theorem 13 ([21]). Given k and 1 ≤ r ≤ k, a k-dimensional linear
code C ⊆ Fn is r-MSRD if, and only if, CA ⊆ Fn is r-MDS, for all
A = diag(A1, . . . ,Aℓ) ∈Mn×n(F) such that Ai ∈ GLni(Ki) for i = 1, . . . , ℓ.
Example 1. Let C be a [n, k] MSRD code. From the above result CA
is MDS, for all A = diag(A1, . . . ,Al) ∈ F
n×n such that Ai ∈ K
ni×ni
i is
invertible, for i = 1, . . . , l. We show that the sum-matroid corresponding
to C is a uniform sum-matroid Un−k,n and the corresponding dual sum-
matroid is also a uniform sum-matroid Uk,n. Let MC be the corresponding
sum-matroid. Let H ∈ Mn−k×n(F) be a parity check matrix of C. Suppose
L = (L1, . . . ,Ll) ∈ P(K
n) has rank N where dimKi(Li) = Ni for i = 1, . . . , l
and N = N1+ · · ·+Nl. ConsiderGi ∈MNi×ni(Ki) to be generator matrices
of Li for i = 1, . . . , l. So we can extend Gi to invertible matrices G˜i ∈
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Mni×ni(Ki) for i = 1, . . . , l. Consider A = diag(G˜
T
1 , . . . , G˜
T
l ) and it is clear
that HA ⊆ Fn generates an [n, n − k] MDS code over F from the previous
theorem. From a characterization of MDS code (see Theorem 7 for example)
we know that any set of n− k columns of HA is linearly independent over
F. Now if Rk(L) = N ≥ n − k, then ρC(L) = dimF(CL) = n − k and for
N < n− k, ρC(L) = dimF(CL) = N . Hence MC is a uniform sum-matroid of
rank n− k.
Remark 4. The correspondence between MSRD codes and uniform sum-
matroids is the extension of the correspondence between MDS (resp. MRD)
and uniform matroids (resp. q-matroids).
IV Conclusion
The motivation of defining a matroid-like structure associated to sum-rank
metric codes comes from the connections of matroid theory and linear Ham-
ming metric codes and that of q-analogue of matroids and rank metric codes.
So here we have defined sum-matroids in terms of rank functions. Attempts
to give more cryptomorphic definitions of q-matroids have been already made
in [16, 1] but it is still not known whether all the cryptomorphic definitions
of matroids have q-analogues. It is expected that there will be many cryp-
tomorphic definitions for sum-matroids also. In analogy with the classical
case of matroids, different cryptomorphic definitions can help to connect
sum-matroids to seemingly different areas of mathematics and which will
help us to tackle more problems using combinatorial tools.
The rank function of sum-matroid generalizes those of matroid and q-
matroid. So it is natural to ask whether all the results in matroid theory
will have sum-matroid analogue. We have answered this question partially.
Duality, generalized weights, which are important invariants from coding
theoretic point of view, have been defined more generally for sum-matroids.
But there are still lot of problems and exercises regarding sum-matroids to
research on. Further, the rank generating function for sum-matroids can
be studied. More importantly, as noted in [16], matroid and q-matroids
are particular cases of a more general structure of modular lattices which
are complemented and some work about them were done by Crapo in [5].
Sum-matroids also appear to be complemented lattices and hence we can
get hints from [5] and further develop the theory of sum-matroids.
Matroids induced from matrices are called representable matroids. Of
course, there are matroids which are non-representable, i.e., they cannot be
constructed from a matrix, even if we allow arbitrary fields. See, for example,
the Va´mos matroid V8 [28]. So in a similar note as made by Jurrius and Pel-
likaan in [16] about existence of non-representable q-matroids, it will be in-
teresting to know if there exists non-trivial non-representable sum-matroids,
i.e., neither a matroid nor a q-matroid, which are non-representable.
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As, we mentioned at the beginning of Section III.2, one can associate a
Stanley-Reisner ring to a matroid and the Betti numbers of the ring is related
to the generalized weights of a linear code if the matroid is constructed from
that code. In fact, for constant weights, the generalized weights and Betti
numbers define each other [15]. We want to find a similar result for sum-
matroids but anyhow, a study about the constant sum-rank weight linear
codes is a good step toward this. We may use a geometric approach to
study generalized weights of sum-rank metric codes. The same for Hamming
metric codes and rank metric codes have been shown in [35, 30]. It allows
to classify codes of constant rank weights while it makes the computation
of the generalized weights easier.
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