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Skewness is a statistical feature of observed economic data. For an arbitrary random variable, like output growth rate, inflation rate or an interest rate, skewness is typically manifested by the lack of symmetry of the probability density function which governs this variable 1 . Intuitively,
Skewness is a statistical feature of observed economic data. For an arbitrary random variable, like output growth rate, inflation rate or an interest rate, skewness is typically manifested by the lack of symmetry of the probability density function which governs this variable 1 . Intuitively, if a random variable follows a skewed distribution, then its deviations above the mean value are (i.e. positive deviations from the mean) on average either larger or smaller in magnitude than the deviations below the mean (i.e. negative deviations from the mean). Also, either positive or negative deviations from the mean value tend to be more frequent (i.e. are more probable) 2 . Table 1 reports skewness coefficients 3 for four macro aggregates in wide range of countries calculated over 30 years using quarterly data. Application of the Bai and Ng (2005) test π 3 for skewness indicates that most of these coefficients are statistically significant. With the except of Canada, quarterly inflation rate is positively skewed, which means that, on one hand, positive deviations of inflation rate from the mean value tend to be bigger in magnitude than the negative ones, and, on the other, that we should expect more episodes of inflation rate below the mean than episodes of inflation rate above the mean. These two features of inflation imply that inflation risks are asymmetric, especially if the mean value turns out to be in line with the central bank inflation target. It is thus of no surprise, that nominal interest rates also reveal positive skewness pattern. This is a partial argument for the fact that interest rate inherit skewness pattern from inflation and not the other way round. Real output growth rate, in turn, tends to have more frequently values above the mean than below the mean, but negative deviations are on average greater in magnitude. In other words, GDP tends to grow at a moderate pace, but if a recession hits, it can be severe. Absolute changes 4 of domestic exchange rates versus the US dollar -with the exception of the Swiss franc and the Japanese 3 yen, are positively skewed in the sample, which means that appreciation of the currencies is more frequent than depreciation and that appreciation tends to be moderate in magnitude, but there may be, although less frequently, episodes of substantial depreciations. This stands in line with the safe haven status of the US currency. Negative skewness of absolute changes of the Japanese yen and the Swiss franc vs. US dollar could be understood as them having a safe haven status with respect to the US dollar, which nowadays is true for the Swiss franc at least.
Investigated skewness patterns hold not only for individual countries, but can also be seen in aggregate economies -in the European Union and in the OECD. 
Introduction N a t i o n a l B a n k o f P o l a n d 6 line with the safe haven status of the US currency. Negative skewness of absolute changes of the Japanese yen and the Swiss franc vs. US dollar could be understood as them having a safe haven status with respect to the US dollar, which nowadays is true for the Swiss franc at least.
Investigated skewness patterns hold not only for individual countries, but can also be seen in aggregate economies -in the European Union and in the OECD. It is clear from this exemplary exposition that, at least for investigated samples, major macroeconomic time series reveal a meaningfully interpretable skewness pattern. This somehow stands in contrast with the fact that DSGE models, as far as their first order approximations are concerned 5 , totally abstract from skewness of observed data, assuming that both structural innovations and measurement errors are normally distributed, hence symmetric.
Neglecting information provided by skewness of economic data distorts the balance of risks faced by the policy makers, which limits their ability to achieve assumed objectives. Additionally, unnoticed or neglected features of economic phenomena tend to limit the insight into them, especially if they can be perceived as structural ones.
In the DSGE domain, skewness in observed variables can appear as a result of three major factors. Firstly, skewness can appear as a result of models' non-linearities. A trivial example is when a normally distributed variable, e.g. a shock, is squared so that it obtains a χ 2 1 distribution. Shocks, for they influence states, would propagate skewness to observables. Such a mechanism would work if we allowed for higher order approximations of the economy. Secondly, skewness in observables can emerge as a result because of models' internal mechanisms, e.g. asymmetric preferences, see Christodoulakis and Peel (2009) or downward nominal or real rigidities, see (Fahr and Smets, 2008; ). In such a case skewness constitutes an endogenous feature of the model and there is a magnitude of degrees of freedom in which it can 5 In this paper we focus only on the first order perturbation for reasons that are explained later in this section. Thus, excercises provided in this paper is more an econometric than an economic one. 4 be introduced. However, skewness vanishes from states and observables if only the first order perturbation is used 6 , which in practice is often the case, especially when the model is estimated, see (Amisano and Tristani, 2007) . In a linearized state space form DSGE model skewness in observables can appear when shocks hitting the economy follow a skewed distribution 7 . In such a case skewness constitutes a structural feature of the modeled economy because it reflects a statistical feature of structural shocks hitting the economy.
In this paper we take the latter approach, i.e. we take a linear state space model -which is thought of as a first order perturbation of a DSGE economy -and assume that martingale difference shocks in the transition equation have a skewed distribution. Alternatively, we could assume that measurement errors are skewed. Both approaches result in skewed observables, but the latter one lacks any structural motivation, whereas the one we take seems to have a sound economic interpretation -shocks are skewed in a structural way. What is important for our motivation, is that in the class of linear state space models skewness in observed variables must be a reflection of skewness in stochastic disturbances, so the number of degrees of freedom through which skewness can be accounted for in the modeled economy is minimized to onethere is no other way for skewness to enter the model 8 .
Working with skewed shocks gives rise to the question which family of probability distributions be introduced. However, skewness vanishes from states and observables if only the first order perturbation is used 6 , which in practice is often the case, especially when the model is estimated, see (Amisano and Tristani, 2007) . In a linearized state space form DSGE model skewness in observables can appear when shocks hitting the economy follow a skewed distribution 7 . In such a case skewness constitutes a structural feature of the modeled economy because it reflects a statistical feature of structural shocks hitting the economy.
Working with skewed shocks gives rise to the question which family of probability distributions is appropriate for this purpose. Such a family, firstly, should nest a normal distribution, so that the typical (normal) specification is allowed for and skewness in shocks can be rejected if it does not find enough support in the data. Secondly, employed distribution should have properties which allow us to use the state space setting. Desired properties involve closure under most general linear transformations, under addition of independent variables, under taking joint and marginal distributions and under conditioning. Most of these features, but not all of them, are offered by the closed skewed normal distribution.
In the paper we do three things. First, we deliver elementary facts about propagation of skewness and of the closed skewed normal distribution in linear state space models. Second, we conduct simulation experiments designed to capture propagation of skewness from shocks to observed variables in a small open economy DSGE model. Finally, we develop a simple, yet useful, two-step quasi-maximum likelihood estimation procedure, which is capable of handling skewness, but avoids computational difficulties which emerge in case of maximum likelihood estimation. 6 And shocks follow a symmetric distribution 7 Outside the framework of DSGE models Ball and Mankiw (1995) showed how combination of non-linearity (firms adjust prices to shocks that are sufficiently large to justify paying menu costs) and skewed shocks (with zero mean) to desired price levels leads to skewed observed price changes. 8 We a priori reject the possibility that measurement errors are skewed since this would seem as an artificial, technical assumption. 5 yen, are positively skewed in the sample, which means that appreciation of the currencies is more frequent than depreciation and that appreciation tends to be moderate in magnitude, but there may be, although less frequently, episodes of substantial depreciations. This stands in line with the safe haven status of the US currency. Negative skewness of absolute changes of the Japanese yen and the Swiss franc vs. US dollar could be understood as them having a safe haven status with respect to the US dollar, which nowadays is true for the Swiss franc at least.
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In the paper we do three things. First, we deliver elementary facts about propagation of skewness and of the closed skewed normal distribution in linear state space models. Second, we conduct simulation experiments designed to capture propagation of skewness from shocks to observed variables in a small open economy DSGE model. Finally, we develop a simple, yet useful, two-step quasi-maximum likelihood estimation procedure, which is capable of handling skewness, but avoids computational difficulties which emerge in case of maximum likelihood estimation.
6 And shocks follow a symmetric distribution 7 Outside the framework of DSGE models Ball and Mankiw (1995) showed how combination of non-linearity (firms adjust prices to shocks that are sufficiently large to justify paying menu costs) and skewed shocks (with zero mean) to desired price levels leads to skewed observed price changes. 8 We a priori reject the possibility that measurement errors are skewed since this would seem as an artificial, technical assumption.
5
Skewness in linear models N a t i o n a l B a n k o f P o l a n d 8
1
Chapter 1
Skewness in linear models
This section presents the closed skewed normal distribution and provides elementary facts on propagation of skewness and of the closed skewed normal distribution in a linear state space model.
The closed skewed normal distribution
Let us denote a density function of a p-dimensional normal distribution with mean 1μ and positive-definite covariance matrixΣ by φ p (z;μ,Σ). Let us also denote a cumulative distribution function of a q-dimensional normal distribution with meanμ and nonnegative-definite covariance matrixΣ by Φ q (z;μ,Σ). For q > 1 function Φ q does not have a closed form.
By R p×q , p, q ≥ 1, let us denote a space of linear operators from R p to R q . For every M ∈ R p×q let |M | denote a determinant of M and let r(M ) denote a rank of M . We will define the closed skewed normal, possibly singular, distribution by means of the moment generating function (mgf). Then, under nonsingularity conditions, probability density function (pdf) will be provided.
∆ ∈ R q×q , |Σ|, |∆| ≥ 0, and let D ∈ R q×p . We say that random variable z has a (p, q) dimensional closed skewed normal distribution with parametersμ,Σ, D, ϑ and ∆ if moment generating function of z, M z (t), is given by: 6 which henceforth will be denoted by:
Note that matricesΣ and ∆ are allowed to be singular. 
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The closed skewed normal distribution
∆ ∈ R q×q , |Σ|, |∆| ≥ 0, and let D ∈ R q×p . We say that random variable z has a (p, q) dimensional closed skewed normal distribution with parametersμ,Σ, D, ϑ and ∆ if moment generating function of z, M z (t), is given by: 1 which henceforth will be denoted by:
Note that matricesΣ and ∆ are allowed to be singular. For |Σ| > 0, a csn random variable z has a probability density function:
, than probability density function of z is given by:
Density function (1.1) defines a (p, q)-dimensional nonsingular closed skewed normal distribution in the sense that a random variable has (p, q)-dimensional nonsingular closed skewed normal distribution with parametersμ,Σ, D, ϑ and ∆ if and only if its density function for every z ∈ R p equals p(z). The probability density function (1.1) involves a probability distribution function of a q-dimensional normal distribution for, in principle, arbitrarily large q, which entails computational difficulties when working with a likelihood function based on p(z). Closed skewed normal density function can be read as a a product of a normal density function (which is symmetric) and a skewing or weighting function given by a quotient of two normal probability distribution functions (in fact the distribution function in the denominator constitutes a constant of proportionality so that everything integrates to unity).
Parametersμ,Σ and D have interpretation of location, scale and skewness parameters respectively. Parameters ϑ and ∆ are artificial, but inclusion of these additional dimensions allows 2 Under full rank transformation we mean full row or full column rank transformation and this definition embraces the case when matrix of the transformation is square and has a full rank. In the latter case the transformation is called an isomorphism. When both the row and the column ranks are not full, transformation is called rank deficient.
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for closure of the csn distribution under conditioning and marginalization respectively. The q-dimension is also artificial, but it allows for closure for sums and the joint distribution of independent (not necessarily iid) variables. WhenΣ, D and ∆ are scalars, they will be denoted respectively byσ, d and δ.
Let us note the following: Remark 1.1.3. For p = q = 1, ϑ = 0 and ∆ = 1 the csn distribution reduces to the Azzalini skewed normal distribution, see Azzalini and Valle (1996) ; Azzalini and Capitanio (1999) .
Such a case will be denoted by:
In the next sections we will find useful the following: 
which henceforth will be denoted by:
, |∆| ≥ 0 and D ∈ R q×p , than probability density function of z is given by:
Skewness in linear models N a t i o n a l B a n k o f P o l a n d 1 for closure of the csn distribution under conditioning and marginalization respectively. The q-dimension is also artificial, but it allows for closure for sums and the joint distribution of independent (not necessarily iid) variables. WhenΣ, D and ∆ are scalars, they will be denoted respectively byσ, d and δ.
Let us note the following:
Remark 1.1.3. For p = q = 1, ϑ = 0 and ∆ = 1 the csn distribution reduces to the Azzalini skewed normal distribution, see Azzalini and Valle (1996) ; Azzalini and Capitanio (1999) .
(1.5)
It follows that:
We also need the following:
Elements of z are independent if and only if matricesΣ and D are diagonal.
SinceΣ is p × p and D is q × p, corollary (1.1.6) implies that it is impossible to have q = 1 while keeping elements of z independent for p > 1, because it has to be the case that q = p > 1 in order for D to be diagonal. This is relevant for state space models with csn distributed iid disturbances -e.g. shocks in the transition equation, because the state variable, say ξ t , in every period consists of the csn distributed state from the previous period, say ξ t−1 , plus the csn-distributed disturbance 3 , say u t , and when we add two csn variables we have to add their q-dimensions, so that the q-dimension of ξ t is the sum of q-dimensions of ξ t−1 and u t , hence, according to corollary (1.1.6), contribution of u t to q-dimension of ξ t in every period cannot be squeezed to eg. 1, but must equal the number of elements of u t , hence the q-dimension of ξ t quickly expands which poses numerical difficulties for maximum likelihood estimation.
In further sections we will also need the following corollaries (1.1.7-1.1.10):
3 Both state from the previous period and the disturbance are transformed by the linear transformation in state space models, but let us ignore this fact for the present argumentation (or assume this transformations are identities). Let also x ∼ N (µ x , Σ x ), Σ x > 0, be independent of z, then:
Corollary 1.1.8. Let z ∼ csn 1,q (μ,σ, d, ϑ, δ) , q ≥ 1 and for parameters as in definition (1.1.1), let also ρ = 0 and b ∈ R, then:
let also A ∈ R p×p , |A| > 1, and b ∈ R p , then:
It follows that: .
In further sections we will also need the following corollaries (1.1.7-1.1.10): 
, where: 
We are now ready to investigate how skewness propagates from disturbances to states and observables in a linear state space setting. We will do this in a twofold manner. First we will show how skewness propagates through the state space form in general and then we will turn to the special case when shocks in the transition equation follow a closed skewed normal distribution.
Propagation of skewness
In this section we put forward elementary facts about skewness propagation in linear state space models. First we deal with state variables, and then with the observables. As a measure of skewness we employ the skewness coefficient 4 , which, for an arbitrary random variable z ∈ R, is 4 We choose a skewness coefficient for a handful of reasons. First, it is widely applied by many researchers, hence any results can be easily used by others. In addition, it satisfies properties stated by Arnold and Groneneveld (1995) . Second, other skewness measures based on mode or quartiles may be not suitable for our purposes since the closed form formulas for mode and quartiles of skew-normal distribution have not been derived and we would find it difficult to provide results on propagation of skewness in general and in the case of the closed skewed distribution in particular. Third, as it will be clear from further analysis, for shocks, which we model as independent Azzalini-type variables, 9 defined as 5 :
(1.6) provided that the second and the third central moment of z exist 6 . We will make use of the following:
Remark 1.2.1. For a random variable z with an n-times differentiable moment generating function M z (x) we have:
where κ n (z) denotes the n-th cumulant of z. Remark 1.2.2. Let z be a random variable for which κ n (z) exists for n = 2, 3, then:
Remark 1.2.3. Let z i be independent random variables and let α i ∈ R, i = 1, 2, ..., m, then: defined as 5 :
where κ n (z) denotes the n-th cumulant of z.
Remark 1.2.2. Let z be a random variable for which κ n (z) exists for n = 2, 3, then:
Remark 1.2.3. Let z i be independent random variables and let α i ∈ R, i = 1, 2, ..., m, then:
State variables
We will start with a one-dimensional model and then move to the multidimensional case. Let us consider the following autoregressive model, which represents the state-space formulation without the measurement equation:
such that γ(u t ) exists for every t and is constant, i.e. γ(u t ) = γ(u) for every t.
Let us make use of the fact that ξ t can be expressed as a weighted sum of innovations u t−k for skewness coefficient represents an exhaustive measure of skewness. In case of observables, which are not independent, the univariate skewness coefficient is not exhaustive because it omits cross-skewness. However, from the economic point of view, we are only interested in skewness of observables perceived as single variables. The co-skewness between variables might enable us to gain a deeper insight into the issue and we think of it as of a promissing direction of future research. 5 We assumed that z ∈ R in (1.6), but in principle it can be the case that z ∈ R p for p > 1 if only exponentiations and division in (1.6) are considered as elementwise operations. 6 Which is true in all cases considered in this paper. 7 We write p(. . .) to denote that p can depend on some parameters. 10 defined as 5 :
Let us make use of the fact that ξ t can be expressed as a weighted sum of innovations u t−k for skewness coefficient represents an exhaustive measure of skewness. In case of observables, which are not independent, the univariate skewness coefficient is not exhaustive because it omits cross-skewness. However, from the economic point of view, we are only interested in skewness of observables perceived as single variables. The co-skewness between variables might enable us to gain a deeper insight into the issue and we think of it as of a promissing direction of future research. 5 We assumed that z ∈ R in (1.6), but in principle it can be the case that z ∈ R p for p > 1 if only exponentiations and division in (1.6) are considered as elementwise operations. 6 Which is true in all cases considered in this paper. 7 We write p(. . .) to denote that p can depend on some parameters.
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10 k = 0, 1, ..., t − 2, and of ξ 1 , i.e. we employ the moving average representation of ξ t :
where the second equality comes from a simplifying assumption that µ ξ 0 = 0 and σ 0 = 0, so that ξ 1 = u 1 . This makes exposition simpler and does not change meaning of the results 8 . First we will investigate the effect on ξ t exerted be innovation u t at time t = 1 keeping u t = 0 for t > 1, then we will see what happens if u t is allowed to be nonzero also for t > 1 9 .
When u t = 0 for t > 1, (1.10) states that ξ t = ρ t−1 u 1 and, employing remarks (1.2.1-1.2.3), we see that:
which means that univariate autoregressive models preserve skewness (as measured by the k = 0, 1, ..., t − 2, and of ξ 1 , i.e. we employ the moving average representation of ξ t :
where the second equality comes from a simplifying assumption that µ ξ 0 = 0 and σ 0 = 0, so 
which means that univariate autoregressive models preserve skewness (as measured by the skewness coefficient) which originates from a one-time shock occurrence regardless of the value of the autoregressive coefficient ρ > 0 and preserve absolute skewness regardless of ρ < 0.
This is true for all t = 1, 2, ..., T . It may come as a surprise, since the effect in magnitude of u 0 exerted on ξ t evaporates totally (in the limit) as t increases. Now, still being in the univariate case, let us drop the assumption that u t = 0 for t > 1. Once again we use representation (1.10). Employing remark (1.2.2) we see that:
which, for n = 2, 3, means, that:
(1.13)
Using remarks (1.2.1-1.2.3) we see that for ρ = 1 we have γ(ξ t ) = t − 1 2 γ(u) → 0 which is a well known property that skewness of a sum of iid random variables vanishes with time. Also for ρ = −1 we have that γ(ξ t ) = 1−(−1)
In the first case, i.e. for ρ = 1, convergence of γ(ξ t ) is monotonic, whereas in the latter, i.e. for ρ = −1, γ(ξ t ) oscillates with t. For |ρ| = 1 8 Because ξ 1 inherits skewness from u 1 and not from x 0 , which is normally distributed. 9 The first case shows what is the response (in terms of skewness) of ξ t , t = 1, 2, ..., T , to an impulse from u t ∼ p(. . .) which occurred in period t = 1. The second case predicts response of ξ t , t = 1, 2, ..., T , generated according to (1.7). 11 defined as 5 :
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skewness coefficient of ξ t equals:
which, this time, depends both on ρ and t. We used a notation θ (ρ, t) = In both cases sign of γ(ξ ) equals the k = 0, 1, ..., t − 2, and of ξ 1 , i.e. we employ the moving average representation of ξ t :
11 k = 0, 1, ..., t − 2, and of ξ 1 , i.e. we employ the moving average representation of ξ t :
where the second equality comes from a simplifying assumption that µ ξ 0 = 0 and σ 0 = 0, so that ξ 1 = u 1 . This makes exposition simpler and does not change meaning of the results 8 . First
we will investigate the effect on ξ t exerted be innovation u t at time t = 1 keeping u t = 0 for t > 1, then we will see what happens if u t is allowed to be nonzero also for t > 1 9 .
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which, this time, depends both on ρ and t. We used a notation θ (ρ, t) = 
, is an increasing function of ρ ∈ (−1, 0), decreasing function of ρ ∈ (0, 1) and reaches a maximum value of one for ρ = 0.
This means, that for stationary models, i.e. when |ρ| < 1, skewness of states γ(ξ t ) evaporates with time, but it does not vanish totally, reaching in the limit some fraction 0 < θ (ρ, ∞) < 1 of skewness shocks γ(u). The limiting fraction is an increasing function of ρ ∈ (−1, 0) and a decreasing function of ρ ∈ (0, 1). This is in contrast with the random walk specifications when skewness evaporates totally with the decay rate of t − 1 2 and t − 3 2 for ρ = 1 and ρ = −1 respectively. Now we will discuss the multivariate case. More specifically, we will show how skewness propagates in a model of the form: In what follows, we assume 12 that ϑ u = 0 and that univariate elements of u t are independent, see corollary (1.1.6). The difference between models (1.7) and (1.15) for ξ t ∈ R p is that in the latter case it is allowed that p > 1. As in the univariate case, in what follows we assume for simplicity that µ ξ 0 = 0 and Σ 0 = 0, so that ξ 1 = u 1 .
To determine effects of innovations u t exerted on states ξ t we resort to the moving average representation:
where the last equality follows from the simplifying assumption about ξ 1 .
It has to be made explicit that we are interested in skewness coefficients of elements of ξ t , i.e. of one-dimensional variables ξ t,i for i = 1, 2, ..., p, t = 1, 2, ..., T , and not in synthetic multivariate skewness measures of ξ t regarded as p-dimensional variables. Respective skewness coefficients will be denoted by γ(ξ t,i ) =
and is constant, i.e. γ(u t ) = γ(u) for every t 11 .
In what follows, we assume 12 that ϑ u = 0 and that univariate elements of u t are independent, see corollary (1.1.6). The difference between models (1.7) and (1.15) for ξ t ∈ R p is that in the latter case it is allowed that p > 1. As in the univariate case, in what follows we assume for simplicity that µ ξ 0 = 0 and Σ 0 = 0, so that ξ 1 = u 1 .
Since variables u t are independent for t = 1, 2, ..., T , employing remark (1.2.3) we see that 13 :
where
• denoting the Hadamard (or Schur) product, i.e. elementwise multiplication. From (1.19) we see, more explicitly, that:
where a k i j denotes the i j-th entry of A k and time indexes for shocks u were suppressed so that u ., j denotes the j-th element of u for any t 14 .
Let us now try to determine skewness of γ(ξ t,i ), i = 1, 2, ..., p, assuming that u 1 = 0 and u t = 0 for t > 1. In this case, see eq.
(
, which converges with t to a zero vector as long as A is nonexplosive. Unfortunately, not much can be said in general about skewness coefficients γ(ξ t,i ) as functions of elements of matrix A except for the fact, that using 1.20 we readily obtain closed-form formulae. Therefore, let us consider only a simple case in which exactly one of the shocks in u 1 has a nonzero value:
11 Note that here γ(u) ∈ R p . 12 This assumption simplifies the considerations and does not change meaning of obtained results. 13 We drop time indices for u t since variables u t are assumed to be iid. Also, for ξ t being a p-dimensional variable, κ n (ξ t ) denotes a vector cumulant with entries κ n (ξ t,i ) for i = 1, 2, ..., p.
14 Less explicit, but considerably more parsimonious expressions for κ n (ξ t,i ) for all n, t and i simultaneously can be obtained using notations of tensor calculus. The latter approach would also be advisable in case of nondegenerate dependency structure among entries of u t . Since we do not pursuit higher-order cumulants than the third one and shocks are independent, we stay with the explicit notation (1.20).
.2. Let assumptions be as in Proposition (1.2.1), but let ρ ∈ (−1, 1) be fixed instead of t. Then γ(ξ t ) is constant over time and equal to γ(u) for ρ = 0 and decreases with time
This means, that for stationary models, i.e. when |ρ| < 1, skewness of states γ(ξ t ) evaporates with time, but it does not vanish totally, reaching in the limit some fraction 0 < θ (ρ, ∞) < 1 of skewness shocks γ(u). The limiting fraction is an increasing function of ρ ∈ (−1, 0) and a decreasing function of ρ ∈ (0, 1). This is in contrast with the random walk specifications when skewness evaporates totally with the decay rate of t − 1 2 and t − 3 2 for ρ = 1 and ρ = −1 respectively. Now we will discuss the multivariate case. More specifically, we will show how skewness propagates in a model of the form: 
1
• denoting the Hadamard (or Schur) product, i.e. elementwise multiplication. From (1. 19) we see, more explicitly, that:
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Proposition 1.2.3. Assume model (1.15) for ξ t . Assume also that u t = 0 for t > 1 and that u 1,r = 0 for some r ∈ {1, 2, ..., p}, whereas u 1, j = 0 for all j ∈ {1, 2, ..., p} \ r. Then: 
. Moreover, if such t exists, then γ(ξ t,i ) is constant for t > t .
Proposition (1.2.3) states, that in this simple case skewness coefficients γ(ξ k,i ), i = 1, 2, ..., p, can converge with t or oscillate around 0 with a constant amplitude, and, if any of them converges, than it equals its limit starting from some t. This is somehow analogical to the univariate stationary case when skewness coefficient was constant for ρ > 0 and oscillated for ρ < 0 while being constant in magnitude. In what follows, we assume 12 that ϑ u = 0 and that univariate elements of u t are independent, see corollary (1.1.6). The difference between models (1.7) and (1.15) for ξ t ∈ R p is that in the latter case it is allowed that p > 1. As in the univariate case, in what follows we assume for simplicity that µ ξ 0 = 0 and Σ 0 = 0, so that ξ 1 = u 1 .
Measurements
where A •(n) denotes the n-th Hadamard (or Schur) power of matrix
13
( 
. Division and exponentiation in (1.24) is elementwise.
Propagation of the csn distribution
Having provided formulae for propagation of skewness in the state space setting, we now turn to the special case of csn-distributed disturbances. More specifically, we will track how distributions of states and measurements change over time. Knowing this is essential for a maximum likelihood estimation. As previously, we start with a univariate model and then extend results to the multivariate case, in which we show that the csn distribution does not in general propagate through the state space setting. The reason is that the autoregressive matrix A in the transition equation can be singular. Hence, analytical maximum likelihood estimation requires 14 an appropriate regularization 15 for matrix A. In this paper, however, we alow that A be singular and consider a quasi-maximum likelihood alternative.
State variables
Let us consider model (1.7) with an additional assumption that:
First we will investigate the effect on ξ t exerted by innovation u t at time t = 1 keeping u t = 0 for t > 1. Since ξ 1 is a sum of a normally distributed variable ρξ 0 and a csn 1,1 -distributed variable u 1 , it is, according to corollary (1.1.7), a csn random variable with parametersμ ξ,1 =μ u ,
). To see how effects of u 1 propagate through ξ t , let us notice that ξ t = ρξ t−1 = ρ t−1 ξ 1 for t > 1, hence, according to corollary (1.1.8), variable ξ t has a csn 1,1 distribution with parameters:
an appropriate regularization 15 for matrix A. In this paper, however, we alow that A be singular and consider a quasi-maximum likelihood alternative.
). To see how effects of u 1 propagate through ξ t , let us notice that ξ t = ρξ t−1 = ρ t−1 ξ 1 for t > 1, hence, according to corollary (1.1.8), variable ξ t has a csn 1,1 distribution with parameters: This is, however, not the case, because variance of ξ t also changes with t. As a consequence, skewness of ξ t is constant over time for ρ > 0 and oscillates around zero with a constant amplitude for ρ < 0, which is in line with results obtained in the previous section. In a more explicit way application of corollary (1.1.4) for ρ > 0 states that: 
From corollary (1.1.10), ξ t has therefore a csn 1,t distribution with parameters:
). To see how effects of u 1 propagate through ξ t , let us notice that ξ t = ρξ t−1 = ρ t−1 ξ 1 for t > 1, hence, according to corollary (1.1.8), variable ξ t has a csn 1,1 distribution with parameters: This is, however, not the case, because variance of ξ t also changes with t. As a consequence, skewness of ξ t is constant over time for ρ > 0 and oscillates around zero with a constant amplitude for ρ < 0, which is in line with results obtained in the previous section. In a more explicit way application of corollary (1.1.4) for ρ > 0 states that: 15 an appropriate regularization 15 for matrix A. In this paper, however, we alow that A be singular and consider a quasi-maximum likelihood alternative.
Skewness in linear models
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1 csn disturbances appears also as a consequence of applying for z t = ξ t the following more general:
for all t, then absolute value of the skewness coefficient of z t , i.e. |γ(z t )|, is constant over time and sgn(γ(z t )) equals sgn(d t ).
Now we drop the assumption that u t = 0 for t > 1. We make use of moving average representa- 
where r t = (ρ t−1 , ρ t−2 , ..., ρ, 1) T and ⊗ denotes the tensor (Kronecker) product. Above formulae are valid for |ρ| = 1. To derive them we only need to notice that that
Now we will discuss the multivariate case. Let us consider model (1.15) with an additional assumption that:
and that univariate elements of u t are independent. In what follows we assume for simplicity that µ ξ 0 = 0 and Σ 0 = 0, so that ξ 1 = u 1 . constitutes a negative result for ξ t as a p-dimensional variable, it has to be stressed that it is assured that elements of ξ t are csn distributed. In this paper we assume that A can be rank deficient, hence the distribution of states is in general not a csn distribution, hence we do not go for an analytical maximum likelihood estimation.
Measurements
As stated in proposition ( 
From corollary (1.1.10), ξ t has therefore a csn 1,t distribution with parameters: 
where |Σ u | > 0, |∆ u | > 0 andμ u is chosen in such a way that E(u t ) = 0. We assume 20 that ϑ u = 0 and that univariate elements of u t are independent. In what follows we assume for simplicity that µ ξ 0 = 0 and Σ 0 = 0, so that ξ 1 = u 1 . 
(regardless of D ξ,t ) if
for an analytical maximum likelihood estimation.
Measurements
As stated in proposition ( Negro and Schorfheide (2008) . The model is also implemented in YADA package (Warne, 2010) .
The model
There are nine state variables in the model: a growth rate of a non-stationary world technology
where A t denotes the non-stationary technology, foreign output y t and inflation π t , terms of trade growth rate ∆ q t , monetary policy shock u(R), domestic output y t and inflation π t , exchange rate growth rate ∆ e t , and nominal interest rate R t . The non-stationary technology process is assumed to be present in all real variables therefore, to ensure stationarity, all real variables are expressed as deviations from A t .
Four state variables are approximated by autoregressions with normally distributed shocks: Negro and Schorfheide (2008) . The model is also implemented in YADA package (Warne, 2010) .
Four state variables are approximated by autoregressions with normally distributed shocks: and u(∆q) t as well as the monetary policy shock u(R) t represent structural shocks or innovations. In the original formulation of they are all normally, hence symmetrically, distributed. In our approach each structural shock follows a closed skewed normal csn 1,1 distribution:
A DSGE model with structural skewness WORKING PAPER No. 101 and u(∆q) t as well as the monetary policy shock u(R) t represent structural shocks or innovations. In the original formulation of they are all normally, hence symmetrically, distributed. In our approach each structural shock follows a closed skewed normal csn 1,1 distribution:
which means that they can, but do not have to be, normally distributed. We demand that parametrization of shocks makes them martingale difference sequences.
Euler equation combined with perfect risk sharing and the market-clearing condition for the foreign good gives rise to an open economy dynamic IS curve:
(2.10)
Parameters τ and α denote the intertemporal substitution elasticity and the import share (hence 0 < α < 1 and for α = 0 equation reduces to closed economy variant).
Optimal price setting by domestic firms leads to the neokeynesian Phillips curve:
where y t = −α (2 − α) (1 − τ) /τ y t is the potential output in the absence of nominal rigidities.
The parameter β is the discount factor. The parameter κ is a function of underlying structural parameters (elasticities of labour supply and demand, price stickiness), and it is treated itself as structural.
Definition of consumer prices under the assumption of relative PPP allows to determine change in nominal exchange rate as:
The nominal interest rate is assumed to follow a policy rule:
where ρ R is a smoothing parameter.
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Following Lubik and Schorfheide, we use five observable variables to link the model with the data: real GDP growth, annualised inflation rate, annual nominal interest rate, change in exchange rate, and change in terms of trade. The measurement equations take the form:
14)
15)
16)
17)
where underlined variables denote observable variables. Parameter π A is annual rate of inflation, γ is quarterly growth rate of non-stationary technology process (z in steady state), and r is A DSGE model with structural skewness N a t i o n a l B a n k o f P o l a n d the data: real GDP growth, annualised inflation rate, annual nominal interest rate, change in exchange rate, and change in terms of trade. The measurement equations take the form:
14) 
Simulation exercises on skewness propagation
In order to numerically assess how structural skewness propagates in the LS model, we simulated 10000 samples of observables, each consisting of 600 observations. Two cases were considered.
In the first case shocks were assumed to be normal, whereas in the second one structural skewness was introduced by assuming that exactly one shock follows a closed skew normal distribution. Parameters of csn distributions were chosen in such a way, that the skewness coefficient of each shock was equal to 0.50, so that structural skewness is always positive, which means shocks draws from above the mean value are less probable than those from below the Positive skewness of foreign inflation is also the main cause of skewness of changes in exchange rate.
The results raise the question whether it is possible to replicate with the LS model, the pattern of skewness observed in the real data as presented in the introduction -positive skewness for inflation, nominal interest rate and depreciation rate, and negative skewness of output growth rates. Although such combination of skewed shocks exists it would require highly positively skewed foreign output shock which is not reasonable as we expect it to be negatively skewed.
However, it is possible to replicate the pattern of skewness if we change specification of the exchange rate equation in the model, replacing relative PPP with some version of uncovered interest rate parity and introducing risk premium shock. 
17) 
In the first case shocks were assumed to be normal, whereas in the second one structural skewness was introduced by assuming that exactly one shock follows a closed skew normal distribution. Parameters of csn distributions were chosen in such a way, that the skewness coefficient of each shock was equal to 0.50, so that structural skewness is always positive, which means shocks draws from above the mean value are less probable than those from below the mean. Behavioral parameters and standard deviations of shocks as well as autocorrelation coefficients of states were motivated by LS's central values of priors (see Schorfheide, 2007, p. 1077) . Standard deviations of measurement errors are approximately 10% of observed variables' standard deviations. 
2
Positive skewness of foreign inflation is also the main cause of skewness of changes in exchange rate.
However, it is possible to replicate the pattern of skewness if we change specification of the exchange rate equation in the model, replacing relative PPP with some version of uncovered interest rate parity and introducing risk premium shock. -not an approximation, it is fast and easy to implement. Robustness of KF for non-Gaussian shocks in the transition equation is sometimes negated, e.g. (Meinhold and Singpurwalla, 1989) .
Nonetheless, we keep in mind that KF is an optimal 1 linear filter for arbitrary, hence also for closed skewed normal shocks 2 .
Ideally, we would like to extend the KF formulation to the case of csn shocks, which would allow us to perform analytical filtration and obtain exact likelihood function in each step of the ML routine for inference of parameters. It is possible, but under assumptions which are not met in case of most DSGE models (see e.g. Naveau et al. (2005) -not an approximation, it is fast and easy to implement. Robustness of KF for non-Gaussian shocks in the transition equation is sometimes negated, e.g. (Meinhold and Singpurwalla, 1989) .
Ideally, we would like to extend the KF formulation to the case of csn shocks, which would allow us to perform analytical filtration and obtain exact likelihood function in each step of the ML routine for inference of parameters. It is possible, but under assumptions which are not met in case of most DSGE models (see e.g. Naveau et al. (2005) Estimates of all the parameters obtained in step 1, but for shocks' parameters, become final estimates. Final estimates of shocks' parameters are in turn obtained in step 2, in which it is assumed that shocks have a csn distribution.
Above procedure omits direct optimization-based estimation of shocks' parameters. It may be an advantage, because the log-likelihood function for the csn distribution exhibits anomalies, e.g.
improper shape, inflection points in profile likelihood (singularity of Fisher information matrix) at points where skewness vanishes, divergence of parameters of the distribution, see Azzalini and Capitanio (1999) , Azzalini (2004) ), see also Azzalini and Genton (2008) . Only some of these anomalies may be removed via proper parametrization. 5 . 4 We use the therm quasi maximum likelihood estimator in a very broad sense, as a case when maximum likelihood principle is applied to a misspecified (statistical) model, see White (1982) . We do not relay on properties of Q-ML estimators given by (e.g.) Wedderburn (1974) , , Nadler and Lee (1992) .
5 Azzalini et al. (2010) considered a more general case of estimation of a skew-symmetric distribution's parameters. A simple version of the probability density function of a scalar skew-symmetric random variable may be written, up to a constant, in the form:
where: f 0 is a symmetric density, and π is a skewing function, such that π(−z) = 1 − π(z) ≥ 0 for all z ∈ R. The location and scale parameters are introduced via definition Y = ν + ω Z. The (closed) skew-normal distribution is a special case of skew-symmetric family, the multivariate extension is straightforward. "The class of distributions (3.1) can be obtained via a suitable censoring mechanism, regulated by π(z), applied to samples generated by the base density f 0 , [. -not an approximation, it is fast and easy to implement. Robustness of KF for non-Gaussian shocks in the transition equation is sometimes negated, e.g. (Meinhold and Singpurwalla, 1989) .
improper shape, inflection points in profile likelihood (singularity of Fisher information matrix)
at points where skewness vanishes, divergence of parameters of the distribution, see Azzalini and Capitanio (1999) , Azzalini (2004) ), see also Azzalini and Genton (2008) . Only some of these anomalies may be removed via proper parametrization. 5 . 4 We use the therm quasi maximum likelihood estimator in a very broad sense, as a case when maximum likelihood principle is applied to a misspecified (statistical) model, see White (1982) . We do not relay on properties of Q-ML estimators given by (e.g.) Wedderburn (1974) , , Nadler and Lee (1992) .
where: f 0 is a symmetric density, and π is a skewing function, such that π(−z) = 1 − π(z) ≥ 0 for all z ∈ R. The location and scale parameters are introduced via definition Y = ν + ω Z. The (closed) skew-normal distribution is a special case of skew-symmetric family, the multivariate extension is straightforward. "The class of distributions (3.1) can be obtained via a suitable censoring mechanism, regulated by π(z), applied to samples generated by the base density f 0 , [...] . Under this perspective, it is of interest to estimate the parameters of f 0 via a method which does not depend, or depends only to a limited extent, on the component π(z), which in many cases is not known, or is not of interest to be estimated [. 
Quasi-maximum likelihood estimation
A first order perturbation of a DSGE model with structural skewness obtains the following state (Azzalini and Valle, 1996) . Applying corollary (1.1.4), we see that first three central moments of u t,i are:
which means, that skewness coefficients of u t,i are equal to: (2004)), see also Azzalini and Genton (2008) . Only some of these anomalies may be removed via proper parametrization. 5 . 4 We use the therm quasi maximum likelihood estimator in a very broad sense, as a case when maximum likelihood principle is applied to a misspecified (statistical) model, see White (1982) . We do not relay on properties of Q-ML estimators given by (e.g.) Wedderburn (1974) , , Nadler and Lee (1992) .
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Chapter 3
Estimation of models' parameters
In order to work with (first order perturbations of) DSGE models with structural skewness we have to develop a parameter estimation technique for a (linear) state space model with skewed shocks. A state space model which represents a reduced form of a DSGE model under normal shocks is usually estimated by the Kalman filter (KF) maximum likelihood (ML) estimator (see e.g. Meinhold and Singpurwalla, 1983) . Calculation of likelihood function value via KF typically constitutes also a step of Bayesian estimation (see Fernández-Villaverde (2009)). Popularity of KF estimation is motivated by the fact that for normally distributed shocks and measurement errors KF produces analytical filtration, i.e. it yields exact likelihood value -not an approximation, it is fast and easy to implement. Robustness of KF for non-Gaussian shocks in the transition equation is sometimes negated, e.g. (Meinhold and Singpurwalla, 1989) .
Ideally, we would like to extend the KF formulation to the case of csn shocks, which would allow us to perform analytical filtration and obtain exact likelihood function in each step of the ML routine for inference of parameters. It is possible, but under assumptions which are not met in case of most DSGE models (see e.g. Naveau et al. (2005) 
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( 3.2) for t = 1, 2, ..., T , where ξ t denote states, y t observables, e t and u t denote martingale difference measurement errors and structural shocks respectively. The covariance matrix Σ ξ 0 can be zero, (Azzalini and Valle, 1996) . Applying corollary (1.1.4), we see that first three central moments of u t,i are:
which means, that skewness coefficients of u t,i are equal to: Note that shocks u t , as structural ones, are required to be martingale differences for everyΣ u and D u , which is obtained by forcingμ u to adjust so that E(u t,i ) = 0, see the first eq. in (3.3).
If θ is fixed, skewness of shocks has therefore no impact on the steady state of the model.
Variances of shocks Σ u are functions of shocks' distribution parametersΣ u and D u , however, 6 In a general case γ max is an increasing function of ϑ i and a decreasing function ofδ i , (i = 1, ..., q), see the definition 1.1.2 of csn probability function.
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given θ and Σ u , these parameters imply structure of shocks' variance (shape and scale) and not its magnitude, see the second eq. in (3.3). This is a heuristic motivation of our estimation procedure which first step neglects skewness of the distribution, i.e. the skewing function, and approximates likelihood using the normal distribution.
Let θ u = Σ u , D u and θ e = (Σ e ). We know (see section 1.3) that observables y t are distributed according to a csn μ y,t ,Σ y,t , D y,t , ϑ y,t , ∆ y,t distribution and, given observables, likelihood function of the models' parameters θ = θ , θ u , θ e is denoted by (θ ). We are interested in finding θ which maximizes (θ ). Maximizer of θ , denoted byθ , will be approximated in two steps. Letθ u = (Σ u , 0) = (Σ u , 0),θ = (θ ,θ u , θ e ) and¯ (θ ) = (θ ).¯ (θ ) is the quasilikelihood function in the sense that it represents the original likelihood function conditioned upon D = 0, which means that it neglects shocks' skewness 7 . In the first step a maximizer:
is found. With D = 0, this is a standard maximum likelihood estimation of a state space model with normally distributed shocks. Then, shocks u t are filtered using model (3.2) with parameters θ plugged in it 8 , and sample estimates of shocks' skewness coefficients (method of moment 
Let θ u = Σ u , D u and θ e = (Σ e ). We know (see section 1.3) that observables y t are distributed according to a csn μ y,t ,Σ y,t , D y,t , ϑ y,t , ∆ y,t distribution and, given observables, likelihood function of the models' parameters θ = θ , θ u , θ e is denoted by (θ ). We are interested in finding θ which maximizes (θ ). Maximizer of θ , denoted byθ , will be approximated in
likelihood function in the sense that it represents the original likelihood function conditioned upon D = 0, which means that it neglects shocks' skewness 7 . In the first step a maximizer:
The procedure of stochastic simulations
To asses properties of our two-steps quasi-maximum likelihood/method of moments estimator we run several stochastic simulation experiments. A single iteration of our stochastic simulation procedure looks as follows:
1. A sample of shocks u t and measurement errors e t are simulated. States ξ t and observables y t are computed according to (3.2).
2. Given observables from step 1, a Newton-type optimization routine is applied to findθ , i.e. the maximizer of the quasi likelihood function¯ (θ ) (the first step of the estimation procedure described earlier). If optimization fails to converge, steps 3-4 are skipped and estimation results are discarded 9 . In this situation a new iteration is initiated.
3. Given θ , i.e. parameters obtained in step 2, states, observables and shocks u t are filtered using the Kalman smoother. 7 Notice, that in the case under considerationΣ u = Σ u , hence the variances of shocks are estimated. 8 In fact, filtration of shocks is a byproduct of estimation of θ using the Kalman filter. From now on we will denote filtered (smoothed) shocks by u. 9 The number of rejected trials varied with sample size. It was up to 40% for samples of small sample, and just a few for large samples.
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Quasi-maximum likelihood estimation
A first order perturbation of a DSGE model with structural skewness obtains the following state 
each component of u t , has an Azzalini-type skewed normal distribution, see (Azzalini and Valle, 1996) . Applying corollary (1.1.4), we see that first three central moments of u t,i are:
If θ is fixed, skewness of shocks has therefore no impact on the steady state of the model. in finding θ which maximizes (θ ). Maximizer of θ , denoted byθ , will be approximated in
is found. 
The procedure of stochastic simulations
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in finding θ which maximizes (θ ). Maximizer of θ , denoted byθ , will be approximated in two steps. Letθ u = (Σ u , 0) = (Σ u , 0),θ = (θ ,θ u , θ e ) and¯ (θ ) = (θ ).¯ (θ ) is the quasilikelihood function in the sense that it represents the original likelihood function conditioned upon D = 0, which means that it neglects shocks' skewness 7 . In the first step a maximizer:
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in finding θ which maximizes (θ ). Maximizer of θ , denoted byθ , will be approximated in
In the first step a maximizer:
is found. With D = 0, this is a standard maximum likelihood estimation of a state space model with normally distributed shocks. Then, shocks u t are filtered using model (3.2) with parameters θ plugged in it 8 , and sample estimates of shocks' skewness coefficients (method of moment estimators) γ u i for i = 1, 2, ..., p u are established. If only skewness coefficients are of interest, then the procedure ends yielding γ u = ( γ u i , i = 1, 2, ..., p u ). Otherwise, original shocks parameters Σ u and D u are recovered from γ u and Σ u according to equations (3.3-3.6), which results in estimates ofΣ u and D u respectively, and final estimate of θ becomes θ = ( θ , θ u , θ e ) where
The procedure of stochastic simulations
3. Given θ , i.e. parameters obtained in step 2, states, observables and shocks u t are filtered using the Kalman smoother. 7 Notice, that in the case under considerationΣ u = Σ u , hence the variances of shocks are estimated. 8 In fact, filtration of shocks is a byproduct of estimation of θ using the Kalman filter. From now on we will denote filtered (smoothed) shocks by u. 9 The number of rejected trials varied with sample size. It was up to 40% for samples of small sample, and just a few for large samples. ("large sample"). For each case of given length over 2000 replications were generated. 
Normal 0.000 0.00 0.000 0.00 0.000 0.00 0.000 0.00 0.000 0.00 ("large sample"). For each case of given length over 2000 replications were generated. 
Quasi
Normal 0.000 0.00 0.000 0.00 0.000 0.00 0.000 0.00 0.000 0.00 
Quasi-maximum likelihood estimator of models' parameters
The procedure of stochastic simulations
3. Given θ , i.e. parameters obtained in step 2, states, observables and shocks u t are filtered using the Kalman smoother.
7 Notice, that in the case under considerationΣ u = Σ u , hence the variances of shocks are estimated. 8 In fact, filtration of shocks is a byproduct of estimation of θ using the Kalman filter. From now on we will denote filtered (smoothed) shocks by u. 9 The number of rejected trials varied with sample size. It was up to 40% for samples of small sample, and just a few for large samples.
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shocks' skewness parameters D u (a component of θ u ) and equivalent skewness coefficients γ u i
given d u i and σ u i . We use these parameters to generate three variants of data in this experimental setup. These variants are: normal shocks variant, which is our benchmark, moderate skewness of all shocks (CSN-1), and strong skewness of all shocks (CSN-2).
Random number generator for the skewed normal distribution follows Gupta et al. (2004, Prop. 2.5, p. 184) , see also Roch and Valdez (2009); Dunajeva et al. (2003) ; . The length of samples varies from 75 ("small sample") up to 600
("large sample"). For each case of given length over 2000 replications were generated. 
Quasi-maximum likelihood estimator of models' parameters
The selected results of stochastic simulations are presented in Table 3 .2 10 . Table 3 .2 reports relative percentage biases 11 and standard deviations of models parameter estimates θ obtained in the second step of the simulation procedure (the first step of the estimation procedure). The general point is that results obtained for the normal case (the first row, the ML estimator) and for variants CSN1-CSN2 (rows 2-3, the Q-ML estimator) do not differ substantially, although shocks skewness is neglected during the estimation in csn variants. Bias of the Q-ML procedure in short sample is considerable, but this is also the case for the ML estimator. There is likely an identification problem for interest rate rule parameters (ψ π , ψ y ψ ∆e ) as well as for r A and σ y 12 . The magnitude of Q-ML estimators' bias and ML estimators' bias is similar. However, ML estimators are often slightly more precise (taking into account their standard deviations). The biases as well as the standard deviations of estimators are (approximatively) declining functions of sample size. This means that our ad hoc Q-ML estimators have properties of consistent estimators, at least in the problem at hand.
10 Detailed results are available from the authors upon request.
11 The relative bias is defined as: 100 θ −θ θ . 12 It might be seen as a support for Cochrane (2007) ("large sample"). For each case of given length over 2000 replications were generated. 
11 The relative bias is defined as: 100
θ −θ θ . 12 It might be seen as a support for Cochrane (2007) 
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setup. These variants are: normal shocks variant, which is our benchmark, moderate skewness of all shocks (CSN-1), and strong skewness of all shocks (CSN-2).
Random number generator for the skewed normal distribution follows Gupta et al. (2004, Prop. 2.5, p. 184) , see also Roch and Valdez (2009); Dunajeva et al. (2003) ; . The length of samples varies from 75 ("small sample") up to 600 ("large sample"). For each case of given length over 2000 replications were generated. 
Quasi-maximum likelihood estimator of models' parameters
The selected results of stochastic simulations are presented in Table 3 .2 10 . Table 3 .2 reports relative percentage biases 11 and standard deviations of models parameter estimates θ obtained in the second step of the simulation procedure (the first step of the estimation procedure). The general point is that results obtained for the normal case (the first row, the ML estimator) and for variants CSN1-CSN2 (rows 2-3, the Q-ML estimator) do not differ substantially, although shocks skewness is neglected during the estimation in csn variants. Bias of the Q-ML procedure in short sample is considerable, but this is also the case for the ML estimator. There is likely 
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Method of moments estimator of shocks' skewness
To estimate skewness one may use method of a moment estimator -the sample skewness coefficient γ defined as: 8) where Z is the sample mean. Bai and Ng (2005, p. 55) noticed that skewness measured by the sample skewness coefficient is usually underestimated. That observation agrees with our findings. Taking it into account data presented in Table A proper range and scaled up to minimize bias, but these two transformations are contradictory.
We checked several propositions of such adjustments and chose one that remains asymptotic properties of the sample estimator of skewness coefficient. We find that it is reasonable to treat separately irregular cases where the coefficient is outside the admissible range. Our adjusted sample skewness coefficient estimator is defined as follows:
where: T -is the sample size, γ max = 0.995 and the functionsγ i and γ 0 (T ) are defined as:
The results of stochastic simulations presented in Table A .6 (see Appendix) allow to assess its main properties when the estimator is applied to simulated shocks u t . The adjusted estimator of skewness coefficient is not very precise. It still underestimates skewness if the sample size T is small or even moderate. The bias is, however, a decreasing function of sample, the variance of the estimator is a decreasing function of sample size as well. Even when the "true" coefficient of skewness γ is close to the bound |0.995|, the bias declines but very slowly, so it behaves as a consistent estimator. Table 3 .3 shows properties of the estimator applied to smoothed shocks u t . In this case the bias seems to be a declining function of sample so the estimator behaves as asymptotically 13 Dunajeva et al. (2003) derived an approximate formula for the bias. 
The results of stochastic simulations presented in Table A .6 (see Appendix) allow to assess its main properties when the estimator is applied to simulated shocks u t . The adjusted estimator of skewness coefficient is not very precise. It still underestimates skewness if the sample size T is small or even moderate. The bias is, however, a decreasing function of sample, the variance of the estimator is a decreasing function of sample size as well. Even when the "true" coefficient of skewness γ is close to the bound |0.995|, the bias declines but very slowly, so it behaves as a consistent estimator. Table 3 .3 shows properties of the estimator applied to smoothed shocks u t . In this case the bias seems to be a declining function of sample so the estimator behaves as asymptotically 13 Dunajeva et al. (2003) derived an approximate formula for the bias.
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Estimation of models' parameters WORKING PAPER No. 101 31 3 unbiased as well. Nevertheless the fall of bias is slow and even in the large sample the estimates of skewness for the "difficult" shocks, u( y ) and u(z) are very imprecise. However, this is an outcome of imprecise estimation of variances of these shocks (the first step of the estimation procedure). We suspect a model and/or data related issues, e.g. an identification problem, because that phenomenon occurs also for normal shocks and ML estimation. Imprecise estimates of shocks' variances distort filtering and the estimated (smoothed) shocks u t are imprecise approximation of "true" shocks u t (see Table A .4 in Appendix). 
Tests for skewness of smoothed shocks
The final step of the estimation procedure involves testing for skewness of filtered (smoothed) shocks. We employ significance test of shocks' skewness coefficients (one-tailed) 14 , the test based on adjusted sample skewness coefficient γ as well as two parametric tests developed by Bai and Ng (2005) . We verify properties of these tests, since to our best knowledge their We verify size and power of the tests for simulated ("true") shocks and estimated (smoothed)
shocks. The collected data indicate, that the rejection ratio of true hypothesis (symmetric shocks) is approximately 8-11%. The distortion created by LM estimator and two-sided Kalman filter (smoother) is quite moderate in the case of normal shocks -the size of tests is similar for simulated and estimated (smoothed) shocks. Only, the Bai-Ng joint test (χ 2 test) reject slightly less frequently. This is a feature of this test however. In the case of skew-normal shocks, the rejection ratio is sensitive to sample type. The power of tests is lower for estimated shocks.
The loss of test power is differentiated. There are two "difficult" shocks, u( y ) and u(z), where the decline is considerable and two shocks where the decline is small. From the other hand, the power of test in small sample is rather low, especially when skewness is moderate (variant CSN-1). Hence, it may be difficult to identify skewness if the sample is small and/or skewness is small/moderate. Nevertheless, even in the worst case (small sample, moderate skewness and "difficult" shocks) one correctly detects skewness in 34% cases (and 60-67% for regular shocks) using out test based on γ. Bai-Ng π 3 skewness test gives very similar results.
The data shown the Table suggest that one-tailed Bai-Ng π 3 as well as one-tailed sample skewness coefficients γ, γ perform similar. Our test based on adjusted sample skewness coefficient γ has slightly hight power (and more precise size) but it could be a result of sampling noise 18 .
14 In general we prefer one-tailed tests, because of theirs higher power. The direction of skewness may be investigated having estimates of skewness coefficient.
15 Bai and Ng (2005) skewness tests are valid also for likely serially correlated disturbances of the linear regression model -they proved asymptotic equivalence of test based on disturbances and estimated regression residuals. 16 Compare (Bai and Ng, 2005) . In general, under null of symmetry, asymptotic variance of sample skewness coefficient γ is given by the following formula:
provided that population central moments µ i (t = 1, ..., 6) exist. The formula is valid for any symmetric distribution and iid samples, see for details. 17 Note, that the alternative hypothesis of these tests are not the same. The alternative for the test based on γ indicates
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The final step of the estimation procedure involves testing for skewness of filtered (smoothed) shocks. We employ significance test of shocks' skewness coefficients (one-tailed) 14 , the test based on adjusted sample skewness coefficient γ as well as two parametric tests developed by Bai and Ng (2005) . We verify properties of these tests, since to our best knowledge their less frequently. This is a feature of this test however. In the case of skew-normal shocks, the rejection ratio is sensitive to sample type. The power of tests is lower for estimated shocks.
provided that population central moments µ i (t = 1, ..., 6) exist. The formula is valid for any symmetric distribution and iid samples, see for details. 17 Note, that the alternative hypothesis of these tests are not the same. The alternative for the test based on γ indicates constrained value of the skewness coefficient. 18 In addition, we run several stochastic simulation exercises using the triples test (a non-parametric test for asymmetry designed by Randles et al. (1980) ) and normal as well as skew-normal shocks. The results suggest that the power of the triples test is slightly lower that the power of our adjusted sample skewness coefficient test applied to simulated data.
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The final step of the estimation procedure involves testing for skewness of filtered (smoothed) shocks. We employ significance test of shocks' skewness coefficients (one-tailed) 14 , the test based on adjusted sample skewness coefficient γ as well as two parametric tests developed by Bai and Ng (2005 The data shown the Table suggest that one-tailed Bai-Ng π 3 as well as one-tailed sample skewness coefficients γ, γ perform similar. Our test based on adjusted sample skewness coefficient γ has slightly hight power (and more precise size) but it could be a result of sampling noise 18 .
provided that population central moments µ i (t = 1, ..., 6) exist. The formula is valid for any symmetric distribution and iid samples, see for details. 17 Note, that the alternative hypothesis of these tests are not the same. The alternative for the test based on γ indicates constrained value of the skewness coefficient. 18 In addition, we run several stochastic simulation exercises using the triples test (a non-parametric test for asymmetry designed by Randles et al. (1980) ) and normal as well as skew-normal shocks. The results suggest that the power of the triples test is slightly lower that the power of our adjusted sample skewness coefficient test applied to simulated data. 
Norm. The 10% critical values are 1.28 (one-tailed), and 4.61; Bai-Ng tests: Newley-West kernel, no prewithening.
Source: Prepared by the authors
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Chapter 4
Impulse response functions
For shocks which follow skewed distribution instead of typically assumed symmetric distribution, it may be more meaningful not to depict impulse response function to a single impulse (e.g. one standard deviation) but to create confidence intervals based on uncertainty of a shock. Figure   4 .1 shows 30, 60, and 90% confidence intervals, as well as median, of response to a monetary policy shock. Confidence intervals include only shock uncertainty with parameters kept fixed.
The exact procedure looks as follows. Based on a sample of smoothed shocks obtained after applying Kalman smoother, we calculate desired empirical percentiles of shocks distribution.
Then, we obtain impulse responses to shocks equal to each of them. Monetary policy shock in this exercise is assumed to be positively skewed hence positive skewness of nominal interest rate. It means that nominal interest rate in response to a shock is more often below zero than above, but the probability of very high interest rate is higher than the probability of very low interest rate. If so, inflation, output and exchange rate will be negatively skewed.
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Then, we obtain impulse responses to shocks equal to each of them. Monetary policy shock in this exercise is assumed to be positively skewed hence positive skewness of nominal interest rate. It means that nominal interest rate in response to a shock is more often below zero than above, but the probability of very high interest rate is higher than the probability of very low interest rate. If so, inflation, output and exchange rate will be negatively skewed. 
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Chapter 5
Concluding remarks
Skewness of observables is not accounted for in the domain of DSGE models, at least when first order perturbations are employed, which is quite often the case both in the literature as well as in practice. On the other hand, most important macroeconomic time series -notably output growth, inflation and interest rates -reveal skewness. This paper attempts to fill this gap.
In the paper we stressed the fact, that skewness in observed variables can be a result of skewness in structural shocks. In fact, in a linear (or a linearized) DSGE model there is no other way to get skewed observables. Propagation of skewness in liner state-space models undergoes certain laws, e.g. skewness of states of univariate autoregressions decreases with time reaching a zero or non-zero limit for random walks and stationary specifications respectively.
Simulation exercises indicate that a simple two-step quasi-maximum likelihood/method of moments parameters' estimation procedure, which neglects shocks' skewness in the first step, does not distort estimates of models' parameter, at least for the problem at hand. This allows us to filter shocks, given parameters, and then estimate shocks' skewness parameters. Properties of skewness tests of filtered shocks are far less satisfactory. Then, quality of estimates of shocks skewness parameters seems to be shock dependent.
A.2 Results of stochastic simulations
A.2.1 Estimation of the basic set of parameters 
