Abstract. Let X be the unique normal martingale such that X0 = 0 and
Introduction
The first Azéma martingale, that is, the unique (in law) normal martingale M such that M 0 = 0 and d[M ] t = −M t− dM t + dt, and the initial σ-algebra F 0 contains all the P-null sets. Each semimartingale which is considered below has càdlàg paths (that is, they are right-continuous with left limits) and two processes (X t ) t≥0 and (Y t ) t≥0 are taken equal if they are indistinguishable: P(X t = Y t for all t ≥ 0) = 1. Any quadratic variation or stochastic integral has value 0 at time 0.
Notation
The expression ½ P is equal to 1 if the proposition P is true and equal to 0 otherwise; the indicator function of a set A is denoted by 1 A . The set of natural numbers is denoted by N := {1, 2, 3, . . .}, the set of non-negative rational numbers is denoted by Q + and the set of non-negative real numbers is denoted by R + . The branches of the Lambert W function (that is, the multi-valued inverse to the map z → ze z ) which take (some) real values are denoted by W 0 and W −1 , following the conventions of Corless et al. [10] : If Ξ is a topological space then B(Ξ) denotes the Borel σ-algebra on Ξ. The integral of the process X by the semimartingale R will be denoted by X t dR t or X · R, as convenient; the differential notation X t dR t will also be employed. The process X stopped at T is denoted by X T , that is, X T t := X t∧T for all t ≥ 0, where x ∧ y denotes the minimum of x and y. For all x, the positive part x + := max{x, 0}, the maximum of x and 0. B → P(B ∩ A) P(A) , then (Ω, F , P) is a complete probability space; if (G) t≥0 is a filtration in (Ω, F , P) satisfying the usual conditions then ( G t ) t≥0 is a filtration in (Ω, G, P) which satisfies them as well. If T is a stopping time for the filtration (G t ) t≥0 then it is also one for ( G t ) t≥0 and, if B ⊆ Ω,
Normal sigma-martingales and time changes
so the notation G T is unambiguous. Lemma 1.2. If T is a stopping time such that P(T < ∞) > 0 and M is a local martingale then N : t → ½ T <∞ (M t+T − M T ) is a local martingale for the conditional probability measure P := P(·|T < ∞) and the filtration ( F t+T ) t≥0 , such that
Proof. If T < ∞ almost surely and M is uniformly integrable then the first part is immediate, by optional sampling ( [18] , Theorem II.77.5), and holds in general by localisation and conditioning. The second claim may be verified by realising [N ] as a limit of sums in the usual manner (see [17] , Theorem II.22, for example). If
Proof. This is immediate from Lemmes 1-3 and Théorème 1 of [21] .
2. The processes X and Y Definition 2.1. Let X be the normal martingale which satisfies the (time-inhomogeneous) structure equation
with initial condition X 0 = 0 and let Y t := X t + t for all t ≥ 0. (The process X was introduced in [7] , where it was constructed from the quantum stochastic analogue of the Poisson process for monotone independence. Existence also follows directly from [23] , Théorème 4.0.2; uniqueness (in law) and the chaotic-representation property hold by [2] , Corollary 26.) Then Y 0 = 0 and
which implies that ∆Y t ∈ {0, 1 − Y t− } for all t > 0. If
then (by [7] , Theorem 24)
for all t ≥ 0, where 
.
Note that a(0) = b(0) = 1, both a and b are homeomorphisms (which may be verified by inspecting their derivatives on ]0, ∞[) and c(t) ց 1 as t → ∞. 
dy ∀A ∈ B(R).
Proof. See [7] , Corollary 17. 
and
for all t ≥ 0, where g, h :
for all x, t ∈ R. It follows that
for almost all t ≥ 0, where 
Proof. Note first that G t = 1 + t − Y t + log Y t for all t ≥ 0, by (4), so G t is F t measurable. As t → G t is increasing, it is elementary to verify that
, because G n ր G ∞ , and the dominated-convergence theorem implies that
and, by Lemma 2.3,
Note that γ n is continuously differentiable on [0, n[ , with 
If y ∈ ]0, 1] then there exists x ∈ [0, ∞[ such that y = a(x), and if t ≥ x then
(This last claim follows from Proposition B.1.) Furthermore, as g ∞ is bounded, the integrand in (10) is bounded uniformly in y and t, so the result follows from the dominated-convergence theorem.
Corollary 3.5. As t → ∞, the process Y t → ∞ almost surely.
(The inequality in the previous line holds by [8] , Theorem 4.1(i).) 
such that Z 0 = 1, which satisfies the structure equation
and which is independent of F S0 .
Proof. As Z t = X t+S0 − X S0 + 1 for all t ≥ 0, Theorem 1.6 implies that Z is a normal martingale. Furthermore,
(The first equality is a consequence of Lemma 1.2; the last may be shown by expressing the integrals as the limit of Riemann sums, as in [17] , Theorem II.21, for example.) It now follows from [2] , Theorem 25, that, for all t ≥ 0, the law of Z t conditional on F S0 depends only on the initial value Z 0 = 1 and the coefficient functions α : s → 1 − s and β ≡ −1 restricted to [0, t], so Z t is independent of F S0 . 
Remark 4.3. If t ≥ 0 then
for all n ≥ 1 and t ≥ 0 (where m 0 ≡ 1). Hence (compare [6] , Section 4)
if n ≥ 1, where f denotes the Laplace transform of f , and so
for all t ≥ 0, where · · denotes the unsigned Stirling numbers of the first kind [15] . (The final identity holds by [7] , Proposition 3 and Remark 6, for example.)
Proof.
where F V denotes the distribution function of the random variable V . (For the second equality, note that
since Z is independent of F S0 .) Hence
as claimed. (This formal working is a little awkward to justify: a rigorous proof is provided by Proposition C.2.) Proposition 4.6. The random variables S 0 and J := G ∞ − S 0 are independent and J is continuous, with density
Proof. To see that S 0 and J are independent, note first that
almost surely, where (Z t ) t≥0 is as defined in Lemma 4.2, which implies that G n+S0 − S 0 is independent of S 0 for all n ≥ 1 and, therefore, so is J . If F J (z) := P(J ≤ z) for all z ∈ R then, by independence and Proposition 4.1,
for all z ∈ R, using the substitution (u, v) = (x, x + y). Thus, for almost all v ∈ R,
in fact, this holds for all v ∈ R, as both functions are continuous, and, since g ∞ (0) = 0,
, so if 0 < ε < t then integration by parts yields the equality 
is a positive Borel measure on R + ; by [19] , Theorem 1.29,
for all t ≥ 0 and
by Proposition B.1, so F J (0) = 0. The result follows.
Remark 4.7. The distribution of J may also be found by imitating the proof of Proposition 3.1, with Z t + t replacing Y t , since J has the same relationship to Z as G ∞ does to X.
Proof. These follow immediately from the identities
which are valid for all t ≥ 0 and may be verified by differentiation. For brevity, let w = W −1 (−e −1+t ) and
as required. (To see the existence of 
La martingale cachée
The martingale H discussed in this section was discovered byÉmery [14] .
and H t → H ∞ := 1 almost surely as t → ∞.
Proof. If t ≥ 0 and E(−Z) denotes the Doléans-Dade exponential of the normal martingale −Z then E(−Z) is square integrable on [0, t] for all t ≥ 0 and (11) implies that
as claimed. Since Y t → ∞ almost surely as t → ∞, by Corollary 3.5, so does Z t + t = Y t+S0 , and the final claim follows. 
and note that τ is adapted to the filtration (F t ) t≥0 and has paths which are continuous, strictly increasing and bi-Lipschitzian on any compact subinterval of R + , since the derivative
for all t ≥ 0. Let
and extend τ −1 (defined pathwise) to all of R + by letting τ
is an (F t ) t≥0 stopping time. Thus (G s := F τ ) s≥0 is a martingale for the filtration (G s ) s≥0 and satisfies the equation is a martingale for this filtration ( [18] , Theorem II.77.4). Let (T n ) n≥1 be an increasing sequence of stopping times which reduces the local martingale H − · H and note that
by the optional-sampling theorem. As τ is increasing, the monotone-convergence theorem implies that
is a square-integrable martingale ( [17] , Corollary 4 to Theorem II.27). Hence K is a martingale, by a further application of the optional-sampling theorem: if 0 ≤ r ≤ s then
Moreover,
(which follows from [17] , Theorem II.21, for example), so 
Proof. Let L be a normal martingale which is independent of K such that L 0 = 1 and
that is, L is an Azéma's martingale started at 1; existence of such follows from [13] , Proposition 5. For all t ≥ 0, let
In the notation of Lemma 1.8, τ ∞ = inf{t ≥ 0:
At ≤ 2t, Lemma 1.8 implies that P = K + L A − 1 is a local martingale such that P 0 = 0 and
and KL A = P , so
Thus [P ] t = t − (P − · P ) t , so P is a normal martingale, by Theorem 1.5, and, by uniqueness ( [13] , Proposition 6), P is equal to M in law. Since τ ∞ = inf{t ≥ 0: P t = 1}, the processes K = P τ∞ and M T are identical in law, as claimed.
The level set U
The level set
where τ is a homeomorphism between R + and [0, τ ∞ [ which is bi-Lipschitzian on compact subintervals. This observation, together with Theorem 5.5, leads immediately to the following theorem, thanks to well-known properties of the zero set of Azéma's martingale (or rather, by [17] , Section IV.6, properties of the zero set of Brownian motion: see [8] , Theorem 37. 4 and [24] ). Proof. If T is a stopping time then so is T 
so Z ′ is identical in law to Z. In particular, the set U ∩ ]T, T + 1[ is almost surely non-empty, given that since Y Tn = 1, the right-continuity of Y at T n implies that A is non-empty. Furthermore, R ∞ := sup A ∈ A:
If R ∈ A then, working as in [7] , Proof of Theorem 24, it follows that Y is continuously differentiable on [T n , R[ (taking the right derivative at T n ) with Y ′ = Y /(Y − 1) there. Hence, by [7] , Lemma 25, Proof. Let T n := sup{t ∈ ]0, T ]: |∆Y t | > 1/(n + 1)} for all n ≥ 1; the sequence (T n ) n≥1 is increasing, with each T n almost surely finite and such that ∆Y Tn = 0 (since Y has càdlàg paths, so only finitely many jumps of magnitude strictly greater than 1/(n + 1) on any bounded interval). If S := lim n→∞ T n then Y is continuous on [S, T [ and Proposition 6.3 implies that S = T almost surely, as required.
Local time
This section is heavily influenced by [17] , Section IV.6, hence the proofs are only sketched. Thanks to Theorem 5.5, the results may also be deduced simply from the corresponding properties of Azéma's martingale (except, perhaps, for (21)).
Definition 7.1. Let P denote the predictable σ-algebra on R + ×Ω. Recall (see [22] , Section I.6, for example) that there exists a B(R) ⊗ P-measurable function 
for all t ≥ 0 almost surely, where sgn(x) := ½ x>0 − ½ x≤0 for all x ∈ R.
Remark 7.2. Since X is purely discontinuous ( [7] , Lemma 23) ,
by the occupation-density formula ([17] , Corollary 2 to Theorem IV.51), there exists a null set N ⊆ Ω such that
and so, almost surely, L v ≡ 0 on R + for almost all v ∈ R. The following theorem gives a more exact result.
and the random variable L 1 t is not almost surely zero for all t > 0.
Proof. If v = 0 then (20) implies that
for all t ≥ 0, so L 0 = 0. (The first equality uses the local character of the stochastic integral ( [17] , Corollary to Theorem II.18).) If v / ∈ {0, 1} then the set {s > 0: Y s− = Y s = v} is countable and the claim follows as it does in [17] , Proof of Theorem IV.63. For the remaining case, observe that the Meyer-Tanaka-Itô formula (or just [17] , Theorem IV.49) yields, for all t ≥ 0, the identity
as {s > 0: Y s− = Y s } is countable and thus has zero Lebesgue measure, it follows that
For all t ≥ 0 and
using the substitution x = b(t − y), and similarly
Combining these calculations yields (21).
Definition 7.4.
A semimartingale R has locally summable jumps (or satisfies Hypothesis A, in the terminology of [17] ) if
Corollary 7.5. The martingale X does not have locally summable jumps.
Proof. Suppose for contradiction that X (and so Y ) has locally summable jumps. By [17] , Theorem IV.56, there exists a B(R) ⊗ P-measurable function
is jointly right continuous in v and continuous in t for all ω ∈ Ω and, for all v ∈ R, L v = L v . This is, however, readily seen to contradict Theorem 7.3. 
Appendix A. A Poisson limit theorem
The following theorem must be well known, but a reference for it (or a version with weaker hypotheses) has proved elusive. Proof. If n ≥ 1 and θ ∈ R then
Since (1 + 2λ/n) n−1 → e 2λ as n → ∞, this sequence is bounded by some constant C. Fix ε > 0, choose p ≥ 1 such that 2|θ| 2p λ/(2p)! < ε/(2C) and choose n 0 such that
the previous working shows that
and the result follows from the continuity theorem for characteristic functions ( [8] , Theorem 26.3).
Remark A.2. It follows from the working above that, if m ≥ 1 and θ ∈ R,
as n → ∞, where P(b n = 0) = 1 − λ/n and P(b n = 1) = λ/n. Thus x n,m converges to 0 in distribution, and so in probability, as n → ∞, which explains why this result is a "law of small numbers".
Appendix B. The probability density function g ∞ Proposition B.1. The function 
The approximate values for x 0 and g ∞ (x 0 ) were determined with the use of Maple.)
For the integrals, the substitution x = v gives that 
and f J is strictly decreasing on ]0, ∞[.
as t → 0+, by [10] , (4.22) , and this gives the first result. For the next claim, if t > 0 and
The result follows if
for all v ∈ ]−π, 0[, but since sin 2 v < v 2 and sin v < v cos v for such v, this is clear.
,
Proof. Note first that, since f is continuous, F is well defined. If h > 0 then 
