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APPROXIMATION THEOREMS FOR PARABOLIC EQUATIONS
AND MOVEMENT OF LOCAL HOT SPOTS
ALBERTO ENCISO, MaA´NGELES GARCI´A-FERRERO, AND DANIEL PERALTA-SALAS
Abstract. We prove a global approximation theorem for a general parabolic
operator L, which asserts that if v satisfies the equation Lv = 0 in a spacetime
region Ω ⊂ Rn+1 satisfying certain necessary topological condition, then it can
be approximated in a Ho¨lder norm by a global solution u to the equation. If Ω
is compact and L is the usual heat operator, one can instead approximate the
local solution v by the unique solution that falls off at infinity to the Cauchy
problem with a suitably chosen smooth, compactly supported initial datum.
These results are next applied to prove the existence of global solutions to
the equation Lu = 0 with a local hot spot that moves along a prescribed
curve for all time, up to a uniformly small error. Global solutions that exhibit
isothermic hypersurfaces of prescribed topologies for all times and applications
to the heat equation on the flat torus are discussed too.
1. Introduction
The global approximation theory for elliptic equations, which started with the
works of Lax [27] and Malgrange [31] in the 1950s, attained its peak with the results
of Browder [4]. Roughly speaking, this theory asserts that a function satisfying a
linear elliptic equation on a closed subset Ω of Rn can be uniformly approximated
by a global solution to the same equation provided that Ω satisfies certain neces-
sary topological condition, namely that its complement in Rn does not have any
bounded connected components. The original motivation for this theory comes
from the classical theorems of Runge and Mergelyan on holomorphic approxima-
tion in complex analysis, which were essentially extended to harmonic functions
and solutions to other elliptic equations with constant coefficients e.g. in [19, 34].
The flexibility granted by global approximation theorems, which permits to re-
produce the behavior of a local solution by a global solution up to a small error,
has recently found applications in a number of seemingly unrelated contexts such
as the nodal sets of eigenfunctions of Schro¨dinger operators [9, 10], level sets of
solutions to the Laplace and Helmholtz equations [13, 6], the Allen–Cahn equa-
tion [15] and, thanks to an extension of the theory to the Beltrami field equation
(that is, curlu−u = 0 on R3), vortex structures in the 3D Euler and Navier–Stokes
equations [12, 14, 11]. Key to several of these results has been the development of
global approximation theorems with decay at infinity [14, 15, 9] for the Helmholtz
equation ∆u+ u = 0 and the Beltrami field equation.
In contrast, the only approximation theorems available for parabolic equations
are some basic results [26, 8, 20] ensuring uniform approximation on compact sets
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for the heat equation
−∂u
∂t
+∆u = 0 .
These results do not provide any control on the growth of the solutions at infinity
(neither in space nor in time) and have not yet found any applications.
Our goal in this paper is to prove flexible global approximation theorems for gen-
eral linear parabolic equations and present some applications to the study of local
hot spots and isothermic hypersurfaces. Although the results and proofs remain
valid on a general noncompact manifold with minor modifications, for concreteness
we will restrict our attention to Euclidean spaces and consider parabolic operators
of the form
(1.1) Lu := −∂u
∂t
+
n∑
i,j=1
aij(x, t)
∂2u
∂xi∂xj
+
n∑
i=1
bi(x, t)
∂u
∂xi
+ c(x, t)u ,
where the space variable x takes values in Rn with n > 2 and the equation is
uniformly parabolic in the sense that
inf
(x,t)∈Rn+1
aij(x, t) ξi ξj > CL|ξ|2
for all ξ ∈ Rn, with CL a uniform constant. The coefficients of L and of its formal
adjoint, which we denote by L∗ are assumed to be in a suitable parabolic Ho¨lder
space Cr,
r
2 (Rn+1), with r > 2 a real that is not an integer. The definition of
these spaces and the precise regularity assumptions on the coefficients are given in
Section 2. The parabolic Ho¨lder norm of a function f(x, t) on a spacetime domain
Ω ⊂ Rn+1 will be denoted by
‖f‖r,Ω := ‖f‖Cr,r2 (Ω) .
Global approximation theorems for parabolic equations. The first result
that we present is a global approximation theorem on closed sets for general second-
order parabolic operators. In order to state it, if Ω ⊂ Rn+1 is a set in spacetime, it
is convenient to denote by Ω(t) its intersection with the time t slice, that is,
Ω(t) := {x ∈ Rn : (x, t) ∈ Ω} .
Furthermore, the complement of a set S ⊂ Rn+1 will be denoted by Sc := Rn+1\S
and we will say that a PDE is satisfied in a closed set Ω ⊂ Rn+1 if the equation
holds in an open neighborhood of Ω. Let us recall that the topological hypothesis
on the set Ω that we require in this theorem is known to be necessary for global
approximation already in the case of the heat equation [26]. One should also observe
that, as we are assuming that v satisfies a parabolic equation in a neighborhood of
the set Ω, we are in particular making the regularity assumption that v is of class
Cr,
r
2 up to the boundary of Ω.
Theorem 1.1. Let Ω be a closed subset in Rn+1 such that Ωc(t) does not have
any bounded connected components for all t ∈ R. Let us consider a function v that
satisfies the parabolic equation Lv = 0 in Ω. Then for any δ > 0 there exists a
solution u of the equation Lu = 0 in the whole space Rn+1 such that
‖u− v‖r+2,Ω < δ .
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In many applications, a major drawback of all classical global approximation
theorems that is also shared by Theorem 1.1 is that it does not provide any bounds
on the behavior of the global solution at infinity. Our second theorem ensures that,
in the case of the heat equation, the global solution u approximating the local
solution v can be assumed to decay both at spatial infinity and as t→∞.
To state our approximation theorem with decay, given a function f ∈ C∞c (Rn),
let us denote by u := et∆f the only solution to the Cauchy problem for the heat
equation
∂u
∂t
−∆u = 0 in Rn+1+ , u(x, 0) = f(x)
such that u(x, t) tends to zero as |x| → ∞ for all t > 0. Here Rn+1+ := Rn× (0,∞).
It is well known that u can be written in terms of the heat kernel
K(x, t) := cnt
−n/2e−|x|
2/4t
as
(1.2) u(x, t) =
∫
Rn
K(x− y, t) f(y) dy .
Theorem 1.2. Let Ω be a compact subset of Rn+1+ such Ω
c(t) is connected for all
t ∈ R. Given a function v satisfying the heat equation ∂tv − ∆v = 0 on Ω, an
integer l and δ > 0, there exists a function u0 ∈ C∞c (Rn) such that u := et∆u0
approximates v as
‖u− v‖Cl(Ω) < δ .
In the simpler case of elliptic equations, the existing global approximation theo-
rems with decay [14, 15, 9] apply to the constant-coefficient equations ∆u+ u = 0
and curlu − u = 0 and lead to a pointwise decay estimate of the form |u(x)| <
C|x|−n−12 , which is very different from the Gaussian-type decay provided by (1.2).
It is worth mentioning that these approximation results for elliptic equations can be
strengthened to deal with equations of nonconstant coefficients via the integral-type
decay conditions described in terms of the Agmon–Ho¨rmander seminorm. In view of
its relevance for applications, details are presented in an Appendix (Theorem A.2).
Applications to local hot spots and isothermic surfaces. In the rest of the
Introduction we will discuss applications of our global approximation theorems to
the study of the movement of hot spots and isothermic hypersurfaces for para-
bolic equations. These topics have attracted considerable attention for decades,
particularly concerning the large-time behavior of hot spots [7, 23, 24, 3], and the
existence of stationary isothermic hypersurfaces and hot spots and the Matzoh ball
soup problem [29, 30, 32]. A related problem, which concerns the behavior of the
second Neumann eigenfunction of a bounded domain, is the celebrated hot spots
conjecture of Rauch, the first counterexample to which was found in [5]. Let us
recall that a point X ∈ Rn is a (local) hot spot at time t of a solution u(x, t) to
the parabolic equation Lu = 0 if it is a (local) maximum of u(·, t), and that an
isothermic hypersurface at time t is a connected component of a level set of u(·, t).
Even for the heat equation in the whole Euclidean space Rn, despite the large
literature on the subject, not much is known about how local hot spots (or any other
critical points of u(·, t)) can move other than the fact that [7] if the initial condition
is nonnegative and compactly supported, the global hot spots must converge to a
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point (specifically, the center of mass of the initial datum). If the initial condition
is convex, the convexity is preserved in the evolution, so there is a unique local (and
global) hot spot at each time. Generalizations of this fact can be found in [28] and
references therein.
We shall next state two theorems showing that the movement of local hots spots
and isothermic hypersurfaces of solutions to a general parabolic equation on Rn+1
can be remarkably rich. More precisely, the first of these results asserts that there
are global solutions having local hot spots that move along any prescribed spatial
curve for all times, up to a small error (allowing for this small error, however, is
key: the construction fails if δ(t0) = 0 at some time t0):
Theorem 1.3. Let γ : R→ Rn be a continuous curve in space (possibly periodic or
with self-intersections) and take any positive continuous function on the line δ(t).
Then there is a solution to the parabolic equation Lu = 0 on Rn+1 such that, at
each time t ∈ R, u has a local hot spot Xt with
|Xt − γ(t)| < δ(t) .
Furthermore, if L = −∂t+∆ is the heat operator and [T1, T2] ⊂ [0,∞) is any finite
interval, for any δ0 > 0 there is a function u0 ∈ C∞c (Rn) such that, at each time
t ∈ [T1, T2], u˜ := et∆u0 has a local hot spot X˜t with
|X˜t − γ(t)| < δ0 .
Since there are continuous curves γ : R → Rn whose image is dense in Rn and
one can take an error function δ(t) that tends to zero as |t| → ∞, an immediate
corollary is the following:
Corollary 1.4. There is a solution to the parabolic equation Lu = 0 on Rn+1
having a local hot spot Xt at each time t such that {Xt : t ∈ R} is dense in Rn,
that is,
inf
t∈R
|Xt − x| = 0
for all x ∈ Rn.
The next result, which complements the previous theorem, shows that there are
global solutions that exhibit an isothermic hypersurface of arbitrarily complicated
compact topology (which can change in time). In order to state this result, let us
denote by
Γu,α(t) := {x ∈ Rn : u(x, t) = α}
the level set u = α at time t. All the hypersurfaces that we consider in this paper
are of class C2.
Theorem 1.5. Take a possibly infinite subset I ⊂ Z and, for each index i ∈ I, a
compact orientable hypersurface without boundary Σi ⊂ Rn. If i and i + 1 belong
to I, we also assume that the domains bounded by Σi and Σi+1 are disjoint. If
c(x, t) 6 0, then there exists a solution of the equation Lu = 0 on Rn+1, constants
αi > 0 close to zero, and diffeomorphisms Φt of R
n arbitrarily close to the identity
in the Cr+2 norm such that Φt(Σi) is a connected component of the isothermic
hypersurface Γu,αi(t) whenever ⌊t⌋ = i. Furthermore:
(i) If the coefficients of the operator L depend analytically on x, one can take
αi = 0 for all i ∈ I.
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(ii) If the set I is finite, one can take some α > 0 such that αi = α for all
i ∈ I.
(iii) If L = −∂t +∆ and I is a finite subset of nonnegative integers, then one
can take u := et∆u0 with u0 ∈ C∞c (Rn).
Remark 1.6. It is worth mentioning that the behavior described in Theorems 1.3
and 1.5 is structurally stable, meaning that a suitably small perturbation of the
function u(x, t) (e.g., small in C1(Rn+1)) still presents the same prescribed collec-
tion of hot spots or isothermic hypersurfaces up to a diffeomorphism close to the
identity.
Local hot spots and isothermic surfaces on the flat torus. It is well known
that the large-time behavior of solutions of the heat equation in a compact Rie-
mannian manifold M is much more rigid than in the whole Euclidean space. In
particular, for large times one has that
u(x, t) = c0 + c1e
−λ1tψ1(x) +O(e
−λ2t) ,
where 0 < λ1 6 λ2 6 · · · are the eigenvalues of the Laplacian on the manifold,
ψj(x) are the corresponding eigenfunctions and
c0 :=
1
|M |
∫
M
u(x, 0) dx , c1 :=
∫
M
u(x, 0)ψ1(x) dx∫
M ψ1(x)
2 dx
are constants. In particular, it is apparent from this formula that all the local
hot spots of u(x, t) converge to those of the first nontrivial eigenfunction ψ1(x) as
t→∞ for generic metrics on M and generic initial data, and this observation can
be easily refined.
Our last objective in this paper is to show that, although global approximation
theorems do not apply in this context, our previous results do have some bearing
on the possible behavior of solutions to the heat equation on the flat torus Tn, with
T := R/2πZ. Specifically, we will next state two theorems, related to Theorems 1.3
and 1.5 above, about solutions to the heat equation when the space variable takes
values on the torus. The first of them shows that, for suitably short times, there is
no obstruction to the (possibly knotted or self-intersecting) trajectories that local
hot spots can follow on suitably small scales:
Theorem 1.7. Let γ : [T1, T2] → B1 be a (possibly self-intersecting) continuous
curve contained in the unit n-dimensional ball. Given δ > 0, there exists an arbi-
trarily small ε > 0 and a solution of the heat equation ∂tu−∆u = 0 on Tn×R having
a local hot spot Xt contained in the ball of radius
√
ε for all times in [εT1, εT2] with
the property that ∣∣∣∣ 1√εXετ − γ(τ)
∣∣∣∣ < δ
for all τ ∈ [T1, T2].
Intuitively speaking, the reason for which one considers times of order ε and balls
of radius O(
√
ε) in space is that it is at this scale that the behavior of solutions to
the heat equation on the torus can be shown to resemble those of the heat equation
on the whole Euclidean space, and viceversa.
Our second theorem in this direction is an analog of Theorem 1.5 at these space-
time scales that shows that there are global solutions of the heat equation on the
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torus that feature isothermic hypersurfaces of prescribed, possibly rapidly changing
topologies:
Theorem 1.8. For each index 0 6 i 6 N , take a compact orientable hypersurface
without boundary Σi contained in the unit ball and assume that the domains bounded
by Σi and Σi+1 are disjoint. Given δ > 0 and an integer k, there exists an arbitrarily
small ε > 0 and a solution of the heat equation ∂tu −∆u = 0 on Tn × R with the
following property: for each time t ∈ [0, εN ] there is a connected component St of
the isothermic hypersurface Γu,0(t) contained in the ball of radius
√
ε and such that
1√
ε
Sετ = Φτ (Σi)
for all τ ∈ [0, N ] with ⌊τ⌋ = i, where Φτ is a diffeomorphism of the unit ball with
‖Φτ − id‖Ck(B1) < δ.
The paper is organized as follows. In Section 2 we recall a few facts about
fundamental solutions that will be needed in the rest of the paper and set some
notations. In Section 3 we state and prove several technical lemmas that are key in
the proof of the global approximation results. The proofs of Theorems 1.1 and 1.2
are respectively presented in Sections 4 and 6, with Section 5 being devoted to a
refinement of Theorem 1.1 that is crucially employed in some applications. The
results for local hot spots and isothermic hypersurfaces in Rn+1 are established
in Sections 7 and 8, respectively, while the results for the heat equation on the
torus are presented in Section 9. The paper concludes with an Appendix on global
approximation theorems with decay for elliptic equations.
2. Fundamental solutions for parabolic equations
In this section we state a few results on fundamental solutions for parabolic
equations and establish some notation.
We start by recalling that the parabolic Ho¨lder seminorm of a function ϕ(x, t)
defined on a spacetime region Ω ⊆ Rn+1 is defined as
[ϕ]γ, γ2 ,Ω := sup
(x,t),(y,s)∈Ω
(x,t) 6=(y,s)
|ϕ(x, t) − ϕ(y, s)|(|x− y|+ |t− s| 12 )γ ,
where 0 < γ < 1. The parabolic Ho¨lder norm of order r (and we will hereafter
assume that r > 0 is a non-integer real) can then be written as
‖ϕ‖
Cr,
r
2 (Ω)
:= max
2i+|α|6⌊r⌋
sup
(x,t)∈Ω
|Dαx∂itϕ(x, t)| + max
2i+|α|=⌊r⌋
[Dαx∂
i
tϕ]r−⌊r⌋, r−⌊r⌋2 ,Ω
,
where ⌊·⌋ denotes the integral part.
We are now ready to state our regularity assumptions in terms of the parabolic
Ho¨lder norms of the coefficients of the operator L and of its formal adjoint, defined
as
(2.1) L∗u :=
∂u
∂t
+
n∑
i,j=1
aij(x, t)
∂2u
∂xi∂xj
+
n∑
i=1
b∗i (x, t)
∂u
∂xi
+ c∗(x, t)u
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with
b∗i := −bi + 2
n∑
j=1
∂aij
∂xj
, c∗ := c−
n∑
i=1
∂bi
∂xi
+
n∑
i,j=1
∂2aij
∂xi∂xj
.
Specifically, throughout we will assume that the coefficients of L and L∗ are in a
parabolic Ho¨lder space Cr,
r
2 with a non-integer real r > 2:
(2.2) aij , bi, b
∗
i , c, c
∗ ∈ Cr, r2 (Rn+1) .
Under the regularity assumption (2.2), it is standard (see [18, Chapter 1] or [17])
that the operators L and L∗ admit fundamental solutions, which we denote by
K(x, t; y, s) and K∗(x, t; y, s) respectively. Furthermore, the function K belongs to
Cr+2,
r
2+1 outside the diagonal and is bounded as
(2.3)
∣∣DαxDβy ∂kt ∂lsK(x, t; y, s)∣∣ 6 C|t− s|−n+2k+2l+|α|+|β|2 e− |x−y|2C|t−s|
for all multiindices with |α| + |β| + 2k + 2l 6 ⌊r⌋ + 2. It is well known that the
connection between K and K∗ is
K∗(x, t; y, s) = K(y, s;x, t) ,
and that the solutions are causal in the sense that
K(x, t; y, s) = 0 for t < s ,
K∗(x, t; y, s) = 0 for t > s .
AsK(x, t; y, s) is a fundamental solution, given any function ϕ in, say, C∞c (R
n+1),
the function
w(x, t) :=
∫
Rn+1
K(x, t; y, s)ϕ(y, s) dy ds
satisfies the equation
Lw = ϕ .
In particular,
LK(·, ·; y, s) = 0
for all (x, t) 6= (y, s), and in fact, LK(x, t; y, s) = δ(x − y) δ(t − s) in the sense of
distributions.
For future reference, let us record here that the parabolic operators L and L∗
satisfy the unique continuation principle, which one can state as follows (see [33,
Section 1.3]):
Theorem 2.1. Let L be a uniformly parabolic operator as above and consider an
open subset in spacetime U ⊂ Rn+1. If u satisfies Lu = 0 or L∗u = 0 in a connected
subset Ω ⊂ Rn+1 containing U and is identically zero in U , it then follows that u
must vanish identically in the horizontal component of U in Ω, that is, u(x, t) = 0
for all (x, t) ∈ Ω such that U(t) 6= ∅.
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3. Some technical lemmas on the sweeping of poles and discretization
In this section we state and prove some key technical lemmas that we will need for
the proof of Theorem 1.1. Many of the ideas were first introduced by Browder [4].
The first lemma concerns the behavior of the fundamental solution K(x, t; y, s)
when one perturbs a little the second pair of variables, (y, s):
Lemma 3.1. Let U be an open subset of Rn+1 and let (y, s) be a point in U . Then
for any ε > 0 there is an open neighborhood B(y,s) of (y, s) in U such that
(3.1) ‖K(·, ·; y, s)−K(·, ·; y′, s′)‖r+2,Uc < ε
for all (y′, s′) ∈ B(y,s).
Proof. We can assume that U is bounded without loss of generality. Let us take
a proper open subset U˜ ⊂ U containing (y, s). By the estimate (2.3) and the
boundedness of U˜ , for any δ > 0 we can take a compact subset Kδ ⊃ U˜ of Rn+1
such that
sup
(y′,s′)∈U˜
sup
(x,t)∈Kc
δ
∣∣K(x, t; y′, s′)∣∣ < δ
2
.
On the other hand, sinceK(x, t; y′, s′) depends continuously on (y′, s′) ∈ Rn+1\{(x, t)}
and Kδ is compact, for each (y, s) ∈ U˜ there is a small neighborhood B(y,s) ⊂ U˜ of
(y, s) such that
sup
(y′,s′)∈B(y,s)
sup
(x,t)∈Kδ\U˜
∣∣K(x, t; y, s)−K(x, t; y′, s′)∣∣ < δ .
By the definition of the set Kδ,
(3.2) ‖K(·, ·; y, s)−K(·, ·; y′, s′)‖0,U˜c < δ
for all (y′, s′) ∈ B(y,s).
It is clear that K(x, t; y, s) − K(x, t; y′, s′), as a function of (x, t), solves the
parabolic PDE
L
(
K(x, t; y, s)−K(x, t; y′, s′)) = 0
in U˜ c. As the closure of the bounded set U˜ is contained in U and the coefficients
of L are in Cr,
r
2 (Rn+1), standard interior Schauder estimates (applied to a uniform
cover of U˜ c by bounded domains) then allow us to promote the uniform bound (3.2)
to
‖K(·, ·; y, s)−K(·, ·; y′, s′)‖r+2,Uc 6 C
∥∥K(·, ·; y, s)−K(·, ·; y′, s′)∥∥
0,U˜c
< Cδ.
The lemma then follows. 
The second lemma shows that, outside a spacetime domain U satisfying a certain
topological condition, one can approximate the fundamental solution K(·, ·; y, s),
understood as a function of the first pair of variables with (y, s) fixed, by a linear
combination of functions of the form K(·, ·; yj, sj), where the “poles” (yj , sj) lie on
a prescribed bounded domain contained in U :
Lemma 3.2. Let U be a domain in Rn+1 such that U(t) is connected for all t ∈ R.
Consider a point (y, s) ∈ U and a bounded domain K ⊂ U such that K(s) 6= ∅.
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Then, for any ε > 0 there exists a finite set of points {(yj , sj)}Jj=1 in K and real
constants {bj}Jj=1 ⊂ R such that
(3.3)
∥∥∥∥K(·, ·; y, s)− J∑
j=1
bjK(·, ·; yj , sj)
∥∥∥∥
r+2,Uc
< ε .
Proof. We assume (y, s) does not belong to K, as otherwise the statement is trivial.
Let us take a proper bounded subdomain U˜ ⊂ U containing (y, s) and K. We can
assume that U˜(t) is connected for all t.
Consider the space V of all finite linear combinations of the fundamental solution
with poles belonging to K, i.e.
V := spanR{K(·, ·; z, τ) : (z, τ) ∈ K}.
Restricting these functions to the complement of U˜ , V can be regarded as a subspace
of the Banach space C0(U˜
c) of bounded continuous functions on U˜ c that tend to
zero at infinity.
By the Riesz–Markov theorem, the dual of C0(U˜
c) is the space M(U˜ c) of finite
regular signed Borel measures on Rn+1 supported on U˜ c. Let us take µ ∈ M(U˜ c)
orthogonal to all functions in V , i.e.,∫
v dµ = 0 for all v ∈ V .
Now we define a function F ∈ L1loc(Rn+1) as
(3.4) F (x, t) :=
∫
K∗(x, t; z, τ) dµ(z, τ)
whereK∗(x, t; y, s) is the fundamental solution of the adjoint equation (2.1). There-
fore, F satisfies the equation
L∗F = µ
in the sense of distributions, which implies L∗F = 0 in U˜ . In addtion, F is identi-
cally zero in K because, for all (x, t) ∈ K,
F (x, t) =
∫
K∗(x, t; z, τ) dµ(z, τ) =
∫
K(z, τ ;x, t) dµ(z, τ) = 0
by the definition of the measure µ.
Hence, since U˜(t) is connected, the Unique Continuation Theorem 2.1 ensures
that the function F vanishes on the horizontal components of K in U˜ . Particularly,
F vanishes in U˜(s). It then follows that∫
K(x, t; y, s) dµ(x, t) = F (y,s) = 0.
This implies that K(·, ·; y, s) can be uniformly approximated in C0(U˜ c) by elements
of the subspace V as a consequence of the Hahn-Banach theorem.
Let us consider a function
v :=
J∑
j=1
bj K(·, ·; yj, sj)
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in V such that
‖K(·, ·; y, s)− v‖C0(U˜c) 6 δ
for sufficiently small δ. Since
L (K(·, ·; y, s)− v) = 0
in U˜ c, standard parabolic estimates allow us to promote the above uniform bound
to
‖K(·, ·; y, s)− v‖r+2,Uc 6 C‖K(·, ·; y, s)− v‖0,U˜c 6 Cδ .
We then conclude the desired result. 
The third lemma shows that the “convolution” of the fundamental solution and
a compactly supported function can be approximated by a linear combination of
fundamental solution K(x, t; yj , sj) with poles (yj , sj) lying on a certain spacetime
region:
Lemma 3.3. Let ϕ : Rn+1 → R be an L1 function of compact support. For any
neighborhood U of suppϕ and δ > 0 there exists a finite set of points {(yj , sj)}Jj=1
in suppϕ and constants {cj}Jj=1 ⊂ R such that
(3.5)
∥∥∥∥ ∫
Rn+1
K(·, ·; y, s)ϕ(y, s) dy ds−
J∑
j=1
cjK(·, ·; yj, sj)
∥∥∥∥
r+2,Uc
< δ
Proof. Let U be a bounded open neighborhood of the support of ϕ. Since the
support of ϕ is compact, we can take a finite collection of balls {B(yj,sj)}Jj=1 as in
Lemma 3.1, centered at points {(yj , sj)}Jj=1 in suppϕ and with ε < δ‖ϕ‖L1 , such
that
suppϕ ⊂
J⋃
j=1
B(yj ,sj) .
Let (χj)
J
j=1 ⊂ C∞c (Rn+1) be a partition of unity subordinated to {B(yj,sj)}Jj=1.
Defining the function w as
w(x, t) :=
J∑
j=1
K(x, t; yj, sj)
∫
χj(y, s)ϕ(y, s) dy ds ,
one can write∫
K(x, t; y, s)ϕ(y, s) dy ds− w(x, t)
=
J∑
j=1
∫ (
K(x, t; y, s)−K(x, t; yj , sj)
)
χj(y, s)ϕ(y, s) dy ds
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for any (x, t) ∈ U c. Therefore, by Lemma 3.1,∥∥∥∥ ∫ K(·, ·; y, s)ϕ(y, s) dy ds− w∥∥∥∥
r+2,Uc
6
J∑
j=1
∫
‖K(·, ·; y, s)−K(·, ·; yj, sj)‖r+2,Uc |ϕ(y, s)|χj(y, s) dy ds
<
δ
‖ϕ‖L1
∫
|ϕ(y, s)|
J∑
j=1
χj(y, s) dy ds = δ.
Estimate (3.5) then follows taking cj :=
∫
χj(y, s)ϕ(y, s) dy ds. 
The next lemma in this section shows how the fundamental solution K(x, t; y, s)
can be approximated in a certain spacetime region by a function satisfying Lw = 0
in the whole Rn+1:
Lemma 3.4. Let D be an unbounded domain in Rn. Consider the subset of Rn+1
U = D× (T0, T1) and a point (y, s) ∈ U . Then for any δ > 0 there exists a function
w which satisfies Lw = 0 in Rn+1 such that
‖K(·, ·; y, s)− w‖r+2,Uc < δ.
Proof. As D is unbounded, we can take a parametrized curve z : [0,∞) → D
without self-intersections such that
z(0) = y, lim
ℓ→+∞
|z(ℓ)| = +∞.
For each nonnegative integer m we will denote by Km ⊂ D a bounded open neigh-
borhood of the point z(m), and Wm a bounded domain containing Km and Km−1.
Let us consider the following subsets of Rn+1
KTm = Km × (T0, T1), WTm =Wm × (T0, T1),
and denote by Vm the space of finite linear combinations of the fundamental solution
with poles in KTm, i.e.
Vm := spanR{K(x, t; z, τ) : (z, τ) ∈ KTm}.
As WT1 (t) is connected for all t and K
T
1 (s) is nonempty, by Lemma 3.2 there
exists v1 ∈ V1 such that
‖K(·, ·; y, s)− v1‖r+2,(WT1 )c <
δ
2
.
Since v1 is a finite linear combination of fundamental solutions with poles in KT1 ,
using Lemma 3.2 again it can be inductively shown that there are functions vm ∈ Vm
such that
‖vm − vm−1‖r+2,(WTm)c <
δ
2m
,
for all m > 2. Since the distance between the point y and Wm tends to infinity
as m → ∞, by a standard argument this implies that vm converges Cr+2, r2+1-
uniformly on compact sets to a function w that solves
Lw = 0
in Rn+1.
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To finish the proof, it only remains to observe that
‖K(·, ·; y, s)− w‖r+2,Uc 6 ‖K(·, ·; y, s)− v1‖r+2,Uc +
∞∑
m=2
‖vm − vm−1‖r+2,Uc
<
∞∑
m=1
δ
2m
= δ ,
where we have used the estimates derived above and the definition of w. 
Finally, the last lemma in this section is a preliminary global approximation
result that we can readily prove using the previous results in this section and which
will be instrumental in the proof of Theorem 1.1:
Lemma 3.5. Let v be a function that satisfies the parabolic equation Lv = 0 on a
compact set U ⊂ Rn+1 such that U c(t) is connected for all t. Then for any δ > 0
there exists a function w satisfying Lw = 0 in Rn+1 and such that it approximates
v as
‖v − w‖r+2,U < δ.
Proof. Let U˜ be an open neighborhood of U where Lv = 0. Take a smooth function
χ : Rn+1 → R equal to 1 in a closed set U ′ ⊂ U˜ whose interior contains U and
identically zero outside U˜ . We define a smooth extension v˜ of the function v to
Rn+1 by v˜ := χv. Since v˜ is compactly supported in spacetime, it follows from
standard uniqueness results that
v˜(x, t) :=
∫
K(x, t; y, s)Lv˜(y, s) dy ds .
The support of Lv˜ is contained in U˜\U ′. Then Lemma 3.3 ensures we can ap-
proximate v˜ outside U˜\U ′ by a finite combination of fundamental solutions with
poles in suppLv˜. In particular, we choose {(yj , sj)}Jj=1 ⊂ suppLv˜ and real con-
stants {cj}Jj=1 such that∥∥∥∥v˜ − J∑
j=1
cjK(·, ·; yj , sj)
∥∥∥∥
r+2,U
<
δ
2
.
Since U c(t) is connected for all t, for each index 1 6 j 6 J there exists an
unbounded domain Dj ⊂ Rn and a finite interval (T0j , T1j) such that (yj , sj) ∈
Dj × (T0j , T1j) and Dj × (T0j , T1j) ⊂ U c. We can now apply Lemma 3.4 to each
point (yj , sj), thereby obtaining a function w that satisfies Lw = 0 in R
n+1 and
such that ∥∥∥∥ J∑
j=1
cjK(·, ·; yj , sj)− w
∥∥∥∥
r+2,U
<
δ
2
.
One then has
‖w − v‖r+2,U = ‖v˜ − w′‖r+2,U < δ ,
where we have used that v = v˜ in U and the previous bounds. 
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4. Proof of Theorem 1.1
Let Ω˜ be an open neighborhood of Ω where Lv = 0. Let us take a smooth
function χ : Rn+1 → R that is equal to 1 in a closed set Ω′ ⊂ Ω˜ whose interior
contains Ω and is identically zero outside Ω˜. We define a smooth extension v˜ of v
to Rn+1 by v˜ := χv.
Let U1 ⊂ U2 ⊂ · · · ⊂ Rn+1 be an exhaustion of Rn+1 by bounded spacetime
domains. For concreteness, one can take Um := Bm × (−m,m). Removing the
first sets if necessary, there is no loss of generality in assuming that the intersection
U1 ∩ (Rn+1\Ω) is nonempty. Let {ϕm : Rn+1 → [0, 1]}∞m=1 be a partition of unity
subordinated to Um+1\Um−1, where we have set U0 := ∅. (That is, the support of
ϕm is contained in Um+1\Um−1 and
∑∞
m=1 ϕm(x, t) = 1 for all (x, t) ∈ Rn+1.)
Consider the functions
v˜m(x, t) :=
∫
Rn+1
K(x, t; y, s)ϕm(y, s)Lv˜(y, s) dy ds.
By the definition of the fundamental solution, it is clear that
L
(
v˜ −
M+1∑
m=1
v˜m
)
= 0 in a neighborhood of UM .
By Lemma 3.5 there exists a function w1 satisfying Lw1 = 0 on R
n+1 and such that
‖v˜ − v˜1 − v˜2 − w1‖r+2,U1 < 1 .
For a general M > 2, one can now inductively apply Lemma 3.5 to the function
v˜ −
M+1∑
m=1
v˜m −
M−1∑
m=1
wm
to show that there is a function wM satisfying LwM = 0 on R
n+1 and such that
(4.1)
∥∥∥∥∥v˜ −
M+1∑
m=1
v˜m −
M∑
m=1
wm
∥∥∥∥∥
r+2,UM
<
1
M
.
Therefore the function v˜ can be expressed in terms of the functions wm as
(4.2) v˜ =
∞∑
m=1
(v˜m + wm),
the convergence being uniform in Cr+2,
r
2+1 on compact subsets of Rn+1:
Let us now approximate v˜m by functions w˜m satisfying Lw˜m = 0 in R
n+1. Since
the support of ϕmLv˜ is contained in
(Ω˜\Ω′) ∩ (Um+1\Um−1),
which is in turn a bounded subset whose complement contains Ω ∪ Um−1, we can
apply Lemma 3.3 to construct linear combinations of the form
v̂m(x, t) =
Jm∑
j=1
cm,jK(x, t; ym,j, sm,j)
that approximate v˜m as
(4.3) ‖v̂m − v˜m‖r+2,Ω∪Um−1 6
δ
2m+1
.
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Here {(ym,j, sm,j)}Jmj=1 is a finite set of points contained in the support of ϕm Lv˜
and cm,j are real constants.
We will now apply Lemma 3.4 in order to sweep the poles of v̂m to infinity.
For each m, let us consider an open set Wm ⊂ (Um−1 ∪ Ω)c having Jm connected
components of the form Dm,j×(T0m,j, T1m,j), where Dm,j is an unbounded domain
in Rn and
Dm,j × (T0m,j, T1m,j) ∩
Jm⋃
j′=1
{(ym,j′ , sm,j′)} = {(ym,j, sm,j)} .
Notice that it is possible to choose a setWm as above because (ym,j′ , sm,j′) ∈ U cm−1
for all 1 6 j′ 6 Jm. Lemma 3.4 then ensures the existence of functions ŵm satisfying
Lŵm = 0 in R
n+1 which approximate v̂m as
(4.4) ‖ŵm − v̂m‖r+2,W cm 6
δ
2m+1
.
Our goal now is to define a function u as
(4.5) u :=
∞∑
m=1
(wm + ŵm).
To show that this makes sense, we will next prove that the sum on the right hand
side converges Cr+2,
r
2+1- uniformly on compact subsets of Rn+1. In order to this,
given any compact spacetime domain K ⊂ Rn+1 let us take an integer m0 such that
K is contained in Um0−1 and the intersection Wm ∩ K is empty for all m > m0.
Then for any M > m0 we have the following estimate on the compact set K:∥∥∥∥ M∑
m=m0
wm +
M+1∑
m=m0
ŵm
∥∥∥∥
r+2,K
6
M+1∑
m=m0
∥∥ŵm − v̂m∥∥r+2,K + M+1∑
m=m0
∥∥v̂m − v˜m∥∥r+2,K
+
∥∥∥∥ M+1∑
m=m0
v˜m +
M∑
m=m0
wm
∥∥∥∥
r+2,K
<
δ
2
+
δ
2
+
∥∥∥∥v˜ −M+1∑
m=1
v˜m −
M∑
m=1
wm
∥∥∥∥
r+2,K
+ ‖v˜‖r+2,K
+
∥∥∥∥m0−1∑
m=1
(v˜m + wm)
∥∥∥∥
r+2,K
6 δ +
1
M
+ ‖v˜‖r+2,K +
∥∥∥∥m0−1∑
m=1
(v˜m + wm)
∥∥∥∥
r+2,K
.
Here we have used Equations (4.2)–(4.4) to pass to the second line and Equa-
tion (4.1) to pass to the third. The uniform convergence of the sum on compact
sets then follows. Notice that, by uniform convergence, we immediately infer that
Lu = 0 on Rn+1.
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Finally, from this one can easily show that u approximates v in Ω in the Cr+2,
r
2+1(Ω)
norm:
‖u− v‖r+2,Ω = ‖u− v˜‖r+2,Ω
6
∞∑
m=1
‖ŵm − v˜m‖r+2,Ω
6
∞∑
m=1
(
‖ŵm − v̂m‖r+2,Ω + ‖v̂m − v˜m‖r+2,Ω
)
< 2
∞∑
m=1
δ
2m+1
= δ.
The theorem then follows.
Remark 4.1. It is classical [26] that the topological condition that Ωc(t) has no
bounded components for all t (which, when Ω is compact, is equivalent to saying
that Ωc(t) is connected) is necessary, as shown through the analysis of the heat
equation.
5. A better-than-uniform approximation lemma
In this section we present a technical refinement of Theorem 1.1 which asserts
that, when one has a solution of the equation Lv = 0 defined on a locally finite
union of compact subsets of Rn+1 (satisfying certain topological conditions), then
the approximation by a global solution of the equation can be better than uniform.
Specifically, the error in this approximation can be chosen to decrease as fast as
one wishes as one goes to infinity. This refinement will be key in the proof of our
results on the movement of local hot spots.
Before stating the result, let us recall that Ω :=
⋃∞
i=1 Ωi ⊂ Rn+1 is the locally
finite union of the compact subsets Ωi if, given any other compact set K ⊂ Rn+1,
the number of subsets Ωi that intersect K is always finite.
Lemma 5.1. Let the closed set Ω :=
⋃∞
i=1 Ωi be a locally finite union of pairwise
disjoint compact connected subsets Ωi of R
n+1 such that the complements of Ωi(t)
are connected for all t ∈ R, and let the function v satisfy the equation Lv = 0
on Ω. Then one can find a better-than-uniform approximation of v by a global
solution of the equation, i.e., for any sequence of positive constants {δi}∞i=1 there is
a function u that satisfies the equation Lu = 0 on Rn+1 and such that
‖u− v‖r+2,Ωi < δi
for all i.
Proof. Since the set Ω is the locally finite union of Ωi, it is easy to show that there
exists an exhaustion ∅ =: K0 ⊂ K1 ⊂ K2 ⊂ · · · by compact sets of Rn+1 such that:
(i) The union of the interiors of the sets Kj is Rn+1.
(ii) For each j, the complements of the sets Kj(t) and of (Ω ∪ Kj)(t) are
connected for all t ∈ R.
(iii) If the set Kj meets a component Ωi of Ω, then Ωi is contained in the
interior of Kj+1.
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An explicit construction of these sets would be to take a family of concentric balls
Kj := BRj with radii Rj+1 > Rj + 1 chosen so that the following two conditions
are satisfied:
(i) ∂BRj ∩ ∂Ω = ∅.
(ii) Rj+1 is large enough so that all the components of Ω that intersect BRj
are contained in BRj+1 .
The fact that Ω is locally finite ensures that this can be done. It also follows from
this construction that one can safely assume that Ω ∩ (Kj\Kj−1) 6= ∅ for all j > 1.
The proof relies on an induction argument that is conveniently presented in terms
of a sequence of positive numbers {εk}∞k=1 related to the approximation parameters
{δi}∞i=1 and to the above exhaustion by compact sets Kk through the conditions
(5.1) εk <
1
6
min{δi : Ωi ∩ Kk+1 6= ∅} and
∞∑
j=k+1
εj < εk ,
which are required to hold for all k > 1. For later convenience, we set ε0 := 0.
The induction hypothesis is that there are functions vj : R
n+1 → R satisfying
the equation Lvj = 0 in R
n+1 and such that, for any integer J > 1, the following
estimates hold: ∥∥∥∥v − J∑
j=1
vj
∥∥∥∥
r+2,Ω∩(KJ+1\KJ )
< εJ ,(5.2a)
∥∥∥∥v − J∑
j=1
vj
∥∥∥∥
r+2,Ω∩(KJ\KJ−1)
< εJ + 2εJ−1 ,(5.2b)
‖vJ‖r+2,KJ−1 < εJ + εJ−1 .(5.2c)
Let us start by noticing that, by Lemma 3.5, there exists a function v1 satisfying
the equation Lv1 = 0 in R
n+1 and the estimate
‖v − v1‖r+2,Ω∩K2 < ε1 .
Since we chose K0 = ∅ and ε0 = 0, it is a trivial matter that the induction hypothe-
ses (5.2) hold for J = 1. We shall hence assume that the induction hypotheses
hold for all 1 6 J 6 J ′ and use this assumption to prove that they also hold for
J = J ′ + 1.
To this end, let us construct a function wJ′ on the set Ω∪KJ′ by setting wJ′ := 0
in the set KJ′ and defining wJ′ on each component Ωi of the set Ω as
wJ′ |Ωi :=
v −
J′∑
j=1
vj if Ωi ∩ (KJ′+2\
◦
KJ′+1) 6= ∅ ,
0 if Ωi ∩ (KJ′+2\
◦
KJ′+1) = ∅ .
Here
◦
Kj stands for the interior of the set Kj , and of course this definition makes
sense thanks to the property (iii) of the sets Kj . The definition of the exhaustion
and the first induction hypothesis (5.2a) guarantee that the function wJ′ satisfies
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the equation LwJ′ = 0 in its domain and that one has the estimate
(5.3) ‖wJ′‖r+2,KJ′∪(Ω∩KJ′+1) 6
∥∥∥∥v − J
′∑
j=1
vj
∥∥∥∥
r+2,Ω∩(KJ′+1\KJ′ )
< εJ′ .
A further application of Lemma 3.5 allows us to take a function vJ′+1 which satisfies
the equation LvJ′+1 = 0 on R
n+1 and which is close to the above function wJ′ in
the sense that
(5.4) ‖wJ′ − vJ′+1‖r+2,KJ′+2∩(Ω∪KJ′) < εJ′+1 .
Equation (5.4) and the way we have defined the function wJ′ in the setKJ′+2\KJ′+1
ensure that the first induction hypothesis (5.2a) also holds for J = J ′+1. Moreover,
from the relations (5.2a), (5.3) and (5.4) one finds that, in the set Ω∩ (KJ′+1\KJ′),∥∥∥∥v − J
′+1∑
j=1
vj
∥∥∥∥
r+2,Ω∩(KJ′+1\KJ′)
6
∥∥∥∥v − J
′∑
j=1
vj
∥∥∥∥
r+2,Ω∩(KJ′+1\KJ′ )
+ ‖vJ′+1‖r+2,Ω∩(KJ′+1\KJ′)
< εJ′ + ‖wJ′ − vJ′+1‖r+2,Ω∩(KJ′+1\KJ′) + ‖wJ′‖r+2,Ω∩(KJ′+1\KJ′)
< εJ′+1 + 2εJ′ .
This proves the second induction hypothesis (5.2b) for J = J ′ + 1. Furthermore,
‖vJ′+1‖r+2,KJ′ 6 ‖wJ′ − vJ′+1‖r+2,KJ′ + ‖wJ′‖r+2,KJ′ < εJ′+1 + εJ′
by the relations (5.3) and (5.4), so the third induction hypothesis (5.2c) also holds
for J = J ′ + 1. This completes the induction argument.
The desired global solution u can now be defined as
u :=
∞∑
j=1
vj ,
with this sum converging uniformly in Cr+2,
r
2+1 by a standard argument thanks
to the definition of the constants εj (see conditions (5.1)) and the third induction
hypothesis (5.2c). As the functions vj verify the equation, it is easily checked that
the function u also satisfies the equation Lu = 0 in Rn+1. In addition to this,
from the induction hypotheses (5.2) it follows that, for any integer J , in the set
Ω ∩ (KJ+1\KJ) we have the estimate
‖u− v‖r+2,Ω∩(KJ+1\KJ ) 6
∥∥∥∥v − J+1∑
j=1
vj
∥∥∥∥
r+2,Ω∩(KJ+1\KJ)
+ ‖vJ+2‖r+2,Ω∩(KJ+1\KJ ) +
∥∥∥∥ ∞∑
j=J+3
vj
∥∥∥∥
r+2,Ω∩(KJ+1\KJ )
< (εJ+1 + 2εJ) + (εJ+2 + εJ+1) +
∞∑
j=J+3
(εj + εj−1)
< 6εJ
18 ALBERTO ENCISO, MaA´NGELES GARCI´A-FERRERO, AND DANIEL PERALTA-SALAS
where we have employed the second condition in the definition of the constants (5.1).
To conclude, we now observe that the first condition in (5.1) now ensures
‖u− v‖r+2,Ω∩(KJ+1\KJ ) < min{δi : Ωi ∩ KJ+1 6= ∅} .
Therefore, for any i, if J is such that Ωi ⊂ KJ+1 and Ωi ∩ (KJ+1\KJ) 6= ∅ (which
implies that Ωi ∩ KJ−1 = ∅ by the properties of the exhaustion {Kj}∞j=1),
‖u− v‖r+2,Ωi = max{‖u− v‖r+2,Ωi∩(KJ+1\KJ ) , ‖u− v‖r+2,Ωi∩(KJ\KJ−1)} < δi .
By the way the exhaustion has been chosen, for any i there is always some J with
this property, so the better-than-uniform approximation lemma then follows. 
6. Proof of Theorem 1.2
Without any loss of generality one can assume that ∂tv −∆v = 0 in a bounded
open set Ω˜ containing Ω and which is contained in turn in BR × (0, T ), where
we recall that BR denotes the ball in R
n of radius R. Taking a smooth cut-off
function χ as in the proof of Theorem 1.1, we infer that the function v˜ := χv is
compactly supported and satisfies the equation
∂v˜
∂t
−∆v˜ = ϕ
on Rn+1. In particular, by standard uniqueness properties for the heat equation
one has
v˜(x, t) =
∫
Rn+1
K(x− y, t− s)ϕ(y, s) dy ds ,
where the fundamental solution is
K(x, t) :=
{
cnt
−n/2e−|x|
2/4t if t > 0 ,
0 if t < 0 ,
with cn a dimensional constant.
If M is any compact set with nonempty interior that is contained in the com-
plement of BR × R and whose time projection
{t ∈ R : (x, t) ∈M for some x ∈ Rn}
contains that of Ω′, Lemmas 3.2 and 3.3 ensure that there is a finite sum
v1(x, t) :=
J∑
j=1
cjK(x− yj , t− sj)
with cj real constants and (yj , sj) ∈ M such that
‖v˜ − v1‖Cl(Ω′) < δ ,
for any fixed l and δ > 0 and some compact set Ω ⊂⊂ Ω′ ⊂⊂ Ω˜ that does not
intersect the support of ϕ. Notice that the decay properties of the fundamental
solution K(x, t) imply that
(6.1) sup
x∈BR
|Dαx∂kt v1(x, t)| 6 C(1 + |t|)−
n+|α|
2 −k
for any fixed α and k.
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Suppose for the moment that n > 3. Then v1 satisfies the uniform L
1 bound
sup
x∈BR
∫ ∞
−∞
|Dαx∂kt v1(x, t)| dt < Cα,k
for any α and k, so the mapping properties of the Fourier transform ensure the
Fourier transform of v1 with respect to time,
v̂1(x, τ) :=
1
2π
∫ ∞
−∞
v1(x, t) e
−itτ dt ,
depends continuously on time and falls off as
sup
x∈BR
|Dαx v̂1(x, τ)| <
CN
1 + |τ |N
for any N . Of course, v̂1(x, τ) is a smooth function of x ∈ BR because so is v1(x, t).
This implies that the inverse Fourier transform formula
(6.2) Dαx∂
k
t v1(x, t) =
∫ ∞
−∞
(iτ)k Dαx v̂1(x, τ) e
itτ dτ
holds pointwise for (x, t) ∈ BR ×R. In particular, as ∂tv1 −∆v1 = 0 in that set, it
follows that
∆v̂1(x, τ) − iτ v̂1(x, τ) = 0
for all (x, τ) ∈ BR × R.
We next expand vˆ1(x, τ) in a basis of spherical harmonics on the unit (n − 1)-
dimensional sphere, which we denote as
{Ymk(ω) : m > 0 , 1 6 k 6 dm}
with ω ∈ Sn−1 and assume to be normalized so that they are an orthonormal basis
of L2(Sn−1):
(6.3) v̂1(x, τ) =:
∞∑
m=0
dm∑
k=1
ϕmk(r, τ)Ymk(ω) .
Here r := |x|, ω := x/|x| and ∆Sn−1Ymk = −µmYmk, where
µm =: m(m+ n− 2)
is an eigenvalue of the Laplacian on the unit (n − 1)-dimensional sphere of multi-
plicity
dm :=
2m+ n− 2
m+ n− 2
(
m+ n− 2
m
)
.
Notice that the coefficient ϕmk(r, τ) is precisely
ϕmk(r, τ) =
∫
Sn−1
v̂1(rω, τ)Ymk(ω) dσ(ω) ,
where dσ is the standard measure on the unit sphere, so ϕmk(r, τ) is a C
∞ function
of r ∈ (0, R) for all τ .
As v̂1(·, τ) is in C∞(BR) and depends continuously on τ , the sum converges
in Cl(B) for any integer l and any smaller ball B ⊂ BR, and the convergence is
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uniform for (r, τ) in compact subsets of [0, R)×R. For future reference, we will fix
some ball B such that Ω ⊂ B × (0, T ). In particular, it follows that
0 = ∆v̂1(x, τ) − iτ v̂1(x, τ)
=
∞∑
m=0
dm∑
k=1
[
∂rrϕmk(r, τ) +
n− 1
r
∂rϕmk(r, τ)−
(
iτ +
µm
r2
)
ϕmk(r, τ)
]
Ym(ω)
for all x ∈ BR. Therefore ϕmk satisfies the ODE
(6.4) ∂rrϕmk(r, τ) +
n− 1
r
∂rϕmk(r, τ) −
(
iτ +
µm
r2
)
ϕmk(r, τ) = 0
for 0 < r < R and stays bounded at r = 0. When τ 6= 0, the only solution to this
ODE bounded at r = 0 is
ϕmk(r, τ) = Amk(τ) r
1− n2 Iνm(
√
iτr) ,
where Amk(τ) is a complex constant that may depend on τ ,
νm := m+
n
2
− 1 ,
and Iν(z) denotes the modified Bessel function, defined for Re z > 0 as
Iν(z) =
1
π
∫ π
0
ez cos θ cos νθ dθ − sin νπ
π
∫ ∞
0
e−z cosh t−νt dt .
It is well known that, for any complex z, this function satisfies the simple exponen-
tial bound
(6.5) |Iν(z)| < CνeCν |z| ,
where the constant Cν depends on ν. When τ = 0 the solution is a polynomial of
degree m+ n− 2.
In view of the good convergence properties of the integral (6.2) and of the se-
ries (6.3), it is not hard to see that for any l and any δ > 0 one can choose large
enough M and τ0 such that
‖v1 − v2‖Cl(B×(−T,T )) < δ ,
where
v2(x, t) :=
M∑
m=0
dm∑
k=1
∫ τ0
−τ0
ϕmk(r, τ)Ymk(ω) e
itτ dτ .
Notice that v2 is automatically real-valued. By construction,
∂v2
∂t
−∆v2 = 0
in Rn+1 and v2 is bounded as
sup
t∈R
|v2(x, t)| < CeC|x|
as a consequence of (6.5).
Let us consider the smooth function
f(x) := v2(x, 0) .
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As ∂tv2 −∆v2 = 0 and v2(x, 0) = f(x), the fact that f satisfies the simple expo-
nential bound |f(x)| < CeC|x| permits to invoke standard uniqueness results for
the heat equation (see [25, Sec. 7.1.b]) to conclude that
v2(x) =
∫
Rn
K(x− y, t) f(y) dy .
As the integral converges uniformly in Cl, one can take a smooth cutoff function
(for example, χ1(·/ε), where 0 6 χ1 6 1, χ1 = 1 on B1 and χ1 = 0 outside B2) to
conclude that
‖v2 − u‖Cl(B×(0,T )) < δ
for any small enough ε, where
u(x, t) :=
∫
Rn
K(x− y, t) f(y)χ1(y/ε) dy .
By construction,
‖u− v‖Cl(Ω) < Cδ ,
so the theorem follows when n > 3.
When n = 2, the argument is essentially the same. The fact that
|v1(x, t)| < C
1 + |t|
for all x ∈ BR and t ∈ R immediately implies that its Fourier transform v̂1(x, ·) is
in Lp(R) for all 2 6 p <∞ and satisfies
sup
x∈BR
‖v̂1(x, ·)‖Lp(R) < Cp .
Furthermore, as the decay estimate (6.1) shows that
(6.6) sup
x∈BR
‖∂ktDαx v1(x, ·)‖L1(R) < C
whenever k+|α| > 1, it follows from the mapping properties of the Fourier transform
that
̂∂ktD
α
x v1(x, τ) = (iτ)
k Dαx v̂1(x, τ)
is a continuous function of τ and uniformly bounded in x ∈ BR for k + |α| > 1.
Therefore, Dαx v̂1(x, τ) decays rapidly at infinity, that is, for all N and α there exists
a constant CN,α such that
sup
x∈BR
|Dαx v̂1(x, τ)| <
CN
|τ |(1 + |τ |N ) ,
so τkDαx v̂1(x, τ) is an integrable function of τ uniformly in x ∈ BR, for any k > 0.
Hence the inverse Fourier transform integral
∂ktD
α
x v1(x, t) =
∫ ∞
−∞
(iτ)k Dαx v̂1(x, τ) e
itτ dτ
converges uniformly on (x, t) ∈ BR×R for all k and α, so the rest of the argument
carries over to the case n = 2 without any further modifications.
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7. Proof of Theorem 1.3
We start by noticing that the function v′(x, t) := e−λ0tv(x, t) satisfies the equa-
tion
Lv′ − λ0v′ = 0
and that the local hot spots of v′ coincide with those of v. Hence, by taking
λ0 := sup(x,t)∈Rn+1 c(x, t) (which is finite by the assumptions on the coefficients of
the operator L) and considering the equation for v′ instead of that for v, we infer
than one can assume c(x, t) < 0 without any loss of generality.
We can also assume that the curve γ(t) is smooth, since otherwise in the argu-
ment below one can replace γ(t) by any function γ˜(t) in C∞(R) such that
|γ(t)− γ˜(t)| < δ(t)
4
.
This is a consequence of the density of smooth functions in the space of continuous
functions C0(R) (see e.g. [21, Theorem 2.2]).
For each integer k, let us consider the bounded spacetime domain
Ωk :=
{
(x, t) ∈ Rn+1 : k − 1
5
< t < k +
6
5
,
∣∣∣x− γ(t) + (−1)k δk
2
e
∣∣∣ < δk
4
}
,
where e ∈ Rn is a fixed unit vector and δk is a small constant that we will define in
terms of the function δ(t) later on. Notice that the closures of these domains are
pairwise disjoint and
|x− γ(t)| < δk
for all (x, t) ∈ Ωk.
Let φ be a smooth nonnegative function on Rn, not identically zero, that is
supported in the ball of radius 14 . In each domain Ωk we shall construct a function vk
such that
Lvk = 0 in Ωk ,
vk(x, t) = 0 if x ∈ ∂LΩk and
v
(
x, k − 1
5
)
= φ
(
x− γ(k − 15 ) + (−1)k δk2 e
δk
)
.
Here
∂LΩk :=
{
(x, t) ∈ Rn+1 : k − 1
5
< t < k +
6
5
,
∣∣∣x− γ(t) + (−1)k δk
2
e
∣∣∣ = δk
4
}
is the lateral boundary of Ωk.
To this end, let us introduce the new coordinates
ξ := x− γ(t) + (−1)k δk
2
e , τ := t .
This change of coordinates maps the domain Ωk onto B δk
4
× (k − 15 , k + 65 ). With
some abuse of notation, we will still denote by vk(ξ, τ) the expression of the function
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vk(x, t) in the new coordinates. The equation for vk then reads
− ∂vk
∂τ
+
n∑
i,j=1
aij
(
ξ + γ(τ) − (−1)k δk
2
e, τ
)
∂2vk
∂ξi∂ξj
+
n∑
i=1
[
γ˙i(τ)+bi
(
ξ+γ(τ)−(−1)k δk
2
e, τ
)]
∂vk
∂ξi
+c
(
ξ+γ(τ)−(−1)k δk
2
e, τ
)
vk = 0 ,
in the domain |ξ| < δk4 , k − 15 < τ < k + 65 , and we have the initial and boundary
conditions
vk(ξ, τ) = 0 if |ξ| = δk/4 , vk
(
ξ, k − 1
5
)
= φ(ξ/δk) .
It is standard that there is a unique solution to this initial-boundary value problem.
As we can assume that c 6 0 without any loss of generality, the maximum principle
then implies that
vk(x, t) > 0
for all (x, t) ∈ Ωk. In particular, for each t ∈ (k − 15 , k + 65 ) one can take a point
X̂kt (a global maximum at frozen time t) satisfying
vk(X̂
k
t , t) = sup
|x−γ(t)+(−1)k
δk
2 e|<
δk
4
vk(x, t) > 0 .
Notice that this point is not necessarily unique, so if there is more than one global
maximum we will choose X̂kt so that the distance of this maximum to the set
Skt :=
{
x ∈ Rn :
∣∣∣x− γ(t) + (−1)k δk
2
e
∣∣∣ = δk
4
}
is as small as possible. If there are more than one maxima that minimize this
distance, any of them will do.
Since these maxima are in the interior of the spacetime domain, the quantity
εk := inf
{
|X̂kt − x| : k −
1
5
< t < k +
6
5
,
∣∣∣x− γ(t) + (−1)k δk
2
e
∣∣∣ = δk
4
}
is strictly positive (although possibly not uniformly), and not larger than δk/4. We
will set
ηk := inf
{
vk(X̂
k
t , t)−vk(x, t) : k−
1
5
< t < k+
6
5
,
∣∣∣x−γ(t)+(−1)k δk
2
e
∣∣∣ > δk
4
−εk
2
}
.
Notice that this quantity is positive because we have chosen the maximum X̂kt so
as to minimize the distance to the set Skt .
Let us now define the closed sets
Ω˜k :=
{
(x, t) : k − 1
8
6 t 6 k +
9
8
,
∣∣∣x− γ(t) + (−1)k δk
2
e
∣∣∣ 6 δk
4
− εk
2
}
and
(7.1) Ω :=
∞⋃
k=−∞
Ω˜k .
Notice that, by the definition of εk and ηk,
inf
{
v(X̂kt , t)−v(x, t) : k−
1
8
6 t 6 k+
9
8
,
∣∣∣x−γ(t)+(−1)k δk
2
e
∣∣∣ = δk
4
− εk
2
}
> ηk .
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The function v defined by setting
v(x, t) := vk(x, t) if (x, t) ∈ Ω˜k for some k
then satisfies the equation Lv = 0 in an open neighborhood of the closed set Ω.
Since Ω is the locally finite union of compact sets such that the complement of Ω(t)
is connected for all t ∈ R, Lemma 5.1 ensures that there is a function u satisfying
the equation
Lu = 0
in Rn+1 and such that
‖u− v‖r+2,Ω˜k <
ηk
3
for all integers k.
It then follows that for all k − 18 < t < k + 98 and all x with∣∣∣x− γ(t) + (−1)k δk
2
e
∣∣∣ = δk
4
− εk
2
we have
u(X̂kt , t)− u(x, t) >
[
vk(X̂
k
t , t)−
ηk
3
]
−
[
vk(x, t) +
ηk
3
]
=
[
vk(X̂
k
t , t)− vk(x, t)
] − 2ηk
3
>
ηk
3
> 0 ,
where we have used the definitions of the various sets and quantities. It then follows
that, for each t ∈ (k − 18 , k + 98 ), the function u(·, t) must have a local maximum
Xkt in the region {
x ∈ Rn :
∣∣∣x− γ(t) + (−1)k δk
2
e
∣∣∣ < δk
4
− εk
2
}
.
The first assertion of the theorem then follows if one now chooses the constants δk
so that
δk < inf
|t|<|k|+2
δ(t) ,
where δ(t) is the function appearing in the statement of the theorem. Notice that
this local maximum is not necessarily unique and that, in general, Xkt 6= X̂kt .
Let us now pass to second part of the theorem, which asserts that if L is the
heat operator and one only controls the existence of a local hot spot in a finite time
interval [T1, T2] ⊂ [0,∞), then one can take a global solution u˜ on Rn+1+ given by a
smooth compactly supported initial datum u0. The result follows from the above
construction, but instead of defining Ω as in (7.1) one sets
Ω :=
K⋃
k=−1
Ω˜k ,
whereK is any integer larger than T2. The construction is then essentially as above
but instead of using Lemma 5.1 to obtain a better-than-uniform approximation of
the function v, one directly uses Theorem 1.2. Replacing t by t + 1, Theorem 1.2
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ensures that one can approximate v on the set Ω (which is now compact) by a
solution w(x, t) to the Cauchy problem
∂w
∂t
−∆w = 0 in Rn × (−1,∞) , w(x,−1) = f(x) ,
where w(x, t) tends to zero as |x| → ∞ for all t > −1 and f ∈ C∞c (Rn). Taking
a smooth cutoff function χ1(·/ε) as in the proof of Theorem 1.2 and taking the
smooth compactly supported function
u0(x) := χ1(x/ε)w(x, 0)
for small enough ε, one infers that u˜ := et∆u0 approximates v on Ω within an error
as small as one wishes:
‖u˜− v‖Cl(Ω∩Rn+1+ ) < δ0 .
The theorem then follows.
Remark 7.1. A minor modification of the proof permits to control more than one
hot spot (even countably many) simultaneously. One only needs to consider the
analog of the domain Ω defined for each curve, and it is not hard to see that
intersections or even accumulation points of the set of curves do not introduce any
serious complications. With a little work, one then finds the following generalization
of Theorem 1.3:
Theorem 7.2. Let γi : R → Rn be a family of (possibly intersecting) parametrized
curves in space labeled by the integers i in a possibly infinite subset I ⊆ Z. Take
any positive continuous functions on the line δi(t). Then there is a solution to the
parabolic equation Lu = 0 on Rn+1 such that, for each time t ∈ R and i ∈ I, u has
a local hot spot X it with
|X it − γi(t)| < δi(t) .
Furthermore, if L = −∂t+∆, I is finite and [T1, T2] ⊂ [0,∞) is any finite interval,
for any δ0 > 0 there is a function u0 ∈ C∞c (Rn) such that, for each time t ∈ [T1, T2]
and i ∈ I, u˜ := et∆u0 has a local hot spot X˜ it with
|X˜ it − γi(t)| < δ0 .
8. Proof of Theorem 1.5
Let Di denote the bounded domain of R
n whose boundary is Σi. We start by
constructing, for each integer i ∈ I, a function vi(x, t) on Di × (i − 15 , i + 65 ) that
satisfies the equation
Lvi = 0
with initial and boundary conditions
vi
(
i− 1
5
, x
)
= φi(x) , vi(t, ·)|Σi = 0 .
Here φi is any smooth, nonnegative function supported on Di that is not identically
zero. Since the coefficient c(x, t) is nonpositive, the maximum principle ensures that
vi(x, t) > 0
for all (x, t) ∈ Di × (i − 15 , i + 65 ), and Hopf’s boundary point lemma shows that
the normal derivative of vi is negative:
∂vi
∂ν
< 0 .
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Let us now fix some positive constants εi, with i ∈ I. Fixing t and regarding it
simply as a parameter, Thom’s isotopy theorem (see e.g. [1, Theorem 20.2] or [13,
Theorem 3.1 and Remark 3.2]) then ensures that there is some αi > 0 such that, for
any t ∈ [i− 18 , i+ 98 ], given a positive constant α 6 αi there is a diffeomorphism Φit
of Rn with
‖Φit − id‖Cr+2 < εi
and such that
(8.1) Γi,α(t) = Φ
i
t(Σi) ,
where
Γi,α(t) = {x ∈ Di : vi(x, t) = α} .
It is worth mentioning that Thom’s isotopy theorem does not grant exactly (8.1),
but only the existence of a connected component of Γi,α(t) of the form Φ
i
t(Σi).
However, the maximum principle ensures that, for t > i − 18 , if α is small enough
(say smaller than αi, without any loss of generality), the set Γi,α(t) is connected.
Indeed, vi(·, t) is strictly positive on Di for t > i − 15 , so for very small α the
level set Γi,α(t) must be contained in a small (uniformly in t ∈ [i − 18 , i + 98 ])
neighborhood of Σi. But Thom’s isotopy theorem (which is basically an application
of the implicit function theorem) guarantees that the only connected component in
a small neighborhood of Σi is Φ
i
t(Σi), which implies (8.1).
Observe that, for small enough αi and t ∈ [i− 18 , i+ 98 ], Γi,α(t) is the boundary
of the set
Di,α,t := {x ∈ Di : vi(x, t) > α} .
Moreover, if αi is small enough, ∇vi does not vanish on Γi,α(t), so, again by Thom’s
isotopy theorem, there is some ηi > 0 such that, if w is a function with
max
t∈[i− 18 ,i+
9
8 ]
‖vi(t, ·)− w(t, ·)‖Cr+2(Di, α
2
,t) < ηi ,
then we have
(8.2) {x ∈ Di,α2 ,t : w(x, t) = α} = Φ˜it(Σi)
for all t ∈ [i − 18 , i+ 98 ], where Φ˜it is a diffeomorphism of Rn with
‖Φ˜it − id‖Cr+2 < 2εi .
Notice that, if i and i + 1 are in I, as the intersection Di ∩ Di+1 is empty, so is
Di,α,t ∩Di+1,α′,t.
We are now ready to complete the proof of Theorem 1.5. Define the closed set
Ω :=
⋃
i∈I
Ωi ,
with
Ωi :=
{
(x, t) ∈ Rn ×
[
i− 1
8
, i+
9
8
]
: x ∈ Di,αi2 ,t
}
and observe that the previous discussion ensures that the closed sets Ωi are pairwise
disjoint. If we define a function v on Ω by setting
v(x, t) := vi(x, t)
if t ∈ [i− 18 , i+ 98 ] and x ∈ Di,αi2 ,t for some i ∈ I, it is then clear that Lv = 0 in Ω.
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As Ω is a locally finite union of pairwise disjoint sets and the complement of
Ω(t) in Rn is connected for all t, Lemma 5.1 then ensures that there is a function
satisfying the equation
Lu = 0
in Rn+1 such that
‖u− v‖r+2,Ωi < ηi .
Equation (8.2) then implies that, if t ∈ [i − 18 , i + 98 ] for some i ∈ I, we have that
there is a connected component of the set
(8.3) {x ∈ Rn : u(x, t) = αi}
given by
Φit(Σi) ,
where Φit is a diffeomorphism of R
n with ‖Φit − id‖Cr+2 < 2εi. This is the only
connected component of the set (8.3) that intersects with (and is in fact contained
in) Di,αi2 ,t
. This proves the first part of the theorem.
Let us now prove the three final assertions of the theorem. Firstly, notice that
if I is finite, one can obviously take the same α (e.g., α := mini∈I αi) for all i.
Concerning the decay, notice that if I is finite, the set Ω is compact, so when L is
the heat operator one can use Theorem 1.2 just as in the case of Theorem 1.5 to
show that there is a solution u = et∆u0 with u0 ∈ C∞c (Rn) such that
‖u− v‖Cl(Ω) < δ0 .
Finally, suppose that the coefficients of L are analytic in x. By the density of
analytic functions in the space of C2 functions, without loss of generality one can
henceforth assume that the hypersurfaces Σi are analytic too. It is then standard
that vi(x, t) is analytic in x up to the boundary, so in particular there is a slightly
larger domain D′i ⊃ Di such that the equation Lvi = 0 holds in D′i × (i− 15 , i+ 65 ).
Thom’s isotopy theorem then ensures that one can take αi = 0, no matter whether
the set I is finite or not.
9. The heat equation on the torus
Let us first recall Theorems 1.3 and 1.5 about local hot spots and isothermic
hypersurfaces of solutions to (in particular) the equation ∂tv − ∆v = 0 on Rn+1
and Remark 1.6, which ensures the structure stability of these objets. With these
theorems in mind, the results presented in Theorems 1.7 and 1.8 about local hot
spots and isothermic hypersurfaces of solutions to the heat equation on Tn × R
will stem from the following lemma. Informally speaking, this lemma ensures that,
given a solution v of the heat equation on a certain compact spacetime region
Ω ⊂ Rn+1, there is a solution u of the heat equation on Tn×R that approximates v
on Ω after a suitable parabolic rescaling of variables in Tn × R. In this section, as
the coefficients of the heat equation are constant, for simplicity we will use regular
Ho¨lder norms instead of the parabolic ones.
Lemma 9.1. Let Ω be a compact subset of Rn+1+ such Ω
c(t) is connected for all
t ∈ R. Given a function v that satisfies the heat equation ∂tv − ∆v = 0 in Ω, a
positive real k and δ > 0, there exists an arbitrarily small ε > 0 and a solution
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u(x, t) of the heat equation ∂tu−∆u = 0 on Tn ×R, whose initial datum is in fact
a trigonometric polynomial, which approximates v modulo a rescaling as∥∥u(√ε ·, ε ·)− v∥∥
Ck(Ω)
< δ .
Proof. Theorem 1.2 ensures that there is f ∈ C∞c (Rn) such that the solution to the
heat equation on Rn+1+ given by w := e
t∆f approximates v as
(9.1) ‖v − w‖Ck(Ω) < δ′
for any δ′ > 0. In terms of the Fourier transform of f ,
w(x, t) =
∫
Rn
eix·ξ−t|ξ|
2
f̂(ξ) dξ ,
where the Fourier transform f̂ is a Schwartz function on Rn.
It is well known that any finite regular complex-valued Borel measure on Rn,
such as
f̂(ξ) dξ ,
can be approximated in the weak topology by a purely discrete measure, that is, a
finite linear combination of the form
J∑
j=−J
aj δ(ξ − ξj)
with δ(ξ − ξj) the Dirac measure supported on a point ξj ∈ Rn and aj ∈ C. Since
the set of rational points Qn is dense in Rn, in fact the points ξj can be taken
in Qn. Moreover, we can also take
ξ−j = −ξj and a−j = aj
because f̂(ξ) = f̂(−ξ) as f is real-valued. Taking a bounded neighborhood Ω′ of Ω,
it follows that
(9.2) ‖w1 − w‖L∞(Ω′) < δ′
where
w1(x, t) :=
J∑
j=−J
aj e
ix·ξj−t|ξj |
2
with aj ∈ C, ξj ∈ Qn as above. Notice that w1 is a real-valued function by the
choice of the constants aj and the points ξj .
Combining the inequalities (9.1)–(9.2) one gets
‖v − w1‖L∞(Ω′) < 2δ′ ,
and the fact that ∂tv −∆v = ∂tw1 −∆w1 = 0 allows us to use parabolic estimates
to promote the above uniform bound to a Ck estimate of the form
(9.3) ‖v − w1‖Ck(Ω) < Cδ′ .
Let M denote the least common multiple of the denominators of the rational
points ξj , so that Mξj ∈ Zn for all 1 6 j 6 J , and let be N any positive integer.
It then follows that the function
u(x, t) :=
J∑
j=−J
aj e
iMNx·ξj−M
2N2t|ξj |
2
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is well defined on Tn×R, as the periodicity in x follows from the fact that NMξj ∈
Zn. An elementary computation also shows that
∂u
∂t
−∆u = 0 .
Moreover, setting
ε :=
1
M2N2
it follows directly from (9.3) and the definition of u that∥∥u(√ε ·, ε ·)− v∥∥
Ck(Ω)
< Cδ′
The claim then follows by choosing δ′ small enough. 
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Appendix A. Approximation theorems with decay
for essentially flat elliptic operators
Our goal in this Appendix is to provide a global approximation theorem for
elliptic equations whose coefficients satisfy certain conditions at infinity. Before
passing to our result, let us recall Browder’s global approximation theorem (without
any decay conditions) for general elliptic equations, which can be understood as the
elliptic analog of Theorem 1.1. Throughout this section, Dc := Rn\D will denote
the complement of the set D in Rn.
Theorem A.1 ([4, 35]). Let D be a closed subset in Rn such that Dc does not
have any bounded connected components and suppose that P is an elliptic operator
with coefficients of class Cr, with r > 1 a non-integer real. Given a function v
that satisfies the equation Pv = 0 on D and δ > 0, there exists a solution u of the
equation Pu = 0 in the whole space Rn that approximates v as
‖u− v‖Cr+2(D) < δ .
We are now ready to state and prove our approximation theorem with decay,
which applies to the class of elliptic operators that we will call essentially flat :
Definition. An elliptic operator on Rn
Pu :=
n∑
i,j=1
aij(x)
∂2u
∂xi∂xj
+
n∑
i=1
bi(x)
∂u
∂xi
+ c(x)u
is essentially flat if there are constants R0 > 0, c0 > 0 and a function bounded as
|F (r)| 6 C(1 + r)−1−ε
on (0,∞), with ε > 0, such that
aij(x) = δij , bi(x) = 0 , c(x) = c0 + F (|x|)
for all |x| > R0.
The main result of this Appendix can now be stated as follows:
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Theorem A.2. Let D be a compact subset in Rn such that Dc is connected and
suppose that P is an essentially flat elliptic operator with coefficients of class Cr,
with r > 1 a non-integer real. Given a function v that satisfies the equation Pv = 0
on D and δ > 0, there exists a solution u of the equation Pu = 0 in the whole space
Rn that approximates v as
‖u− v‖Cr+2(D) < δ
and satisfies the decay condition
(A.1) sup
R>0
1
R
∫
BR
|u(x)|2 dx <∞ .
Remark A.3. We recall [14] that if P is the Helmholtz operator (Pu := ∆u + c0u
with c0 > 0), then the function decays pointwise as
(A.2) |u(x, t)| 6 C(1 + |x|)−n−12 .
Proof. Let us take a domain D′ containing the closed set D. Without any loss
of generality one can assume that the domain D′ is contained in the ball BR0 .
Theorem A.1 ensures that for any δ > 0 there exists a solution w of the equation
Pw = 0 in the whole space Rn such that
‖w − v‖Cr+2(D′) < δ.
Let us now study the behavior of the functions w in a (one-sided) neighborhood
of ∂B2R0 . We start by expanding w in an orthonormal basis of spherical harmonics
on the unit (n− 1)-dimensional sphere, which we denote by
{Ymk(ω) : m > 0 , 1 6 k 6 dm}
just as in Section 6. This leads to the expansion
w(x) =
∞∑
m=0
dm∑
k=1
wmk(r)Ymk(ω) ,
where
wmk(r) :=
∫
Sn−1
w(rω)Ymk(ω) dω .
The sum converges in Hr+2(B2R0), so one can take a large enough M to ensure
that
(A.3) ‖w − w˜‖Hr+2(B2R0) < δ ,
where δ is a positive constant to be specified later and
w˜ :=
M∑
m=0
dm∑
k=1
wmk(r)Ymk(ω) .
Since
Pw = ∆w + [c0 + F (|x|)]w
for |x| > R0 by the definition of an essentially flat operator, it automatically follows
from the fact that Ymk(ω) are linearly independent that the functions wmk(r) satisfy
the ODE
(A.4) w′′mk +
n− 1
r
w′mk +
(
c0 + F (r)− µm
r2
)
wmk = 0
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for R0 < r < 2R0, where we recall that
µm := m(m+ n− 2) .
This is a linear ODE whose coefficients are bounded for r > R0, so it is standard
that wmk is indeed global, that is, it can be extended as a function in C
2
loc((0,∞))
that satisfies (A.4) for r > R0.
Our goal now is to show that wmk falls off at infinity as
(A.5) |wmk(r)| < C(1 + r)−
n−1
2 .
To see this, we rewrite Equation (A.4) as
(A.6) (r
n−1
2 wmk)
′′ +
(
c0 −
µm +
1
4 (n− 1)(n− 3)
r2
+ F (r)
)
(r
n−1
2 wmk) = 0 .
As c0 is positive, the solutions of y
′′ + c0y = 0 (which are sines and cosines) are
obviously bounded, so the Dini–Hukuwara theorem [2] ensures that the solutions
of (A.6) are also bounded as
‖r n−12 wmk‖L∞((0,∞)) <∞
provided that ∫ ∞
R0
∣∣∣∣µm + 14 (n− 1)(n− 3)r2 − F (r)
∣∣∣∣ dr <∞ .
Since F (r) < C(1 + r)−1−ε by the definition of an essentially flat elliptic operator,
this condition is always satisfied, so we infer the bound (A.5). In particular, this
shows that the function w˜ is defined in all of Rn and falls off at infinity as
(A.7) |w˜(x)| < C(1 + |x|)− n−12 .
Let us now observe that, since
Pw˜ = 0
outside BR0 , the function
f := Pw˜
is supported in BR0 and bounded as
‖f‖Hr(BR0) < Cδ
by the estimate (A.3). Suitable resolvent estimates then show that the function
(A.8) g := (P + i0)−1f
satisfies the equation
Pg = f
on Rn and the sharp decay condition of Agmon–Ho¨rmander:
(A.9)
(
sup
R>0
1
R
∫
BR
g2 dx
) 1
2
6 Cδ .
We refer the reader to [22, Theorem 30.2.10] for the meaning of (P + i0)−1 and the
associated estimates.
If we now define
u(x) := w˜(x)− g ,
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we infer that it satisfies the equation Pu = 0 on Rn, falls off at infinity as
sup
R>0
1
R
∫
BR
u2 dx <∞
by the bounds (A.7) and (A.9), and is close to v in the sense that
‖u− v‖L2(D′) 6 ‖u− w˜‖L2(BR0 ) + ‖w − w˜‖L2(BR0) + ‖v − w‖L2(D′) < Cδ
by (A.9) and the definitions of w˜ and w. Furthermore, since P (u − v) = 0 in D′,
standard elliptic estimates yield the Ho¨lder bound
‖u− v‖Cr+2(D) < Cδ .
The theorem then follows. 
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