Basically, our study has a specific feature since we use statistical instruments without searching for economic conclusion. In accordance with the aim of the study and data related bottlenecks given above, we use Neural Network method to estimate GPP series between 1992 and 2013. Neural Network that we develop allows us to use other variables in the model without specifying them. These are the variables along with nightlights which explain GDP in the model. Simply, we find six other variables explaining GDP, which are later denoted as hidden neurons. Also, we have to create a system in which these six variables and nightlights explain GDP in a-good fit. This system is such that all variables are governed by specific parameters in, which is later denoted as hidden layer. To repeat, the main aim of the study is to estimate GPP as much as close to exact values. Therefore, we go beyond underlying economic relationships, and apply deep statistical manipulation. It means that we use nightlights data as a tool or referee variable for our estimation.
In summary, first we mention the related literature about the estimation of magnitude of economic activities with nightlights. In this section, we also briefly mention how Neural Network algorithm is used to predict economic growth when various unknown parameters exist. Second, we explain how we extract the corresponding data from satellite imagery. Third, we estimate national GDP with nightlights in order to check the structural validation for further calculations. Lastly, we estimate GPP of Turkey for the period between 2001 and 2013, and reconstruct the series between 1992 and 2001.
We also provide GGP per capita series between 1992 and 2013 in this section. 
Related Literature on Usage of Nightlights as a Proxy and Neural Network Analysis
The luminosity studies so far aim to examine the underlying relationship between nightlights and economic variables such as GDP growth, development and population. Sometimes, nightlights are used to create an index of development, a density ratio of human settlements, etc. Neural Networks, on the other hand, is an alternative estimation method in the econometrics used for complex systems.
These are the black box models which do not need giving an economic meaning to the estimated relationship.
Here we first review the literature of nightlights as a proxy measure in an economy, and we second briefly mention concerning areas of Neural Networks in econometrics.
William Nordhaus of Yale University states that about 3,000 studies have used nightlights as a proxy of economic activities since 2000. Nordhaus and Chen (2010) statistically examine how well nightlights can help researchers to measure economic activities of the countries. They find that satellite images are very useful in assessing economic activities of cities and regions. They also note that traditional data sources are often far less reliable. The studies show that nightlights can be used as a proxy for many variables such as urbanization, city dynamics, population movements, economic growth, development indicator and so on. Mellander et al. (2015) examine the correlation between population density and nightlights by using geo-coded residential and industrial micro data of Sweden and both radiance and saturated lights emissions. They find a strong correlation to make nightlights a relatively good proxy for economics activities. 4 Doll et. al (2006) , based on the data of 11 European Union Countries and the United States, maps regional economic activity from nightlights satellite images. They find that there is a strong positive relationship between the nightlight series and GDP across a range of spatial scale. Also, Authors of World Bank, Bundervoet et al. (2015) , estimate GDP growth rates and levels for 47 counties in Kenya and 30 districts in Rwanda by using satellite imagery. Forbes (2015) examines whether there is a statistical correlation between GDP and nightlights data at Metropolitan Statistical Era (MSA) of Florida. Forbes (2015) not only finds strong correlation but he also detects specific industries within each MSA contributing to the variance of nightlights at the greatest amount. Gosh et al. (2013) use the radiance-calibrated nightlights as a proxy measure of human well-being at both national and sub-national level. One way that they review is regressing sum of lights intensity values for countries against their official GDP plus informal economy. They create 36 overlapping groups of administrative units at different levels of economic development with ratios of sum of light intensity to official GDP and GSP (Gross Sub-National Product) plus informal economy. 5 The regression model calibrates the sum of lights intensity to the official GDP values or GSP plus informal economy for all 36 groups. They obtained R 2 greater than 0.9 for all groups. Sutton et al. (2007) estimate GDP at sub-national level for the countries, China, India, Turkey, and the United States. The study stays limited to estimate sub-national GDP as a time series although it provides beneficial instruments in the starting point. Briefly, they use two different methods; first one is aka summation of light intensity values (Ebener et al., 2005) ; and second one is spatial analytic approach using areal extent of lit area and non-linear relationship between nightlights and population.
After disaggregating the DMSP OLS according to sub-national administrative units, sub-national level lights integrations (first and second) are regressed against to sub-national level GDP values of corresponding countries including Turkey. The residuals from the regression models, which are divided into 5 quintiles, are used to create regional parameters. In order to predict sub-national GDP in 2000, they apply regional parameters derived from errors in 1992-1993 data to the 2000 data.
However, Sutton et al. (2007) argue that aka summation of light intensity suffers from saturation of 4 They also find stronger correlation between economic activities and radiance lights compared to saturated lights. 5 Gosh et al. (2013) Henderson et al. (2008) . In both study, the measurement errors of official GDP are assumed to be uncorrelated with the errors resulting from physical conditions affecting luminosity record quality. This is the necessary assumption for our study, as well.
Both Henderson (et al., 2008 ) and Pinkovskiy and Sala-i Martin (2016) benefit nightlights to correct miscalculated official GDP of some countries. However, we use a different method to benefit nightlights as a tool to estimate national and sub-national level GDP due to the reasons mentioned earlier. The method we exploit is the Neural Networks analysis. Kuan and White (1994) are the first ones giving the definitive introduction of Neural Network to the econometric literature. Their theoretical approaches are applied by Maasoumi et al. (1994) who show that fourteen macroeconomic series would be well-modeled with Neural Networks. Tkacz and Hu (1999) examine whether forecasting performance of financial and monetary variables for output growth can be improved using Neural Networks. They find that neural network predict GDP growth with less errors compared to its linear counterparts such as ARIMA. Considering both the implementation of neural network in macroeconomic analysis and using nightlights as an indicator for economic activities, there are novel literatures. Among many approaches the combination of these two seems to create an accurate solution for the question and conditions specific to Turkey's data in hand.
Nightlights Data
We use ( ℎ );
DN=i and Xt is nightlight of Turkey in time t
(1)
Figure 3 Nightlights of Turkey, 1992 and 2013

Source: The Defense Meteorological Satellite Program (DMSP) Operational Linescan System (OLS)
Note: RGB form of night light image of Turkey.
The quality of nightlights data of Turkey is more reliable than Northern countries since it is at latitudes relatively close to the equator. However, Turkey still is geographically located in the North-East. This situation may have negligible effect over the data quality of the Eastern Region, which shall not affect the results of our analysis. 
Estimation of GDP by Nightlights
Nightlights series might be distorted due to non-periodic recording, meteorological conditions and technological variation of satellite in some years (Henderson et al., 2009; Fierz-Schmidhauser et. al, 2010) . These situations lower the quality of data and hinder the measurement of economic activities.
In addition, our sample size is small, and there is only one independent variable, i.e, nightlights. These would cause a larger error term. However, we use two different methods to eliminate these problems. We determine the number of hidden neurons until we obtain the least sum of mean squared error. In this case, our simulation is created from the minimization of error between the base model, which is developed by randomly selected observations, and the original model. This is indeed a kind of optimization (Herbrich et al., 1999) .
The chief advantage of neural network in econometrics is the ability to find a solution for complex systems which are free from the assumption of linearity. The output of this model is the combination of logit functions, which transmitted the "information" from one neuron to another. This eventually allows a binary probit model. The model sees the system in layers. The input layer composed of neural units, i.e., independent variable, 0 , 1 , 2 … , . 14 The output layer is also composed of dependent variable, GDP. Moreover, GDP is affected by the past values of itself due to dynamic nature of itself.
Hence, autoregressive process is introduced within the input layer.
The information only transmits when value of input neural unit exceeds the threshold, ά. In other words, the neural unit will be 1 if the neuron is activated; otherwise, it will be 0 (Shannon and Weaver, 1993 ).
For simplicity, we represent the structured form in initial time although the model time is discrete. If = 1, the linear network model is such that
Where , is the network parameter which determines the activation of neuron in information transmission. 15 On the other hand, extra layer would increase the learning capacity of the model. In that case, the relation between two variables will not be direct as we want.
11 We estimate both current and real GDP of Turkey. 12 The algorithm creates a self-learning mechanism. The network chooses random observations from the whole sample to build a base model. Firstly, it trains the base model in order to learn the path. During the iterations, it tries to validate the path with saturated model (whole sample). Thus, the main principle of the network is to find a trajectory within the sample which minimizes the error between base and saturated models. 13 The number of neurons is determined based on the training performance of the model. 14 denotes nightlights. 15 The model is indeed developed to represent dynamic system since GDP is time depended, that is, output of the current is related to the output in past values. Therefore, Equation (2) should be such that;
where the activation of neurons is also constraint by > ή. However, for simplicity we represent the structured form in initial time, = 1. This could be accomplished by a simple threshold function. This function would be logic (sigmoid) as stated above, and such as
Hence, we allow linear structure to have a non-linear relationship via hidden layer. Thus, the information received from input neurons is firstly processed in a hidden layer, and then transmitted to an output layer (White, 1992 ).
Since we use a single hidden layer, in our model, we re-adjust such as:
and is weight linking input neurons to hidden neurons
Substituting (4) into (5) we get the function of hidden layer, ℎ, including input layer function,
j=one input neuron with one input layer k=six hidden neurons with one hidden layer Generally, hidden variables in the network need not to be identified in order to estimate GDP; it can be simply treated as an unknown. However, approximation is not possible without latent (hidden) variable in the network.
Moreover, this network is very sensitive to noise, which means there is a trade-off between the complexity of model and the noise that the system can tolerate (Tkacz and Hu, 1999) . Therefore, before building the network, we should clear the distortions in the nightlights series with noise filter processing.
Eventually, we seek to minimize sum of squared deviations between estimation and output layer.
The minimization will be accomplished by choosing specific and where convergence is achieved.
Note that neural network typically requires three different data sets; 1) training sample is required for the initial estimation of parameters. In our model, we let the network to use 70 percent of actual GDP data set for training (base model). 2) testing sample is required to verify the accuracy of prediction obtained from trained model. The number of hidden neurons is determined according to the performance of testing sample model (saturated model). 3) estimating sample is required whether the model is used in prediction (output).
Figure 5 Correlation between base model and predicted model, real and current GDP of Turkey
Note: For the prediction of non-linear parameter, we use 70 percent of data set as testing-sample Figure 5 shows correlation between estimated and original real and current GDPs for base and overall models. As seen in Figure 5 , the network is more successful to estimate real GDP. Figure 6a and 6b
show the simulation of estimated nominal and real GDP of Turkey between 1992 and 2013. Since the model is a learning machine with six network parameters, we expect overfitting. However, overfitting
is not a concern for our methodology. In machine learning models one of the problems which frequently occur is overfitting. Overfitting is likely to occur when too much information or parameters are introduced into a model. In that case, network trains the sample with a very small variance but validation sample will have larger variance due to irrelevant noise in training sample. For one to seek a generalized underlying relationship between variables, overfitting is a problem. However, we propose using the nightlights as a tool to estimate GDP at province level instead of revealing the general relationship between the nightlights and GDP. 16 Therefore, cyclical noises are important for us to estimate the most accurate GDP at provincial level. 17 But, we have to keep a percentage of training sample large enough for the network to learn data rather than memorize. Figure 9 shows that variance of train decreases until 13 iterations while variance of validation decreases to 9 iterations. However, variances of both do not diverge significantly before 13 iterations, where convergence is realized. Figure 9 shows that overfitting do no effect the model's performance in learning of path.
Figure 9: Best Validation Performance
To test our results, we check error autocorrelation.
18 For a perfect model, there should be one nonzero value of autocorrelation function at zero lag, which means that disturbance variances (errors) of the nightlights and GDP are completely uncorrelated (white noise). For our model we cannot say that errors are completely uncorrelated. However, Figure 10 shows that there is no significant correlation between errors within the confidence limit.
16 We examine overfitting problem for the model which is developed to estimate real GDP 17 GDP itself has cyclical component. 18 We check autocorrelation of errors for the model which is developed to estimate real GDP 
Conclusion
The concept of how Turkey has experienced an economic alteration in provincial base has stayed vogue especially since the 2001-crisis. There has been no available data or a reliable proxy to measure the magnitude of the provincial economies of Turkey for a while. This study aims to remove the gap in the literature of regional development and growth in Turkey by using different data source, i.e.
nightlights, and an algorithm allowing estimating the parameters of a complex system, i.e. neural network. Due to limited data sources in regional level, we estimate gross provincial product with a single independent variable which is nightlights and six hidden variable introduced in the autoregressive nonlinear model. We prefer to treat nightlights series as a referee variable in order to find the closest levels of GPP rather than understanding the underlying relationship between the gross production and the intensity of illumination which has been already indicated in the literature. After testing the validity of the model for the estimation of GDP, we estimate the gross provincial products.
We 
