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Abstract
We construct a matrix M ∈ Rm⊗dc with just m = O(c λ ε−2 poly log 1/εδ) rows,
which preserves the norm ‖Mx‖2 = (1 ± ε)‖x‖2 of all x in any given λ dimensional
subspace of Rd with probability at least 1− δ. This matrix can be applied to tensors
x(1) ⊗ · · · ⊗ x(c) ∈ Rdc in O(cmmin{d,m}) time – hence the name “Tensor Sketch”.
(Here x⊗ y = vec(xyT ) = [x1y1, x1y2, . . . , x1ym, x2y1, . . . , xnym] ∈ Rnm.)
This improves upon earlier Tensor Sketch constructions by Pagh and Pham [TOCT
2013, SIGKDD 2013] and Avron et al. [NIPS 2014] which require m = Ω(3cλ2δ−1)
rows for the same guarantees. The factors of λ, ε−2 and log 1/δ can all be shown to
be necessary making our sketch optimal up to log factors.
With another construction we get λ times more rows m = O˜(c λ2 ε−2(log 1/δ)3),
but the matrix can be applied to any vector x(1)⊗· · ·⊗x(c) ∈ Rdc in just O˜(c (d+m))
time. This matches the application time of Tensor Sketch while still improving the
exponential dependencies in c and log 1/δ.
By reductions in Avron et al. this gives new state of the art algorithms for kernel
methods in algorithms such as linear regression and PCA.
Technically, we show two main lemmas: (1) For many Johnson Lindenstrauss (JL)
constructions, if Q,Q′ ∈ Rm×d are independent JL matrices, the element-wise product
Qx◦Q′y equalsM(x⊗y) for someM ∈ Rm×d2 which is itself a JL matrix. (2) IfM (i) ∈
R
m×md are independent JL matrices, then M (1)(x⊗ (M (2)y⊗ . . . )) =M(x⊗ y⊗ . . . )
for some M ∈ Rm×dc which is itself a JL matrix. Combining these two results give an
efficient sketch for tensors of any size.
To analyze the two constructions, we give new concentration for products of many
JL matrices, as well as a higher order version of Khintchine’s inequality, related to the
higher order Gaussian chaos analysis by Lata la [Annals of Probability 2006].
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1 Introduction
A classical generalization of linear models in statistics are so called “bilinear models” [23].
Instead of training a model on a vector x = 〈x1, x2, . . . , xd〉 we do it on x⊗x = 〈x1x1, x1x2, . . . x1xd, . . . , xdxd〉.
This allows learning relationships that depend non-linearly on the input. The method ex-
tends to higher orders, e.g. x ⊗ x ⊗ x = 〈x1x1x1, . . . , xdxdxd〉, but it is clear that the
produced vectors will quickly get too large to handle. A natural question is whether we
can compute a vector that behaves like x⊗ x⊗ x , but has much smaller dimension?
Feature hashing [32] and the Johnson Lindenstrauss transformation [16] are the tradi-
tional solutions to this problem. To get from dimension d3, say, to some much smaller m,
we apply a matrix M ∈ Rm×d3 where 〈M(x ⊗ x⊗ x), y〉 ≈ 〈(x ⊗ x⊗ x), y〉 for any vector
y ∈ Rm. The classic approaches to dimensionality reduction are however too slow, since
they require the tensor product to be computed exact before they are applied. A shortcut
called “Tensor Sketch” was introduced in [28] which allows M(x⊗ x⊗ x) to be computed
with roughly O(d +m) time and space. Random weights applied to tensor products was
tested in [10] in combination with convolutional neural networks for classification. The
success follows a recent neural network trend in which a layer with random weights often
works just as well as one trained for the task at hand [11]. The issue with the approach
of [28] and [10] however is that it grows exponentially in the number of tensorings, thus
x⊗ · · · ⊗ x (c times) takes time Ω(3c) to compute with their approach.
A more rigorous approach was taken by Avron et al. [3] and Woodruff [33]. They
proved that a Tensor Sketch with sufficiently many rows is an oblivious “subspace em-
bedding” and used this to give state of the art algorithms for problems such as ker-
nel linear regression and kernel PCA. For example, if we want to take a simple regres-
sion model like argminw∈Rd ‖Xw − y‖2, where X ∈ Rn×d and y ∈ Rd, and turn it
into a bilinear model, we make a new matrix X ′ ∈ Rn×d2 such that X ′i = Xi ⊗ Xi =
〈Xi,1Xi,1,Xi,1Xi,2, . . . ,Xi,nXi,n〉, and solve argminw∈Rd2 ‖X ′w − y‖2. To speed this up,
we instead solve argminw∈Rm ‖(MTX ′)w − y‖2 for a sketch matrix M . It can be shown
that the optimal w will always be in the subspace spanned by the rows of X ′, so tak-
ing M with sufficiently many rows that it preserves all vectors within any subspace
of dimension n, the algorithm succeeds with error ±ε. Taking advantage of the rule
〈x ⊗ x, y ⊗ y〉 = 〈x, y〉2 we can extend this method to any polynomial kernel function.
For any polynomial φ : Rd × Rd → Rk there are functions f, g ∈ Rd → Rm such that
〈f(x), g(y)〉 = φ(x, y) and using the above method k can be taken to be O(3cε−2n2) where
c is the degree of φ. The problem with this method is that some classical kernel functions,
such as the Gaussian radial bias function requires c super constant to observe a polynomial
approximation. The quadratic dependency on the subspace dimension is also not ideal.
In this work we show how to get rid of both of these problems.
In some applications of kernel functions, the algorithms at hand only depend on the
inner product between vectors and the “kernel trick” saves having to produce explicit
representations f(x) and g(y). However calculating the kernel function φ quickly becomes
a bottleneck, in particular since the oracle-only nature of the kernel trick tends to require
that it is computed for all pairs of data points. There are other methods than tensor
sketch for explicitly sketching vectors for kernels, as we review in our Related Work section,
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however since they are not linear transformations, they are not known to have the subspace
embedding mentioned above, which makes it very hard to get guarantees of correctness.
Also note that while the original Tensor Sketch algorithm requires Ω(δ−1) rows to get
success probability 1 − δ, one can instead take the median of log 1/δ sketches that each
succeed with constant probability. However taking the median of multiple sketches is also
not a linear operation, and thus for the purpose of subspace embeddings all Tensor Sketch
constructions previous to this paper have a huge blow up in the number of rows required
to get just 1− 1/n success probability.
1.1 Technical Overview
Say we want a matrix M such that ‖M(x⊗ y)‖2 = (1 ± ε) ‖x⊗ y‖2 for any x, y ∈
R
d, and we’re willing to spend time most O˜(d). If x, y where binary ∈ {−1, 1}d then
sampling elements from x ⊗ y would have good concentration and so M could simply
be a sampling matrix. Generalizing this for x, y ∈ Rd we may limit the maximum
value by first applying fast random random rotations R,R′ ∈ Rd×d and then sampling
from Rx ⊗ R′y. By symmetry we might as well sample the diagonal = Rx ◦ R′y =
[(Rx)1(R
′y)1, (Rx)2(R′y)2, . . . , (Rx)m(R′y)m]T . This has reasonably good concentration
by e.g. Bernstein bounds.
What else can be done? The Tensor Sketch of Pham and Pagh [28] computes C(1)x ∗
C(2)y, where C(1) and C(2) are independent Count Sketch matrices and ∗ is vector convo-
lution. They show that, amazingly, this equals C(x ⊗ y) — a count sketch of the tensor
product! This method, surprisingly, turns out the be equivalent to our “first approach”, as
C(1)x ∗ C(2)y = F−1(FC(1)x ◦ FC(2)y), where F is the Fourier transform. Since F is an
orthonormal matrix, F−1 doesn’t impact the norm of Cx and may be ignored. What’s left
is that Tensor Sketch simply rotates each vector with a matrix FC(i), similar to the Fast
Johnson Lindenstrauss Transform by Ailon et al. [1], and takes the element wise product
of the resulting vectors.
Given two matrices M (1) andM (2), the matrixM such thatM(x⊗y) =M (1)x◦M (2)y
is the row-wise tensor product whereMi =M
(1)
i ⊗M (2)i which we write asM =M (1)•M (2).
From the above examples it seems like, given any good random rotations M (1),M (2), . . .
we can simply construct M = M (1) •M (2) • . . . and get a good, fast Tensor Sketch. Up
to a few issues about independence of the rows of the M (i)s we show that this is indeed
the case!
By using known random rotations with strong probabilistic guarantees, we show that
it suffices to have roughly (log 1/δ)c rows for a cth-order Tensor Sketch. This compares
to the second-moment analysis of the Count Sketch based approach, which required 3cδ−1
rows. For small c this is an exponential improvement in log 1/δ. We would however also
like to get rid of the exponential dependence in c. Unfortunately we show a lower bound
implying that this dependence is needed for any construction on the form above.
The second idea of this paper is to reduce this dependency to be linear in c, by a
recursive construction as follows: After computing a pair-wise sketch Mx ◦M ′y we map
it back down to a more manageable size, such that Mx ◦M ′(M ′′y ◦M ′′′z) becomes the
sketch of a third order tensor etc. By union bounding the error over c such steps one easily
gets down to a c2 dependency in the number of rows.
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Getting the c dependence down from quadratic to linear takes a much more detailed
analysis, which is the main focus of the second section. A key part is the introduction of
the following strengthening of the Johnson Lindenstrauss property for random matrices:
Definition 1 ((ε, δ)-Strong JL Moment Property). Let ε, δ ∈ [0, 1]. We say a distribu-
tion over random matrices M ∈ Rm×d has the (ε, δ)-Strong JL Moment Property, when
E
[
‖Mx‖22
]
= 1 and
(
E
[(
‖Mx‖22 − 1
)p])1/p
≤ εe
√
p
log 1/δ , for all unit vectors x ∈ Rd and
all p such that 2 ≤ p ≤ log 1/δ.
The beginning of Section 4 shows more properties of the JL properties and how they
relate.
1.2 Theorems
Our most general theorem concerns the recursive combination of matrices for higher order
tensor sketching. In stating it we assume that the output dimension, m is between the
vector dimension, d and the tensored dimension, dc. If d is larger than m, one may always
start by reducing down to m w.l.o.g.
Theorem 1 (General Sketch). Assume a distribution over matrices M ∈ Rm×dm with
the (ε/
√
c, δ)-Strong JL Moment Property, and where for any x ∈ Rm, y ∈ Rd, M can be
applied to x⊗ y ∈ Rdm in time T . Then there is a distribution over matrices M ′ ∈ Rm×dc
such that
1. M ′ can be applied to vectors on the form x(1) ⊗ · · · ⊗ x(c) ∈ Rdc in time O(c T ).
2. M ′ has the (ε/
√
c, δ)-Strong JL Moment Property over Rd
c
.
The theorem also gives results related to Oblivious Subspace Embeddings using Lemma 10
and Lemma 11. The idea is to analyse a matrix with the property M(x ⊗ y ⊗ z . . . ) =
M (1)(x ⊗M (2)(y ⊗M (3)(z ⊗ . . . ))). It turns out that it suffices to show that the Strong
JL Moment property is preserved by matrix direct product and multiplication.
Combined with a theorem of Kraemer et al. [19] one may the “Fast JL” matrix of [16]
in Theorem 1 to get the two of the results in Table 1. However the direct applications of
the theorem doesn’t use that we know how to efficiently sketch order 2 tensors. While the
number of rows are near optimal, the application time suffers.
To fix this we give two strong families of sketches for low order tensors. For generality
we prove them for general c-order tensor products x(1) ⊗ · · · ⊗ x(c), but when used with
Theorem 1 we will just take c = 2.
Theorem 2. Let ε, δ ∈ [0, 1] and let c ≥ 1 be some integer. Let T ∈ Rm×d be a mat-
rix with iid. rows T1, . . . , Tm ∈ Rd such that E
[
(T1x)
2
]
= ‖x‖22 and ‖T1x‖p ≤
√
ap‖x‖2
for some a > 0 and all p ≥ 2. Let M = T (1) • · · · • T (c) where T (1), . . . , T (c) are inde-
pendent copies of T . Then there exists a constant K > 0 such that M has the (ε, δ)-
Strong JL Moment Property given
m ≥ K [(4a)2cε−2 log 1/δ + (2ae)cε−1(log 1/δ)c] .
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In the case where the T (i) are random Rademacher matrices and c is constant, the
bound simplifies to give that m = O
(
ε−2 log 1/δ + ε−1(log 1/δ)c
)
rows suffices. We will
show in Appendix B.1 that this analysis is indeed tight.
While the family of Theorem 2 takes advantage of the tensor structure, it is not fast
on individual vectors, meaning we still haven’t reached our goal of sketching x⊗c ∈ Rd in
time near linear in d. We do this in our final construction, which is a version of Fast JL
specifically analysed on tensor products:
Theorem 3 (Fast Construction). Let T (1) ∈ Rm×d be a Fast JL matrix, and let T (2), . . . , T (c)
be independent copies, and define M by Mi = T
(1)
i ⊗ · · · ⊗ T (c)i . Then taking one can take
m = O(Kcε−2(log 1/δ)(log 1/(εδ))c) for some constant K to get
1. M has the (ε, δ)-Strong JL Moment Property.
2. M can be applied to tensors x(1) ⊗ · · · ⊗ x(c) ∈ Rdc in time O(c (d log d+m)).
Combined with Theorem 1 these two constructions give the remaining results in
Table 1.
We mention a classical application of the above theorems:
Corollary 1 (Polynomial Kernels). Let M be a distribution of matrices as in Theorem 1.
Let P : R → R be a degree c polynomial, then there is a linear map M : Rd → Rm such
that 〈Mx,My〉 = P (〈x, y〉). M can be computed in time cT .
This follows simply from the rule 〈x⊗k, y⊗k〉 = 〈x, y〉k combined with Horner’s rule
a0 ⊕ a1x ⊕ a2x⊗2 ⊕ · · · = a0 ⊕ x ⊗ (a1 ⊕ x ⊗ (a2 . . . . One can extend this technique for
general symmetric polynomials P : R2d → R such that 〈φ(x), ψ(y)〉 = P (x, y).
1.3 Related work
Work related to sketching of tensors and explicit kernel embeddings is found in fields
ranging from pure mathematics to physics and machine learning. Hence we only try to
compare ourselves with the four most common types we have found.
We focus particularly on the work on subspace embeddings [28, 3], since it is most
directly comparable to ours. An extra entry in this category is [18], which is currently
in review, and which we were made aware of while writing this paper. That work is in
double blind review, but by the time of the final version of this paper, we should be able
to cite it properly.
Subspace embeddings For most applications [3], the subspace dimension, λ, will be
much larger than the input dimension, d, but smaller than the implicit dimension dc.
Hence the size of the sketch, m, will also be assumed to satisfy d ≪ m ≪ dc for the
purposes of stating the results. We will hide constant factors, and log 1/ǫ, log d, logm,
log c, log λ factors.
Note that we can always go from m down to ≈ ǫ−2(λ + log 1/δ) by applying an in-
dependent JL transformation after embedding. This works because the product of two
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subspace embeddings is also a subspace embedding1, and because standard JL is a sub-
space embedding by the net-argument (see lemma 11). The embedding dimensions in the
table should thus mainly be seen as time and space dependencies, rather than the actual
embedding dimension for applications.
Reference Embedding dimension, m Embedding time
[28, 3] O˜(3c λ2 δ−1 ǫ−2) O˜(c (d+m))
Theorem 1 O˜(c λ2 (log 1/δ)3 ǫ−2) O˜(c (d+m))
Theorem 1 O˜(c (λ + log 1/δ)ε−2 + c(λ+ log 1/δ)2ε−1) O˜(c dm)
Theorem 1 O˜(c λ2(log 1/δ)ε−2 + cλ(log 1/δ)2ε−1) O˜(c dm)
Theorem 1 + [16] O˜(c (λ + log 1/δ)ε−2) O˜(c dm2)
Theorem 1 + [19] O˜(c λ (log 1/δ)O(1)ǫ−2) O˜(c dm)
[18] (∗) Theorem 1 O˜(c λ2 δ−1 ǫ−2) O˜(c (d+m))
[18] (∗) Theorem 2 O˜(c6 λ (log 1/δ)5 ǫ−2) O˜(c (d+m))
[2] (∗), (∗∗) Theorem 2.1 O˜(ε−2 log 1/εδ + ε−1(log 1/εδ)c) O˜(c dm)
Table 1: Comparison of embedding dimension and time for some of the results in the
article and previous/concurrent work.
A few notes about the contents of Table 1:
• The results with (∗) are from unpublished manuscript communicated to us by the
authors.
• Some of the results, in particular [28, 3], [18] Theorem 1 and [2] Theorem 2.1 can
be applied faster when the input is sparse. Our results, as well as [18], Theorem
2 can similarly be optimized for sparse inputs, by preprocessing vectors with an
implementation of Sparse JL [7].
• The result (∗∗) assumes c = O(1) which is why it appears to have fewer dependencies
on c.
In comparison to the previous result [28, 3] we are clearly better with an exponential
improvement in c as well as δ. Compared to the new work of [18], all four bounds have
some region of superiority. Their first bound of has the best dependency on c, but has an
exponential dependency on log 1/δ. Their second bound has an only linear dependency
on d+ λ, but has large polynomial dependencies on c and log 1/δ.
Technically the methods of all five bounds are similar, but some details and much of
the analysis differ. Our results as well as the results of [18] use recursive constructions to
avoid exponential dependency on c, however the shape of the recursion differs. We show
all of our results using the p-moment method, while [18] Theorem 1 and [28, 3] are shown
using 2nd-moment analysis. This explains much of why their dependency on δ is worse.
1 Let S and T both preserve subspaces of dimension λ, then given some such subspace, T maps it to
some other subspace of dimension at most λ which is then preserved by S.
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Approximate Kernel Expansions A classic result by Rahimi and Rect [29] shows how
to compute an embedding for any shift-invariant kernel function k(‖x−y‖2) in time O(dm).
In [22] this is improved to any kernel on the form k(〈x, y〉) and time O((m+d) log d). This
is basically optimal in terms of time and space, however the method does not handle kernel
functions that can’t be specified as a function of the inner product, and it doesn’t provide
subspace embeddings. See also [24] for more approaches along the same line.
Tensor Sparsification There is also a literature of tensor sparsification based on sampling [26],
however unless the vectors tensored are already very smooth (such as ±1 vectors), the
sampling has to be weighted by the data. This means that these methods in aren’t applic-
able in general to the types of problems we consider, where the tensor usually isn’t known
when the sketching function is sampled.
Hyper-plane rounding An alternative approach is to use hyper-plane rounding to
get vectors on the form ±1. Let ρ = 〈x,y〉‖x‖‖y‖ , then we have 〈sign(Mx), sign(My)〉 =∑
i sign(Mix) sign(Miy) =
∑
iXi , where Xi are independent Rademachers with µ/m =
E[Xi] = 1− 2π arccos ρ = 2πρ+O(ρ3). By tail bounds then Pr[|〈sign(Mx), sign(My)〉−µ| >
ǫµ] ≤ 2 exp(−min( ǫ2µ2
2σ2
, 3ǫµ2 )). Taking m = O(ρ
−2ǫ−2 log 1/δ) then suffices with high
probability. After this we can simply sample from the tensor product using simple sample
bounds.
The sign-sketch was first brought into the field of data-analysis by [6] and [31] was the
first, in our knowledge, to use it with tensoring. The main issue with this approach is
that it isn’t a linear sketch, which hinders some applications, like subspace embeddings.
It also takes dm time to calculate Mx and My. In general we would like fast-matrix-
multiplication type results.
1.4 Notation and Preliminaries
Asymptotic notation We say f(x) . g(x) if f(x) ≤ Cg(x) for all x ∈ R and some
universal constant C. Note this is slightly different from the usual f(x) = O(g(x)) in that
it is uniform rather than asymptotic.
For p ≥ 1 and random variables X ∈ R, we write ‖X‖p = (E|X|p)1/p. Note that
‖X + Y ‖p ≤ ‖X‖p + ‖Y ‖p by the Minkowski Inequality.
JL Properties There are a number of different ways to classify JL matrices. The ones
we will use are based on the above mentioned moment norm:
Definition 2 (JL-moment property). We say a distribution over random matrices M ∈
R
m×d has the (ε, δ, p)-JL-moment property, when
‖‖Mx‖22 − 1‖p ≤ εδ1/p
for all x ∈ Rd, ‖x‖ = 1.
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By Markov’s inequality, the JL-moment-property implies E‖Mx‖2 = ‖x‖2 and that
taking m = O(ε−2 log 1/δ) suffices to have Pr[|‖Mx‖2 − ‖x‖2| > ε] < δ for any x ∈ Rd.
(This is sometimes known as the Distributional-JL property.)
Note that the Strong JL Moment Property implies the (ε, δ, log 1/δ)-JL Moment Prop-
erty, since then εδ1/p = ε/e.
Notation for various matrix products In this article we will be combining matrices
in a number of different ways. Here we introduce the definitions and properties thereof
which we will use in the later sections.
Tensor product Given two matrices A ∈ Rm×n and B ∈ Rk×ℓ we define the “tensor
product” (or Kronecker product), A⊗B ∈ Rmk×nℓ as
A⊗B =

A1,1B · · · A1,nB... . . . ...
Am,1B · · · Am,nB

 .
In particular of two vectors: x ⊗ y = [x1y1, x1y2, . . . , xnyn]T . Notice this equals the
flattened outer product xyT . Taking the tensor-product of a vector with itself, we get the
tensor-powers: x⊗k = x⊗ · · · ⊗ x︸ ︷︷ ︸
k times
.
The Kronecker product has the useful “mixed product property”, when the sizes match
up: (A⊗B)(C⊗D) = (AC)⊗(BD). We note in particular the vector variants (I⊗B)(x⊗
y) = x⊗By, 〈x⊗ y, z ⊗ t〉 = 〈x, z〉〈y, t〉 and 〈x⊗k, y⊗k〉 = 〈x, y〉k.
A related operation is the “direct sum” for vectors: x ⊕ y = [ xy ] and for matrices:
A ⊕ B = [A 00 B ]. When the sizes match up, we have (A ⊕ B)(x ⊕ y) = Ax + By. Also
notice that if Ik is the k × k identity matrix, then Ik ⊗A = A⊕ · · · ⊕A︸ ︷︷ ︸
k times
.
Hadamard product Another useful vector product is the “Hadamard product”, also
sometimes known as the ‘element-wise product’. We define x◦y = [x1y1, x2y2, . . . , xnyn]T .
Taking the Hadamard product with itself gives the Hadamard-power: x◦k = x ◦ · · · ◦ x︸ ︷︷ ︸
k times
=
[xk1 , x
k
2 , . . . , x
k
n]
T .
Face-splitting product The Face-splitting product [30] (or transposed Khatri-Rao
product) is defined as the rows-by-rows tensor product:
M =M (1) • · · · •M (c) =

M
(1)
1 ⊗M (2)1 ⊗ · · · ⊗M (c)1
...
M
(1)
m ⊗M (2)m ⊗ · · · ⊗M (c)m

 .
The product has the property (which follows directly from the tensor product), that (M •
T )(x⊗ y) =Mx ◦ Ty.
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1.5 Auxiliary Lemmas
In this section we state the auxiliary lemmas that we will use throughout the paper.
Most of the lemmas are already known and the proofs of the new lemmas are deferred to
Appendix A.
Lemma 1 (Khintchine’s inequality [12]). Let p > 0, x ∈ Rd, and (σi)i∈[d] be independent
Rademacher ±1 random variables. Then∥∥∥∥∥
d∑
i=1
σixi
∥∥∥∥∥
p
≤ Cp ‖x‖22 ,
where Cp ≤
√
2
(
Γ((p+1)/2)√
π
)1/p
≤ √p for p ≥ 1.
One may replace (σi) with an arbitrary independent sequence of random variables (ςi)
with E[ςi] = 0 and ‖ςi‖p .
√
p, and the lemma still holds up to a universal constant factor
on the rhs.
We also need a version of Khintchine’s inequality that work on tensors of Rademacher
vectors.
Lemma 2 (Generalized Khintchine’s Inequality). Let p ≥ 1, c ∈ Z>0, and (σ(i) ∈ Rdi)i∈[c]
be independent vectors each satisfying the Khintchine inequality
∥∥〈σ(i), x〉∥∥
p
≤ Cp‖x‖2 for
any vector x ∈ Rdi. Let (ai1,...,ic ∈ R)ij∈[dj ],j∈[c] be a tensor in Rd1×···×dc, then∥∥∥∥∥∥
∑
i1∈[d1],...,ic∈[dc]

∏
j∈[c]
σ
(j)
ij

 ai1,...,ic
∥∥∥∥∥∥
p
≤ Ccp

 ∑
i1∈[d1],...,ic∈[dc]
a2i1,...,ic

1/2 .
Or, considering a ∈ Rd1···dc a vector, then simply ∥∥〈σ(1) ⊗ · · · ⊗ σ(c), a〉∥∥
p
≤ Ccp ‖a‖2.
This is related to Lata la’s estimate for Gaussian chaoses [21], but more simple in the
case where a is not assumed to have special structure. Note that this implies the classical
bound on the fourth moment of products of 4-wise independent hash functions [5, 15, 27],
since C4 = 3
1/4 for Rademachers we have
∥∥〈σ(1) ⊗ · · · ⊗ σ(c), x〉∥∥4
4
≤ 3c ‖x‖42 for four-
independent σ(i)s.
Proof. The proof is deferred to Appendix A
A very useful result for computing the p-norm of a sum of random variables is the
following:
Lemma 3 (Lata la’s inequality, [20]). If p ≥ 2 and X,X1, . . . ,Xn are iid. mean 0 random
variables, then we have∥∥∥∥∥
n∑
i=1
Xi
∥∥∥∥∥
p
∼ sup
{
p
s
(
n
p
)1/s
‖X‖s
∣∣∣∣∣max
{
2,
p
n
}
≤ s ≤ p
}
.
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The following lemma first appeared in [14], but the following is roughly taken from [9],
which we also recommend for readers interested in more general versions.
Lemma 4 (General decoupling, [9] Theorem 7.3.1, paraphrasing). Given a sequence
X1, . . . ,Xn of random variables and a filtration F1, . . . ,Fn. Define Y1, . . . , Yn such that
1. E[Yi | Fi−1] = E[Xi | Fi−1] for all i.
2. The sequence (Yi)i is conditionally independent given X1, . . . ,Xn.
3. E[Yi | Fi−1] = E[Yi | X1, . . . ,Xn] for all i.
Then for all p ≥ 1, ∥∥∥∥∥∑
i
Xi
∥∥∥∥∥
p
.
∥∥∥∥∥∑
i
Yi
∥∥∥∥∥
p
The next lemma is a type of Rosenthal inequality, but which mixes large and small
moments in a careful way. It bears similarity to the one sided bound in [4] (Theorem 15.10)
derived from the Efron Stein inequality, and the literature has many similar bounds, but
we still include a proof here based on first principles.
Lemma 5 (Rosenthal-type inequality). Let p ≥ 2 and X0, . . . ,Xk−1 be independent non-
negative random variables with p-moment, then∥∥∥∥∥∥
∑
i∈[k]
(Xi − E[Xi])
∥∥∥∥∥∥
p
.
√
p
√∑
i∈[k]
E[Xi]
∥∥∥∥maxi∈[k] Xi
∥∥∥∥1/2
p
+ p
∥∥∥∥maxi∈[k] Xi
∥∥∥∥
p
Proof. The proof is deferred to Appendix A.
2 Constructions
The moral of this section is that, if M is a JL matrix, and M ′ is an independent copy,
then for many classic constructions of such matrices, M •M ′ is also a JL matrix. This is
important for tensor sketching, because we have the identity (M •M ′)(x⊗y) =Mx◦M ′y.
That is, matrices on this form can be efficiently applied to tensors.
Note that it is unfortunately not possible to give a general guarantee from the JL
property. To see this, note that it doesn’t destroy the JL property of a matrix with m
rows to add m more rows with all 0s. If we append m such rows to M and prepend as
many rows to M ′ then M •M ′ = 0.
If the rows ofM are independent the guarantee does hold. This follows essentially from
our analysis in Section 2.1. Unfortunately many interesting JL distributions don’t have
independent rows. One particular example is the Fast Johnson Lindenstrauss algorithm
by Ailon and Chazelle [1]. They considered a matrix SHD ∈ Rm×d where S ∈ Rm×d
is a sampling matrix with one 1 per row; H ∈ Rd×d is the Hadamard matrix defined as[
1 1
1 −1
]⊗k
when d = 2k; and D ∈ Rd×d is a diagonal matrix with ±1 entries. Because
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all three matrices allow fast matrix multiplication, Fast JL allows reducing the dimension
from d to m in time O(m+ d log d).
We show that nevertheless, if SHD is a Fast JL matrix and S′H ′D′ is an independent
copy, then SHD • S′H ′D′ is a JL matrix as well. Our analysis is based on Nelson [25]
and loses a factor of log 1/δ in m compared to the best known method [19] based on the
Restricted Isometry Property, but other than that it gets the precise (log 1/δ)c behavior
that we expect from fully independent (and slow) JL matrices.
The constructions in this section all follow the “direct composition” paradigm of the
original tensor sketch. For this reason they all incur exponential dependencies in c. In the
next section we will reduce this to a linear dependency, but we will do so by combining
the constructions of this section parameterised with c = 2.
2.1 Matrices with independent and identical rows
The classic JL matrix, M ∈ Rm×d, is a dense matrix with independent Sub Gaussian
entries, such as Gaussians or Rademachers (±1 with even chance.) The formal definition
of such a variable is that ‖X‖p . √p.
In this section we analyse our construction on a slightly more general family of matrices.
In particular we consider M constructed as follows:
Theorem 2. Let ε, δ ∈ [0, 1] and let c ≥ 1 be some integer. Let T ∈ Rm×d be a mat-
rix with iid. rows T1, . . . , Tm ∈ Rd such that E
[
(T1x)
2
]
= ‖x‖22 and ‖T1x‖p ≤
√
ap‖x‖2
for some a > 0 and all p ≥ 2. Let M = T (1) • · · · • T (c) where T (1), . . . , T (c) are inde-
pendent copies of T . Then there exists a constant K > 0 such that M has the (ε, δ)-
Strong JL Moment Property given
m ≥ K [(4a)2cε−2 log 1/δ + (2ae)cε−1(log 1/δ)c] .
Remark In the particular case of rows with iid. Rademachers we get a =
√
3/4 (the
Khintchine constant from Lemma 1) and
m = O
(
3cε−2 log 1/δ + ε−1(2.36 log 1/δ)c
)
.
The same constants also holds for standard Gaussian random variables. In the case of
constant c = O(1) this is simply O
(
ε−2 log 1/δ + ε−1(log 1/δ)c
)
. This improves upon the
parallel work in [2] which gets m = Ω(ε−2 log 1/εδ + ε−1(log 1/εδ)c) in this range.
If we are only interested in the JL property, and not the strong version, it is possible
to get
(
log 1/δ
c
)c
in the right term at the cost of an extra factor ec on the left term.
The proof is based on a generalized Khintchine inequality for tensor products (Lemma 2),
as well as the following consequence of a strong result by Lata la (Lemma 3):
Corollary 2. Let p ≥ 2, C > 0 and α ≥ 1. Let (Xi)i∈[n] be iid. mean 0 random variables
such that ‖Xi‖p ∼ (Cp)α, then ‖
∑
iXi‖p . Cαmax{2α
√
pn, (ep)α}.
We prove this in Appendix B, but for now we focus on the proof of Theorem 2.
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Proof. Without loss of generalization we may assume ‖x‖2 = 1. We notice that
∥∥‖Mx‖22 − 1∥∥p ≤∥∥ 1
m
∑
i(Mix)
2 − 1∥∥
p
is the mean of iid. random variables. Call these Zi = (Mix)
2 − 1.
Then EZi = 0 and ‖Zi‖p =
∥∥(Mix)2 − 1∥∥p . ∥∥(Mix)2∥∥p = ‖Mix‖22p by symmetrization
(see e.g. [25]). Now by the assumption ‖T1x‖p ≤
√
ap‖x‖2 = √ap, and by Lemma 2, we
get that ‖Mix‖p =
∥∥∥(T (1)i ⊗ · · · ⊗ T (c)i )x∥∥∥
p
≤ (ap)c/2, and so ‖Zi‖p ≤ (2ap)c for all i ∈ [m].
We now use Corollary 2 which implies∥∥∥∥∥ 1m∑
i
Zi
∥∥∥∥∥
p
≤ Lmax
{
(4a)c
√
p/m, (2eap)c/m
}
,
for some constant L. Taking m = (Le)2max{(4a)2cε−2 log 1/δ, (2ae)cε−1(log 1/δ)c} we get∥∥∥∥∥ 1m∑
i
Zi
∥∥∥∥∥
p
≤ max
{
ε
e
√
p
log 1/δ
,
ε
e2
(
p
log 1/δ
)c}
≤ ε
e
√
p
log 1/δ
,
where we used c ≥ 1 and p ≤ log 1/δ.
We show in Appendix B.1 that the analysis is optimal up to constant factors. This is
harder than showing the upper bound, but for the particular case of c = 2 the following
simple argument gives the intuition:
Assume M and T are iid. Gaussian matrices and x = e⊗21 were a simple tensor with
a single 1 entry. Then |‖(M • T )x‖22 − ‖x‖22| = |‖Mx′ ◦ Tx′‖22 − 1| ∼ |(gg′)2 − 1| for
g, g′ ∈ R iid. Gaussians. Now Pr[(gg′)2 > (1 + ǫ)] ≈ exp(−min(ǫ,√ǫ)), thus requiring
m = Ω(ǫ−2 log 1/δ + ǫ−1(log 1/δ)2) matching the upper bound.
2.2 Fast Constructions
The construction with independent rows can be applied to order c tensors in the time it
takes to do c matrix-vector multiplications. The issue is that those each take time md.
For large m and d we would like to get this closer to the size of the input. In this section
we analyse an approach that takes just m+ d log d time per matrix multiplication.
As mentioned we will analyse SHD • S′H ′D′ • · · · ∈ Rm×dc where S ∈ Rm×d is a
sampling matrix with one 1 per row; H ∈ Rd×d is the Hadamard matrix defined as[
1 1
1 −1
]⊗k
when d = 2k; and D ∈ Rd×d is a diagonal matrix with ±1 entries. Each of these
allow fast matrix multiplication, which immediately gives that SHD can be applied fast.
What is more surprising is that, given the diagonal of D is a tensor product of shorter
Rademacher vectors, the SHD construction is particularly applicable to tensor sketching.
For an example of this, see Fig. 1 below.
The properties we will use are the following:
1. If S and S′ are iid. sampling matrices with independent rows, then S • S′ is also a
sampling matrix with independent rows. This follows because sampling a random
value in [d2] can be decomposed as sampling i1, i2 ∈ [d] and then taking i = i1d+ i2.
This is exactly what happens when tensoring a row of S with a row of S′.
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SHD(x⊗ y)
=

1 0 0 00 0 1 0
0 1 0 0




1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1




σ1ρ1 0 0 0
0 σ1ρ2 0 0
0 0 σ2ρ1 0
0 0 0 σ2ρ2




x1y1
x2y1
x1y2
x2y2


=



1 00 1
1 0

 •

1 01 0
0 1



([1 1
1 −1
]
⊗
[
1 1
1 −1
])([
σ1 0
0 σ2
]
⊗
[
ρ1 0
0 ρ2
])([
x1
x2
]
⊗
[
y1
y2
])
=



1 00 1
1 0

 •

1 01 0
0 1



([1 1
1 −1
] [
σ1 0
0 σ2
] [
x1
x2
]
⊗
[
1 1
1 −1
] [
ρ1 0
0 ρ2
] [
y1
y2
])
=

1 00 1
1 0

[1 1
1 −1
] [
σ1 0
0 σ2
] [
x1
x2
]
◦

1 01 0
0 1

[1 1
1 −1
] [
ρ1 0
0 ρ2
] [
y1
y2
]
.
Figure 1: An example of splitting up Hadamard matrices and tensor-diagonal matrices for
the Fast Tensor Johnson Lindenstrauss transformation using the mixed product property
of tensor products.
2. Since the Hadamard matrix H of size d equals
[
1 1
1 −1
]⊗k
for some k (remember we
assume d is a power of 2), we naturally have that H ⊗H is the Hadamard matrix
of size d2.
3. If D and D′ are diagonal matrices with respectively σ ∈ Rd and ρ ∈ Rd on their
diagonals, then it is easy to check that D ⊗D′ is a diagonal matrix with σ ⊗ ρ on
its diagonal.
From these facts we have that SHD • S′H ′D′ = S′′HD′′ which is exactly a Fast JL
construction, except for D now having a simple tensor on its diagonal instead of a fully
independent Rademacher vector. The theorem below will show that, up to some extra log
factors, this is not a problem.
Theorem 3 (Fast Tensor Johnson Lindenstrauss). Let c ∈ Z>0, and (D(i))i∈[c] ∈
∏
i∈[c]R
di×di
be independent diagonal matrices with independent Rademacher variables. Define d =∏
i∈[c] di and D =
⊗
i∈[c]Di ∈ Rd×d. Let S ∈ Rm×d be an independent sampling matrix
which samples exactly one coordinate per row. Let x ∈ Rd be any vector with ‖x‖2 = 1
and p ≥ 1, then
∥∥∥ 1m ‖SHDx‖22 − 1∥∥∥p .
√
pqc
m
+
pqc
m
,
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where q = max{p, logm}. Setting m = ǫ−2 log 1/δ(K ′ log 1/ǫδ)c for some universal con-
stant K ′, we get that 1√
m
SHD satisfies the Strong JL Moment Property (Definition 1).
Note that setting c = 1, the analysis is very similar to the Fast Johnson Lindenstrauss
analysis in [8, 25].
Proof of Theorem 3. For every i ∈ [m] we let Si be the random variable that says which
coordinate the i’th row of S samples, and we define the random variable Zi = Mix =
HSiDx. We note that since the variables (Si)i∈[m] are independent then the variables
(Zi)i∈[m] are conditionally independent given D, that is, if we fix D then (Zi)i∈[m] are
independent.
We use Lemma 5, the triangle inequality, and Cauchy-Schwartz to get that∥∥∥∥∥∥ 1m
∑
i∈[m]
Z2i − 1
∥∥∥∥∥∥
p
=
∥∥∥∥∥∥∥E



 1
m
∑
i∈[m]
Z2i − 1

p
∣∣∣∣∣∣ D

1/p
∥∥∥∥∥∥∥
p
(1)
.
1
m
∥∥∥∥∥∥√pE
[(
max
i∈[m]
Z2i
)p ∣∣∣∣ D
]1/(2p)√∑
i∈[m]
E
[
Z2i
∣∣ D]+ pE[(max
i∈[m]
Z2i
)p ∣∣∣∣ D
]1/p∥∥∥∥∥∥
p
(2)
≤
√
p
m
∥∥∥∥∥∥E
[(
max
i∈[m]
Z2i
)p ∣∣∣∣ D
]1/(2p)√∑
i∈[m]
E
[
Z2i
∣∣ D]
∥∥∥∥∥∥
p
+
p
m
∥∥∥∥max
i∈[m]
Z2i
∥∥∥∥
p
(3)
≤
√
p
m
∥∥∥∥maxi∈[m]Z2i
∥∥∥∥1/2
p
∥∥∥∥∥∥
∑
i∈[m]
E
[
Z2i
∣∣ D]
∥∥∥∥∥∥
1/2
p
+
p
m
∥∥∥∥maxi∈[m]Z2i
∥∥∥∥
p
. (4)
Here Eq. (1) follows from the definition of the p-norm as well as the law of total expectation,
Eq. (2) follows from Lemma 5, Eq. (3) is the triangle inequality, and Eq. (4) uses Cauchy
Schwarz: ‖AB‖p ≤ ‖A‖2p ‖B‖2p as well as a few manipulations of norms and powers.
By orthogonality of H we have ‖HDx‖22 = d ‖x‖22 independent of D. Hence∑
i∈[m]
E
[
Z2i
∣∣ D] = ∑
i∈[m]
‖x‖22 = m .
To bound
∥∥maxi∈[m] Z2i ∥∥p we first use Lemma 2 to show∥∥Z2i ∥∥p = ‖HSiDx‖22p = ‖Dx‖22p ≤ pk ‖x‖22 .
We then bound the maximum using a sufficiently high powered sum:
∥∥∥∥maxi∈[m]Z2i
∥∥∥∥
p
≤
∥∥∥∥maxi∈[m]Z2i
∥∥∥∥
q
≤

∑
i∈[m]
∥∥Z2i ∥∥qq

1/q ≤ m1/qqc ‖x‖22 ≤ eqc ,
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where the last inequality follows from q ≥ logm. This gives us that∥∥∥∥∥∥ 1m
∑
i∈[m]
Z2i − ‖x‖22
∥∥∥∥∥∥
p
.
√
pqc
m
+
pqc
m
,
which finishes the first part of the proof.
To show the Strong JL Moment Property we choose q = 2e logm/δ and m such that
m = Kε−2(log 1/δ)qc . ε−2(log 1/δ)(K ′ log 1/εδ)c for some universal constants K and K ′.
Then √
pqc
m
+
pqc
m
≤ ε
(√
p
K log 1/δ
+
εp
K log 1/δ
)
≤ ε
e
√
p
log 1/δ
for p ≤ log 1/δ.
3 The High Probability Tensor Sketch
In the previous section we assumed that a tensor sketch had to look like M = M (1) •
M (2) • · · · •M (c) for some matrices M (i), such that M(x⊗ y ⊗ . . . ) =M (1)x ◦M (2)y ◦ . . . .
This worked well when c was constant, but as we saw it produced a matrix with a number
of rows exponential in c.
In this section we instead consider a “sketch and reduce” approach. We’d like to have
M(x⊗ y ⊗ z . . . ) =M (1)(x⊗M (2)(y ⊗M (3)(z ⊗ . . . )))
where we assume the vectors are already sufficiently reduced. If M (i) are good tensor
sketches for c = 2 this combination should be fast and succinct. The matrix M that
expands as above on tensors is
M =M (c)(M (c−1) ⊗ Id)(M (c−2) ⊗ Id2) . . . (M (1) ⊗ Idc−1),
or more formally M = Q(c) where Q(0) = 1 ∈ R and recursively Q(i) =M (i)(Q(i−1)⊗ Id) ∈
R
m×di .
In this section we will prove Theorem 1 using this construction. We do this in two
steps: 1) We show that each ofM (c−i)⊗Idi has the (ε, δ)-Strong JL Moment Propertyand
2) That the product of such matrices have it.
The first step follows rather easily from the following lemma:
Lemma 6. Let ε ∈ (0, 1), δ > 0 and p ≥ 0. If P ∈ Rm1×d1 and Q ∈ Rm2×d2 are two
random matrices (not necessarily independent) such that
∥∥∥‖Px‖22 − 1∥∥∥
p
and
∥∥∥‖Qx‖22 − 1∥∥∥
p
are both upper bounded by κ for all x ∈ Rd1 (resp. x ∈ Rd2), ‖x‖2 = 1; then ‖(P ⊕Q)x‖p ≤
κ
Proof. Let x ∈ Rd1+d2 and choose y ∈ Rd1 and z ∈ Rd2 such that x = y ⊕ z. Now using
the triangle inequality and, we get that∥∥∥‖(P ⊕Q)x‖22 − ‖x‖22∥∥∥
p
=
∥∥∥‖Py‖22 + ‖Pz‖22 − ‖y‖22 − ‖z‖22∥∥∥
p
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≤
∥∥∥‖Py‖22 − ‖y‖22∥∥∥
p
+
∥∥∥‖Qz‖22 − ‖z‖22∥∥∥
p
≤ κ ‖y‖22 + κ ‖z‖22
= κ ‖y ⊕ z‖22 ,
which is what we want, since y ⊕ z = x.
An easy consequence of this lemma is that for any matrixQ with the (ε, δ)-Strong JL Moment Property,
then Iℓ⊗Q and Q⊗Iℓ have the (ε, δ)-Strong JL Moment Property too. This follows simply
from Iℓ ⊗ Q = Q⊕Q⊕ . . .⊕Q︸ ︷︷ ︸
ℓ times
and the fact that you can obtain Q ⊗ Iℓ by reordering
the rows and columns of Iℓ ⊗Q, which does not change the JL moment property since it
corresponds to permutations of the input or output vectors.
We continue to show a “product lemma” for JL matrices, to complement the one we
just proved for sums.
Lemma 7. There exists a universal constant L, such that for any ε, δ ∈ [0, 1], if M (1) ∈
R
d2×d1 , . . . ,M (c) ∈ Rdc+1×dc are independent random matrices with the Strong (ε/(L√k), δ)-
JL Moment Property, then the matrixM =M (c) · · ·M (1) has the (ε, δ)-Strong JL Moment Property.
Proof. Let x ∈ Rd be an arbitrary, fixed unit vector, and fix 1 < p ≤ log(1/δ). We define
Xi =
∥∥M (i) · · ·M (1)x∥∥2
2
and Yi = Xi−Xi−1 for every i ∈ [k]. By telescoping we then have
that Xk − 1 =
∑
i∈[k] Yi.
We will prove by induction on k ∈ [c] that∥∥∥∥∥∥
∑
i∈[k]
Yi
∥∥∥∥∥∥
p
≤ ε
e
√
t
log(1/δ)
≤ 1 for all k ∈ [c]. (5)
Intuitively this should be true, since Yi’s are a sub-Gaussian Martingale difference sequence,
however the lack of a moment generating function makes it more tricky to show. Note
that since
∑
i∈[c] Yi = Xc − 1 = ‖Mx‖22 − 1, this is exactly the statement that M has the
(ε, δ)-Strong JL Moment Property.
Induction start: For i = 1 we have Y1 = X1 −X0 =
∥∥M (1)x∥∥2
2
− ‖x‖22. Now as M (1)
has the (ε/(L
√
k), δ)-Strong JL Moment Property we get that∥∥∥∥∥∥
∑
i∈[1]
Yi
∥∥∥∥∥∥
p
=
∥∥∥∥∥∥∥M (1)x∥∥∥22 − 1
∥∥∥∥
p
≤ ε
eL
√
k
√
p
log(1/δ)
≤ ε
e
√
p
log(1/δ)
.
For the induction step we introduce (T (i))i∈[k] as independent copies of (M (i))i∈[k] and
define Zi =
∥∥T (i)M (i−1) . . .M (1)x∥∥2
2
−∥∥M (i−1) . . .M (1)x∥∥2
2
for every i ∈ [k]. We can verify
the following three properties:
1. Pr
[
Zk > t
∣∣ (M (j))j∈[k−1]] = Pr[Yk > t ∣∣ (M (j))j∈[k−1]] for every t ∈ R, k ∈ [c].
2. The sequence (Zi)i∈[c] is conditionally independent given (M (i))i∈[c].
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3. Pr
[
Zk > t
∣∣ (M (i))i∈[c−1]] = Pr[Zk > t ∣∣ (M (i))i∈[c]] for every t ∈ R, k ∈ [c].
This means we can use Lemma 4 to get∥∥∥∥∥∥
∑
i∈[k]
Yi
∥∥∥∥∥∥
p
≤ C0
∥∥∥∥∥∥
∑
i∈[k]
Zi
∥∥∥∥∥∥
p
for every i ∈ [c] (6)
and so it suffices to show Eq. (5) on
∑
i∈[k] Zi which is somewhat more well behaved than∑
i∈[k] Yi.
Now assume that (5) is true for i−1. Using (6) we get that ‖Xi − 1‖p =
∥∥∥∑j∈[i] Yj∥∥∥
p
≤
C0
∥∥∥∑j∈[i]Zj∥∥∥
p
. By using that (T (j))j∈[i] has the Strong (ε/(L
√
k), δ)-JL Moment Prop-
erty together with Khintchine’s inequality (Lemma 1), we get that∥∥∥∥∥∥
∑
j∈[i]
Zj
∥∥∥∥∥∥
p
=
∥∥∥∥∥∥∥E



∑
j∈[i]
Zj

p
∣∣∣∣∣∣ (M (j))j∈[i]

1/p
∥∥∥∥∥∥∥
p
≤ C1
∥∥∥∥∥∥ εeL√k
√
p
log(1/δ)
√∑
j∈[i]
X2j
∥∥∥∥∥∥
p
≤ C1 ε
e
√
p
log(1/δ)
1
L
√
k
√∑
j∈[i]
‖Xj‖2p,
where the last inequality follows from the triangle inequality. Using the triangle inequality
and (5) we have ‖Xi‖p ≤ 1+‖Xk − 1‖p = 1+
∥∥∥∑i∈[k] Yi∥∥∥
p
≤ 2 by the induction hypothesis.
Setting L = 2C0C1 we get that∥∥∥∥∥∥
∑
i∈[k]
Yi
∥∥∥∥∥∥
p
≤ ε
e
√
p
log(1/δ)
C0C1
L
√
k
√∑
i∈[k]
‖Xi‖2p
≤ ε
e
√
p
log(1/δ)
C0C1
L
√
k
2
√
k
≤ ε
e
√
p
log(1/δ)
,
which finishes the induction.
Combining the two lemmas finally gives Theorem 1.
4 Oblivious Subspace Embedding
In this last section of paper we show how to get an Oblivious Subspace Embedding using
our results. First we formally define Oblivious Subspace Embedding.
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Definition 3 (ε-Subspace embedding). M ∈ Rk×D is a subspace embedding for Λ ⊆ RD
if for any x ∈ Λ,
|‖Mx‖2 − ‖x‖2| ≤ ε‖x‖2.
Definition 4 ((λ, ε, δ)-Oblivious Subspace Embedding). A distribution, M, over Rm×D
matrices is a (D,λ)-Oblivious Subspace Embedding if for any linear subspace, Λ ⊆ RD, of
dimension λ, M ∼M is an ε-subspace embedding for Λ with probability at least 1− δ.
We show two different ways to obtain an Oblivious Subspace Embedding. The first
approach is using Approximate Matrix Multiplication, which is formally defined below,
and the approach is using a standard net-argument.
Definition 5 ((ε, δ)-Approximate Matrix Multiplication). We say a distribution over
random matrices M ∈ Rk×d has the (ε, δ)-Approximate Matrix Multiplication property if
for any matrices A,B with proper dimensions,
‖‖ATMTMB −ATB‖F ‖p ≤ εδ1/p‖A‖F ‖B‖F .
We will show that the JL-moment property implies Approximate Matrix Multiplication.
To do this we first show that the JL-moment property implies concentration on the inner
product of two vectors.
Lemma 8 (Two vector JL-moment property). For any x, y ∈ Rd, if S has the (ε, δ)-JL-
moment-property, then also
‖(Sx)T (Sy)− xT y‖p ≤ εδ1/p‖x‖2‖y‖2 (7)
Proof. We can assume by linearity of the norms that ‖x‖2 = ‖y‖2 = 1. We then use
that ‖x − y‖22 = ‖x‖22 + ‖y‖22 − 2xT y and ‖x + y‖22 = ‖x‖22 + ‖y‖22 + 2xT y such that
xT y = (‖x+ y‖22 − ‖x− y‖22)/4.
Plugging this into the left hand side of Eq. (7) gives
‖(Sx)T (Sy)− xT y‖p =
∥∥‖Sx+ Sy‖22 − ‖x+ y‖22 − ‖Sx− Sy‖22 + ‖x− y‖22∥∥p/4
≤ (∥∥‖S(x+ y)‖22 − ‖x+ y‖22∥∥p + ∥∥‖S(x− y)‖22 − ‖x− y‖22∥∥p)/4
≤ εδ1/p(‖x+ y‖22 + ‖x− y‖22)/4 (JL property)
= εδ1/p(‖x‖22 + ‖y‖22)/2
= εδ1/p.
Now we can prove the following lemma which was first proved in [17] theorem 6.2, see
also [33].
Lemma 9 (JL implies Approximate Matrix Multiplication). Any distribution that has the
(ε, δ, p)-JL-moment-property has the (ε, δ, p)-Approximate Matrix Multiplication property.
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We note that [33] has a factor of 3 on ε, but this can be removed with Lemma 8. We
give a short proof for completion:
Proof.
∥∥∥∥ATMTMB −ATB∥∥
F
∥∥
p
=
∥∥∥∑
i,j
(AiM
TMBTj −AiBTj )2
∥∥∥1/2
p/2
≤
√∑
i,j
∥∥∥AiMTMBTj −AiBTj ∥∥∥2
p
≤
√∑
i,j
(εδ1/p ‖Ai‖2 ‖Bj‖2)2
= εδ1/p ‖A‖F ‖B‖F .
Lemma 10. Any distribution that has the (ε/λ, δ)-JL-moment-property is a (λ, ε)-oblivious
subspace embedding.
Proof. Let U ∈ Rλ×m be orthonormal such that UTU = I, it then suffices (by [33]) to show
‖UTMTMU − I‖ ≤ ε. From Lemma 9 we have that ‖UTMTMU − I‖ ≤ εδ1/p‖U‖2F =
εδ1/pλ.
The second way to get an Oblivious Subspace Embedding is using a standard net-
argument.
Lemma 11. There is a C > 0, such that any distribution that has the (ε, δe−Cλ)-JL-
moment-property is a (λ, ε)-oblivious subspace embedding.
Proof. For any λ-dimensional subspace, Λ, there exists an ε-net T ⊆ Λ ∩ Sd−1 of size Cd
such that if M preserves the norm of every x ∈ T then M preserves all of Λ up to 1 + ε.
See [33] for details.
4.1 Combination lemmas
It is also possible to show lemmas similar to Lemma 6 and Lemma 7 for Oblivious Subspace
Embeddings. Combined with an OSE analysis of JL, merging that of [8] and Theorem 3
one gets another way to achieve a fast OSE tensor sketch with linear dependence on λ.
Lemma 12 (A Direct Sum is an OSE). Let M ∈ Rm×d be an (ε, δ/b)-oblivious subspace
embedding, then M ⊗ Ib ∈ Rmb×db is an (ε, δ)-oblivious subspace embedding.
Intuitively, let A[i] denote the ith block of A = [A[1], . . . , A[b]]
T . By a union bound M
is a subspace embedding for each block. We then intuitively have
‖(M ⊗ Ib)Ax‖22 =
∑
i∈[b]
∥∥MA[i]x∥∥22 = (1± ε)∑
i∈[b]
∥∥A[i]x∥∥22 = (1± ε) ‖Ax‖22 .
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Proof. We can make this more formal, using that ‖X‖ = supx |xTXx| for symmetric
X and x a unit vector. This means that the subspace property is equivalent with that
|xT (AT[i]MTMA[i] −AT[i]A[i])x| ≤ ε xTAT[i]A[i]x for all i ∈ [b] and vectors x.
Hence∥∥AT (M ⊗ Ib)T (M ⊗ Ib)A−ATA∥∥ = sup
x
∣∣xT (AT (M ⊗ Ib)T (M ⊗ Ib)A−ATA)x∣∣
= sup
x
∣∣∣∣∣∣
∑
i∈[b]
xT (AT[i]M
TMA[i] −AT[i]A[i])x
∣∣∣∣∣∣
≤ sup
x
∑
i∈[b]
∣∣∣xT (AT[i]MTMA[i] −AT[i]A[i])x∣∣∣
≤ sup
x
∑
i∈[b]
ε xTAT[i]A[i]x
= ε sup
x
xTATAx
= ε
∥∥ATA∥∥
= ε ‖A‖2 .
This implies the non-symmetric case∥∥AT (M ⊗ Ib)T (M ⊗ Ib)B −ATB∥∥ ≤ 2ε ‖A‖ ‖B‖
by an argument in [8]. (Basically taking a single space large enough to contain both A
and B.)
Note that this matches what we have for the JL-moment-property except that it re-
quires a union bound, rather than just individual moment bounds.
Lemma 13 (A Product is an OSE). Let M (1), . . . ,M (c) have the Moment-OSE property,
in other words assume that
∥∥∥∥ATM (i)TM (i)A− I∥∥∥∥
p
≤ εδ1/p for some p and all i, when
ATA = I.
Then ∥∥∥∥∥∥ATM (c)T · · ·M (1)TM (1) · · ·M (c)A− I∥∥∥∥∥∥
p
≤ (1 + εδ1/p)c − 1.
Note that for small ε or δ this is ≈ nεδ1/p.
Proof. We show this for the case c = 2.∥∥∥∥AT (MT )T (MT )A− I∥∥∥∥
p
≤ ∥∥∥∥ATT TMTMTA−ATT TTA∥∥∥∥
p
+
∥∥∥∥ATT TTA− I∥∥∥∥
p
≤ εδ1/p ∥∥∥∥ATT TTA∥∥∥∥
p
+ εδ1/p
≤ εδ1/p(
∥∥∥∥ATT TTA− I∥∥∥∥
p
+ 1) + εδ1/p
≤ (1 + εδ1/p)2 − 1.
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By induction these results can be extended to give (1+ εδ1/p)c− 1 ≈ cεδ1/p for composing
n subspace embeddings.
Alternatively we can show the same thing directly without normalization:∥∥∥∥AT (MT )T (MT )B −ATB∥∥∥∥
p
≤
∥∥∥∥ATT TMTMTB −ATT TTB∥∥∥∥
p
+
∥∥∥∥ATT TTB −ATB∥∥∥∥
p
≤ εδ1/p ‖‖TA‖ ‖TB‖‖p + εδ1/p ‖A‖ ‖B‖
≤ εδ1/p
∥∥∥‖T‖2∥∥∥
p
‖A‖ ‖B‖ + εδ1/p ‖A‖ ‖B‖
≤ εδ1/p(
∥∥∥∥T TT − I∥∥∥∥
p
+ 1) ‖A‖ ‖B‖ + εδ1/p ‖A‖ ‖B‖
≤ ((1 + εδ1/p)2 − 1) ‖A‖ ‖B‖ .
It is likely that a “strong OSE moment” property would be able to reduce that to
≈ √nεδ1/p, similar to the JL case. However this seems to be outside of current random
matrix techniques.
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A Proof of Auxiliary Lemmas
Lemma 2 (Generalized Khintchine’s Inequality). Let p ≥ 1, c ∈ Z>0, and (σ(i) ∈ Rdi)i∈[c]
be independent vectors each satisfying the Khintchine inequality
∥∥〈σ(i), x〉∥∥
p
≤ Cp‖x‖2 for
any vector x ∈ Rdi. Let (ai1,...,ic ∈ R)ij∈[dj ],j∈[c] be a tensor in Rd1×···×dc, then∥∥∥∥∥∥
∑
i1∈[d1],...,ic∈[dc]

∏
j∈[c]
σ
(j)
ij

 ai1,...,ic
∥∥∥∥∥∥
p
≤ Ccp

 ∑
i1∈[d1],...,ic∈[dc]
a2i1,...,ic

1/2 .
Or, considering a ∈ Rd1···dc a vector, then simply
∥∥〈σ(1) ⊗ · · · ⊗ σ(c), a〉∥∥
p
≤ Ccp ‖a‖2.
Proof. The proof will be by induction on c. For c = 1 then the result is by assump-
tion. So assume that the result is true for every value up to c − 1. Let Bi1,...,ic−1 =∑
ic∈[dc] σ
(c)
ic
ai1,...,ic . We then pull it out of the left hand term in the theorem:∥∥∥∥∥∥
∑
i1∈[d1],...,ic∈[dc]

∏
j∈[c]
σ
(j)
ij

 ai1,...,ic
∥∥∥∥∥∥
p
=
∥∥∥∥∥∥
∑
i1∈[d1],...,ic−1∈[dc−1]

 ∏
j∈[c−1]
σ
(j)
ij

Bi1,...,ic−1
∥∥∥∥∥∥
p
≤ Cc−1p
∥∥∥∥∥∥∥

 ∑
i1∈[d1],...,ic−1∈[dc−1]
B2i1,...,ic−1

1/2
∥∥∥∥∥∥∥
p
(8)
= Cc−1p
∥∥∥∥∥∥
∑
i1∈[d1],...,ic−1∈[dc−1]
B2i1,...,ic−1
∥∥∥∥∥∥
1/2
p/2
≤ Cc−1p

 ∑
i1∈[d1],...,ic−1∈[dc−1]
∥∥∥B2i1,...,ic−1∥∥∥p/2

1/2 (9)
= Cc−1p

 ∑
i1∈[d1],...,ic−1∈[dc−1]
∥∥Bi1,...,ic−1∥∥2p

1/2 .
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Here Eq. (8) is the inductive hypothesis and Eq. (9) is the triangle inequality. Now∥∥Bi1,...,ic−1∥∥2p ≤ C2p∑ic∈[dc] a2i1,...,ic by Khintchine’s inequality, which finishes the induction
step and hence the proof.
Lemma 5 (Rosenthal-type inequality). Let p ≥ 2 and X0, . . . ,Xk−1 be independent non-
negative random variables with p-moment, then∥∥∥∥∥∥
∑
i∈[k]
(Xi − E[Xi])
∥∥∥∥∥∥
p
.
√
p
√∑
i∈[k]
E[Xi]
∥∥∥∥max
i∈[k]
Xi
∥∥∥∥1/2
p
+ p
∥∥∥∥max
i∈[k]
Xi
∥∥∥∥
p
Proof.∥∥∥∥∥∥
∑
i∈[k]
(Xi − E[Xi])
∥∥∥∥∥∥
p
.
∥∥∥∥∥∥
∑
i∈[k]
σiXi
∥∥∥∥∥∥
p
(Symmetrization)
.
√
p
∥∥∥∥∥∥
∑
i∈[k]
X2i
∥∥∥∥∥∥
1/2
p/2
(Khintchine’s inequality)
≤ √p
∥∥∥∥∥∥
(
max
i∈[k]
Xi
)∑
i∈[k]
Xi
∥∥∥∥∥∥
1/2
p/2
(Non-negativity)
≤ √p ‖maxXi‖1/2p
∥∥∥∥∥∥
∑
i∈[k]
Xi
∥∥∥∥∥∥
1/2
p
(Cauchy)
≤ √p ‖maxXi‖1/2p

√∑
i∈[k]
E[Xi] +
∥∥∥∥∥∥
∑
i∈[k]
(Xi − E[Xi])
∥∥∥∥∥∥
1/2
p

 .
Now let C =
∥∥∥∑i∈[k](Xi − E[Xi])∥∥∥1/2
p
, B =
√∑
i∈[k]E[Xi], and A =
√
p ‖maxXi‖1/2p .
then we have shown C2 ≤ A(B + C). That implies C is smaller than the largest of the
roots of the quadratic. Solving this quadratic inequality gives C2 . AB+A2 which is the
result.
B Upper and Lower Bounds for Sub-Gaussians
The following simple corollaries will be used for both upper and lower bounds:
Corollary 3. Let 2n ≥ p ≥ 2, C > 0 and α ≥ 1. Let (Xi)i∈[n] be iid. mean 0 random
variables such that ‖Xi‖p ∼ (Cp)α, then∥∥∥∥∥∑
i
Xi
∥∥∥∥∥
p
∼ Cαmax{2α√pn, (n/p)1/ppα}.
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Proof. We show that the expression f(s) = ps
(
n
p
)1/s
sα in Lemma 3 is maximized either
by minimizing or maximizing the parameter s. It suffices to show that the derivat-
ive df(s)ds
p
s =
−p
s3−α
(np )
1/s
(
(1− α)s + log np
)
is non-decreasing in s, which follows from
(n/p)1/ssα−3 being positive. Hence we either take s = max{2, n/p} or s = p, but from the
assumption 2n ≥ p that gives the corollary.
On the upper bound side we can simplify things a bit.
Corollary 2. Let p ≥ 2, C > 0 and α ≥ 1. Let (Xi)i∈[n] be iid. mean 0 random variables
such that ‖Xi‖p ∼ (Cp)α, then∥∥∥∥∥∑
i
Xi
∥∥∥∥∥
p
. Cαmax{2α√pn, (ep)α}.
Proof. The requirement on the upper bound disappears since we can always take the
supremum over a larger range without decreasing the result. We get rid of the term
(n/p)1/p ≤ n1/p with the following argument: Assume n1/ppα dominates the maximum.
Then 2α
√
pn ≤ n1/ppα =⇒ n1/p ≤ ((p/2)αp−1/2) 2p−2 . One can check that p −1p−2 ≤ 1 and
(p/2)
2
p−2 is decreasing for p ≥ 2 and so n1/p is bounded by limp→2(p/2)
2α
p−2 = eα.
For the lower bound we will also use the following result by Hitczenko, which provides
an improvement on Khintchine for Rademacher random variables.
Lemma 14 (Sharp bound on Rademacher sums [13]). Let σ ∈ {−1, 1}n be a random
Rademacher sequence and let a ∈ Rn be an arbitrary real vector, then
‖〈a, σ〉‖p ∼
∑
i≤p
ai +
√
p
(∑
i>p
a2i
)1/2
Finally the lower bound will use the Paley-Zygmund inequality (also known as the
one-sided Chebyshev inequality):
Lemma 15 (Paley-Zygmund). Let X ≥ 0 be a real random variable with finite variance,
and let θ ∈ [0, 1], then
Pr[X > θE[X]] ≥ (1− θ)2E[X]
2
E[X2]
.
A classical strategy when using Paley-Zygmund is to prove E[X] ≥ 2ε and E[X]2 /E[X2] >
4δ for some ε, δ > 0, and then take θ = 1/2 to give Pr[X > ε] > δ.
B.1 Lower Bound for Sub-Gaussians
The following lower bound considers the sketching matrix consisting of the direct com-
position of matrices with Rademacher entries. Note however that the assumptions on
Rademachers are only used to show that the p-norm of a single row with a vector is ∼ √p.
For this reason the same lower bound hold if the Rademacher entries are substituted for
say Gaussians.
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Theorem 4 (Lower bound). For some constants C1, C2, B > 0, let d,m, c ≥ 1 be integers,
let ε ∈ [0, 1] and δ ∈ [0, 1/16]. Further assume that d ≥ log 1/δ ≥ c/B. Then the following
holds.
Let M (1), . . . ,M (c) ∈ Rm×d be matrices with all independent Rademacher entries and
let M = 1√
m
M (1) • · · · •M (c). Then there exists some unit vector y ∈ Rdc such that if
m < C1max
{
3cε−2
log 1/δ
c
, ε−1
(
C2 log 1/δ
c
)c}
then Pr
[∣∣∣‖My‖22 − 1∣∣∣ > ε] > δ.
Proof. Let y = [1, . . . , 1]T /
√
d ∈ Rd and let x = y⊗c. We have
‖My‖22 − 1 =
1
m
∥∥∥M (1)x ◦ · · · ◦M (c)x∥∥∥2
2
− 1 = 1
m
∑
j∈[m]
( ∏
i∈[c]
Z2i,j
)− 1
where each Zi,j =
∑
k∈[d]M
(i)
j,k/
√
d are independent averages of d independent Rademacher
random variables. By Lemma 14 we have ‖Zi,j‖p ∼ min{
√
p,
√
d} which is √p by the
assumption d ≥ log 1/δ as long as p ≤ log 1/δ. By the expanding Z4i,j into monomials and
linearity of expectation we get ‖Zi,j‖4 = 1√d(d+ 3d(d − 1))
1/4 = (3− 2/d)1/4.
Now define Xj =
∏
i∈[c]Z
2
i,j − 1, then EXj = 0 and ‖Xj‖p ≥
∥∥∥∏i∈[c]Z2i,j∥∥∥
p
− 1 =
‖Zi,j‖2c2p − 1 ≥ Kcpc for some K, assuming p ≥ 2. In particular, ‖Xj‖2 ≥ ‖Zi,j‖2c4 − 1 =
(3− 2/d)c/2 − 1 ∼ 3c/2 by the assumption d ≥ c ≥ 1.
We have
∥∥∥‖My‖22 − 1∥∥∥
p
= 1m
∥∥∥∑j∈[m]Xm∥∥∥
p
is a sum of iid. random variables, so we
can use Corollary 3 to show
K3max
{√
3cp/m, (m/p)1/pKc1p
c/m
}
.
∥∥∥‖My‖22 − 1∥∥∥
p
. K4max
{√
3cp/m, (m/p)1/pKc2p
c/m
}
(10)
for some universal constants K1,K2,K3,K4 > 0.
Assume now that m < max
{
AK233
cε−2 log 1/δc ,
K3
4 ε
−1
(
4AK1
log 1/δ
c
)c}
as in the the-
orem. We take p = 4A log 1/δc for some constant A to be determined. We want to
show
∥∥∥‖My‖22 − 1∥∥∥
p
≥ 2ε. For this we split into two cases depending on which term
of m < max{(1), (2)} dominates. If (1) ≥ (2) we pick the first lower bound in Eq. (10)
and get
∥∥∥‖My‖22 − 1∥∥∥
p
≥ K3
√
3cp/m ≥ K3
√
4ε2
K2
3
= 2ε. Otherwise, if (2) ≥ (1), we pick
the other lower bound and also get:
∥∥∥‖My‖22 − 1∥∥∥
p
≥ K3(m/p)1/pK
c
1p
c
m
≥ K3
2
Kc1
(
4A log 1/δc
)c
K3
4 ε
−1
(
4AK1
log 1/δ
c
)c = 2ε,
where we used (m/p)1/p ≥ e−1/(em) ≥ 1/2 for m ≥ 1. Plugging into Paley-Zygmund
(Lemma 15) we have
Pr
[∣∣∣‖My‖22 − 1∣∣∣ ≥ ε] ≥ Pr
[∣∣∣‖My‖22 − 1∣∣∣p ≥ ∥∥∥‖My‖22 − 1∥∥∥p
p
2−p
]
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4


∥∥∥‖My‖22 − 1∥∥∥
p∥∥∥‖My‖22 − 1∥∥∥
2p


2p
, (11)
where we used that p ≥ 1 so (1− 2−p)2 ≥ 1/4.
There are again two cases depending on which term of the upper bound in Eq. (10)
dominates. If
√
3cp/m ≥ (m/p)1/pKc2pc/m we have using the first lower bound that
‖‖My‖22−1‖p
‖‖My‖22−1‖2p ≥
K3√
2K4
. For the alternative case, (m/p)1/pKc2p
c/m ≥
√
3cp/m, we have
∥∥∥‖My‖22 − 1∥∥∥
p∥∥∥‖My‖22 − 1∥∥∥
2p
≥ K3√
2K4
(m/p)1/p
(m/2p)1/2p
(
K1
2K2
)c
≥ K3
2K4
(
K1
2K2
)c
where (m/p)
1/p
(m/2p)1/2p
≥ e−1/(4em) ≥ 1/√2 for m ≥ 1.
Comparing with (11) we see that it suffices to take A ≤ min{ 1log 2K4/K3 , 1log 2K2/K1 }/32.
This choice also ensures that 1 ≤ p ≤ log 1/δ as we promised. Note that we may assume
in Eq. (10) that K3 ≤ K4 and K1 ≤ K2. We then finally have
1
4
(
K3√
2K4
)2p
≥ 1
4
δ1/(4c) and
1
4
(
K3
2K4
(
K1
2K2
)c)2p
≥ 1
4
δ1/(4c)+1/4,
which are both > δ for c ≥ 1 and δ < 1/16.
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