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1. INTRODUCTION 
In this paper we consider certain doubly transitive permutation groups 
which have monomial representations which are reducible. These groups 
have been studied by Hale and Shult 14) and by Taylor [ I7 1. The stabilizer 
H of a vertex has a subgroup L of index two for which elements of L are not 
conjugate in G to elements of H-L. The monomial representations have 
two invariant subspaces which can be reduced modulo any prime to form 
codes over finite fields. The invariant subspaces form global codes. This 
approach is motivated by the work of Ward 1 181 who considered the groups 
RSLf2, q) and Sp(2n, 4). The codes for PSL(2, q) give the classical extended 
quadratic residue codes. 
In Section 2, we construct the monomial representations and determine the 
two invariant subspaces. Taylor constructed 2-graphs from the centralizer 
algebra of these representations. The invariant subspaces are spanned by 
vectors whose entries are parameters in these Z&graphs. 
We illustrate the construction in the remaining sections with the doubiv 
transitive permutation representation on 176 vertices of the IIigman-Sims 
group. This permutation representation was first discovered by Graham 
Higman. The stabilizer of a vertex is a group H isomorphic to PTU(3, 5). It 
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has a subgroup isomorphic to PSU(3, 5) of index 2. The invariant subspaces 
of the monomial representation have dimensions 22 and 154. The 175 
vertices moved by H are the edges of the Hoffman-Singleton graph on 50 
vertices. A set of 100 cocliques each of size 15 was found in the 
Hoffman-Singleton graph. These are interesting configurations in themselves. 
With each coclique is associated a vector in the 176-dimensional space. 
These 100 vectors are permuted by the monomial matrices. This permutation 
representation gives the original rank three construction of D. Higman and 
C. Sims. 
The reduction modulo two for the 22-dimensional stibspace gives a 22- 
dimensional code over GF(2). The weight enumerator was computed by Neil 
Sloane at Bell Laboratories. There are 176 vectors of minimum weight 50. 
The support of a vector of minimum weight is a block in a 2-(176, 50, 14) 
design first discovered by G. Higman. These vectors span the space. It is 
remarkable that when the row space of the incidence matrix of this design is 
reduced module 2: the vectors of minimum neight are precisely the blocks of 
the design. 
2. A CL.LZSS OF DOUBLY TRANSITIVE GROUPS AND AN INVARIANT CODE 
Let G be a doubly transitive permutation group acting faithfully on a set 
R of size n > 3. Let a E R and let H = G, be the stabilizer in G of a. We 
shall suppose that H has a normal subgroup L of index 2. 
Let Q and 7 be the characters of H given by 
and by 
v(h) = 1. for all h E H. 
7(h) = 1. if hEk. 
=- 1. if hEH\L. 
Let x , ,..., x, be coset representatives of H in G. The permutation represen- 
tation of G is the induced representation yG. If J’ E G then the ijth entry of 
the matrix qG(y) is given by 
oP%9ij = 13 if Hxi ~9 = Hxj, 
zx 0. otherwise. 
The ijth entry of the matrix 7G(~) is given by 
(7G(~)jji = 7(XiI~,uj’), if Hxi y = Hxj. 
= 0. otherwise. 
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We see that for every ~7 E G we have 7’( J,j = D(y) qG( J,). where D( J,) is a 
diagonal matrix with all diagonal entries * 1. 
We consider vG as a representation over the complex numbers 3. Since G 
is doubly transitive, V,,( II) breaks into two distinct irreducible subspaces [3- 
43.41. These are (l’:)= (A(1 ,...? 1 j: 1 E IC ) and iis orthogonal complement 
(I;;‘= ((a,...., a,): .y,=’ ai = 0). 
The following theorem is contained in 14 j as Lemma 2.3 and in / 17 j as 
Theorem 6.1. We include it here to make our work self-contained. 
THEOREM 2.1. The representation 7’ has mo distirzcr irreducible 
comtituetm lf and oni~s if elements of L are ttot conjugate in G to eienzem oj- 
W,,L. 
P~oqf. The norm of a representation IJ of G is defined by 
:!I+/. v’;= l/lGl V ;T,.v(J,),‘. - 
YEG 
Since C+Y’ has two distinct irreducible constituents. i\vs9 qGI = 2 
,I’ E G then (T,@‘(y)l > / T,~‘(,J~)I and so 
?‘EC 
3 lAGI 1: 
?EG 
= (7% 75. 
Either 7G is irreducible or it has two distinct irreducible constituents. If 7” is 
not irreducible then for any ~3 E G the diagonal entries of 7’( J,) all have the 
same sign. Let gJqg ’ be a conjugate of .I’ lying in H. Now g = hs, for some 
h E H and some k = l..... ~1. Thus gJ!g-’ = hx, J’?c,; ‘iz -i and 
We see that gj’g-’ is in L or in HjL according as the diagonal entries of 
7G()‘j are all 1 or all (-1). Reversing the argument shows that if elements of 
L are not conjugate to elements of H\L then 7’ has norm 2 and so has two 
distinct irreducible constituents. 
For the remainder of this section we assume that elements of L are not 
conjugate in G to elements of H’\L. 
It is convenient to determine the effect of changing the coset represen- 
tatives of H in G. Let zi = hixi, where hi E H and i = l,.... 12. If x~J*x,:’ E N 
then xI ~3 = (xi yx,: 1 j xj and 
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where hixiy~J:lhJ:’ E H. The matrix of q”(u) with respect to zi,..., z, is the 
same as the matrix of v”(y) with respect to xi,...,x,. The matrix of 7G(y) 
with respect to z, ,..., z, is DAD -’ = DAD, where A is the matrix of 7’(y) 
with respect to x, ,..., x, and D = diag[7(h,),..., 7(h,)j. If we can find the 
matrix of 7G(~7) with respect to one set of coset representatives then we can 
easily find the matrix of 7G(y) with respect to other sets of coset represen- 
tatives. 
If G has a normal subgroup M of index two for which Mn H = L, the 
representation 7G is easy to describe and does not provide interesting 
subspaces. As G is doubly transitive, M is transitive. This means coset 
representatives x, ,..., x, can be chosen from M. Now if x~Jx,:’ is in H, 
7(xiyxJ:‘) is -1 if and only if 4’ is in G -M. Thus 7’ is the representation 
obtained from pG b y negating all matrices in G-M. The invariant 
subspaces are again (1) and (1)‘. An example of this ocurs in S,. We 
assume throughout this section that G does not have such a normal 
subgroup. 
As a consequence of this assumption and the Focal Subgroup Theorem 
[3, Sect. 7.31, IO] must be even. For if ]R 1 is odd, a Sylow 2-group S of G is 
contained in H. Now S, = S n L has index two in S and elements of S - S, 
are not conjugate to elements of S, and so the Focal Subgroup of S is 
contained in S,. By the Focal Subgroup Theorem 13, Sect. 7.31, G has a 
normal subgroup M if index two such that H n M= L, which we are 
assuming is not the case. Now H acts transitively on the odd set 10 - (a)] 
and so L acts transitively as well. 
We first choose coset representatives so that when the representation 7G is 
restricted to H it has a simple form. Since G is doubly transitive, 1 G / is even 
and we can find an involution r not in H. This choice of an involution is not 
essential but it makes later work cleaner. Let (a)r = b. If c E .O - (a} then 
since L is transitive on 0 - (a) there exists h, E L satisfying (b) h, = c. We 
set h, = e and we note that the elements e, r/z<,, c E R - (a) are coset 
representatives of H in G. 
LEMMA 2.2. If h E H then the matrix of 7’(h) pvith respect o the above 
coset representatives i given bq’ 
7”(h) = 7(h) y’(h). 
ProoJ We note that eh = he. 
If c E R - {a} then zh, h E Hth,, where d = (c)h. Now sh,h = 
(th, hh; ‘t) sh, and th,hh; ‘r E H. Since elements of L are not conjugate to 
elements of H - L and since h,, h, E L we have 
7(z-h,hh,‘s) = 7(h,hh,‘) = 7(h). 
This proves the lemma. 
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We now use a different set of coset representatives to discuss 7”(r). Recall 
that 7G(r) is a matrix of the form Drp’(r) with D a diagonal matrix with 
entries ki. Let K= G,,,,, = HI,, be the stabilizer in G of the two points a. b 
of -0. Suppose 4 is an orbit of Q under K. Suppose c and d are both in 4 
with c’ = (c)r and d’ = d(r). We will find a set of coset representatives for 
which the (c, c’) entry is the same as the (d, d’) entry. For these coset 
representatives, the entire matrix 7G(r) is determined once p”(r) and the 
signs corresponding to the (c, (c)r) positions for one representative of each 
orbit under K have been determined. 
4s z normalizes K, r permutes the orbits of K. Let 4’ =4r. Suppose first 
that r fixes no points of 4. Let h,, hi be elements of H with b/z, = c, bhi = c’. 
Let k, be an element of K with ck, = d. Let ki = rk,q k: is in K and 
c’k; = d’. Now bh,k, = d and bhfk; = d’. With respect to the coset 
representatives rh, and rhi, the (c, c’) entry of 7G(r) is 7(rh,t(h;)-’ 7). With. 
respect to the coset representatives zh, k, and zh:ki, the (d, d’) entry of 7”(r) 
is 
7(th,k,r(k;)-‘(h;)-’ 7) = 7(rh,sh;)p*t). 
This means the signs of these two entries are the same. If 4 # 4 ’ choose an 
element k, for each d in A - (c} and use the coset representatives rib,: 
(rh, kd} for A and the representatives rhi, { sh;rk,s) for A’. The action of 
7G(r) mapping 4 to A’ is plus or minus the permutation action of p,“(7), the 
sign being 7(7h,r(h;)-’ 7). If A = A’, choose an element k, for each 7-orbit 
(d, d’ 1 in A - {c, c’ }. Use the coset representatives T/Q.. rh;, { zh, k,}. 
{rh;rk,si for 4. The action of 7G(r) mapping 4 to 4 is again plus or minus 
the permutation action of q”(r), the sign again being 7(zk,s(hi)-’ T). 
Suppose now that AT = A and A contains a point c fixed by 5. Again let h, 
be an element of N with (b) k, = c. The (c. c) entry of 7’(r) has sign -1 if 
and only if rh,rk;‘7 is in H-L. This is clearly when r is conjugate to an 
element of H-L. The sign is 1 if it is conjugate to an element of I., Now il 
d is in A let k, be an element of K mapping c to d. Suppose dr = d. ist 
k:, = k,. Now the (d,d) entry of 7G(r) has sign -1 if and only if 
rh, k,zd; ‘h; ‘7 is in H - L which occurs when r is conjugate to an element 
of H -L. If dr = d’ with d’ # d choose coset representatives A,k, and 
rh,7kd7. The sign of the (d, d’) entry of 7’(z) is 7(rh,k,n(kd)-’ rhCri~) = 
S(rh,rh;‘r) which is again -1 when r is conjugate to an element of F--L. 
For these coset representatives, the sign of 7G(r) restricted to 4 is always 
9”(r) restricted to A, the sign being --I if 7 is conjugate to an element of 
H - L and +I if 7 is conjugate to an element of L. 
We have outlined procedures above for finding 7”. One choice gives the 
matrices 7’ iH a particularly nice form in terms of qG IH; the other gives 
7’(r) a nice form. Changing from one choice of coset representatives to 
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another involves conjugating by a diagonal matrix with entries rtl. The -1 
entries correspond to the positions of coset representatives rh in the second 
set for which 12 is in H-L. 
We conclude this section by finding the two irreducible subspaces 
invariant under 7G. We determine two vectors x, y E V,I(‘C) and show that 
one subspace is spanned by the images of x under 7G and the other subspace 
is spanned by the images of y under 7G. Order the basis of V,,(C) by [a. b, 
points in 0 - {a, b 11. 
We suppose that coset representatives have been chosen so that if h E H 
then 7G(h) = 7(h) q’(h). Let U and W be the two irreducible invariant 
subspaces. By the Frobenius Reciprocity Theorem [3-3.41, 7G lH has 7 as a 
constituent with multiplicity 2. Furthermore U and MT have unique l- 
dimensional subspaces which are invariant under 7G IH, and for which 7G lH 
restricted to these subspaces gives the representation 7 of ff. Let V be the 2- 
dimensional subspace spanned by (1, 0, ,...., Oj and (0. 1, l...., 1). This 
subspace is invariant under 7G IH and the restriction of 7G lH to T’ has 7 as 
constituent with multiplicity 2. We have shown that dim C:n V= 
dim wn V = 1. Since U, LV # V,,(lC) we may assume that Uf’ P’ is spanned 
by (1.. l,..., 1) and that IYn J’ is spanned by (s. I...., 1). Since the matrices in 
7G(Gj are unitary, U and CY are orthogonal and rs + (n - 1) = 0. The vector 
(r, l,.... 1)7~(rj=(1,r.~1,..., fl) 
is in U and so is orthogonal to (s. i,..., 1). Suppose there are u plus signs and 
~$1 minus signs and let f = u - 11’. Then Y + s +f = 0. Solving for r gives 
).=-.I- f vv+4(~2- 1)1 
2 
and the two solutions give the values of r and s. 
The numbers r and s are eigenvalues of an incidence matrix of a graph on 
Q defined by G. This graph has been described by Taylor [ 171. He defines 
the graph in terms of the centralizer algebra of 7’(G). His Theorem 6.1 
shows that G acts as a group of automorphisms of a regular 2-graph on 0. 
We will explicitly construct the graph and show some of its properties. 
We begin by determining the centralizer algebra of 7G(G). As this has two 
distinct irreducible constituents it is spanned by I and another matrix A 
which we will describe. Let r, = (0, 1, l,..., l), where the columns are labelled 
by (a, b, )t13 ,...? wn), where CI. b, wj ,... T wrr are the elements of Q. Set a = IL’, 
and b = I\‘~. Let hi be an element of L taking b to h’i for i = 3, 4,..., n. Define 
r, = ro7G(r) and ri = r,7’(lzi) for i = 3, A,..., II. Recall that if k is in 
K= G,,, rb 7G(k) = 7(k) rb and so ri is well defined. Set r, = r, and rz = rh. 
Let ‘4 be the matrix with rows r, , r2, r3 ,..., r,,, Each diagonal entry of A is 0. 
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The row r. has 11 - 1 entries 1. Each of the remaining rows has a 1 in the 
{a) position. u additional plus signs, and w minus signs. We will show that A 
commutes with elements of 7G(G). 
Suppose first It is in H. We showed above that 7”(h; = 7(h) cp’(h). 
Suppose q(hj as a permutation maps I\‘~ to I\‘,;. Then the ith row of 7’(,l:).-l is 
7(h) rj as multiplication on the left by yG(h) maps theJth row to the ith row 
If i= I= I, the first row of A7’(h) is also 7(h) r(. For i> 2, the ith row of 
7’(h’d is 7(h) r.;. The ith row of ,37’(h) is 
q7”(h) = !.:7”(h,) 7G(h) = 1.27G[,h;h‘). 
But (,6) hih = I\‘; and so this is rj7(h). This shows i”(h).4 =.47’(h). To shaa- 
7”(r);1 =.47”(r) notice the first two rows of 7G(r).4 are r:. rl and that r2 = 
I’, 7G(r) by definition. Clearly r, = rZ i”(,r) and so the first tlso roxvs or‘ 
?‘(:)d and .47”(r) are equal. Suppose r interchanges I\‘~ and 11’~ with i.J > 3. 
NOW the ith row of 7’(r)tz is dr,. where 2i is 7(;hirh,:‘r)~ \Ve wish to show 
6r1 = ~~7~(r). This is equivalent to br, 7G(rhj) = r, 7G(~his), rvhich is in turn 
equivalent to 6r, = r,7F(rhiih,p’T). But Th;:h;‘r is in H and so 
r, 7G(:hirh,;ir) = dr,. This shows 7G(r)~ =.47G(rj. 
We have shown that the centralizer aigebra is spanned by I and A. As 
shown in [17. Theorem 6.11. the matrix A is the adjacency matrix of a strong 
graph F. B-y Proposition 3.2 of [ 171. the matrix ‘4 satisfies the equation zi’ - 
$4 - (,n-ljI=O. In the notation of [17j. Q=U, a*=;,*, andj’=u-v;. 
The eigenvalues of --A are 
with muhiplicities 
+n( 1 * f/v/f’ f 4(t2 - l)}. 
Note here 
n’-4aa*=f’+J(n-1). 
There is associated to F a regular 2-graph @ = 6F with parameters as 
shown. For information about Z-graphs see [ I3 ] or 1141. 
This shows that Y and s are the two eigemaiues of -A. The invariant 
subspaces are the different eigenspaces of --il. Clearly (7. I..... L)A = 
(j? - 1. - . . . *). As -rs = II - 1 the vector (r, l,.... 1) is in the eigenspace of 
--,4 with eigenvalue s. 
Remarks. (1) The restriction of the graph F to R - {a] is a strongi:> 
regular graph with parameters (21, k, &,uU), where ~1 = ;I - !. .k = VJ, 1 = 2k - 
k/2 - ni2, y = k/2 [ 17, Propositions 2.3, 2,4 1. 
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(2) We have shown that the representations can be realized over the 
field Q(r) = Q(s). This is at worst a real quadratic extension of Q and is 
often Q itself (see [4, Lemma 2.31). 
(3) The parameters of the various doubly transitive groups appear in 
the Appendix. 
3. THE HOFFMAN-SINGLETON GRAPH AND ITS AUTOMORPHISM GROUP 
Hoffman and Singleton [8] proved the existence and uniqueness of a 
strongly regular graph with parameters (50, 7: 0, 1). In this section we 
construct the Hoffman-Singleton graph according to the prescription given 
by Shult in [ 161. We give a detailed description because we shall need to 
compute within this graph in later sections. 
The Hoffman-Singleton graph, which we denote HS, is a graph on 50 
vertices with 175 edges. We describe HS in terms of the alternating group A, 
acting on six points l,..., 6. The group A, contains 12 subgroups isomorphic 
to -4, and these fall into two conjugacy classes C, and C, each of size G. The 
subgroups M, ,..., M, fixing the points l,..., 6, respectively, form the class C,. 
The group A, admits an involutory outer automorphism r~ which maps 
M , ,..., M, onto N, ,..., N, in some order. The subgroups N, ,..., N6 form the 
class Cz and the subgroups Nj do not fix a point. There are 36 Sylow 5- 
subgroups of A, and each Sylow j-subgroup lies in just one group from C, 
and one from C,. The Sylow 5-subgroup contained in Mi and in Nj is 
denoted P,. 
Figure 1 shows a skeleton of the graph HS. The vertices labelled l,..., 6 
correspond to the subgroups Ml,..., M,, respectively, and the vertices 
labelled 1 I,..., 6’ correspond to the subgroups N, ,..., N6, respectively. We 
have arranged the 36 Sylow 5subgroups in a 6 x 6 grid and we list one 5- 
cycle from each subgroup. The vertex i is joined by edges denoted 0, to 
each of the six subgroups P,, j = I,..., 6, in row i that are contained in Mi. 
The vertex j’ is joined by edges denoted D, to each of the six subgroups P,, 
i = l,..., 6, that are contained in Fi. The notation is chosen to conform to the 
mnemonic that 0, joins i over to P, and D, joins j’ down to P,. Each 
vertex P, is joined to i, to j’ and by edges called wires to five other vertices 
P,, in the grid. We now describe the wires. 
Two Sylow 5-subgroups P, and P,, are joined if they do not lie in a 
common subgroup in C, or C, and if there exists an involution in A, 
normalizing both Pii and P,,. We check that this defines a system of 90 
wires and that each “subgroup P, is wired to just five other subgroups P,, in 
the grid. There are 45 involutions in A,, and since all are conjugate, any 
involution normalizes the same number of Sylow 5-subgroups. Since the 
normaiizer of each Sylow 5subgroup in A, is a dihedrai group of order HO, 
each Sylow Ssubgroup is normalized by five involutions. It foilows that any 
involution normalizes exactly four Sylow 5subgroups. The involution 1. = 
~~~~~~~~~~~~~~~ is the unique involution which normalizes the four Syiow 5- 
subgroups represented by (kimno), (kmlnoj, (khzp) and jkrni~~), The first 
two subgroups are in row p and the last two subgroups are in sow o. The 
a~torno~ph~~rn 0 lixes some involution in A,. After conjugation we rna:i 
suppose CT fixes A and the four Sylow kubgroups normalized by ,ik are 
permuted by u. If we set {N,, ” AI>,} = {Moo, MF,?\ then two of these 
subgroups are in Ni, and two are in Nj,. Since (klmno,) ~~ ’ jklrn~r~ )’ = 
(ko)(Emnp), we have ((kimno), (klmnp)) z A, and (klmnoj Is joined ts 
jklnrnp). Similarly (kmlnoj is joined to (.kmhp). It fdiows that (kl.mno) and 
(knrlnLn) are in the same column and (klmnp) and (k&no) are in the same 
column. Without loss of generality w-e have the subgraph at the top of the 
next page, Note this is a Petersen graph. We cal! the wke Foiripi the cross 
of the wire PDiP,. The discussion shows that each subgroup P, is wired :o 
just five other subgroups P,, as required. Conjugation by (k!mno)’ nxezis 
that jklmno) is joined to (klmnp), (klmpo), (klpno), (kpmno) and @%Eo). 
tJsing this simple rule it is easy to find the five subgroups P,! joined to a 
given subgroup P,. 
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We now discuss automorphisms of this graph. Any automorphism 7 of A, 
determines an automorphism of the graph. This automorphism fixes or 
interchanges a and CI’ according as 1’ fixes or interchanges the conjugacy 
class C, and Cz. Thus, the automorphism group of the graph contains a 
subgroup K z Aut(A J. The action of K on vertices of HS has orbits (a, u’ }, 
{ 1 . . . . , 6, 1 ‘,. .., 6’/, and {P+ 1 ,< i, j < 6}. We now exhibit an automorphism u 
of HS that fuses these orbits. 
The automorphism cr fixes a, 2, 3, 4, 5, 6, interchanges the pairs (cI’, l), 
(I’, p,,), (2’, p,d, (3’, P,d, (4’, P,,), (5’, PII), (6’? PI,) and maps Vmnol) 
to (Inmo 1). The map (Imno 1) + (Inmol) does not depend on the represen- 
tative of the Sylow 5-subgroup as, for example, 
((lmnol)> = <(molnl)> --$ <(mlonl)j = ((hmol j>. 
Note that (Imnol) is in the same row as (Inmol). The wire connecting 
(Imno 1) and (kmrzol) is mapped by u to the wire connecting (Inmol) and 
(k-nmol) and so CI preserves wires not involving the first row of the grid. We 
set P,j = (klmno) and we consider the edge connecting P,j and (klmnl). Now 
u(Pv) = j’ and c-r((klmrzl) = (kmlnl). Recall that in the discussion above we 
proved that (kmlnl) and (klmno) lie in the same column. Thus c1 maps wires 
involving the first row to edges of the form D,,, where h # 1. Clearly a 
preserves the edges (0, U (~7’)). It is now clear that u is indeed an 
automorphism of HS. 
It follows that the automorphism group, Aut(HS), acts transitively on the 
50 vertices of HS. In turn, HS is strongly regular with parameters 
(50. 7,0, 1). The stabilizer of the vertex a is a subgroup isomorphic to S,. A 
straightforward argument shows that only the identity fixes a, a’, 1, 2,..., 6. 
This means j Aut(HS)I = 50.7!. This group which we denote by H is 
isomorphic to PTU(3, 5) as shown in [5]. The representation is of rank 3 on 
the 50 points. 
For future reference we give the action of a specific outer automorphism, 
(T, of A,. This automorphism interchanges the pairs (a. a’), (1, l’), (2, 3’), 
(3, 2’). (4. 4’), (5, 6’) and (6, 5’). This determines the action of D on all 
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subgroups P,. If a(i) = k’ and a(j’j = I then a(Pijj = P,,. Note that there 
are six fixed points Pi,. P,, 3 P,?. P,,, Pj, and P,, . 
Finally we describe a graph r with vertex set the 175 edges of HS. The 
group H acts transitively on the edges of HS and the stabilizer of the edge 
{a, a’ } is the subgroup K 2 Aut(4,). We join two vertices in I‘ if the 
corresponding edges have distance 2. It is well known (see 191) that this 
construction yields a strongly regular graph with parameters 
(17.5, 72. 20. 36). This also follows easily from our analysis. 
4. 100 COCLIQUES OF SIZE 15 IN THE HOFFMAN-SINGLETOK GRAPHS 
In Section 3 we constructed the Hoffman-Singleton graph HS and 
described its automorphism group 2-I. In this section we use the structure of 
N to prove the existence of 100 cocliques of size 15 in HS and to determine 
how these cocliques intersect. 
The group H is isomorphic to PTU(3, 5 j and contains a subgroup L of 
index 2 that is isomorphic to PSU(3, 5). The stabilizer in L of a vertex in HS 
is isomorphic to A, and is maximal in L. This gives a conjugate class R, of 
50 subgroups isomorphic to ‘-1:. The group L admits an outer automorphism 
of order 3 that cannot be realized as an automorphism of the graph HS. [3j. 
The automorphism as a map of PSU(3, 5) is conjugation by the matrix 
1v 0 0 
0 10. 
0 0 1 
where N’ f 1 is a cube root of 1 in GF(25), It follows that there are two 
further conjugate classes RZ and ~2~ each containing 50 subgroups 
isomorphic to .47. Generators for one of these are listed at the end of this 
section. Let T E Ri for i = 2 or 3 and consider the action of 7 on the 50 
vertices of KS. Since T does not fix a vertex there are two orbits, D and Co’. 
of sizes 15 and 35, respectively. This can be seen by considering the possibie 
actions of .4? on 50 points with the elements of orders 3? 5 and 7 fixing the 
appropriate numbers of points. 
LEMMA 4.1. The orbit D is a cocliqrte in HS. 
ProqjY Let U, z’ E D and suppose that u and L’ are joined. The group r 
acts transitively on D and if T, is the stabihzer in T of u then T,, 2 
PSL(3. 2). This follows as 1 T,/ = 14,1/15 = 168. As T, & T and T?-A?, an 
easy check of conjugate classes shows T, is simple and is isomorphic to 
PSL(3. 2)~ An element of order 7 in T, acts on D and the orbit sizes must be 
!a 7. and 7. It follows that the seven vertices joined to u in HS are ali 
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contained in D. Since T acts transitively on D every vertex in D is joined to 
7 other vertices in D. This is impossible because the graph HS is connected. 
We conclude that D is a coclique in HS. 
Let di, i = 2, 3, be the set of 50 cocliques obtained from the conjugate 
class 8,. The cocliques are distinct because each coclique is an orbit of a 
maximal subgroup of L. Each vertex of HS is in 15 cocliques of d? and 15 
cocliques of d,. We shall now determine how the cocliques intersect. The 
subgroup T acts on di and there are three orbits {D}, 0, and 0’ of sizes 1, 7, 
and 42, respectively. This follows as T is the image under an automorphism 
of the stabilizer of a point in 0 and this stabilizer has orbits of sizes 1, 7, 42 
on 0. 
LEMMA 4.2. (1) IfEE 0 then ID nEl =O. 
(2) IfFEO’ then )DnFl=5. 
Proof. L,et d E D and d’ E D’. Let u and u be the number of cocliques in 
0 containing d and d’, respectively. Since T acts transitively on D and D’ the 
parameters u and L’ do not depend on the choice of d and d’. Counting 
incidences of vertices in HS and cocliques in 0 gives 15~ + 35~ = 7.15. The 
possible solutions are u = O? v = 3, and u = 7, v = 0. If u = 7 then every 
coclique in 0 is equal to D, which is a contradiction. Thus u = 0 and v = 3. 
Let j D n E ( = e and j D fJ F/ = J Since T acts transitively on 0 and 0’ the 
parameters e and f do not depend on the choice of E and F. Since II = 0, we 
have e = 0. Counting incidences of vertices in D and cocliques in 0’ gives 
42f = 15.14. Thus f = 5. 
We may construct a graph with vertex set di, i = 2, 3, by joining two 
cocliques A, B E Aj iff (A n Bl = 0. We remark that this graph is a 
Hoffman-Singleton graph. 
The subgroup T acts on Aj, j# i and there are two orbits P and P’ of sizes 
15 and 35, respectively. This can be seen directly as with T acting on 0 or 
by utilizing the automorphisms ofL. 
LEMMA 4.3. (1) rf MEP thenjDnMl=& 
(2) IfZeP’then jDfJZ)=3. 
ProoJ Let ID nMI = m and let ID n Z/ = n. Since T acts transitively on 
P and P’ the parameters m and n do not depend on the choice of M and 2. 
Again let d E D and d’ E D’. Let s and JJ be the number of cocliques in P 
containing d and d’, respectively. The argument used in Lemma 4.2 gives 
15x + 35~ = 15.15. The possible solutions are x = 15, J = 0; x = 8, ~7 = 3; 
and .X = 1, y = 6. If x = 15 then every coclique in P is equal to D, which is 
impossible. Suppose x = 1 and J’ = 6. Counting incidences of vertices in D 
and cocliques in P gives 15m = 15.1 and so m = 1. Counting incidences of 
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vertices ir, D and cocliques in P’ gives 35n = 15.14 and SO i? = 6. Let A, 
B E P and suppose /,4 1’7 B / = 0. Then the argument used in Lemma 4.1 
shows that rhe seven cociiques in Aj disjoint from A are ali contained in P. If 
C E P, if B f C, and if IA n CJ = 0 then by Lemma 4.2 
I(.Rud3u6)r\D’(=3lAno’i-iBncnc’! 
>42-5 
> ID’I, 
\~hich is impossible. We conclude that two cocliques in P cannot be disjoint. 
Since T acts transitively on P’ every coclique in P’ is disjoict from three 
cocliques in P. Let R E P’, let Si E P, i = I, 2, 3. and suppose 1p4 n SiJ = G, 
i = 1, 2. 3. Then inclusion--exclusion gives 
which is impossible. We conclude x = 8 and y = 3. It f9ilows that ?7? = 8 a.nd 
I2 = 3. 
1~ Fig. 2 we list a coclique D and a representative cociique from each c-f 
the orbits 0. O’, P and P’. In Fig. 2. (124) denotes the graph atitomorphisn: 
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determined by the automorphism of A, that is conjugation by (124). The 
following automorphisms fix the coclique D; 
g, = (1, 2. 394, 5, 6)a 
= @>(a’4 2, 3,4, 5, 6)(j’Pl,, PI,, P34, PaI, Pjz, P,,) 
(6’P1?,P?4:P33.P13,P54,Psz)..., 
gz = (124)(365), 
g, = WW), 
g, = (456)ma(46) 
=(a6’5’)(P,,,P,3,P,,,P33,P,,.P,3)(P,z,Pz?,Pz,P3,,P,z?Pj,).... 
where the automorphisms o and u are described in Section 3. The group 
s = (g,, gz, gJ s PSL(3,2). 
The group 
An easy check shows T is transitive on D with T, = S. 
The incidence matrices for these two families of cocliques provide 
examples of matrix equations studied by Ryser in [ 121. Let A be the 
incidence matrix for the cocliques in dZ and B the incidence matrix for the 
cocliques in d,. In each case the columns are labelled by the 50 vertices of 
HS and the rows are labelled by the cocliques in AZ or d, . A given entry 
(Y, X) is 1 if the vertex X is in the coclique Y and 0 otherwise. Each row of 
A and B has 15 I’s and 35 0’s. Each row in A has inner product 0 with 
seven rows and has inner product 5 with the remaining distinct rows. The 
graph obtained by joining two rows if they are orthogonal gives a 
Hoffman-Singleton graph. The vertices correspond to a family of 50 
conjugate subgroups H, ,..., N,, in PSU(3, 5). Each Hi is isomorphic to A,. 
There is an automorphism /3 of order two which takes the subgroups Hi to 
the subgroups Li which define the cocliques in d2. Suppose Hi stabilizes the 
point i. Then a pointj is in the coclique defined by Li if and only ifj is in the 
orbit of size 15 of Li acting on 1. 2,..., 50. This occurs when l(Li)jJ = 168, 
which is equivalent to lL,fl Hji = 168. But lLif? Hjl = 168 implies 
1 Hi f? Ljl = 168 as p(L,) = Hi and p(Hj) = Lj. This shows that the map p’ of 
J,i} to the coclique defined by /3(H,) = Li is a polarity. Consequently, the 
cocliques can be ordered so that A is symmetric. The same is true for B. 
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Suppose A and B are symmetric. In the notation of [ 12, Sect. 21 with A = 
X= Y our computations show 
A’=IZAT=A~‘A=151-tOEf5F 
= 15I-5E+5.i. 
The parameters of these equations are as follows: 
;. = 0. u = 5, c = 15, b=-5, CJ = 40. p = 225. 
Note AA ’ = A ‘A and (o,A - ,u) = 5 (cf. [ 12, Theorem 2. I]). The matrix B 
satisfies the same conclusion. Furthermore AB has all entries 3 or 8. Each 
row and column has 15 entries 8 and 35 entries 3. 
5. A MONOMIAL REPRESENTATION OF THE HICMW--SIMS GROUP 
In Section 3 we introduced a strongly regular graph I- with parameters 
(175- 72,20,36). The vertices of r are the 175 edges of the 
Hoffman-Singleton graph HS and two edges are joined if they have 
distance 2. The automorphism group of r contains the automorphism group 
H of the graph HS. Shult [ 161 constructs a doubly transitive group G acting 
on 176 points in which the stabilizer of a point acts on the remaining points 
in a manner permutation-isomorphic to H acting on the vertices of I”. The 
group H is isomorphic to PTU(3, 5) and contains a subgroup L of index 2 
that is isomorphic to PSU(.3. 5). Furthermore elements of L are not 
conjugate in G to elements of H’\,L. We shall apply the method described in 
Section 2 to construct a monomial representation 7”(G) of G of degree 176 
with two distinct irreducible constituents. There are two invariant subspaces 
C and C’ of dimensions 22 and 154, respectively. We shall exhibit 100 
vectors in C that are permuted by the matrices in 7G(G). This provides a 
natural proof that G is isomorphic to the primitive permutation group of 
degree 100 constructed by Higman and Sims in [6]. (See [15].j These 
different permutation representations are evident by viewing G as a subgroup 
of Conway’s group .O [2]. Shult gives a different argument in [16]. 
Let R be the set consisting of a point 00 together with the 17.5 vertices of 
r. The group H acts transitively on OR\{ co } and G = (H, T), where r is the 
arc-breaking map described by Shult in [ 161. The map r interchanges 00 and 
{a, a’}, fixes the 12 edges (a, i}, {a’, i’}, where i = l,..., 6, interchanges Dij 
and 0, for i, j = l...., 6, and interchanges a wire IV and its cross +v*. If K = 
G Xta.n,l then K 2 Aut(A,) since K is the stabilizer in H of an edge in HS. 
LEMMA 5.1. The inuolution r centralizes K. 
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Prooj If k E K then it is clear that rk = kr when restricted to co, {a, a’ } 
and to (a, i}, {a’, i’} for i = l,..., 6. If k(Pi.i) = P,, and k(u) = a, 
tk(D,) = z(D,,) = O,., = k(0,) = kT(Dij) 
and a similar argument shows tk(0,) = kz(0,). The case k(a) = a’ is handled 
similarly. Let u’~, i = 1, 2 be a wire and let EJ: be its cross. If k(w,) = w,, it 
is easy to see using the description of the cross involving the Petersen graph 
that k(wF) = wl and we have 
tk(w,) = z(w2) = wf = k(w;) = kz(w,). 
This proves the lemma. 
We now describe the representation 7’ obtained by inducing the alter- 
nating character of H to G. The orbits of K on Q are co, (a, a’}, 
((a, i), {a’, i’}; i = l,..., 6), {Dij, 0,; i, j = l,..., 6) and {w: w is a wire}. In 
Section 2 we showed that the signs of the non-zero entries of 7’(r) can be 
determined by computing the sign of a single entry in each orbit ofK. We 
remark that all involutions in L fix 16 points in B and are conjugate to (12) 
(34). All involutions in H\L fix 12 points in J2 and are conjugate to (12) 
or 0. 
LEMMA 5.2. If t is an involution in K’ z A,, then tt fixes 12 points of l2. 
ProojI If t is an involution in K’, then t is determined by the inner 
automorphism of A, that is conjugation by some (kZ)(mn), say. The product 
tr fixes the edges (a, o), {a, p/, {a’, i’} and {a’, j’), where o, p are the fixed 
points of t on { 1,2,..., 6} and i’, j’ are the fixed points oft on {l’, 2’,..., 6’). 
Any other fixed point under t is a wire. The wire u’ is fixed by tt exactly 
when t interchanges )v and its cross RI*. If this happens, (kf)(mn) must 
centralize the involution in A, corresponding to the pair IV, IV* in Section 3. 
Consequently that involution is one of (km)(fn), (kn)(Zm), (kl)(op), or 
(mn)(op) as these are the only involutions in A, other than (kl)(mn) 
centralizing (kZ)(mn). The involution could not be (kl)(mn) as it fixes both IV 
and u’*. Hence there are at most eight fixed wires. Since tr fixes at most 12 
points it fixes exactly 12 points. In particular, the crosses determined by the 
four involutions found above are interchanged by t. 
Let S be a set of 45 wires with the property that if a wire w is in S then its 
cross IV* is not. The proof of Lemma 2 reveals that given a wire w there is 
an involution t,, in K r‘l L that interchanges u’ and its cross w*. Given )Y E S 
there is an element 1, E L such that Z,({a, a’}) = ~1. The set (tf,,,, d,,t, ; 
1%’ in S) is a set of coset representatives for the K-orbit of wires. The sign of 
7’(r) on this orbit is 7(rl,n,,,Z;‘t). By Lemma 5.2 this sign is (-1). 
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The element o of H is determined by an outer automorphism of A, and is 
described in Section 3. 
LEMMA 5.3. The element roJi)ces 12 points offi. 
Proof. Let IV = {Pii, P,,} be a wire and let IV* = (PjI, Pkj} be its cross. If 
w fixes n’, then u interchanges 1%’ and n’*. If u(Pij) = Pi, then c- fixes 
(Pij, Pir) E A, and if o(Pij) = P, then [T fixes (Pfjy Pti) z A 5. But o 
interchanges the two conjugate classes of such subgroups and so cannot fix 
one. We conclude that Z(T does not fix a wire. 
If a(Pij) = P,., then ru(Dij) = r(O,.,) = D,, and ~u(O,~) = (I,.,. As shown in 
Section 3, o fixes six Sylow 5-subgroups. The element w, then, fixes 12 edges 
of the form D, or 0,. Finally the points oc), {a, a’] and {a, i), {a’, i’). for 
i= 1 ,..., 6, are not fixed by ru and so ru fixes 12 points of.0. 
To determine the appropriate sign for the (Dij U 0,) orbit, choose one of 
the points Pi, fixed by u. For definiteness, choose P, 1. Let h be an element of 
L mapping {aa’) to O,, . Now h’ = ha maps {aa’] to D,, . As u is in H-L, 
ho is also in H-L. Now 7(rhr(h’)-‘r) = 7(rhruh-‘r). As XJ fixes 12 
points, this sign is -1. There are elements I, in L n K mapping P,, to P,. 
Choose as coset representatives rhl, and rh’l,. With respect to these coset 
representatives, the action of 7’(r) restricted to {D,UO,} is -v”(z) 
restricted to { D,U O,}. Denote this matrix S. Note that each of the coset 
representatives of the form rhl, has hZ,i in L and each of the coset represen- 
tatives of the form rh’l, has h’l, in H-L. If we now choose a basis for 
which all coset representatives of the form rh have h in L, the matrix S is 
replaced by a matrix DSD, where D is a diagonal matrix indexed by 
jD,U Oij} with -1 entries in the (Dij, Dij) positions and +3 entries in the 
(Oi.j, 0,) positions. This means S is replaced by -S and with respect to these 
coset representatives, 7’(r) restricted to {Dij U Oii) is the same as q”(r)~ 
The remaining orbit is the set {{ail, {a’t’); i=- I, 2,.... 6;. As r fixes every 
one of these, the argument in Section 2 shows 7”(r) negates each of these 
points as 5 is conjugate to an element of N - .&. We have now computed 
7”(r) completely. 
Given a matrix C in P(G) we write M+ i_N according as the M9 JVth 
entry of C is k 1. We have 
THEOREM 5.4. There exists a set of coset representatives of H in G such 
that 
(1) 7’(h) = 7(h) p’(h) if h E H, and 
(2) the matrix of 7’(r) is given by 
6) 0~) --t ia, a’}, 
(ii) {a, a’} -+ co, 
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(iii) D, --t 0.. 
V ’ 
(iv) 0, -+ D,: 
w (a, i} f -{a, ii, 
(vij (a’, i’) + -(a’, i’), 
(vii) , ,,’ -+ -Lb’* where w is a icire and w * its cross. 
ProoJ Take the set of coset representatives, e, r, {zh} with h in L 
described above. 
We are now able to produce the two invariant subspaces C and C* as in 
Section 2. Here u = 72, )I: = 102,f = -30, n = 176. Now 
The eigenvalues r and s are (30 + 40)/2 = 35 and (30 - 40)/2 = -5? respec- 
tively. The multiplicities are 88( 1 - (3Oj40)) = 22 and 
X8(1 + (30/40)) = 154. The 22-dimensional space is spanned by (-5, I,..., 1) 
and its images; the 1%dimensional space is spanned by (35: I:..., 1) and its 
images. Let C be the 22-dimensional space and let C* th,e 1%dimensional 
space. 
We now introduce 100 vectors in the code C and we shall prove that these 
vectors are permuted by the matrices in 7’(G). 
If A is a coclique in A2 define a vector CT, by 
K:?)E= 1 if E=co 
zz- 1 if E is an edge involving a vertex of A 
= 1 otherwise. 
If A is a coclique in A, define a vector If.A by 
(VA), = -1 if E=CC 
= 1 if E is an edge involving a vertex of A 
XC --I otherwise. 
This defines a set A of 100 vectors. If we can prove ,47’(G) =A then A 
spans an invariant subspace of dimension less than 154 and so A z C. If 
h E L then 7’(h) = y’(h) and V, 7’(h) = V,,,i. If h E H\L then 7’(h) = 
-y’(h), h(A,) = A,, and V, 7’(h) = Vhih(.<). This proves H preserves ,4 and it 
remains to check that 7’(r) preserves/i. 
LEMMA 5.5. The group K acts on A and there are two orbits S and S’. 
The orbit S consists of the 40 uectors VA corresponding to cocliques A that 
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do not contain a or a’. The orbit S’ consists of the 60 uectors VB 
corresponding to cocliques B that contain one of a and a’. 
ProoJ: Let M be the coclique described in Section 4 and let Y = 
M(1325)(46) = M(1’3’6’4’)(2’5’). In Fig. 3 vertices in M are denoted * and 
vertices in Y are denoted *. Note that A4 is determined by i, 2, 4, I’, S’, 6’ 
and that Y is determined by 3, 5, 6, 2’, 3’, 4’. Note that M1 YE A, and that 
M, Y do not contain a or a’. Given {d, e,f/ E {I, 2,3,4, 5,6} there is a 
graph automorphism h in K’ with h({ 1, 2,4}) = id, e, j-1. Recal! K’ z A, ~ It 
follows that there are at least ( i ) = 20 cocliques in {Mk: k E K’ 1. 
Now let N = M( 12) = M( 1’3’)(2’5’)(4’6’). Note that N contains { 1, 2,4 i 
in common with M. The entries in the top row and in rows 3, 5, 6 of h: to 
the right of the a’ column are the complements of the entries of these rows in 
M. This applies to each of the 20 cocliques found above and so there are at 
least 40 such cocliques. 
Let D and 2 be the cocliques described in Section 4. In Fig. 4 vertices in 
D are denoted c and vertices in Z are denoted *. Note that D E A,, Z E A, 
and D, Z both contain a. Given {d’, e’} G {l’, 2’, 3’, 4’, 5’, 6’) there is a 
graph automorphism h in K with h(a) =a and h({5’, 6’))= id’, e’\. It 
follows that there are at least (t ) = 15 pairs of cocliques in {DK: k E K} 
that contain a. Since c E K and since a(a) = a’ there are at least 60 vectors 
in (Dk: k E K1. This completes the proof. 
By Lemma 5.1 the involution r centralizes K. If V E A and if C’7G(r) E A 
then for all k E K the vector 
(Y7’(k) 7G(r)) = @‘7’(r) 7’(k)) 
is also in A. If we can prove that V,,17G(r) E A and V, 7’(t) E A then it will 
follow that 7G (t) preserves A. 
*5 ' eP52 @Pg2 i bps;l ' 
*6 
\ 
1' 
x2 OF63 bp64 ' 
FIG. 3. The cocliques M and Y. Vertices in M are denoted by m : those in Y are denoted 
by *. 
38!;7?1-!7 
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I .* . 
\ \ \ 5’ 
\ l p11 0 p12 *PI3 *p14 ' 
\ 0 ‘ \ 
P21 *p22 *p23 ‘24 
\ 
l * 
.* 
6’ 
\ 
\ 
\ 
\ 
\ 
FIG. 4. The cocliques D and Z. Vertices in D are denoted by . ; those in Z are denoted 
by *. 
LEMMA 5.6. We haue 1/,7”(t) = V,. 
ProoJ The action of the matrix 7’(r) is described in Theorem 5.4 and 
the entries of v,,, and V, are listed in Fig. 5. This table can be read directly 
from Fig. 3 with the exception of the wires joining points of M or of Y. As M 
and Y are cocliques, there are no wires joining points of M or of Y. Conse- 
quently, the wires from the points of M in rows 3, 5, 6 to points in rows 3, 5, 
6 must all go to columns l’, 5’, 6’. In particular, each P, in rows 3, 5, 6 not 
in M is wired to two elements in A4 in each of the two rows other than i 
containing entries from M. In particular there are no wires connecting points 
in rows 3, 5, 6 and columns l’, 5’, 6’. The lemma is proved by checking the 
entries of V, listed in a given row are obtained from the entries of V, listed 
in the same row by applying the matrix 7’(r). For example, it must be 
checked that crosses of wires joined to points of M are not joined to points 
of Y and the crosses of wires not joined to points of M are joined to points 
of Y. As M and Y are both in d,, V8’,,7’(r) = VY. 
LEMMA 5.7. We have V, 7’(r) = V,. 
ProoJ The entries of I’, and V, are listed in Fig. 6 and the lemma is 
proved in the same way as Lemma 5.6. The only tricky part is to check those 
entries indexed by wires. We see from Fig. 4 again as no points of D or Z 
are joined that any wire w = (Pii, P,,}, where j, I= 1, 2, 3, 4 must contain 
one vertex from D and one vertex from Z. The wth entry of V, is (-1). 
Applying 7’(r) gives the same set of wires but changes each entry from (-1) 
to 1. It remains to show that given a wire u’ = {Pii, P,,} with P, E D and 
I= 5,6 then its cross w* = {Pir, Plu.} satisfies P, E Z. Suppose P, E D. We 
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Entries in Ii,, Entries in Cy 
1 -1 1 -1 ------I 
m ;a&'] 
I 
{a/d] 
,a 
[;,ij> i = 1, 2, 4 1 [a-i!, i = 1. ?, 4 j 
[a,i], i = 3, 5, 6 [a,i), i = 3. 5; 6 / 
j = 2,3,1 j = Z,i,< : 
all other wires all other airei 
FIG. 5. The vectors V,,, and V,. 
see from Fig. 4 that there is a column s with Pi,. P,, E Z. Let P,, be the 
remaining entry in the sth column in Z. Recall that P, is wired to some 
entry in the sth column. It cannot be Pi, nor can it be P,, since P, is wired 
to P,,. Therefore P, is wired to P,,. In the same way P, is also wired to 
P ms. Since j’ is the unique point joined to P, and P,, this is impossible. The 
lemma now follows. 
We have now proved 
THEOREM 5.8. The 100 vectors in A are contained iM C and are 
permuted by the matrices in 7’(G). 
It is now straightforward to check that 7’(G) acts as a rank 3 permutation 
group on these vectors. The stabilizer of a point is a subgroup isomorphic to 
MZZ which acts on orbits of sizes 1, 22, 77. The action on 22 points is the 
natural action of M,, on 22 points. 
LEMMA 5.9. There are two possible inner products of distinct vectors 
(V,, V,j, where X, Y are distinct cocliques. These values are 64 and - 16. 
The group isomorphic to M,, acts transitively on the 116,points in a rank 3 
manner with orbits of size 1, 105, 70. 
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c Entries in vD Entries in V, 1 -1 1 
m [j>i’) 
[3,2] 
[a,i]. i = 1,...,6 ia,q, i = 1,...,6 
(a',i'], i = 1,...,4 
[a'.i'), i = 5,6 [a' ,i'], i = 5,6 
lij' j = 5,6 Djj. j = 5,6 
Gij. j = 5,6 
Oij.Dij, Pij E 0 
and j = 1,2,3$ 
and L = 5.6 
FIG. 6. The vectors VD and V,. 
[a' ,"), i = I,....4 
Oij' j = 5,6 
oij: Dij' Pij .k z 
and j = 1,2,3,4 
a11 other wires 
6. A BINARY CODE PRESERVED BY THE HIGMAN-SIMS GROUP 
In Section 5 we described a monomial representation 7’ of the 
Higman-Sims group G and we examined the 22-dimensional subspace C that 
is preserved by 7’(G). This representation can be reduced modulo any prime 
and in this section we consider the reduction modulo 2. We obtain a binary 
[ 176,22,50] code C? containing exactly 176 vectors of minimum weight 50. 
The support of a vector of minimum weight is a block in a symmetric 2- 
(176, 50, 14) design. G. Higman constructs a symmetric 2-(176, 50, 14) 
design in [7] and proves that the automorphism group of this design is the 
Higman-Sims group. 
The subspace C contains the following vectors 
(1) (V, f VJ2, for all g, h E G, where V, = (-5, l,..., 1) and Vg = 
v* 7G!d. 
(2) (V, f V,)/2, for all V,, I’, E/i, where V, is the vector 
corresponding to the coclique A. 
(3) (I’, f V,)/2, for all g E G and for all I’, E rl. 
If x is a vector listed above then each entry of x is an integer. We reduce 
each entry modulo 2 and we regard x as a vector in iFl16. Let C, be the 
subspace of F:76 spanned by the vectors listed above. Then dim(C,) < 22. 
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We reduce the entries of the matrices in 7’(G) modulo 2 and obtain a 
permutation group which we denote by G,. Note that G, preserves C’? . 
We have found 22 independent vectors in the code C,, 21 of type (2) and 
one of type (3), and so we have dim(C,) = 22. The weight distribution of C? 
was computed by N. J. A. Sloane. The number Ai of codewords of weight i 
in Cz is listed in Fig. 7. 
Since Gz acts 2-transitively on the coordinate positions, the support of a 
vector of minimum weight is a block in a symmetric 2-( 176,5@, 14) design. 
We do need a computer to calculate the weight distribution of Czm 
However we can obtain many properties of the code C2 by hand. 
Let U be the subspace of C, spanned by the vectors (V., li V,)/2 for V.d, 
V, E/1. By Lemma 5.9 we have V, . V, = 176, 64 or -16 for ali V,, 
V, E /1. Hence U is self-orthogonal. 
We now describe a subspace V of U that is preserved by a subgroup of Gz 
that is isomorphic to Mzz. In Fig. 2 of Section 4 we listed the vertices of the 
graph I-IS that are contained in the cocliques D, E and M, There are 7 
cocliques E, = E, E, ,..., E, in d, that are disjoint from D and there are 15 
cocliques M, = M, Ml,..., M,, in d, that meet D in eight vertices. Let GVi = 
(8/o + VEi)/2, for i = I,... * 7, and let Wi+7 = (VC + V,,i)/2, for i = I,..*, 15. 
The vectors Wj, j = l,..., 22, are permuted by a subgroup of 7”(G) that is 
isomorphic to M,, . By Lemma 5.9 this subgroup acts transitively on the 176 
coordinate positions. We reduce each vector Wj modulo 2 and we let V be 
the subspace of C, spanned by these vectors. For each coordinate E we 
define B(E) = ( Wi:(Wi), = 11. The binary vectors W, ,..., W?, are permuted 
by a subgroup M of G, that is isomorphic to Mzz. 
LEMMA 6.1. Every vector Wi, i = I,...? 22, has weight 56. 
The sets B(E) are the 176 blocks of a Steiner 4-(23, 7; 1) system that miss 
a given point. 
A0 = A,76 = 1 F 
72 = Al G4 
= 1wJo 
A50 
= A,2E = 176 A78 = Ag6 = 1'?36O!l 
A56 = +20 
= 1100 
530 
= Ag6 = 604450 
G64 = A,,2 = 4125 
%2 _ = Aa4 
= Q52000 
A66 
= AllO = 5600 P.&E = A90 
= 369600 
A70 
= Alo = 17600 
538 
= 847000 
FIG. 7. Weight distribution of codewords in Cz 
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ProoJ Since M acts transitively on WI,.,., Wzz, we only need to 
calculate wt( W,). Since W8 = (V, + 1’,)/2 we have 
wt( W,) = the number of entries where V, and V,,{ agree. 
The entries of the vectors V, and V, are listed in Figs. 5 and 6 of Section 4. 
A direct check gives wt(W,) = 56. 
Since M acts transitively on the sets B(E), every set B(E) contains the 
same number k of vectors xi. Counting pairs ( Wi, E), where ( Wi), = 1, gives 
22.56 = 176k, and so k = 7. Since M acts 3-transitively on W, ,..., Wzz, a 
counting argument shows any three distinct vectors are contained in four sets 
B(E). We shall prove that ]B(E) nB(F’)] = 1 or 3. It then follows easily that 
the sets B(E) are the 176 blocks of a Steiner 4-(23, 7, 1) system that miss a 
given point. 
It can be shown the group M, is the stabilizer in Aut(HS) of the coclique 
D and there are three orbits of coordinate positions. These are {co ), 
0 = (E: E is an edge of HS involving D), and 0’ = {E: E is not an edge of’ 
HS involving D}. We set p = lB(a~)nB(E)l for E E 0 and we set q = 
]B(co) nB(E)] for E E 0’. Counting pairs (Wi, E), where Wi E B(co) and 
( Wi)E = 1, gives 
7.56 = 7 + 105~ + 70q. 
The possible solutions are p = 3, q = 1 and p = 1, q = 4. If q = 4 then there 
are three vectors in B(co) that are contained in at least 70 x 4/( :) = 8 sets 
B(E) in 0’. This is impossible and we conclude (B(co) n B(E)1 = 1 or 3 for 
all sets B(E) # B(co). The transitivity of M now gives ]B(E) n B(F)1 = 1 or 
3 for all sets B(E) # B(F). 
LEMMA 6.2. The binary code V is a [ 176, 11,561 code with weight 
distribution 
A,, = A 176 = 1, A,, = A,?,, = 22, A,, = A,, = and Ass= 
ProojI A vector v = (a,,..., aZJ in IF:’ determines a codeword V(U) = 
xf!, aixi in V. Th e map Ed is a homomorphism and we require the weight 
distribution of v)(IF:*). 
We define a Steiner 4-(23, 7, 1) system S by introducing an extra point x 
and 77 extra blocks {x} U Ti, i = l,..., 77. The 253 vectors which support the 
blocks of S span the binary Golay code C,, [ 1 I]. The code C,, is a perfect 
3-error-correcting [23, 12. 71 code. Given a vector n E lF:3 there exists a 
unique codeword c E C,, and a unique vector e of weight 0, 1, 2 or 3 such 
that ZI = c + e. We take every vector in Fi3 and delete the entry indexed by x. 
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The code CZ3 determines a [22, 12, 61 code C,, in this way. It remains true 
that given a vector v E E:* there exists a codeword c E C,, and a vector 
e E Fz* of weight O1 1, 2, or 3 such that u = c + e. However, if e is a vector 
of weight 3 in iFi then there is a unique vector e* f e In (IF,)” also of 
weight 3 such that e + e* E C,, . Note that C2? + e = CZ2 t e*. If e andf are 
distinct vectors of weight at most 2, C,, + e # C,, t f. 
Since 1 B(E) n B(F)\ = ) B(E) n Tj j = 1 or 3, for all coordinates E, P and 
for all i = l,..., 77, we have (o(V,,,,) =rp(V7J= I, where VBtFj, Irri are the 
vectors with support B(F) and Ti, respectively. Thus q(CZ1) = {0, I} and if 
C22 + ~1 is a coset of C,, in F:* then v(CZ, + v) = {rp(tl), I + &vj)~ 
Furthermore we may take u to be a vector e of weight 0, 1, 2, or 3. The 
number of cosets of each type is listed in Fig. 8. Since Z acts 3-transitively 
on x1 :..., _ x22 we may define hi, i < 3 to be the number of blocks B(E) 
containing i distinct vectors from x, ,..., xZ2* A counting argument gives 
1, = 56, A, = 16, and A, = 4. We are now able to calculate rvt(~(e))~ where 
e E iF:’ and rvt(e) = 0, 1, 2 or 3. The results are listed in Fig, 8 and the 
lemma follows from these results. 
Consider the graph automorphism g, = (a)(a’l., 2, 3,4,5,6) liste 
Section 4, and the graph automorphisms h, = (16)(25)(34) = (1’5’) and iZ = 
(15)(24)(36) = (4’, 5’). The automorphisms obtained from g,, h,, and h; in 
the usual way determine elements of G, which we also denote by g! , h,, and 
h,, respectively. Since g, fixes the coclique D we have g, E Z. The eiement 
k: inverts g1 ; /I? inverts another element of order 7 in the stabilizer of D. 
Since gl has order 7, it fixes a second coclique P in jEi. Mj; i = I,..., 7, 
J” = I,-.: I.5 1. The element t2, interchanges D and P. Note that hi .does not fix 
D and P because otherwise we would have g, , h, in Z but gr is not conjugate 
to g; ’ in Z. The subspace V/I, is invariant under h,Zh,, and h,Z.Ei, ;? 
ZEM2,. Since h, fixes 1 and (VD + VP)/2 we have dim(Vn V/rr) > 2. By 
considering the possible actions of Ml1 on quotrents tt can be seen that 
dim(Vn Vh,) = 2 and so dim{ V, Vh, j = 20. A similar anaiysis using h, 
shows that dim( K Vhz) = 20 and that din(Vq Vh,) = 21. Sirxe 
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(V, Vh, , Vh,) _C U we have dim(U) > 2 1. One may also use Lemma 6.4 
below to obtain this. 
LEMMA 6.3. The code C, = (U, (V, + V,)/2), and C, is self-orthogonal. 
The code U is a doubly even [ 176, 21, 561 code with all weights divisible 
by 8. The weight enumerator for each code can be read from Fig. 7. 
ProoJ Since U is self-orthogonal and since U is spanned by vectors of 
weight divisible by 4 it follows that every vector in U has weight divisible 
by 4. Now 
(V,+ V&=-4 if E=cx, 
ZZ 0 if E is an edge involving D 
= 2 if E is an edge not involving D 
Therefore wt((V, + V,)/2) = 70 and (V, + VI)/2 E C,\U. We have Cz = 
(U, (V, + V,)/2) and dim(U) = 21. Now 
VA. v/‘,=-5-35 if A Ed,, 
=5+35 if A Ed,. 
It follows that ((VA + V,)/2) . ((V, + V&/2) E 0 (mod 2) and so Cz is self- 
orthogonal. The weight distribution of C, and U is contained in Fig. 7. 
LEMMA 6.4. The group G, acts absolutely irreducibly on U/((l)}. 
Proox There are several straightforward ways to see this. One is to 
restrict the action of G, to the action of its Sylow 5-group S. This is a non- 
abelian group of order 53 with the element in the center conjugate to all of 
its non-trivial powers. A faithful representation over a field of characteristic 
2 containing a fifth root of 1 has dimension 5. The center is represented by a 
scalar. Any ‘faithful representation of Gz when restricted to S must contain 
all four of these constituents and so must have degree at least 20. It follows 
that G, acts absolutely irreducibly on U/((l)). 
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