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The temperature-induced orthorhombic to cubic phase transition in Li2C2 is a prototypical ex-
ample of a solid to solid phase transformation between an ordered phase, which is well described
within the phonon theory, and a dynamically disordered phase with rotating molecules, for which
the standard phonon theory is not applicable. The transformation in Li2C2 happens from a phase
with directionally ordered C2 dimers to a structure, where they are dynamically disorderd. We pro-
vide a description of this transition within the recently developed method (Klarbring et al., Phys.
Rev. Lett. 121, 225702 (2018)) employing ab initio molecular dynamics (AIMD) based stress-strain
thermodynamic integration on a deformation path that connects the ordered and dynamically dis-
ordered phases. The free energy difference between the two phases is obtained. The entropy that
stabilizes the dynamically disorderd cubic phase is captured by the behavior of the stress on the
deformation path.
I. INTRODUCTION
The ability to accurately predict and understand solid-
solid phase transformations is a longstanding goal in the-
oretical solid state physics. Predicting and ultimately
controlling the external conditions (temperature (T),
pressure (P) or applied fields) at which these phase trans-
formations occur is of great importance for a host of ap-
plications. Indeed, the transformations may be detrimen-
tal to performance, or may be the phenomenon on which
a device could be based, as eg. in mechanocaloric mate-
rials for solid-state cooling [1] and shape-memory alloys
[2].
In order to predict the critical temperature of the phase
transformations, accurate determination of the relevant
free energies is required. First-principles electronic struc-
ture methods based on density functional theory (DFT)
have been very successful in predicting pressure induced
phase transformations at low temperatures, where the
free energy is well approximated by the enthalpy.
At relatively low T (as compared to melting) many
solids are well described within the harmonic approxi-
mation. That is, the atomic vibrations in the system
are well represented by a set of non-interacting harmoni-
cally oscillating normal-modes, and accurate predictions
of temperature-induced structural transitions can thus be
made, see eg. Ref. [3]. In particular if extended to the
so-called quasi-harmonic approximation, where harmonic
phonons are calculated at thermally expanded volumes.
In many cases, however, the (quasi-)harmonic approx-
imation is insufficient. For instance for systems that are
unstable with respect to the equilibrium atomic posi-
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tions of some high symmetry phase at 0 K, but where
these positions are stabilized by anharmonic phonon-
phonon interactions at elevated temperatures. In such
anharmonic cases, re-normalized phonon schemes, in-
cluding self-consistent phonons [4–7], and effective har-
monic models fitted from molecular dynamics (MD)
[8, 9], have proven to be effective.
Corrections to the free energy of an (effective) har-
monic model from higher order terms in the phonon ex-
pansion can also be derived [10] and have been recently
applied in a first-principles context [11].
Beyond these ”phonon-based” techniques, the concept
of thermodynamic integration (TI) provides a set of for-
mally exact methods to extract free energies, which are
increasingly being used in connection with first-principles
DFT-related techniques [12–14]. Methods in this class
are based on the fact that while the full free energy, or
more precisely the entropy, is very difficult to extract di-
rectly from an MD simulation, certain derivatives of the
free energy can be more easily extracted and the free
energy itself can then be extracted by integration over
several different simulations. This is founded on the ba-
sic result that free energy derivatives can be evaluated
as thermal averages over energy derivatives, i.e. for an
external parameter λ coupled to the system it holds that
[15] (
∂F (V, T, λ)
∂λ
)
=
∂H({q,p};λ)
∂λ
, (1)
where H is he Hamiltonian of the sytem. The phase-
space ({q,p}) ensemble average on the right-hand-side
is practically evaluated as a time-average over an MD
simulation under the assumption of ergodicity.
The most commonly used TI method is the so called
Kirkwood coupling constant integration. Here, one adds
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2to the free energy a parametrical dependence on an exter-
nal parameter λ, i.e., F = F (V, T, λ) and the free energy
change upon changing λ is obtained by integration of the
right-hand-side of Eq. (1).
A less commonly employed TI technique involves ob-
taining free energy changes by integrating pressure over a
volume change, or more generally, as will be the basis of
the calculations in this work, integrating a stress related
quantity over a deformation path connecting two (real or
artificial) phases of interest [16–18].
A certain set of solids, which we will refer to as dynam-
ically disordered solids, necessitates the use of free energy
methods beyond phonon based ones. These are systems
which possess some type of time-averaged long-range or-
der, characteristic of a crystalline solid, but where well-
defined, unique, equilibrium positions cannot be stati-
cally assigned to each individual atom.
They involve certain fast ion-conducting solids, so
called superionics, which posses a ”liquid-like” diffusional
behavior of certain ionic species [19]. Such systems are
being increasingly intensively studied, with envisioned
applications ranging from solid electrolytes in batteries
and fuel cells to thermoelectric materials [20, 21].
Another clear example of dynamically disordered solids
are those containing rotating molecular units, sometimes
referred to as plastic or orientation-disordered solids.
Such systems typically have a high temperature phase
where the center of mass of each molecular unit is or-
dered on certain high symmetry positions, but where the
individual atoms making up the molecule are positionally
disordered. To cite an emerging application, we mention
that some such systems are highly promising barocaloric
materials for solid-state cooling applications [1, 22–24].
In this work, we investigate from first principles the
temperature induced orthorhombic-to-cubic phase trans-
formation of Li2C2 at ambient pressure. We choose
Li2C2 as it is a very ”clean” example of a system with
a temperature-induced phase-transformation between an
ordered and a dynamically disordered phase with rotat-
ing molecules. The low temperature orthorhombic phase
of Li2C2 is ordered with C2 dimers aligned along the or-
thorhombic b axis. Upon heating, this phase transforms
into the cubic phase, where the C2 dimers are dynami-
cally disordered among shallow local minima correspond-
ing to alignment along the [110] directions of the cubic
structure [25]. Fig. 1 shows the orthorhombic and cubic
phases and the nature of the dimer alignment in these
phases. We employ the stress-strain TI framework to
investigate the nature of this transformation. We find
that the stabilizing entropy associated with the onset of
disorder among the C2 dimers is seen through the behav-
ior of the stresses on the deformation path between the
two phases, and fair agreement with experiments for the
critical temperature of the transition.
II. METHODOLOGY
A. Li2C2 Polymorphs and Stress-Strain
Thermodynamic Integration
Figure 1 illustrates the supercells used to represent the
low-temperature orthorhombic and high temperature cu-
bic phases. The relation between the monoclinic and
the conventional orthorhombic representation of the low-
temperature phase is displayed. Viewed in the coordinate
system {x′,y′, z′}, aligned with the orthorhombic axes,
the transformation is a compression along y′ and an ex-
pansion along x′ and z′. The supercell matrices used for
the two phases in this work are given in the Appendix.
The stress-strain TI methodology starts from the dif-
ferential of the Helmholtz free energy, F , for a rotation-
ally invariant crystal [17, 26],
dF ({X,η}, T ) = −SdT + V (X)τ : dη. (2)
where S and T are the entropy and temperature, X is
an arbitrary reference configuration, η is the Lagrangian
strain tensor, defined w.r.t X, and V (X) and τ are the
volume and the second Piola-Kirchoff stress tensor, re-
spectively.
Integrating along a deformation path parametrized by
λ at constant T finally yields the free energy change as
[17]
∆F (λ) =
∫ λ
0
V (λ′)σ(λ′)h−T (λ′) :
∂h(λ′)
∂λ′
dλ′, (3)
where σ is the Cauchy stress tensor, related to τ as
τ = Jα−1σα−T . The deformation gradient α is the
derivative of each component of a material point in the
configuration x with respect to each component of the
material point in the reference configuration X, and
J = det(α). For x = x(X), the elements of α are
αij =
∂xi
∂Xj
. (4)
We define the matrix h to contain as its columns the
supercell lattice vectors a, b and c used in the AIMD
simulations,
h =
ax bx cxay by cy
az bz cz
 . (5)
For homogeneous deformations, which is what we treat
here, α relates the lattice vectors in the initial configu-
ration X and a configuration x as
h(x) = αh(X). (6)
η is related to α as
η =
1
2
(
αTα− I) , (7)
3θ
y
x
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λ
FIG. 1. Illustration of the deformation path (parametrized by λ) from the ordered orthorhombic (left) to the dynamically
disordered cubic (right) phase with the supercells used in this work. Li and C atoms are colored green and brown, respectively.
In the cubic phase a snapshot of the positions of C atoms are taken from an AIMD simulation, in order to illustrate the
rotational disorder of the C2 dimers, while the Li atoms are displayed in their high-symmetry positions. The conventional
orthorhombic unit cell is illustrated by solid black lines. The Cartesian reference coordinate system, {x,y, z}, used in our
simulations is indicated by black vectors and letters, while the coordinate system, {x′,y′, z′}, aligned with the conventional
orthorhombic cell is displayed in red. z and z′ are collinear and directed out of the figure. The spheres at the bottom represent
the angular distribution of the C2 dimers over AIMD simulations at 600 K. Bright colors and dark colors correspond to high
density and low density, respectively.
where I is the identity matrix.
We find it revealing to analyse the Cauchy stress in
the coordinate system aligned with the conventional or-
thorhombic cell, {x′,y′, z′}, see Fig. 1. The Cauchy
stress σ transforms as σ′ = QσQT , where Q is the trans-
formation matrix from the coordinate system {x,y, z} to
{x′,y′, z′} given by
Q =
cos θ − sin θ 0sin θ cos θ 0
0 0 1
 , (8)
where θ is defined in Fig. 1. Note that θ and hence Q
changes along the deformation path, i.e., they are λ de-
pendent.
B. Computational details
We carried out Kohn-Sham (KS) DFT calculations us-
ing the projector augmented wave (PAW) [27] method
and a plane wave basis set as implemented in the Vi-
enna ab initio simulation package (VASP) [28–30]. Ex-
change and correlation effects were treated using the
Perdew-Burke-Ernzerhof (PBE) [31] form of the gener-
alized gradient approximation (GGA). PAW potentials
with Li(1s2s) and C(2s2p) states treated as valence were
used. The plane-wave cutoff energy of the KS orbitals
was 600 eV. We used a 128 atom supercell constructed
as a 2×2×2 expansion of the conventional cubic anti-
fluorite unit cell, for which k-point sampling was per-
formed at the Γ-point. This k-point sampling is enough
to converge the stress tensor within ∼ 1 kbar, as judged
by comparing to 2× 2× 2 and 3× 3× 3 k-point grids on
10 snapshots from AIMD simulations. AIMD simultions
in the NVT ensemble were performed using a short 0.25
fs timestep and a Nose´-Hoover thermostat with a Nose´
mass corresponding to a time-constant of ∼ 86 timesteps.
The presence of C2 dimer stretching modes at around 60
THz, separated from the rest of the vibrational modes
in the system, makes it necessary to carefully choose the
4timestep and the Nose´ mass in order to avoid having the
C and Li subsystems slowly decoupled and equilibrate at
two separate temperatures over long timescales. This was
observed to happen using more standard parameters, e.g.
a 1 fs timestep and the default VASP value for the Nose´
mass. The simulations were typically run for at least
∼360000 timesteps, corresponding to 90 ps of simulation
time, out of which ∼ 40 ps was skipped as equilibration.
More rationale on the simulation times follows below.
III. RESULTS AND DISCUSSION
A. Thermal expansion
FIG. 2. Thermal expansion of the a, b and c lattice parame-
ters and volume of the orthorhombic structure of Li2C2. The
thermal expansion is evaluated as (a(T )−a(300 K))/a(300 K)
for a and similar for b, c, and the volume. Inset shows the
conventional orthorhombic unit cell.
We start by investigating the temperature dependence
of the lattice constants in the orthorhombic and cubic
phases of Li2C2. We extract these from AIMD by itera-
tively changing the lattice constants until all elements of
σ are <2 kBar (more details on this are discussed below).
In practice this is done by taking the average stress from
an AIMD run in the monoclinic cell, transforming it to
the orthorhombic cell and changing the a, b, and c lat-
tice vectors according to the diagonal components of this
transformed stress tensor in a steepest decent fashion.
The procedure is then repeated until convergence.
The obtained values at 300 K are a = 3.68 A˚, b =
4.83 A˚, and c = 5.44 A˚, which agree very well with
the experimental values at room temperature [32]. Fig.
2 shows the thermal expansion from T = 300 K, i.e.,
(a(T )− a(300 K))/a(300 K) and similar for b, c and the
volume V. While the a and c axes expand with tempera-
ture, the b axis, which is collinear with the alignment of
the C2 dimers, shows a non-conventional decrease at high
temperature. This is an effect of the temperature induced
weakening of the alignment of the C2 dimers. This pe-
culiarity was pointed out experimentally for Li2C2 [32].
We note that this uniaxial negative thermal expansion
effect is unlikely to be well captured by a conventional
eg. quasi-harmonic treatment.
B. Stress-strain Thermodynamic integration
FIG. 3. Results of the stress-strain thermodynamic integra-
tion on the deformation path from the ordered orthorhombic
phase at λ = 0 to the dynamically disordered cubic phase at
λ = 1. The top panel shows the free energy change along
the deformation path at 600 K (solid blue line) and 650 K
(dashed red line). Middle and lower panel show the diagonal
components of the Cauchy stress in the coordinate system
{x′,y′, z′} aligned with the conventional orthorhombic unit
cell, at 600 and 650 K, respectively.
We obtain the free energy difference ∆F (λ) on a de-
formation path between the ordered orthorhombic phase
(λ = 0) and the disordered cubic phase (λ = 1) using
Eq. (3). We use 10 points obtained by linear interpo-
lation between h(λ = 0) and h(λ = 1). Since the path
5connects an ordered phase with a dynamically disordered
one, the disorder is expected to set in somewhere along
the path. The convergence of the stress with respect
to simulation time thus becomes a critical issue. The
approach we take to ensure proper convergence is the
following: At each temperature and each point on the
deformation path we perform two separate AIMD runs,
one with initial (fractional) atomic positions and veloci-
ties taken from an AIMD snapshot of the orthorhombic
phase, and one with a snapshot from the cubic phase.
Convergence can then be gauged by how well these two
sets of stress-strain TIs agree with each other, as a func-
tion of simulation time. Indeed, insufficient simulation
time in the two sets should produce errors of opposite
type. Roughly speaking, the simulations started from
the orthorhombic snapshot should be biased towards pro-
ducing errors associated with too much order, while those
started from the cubic snapshot should be biased towards
too much disorder. We perform simulations long enough
so that the integrand in Eq. (3) differs between the two
AIMD runs by less than ∼ 1.6 meV/f.u at each point
on the deformation path. The mean difference over the
whole path is significantly smaller than this, around ∼
0.5 meV/f.u.. The stresses used to produce the final re-
sults are averaged over the two simulations, in order to
increase the accuracy further.
Fig. 3 (a) shows the free energy differences between the
two phases at 600 and 650 K. We see that at 600 K the
orthorhombic phase is favored by 1 meV/f.u., while at
650 K the cubic phase is 4 meV/f.u. lower in free energy.
A linear interpolation results in a phase transition tem-
perature of 611 K. Comparing this temperature to an
experimental transition temperature is not straightfor-
ward. It was noted [32] that the first appearance of an
XRD reflection corresponding to the high temperature
phase upon heating appears at around 693 K, and dif-
ferential scanning calorimetry (DSC) measurements [33]
puts the transition at ∼ 725 K. Our thermodynamic
transition temperature is thus likely somewhat underes-
timated, although in fair agreement considering all ap-
proximations inherent to the simulations, including the
exchange-correlation functional and the finite and defect-
free supercells. It was further noted [32], however, that
the two phases continue to co-exist over a broad temper-
ature range. This is in agreement with the result from
Fig. 3 (a) that the two phases appear to be free energy
local minima both above and below the transition tem-
perature.
The slight non-zero values of the stresses at λ = 0 and
1 are due to the fact that the configurations chosen as
starting points, turn out, once very long simulations have
been run, to be slightly offset from the equilibrium ones.
That is, the path we choose through configuration space
passes slightly to the side of the actual minima. The
change in free-energy in adjusting for this is, however,
negligible, in the ”worst” case, which is λ = 1 at 650 K,
this free energy correction can be estimated to be below
0.5 meV/f.u.
In order to gauge how the C2 dimer disorder sets
in on the deformation path we calculate a dimer self-
correlation function,
Cself (t) = 〈S˜i(t0) · S˜i(t+ t0)〉N,t0 , (9)
where S˜i(t) = Si(t)−〈Si(t)〉N , Si(t) is the vector between
the two C atoms making up C2 dimer i and 〈· · · 〉N,t0
denotes an average over both the N C2 dimers and all
time-origins t0.
In Fig. 4 we plot Cself (t)/Cself (0) for select values of λ
along the deformation path at 600 K. In the orthorhom-
bic phase at λ= 0 we observe, as expected, a quick ini-
tial decay in the very short time limit followed by a vir-
tually constant behaviour, consistent with the ordered
state of the dimers. At the first point along the path
(λ= 0.09) a similar initial decay is followed by a slow
decay, indicating a still largely ordered state of the C2
dimers. Moving further along the deformation path, the
behaviour qualitatively changes into significantly faster
decay rates. Around this point on the deformation path,
we see a change in the behaviour of the σyy stress compo-
nent from the standard decrease upon compression, to an
increase, which we can thus associate with the onset of
proper disorder of the C2 dimers, which effectively weak-
ens the alignment of the dimers along the y direction.
Starting from λ = 0.27, Cself (t)/Cself (0) is reasonably
well fitted to a stretched exponential e−(t/τ)
β
, with τ ≈
2.9 ps and β ≈ 0.67 at λ = 0.27. For λ approaching
1, i.e. the cubic structure, we can instead fit to a single
exponential e−(t/τ). For the cubic phase we obtain a
relaxation time of τ ≈ 0.69 ps.
FIG. 4. Self-correlation function Cself (t)/Cself (0) for a se-
lect number of points along the deformation path between the
orthorhombic and cubic phases at 600 K.
Fig. 5 shows the changes in internal energy U along
6the deformation paths at 600 and 650 K. We see that the
difference in U between the two phases amounts to ∼ 82
and 71 meV/f.u. at 600 and 650 K, respectively. At the
phase-transformation temperature this gives, by linear
interpolation, a transition enthalpy of ∼ 80 meV/f.u. It
is thus clear that the cubic phase is stabilised by a large
entropy contribution originating from the disordered C2
dimers. It is interesting to note that U is increasing for
λ across 0, at 600 K the free energy minima at λ = 0 is
at least 8 meV/f.u. higher in U compared to λ ≈ -0.09,
which implies that there is a quite significant entropic
part responsible for producing the free energy minima
even in the orthorhombic case. Moving towards lower
values of λ corresponds to elongation of the orthorhombic
b axis and contraction of a and c, which will act to sup-
press librational motion of the C2 dimers, i.e., to increase
their directional order. It thus follows that the position of
cell-configuration that corresponds to the orthorhombic
free energy minimum is a competition between the en-
ergetic and entropic tendencies to suppress and promote
C2 librations, respectively.
FIG. 5. Internal energy change ∆U , along the deformation
path from the ordered orthorhombic phase at λ = 0 to the
dynamically disordered cubic phase at λ = 1. Results at tem-
peratures 600 and 650 K are shown with blue circles and red
squares, respectively.
Since we at this point have access to both the free
and internal energy differences between the ordered and
disorder phases we can extract their entropy difference
∆S. At 600 K and 650 K, T∆S corresponds to ∼ 80 and
75 meV/f.u., respectively.
Thus, perhaps unintuitively, both the energy difference
and the entropy difference between the two phases are
larger at the lower temperature. Therefore, while it is
clearly true that the cubic phase is stabilized by its large
entropy associated with the dynamically disordered C2
dimers, one should not conceptualize this transition as
happening due to a rapid increase of this entropy with
temperature. Instead, what appears to be a better model
is that the transition happens primarily due to an increas
of the energy of the orthorhombic phase. This can be
thought of as a competition, in the orthorhombic phase,
between the energetic tendency to keep the C2 dimers
strongly directionally-aligned and the entropy gain asso-
ciated to their librational motion. The energetics of the
alignment is punished by the increased temperature, but
this cannot be compensated by a large enough entropy
contribution from just librations to keep the orthorhom-
bic phase stable over the cubic phase, where the dimers
are much more disordered, and which hence has a larger
associated entropy.
It is interesting to compare the entropy between the
two phases with a very simple model where the entropy
difference is taken to be purely associated with a set of
static configurations of the C2 dimers. In the high tem-
perature limit, we then have ∆Sconf = kB log(6), which
gives a contribution T∆Sconf ≈ 93 meV/f.u. at T = 600
K. This is larger, but comparable, to the actual entropy
contribution to the free energy difference between the two
phases at 600 K of ∼ 80 meV/f.u..
The C2 dimers clearly have a preference of aligning
along the [110] directions of the cubic cell, as seen in Fig.
1. However, it can also be seen from the figure that the
density of dimer-alignments on paths between different
[110] directions is clearly non-negligible. Furthermore,
the self-relaxation time of the dimers at 600 K was esti-
mated above to be 0.69 ps, which is comparable to the
periods of atomic vibration in the system. These consid-
erations indicate that the conceptual partitioning of the
total entropy into vibrational and configurational parts,
Stot = Svib. + Sconf., as is commonly done for solids, is
questionable in Li2C2, and likely other similar systems.
Thus estimating, as one could typically do, the free en-
ergy by averaging the energy and harmonic vibrational
entropy over many stable configurations of C2 dimers and
then adding an estimate of Sconf on top of this, is not
advisable for these types of systems. Instead, the free
energy (or entropy) should preferably be calculated by a
method which does not need to make this type of entropy
partitioning, such as the stress-strain TI applied in this
work.
IV. CONCLUSIONS
To conclude we have studied the phase transformation
from the low-temperature ordered orthorhombic phase
to the high-temperature, dynamically disordered, cubic
phase of Li2C2 using the stress-strain thermodynamic
integration (TI) methodology. The stabilizing entropy
of the cubic phase, associated with the rotational disor-
der of the C2 dimers, is captured through the behaviour
of the stress on the deformation path that connects the
two phases. We obtain fair agreement with experimen-
7tal results, in particular with respect to the finding that
both phases appear to be local free-energy minima both
above and below the phase transition temperature. Our
findings indicate that the stress-strain TI methodology
can accurately describe phase transformations from or-
dered phases to phases with dynamical disorder related
to molecular units.
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Appendix A: Supercell matrices
The supercell matrices used for the orthorhombic and
cubic phases are as follows. All in units of A˚.
• At 600 K:
h(0) =
11.865 0 02.961 12.229 0
0 0 11.128
 , (A1)
h(1) =
11.810 0 00 11.810 0
0 0 11.810
 . (A2)
Which corresponds to changing the lattice parameters of
the convetional orthorhombic cell as:ab
c
 =
3.7644.819
5.564
→
 4.1754.175√
2× 4.175
 (A3)
• At 650 K:
h(0) =
11.891 0 02.867 12.231 0
0 0 11.194
 , (A4)
h(1) =
11.82 0 00 11.82 0
0 0 11.82
 . (A5)
Which corresponds to changing the lattice parame-
ters of the convetional orthorhombic cell as:ab
c
 =
3.7844.805
5.597
→
 4.1794.179√
2× 4.179
 (A6)
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