We study the p-median problem which is one the classical problems in location theory. For p = 2 and on a two-dimensional mesh, we give an O(mn 2 p)-time algorithm for solving the problem, where, assuming that m n, m is the number of rows of the mesh containing demand points, n the number of columns containing demand points, and p the number of demand points.
Introduction
The mesh (and its variant, the torus) is a popular topology for processor interconnection in parallel computers. It has practical advantages such as low degree and perfectly compact layout when compared to other well-known topologies, for example the hypercube. A notable example of parallel computers based on the mesh topology is the iWarp system 4]. Dally has shown that low-dimensional networks have lower latency and higher hot-spot throughput than high-dimensional networks 2]. In this paper, we study the problem of nding a 2-median set in a two-dimensional mesh. The p-median problem is a well-known problem in location theory 8], which is to locate p identical facilities in a network so that the sum of the distance between every client in the network and its nearest facility is minimized. To our knowledge, no algorithm has yet been proposed for solving the problem on a mesh. Among the several topologies for which e cient algorithms for nding p-medians exist, the tree topology seems to have received the most attention. A recent paper by Gavish and Sridhar gives an O(n log n) time algorithm for nding a 2-median set on tree networks having n vertices 3], which represents an improvement over other existing algorithms for the tree 7, 9, 10]. The tree algorithm, however, cannot be easily adapted to solve the problem on the mesh, because in order to directly apply the tree algorithm, one would run into the non-trivial problem of enumerating a large number of trees that are embedded in the mesh.
In this paper, we assume the following system model. Clients and facilities are restricted to vertices of the mesh.
All clients have a demand of 1, but multiple clients can co-reside in a vertex.
The number and locations of clients are xed and do not change over time.
Facilities are uncapacitated (they could serve any number of clients) and can be located in any vertices.
Vertices having one or more clients are called demand points.
Our solution to the problem is based on a solution to the 1-median problem on the mesh. Section 3 presents the 1-median problem and its solution. Section 4 discusses the properties of the speci c kind of solutions to the 2-median problem we are after in this paper. Based on these properties, Section 5 then gives and analyses an algorithm that would nd a 2-median set in O(mn 2 p) time, where m, n (m n), and p are respectively the number of rows having clients, the number of columns having clients, and the number of demand points. Section 6 concludes the paper and proposes some further problems.
Preliminaries
Given an M N mesh and a set T of clients, the 2-median problem is to locate two identical facilities in one or two of the mesh's vertices so that the sum of the distance between every client and its nearest facility is minimized.
Let D be that sum of the distance between every client and its nearest facility for any median problem discussed in this paper. Let T h = jTj 2 .
Let P(1; T) be the 1-median problem|to locate one facility, and P(2; T) the 2-median problem|to locate two facilities. 
1-Median
The problem can be decomposed into two instances of the 1-median problem on a chain (a linear array or a 1 k mesh), one for each dimension. Fig. 1 shows a 7 9 mesh and the two corresponding chains.
In the gure, the label next to a vertex in a chain is the number of clients in that vertex. We say that v i is a solution to the above 1-median problem. The above lemma identi es the solution with the smallest i. There are cases where multiple solutions exist. By symmetry, we can easily nd the one with the largest i. Obviously, (x; y) is a solution to P(1; T) if and only if x and y are solutions to the respective chains coming from the decomposition. The example in Fig. 1 has multiple solutions, where s 1 is the \smallest", and s 2 the \largest" solution. We refer to the set of all solutions to any median problem as the solution space of that problem. The solution space is marked by a dashed box in the gure.
Theorem 3.1 P(1; T) can be solved in O(p) time, where p is the number of demand points.
Proof: Assume that the input is a collection of clients with clients belonging to the same vertex (demand point) being grouped together. In O(p), we generate the two said chains. For each chain, we scan from v 0 to locate the solution with the smallest i. We can stop here if a single solution is all that is needed.
To obtain all solutions, we need also to scan from v k backward to locate the solution with the largest i.
Using the mesh example in Fig. 1 without loss of generality, we have the following set of inequalities governing the solution space of P(1; T). As a closing note to this section on 1-median, we should mention the work by Hassin and Tamir 5] as well as the work by Hsu et al. 6] on solving the p-median problem on a \line". We could have applied their algorithms by mapping vertices with k clients to a sub-chain of k clients with a negligibly small edge cost assigned to the edges of the sub-chain. For p = 1, however, the solution we give here is simple enough to not warrant the use of their more comprehensive algorithms.
2-Median
In the following, for convenience but without loss of generality, when we say fw; zg is a solution to P(2; T), we assume w:x z:x and w:y z:y.
The following is obvious.
Lemma 4.1 For any solution fw; zg to P(2; T), we have the following.
The client set T can be divided into two disjoint subsets, U and V , such that w is a solution to P(1; U), and z is a solution to P(1; V ).
fw; zg can be replaced by any fw 0 ; z 0 g as a solution, where w 0 and z 0 are within the solution spaces of P(1; U) and P(1; V ), respectively.
If a client is of equal distance from either facility, we assume that an arbitrary choice of one of the facilities would be assigned to the client. The solution fw; zg forms either an upright rectangle, a at rectangle, or a square, as shown in Fig. 2 . 00000000 00000000 00000000 00000000 11111111 11111111 11111111 11111111 00000000 00000000 00000000 11111111 11111111 11111111 00 00 00 00 00 00 00 00 00 11 11 11 11 11 11 11 11 11 00 00 00 00 00 00 00 00 00 11 11 11 11 11 11 11 11 (2) Proof: Without loss of generality, consider Fig. 2(a) , the case of an upright rectangle, where w is a solution to P(1; U), and z a solution to P(1; V ). By Lemma 4.1, we can choose w to be among those solutions with the smallest x-coordinate in the solution space (the dashed box in the gure) of P(1; U). By symmetry, the second inequality, corresponding to Fig. 2(b) , can be proved in exactly the same way.
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Note that both inequalities are true if the solution forms a square (Fig. 2(c) ). In the algorithm, to be presented in Section 5, the square case is treated as part of the upright-rectangle case as well as the
or a at rectangle (and possibly a square), but the existence of a solution forming a square cannot be guaranteed.
We refer to a solution fw; zg that satis es Lemma 4.2 as a max-solution because for xed U and V , w and z are chosen to be on the two boundary edges of the solution spaces of U and V respectively and therefore have a maximum separation (along the x-or the y-dimension). Lemma 4.3 Given any solution s to P(1; T), there exists a max-solution fw; zg to P(2; T) such that w:x s:x z:x and w:y s:x z:y:
Proof: Without loss of generality, consider the upright-rectangle case|i.e., Inequality 1 of Lemma 4.2.
By symmetry, the at-rectangle case can be dealt with similarly. Suppose that s:x does not lie between w:x and z:x; then, we have two cases: w:x z:x < s:x and s:x < w:x z:x. Consider the former. We But since s is a solution to P(1; T), by Corollary 3.1, R + (s:x; T) T h . Substituting, we have jTj > jTj, a contradiction. The case of s:x < w:x z:x is symmetric to this one. Hence, all max-solutions to P(2; T) must \surround" s:x. For the y-axis, the situation is as shown in Fig. 3 . By Lemma 4.1, we could move w and z over to w 0 and z 0 respectively and still have a max-solution. Assume without loss of generality that z 0 > w 0 . If the new rectangle is a at one, then we can deal with it using the argument for the x-axis as in the above, and then s:y must lie within w 0 and z 0 . Assume that the rectangle is upright and s is outside of it (as shown in the gure). Since C ? (w 0 :y ? 1; U) < jUj It follows that if s:y < w 0 < z 0 then C ? (s:y; T) < T h , which is a contradiction to Corollary 3.1. The case of s being on the other side of the rectangle can be dealt with by symmetry. 2
Hence, given a solution to P(1; T), all max-solutions that belong to the upright-rectangle case must surround s:x, and there exists at least one max-solution belonging to the upright-rectangle case that surrounds s:y. We say that fw 0 ; z 0 g in the above lemma surround fw; zg, and fw; zg surround fw 00 ; z 00 g.
Algorithm
Lemma 4.3 says that for any given solution s to P(1; T), there exists a solution to P(2; T) that surrounds s. This solution to P(2; T) satis es Inequality 1 or 2 or both. The following algorithm capitalizes on this proven fact. It begins with an arbitrary solution s to P(1; T). Then it enumerates all pairs of x's that surround s and satisfy Inequality 1. This appears an O(M 2 ) operation, but by the lemmas in Section 4, a substantial number of such pairs can be skipped, resulting in an O(M) operation. Then for each pair of x's, the algorithm considers all pairs of y's so that every solution thus formed surrounds s and is an upright rectangle or a square; the solution generating the smallest D is recorded. The same is then applied to the y dimension. The nal result is one pair of (x; y)'s whose D is the smallest.
Algorithm Find2Median is given in Fig. 4 .
Lemma 5.1
Step 3 of Algorithm Find2Median will nd a pair of fx 1 ; x 2 g, x 1 = 1, satisfying Inequality 1 and surrounding s:x.
Proof: By Corollary 3.1, R + (s:x; T) T h , and so R ? (x 1 ; T) + R + (s:x; T) T h . Note that we also have R ? (x 1 ?1; T) = 0. But there must exist some x, s:x x M, such that R + (x+1; T) < T h R + (x; T). When x 2 reaches x, we have R ? (x 1 ?1; T)+R + (x 2 + 1; T) < T h R ? (x 1 ; T)+R + (x 2 ; T), and fx 1 ; x 2 g satisfying Inequality 1 and surrounding s:x. 2
We denote the value of x 2 after Step 3 by x 2 .
We call a pair of fx 1 ; x 2 g that surrounds s:x in Algorithm Find2Median a success if it satis es Inequality 1; a failure otherwise. Step 4 terminates when incrementing x 1 or x 2 or both would cross the respective boundaries, s:x or M. There exist four possible scenarios when this happens, as shown in Fig. 6 . Step 4 terminates at this point. But x 2 has not reached its boundary. So Step 5 needs to nish the remaining x 2 's|i.e., M x 2 > x 0 2 . For each of these x 2 's, the search needs only to check fx 0 1 ; x 2 g because any fx; x 2 g, x < x 0 1 , would surround the success pair fx 0 1 ; x 0 2 g. Moreover, there is no need to respond to a failure like in Step 4, because if we decrement x 1 and increment x 2 , the result would surround fx 0 1 ; x 0 2 g. Step 4
Step Similarly, the time for Step 6 is O(N).
Consider
Step 8. For each pair of fx 1 ; x 2 g and l = x 2 ? x 1 , we have l (l + 1)=2 rectangles to consider, each of which would be used to compute the total distance from jTj clients. For vertices having more than one client, the computation needs to be performed only once|i.e., the distance is multiplied by the number of clients. l could be as large as M, but since M N, the width of a rectangle is bounded by N. Hence the number of rectangles to consider at each step is O(N 2 ), and so the time for each step is O (N 2 p) , where p jTj is the number of demand points. The total time for the entire Step 8 would be O (MN 2 p) . For Step 9, l could be as large as N, and hence the time for this step would be O (N 3 p) . 2
Suppose the input is a \compressed" mesh consisting only of demand points, where a demand point is the pair (vertex, number of clients). Then by Corollary 3.2 (all max-solutions must be located in columns/rows that contain demand points), we can apply Algorithm Find2Median as is to the compressed mesh and the result will be correct. 
Conclusion
The naive method to nd a 2-median set|examining all pairs of vertices|would take O(M 2 N 2 p) time. In the worst case where all vertices of the mesh have clients, our result represents an O(M) times improvement over the naive method, assuming M N. For meshes that are relatively sparse, our O(mn 2 p) time solution, where m is the number of rows having clients, n the number of columns having clients (m n), and p the number of vertices having clients, is clearly much more e cient. The following should be worth pursuing.
To nd all solutions to P(2; T) instead of just one solution (the naive method nds all solutions).
To nd approximate solutions to P(2; T) that are based on simple but fast heuristical algorithms, such as dividing the mesh into two submeshes according to the distribution of the clients. Or to improve on existing approximation results, such as the work by Charikar et al. 1].
To solve P(f : T), f > 2.
To consider meshes with wrap-around links, i.e., the torus, and higher-dimensional meshes and tori.
