In this entry we review the generalization error for classification and single-stage decision problems. We distinguish three alternative definitions of the generalization error which have, at times, been conflated in the statistics literature and show that these definitions need not be equivalent even asymptotically. Because the generalization error is a non-smooth functional of the underlying generative model, standard asymptotic approximations, e.g., the bootstrap or normal approximations, cannot guarantee correct frequentist operating characterists without modification. We provide simple data-adaptive procedures that can be used to construct asymptotically valid confidence sets for the generalization error. We conclude the entry with a discussion of extensions and related problems.
Introduction
The generalization error of a predictive model is a measure of its predictive performance when applied to make predictions in a population of interest. In a wide range of supervised and reinforcement learning problems, the estimated generalization error is the primary means of comparing competing methodologies in a given application domain or to benchmark competing algorithms across a suite of test problems. In prediction problems where the goal is to map inputs into a finite set of predictive values, e.g., predicting a label in classification or predicting an optimal treatment in precision medicine, commonly used measures of generalization error can be expressed as a weighted expected number of mistakes in the population 1 of interest, e.g., the (weighted) misclassification rate in classification or the marginal mean outcome in precision medicine. In such settings, the estimated generalization error can be highly sensitive to small perturbations in the data thereby making it difficult to approximate its sampling distribution using standard asymptotic methods (Van der Vaart, 1991; Zhang, 1995; Schiavo and Hand, 2000; Laber and Murphy, 2011; Hirano and Porter, 2012; Laber et al., 2014) .
Further complicating statistical inference is that the term 'generaliation error' for a given performance metric, e.g., the misclassification rate, may refer to one of several funcationals of the underlying generative model, the fitted data, and the algorithm used for estimation.
For example, one measure of generalization error is the performance of the optimal predictive model within a pre-specified class; a second is the conditional expected performance of a fitted model given the observed data; and yet a third is the unconditional expected peformance of a fitted model averaging over the observed data. In this entry, we delineate these three types of generalization error in the context of classifciation and single-stage decision making.
We derive confidence intervals for the generlization error in classification and then show that these methods can be directly ported to the generalization error for decision problems.
Some the proposed methods are new including an adaptive projection interval designed to reduce conservatism of standard projection intervals and a bounding method that provides asymptotically correct conditional coverage given the estimated optimal predictive model.
An outline of the remainder of this entry is as follows. In Section 2, we define three types of generalization error in classification and show that they need not be close in arbitrarily large (but finite) samples even under regularity conditions that make the estimators of these quantities asymptotically normal and pointwise convergent to the same limit. We then derive inference procedures under a moving parameter asymptotic framework that accounts for this finite sample behavior. In Section 3, we exploit the fact that the marginal mean outcome in a single-stage decision problem can be recast as a weighted misclassification error and show 2 how the methods developed for classification can thereby be directly extended. We provide concluding remarks in Section 4.
Generalization error in classification
We assume that the observed data are {(X i , Y i )} n i=1 which comprise n independent replicates of the input-label pair (X, Y ), where the input, X, takes values in R p and the label, Y , is binary and coded to take values in {−1, 1}. A classification rule is map, c : dom X → dom Y so that under c the predicted label at input X = x is c(x). Let P denote joint distribution of (X, Y ), then the generalization error of a rule c is M (c) P 1{Y = c(X)} = P 1{Y c(X) < 0}, where 1{u} is an indicator that the condition u is true. Thus, M (c) captures the probability c will incorrectly label randomly the input X of the input-label pair (X, Y ) randomly drawn from P . Let P n denote the empirical distribution, then the plug-in estimator of M (c) is M n (c) P n 1 {Y c(X) < 0}. For a fixed classification rule, c, it follows from the central
Hence, estimation of and inference for the generalization error of a fixed classification rule is straightforward.
However, when estimation and inference are focused on optimal classification in a given problem domain, quantifying uncertainty about the generalization error is considerably more complex.
Let Ω denote the space of distributions over dom (X × Y ) and define a classification algorithm for the class C to be a map Γ : Ω → C. Under Γ, the estimated optimal classifier given the observed data {(X i , Y i )} n i=1 is c n = Γ(P n ). The generalization error of c n is M ( c n ), i.e., the missclassication rate associated with applying c n to a new input-label pair 3 (X, Y ) drawn from P . Thus, the generalization error is useful for quantifying the value of applying the estimated classification rule, c n , to make decisions in the domain of interest.
Because c n is a function of both the observed data and the unknown distribution P , it is an example of a data-dependent parameter (Dawid, 1994; Efron and Tibshirani, 1997; Laber and Murphy, 2011) . While data-dependent parameters are somewhat unusual, the definition of a confidence set for a such a parameter closely matches that of a fixed (i.e., not data-dependent) parameter. Given α ∈ (0, 1) we say that the set
, where the probability statement is over both a new draw (X, Y ) and the distribution of the observed data. Alternatively, one can define a (1 − α) × 100% asymptotic conditional confidence set,
can be seen that a conditional confidence set is also a non-conditional confidence which is an appealing feature; however, the construction of such sets is not always straightforward (Casella, 1992; Robins et al., 2014) .
Given a classification algorithm Γ, define c opt = Γ(P ) to be the optimal classification rule relative to Γ. Thus, c opt need not be the optimal classifier over the space of all measurable maps from dom X into dom Y , i.e., the Bayes classifier which is given by c Bayes (x) = sign {P (Y = 1|X = x) − 1/2} (Duda et al., 2012) . Indeed, c opt need not even be the optimal regime in the class of regimes defined by the image of Γ. Nevertheless, we define the population-optimal generalization error to be M (c opt ). Inference for M (c opt ) may be of interest in the context of evaluating the benefit of a data-driven classification rule relative to some existing ad hoc classifier that is already in place. For example, consider the problem of predicting treatment response among of breast cancer patients; one may wish to know if a data-driven classification rule based on high-dimensional gene expression signatures outperforms an existing classifier based on a much smaller subset of biomarkers (Luckett et al., 2018) . In this example, if c 0 is the existing classification rule, one might be interested in
. Thus, the population-optimal generalization error is useful for quantifying the value of a classification rule in a given domain. However, this does not measure the quality of a classification rule estimated from a finite data-set which is of greater interest if a data-driven rule is to be deployed in a given application domain.
An alternative measure of performance is the expected generalization error of a learning algorithm defined as M n (Γ) = EM ( c n ) which is the average performance of the classification algorithm Γ across i.i.d. samples of size n drawn from P . The curve, n → M n (Γ), known as the learning curve of the algorithm Γ, is a measure of how efficiently the algorithm learns from data on average (Amari et al., 1992; Haussler et al., 1996; Mukherjee et al., 2003; ; however, for the purpose of sample size calculation intended to ensure highquality estimation of an optimal classification rule, percentiles of the sampling distribution of M ( c n ) as a function of n may be more scientifically meaningful . The quantity M n (Γ) (or the learning curve) is most useful as a means to compare algorithms in a given domain across a range of data set sizes.
The three generalization errors M (c opt ), M ( c n ), and M n (Γ) represent three different performance metrics. In the next section, we characterize the asymptotic behavior of these quantities in the special case of a linear classifier fit using least squares. Using this simple example, we show, perhaps somewhat surprisingly, that the three generalization errors need not converge to each other even as n diverges to ∞.
Asymptotic behavior of the generalization error for linear classification rules
For the purpose of illustrating the asymptotic behavior of the three types of generalization error defined in the preceding section, we consider linear classifiers fit using least squares;
these results extend with minor modification to other convex loss functions, e.g., logis-5 tic, hinge, exponential among others (see, e.g., Laber and Murphy, 2011) .
denote the population analog of β n and define c opt (x) = sign (x β * ).
1 . Under this model, the generalizations are: M (c
g., Stefanski and Boos, 2002; Seber and Lee, 2012) . Thus, it follows that
where Z ∼ Normal {0, Σ(β * )} and we have used
Using the above expression and applying the dominated convergence to interchange limits and expectations, it follows that
as n → ∞. Thus, we see that the three types of generalization error, M (c opt ), M ( c n ), and M n (Γ), need not coincide even asymptotically.
In the preceding derivations, the differences across the three types of generalization error depend on the amassing of data points on the boundary x β * = 0; indeed, if P (X β * = 0) = 0 then the three definitions converge to the same limit. Thus, it may be tempting in conducting inference to assume-perhaps even correctly, e.g., if X is continuous and β * is not identically zero-that P (X β * = 0) = 0. Unfortunately, the abrupt dependence on this probability in the limiting behavior of the generalization error is a symptom of nonregular 1 Note that c opt (x) need not equal arg min c∈CLin M (c), where C Lin is the space of linear classifiers; this is because of the mismatch between least squares and zero-one loss. See (Bartlett et al., 2006; Qian and Murphy, 2011) .
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behavior which manifests in a lack of uniform convergence. The practical consequences of this lack of uniformity include that: (i) the three measures of generalization error need not be close in finite samples; and (ii) standard asymptotic approximations to the sampling distributions of estimators of the generalization, e.g., normal approximations, can perform poorly in finite samples. To illustrate the first point, consider the following generative model: To highlight the impact of this nonsmoothness, we also draw a sample of size 125 drawn from the distribution of S τ ( c n ) P expit −τ Y ( β 0,n + β 1,n X) where expit(u) = exp(u)/{1 + exp(u)} and τ > 0. As τ → ∞ the function expit(−τ u) converges to 1 u<0 ; thus, S( c n ) can be viewed as a smooth surrogate for M ( c n ). In our simulated examples we set τ = 3. When δ = 0, M ( c n ) converges in probability to M (c opt ), where c opt (x) = sign (β clustered about its mean at a training set size of n = 500 as M ( c n ) is at n = 5000. This difference can be made more pronounced by choosing a smaller value of δ. The middle left and middle panels of Figure 1 display one-dimensional histograms of M ( c n ) and S( c n ) for δ = 0.10. In this case, S( c n ) is more tightly clustered about its mean at n = 100 then M ( c n )
is at n = 50000. Thus, using the asymptotic limit of M ( c n ) to approximate its finite sample behavior can be arbitrarily poor. Indeed, the lower left and lower right panels of Figure 1 show the one-dimensional histograms of M ( c n ) and S( c n ) when δ = 1/ √ n; in this case, the variability of M ( c n ) remains the same regardless of how large the sample size grows whereas S( c n ) quickly concentrates about its mean.
Letting the parameter δ change with the sample size is an example of a moving-parameter asymptotic analysis. Moving parameter asymptotic analyses are commonly used to study the limiting behavior of nonregular quantities like M ( c n ) as they retain salient small sample behaviors even in infinite samples. In our example, we saw that letting
retained the small-sample instability of M ( c n ) even as n diverged. On the other hand, the concentration of S( c n ) about its mean was unaffected by letting the parameter δ vary with n. The empirical behavior of M ( c n ) and S( c n ) is consistent with the formal definition of a nonregular parameter as being sensitive to local (i.e., O(1/ √ n)) perturbations of the underlying generative model (Tsiatis, 2007) . Because we are interested in asymptotic methods that faithfully reflect the finite sample behavior of the generalization errors we shall consider moving asymptotic arguments in our development of inferential methods.
Confidence intervals for
For each β ∈ R p write M (β) = P 1 {Y X β < 0} to denote the generalization error for the classification rule c(x) = sign (x β); similarly, write M n (β) = P n 1 {Y X β < 0} to be the
Were β * known, then, as noted previously,
where z ν is the ν × 100 percentile of a standard normal distribution. Of course β * is not generally known and must be estimated using the observed data. However, as we have seen,
point for inference. Instead, we utilize the fact that β n is regular and asymptotically normal to construct a projection confidence interval (Berger and Boos, 1994; Robins, 2004) ; because projection intervals are notoriously conservative, we also present some refinements intended to reduce conservatism. 
. To see that this provides the correct coverage asymptotically write
Because the projection interval is constructed from continuous operations with regular estimators it is insensitive to local perturbations as we will show below.
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To evaluate the local behavior of the generalization error we make the following assumptions.
(A1) The distribution P satisfies P ||Y || 2 ||X|| 2 < ∞.
(A2) The covariance Σ(β) is strictly positive definite for all β in a neighborhood of β * .
(A3) For any ∈ R p there exists a sequence of distributions P n that satisfies
for some real-valued function v for which:
2 is a uniformly bounded sequence.
The following result states that probjection interval remains valid even under a moving parameter asymptotic framework.
Theorem 2.1. Assume (A1)-(A2) and that for each n the observed data are {(
which comprise an i.i.d. draw from P n which satisfies (A3).
A proof of this result follows from noting that
} for each fixed β under P n ; thus, the result follows by applying the argument given for the fixed parameter setting above.
Projection intervals are appealing because of their simplicity and generality. However, they can be extremely conservative in some settings . One driver for this conservatism is that the projection interval is not adaptive to the concentration of points about the boundary x β * = 0; e.g., if X β * were bounded away from zero with probability one, then one could just apply the standard nonparametric bootstrap or a normal-based approximation to construct a confidence interval (Efron and Tibshirani, 1994; Shao and Tu, only affects points that lie 'near' to the decision boundary x β * . We formalize the notion of being near the boundary using a hypothesis test of the null H 0 (x) : x β * = 0 against a two-sided alternative for each input X = x in the observed data. Define the test statistic
; we assume (A4) that X Σ n X is bounded away from zero with probability one. We reject H 0 (x) if T n (x) is large and fail to reject otherwise. Let λ n denote a positive sequence of critical values (see below for additional restrictions on this sequence) and define
to be the estimator of G n obtained by replacing P with P n . The following result is the basis for an adaptive projection interval Lemma 2.2. Assume (A1)-(A4) and that λ n → 0 and nλ n → ∞ as n → ∞. For any
where W(β * , β) is normally distributed with mean zero and variance ρ 2 (β * , β).
A proof of this result, which includes a closed form expression for ρ * (β * , β), is given in the Appendix. Let ρ 2 n (β) denote a plugin estimator of ρ 2 (β * , β) (see the Appendix for details).
For any α ∈ (0, 1) define
. While the form of the adaptive projection interval J n,1−ω and the standard (non-adaptive) projection interval are similar, the union in J n,1−ω only affects points close to the decision boundary which can make it considerably less conservative in some settings. The following result shows that the adaptive projection interval provides asymptotically correct coverage; a proof is provided in the Appendix.
Theorem 2.3. Assume (A1), (A2), and (A4). For each n let {(
The preceding result was stated in terms of a normal-based confidence interval for G n (β * , β)
for each fixed β; an alternative, which may provide better finite sample performance, is to use a bootstrap confidence interval instead; extension of the theory to handle this case is straightforward.
Confidence intervals for M ( c n )
To derive a confidence interval for M ( β n ) we take a similar approach to the adaptive projection interval in that we partition the training into points that are near the decision boundary x β * = 0 and points that are far from this boundary. We take a sup over local perturbations of the estimated optimal decision rule to construct an upper bound on the generalization error and an inf to construct a lower bound; we bootstrap these bounds to form a confidence set. Because the supremum (infimum) operation is smooth, the resultant bounds are regular and thereby can be consistently bootstrapped. We derive an upper bound with the derivation of a lower bound being analogous.
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Let T n (x) be as defined in the preceding section and write
where S n is any set that contains β n . We define U n = U n (R p ) which we use to construct a confidence set; asymptotically, this choice is unimprovable in some sense (Laber and Murphy, 2011 ) though finite sample performance might be improved by letting S n depend on the data.
Define a lower bound L n analogously by replacing the sup with an inf in the definition of
For any α ∈ (0, 1) let n,α/2 denote the (α/2) × 100 percentile of L n and u n,1−α/2 denote the (1 − α/2) × 100 percentile of U n then
Furthermore, if n (β) is the (α/2) × 100 percentile of the conditional distribution of L n given β n = β and u n (β) is the (1 − α/2) × 100 percentile of the conditional distribution of U n given
with probability one. It can be verified directly that both (1) and (2) continue to hold under 13 a sequence of local generative models as in (A3).
In practice, the distributions of the bounds L n and U n are not known and thus must be estimated. To estimate the unconditional distribution of these bounds we use the nonpara-
n denote the bootstrap empirical distribution and for a functional
n ) to denote its bootstrap analog. The following result is proved in Laber and Murphy (2011) .
Theorem 2.4. Assume (A1), (A2), and (A4) and let α ∈ (0, 1) be fixed. Then
The inequality in the preceding result can be strengthened to equality if X β * is bounded away from zero with probability one.
In order to construct a conditional confidence interval for M ( β n ) we first estimate the conditional distribution of the bounds given β n and then estimate their conditional quantiles.
While it is possible to derive the joint asymptotic distribution of √ n β n − β * , L n , U n , the form of this limit is complex and hence it is difficult to extract from it the requisite percentiles. Instead, we use a kernel-based bootstrap estimator. Let K denote a multivariate kernel function and B a matrix of bandwidth parameters. Define the estimated conditional CDF of U n given β n as follows
Un,n (1 − α/2; β n ) to be the estimated conditional (1 − α/2) × 100 percentile of U n given β n . Define n ( β n ) analogously. An asymptotic (1 − α) × 100% 14 conditional confidence set for M ( β n ) is thus
A rigorous analysis of the operating characteristics of this interval is beyond the scope of this entry. However, the proof follows by showing: (i) the joint distribution of the bounds and the sampling distribution of β n can be consistently estimated using the bootstrap (see Laber and Murphy, 2011) ; and (ii) that the conditional distribution can be consistently estimated using the preceding kernel-based estimator under an appropriate choice of bandwidth matrix (see Hall et al., 1999 , and references therein).
Confidence intervals for M n (Γ)
Confidence intervals for M n (Γ) are less well-studied in the statistics literature primarily because they reflect the average performance across repeated application of the same learning algorithm in the same problem domain; however, it can be argued that methods like cross-validation that estimate the generalization error by repeatedly splitting the data and averaging the performance across splits are really estimating M n (Γ) rather than M ( c n ) as is often purported (see Hastie et al., 2009 , for a discussion). We derive one potential approach to constructing a confidence set for M n (Γ) based on data-adaptive upper and lower bounds as in the preceding section.
Let F n denote the sampling distribution of β n , then
where the last equality follows from interchanging the order of integration. Thus, if
n is the bootstrap estimator of F n it can be seen that the plugin estimator of M n (Γ) is
where E M denotes expectation with respect to the bootstrap resampling. Let T n (x) be as defined in the previous section. We will make use of the following bound
To verify that U n is indeed an upper bound, one can substitute √ nβ * in place of β. A lower bound, L n , is obtained by replacing the sup with an inf. A confidence interval for M n (Γ)
is obtained using the bootstrap distribution of the bounds L n and U n . Let j n,α/2 denote the (α/2) × 100 percentile of L
n and k n,1−α/2 the (1 − α/2) × 100 percentile of U
n . The 16 resultant approximate confidence interval for M n (Γ) is thus
The operating characteristics of the above interval have not yet been fully investigated; such an investigation is beyond the scope of this entry, though we think this would make for interesting future work.
Marginal mean outcome in decision making
In a one-stage decision problem we assume that the observed data are of the form
which comprise n independent replicates of the triple (X, A, Y ), where: X ∈ R p describes the decision context; A ∈ {−1, 1} is the decision; and Y ∈ R is the outcome coded so that higher values are better. A common application is precision medicine wherein: X denotes baseline patient characteristics, A is their assigned treatment, and Y is the patient's clinical outcome (Qian and Murphy, 2011; Zhao et al., 2012; Zhang et al., 2012; Chakraborty and Moodie, 2013; Kosorok and Moodie, 2015) . A decision rule, d : dom X → dom A, so that a decision maker following d would make decision d(x) in the context X = x. An optimal decision rules, d opt , maximized the mean outcome if applied over the distribution of contexts. The one-stage decision problem is closely related to the classification problem studied previously. The critical difference lies in the information contained in the available data. In a decision problem as described above, the outcome Y provides indirect feedback about the quality of decision A in context X; in contrast, in a classification problem, one would be given the context X and the optimal decision d opt (X) (see Sutton and Barto, 1998) .
We formalize an optimal regime using the language of potential outcomes (Rubin, 1978; Splawa-Neyman et al., 1990) . Let Y * (a) denote the potential outcome under decision a ∈ 
Given a class of decision rules, D, we define an optimal decision rule, d opt ∈ D, as one that
In order to identify d opt in terms of the datagenerating model, we make the following assumptions: (C1) positivity, π(a; x) P (A = a|X = x) > 0 with probability one for each a ∈ dom A and x ∈ dom X; (C2) no unmeasured confounding, {Y * (a) : a ∈ dom A} ⊥ A X; and (C3) consistency, Y = Y * (A).
These assumptions are standard in single stage decision problems (Zhang et al., 2012) ; (C1) and (C2) can be guaranteed in a randomized experiment but (C2) is not verifiable in an observational studies.
Under (C1)-(C3) it follows that the marginal mean outcome under a given decision rule d can be expressed as
which can be viewed as a weighted misclassification rate for d with labels −A and weights Y /P (A|X); however, in this formulation it should be emphasized that all the unobserved actions −A need not be the correct labels, i.e., the need need not equal d opt (X), indeed if there observed data were generated in a randomized clinical trial A would be assigned at random (see Zhang et al., 2012 Zhang et al., , 2013 Zhang and Zhang, 2015 , for additional discussion).
Nevertheless, the expression for V (d) in (3) can be used to directly extend the inferential methods for the generalization error in classification to the marginal mean outcome in the single-stage decision setting.
As in the classification setting, for the purpose of illustration, we consider linear models fit using least squares; extensions to other smooth parametric models and convex loss functions is straightforward. Define Q(x, a) = E(Y |X = x, A = a) then, under (C1)-(C3), d opt (x) = arg max a Q(x, a) (Murphy, 2005; Qian and Murphy, 2011; Schulte et al., that ω = α + η, then a (1 − ω) × 100% confidence set for V (β * ) is β∈Q n,1−η V n,1−α (β).
The theoretical properties of the projection interval for M (β * ) developed in the preceding section port directly to the confidence interval for V (β * ); moreover, one can also construct an adaptive projection interval to reduce conservatism. The extension to the case where the propensity score is unknown is straightforward provided that one estimates the propensity score using a regular asymptotically linear estimator.
The marginal mean outcome for the estimated optimal decision rule d n is V ( β n ) = P Y 1 −AX 1 β 1,n < 0 /π(A; X) which is analogous to M n ( β n ) in the classification case.
Define V n = P n Y 1 −AX 1 β 1,n < 0 /π(A; X) , mimicking the classification setting, we construct confidence bounds for V ( β n ) using smooth upper and lower bounds on √ n V n − V ( β n ) ; the derivation of these bounds is essentially identical to those used in the classification setting. Let R n denote the plug-in estimator of the asymtptotic covariance of β 1,n and define Z n (X) = n(X 1 β 1,n ) 2 /X 1 R n X 1 . For any sequence of non-negative tuning parameters { n } n≥1 the following inequality holds
provided that β 1,n ∈ J n . Let E n denote the upper bound obtained by setting J n = R dim X 1 and let M n denote an analogous lower bound obtained by replacing the sup with an inf in the definition of E n . A confidence interval for V ( β n ) is obtained by taking the percentiles of the bootstrap distribution of these upper and lower bounds; theoretical properties can be derived from analogous arguments to those used in for bound-based inference for M ( β n ).
Similarly, one can derive bounds for EV ( β n ) my mimicking those for M n (Γ); thus, we omit such derivations.
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We provided a whirlwind tour of confidence intervals for the generalization error in classification and the marginal mean outcome in single-stage decision problems. We delineated three types of generalization error and argued that: (i) these need not be close even asymptotically; and (ii) even when they converge to the same limit this convergence is not uniform and consequently they need not be close in finite samples. The implication is that inference procedures for the generalization error (or the marginal mean outcome in decision problems) must be consistent under moving parameter asymptotics if they are to be relied upon in
practice.
There are a number of interesting extensions and alternative approaches that we did not cover in this entry. Perhaps the biggest omission was a lack of discussion of subsamplingbased approaches. The m-out-of-n bootstrap and substampling without replacement are a common approach to inference in nonregular problems like those considered here (Chakraborty et al., 2014 . However, such procedures can be difficult to tune and in some cases perform worse than naive bootstrap or normal approximations (Samworth, 2003) . The inference procedures we reviewed (and the few new ones we introduced) were based on asymptotic arguments. However, in some settings, finite sample (i.e., non-asymptotic) bounds may be desired. There is a large body of literature on such bounds in statistics and computer science (see Murphy, 2005; Qian and Murphy, 2011 , and references therein). These bounds can provide a more refined characterization of the relationship between the instability of the generalization error in finite samples and the amassing of points near the optimal decision boundary. In the context of decision problems an important extension is to multi-stage settings; the primary complication in this extension is that the estimators indexing the underlying models are nonregular so that bound-based and projection-based intervals become considerably more involved .
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