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Abstract
Starting with a new theory of symmetries generated by isometries
in field theories with spin, one finds the generators of the spinor repre-
sentation in backgrounds with a given symmetry. In this manner one
obtains a collection of conserved operators from which one can chose
the complete sets of commuting operators defining quantum modes.
In this framework, the quantum modes of the free Dirac field on de
Sitter or anti-de Sitter spacetimes can be completely derived in static
or moving charts. One presents the discrete quantum modes, in the
central static charts of the anti-de Sitter spacetime, whose eigenspinors
can be normalized. The consequence is that the second quantization
can be done in this case in canonical manner. For the free Dirac field
on de Sitter manifolds this can not be done in static charts being forced
to consider the moving ones. The quantum modes of the free Dirac
field in these charts are used for writing down the quantum Dirac field
and its one-particle operators.
Pacs: 04.20.Cv, 04.62.+v, 11.30.-j
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1 Introduction
In general relativity [1, 2, 3] the development of the quantum field theory
in curved spacetimes [4] give rise to many difficult problems related to the
physical interpretation of the one-particle quantum modes that may indicate
how to quantize the fields. This is because the form and the properties of the
particular solutions of the free field equations [5] - [9] are strongly dependent
on the procedure of separation of variables and, implicitly, on the choice of
the local chart (natural frame). Moreover, when the fields have spin the
situation is more complicated since then the field equations and, therefore,
the form of their particular solutions depend, in addition, on the tetrad gauge
in which one works [10, 1]. In these conditions it would be helpful to use
the traditional method of the quantum theory in flat spacetime based on the
complete sets of commuting operators that determine the quantum modes
as common eigenstates and give physical meaning to the constants of the
separation of variables which are just the eigenvalues of these operators.
A good step in this direction could be to proceed like in special relativity
looking for the generators of the geometric symmetries similar to the familiar
momentum, angular momentum and spin operators of the Poincare´ covariant
field theories [11]. However, the relativistic covariance in the sense of general
relativity is too general to play the same role as the Lorentz or Poincare´
covariance in special relativity. In its turn the tetrad gauge invariance of
the theories with spin represents another kind of general symmetry that is
not able to produce itself conserved quantities [1]. Therefore, one must focus
only on the isometry transformations that point out the specific spacetime
symmetry related to the presence of Killing vectors [1, 3, 12].
Another important problem is how to define the generators of these repre-
sentations for any spin when some spin parts could appear. In the case of the
Dirac field these spin parts were calculated not only in some particular cases
[13] but even in the general case of any generator corresponding to a Killing
vector in any chart and arbitrary tetrad gauge fixing [14]. Starting with this
important result, we have generalized this theory for any spin, formulating
the theory of external symmetry for any curved manifold [15].
Our approach is a general theory of tetrad gauge invariant fields defined
on curved spacetimes with given external symmetries. This predicts how
must transform these fields under isometries in order to leave invariant the
form of the field equations and to obtain the general form of the generators of
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these transformations. The basic idea is that the isometries transformations
must preserve the position of the local frames with respect to the natural
one. Such transformations can be constructed as isometries combined with
suitable tetrad gauge transformations necessary for keeping unchanged the
tetrad field components. In this way we obtain the external symmetry group
showing that it is locally isomorphic with the isometry group.
Moreover, we define the operator-valued representations of the external
symmetry group carried by spaces of fields with spin. We point out that these
are induced by the linear finite-dimensional representations of the SL(2,C)
group. This is the motive why the symmetry transformations which leave in-
variant the field equations have generators with a composite structure. These
have the usual orbital terms of the scalar representation and, in addition, spe-
cific spin terms which depend on the choice of the tetrad gauge even in the
case of the fields with integer spin. In general, the spin and orbital terms do
not commute to each other apart from some special gauge fixings where the
fields transform manifestly covariant under external symmetry transforma-
tions.
As examples we study the central symmetry and the maximal symmetry
of the de Sitter (dS) and anti-de Sitter (AdS) spacetimes. In the central
charts we define a suitable version of Cartesian tetrad gauge which allowed
us recently to find new analytical solutions of the Dirac equation [16, 17].
We show that in this gauge fixing the central symmetry becomes global and,
consequently, the spin parts of its generators are the same as those of special
relativity [18, 19]. For the dS and AdS spacetimes we calculate the generators
of any representation of the external symmetry group in central charts with
our Cartesian gauge.
Furthermore, we show how can be used these results for finding the quan-
tum modes of the Dirac field on AdS and dS spacetimes. First we consider
(static) central charts where the Dirac equation can be analytically solved.
On AdS spacetime we obtain only quantum discrete modes of given energy
described by fundamental solutions that can be correctly normalized. Un-
fortunately, in the case of the dS spacetime we find fundamental solutions
corresponding to a continuous energy spectrum that can not be normalized
in the generalized sense. In these circumstances we are able to quantize the
Dirac field in central charts only in the AdS background. However, normal-
ized solutions of the Dirac equation on dS spacetime can be found in moving
charts with Cartesian [20] or spherical coordinates [21]. For quantizing the
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Dirac field it is convenient to chose the moving charts with Cartesian co-
ordinates where we can identify the components of the momentum operator
and normalize the fundamental solutions using the momentum representation
[20]. Obviously, to this end our theory of external symmetry is crucial.
We start presenting in the second section the basic ideas of the relativistic
and gauge covariance which will be embedded in our theory of external sym-
metry in the next section. The fourth section is devoted to the charts with
central symmetry while the dS and AdS symmetries are discussed in section
5. The main features of the Dirac theory in curved manifolds are reviewed
in the next section. Section 7 is devoted to the quantum modes of the Dirac
field in central charts of AdS and dS spacetime. We show that the second
quantization of this field can be performed in canonical manner only in AdS
case. For quantizing the Dirac field in dS spacetimes we must choose moving
charts where we have a suitable momentum representation. The theory of
the Dirac field in these charts and the quantization procedure are presented
in section 8. Useful formulas are given in Appendices.
We work in natural units with ~ = c = 1.
2 Relativistic covariance
In the Lagrangian field theory in curved spacetimes the relativistic covariant
equations of scalar, vector or tensor fields arise from actions that are invariant
under general coordinate transformations. Moreover, when the fields have
spin in the sense of the SL(2,C) symmetry then the action must be invariant
under tetrad gauge transformations [10]. The first step to our approach is to
embed both these types of transformations into new ones, called combined
transformations, that will help us to understand the relativistic covariance
in its most general terms.
2.1 Gauge transformations
Let us consider the curved spacetime M and a local chart (natural frame) of
coordinates xµ, µ = 0, 1, 2, 3. Given a gauge, we denote by eµˆ(x) the tetrad
fields that define the local (unholonomic) frames, in each point x, and by
eˆµˆ(x) those defining the corresponding coframes. These fields have the usual
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orthonormalization properties
eˆµˆα e
α
νˆ = δ
µˆ
νˆ , eˆ
µˆ
α e
β
µˆ = δ
β
α , eµˆ · eνˆ = ηµˆνˆ , eˆµˆ · eˆνˆ = ηµˆνˆ , (1)
where η =diag(1,−1,−1,−1) is the Minkowski metric. From the line element
ds2 = ηµˆνˆdxˆ
µˆdxˆνˆ = gµν(x)dx
µdxν , (2)
expressed in terms of 1-forms, dxˆµˆ = eˆµˆνdx
ν , we get the components of the
metric tensor of the natural frame,
gµν = ηαˆβˆ eˆ
αˆ
µ eˆ
βˆ
ν , g
µν = ηαˆβˆeµαˆe
ν
βˆ
. (3)
These raise or lower the natural vector indices, i.e., the Greek ones ranging
from 0 to 3, while for the local vector indices, denoted by hat Greeks and hav-
ing the same range, we must use the Minkowski metric. The local derivatives
∂ˆνˆ = e
µ
νˆ∂µ satisfy the commutation rules
[∂ˆµˆ, ∂ˆνˆ ] = e
α
µˆe
β
νˆ (eˆ
σˆ
α,β − eˆσˆβ,α)∂ˆσˆ = C ··σˆµˆνˆ· ∂ˆσˆ (4)
defining the Cartan coefficients which help us to write the conecttion com-
ponents in local frames as
Γˆσˆµˆνˆ = e
α
µˆe
β
νˆ (eˆ
σˆ
γΓ
γ
αβ − eˆσˆβ,α) =
1
2
ησˆλˆ(Cµˆνˆλˆ + Cλˆµˆνˆ + Cλˆνˆµˆ) . (5)
We specify that this connection is often called spin connection (and denoted
by Ωσˆµˆνˆ) in order to do not be confused with the Christoffel symbols, Γ
γ
αβ, in-
volved in the well-known formulas of the usual covariant derivatives ∇µ = ;µ .
The Minkowski metric ηµˆνˆ remains invariant under the transformations
of the gauge group of this metric, G(η) = O(3, 1). This has as subgroup
the Lorentz group, L↑+, of the transformations Λ[A(ω)] corresponding to the
transformations A(ω) ∈ SL(2,C) through the canonical homomorphism [11].
In the standard covariant parametrization, with the real parameters ωαˆβˆ =
−ωβˆαˆ, we have
A(ω) = e−
i
2
ωαˆβˆS
αˆβˆ , (6)
where Sαˆβˆ are the covariant basis-generators of the SL(2,C) Lie algebra which
satisfy
[Sµˆνˆ , Sσˆτˆ ] = i(ηµˆτˆ Sνˆσˆ − ηµˆσˆ Sνˆτˆ + ηνˆσˆ Sµˆτˆ − ηνˆτˆ Sµˆσˆ) . (7)
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For small values of ωαˆβˆ the matrix elements of the transformations Λ can be
written as
Λ[A(ω)]µˆ ·· νˆ = δ
µˆ
νˆ + ω
µˆ ·
· νˆ + · · · . (8)
Now we assume that M is orientable and time-orientable such that L↑+
can be considered as the gauge group of the Minkowski metric [3]. Then the
fields with spin can be defined as in the case of the flat spacetime, with the
help of the finite-dimensional linear representations, ρ, of the SL(2,C) group
[11]. In general, the fields ψρ : M → Vρ are defined over M with values in the
vector spaces Vρ of the representations ρ. In the following we systematically
use the bases of Vρ labeled only by spinor or vector local indices defined with
respect to the axes of the local frames given by the tetrad fields. These
will not be written explicitly except the cases when this is requested by the
concrete calculation needs.
The relativistic covariant field equations are derived from actions [10, 1],
S[ψρ, e] =
∫
d4x
√
gL(ψρ, Dρµˆψρ) , g = | det(gµν)| , (9)
depending on the matter fields, ψρ, and the components of the tetrad fields,
e, which represent the gravitational degrees of freedom. Recently it was
shown that this action can be completed adding a term with the integration
measure d4xΦ (instead of d4x
√
g) where Φ can be expressed in terms of
scalar fields independent on e [22]. This new term allows one to define a
new global scale symmetry which, in our opinion, is compatible with the
geometric symmetries we study here. Therefore, without to lose generality,
we can restrict ourselves to actions of the traditional form (9) in which the
canonical variables are the components of the fields ψρ and e.
The covariant derivatives,
Dραˆ = eˆ
µ
αˆD
ρ
µ = ∂ˆαˆ +
i
2
ρ(S βˆ ·· γˆ ) Γˆ
γˆ
αˆβˆ
, (10)
assure the invariance of the whole theory under the tetrad gauge transforma-
tions,
eˆαˆµ(x) → eˆ′αˆµ (x) = Λ[A(x)]αˆ ·· βˆ eˆβˆµ(x) ,
eµαˆ(x) → e′µαˆ(x) = Λ[A(x)]· βˆαˆ · eµβˆ(x) , (11)
ψρ(x) → ψ′ρ(x) = ρ[A(x)]ψρ(x) ,
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determined by the mappings A : M → SL(2,C) the values of which are
the local SL(2,C) transformations A(x) ≡ A[ω(x)]. These mappings can be
organized as a group, G, with respect to the multiplication × defined as
(A′ × A)(x) = A′(x)A(x). The notation Id stands for the mapping identity,
Id(x) = 1 ∈ SL(2,C), while A−1 is the inverse of A, (A−1)(x) = [A(x)]−1.
2.2 Combined transformations
The general coordinate transformations are automorphisms of M which, in
the passive mode, can be seen as changes of the local charts corresponding
to the same domain of M [3, 12]. If x and x′ are the coordinates of a point
in two different charts then there is a mapping φ between these charts giving
the coordinate transformation, x → x′ = φ(x). These transformations form
a group with respect to the composition of mappings, ◦ , defined as usual,
i.e. (φ′ ◦ φ)(x) = φ′[φ(x)]. We denote this group by A, its identity map by
id and the inverse mapping of φ by φ−1.
The automorphisms change all the components carrying natural indices
including those of the tetrad fields [1] changing thus the positions of the local
frames with respect to the natural ones. If we assume that the physical ex-
periment makes reference to the axes of the local frame then it could appear
situations when several correction of the positions of these frames should
be needed before (or after) a general coordinate transformation. Obviously,
these have to be done with the help of suitable gauge transformation associ-
ated to the automorphisms. Thus we arrive to the necessity of introducing
the combined transformations denoted by (A, φ) and defined as gauge trans-
formations, given by A ∈ G, followed by automorphisms, φ ∈ A. In this
new notation the pure gauge transformations will appear as (A, id) while the
automorphisms will be denoted from now by (Id, φ).
The effect of a combined transformation (A, φ) upon our basic fields, ψρ, e
and eˆ is x → x′ = φ(x), e(x) → e′(x′), eˆ(x) → eˆ′(x′) and ψρ(x) → ψ′ρ(x′) =
ρ[A(x)]ψρ(x) where e
′ are the transformed tetrads of the components
e′µαˆ [φ(x)] = Λ[A(x)]
· βˆ
αˆ · e
ν
βˆ
(x)
∂φµ(x)
∂xν
, (12)
while the components of eˆ′ have to be calculated according to Eqs.(1). Thus
we have written down the most general transformation laws that leave the
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action invariant in the sense that S[ψ′ρ, e′] = S[ψρ, e]. The field equations de-
rived from S, written in local frames as (Eρψρ)(x) = 0, covariantly transform
according to the rule
(Eρψρ)(x)→ (E ′ρψ′ρ)(x′) = ρ[A(x)](Eρψρ)(x) , (13)
since the operators Eρ involve covariant derivatives [1].
The association among the transformations of the groups G and A must
lead to a new group with a specific multiplication. In order to find how
looks this new operation it is convenient to use the composition among the
mappings A and φ (taken only in this order) giving new mappings, A◦φ ∈ G,
defined as (A◦φ)(x) = A[φ(x)]. The calculation rules Id◦φ = Id, A◦ id = A
and (A′×A) ◦ φ = (A′ ◦ φ)× (A ◦ φ) are obvious. With these ingredients we
define the new multiplication
(A′, φ′) ∗ (A, φ) = ((A′ ◦ φ)×A, φ′ ◦ φ) . (14)
It is clear that now the identity is (Id, id) while the inverse of a pair (A, φ)
reads
(A, φ)−1 = (A−1 ◦ φ−1, φ−1) . (15)
First of all we observe that the operation ∗ is well-defined and represents
the composition among the combined transformations since these can be
expressed, according to their definition, as (A, φ) = (Id, φ)∗(A, id). Further-
more, we can convince ourselves that if we perform successively two arbitrary
combined transformations, (A, φ) and (A′, φ′), then the resulting transforma-
tion is just (A′, φ′)∗(A, φ) as given by Eq.(14). This means that the combined
transformations form a group with respect to the multiplication ∗ . It is not
difficult to verify that this group, denoted by G˜, is the semidirect product
G˜ = GsA where G is the invariant subgroup while A is an usual one.
In the theories involving only vector and tensor fields we do not need to
use the combined transformations defined above since the theory is indepen-
dent on the positions of the local frames. This can be easily shown even in
our approach where we use field components with local indices. Indeed, if
we perform a combined transformation (A, φ) then any tensor field of rank
(p, q),
ψ
αˆ1,αˆ2,...,αˆp
βˆ1,βˆ2,...,βˆq
= eˆαˆ1µ1 · · · eˆαˆpµp eν1βˆ1 · · · e
νq
βˆq
ψµ1,µ2,...,µpν1,ν2,...,νq , (16)
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transforms according to the representation
ρ
βˆ1,βˆ2,...,βˆq; αˆ′1,αˆ
′
2
,...,αˆ′p
αˆ1,αˆ2,...,αˆp; βˆ′1,βˆ
′
2
,...,βˆ′q
(A) = Λβˆ1 ·
· βˆ′
1
(A) · · · Λ· αˆ′1αˆ1 ·(A) · · · , (17)
such that the resulting transformation law of the components carrying nat-
ural indices,
ψ′µ1,...ν1,... (x
′) =
∂x′µ1
∂xσ1
· · · ∂x
τ1
∂x′ν1
· · · ψσ1,....τ1,.... (x) , (18)
is just the familiar one [1]. In other words, in this case the effect of the
combined transformations reduces to that of their automorphisms. However,
when the half integer spin fields are involved this is no more true and we must
use the combined transformations of G˜ if we want to keep under control the
positions of the local frames.
3 External symmetry
In general, the symmetry of any manifold M is given by its isometry group
whose transformations leave invariant the metric tensor in any chart. The
scalar field transforms under isometries according to the standard scalar rep-
resentation generated by the orbital generators related to the Killing vectors
of M [1, 3, 12]. In the following we present the generalization of this the-
ory of symmetry to fields with spin, for which we have defined the external
symmetry group and its representations [15].
3.1 Isometries
There are conjectures when several coordinate transformations, x → x′ =
φξ(x), depend on N independent real parameters, ξ
a (a, b, c... = 1, 2, ..., N),
such that ξ = 0 corresponds to the identity map, φξ=0 = id. The set of these
mappings is a Lie group [23], G ∈ G, if they accomplish the composition rule
φξ′ ◦ φξ = φf(ξ′,ξ) , (19)
where the functions f : G × G → G define the group multiplication. These
must satisfy fa(0, ξ) = fa(ξ, 0) = ξa and fa(ξ−1, ξ) = fa(ξ, ξ−1) = 0 where
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ξ−1 are the parameters of the inverse mapping of φξ, φξ−1 = φ
−1
ξ . Moreover,
the structure constants of G can be calculated as [24]
cabc =
(
∂f c(ξ, ξ′)
∂ξa∂ξ′b
− ∂f
c(ξ, ξ′)
∂ξb∂ξ′a
)
|ξ=ξ′=0
. (20)
For small values of the group parameters the infinitesimal transformations,
xµ → x′µ = xµ+ξakµa (x)+· · ·, are given by the vectors ka whose components,
kµa =
∂φµξ
∂ξa |ξ=0
, (21)
satisfy the identities
kµak
ν
b,µ − kµb kνa,µ + cabckνc = 0 , (22)
resulting from Eqs.(19) and (20).
In the following we restrict ourselves to consider only the isometry trans-
formations, x′ = φξ(x), which leave invariant the components of the metric
tensor [1, 12], i.e.
gαβ(x
′)
∂x′α
∂xµ
∂x′β
∂xν
= gµν(x) . (23)
These form the isometry group G ≡ I(M) which is the Lie group giving the
symmetry of the spacetime M . We consider that this has N independent
parameters and, therefore, ka, a = 1, 2, ...N , are independent Killing vectors
(which satisfy kaµ;ν + ka ν;µ = 0). Then their corresponding Lie derivatives
form a basis of the Lie algebra i(M) of the group I(M) [12].
However, in practice we are interested to find the operators of the rela-
tivistic quantum theory related to these geometric objects which describe the
symmetry of the background. For this reason we focus upon the operator-
valued representations [25] of the group I(M) and its algebra. The scalar
field ψ : M → C transforms under isometries as ψ(x) → ψ′[φξ(x)] = ψ(x).
This rule defines the representation φξ → Tξ of the group I(M) whose op-
erators have the action ψ′ = Tξψ = ψ ◦ φ−1ξ . Hereby it results that the
operators of infinitesimal transformations, Tξ = 1 − iξaLa + · · ·, depend on
the basis-generators,
La = −ikµa∂µ , a = 1, 2, ..., N , (24)
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which are completely determined by the Killing vectors. From Eq.(22) we
see that they obey the commutation rules
[La, Lb] = icabcLc , (25)
given by the structure constants of I(M). In other words they form a basis of
the operator-valued representation of the Lie algebra i(M) in a carrier space
of scalar fields. Notice that in the usual quantum mechanics the operators
similar to the generators La are called often orbital generators.
3.2 The group of external symmetry
Now the problem is how may transform under isometries the whole geomet-
ric framework of the theories with spin where we explicitly use the local
frames. Since the isometry is a general coordinate transformation it changes
the relative positions of the local and natural frames. This fact may be
an impediment when one intends to study the symmetries of the theories
with spin induced by those of the background. For this reason it is natural
to suppose that the good symmetry transformations we need are combined
transformations in which the isometries are preceded by appropriate gauge
transformations such that not only the form of the metric tensor should be
conserved but the form of the tetrad field components too.
Thus we arrive at the main point of our theory. We introduce the external
symmetry transformations, (Aξ, φξ), as combined transformations involving
isometries and corresponding gauge transformations necessary to preserve
the gauge. We assume that in a fixed gauge, given by the tetrad fields e and
eˆ, Aξ is defined by
Λ[Aξ(x)]
αˆ ·
· βˆ
= eˆαˆµ[φξ(x)]
∂φµξ (x)
∂xν
eν
βˆ
(x) , (26)
with the supplementary condition Aξ=0(x) = 1 ∈ SL(2,C). Since φξ is an
isometry Eq.(23) guarantees that Λ[Aξ(x)] ∈ L↑+ and, implicitly, Aξ(x) ∈
SL(2,C). Then the transformation laws of our fields are
(Aξ, φξ) :
x → x′ = φξ(x) ,
e(x) → e′(x′) = e[φξ(x)] ,
eˆ(x) → eˆ′(x′) = eˆ[φξ(x)] ,
ψρ(x) → ψ′ρ(x′) = ρ[Aξ(x)]ψρ(x) .
(27)
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The mean virtue of these transformations is that they leave invariant the
form of the operators of the field equations, Eρ, in local frames. This is
because the components of the tetrad fields and, consequently, the covariant
derivatives in local frames, Dρµˆ, do not change their form.
For small ξa the covariant SL(2,C) parameters of Aξ(x) ≡ A[ωξ(x)] can
be written as ωαˆβˆξ (x) = ξ
aΩαˆβˆa (x) + · · · where, according to Eqs.(6), (8) and
(26), we have
Ωαˆβˆa ≡
∂ωαˆβˆξ
∂ξa |ξ=0
=
(
eˆαˆµ k
µ
a,ν + eˆ
αˆ
ν,µk
µ
a
)
eν
λˆ
ηλˆβˆ . (28)
We must specify that these functions are antisymmetric if and only if ka are
Killing vectors. This indicates that the association among isometries and the
gauge transformations defined by Eq.(26) is correct.
It remains to show that the transformations (Aξ, φξ) form a Lie group
related to I(M). Starting with Eq.(26) we find that
(Aξ′ ◦ φξ)× Aξ = Af(ξ′,ξ) , (29)
and, according to Eqs.(14) and (19), we obtain
(Aξ′ , φξ′) ∗ (Aξ, φξ) = (Af(ξ′,ξ), φf(ξ′,ξ)) , (30)
and (Aξ=0, φξ=0) = (Id, id). Thus we have shown that the pairs (Aξ, φξ)
form a Lie group with respect to the operation ∗ . We say that this is the
external symmetry group ofM and we denote it by S(M) ⊂ G˜. From Eq.(30)
we understand that S(M) is locally isomorphic with I(M) and, therefore,
the Lie algebra of S(M), denoted by s(M), is isomorphic with i(M) having
the same structure constants. In our opinion, S(M) must be isomorphic
with the universal covering group of I(M) since it has anyway the topology
induced by SL(2,C) which is simply connected. In general, the number of
group parameters of I(M) or S(M) (which is equal to the number of the
independent Killing vectors of M) can be 0 ≤ N ≤ 10.
The form of the external symmetry transformations is strongly dependent
on the choice of the local chart as well as that of the tetrad gauge. If we
change simultaneously the gauge and the coordinates with the help of a
combined transformation (A, φ) then each (Aξ, φξ) ∈ S(M) transforms as
(Aξ, φξ)→ (A′ξ, φ′ξ) = (A, φ) ∗ (Aξ, φξ) ∗ (A, φ)−1 (31)
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which means that
A′ξ =
{
[(A ◦ φξ)×Aξ]× A−1
}
◦ φ−1 , (32)
φ′ξ = (φ ◦ φξ) ◦ φ−1 . (33)
Obviously, these transformations define automorphisms of S(M).
3.3 Representations
The last of Eqs.(27) which gives the transformation law of the field ψρ defines
the operator-valued representation (Aξ, φξ)→ T ρξ of the group S(M),
(T ρξ ψρ)[φξ(x)] = ρ[Aξ(x)]ψρ(x) . (34)
The mentioned invariance under these transformations of the operators of
the field equations in local frames reads
T ρξ Eρ(T
ρ
ξ )
−1
= Eρ . (35)
Since Aξ(x) ∈ SL(2,C) we say that this representation is induced by the
representation ρ of SL(2,C) [25, 26]. As we have shown in Sec.2.2, if ρ is a
vector or tensor representation (having only integer spin components) then
the effect of the transformation (34) upon the components carrying natural
indices is due only to φξ. However, for the representations with half integer
spin the presence of Aξ is crucial since there are no natural indices. In
addition, this allows us to define the generators of the representations (34)
for any spin.
The basis-generators of the representations of the Lie algebra s(M) are
the operators
Xρa = i
∂T ρξ
∂ξa |ξ=0
= La + S
ρ
a , (36)
which appear as sums among the orbital generators defined by Eq.(24) and
the spin terms which have the action
(Sρaψρ)(x) = ρ[Sa(x)]ψρ(x) . (37)
This is determined by the form of the local SL(2,C) generators,
Sa(x) = i
∂Aξ(x)
∂ξa |ξ=0
=
1
2
Ωαˆβˆa (x)Sαˆβˆ , (38)
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that depend on the functions (28). Furthermore, if we derive Eq.(29) with re-
spect to ξ and ξ′ then from Eqs.(8), (20) and (28), after a few manipulations,
we obtain the identities
ηαˆβˆ
(
Ωαˆµˆa Ω
βˆνˆ
b − Ωαˆµˆb Ωβˆνˆa
)
+ kµaΩ
µˆνˆ
b,µ − kµbΩµˆνˆa,µ + cabcΩµˆνˆc = 0 . (39)
Hereby it results that
[Sρa , S
ρ
b ] + [La, S
ρ
b ]− [Lb, Sρa ] = icabcSρc , (40)
and, according to Eq.(25), we find the expected commutation rules
[Xρa , X
ρ
b ] = icabcX
ρ
c . (41)
Thus we have derived the basis-generators of the operator-valued represen-
tation of s(M) induced by the linear representation ρ of SL(2,C). All the
operators of this representation commute with the operator Eρ since, accord-
ing to Eqs.(35) and (36), we have
[Eρ, X
ρ
a ] = 0 , a = 1, 2, ..., N . (42)
Therefore, for defining quantum modes we can use the set of commuting
operators containing the Casimir operators of s(M), the operators of its
Cartan subalgebra and Eρ.
Finally, we must specify that the basis-generators (36) of the representa-
tions of the s(M) algebra can be written in covariant form as
Xρa = −ikµaDρµ +
1
2
kaµ;ν e
µ
αˆ e
ν
βˆ
ρ(Sαˆβˆ) , (43)
generalizing thus the important result obtained in Ref. [14] for the Dirac
field.
3.4 Manifest covariance
The action of the operators Xρa depends on the choice of many elements: the
natural coordinates, the tetrad gauge, the group parametrization and the
representation ρ. What is important here is that they are strongly depen-
dent on the tetrad gauge fixing even in the case of the representations with
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integer spin. This is because the covariant parametrization of the SL(2,C)
algebra is defined with respect to the axes of the local frames. In general, if
we consider the representation (Aξ, φξ) → T ρξ and we perform the transfor-
mation (31) then it results the equivalent representation, (A′ξ, φ
′
ξ)→ T ′ρξ . Its
generators calculated from Eqs.(32) indicate that in this case the equivalence
relations are much more complicated than those of the usual theory of linear
representations. Without to enter in other technical details we specify that
if we change only the gauge with the help of the transformation (A, id) then
the local SL(2,C) generators (38) transform as
Sa(x)→ S ′a(x) = A(x)Sa(x)A(x)−1
+kσa (x)Λ[A(x)]αˆµˆ, σΛ[A(x)]
· µˆ
βˆ ·
Sαˆβˆ , (44)
while the orbital parts do not change their form. This means that the gauge
transformations change, in addition, the commutation relations among the
spin and orbital parts of the generators Xρa .
The consequence is that we can find gauge fixings where the local SL(2,C)
generators Sa(x), a = 1, 2, ..., n (n ≤ N), corresponding to a subgroup H ⊂
S(M), are independent on x and, therefore, [Sρa , Lb] = 0 for all a = 1, 2, ..., n
and b = 1, 2, ..., N . Then the operators Sρa , a = 1, 2, ..., n are just the basis-
generators of an usual linear representation of H and the field ψρ behaves
manifestly covariant under the external symmetry transformations of this
subgroup. Of course, when H = S(M) we say simply that the field ψρ is
manifest covariant.
The simplest examples are the manifest covariant fields of special relativ-
ity. Since here the spacetime M is flat, the metric in Cartesian coordinates is
gµν = ηµν and one can use the inertial (local) frames with e
µ
ν = eˆ
µ
ν = δ
µ
ν . Then
the isometries are just the transformations x′ = Λ[A(ω)]x−a of the Poincare´
group, P↑+ = T (4)sL↑+ [11]. If we denote by ξ(µν) = ωµν the SL(2,C) param-
eters and by ξ(µ) = aµ those of the translation group T (4), then it is a simple
exercise to calculate the basis-generators
Xρ(µ) = i∂µ , (45)
Xρ(µν) = i(ηµαx
α∂ν − ηναxα∂µ) + ρ(Sµν) , (46)
which show us that ψρ transforms manifestly covariant. On the other hand,
it is clear that the group S(M) ≡ P˜↑+ = T (4)sSL(2,C) is just the universal
covering group of I(M) ≡ P↑+.
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In general, there are many cases of curved spacetimes for which one can
choose suitable local frames allowing one to introduce manifest covariant
fields with respect to a subgroup H ⊂ S(M) or even the whole group S(M).
In our opinion, this is possible only when H or S(M) are at most subgroups
of P˜↑+.
4 The central symmetry
Let us take as first example the spacetimes M which have spherically sym-
metric static chart that will be called here central charts (or central frames).
These manifolds have the isometry group I(M) = T (1) ⊗ SO(3) of time
translations and space rotations.
4.1 Central charts
In a central chart {t, ~x}, with Cartesian coordinates x0 = t and xi (i, j, k... =
1, 2, 3), the metric tensor is time-independent and transforms manifestly co-
variant under the rotations R ∈ SO(3) of the space coordinates,
t′ = t, x′i = Ri ·· j(ω)x
j = xi + ωi ·· jx
j + · · · , (47)
denoted simply by x → x′ = Rx. Here the most general form of the line
element,
ds2 = gµν(x)dx
µdxν = A(r)dt2 − [B(r)δij + C(r)xixj ]dxidxj , (48)
may involve three functions, A, B and C, depending only on the Euclidean
norm of ~x, r = |~x|. In applications it is convenient to replace these functions
by new ones, u, v and w, defined as
A = w2, B =
w2
v2
, C =
1
r2
(
w2
u2
− w
2
v2
)
. (49)
Therefore, in this chart we have
√
g = B[A(B + r2C)]1/2 =
w4
uv2
. (50)
16
Other useful central charts are those with spherical coordinates, {t, r, θ, φ},
commonly associated with the Cartesian space ones, xi. In these charts the
line elements have the form
ds2 = gsµν(x)dx
µdxν = w2dt2 − w
2
u2
dr2 − w
2
v2
r2(dθ2 + sin2 θdφ2) , (51)
and
√
gs =
√
g r2 sin(θ).
The new functions we introduced here have simple transformation laws
under the isotropic dilatations which change only the radial coordinate, r →
r′(r), without to affect the central symmetry of the line element. These
transformations,
u′(r′) = u(r)
∣∣∣∣∣dr
′(r)
dr
∣∣∣∣∣ , v′(r′) = v(r)r
′(r)
r
, w′(r′) = w(r) , (52)
allow one to choose desired forms for the functions u, v and w.
4.2 The Cartesian gauge
The Cartesian gauge in central charts was mentioned long time ago [27] but
it is less used in concrete problems since it leads to complicated calculations
in spherical coordinates. However, in Cartesian coordinates this gauge has
the advantage of explicitly pointing out the global central symmetry of the
manifold. In Refs. [16] we have proposed a version of Cartesian gauge in cen-
tral charts with Cartesian coordinates that preserve the manifest covariance
under rotations (47) in the sense that the 1-forms dxˆµˆ = eˆµˆα(x)dx
α transform
as
dxˆµˆ → dxˆ′µˆ = eˆµˆα(x′)dx′α = (Rdxˆ)µˆ. (53)
If the line element has the form (48) then a good choice of the tetrad fields
with the above property is
eˆ00 = aˆ(r), eˆ
0
i = eˆ
i
0 = 0, eˆ
i
j = bˆ(r)δij + cˆ(r)x
ixj (54)
e00 = a(r), e
0
i = e
i
0 = 0, e
i
j = b(r)δij + c(r)x
ixj , (55)
where, according to Eqs. (3), (48) and (49), we must have
aˆ = w , bˆ =
w
v
, cˆ =
1
r2
(
w
u
− w
v
)
, (56)
a =
1
w
, b =
v
w
, c =
1
r2
(
u
w
− v
w
)
. (57)
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When one defines the metric tensor such that gµν |r=0 = ηµν then u(0)
2 =
v(0)2 = w(0)2 = 1. In other respects, from Eqs. (56) and (57) we see that
the function w must be positively defined in order to keep the same sense for
the time axes of the natural and local frames. In addition, it is convenient to
consider that the function u is positively defined too. However, the function
v = ηP |v| has the sign given by the relative parity ηP which takes the value
ηP = 1 when the space axes of the local frame at x = 0 are parallel with
those of the natural frame, and ηP = −1 if these are anti-parallel.
Now we have all the elements we need to calculate the generators of the
representations T ρ of the group S(M). If we denote by ξ(0) the parameter of
the time translations and by ξ(i) = εijkω
jk/2 the parameters of the rotations
(47), we find that the local SL(2,C) generators of Eq. (38) are just the su(2)
ones, i.e. S(i)(x) = Si = εijkSjk/2, such that the basis-generators read
Xρ(0) ≡ H = i∂t , Xρ(i) ≡ Jρ(i) = L(i) + ρ(Si) (58)
where L(i) = −iεijkxj∂k are the usual components of the orbital angular
momentum. Thus we obtain that the group S(M) = T (1) ⊗ SU(2) is the
universal covering group of I(M). Its transformations are gauge transforma-
tions A~ξ ∈ SU(2), independent on x, combined with the isometries of I(M)
given by x → x′ = R(A~ξ) x and t → t′ = t − ξ(0). This means that, in this
gauge, the field ψρ transforms manifestly covariant. The generators have the
usual physical significance, namely H is the Hamiltonian operator while Jρ(i)
are the components of the total angular momentum operator. Moreover, the
total angular momentum is conserved in the sense that [H, Jρ(i)] = 0.
Concluding we can say that, in our Cartesian gauge, the local frames
play the same role as the usual Cartesian rest frames of the central sources
in flat spacetime since their axes are just those of projections of the angular
momenta.
4.3 The diagonal gauge
In other gauge fixings the basis-generators are quite different. A tetrad gauge
largely used in central charts with spherical coordinates is the diagonal gauge
defined by the 1-forms [13]
dxˆ0s = wdt , dxˆ
1
s =
w
u
dr , dxˆ2s = r
w
v
dθ , dxˆ3s = r
w
v
sin θdφ . (59)
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In this gauge the angular momentum operators of the canonical basis (where
J(±) = J(1) ± iJ(2)) are [13]
Jρ(±) = L(±) +
e±iφ
sin θ
ρ(S23) , J
ρ
(3) = L(3) . (60)
Thus one obtains a representation of SU(2) where the spin terms do not
commute with the orbital ones and, therefore, the field ψρ does not transform
manifestly covariant under rotations. In this case we can say that the spin
part of the central symmetry remains partially hidden because of the diagonal
gauge which determines special positions of the local frames with respect to
the natural one. However, when this is an impediment one can change at
anytime this gauge into the Cartesian one using a simple local rotation. For
the flat spacetimes these transformations and their effects upon the Dirac
equation are studied in Ref. [28]. We note that the form of the spin generators
as well as that of the mentioned rotation depend on the enumeration of the
1-forms (59).
5 The dS and AdS symmetries
The backgrounds with highest external symmetry are the hyperbolic man-
ifolds, namely the dS and the AdS spacetimes. These are exact solutions
of the vacuum Einstein equations with cosmological constant Λc. We shall
briefly discuss simultaneously both these manifolds which will be denoted by
Mǫ where ǫ = 1 for dS case and ǫ = −1 for AdS one. Our goal here is to
calculate the generators of the representations of the group S(Mǫ) induced
by those of SL(2,C).
The dS and AdS spacetimes are hyperboloids in the (4 + 1) or (3 + 2)-
dimensional flat spacetimes, M5ǫ , of coordinates Z
A, A,B, ... = 0, 1, 2, 3, 5,
and the metric η(ǫ) = diag(1,−1,−1,−1,−ǫ). The equation of the hyper-
boloid of radius R = 1/ωˆ =
√
3/|Λc| reads
ηAB(ǫ)Z
AZB = −ǫR2 . (61)
From their definitions it results that the dS or AdS spacetimes are homoge-
neous spaces of the pseudo-orthogonal groups SO(4, 1) or SO(3, 2) which play
the role of gauge groups of the metric η(ǫ) (for ǫ = 1 and ǫ = −1 respectively)
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and represent just the isometry groups of these manifolds, G[η(ǫ)] = I(Mǫ).
Then it is natural to use the covariant real parameters ωAB = −ωBA since
in this parametrization the orbital basis-generators of the representations of
G[η(ǫ)], carried by the spaces of functions over M5ǫ , have the usual form
5LAB = i
[
ηAC(ǫ)Z
C∂B − ηBC(ǫ)ZC∂A
]
. (62)
They will give us directly the orbital basis-generators of the representations
of S(Mǫ) in the carrier spaces of the functions defined over dS or AdS space-
times. We note that in our approach the generators of the groups S(Mǫ)
are labeled by same indices (AB) as those of the groups G[η(ǫ)], i.e. either
SO(4, 1) or SO(3, 2).
5.1 Central charts of AdS and dS spacetime
The hyperboloid equation can be solved in Cartesian dS/AdS coordinates,
x0 = t and xi (i = 1, 2, 3), which satisfy
Z5 = ωˆ−1χǫ(r)
{
cosh ωˆt if ǫ = 1
cos ωˆt if ǫ = −1
Z0 = ωˆ−1χǫ(r)
{
sinh ωˆt if ǫ = 1
sin ωˆt if ǫ = −1 (63)
Z i = xi ,
where we have denoted χǫ(r) =
√
1− ǫ ωˆ2r2. The line elements
ds2 = ηAB(ǫ)dZ
AdZB (64)
= χǫ(r)
2dt2 − dr
2
χǫ(r)2
− r2(dθ2 + sin2 θ dφ2) ,
are defined on the radial domains Dr = [0, 1/ωˆ) or Dr = [0, ∞) for dS or
AdS respectively.
We calculate the Killing vectors and the orbital generators of the exter-
nal symmetry in the Cartesian coordinates defined by Eq. (63) and the men-
tioned parametrization of I(Mǫ) starting with the identification ξ
(AB) = ωAB.
Then, from Eqs. (24) and (62), after a little calculation, we obtain the orbital
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basis-generators
L(05) =
iǫ
ωˆ
∂t , (65)
L(j5) =
iǫ
ωˆ
χǫ(r)
(
cosh ωˆt
cos ωˆt
)
∂j +
ixj
χǫ(r)
(
sinh ωˆt
sin ωˆt
)
∂t , (66)
L(0j) =
i
ωˆ
χǫ(r)
(
sinh ωˆt
sin ωˆt
)
∂j +
ixj
χǫ(r)
(
cosh ωˆt
cos ωˆt
)
∂t , (67)
L(ij) = −i (xi ∂j − xj ∂i) . (68)
Furthermore, we consider the Cartesian tetrad gauge defined by Eqs. (54) -
(57) where, according to Eq. (64), we have
u(r) = χǫ(r)
2 , v(r) = w(r) = χǫ(r) . (69)
In this gauge we obtain the following local SL(2,C) generators
S(05)(x) = 0 , (70)
S(j5)(x) = S0j
(
sinh ωˆt
sin ωˆt
)
+
1
r2
[χǫ(r)− 1]
[
ǫ
Sjkx
k
ωˆ
(
cosh ωˆt
cos ωˆt
)
−S0kx
kxj
χǫ(r)
(
sinh ωˆt
sin ωˆt
)]
, (71)
S(0j)(x) = S0j
(
cosh ωˆt
cos ωˆt
)
+
1
r2
[χǫ(r)− 1]
[
Sjkx
k
ωˆ
(
sinh ωˆt
sin ωˆt
)
−S0kx
kxj
χǫ(r)
(
cosh ωˆt
cos ωˆt
)]
, (72)
S(ij)(x) = Sij . (73)
With their help we can write the action of the spin terms (37) and, implicitly,
that of the basis-generators Xρ(AB) = L(AB) + S
ρ
(AB) of the representations of
S(Mǫ) induced by the representations ρ of SL(2,C). Hereby it is not difficult
to show that S(Mǫ) is isomorphic with the universal covering group of I(Mǫ)
which in both cases (ǫ = ±1) is a subgroup of the SU(2, 2) group.
As expected, in central charts and Cartesian gauge the fields transform
manifestly covariant only under the transformations of the subgroup SU(2) ⊂
S(Mǫ). Consequently, the total angular momentum has the usual form given
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by Eq. (58), with point independent spin terms. The hamiltonian operator
H ∝ L(05) has no spin parts but all the other generators have spin parts
depending on coordinates.
5.2 Minkowskian charts
Another possibility is to solve the hyperboloid equation (61) in Minkowskian
charts [1] where the coordinates, xµ, are defined by
Z5 = ωˆ−1χ˜ǫ(s) Z
µ = xµ (74)
with χ˜ǫ(s) =
√
1 + ǫ ωˆ2s2 and s2 = ηµνx
µxν . In these coordinates it is con-
venient to identify the hat indices with the usual ones and to do not raise or
lower these indices. Then we find that the metric tensor,
gµν(x) = ηµν − ǫ ωˆ
2
χ˜ǫ(s)2
ηµαx
αηνβx
β (75)
transforms manifestly covariant under the global L↑+ transformations, x
′µ →
xµ = Λµ ·· νx
ν . Moreover, the whole theory remains manifest covariant if we
use the tetrad fields in the Lorentz gauge defined as
eµν (x) = δ
µ
ν + hǫ(s)ηναx
αxµ eˆµν(x) = δ
µ
ν + hˆǫ(s)ηναx
αxµ (76)
where
hǫ(s) =
1
s2
[χ˜ǫ(s)− 1] hˆǫ(s) = 1
s2
[
1
χ˜ǫ(s)
− 1
]
. (77)
First we calculate the SO(4, 1) or SO(3, 2) orbital generators,
L(µ5) =
iǫ
ωˆ
χ˜ǫ(s)∂µ (78)
L(µν) = i(ηµαx
α∂ν − ηναxα∂µ) (79)
which are independent on the gauge fixing. We observe that in Minkowskian
charts ∂t is no more a Killing vector field as in the case of the central ones.
However, here we have another advantage, namely that of the Lorentz gauge
in which the local sl(2,C) generators of Eq.(37) have the form
S(µ5)(x) = − ǫ
ωˆs2
[χ˜ǫ(s)− 1]Sµαxα (80)
S(µν)(x) = Sµν (81)
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showing that the field ψρ transforms manifestly covariant under the whole
SL(2,C) subgroup of S(Mǫ). Since these representations are induced just by
those of SL(2,C) we can say that in this gauge the manifest covariance is
maximal.
6 The Dirac field in curved backgrounds
In what follows we study the Dirac particles freely moving on dS or AdS
backgrounds without to affect the geometry. The problems of this type are
called often Dirac perturbations on a given manifold.
The main purpose is to find the quantum modes of the Dirac field de-
termined by complete sets of commuting operators. The Noether theorem
applied to our theory of external symmetry gives us classical conserved quan-
tities or conserved operators in quantum theory, corresponding to the gen-
erators of the group S(M). Thus, the quantum theory is equipped with a
large algebra of conserved operators among them we can select the systems
of commuting operators we need for defining the quantum modes which will
help us to perform the second quantization of the Dirac field in canonical
manner.
6.1 The Dirac field
The form of the Dirac field in curves backgrounds depends on two basic
elements: the choice of the tetrad gauge and the representation of the Dirac’s
γ-matrices. These satisfy
{γαˆ, γβˆ} = 2ηαˆβˆ (82)
and give the generators of the reducible spinor representation of the SL(2, C)
group [19] we denote from now directly by Sαˆβˆ instead of ρ(Sαˆβˆ). These
generators,
Sαˆβˆ =
i
4
[γαˆ, γβˆ] , (83)
are self-adjoint, S
αˆβˆ
= Sαˆβˆ, (with respect to the Dirac adjoint defined as
X = γ0X+γ0) and satisfy
[Sαˆβˆ , γσˆ] = i(ηβˆσˆγαˆ − ηαˆσˆγβˆ) , (84)
[Sαˆβˆ, Sσˆτˆ ] = i(ηαˆτˆ Sβˆσˆ − ηαˆσˆ Sβˆτˆ + ηβˆσˆ Sαˆτˆ − ηβˆτˆ Sαˆσˆ) , (85)
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In the chiral representation of the spinor field the crucial role is played by the
matrix γ5 = −iγ0γ1γ2γ3 which is diagonal in this representation. We note
that the set of matrices {Sαˆβˆ, γµˆ, γµˆγ5, γ5} form the basis of a fundamental
representation of the su(2, 2) algebra 1.
The theory of the Dirac field ψ of mass m, defined on the space domain
D, is based on the gauge invariant action [4],
S[ψ] =
∫
d4x
√
g
{
i
2
[ψ¯γαˆDαˆψ − (Dαˆψ)γαˆψ]−mψ¯ψ
}
(86)
where ψ = ψ+γ0 is the Dirac adjoint of ψ and
Dαˆ = ∂ˆαˆ +
i
2
S βˆ··γˆ Γˆ
γˆ
αˆβˆ
(87)
are the covariant derivatives of the spinor field given by Eq. (10). The Dirac
equation resulted from the action (86) reads
EDψ −mψ = 0 , ED = iγαˆDαˆ . (88)
The Dirac operator ED can be put in a more comprehensive form as
ED = iγ
αˆeµαˆ∂µ +
i
2
1√
g
∂µ(
√
geµαˆ)γ
αˆ − 1
4
{γαˆ, S βˆ··γˆ }Γˆγˆαˆβˆ . (89)
In some static problems where eˆ0i = 0, i = 1, 2, 3, it is convenient to put the
Dirac equation in Hamiltonian form, i∂tψ = HDψ, where the Hamiltonian
operator, HD, can be calculated from Eqs. (88) and (89).
On the other hand, from the conservation of the electric charge, one can
define the time-independent relativistic scalar product of two spinors [4].
When e0i = 0, i = 1, 2, 3, this takes the simple form
〈ψ, ψ′〉 =
∫
D
d3xµ(x)ψ¯(x)γ0ψ′(x) , (90)
where
µ(x) =
√
g(x) e00(x) (91)
1For extended bibliography see Ref. [29]
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is the specific weight function of the Dirac field. In the central chart {t, ~x}
with the metric (48) this weight function reads
µ(~x) =
1
b2(b+ r2c)
=
w3
uv2
(92)
since g is given by Eq. (50).
Our theory of external symmetry offers us the framework we need to
calculate the conserved quantities predicted by the Noether theorem. Start-
ing with the infinitesimal transformations of the one-parameter subgroup of
S(M) generated by Xa corresponding to the Killing vector ka, we find that
there exists the conserved current Θµ[Xa] which satisfies Θ
µ[Xa];µ = 0. Using
the action (86) we obtain the concrete form of these currents,
Θµ[Xa] = −T˜ µ ·· ν kνa +
1
4
ψ{γαˆ, S βˆγˆ}ψ eµαˆΩa βˆγˆ , (93)
where the functions Ωa βˆγˆ are defined by Eq. (28) while
T˜ µ ·· ν =
i
2
[
ψγαˆeµαˆ∂νψ − (∂νψ)γαˆeµαˆψ
]
(94)
is a notation for a part of the stress-energy tensor of the Dirac field [1, 4].
Finally, it is clear that the conserved quantity corresponding to the Killing
vector ka is the real number∫
D
d3x
√
gΘ0[Xa] =
1
2
[〈ψ,Xaψ〉+ 〈Xaψ, ψ〉] . (95)
We note that it is premature to interpret this formula as an expectation value
or to speak about Hermitian conjugation of the operators Xa with respect
to the scalar product (90), before specifying the boundary conditions on D.
What is important here is that this result is useful in quantization giving
directly the one-particle operators of the quantum field theory when ψ be-
comes a field operator. Indeed, starting with the form (95) of the conserved
quantities, we find that for any self-adjoint generator X of the spinor repre-
sentation of the group S(M) there exists a conserved one-particle operator
of the quantum field theory which can be calculated simply as
X =: 〈ψ,Xψ〉 : (96)
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respecting the normal ordering (::) of the operator products [18]. The quan-
tization rules must be postulated such that the standard algebraic properties
[X, ψ(x)] = −Xψ(x) , [X,X′] =: 〈ψ, [X,X ′]ψ〉 : (97)
should be accomplished.
6.2 The reduced Dirac equation in central charts
In what follows we consider manifoldsM with central symmetry having either
charts with Cartesian coordinates {t, ~x} and the line element (48) or charts
with spherical coordinates {t, r, θ, φ} where we prefer to work with metrics
of the form (51). In these charts we chose the Cartesian gauge defined by
Eqs. (54), (55), (56) and (57) which bring the rotations in manifest covariant
form.
The Dirac equation in central charts can be written replacing the concrete
form of the tetrad components in Eq. (89). First, we observe that the last
term of this equation does not contribute when the metric is spherically
symmetric. The argument is that {γαˆ, S βˆγˆ} = εαˆβˆγˆ·
λˆ
γ5γλˆ (with ε0123 = 1) is
completely antisymmetric, while the Cartan coefficients resulted from Eqs.
(54) and (55) have no such type of components. Furthermore, we bring the
remaining equation in a simpler form defining the reduced Dirac field, ψ˜, as
ψ(x) = χ(r)ψ˜(x). (98)
where
χ = [
√
g(b+ r2c)]−1/2 = b
√
a = vw−3/2 . (99)
In this way we obtain the reduced Dirac equation in the central chart (t, ~x)
with Cartesian coordinates and Cartesian tetrad gauge,
i
{
a(r)γ0∂t + b(r)(
→
γ · →∂ ) + c(r)(→γ · →x)[1 + (→x ·
→
∂ )]
}
ψ˜(x) = mψ˜(x) . (100)
We observe that this equation is invariant under time translations which
means that the energy is conserved. For this reason it is convenient to bring
it in Hamiltonian form,
H˜Dψ˜ = i∂tψ˜ , (101)
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using the operators
H˜D = −iu(r)
r2
(γ0γixi)
(
1 + xi∂i
)
− iv(r)
r2
(γixi)K + w(r)γ0m, (102)
K = γ0
(
2~S · ~L+ 1
)
. (103)
We note that the reduced Hamiltonian operator H˜D = χ
−1HDχ is related to
the original Hamiltonian HD corresponding to ED.
The operator K which concentrates all the angular terms of H˜D as well as
the total angular momentum ~J = ~L+ ~S defined by Eq. (58) commute with
H˜D and satisfy K
2 = ~J2 + 1
4
. Consequently, all the properties related to the
conservation of the angular momentum, including the separation of variables
in spherical coordinates, will be similar to those of the usual Dirac theory
in Minkowski spacetimes. Thus in Eq. (101) one can separate the spherical
variables with the help of the four-components angular spinors Φ±mj ,κj used in
the central problems of special relativity [19]. These are eigenspinors of the
complete set { ~J2, K, J3} corresponding to the eigenvalues {j(j+1),−κj, mj}
where κj can take only the values ±(j + 1/2). We note that for each set of
quantum numbers (j, κj , mj) there are two orthogonal spinors, denoted by
the superscripts ±, as defined in Ref. [19].
We must specify that in curved manifolds with central symmetry this
conjecture can be obtained only in our Cartesian tetrad gauge where the
representations of the group SU(2) are manifest covariant since [Li, Sj ] = 0.
In other gauge fixings where Li and Si(x) do not commute among themselves
the form of Eqs. (102) and (103) may be different [13, 7] and then the spinors
Φ±mj ,κj become useless. For example, in the diagonal gauge defined by Eq.
(59) one has to consider another type of angular spinors, constructed with
the help of the so called spin-weighted harmonics [30].
In other respects, we can verify that in our gauge the discrete transforma-
tions, P , C and T , have the same significance and action as those of special
relativity [18, 19]. This is because the form of the Hamiltonian operator
(102) is close to that meet in the flat case. We shall see later that the charge
conjugation transforms each particular solution of positive frequency of Eq.
(100) into the corresponding one of negative frequency.
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6.3 The radial problem
Our goal is to write down the eigenspinors of the complete set of com-
muting operators {HD, ~J2, K, J3} corresponding to the eigenvalues {E, j(j+
1),−κj , mj}. These are particular solutions of the original Dirac equation
(88) in the central chart {t, r, θ, φ} with the line element (51). We consider
first the solutions of positive frequency and the energy E that read,
UE,j,κj,mj (x) = UE,j,κj,mj (t, r, θ, φ)
=
v(r)
rw(r)3/2
[f
(+)
E,κj
(r)Φ+mj ,κj(θ, φ) + f
(−)
E,κj
(r)Φ−mj ,κj(θ, φ)]e
−iEt .(104)
The reduced part of these solutions, U˜ = U/χ, satisfy Eq. (101) from which,
after the separation of angular variables, we obtain the radial equations
[
u(r)
d
dr
+ v(r)
κj
r
]
f (+)(r) = [E + w(r)m]f (−)(r), (105)
[
−u(r) d
dr
+ v(r)
κj
r
]
f (−)(r) = [E − w(r)m]f (+)(r) , (106)
where we omitted the indices E and κj of the radial functions. In practice,
these radial equations can be written directly starting with the line element
put in the form Eq. (51) from which we can identify the functions u, v, and
w we need.
The normalization of the Dirac spinors has to be done with respect to the
scalar product (90). In the chart {t, r, θ, φ} the weight function (91) becomes
µ(r, θ) =
w3
uv2
r2 sin(θ) (107)
and, consequently, the integral (90) splits in radial and angular terms. The
angular spinors Φ±mj ,κj are orthogonal and normalized to unity with respect
to their own angular scalar product defined on the sphere S2 by the angular
integral [19]. In this way we are left with the radial integral
〈U1, U2〉 = δκj1 ,κj2δmj1 ,mj2
×
∫
Dr
dr
u(r)
{[f (+)1 (r)]∗f (+)2 (r) + [f (−)1 (r)]∗f (−)2 (r)} , (108)
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calculated according to Eqs. (98) and (104). The domain Dr is the ra-
dial domain corresponding to D. What is remarkable here is that the ra-
dial weight function 1/u, resulted from Eqs. (92) and (99), guarantees that
(u∂r)
+ = −u∂r. This means that the operators of the left-hand side of the
radial equations are related between themselves through the Hermitian con-
jugation with respect to the scalar product (108).
The principal consequence is that we can define the self-adjoint radial
Hamiltonian
Hr =
mw −u d
dr
+ κj
v
r
u ddr + κj
v
r −mw
. (109)
This operator allows us to write the Eqs. (105) and (106) as the eigenvalue
problem
HrF = EF , (110)
where the two-dimensional eigenvectors F = (f (+), f (−))T have their own
radial scalar product,
(F1,F2) =
∫
Dr
dr
u(r)
F+1 F2 , (111)
as we deduce from Eq. (108). Thus we obtained an independent radial
problem which has to be solved in each particular case separately using ap-
propriate methods.
First of all, we look for possible transformations which should simplify
the radial equations. It is known that the transformations of the space co-
ordinates of a natural frame with static metric do not change the quantum
modes. In our case we can change only the radial coordinate without to affect
the central symmetry. A good choice is the chart where the radial coordinate
is defined by
rs(r) =
∫
dr
u(r)
+ const (112)
so that rs(0) = 0. This chart will be called special central chart (frame). In
the following we shall use only this frame starting with metrics with u = 1
while the subscript s will be omitted.
In radial problems of the Dirac theory in flat spacetime [19] the manifest
supersymmetry play an important role in solving the radial equations. For
this reason we look for transformations of the form F → Fˆ = UF and
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Hr → Hˆr = UHrU−1 which could simplify the radial problem pointing out a
hidden supersymmetry. When this exists, the transformed Hamiltonian must
take the standard supersymmetric form
Hˆr =
ν − ddr +W
d
dr +W −ν
(113)
where ν is a constant and W is the resulting superpotential [16]. If the
radial problem has this property, then the second order equations for the
components fˆ (+) and fˆ (−) of Fˆ can be obtained from Hˆr2Fˆ = E2Fˆ . These
equations,
(
− d
2
dr2
+W (r)2 ∓ dW (r)
dr
+ ν2
)
fˆ (±)(r) = E2fˆ (±)(r), (114)
represent the starting point for finding analytical solutions.
The simplest radial problems are those with manifest supersymmetry,
for which the original radial Hamiltonian Hr has the form (113). These
are generated by the metrics of the central manifolds R × M3 which have
w = 1. In the special frames (where u = 1) these are determined only by
the arbitrary function v which gives the superpotential W = κjv/r. The
most popular example is the three-dimensional sphere with the time trivially
added, R × S3. A more complicated situation is when we need to use a
suitable transformation U in order to point out the supersymmetry. These
are problems with hidden supersymmetry which are similar with that of
the Dirac particle in external Coulomb field, known from special relativity.
However, examples of radial problems in which the supersymmetry is much
more hidden will be discussed in the next section.
7 Dirac field in cental charts of the AdS and
dS spacetimes
In our approach the Dirac equation in the central charts (frames) of AdS or
dS backgrounds can be analytically solved in terms of Gauss hypergeometric
functions [16, 17]. One obtains thus the fundamental solutions giving the
quantum modes. Since the central frames are static, these solutions are
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energy eigenspinors corresponding to discrete or continuous energy spectra.
When these spinors can be normalized (in usual or generalized sense) then
the canonical quantization of the Dirac field in these frames may be done.
7.1 The Dirac quantum field in AdS spacetime
We consider first the AdS spacetime and we present how can be selected the
quantum modes of the Dirac field and to write down the normalized energy
eigenspinors of the regular modes. The final objective is to quantize this field
[16].
The AdS spacetime of radius R is defined by Eq. (61) for ǫ = −1.
Changing the notation, we denote from now ω = 1/R instead of ωˆ. This
manifold has a special central chart {t, r, θ, φ} with the line element [31]
ds2 = sec2 ωr
[
dt2 − dr2 − 1
ω2
sin2 ωr (dθ2 + sin2 θ dφ2)
]
. (115)
The radial domain of this chart isDr = [0, π/2ω) because of the event horizon
at r = π/2ω. We specify that here we take t ∈ (−∞,∞) which defines in
fact the universal covering spacetime (CAdS) of AdS [31].
Now, from Eq. (143) we can identify the functions w(r) = secωr and
v(r) = ωr cscωr. With their help and using the notation k = m/ω we obtain
the radial Hamiltonian,
Hr =
ωk secωr − ddr + ωκj cscωr
d
dr + ωκj cscωr −ωk secωr
, (116)
which has to give us the radial functions of the particular solutions (104).
Despite of the fact that this is not obvious at all, this Hamiltonian has
a hidden supersymmetry that can be pointed out with the help of the local
rotation F → Fˆ = RF = (fˆ (+), fˆ (−))T produced by
R(r) =
cos ωr2 − sin ωr2
sin ωr2 cos
ωr
2
. (117)
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Indeed, after a few manipulations we find that the transformed (i.e. rotated
and translated) Hamiltonian,
Hˆr = RHrR
T − ω
2
12×2, (118)
has supersymmetry since it has the requested specific form (113) with diag-
onal constant terms ν = ω(k − κj) and the superpotential [16],
W (r) = ω(k tan(ωr) + κj cot(ωr)) , (119)
which is of the Po¨schl-Teller type [32] .
In these circumstances the new eigenvalue problem
HˆrFˆ =
(
E − ω
2
)
Fˆ , (120)
involving the transformed radial wave functions fˆ (±), leads to a pair of second
order equations
(
− d
2
dr2
+ ω2
k(k ∓ 1)
cos2 ωr
+ ω2
κj(κj ± 1)
sin2 ωr
)
fˆ (±)(r) = ω2ǫ2fˆ (±)(r), (121)
where we denoted ǫ = E/ω− 1/2. These equations have analytical solutions
[16],
fˆ (±)(r) = N± sin
2s± ωr cos2p± ωr (122)
×F
(
s± + p± − ǫ
2
, s± + p± +
ǫ
2
, 2s± +
1
2
, sin2 ωr
)
.
where F are Gauss hypergeometric functions [33]. Their real parameters are
defined as
2s±(2s± − 1) = κj(κj ± 1) , (123)
2p±(2p± − 1) = k(k ∓ 1) , (124)
while N± are normalization factors. The next step is to select the suitable
values of these parameters and to calculate N+/N− such that the functions
fˆ (±) should be solutions of the transformed radial problem (147), with a good
physical meaning. This can be achieved only when F is a polynomial selected
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by a suitable quantization condition since otherwise F is strongly divergent
for sin2 ωr → 1. Then the functions fˆ (±) will be square integrable and the
normalization factors can be calculated according to the condition
(F ,F) = (Fˆ , Fˆ) =
∫
Dr
dr
(
|fˆ (+)(r)|2 + |fˆ (−)(r)|2
)
= 1 , (125)
resulted from the fact that the matrix (145) is orthogonal.
The discrete energy spectrum is given by the particle-like CAdS quanti-
zation conditions
ǫ = 2(n± + s± + p±) , ǫ > 0 , (126)
that must be compatible with each other, i.e.
n+ + s+ + p+ = n− + s− + p−. (127)
Hereby we see that there is only one independent radial quantum number,
nr = 0, 1, 2, .... In addition, we use the orbital quantum number l of the
spinor Φ+mj ,κj [19], as an auxiliary quantum number. On the other hand,
if we express (150) in terms of Jacobi polynomials, we observe that these
functions remain square integrable for 2s± > −1/2 and 2p± > −1/2. Since
l = 0, 1, 2... we are forced to select only the positive solutions of Eqs. (123).
The different solutions of Eqs. (124) defines the boundary conditions of the
allowed quantum modes, like in the case of scalar modes [5]. We say that for
k > −1/2 the values 2p+ = k and 2p− = k+1 define the boundary conditions
of regular modes. The other possible values, 2p+ = −k + 1 and 2p− = −k,
define the irregular modes when k < 1/2. Obviously, for −1/2 < k < 1/2
both these modes are possible.
We note that the AdS quantization conditions require, in addition, k to
be a half integer. Then it is clear that the domains of k corresponding to
the regular and respectively irregular modes can not overlap with each other.
Anyway, in our opinion, the problem of the meaning of the irregular modes as
well as that of the relation between these kind of modes is sensitive and may
be carefully analyzed. For this reason we restrict ourselves to write down
only the energy eigenspinors of the regular modes on CAdS.
Let us take first κj = −(j+1/2) = −l−1. Then the positive solutions of
(123) are 2s+ = l+1 and 2s− = l+2 while, according to (127), we must have
n+ = nr and n− = nr− 1. For these values of parameters, the functions fˆ (±)
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given by Eqs. (150) and (126) represent a correct solution of the transformed
radial problem (147) only if
N−
N+
= − 2nr
2l + 3
. (128)
Furthermore, it is easy to express (150) in terms of Jacobi polynomials and
to calculate the normalization factors according to Eq. (125). Thus we arrive
at the result,
fˆ (+)(r)|κj=−(j+1/2) = N
[
nr + k + l + 1
nr + l +
1
2
] 1
2
× sinl+1 ωr cosk ωrP (l+
1
2
,k− 1
2
)
nr (cos 2ωr) , (129)
fˆ (−)(r)|κj=−(j+1/2) = −N
[
nr + k + l + 1
nr + l +
1
2
] 1
2
× sinl+2 ωr cosk+1 ωrP (l+
3
2
,k+ 1
2
)
nr−1 (cos 2ωr) ,
where
N = η
√
2ω
[
nr! Γ(nr + k + l + 1)
Γ(nr + l +
1
2
)Γ(nr + k +
1
2
)
] 1
2
. (130)
is defined up to the phase factor η. Notice that from Eq. (128) we understand
that the second equation of Eqs. (129) gives fˆ (−) = 0 for nr = 0.
For κj = j+1/2 = l we use the same procedure finding that 2s+ = l+1,
2s− = l, n+ = n− = nr and
N−
N+
=
2l + 1
2nr + 2k + 1
. (131)
In this case the normalized radial wave functions are
fˆ (+)(r)|κj=j+1/2 = N
[
nr + k +
1
2
nr + l +
1
2
] 1
2
× sinl+1 ωr cosk ωrP (l+
1
2
,k− 1
2
)
nr (cos 2ωr) , (132)
fˆ (−)(r)|κj=j+1/2 = N
[
nr + l +
1
2
nr + k +
1
2
] 1
2
× sinl ωr cosk+1 ωrP (l−
1
2
,k+ 1
2
)
nr (cos 2ωr) .
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The energy levels result from Eq. (126). Bearing in mind that ωk = m
and ωǫ = E − ω/2, and defining the principal quantum number n = 2nr + l
we obtain the discrete energy spectrum [16]
En = m+ ω
(
n+
3
2
)
, n = 0, 1, 2, .... (133)
These levels are degenerated. For a given n our auxiliary quantum number l
takes either all the odd values from 1 to n, if n is odd, or the even values from
0 to n, if n is even. In both cases we have j = l±1/2 for each l, which means
that j = 1/2, 3/2, ..., n+ 1/2. The selection rule for κj is more complicated
since it is determined by both the quantum numbers n and j. If n is even
then the even κj are positive while the odd κj are negative. For odd n we
are in the opposite situation, with odd positive or even negative values of κj .
Thus it is clear that for each given pair (n, j) we have only one value of κj .
With these specifications and by taking into account that for each j we have
2j + 1 different values of mj , we can conclude that the degree of degeneracy
of the level En is (n+ 1)(n+ 2).
Since the solutions (129) and (132) are completely determined by the
values of n and j, we denote by fˆ
(±)
n,j the radial wave functions (129) and
(132). With their help we can write the functions f
(±)
n,j (i.e. the components
of F) using the inverse of the transformation (145). Thus from Eq. (104) we
find the definitive form of the normalized particle-like energy eigenspinors of
the regular modes,
Un,j,mj(x) = ω cscωr cos
3/2 ωr
×
[(
cos
ωr
2
fˆ
(+)
n,j (r) + sin
ωr
2
fˆ
(−)
n,j (r)
)
Φ+mj ,κj(θ, φ) (134)
+
(
− sin ωr
2
fˆ
(+)
n,j (r) + cos
ωr
2
fˆ
(−)
n,j (r)
)
Φ−mj ,κj(θ, φ)
]
e−iEnt.
The antiparticle-like energy eigenspinors can be derived directly by using the
charge conjugation [18]. These are
Vn,j,mj = (Un,j,mj)
c ≡ C(Un,j,mj)T , C = iγ2γ0 . (135)
Furthermore, we can verify that all these normalized energy eigenspinors
have good orthogonality properties obeying〈
Un,j,mj , Un′,j′,m′j
〉
=
〈
Vn,j,mj , Vn′,j′,m′j
〉
= δn,n′δj,j′δmj ,m′j , (136)〈
Un,j,mj , Vn′,j′,m′j
〉
=
〈
Vn,j,mj , Un′,j′,m′j
〉
= 0 , (137)
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where the scalar product (90) is calculated in the chart {t, r, θ, φ} using the
weight function (107) that now reads
µ(r, θ) =
w(r)3
v(r)2
r2 sin(θ) =
1
ω2
sin2 ωr sec3ωr sin(θ) , (138)
and taking into account that the angular spinors are normalized with respect
to the angular scalar product [19]. We observe that the factors ω and 1/ω2
can be removed simultaneously from Eqs. (134) and respectively (92).
The final result is that form ≥ ω/2, when only regular modes are allowed,
the quantum Dirac field on CAdS reads
ψ(x) =
∑
n,j,mj
[
Un,j,mj(x)an,j,mj + Vn,j,mj(x)b
†
n,j,mj
]
. (139)
This field can be quantized supposing that the particle (a, a†) and antiparticle
(b, b†) operators satisfy usual anticommutation relations from which the non-
vanishing ones are
{an,j,mj , a†n′,j′,m′
j
} = {bn,j,mj , b†n′,j′,m′
j
} = δn,n′δj,j′δmj ,m′j1 , (140)
where 1 is the identity operator. Then the one-particle operators obtained via
Noether theorem, using Eq. (96) have correct forms and satisfy the conditions
(97). After a little calculation we obtain the Hamiltonian operator
H =
∑
n,j,mj
En
[
a†n,j,mjan,j,mj + b
†
n,j,mjbn,j,mj
]
, (141)
while the charge operator reads
Q =
∑
n,j,mj
[
a†n,j,mjan,j,mj − b†n,j,mjbn,j,mj
]
. (142)
The angular operators ~J2, J3 and K, which are diagonal in this basis, take
the same form as H but depending on their own eigenvalues j(j + 1), mj
and κj respectively. Thus, we conclude that the quantum modes of the
Dirac fermions on AdS backgrounds we derived here are determined by the
complete set of commuting operators {H,Q, ~J2,K,J3}. All these operators
have similar structures and properties like those of the usual quantum field
theory in flat spacetime.
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7.2 Dirac quantum modes in dS spacetime
The first solution of the Dirac equation on dS backgrounds was found in Ref.
[6] based on a diagonal gauge in central charts. Other interesting solutions
in the null tetrad gauge of these charts were derived recently in Ref. [9].
However, here we restrict ourselves to present only the solutions that can be
obtained in our Cartesian gauge [17].
Let us consider the problem of the massive Dirac particle on a dS back-
ground of radius R = 1/ω defined by Eq. (61) for ǫ = 1. There exists a
special central chart {t, r, θ, φ} with the line element
ds2 =
1
cosh2 ωr
[
dt2 − dr2 − 1
ω2
sinh2 ωr (dθ2 + sin2 θ dφ2)
]
, (143)
from which we can identify the functions v and w we need for writing down
the radial Hamiltonian,
Hr =
ωk
coshωr
− d
dr
+
ωκj
sinhωr
d
dr +
ωκj
sinhωr −
ωk
coshωr
, (144)
with the same notation, k = m/ω, as in the previous case. This is the basic
piece of the radial problem which must determine the radial functions f (±)
of the solutions (104).
This radial problem has a hidden supersymmetry like in the AdS case [17].
This can be pointed out with the help of the transformation F → Fˆ = U(r)F
where F = (f (+), f (−))T , Fˆ = (fˆ (+), fˆ (−))T and
U(r) =
cosh ωr2 −i sinh ωr2
i sinh ωr2 cosh
ωr
2
. (145)
A little calculation shows us that the transformed Hamiltonian,
Hˆr = U(r)HrU
−1(r)− iω
2
12×2, (146)
which gives the new eigenvalue problem
HˆrFˆ =
(
E − iω
2
)
Fˆ , (147)
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has supersymmetry since it has the specific form (113) where ν = ω(k− iκj)
and
W (r) = ω(ik tanhωr + κj cothωr) (148)
is the superpotential of the radial problem [17]. The transformed radial wave
functions fˆ (±) satisfy the second order equations resulted from the square of
Eq. (147). These are
(
− d
2
dr2
− ω2 ik(ik ± 1)
cosh2 ωr
+ ω2
κj(κj ± 1)
sinh2 ωr
)
fˆ (±)(r) = ω2ǫ2fˆ (±)(r), (149)
where we have denoted ǫ = E/ω − i/2.
The solutions of Eqs. (149) are well-known to be expressed in terms of
Gauss hypergeometric functions [33], F±(y) ≡ F (α±, β±, γ±, y), depending
on the new variable y = − sinh2 ωr, as
fˆ (±)(y) = N±(1− y)p±ys±F±(y) (150)
where
α± = s± + p± +
iǫ
2
, β± = s± + p± − iǫ
2
, γ± = 2s± +
1
2
, (151)
N± are normalization factors while the parameters p± and s± are related
with k and κj through
2s±(2s± − 1) = κj(κj ± 1), (152)
2p±(2p± − 1) = ik(ik ± 1). (153)
Furthermore, we have to find the suitable values of these parameters such
that the functions (150) should be solutions of the transformed radial problem
(147). If we replace (150) in (147), after a few manipulation, we obtain
y(1− y)dF±(y)
dy
− y
(
p± ± ik
2
)
F±(y) + (1− y)
(
s± ± κj
2
)
F±(y)
=
η
2
N∓
N±
(
κj ± 1
2
+ i
M ± E
ω
)
ys∓−s±+1/2(1− y)p∓−p±+1/2F∓(y), (154)
where η = ±1. These equations are nothing other than the usual identities
of hypergeometric functions if the values of s±, p± and N+/N− are correctly
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matched. First we observe that the differences s+− s− and p+− p− must be
half-integer since we work with analytic functions of y. This means that the
allowed groups of solutions of (152) are
2s1+ = −κj , 2s2+ = κj + 1,
2s1− = −κj + 1, 2s2− = κj , (155)
while Eq. (153) gives us
2p1+ = −ik , 2p2+ = ik + 1,
2p1− = −ik + 1, 2p2− = ik. (156)
On the other hand, it is known that the hypergeometric functions of (150)
are analytical on the domain Dy = (−∞, 0], corresponding to Dr, only if
ℜ(γ±) > ℜ(β±) > 0 [33]. Moreover, their factors must be regular on this
domain including y = 0. Obviously, both these conditions are accomplished
if we take s± > 0. We specify that there are no restrictions upon the values
of the parameters p±.
We have hence all the possible combinations of parameter values giving
the solutions of the second order equations (149) which satisfy the trans-
formed radial problem. These solutions will be denoted by (a, b), a, b = 1, 2,
understanding that the corresponding parameters are sa±, p
b
±, as given by
(155) and (156), and
α
(a,b)
± = s
a
± + p
b
± +
iǫ
2
, β
(a,b)
± = s
a
± + p
b
± −
iǫ
2
, γ
(a)
± = 2s
a
± +
1
2
. (157)
The condition s± > 0 requires to chose a = 1 when κj = −j − 1/2, and
a = 2 if κ = j + 1/2. Thus, for each given set (E, j, κj) we have a pair of
different radial solutions, with b = 1, 2. Therefore, it is convenient to denote
the transformed radial wave functions (150) by fˆ
(±)
E,κj ,a,b
, bearing in mind that
the value of a determines that of κj . The last step is to calculate the values
of N+/N−. From (154) it results
κj = −j − 1
2
: η
N
(1,1)
−
N
(1,1)
+
= −α
(1,1)
+
γ
(1)
+
, η
N
(1,2)
−
N
(1,2)
+
=
β
(1,2)
+
γ
(1)
+
− 1, (158)
κj = j +
1
2
: η
N
(2,1)
+
N
(2,1)
−
= 1− β
(2,1)
−
γ
(2)
−
, η
N
(2,2)
+
N
(2,2)
−
=
α
(2,2)
−
γ
(2)
−
. (159)
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Notice that here γ
(1)
+ = γ
(2)
− = j + 1.
Now we can restore the form of the original radial wave functions of (104)
using the inverse of the transformation (145). In our new notation these wave
functions are [17]
f
(±)
E,κj,a,b
(r) = cosh
ωr
2
fˆ
(±)
E,κj,a,b
(r)± i sinh ωr
2
fˆ
(∓)
E,κj,a,b
(r). (160)
For very large r (when y → −∞) the hypergeometric functions behave as
F±(y) ∼ (−y)−α± [33]. Thereby we deduce that fˆ (±)E,κj,a,b ∼ exp(−iǫωr) and
f
(±)
E,κj ,a,b
∼ e−iEr. (161)
This means that the functions (160) represent tempered distributions corre-
sponding to a continuous energy spectrum. On the other hand, Eq. (161)
indicates that this energy spectrum covers the whole real axis, as it seems
to be natural since the metric is not asymptotically flat. Anyway, it is clear
that the energy spectrum is continuous, without discrete part, while the en-
ergy levels are infinitely degenerated since there are no restrictions upon the
values of j, which can be any positive half-integer.
In these conditions, the fundamental solutions can not be normalized in
the generalized sense and, therefore, the quantization the Dirac field can not
be done in this chart. For doing this we are forced to consider moving charts.
8 Dirac fermions in moving frames of the dS
spacetime
The first solutions of the Dirac equation in moving charts with spherical
coordinates of the dS manifolds were derived in Ref. [8] and normalized in
Ref. [21]. Other solutions of this equation in moving frames with Carte-
sian coordinates have been reported [34] but these solutions are not correctly
normalized. We have constructed the normalized solutions in this framework
using the helicity basis in momentum representation [20]. Our theory of ex-
ternal symmetry offered us the operators we need for deriving the normalized
fundamental solutions and quantizing the Dirac field in usual manner.
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8.1 Observables in dS spacetime
We remain in the case of the dS spacetime, M , of radius R = 1/ω, for
which we keep the definition (61) and the previous notations. As men-
tioned, this manifold is the homogeneous space of the pseudo-orthogonal
group SO(4, 1). This group is in the same time the gauge group of the
metric η(1) = (1,−1,−1,−1,−1) and the isometry group, I(M), of the dS
spacetime. For this reason it is convenient to use the covariant real pa-
rameters ξAB = −ξBA since in this case the orbital basis-generators of the
representation of SO(4, 1), carried by the space of the scalar functions over
M5, have the standard form (62). They will give us directly the orbital basis-
generators L(AB) of the scalar representations of I(M). Indeed, starting with
the functions ZA(x) that solve the equation (61) in a given chart {x}, one
can write down the operators (62) in the form (24), finding thus the gen-
erators L(AB) and implicitly the components k
µ
(AB)(x) of the Killing vectors
associated to the parameters ξAB [15]. Furthermore, one has to calculate the
spin parts S(AB), according to Eqs. (38) and (28), arriving to the final form
of the basis-generators X(AB) = L(AB) +S(AB) of the spinor representation of
S(M).
In the dS spacetime there are many moving frames of physical interest.
First we consider the moving local chart {t, r, θ, φ}∗ associated to the Carte-
sian one {t, ~x}∗ with the line element
ds2 = dt2 − e2ωtd~x2 . (162)
The time t ∈ (−∞,∞) of this chart is interpreted as the proper time of an
observer at ~x = 0. Another moving chart which play here a special role is the
chart {tc, ~x}∗ with the conformal time tc and Cartesian spaces coordinates
xi defined by
Z0 = − 1
2ω2tc
[
1− ω2(tc2 − r2)
]
Z5 = − 1
2ω2tc
[
1 + ω2(tc
2 − r2)
]
(163)
Z i = − 1
ωtc
xi
with r = |~x|. This chart covers only a half of the manifold M , for tc ∈
(−∞, 0) and ~x ∈ D ≡ R3. Nevertheless, it has the advantage of a simple
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conformal flat line element [4],
ds2 =
1
ω2tc
2
(
dtc
2 − d~x2
)
. (164)
Moreover, the conformal time tc is related to the proper time t through
ωtc = −e−ωt . (165)
In what follows we study the Dirac field in the chart {t, ~x}∗ using the
conformal time as a helpful auxiliary ingredient. The form of the line element
(164) allows one to choose the simple Cartesian gauge with the non-vanishing
tetrad components [8]
e00 = −ωtc , eij = −δij ωtc , eˆ00 = −
1
ωtc
, eˆij = −δij
1
ωtc
. (166)
In this gauge the Dirac operator reads
ED = −iωtc
(
γ0∂tc + γ
i∂i
)
+
3iω
2
γ0
= iγ0∂t + ie
−ωtγi∂i +
3iω
2
γ0 (167)
and the weight function of the scalar product (90) is
µ = (−ωtc)−3 = e3ωt . (168)
The next step is to calculate the basis-generators X(AB) of the spinor
representation of S(M) in this gauge since these are the main operators
that commute with ED. The group SO(4, 1) includes the subgroup E(3) =
T (3)sSO(3) which is just the isometry group of the 3-dimensional Eu-
clidean space of our moving charts, {tc, ~x}∗ and {t, ~x}∗, formed by R3 trans-
lations, xi → xi + ai, and proper rotations, xi → Ri ·· jxj with R ∈ SO(3)
[11]. Therefore, the basis-generators of its universal covering group, E˜(3) =
T (3)sSU(2) ⊂ S(M), can be interpreted as the components of the mo-
mentum, ~P , and total angular momentum, ~J , operators. The problem
of the Hamiltonian operator seems to be more complicated, but we know
that in the mentioned static central charts with the static time ts this is
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H = ωX(05) = i∂ts [15]. Thus the Hamiltonian operator and the compo-
nents of the momentum and total angular momentum operators (P i and
J i = εijkJjk/2 respectively) can be identified as being the following basis-
generators of S(M)
H ≡ ωX(05) = −iω(tc∂tc + xi∂i) (169)
P i ≡ ω
(
X(5i) −X(0i)
)
= −i∂i (170)
Jij ≡ X(ij) = −i(xi∂j − xj∂i) + Sij (171)
after which one remains with the three basis-generators
N i ≡ X(5i) +X(0i) = ω(tc2 − r2)P i + 2xiH + 2ω(Si0tc + Sijxj) , (172)
which do not have an immediate physical significance. The SO(4, 1) transfor-
mations corresponding to these basis-generators and the associated isometries
of the chart {tc, ~x}∗ are briefly presented in Appendix A.
In the other local chart, {t, ~x}∗, we have the same operators ~P and ~J =
~L + ~S (with ~L = ~x × ~P ) whose components are the E˜(3) generators, while
the Hamiltonian operator takes the form
H = i∂t + ω ~x · ~P , (173)
where the second term, due to the external gravitational field, leads to the
commutation rules
[H, P i] = iωP i . (174)
We observe that in this chart the operators Ki ≡ X(0i) are the analogous
of the basis-generators of the Lorentz boosts of SL(2,C) since in the limit
of ω → 0, when (162) equals the Minkowski line element, the operators
H = P 0, P i, J i and Ki become the generators of the spinor representation
of the group T (4)sSL(2,C) (i.e. the universal covering group of the Poincare´
group [11, 19]).
In both the charts we used here the generators (169)-(172) are self-adjoint
with respect to the scalar product (90) with the weight function (168) if we
consider the usual boundary conditions on D ≡ R3. Therefore, for any
generator X we have 〈Xψ,ψ′〉 = 〈ψ,Xψ′〉 if (and only if) ψ and ψ′ are
solutions of the Dirac equation which behave as tempered distributions or
square integrable spinors with respect to the scalar product (90). Moreover,
all these generators commute with the Dirac operator ED.
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8.2 Polarized plane wave solutions
The plane wave solutions of the Dirac equation with m 6= 0 must be eigen-
spinors of the momentum operators P i corresponding to the eigenvalues pi,
with the same time modulation as the spherical waves. Therefore, we have to
look for particular solutions in the chart {tc, ~x}∗ involving either positive or
negative frequency plane waves. Bearing in mind that these must be related
among themselves through the charge conjugation, we assume that, in the
standard representation of the Dirac matrices (with diagonal γ0 [19]), they
have the form
ψ
(+)
~p =

 f+(tc)α(~p)
g+(tc)
~σ · ~p
p α(~p)

 ei~p·~x (175)
ψ
(−)
~p =

 g−(tc) ~σ · ~pp β(~p)
f−(tc) β(~p)

 e−i~p·~x (176)
where p = |~p|, σi denotes the Pauli matrices while α and β are arbitrary
Pauli spinors depending on ~p. Replacing these spinors in the Dirac equation
given by (167) and denoting k = m/ω and ν± =
1
2
± ik, we find equations of
the form (236) whose solutions can be written in terms of Hankel functions
as
f+ = (−f−)∗ = Ctc2eπk/2H(1)ν− (−ptc) (177)
g+ = (−g−)∗ = Ctc2e−πk/2H(1)ν+ (−ptc) . (178)
The integration constant C will be calculated from the orthonormalization
condition in the momentum scale.
The plane wave solutions are determined up to the significance of the
Pauli spinors α and β. For ~p 6= 0 these can be treated as in the flat case
[35, 19] since, in the tetrad gauge (166), the spaces of these spinors carry
unitary linear representations of the E˜(3) group. Indeed, a transformation
(27) produced by (A, φA,~a) ∈ E˜(3) ⊂ S(M) where A ∈ SU(2) and ~a ∈ R3 in-
volves the usual linear isometry of E(3), xi → x′ i = φiA,~a(~x) ≡ Λi ·· j(A)xj + ai
with Λ(A) ∈ SO(3), and the global transformation ψ(t, ~x) → ψ′(t, ~x ′) =
ρ(A)ψ(t, ~x). Consequently, the Pauli spinors transform according to the uni-
tary (linear) representation
α(~p)→ e−i~a·~pAα[Λ(A)−1~p ] (179)
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(and similarly for β) that preserves orthogonality. This means that any pair
of orthogonal spinors ξ˜σ(~p) with polarizations σ = ±1/2 (obeying ξ˜+σ ξ˜σ′ =
δσσ′) represents a good basis in the space of Pauli spinors
α(~p) =
∑
σ
ξ˜σ(~p)a(~p, σ) (180)
whose components, a(~p, σ), are the particle wave functions in momentum
representation. According to the standard interpretation of the negative
frequency terms [35, 19], the corresponding basis of the space of β spinors is
defined by
β(~p) =
∑
σ
η˜σ(~p)[b(~p, σ)]
∗ , η˜σ(~p) = iσ2[ξ˜σ(~p)]
∗ (181)
where b(~p, σ) are the antiparticle wave functions. It remains to choose a
specific basis, using supplementary physical assumptions. Since it is not sure
that the so called spin basis [35] can be correctly defined in the dS geometry,
we prefer the helicity basis. This is formed by the orthogonal Pauli spinors
of helicity λ = ±1/2 which fulfill
~σ · ~p ξ˜λ(~p) = 2pλ ξ˜λ(~p) , ~σ · ~p η˜λ(~p) = −2pλ η˜λ(~p) . (182)
The desired particular solutions of the Dirac equation with m 6= 0 result
from our starting formulas (175) and (176) where we insert the functions
(177) and (178) and the spinors (180) and (181) written in the helicity basis
(182). It remains to calculate the normalization constant C with respect to
the scalar product (90) with the weight function (168). After a few manip-
ulation, in the chart {t, ~x}∗, it turns out the final form of the fundamental
spinor solutions of positive and negative frequencies with momentum ~p and
helicity λ,
U~p,λ(t, ~x) = iN
(
1
2
eπk/2H(1)ν− (qe
−ωt) ξ˜λ(~p)
λ e−πk/2H(1)ν+ (qe
−ωt) ξ˜λ(~p)
)
ei~p·~x−2ωt (183)
V~p,λ(t, ~x) = iN
( −λ e−πk/2H(2)ν− (qe−ωt) η˜λ(~p)
1
2
eπk/2H(2)ν+ (qe
−ωt) η˜λ(~p)
)
e−i~p·~x−2ωt , (184)
where we introduced the new parameter q = p/ω and
N =
1
(2π)3/2
√
πq . (185)
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Using Eqs. (235) and (237), it is not hard to verify that these spinors are
charge-conjugated to each other,
V~p,λ = (U~p,λ)
c = C(U ~p,λ)T , C = iγ2γ0 , (186)
satisfy the orthonormalization relations
〈U~p,λ, U~p ′,λ′〉 = 〈V~p,λ, V~p ′,λ′〉 = δλλ′δ3(~p− ~p ′) , (187)
〈U~p,λ, V~p ′,λ′〉 = 〈V~p,λ, U~p ′,λ′〉 = 0 , (188)
and represent a complete system of solutions in the sense that
∫
d3p
∑
λ
[
U~p,λ(t, ~x)U
+
~p,λ(t, ~x
′) + V~p,λ(t, ~x)V
+
~p,λ(t, ~x
′)
]
= e−3ωtδ3(~x− ~x ′) .
(189)
Let us observe that the factor e−3ωt is exactly the quantity necessary to
compensate the weight function (168). Other important properties are
P i U~p,λ = p
i U~p,λ , P
i V~p,λ = −pi V~p,λ , (190)
W U~p,λ = pλU~p,λ , W V~p,λ = −pλV~p,λ , (191)
where
W = ~J · ~P = ~S · ~P (192)
is the helicity operator which is analogous to the time-like component of the
four-component Pauli-Lubanski operator of the Poincare´ algebra [11]. Thus,
we arrive at the conclusion that the fundamental solutions (183) and (184)
form a complete system of common eigenspinors of the operators P i and W .
Since the spin was fixed a priori by choosing the representation ρ, we consider
that the complete set of commuting operators which determines separately
each of the sets of the particle or antiparticle eigenspinors is {ED, P i, W}.
Finally we note that these solutions can be redefined at any time with other
momentum dependent phase factors as
U~p,λ → eiχ(~p)U~p,λ , V~p,λ → e−iχ(~p)V~p,λ , χ(~p) ∈ R , (193)
without to affect the above properties.
In the case m = 0 (when k = 0) it is convenient to consider the chiral
representation of the Dirac matrices (with diagonal γ5 [35]) and the chart
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{tc, ~x}∗. We find that the fundamental solutions in helicity basis of the left-
handed massless Dirac field,
U0~p,λ(tc, ~x) = lim
k→0
1− γ5
2
U~p,λ(tc, ~x)
=
(−ωtc
2π
)3/2 ( (1
2
− λ)ξ˜λ(~p)
0
)
e−iptc+i~p·~x (194)
V 0~p,λ(tc, ~x) = lim
k→0
1− γ5
2
V~p,λ(tc, ~x)
=
(−ωtc
2π
)3/2 ( (1
2
+ λ)η˜λ(~p)
0
)
eiptc−i~p·~x , (195)
are non-vanishing only for positive frequency and λ = −1/2 or negative fre-
quency and λ = 1/2, as in Minkowski spacetime. Obviously, these solutions
have similar properties as (186)-(191).
8.3 Spherical waves
Let us consider now the spherical modes [21] in moving charts defined by
the common eigenspinors of the complete set {ED, ~P 2, ~J2, K, J3} where ~P 2
plays the role of HD in static frames. Our purpose is to write down the
particular solutions of the Dirac equation defined as eigenspinors of the above
set of commuting operators corresponding to the eigenvalues {m, p2, j(j +
1),−κj , mj} where p is the value of the scalar momentum. In addition, we
require these solutions to be normalized with respect to the relativistic scalar
product defined by Eq. (90) with the wight function (168).
For solving the above eigenvalue problems it is convenient to start with
the chart {tc, r, θ, φ}∗ looking for particular solutions of the form
Up,κj,mj (x) =
(−ωtc) 32
r
[
f+p,κj(tc, r)Φ
+
mj ,κj
(θ, φ) + f−p,κj(tc, r)Φ
−
mj ,κj
(θ, φ)
]
(196)
Separating the angular variables in the Dirac equation and denoting by k =
m/ω, after a little calculation, we arrive ar the pair of equations
(
±i∂tc +
k
tc
)
f±p,κj(tc, r) =
(
−∂r ± κj
r
)
f∓p,κj(tc, r) . (197)
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In addition, the eigenvalue problem of ~P 2 leads to the supplemental radial
equations [
−∂2r +
κj(κj ± 1)
r2
]
f±p,κj(tc, r) = p
2f±p,κj(tc, r) , (198)
since the spinors Φ±mj ,κj are eigenfunctions of
~L2 corresponding to the eigen-
values κj(κj±1). Eqs. (197) and (198) can be solved separating the variables
as,
f±p,κj(tc, r) = τ
±
p (tc)ρ
±
p,κj
(r) , (199)
and finding that the new functions must satisfy [21]
(
±i∂tc +
k
tc
)
τ±p (tc) = ±p τ∓p (tc) , (200)(
±∂r + κj
r
)
ρ±p,κj(r) = p ρ
∓
p,κj
(r) . (201)
These equations have to be solved in terms of Bessel functions [33] as in
[8]. The advantage of our method is to point out that there is only one
additional integration constant, p, which is a continuous parameter with a
precise physical meaning (i.e., the scalar momentum).
However, our main problem is to find the normalized solutions with re-
spect to the scalar product (90). We specify that these solutions are not
square integrable since the spectrum of ~P 2 is continuous. Therefore, we
must look for a system of spinors Up,κj,mj normalized in the generalized sense
in the scale of the scalar momentum p. First, we choose the radial functions
as in Ref. [8],
ρ±p,κj(r) =
√
pr J|κj± 12 |
(pr) . (202)
Furthermore, we observe that the functions τ± must produce a similar time
modulation as in the case of the normalized plan wave solutions presented
above. Consequently, we denote ν± =
1
2
± ik and write the functions τ± in
terms of Hankel functions [33] as
τ±p (tc) = N
√−ptc e±πk/2H(1)ν∓ (−ptc) (203)
where N is a normalization factor. Finally, summarizing these results in the
chart {t, r, θ, φ}∗ and matching the factor N we find the definitive form of
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the normalized spinors [21],
Up,κj,mj (x) =
p
2
√
π
ωr
e−2ωt
[
eπk/2H(1)ν− (
p
ω
e−ωt)J|κj+ 12 |
(pr)Φ+mj ,κj(θ, φ)
+e−πk/2H(1)ν+ (
p
ω
e−ωt)J|κj− 12 |
(pr)Φ−mj ,κj(θ, φ)
]
(204)
that satisfy the Dirac equation and are common eigenspinors of the operators
~P 2, ~J2, K and J3. Taking into account that [36]∫ ∞
0
ρp,κj(pr)ρp′,κj(p
′r)dr = δ(p− p′) , (205)
and using the properties of Hankel functions mentioned in Appendix B we
obtain the orthonormalization rule〈
Up,κj,mj , Up′,κ′
j′
,m′
j
〉
= δ(p− p′)δj,j′δκj ,κ′jδmj ,m′j . (206)
According to our conventions we can say that the particular solutions (204)
are of positive frequencies and, therefore, these describe the quantum modes
of the Dirac particles. The spinors of negative frequencies, corresponding to
antiparticles, will be obtained using the charge conjugation,
Vp,κj,mj = (Up,κj,mj )
c = C(U p,κj,mj )T . (207)
One can verify that these spinors have good orthonormalization properties〈
Vp,κj,mj , Vp′,κ′
j′
,m′
j
〉
= δ(p− p′)δj,j′δκj ,κ′jδmj ,m′j . (208)
and 〈
Up,κj,mj , Vp′,κ′
j′
,m′
j
〉
=
〈
Vp,κj,mj , Up′,κ′
j′
,m′
j
〉
= 0 . (209)
8.4 Quantization
We obtained here two complete systems of orthonormalized spinors which
could be the starting point to the canonical quantization of the Dirac field
in moving frames. This procedure is simpler in the case of the plane waves
in the chart {t, ~x}∗ where the massive Dirac field reads
ψ(t, ~x) = ψ(+)(t, ~x) + ψ(−)(t, ~x)
=
∫
d3p
∑
λ
[
U~p,λ(x)a(~p, λ) + V~p,λ(x)b
†(~p, λ)
]
. (210)
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The quantization can be done considering that the wave functions in mo-
mentum representation, a(~p, λ) and b(~p, λ), become field operators (so that
b∗ → b†).
We assume that the particle (a, a†) and antiparticle (b, b†) operators must
fulfill the standard anticommutation relations in the momentum representa-
tion, from which the non-vanishing ones are
{a(~p, λ), a†(~p ′, λ′)} = {b(~p, λ), b†(~p ′, λ′)} = δλλ′δ3(~p− ~p ′) , (211)
since then the equal-time anticommutator takes the canonical form
{ψ(t, ~x), ψ(t, ~x ′)} = e−3ωtγ0δ3(~x− ~x ′) , (212)
as it results from (189). In general, the partial anticommutator functions,
S˜(±)(t, t′, ~x− ~x ′) = i{ψ(±)(t, ~x), ψ(±)(t′, ~x ′)} , (213)
and the total one S˜ = S˜(+) + S˜(−) are rather complicated since for t 6= t′ we
have no more identities like (237) which should simplify their time-dependent
parts. In any event, these are solutions of the Dirac equation in both their
sets of coordinates and help one to write the Green functions in usual manner.
For example, from the standard definition of the Feynman propagator [35],
S˜F (t, t
′, ~x− ~x ′) = i 〈0|T [ψ(x)ψ(x′)] |0〉 (214)
= θ(t− t′)S˜(+)(t, t′, ~x− ~x ′)− θ(t′ − t)S˜(−)(t, t′, ~x− ~x ′) , (215)
we find that
[ED(x)−m]S˜F (t, t′, ~x− ~x ′) = −e−3ωtδ4(x− x′) . (216)
Another argument for this quantization procedure is that the one-particle
operators given by the Noether theorem have similar structures and prop-
erties like those of the quantum theory of the free fields in flat spacetime.
Indeed, from Eq. (95) we obtain the one-particle operators of the form
(96) which satisfy the Eqs. (97). The diagonal one-particle operators re-
sult directly using Eqs. (187)-(191). In this way we obtain the momentum
components
Pi =:
〈
ψ, P iψ
〉
:=
∫
d3p pi
∑
λ
[
a†(~p, λ)a(~p, λ) + b†(~p, λ)b(~p, λ)
]
(217)
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and the helicity (or Pauli-Lubanski) operator
W =: 〈ψ,Wψ〉 :=
∫
d3p
∑
λ
pλ
[
a†(~p, λ)a(~p, λ) + b†(~p, λ)b(~p, λ)
]
. (218)
The definition (96) holds for the generators of internal symmetries too, in-
cluding the particular case of X = 1 when the bracket
Q = : 〈ψ, ψ〉 : =
∫
d3p
∑
λ
[
a†(~p, λ)a(~p, λ)− b†(~p, λ)b(~p, λ)
]
(219)
gives just the charge operator corresponding to the internal U(1) symmetry
of the action (86) [19, 4]. It is obvious that all these operators are self-adjoint
and represent the generators of the external or internal symmetry transfor-
mations of the quantum fields [35]. The conclusion is that, for fixed mass and
spin, the helicity state vectors of the Fock space defined as common eigen-
vectors of the set {Q,Pi,W} form a complete system of orthonormalized
vectors in generalized sense, i.e. the helicity basis.
The Hamiltonian operatorH =: 〈ψ,Hψ〉 : is conserved but is not diagonal
in this basis since it does not commute with Pi andW as it follows from the
commutation relations (174) and the properties (97). Its form in momentum
representation can be calculated using the identity
H U~p,λ(t, ~x) = −iω
(
pi∂pi +
3
2
)
U~p,λ(t, ~x) , (220)
and the similar one for V~p,λ, leading to
H =
iω
2
∫
d3p pi
∑
λ
[
a†(~p, λ)
↔
∂ pi a(~p, λ) + b
†(~p, λ)
↔
∂ pi b(~p, λ)
]
(221)
where the derivatives act as f
↔
∂ h = f∂h − (∂f)h. Hereby it results the
expected behavior ofH under the space translations of E˜(3) which transform
the operators a and b according to (179). Moreover, it is worth pointing out
that the change of the phase factors (193) associated with the transformations
a(~p, λ)→ e−iχ(~p)a(~p, λ) , b(~p, λ)→ e−iχ(~p)b(~p, λ) (222)
leave invariant the operators ψ, Q, Pi andW as well as the equations (211),
but transform the Hamiltonian operator,
H→ H+ ω
∫
d3p [pi∂piχ(~p)]
∑
λ
[
a†(~p, λ)a(~p, λ) + b†(~p, λ)b(~p, λ)
]
. (223)
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This remarkable property may be interpreted as a new type of gauge trans-
formation depending on momentum instead of coordinates. Our preliminary
calculations indicate that this gauge may be helpful for analyzing the behav-
ior of the theory near ω ∼ 0.
In the simpler case of the left-handed massless field with the fundamental
spinor solutions (194) and (195) we obtain similar results and we recover the
standard rule of the neutrino polarization.
8.5 Further questions
The quantum theory presented above opens many new interesting problems.
One of them is if in the dS geometry there exists an orbital analysis analogous
to the Wigner theory of induced representations of the Poincare´ group [19].
This is necessary if we want to understand the meaning of the rest frames (of
the massive particles) in the dS spacetime and to find the “booster” mecha-
nisms changing the value of p or even giving rise to waves of arbitrary momen-
tum from those with ~p = 0. We believe that this theory may be done starting
with the orbital analysis in M5 since this helps us to find SO(4, 1)-covariant
definitions for our basic operators on M 2. More precisely, for each momen-
tum q ∈ M5q we can write a five-dimensional momentum operator P (q) of
components PA(q) = ηACqBX(BC) while a generalized five-dimensional Pauli-
Lubanski operator in M has to be defined by WA = −18εABCDEX(BC)X(DE)
. Then it is clear that for the representative momentum qˆ = (ω, 0, 0, 0,−ω)
of the orbit q2 = 0, associated to the little group E(3) ⊂ SO(4, 1), we re-
cover our operators P (qˆ) = (H, ~P ,−H) and W = qˆAWA as given by (169),
(170) and (192), respectively. In this way one may construct generalized
Wigner representations of the group S(M) in spaces of spinors depending on
momentum.
In other respects, it is important to investigate the physical consequences
of the transformation laws of the main observables of this theory and to point
out the role and significance of the transformations (222) and (223). Of a
particular interest could be the study of the influence of the dS gravitational
field on the energy measurements since these are affected by the uncertainty
relations ∆H∆P i ≥ ω| 〈P i〉 |/2 due to the commutations relations (174).
Of course, for very small values of ω it is less probable that these produce
2For plane wave spinors of a Dirac theory in M5 see Ref. [37]
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observable effects in local measurements, the spacetime appearing then as a
flat one.
Other problems which could appear in further investigations of the Dirac
free field seem to be rather technical, e.g. the properties of commutator and
Green functions, calculation of the action of more complicated conserved op-
erators, evaluation of the inertial effects etc.. However, in our opinion, the
next important step from the physical point of view would be to construct a
similar theory for the free electromagnetic field, completing thus the frame-
work one needs for developing the perturbative QED in the dS spacetime.
9 Concluding remarks
The methods we used here for deriving solutions of the Dirac equation on dS
and AdS spacetimes can be generalized to any dimensions. We have shown
that our Cartesian tetrad gauge in Cartesian coordinates can be generalized
to any central manifold M1+d having d space dimensions [38, 39]. In this
gauge the Dirac equation takes a suitable form which allows one to separate
the angular variables of the generalized spherical coordinates according to
the general method proposed in Ref. [40]. After this separation one is left
with two radial equations that can be analytically solved in some interesting
cases.
In this context we have found that the massive Dirac particles moving
freely on CAdS1+d backgrounds have the discrete and equidistant energy
spectra [38]
En = m+ ω
(
n+
d
2
)
, n = 0, 1, 2, .... , (224)
generalizing thus Eq. (133) to any d. These spectra have the ground state
energies E0 = m + ω
d
2
which are in accordance with the scaling dimensions
of the spinor operators of CFT which in our notations read ∆sp = k+
d
2
with
k = m/ω [41].
We note that the scalar field on CAdS1+d has also equidistant energy
levels, [42, 43]
Escn =
√
m2 +
d2
4
ω2 + ω
(
n+
d
2
)
, n = 0, 1, 2, ... , (225)
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with the same energy quanta as in Eq. (224) but having another ground state
energy. This difference is due to the fact that in AdS1+d spacetimes the free
Dirac equation is no more the square root of the Klein-Gordon equation with
the same mass. The ground state energy defines the conformal dimension
∆sc =
√
k2 +
d2
4
+
d
2
(226)
of the scalar field in CFT [44].
Another interesting case is of the R×Sd manifolds defined as d-dimensional
spheres of radius 1/ω with the time trivially added. The metrics of these man-
ifolds differ from the AdS1+d ones through conformal transformations. The
massive Dirac perturbations on R × Sd manifolds have also discrete energy
spectra [39],
En =

m2 + ω2
(
n+
d
2
)2
1
2
, n = 0, 1, 2, .... , (227)
which are no longer equidistant if m 6= 0. However, if the Dirac particle is
massless (m = 0) then the spectra (224) and (227) coincide . This is because
the massless Dirac equation is invariant under conformal transformations [4].
In fact, the massless Dirac perturbations have the same energy spectrum,
E0n = ω
(
n +
d
2
)
, n = 0, 1, 2, .... , (228)
on all of the manifolds whose metrics are conformal transformations of the
AdS1+d or R× Sd ones [45].
Finally, we would like to hope that our approach based on external sym-
metries could be an argument for a general tetrad gauge covariant theory of
the quantum fields with spin in which the quantum modes may be defined by
complete sets of commuting operators in such a manner that the procedure
of second quantization should be independent on the frames one uses.
Appendix A: SO(4,1) transformations and dS isometries
We have seen that the dS manifold, M , is a hyperboloid embedded in M5.
The metric η = (1,−1,−1,−1,−1) of M5 is invariant under the coordinate
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transformations ZA → 5ΛA ··BZB where 5Λ ∈ SO(4, 1). Each coordinate trans-
formation give rise to an isometry of the group I(M) which can be calculated
in the local chart {tc, ~x}∗ using Eqs. (163). We remind the reader that the
basis generators 5XAB of the fundamental (linear) representation of SO(4, 1),
carried by M5, have the matrix elements
(5XAB)
C ·
·D = i
(
δCA ηBD − δCB ηAD
)
. (229)
The transformations of SO(3) ⊂ SO(4, 1) are simple rotations of Z i and
xi which transform alike since this symmetry is global. For the other trans-
formations generated by H, P i and N i the linear transformations in M5 and
the isometries are different. Those due to H ,
e−iξH
5H :
Z0 → Z0 coshα− Z5 sinhα
Z5 → −Z5 sinhα + Z0 coshα
Z i → Z i
(230)
where α = ωξH, produce the dilatations tc → tceα and xi → xieα, while the
transformations
e−i
~ξP ·
5~P :
Z0 → Z0 + ω ~ξP · ~Z + 12 ω2ξP 2 (Z0 + Z5)
Z5 → Z5 − ω ~ξP · ~Z − 12 ω2ξP 2 (Z0 + Z5)
Z i → Z i + ω ξiP (Z0 + Z5)
(231)
give the space translations xi → xi + ξiP at fixed tc. More interesting are the
transformations
e−i
~ξN ·
5~N :
Z0 → Z0 − ~ξN · ~Z + 12 ξN 2 (Z0 − Z5)
Z5 → Z5 − ~ξN · ~Z + 12 ξN 2 (Z0 − Z5)
Z i → Z i − ξiN (Z0 − Z5)
(232)
which lead to the isometries
tc → tc
1− 2ω ~ξN · ~x− ω2ξN2 (tc2 − r2)
(233)
xi → x
i + ωξiN (tc
2 − r2)
1− 2ω ~ξN · ~x− ω2ξN2 (tc2 − r2)
. (234)
We denoted here ξP
2 = (~ξP )
2 and ξN
2 = (~ξN)
2.
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Appendix B: Some properties of Hankel functions
According to the general properties of the Hankel functions [33], we deduce
that those used here, H(1,2)ν± (z), with ν± =
1
2
± ik and z ∈ R, are related
among themselves through
[H(1,2)ν± (z)]
∗ = H(2,1)ν∓ (z) , (235)
satisfy the equations(
d
dz
+
ν±
z
)
H(1)ν± (z) = ie
±πkH(1)ν∓ (z) (236)
and the identities
e±πkH(1)ν∓ (z)H
(2)
ν±
(z) + e∓πkH(1)ν± (z)H
(2)
ν∓
(z) =
4
πz
. (237)
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