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Abstract
In this paper we consider an initial boundary value problem for a reaction–diffusion
equation under nonlinear and nonlocal Robin type boundary condition. Assuming the
existence of an ordered pair of upper and lower solutions we establish a generalized
quasilinearization method for the problem under consideration whose characteristic feature
consists in the construction of monotone sequences converging to the unique solution
within the interval of upper and lower solutions, and whose convergence rate is quadratic.
Thus this method provides an efficient iteration technique that produces not only improved
approximations due to the monotonicity of its iterates, but yields also a measure of the
convergence rate.  2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
Let Ω ⊂ RN be a bounded domain with boundary ∂Ω of class C1,1, Q =
Ω × (0, T ) and Γ = ∂Ω × (0, T ), T > 0. This paper deals with weak solutions
of the following semilinear parabolic initial–boundary value problem (IBVP for
short):
∂u(x, t)
∂t
+Au(x, t)= f (x, t, u(x, t)), in Q,
u(x,0)=ψ(x), in Ω,
∂u(x, t)
∂ν
+ b(x, t)u(x, t)=
∫
Ω
k
(
x, t, x ′, u(x ′, t)
)
dx ′, on Γ, (1.1)
where A is a second-order strongly elliptic differential operator in the form
Au(x, t)=−
N∑
i,j=1
∂
∂xi
(
aij (x, t)
∂u
∂xj
)
,
with coefficients aij ∈L∞(Q) satisfying for all ξ = (ξ1, . . . , ξN ) ∈RN
N∑
i,j=1
aij (x, t)ξiξj  µ|ξ |2, for a.e. (x, t) ∈Q with some constant µ> 0,
∂/∂ν denotes the exterior conormal derivative on Γ associated with the op-
erator A, and b ∈ L∞(Γ ) satisfies b(x, t)  0 a.e. on Γ. The nonlinearities
f :Q×R→ R and k :Γ ×Ω × R→ R are assumed to be Carathéodory func-
tions; that is, f (respectively, k) is measurable in (x, t) ∈ Q (respectively, in
(x, t, x ′) ∈ Γ ×Ω) for each u ∈ R and continuous in u for a.e. (x, t) ∈Q (re-
spectively, (x, t, x ′) ∈ Γ ×Ω). The initial value ψ is assumed to be an element
of L2(Ω).
The following special case of problem (1.1) has been treated in [5,7,8]
within the framework of classical solutions by means of the monotone iterative
technique:
∂u
∂t
+Au= f (x,u), in Q,
u(x,0)=ψ(x), in Ω,
∂u
∂ν
+ bu=
∫
Ω
K(x,x ′)u(x ′, t) dx ′, on Γ, (1.2)
where b is some nonnegative constant, K(x,x ′) 0, A is a linear strongly elliptic
operator and all data are assumed to be sufficiently smooth. The nonlocal IBVP
(1.2) stands, e.g., for a model problem arising from quasistatic thermoelasticity,
cf. [5,7,8].
184 S. Carl, V. Lakshmikantham / J. Math. Anal. Appl. 271 (2002) 182–205
The method of quasilinearization developed by Bellman and Kalaba [1,2] is
to provide pointwise lower estimates for the solution of semilinear problems
with a convex nonlinearity involved. The lower estimates are the solutions
of corresponding linear problems that converge quadratically to the solution
of the given nonlinear problem. Combining the method of quasilinearization
with the well known method of upper and lower solutions together with the
monotone iterative technique it is possible to benefit from both these methods.
This unification, known as the generalized quasilinearization method (cf. [6]),
provides an efficient tool to construct concurrently upper and lower bounding
sequences that converge monotonically and quadratically to the solution of the
problem under consideration.
The aim of this paper is to establish the generalized quasilinearization method
for the nonlinear and nonlocal problem (1.1) when the nonlinear right-hand side
f and the nonlinear kernel function k admit a decomposition in the form
f (x, t, u)= f (1)(x, t, u)+ f (2)(x, t, u),
k(x, t, x ′, u)= k(1)(x, t, x ′, u)+ k(2)(x, t, x ′, u), (1.3)
for u ∈ [u, u¯] formed by upper and lower solutions, where f (1), k(1) are convex
and f (2), k(2) are concave functions with respect to u. This decomposition of the
nonlinearities is by no means a very restrictive condition and can easily be satis-
fied in many applications. For example, if the second derivatives of f and k with
respect to u are bounded on the interval [u, u¯] by some nonnegative measurable
functions M and M˜ , respectively, then one has immediately a decomposition of
the form (1.3) given by
f (x, t, u)= (f (x, t, u)+M(x, t)u2)−M(x, t)u2,
k(x, t, x ′, u)= (k(x, t, x ′, u)+ M˜(x, t, x ′)u2)− M˜(x, t, x ′)u2. (1.4)
The plan of the paper is as follows. In Section 2 we give some notations and
definitions, and in Section 3 we provide existence and comparison results which
are the main tools used in establishing the generalized quasilinearization method
for the IBVP (1.1) which is our main result proved in Section 4.
2. Notations and hypotheses
Let H 1(Ω) denote the usual Sobolev space of square integrable functions
and let (H 1(Ω))∗ denote its dual space. Then by identifying L2(Ω) with its
dual space, H 1(Ω) ⊂ L2(Ω) ⊂ (H 1(Ω))∗ forms an evolution triple with all
the embeddings being continuous, dense and compact; cf. [10]. We let V =
L2(0, T ;H 1(Ω)), denote its dual space by V ∗ = L2(0, T ; (H 1(Ω))∗), and define
a function space W by
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W =
{
w ∈ V | ∂w
∂t
∈ V ∗
}
,
where the derivative ∂/∂t is understood in the sense of vector-valued distributions
and characterized by (cf. [10])
T∫
0
u′(t)φ(t) dt =−
T∫
0
u(t)φ′(t) dt, for all φ ∈ C∞0 (0, T ).
The space W endowed with the norm
‖w‖W = ‖w‖V + ‖∂w/∂t‖V ∗
is a Banach space which is separable and reflexive due to the separability and
reflexivity of V and V ∗, respectively. (Note that for any Banach space X the space
Y = L2(0, T ;X) of vector-valued functions consists of all measurable functions
u : (0, T ) → X for which ‖u‖Y = (
∫ T
0 ‖u(t)‖2X dt)1/2 is finite.) Furthermore,
it is well known that the embedding W ⊂ C([0, T ];L2(Ω)) is continuous;
cf. [10]. Finally, because H 1(Ω) ⊂ L2(Ω) is compactly embedded, we have a
compact embedding of W ⊂ L2(Q) ≡ L2(0, T ;L2(Ω)) due to Aubin’s lemma;
cf., e.g., [9]. We denote the duality pairing between the elements of V ∗ and V by
〈· , ·〉, and define the bilinear form a associated with the operator A by
〈Au,ϕ〉 = a(u,ϕ)≡
N∑
i,j=1
∫
Q
aij (x, t)
∂u
∂xi
∂ϕ
∂xj
dx dt (2.1)
which is well defined on V ×V , and which immediately implies that A :V → V ∗
is linear, continuous, and monotone. A partial ordering in L2(Q) is defined by
uw if and only if w−u belongs to the cone L2+(Q) of all nonnegative elements
of L2(Q). This induces a corresponding partial ordering also in the subspace W
of L2(Q), and if u, u¯ ∈W with u u¯ then [u, u¯] := {u ∈W | u u u¯} denotes
the order interval formed by u and u¯. Furthermore, we introduce the Nemytskij
operator F related with the function f :Q× R→ R and an operator K related
with the nonlocal boundary condition by
(Fu)(x, t) := f (x, t, u(x, t)), (x, t) ∈Q,
(Ku)(x, t) :=
∫
Ω
k
(
x, t, x ′, u(x ′, t)
)
dx ′, (x, t) ∈ Γ. (2.2)
Let γ :V → L2(Γ ) denote the trace operator where γ u ∈ L2(Γ ) are the
generalized boundary values of u ∈ V on Γ . It is well known that γ :V →L2(Γ )
is linear and continuous.
Due to the continuity of the trace operator γ and since b(x, t) 0 a.e. on Γ ,
the bilinear form b given by
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b(u,ϕ) :=
∫
Γ
bγ uγϕ dΓ, u,ϕ ∈ V,
defines a linear, continuous and monotone operator B :V → V ∗ by
〈Bu,ϕ〉 := b(u,ϕ). (2.3)
The notion of a weak solution (respectively, upper and lower solutions) of the
IBVP (1.1) is obtained as usual by multiplying the equation by an appropriate
test function, applying integration by parts, and taking into account the boundary
condition. This yields the following definition.
Definition 2.1. A function u ∈ W is called a solution of the IBVP (1.1) if
Fu ∈ L2(Q) and Ku ∈L2(Γ ) such that
(i) u(x,0)=ψ(x), x ∈Ω ;
(ii) 〈∂u/∂t, ϕ〉+ a(u,ϕ)+ b(u,ϕ)= ∫
Q
(Fu)ϕ dx dt + ∫
Γ
(Ku)γ ϕ dΓ , ∀ϕ ∈ V.
In a natural way the notion of a lower solution for (1.1) is given by
Definition 2.2. A function α ∈W is called a lower solution of the IBVP (1.1) if
Fα ∈L2(Q) and Kα ∈L2(Γ ) such that
(i) α(x,0)ψ(x), x ∈Ω ;
(ii) 〈∂α/∂t, ϕ〉 + a(α,ϕ) + b(α,ϕ)  ∫
Q
(Fα)ϕ dx dt + ∫
Γ
(Kα)γ ϕ dΓ, ∀ϕ ∈
V ∩L2+(Q).
Similarly, a function β ∈ W is an upper solution of (1.1) if the reversed in-
equalities hold in (i) and (ii) of Definition 2.2.
Without loss of generality we may assume ψ(x) ≡ 0, since otherwise we can
reduce the problem by translation u→ u+ v to zero initial values, such as, for
example, by translation with v ∈W , where v is the unique solution of the linear
IBVP
∂v
∂t
+Av = 0, ∂v
∂ν
+ bv = 0, v(x,0)=ψ.
Hence, in what follows we shall consider the IBVP (1.1) with zero initial values,
i.e., with ψ = 0.
3. Existence and comparison results
Let us make the following assumptions on the nonlinear right-hand side f and
the nonlinear kernel function k.
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(A1) f :Q × R→ R is a Carathéodory function satisfying F0 = f (· , · ,0) ∈
L2(Q) and∣∣f (x, t, u)− f (x, t, v)∣∣ l(x, t)|u− v|, (x, t) ∈Q, u,v ∈R,
where l ∈L∞+ (Q).
(A2) k :Γ × Ω × R→ R is a Carathéodory function satisfying k(· , · , · ,0) ∈
L2(Γ ×Ω), and∣∣k(x, t, x ′, u)− k(x, t, x ′, v)∣∣m(x, t, x ′)|u− v|,
(x, t, x ′) ∈ Γ ×Ω, u,v ∈R,
where m ∈ L∞+ (Γ ×Ω).
(A3) u → k(x, t, x ′, u) is increasing.
Lemma 3.1. Let (A1) and (A2) be satisfied. Then the operators F :L2(Q)→
L2(Q) and K :L2(Q)→L2(Γ ) are Lipschitz continuous.
Proof. Let u,v ∈ L2(Q) be given. Then from (A1) we immediately get
‖Fu− Fv‖L2(Q)  ‖l‖L∞(Q)‖u− v‖L2(Q).
To prove the Lipschitz continuity of K we apply Fubini’s theorem to get the
estimate
‖Ku−Kv‖2
L2(Γ )
=
∫
Γ
∣∣∣∣∣
∫
Ω
(
k
(
x, t, x ′, u(x ′, t)
)− k(x, t, x ′, v(x ′, t)))dx ′
∣∣∣∣∣
2
dΓ
 ‖m‖2L∞(Γ×Ω)|Ω |
∫
Γ
(∫
Ω
∣∣u(x ′, t)− v(x ′, t)∣∣2 dx ′
)
dΓ
 ‖m‖2L∞(Γ×Ω)|Ω ||∂Ω |‖u− v‖2L2(Q),
where |Ω | and |∂Ω | denote the Lebesgue measure and surface measure of Ω and
∂Ω , respectively. ✷
In the following lemma we provide a comparison result for weak upper and
lower solutions of the IBVP (1.1) which extends recent results for linear nonlocal
problems obtained by Pao in [8] within the frame work of classical solutions.
Lemma 3.2. Let α and β be lower and upper solutions of the IBVP (1.1),
respectively. Then under assumptions (A1)–(A3) we have α  β in Q.
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Proof. Let w= α − β and w+ := max(w,0). Then w+ ∈ V ∩L2+(Q), and since
w(x,0)  0, it follows that w+(x,0) = 0. Subtracting the defining inequalities
for α and β from each other we obtain〈
∂w
∂t
,ϕ
〉
+ a(w,ϕ)+ b(w,ϕ)

∫
Q
(Fα − Fβ)ϕ dx dt +
∫
Γ
(Kα−Kβ)γϕ dΓ, (3.1)
for all ϕ ∈ V ∩ L2+(Q). Thus inequality (3.1) remains true for any subcylinder
of the form Qτ := Ω × (0, τ ) ⊆ Q and corresponding lateral boundary Γτ :=
∂Ω × (0, τ )⊆ Γ with τ ∈ (0, T ]. Taking in (3.1) as special test function w+ we
obtain by using Lemma 3.1 and the strong ellipticity of A for any τ ∈ (0, T ]:
1
2
∥∥w+(· , τ )∥∥2
L2(Ω) +µ‖∇w+‖2L2(Qτ ) + ‖b‖L∞(Γ )‖γw+‖2L2(Γτ )
 ‖l‖L∞(Q)‖w+‖2L2(Qτ ) +
∫
Γτ
(Kα−Kβ)γw+ dΓ. (3.2)
The monotonicity of u → k(x, t, x ′, u) according to (A3) yields
(Kα −Kβ)(x, t)
=
∫
{x ′: α(x ′,t )<β(x ′,t )}
(
k
(
x, t, x ′, α(x ′, t)
)− k(x, t, x ′, β(x ′, t)))dx ′
+
∫
{x ′: α(x ′,t )β(x ′,t )}
(
k
(
x, t, x ′, α(x ′, t)
)− k(x, t, x ′, β(x ′, t)))dx ′
 ‖m‖L∞(Γ×Ω)
∫
Ω
w+(x ′, t) dx ′
 ‖m‖L∞(Γ×Ω)|Ω |1/2
∥∥w+(· , t)∥∥
L2(Ω). (3.3)
By means of (3.3) and using Young’s inequality the second term on the right-hand
side of (3.2) can be estimated as∫
Γ τ
(Kα−Kβ)γw+ dΓ
 ‖m‖L∞(Γ×Ω)|Ω |1/2
∫
Γ τ
∥∥w+(· , t)∥∥
L2(Ω)γw
+ dΓ
 ‖m‖L∞(Γ×Ω)|Ω |1/2
∫
Γ τ
(
c(ε)
∥∥w+(· , t)∥∥2
L2(Ω) + ε(γw+)2
)
dΓ
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 ‖m‖L∞(Γ×Ω)|Ω |1/2
(
c(ε)|∂Ω |‖w+‖2
L2(Qτ )
+ ε‖γw+‖2
L2(Γτ )
)
, (3.4)
for any ε > 0, where c(ε) denotes some positive constant depending on ε. The
continuity of the trace operator γ :V → L2(Γ ) implies the following inequality
(for some positive constant d):
‖γw+‖2
L2(Γτ )
 d‖w+‖2Vτ := d
(‖∇w+‖2
L2(Qτ )
+ ‖w+‖2
L2(Qτ )
)
. (3.5)
Selecting ε small enough so that d‖m‖L∞(Γ×Ω)|Ω |1/2ε < µ we get from (3.2)
by taking (3.4) and (3.5) into account the inequality
∥∥w+(· , τ )∥∥2
L2(Ω)  c‖w+‖2L2(Qτ ), (3.6)
where c is some positive constant whose exact value can be derived from the
above inequalities. Thus, by setting
y(τ)= ∥∥w+(· , τ )∥∥2
L2(Ω)
(3.6) implies
y(τ) c
τ∫
0
y(t) dt, for all τ ∈ [0, T ],
which implies by applying the Gronwall lemma that y(τ)= 0 for any τ ∈ [0, T ],
and hence w+ = 0 which means α  β a.e. in Q. ✷
Remark 3.1. (i) It should be noted that the comparison result of Lemma 3.2
remains true if A is replaced by an extended linear operator in the form
Au=−
N∑
i,j=1
∂
∂xi
(
aij (x, t)
∂u
∂xj
)
+
N∑
i=1
bi(x, t)
∂u
∂xi
,
with bounded coefficients aij and bi .
(ii) In case that the monotonicity condition (A3) is dropped then the assertion
of Lemma 3.2 may fail. However, one can prove a comparison result for a pair of
so-called coupled upper and lower solutions whose definition is given as follows:
Definition 3.1. A pair α,β ∈ W is called a pair of coupled upper and lower
solutions of (1.1) if Fα,Fβ ∈ L2(Q) and Kα,Kβ ∈ L2(Γ ) such that for all
ϕ ∈ V ∩L2+(Q) the following inequalities hold:
α(x,0)ψ(x) β(x,0), x ∈Ω,
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〈
∂α
∂t
, ϕ
〉
+ a(α,ϕ)+ b(α,ϕ)
∫
Q
(Fα)ϕ dx dt +
∫
Γ
(Kα)γ ϕ dΓ
+
∫
Γ
(∫
Ω
m(x, t, x ′)
(
α(x ′, t)− β(x ′, t))dx ′
)
γ ϕ dΓ,
〈
∂β
∂t
, ϕ
〉
+ a(β,ϕ)+ b(β,ϕ)
∫
Q
(Fβ)ϕ dx dt +
∫
Γ
(Kβ)γ ϕ dΓ
+
∫
Γ
(∫
Ω
m(x, t, x ′)
(
β(x ′, t)− α(x ′, t))dx ′
)
γ ϕ dΓ.
Under the assumptions (A1) and (A2) one can show that a pair α,β of coupled
upper and lower solutions satisfying the above inequalities must be ordered; i.e.,
α  β holds in Q. This can be proved in just the same way as in Lemma 3.2.
Subtracting the above inequalities we obtain a similar inequality for w = α − β
as in the proof of Lemma 3.2 with a nonlocal term in the form∫
Γτ
(K˜α − K˜β)γw+ dΓ =
∫
Γτ
(Kα −Kβ)γw+ dΓ
+
∫
Γτ
(∫
Ω
2m(x, t, x ′)w(x ′, t) dx ′
)
γw+ dΓ,
where K˜u is given by
(K˜u)(x, t)=
∫
Ω
(
k
(
x, t, x ′, u(x ′, t)+ 2m(x, t, x ′)u(x ′, t)))dx ′.
Observe that due to (A2) the modified kernel k(x, t, x ′, u) + 2m(x, t, x ′)u is
increasing with respect to u, and thus the proof of Lemma 3.2 applies.
In the next lemma we show that assumptions (A1) and (A2) are sufficient to
get an existence and uniqueness result for the IBVP (1.1).
Lemma 3.3. Let hypotheses (A1) and (A2) be satisfied. Then the IBVP (1.1)
possesses a unique solution u ∈W.
Proof. We first transform the IBVP (1.1) into an equivalent IBVP by performing
the exponential shift transformation
u(x, t)= eλtw(x, t), (3.7)
S. Carl, V. Lakshmikantham / J. Math. Anal. Appl. 271 (2002) 182–205 191
where λ 0 is some constant to be specified later. Note that u ∈W if and only if
w ∈W. By definition u is a solution of the IBVP (1.1) (note ψ = 0) iff
u ∈W, u(0)= 0 and u′ +Au+Bu= Fu+Ku in V ∗, (3.8)
where the operators A :V → V ∗ and B :V → V ∗ are defined by (2.1) and (2.3),
respectively, and the operators F and K are given by (2.2) but considered as
mappings from V into V ∗, which means
〈Fu,ϕ〉 :=
∫
Q
(Fu)ϕ dx dt, ϕ ∈ V, (3.9)
〈Ku,ϕ〉 :=
∫
Γ
(Ku)γ ϕ dΓ, ϕ ∈ V. (3.10)
The continuous embedding V ⊂ L2(Q) and the continuity of the trace operator
γ :V → L2(Γ ) show that F :V → V ∗ and K :V → V ∗ given by (3.9) and (3.10),
respectively, are well defined. Moreover, by Lemma 3.1 we obtain∣∣〈Fu− Fv,ϕ〉∣∣ ‖Fu− Fv‖L2(Q)‖ϕ‖L2(Q)  c‖u− v‖L2(Q)‖ϕ‖V ,∣∣〈Ku−Kv,ϕ〉∣∣ ‖Ku−Kv‖L2(Γ )‖γ ϕ‖L2(Γ )
 c‖u− v‖L2(Q)‖ϕ‖V , (3.11)
where c denotes some generic constant not depending on u and v, and whose
value may be different at different places. The estimates (3.11) show that the
operators F,K :V → V ∗ are even Lipschitz continuous. The exponential shift
(3.7) transforms the IBVP (1.1) into the following equivalent one:
w ∈W, w(0)= 0 and
w′ +Aw+Bw+ λw = Fˆw+ Kˆw in V ∗, (3.12)
where the operators Fˆ and Kˆ are generated by the Nemytskij operator Fˆ and
nonlocal term Kˆ , respectively, given by
(Fˆw)(x, t) = e−λtf (x, t, eλtw(x, t)), (x, t) ∈Q,
(Kˆw)(x, t)=
∫
Ω
e−λtk
(
x, t, x ′, eλtw(x ′, t)
)
dx ′, (x, t) ∈ Γ. (3.13)
One readily verifies that Lemma 3.1 holds likewise also for Fˆ and Kˆ , and
thus the operators Fˆ , Kˆ :V → V ∗ are Lipschitz continuous too. Define P :=
A+B+λI − Fˆ − Kˆ , where I denotes the identity mapping. Then P :V → V ∗ is
continuous and bounded, and the existence of a unique solution of (3.12) follows
from [10, Theorem 30.A] provided P is, in addition, monotone and coercive. We
shall prove next that for λ sufficiently large these last two properties are satisfied.
192 S. Carl, V. Lakshmikantham / J. Math. Anal. Appl. 271 (2002) 182–205
Since (3.11) holds likewise also for Fˆ and Kˆ , we have in view of the definition of
A and B the following estimate:
〈Pu− Pv,u− v〉
= 〈A(u− v),u− v〉+ 〈B(u− v),u− v〉
+ 〈λ(u− v)− (Fˆ u− Fˆ v), u− v〉− 〈Kˆu− Kˆv,u− v〉
 µ
∥∥∇(u− v)∥∥2
L2(Q)+ (λ− c)‖u− v‖2L2(Q)
− c‖u− v‖L2(Q)
∥∥γ (u− v)∥∥
L2(Γ )
 µ‖u− v‖2V + (λ− c−µ)‖u− v‖2L2(Q)
− c(ε)‖u− v‖2
L2(Q)− ε‖u− v‖2V , (3.14)
which is valid for any ε > 0 due to Young’s inequality, where c(ε) is some positive
constant depending on ε. Selecting ε < (1/2)µ and choosing λ sufficiently large
such that λ− c−µ− c(ε) > 0 we get from (3.14)
〈Pu− Pv,u− v〉 1
2
µ‖u− v‖2V ,
which shows that P :V → V ∗ is even strongly monotone, and therefore also
coercive. This completes the proof of the lemma. ✷
Special case. Let us consider the following special case of the IBVP (1.1) with
linear f and k in the form
f (x, t, u)= l(x, t)u+ h(x, t), (x, t) ∈Q,
k(x, t, x ′, u)=m(x, t, x ′)u+ g(x, t, x ′), (x, t) ∈ Γ, x ′ ∈Ω, (3.15)
where l ∈L∞(Q), h ∈ L2(Q), m ∈ L∞(Γ ×Ω), and g ∈ L2(Γ ×Ω). Since as-
sumptions (A1) and (A2) are trivially satisfied, Lemma 3.3 implies the following
corollary for the IBVP:
∂u(x, t)
∂t
+Au(x, t)= l(x, t)u(x, t)+ h(x, t), in Q,
u(x,0)= 0, in Ω,
∂u(x, t)
∂ν
+ b(x, t)u(x, t)
=
∫
Ω
(
m(x, t, x ′)u(x ′, t)+ g(x, t, x ′))dx ′, on Γ. (3.16)
Corollary 3.1. The IBVP (3.16) possesses a uniquely defined solution u ∈ W
satisfying an estimate in the form
‖u‖W  c
(‖h‖L2(Q) +‖g‖L2(Γ×Ω)), (3.17)
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where c is some positive constant not depending on u. Moreover, if the coefficient
m ∈ L∞(Γ ×Ω) of the boundary condition is nonnegative, then the comparison
result of Lemma 3.2 holds accordingly for the IBVP (3.16).
Proof. We only have to verify the estimate (3.17). Let F and K be the operators
defined in (2.2) which are related with the affine functions f and k given by
(3.15), which are Lipschitz continuous with respect to u with Lipschitz constants
‖l‖L∞(Q) and ‖m‖L∞(Γ×Ω) , respectively. Denote by c a positive generic constant
that may have different values at different places. Then by Lemma 3.1 we have
‖Fu‖L2(Q)  ‖Fu− F0‖L2(Q) +‖F0‖L2(Q)  c‖u‖L2(Q) + ‖F0‖L2(Q),
‖Ku‖L2(Γ )  ‖Ku−K0‖L2(Γ ) + ‖K0‖L2(Γ )
 c‖u‖L2(Q)+ ‖K0‖L2(Γ ), (3.18)
where
‖F0‖L2(Q) = ‖h‖L2(Q), ‖K0‖L2(Γ )  c‖g‖L2(Γ×Ω). (3.19)
Consider (3.16) on subcylinders Qτ := Ω × (0, τ ) ⊆ Q with its corresponding
lateral boundary Γτ := ∂Ω × (0, τ ) ⊆ Γ , τ ∈ (0, T ]; we obtain from the weak
formulation of (3.16) by taking as special test function the solution u itself the
estimate
1
2
∥∥u(· , τ )∥∥2
L2(Ω) +µ‖∇u‖2L2(Qτ ) + ‖b‖L∞(Γ )‖γ u‖2L2(Γτ )
 c‖u‖2
L2(Qτ )
+ ‖F0‖L2(Qτ )‖u‖L2(Qτ )
+ (c‖u‖L2(Qτ ) + ‖K0‖L2(Γτ ))‖γ u‖L2(Γτ )
 c(ε)
(‖u‖2
L2(Qτ )
+ ‖F0‖2
L2(Qτ )
+‖K0‖2
L2(Γτ )
)+ ε‖γ u‖2
L2(Γτ )
 c(ε)
(‖u‖2
L2(Qτ )
+ ‖F0‖2
L2(Qτ )
+‖K0‖2
L2(Γτ )
)+ ε‖∇u‖2
L2(Qτ )
,
which holds for any ε > 0 due to Young’s inequality and the continuity of the
trace operator γ :V →L2(Γ ). Selecting ε < (1/2)µ the last estimate yields∥∥u(· , τ )∥∥2
L2(Ω) +µ‖∇u‖2L2(Qτ )
 c
(‖u‖2
L2(Qτ )
+ ‖F0‖2
L2(Qτ )
+‖K0‖2
L2(Γτ )
)
, (3.20)
for any τ ∈ [0, T ]. Setting
y(τ)= ∥∥u(· , τ )∥∥2
L2(Ω), p(τ )= ‖F0‖2L2(Qτ ) +‖K0‖2L2(Γτ ),
and taking into account that 0  p(τ)  p(T ) for all τ ∈ [0, T ] we obtain from
(3.20)
y(τ) c
τ∫
0
y(t) dt + cp(T ). (3.21)
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Applying the Gronwall lemma from (3.21) we get
y(τ) cp(T )(1+ cτecτ ), τ ∈ [0, T ],
which in view of (3.19) and p(T )= ‖F0‖2
L2(Q)
+ ‖K0‖2
L2(Γ )
yields
y(τ) c
(‖h‖2
L2(Q) + ‖g‖2L2(Γ×Ω)
)
, τ ∈ [0, T ],
and thus by integrating the last inequality with respect to τ over the interval [0, T ]
yields
‖u‖L2(Q)  c
(‖h‖L2(Q)+ ‖g‖L2(Γ×Ω)). (3.22)
Since (3.20) holds for any τ ∈ [0, T ], we readily deduce for τ = T the estimate
‖∇u‖2
L2(Q)  c
(‖u‖2
L2(Q) + ‖F0‖2L2(Q) + ‖K0‖2L2(Γ )
)
,
which by (3.19) and (3.22) implies
‖∇u‖L2(Q)  c
(‖h‖L2(Q)+ ‖g‖L2(Γ×Ω)),
and thus due to (3.22) we have
‖u‖V  c
(‖h‖L2(Q) + ‖g‖L2(Γ×Ω)). (3.23)
To estimate ‖u′‖V ∗ we consider the weak formulation of the IBVP (3.16), i.e.,
u ∈W, u(0)= 0 and u′ +Au+Bu= Fu+Ku in V ∗, (3.24)
where the norms ‖Fu‖V ∗ and ‖Ku‖V ∗ can be estimated as
∣∣〈Fu,ϕ〉∣∣=
∣∣∣∣∣
∫
Q
(Fu)ϕ dx dt
∣∣∣∣∣ ‖Fu‖L2(Q)‖ϕ‖L2(Q)  ‖Fu‖L2(Q)‖ϕ‖V ,
∣∣〈Ku,ϕ〉∣∣=
∣∣∣∣∣
∫
Γ
(Ku)γ ϕ dΓ
∣∣∣∣∣ ‖Ku‖L2(Γ )‖γ ϕ‖L2(Γ )
 c‖Ku‖L2(Γ )‖ϕ‖V .
Thus by using (3.18) and (3.19) it follows
‖Fu‖V ∗  c
(‖u‖L2(Q) + ‖h‖L2(Q)),
‖Ku‖V ∗  c
(‖u‖L2(Q) + ‖g‖L2(Γ×Ω)). (3.25)
Since A and B are linear and continuous operators from V into V ∗, i.e., we have
‖Au‖V ∗  c‖u‖V and ‖Bu‖V ∗  c‖u‖V , we obtain from (3.24) and (3.25)
‖u′‖V ∗  c
(‖u‖V + ‖h‖L2(Q) + ‖g‖L2(Γ×Ω)),
which in view of (3.23) gives
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‖u′‖V ∗  c
(‖h‖L2(Q) + ‖g‖L2(Γ×Ω)), (3.26)
and thus by (3.23) and (3.26) the assertion, i.e.,
‖u‖W = ‖u‖V + ‖u′‖V ∗  c
(‖h‖L2(Q) + ‖g‖L2(Γ×Ω)). ✷
By inspection of the proof of Corollary 3.1 we readily obtain the following
result for the linear IBVP:
∂u(x, t)
∂t
+Au(x, t)= hˆ(x, t), in Q,
u(x,0)= 0, in Ω,
∂u(x, t)
∂ν
+ b(x, t)u(x, t)= gˆ(x, t), on Γ. (3.27)
Corollary 3.2. Let hˆ ∈ L2(Q) and gˆ ∈ L2(Γ ) be given. Then the IBVP (3.27)
possesses a uniquely defined solution u ∈W satisfying an estimate in the form
‖u‖W  c
(‖hˆ‖L2(Q) + ‖gˆ‖L2(Γ )),
where c is some positive constant not depending on u. Moreover, a comparison
principle holds.
Remark 3.2. The comparison result of Lemma 3.2 and the existence and
uniqueness result for an associated linear IBVP given in Lemma 3.3 enable us to
apply the monotone iterative technique for the nonlinear IBVP (1.1). However,
our main goal is to establish the generalized quasilinearization method which
is a refined monotone iteration that, in addition, provides a measure of the
convergence rate.
4. Generalized quasilinearization
Let us consider the IBVP (1.1) with a right-hand side f and a nonlinear kernel
function k given by (1.3); that is,
∂u(x, t)
∂t
+Au(x, t)= f (1)(x, t, u(x, t))+ f (2)(x, t, u(x, t)), in Q,
u(x,0)= 0, in Ω,
∂u(x, t)
∂ν
+ b(x, t)u(x, t)
=
∫
Ω
(
k(1)
(
x, t, x ′, u(x ′, t)
)+ k(2)(x, t, x ′, u(x ′, t)))dx ′, on Γ, (4.1)
where we have assumed without loss of generality initial value ψ(x)= 0.
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Our aim is to establish the generalized quasilinearization method. For this
purpose we assume the following hypotheses:
(H1) There exist lower and upper solutions α0 and β0 of the IBVP (4.1), respec-
tively, such that α0  β0 and α0, β0 ∈L∞(Q).
(H2) The first and second derivatives of f (i)(x, t, u), i = 1,2, with respect to u
exist and f (i), f (i)u , f (i)uu :Q×R→R are Carathéodory functions satisfying
(i) f (1)uu (x, t, u)  0, f (2)uu (x, t, u)  0 for all u ∈ [ess infQ α0(x, t),
ess supQ β0(x, t)] and for a.e. (x, t) ∈Q.
(ii) There is some positive constant c such that∥∥f (i)u (· , · , η), f (i)uu (· , · , η)∥∥L∞(Q)  c, ∀η ∈ [α0, β0].
(H3) The first and second derivatives of k(i)(x, t, x ′, u), i = 1,2, with respect
to u exist and k(i), k(i)u , k(i)uu :Γ ×Ω × R→ R are Carathéodory functions
satisfying
(i) k(1)uu (x, t, x ′, u)  0, k(2)uu (x, t, x ′, u)  0 for all u ∈ [ess infQ α0(x, t),
ess supQ β0(x, t)] and for a.e. (x, t, x ′) ∈ Γ ×Ω.
(ii) There is some positive constant c such that∥∥k(i)u (· , · , · , η), k(i)uu(· , · , · , η)∥∥L∞(Γ×Ω)  c, ∀η ∈ [α0, β0].
(iii) k(1)u (· , · , · , η) + k(2)u (· , · , · , ξ)  0 for all η, ξ ∈ [ess infQ α0(x, t),
ess supQ β0(x, t)].
With f = f (1) + f (2) and k = k(1) + k(2) the weak formulation of (4.1) reads as
u ∈W, u(0)= 0: u′ +Au+Bu= F(u)+K(u) in V ∗,
where F and K are the operators related with f and k, respectively.
Remark 4.1. Note that the convexity of f (1), k(1) and the concavity of f (2), k(2)
as well as the boundedness condition on the derivatives according to (H2) and
(H3) are only required to hold with respect to the order interval [α0, β0] formed
by the lower and upper solutions α0 and β0, respectively.
The main result of this paper is given by the following theorem.
Theorem 4.1. Let hypotheses (H1)–(H3) be satisfied. Then there exist monotone
sequences (αn)∞n=1, (βn)∞n=1 ⊂W satisfying
α0  α1  · · · αn  αn+1  · · · βn+1  βn  · · · β1  β0, (4.2)
which converge to the unique solution u of IBVP (4.1) within the interval [α0, β0].
The convergence rate of these monotone sequences is quadratic and the following
estimate holds:
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‖βn+1 − u‖W + ‖u− αn+1‖W  c
∥∥(βn − u)2 + (u− αn)2∥∥L2(Q). (4.3)
Proof. The proof will be given in steps (a), (b) and (c).
(a) Generalized quasilinearization scheme. For any pair of functions α,β ∈
[α0, β0] we introduce the following linearizations of f (1)+f (2) and k(1)+ k(2) at
β and α which play a key role in establishing the generalized quasilinearization
method:
f (x, t, u;α,β) := f (1)(x, t, β)+ f (2)(x, t, β)
+ (f (1)u (x, t, α)+ f (2)u (x, t, β))(u− β),
f (x, t, u;α,β) := f (1)(x, t, α)+ f (2)(x, t, α)
+ (f (1)u (x, t, α)+ f (2)u (x, t, β))(u− α), (4.4)
k(x, t, x ′, u;α,β) := k(1)(x, t, x ′, β)+ k(2)(x, t, x ′, β)
+ (k(1)u (x, t, x ′, α)+ k(2)u (x, t, x ′, β))(u− β),
k(x, t, x ′, u;α,β) := k(1)(x, t, x ′, α)+ k(2)(x, t, x ′, α)
+ (k(1)u (x, t, x ′, α)+ k(2)u (x, t, x ′, β))(u− α), (4.5)
and associate with them the corresponding operators
F(u;α,β)(x, t)= f (x, t, u(x, t);α(x, t), β(x, t)), (x, t) ∈Q,
and analogously F(u;α,β), and
K(u;α,β)(x, t)
:=
∫
Ω
k
(
x, t, x ′, u(x ′, t);α(x ′, t), β(x ′, t))dx ′, (x, t) ∈ Γ,
and analogously K(u;α,β). With the above linearizations we form the the
following iteration schemes (n= 0,1,2, . . .):
βn+1 ∈W, βn+1(0)= 0:
β ′n+1 +Aβn+1 +Bβn+1 = F(βn+1;αn,βn)+K(βn+1;αn,βn) in V ∗,
(4.6)
αn+1 ∈W, αn+1(0)= 0:
α′n+1 +Aαn+1 +Bαn+1 = F(αn+1;αn,βn)+K(αn+1;αn,βn) in V ∗.
(4.7)
Starting the iterations (4.6) and (4.7) with the given upper and lower solutions β0
and α0 we shall show that these iterations yield well defined monotone sequences
(βn) and (αn) satisfying (4.2).
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Consider n = 0: In view of (4.4) and (4.5) problems (4.6) and (4.7) are the
corresponding weak formulation of linear IBVP for β1 and α1 which are of the
form (3.16). Thus by Corollary 3.1 there is a unique solution β1 of (4.6) and a
unique solution α1 of (4.7). Let us prove the following order relation:
α0  α1  β1  β0. (4.8)
From definition (4.4) and (4.5) it follows that
F(β;α,β)= Fβ, F (α;α,β)= Fα,
K(β;α,β)=Kβ, K(α;α,β)=Kα, (4.9)
and thus the given upper solution β0 is an upper solution of the IBVP
u ∈W, u(0)= 0:
u′ +Au+Bu= F(u;α0, β0)+K(u;α0, β0) in V ∗, (4.10)
and β1 is the unique solution of (4.10). By hypothesis (H3)(iii) the coefficient of
the linear term in k is nonnegative, so that the comparison result of Lemma 3.2
can be applied which proves that β1  β0. By similar arguments it follows that
α0  α1. To complete the proof of the inequalities (4.8) we have to show that
α1  β1. For this purpose we make use of the convexity and concavity assump-
tions of (H2) and (H3), from which the following inequalities are immediate con-
sequences:
f (1)(x, t, u) f (1)(x, t, v)+ f (1)u (x, t, v)(u− v),
f (2)(x, t, u) f (2)(x, t, v)+ f (2)u (x, t, u)(u− v), (4.11)
k(1)(x, t, x ′, u) k(1)(x, t, x ′, v)+ k(1)u (x, t, x ′, v)(u− v),
k(2)(x, t, x ′, u) k(2)(x, t, x ′, v)+ k(2)u (x, t, x ′, u)(u− v), (4.12)
for all u,v ∈ [α0, β0]. Inequalities (4.11) imply
f (1)(· , · , α0) f (1)(· , · , β0)− f (1)u (· , · , α0)(β0 − α0),
f (2)(· , · , α0) f (2)(· , · , β0)− f (2)u (· , · , β0)(β0 − α0),
and in view of definition (4.4) we have the estimate
F(α1;α0, β0)= f (· , · , α1;α0, β0) f (1)(· , · , β0)+ f (2)(· , · , β0)
+ (f (1)u (· , · , α0)+ f (2)u (· , · , β0))(α1 − β0)
= f (· , · , α1;α0, β0)= F(α1;α0, β0).
Similarly we obtain from (4.12) and in view of definition (4.5) that the following
inequality holds:
K(α1;α0, β0)K(α1;α0, β0),
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and thus we have
F(α1;α0, β0)+K(α1;α0, β0) F(α1;α0, β0)+K(α1;α0, β0). (4.13)
Consider the IBVP (4.10) whose unique solution is β1. Due to (4.13) α1 is a lower
solution of (4.10), and hence by the comparison result of Lemma 3.2 it follows
α1  β1, which completes the the proof of (4.8).
We shall next prove that if
αn−1  αn  βn  βn−1 (4.14)
for some n > 1, then it follows that
αn  αn+1  βn+1  βn. (4.15)
To this end the following inequalities will be shown:
F(αn;αn−1, βn−1) F(αn;αn,βn)= Fαn,
F (βn;αn−1, βn−1) F(βn;αn,βn)= Fβn,
K(αn;αn−1, βn−1)K(αn;αn,βn)=Kαn,
K(βn;αn−1, βn−1)K(βn;αn,βn)=Kβn. (4.16)
We verify the first inequality of (4.16) only, since all the others can be shown in a
similar way. From inequalities (4.11) we get
f (1)(· , · , αn−1) f (1)(· , · , αn)− f (1)u (· , · , αn−1)(αn − αn−1),
f (2)(· , · , αn−1) f (2)(· , · , αn)− f (2)u (· , · , αn)(αn − αn−1),
which gives the following estimate of F(αn;αn−1, βn−1):
F(αn;αn−1, βn−1)
 f (1)(· , · , αn)+ f (2)(· , · , αn)
+ (f (2)u (· , · , βn−1)− f (2)u (· , · , αn))(αn − αn−1). (4.17)
Because f (2) is concave with respect to u it follows that f (2)u is decreasing, so
that in view of αn  βn−1 and αn − αn−1  0 we get from (4.17)
F(αn;αn−1, βn−1) f (1)(· , · , αn)+ f (2)(· , · , αn)= Fαn,
which proves the first inequality of (4.16). Consider the IBVP
u ∈W, u(0)= 0:
u′ +Au+Bu= F(u;αn,βn)+K(u;αn,βn) in V ∗, (4.18)
whose unique solution is αn+1. From (4.16) it follows
F(αn;αn−1, βn−1)+K(αn;αn−1, βn−1)
 F (αn;αn,βn)+K(αn;αn,βn),
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which shows that αn must be a lower solution of (4.18), and thus αn  αn+1 due
to the comparison result of Lemma 3.2. Similarly, by using the inequality
F(βn;αn−1, βn−1)+K(βn;αn−1, βn−1)
 F(βn;αn,βn)+K(βn;αn,βn),
it follows that βn is an upper solution of the IBVP
u ∈W, u(0)= 0:
u′ +Au+Bu= F(u;αn,βn)+K(u;αn,βn) in V ∗, (4.19)
whose unique solution is βn+1, and thus again by comparison we have βn+1  βn.
In just the same way as (4.13) has been obtained by using (4.11) and (4.12), we
get the inequality
F(αn+1;αn,βn)+K(αn+1;αn,βn)
 F(αn+1;αn,βn)+K(αn+1;αn,βn). (4.20)
Consider again the IBVP (4.19) whose unique solution is βn+1. Then due to
(4.20) αn+1 is a lower solution of (4.19), and hence by comparison it follows
αn+1  βn+1, which completes the proof of (4.15), and thus inequality (4.2) holds.
(b) Convergence of the monotone sequences (αn), (βn). The monotonicity of
the iterates (αn), (βn) ∈ [α0, β0] imply the existence of their a.e. pointwise limits
>(x, t)= lim
n→∞αn(x, t), r(x, t)= limn→∞βn(x, t), for a.e. (x, t) ∈Q.
In view of α0, β0 ∈ L∞(Q) by Lebesgue’s dominated convergence theorem we
have
αn → > and βn → r in L2(Q). (4.21)
The boundedness of the derivatives f (i)u and k(i)u within [α0, β0] and the conver-
gence (4.21) imply as n→∞:∥∥F(βn+1;αn,βn)− Fr∥∥L2(Q) → 0,∥∥K(βn+1;αn,βn)−Kr∥∥L2(Γ ) → 0, (4.22)∥∥F(αn+1;αn,βn)− F>∥∥L2(Q) → 0,∥∥K(αn+1;αn,βn)−K>∥∥L2(Γ ) → 0, (4.23)
where F andK are generated by f = f (1)+f (2) and k = k(1)+k(2), respectively.
Since βn and αn (n 1) are solutions of the linear IBVP (4.6) and (4.7) with ho-
mogeneous initial value, respectively, we may apply the estimate of Corollary 3.2
which gives for some positive constant c and for all n 1 the estimates
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‖αn+1‖W  c
(∥∥F(αn+1;αn,βn)∥∥L2(Q) + ‖K(αn+1;αn,βn)‖L2(Γ )),
(4.24)
‖βn+1‖W  c
(∥∥F(βn+1;αn,βn)∥∥L2(Q) + ∥∥K(βn+1;αn,βn)∥∥L2(Γ )).
(4.25)
Due to (4.22) and (4.23) the estimate (4.24) and (4.25) imply the strong con-
vergence of the sequences (αn) and (βn) in W whose limits must be > and r ,
respectively, because of the (compact) embedding W ⊂ L2(Q). Since αn and βn
belong for n 1 to the subset M := {v ∈W | v(x,0)= 0} which is closed in W
it follows that also their limits >, r ∈M; that is, the limits satisfy also the homo-
geneous initial condition. The convergence result (4.22) and (4.23) together with
αn → >, βn → r in W as n→∞,
allow to pass to the limit in the corresponding weak formulation of (4.6) and (4.7)
as n→∞ which yield
> ∈W, >(0)= 0: >′ +A>+B> = F>+K> in V ∗,
r ∈W, r(0)= 0: r ′ +Ar +Br = Fr +Kr in V ∗,
which shows that the limits > and r are solutions of the IBVP (4.1) within [α0, β0].
By the comparison result of Lemma 3.2 it follows that > = r = u is the unique
solution of (4.1) within the interval [α0, β0].
(c) Quadratic convergence of (αn), (βn). To prove quadratic convergence of
the monotone sequences (αn), (βn) to the unique solution u, respectively, we set
pn = u− αn, qn = βn − u, n 1.
Since αn  u βn for all n, we have pn  0 and qn  0. By means of (4.11) we
deduce
f (1)(· , · , u) f (1)(· , · , αn)+ f (1)u (· , · , u)(u− αn),
f (2)(· , · , u) f (2)(· , · , αn)+ f (2)u (· , · , αn)(u− αn),
which will be used to estimate
f (· , · , u)− f (· , · , αn+1;αn,βn)
= f (1)(· , · , u)+ f (2)(· , · , u)− f (1)(· , · , αn)− f (2)(· , · , αn)
− f (1)u (· , · , αn)(αn+1 − αn)− f (2)u (· , · , βn)(αn+1 − αn)

(
f (1)u (· , · , u)− f (1)u (· , · , αn)
)
pn −
(
f (2)u (· , · , βn)− f (2)u (· , · , αn)
)
pn
+ (f (1)u (· , · , αn)+ f (2)u (· , · , βn))pn+1
= f (1)uu (· , · , η)p2n − f (2)uu (· , · , ξ)(βn − αn)pn
+ (f (1)u (· , · , αn)+ f (2)u (· , · , βn))pn+1, (4.26)
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where η, ξ ∈ [α0, β0]. Since the derivatives of f (i) with respect to u are bounded
within the interval [α0, β0] we get
−f (2)uu (· , · , ξ)(βn − αn)pn  c(qn + pn)pn  c
(
p2n + q2n
)
,
and thus from (4.26) we obtain
f (· , · , u)− f (· , · , αn+1;αn,βn) c
(
pn+1 + p2n + q2n
)
. (4.27)
In just the same way we obtain
k(· , · , · , u)− k(· , · , · , αn+1;αn,βn) c
(
pn+1 + p2n + q2n
)
. (4.28)
In view of (4.27) we can estimate〈
Fu− F(αn+1;αn,βn),pn+1
〉
=
∫
Q
(
f (x, t, u)− f (x, t, αn+1;αn,βn)
)
pn+1 dx dt
 c
(‖pn+1‖2L2(Q)+ ‖p2n + q2n‖2L2(Q)), (4.29)
and analogously by means of (4.28) one gets〈
Ku−K(αn+1;αn,βn),pn+1
〉
=
∫
Γ
(∫
Ω
(
k(x, t, x ′, u)− k(x, t, x ′, αn+1;αn,βn)
)
dx ′
)
γpn+1 dΓ
 c(ε)
(‖pn+1‖2L2(Q)+ ‖p2n + q2n‖2L2(Q))+ ε‖γpn+1‖2L2(Γ )
 c(ε)
(‖pn+1‖2L2(Q)+ ‖p2n + q2n‖2L2(Q))+ ε‖∇pn+1‖2L2(Q), (4.30)
which holds for any ε > 0. In (4.30) Young’s inequality and the continuity of
the trace operator γ :V → L2(Γ ) has been applied. The difference pn+1 =
u− αn+1 ∈W satisfies pn+1  0, pn+1(0)= 0 and the equation
p′n+1 +Apn+1 +Bpn+1
= Fu− F(αn+1;αn,βn)+Ku−K(αn+1;αn,βn), in V ∗. (4.31)
Testing Eq. (4.31) with the special nonnegative test function pn+1, and using
estimates (4.29), (4.30) with ε sufficiently small we finally obtain for some
positive constant c an estimate in the form
‖pn+1‖W  c
∥∥p2n + q2n∥∥L2(Q), (4.32)
which can be derived in just the same way as, for instance, the estimate (3.17) of
Corollary 3.1. Analogously one gets the estimate for qn+1 in the form
‖qn+1‖W  c
∥∥p2n + q2n∥∥L2(Q), (4.33)
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so that (4.32) and (4.33) complete the prove of the theorem. ✷
Due to the continuous embeddings W ⊂ C([0, T ];L2(Ω)) ⊂ L2(Q) one
readily obtains from (4.2) and (4.3) of Theorem 4.1 the following corollary.
Corollary 4.1. The iterates (αn) and (βn) of the generalized quasilinearization
method satisfy an estimate in the form
‖βn+1 − αn+1‖L2(Q)  cmax[0,T ]
∥∥(βn+1 − αn+1)(· , t)∥∥L2(Ω)
 c
∥∥(βn − αn)2∥∥L2(Q)  c‖βn − αn‖2L∞(Q). (4.34)
The convergence estimate (4.34) can be improved under additional hypotheses;
such as, for instance, for the special case of the IBVP (4.1) where k(2) = 0 and
k(1) is given by the linear affine function
k(x, t, x ′, u)≡ k(1)(x, t, x ′, u)=m(x, t, x ′)u+ g(x, t, x ′), (4.35)
where m ∈ L∞(Γ ×Ω) with m  0 on Γ ×Ω , and g ∈ L2(Γ ×Ω). Then the
following stronger convergence estimate holds.
Corollary 4.2. Let the kernel function k of the IBVP (4.1) be given by (4.35) with
m and g as above, and assume that the coefficient b in the boundary condition of
(4.1) satisfies
b(x, t)
∫
Ω
m(x, t, x ′) dx ′, for a.e. (x, t) ∈ Γ. (4.36)
Then there is some constant c > 0 such that the following estimate holds:
‖pn+1‖L∞(Q) + ‖qn+1‖L∞(Q)  c
(‖pn‖2L∞(Q) + ‖qn‖2L∞(Q)). (4.37)
Proof. The special form (4.35) of the kernel function implies according to (4.5)
that
k(x, t, x ′, u)= k(x, t, x ′, u;α,β)= k(x, t, x ′, u;α,β),
and thus Ku=K(u;α,β)=K(u;α,β), which yields
(Ku)(x, t)−K(αn+1;αn,βn)(x, t)=
∫
Ω
m(x, t, x ′)pn+1(x ′, t) dx ′. (4.38)
We have pn, qn ∈ L∞(Q), since α0, β0 ∈ L∞(Q). Set S = ‖pn‖2L∞(Q) +
‖qn‖2L∞(Q), and consider the IBVP
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u′ +Au= c(u+ p2n + q2n), in Q,
u= 0, in Ω,
∂u
∂ν
+ bu=
∫
Ω
m(· , · , x ′)u(x ′, ·) dx ′, on Γ. (4.39)
By using (4.27) and (4.31) one can show that u := pn+1 is a lower solution of the
IBVP (4.39). Define u(x, t) := δS eλt . Then under assumption (4.36) one verifies
that u is an upper solution of (4.39) for λ > 0 and δ > 0 sufficiently large. Due to
Corollary 3.2 a comparison result holds for the IBVP (4.39), and thus it follows
0 pn+1(x, t) δSeλt  δSeλT = cS.
Similarly one can show also 0 qn+1(x, t)  cS, which proves (4.37) and thus
the assertion of the corollary. ✷
Remark 4.2. An IBVP with homogeneous Dirichlet boundary condition on Γ has
been considered by the authors in [4]. By using existence and enclosure results
obtained recently in [3] the generalized quasilinearization method presented here
can be extended to more general nonlocal problems such as, for example, a mixed
IBVP in the form
∂u
∂t
+Au= f (x, t, u), in Q,
u(x,0)=ψ(x), in Ω,
∂u
∂ν
+ b(x, t, u)=
∫
Ω
k
(
x, t, x ′, u(x ′, t)
)
dx ′, on ΓN,
u= 0, on ΓD,
with mixed boundary conditions, where Γ = ΓD ∪ ΓN.
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