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DESCRIPTION OF GENERALIZED ISOMONODROMIC DEFORMATIONS OF
RANK TWO LINEAR DIFFERENTIAL EQUATIONS USING APPARENT
SINGULARITIES
ARATA KOMYO
Abstract. In this paper, we consider the generalized isomonodromic deformations of rank two irregular
connections on the Riemann sphere. We introduce Darboux coordinates on the parameter space of a
family of rank two irregular connections by apparent singularities. By the Darboux coordinates, we
describe the generalized isomonodromic deformations as Hamiltonian systems.
1. Introduction
For connections on the trivial bundle on P1, the regular singular isomonodromic deformation is the
Schlesinger equation and the unramified irregular singular generalized isomonodromic deformation is the
Jimbo–Miwa–Ueno equation which is completely given in [10], [11], and [12]. Bertola–Mo and Bremer–
Sage have generalized the Jimbo–Miwa–Ueno equation (see [1], [3], and [4]). Boalch [2] has given the
symplectic geometry of Jimbo–Miwa–Ueno equation. That is, the Jimbo–Miwa–Ueno equations are
equivalent to a flat symplectic Ehresmann connection on a certain symplectic fiber bundle. The fibers of
the symplectic fiber bundle are certain moduli spaces of meromorphic connections over P1. In this paper,
we consider the generalized isomonodromic deformation from this point of view.
As in [10] the monodromy data for certain generic families of irregular singular differential equations
involve the asymptotic behavior of solutions along Stokes sectors at each singular point. If we have a
certain generic family of irregular singular differential equations, then we can define the monodromy map
(in other words, Riemann–Hilbert map) from the space of parameters of this family to the moduli space
of irregular monodromy representations. The fibers of the monodromy map are a foliation of the space
of parameters of the family (see [2], [9] and [15]). The foliation is called the (generalized) isomonodromic
foliation. (The corresponding vector field is called (generalized) isomonodromic deformations). On the
other hand, there exists another approach to generalized isomonodromic deformations. As in [2, Appen-
dix], a submanifold L in the space of parameters of the family is a leaf of this foliation if and only if the
family of connections corresponding to L is integrable. In this paper, we consider generalized isomon-
odromic deformation from the viewpoint of the integrability condition. More specifically, we construct a
horizontal lift of the family of connections as in [9, Theorem 6.2]. Here the horizontal lift is a first order
infinitesimal extension of the relative connection with an integrability condition.
Let D be the effective divisor on P1 defined as
D =
ν∑
i=1
ni · ti + n∞ · ∞ and n := deg(D) =
ν∑
i=1
ni + n∞.
Let E be a rank 2 vector bundle on P1. Let ∇ : E → E ⊗ Ω1P1(D) be a connection on E with the polar
divisor D. We call such pairs (E,∇) connections. Remark that we can shift the degree of the vector
bundle E by arbitrary integers by applying some natural operations (twisting by rank one meromorphic
connections and birational bundle modifications, called canonical transformations, elementary transfor-
mations, or Hecke modifications). In this paper, we assume that the degree of the vector bundle is 1.
If H1(P1, E∨) = 0, then we have E ∼= OP1 ⊕ OP1(1). Here E∨ is the dual of the vector bundle E. If
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there exists a family of connections of degree 1, then there exists a Zariski open subset of the parameter
space such that the Zariski open subset parametrizes connections with the bundle type OP1⊕OP1(1). For
connections with the bundle type OP1 ⊕ OP1(1), we can define apparent singularities of the connections
easily. By applying the birational bundle modifications at each apparent singularity, the connections with
the bundle type OP1 ⊕OP1(1) induce connections with the bundle type OP1 ⊕OP1(n− 2). Diarra–Loray
[5, Section 6] gave global normal forms of the connections with the bundle type OP1 ⊕OP1(n− 2), whose
connection matrices are companion matrices. The global normal forms give a family of connections with
bundle type OP1 ⊕ OP1(n − 2) parametrized by a Zariski open subset of Sym(n−3)(Tot(Ω1P1)). In this
paper, we consider the generalized isomonodromic deformations (integrable deformations) of this family
of connections with bundle type OP1 ⊕OP1(n− 2). We assume that the leading coefficient of the Laurent
expansion of the connection matrix at each singular point is not scalar matrix. So the leading coefficients
are not necessary semi-simple. (If any leading coefficients are semi-simple, then the generalized isomon-
odromic deformations of this family of connections corresponds to the Jimbo–Miwa–Ueno equations.) In
this paper, we call a singular point of a connection irregular if the order of the pole at the singular point
is greater than 1. We call an irregular singular point of a connection unramified if the leading coefficient
is semi-simple. We call an irregular singular point of a connection ramified if the leading coefficient is a
non trivial Jordan block. In other words, the leading coefficient has a single eigenvalue with multiplicity
2 but is not scalar.
There exist many studies on Hamiltonians of the Jimbo–Miwa–Ueno equation ([7], [8], [16], [17], [18],
and [19]). The main subject of this paper is to give explicite descriptions of the symplectic structure
and the Hamiltonians of the generalized isomonodromic deformations by using apparent singularities.
More precisely, we use Diarra–Loray’s global normal forms. For the regular singular isomonodromic de-
formations, Dubrovin–Mazzocco [6] have introduced isomonodromic Darboux coordinates on the moduli
space of Fuchsian systems, which are connections on the trivial bundle over P1. They have described the
isomonodromic deformations of Fuchsian systems as Hamiltonian systems by using the isomonodromic
Darboux coordinates. Roughly speaking, we extend their argument for the regular singular case to the
irregular singular (rank 2) case. In our calculation, Krichever’s formula of the symplectic form [14, Section
5] is used as in [6]. On the other hand, Kimura [13] has studied the degeneration of the two-dimensional
Garnier systems. By the confluence procedure, Hamiltonian systems of (generalized) isomonodromic de-
formations of certain rank 2 liner differential equations are described explicitly. We try to compare our
Hamiltonian systems and Kimura’s Hamiltonian systems by an example. Our Hamiltonian systems are
not necessarily commuting Hamiltonian systems in [6, Definition 3.5].
1.1. Space of deformation parameters. Now we describe the space of deformation parameters for our
generalized isomonodromic deformations. Put I := {1, 2, . . . , ν,∞}, t1 := 0, t2 := 1, and t∞ :=∞ ∈ P1.
We take a decomposition I = Ireg ∪ Iun ∪ Ira such that Ireg, Iun, and Ira are disjoint each other. We
assume that ni = 1 for i ∈ Ireg and ni > 1 for i ∈ Iun ∪ Ira. We set
Tt :=
{
(t3, . . . , tν) ∈ Cν−2
∣∣∣∣ ti 6= tj (i 6= j), andti /∈ {0, 1} (i = 3, . . . , ν)
}
.
Moreover, put
T resθ :=
θ0 ∈ C2(ν+1)
∣∣∣∣∣∣
∑
i∈Ireg∪Iun
(θ+ni−1,ti + θ
−
ni−1,ti) +
∑
i∈Ira
(2θ2ni−2,ti +
1
2
) = −1
 and
Tθ :=
{
θ ∈
∏
i∈Iun
C2(ni−1) ×
∏
i∈Ira
C2ni−2
∣∣∣∣∣ θ+0,ti − θ−0,ti 6= 0 for i ∈ Iunθ1,ti 6= 0 for i ∈ Ira
}
.
Here we set
θ0 := ((θ
+
ni−1,ti , θ
−
ni−1,ti)i∈Ireg∪Iun , (θ2ni−2,ti)i∈Ira)
and we denote by θ = (θun,θra) an element of Tθ, where
θun = ((θ
+
0,ti
, θ−0,ti), . . . , (θ
+
ni−2,ti , θ
−
ni−2,ti))i∈Iun and
θra = (θ0,ti , . . . , θ2ni−3,ti)i∈Ira .
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The relation in the definition of T resθ is called the Fuchs relation. Fix a tuple of complex numbers
tra = (ti)i∈{3,4,...,ν}∩Ira , where ti 6= tj (i 6= j) and ti /∈ {0, 1}. We denote by (Tt)tra the fiber of tra under
the projection
Tt −→
∏
i∈{3,4,...,ν}∩Ira
C.
Definition 1.1. We define the space of deformation parameters as (Tt)tra × Tθ.
Hence we consider the positions of the points ti for i ∈ Ireg ∪ Iun as deformation parameters. On the
other hand, we do not consider the positions of the points ti for i ∈ Ira as deformation parameters, since
the integrable deformations whose deformation parameters are the positions of the ramified irregular
points are more complicated.
1.2. Symplectic fiber bundle. Next we define an algebraic variety over the space of deformation
parameters (Tt)tra × Tθ such that this algebraic variety parametrizes connections and there exists a
symplectic form on each fiber. This algebraic variety is considered as the phase space of our generalized
isomonodromic deformations. We set
Mtra :=
{
({(q1, p1), . . . , (qn−3, pn−3)}, (t3, . . . , tν))
∈ Sym(n−3)(Tot(Ω1P1(D)))× (Tt)tra
∣∣∣∣ qi 6= qj (i 6= j) andqj /∈ {0, 1, t3, . . . , tν ,∞} (j = 1, . . . , n− 3)
}
.
If we take a point t0 of (Tt)tra , we put
Mt0,tra :=
{ {(q1, p1), . . . , (qn−3, pn−3)}
∈ Sym(n−3)(Tot(Ω1P1(D)))
∣∣∣∣ qi 6= qj (i 6= j) andqj /∈ {0, 1,∞} ∪ t0 (j = 1, . . . , n− 3)
}
.
Definition 1.2. We fix an element θ0 ∈ T resθ generically. We define a symplectic fiber bundle pitra,θ0 as
the natural projection
(1.1) pitra,θ0 : Mtra × Tθ −→ (Tt)tra × Tθ.
Here the symplectic structure on the fiber Mt0,tra × {θ} of (t0,θ) ∈ (Tt)tra × Tθ is defined by
(1.2)
n−3∑
j=1
d
(
pj∏ν
i=1(qj − ti)ni
)
∧ dqj .
Diarra–Loray’s global normal form gives a family of connections with the bundle type OP1⊕OP1(n−2)
parametrized by Mtra × Tθ.
1.3. Main results. For the vector fields ∂/∂θ±l,ti (i ∈ Iun, l = 0, 1, . . . , ni − 2), ∂/∂θl′,ti (i ∈ Ira,
l′ = 0, 1, . . . , 2ni − 3), and ∂/∂ti (i ∈ {3, 4 . . . , ν} ∩ (Ireg ∪ Iun)), we define the vector fields δIMDθ±l,ti ,
δIMDθl′,ti
, and δIMDti determined by the integrable deformations of the family of connections parametrized by
Mtra ×Tθ, respectively (in Section 3.3, Section 4.2, and Section 3.4). We define a 2-form ωˆ onMtra ×Tθ
such that the restriction of ωˆ to each fiber of pitra,θ0 coincides with the symplectic form (1.2) and the
interior products with the vector fields determined by the integrable deformations vanish:
ι(δIMD
θ±l,ti
)ωˆ = ι(δIMDθl′,ti
)ωˆ = ι(δIMDti )ωˆ = 0.
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We call the 2-form ωˆ the isomonodromy 2-form as in [19]. The main result of this paper is explicit
description of the isomonodromy 2-form using apparent singularities. Our description of ωˆ is as follows:
ωˆ =
n−3∑
j=1
d
(
pj∏ν
i=1(qj − ti)ni
−
ν∑
i=1
Di(qj ; t,θ)
(qj − ti)ni −D∞(qj ; t,θ)
)
∧ dqj
+
∑
i∈Iun
ni−2∑
l=0
(
dHθ+l,ti
∧ dθ+l,ti + dHθ−l,ti ∧ dθ
−
l,ti
)
+
∑
i∈Ira
2ni−3∑
l′=0
dHθl′,ti ∧ dθl′,ti +
∑
i∈{3,4,...,ν}∩(Ireg∪Iun)
dHti ∧ dti
+ [ a section of pi∗tra,θ0(Ω
2
(Tt)tra×Tθ ) ]
(Theorem 3.10 and Theorem 4.7). Here Di(qj ; t,θ) where i ∈ I are defined in Lemma 2.2 and Lemma 2.3
as Di. The Hamiltonians Hθ±l,ti
, Hθl′,ti , and Hti are defined in Definition 3.8, Definition 4.6, and Definition
3.9, respectively. Roughly speaking, the Hamiltonians Hθ±l,ti
and Hθl′,ti appear in the holomorphic part
of the local normal form (see Section 2.3 and Section 2.4) of connections at each singular point ti. By
this description of the isomonodromy 2-form, we obtain hamiltonian descriptions of the vector fields
determined by the integrable deformations:
δIMD
θ±l,ti
=
∂
∂θ±l,ti
−
n−3∑
j=1
(
∂Hθ±l,ti
∂ηj
∂
∂qj
−
∂Hθ±l,ti
∂qj
∂
∂ηj
)
,
δIMDθl′,ti
=
∂
∂θl′,ti
−
n−3∑
j=1
(
∂Hθl′,ti
∂ηj
∂
∂qj
−
∂Hθl′,ti
∂qj
∂
∂ηj
)
, and
δIMDti =
∂
∂ti
−
n−3∑
j=1
(
∂Hti
∂ηj
∂
∂qj
− ∂Hti
∂qj
∂
∂ηj
)
(Corollary 3.11 and Corollay 4.8). Here we put ηj :=
pj∏ν
i=1(qj−ti)ni −
∑ν
i=1
Di(qj ;t,θ)
(qj−ti)ni −D∞(qj ; t,θ).
The organization of this paper is as follows. In Section 2, we recall the definition of the apparent
singularities and Diarra–Loray’s global normal form. In Section 3, we consider the integrable deformations
of connections which have only regular singularities and unramified irregular singularities. We define a
2-form on the fiber Mt0,tra by Krichever’s formula [14, Section 5]. We show that this 2-form coincides
with the symplectic form (1.2). Also by Krichever’s formula, we define a 2-form on Mtra × Tθ. We
show that this 2-form is the isomonodromy 2-form. By calculation of this 2-form on Mtra × Tθ by
using Diarra–Loray’s global normal form, we have an explicit formula of this 2-form. In Section 4, we
extend the argument of Section 3 to the integrable deformations of connections which have ramified
irregular singularities. In Section 5, we consider two examples. The first example is the case where
D = 2 · [0] + 2 · [1] + 2 · [∞]. We assume that 0, 1,∞ ∈ P1 are unramified irregular singular points. The
dimension of the space of deformation parameters is 6 and the dimension of the fiber Mt0,tra is 6. The
second example is the case where D = 5 · [∞]. We assume that ∞ ∈ P1 is ramified irregular singular
point. This example corresponds to Kimura’s H(9/2) in [13]. We consider the family of connections
corresponding to Kimura’s family L(9/2; 2). We reproduce the Hamiltonian system H(9/2).
2. Normal forms for rank two linear irregular differential equations
2.1. Apparent singularities. For a connection (E,∇) where E = OP1 ⊕OP1(1), we define the apparent
singularities of (E,∇) as follows. Consider the sequence of maps
OP1(1) ⊂ // E ∇ // E ⊗ Ω1P1(D)
quotient// (E/OP1(1))⊗ Ω1P1(D) ∼= OP1(n− 2)
DESCRIPTION OF GENERALIZED ISOMONODROMIC DEFORMATIONS 5
This composition is an OP1 -morphism. We denote by ϕ∇ : OP1(1) → OP1(n − 2) this composition. We
assume that the subbundle OP1(1) ⊂ E is not ∇-invariant. Then ϕ∇ is not the zero morphism. The
OP1 -morphism ϕ∇ has n− 3 zeroes counted with multiplicity.
Definition 2.1. We define apparent singularities of (E,∇) as div(ϕ∇) ∈ |OP1(n− 3)| ∼= Sym(n−3)(P1).
Assume that the apparent singularities of (E,∇) consist of distinct points and all of them are distinct
from the poles t1, . . . , tν ,∞ of the connection ∇. Then, for such a connection, we can define a birational
bundle transformation
φ∇ := id⊕ ϕ∇ : OP1 ⊕OP1(1) 99K OP1 ⊕OP1(n− 2)
and consider the pushed-forward connection (φ∇)∗∇ on OP1⊕OP1(n−2). Then we have a transformation
of a connection with bundle type OP1 ⊕OP1(1):
(2.1) (OP1 ⊕OP1(1),∇) 7−→ (OP1 ⊕OP1(n− 2), (φ∇)∗∇).
The connection (φ∇)∗∇ has simple poles q1, . . . , qn−3 with residual eigenvalues 0 and −1 at each pole.
For each j = 1, 2, . . . , n − 3, the 0-eigendirection of (φ∇)∗∇ at qj corresponds to a point pj ∈ P(OP1 ⊕
OP1(n− 2)). Let Tot(Ω1P1(D)) be the total space of Ω1P1(D) ∼= OP1(n− 2). We have a natural embedding
Tot(Ω1P1(D)) ⊂ P(OP1 ⊕ OP1(n − 2)). Since the (−1)-eigendirection is contained in the second factor
of OP1 ⊕ OP1(n − 2), then pj ∈ Tot(Ω1P1(D)). If we have a family of connections (OP1 ⊕ OP1(1),∇)
parametrized by a locally Noetherian scheme S, where the connections satisfy the condition that their
apparent singularities are distinct, then we have a map
(2.2)
S −→ Sym(n−3)(Tot(Ω1P1(D)))
s 7−→ {p1(s), . . . ,pn−3(s)}.
2.2. Global normal form for rank two linear irregular differential equations. We take a natural
covering {U0, U∞} of P1 such that U0 = SpecC[x] and U∞ = SpecC[w], where x = w−1 on U0 ∩ U∞.
We put xti = (x − ti) for i = 1, . . . , ν and x∞ = w. Put I := {1, 2, . . . , ν,∞}, t1 := 0, t2 := 1, and
t∞ := ∞ ∈ P1. We take a decomposition I = Ireg ∪ Iun ∪ Ira such that Ireg, Iun, and Ira are disjoint
each other. We assume that ni = 1 for i ∈ Ireg and ni > 1 for i ∈ Iun ∪ Ira. Fix a tuple of complex
numbers tra = (ti)i∈{3,4,...,ν}∩Ira , where ti 6= tj (i 6= j) and ti /∈ {0, 1}. For each point on Mtra , Diarra–
Loray [5, Section 6] gave an explicit description of the connections corresponding this point. Here this
correspondence is given by the map (2.2) (and also by (2.1)). We recall the explicit description of these
connections.
Take a point ({(q1, p1), . . . , (qn−3, pn−3)}, (t3, . . . , tν)) on Mtra . We define an effective divisor DApp
as DApp = q1 + · · ·+ qn−3. For the point onMtra , we consider the connection d+ Ω on OP1 ⊕OP1(n− 2)
with the following connection matrix:
Ω =
(
0 1P (x)
c2(x) d2(x)
)
dx.
Here we put P (x) :=
∏ν
i=1(x− ti)ni ,
c2(x) :=
ν∑
i=1
Ci(x)
(x− ti)ni +
n−3∑
j=1
pj
x− qj + C˜(x) + x
n−3C∞(x), and
d2(z) :=
ν∑
i=1
Di(x)
(x− ti)ni +
n−3∑
j=1
−1
x− qj +D∞(x),
where Ci, Di, (i = 1, . . . , ν), C∞, D∞, and C˜ are polynomials in x such that
• deg(Ci),deg(Di) ≤ ni − 1 for i = 1, ..., ν,
• deg(C∞) ≤ n∞ − 1, deg(D∞) ≤ n∞ − 2,
• deg(C˜) ≤ n− 4.
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The polar divisor of d+ Ω is D +DApp. We assume that q1, . . . , qn−3 are apparent singularities, that is,
the elementary transformation
(
(Φ˜qj )
−1dΦ˜qj + (Φ˜qj )
−1ΩΦ˜qj
)
of Ω by Φ˜qj has no pole at qj , where we
put
Φ˜qj :=
(
1 0
pj x− qj
)
.
Choosing a formal coordinate xti near ti and a trivialization of E on the formal neighborhood of ti, we
may describe ∇ near ti by
d+ Ω
(i)
0
dxti
xniti
+ [ higher order terms ], Ω
(i)
0 ∈ gl(2,C)
for each i ∈ I. We assume that
• any leading coefficients Ω(i)0 are not scalar matrices for any i ∈ I,
• the differences of the eigenvalues of Ω(i)0 are not integers for any i ∈ Ireg,
• the leading coefficients Ω(i)0 are semi-simple for any i ∈ Iun, and
• the leading coefficients Ω(i)0 are non trivial Jordan blocks for any i ∈ Ira.
2.3. Formal local normal form of ∇ at ti for i ∈ Ireg ∪ Iun. Let i ∈ Ireg ∪ Iun. In a suitable
trivialization of OP1 ⊕OP1(n− 2) over the formal disc at ti, the connection takes the following diagonal
form
d+
(
θ+0,ti 0
0 θ−0,ti
)
xniti
dxti + · · ·+
(
θ+ni−1,ti 0
0 θ−ni−1,ti
)
xti
dxti +
(
O(xti)
0 0
0 O(xti)
0
)
dxti
Lemma 2.2 ([5, Lemma 3]). Let i ∈ Ireg∪Iun. If we define a polynomial Θ±i in x as
∑ni−1
l=0 θ
±
l,ti
x−ni+lti =
Θ±i x
−ni
ti , then {
Ci = −Jni−1
(
Θ+i ·Θ−i ·
∏
j 6=i(x− tj)nj
)
Di =
∑ni−1
l=0 (Θ
+
i + Θ
−
i ),
where Jk denote the jet of order k of power-series at x = ti.
2.4. Formal local normal form of ∇ at ti for i ∈ Ira. Let i ∈ Ira. In a suitable trivialization of
OP1 ⊕OP1(n− 2) over the formal disc at ti, the connection takes the following form
(2.3) d+
(
αi βi
xtiβi αi − dxti2xti
)
,
where αi := α0,ti
dxti
x
ni
ti
+ · · ·+ αl,ti dxtixni−lti
+ · · ·+ αni−1,ti dxtixti +O(xti)
0
βi := β0,ti
dxti
x
ni
ti
+ · · ·+ βl,ti dxtixni−lti
+ · · ·+ βni−2,ti dxtix2ti + βni−1,ti
dxti
xti
+O(xti)
0.
Lemma 2.3 ([5, Lemma 3]). Let i ∈ Ira. If we define polynomials Ai and Bi in x as
∑ni−1
l=0 αl,tix
−ni+l
ti =
Aix
−ni
ti and
∑ni−2
l=0 βl,tix
−ni+l
ti = Bix
−ni
ti , respectively, thenCi = −Jni−1
((
A2i − (x−ti)
ni−1
2 Ai − (x− ti)B2i
)
·∏j 6=i(x− tj)nj)
Di = 2Ai − (x−ti)
ni−1
2 .
Put
(2.4)
{
θ2l,ti := 2αl,ti for l = 0, 1, . . .
θ2l+1,ti := 2βl,ti for l = 0, 1, . . ..
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If we define ζi as xti = ζ
2
i and put
(2.5) Mζi :=
(
1 1
ζi −ζi
)
,
then we have the following diagonalization:
M−1ζi dMζi +M
−1
ζi
(
αi βi
xtiβi αi − dxti2xti
)
Mζi
=
∑
l=0,1,···
 θ2l,tidζiζ2(ni−l)−1i 0
0
θ2l,tidζi
ζ
2(ni−l)−1
i
+ ∑
l=0,1,···
 θ2l+1,tidζiζ2(ni−l)−2i 0
0 − θ2l+1,tidζi
ζ
2(ni−l)−2
i
 .
2.5. Family of connections parametrized by Mtra ×Tθ. The next proposition follows from Lemma
2.2, Lemma 2.3, and the condition that q1, . . . , qn−3 are apparent singularities.
Proposition 2.4 ([5, Lemma 6]). If we take a point of Mtra × Tθ × T resθ , then the connection matrix Ω
is determined uniquely.
Definition 2.5. If we fix a point θ0 ∈ T resθ generically, then we have a family of connections parametrized
by Mtra × Tθ. We denote by d+ Ωtraθ0 this family. If we fix a point (t0,θ,θ0) ∈ (Tt)tra × Tθ × T resθ , then
we have a family of connections parametrized by Mt0,tra . We denote by d+ Ωt0,traθ,θ0 this family.
2.6. Solutions of d+Ω = 0 at the apparent singularities. Since qj (j = 1, 2, . . . , n−3) are apparent
singularities, then we have the following lemma:
Lemma 2.6. For each j ∈ {1, . . . , n−3}, the equation (d+Ω)Ψ = 0 has a solution ψqj = ΦqjΞqj (x)Λqj (x)
at qj. Here
Φqj :=
(
1 0
pj 1
)
, Λqj (x) :=
(
1 0
0 x− qj
)
, and,
Ξqj (x) :=
(
1 0
0 1
)
+
∞∑
s=1
(
(ξ
qj
s )11 (ξ
qj
s )12
(ξ
qj
s )21 (ξ
qj
s )22
)
(x− qj)s,
where (ξ
qj
1 )11 = − pjP (qj) , (ξ
qj
1 )12 = − 12P (qj) , (ξ
qj
1 )21 = 0, and
(ξ
qj
1 )22 =
pj
P (qj)
−
ν∑
i=1
Di(qj)
(qj − ti)ni +
∑
k
1
qj − qk −D∞(qj).
Remark that we take Ξqj (x) so that
(ΦqjΞqj (x))
−1d(ΦqjΞqj (x)) + (ΦqjΞqj (x))
−1Ω(ΦqjΞqj (x)) =
(
0 0
0 −1
)
x− qj dx.
2.7. Infinitesimal deformations of connections. Let δ be a vector field onMt0,tra ⊂ Sym(n−3)(Tot(Ω1P1(D))).
The family of connections d+Ωt0,traθ,θ0 is parametrized byMt0,tra . For δ, we define δ(Ω
t0,tra
θ,θ0
) as d+Ωt0,traθ,θ0 +
δ(Ωt0,traθ,θ0 )dx, where 
2 = 0. Here d+ Ωt0,traθ,θ0 + δ(Ω
t0,tra
θ,θ0
)dx is the pull-back of d+ Ωt0,traθ,θ0 under the map
P1 × SpecOMt0,tra [] −→ P1 ×Mt0,tra ,
which is given by δ.
Next we consider infinitesimal deformations of connections parametrized by Mtra × Tθ. Let δˆ be a
vector field on Mtra × Tθ ⊂ Sym(n−3)(Tot(Ω1P1(D))) × (Tt)tra × Tθ. The family of connections d + Ωtraθ0
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is parametrized by Mtra × Tθ. For δˆ, we define δˆ(Ωtraθ0 ) as d + Ωtraθ0 + δˆ(Ωtraθ0 )dz, where 2 = 0. Here
d+ Ωtraθ0 + δˆ(Ω
tra
θ0
)dz is the pull-back of d+ Ωtraθ0 under the map
(2.6) P1 × SpecOMtra×Tθ [] −→ P1 × (Mtra × Tθ) ,
which is given by δˆ. We denote by ΘMtra×Tθ the tangent sheaf of Mtra × Tθ. Let pitra,θ0 be the natural
projection (1.1):
pitra,θ0 : Mtra × Tθ −→ (Tt)tra × Tθ.
We denote by Θ(Mtra×Tθ)/((Tt)tra×Tθ) the relative tangent sheaf of pitra,θ0 .
3. Unramified irregular singularities
In this section, we assume that Ira = ∅. In Section 3.1, we define a 2-form on the fiber Mt0,tra by
Krichever’s formula [14, Section 5]. We show that this 2-form coincides with the symplectic form (1.2).
In Section 3.3 and Section 3.4, for the vector fields ∂/∂θ±l,ti (i ∈ Iun and l = 0, 1, . . . , ni − 2) and ∂/∂ti
(i = 3, 4 . . . , ν), we define the vector fields δIMD
θ±l,ti
and δIMDti determined by the integrable deformations of
the family of connections parametrized byMtra × Tθ, respectively. In Section 3.5, we define a 2-form on
Mtra × Tθ by Krichever’s formula. We show that this 2-form is the isomonodromy 2-form. In Section
3.6, we calculate this 2-form onMtra × Tθ by using Diarra–Loray’s global normal form. Then we obtian
an explicit formula of this 2-form.
We fix Φi ∈ GL(2,C) such that
Φ−1i ΩΦi =
(
θ+0,ti 0
0 θ−0,ti
)
xniti
+ [ higher order terms ].
If θ−0,ti 6= 0, we put
Φi :=
(
1 1
θ−0,ti
∏
j 6=i(ti−tj)nj
θ+0,ti
∏
j 6=i(ti − tj)nj 1
)
.
The matrix Φi is called compatible framing at ti.
Lemma 3.1 (For example [14, Lemma 3.1]). Assume that θ+0,ti − θ−0,ti 6= 0 if ni > 1 and θ+0,ti −
θ−0,ti /∈ Z if ni = 1. Then the equation (d + Ω)Ψ = 0 has a formal fundamental matrix solution ψi =
ΦiΞi(xti)exp(−Λi(xti)) at ti. Here we put
Λi(xti) :=
(
λˆ+i (xti) 0
0 λˆ−i (xti)
)
Ξi(xti) :=
(
1 0
0 1
)
+
∞∑
s=1
(
(ξ
(i)
s )11 (ξ
(i)
s )12
(ξ
(i)
s )21 (ξ
(i)
s )22
)
xsti
where λˆ±i (xti) :=
∑∞
l=0 θ
±
l,ti
∫
x−ni+lti dxti and the coefficient matrices of Ξi(xti) have zero diagonals,
(ξ
(i)
s )11 = (ξ
(i)
s )22 = 0 for s > 0.
Remark that we use the condition that the coefficient matrices have zero diagonals when we apply
Lemma 3.6 to g = ΦiΞi(xti) in the proof of Theorem 3.10. So it is sufficient to assume that (ξ
(i)
s )11 =
(ξ
(i)
s )22 = 0 for only s = ni.
3.1. Symplectic structure.
Definition 3.2 ([14, Section 5] and [6, Formula (3.16), p.306]). Let δ1 and δ2 be vector fields onMt0,tra ⊂
Sym(n−3)(Tot(Ω1P1(D))). We fix a formal fundamental matrix solution ψi of (d+ Ω
t0,tra
θ,θ0
)ψi = 0 at x = ti
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and a fundamental matrix solution ψqj of (d+Ω
t0,tra
θ,θ0
)ψqj = 0 at x = qj . We define a 2-form ω onMt0,tra
as
(3.1)
ω(δ1, δ2) :=
1
2
∑
i∈I
resx=tiTr
(
δ1(Ω
t0,tra
θ,θ0
)δ2(ψi)ψ
−1
i − δ1(ψi)ψ−1i δ2(Ωt0,traθ,θ0 )
)
dx
+
1
2
n−3∑
j=1
resx=qjTr
(
δ1(Ω
t0,tra
θ,θ0
)δ2(ψqj )ψ
−1
qj − δ1(ψqj )ψ−1qj δ2(Ωt0,traθ,θ0 )
)
dx,
where I := {1, 2, . . . , ν,∞}.
The right hand side of (3.1) is independent of the choice of ψi and ψqj (see [14, Section 5]).
Theorem 3.3. The 2-form ω coincides with
n−3∑
j=1
d
(
pj
P (qj)
)
∧ dqj .
Proof. Now we compute the residue of Tr
(
δ1(Ω
t0,tra
θ,θ0
)δ2(ψqj )ψ
−1
qj − δ1(ψqj )ψ−1qj δ2(Ωt0,traθ,θ0 )
)
dx at x = qj .
First, δ(Ωt0,traθ,θ0 ) is described at x = qj as follows:
δ(Ωt0,traθ,θ0 ) =
(
0 0
δ(c2) δ(d2)
)
,
where
δ(c2) =
pjδ(qj)
(x− qj)2 +
δ(pj)
(x− qj) +O((x− qj)
0) and δ(d2) = − δ(qj)
(x− qj)2 .
Second, we consider δ(ψqj )ψ
−1
qj . We have
δ(ψqj )ψ
−1
qj = δ(ΦqjΞqj (x))(ΦqjΞqj (x))
−1 + (ΦqjΞqj (x))
(
0 0
0
−δ(qj)
x−qj
)
(ΦqjΞqj (x))
−1.
By using Lemma 2.6, we may show that δ(ΦqjΞqj (x))(ΦqjΞqj (x))
−1 is(
∗ δ(qj)2P (qj)
∗ ∗
)
+
(
∗ f12δ(qj)
∗ δ(pj)P (qj) +
∑
k
δ(qk)
(qj−qk)2 − f22δ(qj)
)
(x− qj) +O(x− qj)2,
where f12 and f22 are rational functions on Mt0,tra . Moreover we may show that
(ΦqjΞqj (x))
(
0 0
0
−δ(qj)
x−qj
)
(ΦqjΞqj (x))
−1
=
(
0 0
∗ ∗
)
x− qj +
(
∗ δ(qj)2P (qj)
∗ g(0)22 δ(qj)
)
+
(
∗ g(1)12 δ(qj)
∗ g(1)22 δ(qj)
)
(x− qj) +O(x− qj)2,
where g
(0)
22 , g
(1)
12 and g
(1)
22 are rational functions on Mt0,tra . Finally, we have
resx=qjTr
(
δ1(Ω
t0,tra
θ,θ0
)δ2(ψqj )ψ
−1
qj − δ2(Ωt0,traθ,θ0 )δ1(ψqj )ψ−1qj
)
dx
=
2δ1(pj)δ2(qj)
P (qj)
− 2δ2(pj)δ1(qj)
P (qj)
−
∑
k 6=j
δ1(qj)δ2(qk)− δ2(qj)δ1(qk)
(qj − qk)2 .
Next we compute the residue of Tr
(
δ1(Ω
t0,tra
θ,θ0
)δ2(ψi)ψ
−1
i − δ1(ψi)ψ−1i δ2(Ωt0,traθ,θ0 )
)
dx at x = ti. First,
we consider the expansion of δ(Ωt0,traθ,θ0 ) at x = ti. By Lemma 2.2, we have δ(c2) = O(x
0
ti) and δ(d2) =
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O(x0ti). Second, we consider δ(ψi)ψ
−1
i . By Lemma 3.1, we have
δ(ψi)ψ
−1
i = δ(ΦiΞi(xti))(ΦiΞi(xti))
−1 + (ΦiΞi(xti))
(−δ(λˆ+i (xti)) 0
0 −δ(λˆ−i (xti))
)
(ΦiΞi(x))
−1.
Since δ(λˆ±i (xti)) = O(xti), we have
resx=tiTr
(
δ1(Ω
t0,tra
θ,θ0
)δ2(ψi)ψ
−1
i − δ1(ψi)ψ−1i δ2(Ωt0,traθ,θ0 )
)
dx = 0.
Then we obtain
ω(δ1, δ2) =
n−3∑
j=1
(
δ1(pj)δ2(qj)
P (qj)
− δ2(pj)δ1(qj)
P (qj)
)
,
which means that ω coincides with
∑n−3
j=1 d
(
pj
P (qj)
)
∧ dqj . 
3.2. Note on the relation to the symplectic structure of the coadjoint orbits. We apply the
argument in [6, the proof of Theorem 3.3] for our ω. Let d+ Ω0 be a connection on E = OP1 ⊕OP1(1),
whose polar divisor is D. Remark that the connection d+Ω0 is related to a connection on OP1⊕OP1(n−2)
via the transformation (2.1). Let t be a component of the divisor D. Choosing a formal coordinate xt
near t and a trivialization of E on the formal neighborhood of t, we describe ∇ near t by
d+ Ω00
dxt
xntt
+ [ higher order terms ], Ω00 ∈ gl(2,C).
Let ψ be a formal solution at t, that is (d+ Ω0)ψ = 0. For j = 1, 2, let δj(Ω
0) and δj(ψ) be the variations
of Ω0 and ψ, respectively.
We define Gnt as Gni = GL(2,C[xt]/(x
nt
t )). Let gnt be the Lie algebra of Gnt and g
∗
nt be the
dual of gnt . We define Ω
0
≤nt−1 and U
(j)
≤nt−1 (j = 1, 2) as Ω
0 = (Ω0≤nt−1) · x−ntt +O(x0t ) and δj(ψ)ψ−1 =
U
(j)
≤nt−1+O(x
nt
t ), respectively. We identify Ω
0
≤nt−1 and U
(j)
≤nt−1 as elements of g
∗
nt by the pairing 〈X,Y 〉 =∑nt−1
k=0 (XkYnt−1−k) where X = X0+X1xt+· · ·+Xnt−1xnt−1t ∈ gnt and Y = Y0+Y1xt+· · ·+Ynt−1xnt−1t ∈
gnt . Since δj(Ω
0) = −[Ω0, δj(ψ)ψ−1]− ddxt (δj(ψ)ψ−1) for j = 1, 2, we have
(3.2) δj(Ω
0
≤nt−1) = −[Ω0≤nt−1, U (j)≤nt−1].
By this equality, we have the following equality:
(3.3)
1
2
resxt=0Tr
(
δ1(Ω
0)δ2(ψ)(ψ)
−1 − δ1(ψ)(ψ)−1δ2(Ω0)
)
= −Tr
〈
Ω0≤nt−1, [U
(1)
≤nt−1, U
(2)
≤nt−1]
〉
.
If we consider the elementary transformation (in other words, the Hecke modification), we have a con-
nection on the rank 2 trivial bundle from the connection d+ Ω0 on OP1 ⊕OP1(1). By the equalities (3.2)
and (3.3), we have a relation between ω and the symplectic form on the product of the coadjoint orbits
of Gnt for each component t of D (see [2, Proposition 2.1]).
3.3. Integrable deformations associated to Tθ. We take a point a ∈Mtra × Tθ. Let d+ Ωtraθ0 (a) be
the connection on OP1 ⊕OP1(n− 2) corresponding to this point. Let
∇a : OP1 ⊕OP1(1) −→ (OP1 ⊕OP1(1))⊗ Ω1P1(D)
be the connection on OP1 ⊕ OP1(1) corresponding to d + Ωtraθ0 (a). This correspondence is given by the
birational bundle modification (2.1) and the holomorphic bundle automorphism as in [5, Section 3]. Now
we consider the integrable deformations of (OP1 ⊕OP1(1),∇a). Remark that the modification (2.1) does
not change the singularities on D, since the modification (2.1) is holomorphic on D. Here the space of
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deformation parameters is Tθ. For each i ∈ Iun and each l (0 ≤ l ≤ ni− 2), we define matrices Bθ±l,ti (xti)
by
Bθ+l,ti
(xti) :=
(
δ(θ+l,ti
)
−ni+l+1 0
0 0
)
xni−l−1ti
and Bθ−l,ti
(xti) :=
(
0 0
0
δ(θ−l,ti )
−ni+l+1
)
xni−l−1ti
.
We consider diagonalizations of ∇a until some degree term at each point ti. Let Ωa be the connection
matrix of ∇a by the trivialization of OP1 ⊕OP1(1). For i ∈ I, we put
Ξ≤2ni−1i,a (xti) :=
(
1 0
0 1
)
+
2ni−1∑
s=1
(
(ξ
(i)
a,s)11 (ξ
(i)
a,s)12
(ξ
(i)
a,s)21 (ξ
(i)
a,s)22
)
xsti .
Here the coefficient matrices of Ξ≤2ni−1i,a appear in Lemma 3.1 as the coefficient matrices of Ξi for the
connection d+ Ωa at ti. Let Φi,a be the matrix appearing in Lemma 3.1 as Φi for the connection d+ Ωa
at ti. We take an affine open covering {Ui}i∈I of P1 such that ti ∈ Ui, tj /∈ Ui (for any j 6= i), and
Φi,aΞ
≤2ni−1
i,a is invertible on each point of Ui. Set
gi1,i2 :=(Φi1,aΞ
≤2ni1−1
i1,a
)−1(Φi2,aΞ
≤2ni2−1
i2,a
) i1, i2 ∈ {1, 2, . . . , ν}
g∞,i :=(Φ∞,aΞ≤2n∞−1∞,a )
−1
(
1 0
0 1x
)
(Φi,aΞ
≤2ni−1
i,a ) i ∈ {1, 2, . . . , ν}.
Then the pair ({Ui}i∈I , {gi1,i2}i1,i2∈I) of the affine open covering and the transition functions gi1,i2 on
Ui1 ∩Ui2 means a vector bundle which is isomorphic to OP1⊕OP1(1). The connection ∇a on OP1⊕OP1(1)
induces a connection
Ωˆi := (Φi,aΞ
≤2ni−1
i,a )
−1d(Φi,aΞ
≤2ni−1
i,a ) + (Φi,aΞ
≤2ni−1
i,a )
−1Ωa(Φi,aΞ
≤2ni−1
i,a )
for i ∈ I.
For each ti (i ∈ Iun) and each l (0 ≤ l ≤ ni−2), we define a connection (Eflatθ±l,ti ,∇
flat
θ±l,ti
) on P1×SpecC[],
where 2 = 0, as
Eflat
θ±l,ti
=
{
gj,i(id + Bθ±l,ti
) on U j ∩ U i where j ∈ {1, 2, . . . , ν,∞} \ {i}
gi1,i2 on U

i1
∩ U i2 where i1, i2 ∈ {1, 2, . . . , ν,∞} \ {i}
∇flat
θ±l,ti
=
{
d+ Ωˆj on U

j where j ∈ {1, 2, . . . , ν,∞} \ {i}
d+ Ωˆi + 
(
∂
∂xti
(Bθ±l,ti
)dxti + [Ωˆi, Bθ±l,ti
]
)
+Bθ±l,ti
d on U i .
Here we set U i := Ui × SpecC[] for i = 1, 2, . . . , ν,∞. The connection (Eflatθ±l,ti ,∇
flat
θ±l,ti
) on P1 × SpecC[]
is flat. Let ∇¯flat
θ±l,ti
be the relative connection of ∇flat
θ±l,ti
. This relative connection is given by the substitu-
tion d = 0. Since Ωˆi and Bθ±l,ti
are diagonal until the xni−1ti -terms, the negative parts of the relative
connections ∇¯flat
θ+l,ti
and ∇¯flat
θ−l,ti
along the divisor [xti = 0] are(
θ+0,ti 0
0 θ−0,ti
)
xniti
dxti + · · ·+
(
θ+l,ti + δ(θ
+
l,ti
) 0
0 θ−l,ti
)
xni−lti
dxti + · · ·+
(
θ+ni−1,ti 0
0 θ−ni−1,ti
)
xti
dxti , and(
θ+0,ti 0
0 θ−0,ti
)
xniti
dxti + · · ·+
(
θ+l,ti 0
0 θ−l,ti + δ(θ
−
l,ti
)
)
xni−lti
dxti + · · ·+
(
θ+ni−1,ti 0
0 θ−ni−1,ti
)
xti
dxti ,
respectively.
Definition 3.4 (See [9, the proof of Theorem 6.2]). We call (Eflat
θ±l,ti
,∇flat
θ±l,ti
) the horizontal lift of the
connection (OP1 ⊕OP1(1),∇a). The relative connection ∇¯flatθ±l,ti of ∇
flat
θ±l,ti
means the integrable deformation
of ∇a associated to θ±l,ti .
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Since the bundle type OP1 ⊕ OP1(1) is rigid and the condition that the apparent singularities are
distinct is also rigid, we have a map
P1 × SpecC[] −→ P1 ×Mtra × Tθ
given by the infinitesimal deformation (Eflat
θ±l,ti
, ∇¯flat
θ±l,ti
) and the map (2.2). Then we may define the vector
field on Mtra × Tθ which is associated to the integrable deformations along the vector field ∂/∂θ±l,ti on
Tθ. We denote by δ
IMD
θ±l,ti
this vector field on Mtra × Tθ.
3.4. Integrable deformations associated to (Tt)tra . We take a point a ∈Mtra × Tθ. Let d+ Ωtraθ0 (a)
be the connection on OP1 ⊕OP1(n− 2) corresponding to this point. Let
∇a : OP1 ⊕OP1(1) −→ (OP1 ⊕OP1(1))⊗ Ω1P1(D)
be the connection on OP1 ⊕OP1(1) corresponding to d+ Ωtraθ0 (a). Now we consider the integrable defor-
mations of (OP1 ⊕ OP1(1),∇a). Here the space of deformation parameters is (Tt)tra . We take an affine
open covering {Ui}i∈I of P1 as in Section 3.3. For each i = 3, 4, . . . , ν, we define a matrix Bθ±l,ti (xti) by
Bti(x) := −
ni−1∑
l=0
δˆ(ti)
(
θ+l,ti 0
0 θ−l,ti
)
(x− ti)ni−l .
For each ti (i ∈ {3, 4, . . . , ν}), we define a connection (Eflatti ,∇flatti ) on P1 × SpecC[], where 2 = 0, as
Eflatti =
{
gj,i(id + Bti) on U

j ∩ U i where j ∈ {1, 2, . . . , ν,∞} \ {i}
gi1,i2 on U

i1
∩ U i2 where i1, i2 ∈ {1, 2, . . . , ν,∞} \ {i}
∇flatti =
{
d+ Ωˆj on U

j where j ∈ {1, 2, . . . , ν,∞} \ {i}
d+ Ωˆi + 
(
∂
∂x (Bti)dx+ [Ωˆi, Bti ]
)
+Btid on U

i .
The connection (Eflatti ,∇flatti ) on P1 × SpecC[] is also flat.
Let ∇¯flatti be the relative connection of ∇flatti . This relative connection is given by the substitution
d = 0. Since Ωˆi and Bti are diagonal until the (x − ti)ni-terms, the negative parts of the relative
connection ∇¯flatti along the divisor [x− ti = 0] is(
θ+0,ti 0
0 θ−0,ti
)
(x− (ti + δ(ti)))ni dx+ · · ·+
(
θ+ni−1,ti 0
0 θ−ni−1,ti
)
x− (ti + δ(ti)) dx.
By the infinitesimal deformation (Eflatti , ∇¯flatti ) and the map (2.2), we have the vector field on Mtra × Tθ
which is associated to the integrable deformations along the vector field ∂/∂ti on (Tt)tra . We denote by
δIMDti this vector field on Mtra × Tθ for i = 3, 4, . . . , ν.
3.5. Isomonodromy 2-form.
Definition 3.5. By the family of connections d + Ωtraθ0 parametrized by Mtra × Tθ, we define a 2-form
ωˆ on Mtra × Tθ as
(3.4)
ωˆ(δˆ1, δˆ2) :=
1
2
∑
i∈I
resx=tiTr
(
δˆ1(Ω
tra
θ0
)δˆ2(ψi)ψ
−1
i − δˆ1(ψi)ψ−1i δˆ2(Ωtraθ0 )
)
dx
+
1
2
n−3∑
j=1
resz=qjTr
(
δˆ1(Ω
tra
θ0
)δˆ2(ψqj )ψ
−1
qj − δˆ1(ψqj )ψ−1qj δˆ2(Ωtraθ0 )
)
dx,
where I := {1, 2, . . . , ν,∞}.
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We may show that the right hand side of (3.4) is independent of the choice of ψi and ψqj . Let t be
a component of the divisor D and (Ut, xt) be a couple of an affine open subset such that t ∈ Ut and
xt = x− t. Let Ω be an element of gl(2,C)⊗ Ω1Ut(D +DApp)⊗OMtra×Tθ , which has an expansion at t
as follows:
Ω =
Ω0dxt
xntt
+
Ω1dxt
xnt−1t
+ · · ·+ Ωnt−1dxt
xt
+ · · · ,
where Ωk ∈ gl(2,C) ⊗ OMtra×Tθ . Let g be an element of End(O⊕2Ut×(Mtra×Tθ)) such that g has an
expansion at t as follows:
(3.5) g = g0 + g1xt + · · ·+ gntxntt + · · · ,
where gk ∈ End(O⊕2Mtra×Tθ ) .
Lemma 3.6. We assume that
• Ωk ∈ gl(2,C)⊗ pi∗tra,θ0(O(Tt)tra×Tθ ) for k = 0, 1, . . . , nt − 1,
• gk ∈ End(pi∗tra,θ0(O(Tt)tra×Tθ )⊕2) for k = 0, 1, . . . , nt − 1,
• the (1, 1)-entry and the (2, 2)-entry of g−10 gnt vanish, and
• g−10 Ω0g0 is a diagonal matrix.
Let ψ be a formal solution of d + Ω = 0 at t. If we set Ω′ = g−1dg + g−1Ωg and ψ′ = g−1ψ, then the
difference
resx=tTr
(
δˆ1(Ω
′)δˆ2(ψ′)(ψ′)−1 − δˆ1(ψ′)(ψ′)−1δˆ2(Ω′)
)
dx
− resx=tTr
(
δˆ1(Ω)δˆ2(ψ)(ψ)
−1 − δˆ1(ψ)(ψ)−1δˆ2(Ω)
)
dx
is a section of pi∗tra,θ0(Ω
2
(Tt)tra×Tθ ).
Proof. Put δˆ(Ω)∧ δˆ(ψ)ψ−1 := δˆ1(Ω)δˆ2(ψ)(ψ)−1− δˆ1(ψ)(ψ)−1δˆ2(Ω). We may check the following equality
(3.6)
Tr
(
δˆ(Ω′) ∧ δˆ(ψ′)(ψ′)−1
)
dx− Tr
(
δˆ(Ω) ∧ δˆ(ψ)ψ−1
)
dx
=− Tr
(
δˆ1(Ω
′)u˜(2) − u˜(1)δˆ2(Ω′)
)
dx− Tr
(
δˆ1(Ω)u
(2) − u(1)δˆ2(Ω)
)
dx
+ Tr
(
d(ψ−1u(1)δˆ2(ψ)− ψ−1u(2)δˆ1(ψ))
)
,
where u(i) := δˆi(g)g
−1 and u˜(i) := g−1δˆi(g) for i ∈ {1, 2} (see [14, the proof of Theorem 5.1]). We set
δˆ1 = δ1 ∈ Θ(Mtra×Tθ)/((Tt)tra×Tθ). We will show that the residue of (3.6) at t vanishes. We consider
the residues of the first term and the second term of the right hand side of (3.6). Remark that δˆ2(Ω
′)
and δˆ2(Ω) have a pole of order nt + 1 at t. The leading coefficient of δˆ2(Ω
′) is the diagonal matrix
ntδˆ2(t) · g−10 Ω0g0. We calculate the residue of the first term as follows:
−resx=tTr
(
δ1(Ω
′)u˜(2) − u˜(1)δˆ2(Ω′)
)
dx = resx=tTr
(
u˜(1)δˆ2(Ω
′)
)
dx
= ntδˆ2(t) · Tr
(
g−10 δ1(gnt)g
−1
0 Ω0g0
)
= 0.
Next we calculate the residue of the second term as follows:
− resx=tTr
(
δ1(Ω)u
(2) − u(1)δˆ2(Ω)
)
dx
= resx=tTr
(
δ1(g)g
−1δˆ2(Ω)
)
= resx=tTr
(
g−1δ1(g)
(
δˆ2(g
−1Ωg)− δˆ2(g−1)Ωg − g−1Ωδˆ2(g)
))
= ntδˆ2(t) · Tr
(
g−10 δ1(gnt)g
−1
0 Ω0g0
)
= 0.
The residues of the third term at t is clearly zero. Then we have that the residue of (3.6) at t vanishes.
We obtain the assertion of this lemma. 
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Theorem 3.7. For the vector field δIMD
θ±l,ti
, we have ωˆ(δIMD
θ±l,ti
, δˆ) = 0 for any vector field δˆ ∈ ΘMtra×Tθ .
Moreover, for the vector field δIMDti , we have ωˆ(δ
IMD
ti , δˆ) = 0 for any vector field δˆ ∈ ΘMtra×Tθ .
Proof. We take an analytic open subset U of Mtra × Tθ, which is small enough. We fix i ∈ Iun and
l (0 ≤ l ≤ ni − 2). Let (OP1 ⊕ OP1(1),∇a) be the connection corresponding to a point a ∈ U . We
consider the integrable deformation of (OP1 ⊕OP1(1),∇a) associated to θ±l,ti . Let δIMDθ±l,ti be the element of
the tangent space at a associated to this integrable deformation. We will give the variation δIMD
θ±l,ti
(Ωtraθ0 )
of (OP1 ⊕ OP1(n − 2), d + Ωtraθ0 ) at a ∈ U . First, we describe the relativization of the horizontal lift
(Eflat
θ±l,ti
,∇flat
θ±l,ti
) by the trivialization ({U0, U∞}, Mˆ∞) of OP1 ⊕OP1(1), where Mˆ∞ :=
(
1 0
0 x
)
. Put
φi := (Φi,aΞ
≤2ni−1
i,a )Bθ±l,ti
(Φi,aΞ
≤2ni−1
i,a )
−1,
where Φi,a and Ξ
≤2ni−1
i,a are defined in Section 3.3. Put Mˆi′ := id (for i
′ ∈ {1, 2, . . . , ν} \ {i}). By the
rigidity of OP1 ⊕ OP1(1), for each affine open subset Ui′ ⊂ P1 (i′ ∈ I), we can take ϕi′ ∈ End(O⊕2Ui′ ) so
that the following diagram
O⊕2Ui ∩Ui′ O
⊕2
Ui ∩Ui′
id+φioo O⊕2Ui ∩Ui′
id+ϕioo
O⊕2Ui ∩Ui′
Mˆi′
OO
O⊕2Ui ∩Ui′
(id−φi)Mˆi′
OO
idoo O⊕2Ui ∩Ui′
Mˆi′
OO
id+ϕi′oo i′ ∈ I \ {i}
commutes. Here we put U i′ := Ui′ ×SpecC[] for i′ ∈ I. For the first column, we consider the connection
(OP1 ⊕ OP1(1),∇a). Here this connection corresponds to a point a ∈ U and is independent of . The
connection on the first column induces a connection on the third column by taking the pull-back of
the connection. This connection is described by the trivialization ({U0, U∞}, Mˆ∞) of OP1 ⊕OP1(1) and
depends on . This connection is isomorphic to the relativization of the horizontal lift (Eflat
θ±l,ti
,∇flat
θ±l,ti
).
Second, we consider modification of the bundle type from OP1 ⊕OP1(1) to OP1 ⊕OP1(n− 2). Put
M∞ :=
(
1 0
0 xn−2
)
, and Mi′ := id (for i
′ ∈ {1, 2, . . . , ν} \ {i}).
Let φ∇a : OP1 ⊕ OP1(1) 99K OP1 ⊕ OP1(n − 2) be the birational bundle modification (2.1) of ∇a. We
consider the following commutative diagram:
(3.7) O⊕2Ui ∩Ui′ O
⊕2
Ui ∩Ui′
id+(φi+ϕi)oo
(id+χi)φ∇a |Ui // O⊕2Ui ∩Ui′
O⊕2Ui ∩Ui′
Mˆi′
OO
O⊕2Ui ∩Ui′
Mˆi′
OO
id+ϕi′oo
(id+χi′ )φ∇a |Ui′// O⊕2Ui ∩Ui′
Mi′
OO
i′ ∈ I \ {i}
Here χi and χi′ (i
′ ∈ I\{i}) are matrices. These matrices are determined by the infinitesimal deformations
of apparent singularities given by the integrable deformation in the second column of this diagram. The
connection on the second column induces a connection on the third column by taking the pull-back of
the connection. Finally, we have an infinitesimal deformation of the birational bundle modification of ∇a
preserving the bundle type OP1 ⊕ OP1(n − 2). The variation δIMDθ±l,ti (Ω
tra
θ0
) at a ∈ U is the -term of the
connection on the third column.
For each point a ∈ U , we give some transformation of d+ Ωtraθ0 such that its variation at a associated
to δIMD
θ±l,ti
vanishes as follows. Put
(3.8)
u˜IMDi := −(φ∇a |Ui)(φi + ϕi)(φ∇a |Ui)−1 + χi
u˜IMDi′ := −(φ∇a |Ui′ )(ϕi′)(φ∇a |Ui′ )−1 + χi′ (for i′ ∈ I \ {i}).
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Note that (u˜IMD0 , u˜
IMD
∞ ) is a global meromorphic section of End(OP1 ⊕ OP1(n − 2)) described by the
trivialization ({U0, U∞},M∞). That is, u˜IMD0 = M−1∞ u˜IMD∞ M∞. This global meromorphic section has
poles at only ti′ (i
′ ∈ I) and qj (1 ≤ j ≤ n− 3). Here we consider that this global meromorphic section is
parametrized by U . We consider the foliation of U determined by the integrable deformation δIMD
θ±l,ti
. We
take the integrals of u˜IMD0 and u˜
IMD
∞ by using a foliated chart. Here the initial condition is id. Then we
have (gIMD0 , g
IMD
∞ ) such that the diagram
O⊕2U0×U |(U0∩U∞)×U
gIMD0 |(U0∩U∞)×U// O⊕2U0×U |(U0∩U∞)×U
O⊕2U∞×U |(U0∩U∞)×U
gIMD∞ |(U0∩U∞)×U//
M∞
OO
O⊕2U∞×U |(U0∩U∞)×U
M∞
OO
commutes at a ∈ U and the pull-back of gIMD0 under the map (2.6) given by δIMDθ±l,ti is id + u˜
IMD
0 at a ∈ U .
We set
(Ωtraθ0 )
′ := (gIMD0 )
−1dgIMD0 + (g
IMD
0 )
−1Ωtraθ0 g
IMD
0
and ψ′ := (gIMD0 )
−1ψ, where ψ means formal solutions of d+ Ωtraθ0 = 0 at each singular point. Since the
connection on the first column in the diagram (3.7) is independent of , we have
(3.9) δIMD
θ±l,ti
(Ωtraθ0 )
′ = δIMD
θ±l,ti
(ψ′) = 0
at a ∈ U .
We may consider the equality (3.6) for g = gIMD0 . Put u := δˆ(g)g
−1, u˜IMD := u˜IMD0 , and u
IMD := u˜IMD.
By the equalities (3.9), we have the following equality:
(3.10)
−Tr
(
δIMD
θ±l,ti
(Ωtraθ0 )δˆ(ψ)(ψ)
−1 − δˆ(Ωtraθ0 )δIMDθ±l,ti (ψ)(ψ)
−1
)
dx
=− Tr
(
0− u˜IMDδˆ(Ωtraθ0 )′
)
dx− Tr
(
δIMD
θ±l,ti
(Ωtraθ0 )u− uIMDδˆ(Ωtraθ0 )
)
dx
+ Tr
(
d(ψ−1uIMDδˆ(ψ)− ψ−1uδIMD
θ±l,ti
(ψ))
)
at a ∈ U . The first term and second term of the right hand side of this equality are global meromorphic
differentials on P1. The global meromorphic differentials have the only poles at ti′ (i′ ∈ I) and qj
(1 ≤ j ≤ n − 3). The third term of the right hand side of this equality has no residue. Therefore the
sum of all residues of the left hand side of (3.10) vanishes. By this fact, we obtain that ωˆ(δIMD
θ±l,ti
, δˆ) = 0
at each point a ∈ U for any tangent δˆ at a ∈ U . We may show that ωˆ(δIMDti , δˆ) = 0 for any δˆ by the same
argument as above. 
By Theorem 3.3 and Theorem 3.7, we have that the 2-form ωˆ is the isomonodromy 2-form.
3.6. Hamiltonian systems.
Definition 3.8. For each i ∈ Iun and each l (0 ≤ l ≤ ni − 2), we define rational functions Hθ±l,ti onMtra × Tθ as
Hθ±l,ti
= [ the coefficient of the xni−l−1ti -term of
∞∑
k=ni
θ±k,ti
∫
x−ni+kti dxti ]
=
θ±2ni−l−2,ti
ni − l − 1 .
Here θ±2ni−l−2,ti appeared in Lemma 3.1. We call Hθ±l,ti
the Hamiltonian associated to θ±l,ti .
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Definition 3.9. For each i ∈ {3, 4, . . . , ν}, put λˆ≤2ni−1i,± (x) :=
∑2ni−1
l=0 θ
±
l,ti
∫
(x − ti)−ni+ldx. We define
a rational function Hti on Mtra × Tθ as
Hti :=
1
2
· resx=ti
((
∂
∂x
λˆ≤2ni−1i,+ (x)
)2
dx+
(
∂
∂x
λˆ≤2ni−1i,− (x)
)2
dx
)
.
We call Hti the Hamiltonian associated to ti.
Theorem 3.10. Set P (x; t) :=
∏ν
i=1(x− ti)ni and Di(x; t,θ) := Di(x) for i ∈ I. We put
ωˆ′ :=
n−3∑
j=1
d
(
pj
P (qj ; t)
−
ν∑
i=1
Di(qj ; t,θ)
(qj − ti)ni −D∞(qj ; t,θ)
)
∧ dqj
+
∑
i∈Iun
ni−2∑
l=0
(
dHθ+l,ti
∧ dθ+l,ti + dHθ−l,ti ∧ dθ
−
l,ti
)
+
∑
i∈{3,4,...,ν}
dHti ∧ dti.
Then the difference ωˆ − ωˆ′ is a section of pi∗tra,θ0(Ω2(Tt)tra×Tθ ).
Proof. We consider the residue of Tr
(
δˆ1(Ω
tra
θ0
)δˆ2(ψi)ψ
−1
i − δˆ1(ψi)ψ−1i δˆ2(Ωtraθ0 )
)
dx at ti. Now we take
diagonalizations of d+ Ωtraθ0 until some degree term at each point ti. For i ∈ I, we put
Ξ≤2ni−1i (xti) :=
(
1 0
0 1
)
+
2ni−1∑
s=1
(
(ξ
(i)
s )11 (ξ
(i)
s )12
(ξ
(i)
s )21 (ξ
(i)
s )22
)
xsti .
Here the coefficient matrices of Ξ≤2ni−1i appear in Lemma 3.1 as the coefficient matrices of Ξi for the
connection d+ Ωtraθ0 . We put
Ω˜i := (ΦiΞ
≤2ni−1
i )
−1d(ΦiΞ
≤2ni−1
i ) + (ΦiΞ
≤2ni−1
i )
−1Ωtraθ0 (ΦiΞ
≤2ni−1
i )
ψ˜i := (ΦiΞ
≤2ni−1
i )
−1ψi,
where ψi is the formal solution as in Lemma 3.1. We have that δˆ1(Ω˜i)δˆ2(ψ˜i)ψ˜
−1
i coincides with(
−δˆ1( ∂∂x (λˆ≤2ni−1i,+ (xti))dx) · δˆ2(λˆ≤2ni−1i,+ (xti)) 0
0 −δˆ1( ∂∂x δˆ′(λˆ≤2ni−1i,− (xti))dx) · δˆ2(λˆ≤2ni−1i,− (xti))
)
+
(∗ ∗
∗ ∗
)
δˆ1(ti) · δˆ2(ti) · dxti
xti
+O(x0ti).
Since δˆ1(θ
±
ni−1,ti) = δˆ2(θ
±
ni−1,ti) = 0, the residue resx=ti
(
δˆ1(
∂
∂x (λˆ
≤2ni−1
i,± (xti))dx) · δˆ2(λˆ≤2ni−1i,± (xti))
)
coincides with ∑
l∈{0,1,...,2ni−2}\{ni−1}
(
δˆ1(θ
±
l,ti
) · δˆ2(θ
±
2ni−l−2,ti)
ni − l − 1
)
+
∑
l∈{0,1,...,2ni−1}\{ni}
(
(ni − l)θ±l,ti δˆ1(ti) ·
δˆ2(θ
±
2ni−l−1,ti)
ni − l − δˆ1(θ
±
l,ti
) · θ±2ni−l−1,ti δˆ2(ti)
)
+Ri · δˆ1(ti) · δˆ2(ti),
where Ri is a rational functions on Mtra × Tθ. Remark that δˆ1(ti) = δˆ2(ti) = 0 for i = 0, 1,∞. Then we
have
(3.11)
1
2
∑
i∈I
resx=tiTr
(
δˆ1(Ω˜i)δˆ2(ψ˜i)ψ˜
−1
i − δˆ1(ψ˜i)ψ˜−1i δˆ2(Ω˜i)
)
dx
=
∑
i∈Iun
ni−2∑
l=0
(
dHθ+l,ti
∧ dθ+l,ti + dHθ−l,ti ∧ dθ
−
l,ti
)
+
∑
i∈{3,4,...,ν}
dHti ∧ dti.
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We may take Φi and Ξ
≤2ni−1
i (xti) so that ΦiΞ
≤2ni−1
i (xti) satisfies the assumption of Lemma 3.6. Since
Ωtraθ0 also satisfies the assumption of Lemma 3.6, the difference the residue (3.11) and the residue of
1
2 · Tr
(
δˆ1(Ω
tra
θ0
)δˆ2(ψi)ψ
−1
i − δˆ1(ψi)ψ−1i δˆ2(Ωtraθ0 )
)
dx at ti is zero if δ1 ∈ Θ(Mtra×Tθ)/((Tt)tra×Tθ).
Next we compute the residue of Tr
(
δˆ1(Ω
tra
θ0
)δˆ2(ψqj )ψ
−1
qj − δˆ1(ψqj )ψ−1qj δˆ2(Ωtraθ0 )
)
dx at x = qj . First,
δˆ(Ωtraθ0 ) is described at x = qj as follows:
δˆ(Ωtraθ0 ) =
(
0 δˆ(1/P (x; t))
δˆ(c2) δˆ(d2)
)
,
where
δˆ(1/P (x; t)) =
ν∑
i=1
∂
∂ti
(
1
P (qj ; t)
)
δˆ(ti) +O(x− qj),
δˆ(c2) =
pj δˆ(qj)
(x− qj)2 +
δˆ(pj)
(x− qj) +O(x− qj)
0, and
δˆ(d2) = − δˆ(qj)
(x− qj)2 +
ν∑
i=3
(
∂d2
∂ti
(qj)δˆ(ti)
)
+
∑
i∈Iun
ni−2∑
l=0
(
∂d2
∂θ±l,ti
(qj)δˆ(θ
±
l,ti
)
)
+O(x− qj).
Second, we consider δˆ(ψqj )ψ
−1
qj . By Lemma 2.6, we have
δˆ(ψqj )ψ
−1
qj = δˆ(ΦqjΞqj (x))(ΦqjΞqj (x))
−1 + (ΦqjΞqj (x))
(
0 0
0
−δˆ(qj)
x−qj
)
(ΦqjΞqj (x))
−1.
By using Lemma 2.2, we may show that δˆ(ΦqjΞqj (x))(ΦqjΞqj (x))
−1 is
(
∗ δˆ(qj)2P (qj ;t)
∗ ∗
)
+
(∗ x12
∗ δˆ(pj)P (qj ;t) +
∑
k
δˆ(qk)
(qj−qk)2 + x22
)
(x− qj) +O(x− qj)2.
Here we put
x12 := f12δˆ(qj)− 1
2
ν∑
i=3
∂
∂ti
(
1
P (qj ; t)
)
δˆ(ti) and
x22 := f22δˆ(qj)−
ν∑
i=3
(
∂d2
∂ti
(qj)δˆ(ti)
)
−
∑
i∈Iun
ni−2∑
l=0
(
∂d2
∂θ±l,ti
(qj)δˆ(θ
±
l,ti
)
)
+
pj
2
ν∑
i=3
∂
∂ti
(
1
P (qj ; t)
)
δˆ(ti),
where f12 and f22 are rational functions on Mtra × Tθ. Moreover we may show that
(ΦqjΞqj (x))
(
0 0
0
−δˆ(qj)
x−qj
)
(ΦqjΞqj (x))
−1
=
(
0 0
pj δˆ(qj) −δˆ(qj)
)
x− qj +
(
∗ δˆ(qj)2P (qj ;t)
∗ g(0)22 δˆ(qj)
)
+
(
∗ g(1)12 δˆ(qj)
∗ g(1)22 δˆ(qj)
)
(x− qj) +O(x− qj)2,
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where g
(0)
22 , g
(1)
12 and g
(1)
22 are rational functions on Mtra × Tθ. Finally, we have
resx=qjTr
(
δˆ1(Ω
tra
θ0
)δˆ2(ψqj )ψ
−1
qj − δˆ2(Ωtraθ0 )δˆ1(ψqj )ψ−1qj
)
dx
=
2δˆ1(pj)δˆ2(qj)
P (qj ; t)
− 2δˆ2(pj)δˆ1(qj)
P (qj ; t)
−
∑
k 6=j
δˆ1(qj)δˆ2(qk)− δˆ2(qj)δˆ1(qk)
(qj − qk)2
+ 2pj
ν∑
i=3
∂
∂ti
(
1
P (qj ; t)
)(
δˆ1(ti)δˆ2(qj)− δˆ2(ti)δˆ1(qj)
)
− 2
ν∑
i=3
∂d2
∂ti
(qj)
(
δˆ1(ti)δˆ2(qj)− δˆ2(ti)δˆ1(qj)
)
− 2
∑
i∈Iun
ni−2∑
l=0
∂d2
∂θ±l,ti
(qj)
(
δˆ1(θ
±
l,ti
)δˆ2(qj)− δˆ2(θ±l,ti)δˆ1(qj)
)
.
Then we have
1
2
n−3∑
j=1
resx=qjTr
(
δˆ1(Ω
tra
θ0
)δˆ2(ψqj )ψ
−1
qj − δˆ1(ψqj )ψ−1qj δˆ2(Ωtraθ0 )
)
dx
=
n−3∑
j=1
d
(
pj
P (qj ; t)
−
ν∑
i=1
Di(qj ; t,θ)
(qj − ti)ni −D∞(qj ; t,θ)
)
∧ dqj .
We obtain the assertion of this theorem. 
Corollary 3.11. Set ηj :=
pj
P (qj ;t)
−∑νi=1 Di(qj ;t,θ)(qj−ti)ni −D∞(qj ; t,θ). The vector fields δIMDθ±l,ti (i ∈ Iun and
l = 0, 1, . . . , ni − 2) and δIMDti (i = 3, 4, . . . , ν) have the following hamiltonian description:
(3.12)
δIMD
θ±l,ti
=
∂
∂θ±l,ti
−
n−3∑
j=1
(
∂Hθ±l,ti
∂ηj
∂
∂qj
−
∂Hθ±l,ti
∂qj
∂
∂ηj
)
and
δIMDti =
∂
∂ti
−
n−3∑
j=1
(
∂Hti
∂ηj
∂
∂qj
− ∂Hti
∂qj
∂
∂ηj
)
,
respectively.
Proof. We can put
δIMD
θ±l,ti
=
∂
∂θ±l,ti
+
n−3∑
j=1
(
Xj
θ±l,ti
∂
∂qj
+ Y j
θ±l,ti
∂
∂ηj
)
and δIMDti =
∂
∂ti
+
n−3∑
j=1
(
Xjti
∂
∂qj
+ Y jti
∂
∂ηj
)
.
By Theorem 3.10, the terms of dqj , dηj (j = 1, 2, . . . , n− 3) of the 1-forms ωˆ(δIMDθ±l,ti , ∗) and ωˆ(δ
IMD
ti , ∗) are
n−3∑
j=1
(
−Xj
θ±l,ti
dηj + Y
j
θ±l,ti
dqj
)
−
n−3∑
j=1
(
∂Hθ±l,ti
∂ηj
dηj +
∂Hθ±l,ti
∂qj
dqj
)
and
n−3∑
j=1
(
−Xjtidηj + Y jtidqj
)
−
n−3∑
j=1
(
∂Hti
∂ηj
dηj +
∂Hti
∂qj
dqj
)
,
respectively. By Theorem 3.7, we have the following equalities
Xj
θ±l,ti
= −
∂Hθ±l,ti
∂ηj
, Y j
θ±l,ti
=
∂Hθ±l,ti
∂qj
,
Xjti = −
∂Hti
∂ηj
, and Y j
θ±l,ti
=
∂Hti
∂qj
.
Then we have the hamiltonian description (3.12). 
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Remark 3.12. In [13], the Hamiltonian systems of the two-dimensional (degenerated) Garnier systems
have been described by using the coordinates (qj , η˜j)0≤j≤2, where η˜j := − pjP (qj ;t) . In these cases, the 2-
form d
(
−∑νi=1 Di(qj ;t,θ)(qj−ti)ni −D∞(qj ; t,θ))∧dqj , which comes from the residue at an apparent singularity,
is canceled by some terms of the 2-form
∑
i∈I
∑ni−2
l=0
(
dHθ+l,ti
∧ dθ+l,ti + dHθ−l,ti ∧ dθ
−
l,ti
)
, which comes
from the residues at unramified irregular singular points.
4. Ramified irregular singularities
In this section, we assume that Ira 6= ∅. For i ∈ Ira, the leading coefficient Ω(i)0 is a non trivial Jordan
block. In Section 4.1, we define a 2-form on the fiber Mt0,tra by Krichever’s formula. We show that this
2-form also coincides with the symplectic form (1.2). In Section 4.2, for the vector fields ∂/∂θl′,ti (i ∈ Ira,
l′ = 0, 1, . . . , 2ni − 3) we define the vector fields δIMDθl′,ti determined by the integrable deformations of the
family of connections parametrized by Mtra × Tθ. In Section 4.3, we define a 2-form on Mtra × Tθ by
Krichever’s formula. We show that this 2-form is the isomonodromy 2-form. In Section 4.4, we calculate
this 2-form onMtra×Tθ by using Diarra–Loray’s global normal form. Then we obtian an explicit formula
of this 2-form.
We fix Φi ∈ GL(2,C) such that
Φ−1i ΩΦi =
(
α0,ti β0,ti
0 α0,ti
)
xniti
+ [ higher order terms ]
as follows:
Φi :=
(
1 α0,ti
∏
j 6=i(ti − tj)nj
α0,ti
∏
j 6=i(ti − tj)nj (α20,ti
∏
j 6=i(ti − tj)nj + β0,ti)
∏
j 6=i(ti − tj)nj
)
.
For i ∈ I \ Ira, we define Ξi(xti) as in Lemma 3.1. For i ∈ Ira, we define
(4.1) Ξi(xti) :=
(
1 0
0 1
)
+
∞∑
s=1
(
(ξ
(i)
s )11 (ξ
(i)
s )12
(ξ
(i)
s )21 (ξ
(i)
s )22
)
xsti
so that (ΦiΞi(xti))
−1d(ΦiΞi(xti)) + (ΦiΞi(xti))
−1Ωtun,traθ,θ0 (ΦiΞi(xti)) is the form (2.3) in Section 2.4. Let
Mζi be the matrix (2.5). We define θl′,ti (l
′ = 0, 1, . . .) by (2.4). We set
(4.2) ψζi := ΦiΞi(xti)Mζiexp
(
−
(
λˆi,+(ζi) 0
0 λˆi,−(ζi)
))
,
where xti = ζ
2
i and λˆi,±(ζi) :=
∑∞
l′=0(±1)l
′
θl′,ti
∫
ζ−2ni+l
′+1
i dζi. Then we have the equality (d +
Ωtun,traθ,θ0 )ψζi = 0.
4.1. Symplectic structure. We denote by δ(Ωtun,traθ,θ0 )ζi the pull-back of δ(Ω
tun,tra
θ,θ0
) by xti = ζ
2
i .
Definition 4.1. Let δ1 and δ2 be vector fields on Mt0,tra ⊂ Sym(n−3)(Tot(Ω1P1(D))). We fix a (formal)
fundamental matrix solution ψi of (d+ Ω
t0,tra
θ,θ0
)ψi = 0 at x = ti for i ∈ I \ Ira and a fundamental matrix
solution ψqj of (d+ Ω
t0,tra
θ,θ0
)ψqj = 0 at x = qj . Moreover we take ψζi defined in (4.2). We define a 2-form
ω on Mt0,tra as
ω(δ1, δ2) :=
1
2
∑
i∈I\Ira
resx=tiTr
(
δ1(Ω
t0,tra
θ,θ0
)δ2(ψi)ψ
−1
i − δ1(ψi)ψ−1i δ2(Ωt0,traθ,θ0 )
)
dx
+
1
2
∑
i∈Ira
resζi=0Tr
(
δ1(Ω
t0,tra
θ,θ0
)ζiδ2(ψζi)ψ
−1
ζi
− δ1(ψζi)ψ−1ζi δ2(Ω
t0,tra
θ,θ0
)ζi
)
d(ζ2i )
+
1
2
n−3∑
j=1
resx=qjTr
(
δ1(Ω
t0,tra
θ,θ0
)δ2(ψqj )ψ
−1
qj − δ1(ψqj )ψ−1qj δ2(Ωt0,traθ,θ0 )
)
dx.
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Theorem 4.2. The 2-form ω coincides with
n−3∑
j=1
d
(
pj
P (qj)
)
∧ dqj .
Proof. We compute the residue of Tr
(
δ1(Ω
t0,tra
θ,θ0
)ζiδ2(ψζi)ψ
−1
ζi
− δ1(ψζi)ψ−1ζi δ2(Ω
t0,tra
θ,θ0
)ζi
)
d(ζ2i ) at ζi = 0.
First, we consider the expansion of δ(Ωt0,traθ,θ0 )ζi at ζi = 0. By Lemma 2.3, we have δ(c2) = O(x
0
ti) and
δ(d2) = O(x
0
ti). Second, we consider δ(ψζi)ψ
−1
ζi
. By the definition (4.2), we have that δ(ψζi)ψ
−1
ζi
coincides
with
ΦiΞi(x)δ(Mζi)M
−1
ζi
(ΦiΞi(x))
−1 + δ(ΦiΞi(x))(ΦiΞi(x))−1
+ (ΦiΞi(x)Mζi)
(−δ(λˆi,+(ζi)) 0
0 −δ(λˆi,−(ζi))
)
(ΦiΞi(x)Mζi)
−1.
Since δ(Mζi) = 0 and δ(λˆi,±(ζi)) = O(ζi), we have
resζi=0Tr
(
δ1(Ω
t0,tra
θ,θ0
)ζiδ2(ψζi)ψ
−1
ζi
− δ1(ψζi)ψ−1ζi δ2(Ω
t0,tra
θ,θ0
)ζi
)
d(ζ2i ) = 0.
The remained residues are calculated as in the proof of Theorem 3.3. Then we obtain
ω(δ1, δ2) =
n−3∑
j=1
(
δ1(pj)δ2(qj)
P (qj)
− δ2(pj)δ1(qj)
P (qj)
)
,
which means that ω coincides with
∑n−3
j=1 d
(
pj
P (qj)
)
∧ dqj . 
4.2. Integrable deformations associated to θl′,ti for i ∈ Ira. We take a point a ∈ Mtra × Tθ. Let
d+ Ωtraθ0 (a) be the connection corresponding to this point. Let
∇a : OP1 ⊕OP1(1) −→ (OP1 ⊕OP1(1))⊗ Ω1P1(D)
be the connection on OP1 ⊕ OP1(1) corresponding to d + Ωtraθ0 (a). This correspondence is given by the
birational bundle modification (2.1) and the holomorphic bundle automorphism as in [5, Section 3]. Now
we consider the integrable deformations of (OP1 ⊕OP1(1),∇a). Here the deformation parameter is θl′,ti
(i ∈ Ira and l′ = 0, 1, . . . , 2ni − 3). For l = 0, 1, . . . , ni − 2, we put
Bθ2l,ti :=
−1
2(ni − l − 1) ·
δ(θ2l,ti)
ζ
2(ni−1−l)
i
(
1 0
0 1
)
,
Bθ2l+1,ti :=
−1
2(ni − l)− 3 ·
δ(θ2l+1,ti)
ζ
2(ni−1−l)−1
i
(
1 0
0 −1
)
,
for i ∈ Ira. Let Ωa be the connection matrix of the connection ∇a by the trivialization of OP1 ⊕OP1(1).
We consider normalizations of ∇a as the form (2.3) in Section 2.4 until some degree term at each point
ti for i ∈ Ira. For i ∈ I \ Ira, we consider diagnalizations of ∇a until some degree term at each point ti.
For i ∈ I \ Ira, we define Ξi,a(xti) as in Lemma 3.1 for d+ Ωa. For i ∈ Ira, we define Φi,a and
Ξi,a(xti) :=
(
1 0
0 1
)
+
∞∑
s=1
(
(ξ
(i)
a,s)11 (ξ
(i)
a,s)12
(ξ
(i)
a,s)21 (ξ
(i)
a,s)22
)
xsti
so that (Φi,aΞi,a(xti))
−1 ◦ (d+ Ωa) ◦ (Φi,aΞi,a(xti)) is the form (2.3) in Section 2.4 at ti. Moreover, we
set
Ξ≤2ni−1i,a (xti) :=
(
1 0
0 1
)
+
2ni−1∑
s=1
(
(ξ
(i)
a,s)11 (ξ
(i)
a,s)12
(ξ
(i)
a,s)21 (ξ
(i)
a,s)22
)
xsti
for i ∈ I. Here the coefficient matrices of Ξ≤2ni−1i,a (xti) appear in as the coefficient matrices of Ξi,a(xti).
We take an affine open covering {Ui}i∈I of P1 such that ti ∈ Ui, tj /∈ Ui (for any j 6= i), and Ξ≤2ni−1i,a (xti)
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is invertible on each point of Ui. Set
gi1,i2 :=(Φi1,aΞ
≤2ni1−1
i1,a
)−1(Φi2,aΞ
≤2ni2−1
i2,a
) i1, i2 ∈ {1, 2, . . . , ν}
g∞,i :=(Φ∞,aΞ≤2n∞−1∞,a )
−1
(
1 0
0 1x
)
(Φi,aΞ
≤2ni−1
i,a ) i ∈ {1, 2, . . . , ν}.
Then the pair ({Ui}i∈I , {gi1,i2}i1,i2∈I) of the affine open covering and the transition functions gi1,i2 on
Ui1 ∩Ui2 means a vector bundle which is isomorphic to OP1⊕OP1(1). The connection ∇a on OP1⊕OP1(1)
induces a connection
Ωˆi := (Φi,aΞ
≤2ni−1
i,a )
−1d(Φi,aΞ
≤2ni−1
i,a ) + (Φi,aΞ
≤2ni−1
i,a )
−1Ωa(Φi,aΞ
≤2ni−1
i,a )
for i ∈ I. We set Ωˆ′ζi := M−1ζi dMζi +M−1ζi ΩˆiMζi .
For each ti (i ∈ Ira) and each l′ (0 ≤ l′ ≤ 2ni − 3), we define a connection (Eflatθl′,ti ,∇
flat
θl′,ti
) on
P1 × SpecC[], where 2 = 0, as
Eflatθl′,ti
=
{
gj,i(id + MζiBθl′,tiM
−1
ζi
) on U j ∩ U i where j ∈ {1, 2, . . . , ν,∞} \ {i}
gi1,i2 on U

i1
∩ U i2 where i1, i2 ∈ {1, 2, . . . , ν,∞} \ {i}
∇flatθl′,ti =
{
d+ Ωˆj on U

j for j ∈ I \ {i}
d+ Ωˆi + Mζi
(
∂
∂ζi
(Bθl′,ti )dζi + [Ωˆ
′
ζi
, Bθl′,ti ]
)
M−1ζi +MζiBθl′,tiM
−1
ζi
d on U i .
Here we set U i := Ui × SpecC[] for i = 1, 2, . . . , ν,∞. Remark that
MζiBθl′,tiM
−1
ζi
and Mζi
(
∂
∂ζi
(Bθl′,ti )dζi + [Ωˆ
′
ζi , Bθl′,ti ]
)
M−1ζi
descend under the ramification xti = ζ
2
i .
Let ∇¯flatθl′,ti be the relative connection of ∇
flat
θl′,ti
. This relative connection is given by the substitution
d = 0. Since Ωˆ′ζi and Bθl′,ti are diagonal until the ζ
2ni−2
i -terms, the negative parts of the relative
connection ∇¯flatti along the divisor [xti = 0] is(
αi βi
xtiβi αi − dxti2xti
)
.
Here for l′ = 2l, αi is defined by
αi =
θ0,ti
2
dxti
xniti
+ · · ·+ θ2l,ti + δ(θ2l,ti)
2
dxti
xni−lti
+ · · ·+ θ2ni−2,ti
2
dxti
xti
and the coefficients of βi are independent of  until the x
−1
ti -term. For l
′ = 2l+ 1, the negative part of βi
until the x−1ti -term is the following
θ1,ti
2
dxti
xniti
+ · · ·+ θ2l+1,ti + δ(θ2l+1,ti)
2
dxti
xni−lti
+ · · ·+ θ2ni−3,ti
2
dxti
x2ti
and αi is independent of . By the infinitesimal deformation (E
flat
θl′,ti
, ∇¯flatθl′,ti ) and the map (2.2), we have
the vector field on Mtra × Tθ which is associated to the integrable deformations along the vector field
∂/∂θl′,ti on Tθ. We denote by δ
IMD
θl′,ti
this vector field on Mtra × Tθ for i ∈ Ira and l′ (0 ≤ l′ ≤ 2ni − 3).
4.3. Isomonodromy 2-form.
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Definition 4.3. By the family of connections d + Ωtraθ0 parametrized by Mtra × Tθ, we define a 2-form
ωˆ on Mtra × Tθ as
ωˆ(δˆ1, δˆ2) :=
1
2
∑
i∈I\Ira
resx=tiTr
(
δˆ1(Ω
tra
θ0
)δˆ2(ψi)ψ
−1
i − δˆ1(ψi)ψ−1i δˆ2(Ωtraθ0 )
)
dx
+
1
2
∑
i∈Ira
resζi=0Tr
(
δˆ1(Ω
tra
θ0
)ζi δˆ2(ψζi)ψ
−1
ζi
− δˆ1(ψζi)ψ−1ζi δˆ2(Ωtraθ0 )ζi
)
d(ζ2i )
+
1
2
n−3∑
j=1
resz=qjTr
(
δˆ1(Ω
tra
θ0
)δˆ2(ψqj )ψ
−1
qj − δˆ1(ψqj )ψ−1qj δˆ2(Ωtraθ0 )
)
dx.
Theorem 4.4. For the vector field δIMDθl′,ti
, we have ωˆ(δIMDθl′,ti
, δˆ) = 0 for any vector field δˆ ∈ ΘMtra×Tθ .
Proof. We take an analytic open subset U of Mtra × Tθ, which is small enough. We fix i ∈ Ira and
l′ (0 ≤ l′ ≤ 2ni − 3). Let (OP1 ⊕ OP1(1),∇a) be the connection corresponding to a point a ∈ U . We
consider the integrable deformation of (OP1 ⊕OP1(1),∇a) associated to θl′,ti . Let δIMDθl′,ti be the element of
the tangent space at a associated to this integrable deformation. We will give the variation δIMDθl′,ti
(Ωtraθ0 )
of (OP1 ⊕OP1(n− 2), d+ Ωtraθ0 ) at a ∈ U . Put
φi := (Φi,aΞ
≤2ni−1
i,a )(MζiBθl′,tiM
−1
ζi
)(Φi,aΞ
≤2ni−1
i,a )
−1, Mˆ∞ :=
(
1 0
0 x
)
and
Mˆi′ := id (for i
′ ∈ I \ {i,∞}). By the rigidity of OP1 ⊕ OP1(1), for each affine open subset Ui′ ⊂ P1
(i′ ∈ I), we can take ϕi′ ∈ End(O⊕2Ui′ ) so that the following diagram
(4.3) O⊕2Ui ∩Ui′ O
⊕2
Ui ∩Ui′
id+φioo O⊕2Ui ∩Ui′
id+ϕioo
O⊕2Ui ∩Ui′
Mˆi′
OO
O⊕2Ui ∩Ui′
(id−φi)Mˆi′
OO
idoo O⊕2Ui ∩Ui′
Mˆi′
OO
id+ϕi′oo i′ ∈ I \ {i}
commutes. Here we put U i′ := Ui′ ×SpecC[] for i′ ∈ I. For the first column, we consider the connection
(OP1 ⊕ OP1(1),∇a). Here this connection corresponds to a point on U and is independent of . The
connection on the first column induces a connection on the third column by taking the pull-back of
the connection. This connection is described by the trivialization ({U0, U∞}, Mˆ∞) of OP1 ⊕OP1(1) and
depends on . This connection is isomorphic to the relativization of (Eflatθl′,ti
, ∇¯flatθl′,ti ). By the modification
of the bundle type from OP1 ⊕ OP1(1) to OP1 ⊕ OP1(n − 2), we obtain the variation δIMDθl′,ti (Ω
tra
θ0
) of
(OP1 ⊕OP1(n− 2), d+ Ωtraθ0 ) at a ∈ U .
We consider some transformation of d + Ωtraθ0 such that its variation at a ∈ U associated to δIMDθ′l,ti
vanishes as follows. Put
M∞ :=
(
1 0
0 xn−2
)
, and Mi′ := id (for i
′ ∈ {1, 2, . . . , ν} \ {i}).
We define a global meromorphic section (u˜IMD0 , u˜
IMD
∞ ) of End(OP1 ⊕ OP1(n − 2)) described by the trivi-
alization ({U0, U∞},M∞) for the diagram (4.3) as (3.8). We consider the foliation of U determined by
the integrable deformation δIMDθl′,ti
(see [3, Theorem 5.1]). Then we can take (gIMD0 , g
IMD
∞ ) such that the
diagram
O⊕2U0×U |(U0∩U∞)×U
gIMD0 |(U0∩U∞)×U// O⊕2U0×U |(U0∩U∞)×U
O⊕2U∞×U |(U0∩U∞)×U
gIMD∞ |(U0∩U∞)×U//
M∞
OO
O⊕2U∞×U |(U0∩U∞)×U
M∞
OO
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commutes at a ∈ U and the pull-back of gIMD0 under the map (2.6) given by δIMDθl′,ti is id + u˜
IMD
0 at a ∈ U .
We set
(Ωtraθ0 )
′ := (gIMD0 )
−1dgIMD0 + (g
IMD
0 )
−1Ωtraθ0 g
IMD
0
and ψ′ζi := (g
IMD
0 )
−1ψζi . Then δ
IMD
θl′,ti
(Ωtraθ0 )
′ = δIMDθl′,ti
(ψ′ζi) = 0 at a ∈ U .
We may consider the equality (3.6) for g = gIMD0 . Put u := δˆ(g)g
−1, u˜IMD := u˜IMD0 , and u
IMD := u˜IMD.
Then we have the following equality:
−Tr
(
δIMD
θ±l,ti
(Ωtraθ0 )ζi δˆ(ψζi)(ψζi)
−1 − δˆ(Ωtraθ0 )ζiδIMDθ±l,ti (ψζi)(ψζi)
−1
)
d(ζ2i )
=− Tr
(
0− u˜IMDδˆ(Ωtraθ0 )′
)
dx− Tr
(
δIMD
θ±l,ti
(Ωtraθ0 )u− uIMDδˆ(Ωtraθ0 )
)
dx
+ Tr
(
d(ψ−1ζi u
IMDδˆ(ψζi)− ψ−1ζi uδIMDθ±l,ti (ψζi))
)
.
Since ψζi disappears in the first and second terms of the right hand side of this equality, the first and
second terms are global meromorphic differentials on P1. The global meromorphic differentials have the
only poles at ti′ (i
′ ∈ I) and qj (1 ≤ j ≤ n− 3). The residue of the third term of the right hand side is
zero clearly. Then the sum of all residue of the left hand side of this equality vanishes. By this fact, we
may show that ωˆ(δIMDθl′,ti
, δˆ) = 0 at a ∈ U for any tangent δˆ at a ∈ U . 
As in Section 3.3 and Section 3.4, we may define vector fields δIMD
θ±l,ti
(i ∈ Iun, 0 ≤ l ≤ ni− 2) and δIMDti
(i ∈ {3, 4, . . . , ν} ∩ (Ireg ∪ Iun)), respectively. By the same argument as in the proof of Theorem 3.7 and
Theorem 4.4, we obtain the following theorem.
Theorem 4.5. Let i ∈ Iun. For the vector field δIMDθ±l,ti , we have ωˆ(δ
IMD
θ±l,ti
, δˆ) = 0 for any vector field δˆ ∈
ΘMtra×Tθ . Moreover, for the vector field δ
IMD
ti , we have ωˆ(δ
IMD
ti , δˆ) = 0 for any vector field δˆ ∈ ΘMtra×Tθ .
Then we have that the 2-form ωˆ is the isomonodromy 2-form.
4.4. Hamiltonian systems.
Definition 4.6. For each ti (i ∈ Ira) and each l′ (1 ≤ l′ ≤ 2ni − 3), we define rational function Hθl′,ti
on Mtra × Tθ as
Hθl′,ti = [ the coefficient of the ζ
2(ni−1)−l′
i -term of
∞∑
k=2ni−1
θk,ti
∫
ζ−2ni+k+1i dζi ]
=
θ4(ni−1)−l′,ti
2(ni − 1)− l′ .
Here θ4(ni−1)−l′,ti appeared in (4.2). For each ti (i ∈ Ira) and l′ = 0, we define rational function Hθ0,ti
on Mtra × Tθ as
(4.4) Hθ0,ti =
θ4(ni−1),ti
2(ni − 1) −
θ2ni−1,ti
2θ1,ti
.
We call Hθl′,ti the Hamiltonian associated to θl
′,ti .
We define Hθ±l,ti
(i ∈ Iun and l = 0, 1, . . . , ni − 2) and Hti (i ∈ {3, 4, . . . , ν} ∩ (Ireg ∪ Iun)) as in
Definition 3.8 and Definition 3.9.
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Theorem 4.7. Set P (x; t) :=
∏ν
i=1(x− ti)ni and Di(x; t,θ) := Di(x) for i ∈ I. We put
ωˆ′ :=
n−3∑
j=1
d
(
pj
P (qj ; t)
−
ν∑
i=1
Di(qj ; t,θ)
(qj − ti)ni −D∞(qj ; t,θ)
)
∧ dqj
+
∑
i∈Iun
ni−2∑
l=0
(
dHθ+l,ti
∧ dθ+l,ti + dHθ−l,ti ∧ dθ
−
l,ti
)
+
∑
i∈Ira
2ni−3∑
l′=0
dHθl′,ti ∧ dθl′,ti +
∑
i∈{3,4,...,ν}∩(Ireg∪Iun)
dHti ∧ dti.
Then the difference ωˆ − ωˆ′ is a section of pi∗tra,θ0(Ω2(Tt)tra×Tθ ).
Proof. For each i ∈ Ira, we consider the residue
(4.5)
1
2
· resζi=0Tr
(
δˆ1(Ω
tra
θ0
)ζi δˆ2(ψζi)ψ
−1
ζi
− δˆ1(ψζi)ψ−1ζi δˆ2(Ωtraθ0 )ζi
)
d(ζ2i ).
Now we take a diagonalization of d+ (Ωtraθ0 )ζi until some degree term at ζi = 0. We put
Ξ≤2ni−1i (xti) :=
(
1 0
0 1
)
+
2ni−1∑
s=1
(
(ξ
(i)
s )11 (ξ
(i)
s )12
(ξ
(i)
s )21 (ξ
(i)
s )22
)
xsti
for i ∈ I. Here the coefficient matrices of Ξ≤2ni−1i (xti) appear in as the coefficient matrices of Ξi(xti)
defined by (4.1). Moreover, we put
Ω˜i := (ΦiΞ
≤2ni−1
i )
−1d(ΦiΞ
≤2ni−1
i ) + (ΦiΞ
≤2ni−1
i )
−1Ωtraθ0 (ΦiΞ
≤2ni−1
i )
Ω˜′ζi := M
−1
ζi
dMζi +M
−1
ζi
Ω˜iMζi
ψ˜ζi := (ΦiΞ
≤2ni−1
i )
−1ψζi , and ψ˜
′
ζi := M
−1
ζi
ψ˜ζi ,
where ψζi is the formal solution (4.2). We have that δˆ1(Ω˜
′
ζi
)δˆ2(ψ˜
′
ζi
)(ψ˜′ζi)
−1 coincides with(
−δˆ1( ∂∂ζi (λˆ
≤4ni−4
i,+ (ζi))dζi) · δˆ2(λˆ≤4ni−4i,+ (ζi)) 0
0 −δˆ1( ∂∂x δˆ′(λˆ≤4ni−4i,− (ζi))dζi) · δˆ2(λˆ≤4ni−4i,− (ζi))
)
+O(ζi)
0.
Here we put λˆ≤4ni−4i,± (ζi) :=
∑4ni−4
l′=0 (±1)l
′
θl′,ti
∫
ζ−2ni+l
′+1
i dζi. Since δˆ1(θ2ni−2,ti) = δˆ2(θ2ni−2,ti) = 0,
the residue resx=ti
(
δˆ1(
∂
∂ζi
(λˆ≤4ni−4i,± (ζi))dζi) · δˆ2(λˆ≤4ni−4i,± (ζi)
)
coincides with
∑
l′∈{0,1,...,4ni−4}\{2ni−2}
(
δˆ1(θl′,ti) ·
δˆ2(θ4(ni−1)−l′,ti)
2(ni − 1)− l′
)
.
Then we have
(4.6)
1
2
∑
i∈Ira
resζi=0Tr
(
δˆ1(Ω˜
′
ζi)δˆ2(ψ˜
′
ζi)(ψ˜
′
ζi)
−1 − δˆ1(ψ˜′ζi)(ψ˜′ζi)−1δˆ2(Ω˜′ζi)
)
d(ζ2i )
=
∑
i∈Ira
2ni−3∑
l′=0
dHθl′,ti ∧ dθl′,ti .
We may take Φi and Ξ
≤2ni−1
i so that ΦiΞ
≤2ni−1
i satisfies the assumption of Lemma 3.6. The connection
matrix Ωtraθ0 also satisfies the assumption of Lemma 3.6.
Put gζi := ΦiΞ
≤2ni−1
i Mζi and g := ΦiΞ
≤2ni−1
i . We consider the difference the residue (4.5) and the
residue (4.6) when δˆ1 = δ1 ∈ Θ(Mtra×Tθ)/((Tt)tra×Tθ). We consider the equality (3.6) for gζi . We calculate
the residue of −Tr
(
δ1(Ω
tra
θ0
)u(2) − u(1)δˆ2(Ωtraθ0 )
)
dx at ti. Here we set u
(k) := δˆk(gζi)g
−1
ζi
for k = 1, 2. Note
that u(k) coincides with δˆk(g)g
−1. We expand g as (3.5). The variations δ1(g0), . . . , δ1(gni−2) vanish.
We consider the variation δ1(gni−1). We compare the x
−1
ti -terms of the expansions of the both sides of
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g Ω˜i = dg + Ω
tra
θ0
g. Here, we may choose gni−1 such that the (1, 1)-entry and the (2, 1)-entry of gni−1
are independent of (qj , pj)1≤j≤n−3. We consider the variations of the x−1ti -terms of the both sides. Since
δ1 ∈ Θ(Mtra×Tθ)/((Tt)tra×Tθ), we have
(4.7) g−10 δ1(gni−1) =
(
0 ∗
0
δ1(θ2ni−1,ti )
θ1,ti
)
.
On the other hand, we have that the leading coefficient of g−10 δˆ2(Ω
tra
θ0
)g0 is equal to(∗ ∗
0
θ0,ti
2 ·
δˆ2(
∏
j 6=i(ti−tj)nj )∏
j 6=i(ti−tj)nj + δˆ2(θ0,ti)
)
.
Then
− 1
2
· resx=tiTr
(
δ1(Ω
tra
θ0
)u(2) − u(1)δˆ2(Ωtraθ0 )
)
dx
=
1
2
· resx=tiTr
(
u(1)δˆ2(Ω
tra
θ0
)
)
dx
= δ1
(
θ2ni−1,ti
2θ1,ti
)
δˆ2(θ0,ti) +
δ1(θ2ni−1,ti)
4
· θ0,ti
θ1,ti
· δˆ2(
∏
j 6=i(ti − tj)nj )∏
j 6=i(ti − tj)nj
.
Next we calculate the residue of −Tr(δ1(Ω˜′ζi)u˜(2) − u˜(1)δˆ2(Ω˜′ζi))d(ζ2i ) at ζi = 0. Here for k = 1, 2, we set
u˜(k) := g−1ζi δˆk(gζi). This residue coincides with the residue of −Tr(δ1(Ω˜i)g−1δˆ2(g) − g−1δ1(g)δˆ2(Ω˜i))dx
at ti. The coefficients of the expansion of δ1(Ω˜i) at x = ti vanish until the x
−1
ti -term. The (1, 2)-
entry of the x−1ti -term of Ω˜i depends on (qj , pj)1≤j≤n−3 and the other entries of the x
−1
ti -term of Ω˜i
are independent of (qj , pj)1≤j≤n−3. The (1, 2)-entry of the x−1ti -term of δ1(Ω˜i) is δ1(θ2ni−1,ti)/2 and
the other entries are zero. On the other hand, the (2, 1)-entry of the constant term of g−1δˆ2(g) is
δˆ2(θ0,ti
∏
j 6=i(ti − tj)nj )/(θ1,ti
∏
j 6=i(ti − tj)nj ). Then the residue of Tr(δ1(Ω˜i)g−1δˆ2(g))dx at ti is
δ1(θ2ni−1,ti)
2
· δˆ2(θ0,ti
∏
j 6=i(ti − tj)nj )
θ1,ti
∏
j 6=i(ti − tj)nj
=
δ1(θ2ni−1,ti)
2
· δˆ2(θ0,ti)
θ1,ti
+
δ1(θ2ni−1,ti)
2
· θ0,ti
θ1,ti
· δˆ2(
∏
j 6=i(ti − tj)nj )∏
j 6=i(ti − tj)nj
.
We consider the residue of Tr(g−1δ1(g)δˆ2(Ω˜i))dx at ti. By (4.7), the residue of Tr(g−1δ1(g)δˆ2(Ω˜i))dx at
ti is
δ1(θ2ni−1,ti )
θ1,ti
· δˆ2(θ0,ti )2 . Then we have
− 1
2
· resx=tiTr(δ1(Ω˜i)g−1δˆ2(g)− g−1δ1(g)δˆ2(Ω˜i))dx
= −δ1(θ2ni−1,ti)
4
· θ0,ti
θ1,ti
· δˆ2(
∏
j 6=i(ti − tj)nj )∏
j 6=i(ti − tj)nj
.
Therefore the difference the residue (4.5) and the residue (4.6) is δ1
(
θ2ni−1,ti
2θ1,ti
)
δˆ2(θ0,ti) when δ1 ∈
Θ(Mtra×Tθ)/((Tt)tra×Tθ). This difference corresponds to the second term of the Hamiltonian (4.4).
The remained residues are calculated as in the proof of Theorem 3.10. Then we have ωˆ(δ1, δˆ2) −
ωˆ′(δ1, δˆ2) = 0 when δ1 ∈ Θ(Mtra×Tθ)/((Tt)tra×Tθ). Then we obtain the assertion of this theorem. 
By Theorem 4.4, Theorem 4.5 and Theorem 4.7, we obtain the following corollary:
Corollary 4.8. Set ηj :=
pj
P (qj ;t)
−∑νi=1 Di(qj ;t,θ)(qj−ti)ni −D∞(qj ; t,θ). The vector fields δIMDθ±l,ti (i ∈ Iun and
l = 0, 1, . . . , ni − 2), δIMDti (i ∈ {3, 4, . . . , ν} ∩ (Ireg ∪ Iun)), and δθl′,ti (i ∈ Ira and l′ = 0, 1, . . . , 2ni − 3)
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have the following hamiltonian description:
δIMD
θ±l,ti
=
∂
∂θ±l,ti
−
n−3∑
j=1
(
∂Hθ±l,ti
∂ηj
∂
∂qj
−
∂Hθ±l,ti
∂qj
∂
∂ηj
)
,
δIMDti =
∂
∂ti
−
n−3∑
j=1
(
∂Hti
∂ηj
∂
∂qj
− ∂Hti
∂qj
∂
∂ηj
)
, and
δIMDθl′,ti
=
∂
∂θl′,ti
−
n−3∑
j=1
(
∂Hθl′,ti
∂ηj
∂
∂qj
−
∂Hθl′,ti
∂qj
∂
∂ηj
)
,
respectively.
5. Examples
5.1. Example (ν = 2, n1 = n2 = n∞ = 2). We consider the connection d + Ω on O ⊕ O(4) with the
following connection matrix:
Ω =
(
0 1P (x)
c2(x) d2(x)
)
dx.
Here we put P (x) := x2(x− 1)2,
c2(x) :=
C
(0)
0 + C
(1)
0 x
x2
+
C
(0)
1 + C
(1)
1 (x− 1)
(x− 1)2 +
3∑
j=1
pj
x− qj
+ C˜(0) + C˜(1)x+ C˜(2)x2 + C(0)∞ x
3 + C(1)∞ x
4, and
d2(z) :=
D
(0)
0 +D
(1)
0 x
x2
+
D
(0)
1 +D
(1)
1 (x− 1)
(x− 1)2 +
n−3∑
j=1
−1
x− qj +D
(0)
∞ .
We set t1 := 0, t2 := 1, and t∞ := ∞. The polar divisor of the connection d + Ω is 2 · t1 + 2 · t2 + 2 ·
t∞ + q1 + q2 + q3. We assume that the leading coefficients Ω
(i)
0 are semi-simple for i = 1, 2,∞. We put
xti := x − ti for i = 1, 2 and xt∞ = w. We fix the formal type of the negative part of d + Ω for each ti.
That is, we fix θ±l,ti for l = 0, 1 and i = 1, 2,∞, and the negative part of d+ Ω for each ti is diagonalizable
as (
θ+0,ti 0
0 θ−0,ti
)
x2ti
+
(
θ+1,ti 0
0 θ−1,ti
)
xti
by a formal transformation (see Section 2.3). Then the coefficients of c2 and d2 are determined as follows.
(5.1)
{
C
(0)
0 + C
(1)
0 x = −θ+0,0θ−0,0 + (2θ+0,0θ−0,0 − θ+0,0θ−1,0 − θ−0,0θ+1,0)x
D
(0)
0 +D
(1)
0 x = θ
+
0,0 + θ
−
0,0 + (θ
+
1,0 + θ
−
1,0)x,
(5.2)
{
C
(0)
1 + C
(1)
1 (x− 1) = −θ+0,1θ−0,1 − (2θ+0,1θ−0,1 + θ+0,1θ−1,1 + θ−0,1θ+1,1)(x− 1)
D
(0)
1 +D
(1)
1 (x− 1) = θ+0,1 + θ−0,1 + (θ+1,1 + θ−1,1)(x− 1),
and
(5.3)
{
C
(0)
∞ + C
(1)
∞ x = 2θ+0,∞θ
−
0,∞ − θ−0,∞θ+1,∞ − θ+0,∞θ−1,∞ − (θ+0,∞θ−0,∞)x
D
(0)
∞ = −θ+0,∞ − θ−0,∞.
Moreover we assume that q1, q2, and q3 are apparent singularities. We define C˜qj for j = 1, 2, 3 so that
C˜(0) + C˜(1)x+ C˜(2)x2 is equal to
(5.4) C˜q1(x− q2)(x− q3) + C˜q2(x− q1)(x− q3) + C˜q3(x− q1)(x− q2).
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Since q1, q2, and q3 are apparent singularities, we have
(5.5)
C˜qj =
1
Q′(qj)
 p2j
q2j (qj − 1)2
−
∑
i=1,2
Di(qj)pj + Ci(qj)
(qj − ti)2 +
∑
k∈{1,2,3}\{j}
pj − pk
qj − qk −D
(0)
∞ pj − C(0)∞ q3j − C(1)∞ q4j

for j = 1, 2, 3, where we put Q(x) := (x − q1)(x − q2)(x − q3). We determine the matrices Φi and Ξi as
in Lemma 3.1 as follows.
Φ0 =
(
1 1
θ−0,0
θ+0,0 1
)
,Ξ
(0)
1 =
 0 − 2θ
−
0,0−θ−1,0
(θ+0,0−θ−0,0)θ−0,0
(2θ+0,0−θ+1,0)θ−0,0
θ+0,0−θ−0,0
0
 ,Ξ(0)2 =
(
0 (ξ
(2)
0 )12
(ξ
(2)
0 )21 0
)
Φ1 =
(
1 1
θ−0,1
θ+0,1 1
)
,Ξ
(1)
1 =
 0 2θ
−
0,1+θ
−
1,1
(θ+0,1−θ−0,1)θ−0,1
− (2θ
+
0,1+θ
+
1,1)θ
−
0,1
θ+0,1−θ−0,1
0
 ,Ξ(1)2 =
(
0 (ξ
(2)
1 )12
(ξ
(2)
1 )21 0
)
, and
Φ∞ =
(
1 − 1
θ−0,∞
−θ+0,∞ 1
)
,Ξ
(∞)
1 =
 0 2θ
−
0,∞−θ−1,∞
(θ+0,∞−θ−0,∞)θ−0,∞
− (2θ
+
0,∞−θ+1,∞)θ−0,∞
θ+0,∞−θ−0,∞
0
 ,Ξ(∞)2 =
(
0 (ξ
(2)
1 )12
(ξ
(2)
1 )21 0
)
.
Here the descriptions of (ξ
(2)
i )12 and (ξ
(2)
i )21 are omitted. Set Ξ
≤2
i := id + Ξ
(i)
1 xti + Ξ
(i)
2 x
2
ti . Let θ
±
2,ti
(i = 1, 2,∞) be the coefficient as in Lemma 3.1. That is,
(ΦiΞ
≤2
i )
−1d(ΦiΞ
≤2
i ) + (ΦiΞ
≤2
i )
−1Ω(ΦiΞ
≤2
i )
=
(
θ+0,ti 0
0 θ−0,ti
)
x2ti
+
(
θ+1,ti 0
0 θ−1,ti
)
xti
+
(
θ+2,ti 0
0 θ−2,ti
)
+O(xti)
for i = 0, 1,∞. Remark that Ξ≤2i is degree 2 in xti . This degree is sufficient to define Hamiltonians since
there is no parameter corresponding to the positions of irregular singularities. By the equations (5.1),
(5.2), (5.3), (5.4), and (5.5), we can determine the Hamiltonians Hθ±0,0
, Hθ±0,1
, and Hθ±0,∞
as follows.
Hθ±0,0
:= θ±2,0 =
1
θ±0,0 − θ∓0,0
(
θ±0,0θ
∓
0,0 + θ
±
1,0θ
∓
1,0 − 2(θ±0,0θ∓1,0 + θ±1,0θ∓0,0)
+ C˜(0) + (C
(0)
1 − C(1)1 ) + (D(0)1 −D(1)1 +D(0)∞ )θ±0,0
− p1 − θ
±
0,0
q1
− p2 − θ
±
0,0
q2
− p3 − θ
±
0,0
q3
)
,
Hθ±0,1
:= θ±2,1 =
1
θ±0,1 − θ∓0,1
(
θ±0,1θ
∓
0,1 + θ
±
1,1θ
∓
1,1 + 2(θ
±
0,1θ
∓
1,1 + θ
±
1,1θ
∓
0,1)
+ (C˜(0) + C˜(1) + C˜(2)) + (C
(0)
0 + C
(1)
0 ) + (C
(0)
∞ + C
(1)
∞ ) + (D
(0)
0 +D
(1)
0 +D
(0)
∞ )θ
±
0,1
− p1 − θ
±
0,1
q1 − 1 −
p2 − θ±0,1
q2 − 1 −
p3 − θ±0,1
q3 − 1
)
, and
Hθ±0,∞
:= θ±2,∞ =
1
θ±0,∞ − θ∓0,∞
(
θ±0,∞θ
∓
0,∞ + θ
±
1,∞θ
∓
1,∞ − 2(θ±0,∞θ∓1,∞ + θ±1,∞θ∓0,∞)
+ C˜(2) − (D(0)0 +D(0)1 +D(1)1 )θ±0,∞ + (q1 + q2 + q3)θ±0,∞
)
.
Set ηj :=
pj
q2j (qj−1)2 −
D
(0)
0 +D
(1)
0 qj
q2j
− D
(0)
1 +D
(1)
1 (qj−1)
(qj−1)2 − D
(0)
∞ for j = 1, 2, 3. By Corollary 3.11, the vector
field determined by the generalized isomonodromic deformations is described as
∂
∂θ±0,ti
−
3∑
j=1
(
∂Hθ±0,ti
∂ηj
∂
∂qj
−
∂Hθ±0,ti
∂qj
∂
∂ηj
)
.
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5.2. Example corresponding to Kimura’s L(9/2; 2). In this section, we consider Kimura’s family
L(9/2; 2) of rank 2 linear differential equations in [13, p.37]. We describe the corresponding global
normal form (see [5, Section 6]) and consider the integrable deformations of the family given by the
global normal form. Then we can reproduce Kimura’s Hamiltonian H(9/2) in [13, p.40].
LetD be the effective divisor defined asD = 5·∞. We consider the connection d+Ω(∞) onOP1⊕OP1(3)
with
Ω(∞) =
(
0 − 1w5
c
(∞)
2 (w) d
(∞)
2 (w)
)
dw
where
(5.6)
c
(∞)
2 (w) := −
9
w4
− 9t1
w2
− 3t2
w
− 3K2 − 3K1w −
2∑
i=1
piw
2
1− qiw, and
d
(∞)
2 (w) :=
2∑
i=1
1
w(1− qiw) −
3
w
(see [5, Section 6]). The polar divisor is D + q1 + q2. Assume that w = 1/q1 and w = 1/q2 are
apparent singularities. Then we can determine K1 and K2 as rational functions whose variables are
t1, t2, q1, q2, p1, p2.
If we set
(5.7)
Φ∞ :=
(
1 0
0 −3
)
Ξ≤6∞ := id + idw +
(
1 0
0 1 + t12
)
w2 +
(
1 0
0 1 + t12 +
t2
6
)
w3 +
(
p
(4)
11 p
(4)
12
− 112 p(4)11 + t12 + t26 − t
2
1
8 +
K2
6
)
w4
+
(
p
(5)
11 p
(5)
12
p
(4)
12 − 112 + q16 + q26 p(5)11 + t12 + t26 − t
2
1
8 − t1t212 + K26 + K16
)
w5 +
(∗ ∗
∗ ∗
)
w6,
where we can substitute any complex numbers for p
(4)
11 , p
(4)
12 , p
(5)
11 , and p
(5)
12 , then we have
(5.8)
Ω˜∞ =
(
0 3
0 0
)
w5
+
(
0 0
3 0
)
w4
+
(
0 3t12
0 0
)
w3
+
(
0 t22
3t1
2 0
)
w2
+
(− 14 b3
t2
2 − 14 − 12
)
w
+
(
a1 b4
b3 a1
)
+O(w)2,
where Ω˜∞dw := (Φ∞Ξ≤6∞ )
−1Ω(∞)(Φ∞Ξ≤6∞ ) + (Φ∞Ξ
≤6
∞ )
−1d(Φ∞Ξ≤6∞ ). We have
a1 = 1 +
q1
2
+
q2
2
, b3 = −3t
2
1
8
+
K2
2
, and b4 = − t1t2
4
+
K1
2
.
After ramification w = ζ2 and the following transformation of Ω˜∞
Ω˜′ζdζ := M
−1
ζ (Ω˜∞dw)Mζ +M
−1
ζ dMζ , where Mζ =
(
1 1
ζ −ζ
)
,
we have an unramified irregular singular point with matrix connection
Ω˜′ζ =
(
6 0
0 −6
)
ζ8
+
(
3t1 0
0 −3t1
)
ζ4
+
(
t2 0
0 −t2
)
ζ2
+
(− 12 0
0 − 12
)
ζ
+
(
2b3 0
0 −2b3
)
+
(
2a1 0
0 2a1
)
ζ +
(
2b4 0
0 −2b4
)
ζ2 +O(ζ)3.
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We define Hamiltonians
H1 := [ the coefficient of the ζ
3-term of
∞∑
k=9
θk,∞
∫
ζk−9dζ ]
=
2b4
3
=
K1
3
− t1t2
6
and
H2 := [ the coefficient of the ζ-term of
∞∑
k=9
θk,∞
∫
ζk−9dζ ]
= 2b3 = K2 − 3t
2
1
4
.
Then the 2-form ωˆ′ defined in Theorem 4.7 is described as
(5.9)
ωˆ′ =
∑
i=1,2
dpi ∧ dqi + dH1 ∧ d(3t1) + dH2 ∧ d(t2)
= −
∑
i=1,2
dηi ∧ dqi − d(3H1) ∧ dt1 − dH2 ∧ dt2

= −
∑
i=1,2
dηi ∧ dqi − dK1 ∧ dt1 − dK2 ∧ dt2 − t1dt1 ∧ dt2
 ,
where ηi := −pi for i = 1, 2. By Theorem 4.4 and Theorem 4.7, the vector field determined by the
integrable deformations is described as
∂
∂ti
+
2∑
j=1
(
∂Ki
∂ηj
∂
∂qj
− ∂Ki
∂qj
∂
∂ηj
)
for i = 1, 2. This description is given in [13].
Remark 5.1. We may check that ωˆ = ωˆ′ by the calculation of the right hand side of (3.6) for (5.6),
(5.7), and (5.8). Then the 2-form (5.9) is the isomonodromy 2-form. In fact, we may check the equality
∂(3H1)
∂t2
− ∂H2
∂t1
−
∑
i=1,2
(
∂(3H1)
∂ηi
∂H2
∂qi
− ∂(3H1)
∂qi
∂H2
∂ηi
)
= 0
directly.
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