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Abstract
In this article, the definition on the control ability, and the relation between
the open-loop control ability and the closed-loop performance are studied sys-
tematically for the linear dynamical systems. Firstly, to define and compare
rationally the state control ability between the different controlled plants or
one controlled plant with the different system parameters, the normalization
of the input variables, the state variables, the system mdeols are discussed.
With the help of the normalization, the state control ability with the time
attribute can be difined under the unit input constraint (input amplitude
limited). And then, a theorem on the relations among the open-loop control
ability, the control strategy space (i.e., the solution space of the input vari-
ables for control problems), and the closed-loop performance with the time
attribute is purposed and proven. Based on that, the conclusion that it is
very necessary to optimize the control ability for the practical engineering
problems can be got. Finally, the simulation experiments show us the nor-
malizing the variables and system models, and comparing the contol ability
between the different controlled palnts.
Keywords: control ability, controllability region, closed-loop performance,
time-optimal control, discrete-time systems, state controllability
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1. Introduction
Putting forward the concept and criterion on the state controllability of
the dynamical systems in 1960’s by R. Kalman, et al, [10] initiated a new
era for control theory. As we known, the concept can reveal deeply the
possibility controlling the state variables by the input variables and impels
us to understand and control well the dynamical systems. Therefore, the
concept became one of the most important concept to support the 60 years
development of the control theory.
It is a pity that the controllability concept is only a qualitative concept
with two-value logic and the dynamical systems is distinguished as only two
classes of systems, controllable systems and uncontrollable systems, accord-
ing to the corresponding controllability criterion. The concept and criterion
could not tell us the control ability and control efficiency of the input vari-
ables to the state variables, and the quantitative concept and analysis method
on that are failed to establish. In fact, the quantitative concept and anal-
ysis method are very important for the control theory and engineering and
many engineering problems are dying to these concept and method for get-
ting the easier controller desgin process, the better controller, and the better
closed-loop performance index. For example, evaluating the control ability
and control efficiency of the controlled plants can help us to understand and
solve the following important control problems:
1) how to choose the controlled plants or equipments (e.g., choosing DC
or AC motor for designing in some electric drive system?), how to choose
the input variables(e.g., choosing power supply of main circuit or excitation
circuit as the input variable for desiging in some DC motor speed-controller),
and how to place the location of the actuators in larger mechanical system
(e, g., mechanical cantilever, bridge, solar panels, etc), for maximizing the
control ability of the open-loop systems.
2) how to design and optimize the structure and technical parameters
of the open-loop plants to get the more control ability and then to make
designing and implementing the closed-loop controller easily.
3) how to determine the leader, the sub-leaders, and the connections
between the nodes in the networked control systems and formation system
for maximizing the performance of these systems.
4) how to determine reasonably the expected target state or state trace,
the control horizon and the optimization horizon for these optimal control
problems, adaptive control problems, predictive control problems, and the
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receding-horizon control(RHC) problems, and then the control laws can be
got by solving these control problems.
To summarize above, defining, quantifying and optimizing the control
ability are with the very greater signification for the control theory and en-
gineering.
In this paper, the definition on the control ability is studied systemat-
ically. Firstly, to define and compare rationally the state control ability
of the input variables betweenthe different control plants or one controlled
plant with the different system parameters, the normalization of the input
variables, the state variables, and the system models are discussed. With the
help of the normalization, the time-attribute control ability with the unit
input variables can be defined. And then, a theorem on the relations among
the open-loop control ability, the control strategy space (i.e., the solution
space of the input variables for control problems), and the closed-loop time
performance is purposed and proven. Based on that, the conclusion that it is
necessary to optimize the control ability for the practical engineering prob-
lems can be got. Finally, the simulation experiments show us the normalizing
the variables and system models, and comparing the time-attribute contol
ability between the different controlled palnts.
2. Normalization and Constraints for the Variables and System
Models
In this paper, the linear discrete-time (LDT) systems is as a sample for
studying the definition and the analysis method on the state control ability,
and the obtained results can be generalized conveniently to other classes
of dynamical systems. In general, the LDT Systems can be formulated as
follows:
xk+1 = Axk +Buk, xk ∈ Rn, uk ∈ Rr, (1)
where xk and uk are the state variables and input variables, respectively, and
matrices A ∈ Rn×n and B ∈ Rn×r are the state matrix and input matrix,
respectively, in the system models [9], [3]. To investigate the controllability
of the linear dynamic systems (1), the controllability matrix and the control-
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lability Grammian matrix can be defined as follows
PN =
[
B,AB, . . . , AN−1B
]
(2)
GN =
N−1∑
i=0
AiB
(
AiB
)T
(3)
where N ≥ n. That the rank of the matrix PN and GN is n, that is, the
dimension of the state space the systems (1), is the well-known sufficient and
necessary criterions on the state controllability for the LDT systems.
In papers [15], [5], [13], and [8], the determinant value det (GN) and
the minimum eigenvalue λmin (GN) of the controllability Grammian matrix
GN can be used to quantify the control ability of the input variables to
the state space, and then be chosen as the objective function for optimizing
and promoting the control ability of the linear dynamical systems. Due to
lack of the analytical computing of the determinant det (GN) and eigenvalue
λmin (GN), these optimizing problems for the control ability are solved very
difficulty, and few achievements about that were made. Out of the need
of the practical control engineering, quantifying and optimizing the control
ability are key problems in control theory and engineering fields.
To study rationally the control ability of the input variables to the state
variables in different dynamical systems, it is necessary to normalize the
input variables, the state variables, and the system models. Based on the
normalization, the control ability can defined and discussed in detail.
2.1. Normalization of the Variables and System Models
In different practical controlled plants, the physical dimensions, scales,
value ranges of the input variables and state variables are different. Compar-
ing rationally the control ability of these different practical plants, or these
different input variables, firstly, the input variables, the state variables, and
then the system models must be normalized according to the practical control
problems. For example, to compare the control ability between the two differ-
ent input variables in one controlled plant or two different controlled plants,
the physical dimensions, scales, value ranges are necessary to be adjusted as
a proper compatible values with some rationalness. Similarly, to compare
the controlled ability between the two different state variables, the dimen-
sions, scales, ranges are also necessary to be adjusted as a proper compatible
values. Next, two examples are discussed for showing these adjustment and
normalization.
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1) If only one input variable can be used to be designed the speed con-
troller of a practical DC motor, which voltage variable, the power supply
of the main circuit or excitation circuit, is chosen as that for maximizing
control ability? The value ranges of these voltage variables and the ratios
between the voltage variables and the speed variables of the motor must be
adjusted to be with uniformity. Based on this, comparing with the different
input variables is with rationalness and signification.
For example, if the rated values of the main circuit input variable um(k)
and excitation circuit input variable ue(k) are respectively u
∗
m and u
∗
e, that
is, the input variables are respectively in the rated interval [−u∗m, u∗m] and
[−u∗e, u∗e], to compare rational the control ability of the input variables, the
input variables of the system models for the two cases should be normalized
respectively as
uk = um(k)/u
∗
m and uk = ue(k)/u
∗
e (4)
where uk is the normalized input variable which the define domain is [−1, 1].
If the system models with the two input variables are respectively Σ (Am, Bm)
and Σ (Ae, Be), the normalized system models are respectively as
Σ (Am, u
∗
mBm) and Σ (Ae, u
∗
eBe) (5)
2) Which motor, DC motor with the excitation controller or AC motor with
the variable frequency controller, can be determined to be used to the some
electric speed control system for maximizing control ability? The value
ranges of the input variables and the state variables, the ratios between
the input variables and the speed variable, and the power of the electric en-
ergy of the two motors, must be adjusted to be with uniformity. Based on
this, comparing with the different controlled plants is with rationalness and
signification.
For example, let the rated values of the inputs ud(k) and ua(k), the main
circuit currents id(k) and ia(k), the speed outputs yd(k) and ya(k), and the
accelerations y˙d(k) and y˙a(k) of the two motors are respectively as
(u∗d, i
∗
d, y
∗
d, y˙
∗
d) and (u
∗
a, i
∗
a, y
∗
a, y˙
∗
a)
For comparing the control ability of the two motors when the all variables
in there speed rated intervals, the input and output variables should be
normalized as {
(ud(k)/u
∗
d, id(k)/i
∗
d, yd(k)/y
∗
d, y˙d(k)/y˙
∗
d)
(ua(k)/u
∗
a, ia(k)/i
∗
a, ya(k)/y
∗
a, y˙a(k)/y˙
∗
d)
(6)
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And then, the all input and output variables are in the define domain [−1, 1]
and the system models Σ (Ad, Bd) and Σ (Aa, Ba) with the state variable
vectors [id, yd, y˙d] and [ia, ya, y˙a] and are transformed respectively as
Σ
(
P−1d AdPd, u
∗
dP
−1
d Bd
)
and Σ
(
P−1a AaPa, u
∗
aP
−1
a Ba
)
(7)
where the normalization matrices Pd and Pa for the state variables are re-
spectively as
Pd = diag {i∗d, y∗d, y˙∗d} and Pa = diag {i∗a, y∗a, y˙∗a} (8)
For comparing the control ability of the two motors which the all output
variables are in the same expecting interval as follows
[−is, is], [−ys, ys], [−y˙s, y˙s],
the input and output variables should be normalized as{
(ud(k)/u
∗
d, id(k)/is, yd(k)/ys, y˙d(k)/y˙s)
(ua(k)/u
∗
a, ia(k)/is, ya(k)/ys, y˙a(k)/y˙s)
(9)
And then, the system models are transformed respectively as
Σ
(
P−1s AdPs, u
∗
dP
−1
s Bd
)
and Σ
(
P−1s AaPs, u
∗
aP
−1
s Ba
)
(10)
where the normalization matrices Ps is as
Ps = diag {i∗s, y∗s , y˙∗s} (11)
After the normalization of the system models as above, analyzing, com-
paring and optimizing the control ability between the different dynamical
systems are with rationality. The above normliztion methods are also ap-
plied to other controlled plants.
2.2. Constraints of the amplitude, fule and Energy of the Input Variables
The so-called state control ability is indeed the ability controlling the
state variables by the input variables. The basis for comparison is the nor-
malization and constraint conditions of the input variables. In fact, the input
variables of the most practical controlled plants are bounded, with some con-
straints, or some with saturation element [1], [6], [7]. For example, the power
supply voltage variables as the input variables for the DC or AC motor are
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bounded, and the total fuel or energy wasted in the rockets is with some
constraints. Therefore, based on these bounded values and constraints, the
input variables can be normalized.
In control theory and engineering field, the most common bounded and
constraint cases of the input variable vector uk can be summarized as the
two following cases
Ua,p =
uk : ‖uk‖p =
(
r∑
i=0
|uk,i|p
)1/p
≤ U
 (12)
Ut,p =
UN : ‖UN‖p =
(
N−1∑
k=0
‖uk‖pp
)1/p
≤ U
 (13)
where r and uk,i are the input variable numbers and the i-th input variable
of the multi-input systems, respectively; UN =
[
uT0 , u
T
1 , . . . , u
T
N−1
]T
. The
constraints with p = 1, 2, 3 are respectively the amplitude, fuel, and energy
bounded. The condition (12) is for bounding the input variables in the all
sampling times, and the condition (13) is for constraining the total waste of
the input in a control period [1, N ]. In fact, for the single-input systems, the
constraints (12) are a same constraint as
|uk| ≤ U, ∀k ≥ 0 (14)
In practical control engineering problems, the most common constrints
are as follows
‖uk‖∞ ≤ U, ∀k ≥ 0 (15)
‖UN‖1 ≤ U (16)
‖UN‖2 ≤ U (17)
These 3 constraints are bounded on the amplitude, total fuel, and total energy
of the input variables, respectively. For comparing conveniently the control
ability, the bounded value U is chosen as 1, and then these 3 constraints can
be called as the unit input constraint, unit total fuel constraint, and unit
total energy constraint.
3. The Definitions of the Controllability Region
Similar to the definition of the state controllability region for the input-
saturated linear systems in papers [1], [6], [7], the state controllability regions
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of the LDT Systems with the input constraints are defined as follows
Rc∗(N) =
{
x : x = −
N−1∑
k=0
A−k−1Buk, ∀uk ∈ U∗
}
=
{
A−1x : x =
N−1∑
k=0
A−kBzk, ∀zk ∈ U∗
}
(18)
Rd∗(N) =
{
x : x =
N−1∑
k=0
AN−k−1Buk, ∀uk ∈ U∗
}
=
{
x : x =
N−1∑
k=0
AkBzk, ∀zk ∈ U∗
}
(19)
where * indicate the case of the input constraints in Eqs. (12) and (13),
Rc∗(N) and R
d
∗(N) are the narrow controllability regions ( a.k.a. ”recover
region”) and the reachability region, respectively. By Eqs. (18) and (19), we
can see, the narrow controllability regions and the reachability region can be
transformed each other as follows
Rc∗|A = A−1 ∗ Rd∗
∣∣
A−1 (20)
Therefore, the broad controllability region, include the narrow controllability
regions and the reachability region, can be defined as follows
R∗(N) =
{
x : x =
N−1∑
k=0
AkBzk, ∀zk ∈ U∗
}
(21)
In fact, the reahability regionRd∗(N) is identical with the broad controllability
region R∗(N), and the narrow controllability region Rc∗(N) can be got by
transformed of R∗(N). Next, the control ability for the broad controllability
region R∗(N) is discused and the obtained results can be generalized to the
regions Rc∗(N) and R
d
∗(N).
For the 3 most common constraints in Eqs. (15), (16), and (17), the
controllability regions, i.e., Ra,∞(N), Rt,1(N), and Rt,2(N), are the biggest
range of the controllable state with the unit input constraint, unit total fuel
constraint, and unit total energy constraint, respectively.
The state controllability region R∗(N) are as a convex geometry in n-
dimensional (abbreviation: n-D) space. Region Ra,∞(N) is a parallel poly-
hedron and can be regarded as a special zonotope [6], [7], [17], region Rt,2(N)
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is a ellipsoid (i.e., so called ”controllability ellipsoid” ) [4], [11], [14], [12], [2],
but the region Rt,1(N) is a rhomboid. In the following sections, the control-
lability region Ra,∞(N) with the unit input variable constraint Ua,∞ and the
corresponding control ability are defined and analyzed, and other cases, the
controllability regions Rt,2(N) and Rt,1(N), will be studied in another paper.
4. Control Ability under the Unit Input Constraint
4.1. The properties of the controllability Region Ra,∞(N)
As stated in papers [6], [7], [17], the state controllability region Ra,∞(N)
(Short as R(N) )under the unit input constraint is a convex geometry, can
be regard as a parallel polyhedron or a special zonotope. In fact, the region
R(N) is surrounded by a series of vertices, edges, 2-dimensinal faces, 3-D
feces, . . . . All vertices, edges, i-D faces (i = 2, n− 1) construct the boundary
of the region R(N).
Some properties about the vertices, shape and size of the region can be
summarized as follows [6], [7], [17].
Property 1. The all vertice of the controllability region R(N) can be com-
puted as follows
Ver (R(N)) =
{
x
∣∣∣∣∣x =
N−1∑
i=0
sgn
(
dTAiB
)
AiB, ∀d ∈ Rn
}
(22)
Based the vertice produced by Eq. (22), all edges and i-dimensinal faces
(i = 2, n− 1) can be produced recurssively.
Property 2. If the LDT Systems (1) is controllable, when N ≥ n the con-
trollability region R(N) is a n-D geometry, and then for any N1 < N2, we
have
R(N1) ⊂ R(N2) and ∂R(N1) ∩ ∂R(N2) = φ (23)
that is, the geometry R is strictly monotonic expansion, where ∂R is the
boundary of the geometry R.
If the systems is not controllable, when N ≥ n the region R(N) is a nc-D
geometry, and then for any N1 < N2, we have
R(N1) ⊆ R(N2) and ∂R(N1) ∩ ∂R(N2) 6= φ (24)
that is, the geometry R is monotonic expansion, where nc is the controllability
index, that is, nc = rankPN .
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Fig. 1 shows the 2-D narrow controllability region Rc(N) generated by
the matrix pair (A,B) as follows
A =
[
1.1616 −0.5051
−0.0505 1.6162
]
, b =
[
1.8182
−0.8182
]
Figure 1: The 2-D zonotopes Rc(N) when N ∈ {2, 6}
Because that the matrix pair (A,B) is controllable, the controllability
region Rc(N) in Fig. 1 is strictly monotonic expansion with the increase of
the sampling step N .
In the next discussion, the systems are assumed always as a controllable
systems and the geometry R is a n-D zonotope.
4.2. The Definition of the Control Ability
As we know, the bigger of the controllability region R is, the more the
controllable states in the state space are, and then, can we say that the
control ability of the dynamical systems is the stronger or not. In the next
subsection, it will proven that for the control problem stabilizing a given
initial state to the origin of the state space (or making the initial state at the
origin to reach the given state ), the bigger of the controllability region, the
bigger the solution space of the input variables is, and then the better the
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some closed-loop control performance is. Thus, the size of the controllability
region R is used to define and describe the control ability.
Next, two equivalent definitions on the stronger control ability between
the two differential controlled plants, or of one controlled plants with two
sets of systems parameters are purposed as follows.
Definition 1. For the controllability regions R(1)(N) and R(2)(N) of the two
given LDT Systems Σ1 and Σ2, if the given x0 ∈ ∂R(1)(N1) ∩ ∂R(2)(N2) and
N1 < N2, the time-attribute control ability of the systems Σ1 at state x0 is
stronger than the systems Σ2. If for any N > 0, the time-attribute control
ability of the systems Σ1 at all state in ∂R
(1)(N)∩ ∂R(2)(N) is stronger than
the systems Σ1, the control ability of the systems Σ1 is stronger than the
systems Σ2.
Definition 2. For any N > 0, if the two controllability regions R(1)(N) and
R(2)(N) of the LDT Systems Σ1 and Σ2 satisfy
R(1)(N) ⊃ R(2)(N) and ∂R(1)(N) ∩ ∂R(2)(N) = φ, (25)
the time-attribute control ability of the systems Σ1 is stronger than the sys-
tems Σ2. if R
(1)(N) and R(2)(N) for any N satisfy
R(1)(N) ⊇ R(2)(N) and ∂R(1)(N) ∩ ∂R(2)(N) 6= φ, (26)
the time-attribute control ability of the systems Σ1 is not weaker than the
systems Σ2.
According to the above definitions, the bigger the size the controllability
region R(N) is, and the stronger the time-attribute control ability of the
LDT systems is. Therefore, based on the computing and analyzing the size
and shape of the geometrys R(N), the time-attribute control ability of the
dynamical systems can be compared for many control engineering problems
as stated above. Except for the time-attribute control ability, based on other
input constraints, the energe-attribute and fuel-attribute control ability can
be defined and analyzed, and the related works will be carried out in another
papers.
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5. Theorem on Relation between the Open-loop Control Ability
and the Closed-loop Performances
In this section the control ability for the unit input constraint is discussed
in detail and the results can be generalized convenient to the other constraints
of the input variables. Before the discussion, a time-optimal property for the
boundary of the controllabilty region is stated as follows [6], [7].
Property 3. If the LDT Systems (1) is controllable (or reachable) and the
given state x0 satisfy
x0 ∈ R(N) \R(N − 1) (27)
the time waste of the time-optimal control problem for stabilizing the state
x0 to the origin of the state space (or making the state at the origin to reach
the given state x0 ) under the input amplitude constraint, is N , that is, the
fewest control sampling number is N .
Based on the definition of the time-attribute control ability and above
properties, a theorem on the relations among the open-loop control ability,
the solution space of the input variables, and the closed-loop performances
are purposed and proven as follows.
Theorem 1. It is assumed that two LDT Systems Σ1 and Σ2 are control-
lable (or reachable), and their controllability regions are R(1)(N) and R(2)(N)
respectively. If we have
R(1)(i) ⊆ R(2)(i), ∀i ≤ N, (28)
for the control problem stabilizing the state x0
(
x0 ∈ R(1)(N) ∩R(2)(N)
)
to
the origin of the state space (or making the state at the origin to reach the
given state x0 ), the following conclusions hold under the input amplitude
constraint.
1) The time waste of the time-optimal control for the system Σ2 is not
more than that of Σ1, that is, there exist some control strategies with the less
control time and the faster response speed for the system Σ2.
2) There exist more control strategies for the system Σ2, that is, the bigger
the controllability region is, the bigger the solution space of the input variables
for the control problems, and then the easier designing and implementing the
controller are.
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Proof of Theorem 1 Next, the proof will be discussed only for the
stabilizing control problem, and the obtained result holds for the reaching
control problem.
First, according to the definition of the controllability region, for the state
controllable systems Σ1 and Σ2, we have,
R(j)(i) ⊂ R(j)(i), j = 1, 2; i = 1, 2, . . . , N − 1 (29)
So, by Eq. (28) and Eq. (29), we know, for any state x0 ∈ R(1)(N) \R(1)(1),
there must exist two finite positive number k1 and k2(k2 ≤ k1 ≤ N) satisfied
x0 ∈
{
R(1) (k1) \R(1) (k1 − 1)
} ∩R(2) (k2) (30)
R(1) (k1) ⊆ R(2) (k2) (31)
Therefore, for controlling the system state variables from the given x0
to the origin, the fewest sampling steps must be k1 for the system Σ1, but
must be less than or equal to k2 for the system Σ2. So, for the any state
x0 ∈ R(1)(N)\R(1)(1), for k2 ≤ k1, the time waste of the time-optimal control
for the system Σ2 is not more than that of the system Σ1.
In addition, for any state x0 ∈ R(1)(1), the fewest control times (sampling
steps) are 1 for both of the two systems, that is, the time waste of the time-
optimal control for the system Σ2 is not more than that of the system Σ1.
In summary, for any state x0 ∈ R(1)(N) ∩ R(2)(N), the conclusion 1) in
Theorem 1 holds.
(2) Denoting the input sequence and its solution space for controlling
the given state x0 to the origin for systems Σi as u
(i)
0,N−1(x0) and U
(i)
N (x0),
respectively. Without loss of the generality, it is assumed that r = 1, that
is, the systems are single-input systems. So, by Eq. (28) and Eq. (29), we
know, for any state x0 ∈ R(1)(N), there must exist two finite positive number
k1 and k2(k2 < k1 ≤ N) satisfied one of the following conditions
(a1) x0 ∈ ∂R(1) (k) ∩ ∂R(2) (k) , k = 1, k1 (32)
(a2) x0 ∈ ∂R(1) (k) ∩ R˜(2) (k) , k = 1, k1 (33)
(a3) x0 ∈ R˜(1) (k) ∩ R˜(2) (k) , k = 1, k1 (34)
(b1) x0 ∈ ∂R(1) (k1) ∩ ∂R(2) (k2) (35)
(b2) x0 ∈ ∂R(1) (k1) ∩ R˜(2) (k2) (36)
(b3) x0 ∈ R˜(1) (k1) ∩ R˜(2) (k2) (37)
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where R˜(k) = (R(k) \ ∂R(k)) \ R(k − 1). For controlling the state x0 to
the origin, the input sequence u
(i)
0,N−1(x0) must satisfies the following state
eauation.
x0 =
[
A−1B,A−2B, . . . , A−NB
]× u(i)0,N−1(x0) (38)
Then, corresponding to the above 4 conditions, the dismension of the solution
space U
(i)
N (x0) of the Eq. (38) are as follows
(a1) dimU
(1)
N (x0) = dimU
(2)
N (x0) = N − k, k = 1, k1 (39)
(a2) dimU
(1)
N (x0) = N − k < N − k + 1 = dimU (2)N (x0), k = 1, k1 (40)
(a3) dimU
(1)
N (x0) = dimU
(2)
N (x0) = N − k + 1, k = 1, k1 (41)
(b1) dimU
(1)
N (x0) = N − k1 < N − k2 = dimU (2)N (x0) (42)
(b2) dimU
(1)
N (x0) = N − k1 < N − k2 + 1 = dimU (2)N (x0) (43)
(b3) dimU
(1)
N (x0) = N − k1 + 1 < N − k2 + 1 = dimU (2)N (x0) (44)
Furthermore, if we have
R(1)(i) ⊂ R(2)(i), ∀i ≤ N, (45)
then the given state x0 and the corrsponding solution space U
(i)
N (x0) are
satisfied only cases a2), a3), b2), and b3) in above 6 cases. Hence, whether
the two controllability regions satisfy Eq. (28) or (45), we have
dimU
(1)
N (x0) ≤ dimU (2)N (x0) (46)
So, considered that the higher the space dimension is and the more the
number of the states in the state space is, for any state x0 ∈ R(2)(N), the
solution space of the system Σ2 is larger than that of the system Σ1, and
then the systems Σ2 for controlling the state to x0 to the origin will be with
more control strategies than the system Σ1 . 
By Theorem 1 , we have the following discussions:
(1) Not only the time waste can be reduced by promoting the control
ability, but also other closed-loop performance related the control time waste
can be improved.
(2) In fact, that the solution space of the input variables for the control
problems is bigger implies that the control strategies in the solution space
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are with better robustness, and then the closed-loop control systems is also
with better robustness.
Therefore, optimizing the open-loop control ability are with very greater
signification for these practical control engineering problems and it’s very
necessary to optimize the control ability. To optimize the control ability,
it is necessary to establish the quantify analysis and computing method for
the control ability. Paper [17] prove an analytical computing equation for
the volume of the controllability region and deconstruct the volume equation
to construct some analytical factors about the shape of the controllability
region. Based on these analytical expressions of the volume and shape factors,
the optimizing and promoting methods for the control ability can be set up
conveniently.
The analytic expressions of the volume and shape factors of the control-
lability region, which can be regard as a special zonotope generated by the
matrix pair, is got in paper [17] and [16] . Based on the analytic computation
of the volume and shape factors, comparing the size of the controllability re-
gions of LDT systems is become possible, and then by Theorem 1, we can
compare the control ability between the difference LDT systems. Furthmore,
according the control ability computing, we can choose the controlled plant
for constructing engineering equipment systems, determine the input vari-
ables for the feedback control systems, place the location of the actuator for
the lager mechanical systems, etc.
6. Numerical Experiments
Example 1. Considered the following LDT models Σd (Ad, Bd) and Σa (Aa, Ba)
for DC motor with the excitation controller and AC motor with the variable
frequency controller, respectively
xd(k + 1) =
 0 1 00 0 1
0.69527 −2.3565 2.660
xd(k) +
 00
8.74
ud(k)
xa(k + 1) =
 0 1 00 0 1
0.65711 −2.2691 2.610
xa(k) +
 00
19.17
ua(k)
where the input variable ud and ua are the input voltages, and the state vari-
able xd and xa are consist of the main circuit current, the speed and acceler-
ation of two motors, respectively. The rated values of the input variable and
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state variables are respectively as
(u∗d, i
∗
d, y
∗
d, y˙
∗
d) = (24V, 30A, 200rad/s, 30rad/s
2)
(u∗a, i
∗
a, y
∗
a, y˙
∗
a) = (12V, 30A, 230rad/s, 35rad/s
2)
, these state variables are expected in operation intervals with the upper
bounds {30A, 180rad/s, 30rad/s2 }.
The problem here is which motor is with the stronger control ability in
the rater interval and expecting interval, respectively.
The computing and analyzing process are introducted as follows.
(1) By Eqs. (6) and (7), for comparing the control ability of the two
motors in its variable rated intervals, the system models Σ (Ad, Bd) and
Σ (Aa, Ba) are transformed respectively as
(Ad, bd) =
 0 6.6667 00 0 0.1500
0.6953 −15.7100 2.6600
 ,
 00
6.9920

(Aa, ba) =
 0 7.6667 00 0 0.1522
0.5632 −14.9112 2.6100
 ,
 00
6.5726

The computing results for the volumes, the shape factors {f1, f1,1,2, f1,1,3, f1,2,3},
and the side lengths {f2,1,2, f2,1,3, f2,2,3} of the circumscribed hypercube (or
circumscribed rhomboid) of the controllability regions [16] are shown in Ta-
ble 1, and Fig. 2 illustrate the 3-D controllability regions by the 3 2-D
projection drawing in x1 − x2, x1 − x3, and x2 − x3 planes. By the figures,
we can see, the controllability region of the AC motor is more flatted than
that of the DC motor, and accordingly its shape factor f1 is less than the
DC motor.
By paper [16], the size of the controllability regions are depend on its
volume and shape described by the shape factors and the side lengths. When
the side lengths are approximated, that is, the circumscribed rhomboids of
the controllability regions are approximated, the greater the value of the
factor f1 is, the bigger the volume of the region is, and then the bigger the
region is. When the value of the factor f1 are approximated, the greater the
side lengths are, and then the bigger the region is. By Table 1 and Fig. 2,
the controllability region of the DC motor is bigger than the AC motor in
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the rated intervals, and then, based on Definitions 1 and 2, the controll
ability of the DC motor in the rated intervals is stronger than the AC motor.
Therefore, by Theorem 1 , the excitation controller for the DC motor is with
the bigger parameter space designing the controller or the control law, and
then the controller with the better closed-loop time-attribute performance
index and robustness can be gotten than the variable frequency controller
for the AC motor.
(a) DC motor in the rated intervals with the 2-D shape factors {0.1920, 0.4134,
0.2405 }
(b) AC motor in the rated intervals with the 2-D shape factors {0.1474, 0.3262,
0.1878 }
Figure 2: The 3-D controllability region with the 2-D shape factors {f1,1,2, f1,1,3, f1,2,3}
illustrated by 3 2-D projection drawing
(2) By Eqs. (9) and (10), for comparing the control ability of the two
motors in the expecting intervals for these state variables, the system models
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Table 1: Numerical results for the reachable regions
rated interval expectivng interval
factors DC AC DC AC
volume 3.5038e7 1.4307e7 3.8931e7 2.1328e7
f1 0.0191 0.0090 0.0191 0.0090
f1,1,2 0.1920 0.1474 0.1920 0.1474
f1,1,3 0.4134 0.3262 0.4134 0.3262
f1,2,3 0.2405 0.1878 0.2405 0.1878
f2,1 1.2330e4 1.6035e4 1.2345e4 1.6801e4
f2,2 4.0026e4 4.4408e4 4.0077e4 4.6827e4
f2,3 3.5779e4 3.3471e4 3.5825e4 3.5511e4
Σ (Ad, Bd) and Σ (Aa, Ba) are transformed respectively as
(Ad, bd) =
 0 6.0000 00 0 0.1667
0.6953 −14.1390 2.6600
 ,
 00
6.9920

(Aa, ba) =
 0 6.0000 00 0 0.1667
0.6571 −13.6146 2.6100
 ,
 00
7.6680

The computing results are shown in Table 1, and the 3-D controllability
regions are illustrated by the 3 2-D projection drawing in Fig. 3. By the
figures, we can see, the controllability region of the AC motor is more flatted
than that of the DC motor, and accordingly its shape factor f1 is less than
the DC motor.
From Table 1 and Fig. 3, we can see, the controllability region of the
DC motor is bigger than the AC motor in the expecting variable intervals,
and then, based on Definitions 1 and 2, the controll ability of the DC
motor in the rated intervals is stronger than the AC motor. Therefor, by
Theorem 1 , the better controller for the DC motor can be designed than
the AC motor.
7. Conclusions
In this article, the definition on the time-attribute control ability, and
the relation between the open-loop control ability and the closed-loop per-
formance are studied systematically. Firstly, to define and compare the state
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(a) DC motor in the expecting interval
(b) AC motor in the expecting interval
Figure 3: The 3-D controllability region illustrated by 3 2-D projection drawing
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control ability, the normalization of the input variables and state variables in
the different control plants or one controlled plant with the different system
parameters are discussed. With the help of the normalization, the time-
attribute control ability with the unit input constraint (input amplitude lim-
ited) can be defined. Finally, a theorem on the relations among the open-loop
control ability, the control strategy space (i.e., the solution space of the input
variables for control problems), and the closed-loop time performance is pur-
posed and proven. Therefore, it is necessary to optimize the control ability
for the practical engineering problems. Based on the results in paper [17],
the optimizing and promoting methods for the control ability can be set up
conveniently, and then the controller with the greater designing parameter
space and then the better closed-loop peroformance index and robustens can
be got.
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