Using a formulation of quantum mechanics based on orthogonal polynomials in the energy and physical parameters, we study quantum systems totally confined in space and associated with the discrete Meixner polynomials. We present several examples of such systems, derive their corresponding potential functions, and plot some of their bound states.
Introduction
Recently, we introduced a formulation of quantum mechanics based not on potential functions but rather on orthogonal polynomials in the energy and physical parameters [1] [2] [3] [4] [5] . All physical properties of the system, like the bound states energy spectrum, scattering phase shift, density of states, etc., are obtained from the properties of these polynomials (e.g., their zeros, recursion relation, weight function, asymptotics, etc.). Nonetheless, to establish correspondence with the conventional formulation, we derive in this work the associated potential functions for systems confined in configuration space and plot some of their bound state wavefunctions. To accomplish that, we use one of several techniques that take as input the matrix elements of the potential and the basis set in which they were calculated then construct the potential function for a given set of physical parameters [6] .
A quantum system that is totally confined in space will have a purely discrete energy spectrum. The k th bound state wavefunction for such system in this alternative formulation is written as follows [5] 
where 0,1,2,... 
2 where ( ) k   is the positive definite discrete weight function. Moreover,   ( ) n x  is a complete set of square integrable basis functions in configuration space. Due to the orthogonality (2), Favard theorem [7] guarantees that these polynomials satisfy a threeterm recursion relation whose symmetric version reads as follows 
Comparing these two matrix eigenvalue equations, we conclude that   0 ( ) n n P k    are common eigenvectors for the matrices  and H with the corresponding eigenvalues k z and k E . Consequently, these two matrices are related by a combination of similarity transformation and arbitrary scaling. That is, we can write
where  is the similarity transformation matrix independent of k and ( ) k  is an arbitrary entire function. In this work, we take  to be the identity matrix and assume that the Hamiltonian is energy independent (i.e., k independent). This makes H c   and Well, T is usually a well-known differential operator in configuration space that depends only on the number of dimensions but is independent of the type of interaction potential.
3
For example, in one dimension with coordinate x, 
. Additionally, these polynomials satisfy the following symmetric three-term recursion relation (see, for example, Eq. (A10) in Appendix A of [5] , which is equivalent to Eq. (9.10.3) in [8] )
Comparing this to Eq. (3), we obtain
Consequently, the discrete energy spectrum becomes
and we obtain the Hamiltonian matrix as the following symmetric tridiagonal matrix
In the following section, we choose four basis sets in configuration space, calculate the kinetic energy matrix T and then obtain the potential matrix as V H T   . The technique described in the Appendix will be used to obtain the potential function for a given set of physical parameters c,  and . Moreover, we plot few of the lowest energy bound states. Using this and , m n H as given by Eq. (12) above, we calculate the matrix elements of the potential in the basis as ,
Examples of confined systems
. Finally, we plot the potential function for a given set of physical parameters using the procedure outlined in the Appendix. Additionally, we plot few of the lowest energy bound states using the series (1) . Numerically, the number of terms in the series needed to produce stable plots with the desired accuracy is finite but increases with the energy level.
In the examples below this number is within the range 20-40 for the lowest four bound states.
The case
This is a one-dimensional potential box problem. The basis set is orthonormal (i.e., , m n mn
Adopting the atomic units
, the action of the kinetic energy operator on the basis elements becomes
Choosing the energy parameter as
, we obtain the energy spectrum formula
Moreover, the potential matrix is now easily obtain as V H T   . Employing the procedure given in the Appendix, we obtain the potential function shown in Figure 1a for a given choice of physical parameters   , , a   . We superimposed the lowest energy levels on the same plot. In Figure 1b , we show few of the lowest bound states wave functions calculated as shown in the series of Eq. (1). We needed only the first 20 terms to obtain excellent graphs for the shown bound states. 
with 1 2    and the normalization constant is
This case is also a one-dimensional potential box but with a configuration that differs from the previous one. Using the orthogonality of these ultra-spherical polynomials, 
Consequently, the matrix elements of the kinetic energy operator in this basis becomes
where we have defined the integral
Therefore, if we write the potential function as
with the basis parameter  chosen such that     Figure 2a where we also superimpose the lowest levels of the energy spectrum
In Figure 2b , we plot few of the lowest bound states wavefunctions as given by the series in Eq. (1) where we needed only the first 20 terms.
2.3
The case 2 
where y x   and 
where we have defined the integral Therefore, if we write the potential function as Figure 3a where we also superimposed the lowest levels of the energy spectrum
In Figure 3b , we plot few of the lowest bound states wavefunctions as given by the series of Eq. (1) where we needed only the first 30 terms. 
The case
where y x   . Setting the basis parameter 2( 1)     and using the differential equation together with differential property of the Laguerre polynomials,
we obtain the following 
Using generalized Laguerre integrals derived in [9] , we obtain the following matrix elements of the kinetic energy operator in this basis     written in terms of orthogonal polynomials in the energy and physical parameters and a suitably chosen basis. All physical properties of the system are derived from those of the polynomials.
To establish correspondence with the conventional formulation, we employed a procedure that gives the potential function using its matrix representation in the chosen basis, which is easily obtained in this new formulation. We illustrated the procedure by giving several examples in 1D as well as one example in 3D. In addition to giving a graphical representation of the potential function, we also plotted few wavefunctions of the lowest energy bound states.
Appendix: Evaluating the potential function
Let   Specifically, we mean that ,
In this Appendix, we present one of four methods developed in section 3 of Ref. [6] to calculate the potential function using its matrix elements in the given basis set. If we write
On the other hand, the completeness of the basis, 
These two equations give
Therefore, we need the information in only one column of the potential matrix (or one row, since ,
) and the basis set to determine V(x). In particular, if we choose n = 0, we obtain
(A4)
Note that our choice of basis in this work as an orthonormal set makes it self-conjugate. That is, ( ) ( ) n n x x    . Fig. 1a : The potential function for the 1D system described in subsection 2. Fig. 1b : The wavefunctions of the lowest energy bound states for the system whose potential function is shown in Fig. 1a with the same physical parameters. The state at level (0,1, 2,3) k  corresponds to the (solid, dashed, dashed-dotted, and dotted) curve, respectively. 
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Fig. 2b:
The wavefunctions of the lowest energy bound states for the system whose potential function is shown in Fig. 2a with the same physical parameters. The state at level (0,1, 2,3) k  corresponds to the (solid, dashed, dashed-dotted, and dotted) curve, respectively. 
Fig. 3b:
The wavefunctions of the lowest energy bound states for the system whose potential function is shown in Fig. 3a with the same physical parameters. The state at level (0,1, 2,3) k  corresponds to the (solid, dashed, dashed-dotted, and dotted) curve, respectively. 
