In this article, the third of three, we analyse how the Weyl quantisation for compact Lie groups presented in the second article of this series fits with the projective-phase space structure of loop quantum gravity-type models. Thus, the proposed Weyl quantisation may serve as the main mathematical tool to implement the program of space adiabatic perturbation theory in such models. As we already argued in our first article, space adiabatic perturbation theory offers an ideal framework to overcome the obstacles that hinder the direct implementation of the conventional Born-Oppenheimer approach in the canonical formulation of loop quantum gravity.
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I. INTRODUCTION
In our previous articles in this series 1,2 , we pointed out the need for a Weyl quantisation for models of loop quantum gravity-type to realise the (time-dependent) Born-Oppenheimer approximation for multi-scale quantum dynamical systems along the lines of space adiabatic perturbation theory 3 . In the second article of this series, we introduced a Weyl quantisation for compact Lie groups and developed the basis for an associated calculus of Paley-Wiener-Schwartz symbols, which allowed us to tackle the "problem of non-commutative fast-slow coupling" (originally pointed out in the context of loop quantum gravity 4 ). But, if we intend to use the Born-Oppenheimer approach to extract a continuum limes in the slow (gravitational) sector (cf. 1, 4 ), there is a second obstacle. The latter can be addressed in terms of compatibility conditions of the Weyl quantisation with the projective limit structures involved in the construction of the models à la loop quantum gravity. We expect, that such compatibility conditions, in addition to a selection of admissible observables, play a major role in the possible extraction of quantum field theory on curved spacetimes from loop quantum gravity (with matter). This said, it is the primary objective of the present article to investigate the possibility of formulating a Weyl quantisation suitable for loop quantum gravity-type models. Before we come to the main part of the article, let us briefly outline its structure and content: The main section II is devoted to applications of the (abstract) methods introduced in the previous article 2 . In the first subsection II A, we apply the global and local Weyl quantisations for compact Lie groups to the basic building blocks of loop quantum gravity-type models, T * G, G a compact Lie group. Moreover, we show how and to what extent compatibility with the projective limit, Γ = lim ← −l∈L Γ l , Γ l ∼ = T * G n l (cf. 5 ), of finite dimensional truncations of the gravitational phase space, Γ = |Λ| 1 T * A P (in Ashtekar-Barbero variables), can be achieved, thus, allowing for a genuine Weyl quantisation of loop quantum gravity-type models. In the course of this analysis, we discover certain subtle differences between the phase space quantisation and the quantisation in terms of the holonomy-flux algebra, that was so far only noticed in recent work by Lanéry and Thiemann 6 . In respect of the Born-Oppenheimer approximation, the main difference of our approach to previous ones (notably 4 ) is that we aim, already from the beginning, for a technical setup, which is able to deal with full loop quantum gravity (in its common realisations). In subsection II B, we analyse the possibility to define a "non-commutative phase space" by means of the inductive family of quantum algebras that is obtained from the Weyl quantisation of the projective family of (truncated) phase spaces. We also comment on the dual notion of projective families of (algebraic) state spaces (cp. 6 ). In the last subsection II C of the main part, we explain the behaviour of gauge transformation w.r.t. the Weyl quantisation and the projective/inductive limit structures. Finally, we present some concluding remarks and perspectives in section III.
II. LOOP QUANTUM GRAVITY AND PHASE SPACE QUANTISATION
While the previous articles 1, 2 were of a rather general mathematical character, the present section is devoted to discussing applications of the outlined framework to models of a loop quantum gravitytype (cf.
1 for an application to spin systems). We show how the transformation group C * -algebra C(G) ⋊ L G makes a, quite natural, appearance in the phase space quantisation of loop quantum gravity type models that are based on a gauge theory with compact (Lie) structure group G, and discretisations w.r.t. graphs (cf. 5 and references therein). Furthermore, we discuss how Weyl and Kohn-Nirenberg quantisation enter the picture. To begin with, we recall some basic notions from loop quantum gravity. We follow closely 5, 7 , although we refine certain aspects of the presentation:
Loop quantum gravity is based on a Hamiltonian formulation of general relativity in terms of a constrained Yang-Mills-type theory, i.e. in a field theoretic description the phase space of the classical theory is given by the (densitiesed) cotangent bundle |Λ| 1 T * A P to the space of connections A P on a given (right, semi-analytic 8 ) principal G-bundle P π → Σ, where Σ is the spatial manifold in a 3+1-splitting of a (globally hyperbolic) spacetime M ∼ = R ×Σ. In general relativity, we have G = SU(2), Spin 4 , or central quotients of these groups, but for most of what follows we only need to assume that G is a compact Lie group. The basic variables, the theory is phrased in, are the Ashtekar-Barbero connection A ∈ A P and its conjugate momentum E ∈ Γ T Σ ⊗ Ad * (P) ⊗ |Λ| 1 (Σ) . Strictly speaking, we further require E to be non-degenerate as a (densitiesed) section of the bundle of linear operators L(Ad(P), T Σ). In general relativity, the existence of E is ensured by the triviality of the orthogonal frame bundle P SO (Σ). This mathematical setup also appears to be valid in the context of the new variables proposed in 9, 10 . Here, Ad * (P) := P × Ad * g * and |Λ| 1 (Σ) denotes the bundle of 1-densities on Σ. Since A P is an affine space modelled on Ω 1 (Ad(P)) := Γ(T * Σ ⊗ Ad(P)), Ad(P) := P × Ad g , the following Poisson structure is meaningful in local coordinates φ : U ⊂ Σ → V ⊂ R 3 subordinate to a local trivialisation ψ : P |U → U × G, i.e.
2)
Here, {τ j } j is a basis of g and {τ * i } i its dual in g * .
The variables (A, E) are directly related to the Arnowitt-Deser-Misner variables (q, P ). Namely, E a i is a densitiesed triad for the spatial metric
a is built out of the Levi-Civita connection Γ of the spatial metric q and the extrinsic curvature K determined by the momentum P . What makes the variables (A, E) special, is that they allow to carry out a canonical quantisation of general relativity, i.e. loop quantum gravity (cf. 11, 12 for general accounts on the topic). Especially, it is possible to construct mathematically well-defined operators for all constraints acting in a suitable Hilbert space within this approach, most prominently the Wheeler-DeWitt constraint (cf.
5,13-18 ).
A. Projective-phase space structure and Weyl quantisation
The canonical quantisation of Γ := |Λ| 1 T * A P , adapted optimally to our framework, starts from the following functionals of the basic variables (A, E):
be an oriented, embedded, semi-analytic, compactly supported, finite graph in Σ, P γ an oriented, semi-analytic, polyhedronal decomposition of Σ dual to γ, and Π γ a system of oriented, semi-analytic paths adapted to γ and P γ , i.e. for every edge e ∈ E(γ) there exists a unique face S e of P γ having unique transversal intersection x e = e ∩ S e in an interior point, and a collection of paths {ρ e (x) | x ∈ S e } ⊂ Π γ from any x ∈ S e to x e . Moreover, S e carries a compatible orientation of its normal bundle, i.e. aligned with the orientation of the edge e. As usual, the edges (connected, oriented semi-analytic submanifolds, possibly with two-point boundary) and vertices (boundary points of edges) of a graph γ are denoted by e ∈ E(γ), respectively, v ∈ V (γ). An edge will be treated as an embedded submanifold e : [0, 1] → Σ. The orientations The triple l = (γ, P γ , Π γ ) is called a finite, oriented, semi-analytic structured graph in Σ, and we associate with it the following functionals of (A, E) ∈ Γ:
Since the functionals (2.3) provide coordinates for the truncated phase spaces Γ l , l ∈ L , we may extend the Poisson structure (2.4) to 
:
and
Proof: (2.5) is a simple consequence of the properties of the holonomy map of a connection A ∈ A P . (2.6) follows from (2.5), if we assume that the polyhedronal decomposition of an edge-inverted graph γ −1 (corresponding to γ) is chosen s.t. S e −1 = S e carries the orientation opposite to S e , and the systems of paths satisfy ρ e −1 (x) = ρ e (x), x ∈ S e , s e −1 = 1 − s e .
The behaviour under the group of gauge transformations G P is natural as well and even vertex local 7 .
Lemma II.4:
Let λ ∈ G P , and denote by f λ ∈ C(P, G) α the corresponding α-equivariant G-valued function on P (α is the conjugation in G). Then, the transformations,
where E is identified with its Ad * -equivariant extension to P, induce the following transformations on the functionals (2.3):
Proof:
This is a simple application of the transformation behaviour of (A, E) ∈ |Λ| 1 T * A P .
Let us add an extend remark concerning the structure of the functionals (2.3), and their dependence on the choice of an auxiliary (measurable) section σ : Σ → P.
Remark II.5:
The space of connections A P can be modelled as an affine space on the space of Ad-equivariant, horizontal, g-valued 1-forms on P, Λ 1 (P, g) Ad , which serves as configuration space in the AshtekarBarbero formulation of general relativity (and also in higher dimensional generalisations, cf. 9,10 ). The momentum variables, on the other hand, are elements of Γ T Σ ⊗ Ad * (P) ⊗ |Λ| 1 (Σ) . But, to make the (densitiesed) cotangent bundle structure explicit, i.e. (A, E) ∈ |Λ| 1 T * A P , we have to iden-
is isomorphic with the space of Ad * -equivariant, horizontal (w.r.t. A), g-valued vector fields on P, X(P, g) Ad * . Thus, E can be realised as an element of |Λ| 1 T * A A P , and does depend on the base point A. Therefore, the impression that the use of the position functionals g e (A; σ) is the sole source of dependence of the momentum functional P e X (A, E; σ) on A is only apparent, because the usual definition of (A, E) employs the trivialisation
, which is structurally similar to the trivialisation T * G ∼ = G × g * , shrouding the (densitiesed) cotangent bundle structure. This said, we may appreciate the special form of the Poisson algebra (2.4) generated by the functionals (2.3), which intertwines the (right) trivialisations of |Λ| 1 T * A P and T * G ×|E(γ)| . Now, the dependence of the functionals (2.3) on the (measurable) section σ : Σ → P remains to be clarified: Clearly, if we are given two sections σ, σ ′ : Σ → P, the fibre-transitive (right) action of G on P will provide us with a measurable function g :
. Inspecting the definitions (2.3) closely, and making use of the equivariance of the constructions, we find:
Thus, comparing (2.8) and (2.9), we see that a change of section from σ to σ ′ is similar in effect to a gauge transformation, which could also be inferred from the observation that λ • σ defines a section of P for λ ∈ G P . But, although these operations of changing the section σ and acting with gauge transformation λ effect the functionals (2.3) in a similar fashion, they are strictly speaking not equivalent, because the transformations induced by changes of sections are only measurable, while the gauge transformations come with additional regularity properties (semi-analytic in our case), which are influenced by the possible non-triviality of the bundle P. Nevertheless, as long as we are concerned with a finite collection of structured graphs, or at least locally finite collections 20 , and the regularity properties allow for a suitable localisation of gauge transformations, e.g. semianalyticity, the overall effect of the gauge group G P accounts for all possible changes of sections σ, as well, due to the vertex local character of (2.9) and (2.8). But, if the action of the gauge group G P is essentially equivalent to the action of all (measurable) maps g : Σ → G, we may wonder, whether the topological (and differential geometric) properties of the bundle P are in any way reflected in the quantum theory, and thus if (principal) fibre bundles are important to question in the quantum theory at all. The answer to this question is quite subtle, but it can be shown that non-trivial topological properties of the gauge group G P (e.g. existence of large gauge transformation) leave an imprint on the structure of the algebra of observables (e.g. θ-sectors) under certain conditions (e.g. chirally coupled fermions with chiral anomaly 7, 21 ). An observation along similar lines was made by Landsman 22 , i.e. domains of definition for (unbounded) observables of (quantum) particles coupled to external gauge fields can be affected by topological properties of the (classical) bundle P.
Coming back to Poisson relation (2.4), proposition II.2 tells us that it makes sense to identify the functional P Furthermore, the behaviour under edge inversion (2.6),
, is precisely such that it turns P e −1 ( . ) ( . , . ; σ) into the momentum map of the compatible right action R *
In the (right) trivialisation
|E(γ)| these actions are given explicitly as:
where g, h ∈ G, θ ∈ g * . This, in turn, allows us to associate with each edge e of γ ∈ l the C * -dynamical system (C(G), G, α L ), which is determined by the integrated form of (2.4) (see equations (3.8) of our second article 2 ), and thus the transformation group C * -algebra C(G) ⋊ L G. The edge inversion fits into this (global) picture in the following sense: 
(2.12)
, we may form the tensor product of the associated transformation group C * -algebras,
23 , G is amenable), and the order of the tensor factors is irrelevant, because associativity and commutativity for the tensor product, e.g. the spatial tensor product, are implemented by natural isomorphisms (cf. 24 )). The latter satisfies:
Proof:
The isomorphism (2.12) is immediate from the behaviour of the functionals (2.3) under edge inversion and the comment preceding the proposition. Thus, we only need to prove the isomorphism
We do this via the natural left and right regular integrated repre-
in the universal C * -norm together with an involution and a convolution product (see definition II.4 of our companion article 2 ), which involve the left respectively right action of G on itself. We prove the isomorphism by providing an isomorphism of C(G, C(G)) that intertwines these structures via
Clearly, I :
is an isomorphism (with inverse I −1 ), because group multiplication and inversion are continuous. Next, let us see how ρ L and ρ R are related via I:
The involutions and multiplications are intertwined w.r.t. I as well:
Remark II.7:
Noteworthy, the isomorphism (2.12) (or its inverse) reflects the cotangent bundle structure
because it is related to the momentum maps (in the right trivialisation, see equations (3.61) & (3.44) of our second article
2 ):
where
So far, we have only analysed the relations between the functionals (2.3) associated with structured graphs l, l ′ ∈ L that are related via edge inversion, but it is possible to introduce partial orders, ≤ and , on L that leads to a projective structure on the collection of truncated phase spaces Γ l , l ∈ L (see below). ≤ turns out to be compatible with the Poisson algebra (2.4) and certain generalisations of the C * -dynamical systems introduced in proposition II.6. This will also explain, why we have not made the dependence of the functionals (2.3) on l ∈ L explicit, but only indicated a dependence on γ ∈ l.
Definition II.8 (cp.
5 & 6 ): We say l ⋖ L l ′ , if |γ| ⊆ |γ ′ |, and
We write, l .
which is finer (and possibly larger) than another graph γ, contains an (oriented) edge e ′ ∈ E(γ ′ ) corresponding to the last respectively first part of an (oriented) edge e ∈ E(γ).
It follows from the discussion in 5 that (L , ≤) and (L , ) are partially ordered sets 25 . Moreover, (L , ) is directed, in contrast with (L , ≤), which follows, because any two non-oriented, finite, semi-analytic graphs γ, γ ′ have a common refined graph γ ′′ , that admits an orientation and a dual polyhedronal decomposition (cf. 
In the next theorem (II.9), we show that the partial orders ≤, ⋖ L and ⋖ R on L are compatible with the Poisson structures defined on Γ l , l ∈ L . We also show, why we have, at this point, to deal, with oriented graphs, Γ sa,↑ 0 , although edge inversion e → e −1 induces and isomorphism of Γ l and Γ l ′ (see lemma II.3 & (2.10)), when γ and γ ′ agree up to some edge orientations. The reason for this lies in a compatibility condition of edge inversion and composition, that is not necessarily satisfied for the corresponding maps between the truncated phase spaces Γ l , l ∈ L 26 . In contrast, the Ashtekar-Isham-Lewandowski Hilbert space, L 2 (A ), which is a fundamental building block of loop quantum gravity, arises from a projective structure constructed w.r.t. finite, non-oriented, semi-analytic graphs Γ sa 0 instead of L (cf.
12 for a general exposition, and original references). Thus, there seems to be a certain tension between the phase space quantisation for loop quantum gravity presented here (cf.
5,27-30 ), and the framework based on the holonomy-flux algebra and its Hilbert space representation on L 2 (A ).
The link between the two can be roughly understood as follows:
If we consider only the images of the holonomy functionals (2.3), we will obtain the truncated configuration spaces
which admit the coarsening of the partial order ≤ introduced above. Then, we will have projections p ll ′ :
′′ . Furthermore, these maps can be lifted to symplectic projectionsp ll ′ : Γ l ′ → Γ l , but these lifts are not unique, and therefore turn out to be only compatible with ≤, ⋖ L and ⋖ R instead of . We will further comment on the implications of this issue on the relation between phase space quantisation and holonomy-flux algebras in theorem II.10 and the outlook III.
Theorem II.9:
where e ∈ E(γ), e 
ll ′′ (edge orientations coincide for n = m respectively n = 1, i.e. s m = 1 or s 1 = 1).
If γ ⊂ γ
′ and l −1 , l ′−1 denote the structured graphs with all edge orientations reversed, and
only be Poisson for those choices of c, s.t. for every composition
e = e ′sm m • ... • e ′s1 1 , we have c e ′ n (l, l ′ ) = 1 for some n = 1, ..., m (all other c e ′ n (l, l ′ )'s vanish).
Proof:
Let us first explain, why the mapsp c ll ′ are natural lifts of the maps p ll ′ (the latter arise from the holonomy part of (2.22)), i.e.
If we consider a function f on G e , where e ∈ E(γ) decomposes in γ
G e ′ n via p ll ′ (to this end, we extend f by 1 on the other copies of G in Γ l ). Especially, we may pull back R e X f for some X ∈ g e , where R e is the right invariant derivation on the e-th copy of G: 
2. Composition of two edges, e = e 2 • e 1 , i.e.p c :
3. Inversion of an edge e → e −1 , i.e.ι :
It is obvious, thatr
Here, we used the formula for the canonical Poisson structure on T * G for { , } T * G and { , } T * G ×2 (see theorem III.14 of our second article 2 ). The last line shows, that the only possible choices for c, to makep c * a Poisson map, are c = 1 or c = 0. Clearly, a similar phenomenon occurs for compositions involving more than 2 edges. Even, if we were to relax the condition m n=1 c e ′ n = 1, this phenomenon would persist. Another short calculation shows thatι
is induced from the mapι on single edges. Sinceι is an involution,ι •ι = id T * G , we conclude that
To understand what conditions are imposed on the set c = {c e ′ } e ′ ∈E(γ ′ ) by demanding compatibility with transitivity w.r.t. ≤, ⋖ R or ⋖ L , we take a look at the implications coming from the associativity of edge composition. This certainly encompasses the case of composing three edges in the forms (e 3
where we used the constraints c (21) . The second case forces us to setp
′ generates a system of maps compatible with transitivity of ≤, because outer left or right (w.r.t. edge orientation, i.e. n = 1 or n = m in a composition chain) θ-labels are preserved in composition sequences. This property is not affected by edge removal, because the latter only generates new (left or right) edge boundaries, which must be present in a subgraph independent of the specific sequence of composing and removing edges. An analogous argument works for ⋖ R and ⋖ L in combination withp R ll ′ andp L ll ′ respectively, because these partial orders preserve the notion of first respectively last part of an edge between an oriented graph and its oriented subgraphs (cf. 6 , p. 52-53).
The continuity ofp L * ll ′ can be reduced to the continuity ofp g 2 g 1 ), which corresponds to the fundamental operation of composing two edges e = e 2 • e 1 .
where m ∈ N 0 and K 1 , K 2 g * are compact. To arrive at the inequality in the next to last line, we used the fact that the commutator [R i , R j ] = −f k ij R k reduces the order of derivatives. The proof of the continuity ofp R * ll ′ is analogous: First, we reduce it to showing that the map 
Finally, commutativity of the diagram (2.24) follows from:
...g
On the (quantum) level of continuous, linear operators L(C
31 via quantisation (Kohn-Nirenberg and Weyl, see paragraph III.A.2 of our second article 2 ).
Theorem II.10:
Given l, l ′ ∈ L , s.t. l l ′ , we represent the continuous, linear operators in L(C ∞ (C l )) and L(C ∞ (C l ′ )
) by their (left) convolution kernels (obtained from Schwartz' kernel theorem). Then, we have injective *-morphisms (*-isomorphisms for
induced from the four fundamental injective *-morphisms:
. Furthermore, we have commutative diagrams for l l ′ : 
The maps α
R,L l ′ l respect transitivity of ≤, i.e. α R,L l ′′ l ′ • α R,L l ′ l = α R,L l ′′ l for l ≤ l ′ ≤ l ′′ .
Also for ⋖ R,L , we have transitivity of the corresponding collections of maps
α R,L l ′ l , i.e. α R,L l ′′ l ′ • α R,L l ′ l = α R,L l ′′ l for l ⋖ R,L l ′ ⋖ R,L l ′′ . If γ ⊂ γ ′ and l −1 , l ′−1 denote
the structured graphs with all edge orientations reversed, and
α ll −1 : D ′ (C l −1 )⊗ C ∞ (C l −1 ) → D ′ (C l )⊗ C ∞ (C l ), l ∈ L , are the edge inversion *-isomorphisms (α R ll −1 = α L ll −1 ), we have: D ′ (C l −1 )⊗ C ∞ (C l −1 ) α ll −1 / / α L l ′−1 l −1 D ′ (C l )⊗ C ∞ (C l ) α R l ′ l D ′ (C l ′−1 )⊗ C ∞ (C l ′−1 ) α l ′ l ′−1 / / D ′ (C l ′ )⊗ C ∞ (C l ′ ) (2.38)
Proof:
Since l l ′ , we know that |γ| ⊆ |γ ′ |, i.e. γ is obtained from γ ′ by removing, inverting and composing edges. These operations are modelled by the four fundamental maps (2.36). Therefore, we only need to understand how an operator in L(C ∞ (G)) behaves w.r.t these, and whether the prescriptions really define *-morphisms. Thus, we may reduce the proof to showing that the maps (2.36) define injective *-morphisms. Let us first show injectivity: The injectivity of γ follows from the injectivity of I (see proposition II.6 and (2.15)). Injectivity of α L , α R & η can be deduced in the following way: Assume we are given
which shows that
which shows that ρ L (F ) = ρ L (F ′ ), and therefore F = F ′ . An analogous calculation works for α R .
The *-morphism property needs to be proved w.r.t. to the involution and convolution product of
of our companion article 2 ), because we work with (left) convolution kernels (linearity of
is analytic for any g 1 , g 2 ∈ G, with constant growth bound in θ 1 , and (
(the coadjoint action, Ad * , is analytic). Finally, we observe:
which proves (2.37) for Weyl quantisation. The proof for the Kohn-Nirenberg quantisation is analogous.
To show the transitivity property, we argue in the same fashion as in the proof of theorem II.9. First, we analyse the maps (cp. (2.31)):
From this we understand, that the α L l ′ l embed the h-dependence of an edge splitting into the outmost tensor factor corresponding to the final edge in a composition chain. Since this property is preserved under successive splittings and adding of new edges to a composition chain (this is capture by η), we obtain transitivity of the α L l ′ l w.r.t. ≤. A similar argument works for the maps α
′ , as in this case the embedding, which arises from edge splitting, is into the outmost tensor factor corresponding to the initial edge in a composition chain. As before, the argument also works for ⋖ R and ⋖ L in combination with α R l ′ l and α L l ′ l respectively, because these partial orders preserve the notion of first respectively last part of an edge between an oriented graph and its oriented subgraphs (cf.
6 , p. 52-53). If we take edge inversion into account, the situation will change, because the notion of initial and finial edge in a composition chain gets permuted. This is essentially captured in the diagram (2.38), which follows from:
The next corollary explains how the system of Hilbert spaces {L 2 (C l )} l∈L fits into the picture. On the one hand, the inductive limit of
The same holds for the inductive limits w.r.t. 
Thus, the edge inversion ι * :
, is automatically enforced as a symmetry in the limit (2.51
. This justifies, why we do not differentiate between ⋖ L and ⋖ R on the Hilbert space level. Moreover, the action of Weyl (and Kohn-Nirenberg) quantisation F W,ε via ρ L on the scale of Hilbert spaces {L 2 (C l )} l∈L is compatible with this additional symmetry (cp. diagram (2.59)). Explicitly, we have for σ ∈Ê
where we used the invariance properties of the Haar measure on G. Similarly, we have w.r.t. ⋖ R :
On the other hand, the would-be inductive limit
of {L 2 (C l )} l∈L w.r.t. ≤ might give rise to a Hilbert space on "oriented" generalised connections A ↑ (edge inversion is not necessarily a symmetry). We refer to (2.56) as a would-be inductive limit, because (L , ≤) is not directed, and thus the limit is does not necessarily exist in the category of Hilbert spaces. In analogy with the C * -algebraic construction of A , it could be possible to realise A ↑ as the spectrum of the C * -closure of (2.56) (in the inductive sup-norms), if the limit existed. 
Corollary II.11:
(2.59)
Proof:
The statements follow from theorems II.9 and II.10, and because thep
are lifts of the p ll ′ .
B. Inductive limit and non-commutative phase spaces
This subsection is devoted to the question whether it is possible to construct inductive limits of C * -algebras from the A l , l ∈ L , which serve as "non-commutative topological phase spaces" underlying loop quantum gravity. At the level of operators on
are explicitly given by:
In this sense α R and α L are "twisted" versions (by the left respectively right action) of the embedding on the second respectively first tensor factor. It is interesting to note that these maps, apart from γ, cannot be defined at the level of trans-
, which feature in proposition II.6 (A l , l ∈ L ), because these algebras are not unital. More precisely, for A ∈ K (L 2 (G)), operators of the form 1 ⊗ A or A ⊗ 1 are not compact, and therefore not in K (L 2 (G ×2 )). Thus, if we intend to define a directed system of C * -algebras (
as non-commutative analogue of |Λ| 1 T * A , we need to extend the algebras A l to make sense out of (2.60). One way to achieve this, which is inspired by the compactification of A to A , is to choose unitisations i l : A l ֒→ C l , l ∈ L (corresponding to compactifications of the state spaces S l of the
. At this point it is not clear which unitisations should be chosen, although it is easy to see that the minimal unitisations A
. Therefore, we stick to the unique maximal unitisations
, the multiplier algebras of A l . The latter can be defined as the C * -algebras of adjointable operators B ad (A l ) on A l as a (left) Hilbert module over itself. The unitisations are then the embeddings i 
2. (embedding of C l and C(C l )): The building blocks C l ∼ = G ×|E(γ)| and C(C l ) are embedded in M (A l ) in the following sense (a similar statement for A l is not true, cf.
23 ): There exist a nondegenerate, faithful *-morphism i C(C l ) : C(C l ) ֒→ M (A l and a strictly continuous, injective
(2.62) (c) For every non-degenerate, covariant representation (π, U ) of (C(C l ), C l , α L ), the unique extensionρ of its integrated form ρ satisfies:
Since we have compatible directed systems of faithful 
The corresponding consistent collection of complex regular Borel measures
C. Gauge transformations
Finally, we analyse the behaviour of gauge transformation w.r.t. the Weyl quantisation and the projective limit structure. In lemma 2.8, we have seen how the functionals (2.3) transform w.r.t. gauge transformations λ ∈ G P . On the truncated phase spaces Γ l , l ∈ L , this action corresponds to an action of G l := G |V (γ)| via the strongly Hamiltonian G-actions (2.10):
we will obtain a non-trivial restriction O |L 2 (A l ) for a large and refined enough "cut-off graph" l 45 , which is amenable to Weyl quantisation w.r.t. Γ l . Therefore, the Weyl quantisation can be used to study the family {O |L 2 (A l ) } l∈L of "graph cut-off" operators associated with O. A similar scheme can be applied to the coherent state quantisation based on the Segal-BargmannHall transform (see definition III.38 of our second article 2 ).
A somewhat different line of thought that could be pursued further concerns the compactness problem, which affects the flexibility of the potential implementation of space-adiabatic perturbation theory in loop quantum gravity-type models. Namely, it would be interesting to find out, whether it is possible to choose modified Ashtekar-Barbero variables for loop quantum gravity that are connected to a nilpotent or, more generally, an exponential Lie group. This would make the exponential map a diffeomorphism and lift the problems related to the discrete nature the space of coadjoint orbits. Clearly, such variables would render the Ashtekar-Isham-Lewandowski representation ill-defined, but the construction of the quantum algebras
structured graph) would still be possible, and the construction of a suitable new representation could be discussed in terms of the projective limit of state spaces, S = lim ← −l∈L S l (cf. 6 for a similar point of view). In view of full loop quantum gravity, we have not said much about the problem of recovering the phase space Γ = |Λ| 1 T * A P of the continuum theory. We have mainly pointed out that the compatibility of the Weyl quantisation is a minimal requirement to discuss the continuum limit by the techniques presented here. In principle, it should be possible to obtain Γ along the lines of 5 , but the correct interplay of the procedure proposed therein with the methods of spaceadiabatic perturbation should be verified. Additionally, it might be necessary to adapt the Weyl quantisation to infinite graphs and the associated infinite tensor product construction 29, 37 to allow for a discussion of infinite volume limits. At this point, we also want to address the technical issue concerning the construction of the projective limit, Γ = lim ← −l∈L Γ l , over structured graphs l ∈ L in the (truncated) phase space quantisation, as it is of utmost importance to the validity of this approach. We have observed in section II (see e.g. commentary II.12), that the projective structure on the family of (truncated) phase spaces {Γ l } l∈L is only compatible with the (finer) partial orders ≤, ⋖ L and ⋖ R and not necessarily with the partial order . But, the relations , ⋖ L and ⋖ R are those, that identify the Ashtekar-IshamLewandowski Hilbert space,
, as a representation space for the quantum algebra A = lim − →l∈L A l . This, is in compliance with the fact that a generalised connectionĀ ∈ A is completely determined by its values on an oriented representative of a non-oriented graph class. In the commentary II.12, we only assumed that its is possible to choose collections of maps,
, that satisfy all transitivity condition induced by the directed partial order . Since the main complication in providing such a choice comes from the non-trivial interaction of composition and inversion of edges (diagrams (2.24), (2.38) and (2.59)), it is obvious that any oriented representative γ, together with its oriented subgraphs γ ′ ⊂ γ, of a given non-oriented graph |γ| can be given a consistent (w.r.t. ≤) choice of maps, {p ll ′ } l≤l ′ and {α l ′ l } l≤l ′ . But, then its is conceivable that, due to the mutual exchange of left and right composition under edge inversion, it is possible to generate relatively consistent choices of maps w.r.t. , because any other oriented representativeγ of |γ| can be accessed from γ via a finite number of single edge inversions. Clearly, this argument only makes the existence of a -compatible choice of maps for a single non-oriented graph, and its non-oriented subgraphs, plausible. A statement regarding the set of all graphs appears to be difficult. For example, transfinite induction, which would be available, because (L , ) is well-founded (l ∈ L with γ l = ∅ is a minimal element), is not applicable in this case, as it is not necessarily possible to obtain a consistent choice of maps for a given non-oriented graph from its already consistently labelled non-oriented subgraphs without allowing for a relabelling of the latter. on the one hand, it must be admitted that a reconciliation of the (truncated) phase space approach w.r.t. the partial order with the usual treatment in terms of the holonomy-flux algebra is still an open problem, which might require further attention. Clearly, this problem also affects the coherent state formalism, which is also based on the (truncated) phase space quantisation considered here. But, on the other hand, in case we use the relation ⋖ L and ⋖ R , everything works fine, and we obtain quantum algebras A L and A R , that act in a well-defined fashion on L 2 (A ). The dichotomy between ⋖ L and ⋖ R reflects the fact, that we have to choose between the left and the right action of the structure group G on itself. These actions are equal for Abelian groups, but they are for only isomorphic via group inversion for non-Abelian groups, which explains why the projective structures w.r.t. ⋖ L and ⋖ R are related via edge inversion (cp. 2.24 & 2.38). In respect of the aforesaid, it would be interesting to check, whether the Weyl quantisation proposed in this work is also compatible with the projective family of phase spaces constructed in 6 . At first sight this seems possible, because the (truncated) phase spaces used therein are of the cotangent bundle form, Γ η ∼ = T * G nη (η is some label).
With a Weyl quantisation, which is compatible with the (truncated) phase space approach to loop quantum gravity-type models, at our disposal, it appears to be possible to investigate symmetric observables at the classical and quantum level simultaneously. More precisely, if we realise a symmetry by a subgroup of the spatial diffeomorphisms, which act in a natural way on the truncated phase spaces Γ l , l ∈ L , by permutations on the label set L (structured graphs), we will be in a position to talk about symmetric functions in C ∞ (Γ l ), and thus in Cyl ∞ (Γ) := lim − →l∈L C ∞ (Γ l ). Moreover, we expect the Weyl quantisation to be covariant w.r.t. to the action of the spatial diffeomorphisms due to the formula (2.57), which would entail the invariance of any operator arising as the quantisation of a symmetric function. But, in view of the solution of the spatial diffeomorphism constraint in loop quantum gravity, which makes use of the distributional dual of the linear span of spin network functions, it might be necessary to adapt the Weyl quantisation to handle a suitable distributional extension of Cyl ∞ (Γ). Insights into this aspects of the Weyl quantisation could shed a light onto the question of how to implement semi-classical techniques in a diffeomorphism invariant setting, as well (see above). In view of the extraction of quantum field theory on curved spacetimes from loop quantum gravity, we have to face yet another type of difficulty, which originates in the well-know methods used to construct linear quantum field theories. On the one hand, space adiabatic perturbation theory relies on the construction of a bundle of Hilbert spaces, H γ ∼ = H f , of the fast sector over the phase space, Γ, of the slow variables via the (principal symbol of the) projection onto the adiabatically decoupled subspace, 0 → H f → π 0 H → Γ → 0. Moreover, it is necessary to require the existence of unitary maps between the fibres, H γ , which is typically obstructed by a version of Haag's theorem, unless we allow for some sort of regularisation (in the toy models without regularisation, every fibre carries a quantum field with a different "mass"). On the other hand, the usual constructions in loop quantum gravity, which are invoked to quantise gravity-matter systems 17, 46 (see also 38, 39 ), are not anticipated to have this problem due to a natural regularisation of the matter fields by means of the quantisation scheme employed in the gravitational sector, and the use of irregular representations. Thus, further work needs to be invested to gain a better understanding of how the typically regular representations of quantum field theory on curved spacetimes arise in a semi-classical limit of loop quantum gravity with matter content 47 . Another related problem is the actual construction of quantum field theories on specific curved spacetimes via the space-adiabatic approach to loop quantum gravity with matter. Namely, the derivation of spacetime metrics will only be possible, if we extract effective Hamiltonian equations for the gravitational degrees of freedom that give rise to a correspondence between the slow sector's phase space points and said spacetime metrics. But, effective equations, that are obtained in space-adiabatic perturbation theory via a semi-classical limit (Egorov's hierachy), are tied to almost invariant subspaces, which are constructed from spectral bands of the (principal) Hamiltonian symbol that defines the quantum field theories in the fibres of the adiabatic bundle. The upshot of this is, that the resulting spacetime metrics might have a spectral dependence on the quantum matter fields, so-called rainbow metrics 48 . Clearly, a further investigation into this aspect is desirable. But, it should be said, that a direct attempt to tackle this problem is only conceivable in symmetry reduced loop quantum cosmology-type models, at the moment. Nevertheless, it would already be a major achievement to rigorously derive the recently constructed loop quantum cosmology-extension of cosmological perturbation theory 49, 50 , which invoke a test field approximation (no back reaction), from a model of quantum field theory on a quantum cosmological spacetime (including back reaction) by the methods of space-adiabatic perturbation theory. Regarding full loop quantum gravity, we expect further progress on the extraction of a continuum phase space to be necessary beforehand (see above). To this end, it is legitimate to say, that the program of adiabatic perturbation theory will require some (substantial) modifications, if a fully satisfactory derivation of quantum field theory on curved spacetimes inside loop quantum gravity is to be obtained along its lines.
