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Résumé français
Dans ce mémoire de thèse, nous nous intéressons à la modélisation non paramétrique
de données spatiales et/ou fonctionnelles, plus particulièrement basée sur la méthode à
noyau. En général, les échantillons que nous avons considérés pour établir les propriétés
asymptotiques des estimateurs proposés sont constitués de variables dépendantes. La spé-
cificité des méthodes étudiées réside dans le fait que les estimateurs prennent en compte
la structure de dépendance des données considérées.
Dans une première partie, nous appréhendons l’étude de variables réelles spatialement
dépendantes. Nous proposons une nouvelle approche à noyau pour estimer les fonctions de
densité de probabilité et de régression spatiales ainsi que le mode. La particularité de cette
approche est qu’elle permet de tenir compte à la fois de la proximité entre les observations
et de celle entre les sites. Nous étudions les comportements asymptotiques des estimateurs
proposés ainsi que leurs applications à des données simulées et réelles.
Dans une seconde partie, nous nous intéressons à la modélisation de données à valeurs
dans un espace de dimension infinie ou dites "données fonctionnelles". Dans un premier
temps, nous adaptons le modèle de régression non paramétrique introduit en première
partie au cadre de données fonctionnelles spatialement dépendantes. Nous donnons des
résultats asymptotiques ainsi que numériques. Puis, dans un second temps, nous étudions
un modèle de régression de séries temporelles dont les variables explicatives sont fonc-
tionnelles et le processus des innovations est autorégressif. Nous proposons une procédure
permettant de tenir compte de l’information contenue dans le processus des erreurs. Après
avoir étudié le comportement asymptotique de l’estimateur à noyau proposé, nous analy-
sons ses performances sur des données simulées puis réelles.
La troisième partie est consacrée aux applications. Tout d’abord, nous présentons des
résultats de classification non supervisée de données spatiales (multivariées), simulées et
réelles. La méthode de classification considérée est basée sur l’estimation du mode spatial,
obtenu à partir de l’estimateur de la fonction de densité spatiale introduit dans le cadre
de la première partie de cette thèse. Puis, nous appliquons cette méthode de classification
basée sur le mode ainsi que d’autres méthodes de classification non supervisée de la lit-
térature sur des données hydrologiques de nature fonctionnelle. Enfin, cette classification
des données hydrologiques nous a amené à appliquer des outils de détection de rupture
sur ces données fonctionnelles.
Mots-clefs
Estimation non paramétrique, Estimateur à noyau, Densité de probabilité, Mode, Régres-
sion, Statistique spatiale, Données fonctionnelles, Séries temporelles, α-mélange, Classifi-
cation non supervisée, Détection de rupture

English abstract
Contributions to modeling spatial and functional data.
Applications.
In this dissertation, we are interested in nonparametric modeling of spatial and/or
functional data, more specifically based on kernel method. Generally, the samples we
have considered for establishing asymptotic properties of the proposed estimators are
constituted of dependent variables. The specificity of the studied methods lies in the fact
that the estimators take into account the structure of the dependence of the considered
data.
In a first part, we study real variables spatially dependent. We propose a new kernel
approach to estimating spatial probability density of the mode and regression functions.
The distinctive feature of this approach is that it allows taking into account both the prox-
imity between observations and that between sites. We study the asymptotic behaviors
of the proposed estimates as well as their applications to simulated and real data.
In a second part, we are interested in modeling data valued in a space of infinite dimen-
sion or so-called "functional data". As a first step, we adapt the nonparametric regression
model, introduced in the first part, to spatially functional dependent data framework. We
get convergence results as well as numerical results. Then, later, we study time series re-
gression model in which explanatory variables are functional and the innovation process is
autoregressive. We propose a procedure which allows us to take into account information
contained in the error process. After showing asymptotic behavior of the proposed kernel
estimate, we study its performance on simulated and real data.
The third part is devoted to applications. First of all, we present unsupervised clas-
sification results of simulated and real spatial data (multivariate). The considered clas-
sification method is based on the estimation of spatial mode, obtained from the spatial
density function introduced in the first part of this thesis. Then, we apply this classifi-
cation method based on the mode as well as other unsupervised classification methods
of the literature on hydrological data of functional nature. Lastly, this classification of
hydrological data has led us to apply change point detection tools on these functional
data.
Keywords
Nonparametric estimation, Kernel estimate, Probability density, Mode, Regression, Spa-
tial statistics, Functional data, Time series, α-mixing, Unsupervised classification, Change
point detection
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Notations (Français)
N ensemble des entiers naturels : 0, 1, 2, . . .
N∗ ensemble des entiers naturels non nuls : 1, 2, . . .
Z ensemble des entiers relatifs : . . . , −2, −1, 0, 1, 2, . . .
Q ensemble des nombres rationnels : mn
R ensemble des nombres réels : ]−∞,+∞[
Rd espace euclidien réel de dimension d
{ai : i ∈ I} ensemble des points ai indexés par un ensemble I
A (or Ac) complémentaire de A
A ∪B union de A et B
A ∩B intersection de A et B
Card(A) cardinal de A
‖ · ‖ norme
Soit un vecteur x = (x1, x2, ..., xn)
x′ transposée de x
‖x‖2 norme euclidienne : ‖x‖2 =
√
x21 + x22 + ...+ x2n
‖x‖1 norme 1 : ‖x‖1 =
√|x1|+ |x2|+ ...+ |xn|
‖x‖∞ norme infinie : ‖x‖∞ = limp→+∞ ‖(x1, x2, ..., xn)‖p= max(|x1|, |x2|, ..., |xn|)
remarque : ‖x‖∞ ≤ ‖x‖2 ≤ ‖x‖1
〈·, ·〉 produit scalaire
b·c partie entière
 fin d’une preuve
Xi variable X observée au site i
i.i.d. indépendantes et identiquement distribuées
σ(· · · ) tribu engendrée par (· · · )
(Ω,A,P) espace de probabilité
Ω : ensemble non vide
A : σ-Algèbre de sous-ensemble de Ω
P : mesure de probabilité sur A
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B(X,h) boule ouverte de centre X et de rayon h
d(·, ·) semi-métrique sur un espace fonctionnel E
(E, d) espace fonctionnel générique et sa semi-métrique
Lq(E,B, µ) (ou Lq(E), ou Lq(B), ou Lq(µ))
espace de classes des fonctions mesurables f telles que
‖f‖q = (
∫
E |f |qdµ)1/q < +∞ (1 ≤ p < +∞)
‖f‖∞ = inf{a : µ{f > a} = 0} < +∞ (q = +∞)
un = O(vn) Il existe une constante c telle que un ≤ cvn
un = o(vn) unvn → 0
Lexique 15
Notations (English)
N set of natural numbers : 0, 1, 2, . . .
N∗ set of non-zero natural numbers : 1, 2, . . .
Z set of integers : . . . , −2, −1, 0, 1, 2, . . .
Q set of rational numbers : mn
R set of real numbers : ]−∞,+∞[
Rd Euclidian space of dimension d
{ai : i ∈ I} set of points ai indexed by a set I
A (or Ac) complement of A
A ∪B union of A and B
A ∩B intersection of A and B
Card(A) cardinality of A
‖ · ‖ norm
Let a vector x = (x1, x2, ..., xn)
x′ transpose of x
‖x‖2 euclidean norm : ‖x‖2 =
√
x21 + x22 + ...+ x2n
‖x‖1 1-norm : ‖x‖1 =
√|x1|+ |x2|+ ...+ |xn|
‖x‖∞ infinity norm : ‖x‖∞ = limp→+∞ ‖(x1, x2, ..., xn)‖p= max(|x1|, |x2|, ..., |xn|)
remark : ‖x‖∞ ≤ ‖x‖2 ≤ ‖x‖1
〈·, ·〉 scalar product
b·c integer part
 end of a proof
Xi variable X observed at site i
i.i.d. independent and identically distributed
σ(· · · ) σ-algebra generated by (· · · )
(Ω,A,P) probability space
Ω : nonempty set
A : σ-algebra of subset of Ω
P : probability mesure on A
B(X,h) open ball of centre X and of radius h
d(·, ·) semi-metric on a functional space E
(E, d) functional space and its semi-metric
Lq(E,B, µ) (or Lq(E), or Lq(B), or Lq(µ))
space of classes of mesurable functions f such that
‖f‖q = (
∫
E |f |qdµ)1/q < +∞ (1 ≤ q < +∞)
‖f‖∞ = inf{a : µ{f > a} = 0} < +∞ (q = +∞)
un = O(vn) a constant c exists such that un ≤ cvn
un = o(vn) unvn → 0
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Cette thèse a été financée par un contrat doctoral de l’Université Lille 3 - Charles de
Gaulle, du 1er Octobre 2011 au 30 Septembre 2014. Elle a été réalisée au sein du labo-
ratoire EQUIPPE (Economie QUantitative Intégration Politiques Publiques Econométrie)
de Lille.
Présentation de la thèse
Ce mémoire de doctorat concerne notamment l’inférence statistique dans un cadre
non paramétrique, c’est à dire lorsque la loi des observations est inconnue. Il s’agit de
modéliser les caractéristiques inconnues d’une population à partir d’un échantillon de
celle-ci. L’estimation non paramétrique diffère de l’estimation paramétrique par le fait que
la structure du modèle n’est pas spécifiée a priori mais est directement déterminée à partir
des données. On dit également de ces méthodes qu’elles permettent de “laisser parler les
données” (traduction de “letting the data speak for themselves”). Bien qu’en pratique, ces
méthodes requièrent des jeux de données de taille importante, elles présentent l’avantage
de ne nécessiter que d’hypothèses de régularité (continuité, dérivabilité, . . . ) sur la fonction
de lien entre les variables. Notons qu’en estimation non paramétrique, on suppose souvent
que la fonction de lien appartient à une certaine classe P, choisie parmi les classes non
paramétriques de fonctions (Tsybakov (2009)). Par exemple, si on s’intéresse à l’estimation
de la fonction de densité, P peut être l’ensemble de toutes les densités de probabilités
continues sur R ou l’ensemble de toutes les densités de probabilités de Lipschitz continues
sur R.
Le terme “non paramétrique” a été utilisé pour la première fois en 1942 par Wolfowitz
(1942). Depuis, de nombreux auteurs travaillent sur le sujet comme en témoigne l’abon-
dante littérature. Parmi les multiples problèmes non paramétriques rencontrés dans la
littérature, nous nous focaliserons sur l’estimation des fonctions de densité et de régres-
sion ainsi que quelques unes de leurs applications. Pour traiter ces deux points, la plupart
des outils développés impliquent des techniques d’interpolation, de lissage ou d’approxi-
mation. Parmi elles, on retrouve, par exemple, les méthodes d’estimation sur des bases
de splines, par projection ou encore les méthodes à noyau (dites de Parzen-Rosenblatt).
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Dans ce travail, la méthode à noyau sera principalement utilisée, celle-ci a été introduite
par Rosenblatt (1956b) puis généralisée par Parzen (1962).
La fonction de densité de probabilité, que l’on notera f tout au long de ce manuscrit,
est un concept fondamental en statistique. Elle décrit la distribution de la variable d’inté-
rêt, notée X, et permet d’obtenir les probabilités associées à cette variable. L’estimation de
la densité est la construction d’un estimateur de la fonction de densité à partir des obser-
vations. Une première approche, dite paramétrique, repose sur l’hypothèse que les données
sont issues d’une famille de distribution connue, par exemple, la distribution normale de
moyenne µ et de variance σ2. L’estimation de f revient alors à estimer les paramètres µ
et σ2 à partir des données puis à substituer ces estimateurs dans la formule de la densité
normale. Cependant les données ne permettent pas toujours de déterminer a priori la fa-
mille de distribution dont elles sont issues. Les méthodes non paramétriques, étudiées au
cours de ce travail, ne requièrent pas d’hypothèses a priori sur l’appartenance de f à une
famille de lois connues. La façon la plus simple d’estimer la fonction de densité f à partir
des données est l’estimation par histogramme. Ce dernier est à l’origine de l’estimateur à
noyau que nous considérons dans la suite. Plus précisément, on dispose d’un échantillon
de n observations X1, . . . , Xn, indépendantes et identiquement distribuées (i.i.d.) à valeurs
réelles. L’estimateur à noyau de la densité f en un point x est donné par
fn(x) =
1
nh
n∑
i=1
K
(
x−Xi
h
)
où h est un paramètre de lissage appelé “fenêtre” et K est une fonction de poids appelée
“noyau”, qui satisfait, par exemple, les conditions suivantes :∫ ∞
−∞
K(x)dx = 1 et
∫ ∞
−∞
K2(x)dx <∞.
Cette condition implique que K est aussi une fonction de densité de probabilité.
Dans un second temps, on se place dans le cadre où l’on observe n couples (X1, Y1), . . . ,
(Xn, Yn), de même loi que le couple de variables aléatoires (X,Y ), obéissant au modèle de
régression Yi = r(Xi)+i pour i = 1, . . . , n, et pour lequel la variable , représente un terme
d’erreur. Ainsi, le problème de la régression consiste à rechercher une relation pouvant
éventuellement exister entre les variables Xi et Yi. La variable X constitue la variable dite
d’entrée, explicative, de contrôle, endogène ou régresseur et la variable Y est la variable
dite de sortie, réponse, exogène ou expliquée. Les variables i, représentant un terme
d’erreur, sont généralement supposées indépendantes desXi et centrées. Le plus souvent, la
régression des variables aléatoires Y sur X désigne l’espérance conditionnelle de Y sachant
X. Mais, le terme de régression désigne en fait tout élément de la distribution conditionnelle
de Y sachant X, considéré comme une fonction de X. Par exemple, on peut également
s’intéresser à la médiane conditionnelle, au mode conditionnel, aux quantiles conditionnels,
etc. Le modèle de régression le plus connu est l’estimateur linéaire des moindres carrés qui
consiste à expliquer Y par une combinaison linéaire des composantes de X. En général,
le modèle de régression linéaire désigne un modèle dans lequel l’espérance conditionnelle
de Y sachant X est une transformation affine de X. On peut également considérer des
modèles dans lesquels c’est la médiane conditionnelle ou n’importe quel quantile de la
distribution de Y sachant X qui est une transformation affine de X. Lorsque l’on ne peut
pas supposer que la fonction de régression appartienne à une famille paramétrique, on
a recours à des méthodes d’estimation non paramétriques. L’approche non paramétrique
suppose seulement que r(·) appartienne à une classe non paramétrique donnée. Dans ce
travail, on s’intéresse notamment au cas où la fonction de lien r(·) repose sur l’espérance
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conditionnelle. En effet, on appellera fonction de lien ou de régression, la fonction r(x) qui
à toute réalisation x de la variable explicative X associe la quantité E[Y |X = x]. A partir
d’un noyau K et d’une fenêtre h, on peut construire des estimateurs non paramétriques
de la fonction de régression r(·) similaires aux estimateurs à noyau de la densité. Le plus
célèbre, que nous étudierons au cours de ce travail, est l’estimateur de Nadaraya-Watson,
introduit par Nadaraya (1964) et Watson (1964), et qui est défini par
rn(x) =
1
nh
n∑
i=1
YiK
(
x−Xi
h
)
fn(x)
si fn(x) 6= 0
et rn(x) = 1n
∑n
i=1 Yi sinon. Cet estimateur peut être vu comme une moyenne pondérée
dont les poids dépendent de la distance entre les variables Xi et x. En particulier, ces poids
vont permettre de donner plus d’importance aux valeurs Yi pour lesquelles Xi est "proche"
de x. Qu’il s’agisse de l’estimation des fonctions de densité ou de régression, la qualité de
l’estimation est très fortement liée à la fenêtre h, dont le choix s’avère être très important
et fait l’objet de nombreux travaux (e.g. Hall (1982), Delaigle et Gijbels (2004)). Notons
que dans une moindre mesure, les résultats varient également en fonction du noyau K
choisi.
Les estimateurs à noyau ont été beaucoup étudiés dans la littérature, d’une part, pour
des données indépendantes et réelles (univariées puis multivariées) et d’autre part, en
considérant des séries chronologiques (dépendantes et réelles). Plus récemment, l’estima-
teur de Parzen-Rosenblatt a été adapté à d’autres types de données comme, par exemple,
aux données spatiales. En effet, depuis le milieu du 20ème siècle, un nouvel axe de recherche
s’articule autour des données spatialement dépendantes. Ces données ont été largement
traitées avec des méthodes paramétriques dont les plus connues sont les méthodes de
Krigeage, du nom de l’ingénieur minier Danie Gerhardus Krige. Ces méthodes ont été
formalisées par Georges Matheron dans les années 1960 (voir, par exemple, Matheron
(1962)). Mais pour pallier à certaines difficultés, certains auteurs ont développé des outils
issus de la statistique non paramétrique dont certains reposent sur l’estimateur à noyau,
introduit pour l’estimation de la densité spatiale en 1990 par Tran (1990). La première
partie de cette thèse est consacrée à la modélisation non paramétrique de données spa-
tiales par la méthode du noyau. Plus particulièrement, les chapitres 2 et 3 concernent une
nouvelle approche non paramétrique pour estimer les fonctions de densité de probabilité
et de régression ainsi que le mode en présence de variables spatialement dépendantes à
valeurs réelles.
Par ailleurs, depuis une trentaine d’années, les avancées technologiques ont notamment
permis l’enregistrement massif de données, de manière plus régulière voir parfois continue.
Ces données générées, dites “en grande dimension”, “en dimension infinie” ou encore “fonc-
tionnelles”, ne peuvent pas être traitées avec des méthodes classiques de statistiques. Ainsi,
une nouvelle dynamique de recherche est apparue favorisant l’essor des méthodes adap-
tées à l’étude de variables aléatoires fonctionnelles. Parmi elles, des techniques basées sur
l’estimateur à noyau ont été développées. La seconde partie de cette thèse y est consacrée
puisque le chapitre 4 adapte l’approche proposée au chapitre 3 aux données spatialement
dépendantes de nature fonctionnelle. Jusqu’à présent, dans notre procédure d’estimation,
nous avons tenu compte de la dépendance présente dans les données mais dans un cadre as-
sez généraliste de variables mélangeantes, sans spécifier la structure de dépendance. Ainsi,
nous proposons dans le chapitre 5 une manière de tenir compte d’une structure spécifique
de dépendance en présence de données fonctionnelles (non spatialisées). En effet, nous
proposons une nouvelle approche à noyau pour estimer la fonction de régression lorsque
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les variables explicatives sont fonctionnelles et le processus des innovations est autocorrélé.
La dernière partie de ce manuscrit est consacrée aux applications. Nous avons, au cha-
pitre 6, présenté des résultats de classification non supervisée de données réelles spatiales,
simulées et réelles. La méthode considérée est basée sur l’estimation du mode spatial ob-
tenu à partir de l’estimateur de la fonction de densité spatiale introduit dans le cadre
de la première partie de cette thèse. Puis, au cours d’un projet de collaboration Franco-
Québécoise, nous avons appliqué cette méthode de classification basée sur l’estimation du
mode, ainsi que d’autres méthodes de classification non supervisée de la littérature, sur
des données hydrologiques de nature fonctionnelle (non spatialisée). Ce travail est présenté
au chapitre 7. Les résultats de classification obtenus sur les données hydrologiques nous
ont ensuite amené, au chapitre 8, à appliquer des outils de détection de rupture sur ces
données fonctionnelles.
Notons que le premier chapitre de ce manuscrit est consacré à l’explication de certains
fondements de statistiques spatiales et fonctionnelles, nécessaires à la compréhension de
ce travail pour un lecteur peu familiarisé avec ces outils. Ce chapitre 1 permet de mieux
appréhender notre contribution aux statistiques spatiales et fonctionnelles, présentée aux
parties I et II. En effet, ce chapitre 1 a pour objectif d’introduire les principales carac-
téristiques des statistiques spatiales et des statistiques pour données fonctionnelles. Nous
présentons, de manière plus précise, le cadre statistique qui nous préoccupe. Nous établis-
sons également un état de l’art des travaux sur le sujet. Pour terminer, nous annonçons
les motivations qui nous ont conduit à développer les travaux présentés dans ce mémoire
de doctorat. Lors de la réalisation des travaux présentés tout au long de ce manuscrit, des
perspectives d’étude sont apparues et sont présentées en même temps que la conclusion.
La fin de ce mémoire de thèse est composée d’une partie Annexe dans laquelle certains
rappels sont formulés.
Dans la suite du document, la dépendance sera exprimée en terme de α-mélange,
rencontré parfois sous le nom de mélange fort, dont les principes sont rappelés dans la
partie Annexe.
Première partie : Statistique spatiale
La partie I de ce mémoire est consacrée à la modélisation de données, à valeurs réelles,
géoréférencées, dites aussi données localisées ou spatiales. Nous nous intéressons d’une part
à l’estimation de la fonction de densité spatiale (Chapitre 2) et d’autre part à la fonction
de régression spatiale (Chapitre 3) en présence de variables α-mélangeantes.
Le chapitre 2 concerne l’introduction et l’étude d’un nouvel estimateur à noyau de la
fonction de densité de probabilité spatiale. Plus précisément, il s’agit d’une adaptation de
l’estimateur classique mais dont la particularité est de tenir compte aussi de la proximité
spatiale des données en intégrant l’information locationnelle. Pour cela, nous proposons de
combiner deux noyaux, l’un sur les valeurs observées et l’autre sur les localisations spatiales
des observations. On considère que la variable dépendante Y est réelle et que la variable
explicative X est multivariée (réelle). Nous supposons également que les données sont α-
mélangeantes. Après avoir étudié le comportement asymptotique de cet estimateur, et plus
particulièrement la convergence uniforme presque sûre avec vitesse, nous l’utilisons pour
estimer le(s) mode(s) d’une distribution spatiale dont les résultats de convergence sont
également donnés. Enfin, une procédure de classification est présentée et sera appliquée
dans la troisième partie de ce manuscrit. Notons que le travail présenté dans ce chapitre
fait l’objet d’une publication (Dabo-Niang et al. (2014a)) dans Stochastic Environmental
Research and Risk Assessment. Ce travail a été réalisé en collaboration avec Sophie Dabo-
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Niang, Leila Hamdad et Anne-Françoise Yao.
Le chapitre 3 fait référence à l’estimation non paramétrique de la fonction de régres-
sion spatiale dans un contexte similaire à celui considéré au chapitre 2, c’est à dire lorsque
la variable réponse est scalaire et la variable explicative est multivariée (réelle), ceci dans
le cadre des données spatialement dépendantes. L’estimateur est construit de la même
manière que l’estimateur de la fonction de densité spatiale, étudié au chapitre 2, dont la
particularité est de combiner deux noyaux permettant de contrôler à la fois la distance
entre les observations et celle entre les sites. La convergence presque complète ainsi que
la convergence en moyenne d’ordre q (norme Lq) (q ∈ N∗) sont obtenues en considérant
des processus α-mélangeants. Nous présentons également un prédicteur spatial issu de
l’estimation de la régression. On termine ce chapitre par des illustrations sur des données
issues de simulations ainsi que sur des données environnementales. Ce chapitre est issu
d’un travail réalisé en collaboration avec Sophie Dabo-Niang et Anne-Françoise Yao.
Deuxième partie : Analyse de données fonctionnelles
Dans la partie II de ce mémoire, nous nous intéressons à la modélisation de données
fonctionnelles. Tout d’abord, l’estimateur de la fonction de régression spatiale, présenté au
chapitre 3, est étendu au cadre de données fonctionnelles spatialement dépendantes. Puis,
nous proposons une méthode permettant de tenir compte de la structure de dépendance
pour les séries chronologiques lorsque les variables explicatives sont fonctionnelles.
Le chapitre 4 présente un travail étudiant à la fois les données spatialement dépen-
dantes et fonctionnelles. Il s’agit d’une extension au chapitre 3 où les variables Xi ne sont
plus à valeurs dans Rd mais dans un espace de dimension éventuellement infinie. Plus
particulièrement, nous proposons un estimateur non paramétrique de la fonction de ré-
gression d’une variable spatiale scalaire conditionnellement à une variable fonctionnelle.
La convergence en moyenne quadratique de cet estimateur est obtenue quand l’échantillon
considéré est une séquence α-mélangeante. Pour terminer, des résultats numériques illus-
trent le comportement de notre estimateur. Le travail présenté dans ce chapitre fait l’objet
d’une publication (Ternynck (2014)) dans le Journal de la Société Française de Statistique.
Dans le chapitre 5, nous nous intéressons à l’étude de séries chronologiques (tempo-
relles) lorsque les erreurs sont autocorrélées. Nous considérons un modèle de régression
pour lequel la variable explicative est fonctionnelle et la variable dépendante est réelle.
Nous suggérons une méthode, basée sur l’estimateur à noyau, permettant de tenir compte
de l’information contenue dans le terme d’erreur. Nous proposons d’utiliser une procé-
dure préliminaire de décorrélation de la variable dépendante. L’idée principale est de
transformer le modèle de régression original, de sorte que le terme d’erreur du modèle
de régression transformé devienne non corrélé. La normalité asymptotique de l’estima-
teur proposé est établie en considérant la variable explicative α-mélangeante, le cas le
plus général de variables faiblement dépendantes. Il est montré dans ce chapitre que la
fonction d’autocorrélation du processus des erreurs apporte de l’information permettant
d’améliorer l’estimateur de la fonction de régression. Les compétences de cette technique
sont illustrées par une étude de simulations ainsi que par une application à des données
de concentration en ozone. Ce chapitre est issu d’un travail réalisé en collaboration avec
Sophie Dabo-Niang et Serge Guillas.
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Troisième partie : Applications
La partie III est consacrée aux applications réalisées en parallèle ou en complément
des chapitres précédents.
Le chapitre 6 présente l’application à des données simulées puis réelles de la méthodo-
logie développée au chapitre 2. L’objectif est d’appliquer l’estimation de la densité spatiale
à la classification non supervisée basée sur le mode. Il s’agit de la méthode de classification
descendante hiérarchique proposée dans Ferraty et Vieu (2006), Dabo-Niang et al. (2006,
2007) dans un cadre non-spatial puis adaptée dans Dabo-Niang et al. (2010) au cadre des
données spatiales. Cette méthode repose sur l’utilisation d’un indice d’hétérogénéité basé
sur l’estimation du mode. Les données réelles sur lesquelles nous avons travaillé portent
sur les moussons en Asie.
Puis, dans le cadre d’une collaboration Franco-Québécoise, nous nous sommes inté-
ressés à la modélisation de données hydrologiques avec des méthodes issues de l’analyse
de données fonctionnelles. Notre objectif de classification des hydrogrammes des débits
de rivières Québécoises, nous a amené, dans le chapitre 7, à utiliser la méthode de
classification descendante hiérarchique, proposée dans Dabo-Niang et al. (2006, 2007) et
présentée au chapitre 2, basée sur l’estimation du mode. Nous avons également considéré
d’autres méthodes de classification non supervisée rencontrées dans la littérature pour
données fonctionnelles. Ce chapitre établit tout d’abord un état de l’art des travaux sur la
classification des hydrogrammes puis sur les méthodes de classification pour données fonc-
tionnelles. Ensuite, après avoir rappelé les principes des méthodes utilisées pour traiter
les données, nous les utilisons pour classifier les hydrogrammes de diverses stations hy-
drologiques du Québec. Nous comparons les résultats avec ceux obtenus par une méthode
classique qui ne tient pas compte de la nature fonctionnelle de ces données hydrologiques.
Les résultats sont analysés et accompagnés d’interprétations liées à l’hydrologie et à l’envi-
ronnement. Mohamed Ali Ben Alaya, Fateh Chebana, Sophie Dabo-Niang et Taha Ouarda
ont également contribué à la réalisation du travail présenté dans ce chapitre.
Certains résultats issus des applications présentées au chapitre 7, ont fait apparaître
des classes dont la majorité des données d’une même classe proviennent d’une période
de temps commune. Ainsi, nous nous sommes intéressés, dans le chapitre 8, à l’appli-
cation de méthodes de détection de ruptures pour données fonctionnelles sur ces données
hydrologiques.
Les trois parties de ce manuscrit sont suivies d’une conclusion dans laquelle des pers-
pectives d’étude sont données. En complément de ce travail, une annexe est proposée à
la fin de ce mémoire où des rappels sont énoncés ainsi que l’explication plus détaillée de
certaines notions considérées au cours de cette thèse.
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Presentation of the thesis
This doctoral dissertation mainly concerns statistical inference in a nonparametric
framework, that is when the distribution of the observations is unknown. It matters with
modeling the unknown characteristics of a population from a sample of it. Nonparametric
estimation differs from parametric estimation by the fact that the structure of the model
is not specified a priori but is directly determined from the data. It is said that these
methods are “letting the data speak for themselves”. Although in practice these methods
require large data sets, they have the advantage of using only regularity assumptions
(continuity, derivability, . . . ) on the link function between variables. We notice that in
nonparametric estimation, it is often assumed that the link function belongs to some class
P, chosen amongst nonparametric classes of functions (Tsybakov (2009)). For example, if
we are interested in the density function estimation, P can be the set of all the continuous
probability densities on R or the set of all the Lipschitz continuous probability densities
on R.
The term “nonparametric” was first used in 1942 by Wolfowitz (1942). Since then,
many contributors are working on the subject which is reflected in its vast literature.
Among the many nonparametric issues encountered in the literature, we will focus on the
estimation of density and regression functions as well as some of their applications. In
order to deal with these two points, most developed tools involve interpolation, smoothing
or approximation techniques. Among them, we can find, for instance, estimation methods
based on spline basis, projection or even kernel method (so-called Parzen-Rosenblatt). In
this work, the kernel method is mainly considered, it has been introduced by Rosenblatt
(1956b) then generalized by Parzen (1962).
The probability density function, denoted by f all along this thesis, is a fundamental
concept in statistic. It describes the distribution of the variable of interest, denoted X,
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and allows to obtain probabilities associated with this variable. Density estimation is
the construction of an estimator of the probability density function from the data. One
initial approach, so-called parametric, is based upon the assumption that the data come
from a known distribution family, for instance, the normal distribution with mean µ and
variance σ2. Thus the estimation of f involves estimating µ and σ parameters from the
data and then substituting these estimators in the normal density formula. However the
data does not always allow to determine a priori the distribution family it came from. The
nonparametric methods, studied in the course of this work, do not require any a priori
assumption on the fact that f belongs to a known family of distribution. The simplest
way to estimate the density f from the data is the histogram. It brings out the kernel
estimator considered in the following.
Specifically, a sample of n observations X1, . . . , Xn, independent and identically dis-
tributed (i.i.d.), with real values, is available. The kernel estimation of the density function
f at point x is given by
fn(x) =
1
nh
n∑
i=1
K
(
x−Xi
h
)
where h is a smoothing parameter called “bandwidth” and K is a weight function called
“kernel” which satisfies, for example, the following conditions
∫ ∞
−∞
K(x)dx = 1 and
∫ ∞
−∞
K2(x)dx <∞.
This condition implies that K is also a probability density function.
Secondly, we consider the framework where we observe n pairs (X1, Y1), . . . , (Xn, Yn),
having same distribution than the pair of random variables (X,Y ), that follow the regres-
sion model Yi = r(Xi)+i for i = 1, . . . , n, and for which  represents an error term. Thus,
the regression problem consists in seeking a relation that can potentially exist between the
variables Xi and Yi. The variable X is the explanatory variable and the variable Y is the
dependent variable. The variables i, standing for the error term, are generally supposed
independent from the Xi’s and centered. Most often, the regression of random variables
Y on X refers to the conditional expectation of Y given X. But in fact, the term "re-
gression" refers to any element of the conditional distribution of Y given X considered as
a function of X. It might be relevant, for example, to study the conditional median, the
conditional mode, the conditional quantiles, etc. The most well-know (regression) model
is the least square linear estimate which consists in explaining Y by a linear combination
of the X components. Generally, the linear regression model refers to a model in which
the conditional expectation of Y given X is an affine transformation of X. In fact, one
can also consider models in which it is the conditional median or any other quantile of the
distribution of Y given X that is an affine transformation of X. When we can not suppose
that the regression function belongs to a parametric family, nonparametric methods of
estimation are considered. The nonparametric approach only assumes that r(·) belongs
to a given nonparametric class. In this work, we are particularly interested in the case
where the link function is based on the conditional expectation. Indeed, the link or regres-
sion function will be the function r(x) for which at any realization x of the explanatory
variable X associates the quantity E[Y |X = x]. From a kernel K and a bandwidth h, we
can construct nonparametric estimates of the regression function r(·) similar to those of
the density. The most famous, which we will study in this work, is the Nadaraya-Watson
General introduction 27
estimator, introduced by Nadaraya (1964) and Watson (1964), which is defined by
rn(x) =
1
nh
n∑
i=1
YiK
(
x−Xi
h
)
fn(x)
if fn(x) 6= 0
and rn(x) = 1n
∑n
i=1 Yi otherwise. This estimate can be seen as a weighted mean whose
the weights depend on the distance between the variables Xi and x. In particular, these
weights will allow to give more significance on the values of Yi for which Xi is "close" to x.
Whether it is the density or regression functions estimation, the quality of the estimate is
strongly linked to the bandwidth h, for which the choice turns out to be very important
and has been the subject of many works (e.g. Hall (1982), Delaigle and Gijbels (2004)). It
is worth noting that, to some extent, results also vary according to the chosen kernel K.
The kernel estimates have been extensively studied in the literature, on one hand,
for independent and real (univariate then multivariate) data, and on the other hand, for
time series (dependent and real). More recently, the Parzen-Rosenblatt estimate has been
adapted to other kinds of data as, for instance, spatial data. Indeed, since the mid 1950’s,
a new research focus is based on spatially dependent data. These data have been widely
used with parametric methods, whose the most famous are the kriging methods, from the
name of the mining engineer Danie Gerhardus Krige. These methods have been formalized
by Georges Matheron in the 1960s (see, for instance, Matheron (1962)). But, in order to
overcome some difficulties, some authors have developed some tools from the nonpara-
metric statistics, some of which rely on the kernel estimate, introduced for the spatial
density estimate in 1990 by Tran (1990). The first part of this dissertation will be devoted
to the nonparametric modeling of spatial data by the kernel method. More particularly,
chapters 2 and 3 concern a new nonparametric approach to estimate probability density
and regression functions as well as the mode in presence of spatially real valued dependent
data.
In addition, for about 30 years, technical advances have achieved to record more and
more data, on a more regular way, sometimes continuous. The resulted data, called "high-
dimensional", "infinite dimensional" or "functional", can not be dealt with classical statis-
tical methods. Thus a new research dynamic has appeared, encouraging the expansion of
methods adapted to the study of functional random variables. Among them, kernel esti-
mate based techniques have also been developed. The second part of this thesis is devoted
to these as chapter 4 adapts the proposed approach in chapter 3 to spatially dependent
data of functional nature. Until now, in our estimation procedure, we have taken into
consideration the dependence presents in the data but in a general framework of mixing
variables, without specifying the dependence structure. Thus, we propose in chapter 5 a
way enabling to take into account specific structure of dependence in presence of func-
tional data (non-spatialized). Indeed, we propose a new kernel approach to estimate the
regression function when explanatory variables are functional and the innovation process
is autocorrelated.
The latter part of this manuscript is devoted to applications. Chapter 6 presents un-
supervised classification results of real spatial data, simulated and real. The considered
method is based on the spatial mode estimation obtained from the spatial density func-
tion estimate introduced in the first part of this thesis. Then, during a French-Quebec
collaborative project, we applied this classification method based on the mode estimation,
as well as other unsupervised classification methods of the literature, on hydrological data
of functional nature (non-spatialized). This work is presented in chapter 7. The obtained
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classification results on the hydrological data have led us, in chapter 8, to apply some
change point detection tools on these functional data.
We note that the first chapter of this dissertation is devoted to the explanation of
some spatial and functional statistical fundamental tools, necessary for an understanding
of this work for a reader not very familiar with these tools. This chapter 1 gives a better
understanding of our contribution to spatial and functional statistics, presented in part I
and part II. Indeed, this chapter 1 aims to introduce main features of spatial statistics and
functional data analysis. We present, in a more precise manner, the statistical framework
that concerns us. We also establish a report on existing methods on the topic. Finally, we
announce the motivations leading us to develop the works presented in this dissertation.
When carrying out these presented works, some research perspectives appeared and are
presented at the same time as the conclusion. The end of this manuscript is composed of
an Appendix part in which some recalls are formulated.
Throughout the rest of the document, the dependence will be expressed in terms of
α-mixing, sometimes labelled strong mixing, whose principles are recalled in the Appendix
part.
First part: Spatial statistic
Part I of this dissertation is devoted to real valued georeferenced data modeling, also
called spatially referenced data or spatial data. On one hand, we are interested in the
spatial density function estimation (Chapter 2) and, on the other hand, in the spatial
regression function (Chapter 3) in presence of α-mixing variables.
Chapter 2 is the introduction and study of a new kernel estimate of the spatial
probability density function. Precisely, it is an adjustment of the classical estimate which
specifically takes into account the spatial dependency of the data by incorporating loca-
tional information. For this purpose, we propose to combine two kernels, one based on the
observed values and one based on the spatial locations of the observations. We consider
that the dependent variable Y is real and the explanatory variable X is multivariate (real).
We also assume that the data are α-mixing. Having studied the asymptotic behavior of
this estimator, and more particularly the almost sure uniform convergence with rates, we
use it in order to evaluate the mode(s) of a spatial distribution, its asymptotic results are
also given. Finally, a clustering procedure is presented and will be applied in the third
part of this manuscript. Note that the work presented in this chapter has been published
(Dabo-Niang et al. (2014a)) in Stochastic Environmental Research and Risk Assessment.
Sophie Dabo-Niang, Leila Hamdad and Anne-Françoise Yao collaborated on this work.
Chapter 3 looks at the nonparametric estimation of the spatial regression function
in a similar context of chapter 2, that is when the response variable is scalar and the
explanatory variable is multivariate, within the framework of spatially dependent data.
The estimate follows the pattern of the one of the spatial density, studied in chapter 2,
whose peculiarity is the combination of two kernels allowing to control both the distance
between observation and that between locations. The almost complete consistency as well
as the convergence in mean of order q (Lq norm) (q ∈ N∗) are obtained considering α-
mixing processes. Additionally, we propose a spatial predictor from the estimate of the
spatial regression function. We conclude this chapter with illustrations from simulations
and environmental data. This chapter is based on a collaborative work with Sophie Dabo-
Niang and Anne-Françoise Yao.
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Second part: Functional data analysis
In part II of this thesis, we are interested in functional data modeling. First, the
spatial regression estimate, presented in chapter 3, is extended to the spatially dependent
data framework. Then, we propose a method enabling to take into account the dependence
structure for time series when explanatory variables are functional.
Chapter 4 presents a work combining both spatially dependent data and functional
data. It is an extension of chapter 3 where variables Xi are no longer valued in Rd but are
in an eventually infinite dimensional space. More particularly, we propose a nonparametric
estimate of the regression function of a scalar spatial variable given a functional variable.
The quadratic mean convergence of this estimate is obtained when the considered sample
is an α-mixing sequence. Finally, numerical results illustrate the behavior of our estimate.
The work presented in this chapter has been published (Ternynck (2014)) in Journal de
la Société Française de Statistique.
In chapter 5, we are interested in the study of chronological series (time series) when
the errors are autocorrelated. We consider a regression model in which the explanatory
variable is functional and the response variable is scalar. We suggest a method enabling to
take into account the information contained in the error term. A preliminary procedure of
decorrelation of dependent variable is proposed. The main idea is to transform the initial
regression model, so that the error term of the transformed model becomes uncorrelated.
The asymptotic distribution of the proposed estimate is established considering that the
explanatory variable is α-mixing, the more general case of weakly dependent data. It
is shown in this chapter that the autocorrelation function of the error process brings
information allowing to improve regression function estimate. The skills of this technique
are illustrated by a study of simulations as well as ozone concentration data application.
This chapter comes from a collaborative work with Sophie Dabo-Niang and Serge Guillas.
Third part: Applications
Part III is devoted to applications achieved in parallel or in complement to previous
chapters.
Chapter 6 presents application to simulated and real data of the methodology de-
veloped in chapter 2. The purpose is to apply spatial density estimation to unsupervised
classification based on the mode. It is the hierarchical descendant classification method
proposed in Ferraty and Vieu (2006), Dabo-Niang et al. (2006, 2007) in the non-spatial
case then adapted in Dabo-Niang et al. (2010) to the spatial framework. This method is
based upon an heterogeneity index built on the mode estimation. We have worked on real
data from the monsoon season in Asia.
Then, within the framework of a French-Quebec collaboration, we are interested in
hydrological data modeling with methods from functional data analysis. Our purpose
of classifying flood hydrographs from Quebec rivers, has led us, in chapter 7, to use
hierarchical descendent classification method, proposed in Dabo-Niang et al. (2006, 2007)
and presented in chapter 2, based on the mode estimation. We have also considered other
unsupervised classification (clustering) methods for functional data encountered in the
literature. We begin by doing a state of the art of hydrograph clustering and then of
clustering methods for functional data. Afterwards, we recall the principles of methods
that are used to process data. Finally, we classify hydrographs from various hydrologic
stations of Quebec by presented methods. We compare the results with those obtained
with a classical method that does not take into account the functional nature of the
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hydrological data. The results are analyzed and accompanied by interpretations linked to
hydrology and environment. Mohammed Ali Ben Alaya, Fateh Chebana, Sophie Dabo-
Niang and Taha Ouarda have also contributed to the realization of the work presented in
this chapter.
Some of the results from applications presented in chapter 7, have brought classes in
which most of data of a same class come from a same period of time. Thus, we are inter-
ested, in chapter 8, in the application of change point detection methods for functional
data on these hydrological data.
The three parts of this manuscript are ended with a conclusion giving several research
perspectives. This work is supplementing by an Appendix proposed at the end of the
manuscript where some recalls are given as well as a more detailed explanation of some
considered notions throughout this thesis.
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1.1 Introduction à la statistique spatiale
"Everything is related to everything else,
but near things are more related than distant things."
Tobler (1970)
Les méthodes d’analyse spatiale sont utilisées dans de nombreuses disciplines où les don-
nées sont collectées en différentes localisations, c’est le cas, entre autres, en géologie,
sciences du sol, traitement d’images, épidémiologie, agronomie, écologie, foresterie, as-
tronomie, sciences atmosphériques, etc. Nous présentons dans ce paragraphe plusieurs
situations réelles illustrant les enjeux liés à la modélisation spatiale des données. Dans le
domaine océanographique, un des intérêts concerne la répartition des espèces de poissons
en mer. Des campagnes de collecte de données, telle que la campagne annuelle IBTS,
International Bottom Trawl Survey, permettent d’observer les abondances, ou encore les
biomasses, d’espèces halieutiques en certains sites de la mer. A partir de ces observations,
la prédiction des stocks de poissons sur les sites qui n’ont pas été observés est primordiale :
détermination des quotas de pêche afin de préserver la ressource halieutique menacée par
la pêche intensive. Une autre application possible de la statistique spatiale concerne la
pollution des sols par les métaux lourds qui représente un risque important pour la santé.
En effet, les sols sont à l’origine du transfert des métaux de l’environnement vers l’orga-
nisme : inhalation ou ingestion de particules (poussières) mais aussi d’aliments contaminés.
Il est essentiel de pouvoir évaluer la teneur en métaux lourds dans les sols. Cependant,
les techniques pour mesurer ces concentrations peuvent être lourdes à mettre en oeuvre
(temps et coût). Ainsi des méthodes de prédiction spatiale peuvent aider à déterminer la
concentration en métaux lourds dans le sol. Il peut également s’agir de modéliser la pol-
lution atmosphérique. Par exemple, en France, des associations régionales comme "Atmo
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Nord-Pas-de-Calais" surveillent la qualité de l’air et utilisent, entre autres, des outils issus
de la statistique spatiale pour cartographier les polluants.
Selon les cas, les observations appartiennent à un certain type de données spatiales,
à savoir, les données géostatistiques, les données latticielles et les processus ponctuels.
Les méthodes à utiliser pour traiter ces données diffèrent selon leur type. Lorsque les
données peuvent être mesurées en tout point d’un domaine continu, on se place dans
le cadre de la géostatistique. Si les données sont liées à un réseau, on parle de données
latticielles, que l’on va plutôt traiter avec la théorie des champs de Markov. Le dernier
type de données spatiales, les processus ponctuels, survient lorsque c’est l’ensemble des
sites où ont lieu les observations qui est étudié. Il n’est pas toujours aisé de déterminer
le type de données à traiter. Cependant, le point commun entre ces catégories est la
présence de dépendance dans une ou plusieurs directions mais qui s’affaiblit lorsque les
sites d’observations sont plus éloignés. Les méthodes de statistique spatiale vont permettre,
entre autres, l’analyse exploratoire des données, l’étude de la corrélation spatiale, leur
modélisation jusqu’à la prédiction d’un phénomène en des sites non-observés. En effet,
l’un des besoins de nombreuses disciplines scientifiques est la prédiction d’une variable
en un site non-observé, par l’utilisation des observations de cette variable en d’autres
sites. La prédiction spatiale dépend des observations sur les sites voisins de l’endroit où
le champ est à prédire. D’où la nécessité de mesurer la dépendance entre localisations
voisines. Cette caractéristique existe également pour les séries temporelles puisque les
valeurs observées de variables proches dans le temps ont tendance à être similaires mais à
se différencier lorsqu’elles sont observées sur une plus grande période. Ce qui distingue les
données spatiales des séries temporelles est l’absence de relation d’ordre comme les notions
de passé, présent et futur : l’axe du temps est unidirectionnel. En effet, les évènements
passés peuvent avoir une influence sur le futur alors que l’inverse n’est pas vrai. Ainsi
les modèles développés pour les séries chronologiques ne peuvent pas être directement
appliqués aux données spatiales, ils se doivent d’être plus flexibles. Des différences ainsi
que des similarités existant entre les séries spatiales et les séries temporelles sont soulignées
dans Tjøstheim (1987).
De manière générale, la statistique spatiale étudie des phénomènes observés sur un
ensemble spatial S. Ces observations sont les réalisations d’un champ aléatoire Z sur S,
c’est à dire la donnée d’une collection Z = {Zi, i ∈ S} de variables aléatoires indexées
par l’ensemble spatial S. La figure 1.1 illustre de façon simpliste un ensemble spatial S
sur lequel on observe la variable aléatoire Z aux sites i1, . . . , in. Alors que la figure 1.2
représente des observations réelles, à savoir les cumuls pluviométriques dont l’ensemble
spatial est le réseau météorologique Suisse. La nature de l’ensemble spatial S permet au
statisticien de définir le type de données (géostatistiques, latticielles, processus ponctuels)
dont il dispose. Dans le cas des données géostatistiques, principalement considérées dans
ce travail, S est un sous-ensemble fixé de RN avec N > 1. On dénote par i = (i1, . . . , iN )
un site localisé dans un espace Euclidien de dimension N .
Les propriétés asymptotiques des estimateurs peuvent être obtenues en étudiant leurs
comportements lorsque n→∞ selon deux situations à savoir, les divergences isotropiques
ou non-isotropiques. La première correspond au cas le plus restrictif pour lequel on dit
que la région S s’étend à l’infini à la même vitesse dans toutes les directions. Dans ce cas,
les conditions suivantes sont requises : n → ∞ si min1≤k≤N nk → ∞ et nj/nk < C pour
une constante C telle que 0 < C <∞ et 1 ≤ j, k ≤ N . Dans l’autre situation, la région S
ne s’étend pas à l’infini à la même vitesse dans toutes les directions et n→∞ seulement
si min1≤k≤N nk →∞.
De plus, notons qu’il existe généralement deux structures possibles pour l’étude asymp-
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Figure 1.1 – Schéma simplifié d’un ensemble spatial S
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Figure 1.2 – Illustration d’observations spatiales à partir de données réelles
Observation des cumuls pluviométriques sur le réseau météorologique Suisse, le 8 mai 1986, en
millimètre (passage du nuage de Tchernobyl). Les données sont disponibles avec le package geoR
du logiciel R.
totique spatiale (le lecteur intéressé pourra se référer au Chapitre 5 de Gaetan et Guyon
(2008)). Tout d’abord, l’asymptotique extensive (increasing domain asymptotics) qui concerne
la situation où le nombre d’observations croît avec celui du domaine d’observation. Cette
situation apparaît lorsque les sites sont séparés. La seconde asymptotique permet de trai-
ter les situations où les observations se densifient dans un domaine S fixé et borné, on
parle alors d’asymptotique intensive (infill asymptotics). Notons que la première structure
est la plus commune dans la littérature pour données spatiales. Cependant, lorsque les
observations sont faiblement dépendantes, la plupart des estimateurs consistants dans le
cadre de l’asymptotique extensive ne le sont pas forcément en considérant l’approche in-
tensive (voir Fazekas et Chuprunov (2006)). Par ailleurs, deux situations sont également
possibles en ce qui concerne la répartition des sites d’observation. En effet, la position des
sites d’observation peut être définie de manière déterministe (fixed-design) ou de manière
aléatoire (random design).
C’est durant la première moitié du 20ème siècle, que les premières méthodes de sta-
tistique spatiale apparaissent. Ce sont des méthodes dites “paramétriques”, lesquelles ont
largement été étudiées, développées et utilisées, comme en témoigne la vaste littérature
sur le sujet. Pour plus de détails sur ces méthodes, on pourra se référer, par exemple, à
Ripley (1981), Cressie (1993), Chilès et Delfiner (1999), Gaetan et Guyon (2008). Plus
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particulièrement, une méthode de prédiction spatiale est développée, dans le cadre de la
géostatistique (on pourra se référer à la monographie de Wackernagel (2003) pour une in-
troduction sur les méthodes géostatistiques), sous le nom de "Krigeage". Ce terme provient
du nom de famille de l’ingénieur minier sud-africain Daniel Gerhardus Krige. Le Krigeage
a été formalisé, pour la prospection minière, par Georges Matheron, à l’école des Mines
de Paris (e.g. Matheron (1962)). Depuis, le domaine de ses applications a largement été
étendu, touchant notamment l’océanographie, la météorologie, les sciences de l’environne-
ment,. . . Cependant ces méthodes ne sont pas toujours adaptées aux données à traiter. Par
exemple, le Krigeage suppose que les données suivent une loi normale ce qui, en pratique,
n’est pas toujours vérifié. Ainsi, pour pallier les difficultés rencontrées par les méthodes
paramétriques, certains auteurs ont développé des méthodes non paramétriques pour don-
nées spatiales, qui sont actuellement au coeur d’une dynamique de recherche (e.g. Journel
(1983), Tran (1990), Carbon et al. (1997), Biau et Cadre (2004), Carbon et al. (2007),
Dabo-Niang et Yao (2013), . . . ). Une part de ce travail de thèse se veut y contribuer en
s’intéressant plus particulièrement à l’estimation fonctionnelle pour données spatiales :
estimation des fonctions de densité de probabilité ainsi que son mode, et de régression
spatiales.
1.1.1 L’estimation non paramétrique spatiale
Dans le cadre de cette thèse, nous nous intéressons d’une part à l’estimation de la
fonction de densité de probabilité spatiale et de son mode et, d’autre part, à celle de la
fonction de régression spatiale par des méthodes non paramétriques et plus précisément
en considérant l’estimateur à noyau. Ces méthodes sont particulièrement utiles dans des
situations pour lesquelles on ne peut dire avec confiance que ces fonctions appartiennent à
une famille paramétrique. La majorité des travaux consacrés à l’étude non paramétrique
de la densité ou de la régression spatiale, supposent l’ensemble spatial S être une région
rectangulaire définie par In = {i = (i1, . . . , in), 1 ≤ ik ≤ nk, k = 1, . . . , N}. Notons
que les résultats obtenus restent valides en considérant des régions de forme plus générale.
Dans la suite, les champs aléatoires considérés sont également définis sur In et on utilise la
notation n̂ = n1×n2×· · ·×nN pour faire référence à la taille de l’échantillon. On s’intéresse
notamment à la situation où la position des sites est déterministe : d’où, sauf mention du
contraire, on se place toujours dans un cadre déterministe. Ci-après, nous rappelons les
principaux résultats rencontrés dans la littérature à ce sujet. Nous commençons par établir
un état de l’art des travaux qui portent sur l’estimation à noyau de la fonction de densité
de probabilité puis celle de la fonction de régression. Enfin, nous citons quelques travaux
traitant par la méthode à noyau d’autres problématiques.
Estimation par la méthode à noyau de la fonction de densité de probabilité
spatiale
Le concept de fonction de densité de probabilité est fondamental en statistique classique
et l’est également en statistique spatiale. En effet, elle permet de décrire la distribution
spatiale d’un champ aléatoire d’intérêt X = {Xi, i ∈ S} et en donne les probabilités qui
lui sont associées. Elle permet également le développement d’autres outils statistiques,
par exemple, pour l’estimation du mode spatial. Dans la suite, nous énonçons les travaux
qui portent sur l’estimation à noyau de la fonction de densité de probabilité lorsque les
données à traiter sont spatialement dépendantes.
1.1. Introduction à la statistique spatiale 37
Cas où les variables explicatives Xi sont dans Rd et les sites i sont dans ZN Les
premiers résultats sur l’estimation non paramétrique, de la fonction de densité spatiale sont
dus à Tran (1990). L’auteur propose une généralisation de l’estimateur à noyau (ou dit de
Parzen-Rosenblatt) pour estimer la densité multivariée d’un champ aléatoire stationnaire
indexé par ZN . Il démontre, sous certaines conditions de mélange du processus, la normalité
asymptotique de l’estimateur proposé. Des choix de fenêtre appropriés sont également
donnés. On se place dans la situation où l’on observe un processus strictement stationnaire
{Xi} sur l’ensemble spatial In. De plus, on suppose que Xi prend ses valeurs dans Rd.
L’estimation de la fonction de densité, en un point x à valeurs dans Rd, proposée dans
Tran (1990) est définie de la manière suivante :
fn(x) =
1
n̂hdn
∑
i∈In
K
(
x−Xi
hn
)
où K(·) est une fonction noyau et hn est une séquence positive de fenêtres qui tendent
vers 0 quand n tend vers l’infini. Tran et Yakowitz (1993) étudient un estimateur de
f basé sur les k plus proches voisins (noté k-NN dans la littérature) et obtiennent la
normalité asymptotique. Plus tard, Carbon et al. (1996) et Carbon et al. (1997) énoncent
respectivement les conditions suffisantes pour que l’estimateur introduit dans Tran (1990)
converge en norme L1 et de manière uniforme en probabilité et presque sûrement. Dans
le dernier, les vitesses L∞ de convergence optimales suivantes sont obtenues :
sup
x∈D
|fn(x)− f(x)| = O
(√
log n̂
n̂hdn
)
en probabilité et presque sûrement
où D dénote un ensemble compact arbitraire de Rd. Ces résultats sont applicables à une
large classe de processus spatiaux. Hallin et al. (2001) considèrent le problème de l’estima-
tion de la densité d’un processus spatial linéaire, processus non nécessairement fortement
mélangeant. Sous des conditions générales, l’estimateur à noyau pour un k-uplet de sites
est montré être asymptotiquement normal multivarié. Biau (2002) étudie les moyennes
quadratique et quadratique intégrée des erreurs d’estimation obtenues avec l’estimateur
de Tran (1990). Il montre, sous de faibles conditions de mélange, que ces deux erreurs
ont le même comportement asymptotique que dans le cas i.i.d.. El Machkouri (2011) a
également étudié la normalité asymptotique de cet estimateur mais en s’appuyant sur des
techniques différentes à celles utilisées dans les autres travaux cités. En effet, la plupart
de ces travaux reposent sur la technique de décomposition par blocs avec des hypothèses
de mélange alors que El Machkouri (2011) utilise la méthode de Lindeberg.
Cas où les variables explicatives Xi sont dans Rd et les sites i sont dans RN
Ces premières contributions sur l’estimateur à noyau de la fonction de densité spatiale
considèrent des champs indexés de manière discrète alors que Biau (2003) étudie cet esti-
mateur sur un ensemble spatial continûment indexé. La moyenne quadratique des erreurs
est considérée et sous certaines conditions, des vitesses de convergence optimales et para-
métriques sont obtenues. Fazekas et Chuprunov (2006) étudient également l’estimateur à
noyau de la fonction de densité spatiale lorsque les sites sont dans Rd. Cependant, ils com-
binent les deux structures d’asymptotique, intensive et extensive. En effet, ils montrent
que l’estimateur est asymptotiquement normal si l’ensemble des sites d’observation devient
de plus en plus dense dans une séquence croissante de domaines.
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Estimation par la méthode à noyau de la fonction de régression spatiale
Un autre problème qui nous intéresse est celui de l’estimation de la fonction de ré-
gression, qui peut être utilisée à des fins de prévision spatiale. On se place dans le cadre
où l’on dispose de n̂ observations Zi = (Xi, Yi)i∈In obéissant au modèle de régression
r(x) = E[Yi|Xi = x], c’est à dire basé sur l’espérance conditionnelle de Y sachant X. Nous
nous intéressons à l’estimation à noyau de la fonction de régression r(·) pour laquelle nous
donnons ci-dessous les principaux résultats rencontrés dans la littérature sur le sujet. On
notera que l’utilisation de la fonction de densité apparaît dans l’estimation de r(·).
Cas où les variables explicatives Xi sont dans Rd et les sites i sont dans ZN
Dans un premier temps, nous évoquons les travaux effectués lorsque le champ aléatoire
considéré est indexé par (N∗)N . Nous pouvons d’abord citer les travaux de Lu et Chen
(2002) qui considèrent des données issues d’un processus spatial mélangeant anisotropique.
L’anisotropie spatiale repose sur le fait que la dépendance spatiale entre deux sites n’est
pas forcément liée à la distance entre ces deux sites mais dépend également de la direction.
La dépendance spatiale présente alors des caractéristiques différentes selon les directions.
Ils suggèrent un estimateur à noyau de la fonction de régression conditionnelle spatiale qui
est défini par
rn(x) =
1
n̂hdn
∑
i∈In
YiK
(
x−Xi
hn
)
fn(x)
Des conditions sont données pour assurer la convergence faible ainsi que des vitesses de
convergence de l’estimateur qu’ils proposent. Ils proposent une définition des coefficients
de mélange adaptée à l’anisotropie. Dans Lu et Chen (2004), ces mêmes auteurs consi-
dèrent cet estimateur à noyau de la fonction de régression conditionnelle spatiale, sous des
conditions de mélange du processus spatial, dans un cadre isotropique. Ils étudient des
propriétés asymptotiques incluant la convergence faible et des vitesses de convergence de
l’estimateur. Hallin et al. (2004b) étudient un estimateur linéaire local de la fonction de
régression r(·), dont l’estimateur à noyau est un cas particulier. Sous de faibles conditions
de régularité, la normalité asymptotique de l’estimateur proposé et celle de ses dérivées
sont établies. Des choix appropriés de fenêtre sont donnés. Le processus spatial est supposé
satisfaire des conditions très générales de mélange. Biau et Cadre (2004) s’intéressent à
la prédiction spatiale de valeurs d’un champ aléatoire. Ils étudient d’abord le problème
de régression spatiale basée sur l’estimation de la fonction de régression. Puis ils pro-
posent un prédicteur spatial et montrent la convergence uniforme de ce dernier sur des
ensembles compacts ainsi que sa normalité asymptotique. Carbon et al. (2007) étudièrent
un modèle autorégressif non paramétrique dans le contexte de la prédiction sur des champs
aléatoires. Plus précisément, ils considèrent l’estimation de la régression de {Xn} sur les
valeurs du champ aléatoire aux sites environnants, disons, Xn1 , . . . , Xnl . On remarque que
(Xn1 , . . . , Xnl) est un vecteur de dimension ld. Ils supposent l’existence de la fonction de
régression r(x) = E[ϕ(Xn)|(Xn1 , . . . , Xnl) = x], où x est à valeurs dans Rdl et ϕ est une
fonction continue à valeurs réelles, non nécessairement bornée. Un estimateur à noyau de
r(x) est étudié. Ils montrent, sous des conditions générales, que cet estimateur converge
uniformément sur des ensembles compacts. Des vitesses de convergence optimales dans
L∞ sont également atteintes. Li et Tran (2009) proposent une méthode alternative pour
estimer non paramétriquement la fonction de régression spatiale. Cette méthode est basée
sur une pondération par la technique des plus proches voisins. Ils montrent la normalité
asymptotique de l’estimateur issu de cette méthodologie. Gheriballah et al. (2010) étu-
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dient l’estimation non paramétrique robuste de la fonction de régression spatiale. Plus
précisément, ils considèrent une famille d’estimateurs non paramétriques robustes pour la
fonction de régression basée sur la méthode à noyau. Sous des conditions générales de mé-
lange, la convergence presque complète et la normalité des estimateurs sont obtenues. Une
procédure robuste de sélection des paramètres de lissage adaptée aux données spatiales
est discutée.
Robinson (2011) propose de "ranger" les données spatiales sous la forme basique de
matrice triangulaire pour estimer la fonction de régression. Ceci permet de tenir compte de
diverses formes d’observations spatiales. Il autorise le fait que les observations soient non-
identiquement distribuées et présentent de l’hétéroscédasticité conditionnelle. Au lieu des
conditions de mélange, un processus linéaire (éventuellement non stationnaire) est supposé
pour les perturbations. Des conditions suffisantes sont établies pour la convergence et la
normalité asymptotique de l’estimateur à noyau de la régression.
Cas où les variables explicatives Xi sont dans Rd et les sites i sont dans RN
Dabo-Niang et Yao (2007) étudient l’estimateur à noyau de la fonction de régression spa-
tiale pour un processus stationnaire spatial multidimensionnel {Zi = (Xi, Yi), i ∈ RN}.
Les convergences faible et forte de l’estimateur à noyau de r(·) sont montrées sous des
conditions suffisantes sur les coefficients de mélange et sur les fenêtres. Ils obtiennent
des vitesses optimales et sur-optimales des vitesses de convergence fortes. Ils proposent
également une première approche de prédiction spatiale pour des processus continûment
indexés. Dans le travail de Menezes et al. (2010), la prédiction non paramétrique à noyau
est considérée pour des processus stochastiques spatiaux lorsque les sites d’observations
sont échantillonnés de manière aléatoire. Sous des hypothèses assez générales, ils montrent
que l’erreur quadratique moyenne du prédicteur tend à être négligeable quand la taille de
l’échantillon augmente. Ils proposent des approches alternatives de validation croisée pour
sélectionner les fenêtres locales et globales. Notons que dans ce travail, les auteurs consi-
dèrent le cadre de l’asymptotique intensive, c’est à dire que les données sont collectées dans
une région bornée qui ne croît pas avec la taille de l’échantillon. Karácsony et Filzmoser
(2010) obtiennent la normalité asymptotique de l’estimateur de la fonction de régression
de type Nadaraya-Watson pour des champs aléatoires α-mélangeants. Ils considèrent la
structure extensive-intensive d’asymptotique, c’est à dire quand les sites d’observations
deviennent denses dans une séquence croissante de domaines. Cette structure comble le
fossé entre les modèles continus et discrets.
D’autres problématiques traitées par la méthode à noyau
Le cadre du "fixed-design setting" Dans le cadre du "fixed-design setting", El Mach-
kouri (2007) ainsi que El Machkouri et Stoica (2010) considèrent le modèle de régression
suivant
Yi = r
(
i
n
)
+ i
où (i)i∈Zd est un champ aléatoire stationnaire réel de moyenne nulle avec i ∈ {1, . . . , n}d
et n ∈ N∗. Les erreurs sont issues d’un champ de variables aléatoires dépendantes. Ils
proposent un estimateur basé sur la méthode à noyau. Tout d’abord, dans El Machkouri
(2007), ils obtiennent des conditions suffisantes pour que l’estimateur converge de ma-
nière uniforme. Ils montrent également qu’il est possible d’obtenir des vitesses optimales
de convergence et que les résultats s’appliquent à une large classe de champs aléatoires
comprenant les champs aléatoires α-mélangeants ainsi que les champs aléatoires de type
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différences de Martingale. Puis, dans El Machkouri et Stoica (2010), ils établissent la nor-
malité asymptotique de l’estimateur considéré et montrent également que les résultats
s’appliquent à une large classe de champs aléatoires.
Régressions basées sur d’autres caractéristiques conditionnelles Jusqu’ici, nous
avons présenté des estimateurs non paramétriques de la fonction de régression spatiale
basée sur l’espérance conditionnelle. Cependant, la régression peut désigner tout autre
élément de la distribution conditionnelle de Y sachant X, considérée comme une fonction
de X. Par exemple, il peut s’agir de la médiane conditionnelle, du mode conditionnel, des
quantiles conditionnels, etc. Nous allons présenter brièvement des travaux qui traitent de
régression non paramétrique pour données spatialement dépendantes mais qui ne reposent
pas sur l’espérance conditionnelle de Y par rapport X.
Les travaux cités dans ce paragraphe concernent le cas où les sites sont indexés de
manière discrète. Hallin et al. (2009) proposent un estimateur linéaire local de la fonction
de quantile conditionnel spatial. Le travail de Dabo-Niang et Thiam (2010) présente un
cadre statistique pour modéliser les quantiles conditionnels des processus spatiaux (Xi, Yi)
à valeurs dans Rd × R et supposés fortement mélangeants. Ils définissent également un
prédicteur non paramétrique spatial. Ould-Abdi et al. (2010b) et Ould-Abdi et al. (2011)
considèrent un processus stationnaire spatial (Xi, Yi) à valeurs dans Rd×R. Ils étudient un
estimateur à noyau de la fonction de quantile conditionnel spatial, plus général que celui
de Dabo-Niang et Thiam (2010), d’une variable réponse Yi sachant la variable explicative
Xi. Parfois, le mode conditionnel s’avère être un outil plus adapté pour la prédiction que
l’espérance conditionnelle. C’est le cas, par exemple, si la densité conditionnelle est bimo-
dale ou dissymétrique. A notre connaissance, peu de travaux sont consacrés à l’estimation
à noyau du mode conditionnel spatial. Les premières contributions sur le sujet sont celles
de Ould-Abdi et al. (2010a) et de Dabo-Niang et al. (2014b).
Dans cette section, nous avons essayé de rassembler l’ensemble de travaux rencontrés
dans la littérature traitant de l’estimateur à noyau en présence de données spatialement
dépendantes. La section suivante énonce les motivations qui nous ont conduit à développer
une nouvelle approche à noyau pour estimer les fonctions de densité et de régression
spatiale.
1.1.2 Contribution à la modélisation non paramétrique spatiale
Dans la partie I de cette thèse, nous nous sommes attachés à développer une nouvelle
approche basée sur l’estimateur à noyau pour estimer les fonctions de densité de probabi-
lité et de régression en présence de données spatialement dépendantes à valeurs réelles. En
particulier, nous voulons que les observations proches du site étudié aient plus d’influence
que les observations faites en des sites plus éloignés. Notre motivation se résume assez bien
dans la phrase suivante "Everything is related to everything else but near things are more
related than distant things", Tobler (1970). Pour cela, l’approche que nous proposons est
basée sur le produit de deux fonctions noyaux, l’une sur les observations et l’autre sur les
sites. Ainsi les estimateurs tiennent compte à la fois de la distance entre les observations
et celle entre les sites. Cette idée a été introduite dans Hall et al. (2006) dans le cadre
des séries temporelles dynamiques. L’estimateur étudié est construit à partir d’un produit
de deux noyaux, l’un sur les dates d’observation, et l’autre sur les observations. Ils consi-
dèrent l’observation d’un processus multivarié dont la distribution évolue avec le temps.
L’estimation à l’instant t tient compte de certaines observations passées : la date la plus
ancienne dépend du paramètre de fenêtre du noyau sur le temps. Cette idée est également
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présente dans le cadre de données spatio-temporelles avec les travaux de Wang et Wang
(2009) et de Wang et al. (2012). Dans le contexte des processus ponctuels spatiaux, Me-
nezes et al. (2010) proposent un prédicteur spatial construit avec un seul noyau sur les
sites.
Les chapitres 2 et 3 traitent de cette nouvelle approche lorsque le champ aléatoire
étudié est tel que les variables dépendantes X sont multivariées à valeurs dans Rd et la
variable réponse Y est réelle. Comme souvent dans la littérature sur le sujet, la dépen-
dance sera exprimée en terme de α-mélange (que l’on appelle aussi mélange fort) dont
des rappels sont formulés dans l’Annexe. Dans un premier temps, dans le chapitre 2, nous
proposons un nouvel estimateur de la fonction de densité de probabilité. Sous certaines
hypothèses, nous montrons la convergence uniforme presque sûre de l’estimateur, nous
donnons également des vitesses de convergence. Ensuite nous en déduisons une estimation
du mode spatial (non conditionnel) dont la convergence uniforme est obtenue. Cette es-
timation est utilisée à des fins de classification non supervisée. Des résultats numériques
issus d’une étude de simulation ainsi que de l’application à des données environnementales
sont donnés dans la partie III de ce manuscrit consacrée aux applications. Dans un second
temps, dans le chapitre 3, nous traitons l’estimation de la fonction de régression, basée
sur l’espérance conditionnelle, par cette nouvelle approche. Les variables sont de même
nature que celles considérées dans le chapitre 2. Nous étudions le comportement asympto-
tique de cet estimateur, en particulier, nous montrons les convergences presque complète
et en moyenne d’ordre q. Nous donnons également des vitesses de convergence. A partir de
l’estimation de la fonction de régression, nous construisons un prédicteur spatial. Enfin,
nous appliquons cette méthode à des données simulées puis réelles. Nous comparons les
résultats avec ceux obtenus en considérant des méthodes classiques.
Dans cette section, nous avons introduit le cadre statistique qui nous intéresse pour
traiter la partie I de ce manuscrit. La section suivante présente les mêmes objectifs mais
concerne plutôt les travaux présentés dans la partie II.
1.2 Introduction à l’analyse de données fonctionnelles
Au début des années 1980, une nouvelle branche de la Statistique émerge et connait
depuis un important essor notamment avec les monographes de Ramsay et Silverman
(1997; 2002; 2005), de Bosq (2000), Bosq et Blanke (2008), de Ferraty et Vieu (2006) et
de Horváth et Kokoszka (2012). Il s’agit de la statistique pour "données fonctionnelles" ou
"données de dimension infinie" ou encore dite en "grande dimension". Ces dernières appa-
raissent avec les avancées technologiques (appareil de mesure, capacité de stockage, etc.)
qui permettent de récolter des données discrétisées de manière de plus en plus fine. En effet,
les méthodes de statistique pour données multivariées rencontrent des difficultés à traiter
des données dont la dimension devient trop importante. Par exemple, lorsque la dimension
des données dépasse la taille de l’échantillon, la méthode des moindres carrés ordinaires
rencontre des problèmes liés à l’inversion des matrices. Une autre difficulté rencontrée par
les méthodes statistiques traditionnelles, pour traiter des courbes finement discrétisées,
provient de l’existence de fortes corrélations entre les variables. C’est pour contourner ce
genre de difficulté qu’est apparue la statistique pour données fonctionnelles. Notons que
ces données ne sont pas, par nature, directement fonctionnelles, c’est le praticien qui les
rend fonctionnelles (voir Ramsay et Silverman (2005)). Par exemple, des enregistrements
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rapprochés des données permettent de les lisser afin d’obtenir des courbes. Les données
fonctionnelles surviennent dans de nombreux domaines comme, par exemple, en méde-
cine (courbes de croissance), en hydrologie (débits), en économie (cours boursiers). Les
exemples cités ne donnent qu’un infime aperçu de la variété des domaines concernés. Il
convient aussi de constater que la notion de variable fonctionnelle couvre un rayon plus
large que l’analyse de courbes. En effet, une variable fonctionnelle peut également être
une surface aléatoire ou un objet mathématique plus complexe de dimension infinie. On
pourra se référer à Cuevas (2014) pour un aperçu partiel mais récent de la théorie des
statistiques pour données fonctionnelles.
Les auteurs qui travaillent sur le sujet ont proposé de nombreux outils statistiques
pour traiter ce nouveau type de données. Cependant, on distingue plusieurs catégories de
techniques liées à la nature supposée des variables fonctionnelles. Plus précisément, on
considère qu’il existe d’une part les modèles linéaires (paramétriques, voir e.g. Ramsay et
Silverman (2005)) et d’autre part les modèles non paramétriques (voir e.g. Ferraty et Vieu
(2006)) pour données fonctionnelles. En particulier, une variable fonctionnelle appartient
à un espace fonctionnel et selon la nature de ce dernier, les possibilités de traitement
diffèrent. Par exemple, on peut supposer que les données appartiennent à un espace de
Banach de fonctions réelles continues, X : [0, 1] → R, muni de la norme sup. On peut
également considérer un espace de Hilbert des fonctions réelles de carré intégrable sur [0, 1],
muni du produit scalaire usuel 〈f, g〉 = ∫ 10 f(t)g(t)dt. Ces deux exemples concernent plutôt
une modélisation linéaire, alors que pour une approche non paramétrique on utilisera, par
exemple, différentes semi-normes (voir Ferraty et Vieu (2006)). Dans le cadre de cette
thèse, nous avons essentiellement considéré la seconde approche (non paramétrique) pour
traiter des données fonctionnelles qui sont définies dans Ferraty et Vieu (2006) de la
manière suivante
Définition 1.1. Une variable aléatoire X est appelée variable fonctionnelle si elle prend
ses valeurs dans un espace de dimension infinie (ou un espace fonctionnel). Une observation
de X est appelée une donnée fonctionnelle.
Comme en statistique classique, de nombreux problèmes impliquant des statistiques
pour données fonctionnelles existent, la communauté statisticienne a développé de nom-
breux modèles pour traiter de tels jeux de données. Certains étudient des modèles de ré-
gression et proposent des estimateurs de l’espérance conditionnelle (Dabo-Niang et Rho-
mari (2003), Masry (2005), Berlinet et al. (2011), . . . ), du mode conditionnel (Ferraty
et al. (2005a), Demongeot et al. (2013), . . . ) ou encore des quantiles conditionnels (Fer-
raty et al. (2005b), Laksaci et al. (2009), . . . ). D’autres auteurs s’intéressent plutôt à la
classification de courbes (Dabo-Niang et al. (2006), Delaigle et al. (2012), . . . ), à la détec-
tion de rupture (Hörmann et Kokoszka (2010), Horváth et al. (2010), . . . ) et de données
aberrantes (Febrero et al. (2007, 2008), Hyndman and Shang (2010), . . . ), à l’analyse en
composantes principales (Hall and Hosseini-Nasab (2006), Shang (2014), . . . ). Des travaux
portent également sur les tests d’indépendance ou de corrélation des erreurs (Gabrys et
Kokoszka (2007), Gabrys et al. (2010), Horváth et al. (2013), . . . ), etc. Notons que les va-
riables fonctionnelles étudiées peuvent être considérées comme indépendantes mais aussi
dépendantes.
Afin de positionner nos travaux parmi ceux rencontrés dans la littérature, nous pro-
posons ci-après un état de l’art des travaux relatifs aux problématiques pour données
fonctionnelles que nous avons traitées, à savoir celles liées à l’estimation de la fonction de
régression.
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1.2.1 Estimation à noyau de la régression pour variables fonctionnelles
On s’intéresse au cas de la régression d’une variable réelle Y sur une variable fonction-
nelle X. C’est la forme de régression la plus courante dans la littérature et celle que nous
avons considérée dans la partie II de ce manuscrit. Bien que différentes méthodes ont été
développées, selon la nature de l’opérateur de régression, pour traiter cette question, on
se concentrera sur les travaux basés sur l’estimateur à noyau.
Cas des variables indépendantes
Soient (Xi, Yi)i=1,...,n, n paires de variables indépendantes et identiquement distribuées
de même loi que (X,Y ) et à valeurs dans E×R où (E , d) est un espace semi-métrique, autre-
ment dit, X est une variable aléatoire fonctionnelle et d est une semi-métrique. On notera
x un élément fixé de E et y un élément fixé de R. A partir des observations (Xi, Yi)i=1,...,n,
on souhaite estimer la valeur de y sachant celle de x. Pour cela, on s’intéresse à l’estimation
de la fonction de régression r de Y sachant X définie par r(x) = E[Y |X = x]. L’estimateur
à noyau de r rencontré dans la littérature (introduit dans Ferraty et Vieu (2000)) est défini
par
r̂(x) =
∑n
i=1 YiK
(
d(x,Xi)
hn
)
∑n
i=1K
(
d(x,Xi)
hn
) (1.1)
où K est un noyau asymétrique et hn est un nombre positif réel qui dépend de n. Il s’agit
de l’extension au cadre des données fonctionnelles de l’estimateur de Nadaraya-Watson
(Nadaraya (1964), Watson (1964)) introduit pour des données réelles et rappelé dans l’in-
troduction générale de ce manuscrit. La différence principale apparait dans l’objet utilisé
pour mesurer la proximité entre les variables explicatives. En effet, l’une des spécificités
des données fonctionnelles est la grande dimension des données. De plus, en dimension
finie toutes les métriques sont équivalentes, ce qui n’est plus le cas en dimension infinie
dont le choix devient crucial. Par conséquent, les normes classiques utilisées pour mesurer
la proximité entre les variables ne sont plus adaptées aux données fonctionnelles. Certains
auteurs proposent d’utiliser une semi-métrique dont le choix dépend de la nature des don-
nées et du problème considéré. Les semi-métriques permettent également de contourner le
problème du fléau de la dimension. Des explications plus détaillées sur les semi-métriques
sont données en Annexe. Notons que dans le cas où K est un noyau positif à support [0, 1],
plus la valeur de d(x,Xi) est petite, plus grande sera la valeur de K(h−1d(x,Xi)). Ainsi
l’estimateur (1.1) de y ne tient compte que des Yi pour lesquels le Xi correspondant est
distant de x d’au plus h.
Des résultats de convergence de cet estimateur ont été obtenus dans la littérature.
Ferraty et Vieu (2000) puis Ferraty et Vieu (2002) introduisent cet estimateur en consi-
dérant un modèle de régression dans lequel la variable explicative est à valeurs dans un
espace vectoriel semi-normé et la variable réponse est scalaire. Leur démarche repose sur
une hypothèse de la loi de probabilité de la variable explicative interprétable en termes
de dimension fractale. La convergence presque sûre de leur estimateur est établie et des
vitesses de convergence sont obtenues. Sous des conditions générales, Dabo-Niang et Rho-
mari (2003) étudient l’estimateur à noyau de la régression quand la variable explicative
prend ses valeurs dans un espace semi-métrique et la variable réponse est réelle. Les conver-
gences en moyenne d’ordre q et presque sûre sont données avec des bornes supérieures des
erreurs d’estimation. Dans Ferraty et al. (2007), les auteurs considèrent que la variable
réponse est réelle et la variable explicative est à valeurs dans un espace fonctionnel E ,
supposé être un espace séparable de Banach muni d’une norme (voir aussi le travail de
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Dabo-Niang et Rhomari (2009)). La convergence en moyenne quadratique de l’estimateur
à noyau est obtenue avec vitesse et expressions explicites des constantes. La normalité
asymptotique, dont la particularité est l’expression explicite de la loi asymptotique, c’est
à dire des termes dominants de biais et de variance, est également montrée.
Nous avons fait état de la situation où l’estimateur à noyau de la régression pour don-
nées de dimension infinie s’applique aux échantillons indépendants. Dans la suite, nous
allons citer les travaux non paramétriques qui considèrent cet estimateur pour des échan-
tillons dépendants et en particulier α-mélangeants. On s’intéressera d’abord au cas des
séries temporelles puis à celui des séries spatiales.
Cas des variables chronologiquement dépendantes
Nous allons d’abord rappeler le contexte des séries chronologiques et le lien que l’on
peut faire avec les données fonctionnelles puis nous citerons les travaux existants sur le
sujet. Une série temporelle (ou chronologique) est issue de l’enregistrement d’un phéno-
mène au cours du temps. L’observation d’une série temporelle peut être considérée comme
la réalisation d’un processus stochastique à modéliser. Ces séries apparaissent dans une
très grande variété de domaines comme, par exemple, en biologie, en économie, en finance,
en hydrologie, en médecine, et bien d’autres. Notons que le pas de temps diffère selon
les disciplines et leurs problématiques. En effet, les enregistrements peuvent être annuels,
mensuels, hebdomadaires, journaliers, horaires, . . . . La modélisation de ces séries permet,
entre autres, de répondre au besoin de prédire l’intensité d’un évènement futur à partir
des observations passées de cet évènement, en tenant compte de l’ordre chronologique des
observations. On notera {Yi}, i = 1, . . . , n, une série temporelle de longueur n. Ces sé-
ries ont été beaucoup étudiées dans la littérature pour données réelles et le sont encore
aujourd’hui. Le lecteur pourra se référer à l’ouvrage de Brockwell et Davis (2002) pour
une introduction aux séries temporelles et à la prévision ainsi qu’à Brockwell et Davis
(2009) pour plus de détails théoriques sur l’analyse des séries temporelles. De nombreuses
techniques d’abord issues de la statistique paramétrique, puis non- et semi- paramétriques
ont été développées pour traiter ces données.
Plus récemment des auteurs se sont intéressés au traitement des séries chronologiques
par des techniques issues de la statistique pour données fonctionnelles. Notons que dans
ce travail, on se focalise sur les techniques non paramétriques. Pour bien comprendre
le contexte, on se place dans la situation où nous disposons d’observations discrétisées
(jusqu’à une certaine date T ) {Z1, . . . , ZT } du processus {Zi, i ∈ R} et nous souhaitons
prédire une valeur ZT+s du processus. Comme mentionné dans Ferraty et Vieu (2006),
la manière de procéder la plus simple pour prédire la valeur ZT+s est de tenir compte
d’une seule observation passée. Pour cela, on construit un échantillon statistique (Xi, Yi)
de taille n = T − s, de la façon suivante
Xi = Zi et Yi = Zi+s, i = 1, . . . , T − s.
Il s’agit d’un problème de prédiction standard d’une variable réponse réelle Y à partir
d’une variable explicative réelle X mais cette modélisation pourrait ne pas tenir compte
de suffisamment d’informations passées. On peut penser à construire un échantillon sta-
tistique de dimension p+ 1 et de taille n = T − s− p+ 1 et considérer
Xi = (Zi−p+1, . . . , Zi) et Yi = Zi+s, i = p, . . . , T − s
de façon à obtenir un problème standard de prévision d’une variable réponse réelle Y à
partir d’une variable explicative de dimension p. Mais, un problème récurrent avec l’ap-
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proche non paramétrique lorsque les données sont multivariées, est ce qu’on appelle dans
la littérature le "fléau de la dimension" (curse of dimensionality).
Dans ce travail, nous avons considéré un cadre purement non paramétrique. Plus pré-
cisément, nous avons choisi l’approche fonctionnelle de prévision, comme expliquée, par
exemple, dans Ferraty et Vieu (2006). Il s’agit de considérer les valeurs explicatives pas-
sées comme toute une trajectoire continue du processus. Les observations Xi sont alors des
courbes, éventuellement obtenues par interpolation d’observations discrètes. Pour simpli-
fier la notation, on suppose que T = nτ pour n ∈ N∗ et un certain τ > 0. Nous pouvons
construire un nouvel échantillon statistique de taille n− 1 de la manière suivante :
Xi = {Z(t), (i− 1)τ < t ≤ iτ} et Yi = Z(iτ + s), i = 1, . . . , n− 1 (1.2)
c’est à dire, un problème de prédiction d’une variable réponse scalaire Y sachant une
variable fonctionnelle X. L’idée de découper le processus en trajectoires successives de
longueur τ a été introduite par Bosq (1991).
Le cadre qui nous intéresse étant posé, à savoir celui des séries chronologiques avec
observations fonctionnelles, il nous faut parler des hypothèses à émettre sur la dépendance
de l’échantillon. Dans la littérature, on rencontre souvent l’hypothèse de α-mélange pour
modéliser cette dépendance et c’est ce type de dépendance qui sera principalement consi-
déré ici. Pour plus de détails sur les notions de mélange, le lecteur pourra se référer à
l’Annexe. Dans ce qui suit, nous allons énoncer les travaux non paramétriques qui traitent
de données fonctionnelles α-mélangeantes avec applications, parfois, aux séries tempo-
relles qui en sont un cas particulier. En effet, l’hypothèse de α-mélange rend les résultats
opérationnels en prédiction de séries chronologiques.
Les premiers résultats dans ce cadre sont ceux de Ferraty et al. (2002b) qui consi-
dèrent une suite (Xi, Yi) fortement mélangeante, avec Yi ∈ R et Xi appartenant à un
espace vectoriel semi-normé. Un estimateur à noyau de l’opérateur de régression est pro-
posé, accompagné d’un résultat de convergence presque complète uniforme. Des conditions
de régularités et une hypothèse sur la distribution des Xi liée à la dimension fractale sont
également faites. Ferraty et al. (2002a) s’intéressent à un cas particulier de données fonc-
tionnelles, celui où les données proviennent d’une série chronologique continue. L’objectif
est de prédire les valeurs futures (Y ∈ R) d’un processus en tenant compte de l’ensemble
continu du passé (X à valeurs dans un espace linéaire semi-normé). Pour caractériser le
modèle de dépendance entre les paires de variables aléatoires, ils utilisent les conditions de
α-mélange. Ils utilisent l’estimateur présenté dans Ferraty et al. (2002b) et en donnent des
résultats de convergence presque complète ponctuelle et uniforme. Les vitesses de conver-
gence obtenues sont liées à la dimension fractale du processus fonctionnel. Nous pouvons
remarquer que la forme de l’estimateur est la même que dans le cas des données indépen-
dantes. Les changements surviennent du côté des hypothèses, par exemple de mélange,
mais aussi dans les vitesses de convergence obtenues. En effet, sous la modélisation de la
dépendance, on tient compte de la covariance des données. Ferraty et Vieu (2004) géné-
ralisent les travaux qui précèdent permettant de nombreuses applications. Ils supposent
des bornes inférieures et supérieures uniformes des distributions marginales des variables
explicatives. Parmi les applications possibles, ils traitent de l’estimation de la régression,
de la prédiction en séries temporelles et de la discrimination de courbes. Masry (2005)
établit la normalité asymptotique de l’estimateur à noyau pour des processus fortement
mélangeants lorsque les variables explicatives sont fonctionnelles. Il considère une hypo-
thèse différente à celle de Ferraty et Vieu (2004) sur les distributions marginales. Pour
obtenir la normalité asymptotique de l’estimateur de la fonction de régression, la conver-
gence en probabilité avec vitesse est également obtenue. Aspirot et al. (2009) généralisent
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les résultats de Masry (2005) au cas où la variable X est un mélange non stationnaire de
processus stationnaires. Les travaux de Delsol (2007a, 2009) généralisent les résultats de
Ferraty et al. (2007) et de Masry (2005). En effet, la normalité asymptotique lorsque les
variables explicatives sont α-mélangeantes y est établit en donnant l’expression des termes
asymptotiquement dominants du biais et de la variance. Delsol (2007a,b) donnent les ex-
pressions explicites des termes dominants des moments centrés de l’estimateur ainsi que
celles des erreurs en norme Lq dans le cas d’un échantillon de variables α-mélangeantes.
Ferraty et al. (2010) étudient l’estimation non paramétrique de certaines fonctions de la
distribution conditionnelle d’une variable réponse scalaire sur une variable à valeurs dans
un espace semi-métrique. Ces fonctions incluent, entre autres, la fonction de régression,
la distribution conditionnelle cumulée, la densité conditionnelle. Ils prouvent la conver-
gence presque complète uniforme avec vitesse des estimateurs à noyau de ces modèles non
paramétriques.
Un cas particulier de l’estimateur à noyau de la fonction de régression est une approche
locale linéaire. Dans la situation de la régression d’une variable réelle Y sur une variable
fonctionnelle X, cette approche a été traitée, par exemple, dans les travaux de Baíllo et
Grané (2009), de Barrientos-Marin et al. (2010) et de Aneiros-Pérez et al. (2011).
Autres situations Jusqu’à présent, nous avons considéré le cas de la régression d’une
variable réelle Y sur une variable fonctionnelle X. Il existe d’autres modèles de régression
où interviennent des variables fonctionnelles, par exemple, Dabo-Niang et Rhomari (2009)
étudient un estimateur non paramétrique de la régression lorsque la variable réponse est
à valeurs dans un espace séparable de Banach et la variable explicative est à valeurs dans
un espace séparable semi-métrique. Sous des conditions générales, des résultats asympto-
tiques sont établis et les bornes supérieures de l’erreur d’estimation en moyenne d’ordre q
et presque sûre sont données. Les auteurs présentent également le cas où la variable expli-
cative est un processus de Wiener. Ferraty et al. (2011) considèrent également un modèle
non paramétrique de régression lorsque la variable réponse Y et la variable explicative X
sont toutes les deux fonctionnelles. Les vitesses de convergence uniforme presque complète
sont établies. Par la suite, Ferraty et al. (2012b) établissent la normalité asymptotique
ponctuelle de l’estimateur à noyau de l’opérateur de régression lorsque les variables X et
Y sont fonctionnelles. Ferraty et al. (2012a) considèrent l’estimateur à noyau de la fonc-
tion de régression lorsque la variable réponse est dans un espace de Banach et la variable
explicative est à valeurs dans un espace semi-métrique. Ils établissent la vitesse de conver-
gence presque complète de l’estimateur construit lorsque les observations sont supposées
β-mélangeantes.
Nous avons cité les travaux qui traitent de la régression comme l’espérance condi-
tionnelle de Y sachant X. La régression est aussi l’étude de toute autre quantité liée
à la distribution conditionnelle de Y sachant X. Dans un contexte non paramétrique,
la convergence presque complète de l’estimateur à noyau des quantiles conditionnels est
établie dans Ferraty et al. (2006) lorsque les observations sont i.i.d. alors que le cas de
dépendance est étudié dans Ferraty et al. (2005b). Dans les cas i.i.d. et α-mélangeant,
la normalité asymptotique de cet estimateur a été étudiée par Ezzahrioui et Ould-Saïd
(2008). Dans Laksaci et al. (2009), les auteurs estiment non paramétriquement le quantile
conditionnel en adaptant la méthode en norme L1 qui admet des propriétés de robustesse.
Ils établissent, sous de faibles conditions, la convergence presque complète et la normalité
asymptotique de l’estimateur. Ces résultats complètent ceux de Ferraty et Vieu (2006).
Dabo-Niang et Laksaci (2012) considèrent une séquence fortement mélangeante de va-
riables aléatoires (Xi, Yi)i=1,...,n à valeurs dans E × R, où E est un espace semi-métrique.
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Ils montrent la convergence en norme Lq de l’estimateur à noyau de la fonction de ré-
gression quantile de Yi sachant Xi. Une autre quantité liée à la distribution conditionnelle
est le mode conditionnel. Ferraty et al. (2005a) proposent un estimateur du mode de la
distribution d’une variable réelle Y conditionnée par une variable fonctionnelle X basé
sur l’estimation de la densité conditionnelle par des estimateurs à noyau. La convergence
presque complète est établie sous la condition de α-mélange. Notons que Ferraty et al.
(2006) traitent également de l’estimation conditionnelle du mode et étudient la conver-
gence presque complète. Dabo-Niang et Laksaci (2007) étudient l’estimateur à noyau du
mode de la distribution d’une variable réelle Y conditionnellement à une variable explica-
tive X, à valeurs dans un espace semi-métrique. Ils établissent la convergence en norme Lq
de cet estimateur. L’étude de toute autre quantité liée à la distribution conditionnelle de
Y sachant X a également été traitée avec un estimateur à noyau robuste. Ainsi Azzedine
et al. (2008) étudient la généralisation de la fonction de régression classique et proposent
un estimateur à noyau robuste en présence de variables indépendantes et identiquement
distribuées. Ils obtiennent des vitesses de convergence presque complète de l’estimateur
lorsque la variable explicative est fonctionnelle et la variable réponse est réelle. Crambes
et al. (2008) proposent un estimateur à noyau robuste pour l’estimation non paramétrique
conditionnelle d’une variable réelle avec une covariable fonctionnelle. Ils donnent les ex-
pressions asymptotiques exactes des vitesses de convergence en norme Lq (q < ∞) des
estimateurs robustes de la régression dans le cas où les variables fonctionnelles sont indé-
pendantes mais aussi le cas où elles sont α-mélangeantes. Ces résultats étendent ceux de
Delsol (2007b) dans lesquels les expressions asymptotiques sont obtenues pour l’estima-
tion de l’espérance conditionnelle de Y sachant X. Dans le même contexte, Attouch et al.
(2009) (respectivement Attouch et al. (2010)) établissent la normalité asymptotique de
l’estimateur à noyau robuste pour données indépendantes (respectivement dépendantes).
Cas des variables spatialement dépendantes
Dans la section 1.1.1, nous avons énoncé les travaux qui traitent des estimateurs à
noyau des fonctions de densité et de régression pour données spatialement dépendantes à
valeurs réelles. La présente sous-section a pour objectif d’étendre cette revue de littérature
au cas où les données sont spatialement dépendantes mais à valeurs dans un espace de
dimension infinie. Pour ne pas faire écho à la section 1.1.1, nous ne rappelons pas ici les
notions de statistique spatiale déjà énoncées. Nous nous contentons de citer les travaux
qui traitent de modélisation non paramétrique spatiale pour données fonctionnelles. En
particulier, dans la suite, les variables explicatives X sont à valeurs dans un espace de
dimension infinie et les variables réponses Y sont à valeurs dans R. Notons que nous
citons d’abord les travaux relatifs à l’estimation de la densité spatiale. En effet, bien que
l’estimation de la densité spatiale ne soit pas l’objet de cette section, elle intervient dans
l’estimation de la fonction de régression.
Estimation par la méthode du noyau de la fonction de densité de probabilité
spatiale lorsque les variables explicatives sont dans un espace de dimension
infinie et les sites sont dans ZN Dans Basse et al. (2008), sous de faibles conditions,
la convergence en moyenne quadratique de l’estimateur à noyau de la fonction de densité
d’un champ aléatoire stationnaire indexé dans NN est obtenue mais lorsque les observa-
tions sont à valeurs dans un espace semi-métrique (E , d), qui peut éventuellement être de
dimension infinie. Dabo-Niang et al. (2010) s’intéressent à l’estimation du mode spatial
pour des champs aléatoires fonctionnels avec applications aux problèmes de bioturbation.
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L’estimation du mode spatial est déduite de l’estimation de la densité spatiale de variables
à valeurs dans un espace semi-métrique. L’estimateur à noyau de la densité proposé est
montré être uniformément convergent. Dans la continuité, Dabo-Niang et Yao (2013) étu-
dient un estimateur à noyau de la densité spatiale d’un champ aléatoire fonctionnel. En
effet, ce dernier est à valeurs dans espace normé de dimension infinie qui admet une den-
sité par rapport à une mesure de référence. Ils étudient les convergences faible et forte de
l’estimateur considéré et donnent également ses vitesses de convergence.
Estimation par la méthode à noyau de la fonction de régression spatiale lorsque
les variables explicatives sont fonctionnelles et les sites sont dans ZN On se
place dans le cadre où les observations (Xi, Yi)i∈In obéissent au modèle de régression r(x) =
E[Yi|Xi = x], c’est à dire basé sur l’espérance conditionnelle de Y sachant X. Attouch
et al. (2011) s’attachent à étendre l’un des résultats de Gheriballah et al. (2010) mais
lorsque les covariables sont de nature fonctionnelles. En effet, cette contribution concerne
l’estimation robuste de r(·) quand les variables explicatives sont des champs aléatoires
fonctionnels. Pour cela, les auteurs proposent une famille d’estimateurs non paramétriques
robustes basés sur la méthode à noyau. Ils montrent la convergence presque complète de
ces estimateurs et en donnent les vitesses de convergence. Dabo-Niang et al. (2011b)
étudient un estimateur à noyau de l’espérance conditionnelle d’une variable réponse réelle
Y sachant un champ aléatoire fonctionnel X à valeurs dans un espace semi-métrique. Les
convergences faible et forte de l’estimateur sont montrées et des vitesses de convergence
presque sûre sont données.
Régressions basées sur d’autres caractéristiques conditionnelles Dans un pre-
mier temps, on s’intéresse aux travaux où la régression est basée sur l’estimation des
quantiles conditionnels. Laksaci et Maref (2009) considèrent un champ aléatoire fonction-
nel, stationnaire (Zi = (Xi, Yi), i ∈ NN , N > 0) à valeurs dans F × R, où F est un espace
semi-métrique, de dimension éventuellement infinie. Ils étudient la covariation spatiale des
deux variables Xi et Yi via l’estimation non paramétrique des quantiles conditionnels de Yi
sachant Xi. Un estimateur à noyau est proposé pour ce modèle pour lequel ils établissent
une vitesse de convergence presque complète. Dans leur Note, Dabo-Niang et al. (2011a)
considèrent un champ aléatoire (Zi = (Xi, Yi), i ∈ NN , N > 1) à valeurs dans F × R
de même loi que (X,Y ), où (F , d) est un espace semi-métrique. Ils établissent la conver-
gence en moyenne d’ordre q de l’estimateur à noyau proposé du quantile conditionnel de
Yi sachant Xi. Etant donné un processus spatial strictement stationnaire, Dabo-Niang
et al. (2012b) prouvent la convergence avec vitesse en norme Lq ainsi que la normalité
asymptotique d’un estimateur de la fonction de quantile conditionnel spatial d’une va-
riable réponse univariée Yi sachant une variable fonctionnelle Xi. Dans un second temps,
nous présentons les travaux où la régression est basée sur l’estimation du mode condition-
nel. Dabo-Niang et al. (2012a) considèrent un processus spatial strictement stationnaire
(Zi = (Xi, Yi), i ∈ ZN , N > 1) à valeurs dans F × R, où F est un espace semi-métrique.
Ils étudient un estimateur à noyau du mode conditionnel d’une variable réponse réelle Yi
sachant une variable fonctionnelle Xi. Le résultat principal de ce travail est la convergence
presque complète avec vitesse de l’estimateur à noyau étudié.
Cette section nous a permis d’énoncer les travaux traitant de l’estimateur à noyau en
présence de données fonctionnelles. Nous avons d’abord abordé le cas où les variables consi-
dérées sont indépendantes puis nous avons parlé du cas des variables dépendantes et plus
particulièrement α-mélangeantes. Nous avons distingué le cadre des variables chronologi-
quement dépendantes des variables spatialement dépendantes. La section suivante énonce
1.2. Introduction à l’analyse de données fonctionnelles 49
les motivations qui nous ont conduit à apporter notre contribution à la modélisation de
données de nature fonctionnelle par les méthodes à noyau.
1.2.2 Contributions à l’analyse de données fonctionnelles
Dans la partie II de ce travail de thèse, nous avons plus particulièrement étudié des
modèles de régression pour variables fonctionnelles dépendantes. Nous avons considéré le
cas de la régression d’une variable réelle Y sur une variable fonctionnelle X.
Tout d’abord, dans le chapitre 4, nous proposons un estimateur de la fonction de
régression (espérance conditionnelle) lorsque les variables étudiées présentent de la dépen-
dance spatiale. L’estimateur proposé dans ce chapitre 4 est une adaptation au cadre des
données fonctionnelles du modèle proposé dans le chapitre 3 lorsque les variables explica-
tives étaient multivariées. La particularité de cet estimateur est de tenir compte à la fois
des courbes observées mais aussi de la position des sites où ont lieu les observations. Sous
des conditions classiques, nous avons établi la convergence en moyenne quadratique avec
vitesse de l’estimateur à noyau étudié. Puis, nous avons proposé un exemple d’application
de cet estimateur à la prédiction spatiale. Enfin, le comportement pratique de l’estimateur
est étudié au travers d’une étude de simulation.
Après avoir étudié dans le chapitre 4 des données fonctionnelles spatialement dépen-
dantes, nous avons considéré dans le chapitre 5 l’étude non paramétrique de séries tem-
porelles de nature fonctionnelle. On s’intéresse à un modèle de régression pour variables
dépendantes dans le temps lorsque la variable réponse est réelle, la variable explicative
est fonctionnelle et le terme d’erreur présente de l’autocorrélation. Nous introduisons une
procédure basée sur l’estimateur à noyau permettant de tenir compte de l’information
contenue dans le terme d’erreur. En effet, une transformation du modèle de régression
initial permet d’obtenir un modèle de régression dont le terme d’erreur n’est plus corrélé
tout en conservant l’information contenue initialement. Ensuite nous étudions les pro-
priétés asymptotiques de l’estimateur issu de la procédure de transformation. Sous des
conditions classiques, la normalité asymptotique est obtenue. Nous proposons ensuite une
étude de simulation qui montre l’efficacité de notre procédure lorsque le terme d’erreur
présente une corrélation importante. Nous avons également appliqué la procédure sur des
données réelles de concentration en ozone. On peut remarquer que les résultats obtenus
permettent d’améliorer ceux obtenus avec l’estimateur à noyau classique.
Dans chacun de ces deux chapitres (4 et 5), nous proposons et étudions le comportement
asymptotique d’estimateurs de la fonction de régression d’une variable réelle Y sur une
variable fonctionnelle X, basés sur la méthode à noyau. Puis, dans la partie III de ce
manuscrit, nous avons appliqué des méthodes de classification non-supervisée (Chapitre
7) pour données fonctionnelles sur les débits de rivières Québécoises. Parmi les méthodes
considérées, l’une est basée sur l’estimation de la densité et de son mode. Les classifications
obtenues sur ces données nous ont conduit à appliquer également des méthodes de détection
de rupture (Chapitre 8) sur ces données fonctionnelles.
Dans ce premier chapitre, nous avons introduit les cadres statistiques que nous avons
considérés dans les parties I, II et III de ce mémoire de thèse. Les deux premières par-
ties de ce manuscrit concernent plutôt des résultats théoriques alors que la partie III se
veut être plus appliquée. La partie I est consacrée à la modélisation non paramétrique de
données spatiales pendant que la partie II traite essentiellement de l’estimation non para-
métrique de la fonction de régression d’une variable réelle sur une variable fonctionnelle.
Ces introductions ont permis d’établir un état de l’art des travaux existants dans chacune
des thématiques considérées afin de mieux comprendre et situer l’apport de ce travail de
thèse.
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Résumé en français
Dans ce chapitre, on s’intéresse à l’estimation à noyau de la fonction de densité f d’un
processus spatial X = {Xi}, strictement stationnaire, à valeurs dans Rd et indexé sur
un ensemble spatial discret In = {i = (i1, . . . , iN ), 1 ≤ ik ≤ nk, k = 1, . . . , N} où un point
i = (i1, . . . , iN ) ∈ ZN fait référence à un site. Nous supposons également que le processus
étudié satisfait la condition de mélange fort (α-mélange). L’estimateur à noyau classique
de la densité spatiale (e.g. Tran (1990), Carbon et al. (1997), El Machkouri (2011)) est
défini par
f
(0)
n (x) =
(
n̂bdn
)−1 ∑
i∈In
K
(
x−Xi
bn
)
, x ∈ Rd, (2.1)
où K est un noyau, (bn) est une séquence de fenêtres qui tend vers zéro lorsque n tend
vers l’infini et n̂ = n1 × . . . × nN fait référence à la taille de l’échantillon. Notre objectif
est de proposer une nouvelle version de l’estimateur (2.1) qui tient compte à la fois de la
valeur des observations mais aussi de la position des sites où ont lieu les observations. En
effet, on s’attend à ce que les observations proches du site étudié aient plus d’influence
que les observations faites en des sites plus éloignés. On admet, par souci de simplicité,
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que n1 = n2 = . . . = nN = n (e.g. El Machkouri (2007, 2011), El Machkouri and Stoica
(2010)), mais les résultats suivants peuvent être étendus à un cadre plus général. Pour
chaque xj ∈ Rd fixée et localisée en j ∈ In, l’estimateur de f que nous proposons dans ce
chapitre est défini de la façon suivante
fn(xj) =
1
n̂bdnρNn
∑
i∈In
K1
(
xj −Xi
bn
)
K2,ρn(‖i− j‖), (2.2)
oùK2,ρn(‖i−j‖) = CnjK2
(‖ti−tj‖
ρn
)
avec ti = in =:
(
i1
n , . . . ,
iN
n
)
, Cnj > 0 est une constante
de normalisation, K1 et K2 sont des noyaux respectivement définis sur Rd et R. Nous
supposons que les séquences (bn) et (ρn) tendent vers zéro de sorte que nˆbdnρNn → +∞.
Pour chaque site j, on pose kn = kn,j =
∑
i 1[‖i−j‖≤dn] pour dénoter le nombre de voisins
i pour lesquels la distance entre i et j est inférieure ou égale à la distance dn > 0 telle
que dn → ∞ lorsque n → ∞. L’estimateur fn(xj) est une fonction du nombre kn avec
kn → +∞.
Plus généralement, soit Xi, i ∈ In, un processus spatial strictement stationnaire et
soit i0 un site n’appartenant pas à In, on peut étendre l’estimateur (2.2) de la manière
suivante
f̂n(xi0) =
1
n̂bdnρNn
∑
i∈In
K1
(
xi0 −Xi
bn
)
K2
( i− i0
ρn
)
où les sites i et i0 ne sont pas normalisés (voir e.g. Wang et al. (2012)), K1 et K2 sont
deux noyaux sur Rd et RN respectivement.
Dans la suite, après avoir introduit le contexte dans lequel nous travaillons, nous définis-
sons le nouvel estimateur à noyau de la fonction de densité spatiale f qui a été brièvement
introduit précédemment. Sous des conditions classiques, nous étudions le comportement
asymptotique de l’estimateur proposé, notamment la convergence presque sûre (p.s.) avec
vitesse. La convergence uniforme est également montrée. En particulier, on montre que
|fn(xi)− f(xi)| = O
(
bn +
√
log n̂
n̂bdnρNn
)
p.s.
et
sup
xi∈R
i∈VR
|fn(xi)− f(xi)| = O
(
bn +
√
log n̂
n̂bdnρNn
)
p.s.
où R est un ensemble compact de Rd et VR ⊆ RN est l’ensemble fini des sites j contenus
dans In tels que les xj correspondants soient dans R. Ensuite, nous proposons d’utiliser
cet estimateur de la densité pour estimer le(s) mode(s), noté ω, de la distribution spatiale
correspondante. Cet estimateur du mode est défini par
ω̂ = arg sup
xi∈R
i∈VR
fn(xi).
pour lequel on montre que
‖ω̂ − ω‖ = O
(
bn +
√
log n̂
n̂bdn ρNn
)
p.s.
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Enfin, une procédure, basée sur l’estimation du mode spatial, pour résoudre un pro-
blème de classification non supervisée spatiale est présentée. Il s’agit d’une méthode de
classification descendante hiérarchique basée sur le calcul d’indices d’hétérogénéité.
Les résultats présentés dans ce chapitre ont été obtenus avec la collaboration de Sophie
Dabo-Niang (Université Charles de Gaulle), Leila Hamdad (Ecole Nationale Supérieure
d’Informatique, Algérie) et Anne-Françoise Yao (Université Blaise Pascal) et font l’objet
d’une publication (Dabo-Niang et al. (2014a)) dans Stochastic Environmental Research
and Risk Assessment.
2.1 Introduction
In many fields such as epidemiology, environmental science, image analysis and many
others, one often deals with spatially dependent data. The study of the distribution or any
characteristic of such data cannot be done without taking into account their respective
geographical positions. Therefore, modeling spatial dependency in statistical inferences
(estimation of spatial distribution, prediction, etc.) is a significant feature of spatial data
analysis. Spatial statistics have provided tools to solve such problems, particularly within
the scope of geostatistics. So far, most spatial modeling methods are parametric. For
instance, estimation of the density function of a spatial process can be addressed in a
parametric way by assuming an analytical expression. However, such an assumption is not
always reasonable; therefore a nonparametric approach must be adopted instead. Among
existing parametric geostatistical methods, variogram analysis and kriging are respectively
useful tools to measure spatial dependence and achieve spatial prediction. For some back-
grounds in parametric spatial statistic modeling, we refer to Ripley (1981), Cressie (1993),
Anselin and Florax (1995), Guyon (1995), Stein (1999), Wackernagel (2003), Cressie and
Wikle (2011) and the references therein. Nonparametric spatial modeling is much less ex-
tensive than parametric. Some works have been done to study nonparametric variogram,
density or regression problems for spatial data. We refer, for example, to Tran (1990),
Tran and Yakowitz (1993), Biau (2003), Carbon et al. (1997), Carbon (2006), Hallin et al.
(2004a), Carbon et al. (2007), Menezes et al. (2010), El Machkouri (2011), Dabo-Niang
and Yao (2007), Dabo-Niang and Yao (2013), Dabo-Niang et al. (2011b), Wang et al.
(2012), García-Soidán and Menezes (2012) and the references therein.
This work deals with a new version of the kernel density estimation in the spatial set-
ting. To the best of our knowledge, the asymptotic and applied results of a nonparametric
density estimate, which incorporates the spatial dependency, have not been studied in
the literature. Some recent works gave results concerning spatial kernel weight function
but in a different context (variogram estimation or prediction) from the one considered
in the current work (density estimation). García-Soidán and Menezes (2012) considered a
spatial distribution estimator, through the kernel indicator variogram, but for randomly
distributed spatial sites. Wang et al. (2012) proposed a local linear spatio-temporal predic-
tion model, using a kernel weight function taking into account the distance between sites.
They gave an asymptotic result and studied some applications to simulated and real data.
Dabo-Niang et al. (2010) (see also Dabo-Niang and Yao (2013)) studied a kernel density
estimator of spatial functional (and multivariate) data. This estimator does not directly
take into account the spatial dependency in the form of the estimator, but the authors
provided some discussions on how this can be done by introducing a second kernel, based
on the distance between sites. They considered an asymptotic estimator and a real data
application to detect heterogeneity in some environmental spatial data. This current work
is then a natural extension of the works in Dabo-Niang et al. (2010) and Dabo-Niang and
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Yao (2013).
In fact, the aim of this chapter is the study of the spatial density estimation of the
margins Xi, of a discretely indexed spatial process (called random field), (Xi, i ∈ ZN )
where ZN is the integer lattice points in the space RN , N ≥ 1. We recall that, in spatial
statistics, the indices are called sites and they often represent geographical positions. They
will be written in bold as i = (i1, . . . , iN ). Here, we are interested in the case where the
process (Xi) is assumed to be a strictly stationary random field with values in Rd, d ≥ 1
and defined over some probability space (Ω,F ,P). We suppose that the Xi’s have the
same distribution as X admitting an unknown density f . Strict stationarity is a common
assumption in nonparametric density or regression estimation for spatial or non-spatial
data (see the references below). This assumption can be unreasonable, for instance, when
the distribution of Xi is changing sufficiently slowly as a function of i. It can be relaxed
by assuming that the Xi’s are non-identically distributed. Suppose that there exists a
collection of density functions {fi, i ∈ ZN} of {Xi, i ∈ ZN} and we want to estimate fi0
at a fixed i0. If fi is close to fi0 when i is close to i0 and if there are enough such sites
named {i1, . . . , iM} that are close to i0, then the variables {Xi1 , . . . , XiM } can be used
to estimate fi0 . More generally, this can be formulated as locally identically distributed or
locally stationary assuming that there exists a distribution F such that a sufficient number
of random variables, in the sequence Xi, have a distribution close to F (see, for example,
Klemelä (2008)). This means that for neighbors sites j and k, fj and fk are close together.
As usual, the spatial density estimation is based on some observations within a set of
sites. In the following, as it is classically done in nonparametric modeling (see, for example,
Tran (1990); Biau (2003); Dabo-Niang and Yao (2007); Carbon et al. (1997); Wang et al.
(2012), . . . ), we will assume, without loss of generality, that the set of sites of observations is
a rectangular region, defined by In := {i ∈ (N∗)N , 1 ≤ ik ≤ nk, k = 1, . . . , N}. Let us recall
that, as in any nonparametric spatial density model, the methods proposed here remain
valid if In has a general form (see, for example, El Machkouri (2011)). Let n̂ := n1 . . . nN
be the sample size. Naturally, one can also enumerate, in a particular order, the sites
and identify In with the set {si ∈ NN , i = 1, . . . , n̂}. In the case of a rectangular region,
considered here, one can also use, for instance, a triangular array structure to obtain
{si ∈ NN , i = 1, . . . , n̂} using a specific order; see Robinson (2011). Before going further, we
recall that classically the spatial kernel density estimator for f considered in the literature
(see Tran (1990); Carbon et al. (1997)) is
f
(0)
n (x) =
(
n̂bdn
)−1 ∑
i∈In
K
(
x−Xi
bn
)
, x ∈ Rd, (2.3)
where K is a kernel and (bn) is a sequence of bandwidths that tends to zero as n goes
to infinity. The asymptotic behavior of this estimator has been studied in both discrete
and continuous domains by several authors such as Tran (1990), Biau (2003), Carbon
et al. (1997), Hallin et al. (2004a), Dabo-Niang et al. (2010) whereas the practical use
has been tackled only by a few authors (see e.g. Jiang et al. (2007); Davies et al. (2011);
Dabo-Niang and Yao (2013)). It is easy to see that the estimator (2.3) follows the strict
stationarity condition since f (0)n (xk) = f (0)n (xj) for all xk = xj even if k 6= j. However,
it does not take into account the spatial dependence. The aim of this work is to propose
a modified version of the kernel estimator (2.3) that considers the spatial dependence in
its expression. Theoretically, we will measure the spatial dependency in strong mixing
meaning. We recall this notion in the next section.
Clearly, the kernel density estimator (2.3) has the same form either with independent
or dependent observations, and asymptotically it behaves differently according to the case.
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However, a previous work of Dabo-Niang et al. (2010) shows that even if theoretically the
estimate (2.3) perfectly verifies the stationarity condition, it is less efficient in practice than
a kernel density estimator incorporating the spatial dependence. It is a common problem
in spatial kernel estimation (density or regression). We refer to the works of Dabo-Niang
and Yao (2013) and Dabo-Niang et al. (2010, 2011b) for more details. In the works quoted
above, they solved the problem by presenting a practical version of the kernel estimator
in question, which takes into account the spatial dependence. So in practice, one has to
deduce a practical version of (2.3), which includes the spatial dependence. To avoid this
double level of estimation (theoretical and practical versions), we propose here an estimator
that is able to both consider the spatial dependence and have similar asymptotic behavior
as (2.3). This approach raises some questions in particular: how does such an estimator
behave under the stationarity condition? These questions will be discussed afterward.
To understand the motivation of our approach, let us recall that (Xi, i ∈ ZN ) is sup-
posed to be strongly mixing, which means that the farther a site i is from j, the lower the
dependence between Xi and Xj. Thus, Xi and Xj are nearly independent when ‖i− j‖ is
high. In other words, one can consider that any Xi depends only on Xjs located at some
neighborhood of the site i. So, for any Xi there exists a neighborhood denoted Ni, such
that all other observations located in Ni bring enough information about the distribution
of Xi. In particular, these observations located in Ni should suffice to estimate the den-
sity. Let us notice that a similar approach based on a kernel that controls the distance
between sites has been developed, for example, in spatial prediction by Menezes et al.
(2010) or Wang et al. (2012). More precisely, in Menezes et al. (2010), a nonparametric
kernel predictor, based on a kernel that controls the distance between sites, is considered
for spatial stochastic processes when a stochastic sampling design is assumed for selection
of random locations. In the work of Wang et al. (2012), a local linear spatio-temporal
prediction model, using a kernel weight function taking into account the distance between
sites, is proposed. The specificity of the prediction procedure of Wang et al. (2012) is to
be based on the assumption that the error term of the model is autocorrelated.
This chapter is organized as follows. In Section 2.2, we tackle the theoretical framework
of the problem where we describe the new kernel density estimator and its application in
the spatial modes estimation. We also focus on the strong rate of convergence under
stationarity condition. In Section 2.3, we present some algorithms that permit, on one
hand, to use the estimator in practice and, on the other hand, to perform a clustering
method. This can be useful to compare the spatial structures detected by the density
estimation and clustering method. The clustering method proposed is a particular case
of the top-down hierarchical method first introduced by Dabo-Niang et al. (2004) (see
also Ferraty and Vieu (2006)) for functional independent data. Dabo-Niang et al. (2010)
propose a functional spatial version of this method. Let us notice that this clustering
method, described in Section 2.3.2, is based on local spatial modes detection. The proofs
of the theoretical asymptotic behavior of the estimator are given in the Appendix (see
Section 2.5).
2.2 The theoretical framework
In the following, ‖ · ‖ will denote any norm in Rd or RN (there will be no ambiguity
since the vectors of RN are in bold), C > 0 will indicate a constant, and, for each real u,
buc will indicate the integer part of u.
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2.2.1 Notations and assumptions
To take into account the spatial dependency, we assume that the stationary process
(Xi) satisfies a mixing condition defined in Carbon et al. (1997) as follows: there exists a
function ϕ(x)↘ 0 as x→∞, such that
α
(
σ (S) , σ
(
S′
))
= sup
{|P(A ∩B)− P (A)P (B)| , A ∈ σ (S) , B ∈ σ (S′)}
≤ ψ (Card(S),Card(S′))ϕ (dist(S, S′)) ,
where S and S′ are two finite sets of sites, σ (S) = {Xi, i ∈ S} and σ (S′) = {Xi, i ∈ S′}
are σ-fields generated by Xi, dist(S, S′) is the Euclidean distance between S and S′, and
ψ(·) is a positive symmetric function nondecreasing in each variable. We recall that the
process (Xi) is said to be strongly mixing if ψ ≡ 1. As usual, we will assume that one of
both conditions on ϕ(i) is verified:
ϕ (i) ≤ Ci−θ, for some θ > 0,
i.e. that ϕ (i) tends to zero at a polynomial rate, or
ϕ (i) ≤ C exp(−si), for some s > 0,
i.e. that ϕ (i) tends to zero at an exponential rate.
To keep the analogy with the case N = 1, in nonparametric spatial modeling, one
often supposes, without loss of generality, that the sample size is the rectangular region
In. But the results remain valid if In is replaced by any subset of a large family of lattices
of RN . From now on, we will write n→∞ if mink=1,...,N nk →∞ and for all 1 ≤ j, k ≤ N ,
|njnk | < C, for some constant 0 < C <∞. This means that the number of observations on
the rectangular region expands to infinity at the same rate along all directions.
2.2.2 The new spatial kernel density estimator
From now on, we assume for simplicity that n1 = n2 = . . . = nN = n (e.g. El Machkouri
(2007, 2011), El Machkouri and Stoica (2010)), but the following results can be extended
to a more general framework. For each site j, let kn = kn,j =
∑
i 1[‖i−j‖≤dn] denote the
number of neighbors i for which the distance between i and j is less than or equal to
distance dn > 0 such that dn → ∞ as n → ∞. Taking the Euclidean distance and if
N = 2 (square grid), we have kn ≤ 4d2n − 4dn + 4 which leads to kn = O(d2n) and
kn = o(dηn), η > 2. Let ρn > 0 and dn = nρn; consequently, we have d2n = n̂ρNn and
kn = O(n̂ρNn ) as well as kn = o((n̂ρNn )η/2), η > 2. Using this, we construct a spatial kernel
estimator with weight on the sites. The weights are assumed to decline as a measure of
distance between corresponding sites (that are normalized) increases. Let {Xi, i ∈ ZN} be
a spatial process observed at any i ∈ In, Xi ∈ Rd. For each fixed observation xj ∈ Rd
located at j ∈ In, the new kernel density estimator of f is defined by
fn(xj) =
1
n̂bdnρNn
∑
i∈In
K1
(
xj −Xi
bn
)
K2,ρn(‖i− j‖), (2.4)
where K2,ρn(‖i − j‖) = CnjK2
(‖ti−tj‖
ρn
)
where ti = in =:
(
i1
n , . . . ,
iN
n
)
, Cnj > 0 is a
normalized constant eventually equal to one, K1 and K2 are kernels respectively defined
on Rd and R. In the following, we will suppose that the sequences (bn) and (ρn) tend to zero
such that nˆbdnρNn → +∞. The estimator fn(xj) is a function of the number kn for which
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the distance dn is chosen hereafter to be nρn, with kn → +∞, kn = O(dNn ) = O(n̂ρNn ).
If one assumes that dn = o(n̂),  ∈ (0, 1) then kn can be expressed in terms of n̂. More
precisely, in what follows, we assume that kn = CNdNn +O(d
β
n) as dn → +∞, 0 < β < N
and CN is a constant that depends on N . We will formulate by Vj = {i ∈ In; ‖ti−tj‖ ≤ ρn}
and then kn = knj = Card(Vj).
Let us notice that our approach is based on some methods used in kernel smoothing
for time series. In fact, in the time series setting, the locations are often supposed to be:
i = 1, . . . , n. Then any i 6= j, |i−j| > 1 and smoothing along the time axis lead to consider
a time modeling version of (2.4) with K2
( |i−j|
$n
)
and bandwidth $n ≥ 1 (see, for example,
Fan and Yao (2003)). We recall that the role of the bandwidth is the control of the number
of observations in the neighborhood of i and should be such as $nn → 0 as mentioned in
Wang et al. (2012). Other authors such as Hall et al. (2006) defined a time-dynamic version
of (2.4) such that K2
( |i−j|
$n
)
= K2
( |ti−tj |
ρn
)
where ti = in and ρn → 0. All these approaches
motivate our method, which is a generalization of the case N = 1. Moreover, we note that
the kind of term K2,ρn(‖i− j‖), which controls the spatial dependency, has also been used,
for example, by Wang et al. (2012) in the prediction of spatio-temporal models.
Remark 2.1.
- As mentioned before, the estimator (2.4) takes into account the spatial dependence
since only observations on a vicinity of j will be used to estimate f(xj). However,
a main question arises: how can it express this condition in practice? In fact, for
distinct sites k and j, such that xk = xj = a, since they do not share the same
sample of observations, there is a very low probability of observing fn(xk) = fn(xj).
In this case, a locally stationary condition (mentioned above) may be assumed. But
if the process is really strictly stationary, then |fn(xk)− fn(xj)| should be small and
f(a) can be estimated by fn(xk) as well as by fn(xj). This is in practice a classical
problem in parametric as well as nonparametric estimation even in the independent
and identically distributed case: two samples of the same random variable may lead
to two different estimations of the same parameter. So as in the independent and
identically distributed case, we can construct some confidence intervals to control
|fn(xk)− fn(xj)|. The latter and the weakening of the strictly stationary condition
are the subject of some current investigations in the context of spatial data and are
beyond the scope of this work.
- Other kernel functions of the form K2
(‖i−j‖
$n
)
where i, j ∈ NN , $n depending on
ρn and n may be considered. For example, K2
(‖i−j‖
$n
)
= K2
(
‖ i−j
m
‖
ρn
)
= K2
(‖i−j‖
mρn
)
with
(
i
m
)
=
(
i1
m , . . . ,
in
m
)
and ‖i‖ ≤ m; as m = √N max{n1, . . . , nN} where one may
assume that mρn → +∞.
- Some optimal bandwidths for bn and ρn can be obtained using a cross-validation
method or optimizing an entropy.
- We notice that the kernel K2 is used to handle the nearness between locations.
Then, to take into account the mixing condition, we can impose that for u large, K2
is asymptotically:
 exponential: ‖K2(u)‖ ≤ C exp(−a u), where C, a > 0 (such as the Gaussian
kernel)
 or polynomial: ‖K2(u)‖ ≤ Cu−θ, where C, θ > 0.
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These conditions are satisfied, for example, by several kernels with compact support
such as rectangular kernels. For all kernels with compact support, these conditions
are verified at least asymptotically. This is sufficient to ensure the control of the
mixing condition.
- To give some examples where the assumption on kn is reasonable, consider qn the
number of standard lattice (in ZN ) points contained in a closed ball B(j, dn) that is
qn = Card{i ∈ ZN , ‖i− j‖ ≤ dn} where j is any vector of RN . It is well known that
qn =
piN/2
Γ(N/2 + 1)d
N
n +O(dN−1n ),
where Γ(·) is the gamma function, see for instance, Mitchell (1966), Chamizo and
Iwaniec (1995), Tsang (2000) and Meyer (2011). And notice that kn = CNqn. In
particular, if N = 2, qn = piΓ(2)d
2
n +O(dn) or qn = piΓ(2)d
2
n + o(d
2/3
n ).
- More generally, let Xi, i ∈ In, a strictly stationary spatial process and let i0 a site
that does not belong to In, one can extend estimate (2.4) in the following way
f̂n(xi0) =
1
n̂bdnρNn
∑
i∈In
K1
(
xi0 −Xi
bn
)
K2
( i− i0
ρn
)
where sites i and i0 are not normalized (see e.g. Wang et al. (2012)), K1 and K2 are
two kernels on Rd and RN respectively.
We will now study, in the following section, the theoretical asymptotic behavior of fn.
The pointwise as well as uniform almost sure consistency results are given for fn. We also
consider, in the same section, an estimator of the mode derived from the density estimator
by maximizing the latter over a compact set. An asymptotic behavior of this estimator is
also given.
2.2.3 Asymptotic results
The consistency results of fn are obtained under the following assumptions on f , the
kernels, bandwidths and local dependence condition. Let un =
∏N
i=1(logni)(log logni)1+,
then ∑n∈NN 1n̂un <∞.
H1: The density f satisfies the Lipschitz condition:
|f(x)− f(y)| ≤ C‖x− y‖,∀x, y ∈ Rd.
H2: The functions K1(·) and K2(·) are respectively bounded integrable kernels on Rd
and R such that
∫
K1(t)dt = 1,
∫ ‖t‖K1(t)dt <∞, ∫ |K1(t)|dt <∞ and satisfy some
Lipschitz conditions. Moreover, the function K1(·) is a square integrable kernel on
Rd.
In the following, we will suppose that K2,ρn is such that for each j,
1
nˆρNn
∑
i∈In
K2,ρn(‖i− j‖) = 1.
H3: There exists some constants C1 and C2 with 0 < C1 < C2 <∞, such that
C11[0,1](t) ≤ K2(t) ≤ C21[0,1](t).
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H4: Local dependence condition.
For i 6= j, the joint probability density fXi,Xj of (Xi, Xj) exists and is bounded
uniformly in i and j: thus, there exists a positive constant C which verifies
sup
(u,v)∈Rd×Rd
|fXi,Xj(u, v)− fXi(u)fXj(v)| < C.
H5: ψ(n,m) ≤ C min(n,m) and n̂bθ1n ρθ2n log n̂θ3uθ4n →∞ with θ > 4N , and with
θ1 =
dθ
θ − 4N θ2 =
Nθ
θ − 4N θ3 =
2N − θ
θ − 4N θ4 =
−2N
θ − 4N .
H6: ψ(n,m) ≤ C(n+m+ 1)β˜ and n̂bθ′1n ρθ
′
2n log n̂θ
′
3u
θ′4n →∞ with θ > N(2β˜ + 3), and
θ′1 =
d(θ +N)
θ −N(3 + 2β˜) θ
′
2 =
N(N + θ)
θ −N(3 + 2β˜)
θ′3 =
N − θ
θ −N(3 + 2β˜) θ
′
4 =
−2N
θ −N(3 + 2β˜) .
Remark 2.2. These assumptions are classically used in spatial nonparametric modeling.
- The assumptions H1 and H2 allow controlling the bias of the estimator.
 If the condition on K1 is a classical one, the condition on K2,ρn is satisfied
as soon as Cnj is such that Cnj = nˆρ
N
n∑
i∈In K2(ρ
−1
n ‖ti−tj‖) . We notice that such
Cnj can always be built for any K2 verifying assumption H3. Moreover, we
have the following inequalities, which will be useful later on in the proof part
1
(2N+1)C2 ≤
nˆρNn
C2kn
≤ Cnj ≤ nˆρ
N
n
C1kn
≤ 2C1 .
 Instead of normalization, a condition as the following, given in Hall et al. (2006),
can be considered to get the result. This condition is: “bn and ρn are the
bandwidths tending to zero such that nˆ1−bdnρNn → +∞ with 0 <  < 1 and
kn = o(nˆ)”.
- We will use assumption H3 to control both the bias and distances between sites.
This condition is verified, for example, if K2 is defined by K2(t) = 1[0,1](t) or any
function defined as K2(t) = u(t)1[0,1](t) where u is a non-increasing function such
that u(1) > 0 as for instance K2(t) = C exp(−a t)1[0,1](t) (with C > 0 and a > 0),
K2(t) = (32 − t2)1[0,1](t) and so on.
- The local dependence condition (H4) is a classical condition in kernel estima-
tion based on dependent data (see e.g. Bosq (1998); Carbon et al. (1997)). It is
necessary to control the dependence between the marginals of any couple (Xi, Xj).
The difference between this condition and the mixing condition is: Condition H4
controls the dependency through the distance between fXiXj and fXifXj when the
mixing condition controls the dependency through the distance between P(A ∩ B)
and P (A)P (B) (as previously defined). Naturally, both conditions are linked. The
link between them can be found, for example, in Dabo-Niang and Yao (2007) or
Bosq (1998). Like the mixing condition, condition H4 is used to control the variance
term of the estimation.
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- The assumptions H5 and H6 are classical technical assumptions, which appear
(in the calculations when studying the asymptotic behavior of the estimator) in
the particular case where the mixing coefficient is such that ϕ(i) verifies: ϕ (i) ≤
Ci−θ, for some θ > 0.
An almost sure consistency result is given in the following theorem.
Theorem 2.3. Under assumptions H1-H4, H5 or H6, we have
|fn(xi)− f(xi)| = O
(
bn +
√
log n̂
n̂bdnρNn
)
a.s.
The proof of this theorem is given in the Appendix.
Since we are looking for observations over a given set and are interested in an ap-
plication of the density estimation namely, a clustering algorithm using the mode, let us
consider a uniform consistency of the density estimate fn over the set in question, denoted
by R and supposed to be a compact. Let VR ⊆ RN be the finite set of sites j contained in
In such that the corresponding xj are in R. The mode of a distribution over a given set
of observations VR is defined by
ω = arg sup
xi∈R
i∈VR
f(xi).
The mode is an important centrality parameter that allows detecting some heterogene-
ity on a data set (see Dabo-Niang et al. (2004); Dabo-Niang et al. (2010)). Hence, an
estimation of the mode can be obtained from the density estimate as follows:
ω̂ = arg sup
xi∈R
i∈VR
fn(xi).
The following additional assumptions are needed to obtain the uniform consistency of our
estimator:
H7: ψ(n,m) ≤ C min(n,m) and n̂bθ5n ρθ6n log n̂θ7uθ8n →∞ with θ > N(d+ 4), and with
θ5 =
d(N(d+ 2) + θ)
θ −N(d+ 4) θ6 =
N(dN + θ)
θ −N(d+ 4)
θ7 =
N(d+ 2)− θ
θ −N(d+ 4) θ8 =
−2N
θ −N(d+ 4) .
H8: ψ(n,m) ≤ C(n+m+ 1)β˜ and n̂bθ′5n ρθ
′
6n log n̂θ
′
7u
θ′8n →∞ with θ > N(3 + 2β˜ + d), and
θ′5 =
d(N(d+ 3) + θ)
θ −N(3 + 2β˜ + d) θ
′
6 =
N(N(d+ 1) + θ)
θ −N(3 + 2β˜ + d
θ′7 =
N(d+ 1)− θ
θ −N(3 + 2β˜ + d) θ
′
8 =
−2N
θ −N(3 + 2β˜ + d) .
Moreover, by assumption H3, we have ∀j ∈ In, C1knj ≤
∑
i∈In K2
(‖ti−tj‖
ρn
)
≤ C2knj (or
knj ≈ n̂ρNn ). We assume that ∃CN,1, CN,2 such that
CN,1n̂ρNn ≤ kn1 ≤ kn2 ≤ CN,2n̂ρNn
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with kn1 = minj∈VR
knj ≈ CN,1n̂ρNn → ∞ and kn2 = maxj∈VRknj ≈ CN,2n̂ρ
N
n , where CN,1 and
CN,2 are two constants depending on N . This assumption is not restrictive since ∀j, knj ≈
CN n̂ρNn (see above).
Then, in order to establish an asymptotic result concerning the modes estimate, we
give the following uniform almost sure consistency of the density estimate.
Theorem 2.4. Under assumptions H1-H4, H7 or H8, we have
sup
xi∈R
i∈VR
|fn(xi)− f(xi)| = O
(
bn +
√
log n̂
n̂bdnρNn
)
a.s.
The proof of this theorem is given in the Appendix.
The consistency of the modes estimator ωˆ is then deduced from the previous result as
follows.
Corollary 2.5. Under the same assumptions as Theorem 2.4, and if f admits a unique
mode on R, then:
‖ω̂ − ω‖ = O
(
bn +
√
log n̂
n̂bdn ρNn
)
a.s.
Proof. To prove this corollary, it suffices to remark that
|f(ω̂)− f(ω)| ≤ |f(ω̂)− fn(ω̂) + fn(ω̂)− f(ω)|
≤ sup
xi∈R
i∈VR
|f(xi)− fn(xi)|+
∣∣∣∣∣∣∣∣ supxi∈Ri∈VR
fn(xi)− sup
xi∈R
i∈VR
f(xi)
∣∣∣∣∣∣∣∣
≤ 2 sup
xi∈R
i∈VR
|f(xi)− fn(xi)| ,
and considering the fact that since f is uniformly continuous with a unique mode ω, then
there is a positive real η() such that for each point x, ‖x−ω‖ ≥  implies |f(x)−f(ω)| >
η(). Some calculations lead to conclude using Borel-Cantelli lemma. 
Now that we have checked the theoretical behavior of our estimator, we will study its
behavior through some applications in Chapter 6. Let us notice that such a study requires
the development of an algorithm that translates the practical use of our estimator, which
is done in Section 2.3. Then a kernel density-based clustering method, based on this
algorithm, is proposed in Section 2.3.2.
2.3 Some algorithms for the use of our estimator in practice
In this section, we give a procedure that will help us to use the density estimate in
practice. Moreover, a hierarchical unsupervised clustering algorithm, based on the modes
estimate given above, is performed. Contrary to several unsupervised clustering methods,
such as k-means, the knowledge of the number of clusters is not necessary. The procedure
intrinsically determines the number of clusters. This also allows detecting some spatial
heterogeneity.
Let us denote by On ⊂ (N∗)N the set of indices of observed data (not necessarily
rectangular). Then, the estimation of the spatial density, based on observations in On, is
obtained as follows.
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2.3.1 Procedure of estimation of the spatial density in practice
Let us recall that the calculation of (2.4) requires the choice of the bandwidths b = bn
and ρ = ρn. This choice will be done through some sets chosen by the user. Let S(b) and
S(ρ) be the two sets of bandwidths.
- Step 1. For each bn ∈ S(b) and ρn ∈ S(ρ), compute the function defined by fn(xi),
for all i ∈ On.
- Step 2. Determine the values bn,opt and ρn,opt that minimize the entropy (see the def-
inition in Chapter 6) of fn (or maximize the cross-validation procedure) respectively
over S(b) and S(ρ).
- Step 3. Compute the function fn that corresponds to bn,opt and ρn,opt. To ease the
reading, this function will be denoted by fn,opt.
Remark 2.6. When N = 2, a 3D plot of fn can be obtained even if it is defined on Rd,
d > 3. It suffices to identify fn with the function fn defined by: f¯n(i) = fn(xi), xi ∈ Rd,
i ∈ ZN . In fact, it is a specificity of the spatial modeling (unlike the independent case)
that allows visualizing the spatial structure of the process (Xi) in a given domain (see
examples in Dabo-Niang and Yao (2013)).
As a supplement to this spatial structure visualization, one can proceed to a spatial
classification method based on local modes estimation that will bring complementary
information about the spatial structure distribution on the domain of interest. This is
the idea proposed by Dabo-Niang et al. (2010), which is recalled in the next section. For
this topic, there are several algorithms; see e.g., CART algorithm of Bel et al. (2009), for
spatial data.
2.3.2 A spatial descending hierarchical method
Hereinafter, we suppose that the distribution of Xi has at least a mode. We will use the
heterogeneity index of a sample S based on the modes estimation suggested by Dabo-Niang
et al. (2006) (see also Ferraty and Vieu (2006)) defined by
HI(S) = ‖ωˆS −MS‖‖ωˆS‖+ ‖MS‖ ,
where ωˆS and MS denote respectively the mode and mean (or median) of the sample S.
We will also consider its robust version:
SHI(S) = 1
K
K∑
k=1
HI(Sk);Sk ⊂ S,
where the Sk’s are randomly generated subsamples of S.
Now, since the local modes estimation is an interesting tool to detect a mixture of a
population in the data set, Dabo-Niang et al. (2004) (see also Ferraty and Vieu (2006))
proposed a new clustering method based on the heterogeneity measure computed from
the estimated local modes. We notice that this technique, first built for functional i.i.d.
observations (by these authors), has been adapted to functional spatially dependent data
by Dabo-Niang et al. (2010). Here, we deal with an adaptation of this procedure in the
finite dimensional setting. Let us describe the procedure used. Suppose that the function
fn,opt admits L local modes ωˆ1, . . . , ωˆL. Then, fn,opt admits at least L − 1 local minima:
m1, . . . ,mL−1 corresponding to each local mode. In the following, to ease the reading, we
set m0 = 0 and mL = 1.
The procedure consists first of computing a splitting score as follows:
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1. Compute fn,opt and detect the L spatial local modes and the corresponding minima,
m1, . . . ,mL−1; m0 = 0 and mL = 1.
2. Compute {p̂i(bn, opt, ρn,opt)}i∈On where p̂i(bn, opt, ρn,opt) = nˆinˆ , nˆi = Card(Vxi) and
Vxi = {xk; ‖xi − xk‖ < bn, opt and ‖ti − tk‖ < ρn,opt}, xi, xk are some of the obser-
vation data.
3. Build a partition of the sample:On = ∪L`=1S` such that S` = {i, m`−1 < p̂i(bn, opt, ρn,opt) ≤
m`}.
4. Compute the splitting score:
Gain(On;S1, . . . , SL) = SHI (S)− PHI(S;S1, . . . , SL)
SHI (S) ,
where PHI(On;S1, . . . , SL) = 1nˆ
L∑
`=1
Card(S`)× SHI(S`).
Let us notice that if this quantity is positive, it means that there is a loss of heterogeneity
(or gain of homogeneity), then a splitting is accepted. If this quantity is negative, S is
not split. To control this property of the splitting score, it is necessary to fix a threshold
γ > 0, as it is done in the final procedure clustering algorithm given in the following.
A spatial clustering algorithm
Set a threshold γ.
- Step 1: Compute bn,opt and ρn,opt using Procedure 2.3.1
? if fn,opt has many modes, then go to Step 2,
else go to Step 3.
- Step 2: Split the sample and compute Gain
? if Gain > γ then perform Step 1 for each subgroup,
else go to Step 3.
- Step 3: Stop.
Remark 2.7.
- In the previous procedure, when the mean is not well adapted, we suggest (as the
former authors above mentioned) to replace it by the median.
- Here, since we are in a spatially dependent framework, unlike the i.i.d. case, the
subsamples should be generated while keeping the spatial dependence.
- If the distribution of a sample is symmetric, we suggest replacing the mean (or the
median) by another quantile other than the median.
2.4 Conclusion
In this work, we proposed a new spatial density estimator. The particularity of the
new estimator compared to those that exist in the literature is that it includes the dis-
tances between sites. Then, the pointwise estimation of the density at a given location is
calculated using all the observations while controlling the vicinity of the concerned site.
We have also proposed a clustering method based on the new density estimator. The ob-
tained results show that, although this work covers the case of strictly stationary spatial
processes, the presented methodology can be generalized to other types of processes such
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as locally dependent spatial processes. The approach proposed here to estimate the spatial
density is used in the following chapter 3 in order to estimate the regression function of a
spatial process. Moreover, we illustrate in chapter 6 the classification procedure with some
simulations and an application to the MADA data set.
2.5 Appendix
Preliminary result for the proofs
Lemma 2.8. Under conditions of Theorem 2.3, we have
In(xj) + Rn(xj) = O
( 1
n̂bdnρNn
)
.
Proofs
Proof of Theorem 2.3
Let us first show that for each xj, fn(xj) converges almost completely to f(xj), i.e. that
∀ > 0, ∑n∈NN P(|fn(xj)− f(xj)| > ) <∞. For xj ∈ Rd located at somewhere j, remark
that: ∣∣fn(xj)− f(xj)∣∣ ≤ ∣∣fn(xj)− E(fn(xj))∣∣+ ∣∣E(fn(xj))− f(xj)∣∣ .
Then, as usual, Theorem 2.3 is obtained by studying the bias and variance terms separately.
The bias
∣∣E(fn(xj))− f(xj)∣∣. Before going further, let us note that
∣∣E(fn(xj))− f(xj)∣∣ =
∣∣∣∣∣∣E
 1
n̂bdnρNn
∑
i∈In
K1
(
xj −Xi
bn
)
K2,ρn(‖i− j‖)
− f(xj)
∣∣∣∣∣∣
=
∣∣∣∣∣∣ 1n̂bdnρNn
∑
i∈In
K2,ρn(‖i− j‖)
∫
K1
(
xj − u
bn
)
f(u)du− f(xj)
∣∣∣∣∣∣
=
∣∣∣∣∣∣ 1n̂ρNn
∑
i∈In
K2,ρn(‖i− j‖)
∫
K1 (v) f(xj − vbn)dv − f(xj)
∣∣∣∣∣∣ .
Furthermore, since 1nˆρNn
∑
i∈In
K2,ρn(‖i− j‖) = 1 by assumption H2,
∣∣E(fn(xj))− f(xj)∣∣ ≤ C ∫ K1 (v) ∣∣f(xj + vbn)− f(xj)∣∣ dv
≤ C
∫
K1 (v)
∥∥xj + vbn − xj∥∥ dv by assumption H1
≤ C
∫
K1 (v) ‖vbn‖ dv ≤ Cbn
because
∫ ‖v‖K1 (v) dv < +∞.
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The study of the asymptotic behavior of the term
∣∣fn(xj)− E(fn(xj))∣∣. Let
fn(xj)− E(fn(xj)) =
∑
i∈In
Λi(xj) = Sn(xj),
with Λi(xj) = λi(xj)− E(λi(xj)) where
λi(xj) =
1
n̂bdnρNn
K1
(
xj −Xi
bn
)
K2,ρn(‖i− j‖).
We will now introduce the spatial blocks decomposition introduced by Tran (1990) which
will be useful afterward. Without loss of generality, we suppose that nk = 2pqk for 1 ≤
k ≤ N . The random variables Λi(xj) can then be grouped into 2Nq1 . . . qN cubic blocks of
side p. Let,
U(1,n, xj,m) =
(2mk+1)p∑
ik=2mkp+1,
k=1,...,N
Λi(xj),
U(2,n, xj,m) =
(2mk+1)p∑
ik=2mkp+1,
k=1,...,N−1
2(mN+1)p∑
iN=(2mN+1)p+1
Λi(xj),
U(3,n, xj,m) =
(2mk+1)p∑
ik=2mkp+1,
k=1,...,N−2
2(mN−1+1)p∑
iN−1=(2mN−1+1)p+1
(2mN+1)p∑
iN=2mNp+1
Λi(xj),
U(4,n, xj,m) =
(2mk+1)p∑
ik=2mkp+1,
k=1,...,N−2
2(mN−1+1)p∑
iN−1=(2mN−1+1)p+1
(2mN+1)p∑
iN=(2mN+1)p+1
Λi(xj),
and so on, noticing that
U(2N−1,n, xj,m) =
2(mk+1)p∑
ik=(2mk+1)p+1,
k=1,...,N−1
(2mN+1)p∑
iN=2mNp+1
Λi(xj),
U(2N ,n, xj,m) =
2(mk+1)p∑
ik=(2mk+1)p+1,
k=1,...,N
Λi(xj).
For each integer 1 ≤ l ≤ 2N , we define T (n, l, xj) =
∑qk−1
mk=0,
k=1,...,N
U(l,n, xj,m). We obtain
Sn(xj) =
∑2N
l=1 T (n, l, xj). For  > 0,
P = P(|fn(xj)− E(fn(xj))| > ) = P(|Sn(xj)| > )
= P
∣∣∣∣∣∣
2N∑
l=1
T (n, l, xj)
∣∣∣∣∣∣ > 

≤ 2NP
(∣∣T (n, 1, xj)∣∣ > 2N
)
.
We enumerate in an arbitrary manner the q̂ = q1 × . . . × qN terms U(1,n, xj,m) of the
sum T (n, 1, xj) and refer to them as W1, . . . ,Wq̂. Note that U(1,n, xj,m) is a measurable
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σ-algebra generated by λi(xj), with i such that 2jkp+ 1 ≤ ik ≤ (2jk + 1)p, k = 1, . . . , N .
For all l = 1, . . . , q̂, the sets of the sites in Wl are separated by a distance of at least
equal to p. In addition, since K2 and K1 are bounded and Cnj ≤ 2/C1, we can write
|Wl| ≤ (n̂bdnρNn )−1CpN , with C = 2‖K1‖∞‖K2‖∞/C1. (where ‖ · ‖∞ is the sup norm).
Lemma A.2 insures the existence of some random variables W ∗1 ,W ∗2 , . . . ,W ∗q̂ such that
q̂∑
l=1
E|Wl −W ∗l | ≤ 2q̂
1
n̂bdnρNn
pNCψ((q̂ − 1)pN , pN )ϕ(p)
≤ 2q̂ 1n̂bdnρNn
pNCψ(n̂, pN )ϕ(p).
Markov inequality allows us to write
P
 q̂∑
l=1
|Wl −W ∗l | >

2N+1
 ≤ 2q̂ 1n̂bdnρNn pNCψ(n̂, pN )ϕ(p)2
N+1

,
by Bernstein inequality, we have
P
 q̂∑
l=1
|W ∗l | >

2N+1
 ≤ 2 exp
 −
2/(2N+1)2
4∑q̂l=1 E(W ∗2l ) + 22N+1 1n̂bdnρNn pNC

which leads to
P ≤ 2NP
 q̂∑
l=1
|W ∗l | >

2N+1
+ 2NP
 q̂∑
l=1
|Wl −W ∗l | >

2N+1

≤ 2N+1 exp
 −
2/(2N+1)2
4∑q̂l=1 E(W ∗2l ) + 22N+1 Cn̂bdnρNn pN
+ 2N+1q̂ 1n̂bdnρNn pNCψ(n̂, pN )ϕ(p)2
N+1

.
Let δ > 0 and
 = n = δ
( log n̂
n̂bdnρNn
) 1
2
and p =
( n̂bdnρNn
log n̂
) 1
2N
 .
Since the variables Wl and W ∗l have the same distributions, we have
q̂∑
l=1
EW ∗2l =
q̂∑
l=1
V ar(W ∗l ) =
q̂∑
l=1
V ar(Wl)
≤ In(xj) + Rn(xj).
Lemma 2.8 leads then to
q̂∑
l=1
E(W ∗2l ) = O
( 1
n̂bdnρNn
)
. Hence,
P ≤ 2N+1 exp
 −2/(2N+1)24 Cn̂bdnρNn + 2C 1n̂bdnρNn pN 2N+1
+ C2N+1ψ(n̂, pN ) 1n̂bdnρNn q̂pN 2
N+1

ϕ(p)
≤ 2N+1 exp
 −222N+4 Cn̂bdnρNn + 2N+2 Cn̂bdnρNn δ
+ C2N+1ψ(n̂, pN ) 1n̂bdnρNn n̂2NpN pN 2
N+1

ϕ(p)
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P ≤ 2N+1 exp
{
−δ2 log n̂
22N+4C + 2N+2Cδ
}
+ C2N+2ψ(n̂, pN ) 1
bdnρ
N
n
−1p−θ
≤ 2N+1 exp {log n̂−a}+ C2N+2ψ(n̂, pN ) 1
bdnρ
N
n
−1p−θ
≤ Cn̂−a + C2N+2ψ(n̂, pN ) 1
bdnρ
N
n
δ−1
(
n̂bdnρNn
log n̂
)N−θ
2N
with a = δ222N+4C+2N+2Cδ . We first show that the series
∑
n∈NN Cn̂−a converges if and only
if a > 1, that is δ2 − 2N+2Cδ − 22N+4C > 0. Solving the second order equation and using
the fact that δ > 0, one easily shows that the solution is δ > 2N+1C(1 +
√
C4) > 2N+1C.
Now, we treat the second term for which two cases from assumptions on ψ(n,m). In the
situation of assumption H5, we have ψ(n,m) ≤ C min(n,m) and we set
gn = C2N+2ψ(n̂, pN )
1
bdnρ
N
n
δ−1
(
n̂bdnρNn
log n̂
)N−θ
2N
≤ C2N+2pN 1
bdnρ
N
n
δ−1
(
n̂bdnρNn
log n̂
)N−θ
2N
≤ C2N+2 1
bdnρ
N
n
δ−1
(
n̂bdnρNn
log n̂
) 2N−θ
2N
To show that ∑n∈NN gn <∞, let the following sequence of calculations
gnn̂un ≤ C2N+2 1
bdnρ
N
n
δ−1
(
n̂bdnρNn
log n̂
) 2N−θ
2N
n̂un
≤ C
(
n̂b
−dθ
4N−θ
n ρ
−Nθ
4N−θ
n log n̂
θ−2N
4N−θ u
2N
4N−θ
n
) 4N−θ
2N ≤ CA
4N−θ
2Nn .
Note that in the case where θ > 4N , one has 4N−θ2N < 0. Furthermore, assumption H5
leads to An → +∞, as n → ∞. So, A
4N−θ
2Nn → 0 and gnn̂un → 0; consequently, gn < 1n̂un
leads to ∑n∈NN gn <∑n∈NN 1n̂un < +∞.
In the second situation, which corresponds to assumption H6, we have ψ(n,m) ≤ C(n+
m+ 1)β˜. Let us note that ψ(n̂, pN ) ≤ C(n̂ + pN + 1)β˜ ≤ Cn̂β˜ and set
hn = C2N+2ψ(n̂, pN )
1
bdnρ
N
n
δ−1
(
n̂bdnρNn
log n̂
)N−θ
2N
≤ C2N+2n̂β˜ 1
bdnρ
N
n
δ−1
(
n̂bdnρNn
log n̂
)N−θ
2N
To show that ∑n∈NN hn <∞, let the following sequence of calculations
hnn̂un ≤ C2N+2n̂1+β˜ 1
bdnρ
N
n
δ−1
(
n̂bdnρNn
log n̂
)N−θ
2N
un
≤ C
n̂b −d(θ+N)N(3+2β˜)−θn ρ −N(N+θ)N(3+2β˜)−θn log n̂ θ−NN(3+2β˜)−θ u 2NN(3+2β˜)−θn

N(3+2β˜)−θ
2N
≤ CB
N(3+2β˜)−θ
2Nn .
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Now, since in this case θ > N(2β˜ + 3), we have N(3+2β˜)−θ2N < 0. Assumption H6 allows us
to say that Bn → +∞, as n → ∞. Moreover, B
N(3+2β˜)−θ
2Nn → 0 then n̂unhn → 0. Hence,
hn <
1
n̂un
⇔
∑
n∈NN
hn <
∑
n∈NN
1
n̂un
< +∞. Consequently, in the two cases, we have
∑
n∈NN
Cn̂−a + C2N+2ψ(n̂, pN ) 1
bdnρ
N
n
δ−1
(
n̂bdnρNn
log n̂
)N−θ
2N
<∞.

Proof of Lemma 2.8
From the sequel of calculations:
E
[
|fn(xj)− E(fn(xj))|2
]
= E

∑
i∈In
Λi(xj)
2
 ≤ In(xj) + Rn(xj)
where In(xj) =
∑
i∈In E
[(
Λi(xj)
)2], Rn(xj) = ∑i,k∈In∑i6=k ∣∣E [Λi(xj)Λk(xj)]∣∣. We de-
duce
n̂bdnρNn In(xj) = n̂bdnρNn
∑
i∈In
E
(
λi(xj)
)2 − n̂bdnρNn ∑
i∈In
(
Eλi(xj)
)2
.
Noticing that
C1
(2N + 1)C2
1[0,1]
(∥∥ti − tj∥∥
ρn
)
≤ K2,ρn(‖i− j‖) ≤
2C2
C1
1[0,1]
(∥∥ti − tj∥∥
ρn
)
.
First, we have
♦ n̂bdnρNn
∑
i∈In
E
(
λi(xj)
)2 = n̂bdnρNn ∑
i∈In
E
( 1
n̂bdnρNn
K1
(
xj −Xi
bn
)
K2,ρn(‖i− j‖)
)2
= 1n̂bdnρNn
∑
i∈In
K22,ρn(‖i− j‖)E
(
K1
(
xj −Xi
bn
))2
≤ Cn̂bdnρNn
∑
i∈In
K2,ρn(‖i− j‖)
∫
K21 (t)f(xj − bnt)(−bn)ddt
≤ Cn̂ρNn
∑
i∈In
K2,ρn(‖i− j‖)
∫
K21 (t)f(xj − bnt)dt
≤ C.
Thus, ∑i∈In E (λi(xj))2 = O ((n̂bdnρNn )−1). Now, noticing that
n̂bdnρNn
∑
i∈In
(
Eλi(xj)
)2 = 1n̂bdnρNn
∑
i∈In
K22,ρn(‖i− j‖)
(
EK1
(
xj −Xi
bn
))2
≤ Cn̂bdnρNn
∑
i∈In
K2,ρn(‖i− j‖)
(∫
K1(u)f(xj − ubn)(−bdn)du
)2
≤ Cbdn
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we have limn̂→∞ n̂bdnρNn
∑
i∈In
(
Eλi(xj)
)2 = O(bdn).
We now treat the term Rn(xj) =
∑
i,k∈In
∑
i6=k |EΛi(xj)Λk(xj)| and show that there exists
a constant C such that n̂bdnρNn Rn(xj) < C, for n̂ large enough. Let Dn be a sequence
of real numbers tending to ∞ as n̂ → ∞. Let S = {i,k ∈ In, ‖i − k‖ ≤ Dn} and
denote by Sc the complementary of S. Let R(1)n =
∑
i,k∈S
∣∣EΛi(xj)Λk(xj)∣∣ and R(2)n =∑
i,k∈Sc
∣∣EΛi(xj)Λk(xj)∣∣. Hence, Rn(xj) ≤ R(1)n +R(2)n .
♦ R(1)n =
∑
i,k∈S
∣∣E(λi(xj)λk(xj))− Eλi(xj)Eλk(xj)∣∣ = ∑
i,k∈S
|A−B| .
A = 1n̂2b2dn ρ2Nn
K2,ρn(‖i− j‖)K2,ρn(‖k− j‖)E
(
K1
(
xj −Xi
bn
)
K1
(
xj −Xk
bn
))
= 1n̂2b2dn ρ2Nn
K2,ρn(‖i− j‖)K2,ρn(‖k− j‖)A′
A′ =
∫ ∫
K1
(
xj − u
bn
)
K1
(
xj − v
bn
)
fXiXk(u, v)dudv
B = 1n̂2b2dn ρ2Nn
K2,ρn(‖i− j‖)K2,ρn(‖k− j‖)E
(
K1
(
xj −Xi
bn
))
E
(
K1
(
xj −Xk
bn
))
= 1n̂2b2dn ρ2Nn
K2,ρn(‖i− j‖)K2,ρn(‖k− j‖)B′
B′ =
(∫
K1
(
xj − u
bn
)
fXi(u)du
)(∫
K1
(
xj − v
bn
)
fXk(v)dv
)
By assumption H4, we have: sup
u, v
sup
i,k
|fXiXk(u, v)− fXi(u)fXk(v)| ≤ C, then
∣∣A′ −B′∣∣ ≤ C ∫ ∫ K1 (xj − u
bn
)
K1
(
xj − v
bn
)
dudv.
Thus,
R
(1)
n =
∑
i,k∈S
1
n̂2b2dn ρ2Nn
K2,ρn(‖i− j‖)K2,ρn(‖k− j‖)
∣∣A′ −B′∣∣
≤ C
∑
i,k∈S
1
n̂2b2dn ρ2Nn
K2,ρn(‖i− j‖)K2,ρn(‖k− j‖)
∫ ∫
K1
(
xj − u
bn
)
K1
(
xj − v
bn
)
dudv
and H3 leads to
n̂bdnρNn R
(1)
n ≤ C n̂b
3d
n ρ
N
n
n̂2b2dn ρ2Nn
∑
i,k∈S
K2,ρn(‖i− j‖)K2,ρn(‖k− j‖)
(∫
|K1 (u)| du
)2
≤ C n̂b
3d
n ρ
N
n
n̂2b2dn ρ2Nn
∑
i,k∈S
1[0,1]
(∥∥ti − tj∥∥
ρn
)
1[0,1]
(∥∥tk − tj∥∥
ρn
)(∫
|K1 (u)| du
)2
≤ C b
d
n
n̂ρNn
∑
i,k∈Vj
1[0,1]
(‖k− i‖
Dn
)(∫
|K1 (u)| du
)2
≤ 2NC b
d
n
n̂ρNn
∑
i∈Vj
∑
i−u∈Vj
1{u;‖u‖≤Dn}
(∫
|K1 (u)| du
)2
where Vj =
{
i ∈ In,
∥∥ti − tj∥∥ ≤ ρn} with Card(Vj) = kn ≤ CnˆρNn . Then∑
i∈Vj
∑
i−u∈Vj
1{u;‖u‖≤Dn} ≤ C0nˆρNn bDncN ≤ C0nˆρNnDNn
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where b·c denotes the integer part. So, nˆbdnρNn R(1)n ≤ CbdnDNn .
♦ Now, since the functions K1(·) and K2(·) are bounded, by applying Lemma A.1 we get:
|EΛi(xj)Λk(xj)| ≤ CK2,ρn(‖i− j‖)K2,ρn(‖k− j‖)n̂2b2dn ρ2Nn
ψ(1, 1)ϕ(‖i− k‖).
and we can write
n̂bdnρNn R
(2)
n ≤ n̂bdnρNn
∑
i,k∈Sc
C
K2,ρn(‖i− j‖)K2,ρn(‖k− j‖)
n̂2b2dn ρ2Nn
ψ(1, 1)ϕ(‖i− k‖)
≤ Cn̂bdnρNn
∑
i,k∈Sc∩Vj
ϕ(‖i− k‖)
≤ 2
NC
n̂bdnρNn
∑
k∈Vj
∑
k−u∈Vj,‖u‖>Dn
ϕ(‖u‖)
≤ Cknn̂bdnρNn
∑
‖i‖>Dn
ϕ(‖i‖)
because∀k ∈ NN , 2N ∑
k−u∈Vj,‖u‖>Dn
ϕ(‖u‖) =
∑
‖i‖>Dn
ϕ(‖i‖)

≤ C
bdn
∑
‖i‖>Dn
ϕ(‖i‖).
Since ∑‖i‖>Dn ϕ(‖i‖) ≤ C∑‖i‖>Dn ‖i‖−θ ≤ C∑‖i‖>Dn ‖i‖−θ ‖i‖−N ‖i‖N and ‖i‖−N ≤
(Dn)−N , we have
∑
‖i‖>Dn ϕ(‖i‖) ≤ CD−Nn
∑
‖i‖>Dn ‖i‖N−θ.
n̂bdnρNn R
(2)
n ≤ C
bdn
D−Nn
∑
‖i‖>Dn
‖i‖N−θ
The fact that θ > 4N leads to choose Dn = (bdn)−1/Nwhich gives the expected result. In
fact, we have lim
n→∞ n̂b
d
nρ
N
n R
(2)
n = C and limn→∞ n̂b
d
nρ
N
n R
(1)
n = 0. So, R(1)n = O
(
(n̂bdnρNn )−1
)
,
R
(2)
n = O
(
(n̂bdnρNn )−1
)
and then, Rn(xj) = O
(
(n̂bdnρNn )−1
)
. That shows that In(xj) +
Rn(xj) = O
(
(n̂bdnρNn )−1
)
for nˆ enough large. 
Proof of Theorem 2.4
We note that
sup
xj∈R
j∈VR
∣∣fn(xj)− f(xj)∣∣ ≤ sup
xj∈R
j∈VR
∣∣fn(xj)− E(fn(xj))∣∣+ sup
xj∈R
j∈VR
∣∣E(fn(xj))− f(xj)∣∣
First, from the bias term of the proof of Theorem 2.3, we can easily write that
sup
xj∈R
j∈VR
∣∣E(fn(xj))− f(xj)∣∣ = O(bn).
Second, we deal with sup
xj∈R
j∈VR
∣∣fn(xj)− E(fn(xj))∣∣. Since R is a compact set in Rd, it can be
covered with, say, v cubes Ik having sides of length l and the center at xk, k = 1, . . . , v.
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For xj at a fixed site j, let xj belong to Ik and
f̂(xk) =
1
anjbdn
∑
i∈In
K1
(
xk −Xi
bn
)
K2
(‖ti − tj‖
ρn
)
with anj =
∑
i∈In K2
(‖ti−tj‖
ρn
)
. According to Remark 2.2, we can rewrite fn(xj) as
fn(xj) =
1
anjbdn
∑
i∈In
K1
(
xj −Xi
bn
)
K2
(‖ti − tj‖
ρn
)
Now, we can use the following decomposition
sup
xj∈R
j∈VR
∣∣fn(xj)− E(fn(xj))∣∣
≤ max
1≤k≤v
sup
xj∈R
j∈VR
|fn(xj)− f̂(xk) + f̂(xk)− Ef̂(xk) + Ef̂(xk)− Efn(xj)|
≤ max
1≤k≤v
sup
xj∈R
j∈VR
|fn(xj)− f̂(xk)|+ max1≤k≤v
j∈VR
|f̂(xk)− Ef̂(xk)|+ max1≤k≤v supxj∈R
j∈VR
|Ef̂(xk)− Efn(xj)|
≤ A1 +A2 +A3
Since the proofs of A1 and A3 are similar, we only give the proof of A1.
A1 = max1≤k≤v supxj∈R
j∈VR
|fn(xj)− f̂(xk)|
= max
1≤k≤v
sup
xj∈R
j∈VR
∣∣∣∣∣∣ 1anjbdn
∑
i∈In
K2
(‖ti − tj‖
ρn
)[
K1
(
xj −Xi
bn
)
−K1
(
xk −Xi
bn
)]∣∣∣∣∣∣
≤ C
anjbdn
∑
i∈In
K2
(‖ti − tj‖
ρn
)∥∥∥∥xj − xkbn
∥∥∥∥ by Lipschitz conditions on K1(·)
≤ Cb−(d+1)n l
We choose l = bd+1n ρNn  and v ≤ Cl−d ≤ C(bd+1n ρNn )−d; thus, we have
A1 ≤ Cb−(d+1)n bd+1n ρNn 
≤ CρNn 
≤ C
= O
(√
log n̂
n̂bdnρNn
)
.
In the same way, we obtain that A3 = O
(√
log n̂
n̂bdnρNn
)
. It remains to show that A2 =
max
1≤k≤v
j∈VR
|f̂(xk)− Ef̂(xk)| = O
((
log n̂
n̂bdnρNn
)1/2)
. This term will be treated in the same manner
as in the proof of Theorem 2.3 but using assumptions on kn1 and kn2. It is equivalent
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to show that max
1≤k≤v
j∈VR
|T (n, xk, i)| = O
(√
log n̂
n̂bdnρNn
)
for each i = 1, . . . , 2N . Without loss of
generality, we will consider the case i = 1 and obtain as above
P
 max
1≤k≤v
j∈VR
|T (n, xj , 1)| > n
 ≤ Cv
n̂−a + ψ(n̂, pN ) 1
bdnρ
N
n
(
n̂bdnρNn
log n̂
)N−θ
2N

with a = δ222N+4C+2N+2Cδ . We first study the convergence of the series
∑
n∈NN Cvn̂−a.
We have v ≤ C(bd+1n ρNn )−d. The assumption n̂bdnρNn → ∞ implies n̂ > Cb−dn ρ−Nn or
n̂ d2 > b
−d2
2n ρ
−dN
2n . It also implies that n̂bdn →∞ and then n̂ > Cb−dn .
vn̂−a ≤ C(bd+1n ρNn )−dn̂−a ≤ Cb−dn b
−d2
2n ρ
−dN
2n log n̂
−d
2 n̂ d2−a
≤ Cn̂n̂ d2 log n̂−d2 n̂ d2−a
≤ Cn̂d+1−a log n̂−d2
≤ Cn̂d+1−a
Consequently, the series ∑n∈NN Cvn̂−a converges if and only if a > d+ 1. Now, we treat
the second term for which two cases arise from assumptions on ψ(n,m). In the situation
of assumption H7, we have ψ(n,m) ≤ C min(n,m) and set
g?n = Cv
ψ(n̂, pN )
bdnρ
N
n
(
n̂bdnρNn
log n̂
)N−θ
2N
.
To show that ∑n∈NN g?n <∞, let the following sequence of calculations
g?nn̂un ≤ Cv
(
n̂
4N−θ
2N b
−dθ
2Nn ρ
−Nθ
2Nn log n̂
θ−2N
2N un
)
≤ Cb
−d2
2 −dn ρ
−dN
2n log n̂
−d
2 n̂ d2 n̂
4N−θ
2N b
−dθ
2Nn ρ
−Nθ
2Nn log n̂
θ−2N
2N un
≤ Cn̂N(d+4)−θ2N b
−d(dN+2N+θ)
2Nn ρ
−N(dN+θ)
2Nn log n̂
θ−N(2+d)
2N un
≤ C
(
n̂b
d(N(d+2)+θ)
θ−N(d+4)
n ρ
N(dN+θ)
θ−N(d+4)
n log n̂
N(2+d)−θ
θ−N(d+4)u
−2N
θ−N(d+4)
n
) θ−N(d+4)
2N
≤ C(a?n)
N(d+4)−θ
2N
Note that in the case where θ > N(d+4), one has N(d+4)−θ2N < 0 and assumption H7 leads
to a?n → +∞, as n → ∞. So, a
?
N(d+4)−θ
2Nn → 0 and g?nn̂un → 0; consequently, g?n < 1n̂un
leads to ∑n∈NN g?n <∑n∈NN 1n̂un < +∞.
In the second situation, which corresponds to assumption H8, we have ψ(n,m) ≤ C(n+
m+ 1)β˜. Let us note that ψ(n̂, pN ) ≤ C(n̂ + pN + 1)β˜ ≤ Cn̂β˜ and set
h?n = Cvψ(n̂, pN )
1
bdnρ
N
n
(
n̂bdnρNn
log n̂
)N−θ
2N
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To show that ∑n∈NN h?n <∞, let the following sequence of calculations
h?nn̂un ≤ Cv
(
n̂
N(3+2β˜)−θ
2N b
−d(θ+N)
2Nn ρ
−N(N+θ)
2Nn log n̂
θ−N
2N un
)
≤ Cb
−d2
2 −dn ρ
−dN
2n log n̂
−d
2 n̂ d2 n̂
N(3+2β˜)−θ
2N b
−d(θ+N)
2Nn ρ
−N(N+θ)
2Nn log n̂
θ−N
2N un
≤ Cb
−d(N(3+d)+θ)
2Nn ρ
−N(N(d+1)+θ)
2Nn log n̂
θ−N(d+1)
2N n̂
N(3+2β˜+d)−θ
2N un
≤ C
n̂b d(N(3+d)+θ)θ−N(3+2β˜+d)n ρ N(N(d+1)+θ)θ−N(3+2β˜+d)n log n̂ N(d+1)−θθ−N(3+2β˜+d)u −2Nθ−N(3+2β˜+d)n

θ−N(3+2β˜+d)
2N
≤ C (h?n)
θ−N(3+2β˜+d)
2N
Now, since in this case θ > N(3 + 2β˜ + d), we have N(3+2β˜+d)−θ2N < 0 and assumption H8
allows us to say that d?n → +∞, as n→∞. Moreover, d
?
N(3+2β˜+d)−θ
2Nn → 0 then n̂unh?n → 0.
Hence, h?n <
1
n̂un
⇔
∑
n∈NN
h?n <
∑
n∈NN
1
n̂un
< +∞. Therefore, A2 = O
(√
log n̂
n̂bdnρNn
)
. To
conclude,
sup
xj∈R
j∈VR
∣∣fn(xj)− f(xj)∣∣ = O
(( log n̂
n̂bdnρNn
)1/2)
+O(bn), a.s.

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Résumé en français
Dans le chapitre 2 qui précède, nous nous sommes intéressés à l’estimation non pa-
ramétrique de la fonction de densité spatiale. Nous avons proposé une nouvelle approche
de l’estimateur à noyau qui permet de tenir compte à la fois de la distance entre les
observations et de celle entre les sites. Dans ce chapitre, nous adaptons cette approche
pour l’estimation de la fonction de régression spatiale dans l’objectif de faire de la prévi-
sion spatiale. Notons que le problème d’estimation à noyau de la fonction de régression
pour données spatialisées a déjà été étudié dans la littérature, par exemple, dans Biau et
Cadre (2004), Menezes et al. (2010). Cependant, l’approche proposée dans ce chapitre est
différente.
Nous considérons un processus spatial (Zi = (Xi, Yi) ∈ Rd × R, i ∈ ZN ) défini sur
l’espace de probabilité (Ω,F ,P) de même distribution que le processus (X,Y ) de den-
sité inconnue fX,Y sur Rd+1. La fonction de densité de X sur Rd est f(·). On s’inté-
resse au modèle de régression défini par Yi = r(Xi) + i où r(x) = E(Y |X = x), le
bruit i est centré, α-mélangeant et indépendant des Xi. Notre objectif est d’estimer
la fonction de régression r(·) définie par r(x) = ϕ(x)/f(x) où ϕ(x) = ∫ yfXY (x, y)dy,
x ∈ Rd. On suppose que le processus étudié est observé sur l’ensemble spatial discret
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In = {i = (i1, . . . , iN ), 1 ≤ ik ≤ nk, k = 1, . . . , N} où un point i = (i1, . . . , iN ) ∈ ZN fait
référence à un site. On note n = (n1, . . . , nN ) et on pose n̂ := n1 × . . . × nN . Par souci
de simplicité, on suppose que n1 = n2 = . . . = nN = n (e.g. El Machkouri (2007, 2011),
El Machkouri and Stoica (2010)), mais les résultats suivants peuvent être étendus à un
cadre plus général. On écrit n→∞ si n→∞. La dépendance spatiale implique le besoin
de déterminer quelles autres unités de In ont une influence sur le site considéré. Pour cela,
pour chaque site j, on pose kn = kn,j =
∑
i 1[‖i−j‖≤dn] le nombre de voisins i pour lequel
la distance entre i et j est inférieure ou égale à la distance dn > 0 telle que dn → ∞
lorsque n → ∞. Soit dn = nρn et kn = O(n̂ρNn ). On construit un nouvel estimateur à
noyau avec des poids sur les sites qui ont plus d’importance lorsque la distance entre les
sites est petite. Nous nous intéressons à l’estimation de la fonction de régression r(·), et
en particulier à la prédiction de Yj sous la condition que Xj = x (comme dans Wang et al.
(2012)), noté xj dans la suite. En considérant les sites normalisés, l’estimateur à noyau de
la fonction de régression r(·) en ce point est défini par
rn(xj) =

ϕn(xj)
fn(xj)
si fn(xj) 6= 0;
Y sinon,
où Y est la moyenne empirique des Yi, ϕn(xj) et fn(xj) sont définis par
ϕn(xj) =
1
an,jbdn
∑
i∈In
YiK1
(
xj −Xi
bn
)
K2,ρn(‖j− i‖),
fn(xj) =
1
an,jbdn
∑
i∈In
K1
(
xj −Xi
bn
)
K2,ρn(‖j− i‖),
avec an,j =
∑
i∈In
K2,ρn(‖j−i‖) etK2,ρn(‖j−i‖) = K2
(
ρ−1n
∥∥∥ j−in ∥∥∥), (où in = ( i1n , i2n , . . . , iNn )),
K1 et K2 sont des noyaux respectivement définis sur Rd et R, bn et ρn sont des paramètres
de fenêtres qui tendent vers zéro, telles que n̂bdnρNn →∞.
Plus généralement, soit (Xi, Yi), i ∈ In, un processus spatial strictement stationnaire
et soit i0 un site n’appartenant pas à In, on peut étendre les estimateurs ϕn(·) et fn(·) de
la manière suivante
ϕ̂n(xi0) =
1
a?n,i0b
d
n
∑
i∈In
YiK1
(
xi0 −Xi
bn
)
K2
( i− i0
ρn
)
f̂n(xi0) =
1
a?n,i0b
d
n
∑
i∈In
K1
(
xi0 −Xi
bn
)
K2
( i− i0
ρn
)
où les sites i et i0 ne sont pas normalisés (voir e.g. Wang et al. (2012)), a?n,i0 =
∑
i∈In
K2
(
i−i0
ρn
)
et K2(·) est un noyau sur RN .
La suite de ce chapitre est composée d’une introduction au cadre de travail qui nous
intéresse. L’estimateur de la régression rn(·) présenté ci-dessus est étudié plus en détails.
Après avoir donné les hypothèses, des résultats de convergence sont obtenus. Plus parti-
culièrement, les convergences presque complète (p.c.) et en moyenne d’ordre q (q ∈ R∗)
sont obtenues et des vitesses de convergence sont atteintes. Les résultats sont les suivants
|rn(xj)− r(xj)| = O
(
bn +
√
log n̂
n̂ bdn ρNn
)
p.c.
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et
‖rn(xj)− r(xj)‖q = O
(
bn +
√
1
n̂bdnρNn
)
, q > 1.
Puis un prédicteur spatial est déduit de l’estimateur de la fonction de régression. Avant
de conclure, des résultats numériques sont présentés et montrent que notre approche per-
met d’améliorer les résultats obtenus avec l’estimateur à noyau classique, en particulier
lorsque la dépendance spatiale est importante. Il s’agit de résultats issus d’une étude de
simulations ainsi que de l’application à des données environnementales liées à la concen-
tration en métaux lourds dans le sol.
Les résultats présentés dans ce chapitre ont été obtenus avec la collaboration de So-
phie Dabo-Niang (Université Charles de Gaulle) et Anne-Françoise Yao (Université Blaise
Pascal).
3.1 Introduction
Spatial statistics deal with the problem, amongst others, of reconstructing a phe-
nomenon over its domain from a discrete set of observed values. This problem has applica-
tions in many subject areas such as in soil sciences, oceanology, epidemiology, climatology
and many others where data are available at specific spatial locations. More precisely, the
goal is to predict unsampled locations by taking into account spatial dependence. Dur-
ing the first half of the twentieth century, spatial prediction is studied in the scope of
geostatistics, commonly known as kriging. The latter is a spatial interpolation method,
allowing a linear estimate, based on mean and variance of the data. Since their apparition,
these parametric methods have been widely studied in the literature, (see Cressie (1993),
Wackernagel (2003) for an introduction). However, a preselected parametric model might
be too restricted or too low-dimensional to fit unexpected features. In response to that,
nonparametric approaches have sometimes been suggested as an alternative. Consequently,
nowadays, a dynamic concerns the deployment of nonparametric methods to spatial statis-
tics including prediction methods. The first results in this direction are those of Biau and
Cadre (2004) and concerned the kernel prediction of a strictly stationary random field in-
dexed in (N∗)N . Later, Dabo-Niang and Yao (2007) contribute to Biau and Cadre (2004)’s
investigations since they are interested in the kernel regression estimation and prediction
of continuously indexed random fields. In Menezes et al. (2010), nonparametric kernel pre-
diction is considered for spatial stochastic processes when a stochastic sampling design is
assumed for selection of random locations. The spatial predictors presented in these three
works dealt with the kernel method. A main difference is that the last is based on a kernel
that controls the distance between sites contrary to the others that deal with a kernel
on the values of the field. In this work, our first interest lies in proposing a nonparamet-
ric regression estimation approach which then will be used for the purpose of prediction.
The originality of the suggested regression estimator is to take advantages of each esti-
mator introduced previously. In fact, our estimator depends on two kernels, one of which
controls the distance between observations and the other controls the spatial dependence
structure. The advantage of the proposed estimate is to take directly into account the
spatial dependency in its form, that is particularly interesting in a prevision context. This
idea has been presented in Dabo-Niang et al. (2014a) in the context of density estima-
tion and in Ternynck (2014) to deal with a regression problem for functional data. Note
that Wang et al. (2012) proposed a local linear spatio-temporal prediction model, using a
kernel weight function taking into account the distance between sites. The specificity of
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the prediction procedure of Wang et al. (2012) is to be based on the assumption that the
error term of the model is autocorrelated. In the present chapter, our regression method
is more general since there are no additional assumption on the error term.
Nonparametric spatial regression estimation has received a great deal of attentional
from the scientific community. For instance, the works of Biau and Cadre (2004), Hallin
et al. (2004b), Carbon et al. (2007), Dabo-Niang and Yao (2007), Guillas and Lai (2010),
Attouch et al. (2011), Dabo-Niang et al. (2011b), Robinson (2011) and Ternynck (2014) are
devoted to this matter. Besides, other authors dealt with the spatial quantile regression
estimation (e.g. Hallin et al. (2009) and Dabo-Niang et al. (2012b)) or nonparametric
conditional mode estimation (e.g. Dabo-Niang et al. (2014b)).
The chapter is structured as follows. In Section 3.2, after providing some notations,
a kernel estimate of the regression function is introduced. Section 3.3 describes the as-
sumptions and gives the related asymptotic results. More specifically, almost complete
convergence and consistency in Lq norm (q ∈ N∗) with rates of the kernel estimate are
achieved when the considered sample is an α-mixing sequence. A spatial predictor is then
deduced. Some numerical investigations are presented in Section 3.4, which are based on
simulation studies but also on an environmental data set. The last section is devoted to
conclusions whereas proofs and technical results are given in Appendix (see Section 3.6).
3.2 Kernel spatial estimator of the regression function
In the following, ‖·‖ will denote any norm in Rd or RN (there will be no ambiguity since
the vectors of RN are in bold), C and C ′ will indicate some arbitrary positive constants
that may vary from line to line, for each real u, buc will indicate the integer part of u.
Moreover, we write un = O(vn) means that ∃C such that |un|/vn ≤ C as vn → ∞ and
un = o(vn) means that |un|/vn → 0 as vn →∞.
We consider a spatial process (Zi = (Xi, Yi) ∈ Rd × R, i ∈ ZN ) defined over some
probability space (Ω,F ,P) with same distribution as (X,Y ) having unknown density fX,Y
on Rd+1. The density function of X on Rd is f(·). For a seek of simplicity, we will suppose
that the variable Y is bounded. In this chapter, we are interested in the following regression
model Yi = r(Xi)+εi, where r(x) = E(Y |X = x) is an unknown function, with real values,
defined by r(x) = ϕ(x)/f(x) where ϕ(x) =
∫
yfXY (x, y)dy, x ∈ Rd, (εi)i∈ZN is a centered
spatial process independent of (Xi)i∈ZN . Then, the main goal of this chapter is to estimate
the regression function r(·). As it is classically assumed in the literature, the process under
study (Zi) is observed over the rectangular domain In = {i, 1 ≤ ik ≤ nk, k = 1, . . . , N}
where a point i = (i1, . . . , iN ) ∈ ZN refers to a site. We denote n = (n1, . . . , nN ) and let
n̂ := n1 × . . .× nN be the sample size.
From now on, we assume for simplicity that n1 = n2 = . . . = nN = n (e.g. El Machkouri
(2007, 2011), El Machkouri and Stoica (2010)), but the following results can be extended
to a more general framework. We write n→∞ if n→∞. The spatial dependence implies
the need to determine which other units in In have an influence on a considered location.
Thus, for each site j, let kn = kn,j =
∑
i 1[‖i−j‖≤dn] denote the number of neighbors i for
which the distance between i and j is less than or equal to distance dn > 0 such that
dn → ∞ as n → ∞. This last assumes the correlation between locations (eventually)
increases as the sample size increases. Taking the Euclidean distance and if N = 2 (square
grid), we have kn ≤ 4d2n − 4dn + 4 which leads to kn = O(d2n) and kn = o(dηn), η > 2.
Moreover, if dn = o(n̂), 0 <  < 1 then kn = o(n̂2), see for instance Kelejian and
Prucha (2007). Let dn = nρn; consequently, we have d2n = n̂ρNn and kn = O(n̂ρNn ) as
well as kn = o((n̂ρNn )η/2), η > 2. Using this, we construct a spatial kernel estimator with
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weight on the sites. The weights are assumed to decline as a measure of distance between
corresponding sites (that are normalized) increases. We are interested in the regression
estimation of r(·), in particular the prediction of Yj under the condition that Xj = x (as
in Wang et al. (2012)), denoted in what follows xj, related to the concerned location j.
Considering normalized sites, the kernel estimator of the regression function r(·) at this
point is defined as
rn(xj) =

ϕn(xj)
fn(xj)
if fn(xj) 6= 0;
Y otherwise,
(3.1)
where Y denotes the empirical mean of the Yi, the functions ϕn(xj) and fn(xj) are defined
by
ϕn(xj) =
1
an,jbdn
∑
i∈In
YiK1
(
xj −Xi
bn
)
K2,ρn(‖j− i‖),
fn(xj) =
1
an,jbdn
∑
i∈In
K1
(
xj −Xi
bn
)
K2,ρn(‖j− i‖),
with an,j =
∑
i∈In K2,ρn(‖j − i‖) and K2,ρn(‖j − i‖) = K2
(
ρ−1n
∥∥∥ j−in ∥∥∥), (where in =(
i1
n ,
i2
n , . . . ,
iN
n
)
), K1 and K2 are kernels respectively defined on Rd and R, bn and ρn
are bandwidths tending to zero, such that n̂bdnρNn → ∞. Then we have ρ−1n
∥∥∥ j−in ∥∥∥ ≤ 1
means that ‖j− i‖ ≤ nρn. The estimator fn(xj) is a function of the number kn of
neighbors i for which the distance dn is chosen hereafter to be nρn, with kn → +∞,
kn = O(dNn ) = O(n̂ρNn ). If one assumes that dn = o(n̂),  ∈ (0, 1), then kn can be ex-
pressed in terms of n̂. We notice that the kernel K2 is here to handle the nearness between
locations. In what follows, we assume that kn = CNdNn +O(d
β
n) as dn → +∞, 0 < β < N
and CN is a constant that depends on N . In the literature, some works (e.g. Biau and
Cadre (2004), Menezes et al. (2010), Wang et al. (2012)) deal with other estimates of the
kernel regression function for spatial data, see Section 3.3.3 for more details.
Remark 3.1.
- Instead of the previous functions ϕn, fn, one can consider simpler following versions
ϕn(xj) =
1
n̂bdnρNn
∑
i∈In
YiK1
(
xj −Xi
bn
)
K2,ρn(‖j− i‖),
fn(xj) =
1
n̂bdnρNn
∑
i∈In
K1
(
xj −Xi
bn
)
K2,ρn(‖j− i‖),
In this case, properties of Riemann sums of Lebesgue integrable functions and addi-
tional conditions on K2 lead to
lim
n→∞
1
n̂ρNn
∑
i∈In
K2,ρn(‖j− i‖) −→
∫
RN
K2,ρn(‖j− i‖)di = 1.
This permits to control in a simple manner the bias and variance terms of the above
estimates.
- More generally, let (Xi, Yi), i ∈ In, a strictly stationary spatial process and let i0
a site that does not belong to In, one can extend ϕn(·) and fn(·) estimates in the
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following way
ϕ̂n(xi0) =
1
a?n,i0b
d
n
∑
i∈In
YiK1
(
xi0 −Xi
bn
)
K2
( i− i0
ρn
)
f̂n(xi0) =
1
a?n,i0b
d
n
∑
i∈In
K1
(
xi0 −Xi
bn
)
K2
( i− i0
ρn
)
where sites i and i0 are not normalized (see e.g. Wang et al. (2012)), a?n,i0 =∑
i∈In
K2
(
i−i0
ρn
)
and K2(·) is a kernel on RN .
- To give some examples where the assumption on kn is reasonable, consider qn the
number of standard lattice (in ZN ) points contained in a closed ball B(j, dn) with
center j and radius dn that is qn = Card{i ∈ RN , ‖i− j‖ ≤ dn} where j is any vector
of RN . It is well known that
qn =
piN/2
Γ(N/2 + 1)d
N
n +O(dN−1n ),
where Γ(·) is the gamma function; see, for instance, Mitchell (1966), Chamizo and
Iwaniec (1995), Tsang (2000) and Meyer (2011). And notice that kn = CNqn. In
particular, if N = 2 we have qn = piΓ(2)d
2
n +O(dn), qn = piΓ(2)d
2
n + o(d
2/3
n ).
- In the following, we consider pointwise (for a fixed xj) convergence result of the
regression estimate but one can extend the obtained results to uniform ones, on a
set where corresponding sites are in a set S (that can be a subset of In or a set
larger than In) by considering Kn = supj∈S kn,j instead of kn = kn,j.
- Note that although the estimate rn(·) takes into account the spatial dependency, we
do not measure this dependency. However, before using this estimate rather than the
classical estimate, one could evaluate the importance of the dependence, for instance,
in fitting a variogram (e.g. Gaetan and Guyon (2008)) on the data to be processed.
Indeed the more higher the range parameter of the variogram is, the greater the
spatial dependence.
3.3 Assumptions and main results
3.3.1 Dependency conditions
To account for spatial dependency, we assume that the process (Zi) satisfies a mixing
condition defined, for example, in Carbon et al. (1997) as follows: there exists a function
ϕ(x)↘ 0 as x→∞, such that
α
(
σ (S) , σ
(
S′
))
= sup
{|P(A ∩B)− P (A)P (B)| , A ∈ σ (S) , B ∈ σ (S′)}
≤ ψ (Card(S),Card(S′))ϕ (dist(S, S′))
where S and S′ are two finite sets of sites, Card(S) denotes the cardinality of the set
S, σ (S) = {Zi, i ∈ S} and σ (S′) = {Zi, i ∈ S′} are σ-fields generated by Zi, dist(S, S′)
is the Euclidean distance between S and S′, and ψ(·) is a positive symmetric function
nondecreasing in each variable. We recall that the process (Zi) is said to be strongly
mixing if ψ ≡ 1. As usual, we will assume that one of both conditions on ϕ(i) is verified:
ϕ (i) ≤ Ci−θ, for some θ > 0
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i.e. that ϕ (i) tends to zero at a polynomial rate, or
ϕ (i) ≤ C exp(−si), for some s > 0
i.e. that ϕ (i) tends to zero at an exponential rate. These conditions are satisfied, for
instance, by several kernels with compact support such as triangular (Bartlett), biweight,
circular (cosine), Epanechnikov, Parzen, Tukey-Hanning kernels. For all compact support
kernels, both conditions are verified at least asymptotically. That is sufficient to ensure the
control of the mixing condition. Concerning the function ϕ(·), for the sake of simplicity, we
will only study the case where ϕ(·) tends to zero at a polynomial rate, that is ϕ (i) ≤ Ci−θ.
However, similar results to that of Theorems 3.3 and 3.4 (below) could be obtained with
ϕ(·) tending to zero at an exponential rate (which implies the polynomial case).
Let un =
N∏
i=1
(logni)(log logni)1+, then
∑
n∈NN
1
n̂un
<∞.
3.3.2 General assumptions and results
The consistency results of rn are achieved under the following assumptions on f , r, the
kernels, bandwidths and local dependence condition.
H1: The density functions fX,Y and f are continuous on Rd+1 and Rd respectively.
H2: The density function f and the regression function r are Lipschitzian.
H3: The functions K1(·) and K2(·) are bounded integrable kernels on R. Moreover, the
kernel K1(·) satisfy some Lipschitz conditions.
H4: There exist some constants C1i and C2i with 0 < C1i < C2i < ∞, for i = 1, 2, such
that
C111[0,1](s′s) ≤ K1(s) ≤ C211[0,1](s′s) for s ∈ Rd
C121[0,1](t) ≤ K2(t) ≤ C221[0,1](t) for t ∈ R
where s′ denotes the transpose of s.
H5: Local dependence condition. The joint probability density fXi,Xj of (Xi, Xj)
exists, is bounded and ∀u, v ∈ Rd, for some constant C > 0, verifies |fXi,Xj(u, v) −
fXi(u)fXj(v)| < C.
H6: ψ(n,m) ≤ C min(n,m) and n̂bdθ1n ρNθ1n log n̂θ2uθ3n → ∞ with the mixing coefficient
θ > N(q + 2), q > 1 and
θ1 =
qN − θ
N(q + 2)− θ ; θ2 =
θ − 2N
N(q + 2)− θ ; θ3 =
2N
N(q + 2)− θ .
H7: ψ(n,m) ≤ C(n+m+ 1)β˜ and n̂bdθ′1n ρNθ
′
1n log n̂θ
′
2u
θ′3n →∞ with the mixing coefficient
θ > N(q + 2β˜ + 1), q > 1, β˜ > 1 and
θ′1 =
N(q − 1)− θ
N(q + 2β˜ + 1)− θ ; θ
′
2 =
θ −N
N(q + 2β˜ + 1)− θ ; θ
′
3 =
2N
N(q + 2β˜ + 1)− θ .
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Remark 3.2. These assumptions are very standard in the context of spatial nonpara-
metric modeling. Indeed, the assumptions H2 and H3 allow to control the bias of the
estimator. The Lipschitz condition H2 allows the precise rate of convergence to be found
whereas a continuity-type model would give only convergence results. Assumption H4
is imposed for the sake of simplicity and brevity of the proofs. The local dependence
condition H5 is a classical condition in kernel estimation based on dependent data (see,
e.g., Bosq (1998) or Carbon et al. (1997)). This assumption controls the local dependence
whereas the mixing condition controls the dependence of sites which are far from each
other. The assumptions H6 and H7 are classical technical assumptions, which appear (in
the calculations when studying the asymptotic behavior of the estimator) in the particular
case where the mixing coefficient is such that ϕ tends to zero at a polynomial rate (see
Neaderhouser (1980) and Rosenblatt (1985) for some examples). Each of these conditions
is related to a specific case of mixing in the spatial context and are used respectively in
Neaderhouser (1980) and Takahata (1983).
The two following theorems give some results about the consistency of the estimator
proposed for the regression function. The almost complete convergence and the mean of
order q consistency are obtained as well as some rates of consistency.
Theorem 3.3. Under assumptions H1-H5 and H6 or H7, rn(·) converges almost com-
pletely to r(·) and we have
|rn(xj)− r(xj)| = O
(
bn +
√
log n̂
n̂ bdn ρNn
)
a.c.
Theorem 3.4. Under assumptions H1-H5 and H6 or H7, rn(·) converges in mean of
order q to r(·) and we have
‖rn(xj)− r(xj)‖q = O
(
bn +
√
1
n̂bdnρNn
)
, q > 1.
The proofs of these theorems are given in Appendix.
Remark 3.5. This current work is supported by a particular sampling scheme, which
only includes deterministic designs for the spatial locations. For this reason, the bound of
Theorems 3.3 and 3.4 shows a dissymmetric contribution of bn and ρn on the risk even
though both kernels K1 and K2 play symmetric roles. One can generalize this work to
random spatial sample such as in Menezes et al. (2010) (for real-valued regression) and in
Kelejian and Prucha (2007) (for spatial HAC estimation) and have a bound including ραn.
The remainder of this section focuses on the application of the proposed regression
function through an example, namely the spatial prediction.
3.3.3 Spatial prediction
We propose here a spatial prediction methodology taking explicitly into account the spatial
locations. Let (Xi, Yi)i be a spatial process and we want to predict Yi in some unobserved
locations. More precisely, we suppose that the field (Xi, Yi)i is observed on the set On
contained in In. The main purpose is to predict the unobserved value Yi0 given Xi0 for a
location i0 ∈ In but i0 /∈ On.
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To achieve the forecasting at the site i0, we propose to use the regression function
estimator rn suggested previously. Then, the prediction of the value of the field (Yi)i∈(Z)N
at the location i0 /∈ On is written
Ŷi0 = rn(Xi0) =
∑
i∈On YiK1
(
Xi0−Xi
bn
)
K2,ρn(‖i0 − i‖)∑
i∈On K1
(
Xi0−Xi
bn
)
K2,ρn(‖i0 − i‖)
. (3.2)
One can derive an asymptotic result such as almost complete convergence and consistency
in Lq norm (q ∈ N∗) for Ŷi0 given by (3.2) from the kernel regression estimate (3.1) studied
previously. The proof is immediate and then is not given in Appendix.
Remark 3.6.
- In the more general case where the site i0 does not belong to In, one can rewrite
the predictor (3.2) as
Ŷi0 = rn(Xi0) =
∑
i∈On YiK1
(
Xi0−Xi
bn
)
K2
(
i−i0
ρn
)
∑
i∈On K1
(
Xi0−Xi
bn
)
K2
(
i−i0
ρn
)
where sites i and i0 are not normalized and K2(·) is a kernel on RN .
- Note that predictor (3.2) is similar to Wang et al. (2012)’s predictor in the local
linear spatio-temporal context with the specific assumption that the error term of the
model is autocorrelated. Indeed, in Wang et al. (2012) the estimate of the error term
is composed of a kernel weight function taking into account the distance between
sites.
- In Biau and Cadre (2004), it is assumed that a generic value Yi0 only depends on
the values taken by the field in a vicinity of i0, denoted Vi0 , not containing i0. In the
time context, this means that the field is Markovian. We denote by Y˜i0 the vector
whose the d-components are the {Yi, i ∈ Vi0}, concatenated and ordered according
to an arbitrary order. In this situation, the proposed predictor of Y at an unobserved
site i0, denoted Ŷ (BC)i0 , is written
Ŷ
(BC)
i0 =
∑
i∈On
Vi∈On
YiK
(
Y˜i0−Y˜i
h
)
∑
i∈On
Vi∈On
K
(
Y˜i0−Y˜i
h
)
where the kernel K : Rd → R is a probability density and h is the bandwidth
parameter. In this context, the proposed predictor (3.2) can be extended in the
following way
Ŷ ′i0 =
∑
i∈On
Vi∈On
YiK1
(
Y˜i0−Y˜i
bn
)
K2,ρn(‖i0 − i‖)
∑
i∈On
Vi∈On
K1
(
Y˜i0−Y˜i
bn
)
K2,ρn(‖i0 − i‖)
.
- The nonparametric predictor of Y at an unobserved site i0, denoted Ŷ (MGF )i0 , con-
sidered in Menezes et al. (2010) for spatial stochastic processes when a stochastic
sampling design is assumed for selection of random locations, is defined by
Ŷ
(MGF )
i0 =
∑
i∈On YiKd
(
i0−i
h
)
∑
i∈On Kd
(
i0−i
h
)
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where Kd represents a d-dimensional kernel function and h is the bandwidth param-
eter.
Now that we have checked the theoretical behavior of our estimator, we are going to
study its practical features through some numerical results. To this end, in the following
section, a procedure to estimate r(Xj), j ∈ In is given. Moreover, our estimator is illus-
trated by some simulations as well as an application to a multivariate soil data set related
to heavy metal contamination in the Swiss Jura.
3.4 Numerical results
In this section, we study the performance of the proposed regression estimator to-
wards some simulations which highlight the importance of taking into account the spatial
locations of the data. We remind that our theoretical result is obtained under a mixing
condition which can be taken into account by the kernel function on the locations. We
compare our estimator with the one that ignores any spatial dependence between the ob-
servations in the structure of the regression estimate (see Dabo-Niang et al. (2011b)). We
consider a sample of dependent realizations of some spatial multivariate variables Xi with
same distribution as a random field X valued in some d-dimensional space. Before study-
ing the numerical results, we describe a useful procedure to estimate the spatial regression
function investigated in this work. We also carry out an environmental case study, that is
the concentration prediction of heavy metal in the soil of the Swiss Jura.
To ease the reading, let K1i = K1
(
b−1n (xj −Xi)
)
and K2i = K2
(
ρ−1n
∥∥∥ j−in ∥∥∥).
3.4.1 Procedure of estimation of r(Xj), j ∈ In
Step 1: Specify sets of bandwidths S(b) and S(ρ) of respectively K1 and K2.
Step 2: For each bn ∈ S(b) and ρn ∈ S(ρ) and each site j ∈ In, compute
r]n(Xj) =
∑
i∈In
i6=j
YiK1iK2i∑
i∈In
i6=j
K1iK2i
Step 3: Compute optimal bandwidths bn,opt and ρn,opt by applying a cross-validation
procedure over S(b) and S(ρ). More precisely, consider the following minimization
problem, i.e. determine bn,opt and ρn,opt minimizing the mean squared error over
the nˆ sites
min
bn,ρn
1
nˆ
∑
j∈In
(r]n(Xj))− Yj)2
Step 4: For each site j, compute r]n,opt(Xj) corresponding to bn,opt and ρn,opt.
Thus, this procedure is used in the subsequent analysis, in which we aim to study the
behavior of our estimator. All the following numerical analysis were carried out using the
R software (version 3.0.1).
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3.4.2 Simulation study
In order to illustrate the fact that our method works for multidimensional random
variables, we focus on the case where X belongs to Rd with d > 1 (naturally the procedure
is valid if d = 1). The procedure presented in Section 3.4.1 is used in the current study
dealing with N = 2. We consider observations (X(i,j), Y(i,j)), 1 ≤ i ≤ n1 and 1 ≤ j ≤ n2.
We will denote by GRF (m,σ2, s) any stationary Gaussian random field with mean m and
spatial covariance function defined by
C(h) = σ2 exp
(
−
(‖h‖
s
)2)
, h ∈ R2 and s > 0.
In the following, we deal with d = 3 and
Y(i,j) = r(X(i,j)) + (i,j)
= sin
(
X
(1)
(i,j) +X
(2)
(i,j) +X
(3)
(i,j)
)
+ (i,j)
with  = ((i,j)) is a random variable such as  = GRF (0, 0.01, 3) and
X
(d)
(i,j) = D(i,j) ×
( 2
M
)1/2 M∑
k=1
cos(w(1, k)× i+ w(2, k)× j + q(k)× td + r(k)),
where t1 = 1, t2 = 5, t3 = 9. Moreover, w(g, k), g = 1, 2 and q(k), k = 1, . . . ,M are
independent and identically distributed (i.i.d.) from a standard normal distribution (m = 0
and σ = 0.5), independent of r(k) which are i.i.d. uniform random variables on [−pi, pi].
Moreover, we define D(i,j) = 1n1×n2
∑
1≤m≤n1,1≤t≤n2 exp
(
−‖(i,j)−(m,t)‖a
)
. The function D
is here to ensure and control the spatial mixing condition: the greater a is, the weaker
the spatial dependency. Accordingly, we provide simulation results obtained with different
values of a which are a = 2, 5, 10, and 25 and different grid size (n̂ = 25× 25 = 625 and
n̂ = 35× 30 = 1050). Note that the simulation scheme of X(i,j) is inspired by the work of
Wang et al. (2012). An example of considered simulated variable X is given in Figure 3.1,
for a grid size of n̂ = 1050 and a value of a = 2. Along this part, the spatial regression
is computed based on the kernels K1 as the multivariate Epanechnikov kernel and K2 as
the Parzen kernel.
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Figure 3.1 – Simulated field Xd
Situation where the dimension d is 3, the grid size is n̂ = 1050 and the value of a is 2
To assess the performance of the proposed regression estimator, now denoted by r]n(·)
and to compare it with the one that does not directly take into account the distance
between locations (e.g. Biau and Cadre (2004)) and denoted by r?n(·), the studied model
88 Chapter 3. Spatial regression estimation, prediction and illustration
is replicated 30 times. Recall that r]n(·) and r?n(·) are defined by
r]n(Xj) =
∑
i∈In,
i6=j
YiK1iK2i∑
i∈In,
i6=j
K1iK2i
and r?n(Xj) =
∑
i∈In,
i6=j
YiK1
(
h−1n (Xj −Xi)
)
∑
i∈In,
i6=j
K1
(
h−1n (Xj −Xi)
) .
Note that if ∑i∈In,
i6=j
K1iK2i = 0 then r]n(Xj) = 1n̂−1
∑
i∈In,
i6=j
Yi. In the same way, if∑
i∈In,
i6=j
K1
(
h−1n (Xj −Xi)
)
= 0 then r?n(Xj) = 1n̂−1
∑
i∈In,
i6=j
Yi.
At each replication k = 1, . . . , 30, we compute the coefficient of determination over
the n̂ sites. The bandwidths used are those obtained using the previous procedure 3.4.1.
Note that the optimal bandwidths are different at each replication. For the kth replication,
1 ≤ k ≤ 30, we define the coefficient of determination (R2(k)) by
R2(k) = 1−
∑
j∈In(Yj − r†n,opt(Xj))2∑
j∈In(Yj − Y )2
, with r†n = r]n or r?n (3.3)
where Y denotes the mean of the Yi. The obtained results are summarized in Table 3.1.
For each value of a, this table provides the average of the R2(k) over the 30 replications of
Equation (3.3), denoted R2, and, in brackets, the corresponding standard deviation. The
column entitled "p-value" gives, for each considered situation, the p-value of a paired t-test
performing in order to determine if the mean of R2(k)] is significantly greater than that of
R2(k)? (the alternative hypothesis is then H1 : R2] > R2?).
a n̂ R2] R2? p-value
2 625 0.9241 (0.0275) 0.3797 (0.0847) 5.93× 10−25
1050 0.9008 (0.0145) 0.2391 (0.0702) 2.16× 10−31
5 625 0.9599 (0.0091) 0.8748 (0.0281) 1.08× 10−17
1050 0.9492 (0.0082) 0.7884 (0.0403) 1.82× 10−21
10 625 0.9677 (0.0060) 0.9533 (0.0107) 6.47× 10−12
1050 0.9649 (0.0056) 0.9398 (0.0114) 5.51× 10−17
25 625 0.9614 (0.0079) 0.9595 (0.0087) 2.14× 10−05
1050 0.9681 (0.0046) 0.9650 (0.0051) 5.71× 10−13
Table 3.1 – Simulation results according to the value of a = 2, 5, 10 and 25 and the grid
size (n̂ = 625 or 1050)
The table gives the average coefficient of determination (R2) and, in brackets, the corresponding standard deviation.
The column entitled "p-value" gives the p-value of a paired t-test performing in order to determine whether R2] is
significantly greater than R2?.
We note that our estimator r]n performs better than the estimator r?n especially when a
is small, that is when the spatial dependence is important. In fact, for a value of a = 2, the
average of the 30 coefficients of determination R2] is equal to 0.9241 (respectively 0.9008)
which is significantly higher than those of R2? equals to 0.3797 (respectively 0.2391), for
a grid size of 625 (respectively 1050). Insight into this performance can also be viewed
from Figure 3.2 in which a field Y , from one replication k, is represented in the left
caption whereas the squared errors obtained using functions r]n and r?n are represented in
the middle and right captions respectively. The last two confirm that our methodology
generates less errors than using the regression function r?n since the more colorful the
representation is, the greater the error. The low p−values (less than 2.14×10−05 ) confirm
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Figure 3.2 – Illustration of the results
A simulated field considering n̂ = 1050 and a = 2 with (left to right) an image of the field Y ; the
squared errors using r]n; the squared errors using r?n
that r]n produces less errors than r?n. Nevertheless, the probability of erroneously rejecting
the null hypothesis grows when the value of a increases. Indeed, when the value of a
increases, the departure between R2] and R2? decreases because r]n tends to behave in the
same way that r?n. For example, for a value of a = 25, the average of the 30 coefficients of
determination R2] is equal to 0.9614 (respectively 0.9681) which is close to those of R2?
equals to 0.9595 (respectively 0.9650) for a grid size of 625 (respectively 1050). In other
words, a reduction of the spatial dependence induces a rise of the bandwidth ρn and when
the bandwidth ρn is at its maximum, the two estimators have similar behaviors.
This simulation study shows that our methodology improves the classical one in pres-
ence of highly dependent data. To complete the study, we deal, in the following, with a
real case study.
3.4.3 Environmental dataset study
Here, we are interested in studying the behavior of our predictor through the famous
Jura data set (https://sites.google.com/site/goovaertspierre/pierregoovaertswebsite/
download/jura-data) which is often encountered in the geostatistic literature, for example,
in Atteia et al. (1994), Webster et al. (1994), Atteia et al. (1995), Goovaerts (1997, 1998),
Bel et al. (2009) and Allard et al. (2011). Data were collected by the Swiss Federal Institute
of Technology at Lausanne. A complete exploratory data analysis of this multivariate soil
data set is provided in the monograph of Goovaerts (1997) whereas a detailed description
of the sampling field, and laboratory procedures is given in Atteia et al. (1994) and Webster
et al. (1994). The data concern concentration of seven heavy metals (cadmium Cd, cobalt
Co, chromium Cr, copper Cu, nickel Ni, lead Pb, and zinc Zn) of a 14.5 km2 region in the
Swiss Jura. All metal concentrations were measured at 359 locations but two subsets are
considered: the first (prediction data set), composed of 259 locations, is used for parameters
estimation whereas the second (validation data set), composed of 100 locations, will be
used to check results provided by predictors. Figure 3.3 represents locations of the sites
from each subset.
Regression
In Goovaerts (1998), prediction performances of co-kriging estimators are assessed on
these data where three cases are considered according to the secondary variables used to
estimate primary metal at the 100 test locations. Then, in order to compare performances
of our nonparametric estimator with co-kriging estimator, we treat these same three cases,
presented in Table 3.2. To this end, we use Equation (3.2) of the regression estimator where
the Yis are replaced by the observations of the primary variable and the secondary variables
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Estimation sites
Prediction sites
Figure 3.3 – Locations considered in the studied region of Swiss Jura
refer to the Xis.
Case Primary variable Secondary variable
1 Cadmium (Cd) Nickel (Ni), Zinc (Zn)
2 Copper (Cu) Lead (Pb), Nickel (Ni), Zinc (Zn)
3 Lead (Pb) Copper (Cu), Nickel (Ni), Zinc (Zn)
Table 3.2 – Three considered cases
We are particularly interested in the heterotopic situation where secondary variables
are available at the 259 primary data locations plus the 100 test locations but different
situations are also treated in Goovaerts (1998). The performances are assessed using the
mean absolute error (MAE) of prediction, that is the average absolute difference between
the true values and the predictions. These results are presented in Table 3.3. In Cases
1 and 2, our method produces the better prediction results compared to the parametric
prediction methods and the nonparametric predictor that does not take into account the
distance between sites. For Case 3, our results are close to the best predictions obtained by
the revisited co-kriging method. Note that according to the case, different kind of kernels
are used (see Table 3.3).
Method Case 1 Case 2 Case 3
Ordinary Cokriging 0.51 7.90 10.80
Revisited Cokriging (cov) 0.52 7.80 10.70
Revisited Cokriging (corr) 0.52 7.40 10.60
Nonparametric r]n 0.42 7.02 11.02
r?n 0.44 7.80 12.51
K1 Silverman Gaussian Silverman
K2 Biweight Parzen Parzen
Table 3.3 – Prediction performances measured by the mean absolute error (MAE) for the
different methods on the three considered cases
Prediction
Now we consider the situation where only the primary variable is available at 259 lo-
cations. The purpose is to predict the concentration of the primary variable on the 100
unobserved locations from the 259 observations. In the parametric context, the kriging es-
timate allows to solve this problem. The kriging predictions for the three primary variables
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of the Jura data set are obtained in Goovaerts (1997) and the results are reported in Table
3.4. We propose to use the predictor given by Equation (3.2). In this situation, the Xi’s
are composed by the nearest observations of the site i of the primary variable of interest
and Yi is the observation at the site i. The nonparametric predictions are also reported
in Table 3.4. We also show the prediction obtained by the nonparametric kernel predictor
with one kernel on the observations. We notice that our approach produces the smallest
mean absolute error in all three cases under examination. As in the previous section 3.4.3,
according to the considered case, different kind of kernels are used (see Table 3.4).
Primary variable Kriging Nonparametric
r]n
Nonparametric
r?n
K1 K2
Cadmium (Cd) 0.58 0.56 0.61 Circular Epanechnikov
Copper(Cu) 15.40 14.99 15.53 Epanechnikov Indicator
Lead (Pb) 20.90 20.10 21.96 Circular Biweight
Table 3.4 – MAE of the prediction results
3.5 Conclusion
In this chapter, we propose a new method to estimate nonparametrically the spatial
regression function of a stationary (d+ 1)-dimensional process. The originality of the pro-
posed estimator is to take into account both the distance between sites and between the
observations. It is shown that our estimator converges almost completely and in mean
of order q. After studying the theoretical behavior of the proposed methodology, we are
interested in its practical use. We provide some simulation results concerning the estima-
tion of the regression function. Finally, the predictor deduced from the regression function
is applied through an environmental data set. These applications show that our method
performs better than existing methods, particularly in presence of spatial dependence.
Consequently, one can see the proposed methodology as a good alternative to the classical
kernel approach for spatial data.
We notice that the Jura data set contains also categorical attributes which take only
a limited number of states, usually non-ordered, e.g., rock types or land uses. This kind of
data is not included within our approach but is the topic of a forthcoming work. Moreover,
we could investigate the case of continuously indexed spatial processes with this approach.
Also, an adaptation of this method to issues such as the spatial conditional mode or
quantile regression estimation could be developed. Moreover, note that this work does
not deal with the boundary problem (edge effect) for which points on the edge have less
neighbors than the others. One solution would be to give less weight to data on the
boundary. This issue will be considered in further investigations.
3.6 Appendix
Recall that K1i = K1
(
xj−Xi
bn
)
, K2i = K2
(
ρ−1n
∥∥∥ j−in ∥∥∥) and let Wni = K1iK2i∑
k∈In K1kK2k
.
Some results for the proofs
Lemma 3.7. From an adjustment of Lemma 3.2 in Dabo-Niang and Yao (2007)
Let (ζv, v ∈ NN ) be a zero-mean real-values random spatial process such that supv |ζv| ≤
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b, and let Sn =
∑
v∈In ζv for n ∈ (N∗)N . Then for each t ∈ (N∗)N such that 1 ≤ ti ≤ 12ni
and each 0 > 0,
P(|Sn| > n̂0) ≤ 2N+1 exp
(
− 
2
0
4v2(t) t̂
)
+ 2
N+2bψ([t̂− 1]pN , pN )ϕ(p)
0
,
where v2(t) = 4
p2N σ
2(t) + b0 with p an integer such that p = ni2ti , n̂ = n1 × . . . × nN ,
In = {i = (i1, . . . , iN ) ∈ NN , 1 ≤ ik ≤ nk} and σ2(t) = V ar(
∑
1≤vk≤p, k=1,...,N ζv).
Lemma 3.8. Under the conditions of Theorem 3.3, we have
V ar(fn(xj)− E[fn(xj)]) = O
( 1
n̂bdnρNn
)
Lemma 3.9. Under the conditions of Theorem 3.4, we have
E1/q
∑
i∈In
WniE(Yi|Xi)− r(xj)
q = O(bn)
Lemma 3.10. Under the conditions of Theorem 3.4, we have
E1/q
∑
i∈In
Wni [Yi − E(Yi|Xi)]
q = O(( 1n̂bdnρNn
)1/2)
Lemma 3.11. Under the conditions of Theorem 3.4, we have
E
∑
i∈In
ξi
q ≤ O(n̂bdnρNn )q/2
where ξi = K1iK2iθi, with θi = Yi − E(Yi|Xi).
Lemma 3.12. Under the conditions of Theorem 3.4, we have
P
∑
i∈In
K1iK2i ≤ uan,j2
1/q = O(( 1n̂bdnρNn
)1/2)
with u = E[K1i].
Lemma 3.13. Under the conditions of Theorem 3.4, we have
E1/q
 1
n̂
∑
i∈In
Yi − r(x)
1[∑
i∈In Wni=0
]q = O(( 1n̂bdnρNn
)1/2)
Proofs
Proof of Theorem 3.3
We show that rn(xj) converges almost completely to r(xj) when f(xj) > 0. We note that
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rn(xj)− r(xj) =
(
ϕn(xj)− ϕ(xj)
fn(xj)
− ϕ(xj)fn(xj)− f(xj)
fn(xj)f(xj)
)
1[∑
i∈In Wni 6=0
] + Y 1[∑
i∈In Wni=0
]
∣∣rn(xj)− r(xj)∣∣ ≤
(
1
fn(xj)
∣∣ϕn(xj)− ϕ(xj)∣∣+ ϕ(xj)
fn(xj)f(xj)
∣∣fn(xj) + f(xj)∣∣
)
1[∑
i∈In Wni 6=0
]
+ Y 1[∑
i∈In Wni=0
] (3.4)
where Y is the empirical mean of the Yi.
We have to study the following terms
∣∣ϕn(xj)− ϕ(xj)∣∣ and ∣∣fn(xj)− f(xj)∣∣. We will con-
centrate our attention on the second term. In fact, the procedure is the same for each term
since the second is a particular case of the first when Yi is equal to 1. Let us show that for
each xj, fn(xj) converges almost completely (denoted a.c. in the following) to f(xj), i.e.
∀ > 0, ∑n P(|fn(xj)− f(xj)| > ) <∞. For xj ∈ Rd located at some site j, we note that∣∣fn(xj)− f(xj)∣∣ ≤ ∣∣fn(xj)− E[fn(xj)]∣∣+ ∣∣E[fn(xj)]− f(xj)∣∣ .
Then, as usual, the result is obtained studying separately the bias and the variance terms.
The bias
∣∣E[fn(xj)]− f(xj)∣∣.
Before going further note that
∣∣E[fn(xj)]− f(xj)∣∣ =
∣∣∣∣∣∣E
 1
bdnan,j
∑
i∈In
K1
(
xj −Xi
bn
)
K2,ρn(‖j− i‖)
− f(xj)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
i∈In
1
bdnan,j
K2,ρn(‖j− i‖)
∫
K1
(
xj − u
bn
)
f(u)du− f(xj)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
i∈In
1
an,j
K2,ρn(‖j− i‖)
∫
K1 (v) f(xj − vbn)dv − f(xj)
∣∣∣∣∣∣
Furthermore, ∑i∈In K2,ρn(‖i− j‖)/an,j = 1, ∫ K1(v)dv = 1 and∫
K1 (v)
∣∣f(xj + vbn)− f(xj)∣∣ dv ≤ ∫ K1 (v) ∥∥xj + vbn − xj∥∥ dv by assumption H2
≤
∫
K1 (v) ‖vbn‖ dv
≤ Cbn
because
∫ ‖v‖K1 (v) dv < +∞. Consequently, ∣∣E[fn(xj)]− f(xj)∣∣ = O(bn).
The study of the asymptotic behavior of the term
∣∣fn(xj)− E[fn(xj)]∣∣.
Let fn(xj)− E[fn(xj)] =
∑
i∈In
Λi(xj) = Sn(xj), with Λi(xj) = λi(xj)− E(λi(xj)) where
λi(xj) =
1
an,jbdn
K1
(
xj −Xi
bn
)
K2,ρn(‖i− j‖).
We are interested in studying P = P[
∣∣fn(xj)− E[fn(xj)]∣∣ > ]. To this end, we use Lemma
3.7 with  = n̂0,  > 0 and since K1 and K2 are bounded we can write supj |Λi(xj)| ≤ b =
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C
an,jbdn
, with C = ‖K1‖∞‖K2‖∞ (where ‖ · ‖∞ is the sup norm). Then, for each t ∈ (N∗)N
such that 1 ≤ ti ≤ 12ni and p an integer such that p = ni2ti , we deduce from Lemma 3.7
that
P(|Sn(xj)| > n̂0) ≤ 2N+1 exp
(
− 
2
0
4v2(t) t̂
)
+
2N+2bψ
(
[t̂− 1]pN , pN
)
ϕ(p)
0
P = P(|Sn(xj)| > )
≤ 2N+1 exp
 −(/n̂)2
4
(
4
p2N σ
2(t) + b(/n̂)
) t̂
+ 2N+2bψ
(
[t̂− 1]pN , pN
)
ϕ(p)
/n̂
≤ 2N+1 exp
 −2
4
(
n̂ 4
p2N σ
2(t) + C
an,jbdn

) t̂
n̂
+ 2N+2C
an,jbdn
ψ
(
[t̂− 1]pN , pN
)
ϕ(p) n̂

≤ 2N+1 exp
 −2
2N+2pN
(
2NpN t̂4σ2(t)
p2N +
C
an,jbdn
)
+ 2N+2C
an,jbdn
ψ
(
[t̂− 1]pN , pN
)
ϕ(p) n̂

Let δ > 0,  = n = δ
( log n̂
n̂bdnρNn
)1/2
and p =
( n̂bdnρNn
log n̂
) 1
2N
. Moreover,
σ2(t) = V ar
 ∑
1≤ik≤p, k=1,...,N
Λi(xj)
 = E

 ∑
1≤ik≤p, k=1,...,N
Λi(xj)
2

≤ 1
t̂
(
V ar(fn(xj)− E[fn(xj)])
)
≤ 1
t̂
×O
( 1
n̂bdnρNn
)
according to Lemma 3.8.
P ≤ 2N+1 exp
 −δ2 log n̂
(n̂bdnρNn )
(
22N+4t̂ C
t̂n̂bdnρNn
+ 2N+2C
an,jbdn
δ
)
+ 2N+2 Can,jbdnψ([t̂− 1]pN , pN )ϕ(p) n̂
≤ 2N+1 exp
 −δ2 log n̂
22N+4C + 2N+2C
an,jbdn
δ (n̂bdnρNn )
+ 2N+2C
an,jbdn
ψ([t̂− 1]pN , pN )ϕ(p)n̂δ−1
(
n̂bdnρNn
log n̂
)1/2
≤ 2N+1 exp {log n̂−a}+ 2N+2C
an,jbdn
ψ([t̂− 1]pN , pN )ϕ(p)n̂δ−1
(
n̂bdnρNn
log n̂
)1/2
≤ CN n̂−a + 2N+2 C
an,jbdn
ψ([t̂− 1]pN , pN )ϕ(p)n̂δ−1
(
n̂bdnρNn
log n̂
)1/2
with a = δ
2
22N+4C + 2N+2CNδ
and using the fact that an,j ≥ Ckn, kn = CNdNn + O(dβn),
dNn = n̂ρNn . The convergence of CN
∑
n∈NN n̂−a <∞ is insured by an appropriate choice of
δ > 2N+1CN . The second term of the right-hand-side of the previous inequality is treated
according to assumptions on ψ(n,m).
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First, we consider assumption H6, i.e. ψ(n,m) ≤ C min(n,m) and n̂bdθ1n ρNθ1n log n̂θ2uθ3n →
∞ with θ > N(q + 2) ≥ 4N and we have
gn = 2N+2
C
an,jbdn
ψ([t̂− 1]pN , pN )ϕ(p)n̂δ−1
(
n̂bdnρNn
log n̂
)1/2
≤ 2N+2 C
an,jbdn
pNp−θn̂δ−1
(
n̂bdnρNn
log n̂
)1/2
≤ 2N+2 C
an,jbdn
(
n̂bdnρNn
log n̂
) 2N−θ
2N
n̂δ−1
Let the following sequence of calculations
gnn̂un ≤ CN2N+2n̂
4N−θ
2N b
−dθ
2Nn ρ
−Nθ
2Nn log n̂
θ−2N
2N δ−1un
≤ CN
(
n̂b
−dθ
4N−θ
n ρ
−Nθ
4N−θ
n log n̂
θ−2N
4N−θ u
2N
4N−θ
n
) 4N−θ
2N
≤ C A
4N−θ
2Nn ,
for n large enough. Note that in the case where θ > N(q + 2) and q > 1, one has
4N − θ
2N < 0. Furthermore, assumption H6 leads to An → +∞, as n→∞. So, gnn̂un → 0
and consequently, gn <
1
n̂un
leads to
∑
n∈NN
gn <
∑
n∈NN
1
n̂un
< +∞.
Second, we consider assumptionH7, i.e. ψ(n,m) ≤ C(n+m+1)β˜ where n̂bdθ′1n ρNθ
′
1n log n̂θ
′
2u
θ′3n →
∞ with θ > N(q+2β˜+1) ≥ N(2β˜+3) and noticing that ψ([t̂−1]pN , pN ) ≤ C([t̂−1]pN +
pN + 1)β˜ ≤ C n̂β˜. Then, we have
hn = 2N+2
C
an,jbdn
ψ([t̂− 1]pN , pN )ϕ(p)n̂δ−1
(
n̂bdnρNn
log n̂
)1/2
≤ C2N+2n̂β˜ n̂
an,jbdn
p−θδ−1
( log n̂
n̂bdnρNn
)−1/2
≤ C2N+2n̂β˜ n̂
an,jbdn
δ−1
(
n̂bdnρNn
log n̂
)N−θ
2N
and
hnn̂un ≤ CN
n̂b −d(θ+N)N(3+2β˜)−θn ρ −N(θ+N)N(3+2β˜)−θn log n̂ θ−NN(3+2β˜)−θ u 2NN(3+2β˜)−θn

N(3+2β˜)−θ
2N
≤ CNB
N(3+2β˜)−θ
2Nn .
Now, since in this case θ > N(q + 2β˜ + 1), q > 1, we have N(3 + 2β˜)− θ2N < 0. Assumption
H7 allows us to say that Bn → +∞, as n→∞, then n̂unhn → 0. Consequently,∑
n∈NN
hn <
∑
n∈NN
1
n̂un
< +∞.
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Then the two assumptions H6 and H7 lead to
∑
n∈NN
CN n̂−a + 2N+2
C
an,jbdn
ψ([t̂− 1]pN , pN )ϕ(p)n̂δ−1
(
n̂bdnρNn
log n̂
)1/2
<∞
Let us now consider P
([∑
i∈InWni = 0
])
. We have
P
∑
i∈In
Wni = 0
 ≤ P
∑
i∈In
K1iK2i ≤ uan,j2

= P
∑
i∈In
(K1iK2i − E(K1iK2i)) ≤ uan,j2 − uan,j

≤ P [∣∣Sn(xj)∣∣ > ] for n large enough,
where Sn(xj) =
∑
i∈In
Λi(xj) = fn(xj) − E[fn(xj)],  = n and p are the same as above. So
the last term of (3.4) is a.c. zero for large n. This ends the proof.

Proof of Lemma 3.8
From the sequel of calculations V ar(fn(xj) − E[fn(xj)]) = E
[(
fn(xj)− E[fn(xj)]
)2] =
E
[(∑
i∈In Λi(xj)
)2] ≤ In(xj) + Rn(xj) where In(xj) = ∑i∈In E [(Λi(xj))2] and Rn(xj) =∑
i,k∈In
∑
i6=k
∣∣E [Λi(xj)Λk(xj)]∣∣.
n̂bdnρNn In(xj) = n̂bdnρNn
∑
i∈In
E
(
λi(xj)
)2 − n̂bdnρNn ∑
i∈In
(
Eλi(xj)
)2
♦ n̂bdnρNn
∑
i∈In
E
[
λi(xj)
]2 = n̂bdnρNn ∑
i∈In
E
[
1
an,jbdn
K1
(
xj −Xi
bn
)
K2,ρn(‖i− j‖)
]2
= n̂b
d
nρ
N
n
(an,jbdn)2
∑
i∈In
K22,ρn(‖i− j‖)E
[
K1
(
xj −Xi
bn
)]2
≤ C n̂b
d
nρ
N
n
(an,jbdn)2
∑
i∈In
K2,ρn(‖i− j‖)
∫
K21 (t)f(xj − bnt)(−bdn)dt
≤ C n̂ρ
N
n
an,j
∫
K21 (t)f(xj − bnt)dt.
Since n̂ρ
N
n
an,j
→ CN ,
∑
i∈In
E
[
λi(xj)
]2 = O( 1n̂bdnρNn
)
by assumptions on K1 and f .
♦ n̂bdnρNn
∑
i∈In
(
Eλi(xj)
)2 = n̂bdnρNn(an,jbdn)2
∑
i∈In
K22,ρn(‖i− j‖)
(
E
[
K1
(
xj −Xi
bn
)])2
≤ C n̂b
d
nρ
N
n
(an,jbdn)2
∑
i∈In
K2,ρn(‖i− j‖)
(
E
[
K1
(
xj −Xi
bn
)])2
≤ C n̂ρ
N
n
an,jbdn
(∫
K1(u)f(xj − ubn)(−bdn)du
)2
= O(bdn)
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and we have by assumption limn→∞ n̂bdnρNn
∑
i∈In
(
Eλi(xj)
)2 = 0. We now treat the term
Rn(xj). Let Dn be a sequence of real numbers tending to ∞ as n → ∞. Let S =
{i,k ∈ In, ‖i − k‖ ≤ Dn} and denote by Sc the complementary of S. Let R(1)n (xj) =∑
i,k∈S
∣∣EΛi(xj)Λk(xj)∣∣ and R(2)n (xj) = ∑i,k∈Sc ∣∣EΛi(xj)Λk(xj)∣∣. Hence, Rn(xj) ≤
R(1)n (xj) + R(2)n (xj).
♦ R(1)n (xj) =
∑
i,k∈S
∣∣E[λi(xj)λk(xj)]− Eλi(xj)Eλk(xj)∣∣
=
∑
i,k∈S
|A−B|
A = E
(
1
an,jbdn
K1
(
xj −Xi
bn
)
K2,ρn(‖i− j‖)
1
an,jbdn
K1
(
xj −Xk
bn
)
K2,ρn(‖k− j‖)
)
= 1(an,jbdn)2
K2,ρn(‖i− j‖)K2,ρn(‖k− j‖)A′.
A′ =
∫ ∫
K1
(
xj − u
bn
)
K1
(
xj − v
bn
)
fXiXk(u, v)dudv
B = E
[
1
an,jbdn
K1
(
xj −Xi
bn
)
K2,ρn(‖i− j‖)
]
E
[
1
an,jbdn
K1
(
xj −Xk
bn
)
K2,ρn(‖k− j‖)
]
= 1(an,jbdn)2
K2,ρn(‖i− j‖)K2,ρn(‖k− j‖)B′
B′ =
(∫
K1
(
xj − u
bn
)
fXi(u)du
)(∫
K1
(
xj − v
bn
)
fXk(v)dv
)
By assumption H5, we have sup
u, v
sup
i,k
|fXiXk(u, v)− fXi(u)fXk(v)| ≤ C, then
∣∣A′ −B′∣∣ ≤ ∫ ∫ K1 (xj − u
bn
)
K1
(
xj − v
bn
)
|fXiXk(u, v)− fXi(u)fXk(v)|dudv
≤ C
∫ ∫
K1
(
xj − u
bn
)
K1
(
xj − v
bn
)
dudv
Thus
R(1)n (xj) ≤ C
∑
i,k∈S
1
(an,jbdn)2
K2,ρn(‖i−j‖)K2,ρn(‖k−j‖)
∫ ∫
K1
(
xj − u
bn
)
K1
(
xj − v
bn
)
dudv
and assumption H4 leads to
n̂bdnρNn R
(1)
n (xj) ≤ C n̂b
3d
n ρ
N
n
(an,jbdn)2
∑
i,k∈S
K2,ρn(‖i− j‖)K2,ρn(‖k− j‖)
(∫
|K1 (u)| du
)2
≤ C n̂b
d
nρ
N
n
a2n,j
∑
i,k∈S
1[0,1]
(
ρ−1n
∥∥∥∥ i− jn
∥∥∥∥)1[0,1] (ρ−1n ∥∥∥∥k− jn
∥∥∥∥)(∫ |K1 (u)| du)2
≤ C n̂b
d
nρ
N
n
a2n,j
∑
i,k∈Vj
1[0,1]
(‖k− i‖
Dn
)(∫
|K1 (u)| du
)2
≤ 2NC n̂b
d
nρ
N
n
a2n,j
∑
i∈Vj
∑
i−u∈Vj
1{u;‖u‖≤Dn}
(∫
|K1 (u)| du
)2
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where Vj =
{
i ∈ In,
∥∥∥ i−jn ∥∥∥ ≤ ρn} with Card(Vj) = kn. Then ∑i∈Vj∑i−u∈Vj 1{u;‖u‖≤Dn} ≤
kn[Dn]N . So, n̂bdnρNn R
(1)
n (xj) ≤ CNbdnDNn , for n large enough.
♦ Since the functions K1(·) and K2(·) are bounded, we get by applying Lemma A.1
|EΛi(xj)Λk(xj)| ≤ CK2,ρn(‖i− j‖)K2,ρn(‖k− j‖)(an,jbdn)2
ψ(1, 1)ϕ(‖i− k‖)
n̂bdnρNn R
(2)
n (xj) ≤ n̂bdnρNn
∑
i,k∈Sc
C
K2,ρn(‖i− j‖)K2,ρn(‖k− j‖)
(an,jbdn)2
ψ(1, 1)ϕ(‖i− k‖)
≤ C n̂b
d
nρ
N
n
(an,jbdn)2
∑
i,k∈Sc∩Vj
ϕ(‖i− k‖)
≤ 2NC n̂b
d
nρ
N
n
(an,jbdn)2
∑
k∈Vj
∑
k−u∈Vj,‖u‖>Dn
ϕ(‖u‖)
≤ C knn̂ρ
N
n
(an,j)2bdn
∑
‖i‖>Dn
ϕ(‖i‖)
because∀k ∈ NN , 2N ∑
k−u∈Vj,‖u‖>Dn
ϕ(‖u‖) =
∑
‖i‖>Dn
ϕ(‖i‖)

Since
∑
i>Dn
ϕ(i) ≤ C
∑
i>Dn
i−θ ≤ C
∑
i>Dn
i−θi−N iN and ‖i‖ > Dn, ‖i‖−N ≤ (Dn)−N , we have
C
∑
i>Dn
i−θi−N iN ≤ CD−Nn
∑
i>Dn
i−θiN ≤ CD−Nn
∑
i>Dn
iN−θ.
Consequently, we have
n̂bdnρNn R
(2)
n (xj) ≤ CN
bdn
D−Nn
∑
i>Dn
iN−θ, for n large enough.
The fact that θ > N(2+q) > N+1 leads to chooseDn = (bdn)−1/N which gives the expected
result. In fact, we have then lim
n→∞ n̂b
d
nρ
N
n R
(2)
n (xj) = CN and limn→∞ n̂b
d
nρ
N
n R
(1)
n (xj) = CN .
So, R(1)n (xj) = O
( 1
n̂bdnρNn
)
, R(2)n = O
( 1
n̂bdnρNn
)
and then, Rn(xj) = O
( 1
n̂bdnρNn
)
. That
shows that In(xj) + Rn(xj) = O
( 1
n̂bdnρNn
)
for n enough large. 
Proof of Theorem 3.4.
We can write
(
E|rn(xj)− r(xj)|q
)1/q = ‖rn(xj)−r(xj)‖q. Recall thatWni = K1iK2i∑
k∈In K1kK2k
.
By adopting the convention 0/0 = 0, we have ∑i∈InWni = 0 or 1. Therefore
E1/q
[
rn(xj)− r(xj)
]q ≤ E1/q
∑
i∈In
Wni
[
E(Yi|Xi)− r(xj)
]1[∑iWni=1]
q
+ E1/q
∑
i∈In
Wni [Yi − E(Yi|Xi)]
1[∑iWni=1]
q
+ E1/q
 1
n̂
∑
i∈In
Yi − r(xj)
1[∑iWni=0]
q
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applying Minkowski’s inequality. The terms on the right of the previous inequality are
treated in Lemmas 3.9, 3.10, and 3.13 respectively and give the result of Theorem 3.4. 
Proof of Lemma 3.9
E1/q
∑
i∈In
WniE(Yi|Xi)− r(xj)
q = E1/q
∑
i∈In
Wnir(Xi)− r(xj)
q
= E1/q
∑
i∈In
Wni1[‖Xi−xj‖≤bn]
(
r(Xi)− r(xj)
)q
≤ E1/q
C ∑
i∈In
Wnibn
q
≤ E1/q [Cbn]q ≤ Cbn = O(bn)
by assumptions H2 (Lipschitz condition) and H4. 
Proof of Lemma 3.10
Let D =
∑
i∈In
Wni (Yi − E(Yi|Xi)) = en(xj)
fn(xj)
with
en(xj) =
1
an,jbdn
∑
i∈In
K1iK2i [Yi − E(Yi|Xi)] .
We note that ∀i: 0 ≤ |Yi − E(Yi|Xi)| ≤ C then, |D| ≤
∑
i∈In
Wni C ≤ C.
|D| = |D|1[∑
i∈In K1iK2i>c
] + |D|1[∑
i∈In K1iK2i≤c
]
≤ |en(xj)|
fn(xj)
1[∑
i∈In K1iK2i>c
] + C1[∑
i∈In K1iK2i≤c
]
where c is a given constant. We take c = uan,j2 with u = E[K1i] =
∫
K1
(
xj−v
bn
)
f(v)dv. By
assumption H4,
C
∫
1[0,1]
(∥∥∥∥xj − vbn
∥∥∥∥) f(v)dv ≤ u ≤ C ′ ∫ 1[0,1] (∥∥∥∥xj − vbn
∥∥∥∥) f(v)dv
Cbdn
∫
1[0,1] (‖t‖) f(xj − tbn)dt ≤ u ≤ C ′bdn
∫
1[0,1] (‖t‖) f(xj − tbn)dt.
Since f(·) is bounded, there exist two constants c1 and c2 such as c1bdn ≤ u ≤ c2bdn. If∑
i∈In K1iK2i >
uan,j
2 then, fn(xj) >
uan,j
2an,jbdn
> u2bdn
> c1b
d
n
2bdn
> C and |en(xj)|fn(xj) < C|en(xj)|, for
n wide enough. Consequently,
‖D‖q ≤ C‖en(xj)‖q + C
P
∑
i∈In
K1iK2i ≤ uan,j2
1/q
‖en(xj)‖q = 1
an,jbdn
E
∑
i∈In
K1iK2iθi
q1/q = 1
an,jbdn
E
∑
i∈In
ξi
q1/q ,
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where ξi = K1iK2iθi, with θi = Yi−E(Yi|Xi). We note that θi and ξi introduced above are
similar as those used in Lemma 2.2 in Gao et al. (2008). According to Lemma 3.11 and
Lemma 3.12 respectively, from a certain rank, we have (for n wide enough) ‖en(xj)‖q =
O
((
n̂bdnρNn
)−1/2)
and
(
P
[∑
i∈In K1iK2i ≤
uan,j
2
])1/q
= O
((
n̂bdnρNn
)−1/2)
. To conclude,
we have ∥∥∥∥∥∥
∑
i∈In
Wni (Yi − E(Yi|Xi))
∥∥∥∥∥∥
q
= O
((
n̂bdnρNn
)−1/2)
.

Proof of Lemma 3.11
We are interested in the following term
E
∑
i∈In
ξi
q = ∑
i∈In
E[ξqi ] +
q−1∑
s=1
∑
v0+v1+...+vs=q
∑
i0 6=...6=is
E[ξv0i0 . . . ξ
vs
is ].
Note that ∑v0+v1+...+vs=q, is the summation over (v0, v1, . . . , vs) with positive integer
components satisfying v0 + v1 + . . .+ vs = q and the summation
∑
i0 6=...6=is is over indexes
(i0, i1, . . . , is) with each index ij taking values in ZN from 1 to n and satisfying ij 6= il for
any j 6= l, 0 ≤ j, l ≤ s.
First, we have ∑
i∈In
E[ξqi ] ≤
∑
i∈In
E[(K1iK2i|θi|)q] ≤ CknE[(K1i)q] ≤ Cknbdn.
In the following, we assume that q = 2r, r ≥ 1. If q takes values different than
2r, just apply Hölder’s inequality. Secondly, it is necessary to show, for positive integers
v0, v1, . . . , vs, (s = 1, . . . , q − 1), the following results
- E|ξv1i1 ξv2i2 . . . ξvsis | ≤ Cbdsn ,
-
∑
i0 6=...6=is
E[ξv0i0 . . . ξ
vs
is ] = C((n̂b
d
nρ
N
n )s+1), for s = 1, 2, . . . , r − 1 and r > 1,
-
∑
i0 6=...6=is
E[ξv0i0 . . . ξ
vs
is ] = C((n̂b
d
nρ
N
n )r), for r ≤ s ≤ 2r − 1.
We have
♦ E|ξv1i1 ξv2i2 . . . ξvsis | = E
 s∏
j=1
K
vj
1ijK
vj
2ij
s∏
j=1
|θvjij |
 ≤ E
 s∏
j=1
K
vj
1ij
s∏
j=1
|θvjij |
 ≤ C E
 s∏
j=1
K
vj
1ij

≤ C
∫
· · ·
∫
Kv11
(
xj − u1
bn
)
. . .Kvs1
(
xj − us
bn
)
f(u1, . . . , us)du1 . . . dus
≤ C
∫
· · ·
∫
Kv11 (t1) . . .Kvs1 (ts)f(xj − t1bn, . . . , xj − tsbn)(−bdn)sdt1 . . . dts
≤ C (bdn)s.
For s = 1, 2, . . . , r − 1, we have
♦
∑
i0 6=...6=is
E[ξv0i0 . . . ξ
vs
is ] =
∑
i0 6=...6=is
E
 s∏
j=0
ξ
vj
ij
− s∏
j=0
E(ξvjij )
+ ∑
i0 6=...6=is
s∏
j=0
E(ξvjij )
= Vs1 + Vs2.
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|Vs2| ≤
∑
i0 6=...6=is
C(bdn)s+1
s∏
j=0
K2ij
≤ C(knbdn)s+1
Defining
s∏
j=l
= 1 if l > s, we have
Vs1 =
∑
i0 6=...6=is
s−1∑
l=0
l−1∏
j=0
Eξvjij
E
 s∏
j=l
ξ
vj
ij
− E [ξvlil ]E
 s∏
j=l+1
ξ
vj
ij

|Vs1| ≤ C
s−1∑
l=0
(
knb
d
n
)l ∑
il 6=...6=is
∣∣∣∣∣∣E
 s∏
j=l
ξ
vj
ij
− E [ξvlil ]E
 s∏
j=l+1
ξ
vj
ij
∣∣∣∣∣∣
≤ C
s−1∑
l=0
(
knb
d
n
)l
Vls1
Let D a real positive number, we have
Vls1 =
∑
0<dist({il},{il+1,...,is})≤D
Vi +
∑
dist({il},{il+1,...,is})>D
Vi
= Vls11 + Vls12
Vi =
∣∣∣∣∣∣E
 s∏
j=l
ξ
vj
ij
− E [ξvlil ]E
 s∏
j=l+1
ξ
vj
ij
∣∣∣∣∣∣
≤
∣∣∣∣∣∣E
 s∏
j=l
ξ
vj
ij
∣∣∣∣∣∣+
∣∣∣∣∣∣E
[
ξvlil
]
E
 s∏
j=l+1
ξ
vj
ij
∣∣∣∣∣∣
≤ C(bdn)s−l+1
s∏
j=l
K2ij + CK2ilb
d
n × (bdn)s−l
s∏
j=l+1
K2ij
≤ C(bdn)s−l+1
s∏
j=l
K2ij
Vls11 ≤
∑
0<dist({il},{il+1,...,is})≤D
C(bdn)s−l+1
s∏
j=l
K2ij
≤ C(bdn)s−l+1
D∑
k=1
∑
k≤dist({il},{il+1,...,is})=t<k+1
s∏
j=l
K2ij
Since dist({il}, {il+1, . . . , is}) = t, then there exists a location ij ∈ {il+1, . . . , is}, say il+1,
such that dist(il, il+1) = t, and consequently
D∑
k=1
∑
k≤dist({il},{il+1,...,is})=t<k+1
s∏
j=l
K2ij ≤
D∑
k=1
n∑
ij=1,
j=l+2,...,s.
∑
k≤dist({il},{il+1})=t<k+1
s∏
j=l
K2ij
≤ ks−l−1n
D∑
k=1
∑
k≤dist({il},{il+1})=t<k+1
s∏
j=l
K2ij .
102 Chapter 3. Spatial regression estimation, prediction and illustration
Then,
Vls11 ≤ C(bdn)s−l+1ks−l−1n
D∑
k=1
∑
k≤dist({il},{il+1})=t<k+1
s∏
j=l
K2ij
≤ C(bdn)s−l+1ks−ln
D∑
k=1
∑
k≤‖u‖=t<k+1
1
≤ C(bdn)s−l+1ks−ln
D∑
t=1
tN−1
≤ C(bdn)s−l+1ks−ln DN .
We deal now with the term Vls12. Let t = dist({il}, {il+1, . . . , is}) and consider ψ(n,m) ≤
C min(n,m) then by Lemma A.1, since the variables ξi are bounded, we have∣∣∣∣∣∣E
 s∏
j=l
ξ
vj
ij
− E [ξvlil ]E
 s∏
j=l+1
ξ
vj
ij
∣∣∣∣∣∣ ≤ C ψ (1, s− l)ϕ(t) ≤ C ϕ(t)
Vls12 ≤
∑
dist({il},{il+1,...,is})>D
CK2il ϕ(t)
≤ C
∞∑
k=D+1
K2il
∑
k≤dist({il},{il+1})=t<k+1
ϕ(t)
≤ C
∞∑
k=D+1
ks−ln
∑
k≤‖i‖=t<k+1
ϕ(t)
≤ C ks−ln
∞∑
t=D+1
tN−1 ϕ(t)
Combining the higher bound of Vls11 and of Vls12, we have
|Vs1| ≤
s−1∑
l=0
(
knb
d
n
)l|C(bdn)s−l+1ks−ln DN |+ |C ks−ln ∞∑
t=D+1
tN−1 ϕ(t)|

≤ C
(
knb
d
n
)s+1 s−1∑
l=0
(
knb
d
n
)l−s−1(bdn)s−l+1ks−ln DN + ks−ln ∞∑
t=D+1
tN−1 ϕ(t)

≤ C
(
knb
d
n
)s+1 s−1∑
l=0
k−1n DN + k−1n (bdn)l−s−1 ∞∑
t=D+1
tN−1 ϕ(t)

≤ C
(
knb
d
n
)s+1 s−1∑
l=0
k−1n DN + k−1n (bdn)l−s−1D−sN ∞∑
t=D+1
tsN+N−1 ϕ(t)
 .
Taking D = b−d/Nn , we obtain
|Vs1| ≤ C
(
knb
d
n
)s+1 s−1∑
l=0
k−1n (b−d/Nn )N + k−1n (bdn)l−s−1 (b−d/Nn )−sN ∞∑
t=D+1
tsN+N−1 ϕ(t)

≤ C
(
knb
d
n
)s+1 s−1∑
l=0
 1
knbdn
+ k−1n
(
bdn
)l−1 ∞∑
t=D+1
tsN+N−1 ϕ(t)

3.6. Appendix 103
|Vs1| ≤ C
(
knb
d
n
)s+1 s−1∑
l=0
 1
knbdn
+ 1
knbdn
(
bdn
)l ∞∑
t=D+1
tsN+N−1 ϕ(t)

≤ C
(
n̂bdnρNn
)s+1 s−1∑
l=0
 ksn
(n̂ρNn )s+1bdn
+ k
s
n
(n̂ρNn )s+1bdn
(
bdn
)l ∞∑
t=D+1
tsN+N−1ϕ(t)

≤ C
(
n̂bdnρNn
)s+1 s−1∑
l=0
( kn
n̂ρNn
)s 1
n̂ρNn bdn
+
(
kn
n̂ρNn
)s 1
n̂ρNn bdn
(
bdn
)l ∞∑
t=D+1
tsN+N−1−θ

Then, Vs1 = O
((
n̂bdnρNn
)−s−1)
since ϕ(t) ≤ Ct−θ and θ > N(2 + q), knn̂ρNn → C, bn → 0,
n̂ρNn bdn →∞.
♦ For r ≤ s ≤ 2r − 1,
∑
i0 6=...6=is
E[ξv0i0 . . . ξ
vs
is ].
As indicated in Gao et al. (2008) the arguments are similar for all r ≤ s ≤ 2r − 1,
therefore for simplicity, the proof is only given for s = q− 1 and N = 2. Also, we suppose
v0 = v1 = . . . = vs = 1. We use the following notation W =
∑
i0 6=...6=i2r−1 E[ξi0 . . . ξi2r−1 ]
and we will denote i = (i, j) ∈ Z2 and ik = (ik, jk) ∈ Z2.∑
i0 6=...6=i2r−1
E[ξi0 . . . ξi2r−1 ] =
∑
(i0,j0)6=(i1,j1)6=...6=(i2r−1,j2r−1)
E[ξi0,j0ξi1,j1 . . . ξi2r−1,j2r−1 ].
To continue, we use a new order in Z2 (see Gao et al. (2008)). This order allows to separate
the indices in two sets whose distances between locations are larger or smaller than P .
Let us arrange each set of indices {i0, i1, . . . , i2r−1} and {j0, j1, . . . , j2r−1} in an increasing
order such as i0 ≤ i1 ≤ . . . ≤ i2r−1 and jm0 ≤ jm1 ≤ . . . ≤ jm2r−1 . The number of such
arrangements is at most (2r)!.
Let ∆ik = ik − ik−1 and ∆jmk = jmk − jmk−1 . Let us arrange {∆i1 , . . . ,∆i2r−1} and{∆jm1 , . . . ,∆jm2r−1} in decreasing order such as ∆ia1 ≥ ∆ia2 ≥ . . . ≥ ∆ia2r−1 and ∆jmb1 ≥
∆jmb2 ≥ . . . ≥ ∆jmb2r−1 .
Let t1 = ∆iar , t2 = ∆jmbr and t = max(t1, t2). If t1 > t2, then t = t1, and
0 ≤ iak − iak−1 ≤ t ≤ n1, for k = r + 1, . . . , 2r − 1,
0 ≤ jmbk − jmbk−1 ≤ t ≤ n2, for k = r, r + 1, . . . , 2r − 1.
Therefore,
iak−1 ≤ iak ≤ t+ iak−1, jmbk−1 ≤ jmbk ≤ t+ jmbk−1 , for k = r + 1, . . . , 2r − 1.
Let us arrange i0 6= i1 6= . . . 6= i2r−1 according to the order of i0 ≤ i1 ≤ . . . ≤ i2r−1. We
have
W =
∑
i0 6=...6=i2r−1
E[ξi0 . . . ξi2r−1 ]
≤ C
∑
1≤i0≤i1≤...≤i2r−1≤n1
∑
1≤jm0≤jm1≤...≤jm2r−1≤n2
|E[ξi0,j0 . . . ξi2r−1,j2r−1 ]|.
We define
I = {i1, . . . , i2r−1}, Ia = {ia1 , . . . , iar} and Ica = {iar+1 , . . . , ia2r−1}
J = {jm1 , . . . , jm2r−1}, Jb = {jmb1 , . . . , jmbr } and J cb = {jmbr+1 , . . . , jmb2r−1}
We note that (ia1 , . . . , ia2r−1) is a permutation of I and (jmb1 , . . . , jmb2r−1 ) is a permu-
tation of J . Since iak−1 ≤ iak ≤ t + iak−1, jmbk−1 ≤ jmbk ≤ t + jmbk−1 , for
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k = r + 1, . . . , 2r − 1 and since t = iar − iar−1 and t ≥ jmbr − jmbr−1 ≥ 0 we have
W ≤ C
max{n1,n2}∑
t=1
n1∑
i0=1
n1∑
i=1,
i∈Ia−{iar }
iak−1+t∑
iak=iak−1,
k=r+1,...,2r−1.
n2∑
jm0=1
n2∑
j=1,
j∈Jb−{jmbr }
jmbk−1+t∑
jmbk
=jmbk−1 ,
k=r,r+1,...,2r−1.
|E[ξi0ξi1 . . . ξi2r−1 ]|.
Take a positive constant P such as 1 ≤ P ≤ max(n1, n2) and separate into two parts the
right term of the previous inequality in denoting them W1 et W2 according to 1 ≤ t ≤ P
and t > P . Therefore, W ≤W1 +W2.
W1 = C
P∑
t=1
n1∑
i0=1
n1∑
i=1,
i∈Ia−{iar }
iak−1+t∑
iak=iak−1,
k=r+1,...2r−1.
n2∑
jm0=1
n2∑
j=1,
j∈Jb−{jmbr }
jmbk−1+t∑
jmbk
=jmbk−1 ,
k=r,r+1,...2r−1.
|E[ξi0ξi1 . . . ξi2r−1 ]|
≤ C
P∑
t=1
n1∑
i0=1
n1∑
i=1,
i∈Ia−{iar }
iak−1+t∑
iak=iak−1,
k=r+1,...2r−1.
n2∑
jm0=1
n2∑
j=1,
j∈Jb−{jmbr }
jmbk−1+t∑
jmbk
=jmbk−1 ,
k=r,r+1,...2r−1.
b2drn K2i0K2i1 . . .K2i2r−1
≤ C(kn)r
P∑
t=1
t2r−1b2drn
≤ CN (n1n2ρNn )rP 2rb2drn
for n large enough using kn = O(n̂ρNn ).
On the other hand, we assume that neither i1 or i2r−1 belongs to Ia. In this case, Ia is
a subset of length r chosen among the 2r − 3 indices remaining ( apart i0, i1 and i2r−1).
The first components of ij ’s are stored in the following manner i0 ≤ i1 ≤ . . . ≤ ik∗−1 ≤
ik∗ ≤ ik∗+1 ≤ . . . ≤ i2r−1 for all k∗ and ∆ij = ij − ij−1. Therefore we have
- dist({i0, . . . , ik∗−1}, {ik∗}) ≥ ∆ik∗ ≥ t,
- dist({ik∗}, {ik∗+1, . . . , i2r−1}) ≥ ∆ik∗+1 ≥ t, and
- dist({i0, . . . , ik∗−1}, {ik∗ , . . . , i2r−1}) ≥ ∆ik∗ ≥ t, or
- dist({i0}, {i1, . . . , i2r−1}) ≥ ∆i1 ≥ t, or
- dist({i0, . . . , i2r−2}, {i2r−1}) ≥ ∆i2r−1 ≥ t.
Let Aik∗−1 = ξi0 . . . ξik∗−1 and Bik∗+1 = ξik∗+1 . . . ξi2r−1 , for the case ik∗ and ik∗+1 in Ia.
We have
|E [ξi0 . . . ξi2r−1] | = |E [Aik∗−1ξik∗Bik∗+1] |
≤ |E
[(
Aik∗−1 − E[Aik∗−1 ]
) (
ξik∗Bik∗+1 − E[ξik∗Bik∗+1 ]
)]
|
+ |E
[
Aik∗−1
]
E
[
ξik∗Bik∗+1
]
|
= |Cov(Aik∗−1 , ξik∗Bik∗+1) + |E
[
Aik∗−1
]
| |Cov(ξik∗Bik∗+1)|
≤ Cϕ(t) + Cbdk∗n ϕ(t) ≤ Cϕ(t)
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with
∥∥∥∥ il − jn
∥∥∥∥ ≤ ρn, l = 0, . . . , 2r − 1. So,
W2 = C
∞∑
t=P+1
n1∑
i0=1
n1∑
i=1,
i∈Ia−{iar }
iak−1+t∑
iak=iak−1,
k=r+1,...2r−1.
n2∑
jm0=1
n2∑
j=1,
j∈Jb−{jmbr }
jmbk−1+t∑
jmbk
=jmbk−1 ,
k=r,r+1,...2r−1.
|E[ξi0ξi1 . . . ξi2r−1 ]|
≤ C(kn)r
∞∑
t=P+1
t2r−1ϕ(t) ≤ CN (n1n2ρNn )r,
n large enough. It follows that
W ≤W1 +W2 ≤ C(n1n2ρNn )rP 2rb2drn + C(n1n2ρNn )r
∞∑
t=P+1
t2r−1ϕ(t)
≤ C(n1n2ρNn bdn)r
P 2rbdrn + b−drn ∞∑
t=P+1
t2r−1−θ
 .
We obtained the result for N = 2, and therefore for the general case N , we will obtain
W ≤ C(n̂ρNn bdn)r
PNrbdrn + b−drn ∞∑
t=P+1
tNr−1−θ
 .
Taking P = b−d/Nn , we have
W ≤ C(n̂bdn)r
PNrbdrn + b−drn P−Nr ∞∑
t=P+1
t2Nr−1−θ

≤ C(n̂ρNn bdn)r
(b−d/Nn )Nrbdrn + b−drn (b−d/Nn )−Nr ∞∑
t=P+1
t2Nr−1−θ

≤ C(n̂ρNn bdn)r
1 + ∞∑
t=P+1
t2Nr−1−θ

≤ C(n̂ρNn bdn)r, since θ > N(2 + q).
To conclude, we have∑
i∈In
E[ξqi ] ≤ Cn̂ρNn bdn
E|ξv1i1 ξv2i2 . . . ξvsis | ≤ C(bdn)s∑
i0 6=...6=is
E[ξv0i0 . . . ξ
vs
is ] ≤ C
(
n̂bdnρNn
)s+1
, for s = 1, 2, . . . , r − 1
∑
i0 6=...6=is
E[ξv0i0 . . . ξ
vs
is ] ≤ C(n̂bdnρNn )r for r ≤ s ≤ 2r − 1
So,
∑
i0 6=...6=is
E[ξv0i0 . . . ξ
vs
is ] ≤ C(n̂bdnρNn )r. Finally, E
∑
i∈In
ξi
q ≤ C(n̂bdnρNn )r and since q =
2r, we have
E
∑
i∈In
ξi
q ≤ C(n̂bdnρNn )
q
2 .

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Proof of Lemma 3.12
P
∑
i∈In
K1iK2i ≤ uan,j2
 = P
∑
i∈In
(K1iK2i − E(K1iK2i)) ≤ uan,j2 − uan,j

≤ P
∣∣∣∣∣∣
∑
i∈In
(K1iK2i − E(K1iK2i))
∣∣∣∣∣∣ ≥ uan,j2

≤ P
∣∣∣∣∣∣ 1an,jbdn
∑
i∈In
(K1iK2i − E(K1iK2i))
∣∣∣∣∣∣ ≥ C

≤ P [∣∣Sn(xj)∣∣ > ] for n large enough,
where Sn(xj) =
∑
i∈In
Λi(xj) = fn(xj)−E[fn(xj)],  = n and p are the same as in the proof
of Theorem 3.3. Considering n enough large and a > 0, we show
1. P
[∣∣Sn(xj)∣∣ > δ
√
log n̂
n̂bdnρNn
]
≤ CN n̂−a + C2N+2
(
n̂bdnρNn
log n̂
) 2N−θ
2N n̂
an,jbdn
δ−1
2. P
[∣∣Sn(xj)∣∣ > δ
√
log n̂
n̂bdnρNn
]
≤ CN n̂−a + C2N+2n̂β˜ n̂
an,jbdn
δ−1
(
n̂bdnρNn
log n̂
)N−θ
2N
.
We note that n̂
q
2−ab
q
2dn ρ
q
2Nn tends to 0 when a > q2 and therefore n̂−a = o
(
(n̂bdnρNn )
−q
2
)
. In
the first case, considering assumption H6,
(n̂bdnρNn )
q
2C2N+2
(
n̂bdnρNn
log n̂
) 2N−θ
2N n̂
an,jbdn
δ−1 ≤ CN (n̂bdnρNn )
q
2
(
n̂bdnρNn
log n̂
) 2N−θ
2N 1
bdnρ
N
n
≤ CN n̂
N(q+2)−θ
2N b
d(qN−θ)
2Nn ρ
N(qN−θ)
2Nn log n̂
θ−2N
2N
≤ CN
(
n̂b
d(qN−θ)
N(q+2)−θ
n ρ
N(qN−θ)
N(q+2)−θ
n log n̂
θ−2N
N(q+2)−θ
)N(q+2)−θ
2N
which tends to 0. In the second case, considering assumption H7,
(n̂bdnρNn )
q
2C2N+2n̂β˜ n̂
an,jbdn
δ−1
(
n̂bdnρNn
log n̂
)N−θ
2N
≤ CN n̂
N(q+2β˜+1)−θ
2N b
d(N(q−1)−θ)
2Nn ρ
N(N(q−1)−θ)
2Nn log n̂
θ−N
2N
≤ CN
(
n̂b
d(N(q−1)−θ)
N(q+2β˜+1)−θ
n ρ
N(N(q−1)−θ)
N(q+2β˜+1)−θ
n log n̂
θ−N
N(q+2β˜+1)−θ
)N(q+2β˜+1)−θ
2N
which tends to 0. Therefore, we have
P
∑
i∈In
K1iK2i ≤ uan,j2
 = o(( 1n̂ρNn bdn
) q
2
)
P
∑
i∈In
K1iK2i ≤ uan,j2
1/q = O(( 1n̂ρNn bdn
)1/2)
.
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Proof of Lemma 3.13:
Since Yi and r(·) are bounded, we have
E1/q
 1
n̂
∑
i∈In
Yi − r(xj)
1[∑
i∈In Wni=0
]q ≤ E1/q
∣∣∣∣∣∣ 1n̂
∑
i∈In
Yi − r(xj)
∣∣∣∣∣∣1[∑i∈In Wni=0]
q
≤ CE1/q
[
1[∑
i∈In Wni=0
]]q
≤ C
P
∑
i∈In
K1iK2i = 0
1/q
≤ C
P
∑
i∈In
K1iK2i ≤ uan,j2
1/q
= O
(( 1
n̂bdnρNn
)1/2)
,
using Lemma 3.12. 
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Résumé en français
Dans ce chapitre, nous proposons une adaptation de l’estimateur présenté au chapitre 3
au cadre de données fonctionnelles. On se propose d’étudier un champ aléatoire strictement
stationnaire {Xi, Yi} indexé par i dans ZN dont les éléments ont la même distribution que le
couple (X,Y ) et qui est défini sur un espace de probabilité (Ω,F ,P). Nous nous intéressons
plus particulièrement à la situation où la variable explicative X prend ses valeurs dans
un espace semi-métrique, noté (E , d(·, ·)) (de dimension éventuellement infinie) (i.e. X est
une variable aléatoire fonctionnelle et d est une semi-métrique) et la variable réponse Y
est à valeurs dans R. On s’intéresse au modèle de régression défini par Yi = r(Xi) + i où
le bruit i est centré, α-mélangeant et indépendant de Xi. L’ensemble spatial In := {i =
(i1, . . . , iN ), 1 ≤ ik ≤ nk, k = 1, . . . , N} sur lequel nous travaillons est supposé discret et
appartient à ZN , N ≥ 1.
Nous dénotons par n̂ := n1× · · · ×nN la taille de l’échantillon, par ‖ · ‖ une norme sur
ZN et par B(x, τ) une boule ouverte de centre x et de rayon τ . Par souci de simplicité, on
suppose que n1 = n2 = . . . = nN = n (e.g. El Machkouri (2007, 2011), El Machkouri and
Stoica (2010)), mais les résultats suivants peuvent être étendus à un cadre plus général.
En considérant les sites normalisés, l’estimateur à noyau proposé de r(xj) = E(Yj|Xj =
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xj), pour xj ∈ (E , d(·, ·)) fixée et localisée au site j ∈ In, est défini par
rn(xj) =

gn(xj)
fn(xj)
si fn(xj) 6= 0;
Y sinon,
où Y est la moyenne empirique des Yi, les fonctions gn(xj) et fn(xj) sont définies par
gn(xj) =
1
an,jE
[
K1
(
d(xj,X1)
bn
)] ∑
i∈In
YiK1
(
d(xj, Xi)
bn
)
K2,ρn(‖j− i‖)
fn(xj) =
1
an,jE
[
K1
(
d(xj,X1)
bn
)] ∑
i∈In
K1
(
d(xj, Xi)
bn
)
K2,ρn(‖j− i‖)
avec an,j =
∑
j∈In K2,ρn(‖j − j‖) =
∑
j∈In K2
(
ρ−1n
∥∥∥ j−in ∥∥∥), (où in = ( i1n , i2n , . . . , iNn )). On
peut aussi écrire K2,ρn(‖j − i‖) = K2
(‖j−i‖
nρn
)
. De plus, K1 et K2 sont des noyaux définis
sur R, bn et ρn sont des fenêtres qui tendent vers zéro. Pour chaque site j, on pose kn =
kn,j =
∑
i∈In 1[‖i−j‖≤dn] où dn > 0 est telle que dn →∞ lorsque n→∞. On remarque que
kn,j est le nombre de voisins i pour lesquels la distance entre i et j est inférieure ou égale à
la distance dn. L’estimateur rn(xj) est une fonction du nombre kn pour lequel la distance
dn est choisie égale à dn = nρn avec kn →∞ lorsque n→∞, kn = O(dNn ) = O(n̂ρNn ).
Plus généralement, soit Xi, i ∈ In, un processus spatial strictement stationnaire et
soit i0 un site n’appartenant pas à In, on peut étendre les estimateurs gn(·) et fn(·) de la
manière suivante
ĝn(xi0) =
1
a?n,i0E
[
K1
(
d(xi0 ,X1)
bn
)] ∑
i∈In
YiK1
(
d(xi0 , Xi)
bn
)
K2
( i− i0
ρn
)
f̂n(xi0) =
1
a?n,i0E
[
K1
(
d(xi0 ,X1)
bn
)] ∑
i∈In
K1
(
d(xi0 , Xi)
bn
)
K2
( i− i0
ρn
)
où les sites i, i0 ne sont pas normalisés (voir e.g. Wang et al. (2012)), a?n,i0 =
∑
i∈In
K2
(
i−i0
ρn
)
et K2(·) est un noyau sur RN .
Dans la suite de ce chapitre, après avoir énoncé les hypothèses considérées pour ce
travail, nous étudions la convergence en moyenne quadratique avec vitesse de l’estimateur
à noyau proposé. Plus particulièrement, nous obtenons
‖rn(xj)− r(xj)‖2 = O
(
bn +
√
1
n̂ρNn ϕxj(bn)
)
.
où ϕxj(bn) = P[X ∈ B(xj, bn)], appelé probabilité de petites boules dans la littérature
(e.g. Dabo-Niang (2002), Dabo-Niang (2004), Ferraty and Vieu (2006)). Ensuite, nous
proposons une manière d’étendre l’estimateur de r(·) au cadre de la prévision spatiale.
Avant de conclure, des résultats numériques issus d’une étude de simulation sont pré-
sentés. Ces résultats soulignent qu’en pratique, lorsque les données présentent une forte
dépendance spatiale, notre méthode permet d’améliorer ceux obtenus avec l’estimateur à
noyau classique.
Le travail présenté dans ce chapitre fait l’objet d’un article (Ternynck (2014)) publié
dans le journal de la Société Française de Statistique.
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4.1 Introduction
The spatial indexing, which provides geographical reference of data, is encountered in
many subject areas such as oceanography, epidemiology, forestry survey and economy. As
a consequence, the scientific research community is increasingly interested in analyzing
spatial data and then in developing more and more efficient spatial statistical tools. Early
spatial models appeared at the beginning of the 19th century and are mainly related to
parametric spatial statistics modeling (see Ripley (1981); Cressie (1993); Guyon (1995);
Anselin and Florax (1995); Chilès and Delfiner (1999) for more details on statistics for
spatial data). The nonparametric methods are able to reveal structure in data that might
be missed by classical parametric ones. Nowadays, a dynamic concerns the deployment of
nonparametric methods to spatial statistics such as density estimation, regression, predic-
tion . . . (e.g. Journel (1983); Tran (1990); Carbon et al. (1997); Biau and Cadre (2004);
Hallin et al. (2009); Menezes et al. (2010)). However, most of nonparametric spatial con-
tributions deal with univariate or multivariate data whereas recent advances of real-time
measurement instruments and data storage resources led to the emergence of functional
data. The studied objects can then be curves, not numbers or vectors. This kind of data
is more and more frequently involved in statistical problems since the 1990’s. For an in-
troduction to this field, the reader is directed to the books of Bosq (2000); Ramsay and
Silverman (2005); Ferraty and Vieu (2006).
Currently, the literature on spatial statistics for functional data is not extensive (see
Laksaci and Maref (2009); Nerini et al. (2010); Delicado et al. (2010); Dabo-Niang et al.
(2010); Laksaci and Mechab (2010); Dabo-Niang et al. (2011b); Attouch et al. (2011);
Dabo-Niang et al. (2012a); Dabo-Niang and Yao (2013)) and is the baseline of this current
work. Indeed, we are interested in estimating the nonparametric regression for functional
data presenting spatial dependence. More particularly, this regression estimator aims at
taking into account the spatial dependency directly in its construction. To the best of our
knowledge, very little research deals with this issue. Among the nonparametric methods,
the usual kernel density estimator (see Rosenblatt (1956b)) is often used in order to esti-
mate the regression operator. In Menezes et al. (2010), a nonparametric kernel prediction
is considered for spatial stochastic processes when a stochastic sampling design is assumed
for selection of random locations. The particularity of this predictor is to be constructed
with a kernel function on the locations. In the kernel-type estimator suggested in García-
Soidán and Menezes (2012), the dependence structure is reduced to the estimation of one
indicator variogram, as a nonparametric alternative to Matheron’s indicator variogram.
Wang et al. (2012) proposed a local linear spatio-temporal prediction model, using a kernel
weight function taking into account the distance between sites. The works of Dabo-Niang
et al. (2014a) and Dabo-Niang et al. (2014c) proposed, respectively, a spatial density and
regression estimators, for multivariate data, depending on two kernels, one of which con-
trols the distance between observations and the other controls the spatial dependence
structure. All these previous works concern real valued data. The spatial kernel density
estimator proposed in Dabo-Niang et al. (2011b) for functional data does not directly take
into account the spatial dependency in the form of the estimator but the authors explained
how this can be done by introducing a second kernel, based on distances between sites.
Here, we combine these three last works since the regression operator is constructed from
the kernel density and regression estimators introduced respectively in Dabo-Niang et al.
(2014a) and Dabo-Niang et al. (2014c), when the explanatory variables are defined on Rd,
but here adapted to the functional data framework.
Denote the integer lattice points in the N -dimensional Euclidean space by ZN , N ≥ 1.
114 Chapter 4. Spatial regression estimation for functional data
Consider a strictly stationary random field {Xi, Yi} indexed by i in ZN whose elements
have the same distribution as a variable (X,Y ) and defined over some probability space
(Ω,F ,P). A point in bold i = (i1, . . . , iN ) ∈ ZN will be referred as a site. Suppose X takes
values in a separable semi-metric space (E , d(·, ·)) (of eventually infinite dimension) (i.e.
X is a functional random variable and d a semi-metric) and Y takes values in R. We are
interested in the regression model defined by Yi = r(Xi)+i where the noise i is centered,
α-mixing and independent of Xi. Then, the main goal of this chapter is to estimate the
regression function r(·).
In the following, we will assume, without loss of generality, that the data are observed
over a rectangular region, defined by In := {i = (i1, . . . , iN ), 1 ≤ ik ≤ nk, k = 1, . . . , N}.
Such regions are used in the literature to estimate nonparametrically the spatial density
(Tran (1990); Biau and Cadre (2004); Wang and Wang (2009)). Let us recall that, as
in any nonparametric spatial density model (see, e.g., El Machkouri (2011)), the method
proposed here remains valid when the observed region has a more general form (e.g. subset
of a large family of lattices of RN or In ⊂ R2 is a closed convex domain with non-empty
interior). Let n̂ := n1 × . . . × nN be the sample size. The letter C will be used to denote
constants whose values are unimportant, ‖ · ‖ will denote any norm over ZN and B(x, τ)
the opened ball of center x and radius τ . We will write n→∞ if min
k=1,...,n
nk →∞ and for
all 1 ≤ j, k ≤ N , for some constant 0 < C <∞, we assume |nj/nk| < C. This means that
the number of observations on the rectangular region expands to infinity at the same rate
along all directions. Such an expansion is called isotropic divergence. An other case could
be considered, it is the less restrictive non-isotropic case where n→∞ if min
k=1,...,n
nk →∞.
Note that the proof of the result obtained here is similar in the non-isotropic case.
Thereafter, we assume for simplicity that n1 = n2 = . . . = nN = n (e.g. El Machkouri
(2007, 2011), El Machkouri and Stoica (2010)), but the following results can be extended
to a more general framework. For each site j, let kn = kn,j =
∑
i∈In 1[‖i−j‖≤dn] where
dn > 0 is such that dn → ∞ as n → ∞. Note that kn,j is the number of neighbors i for
which the distance between i and j is less or equal to distance dn. Taking the Euclidean
distance and if N = 2, we have kn ≤ 4d2n − 4dn + 4 which leads to kn = O(d2n) and
kn = o(dηn), η > 2. Moreover, if dn = o(n̂), 0 <  < 1 then we have kn = o(n̂2), see e.g.
Kelejian and Prucha (2007).
Considering normalized sites, the proposed kernel regression estimator of r, for a fixed
xj ∈ (E , d(·, ·)) located at a site j ∈ In, is defined as
rn(xj) =

gn(xj)
fn(xj)
if fn(xj) 6= 0;
Y otherwise,
where Y denotes the empirical mean of the Yi, the functions gn(xj) and fn(xj) are defined
by
gn(xj) =
1
an,jE
[
K1
(
d(xj,X1)
bn
)] ∑
i∈In
YiK1
(
d(xj, Xi)
bn
)
K2,ρn(‖j− i‖)
fn(xj) =
1
an,jE
[
K1
(
d(xj,X1)
bn
)] ∑
i∈In
K1
(
d(xj, Xi)
bn
)
K2,ρn(‖j− i‖)
with an,j =
∑
i∈In K2,ρn(‖j− i‖) =
∑
i∈In K2
(
ρ−1n
∥∥∥ j−in ∥∥∥), (where in = ( i1n , i2n , . . . , iNn )). It
can also be written that K2,ρn(‖j − i‖) = K2
(‖j−i‖
nρn
)
. Moreover, K1 and K2 are kernels
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defined on R, bn and ρn are the bandwidths tending to zero. The estimator rn(xj) is a
function of the number kn for which distance dn is chosen to be dn = nρn with kn → ∞
as n → ∞, kn = O(dNn ) = O(n̂ρNn ). Hereinafter, we assume that kn = CNdNn + O(dβn) as
dn →∞, 0 < β < N and CN is a constant that depends on N . This is based on the well-
known problem of counting points with lattice coordinates in the N -dimensional ball (see
the first point of Remark 1 for further explanations). Similar conditions on the number of
observations i in In with
∥∥∥ j−in ∥∥∥ ≤ ρn are used in Wang and Wang (2009) who studied a
local linear fitting method for real spatio-temporal data using some weights. Then, in this
latter article, additional conditions concern time characteristics.
Remark 4.1.
- To give some examples where the assumption on kn is reasonable, consider qn the
number of standard lattice (in ZN ) points contained in a closed ball B(j, dn) that is
qn = Card{i ∈ ZN , ‖i− j‖ ≤ dn} where j is any vector of RN . It is well known that
qn =
piN/2
Γ(N/2 + 1)d
N
n +O(dN−1n ),
where Γ(·) is the Gamma function, see for instance Mitchell (1966); Chamizo and
Iwaniec (1995); Tsang (2000); Meyer (2011). And notice that kn = CNqn. In partic-
ular, if N = 2, qn = piΓ(2)d
2
n +O(dn) or qn = piΓ(2)d
2
n + o(d
2/3
n ).
- Instead of the previous functions gn and fn, one can consider the simpler following
versions
gn(xj) =
1
n̂ρNn E
[
K1
(
d(xj,X1)
bn
)] ∑
i∈In
YiK1
(
d(xj, Xi)
bn
)
K2,ρn(‖j− i‖),
fn(xj) =
1
n̂ρNn E
[
K1
(
d(xj,X1)
bn
)] ∑
i∈In
K1
(
d(xj, Xi)
bn
)
K2,ρn(‖j− i‖).
Such functions allow the following result to remain valid with some minor changes
in conditions on kn.
- More generally, let Xi, i ∈ In, a strictly stationary spatial process and let i0 a site
that does not belong to In, one can extend gn(·) and fn(·) estimates in the following
way
ĝn(xi0) =
1
a?n,i0E
[
K1
(
d(xi0 ,X1)
bn
)] ∑
i∈In
YiK1
(
d(xi0 , Xi)
bn
)
K2
( i− i0
ρn
)
f̂n(xi0) =
1
a?n,i0E
[
K1
(
d(xi0 ,X1)
bn
)] ∑
i∈In
K1
(
d(xi0 , Xi)
bn
)
K2
( i− i0
ρn
)
where sites i and i0 are not normalized (see e.g. Wang et al. (2012)), a?n,i0 =∑
i∈In
K2
(
i−i0
ρn
)
and K2(·) is a kernel on RN .
The rest of the chapter is organized as follows. In Section 4.2, we provide the assump-
tions, state our main result and present an example of application of rn(xj) to prevision.
To check the performance of our estimator, numerical results are reported in Section 4.3.
Conclusion is given in Section 4.4 while proofs and technical lemmas are postponed in the
Appendix section 3.6.
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4.2 Assumptions and main result
We first introduce some mixing assumptions. In fact, to take into account the spatial
dependency, we assume that the process Zi = (Xi, Yi) satisfies a mixing condition defined
in Carbon et al. (1997) as follows: there exists a function γ(t)↘ 0 as t→∞, such that
α(σ(S), σ(S′)) = sup{|P(A ∩B)− P(A)P(B)|, A ∈ σ(S), B ∈ σ(S′)},
≤ ψ(Card(S),Card(S′))γ(dist(S, S′)),
where dist(S, S′) is the Euclidean distance between the two finite sets of sites S and S′,
Card(S) denotes the cardinality of the set S, σ(S) = {Zi, i ∈ S} and σ(S′) = {Zi, i ∈ S′}
are σ-fields generated by Zi, ψ(·) is a positive symmetric function nondecreasing in each
variable. We recall that the process (Zi) is said to be strongly mixing if ψ ≡ 1. As usual,
we will assume that one of both following conditions on γ(i) is verified. These conditions
are defined by
γ(i) ≤ Ci−θ, for some θ > 0,
i.e. that γ(i) tends to zero at a polynomial rate, or
γ(i) ≤ C exp(−si), for some s > 0,
i.e. that γ(i) tends to zero at an exponential rate. Concerning the function γ(·), for the
sake of simplicity, we will only study the case where γ(·) tends to zero at a polynomial
rate. However, similar result to that of Theorem 4.3 could be obtained with γ(·) tending to
zero at an exponential rate (which implies the polynomial case). Throughout the chapter,
it will be assumed that ψ satisfies either
∀n,m ∈ N, ψ(n,m) ≤ C min(n,m) or ψ(n,m) ≤ C(n+m+ 1)β˜
for some C > 0, and some β˜ ≥ 1. Such functions ψ(n,m) can be found, for instance, in Tran
(1990); Carbon et al. (1997); Hallin et al. (2004b); Biau and Cadre (2004); Dabo-Niang
and Yao (2013).
The consistency result of rn is obtained under the following assumptions (H1-H6)
on r, the kernels, the bandwidths and local dependence condition. We will denote by p
the probability distribution of the (Xi)’s and by pi,j the joint probability distribution of
(Xi, Xj), for all i and j.
H1: The kernels Ki : R → R+, i = 1, 2, are of integral 1 and are such that there exist
two constants C1 and C2 with 0 < C1 < C2 <∞, such that
C11[0,1](t) ≤ Ki(t) ≤ C21[0,1](t).
H2: r(·) is a Lipschitz function, that is r ∈ LipE where
LipE = {f : E → R, ∃C ∈ R+∗ ,∀x, x′ ∈ E , |f(x)− f(x′)| < C3d(x, x′)}.
H3: Local dependence condition For all i 6= j ∈ NN , the joint probability distribution
pi,j of Xi and Xj satisfies
∃1 ∈ (0, 1], pi,j(B(xj, bn)× B(xj, bn)) ≤ C4(ϕxj(bn))1+1 ,
where ϕxj(bn) = P[X ∈ B(xj, bn)], called small ball probability in the literature (e.g.
Ferraty and Vieu (2006)).
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H4: ∀n,m ∈ N, ψ(n,m) ≤ C min(n,m) and n̂ϕxj(bn)θ1ρNθ1n log n̂−θ1 → ∞ with the
mixing coefficient θ > 4N and with θ1 =
2N − θ
4N − θ .
H5: ∀n,m ∈ N, for some β˜ ≥ 1, ψ(n,m) ≤ C(n+m+1)β˜ and n̂ϕxj(bn)θ
∗
1ρ
Nθ∗1n log n̂−θ
∗
1 →
∞ with the mixing coefficient θ > N(3 + 2β˜) and with θ∗1 =
N − θ
N(3 + 2β˜)− θ .
H6: The variable Y is bounded almost surely and |Y | < M .
Remark 4.2.
- Assumptions H1 and H2 allow to control the bias of the estimator.
 Assumption H1 concerns the kernels Ki, i = 1, 2. More general kernels such
as Gaussian or Silverman can also be used but for simplicity of calculations,
we consider such kernels usually considered in nonparametric regression. For
example, this condition is verified by e.g. triangular (Bartlett), biweight, circular
(cosine), Epanechnikov, Parzen, Tukey-Hanning kernels.
 A nonparametric assumption on the regression function is considered through
hypothesisH2. In fact, this Lipschitz condition allows the precise rate of conver-
gence to be found whereas a continuity-type model would give only convergence
results. Assuming the continuity condition, one can obtain that
rn(xj)− r(xj) m.s.−→ 0 with n̂ρNn ϕxj(bn)→∞, bn → 0 and ρn → 0
where m.s.−→ denotes the mean square convergence.
- Assumption H3 concerns the local dependency and a consequence is
|pi,j(B(xj, bn)× B(xj, bn))− (ϕxj(bn))2| ≤ |C4(ϕxj(bn))1+1 − (ϕxj(bn))2|
≤ C4(ϕxj(bn))1+1 ≤ 1.
As it is noticed in Dabo-Niang et al. (2011b), this result can be linked with the
classical local dependence condition met in the literature of real valued data when
X and (Xi, Xj) admit, respectively, the densities f and fi,j. Such assumption can be
also found in Ferraty and Vieu (2006) (Chapter 11, page 163) and in Dabo-Niang
and Yao (2013).
- Assumptions H4 and H5 concern the mixing dependency and are similar to those
of Carbon et al. (1997).
The following theorem states the pointwise mean square convergence of the proposed
regression function estimator, whose proof is given in Appendix. We will denote ‖rn(xj)−
r(xj)‖2 =
(
E
[
(rn(xj)− r(xj))2
])1/2.
Theorem 4.3. Under assumptions H1-H3, H4 or H5 and H6, we have
‖rn(xj)− r(xj)‖2 = O
(
bn +
√
1
n̂ρNn ϕxj(bn)
)
.
Precisely, we have
‖rn(xj)− r(xj)‖2 = C3 × bn +
(
2C(2MC2 + 2M
√
C4 + C0) + 4M
)
×
√
1
n̂ρNn ϕxj(bn)
,
where C depends on N (see e.g. Chamizo and Iwaniec (1995)) and is such that kn ≤ Cn̂ρNn
whereas C0 is a constant depending on the constant appearing in Lemma A.1.
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This result permits to have a bound of the mean squared error of rn(·) that depends
on ρn. This is linked with the fact that rn(·) incorporates the dependence between sites
compared to the result of Dabo-Niang et al. (2011b). In the foregoing paper, the authors
used the following functional regression estimator
r?n(x) =
∑
i∈In YiK1
(
d(Xi,x)
b?n
)
∑
i∈In K1
(
d(Xi,x)
b?n
)
where K1 is a kernel and b?n is the corresponding bandwidth. They gave an uniform almost
sure bound of |r?n(x) − r(x)| on a specific set C, that is O
(
b?n +
√
log n̂
Γ(b?n)n̂
)
with Γ(b?n) =
sup
x∈C
ϕx(bn)?. For multivariate data, Dabo-Niang et al. (2014a) focus on a rate of almost
complete convergence of the density estimator fn(vi) of f(vi), for Rd-valued spatial data
vi, depending on two kernels. They obtained that
|fn(vi)− f(vi)| = O
(
an +
√
log n̂
n̂τNn adn
)
, a. c.
where an and τn are the bandwidths corresponding to the kernels on the observations and
on the sites respectively. This work is extended to regression estimation for multivariate
data by Dabo-Niang et al. (2014c).
Remark 4.4.
- This current work is supported by a particular sampling scheme, which only includes
deterministic designs for the spatial locations. For this reason, the bound of Theorem
4.3 shows a dissymmetric contribution of bn and ρn on the risk even though both
kernels K1 and K2 play symmetric roles. One can generalize this work to random
spatial sample such as in Menezes et al. (2010) (for real-valued regression) and in
Kelejian and Prucha (2007) (for spatial HAC estimation) and have a bound including
ραn.
- Theorem 4.3 deals with local convergence (for a fixed xj) of the regression estimate
but one can extend the obtained result to uniform one, on a set where corresponding
sites are in a set S (that can be a subset of In or a set larger than In) by considering
ln = supj∈S kn,j.
The remainder of this section focuses on the application of the proposed regression
function through an example, namely the spatial prediction.
Application to spatial prediction
In spatial statistic, an important topic, encountered in the literature, concerns the
spatial prediction. One of the most popular method is kriging, which was developed at the
beginning of the 1950’s and studied in the scope of geostatistics. More recently, some works
proposed nonparametric predictors for spatial fields indexed by lattices. The first results
in this direction are those of Biau and Cadre (2004) and concerned the kernel prediction
of a strictly stationary random field indexed in (N∗)N . Later, Dabo-Niang and Yao (2007)
contribute to Biau and Cadre (2004)’s investigations since they are interested in the kernel
regression estimation and prediction of continuously indexed random fields. In Menezes
et al. (2010), nonparametric kernel prediction is considered for spatial stochastic processes
when a stochastic sampling design is assumed for selection of random locations. These
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contributions, but also Dabo-Niang et al. (2014c), dealt with multivariate data. In Dabo-
Niang et al. (2011b), the authors stated that their work, dealing with the spatial regression
estimator for functional data, offers some interesting perspectives of investigation, namely
in spatial forecasting and real data problem. In continuation of these works, we propose a
spatial prediction methodology dealing with functional data, taking explicitly into account
the spatial locations.
In this application, we consider a R-valued strictly stationary random spatial process
(ηi, i ∈ (R∗)N ). This process is assumed to be bounded and observed over a subset On ⊂
In. We are interested in predicting ηi0 at an unobserved given location i0 ∈ In \ On.
In practice, we expect that ηi0 depends only on the values of the process in a bounded
neighborhood Vi0 = i0 + V ⊂ On, where 0 = (0, 0, . . . , 0) /∈ V. Consequently, we can
construct a function η˜i0 from the observations in a continuous vicinity Vi0 of i0 and define
η˜i = {ηj, j ∈ Vi = i + V ⊂ RN} which belongs to the space of continuous and bounded
functions. For more details on the choice of V, see Dabo-Niang and Yao (2007).
To achieve the forecasting at the site i0 /∈ On, we propose to use the regression function
estimator rn suggested previously. Then, the value to be predicted of the field (ηi)i∈(R∗)N
at a site i0 becomes
η̂i0 = rn(η˜i0) =
∑
i∈On ηiK1
(
d(η˜i0 ,η˜i)
bn
)
K2,ρn(‖i0 − i‖)∑
i∈On K1
(
d(η˜i0 ,η˜i)
bn
)
K2,ρn(‖i0 − i‖)
.
One can derive an asymptotic result such as mean square convergence of η̂i0 by con-
sidering a kernel regression estimate of functional spatial random variables continuously
indexed. Having checked the theoretical behavior of our estimator and presented a po-
tential application, we are going to study its practical behavior through some numerical
results.
4.3 Numerical results
In this section, we study the performance of the proposed regression estimator through
some simulations which point out the importance of taking into account the spatial lo-
cations of the data. We remind that our theoretical result is obtained under a mixing
condition which can be considered by the kernel function on the locations. We compare
our estimator with the one that ignores any spatial dependence in the structure of the
regression estimate (see Dabo-Niang et al. (2011b)). We consider a sample of dependent
realizations of some spatial functional variables Xi with the same distribution as a random
field X valued in some infinite dimensional semi-metric space (E , d(·, ·)). That is, on each
site i, we have a curve Xi such that Xi = {Xi(t), t ∈ [0, T ]}. Before studying the numerical
results, we propose a useful procedure for estimating the spatial regression function.
4.3.1 Procedure of estimation of r(Xj), j ∈ In
1. Specify sets of bandwidths S(b) and S(ρ) of respectively K1 and K2.
2. For each bn ∈ S(b) and ρn ∈ S(ρ) and each j ∈ In, compute
rn(Xj) =
∑
i∈In,
i6=j
YiK1
(
d(Xi,Xj)
bn
)
K2
(
ρ−1n
∥∥∥ i−jn ∥∥∥)∑
i∈In,
i6=j
K1
(
d(Xi,Xj)
bn
)
K2
(
ρ−1n
∥∥∥ i−jn ∥∥∥)
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3. Compute bn,opt and ρn,opt by applying a cross-validation procedure over S(b) and
S(ρ). More precisely, consider the following minimization problem, i.e. determine
bn,opt and ρn,opt which minimize the mean squared error over the n̂ sites
min
bn,ρn
1
n̂
∑
j∈In
(rn(Xj)− Yj)2
4. For each j, compute rn,opt(Xj) corresponding to bn,opt and ρn,opt.
4.3.2 Simulation
This last procedure is used in the following simulation study dealing with N = 2. We
consider observations (X(i,j), Y(i,j)), 1 ≤ i, j ≤ 25, such that
Y(i,j) = r(X(i,j)) + (i,j)
= 4×A2(i,j) + (i,j)
and for t ∈ [0, 1], X(i,j)(t) is defined according to the following cases
Case 1: X(i,j)(t) = A2(i,j) × (t− 0.5)2 +A(i,j) ×B(i,j);
Case 2: X(i,j)(t) = A(i,j) × cos(2pit),
where A = (A(i,j)), B = (B(i,j)) and  = ((i,j)) are random variables which will be specified
according to the following considered model on A = (A(i,j)). Several curve examples of
X(i,j)(t), for each case, are drawn on Figure 4.1. More precisely, the figure on the left
displays some curves simulated from Case 1 and that on the right concerns Case 2. In
Case 1, an example of the function r(·) could be r(X) = 2X ′′ (where X ′′ denotes the
second derivative of X with respect to t) whereas in Case 2, it could be r(X) = A
pi2X
′′
with t = 12 . We will denote by GRF (m,σ2, s) any stationary Gaussian Random Field with
mean m and spatial covariance function defined by
C(h) = σ2 exp
(
−
(‖h‖
s
)2)
, h ∈ R2 and s > 0.
Then, we define the two considered models on A = (A(i,j)) by
Model A: Ai,j = Di,j × (sin(2Gi,j) + 2 exp(−16G2i,j));
Model B: Ai,j = Di,j × (2 cos(2Gi,j) + exp(−4G2i,j)).
Here, the number of observations n̂ is equal to 25×25, i.e. 625. The several fields are defined
by Di,j = 1625
∑
1≤m,t≤25 exp
(
−‖(i,j)−(m,t)‖a
)
, Gi,j = GRF (0, 5, 3), Bi,j = GRF (2.5, 5, 3)
and i,j = GRF (0, 0.1, 5). We note that the spatial dependence is controlled by the value
of a. In fact, the greater a is, the weaker the spatial dependency is. According to this fact,
we provide simulation results obtained with different values of a which are a = 5, 20 and
50.
Along this part, the spatial regression is computed based on the kernels K1 as the
Epanechnikov kernel and K2 as the Parzen kernel. The choice of the semi-metric d(·, ·)
is important and depends on the information one gets on the data. Ferraty and Vieu
(2006) present three families of semi-metrics. The first is built from functional principal
component analysis (FPCA) and is adapted to rough curves. The second is built from
the partial least square (PLS) approach and is relevant when one consider multivariate
response. The last, based on derivatives, is well adapted in the presence of smooth curves.
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Figure 4.1 – Some simulated curves of Case 1 (left) and Case 2 (right)
Specifically, it approximates L2 metric between derivatives of the curves based on their
B−spline representation. Note that other semi-metrics are encountered in the literature.
However, according to Delsol (2008), the theoretical justification of the usefulness of a
particular semi-metric is still an open problem. In this work, we consider a semi-metric
between curves based on their first q = 2 derivatives because of the smoothness of the
curves. This semi-metric (between Xi and Xj) is defined by√∫ (
X
(q)
i (t)−X(q)j (t)
)2
dt, q = 0, 1, 2, . . .
where, for any q-times differentiable real function X, X(q) denotes the qth derivative
of X (we refer, for example, to Ferraty and Vieu (2006) for the theoretical setting about
semi-metrics used for functional nonparametric investigations). To confirm our semi-metric
choice, we tested, in addition to the semi-metrics based on their first derivatives, two other
semi-metrics (based on PCA and on Fourier’s decomposition) and different parameters
such as the number of derivatives, principal components, basis, etc. It turns out that the
results are similar or worse than those obtained considering a semi-metric between curves
based on their first q = 2 derivatives.
Recall that, in the work of Dabo-Niang et al. (2011b), a theoretical estimator of the
spatial regression function for functional data is proposed. This estimator does not directly
take into account the spatial locations. However, in the application section, the authors
explained how this can be done using the k-nearest neighbors method. Then, in the sim-
ulation study, they proposed a procedure of estimation based on nearest neighbors. This
combination looks like to the estimator rn(xj) introduced in this chapter. The difference
is that in Dabo-Niang et al. (2011b) the k-nearest neighbors of a point j are considered in
the pointwise regression estimation whereas, with our methodology, all the points in the
ball of radius ρn,opt and center j are considered.
To evaluate the performance of the proposed regression estimator, now denoted by
r]n(·) and to compare it with the one that does not directly take into account the distance
between locations and denoted r?n(·) (the theoretical estimator introduced in Dabo-Niang
et al. (2011b)), each studied model is replicated 30 times. Recall that r]n(·) and r?n(·) are
defined by
r]n(Xj) =
∑
i∈In,
i6=j
YiK1
(
d(Xi,Xj)
b]n
)
K2
(
ρ−1n
∥∥∥ i−jn ∥∥∥)∑
i∈In,
i6=j
K1
(
d(Xi,Xj)
b]n
)
K2
(
ρ−1n
∥∥∥ i−jn ∥∥∥)
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and
r?n(Xj) =
∑
i∈In,
i6=j
YiK1
(
d(Xi,Xj)
b?n
)
∑
i∈In,
i6=j
K1
(
d(Xi,Xj)
b?n
) .
Note that if ∑i∈In,
i6=j
K1
(
d(Xi,Xj)
b]n
)
K2
(
ρ−1n
∥∥∥ i−jn ∥∥∥) = 0 then r]n(Xj) = 1n̂−1 ∑i∈In,
i6=j
Yi. In the
same way, if ∑i∈In,
i6=j
K1
(
d(Xi,Xj)
b?n
)
= 0 then r?n(Xj) = 1n̂−1
∑
i∈In,
i6=j
Yi.
At each replication k, we compute the mean squared error over the n̂ sites. The bandwidths
used, different at each replication, are those obtained using the previous procedure 4.3.1.
For the kth replication, we define the mean squared error (MSE(k)) by
MSE(k) = 1n̂
∑
j∈In
(r†n,opt(Xj)− Yj))2, with r†n = r]n or r?n. (4.1)
The obtained results are summarized in Table 4.1. For each situation (Model, Case
and value of a), this table provides the average MSE over the 30 replications of Equation
(4.1) and the corresponding standard deviation. The AMSE]’s (average mean squared
error) column makes reference to the proposed estimator r]n whereas the AMSE?’s column
corresponds to the estimator r?n which takes no account of location. Besides, we use a
statistical hypothesis test rather than directly compare the average MSE accuracy. The
column entitled “p-value” gives, for each considered situation, the p-value of a paired t-test
performing in order to determine if MSE] is significantly less than MSE? (the alternative
hypothesis is then H1: AMSE] < AMSE?). The two last columns give the average of the
coefficients of determination over the 30 replications. Recall that a value of R2 close to 1
means that the quality of estimation is reliable.
Model Case a AMSE] AMSE? p-value AR2] AR2?
A
1
5 0.034 (0.014) 0.095 (0.030) 3.92× 10−14 0.652 0.057
20 0.041 (0.013) 0.097 (0.024) 3.30× 10−17 0.956 0.896
50 0.060 (0.014) 0.100 (0.022) 3.66× 10−13 0.981 0.969
2
5 0.007 (0.003) 0.093 (0.030) 3.94× 10−16 0.925 0.054
20 0.036 (0.006) 0.097 (0.031) 6.84× 10−13 0.960 0.895
50 0.058 (0.011) 0.100 (0.031) 1.12× 10−09 0.982 0.970
B
1
5 0.012 (0.004) 0.092 (0.029) 6.86× 10−16 0.914 0.361
20 0.049 (0.008) 0.100 (0.029) 3.52× 10−12 0.994 0.988
50 0.071 (0.014) 0.100 (0.025) 1.56× 10−10 0.998 0.997
2
5 0.010 (0.001) 0.093 (0.030) 7.65× 10−16 0.926 0.356
20 0.060 (0.010) 0.100 (0.031) 4.58× 10−10 0.993 0.988
50 0.086 (0.017) 0.108 (0.031) 7.23× 10−07 0.997 0.996
Table 4.1 – Simulation results according to the models A and B, the cases 1 and 2 and
the value of a = 5, 20 and 50
The table gives the average mean squared errors (AMSE) for each situation and in brackets the corresponding
standard deviation. The column entitled “p-value” gives the p-value of a paired t-test performing in order to deter-
mine whether AMSE] is significantly less than AMSE?. The two last columns display the average coefficients of
determination (AR2).
The first general point to make about this study is that, when a = 5, regardless
the considered kind of model or case, the estimator r]n leads to better results since the
mean squared errors are significantly lower than with r?n. For instance, for Model A and
Case 2, the average of the mean squared errors is 0.007 using the estimator r]n and 0.093
with r?n. Moreover, it can be seen that the standard deviations are greater with r?n than
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with r]n. Secondly, we note that when the value of a increases, AMSE] is still higher
than AMSE? but the difference becomes narrower. Consequently, the higher the value
of a (less spatial dependency), the lower the difference between the results of the two
estimators is. In other words, our estimator r]n outperforms r?n when the spatial dependence
is important. However, the two estimators tend to give similar performance in case of
spatially independent fields. The low p-values (less than 7.23 × 10−07) confirm that r]n
produces less errors than r?n. Nevertheless, the probability of erroneously rejecting the null
hypothesis is highest when the value of a is equal to 20 or 50 rather than 5 (without one
exception) since the p-value increases with the value of a. Finally, we may note that the
R2 criterion strengthens the previous comments. In fact, the values AR2] are higher than
AR2? and the difference between them decreases as the value of a increases.
Insight into the performance of the two regression estimators can also be viewed from
graphical outputs. In fact, Figures 4.2, 4.3 and 4.4 illustrate different situations. The first
deals with spatially dependent data (a = 5) simulated from Model A and Case 2 of which
a representation of Y is depicted in Figure 4.2a. Figures 4.2b and 4.2c show squared errors
(more precisely, at each site j, [rn(Xj) − Yj]2 is represented) obtained using functions r]n
and r?n, respectively. These two figures confirm that our methodology generates less errors
than using the regression function r?n since the more colorful the representation is, the
greater the error is. Figure 4.3 considers lower spatial dependence (a = 20) simulated
from Model B and Case 1 for which the field Y is represented in Figure 4.3a. Figure
4.3b displays slightly less errors than in Figure 4.3c. Finally, Figure 4.4 gives summarized
results of Model B and Case 2, with almost independent spatial data (a = 50). The two
estimators seem to provide similar errors according to Figures 4.4b and 4.4c. It is not
surprising to note that when a is high the two estimators produce similar results. In fact,
in this situation, the bandwidths ρn are large and could take the maximal distance between
observations. In short, the two estimators work in an almost identical manner in lack of
spatial dependence.
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Figure 4.2 – Illustration of the results in the first considered situation
A simulated field considering Model A, Case 2 and a = 5 with (a) an image of the field Y ; (b) the
squared errors using r]n; (c) the squared errors using r?n
Regarding the bandwidths selection, we carried out a cross-validation procedure. This
selection is made differently, according to the situation, r]n and r?n. Firstly, with spatially
dependent data (a = 5) the selected bandwidths ρn have the smallest values. This result
was expected because when the spatial dependence is high, sites that are close together
tend to be more related than sites that are far apart. From Model A and Case 2, the
bandwidths ρn,opt, dealing with the kernel on the locations, are between 0.126 and 0.322.
For the bandwidth linked to the distance between the observations (according to K1),
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Figure 4.3 – Illustration of the results in the second considered situation
A simulated field considering Model B, Case 1 and a = 20 with (a) an image of the field Y ; (b)
the squared errors using r]n; (c) the squared errors using r?n
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Figure 4.4 – Illustration of the results in the third considered situation
A simulated field considering Model B, Case 2 and a = 50 with (a) an image of the field Y ; (b)
the squared errors using r]n; (c) the squared errors using r?n
the selection differs according to the considered estimator. In fact, the values of bn,opt
are widely lower considering r?n rather than r
]
n. For more details on the values of the
optimal bandwidths, through the 30 replications, Figure 4.5a displays the corresponding
boxplots. Secondly, when a = 20, considering Model B and Case 1, the values of ρn,opt
are slightly higher than when a = 5 with values comprised between 0.322 and 0.662 (see
Figure 4.5b). Finally, considering a = 50 with Model B and Case 2, the values of ρn,opt are
more scattered and higher than with a = 5 or 20 since it varies between 0.482 and 1.358
at each run (see Figure 4.5c). Moreover, for a = 20 and a = 50 the bandwidth selection
of bn,opt is equivalent using r]n or r?n (see Figures 4.5b and 4.5c). In these situations, the
value of ρn,opt varies at each run while the locations do not change. In fact, contrary to
the condition a = 5, the values of Xi,j(t) are more scattered and then imply a change in
the value of ρn,opt.
The previous study highlights the reliable performance of our estimator, particularly
in presence of spatial dependence. But a disadvantage may be that the cross-validation
procedure on the two parameters bn and ρn is very time-consuming. To this end, we tried
to deal with simulations considering a fixed bandwidth ρn as in Kelejian and Prucha (2007)
where it is advised to take dn = nρn = bn̂1/4c with b·c denotes the integer part. In our
case, with n̂ = 625 sites, the corresponding bandwidths would be ρn ≈ 0.20. It allows
to save time and obtain results that are quite satisfactory when the spatial dependence
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Figure 4.5 – Boxplots of b]n,opt, ρn,opt and b?n,opt respectively
The boxplots correspond to the 30 replications of the three following situations:
(a) Model A, Case 2 and a = 5; (b) Model B, Case 1 and a = 20; (c) Model B, Case 2 and a = 50
is high. More precisely, when a = 5 the results are similar or slightly worse than those
obtained by the cross-validation procedure on the two parameters: it is explained by the
fact that the cross-validation procedure chooses a value of ρn close to 0.20 (different at
each replication). Nevertheless, the fixed bandwidth ρn = 0.20 produces better results than
using the estimator r∗n. Note that the results depend largely on the spatial dependence
structure considered. However, the results are worse with weaker spatial dependence (a =
20 or 50). In fact, in some cases (depending on the spatial dependency) the performance
obtained by fixing ρn (according to the sample size n̂ as above) is poorer than those
obtained using the estimator r∗n. In this case, the cross-validation procedure on the two
parameters remains necessary.
4.4 Conclusion
This work proposes a new method to model spatial regression function for functional
random fields. Our main theoretical contribution was to derive the convergence in mean
square. One can see the proposed methodology as a good alternative to the classical kernel
approach for functional spatial data. More precisely, it is apparent that the proposed
approach is particularly well adapted to the spatial regression estimation, for functional
data, in presence of spatial dependence. This good behavior is observed both from an
asymptotic point of view and from a simulation study. However, in case of low spatial
dependence, the two estimators, herein called r]n and r?n, produce similar results.
In addition, this work offers very interesting perspectives of investigation. First of all,
a future work will be tied up to the uniform convergence of our estimator. Then, we
could improve the choice of bn and ρn which is outside the scope of this chapter. For
further study, we could investigate this new approach using local linear spatial regression
(see, for example, Hallin et al. (2004b)). Also, an adaptation of this method to issues
such as the spatial conditional mode or quantile regression estimation could be developed.
Application of the proposed regression estimator to real data, and more particularly to
data collected by the French Research Institute for Exploitation of the Sea (Ifremer) during
the campaign IBTS (International Bottom Trawl Survey), will be investigated. Moreover,
an other perspective is the study of regression estimation for continuous indexed spatial
functional fields {Zi, i ∈ RN} that can be applied to spatial prediction.
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4.5 Appendix
Some preliminary results for the proofs
In the following, we will often use the notation
K1i = K1
(
d(xj, Xi)
bn
)
and K2i = K2,ρn(‖j− i‖).
Let Wni =
K1iK2i∑
k∈In K1kK2k
with the convention 0/0 = 0, then ∑i∈InWni = 0 or 1. Thus,
we have
rn(xj) =

∑
i∈In
WniYi if
∑
i∈InWni = 1;
1
n̂
∑
i∈In
Yi otherwise.
Lemma 4.5. Under hypothesis H2, we have
E1/2
∑
i∈In
WniE(Yi|Xi)− r(xj)
2 = O(bn).
Lemma 4.6. Under hypotheses H1, H3, H4 or H5 and H6, we have
E1/2
∑
i∈In
Wni(Yi − E(Yi|Xi))
2 = O( 1n̂ρNn ϕxj(bn)
)1/2
.
Sketch of the proof for Lemma 4.6: The expressionWni(Yi−E(Yi|Xi)) is decomposed
in the sum of two terms, for which it is sufficient to show that:
1. ‖en(xj)‖2 =
∥∥∥ 1an,jE[K1i] ∑i∈In K1iK2i[Yi − E(Yi|Xi)]∥∥∥2 = O(n̂ρNn ϕxj(bn))−1/2. To ob-
tain this result, we let ξi = K1iK2i[Yi−E(Yi|Xi)] and study E
(∑
i∈In ξi
)2 = ∑i∈In E [ξ2i ]+∑
i,k∈S E [ξiξk] +
∑
i,k∈Sc E [ξiξk] with S = {i,k ∈ In, ‖i− k‖ ≤ Dn} and denote by
Sc the complementary of S. Moreover Dn is a sequence of real numbers tending to
∞ as n̂→∞.
2. P
[∑
i∈In K1iK2i ≤
an,ju
2
]
= O(n̂ρNn ϕxj(bn))−1/2 using the well-known spatial block
decomposition (Tran (1990)), Markov and Bernstein inequalities and Lemmas A.2
and 4.8, with u = E[K1i].
Lemma 4.7. Under the hypotheses of Lemma 4.6, we have
E1/2
 1
n̂
∑
i∈In
Yi − r(xj)
2 = O( 1n̂ρNn ϕxj(bn)
)1/2
.
Lemma 4.8. Under the hypotheses H1 and H3, we have
In(xj) +Rn(xj) = O
(
1
n̂ρNn ϕxj(bn)
)
.
where
In(xj) =
∑
i∈In
E
[(
Λi(xj)
)2] and Rn(xj) = ∑
i,k∈In
∑
i6=k
∣∣E [Λi(xj)Λk(xj)]∣∣
with Λi(xj) =
1
an,jE(K1i)
[K1iK2i − E(K1iK2i)].
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Proofs
Proof of Theorem 4.3
We study the expression ‖rn(xj)− r(xj)‖2 = (E[|rn(xj)− r(xj)|2])1/2.
rn(xj)− r(xj) =
∑
i∈In
WniE(Yi|Xi)− r(xj)
1[∑
i∈In Wni=1
]
+
∑
i∈In
Wni(Yi − E(Yi|Xi))
1[∑
i∈In Wni=1
]
+
 1
n̂
∑
i∈In
Yi − r(xj)
1[∑
i∈In Wni=0
]
‖rn(xj)− r(xj)‖2 ≤ E1/2[A]2 + E1/2[B]2 + E1/2[C]2
applying Minkowski’s inequality. The terms on the right-hand-side of the previous equation
are dealt in the Lemmas 4.5, 4.6 and 4.7 respectively. 
Proof of Lemma 4.5
E1/2[A]2 ≤ E1/2
∑
i∈In
Wni|r(Xi)− r(xj)|
1[∑
i∈In Wni=1
]2
≤ E1/2
∑
i∈In
Wni(C3 × d(Xi, xj))
1[∑
i∈In Wni=1
]2
≤ E1/2
C3 ×∑
i∈In
Wnibn
2
≤ E1/2 [C3 × bn]2
= O(bn),
by assumptions H1 and H2 (Lipschitz condition). 
Proof of Lemma 4.6
Let
G =
∑
i∈In
Wni[Yi − E(Yi|Xi)]
1[∑
i∈In Wni=1
] = (en(xj)
fn(xj)
)
1[∑
i∈In Wni=1
]
with
en(xj) =
1
an,jE [K1i]
∑
i∈In
K1iK2i[Yi − E(Yi|Xi)]
fn(xj) =
1
an,jE [K1i]
∑
i∈In
K1iK2i.
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Note that ∀i: 0 ≤ |Yi − E(Yi|Xi)| ≤ 2M , then, |G| ≤
∑
i∈InWni2M ≤ 2M .
|G| = |G|1[∑
i∈In K1iK2i>c
] + |G|1[∑
i∈In K1iK2i≤c
]
≤ |en(xj)|
fn(xj)
1[∑
i∈In K1iK2i>c
] + 2M × 1[∑
i∈In K1iK2i≤c
]
where c is a given constant. Let us take c = an,ju2 with u = E[K1i] ≤ C × ϕxj(bn) since by
assumption H1, we have
C1ϕxj(bn) ≤ E [K1i] ≤ C2ϕxj(bn).
If ∑i∈In K1iK2i > c = an,ju2 then fn(xj) > an,ju2an,jE [K1i] > 12 . Consequently,
‖G‖2 ≤ 2‖en(xj)‖2 + 2M
P
∑
i∈In
K1iK2i ≤ an,ju2
1/2 .
♦ ‖en(xj)‖2 = 1
an,jE [K1i]
E
∑
i∈In
ξi
2

1/2
where ξi = K1iK2iθi with θi = Yi − E(Yi|Xi).
Let Dn be a sequence of real numbers tending to ∞ as n̂ → ∞. Let S = {i,k ∈ In, ‖i −
k‖ ≤ Dn} and denote by Sc the complementary of S. Let Vj =
{
i,
∥∥∥ i−jn ∥∥∥ ≤ ρn} with
Card(Vj) = kn = CN n̂ρNn +O((n̂ρNn )β), see the definition of rn(xj). First, we are interested
in
E
∑
i∈In
ξi
2 = ∑
i∈In
E
[
ξ2i
]
+
∑
i,k∈S
E [ξiξk] +
∑
i,k∈Sc
E [ξiξk]
•
∑
i∈In
E
[
ξ2i
]
≤
∑
i∈In
E
[
(K1iK2i|θi|)2
]
≤ 4M2
∑
i∈In
K22iE
[
(K1i)2
]
≤ 4M2 × knE[(K1i)2]
≤ 4M2 × C22 × knϕxj(bn)
= O(n̂ρNn ϕxj(bn)),
since C21ϕxj(bn) ≤ E
[
K21i
] ≤ C22ϕxj(bn).
•
∑
i,k∈S
E [ξiξk] ≤ 4M2
∑
i,k∈S
K2iK2kE [K1iK1k]
≤ 4M2
∑
i,k∈S
K2iK2kP
[
(Xi, Xk) ∈ B(xj, bn)× B(xj, bn)
]
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By assumption H3, we have
∑
i,k∈S
E [ξiξk] ≤ 4M2C4
∑
i,k∈S
1[0,1]
(
ρ−1n
∥∥∥∥ j− in
∥∥∥∥)1[0,1] (ρ−1n ∥∥∥∥ j− kn
∥∥∥∥) (ϕxj(bn))1+1
≤ 4M2C4
∑
i,k∈Vj
1[0,1]
(‖i− k‖
Dn
)
(ϕxj(bn))1+1
≤ 4M2C4
∑
i∈Vj
∑
i−u∈Vj
1{u;‖u‖≤Dn}(ϕxj(bn))1+1
≤ 4M2C4knDNn (ϕxj(bn))1+1
•
∑
i,k∈Sc
E [ξiξk] ≤
∑
i,k∈Sc
|E (K1iK2iK1kK2kYiYk −K1iK2iE [Yi|Xi]K1kK2kE[Yk|Xk])|
and, since the function K1 and K2 are bounded, we get by applying Lemma A.1∑
i,k∈Sc
E [ξiξk] ≤ C
∑
i,k∈Sc
{ψ(1, 1)γ(‖i− k‖)} ≤ C
∑
i,k∈Sc∩Vj
γ(‖i− k‖)
≤ C2N
∑
k∈Vj
∑
k−u∈Vj,
‖u‖>Dn
γ(‖u‖)
≤ Ckn
∑
‖i‖>Dn
γ(‖i‖).
Since ∑‖i‖>Dn γ(‖i‖) ≤ C∑‖i‖>Dn ‖i‖−θ ≤ C∑‖i‖>Dn ‖i‖−θ‖i‖−N‖i‖N and ‖i‖ > Dn,
‖i‖−N ≤ (Dn)−N , we have
C
∑
‖i‖>Dn
‖i‖−θ‖i‖−N−1‖i‖N+1 ≤ C(Dn)−N−1
∑
‖i‖>Dn
‖i‖−θ‖i‖N+1
≤ CD−N−1n
∑
‖i‖>Dn
‖i‖N+1−θ
and then∑i,k∈Sc E [ξiξk] ≤ CknD−N−1n ∑‖i‖>Dn ‖i‖N+1−θ. The fact that θ > 4N > N+1
leads to choose Dn = (ϕxj(bn))
−1
N
+a with a > 0 and such that Na ≤ 1 − NN+1 . In fact,
these conditions lead to
D
−(N+1)
n = ϕxj(bn)(ϕxj(bn))
−(N+1)(Na−1)−N
N
= O
(
ϕxj(bn)
)
since −(N+1)(Na−1)−NN > 0. Moreover, this choice of Dn implies that∑
i,k∈S
E [ξiξk] ≤ 4M2C4knDNn (ϕxj(bn))1+1
≤ 4M2C4kn(ϕxj(bn))1+Na
= O(n̂ρNn ϕxj(bn))
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Consequently,
[
E
(∑
i∈In ξi
)2]1/2 = O(n̂ρNn ϕxj(bn))1/2 and ‖en(xj)‖2 = O (n̂ρNn ϕxj(bn))−1/2.
Second, we deal with
♦ P = P
∑
i∈In
K1iK2i ≤ an,ju2
 = P
∑
i∈In
(K1iK2i − E(K1iK2i)) ≤ −an,ju2

≤ P
 1
an,ju
∣∣∣∣∣∣
∑
i∈In
(K1iK2i − E(K1iK2i))
∣∣∣∣∣∣ ≥ 12

≤ P [∣∣Sn(xj)∣∣ ≥ ]
with Sn(xj) =
∑
i∈In Λi(xj) =
∑
i∈In
1
an,ju
(K1iK2i − E(K1iK2i)). We will now introduce
the spatial blocks decomposition introduced by Tran (1990) which will be useful after-
wards. Without loss of generality, we suppose that nk = 2bqk, for 1 ≤ k ≤ N . The random
variables Λi(xj) can be grouped into 2Nq1 . . . qN cubic blocks of size b. Let,
U(1,n, xj, j) =
(2jk+1)b∑
ik=2jkb+1,
k=1,...,N.
Λi(xj),
U(2,n, xj, j) =
(2jk+1)b∑
ik=2jkb+1,
k=1,...,N−1.
2(jN+1)b∑
iN=(2jN+1)b+1
Λi(xj),
U(3,n, xj, j) =
(2jk+1)b∑
ik=2jkb+1,
k=1,...,N−2.
2(jN−1+1)b∑
iN−1=(2jN−1+1)b+1
(2jN+1)b∑
iN=2jN b+1
Λi(xj),
U(4,n, xj, j) =
(2jk+1)b∑
ik=2jkb+1,
k=1,...,N−2.
2(jN−1+1)b∑
iN−1=(2jN−1+1)b+1
(2jN+1)b∑
iN=(2jN+1)b+1
Λi(xj)
and so on. Noticing that
U(2N−1,n, xj, j) =
2(jk+1)b∑
ik=(2jk+1)b+1,
k=1,...,N−1.
(2jN+1)b∑
iN=2jN b+1
Λi(xj)
U(2N ,n, xj, j) =
2(jk+1)b∑
ik=(2jk+1)b+1,
k=1,...,N.
Λi(xj)
for each integer 1 ≤ l ≤ 2N , we define T (n, xj, l) =
∑qk−1
jk=0
k=1,...,N.
U(l,n, xj, j). We obtain
Sn(xj) =
∑2N
l=1 T (n, xj, l). For  > 0,
P ≤ P
∣∣∣∣∣∣
2N∑
l=1
T (n, xj, l)
∣∣∣∣∣∣ > 
 ≤ 2NP(∣∣T (n, xj, 1)∣∣ > 2N
)
.
We enumerate in arbitrary manner the q̂ = q1 × . . . × qN terms U(1,n, xj, j) of the sum
T (n, xj, 1), and refer to them as W1, . . . ,Wq̂. Note that U(1,n, xj, j) is a measurable σ-
algebra generated by Xi, with i such that 2jkb + 1 ≤ ik ≤ (2jk + 1)b, k = 1, . . . , N .
4.5. Appendix 131
For all l = 1, . . . , q̂, the sets of the sites in Wl are separated by a distance of at least
equal to b. In addition, since K2 and K1 are bounded, we can write |Wl| ≤ C bNan,ju with
C = ‖K1‖∞‖K2‖∞ (where ‖ · ‖∞ is the sup norm). Lemma A.2 insures the existence of
some random variables W ∗1 ,W ∗2 , . . . ,W ∗q̂ such that
q̂∑
l=1
E|Wl −W ∗l | ≤ 2q̂C
bN
an,ju
ψ((q̂ − 1)bN , bN )γ(b)
≤ 2C n̂2NbN
bN
an,ju
ψ(n̂, bN )γ(b).
Markov inequality allows us to write
P
 q̂∑
l=1
|Wl −W ∗l | >

2N+1
 ≤ 2C n̂2NbN b
N
an,ju
ψ(n̂, bN )γ(b)2
N+1

,
and by Bernstein inequality, we have
P
 q̂∑
l=1
|W ∗l | >

2N+1
 ≤ 2 exp
 −
2/(2N+1)2
4∑q̂l=1 E(W ∗2l ) + 22N+1 bNan,juC

which leads to
P ≤ 2N+1 exp
 −
2/(2N+1)2
4∑q̂l=1 E(W ∗2l ) + 2−NC bNan,ju
+ 2N+1C n̂2NbN b
N
an,ju
ψ(n̂, bN )γ(b)2
N+1

Let δ > 0,
 = n = δ
(
log n̂
n̂ϕxj(bn)ρNn
)1/2
and b =
( n̂ϕxj(bn)ρNn
log n̂
) 1
2N
 .
Since the variables Wl and W ∗l have the same distributions, we have
q̂∑
l=1
EW ∗2l =
q̂∑
l=1
V ar(W ∗l ) =
q̂∑
l=1
V ar(Wl)
≤ In(xj) +Rn(xj),
and according to Lemma 4.8, we have ∑q̂l=1 EW ∗2l ≤ O ([n̂ρNn ϕxj(bn)]−1). Then,
P ≤ 2N+1 exp

−2
22N+2
(
4 Cn̂ρNn ϕxj (bn)
+ C2−N  bNan,ju
)
+ 2N+2C
n̂
an,ju
ψ(n̂, bN )b−θ−1
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Since C1kn ≤ an,j ≤ C2kn and kn = CNdNn +O(dβn), β < N , we have
P ≤ 2N+1 exp

−δ2 log n̂n̂ϕxj (bn)ρNn
22N+4C
n̂ρNn ϕxj (bn)
+ C2N+2δn̂ρNn ϕxj (bn)
+ 2N+2C n̂an,juψ(n̂, bN )b−θδ−1
(
n̂ϕxj(bn)ρNn
log n̂
)1/2
≤ 2N+1 exp {log n̂−a}+ 2N+2Cδ−1 n̂
an,ju
ψ(n̂, bN )
(
n̂ϕxj(bn)ρNn
log n̂
)N−θ
2N
≤ Cn̂−a + 2N+2Cδ−1 n̂
an,jϕxj(bn)
ψ(n̂, bN )
(
n̂ϕxj(bn)ρNn
log n̂
)N−θ
2N
with a = δ
2
22N+4C + CN2N+2δ
> 0. Note that n̂1−aϕxj(bn)ρNn tends to 0 for a > 1 and then
Cn̂−a = o
(
[n̂ϕxj(bn)ρNn ]−1
)
. Moreover a > 1 if and only if δ > 2N+1C(1+
√
4C) > 2N+1C
(with δ > 0). Now, we treat the second term. From assumptions on ψ(n,m), two cases
arise.
First case: ψ(n,m) ≤ C min(n,m), ∀n,m ∈ N
n̂ϕxj(bn)ρNn C2N+2δ−1
n̂
an,jϕxj(bn)
bN
(
n̂ϕxj(bn)ρNn
log n̂
)N−θ
2N
≤ n̂ρNn C2N+2δ−1
n̂
an,j
(
n̂ϕxj(bn)ρNn
log n̂
) 2N−θ
2N
≤ n̂ρNn CN2N+2δ−1
1
ρNn
(
n̂ϕxj(bn)ρNn
log n̂
) 2N−θ
2N
≤ CN
[
n̂ϕxj(bn)
2N−θ
4N−θ ρ
N(2N−θ)
4N−θ
n log n̂
θ−2N
4N−θ
] 4N−θ
2N
which tends to 0 according to hypothesis H4.
Second case: ψ(n,m) ≤ C(n+m+1)β˜, ∀n,m ∈ N. Note that ψ(n̂, bN ) ≤ C(n̂+bN+1)β˜ ≤
Cn̂β˜.
n̂ϕxj(bn)ρNn
C2N+2δ−1n̂
an,jϕxj(bn)
n̂β˜
(
n̂ϕxj(bn)ρNn
log n̂
)N−θ
2N
≤ n̂ρNn CN2N+2δ−1
1
ρNn
n̂β˜
(
n̂ϕxj(bn)ρNn
log n̂
)N−θ
2N
≤ CN
[
n̂ϕxj(bn)
N−θ
N(3+2β˜)−θ ρ
N(N−θ)
N(3+2β˜)−θ
n log n̂
θ−N
N(3+2β˜)−θ
]N(3+2β˜)−θ
2N
which tends to 0 according to hypothesis H5. Therefore, in the two cases, we have
P
∑
i∈In
K1iK2i ≤ an,ju2
 = O (n̂ρNn ϕxj(bn))−1
Consequently, ‖G‖2 = O
(
n̂ρNn ϕxj(bn)
)−1/2

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Proof of Lemma 4.7
Since Yi and r(·) are bounded, we have
E1/2[C] ≤ E1/2
∣∣∣∣∣∣ 1n̂
∑
i∈In
Yi − r(xj)
∣∣∣∣∣∣1[∑i∈In Wni=0]

≤ 2ME1/2
[
1[∑
i∈In Wni=0
]]
≤ 2M
P
∑
i∈In
K1iK2i = 0
1/2
≤ 2M
P
∑
i∈In
K1iK2i ≤ an,ju2
1/2
= O
(
1
n̂ρNn ϕxj(bn)
)1/2
,
using Lemma 4.6. 
Proof of Lemma 4.8
Firstly, we deal with In(xj) =
∑
i∈In E
[(
1
an,ju
K1iK2i
)2]−∑i∈In ( 1an,juE(K1iK2i))2.
∑
i∈In
E
( 1
an,ju
K1iK2i
)2 ≤ C 1
a2n,ju
2
∑
i∈In
K22iE
[
K21i
]
≤ C kn
a2n,ju
2E
[
K21i
]
≤ C
knϕxj(bn)
= O
(
[n̂ρNn ϕxj(bn)]−1
)
Then, we have In(xj) = O
(
[n̂ρNn ϕxj(bn)]−1
)
. We now treat the term Rn(xj). Since the
functions K1(·) and K2(·) are bounded, we get by applying Lemma A.1
|E [Λi(xj)Λk(xj)] | ≤ CK2iK2k
a2n,ju
2 ψ(1, 1)γ(‖i− k‖).
Let En be a sequence of real numbers tending to∞ as n̂→∞. Let T = {i,k ∈ In, ‖i−k‖ ≤
En} and denote by T c the complementary of T . Let R(1)n = ∑i,k∈T ∣∣E [Λi(xj)Λk(xj)]∣∣ and
R
(2)
n =
∑
i,k∈T c
∣∣E [Λi(xj)Λk(xj)]∣∣. Hence, Rn(xj) ≤ R(1)n +R(2)n . Moreover, using the same
arguments as in the proof of Lemma 4.6, we have
In(xj) +Rn(xj) = O
(
1
n̂ρNn ϕxj(bn)
)
.

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Résumé en français
Dans les chapitres 2, 3 et 4 qui précèdent, nous avons proposé des estimateurs qui
tiennent compte de la dépendance spatiale, et qui sont déduits d’une généralisation de
travaux en séries temporelles. Cependant, nous n’avons pas spécifié la structure de la
dépendance des erreurs. Dans ce chapitre, nous proposons une procédure permettant de
tenir compte de la dépendance tout en spécifiant la structure de dépendance des erreurs
dans un cadre de séries temporelles fonctionnelles. Cette procédure est une généralisation
d’un travail existant dans le cadre réel. Plus précisément, ce chapitre concerne l’étude
d’un modèle de régression Yt = r(Xt) + ut, t = 1, . . . , T , en séries temporelles lorsque
les variables explicatives Xt sont fonctionnelles, les variables réponses Yt sont réelles et
les termes d’erreurs ut sont autocorrélés. Plus précisément, les variables explicatives Xt
appartiennent à l’espace fonctionnel (E , d), muni de la semi-métrique d. La particularité de
ce chapitre est de proposer une approche basée sur l’estimateur à noyau qui permet de tenir
compte de l’information contenue dans le terme d’erreur. En effet, l’estimateur à noyau
classique (1.1), adapté au cadre des données fonctionnelles dans Ferraty et Vieu (2000),
ignore la structure de corrélation, induisant une perte d’information. Nous montrons que
l’information contenue dans le terme d’erreur ut permet d’améliorer l’estimation de la
fonction de régression. Notons que l’approche proposée existe dans la littérature pour
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données à valeurs réelles (voir Xiao et al. (2003)). L’idée principale est de transformer
le modèle de régression original de sorte que le terme d’erreur du modèle transformé
devienne non corrélé. Dans ce travail, nous supposons que le processus ut admette une
représentation autorégressive d’ordre 1, ut = t − a1t−1 où t est un processus i.i.d. de
moyenne nulle mais la méthode peut être généralisée à des ordres supérieurs. Le modèle
transformé s’écrit
Y t = r(Xt) + t
où Y t = Yt − a1 (Yt−1 − r(Xt−1)) est la série filtrée. Nous proposons d’estimer la fonction
de régression r(·) par
r(x) =
∑T
t=1 Y tK0
(
d(x,Xt)
h0
)
∑T
s=1K0
(
d(x,Xs)
h0
) , x ∈ (E , d)
où K0 est un noyau et h0 la fenêtre correspondante. Les propriétés asymptotiques de
cet estimateur sont étudiées. Sous certaines conditions, nous montrons la convergence en
moyenne d’ordre q dont les vitesses de convergence sont les suivantes
‖r(x)− r(x)‖q = O(hβ0 ) +O
(( 1
Tφ(h0)
)1/2)
.
Nous obtenons également la normalité asymptotique de r(x).
Cependant, en pratique, Y t est inconnu ce qui ne permet pas de calculer r(x). Pour
contourner cette difficulté, nous proposons d’approximer Y t par Ŷ t basé sur l’estimation
de a1. La procédure d’approximation est la suivante
1. Obtenir un estimateur consistant de r par la régression de Yt sur Xt, noté r̂, et
calculer les résidus estimés ût = Yt − r̂(Xt)
2. Estimer le coefficient a1 de l’autorégression de ût : ût = â1ût−1 + η avec η un bruit
i.i.d.
3. Approximer Y t, t = 2, . . . , T , c’est à dire Ŷ t = Yt − â1(Yt−1 − r̂(Xt−1)).
Ainsi, l’estimateur de la fonction de régression r que nous proposons est défini par
r˜(x) =
∑T
t=2 Ŷ tK1
(
d(x,X1)
h1
)
∑T
s=2K1
(
d(x,Xs)
h1
)
où K1 est un noyau et h1 est la fenêtre correspondante. Après avoir énoncé les hypothèses
nécessaires, nous montrons la normalité asymptotique de r˜(x).
Le comportement pratique de cet estimateur est également étudié. Nous l’appliquons
à des données simulées ainsi qu’à des données de concentration en ozone dans l’air. En
ce qui concerne l’application aux données réelles, nous avons adapté l’estimateur de la
régression à la prédiction. L’objectif étant de prédire la concentration en ozone à une
certaine date non observée à partir du passé. Lorsque le processus des erreurs présente
une forte corrélation, nous constatons que notre procédure permet d’améliorer les résultats
obtenus avec l’estimateur classique.
L’étude présentée dans ce chapitre est issue d’un travail en collaboration avec Sophie
Dabo-Niang (Université Charles de Gaulle) et Serge Guillas (University College London).
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5.1 Introduction
The use of functional random variables is spreading in statistical analyses due to the
availability of high frequency data and of new mathematical strategies to deal with such
statistical objects. The field is known as Functional Data Analysis (FDA). Applications
of FDA are growing across fields as diverse as energy studies (Antoniadis et al. (2014)),
linguistics (Aston et al. (2010)), atmospheric chemistry (Park et al. (2013)), and human
vision (Ogden and Greene (2010)). The functional variables are mainly curves, but surfaces
and manifolds are nowadays considered (e.g. Guillas and Lai (2010); Sangalli et al. (2013)).
For an introduction to this field as well as illustrations and applications, see Ramsay and
Silverman (2005). Besides, Ferraty and Vieu (2006) present nonparametric methods, suited
to such functional regression, with a more mathematical flavor. More recently, Cuevas
(2014) provides an updated survey of the state of the art in FDA theory.
Among the nonparametric functional regression methods, the kernel estimator is often
used to estimate the regression operator. It yields almost sure consistency in the case
of an independent sample (Ferraty and Vieu, 2002) or an α−mixing sample (Ferraty
et al., 2002a,b), but also asymptotic normality in the independent case (Ferraty et al.,
2007) with exact computation of all the constants for its precise use in practice. Masry
(2005) established the asymptotic normality of the nonparametric regression estimator for
strongly mixing processes albeit with abstract expressions of the constants so this is more
challenging to use in practice. Delsol (2007a, 2009) generalized the results of Ferraty et al.
(2007) to the case of an α-mixing dataset.
In this chapter, we consider the regression of a scalar random variable onto a func-
tional random variable. The estimation of the regression function is tackled by means of
a nonparametric kernel approach. Our regression model is:
Yt = r(Xt) + ut, t = 1, . . . , T, (5.1)
where the explanatory variable is functional (that is, Xt takes values in some possibly
infinite-dimensional space). Moreover, the stationary residual process ut is autocorrelated
and independent of Xt. We also assume some smoothness conditions on the unknown
functional operator r(·). Although, for the kernel methods proposed in the literature,
it is generally better to ignore the correlation structure entirely (the so-called “working
independence estimator”, e.g. Ruckstuhl et al. (2000), Lin and Carroll (2000)), we show
here that taking into account the autocorrelation of the error process helps improve the
estimation of the regression function.
We extend the kernel-based procedure proposed by Xiao et al. (2003) for estimating
r(x) in the time series regression model for multivariate explanatory variables x to a func-
tional setting. Xiao et al. (2003) showed that their procedure is more efficient than the
conventional local polynomial method. The main idea is to transform the original regres-
sion model, so that this transformed regression has a residual term that is uncorrelated.
This transformation depends on the function r(·) and on the parameters of the autoregres-
sive representation of u, since the regression function is nonlinear. The error correlation
structure is assumed to be an autoregressive process of order 1 for simplicity (but could
be extended to higher orders). Firstly, the parameters of the autoregressive representation
are estimated. In a second step, a transformation Ŷ t of the dependent variable Yt is con-
structed by plugging in the estimated autocorrelation parameter. Finally, the estimation
of r is carried out on this filtered series Ŷ t.
The remainder of this chapter is organized as follows. In Section 5.2, we introduce the
estimation method as well as some assumptions. We then provide asymptotic results for the
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estimator proposed. Section 5.3 is devoted to a simulation case study and an illustration
of our method for ozone levels over the US. The conclusion is done in Section 5.4 while
the proofs are given in the Appendix.
5.2 Assumptions and main results
Suppose that we have a sample {(X1, Y1), . . . , (XT , YT )}, where Xt ∈ (E , d), t = 1, . . . , T ,
is a random variable taking its values in a semi-metric space (E , d) of infinite dimension
and Yt ∈ R is the response from the nonparametric regression (5.1). We assume that the
residual process ut is stationary, has mean 0 with autocovariance function γu and has the
following invertible linear process representation (with bounded coefficients):
ut = c0t + c1t−1,
where the t are i.i.d. with mean 0, variance σ2 and E[|t|] < ∞ but which could be
generalized to the following form
ut =
∞∑
j=0
cjt−j
Without loss of generality, let c0 = 1. The coefficient c1 and the regression function r(·)
are unknown, except for the fact that r(·) is a smooth function.
5.2.1 Known autocorrelation parameter
In this section, we motivate the construction of the final estimate by considering the
unrealistic case where the autocorrelation is known. Let c(L) = ∑∞j=0 cjLj where L is the
usual lag operator. Inverting c(L), we obtain an autoregressive representation of ut. Let
c(L)−1 = a(L) = a0 −∑∞j=1 ajLj be the inverse operator, so we have a(L)ut = t. Here,
we consider a truncated version of a(L) at order 1, that is a(L) = a0−a1L. Applying a(L)
to the regression in Equation (5.1), we obtain
a(L)Yt = a(L)r(Xt) + t,
the error term in this transformed model is now uncorrelated. We write
Y t = r(Xt) + t, (5.2)
where Y t is the filtered series
Y t = Yt − a1 (Yt−1 − r(Xt−1)) .
If Y t were known then a nonparametric kernel regression of Y t on Xt would be more
efficient than the conventional kernel estimation. In this work, we employ a Nadaraya-
Watson estimator as introduced in Ferraty and Vieu (2004), Masry (2005), Dabo-Niang
and Rhomari (2009) where for any sample {Vt, Xt}, the estimation of the regression of Vt
onto Xt is ∑T
t=1 VtK
(
d(x,Xt)
h
)
∑T
s=1K
(
d(x,Xs)
h
) , x ∈ E
where K(·) is a function over [0,+∞[ called kernel, h > 0 is the bandwidth parameter
and d(·, ·) is a semi-metric. For x ∈ E fixed, let r̂(x) be the corresponding estimator with
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Vt = Yt and let r(x) be the corresponding estimator when Vt = Y t. Let K0 and K1 two
kernels over [0; +∞[, h0 and h1 the two corresponding bandwidths. We write
r(x) =
1
TE
[
K0
(
d(x,X1)
h0
)] T∑
t=1
Y tK0
(
d(x,Xt)
h0
)
1
TE
[
K0
(
d(x,X1)
h0
)] T∑
s=1
K0
(
d(x,Xs)
h0
) = r2(x)r1(x)
The two following theorems provide asymptotic results for the estimator r(x), and the
proofs are given in the Appendix. More precisely, the first deals with the mean of order
q convergence of this estimate while the second is about its asymptotic normality. The
necessary assumptions for having such results will be written down in Section 5.2.2.
Theorem 5.1. Assume H1-H4 (or, more precisely H1(1), H2(1), H3(1), H4, where in
H4, δ > max{q/2− 1, 1− 2/ν}, q > 1) and assume that Yt is bounded. Let Tφ(h0)→∞
as T →∞. Then, r(x) converges in mean of order q to r(x), more precisely, we have
‖r(x)− r(x)‖q = O(hβ0 ) +O
(( 1
Tφ(h0)
)1/2)
.
When the response variable Yt is unbounded, one can establish a convergence in proba-
bility of r, avoiding the restriction of boundedness of the response (even though the bound
assumed in the previous result can be arbitrarily large) using the result of Corollary 1 of
Masry (2005) which states that:
Proposition 5.2. Under assumptionsH1-H5 (or, more preciselyH1,H2,H3(1),H3(2),
H4 and H5)
lim
T→∞
r(x) = r(x) in probability.
The proof of this result is given in Masry (2005) (Corollary 1).
We now write
BT (x) = E[r(x)]− r(x)
and let ∆(i)t (x) = Ki
(
d(x,Xt)
hi
)
, Z(i)t (x) = [Y t − r(x)]∆(i)t (x) − E
[
(Y t − r(x))∆(i)t (x)
]
,
for i = 0, 1 (see below). In the following, d−→ denotes the convergence in distribution.
Theorem 5.3. Under assumptions H1-H5 (or more precisely H1, H2, H3(1), H3(2),
H4, H5)
(Tφ(h0))1/2 [r(x)− r(x)−BT (x)] d−→ N (0, σ2(x))
with σ2(x) = C2g2(x)
C21f1(x)
= lim
T→∞
φ(h0)V ar(Z(0)T (x))
E2(∆(0)1 (x))
, x ∈ (E , d) whenever f1(x) > 0.
Theorem 5.3 comes from Theorem 5 in Masry (2005). The functions g2(x), f1(x) and φ(h0)
are given in assumptions H1 and H3.
Remark 5.4. As stated in Masry (2005), if in addition to the assumptions of Therorem
5.3 we have Tφ(h0)h2β0 → 0 (it is a stronger assumption on the bandwidth parameter)
then one can remove the bias term from Therorem 5.3 that is (Tφ(h0))1/2 [r(x)−r(x)] d−→
N (0, σ2(x)).
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5.2.2 Unknown correlation structure, assumptions and main results
In practice, the coefficient c1 is unknown and therefore Y t is not computable, so the
regression Y t = r(Xt) + t and r(x) are unworkable. A feasible estimator is obtained by
replacing the left side of Equation (5.2) by an approximation of Y t based on the estimate
of a1. The proposed estimation procedure extends Xiao et al. (2003):
1. Obtain a preliminary consistent estimate of r by the regression of Yt on Xt with
corresponding kernel K0 and bandwidth h0 assuming i.i.d. errors. Denote the pre-
liminary estimate as r̂(Xt) and calculate the estimated residuals
ût = Yt − r̂(Xt).
2. Conduct an estimation of the AR(1) coefficients in the autoregression of ût: ût =
â1ût−1 + η, where η is an i.i.d. noise.
3. Construct an approximation of Y t, t = 2, . . . , T that is Ŷ t = Yt−â1 (Yt−1 − r̂(Xt−1)).
The proposed estimator of r(x) is then obtained from the regression of Ŷ t on Xt
with corresponding kernel K1 and bandwidth h1, resulting in the estimator r˜(x):
r˜(x) =
1
TE
[
K1
(
d(x,X1)
h1
)] T∑
t=2
Ŷ tK1
(
d(x,X1)
h1
)
1
TE
[
K1
(
d(x,X1)
h1
)] T∑
s=2
K1
(
d(x,Xs)
h1
)
Note that one can iterate this process, in case the initial estimate of the autocorrelation
is not accurate enough as the bias in this estimate will propagate to the filtered series
and hence to the estimation of r(x). In our numerical studies, we present both the initial
estimate and the estimate based on an additional iteration of the steps above.
Let us now explain in details the theoretical set-up that enables us to prove the asymp-
totic results of this work. We first assume that the error process {ut} is independent of
the process {Xt} and that E[t|Xt] = 0. Moreover, we consider that {Xt} is an α-mixing
process, the most general case of weakly dependent variables. In other words, we assume
that when |t − s| tends to infinity, Xt and Xs become roughly independent. Let Fba be
the σ-algebra of events generated by the random variables {Xt : a ≤ t ≤ b}. Recall that a
stationary process {Xt} is called strongly mixing (Rosenblatt (1956a)) if
sup
A∈F0−∞,B∈F∞k
|P(A ∩B)− P(A)P(B)| = α(k) −→
k→∞
0.
Our assumptions are listed below:
H1 (Smoothness)
(1) r(·) is a bounded Lipschitz function: |r(u)−r(v)| ≤ c3d(u, v)β for all u, v ∈ (E , d)
for some β > 0.
(2) Let g2(u) = V ar[Yt|Xt = u], u ∈ (E , d).
g2(u) is independent of t and is continuous in some neighborhood of x
sup
{u:d(x,u)≤h}
|g2(u)− g2(x)| = o(1) as h→ 0
Assume E|Yt|ν <∞ and E[|t|ν ] <∞, for some ν > 2. Assume
gν(u) = E[|Yt − r(x)|ν |Xt = u], u ∈ (E , d)
is continuous in some neighborhood of x.
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(3) Define
g(u, v;x) = E[(Yt − r(x))(Ys − r(x))|Xt = u,Xs = v], t 6= s and u, v ∈ (E , d)
Assume that g(u, v;x) does not depend on t, s and is continuous in some neigh-
borhood of (x, x).
H2 (Kernel) The kernels Ki, i = 0 or 1, are symmetric nonnegative bounded kernels
with compact support [0, 1] satisfying
(1)
∫
Ki(u)du = 1 and c1,i1[0,1] < Ki < c2,i1[0,1], c1,i and c2,i are two finite con-
stants.
(2) For j = 1, 2, we have Ij(h)→ Cj as h→ 0, for some positive constant Cj , with
Ij(h) =
1
φ(h)/h
∫ 1
0
Kji (u)φ′(hv)dv
where φ(·) is defined below.
Let B(x, h) be a ball centered at x ∈ (E , d) with radius h and let fk, k = 1, 2 and
3, be finite nonnegative functionals. Finally, we introduce the following notations,
where Fx(h) corresponds to the well-known notion of small ball probabilities (see
e.g. Dabo-Niang (2004), Ferraty and Vieu (2006)):
Fx(h) = P[Xt ∈ B(x, h)] := P[d(Xt, x) ≤ h]
F s,tx,x(h) = P[(Xt, Xs) ∈ B(x, h)× B(x, h)] := P[d(Xt, x) ≤ h, d(Xs, x) ≤ h]
F s,tx,y(h) = P[(Xt, Xs) ∈ B(x, h)× B(y, h)] := P[d(Xt, x) ≤ h, d(Xs, y) ≤ h]
H3 (Distributions)
(1) Fx(h) = φ(h)f1(x) as h→ 0, where φ(0) = 0 and φ(h) is absolutely continuous
in a neighborhood of the origin and f1(Xt) is uniformly bounded and bounded
away from zero.
(2) supt6=s F s,tx,x(h) ≤ ψ1(h)f2(x) as h→ 0, where ψ1(h)→ 0 as h→ 0 and f2(Xt) <
∞ is uniformly bounded and bounded away from zero.
Assume that the ratio ψ1(h)/φ2(h) is bounded. It is also supposed that ∃ζ1 ∈
(0, 1), 0 < Fx,x(h) = O(φ(h)1+ζ1).
(3) supt6=s F s,tx,y(h) ≤ ψ2(h)f3(x, y) as h → 0, where ψ2(h) → 0 as h → 0 and
f3(Xt, Xs) <∞ is uniformly bounded and bounded away from zero.
Assume that the ratio ψ2(h)/φ2(h) is bounded.
H4 (Mixing)
∞∑
l=1
lδ[α(l)]1−2/ν <∞
for some ν > 2 and δ > 1− 2/ν. Note that ν is the order of the moment in H1(2).
H5 Let hi → 0, h0/h1 → 0 and log TT 1/2φ(h0) → 0 as T →∞. Let {vT } be a sequence of posi-
tive integers satisfying vT →∞ such that vT = o((Tφ(h0))1/2) and (T/φ(h0))1/2α(vT )→
0, Th2β0 → 0 as T →∞.
Remark 5.5.
- Hypotheses H1(1) is a mild smoothness assumption for kernel functions in nonpara-
metric estimation whereas hypotheses H1(2) and H1(3) are continuity assumptions
on certain second-order moments.
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- Hypothesis H2(1) on the kernel is standard. From hypothesis H2(2), if the kernel
Ki satisfies 0 < c1 ≤ Ki(t) ≤ c2 < ∞, then c1 ≤ Ij(h) ≤ c2. In fact, this assump-
tion yields an expression of the asymptotic variance (rather than upper and lower
bounds).
- Hypotheses of type H3 were proposed in Masry (2005) and have been motivated by
the work of Gasser et al. (1998). These hypotheses are linked to the volume of an
n-ball. When X ∈ Rd, f1(x) refers to the probability density of the random variable
X and φ(h) is the volume of the unit ball in Rd. Assumptions H3(2) and H3(3)
concern the behavior of joint distribution.
- Hypothesis H4 is a standard assumption on the decay of the strongly mixing coeffi-
cient α(l) and hypothesisH5 concerns the rate of the decay of the mixing coefficient.
The following theorem gives the asymptotic normality of the estimator r˜(x) based on
the transformation of the dependent variable.
Theorem 5.6. Under assumptions H1-H5, we have
(Tφ(h1))1/2[r˜(x)− r(x)−BT (x)] d−→ N (0, σ2(x))
with σ2(x) = C2g2(x)
C21f1(x)
= lim
T→∞
φ(h1)V ar(Z(1)T (x))
E2(∆(1)1 (x))
, x ∈ (E , d) whenever f1(x) > 0.
The following theorem gives a consistency result of the estimator r˜(x).
Theorem 5.7. Under assumptions H1-H5,
lim
T→∞
r˜(x) = r(x) in probability.
Remark 5.8. One can establish a convergence in probability of r˜(x) with rate (for instance
assuming for simplicity the boundedness of the response, even though the bound can be
arbitrarily large) and state that:
|r˜(x)− r(x)| = Op(hβ0 ) + op
(√
1
Tφ(h1)
)
under conditions of Theorem 5.1 in addition to H3(2), H3(3) and H5.
The proofs of these theorems are postponed in the Appendix section.
5.3 Numerical results
5.3.1 Simulation study
We investigate the proposed estimator on simulated data. The functional observations
Xt (with t = 1, . . . , T ) are defined by Xt(w) = 1+10e0,t+3e1,tw2 +4e2,t(1−w)3, w ∈ [0, 1]
where e0,t, e1,t and e2,t are i.i.d. N (0, 1). Example of some simulated curves are illustrated
on Figure 5.1. We take r(x) =
√
|0.5 ∫ 10 x4dx|. The error process ut is an AR(1) process,
that is ut = t + ρt−1. Various values of ρ are considered. The number of replications is
200. We report the relative efficiency (denoted as RE) calculated based on the ratio of
squared errors. Table 5.1 describes summary statistics of the relative efficiency for T = 200
whereas Table 5.2 gives the average of the relative efficiency for different values of T . RE1
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Figure 5.1 – Example of 200 simulated curves Xt
reports the relative efficiency of the proposed efficient estimator r˜(x) over the conventional
estimator r̂(x), and RE2 concerns the relative efficiency of the iterated estimator, over
r̂(x). We did not implement the efficient estimator of Xiao et al. (2003) as we only consider
here for simplicity the case of one lag, but the efficient estimator could be used in our con-
text with larger lags than one. Instead we here report results about the iterated estimates.
The semi-metric d(·, ·) for computing proximities between curves Xt plays a major role and
depends on the specified statistical problem and dataset. After trying some semi-metrics
which can select most of the pertinent information of the curves, we choose d(·, ·) inside the
family of principal component semi-metrics (see Ferraty and Vieu (2006)) which is defined
by dPCAq (Xi, X) =
√∑q
k=1 (
∫
[Xi(t)−X(t)]vk(t)))2 where v1, v2, . . . are the orthonormal
eigenfunctions of the covariance operator and q is a tuning parameter whose the value
is 4 in this simulation study. Regarding the implementation of the estimators, we use
the quadratic kernel (Epanechnikov) (defined by K(x) = 34
(
1− x2)1[−1;+1](x)). Another
choice to make is the bandwidth parameters. It is well known that the performance of the
kernel estimate depends on the choice of the window parameter. The bound in Remark
5.8 allows us to choose the window parameters that minimize this bound. This choice of
the bandwidths leads to be optimal in the finite dimensional case. In practice, a useful
bandwidth choice method is cross-validation as follows.
1. We consider the preliminary estimate r̂ of r by the regression of Yt on Xt with
quadratic kernel K, the semi-metric dPCA4 and data driven bandwidth h
opt
0 assuming
i.i.d. errors (see Ferraty and Vieu (2006) for more details):
hopt0 = arg min
h
T∑
t=1
(Yt − r̂−t(Xt))2
where
r̂−t(x) =
T∑
u=1,u6=t
YuK
(
d(x,Xu)
h0
)
∑T
s=1,s6=tK
(
d(x,Xs)
h0
)
We calculate the estimated residuals ût = Yt − r̂(Xt).
2. We conduct an estimation of the AR(1) coefficients in the autoregression of ût:
ût = â1ût−1 + η, as in Section 5.2.2. We construct Ŷ t = Yt − â1 (Yt−1 − r̂(Xt−1)),
t = 2, . . . , T and the estimate r˜(x) from the regression of Ŷ t on Xt with quadratic
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kernel K, the semi-metric dPCA4 and optimal data driven bandwidth h
opt
1 in the same
way as above, replacing r̂(x) by r˜(x) resulting in:
hopt1 = argmin
h
T∑
t=2
(Yt − r˜−t(Xt))2.
The results in Table 5.1 show that there is great variability in the improvements across
replications. The inter-quartile ranges of the relative efficiencies are nevertheless tight:
typically within 0.1-0.2, except when the improvements are large (e.g. for ρ = 0.9). The
mean improvements for the estimator is always positive except when ρ = 0.1, a very
small level of autocorrelation. The iterated estimator is much less efficient than the initial
estimator. It seems that the additional steps are adding several layers of noise in the
procedure and therefore degrade the estimation. Table 5.2 allows us to see the effect of
sample size on the mean relative efficiency. It seems that such benefit is stronger whenever
the autocorrelation is higher (as expected to be able to capture it properly).
ρ RE Min Q1 Med Mean Q3 Max
0.99 1 0.1114 0.9162 0.9788 0.9046 1.0010 1.1290
2 0.1392 0.9279 0.9806 0.9398 1.0350 1.6170
0.95 1 0.1359 0.6961 0.8795 0.8149 0.9717 1.1530
2 0.2483 0.7643 0.9453 0.9177 1.0850 1.7290
0.90 1 0.1436 0.5672 0.7786 0.7276 0.9132 1.5420
2 0.1182 0.7430 0.8951 0.9052 1.0790 2.5070
0.80 1 0.2637 0.6776 0.7976 0.8050 0.9366 1.5400
2 0.3677 0.8257 0.9993 1.0400 1.2040 2.5230
0.60 1 0.3909 0.7671 0.8894 0.8929 1.0160 1.7520
2 0.5705 0.9222 1.0900 1.1440 1.2790 3.7060
0.50 1 0.4097 0.8226 0.9410 0.9340 1.0290 1.4030
2 0.6234 0.9793 1.1050 1.1310 1.2430 2.8680
0.25 1 0.6937 0.9467 0.9959 0.9979 1.0410 1.3910
2 0.6331 0.9716 1.0250 1.0520 1.1000 1.7120
0.10 1 0.8446 0.9820 1.0030 1.0120 1.0280 1.5180
2 0.8606 0.9795 1.0110 1.0330 1.0570 1.5310
Table 5.1 – Elementary statistics of the relative efficiency for T=200
T 100 200 500
ρ RE1 RE2 RE1 RE2 RE1 RE2
0.99 0.922 0.975 0.905 0.940 0.848 0.862
0.95 0.836 0.927 0.815 0.918 0.779 0.874
0.90 0.831 1.015 0.728 0.905 0.739 0.900
0.80 0.837 1.058 0.805 1.040 0.775 1.008
0.60 0.925 1.189 0.893 1.144 0.884 1.116
0.50 0.968 1.193 0.934 1.131 0.936 1.144
0.25 1.016 1.084 0.998 1.052 0.993 1.071
0.10 1.011 1.041 1.012 1.033 1.007 1.025
Table 5.2 – Mean of the relative efficiency for T = 100, 200 and 500
The efficiencies for functional data seem better than for univariate time series (Xiao
et al. (2003)), although Xiao et al. (2003) considered an ARMA(1,1) case - and an AR(2)
pre-whitening - in their simulations that is more challenging (but in dimension one, not in
infinite dimension as here). Indeed in Xiao et al. (2003), the relative improvement was never
below 0.85. Here, we can reach average reductions below 0.75 for high correlation and long
enough time series to capture this high level of correlation accurately. According to Ferraty
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and Vieu (2006), the curse of dimensionality, a well-known concept in nonparametric
inference, does not affect functional data with high correlation. This, combined with an
appropriate choice of the semi-metric, can explain the fact that the efficiencies seem better
in functional context than univariate on. One illustration is given on Figure 5.2: for one
replication, considering T = 200 and a value of ρ = 0.9, one can see, first, a zoom of the
curves and then all the series. The black curve displays the true function r(·), the dotted
blue curve corresponds to the standard kernel estimation whereas the red and green curves
correspond to the proposed estimator with one or two iterations respectively. Note that in
this case the common estimate of the curve is far from the true curve. On the contrary, the
curves obtained considering our methodology not only have the same shape as the true
curve but are very close to the truth. In this case, the information of the autocorrelation
function of the error process clearly improves the quality of the regression estimation.
However, when the autoregressive parameter is smaller, as expected, our methodology
does not improve the results obtained through the standard kernel procedure that does not
account for correlation in the errors. For example, Figure 5.3 shows the curves obtained
considering ρ = 0.25 for one replication. We cannot see large differences between the
displayed curves. The three estimation curves are closed to the curve representing the true
function.
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Figure 5.2 – Illustrations of the results for T = 200 and ρ = 0.9
The black curve displays the true function r(·), the dotted blue curve corresponds to the standard
kernel estimation whereas the red and green curves correspond to the proposed estimator with one
or two iterations respectively. On the left: a zoom of the curves. On the right: all the series.
5.3.2 Real data application
Here, we illustrate our methodology for the ozone concentration forecasting problem
and compare our predictions with the ones obtained using the classical kernel regression
model for functional data. The goal is to forecast ground-level ozone concentrations using
observations from monitoring stations within the south-eastern US region, over a span of
3 months in the summer of 2005. These forecasts may contribute to better public health:
for example, hourly forecasts made one day ahead of this harmful pollutant allow people
avoid outdoor activities likely to damage their health (Ettinger et al. (2012)).
We are given the ozone concentration for different stations for every hour from June
2 to August 31, 2005 (that is 91 days). Since some of the stations had missing values,
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Figure 5.3 – Illustrations of the results for T = 200 and ρ = 0.25
The black curve displays the true function r(·), the dotted blue curve corresponds to the standard
kernel estimation whereas the red and green curves correspond to the proposed estimator with one
or two iterations respectively. On the left: a zoom of the curves. On the right: all the series.
we use linear interpolation to estimate the missing values. We are interested in 1-day
ozone forecasting (specifically, r-hours ahead ozone forecasting, for r = 1, . . . , 24). We
denote the ozone concentration at time t by Z(t) where t refers to the day and the hour
of observation. We suppose that Z(t) is observed for t ∈ [1; 2160) (24 hours × 90 days)
and we are interested in predicting Z(2160 + r) for r = 1, 2, . . . , 24. In order to apply the
functional methodology, we cut the original time series into a set of daily functional data.
Here, we have decided to predict future ozone concentration by using the concentration
data for the whole last day (24 hours). Then, in order to illustrate our purpose, we will
not use the 91th day and we will predict it by means of the data corresponding to the 90
previous ones. Then, as presented in Ferraty and Vieu (2006), for fixed r, the data will be
reorganized into a functional explanatory sample {Xi, i = 1, . . . , 89} which will be loaded
in the following 89× 24 matrix:
Z(1) Z(2) · · · Z(24)
Z(25) Z(26) · · · Z(48)
...
Z(2113) Z(2114) · · · Z(2136)
and a response real sample {Y (r)i , i = 1, . . . , 89}, which will be loaded in the following
89-dimensional vector:
Z(24 + r) Z(48 + r) · · · Z(2136 + r)
For a fixed horizon r, we will predict the value of Z(2160 + r). In the following,
the predictions have been achieved for any value of r = 1, 2, . . . , 24. Note that in our
procedure several parameters need to be selected. For the kernel, we use the quadratic one.
Cross-validation methods, expressed in terms of k-nearest neighbours, are used for (local)
smoothing parameter selection (see Chapter 7 in Ferraty and Vieu (2006)). Moreover, we
use a semi-metric based on the first functional principal components of the data curves.
Finally, we proceed in the following way:
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1. Select the horizon prediction r and organize the data as it is explained previously;
2. Predict Y (r)90 , at fixed horizon r, by the classical kernel regression approach with a
local choice of the number k of neighbors:
Ŷ
(r)
90 = r̂(X90) =
∑89
i=1 Y
(r)
i K
(
d(Xi,X90)
hkopt(Xi0 )
)
∑89
i=1K
(
d(Xi,X90)
hkopt(Xi0 )
) (5.3)
where i0 = arg min
i=1,...,89
d(X90, Xi) and hkopt(Xi0 ) is the bandwidth corresponding to
the optimal number of neighbors at Xi0 obtained by
kopt(Xi0) = arg min
k
∣∣∣∣∣∣∣∣Yi0 −
∑n
i=1,i6=i0 YiK
(
d(Xi,Xi0 )
hk(Xi0 )
)
∑n
i=1,i6=i0 K
(
d(Xi,Xi0 )
hk(Xi0 )
)
∣∣∣∣∣∣∣∣ (5.4)
3. At step (2), during the learning step, the 89 response variables are estimated, denoted
ei, i = 1, . . . , 89. Then, we construct the residual terms {ûi}, where for i = 1, . . . , 89,
ûi = Ŷi − ei. We estimate the AR(1) coefficient, a1, in the autoregression of ût.
4. Construct Ŷ i, i = 2, . . . , 89, as explained in Section 5.2.2, and do Step (2)
Y˜
(r)
90 = r˜(X90) =
∑89
i=2 Ŷ
(r)
i K
(
d(Xi,X90)
hkopt(Xi0 )
)
∑89
i=2K
(
d(Xi,X90)
hkopt(Xi0 )
) (5.5)
We apply the previous procedure on Station 17 to predict ozone on August 31st, the
91st day. For this station, it is better to consider the squared root of the data in order to
keep distributions roughly normal. The series of square root of observations are represented
in Figure 5.4. On the middle panel of this figure, the square roots of daily curves are plotted
and the red curve represents the curve we want to forecast. The results obtained at Step
(2) (by the classical kernel method) are displayed in blue on the right panel of Figure 5.4
whereas those of Step (4) (from our procedure presented in Section 5.2.2) are displayed in
red. From this figure, one can observe that our method improves upon the results obtained
with classical method, in particular for the second half of the day. In fact, the estimated
coefficients in the autoregression of ûi are higher for that part of the day, see Table 5.3. In
addition, we compute the mean squared errors (MSE) to compare the results obtained by
the different methods. For Station 17, the MSE from the classical approach is 4.4 whereas
with our approach it is reduced to 3.3. Again we note that the fact of taking into account
the autocorrelation in the error process allows to improves ozone forecasting.
r 1 2 3 4 5 6 7 8 9 10 11 12
â1 0.11 0.04 0.03 −0.05 −0.15 −0.11 0.03 0.12 −0.02 0.01 −0.02 0.13
r 13 14 15 16 17 18 19 20 21 22 23 24
â1 0.22 0.20 0.23 0.35 0.28 0.33 0.30 0.20 0.18 0.12 0.13 0.16
Table 5.3 – Station 17: for horizon prediction r, estimated autoregressive coefficient â1
Now, we present results from three other stations and/or situations. Firstly, we consider
the situation where we want to predict ozone concentrations on August 30, that is the 90th
day, from the 89 previous day, at Station 86. We consider here the raw data (not the square
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Figure 5.4 – Ozone concentrations at Station 17
Left: square root of all the series. Middle: considered curves. Right: predictions.
roots, as the analyses for this station works without a transformation), plotted in Figure
5.5. On the middle panel of this figure daily curves are plotted and the red curve represents
the curve we want to forecast. The predictions are presented on the right panel of this
figure and the estimated AR(1) coefficients are given in Table 5.4. The overall results are
similar to the previous case.
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Figure 5.5 – Ozone concentrations at Station 86
Left: entire series. Middle: considered curves. Right: prediction.
r 1 2 3 4 5 6 7 8 9 10 11 12
â1 −0.10 −0.16 −0.11 −0.01 0.09 0.06 0.13 0.03 0.24 0.09 0.01 0.14
r 13 14 15 16 17 18 19 20 21 22 23 24
â1 0.21 0.22 0.26 0.26 0.29 0.31 0.31 0.28 0.26 0.25 0.25 0.13
Table 5.4 – Station 86: for horizon prediction r, estimated autoregressive coefficient â1
For the two following situations, the considered curves are constructed differently.
Firstly, instead of considering the day from 00h to 23h, we choose that each day begins
at 5am. This choice is based on the possibility of releasing warnings in the morning for
the population to decide on its daily activities. Then we predict ozone concentrations in
August 31 from 5am to 11pm. The corresponding illustrations and results are given on
Figure 5.6 and Table 5.5.
Finally, for Station 93, we define the day as times from 8am to 8pm. The goal here
is to predict ozone concentrations in August 31, from 8am to 8pm. The corresponding
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Classical kernel estimations - mse = 239.24
AR(1) kernel estimations - mse = 175.74
Figure 5.6 – Ozone concentration at Station 22
Left: entire series. Middle: considered curves. Right: predictions.
r 1 2 3 4 5 6 7 8 9 10 11 12
â1 −0.5 −0.03 −0.05 −0.06 −0.03 −0.04 −0.01 −0.06 0.11 0.21 0.24 0.22
r 13 14 15 16 17 18 19
â1 0.19 0.16 0.22 0.27 0.31 0.28 0.21
Table 5.5 – Station 22: for horizon prediction r, estimated autoregressive coefficient â1
illustrations and results are given on Figure 5.7 and Table 5.6.
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Figure 5.7 – Ozone concentrations at Station 93
Left: entire series. Middle: considered curves. Right: predictions.
r 1 2 3 4 5 6 7 8 9 10 11 12 13
â1 0.16 0.32 0.25 0.28 0.13 0.02 0.09 0.16 0.14 0.18 0.24 0.18 0.25
Table 5.6 – Station 93: for horizon prediction r, estimated autoregressive coefficients â1
To conclude, the three last studied cases also show that in using our methodology can
improve the ozone concentration predictions obtained with the classical kernel regression
estimate.
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5.4 Conclusion
We have developed a two-stage procedure in order to estimate a nonlinear functional
regression where the explanatory variable is functional and the residual process is station-
ary and autocorrelated. We have used the information of the autocorrelation function of
the error process to improve the regression function kernel-based estimation. The asymp-
totic normality of our estimator is proved under some conditions. Some numerical results
from a simulation case study and an application on real data illustrate the benefit of using
this approach. Our methodology improves the standard kernel estimator in presence of
highly autocorrelated data.
Potential improvements relate to the optimal implementation of our method. Indeed,
the numerical illustrations indicate that there is a “sweet spot” where the number of
time points provide enough information relative to the autocorrelation level to allow an
optimal reduction of the prediction error. Another aspect is that for small autocorrelation
levels, our approach deteriorates slightly the prediction errors compared to the use of
independence-based kernel methods. An improved methods should account for that fact
and revert back to the basic independence-based kernel methods in these regimes.
Finally, our approach could be extended to other time series of functional data. Aue
et al. (2014) recently provided a dimension reduction technique with functional principal
components (FPC) analysis that enables the use of vector-valued time series of FPC scores.
However, this model did not allow of autocorrelation in the residuals that can still be
present as we show in our ozone application above. A combination of the two approaches
would have the potential to further improve the quality of predictions.
5.5 Appendix
Preliminary result for the proof
We use ‖x‖q = (E(xq))1/q to denote the norm Lq of x and C to signify a generic positive
constant whose exact value may vary from case to case. The following lemma, used in the
proof of Theorem 5.1, gives bounds for even moments of sum of strongly mixing random
variables whose proof is given in Cox and Kim (1995).
Lemma 5.9. From Cox and Kim (1995)
Let ξ(t) be a strong mixing process. Let r be a positive integer and assume Eξ(t) = 0 and
that for some ν > 2,
Mνr = sup
t
{‖ξ(t)‖νr} = sup
t
{(E|ξ(t)|νr)1/(νr)} ≤ 1.
Suppose further that there is a constant V not depending on t such that
E[|ξ(t)|k] ≤ V, 2 ≤ k ≤ 2r.
Finally, assume that the mixing coefficients satisfy
∞∑
t=1
tr−1α(t)1−2/ν ≤ ∞.
Then there exists a constant C depending on r but not depending on the distribution of
ξ(t) nor on V , T , nor P such that
E
( T∑
t=1
ξ(t)
)2r ≤ C{T rM2rνr ∞∑
t=P
tr−1α(t)1−2/ν +
r∑
j=1
T jP 2r−jV j}
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for any integer T and P with 0 < P < T .
Lemma 5.10. Under assumptions H1-H5,
QT1 = Op
(√
1
Tφ(h1)
)
+Op
( log T
Tφ(h0)φ(h1)1/2
)
= op
(√
1
Tφ(h1)
)
Lemma 5.11. Under assumptions H1-H4,
QT2 = Op
(
hβ0 +
log T
Tφ(h0)
)
= Op
(
hβ0
)
+ op
(√
1
Tφ(h1)
)
Lemma 5.12. Under assumptions H1-H5,
QT3 = Op
(
hβ0 + T−1/2 +
log T
Tφ(h0)
)
= Op
(
hβ0
)
+ op
(√
1
Tφ(h1)
)
Proofs
Proof of Theorem 5.1
Let Wt = ∆
(0)
t (x)∑T
t=1 ∆
(0)
t (x)
and adopt the convention 00 = 0. Then, we can write
r(x) =
{ ∑T
t=1WtY t, if
∑T
t=1Wt = 1,
1
T
∑T
t=1 Y t, otherwise.
r(x)− r(x) =
(
T∑
t=1
Wt [E(Y t|Xt)− r(x)]
)
1[∑T
t=1Wt=1
]
+
(
T∑
t=1
Wt [Y t − E(Y t|Xt)]
)
1[∑T
t=1Wt=1
] + ( 1
T
T∑
t=1
Y t − r(x)
)
1[∑T
t=1Wt=0
]
‖r(x)− r(x)‖q ≤ ‖A‖q + ‖B‖q + ‖C‖q applying Minkowski’s inequality.
• ‖A‖q = E1/q
[
T∑
t=1
Wt [r(Xt)− r(x)]
]q
≤ E1/q
[
C
T∑
t=1
Wtd(Xt, x)β
]q
≤ E1/q
[
C
T∑
t=1
Wth
β
0
]q
≤ E1/q
[
Chβ0
]q
= O(hβ0 ) using assumption H1(1).
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• ‖B‖q = ‖D‖q1[∑T
t=1Wt=1
]
where
D =
T∑
t=1
Wt [Y t − E(Y t|Xt)] =
r∗2(x)
r1(x)
with r∗2(x) =
1
TE
[
∆(0)1 (x)
] T∑
t=1
∆(0)t (x) [Y t − E(Y t|Xt)]. We note that ∀t : 0 ≤ |Y t −
E(Y t|Xt)| ≤ C since Yt is bounded, then, |D| ≤
T∑
t=1
WtC ≤ C.
|D| = |D|1[∑T
t=1 ∆
(0)
t (x)>c
] + |D|1[∑T
t=1 ∆
(0)
t (x)≤c
]
≤ |r¯
∗
2(x)|
r1(x)
1[∑T
t=1 ∆
(0)
t (x)>c
] + C1[∑T
t=1 ∆
(0)
t (x)≤c
]
where c is a given real constant. We take c = Tu2 with u = E
[
∆(0)t (x)
]
and by assumption
H2(1) we have
c1,0P[Xt ∈ B(x, h0)] ≤ E
[
∆(0)t (x)
]
≤ c2,0P[Xt ∈ B(x, h0)]
c1,0Fx(h0) ≤ E
[
∆(0)t (x)
]
≤ c2,0Fx(h0)
Since Fx(h0) is a probability, 0 ≤ Fx(h0) ≤ 1 then 0 ≤ E
[
∆(0)t (x)
]
≤ c2,0. If∑Tt=1 ∆(0)t (x) >
Tu
2 then, r1(x) >
Tu
2TE
[
∆(0)1 (x)
] > Tu2Tu > 12 and therefore |r∗2(x)|r1(x) < 2|r∗2(x)|, for T large
enough. Consequently,
|D| ≤ C|r∗2(x)|+ C1[∑T
t=1 ∆
(0)
t (x)≤Tu/2
]
‖D‖q ≤ C‖r∗2(x)‖q + C
(
P
[
T∑
t=1
∆(0)t (x) ≤ Tu/2
])1/q
. ‖r∗2(x)‖q =
1
TE
[
∆(0)1 (x)
]
E( T∑
t=1
ξt
)q1/q ,
where ξt = ∆(0)t (x) [Y t − E(Y t|Xt)]. We are interested in the term E
(∑T
t=1 ξt
)q
. In the
following, we assume that q = 2r where r is a positive integer (r > 1 to satisfy mixing
conditions). If q takes values different than 2r, just apply Hölder’s inequality. Note that
ξt is a strong mixing process such that E(ξt) = 0.
For some ν > 2,
Mνr = sup
t
{(E|ξt|νr)1/(νr)} = O(φ(h0)1/(νr)) ≤ 1.
for T large enough. Then, by assumptions H2(1) and H3(1), there is a constant V not
depending on t such that
E[|ξt|k] ≤ V = O(φ(h0)), 2 ≤ k ≤ 2r.
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Considering assumption H4 and Lemma 5.9 (Theorem 1 of Cox and Kim (1995)), there
exists a constant C depending on r but not depending on the distribution of ξt nor on V ,
T , nor P such that
E
( T∑
t=1
ξt
)2r ≤ C{T rM2rνr ∞∑
t=P
tr−1α(t)1−2/ν +
r∑
j=1
T jP 2r−jV j}
≤ C{T rφ(h0)2/ν
∞∑
t=P
tr−1α(t)1−2/ν +
r∑
j=1
T jP 2r−jV j}
for any integer T and P with 0 < P < T . Let P = bφ(h0)−(r−2/ν)/(δ−r+1)c, where b·c
denotes the integer part, then
E
( T∑
t=1
ξt
)2r ≤ C
T rφ(h0)2/ν
∞∑
t=P
tr−1α(t)1−2/ν +
r∑
j=1
T jφ(h0)j

≤ C{T rφ(h0)r} using assumption H4
= O ((Tφ(h0))r)
E( T∑
t=1
ξt
)2r1/(2r) = O ((Tφ(h0))1/2)
In summary, we have ‖r∗2(x)‖q = O
(
(Tφ(h0))−1/2
)
.
. P
[
T∑
t=1
∆(0)t (x) ≤
Tu
2
]
= P
[
T∑
t=1
(
∆(0)t (x)− E
[
∆(0)t (x)
])
≤ Tu2 − Tu
]
≤ P
[∣∣∣∣∣
T∑
t=1
(
∆(0)t (x)− E
[
∆(0)t (x)
])∣∣∣∣∣ ≥ Tu2
]
≤ P
[
1
Tu
∣∣∣∣∣
T∑
t=1
(
∆(0)t (x)− E
[
∆(0)t (x)
])∣∣∣∣∣ ≥ 12
]
≤ P
[
1
T
∣∣∣∣∣
T∑
t=1
1
u
(
∆(0)t (x)− E
[
∆(0)t (x)
])∣∣∣∣∣ ≥ ε
]
with ε = µ
(
log T
Tφ(h0)
)1/2 → 0, where µ > 0 is a constant to be chosen later.
Let At = 1u
(
∆(0)t (x)− E
[
∆(0)t (x)
])
. We see that At is a zero-mean real-valued process
and
sup
1≤t≤T
‖At‖∞ = sup
1≤t≤T
∥∥∥∥1u
(
∆(0)t (x)− E
[
∆(0)t (x)
])∥∥∥∥∞ ≤ b.
where b is a constant. Let St =
∑T
t=1At and s ∈
[
1, T2
]
. Then, P
[∑T
t=1 ∆
(0)
t (x) ≤ Tu2
]
≤
P
[
1
T |St| ≥ ε
]
. Applying the Theorem 1.3 page 27 in Bosq (1998), we have
P
[
T∑
t=1
∆(0)t (x) ≤
Tu
2
]
≤ P
[ 1
T
|St| ≥ ε
]
≤ 4 exp
(
−ε2T
8b2 s
)
+ 22
(
1 + 4b
ε
)1/2
sα
(⌊
T
2s
⌋)
≤ 4 exp
(
−ε2T
8b2 s
)
+ 22
(
1 + 4b
ε
)1/2
sC
(
T
2s
) −δν
(ν−2)
154 Chapter 5. Functional models with autoregressive errors
since from assumption H4,
lδα(l)1−(2/ν) −→ 0
α(l)1−(2/ν) = o(l−δ)
α(l) = O
(
l
−δν
ν−2
)
Note that since ν > 2 and δ > 1 − 2ν then we have δνν−2 > 1. Moreover, since s ∈
[
1, T2
]
,
we have 2T <
1
s < 1 and 1 <
T
2s <
T
2 .
P
[
T∑
t=1
∆(0)t (x) ≤
Tu
2
]
≤ 4 exp
(
−µ2 log T
8b2Tφ(h0)
T
2
)
+ 22
(
1 + 4b
εT
)1/2 T
2
(
T
2s
) −δν
(ν−2)
≤ 4 exp
(
−µ2
φ(h0)16b2
log T
)
+ 11C
1 + 4b
µ
√
log T
Tφ(h0)
1/2 T ( T2s
) −δν
(ν−2)
≤ 4 exp
( −c
φ(h0)
log T
)
+ 11C
(
1 + 4b
µ
√
Tφ(h0)
log T
)1/2
T 1−
δν
ν−2 (2s)
δν
(ν−2)
≤ CT
−c
φ(h0) + C
(
Tφ(h0)
log T
)1/4
T 1−
δν
ν−2
≤ CT−γ + C
(
Tφ(h0)
log T
)1/4
T 1−
δν
ν−2
γ = cφ(h0) > 0, c = µ
2/(16b2).
Tφ(h0)P
[
T∑
t=1
∆(0)t (x) ≤
Tu
2
]
≤ T 1−γφ(h0) + T 5/4φ(h0)5/4(log T )−1/4T 1−
δν
ν−2
≤ T 1−γφ(h0) +
(
Tφ(h0)
log T
)5/4 log T
T
δν
ν−2−1
≤ T 1−γφ(h0) + Tφ(h0)
(
Tφ(h0)
log T
)1/4
T 1−
δν
ν−2
T 1−γφ(h0) → 0 if γ > 1 therefore, it suffices to choose µ such that γ > 1. Since δ >
1− 2/ν, we have 1− δνν−2 < 0. We have then
(
Tφ(h0)
log T
)1/4
T 1−
δν
ν−2 = o
(
1
Tφ(h0)
)
. Therefore,(
P
[∑T
t=1 ∆
(0)
t (x) ≤ Tu2
])1/q
= o
((
1
Tφ(h0)
)1/p)
. In conclusion,
E1/q [B]q = ‖D‖q1[∑T
t=1Wt=1
]
= O
(( 1
Tφ(h0)
)1/2)
+ o
(( 1
Tφ(h0)
)1/q)
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• ‖C‖q ≤ E1/q
[∣∣∣∣∣ 1T
T∑
t=1
Y t − r(x)
∣∣∣∣∣1[∑Tt=1Wt=0]
]q
≤ CE1/q
[
1[∑T
t=1Wt=0
]]q
≤ C
[
P
(
T∑
t=1
Wt = 0
)]1/q
≤ C
[
P
(
T∑
t=1
∆(0)t (x) = 0
)]1/q
≤ C
[
P
(
T∑
t=1
∆(0)t (x) ≤
Tu
2
)]1/q
= o
(( 1
Tφ(h0)
)1/q)
Finally,
‖r(x)− r(x)‖q = O(hβ0 ) +O
(( 1
Tφ(h0)
)1/2)
+ o
(( 1
Tφ(h0)
)1/q)

Proof of Theorem 5.3
The proof follows work of Masry (2005). Note that Y t = r(Xt) + t; we obtain r(x) =
r(x)+BT (x)+VT (x) where BT (x) is the bias term and VT (x) is the variance effect defined
by
BT (x) =
E[r2(x)]− r(x)E[r1(x)]
E[r1(x)]
VT (x) =
QT (x)−BT (x)(r1(x)− E[r1(x)])
r1(x)
with QT (x) = (r2(x)− E[r2(x)])− r(x)(r1(x)− E[r1(x)]). By the result of Masry (2005),
BT (x) = o(hβ0 ) and
[Tφ(h0)]1/2[r(x)− r(x)−BT (x)] d→ N (0, σ2(x))
where σ2(x) = Cg2(x)f1(x) . 
Proof of Theorem 5.6
Ŷ t = Yt − â1 (Yt−1 − r̂(Xt−1))
= Yt − â1 (r(Xt−1) + ut−1 − r̂(Xt−1))
+ a1 (r(Xt−1) + ut−1 − r̂(Xt−1))− a1 (r(Xt−1) + ut−1 − r̂(Xt−1))
= Yt − a1ut−1 − (â1 − a1)ut−1 + a1 (r̂(Xt−1)− r(Xt−1)) + (â1 − a1) (r̂(Xt−1)− r(Xt−1))
We have
r˜(x) =
1
TE
[
∆(1)1 (x)
] ∑T
t=1 Ŷ t∆
(1)
t (x)
1
TE
[
∆(1)1 (x)
] ∑T
t=1 ∆
(1)
t (x)
= r˜2(x)
r˜1(x)
T∑
t=1
Ŷ t∆
(1)
t (x) =
T∑
t=1
Y t∆
(1)
t (x)−
T∑
t=1
(â1 − a1)ut−1∆(1)t (x) +
T∑
t=1
a1 (r̂(Xt−1)− r(Xt−1)) ∆(1)t (x)
+
T∑
t=1
(â1 − a1) (r̂(Xt−1)− r(Xt−1)) ∆(1)t (x)
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Then r˜2(x) = r2(x)] − r˜21(x) + r˜22(x) + r˜23(x) with
r2(x)] =
1
TE
[
∆(1)t (x)
] T∑
t=1
Y t∆
(1)
t (x)
r˜21(x) =
1
TE
[
∆(1)t (x)
] T∑
t=1
(â1 − a1)ut−1∆(1)t (x)
r˜22(x) =
1
TE
[
∆(1)t (x)
] T∑
t=1
a1 (r̂(Xt−1)− r(Xt−1)) ∆(1)t (x)
r˜23(x) =
1
TE
[
∆(1)t (x)
] T∑
t=1
(â1 − a1) (r̂(Xt−1)− r(Xt−1)) ∆(1)t (x)
Note that r2(x)] = r2(x) with K0 and h0 are replaced by K1 and h1 respectively. Since
r˜(x) = r˜2(x)
r˜1(x)
we have r˜(x) = r(x)−QT1 +QT2 +QT3 with QTl = r˜2l(x)r˜1(x) , for l = 1, 2, 3. We
analyze the asymptotic properties of QTl , l = 1, 2, 3, in Lemmas 5.10, 5.11 and 5.12, which
are key results for proof of this theorem.

Proof of Lemma 5.10
Let â1 − a1 = â1 − a1 + a1 − a1 with â1 =
∑T−1
i=1 ûi+1ûi∑T−1
i=1 û
2
i
and a1 =
∑T−1
i=1 ui+1ui∑T−1
i=1 u
2
i
. We
decompose r˜21 such as
r˜21(x) =
1
TE
[
∆(1)t (x)
] T∑
t=1
(a1 − a1)ut−1∆(1)t (x) +
1
TE
[
∆(1)t (x)
] T∑
t=1
(â1 − a1)ut−1∆(1)t (x)
= r˜21A(x) + r˜21B(x)
â1 is found through an autoregression of ût = Yt − r̂(Xt) on ût−1, that is

ût
...
ûT
 =
â1

ût−1
...
ûT−1
 where â1 = (Û ′1Û1)−1 Û ′1û with û =

û2
...
ûT
 and Û1 =

û1
...
ûT−1
.
Part 1- Lemma 5.10 First, we deal with r˜21A(x) that is the situation where the linear
regression’s coefficient based on Yt − r(Xt) = ut is close to the true one. Define
G1 =
1
T
T∑
t=2
u2t−1 =
1
T
U ′1U1 and Γ1 =
1
T
T∑
t=2
E(u2t−1) =
1
T
E(U ′1U1) =
T − 1
T
γu(0),
where γu is the covariance function of the process {ut}; γu(j) = Cov(ut, ut−j). We use
Theorem 5.3.2. in Deistler and Hannan (1988), page 167 and write that
|G1 − Γ1| = Op
√ log log T
T
 (5.6)
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Note that
a1 − a1 =
∑T−1
t=1 ut+1ut∑T−1
t=1 u
2
t
− a1 =
∑T−1
t=1 ut(ut+1 − a1ut)∑T−1
t=1 u
2
t
=
∑T
t=2 ut−1(ut − a1ut−1)∑T
t=2 u
2
t−1
=
∑T
t=2 ut−1t∑T
t=2 u
2
t−1
=
1
T
∑T
t=2 ut−1t
G1
So check magnitude of 1T
∑T
t=2 ut−1t:
E
(
1
T
T∑
t=2
ut−1t
)2
= 1
T 2
T∑
t=2
E(ut−1)2E(t)2 =
T − 1
T 2
γu(0)σ2 = O
(
T−1
)
with σ2 = V ar(t). Thus, 1T
∑T
t=2 ut−1t is of order Op
(
T−1/2
)
. Combining (5.6) and this
last result, we have
|a1 − a1| = Op
(
T−1/2
)
(5.7)
‖r˜21A(x)‖2 = 1
TE
[
∆(1)t (x)
] ∥∥∥∥∥
T∑
t=1
(a1 − a1)ut−1∆(1)t (x)
∥∥∥∥∥
2
≤ C1
TFx(h1)
T∑
t=1
∥∥∥(a1 − a)ut−1∆(1)t (x)∥∥∥2 ≤ 1TFx(h1)
T∑
t=1
|a1 − a1|
∥∥∥ut−1∆(1)t (x)∥∥∥2
Notice that {ut} is independent of {Xt}, then
∥∥∥ut−1∆(1)t (x)∥∥∥2 ≤ C [γu(0)Fx(h1)]1/2. Com-
bining this last and (5.7), we have r˜21A(x) = Op
(√
1
Tφ(h1)
)
by assumption H3(1).
Part 2 - Lemma 5.10 Let us treat r˜21B(x). We have
â1 =
1
T
∑T
t=2 ûtût−1
1
T
∑T
t=2 û
2
t−1
= â12
â11
and a1 =
1
T
∑T
t=2 utut−1
1
T
∑T
t=2 u
2
t−1
= a12
a11
then
â1 − a1 = â12a11 − a12â11
a11â11
= â12 − a12
â11
+ a12
â11
− a12
a11
= â12 − a12
â11
+ a12
(
a11 − â11
â11a11
)
Let us study â12 − a12 = 1T
∑T
t=2(ût−1ût − ut−1ut). Let
ût = r(Xt) + ut − 1
T
T∑
i=1
Wi(Xt){r(Xi) + ui}
= ut +
1
T
T∑
i=1
Wi(Xt){r(Xt)− r(Xi)} − 1
T
T∑
i=1
Wi(Xt)ui
= ut − B̂t − V̂t
with Wi(Xt) =
∆(0)i (Xt)
1
T
∑T
i=1 ∆
(0)
i (Xt)
≥ 0.
ût−1ût − ut−1ut = (ut−1 − B̂t−1 − V̂t−1)(ut − B̂t − V̂t)− ut−1ut
= (−ut−1B̂t − ut−1V̂t − B̂t−1ut − V̂t−1ut)
+ (B̂t−1B̂t + B̂t−1V̂t + V̂t−1B̂t + V̂t−1V̂t)
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Part 2a∣∣∣∣∣ 1T
T∑
t=2
(
V̂t−1V̂t + B̂t−1B̂t + B̂t−1V̂t +V̂t−1B̂t
)∣∣∣
≤ 1
T
T∑
t=2
[
(sup
s
|V̂s|)2 + (sup
s
|B̂s|)2 + 2sup
s
|B̂s|sup
s
|V̂s|
]
•
∣∣∣B̂t∣∣∣ =
∣∣∣∣∣ 1T
T∑
i=1
Wi(Xt){r(Xt)− r(Xi)}
∣∣∣∣∣ ≤ 1T
T∑
i=1
Wi(Xt) |r(Xt)− r(Xi)|
≤ 1
T
T∑
i=1
Wi(Xt)(cd(Xi, Xt)β)
≤ 1
T
T∑
i=1
Wi(Xt)(chβ0 )
≤
(
c2,0
c1,0
chβ0
)
= O(hβ0 )
using assumption H1(1)
•
∣∣∣V̂t∣∣∣ = 1
T
∣∣∣∣∣
T∑
i=1
Wi(Xt)ui
∣∣∣∣∣
Recall that i and ui are of mean 0 and respectively variances σ2 and σ2u =
σ2
1−a21
. Moreover,
recall that ε = µ
(
log T
Tφ(h0)
)1/2 → 0, where µ > 0 is a constant. We will show that ∥∥∥V̂t∥∥∥2 =
O
( 1
Tφ(h0)
)1/2
. We can write V̂t =
h(Xt)
fˆ(Xt)
with
h(Xt) =
1
TE
[
∆(0)1 (Xt)
] T∑
i=1
∆(0)i (Xt)ui f̂(Xt) =
1
TE
[
∆(0)1 (Xt)
] T∑
i=1
∆(0)i (Xt) −→ 1
Since h(Xt) → E[∆
(0)
i (Xt)ui]
E[∆(0)i (Xt)]
= 0, then h(Xt) is asymptotically bounded by a constant H.
Then |V̂t| ≤ H for T large enough and we have, for a given real constant c:
|V̂t| = |V̂t|1[∑T
i=1 ∆
(0)
i (Xt)>c]
+ |V̂t|1[∑T
i=1 ∆
(0)
i (Xt)≤c]
≤ |h(Xt)|
f̂(Xt)
1[∑T
i=1 ∆
(0)
i (Xt)>c]
+H × 1[∑T
i=1 ∆
(0)
i (Xt)≤c]
Let us take c = Tu2 with u = E
[
∆(0)i (Xt)
]
. Consequently, we have c1,0FXt(h0) ≤ E
[
∆(0)i (Xt)
]
≤
c2,0FXt(h0) from assumption H2(1). Since FXt(h0) is a probability, 0 ≤ FXt(h0) ≤ 1 then
0 ≤ E
[
∆(0)i (Xt)
]
≤ c2,0. If ∑Ti=1 ∆(0)i (Xt) > Tu2 then, f̂(Xt) > Tu2TFXt(h0) > 12 > C and
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therefore |h(Xt)|
f̂(Xt)
< C|h(Xt)|, for T large enough. Consequently,
‖V̂t‖2 ≤ C‖h(Xt)‖2 +H ×
(
P
[
T∑
i=1
∆(0)i (Xt) ≤
Tu
2
])1/2
‖h(Xt)‖2 = 1
TE
[
∆(0)1 (Xt)
]
E( T∑
i=1
ξi
)21/2 ,
where ξi = ∆(0)i (Xt)ui.
E
(
T∑
i=1
ξi
)2
=
T∑
i=1
E[ξ2i ] +
T∑
i=1
T∑
j=1,j 6=i
E[ξiξj ]
T∑
i=1
E[ξ2i ] = TE
(
∆(0)i (Xt)ui
)2 ≤ TE [(∆(0)i (Xt))2]E(u2i )
≤ Tc22,0FXt(h0)σ2u
= O (Tφ(h0))
T∑
i=1
T∑
j=1,j 6=i
E [ξiξj ] =
T∑
i=1
T∑
j=1,j 6=i
E
[
∆(0)i (Xt)ui∆
(0)
j (Xt)uj
]
=
T∑
i=1
T∑
j=1,j 6=i
E
[
∆(0)i (Xt)∆
(0)
j (Xt)
]
E[uiuj ]
=
T∑
i=1
T∑
j=1,j 6=i
E
[
∆(0)i (Xt)∆
(0)
j (Xt)
]
Cov(ui, uj)
Let i > j and i = j + r with r > 0:
Cov(ui, uj) = Cov(uj+r, uj) = Cov(a1uj+r−1 + j+r, uj) = a1Cov(uj+r−1, uj)
= a1Cov(a1uj+r−2 + j+r−1, uj)
= a21Cov(a1 uj+r−3 + j+r−2, uj)
= ar1Cov(uj , uj) = ar1γu(0)
= ar1σ2u
∑∑
0<|i−j|<r
E [ξiξj ] =
∑∑
0<|i−j|<r
E
[
∆(0)i (Xt)ui∆
(0)
j (Xt)uj
]
≤
∑∑
0<|i−j|<r
P[(Xi, Xj) ∈ B(Xt, h0)× B(Xt, h0)]E[uiuj ]
≤
∑∑
0<|i−j|<r
F i,jXt,Xt(h0)Cov(uiuj)
≤ C
∑∑
0<|i−j|<r
ψ1(h0)f2(Xt)ar1σ2u
≤ CTrφ(h0)2
= O(Tφ(h0))
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with r = φ(h0)−1 and using assumption H3(2).∑∑
|i−j|>r
E [ξiξj ] =
∑∑
|i−j|>r
E
[
∆(0)i (Xt)∆
(0)
j (Xt)
]
Cov(ui, uj)
≤ CF i,jXt,Xt(h0)(|E[uνi ]| |E[uνj ]|)1/ν
∑∑
|i−j|>r
α(|i− j|)1−2/ν
≤ CF i,jXt,Xt(h0)T
∑
s>r
s−δsδα(s)1−2/ν
≤ Cψ1(h0)f2(Xt)Tr−δ
∑
s>r
sδα(s)1−2/ν
≤ Cφ(h0)2Tr−δ
≤ Cφ(h0)2Tφ(h0)δ
= O(Tφ(h0))
under assumption H3(2) and assumption H4 with δ > 1− 2ν where ν > 2. Consequently,
E
(∑T
i=1 ξi
)2
= O (Tφ(h0)). Then,
‖h(Xt)‖2 = 1
TE
[
∆(0)i (Xt)
]O ((Tφ(h0))1/2)
= O
(
(Tφ(h0))−1/2
)
In the proof of Theorem 5.1, we have found
(
P
[∑T
i=1 ∆
(0)
i (Xt) ≤ Tu/2
])1/2
= o
(
(Tφ(h0))−1/2
)
.
Then, ‖V̂t‖2 ≤ O
(
(Tφ(h0))−1/2
)
+o
(
(Tφ(h0))−1/2
)
. In conclusion, ‖V̂t‖22 = O
( 1
Tφ(h0)
)
.
We deduce that for all t, |V̂t| = Op
((
log T
Tφ(h0)
)1/2)
then, sup
t
|V̂t| = Op
((
log T
Tφ(h0)
)1/2)
.
Therefore
1
T
T∑
t=2
[
(sup
s
|V̂s|)2 + (sup
s
|B̂s|)2 + 2sup
s
|B̂s|sup
s
|V̂s|
]
= Op
( log T
Tφ(h0)
+ hβ0
)
Part 2b Let us treat
∣∣∣ 1T ∑Tt=2(−ut−1B̂t − ut−1V̂t − B̂t−1ut − V̂t−1ut)∣∣∣
♦ 1
T
T∑
t=2
ut−1V̂t =
1
T
T∑
t=2
ut−1
1
T
∑T
i=1 ∆
(0)
i (Xt)ui
1
T
∑T
i=1 ∆
(0)
i (Xt)
≈ 1
T
T∑
t=2
ut−1
1
T
∑T
i=1 ∆
(0)
i (Xt)ui
E
(
∆(0)i (Xt)
)
since 1
TE(∆(0)i (Xt))
∑T
i=1 ∆
(0)
i (Xt) converges in probability to 1. Note that ut has linear
process representation ut =
∑1
j=0 cjt−j . Then
1
T
T∑
t=2
ut−1
1
T
T∑
i=1
∆(0)i (Xt)
E
(
∆(0)i (Xt)
)ui = 1
T
T∑
t=2
T∑
i=1
1
T
∆(0)i (Xt)
E
(
∆(0)i (Xt)
)uiut−1
= 1
T
T∑
t=2
T∑
i=1
1
T
∆(0)i (Xt)
E
(
∆(0)i (Xt)
) ( 1∑
s=0
csi−s
)( 1∑
b=0
cbt−1−b
)
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In addition, notice that X and  are independent; thus
E
 1
T
T∑
t=2
ut−1
1
T
T∑
i=1
∆(0)i (Xt)
E
(
∆(0)i (Xt)
)ui
2 = 1
T 2
1∑
a=0
1∑
b=0
1∑
g=0
1∑
s=0
T∑
t=2
T∑
p=2
T∑
i=1
T∑
j=1
cacbcgcs (5.8)
× E
 1
T 2
∆(0)i (Xt)
E
(
∆(0)i (Xt)
) ∆(0)j (Xp)
E
(
∆(0)j (Xp)
)

× E[t−1−sp−1−gi−bj−a]
Because ’s are i.i.d., the foregoing expectation is non zero when
1. i− b = j − a and t− 1− s = p− 1− g;
2. i− b = t− 1− s and j − a = p− 1− g;
3. i− b = p− 1− g and j − a = t− 1− s;
4. i− b = j − a = t− 1− s = p− 1− g.
Case 1: i− b = j − a and t− s = p− g
1.1 a = b = g = s = 0 then the expression is non zero when i = j and t = p and
(5.8) = c
4
0
T 4
T∑
t=2
T∑
i=1
E

 ∆(0)i (Xt)
E
(
∆(0)i (Xt)
)
2
E[2t−12i ]
= c
4
0
T 4
T∑
t=2
T∑
i=1
c2FXt(h0)
c2F 2Xt(h0)
γ(0)γ(0) by assumption H3(1)
= C 1
T 4
T∑
t=2
T∑
i=1
1
FXt(h0)
≤ C
T 2φ(h0)
= O(T 1−2) = O(T−1)
1.2 a = b = g = s = 1; 1.3 a = b = 1 and g = s = 0; 1.4 a = b = 0 and g = s = 1 are
similar to 1.1
1.5 a = b = g = 0 and s = 1 then the expression is non zero when i = j and t = p + 1
and
(5.8) = c
3
0c1
T 4
T∑
t=2
T∑
i=1
E
 ∆(0)i (Xt)
E
(
∆(0)i (Xt)
) ∆(0)i (Xt−1)
E
(
∆(0)i (Xt−1)
)
E[2t−22i ]
= c
3
0c1
T 4
T∑
t=2
T∑
i=1
E
[
P[(Xt, Xt−1) ∈ B(Xi, h0)× B(Xi, h0)]
FXt(h0)FXt−1(h0)
]
E[2t−22i ]
= c
3
0c1
T 4
T∑
t=2
T∑
i=1
E
 F t−1,tXi,Xi(h0)
FXt(h0)FXt−1(h0)
E[2t−22i ]
≤ c
3
0c1
T 4
T∑
t=2
T∑
i=1
E
[
ψ1(h0)f2(Xi)
FXt(h0)FXt−1(h0)
]
E[2t−22i ] by assumption H3(2)
≤ c
3
0c1
T 4
T∑
t=2
T∑
i=1
E
[
f2(Xi)φ2(h0)
FXt(h0)FXt−1(h0)
]
γ(0)γ(0) ≤ C
T 2
= o(T−1)
1.6 a = b = s = 1 and g = 0; 1.7 a = b = s = 0 and g = 1; 1.8 a = b = g = 1 and s = 0;
1.9 a = g = s = 0 and b = 1; 1.10 b = g = s = 1 and a = 0; 1.11 b = g = s = 0 and
a = 1; 1.12 a = g = s = 1 and b = 0 are similar to 1.5
162 Chapter 5. Functional models with autoregressive errors
1.13 a = g = 0 and b = s = 1 then the expression is non zero when i = j+1 and t = p+1
and
(5.8) = c
2
0c
2
1
T 4
T∑
t=2
T∑
i=1
E
 ∆(0)i (Xt)
E
(
∆(0)i (Xt)
) ∆(0)i−1(Xt−1)
E
(
∆(0)i−1(Xt−1)
)
E[2t−22i−1]
= c
2
0c
2
1
T 4
T∑
t=2
T∑
i=1
E
 F t,t−1Xi,Xi−1(h0)
FXt(h0)FXt−1(h0)
 γ(0)γ(0)
≤ c
2
0c
2
1
T 4
T∑
t=2
T∑
i=1
E
[
ψ2(h0)f3(Xi, Xi−1)
FXt(h0)FXt−1(h0)
]
γ(0)γ(0) by assumption H3(3)
≤ c
2
0c
2
1
T 4
T∑
t=2
T∑
i=1
E
[
f3(Xi, Xi−1)φ2(h0)
FXt(h0)FXt−1(h0)
]
γ(0)γ(0) ≤ C
T 2
= o(T−1)
1.14 a = s = 0 and b = g = 1; 1.15 a = g = 1 and b = s = 0; 1.16 a = s = 1 and
b = g = 0 are similar to 1.13.
The other cases are treated in the same manner as above. Consequently, we have
E
 1
T
T∑
t=2
ut−1
1
T
T∑
i=1
∆(0)i (Xt)
E
(
∆(0)i (Xt)
)ui
2 = O (T−1)
∥∥∥∥∥∥ 1T
T∑
t=2
ut−1
1
T
T∑
i=1
∆(0)i (Xt)
E
(
∆(0)i (Xt)
)ui
∥∥∥∥∥∥
2
= O
(
T−1/2
)
Then we have 1T
∑T
t=2 ut−1V̂t = Op
(
T−1/2
)
.
♦
∣∣∣∣∣ 1T
T∑
t=2
ut−1B̂t
∣∣∣∣∣ =
∣∣∣∣∣∣ 1T
T∑
t=2
ut−1
1
T
T∑
i=1
∆(0)i (Xt)
1
T
∑T
i=1 ∆
(0)
i (Xt)
{r(Xt)− r(Xi)}
∣∣∣∣∣∣
≤ 1
T
T∑
t=2
T∑
i=1
1
T
∣∣∣∣∣∣ ∆
(0)
i (Xt)
E
[
∆(0)i (Xt)
]ut−1{r(Xt)− r(Xi)}
∣∣∣∣∣∣
≤ 1
T
T∑
t=2
T∑
i=1
1
T
∣∣∣∣∣∣ ∆
(0)
i (Xt)
E
[
∆(0)i (Xt)
]ut−1
∣∣∣∣∣∣ c d(Xt, Xi)β using assumption H1(1)
≤ 1
T
T∑
t=2
T∑
i=1
1
T
∣∣∣∣∣∣ ∆
(0)
i (Xt)
E
[
∆(0)i (Xt)
]ut−1
∣∣∣∣∣∣ c hβ0
E
 1
T
T∑
t=2
T∑
i=1
1
T
∣∣∣∣∣∣ ∆
(0)
i (Xt)
E
[
∆(0)i (Xt)
]ut−1
∣∣∣∣∣∣ c hβ0
2
≤ c2 h2β0
1
T 2
E
 T∑
t=2
T∑
i=1
1
T
∣∣∣∣∣∣ ∆
(0)
i (Xt)
E
[
∆(0)i (Xt)
]ut−1
∣∣∣∣∣∣
2
≤ c
2 h2β0
T 2
1∑
a=0
1∑
b=0
T∑
t=2
T∑
p=2
T∑
i=1
T∑
j=1
cacbE
 1
T 2
∆(0)i (Xt)
E
[
∆(0)i (Xt)
] ∆(0)j (Xp)
E
[
∆(0)j (Xp)
]
E[t−1−ap−1−b]
(5.9)
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The previous expression is non zero if t− 1− a = p− 1− b therefore if t− a = p− b
1. If a = b = 0 then the expression is non zero when t = p
2. If a = 1 and b = 0 then the expression is non zero when t− 1 = p
3. If a = 0 and b = 1 then the expression is non zero when t = p− 1 (p = t+ 1)
4. If a = b = 1 then t− 1 = p− 1 then the expression is non zero when t = p
Case 1: a = b = 0 and t = p
(5.9) ≤ c
2h2β0
T 2
T∑
t=2
T∑
i=1
T∑
j=1
c20E
 1
T 2
∆(0)i (Xt)
E
[
∆(0)i (Xt)
] ∆(0)j (Xt)
E
[
∆(0)j (Xt)
]
E[t−1t−1]
≤ c
2h2β0
T 2
c20
T 2
T∑
t=2
T∑
i=1
T∑
j=1
E
 F i,jXt,Xt
FXt(h0)FXt(h0)
 γ(0)
≤ c
2h2β0
T 2
c20
T 2
T∑
t=2
T∑
i=1
T∑
j=1
E
[
ψ1(h0)f2(Xt)
FXt(h0)FXt(h0)
]
γ(0) by assumption H3(2)
≤ Ch
2β
0
T
= o(h2β0 )
Similarly, we have Case 2: a = 1 and b = 0 then p = t− 1
(5.9) ≤ c
2h2β0
T 2
c0c1
T∑
t=2
T∑
i=1
T∑
j=1
E
 1
T 2
∆(0)i (Xt)
E
[
∆(0)i (Xt)
] ∆(0)j (Xt−1)
E
[
∆(0)j (Xt−1)
]
E[t−2t−2]
≤ c
2h2β0
T 2
c0c1
1
T 2
T∑
t=2
T∑
i=1
T∑
j=1
E
 F i,jXt,Xt−1
FXt(h0)FXt−1(h0)
 γ(0)
≤ c
2h2β0
T 2
c0c1
1
T 2
T∑
t=2
T∑
i=1
T∑
j=1
E
[
ψ2(h0)f3(Xt, Xt−1)
FXt(h0)FXt−1(h0)
]
γ(0) by assumption H3(3)
= o(h2β0 )
Case 3: a = 0 and b = 1 then p = t+ 1 it is like to Case 2.
Case 4: a = b = 1 then t− 1 = p− 1 it is like to Case 1.
In conclusion, (5.9) = O(h2β0 ). Then,
(
E
(
1
T
∑T
t=2 ut−1B̂t
)2)1/2
= o(hβ0 )∣∣∣∣∣ 1T
T∑
t=2
(−ut−1B̂t − ut−1V̂t − B̂t−1ut − V̂t−1ut)
∣∣∣∣∣ = Op (hβ0 + T−1/2)
We deduce from Part a and Part b that |â12 − a12| = Op
(
log T
Tφ(h0) + h
β
0 + T−1/2
)
.
• |a11 − â11| =
∣∣∣∣∣ 1T
T∑
t=2
(u2t−1 − uˆ2t−1)
∣∣∣∣∣
=
∣∣∣∣∣ 1T
T∑
t=2
(u2t−1 − (ut−1 − B̂t−1 − V̂t−1)2)
∣∣∣∣∣
=
∣∣∣∣∣ 1T
T∑
t=2
(2ut−1B̂t−1 + 2ut−1V̂t−1 − 2B̂t−1V̂t−1 − B̂2t−1 − V̂ 2t−1)
∣∣∣∣∣
= Op
(
hβ0
)
+Op
(
T−1/2
)
+Op
( log T
Tφ(h0)
)
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since we show that |B̂t| = Op
(
hβ0
)
, |V̂t| = Op
(
log T
Tφ(h0)
)
, 1T
∑T
t=2 ut−1V̂t = Op
(
T−1/2
)
and
1
T
∑T
t=2 ut−1B̂t = Op
(
hβ0
)
. Then, â11 −→ a11 in probability as T → ∞ and therefore we
have
• (a11)→ E(a11) = 1
T
T∑
t=2
E(u2t−1) =
1
T
T∑
t=2
γu(0) = γu(0)
Then, |â1 − a1| = Op
(
hβ0 + T−1/2 +
log T
Tφ(h0)
)
.
‖r˜21B(x)‖2 = 1
TE
[
∆(1)t (x)
] ∥∥∥∥∥
T∑
t=1
(aˆ1 − a1)ut−1∆(1)t (x)
∥∥∥∥∥
2
≤ C
TFx(h1)
T∑
t=1
∥∥∥(aˆ1 − a1)ut−1∆(1)t (x)∥∥∥2
≤ C
TFx(h1)
T∑
t=1
|aˆ1 − a1|
∥∥∥ut−1∆(1)t (x)∥∥∥2
Notice that {ut} is independent of {Xt}, then
∥∥∥ut−1∆(1)t (x)∥∥∥2 ≤ C(γu(0)φ(h1))1/2. We
have
r˜21B(x) = Op
(
hβ0φ(h1)−1/2
)
+Op
(
(Tφ(h1))−1/2
)
+Op
( log T
Tφ(h0)φ(h1)1/2
)
= Op
(√
1
Tφ(h1)
)
, by assumption H5.
In conclusion, QT1 = Op
(√
1
Tφ(h1)
)
. 
Proof of Lemma 5.11
Recall that
B̂t = − 1
T
T∑
i=1
Wi(Xt){r(Xt)− r(Xi)} and V̂t = 1
T
T∑
i=1
Wi(Xt)ui
We know that, r̂(Xt)− r(Xt) = B̂t + V̂t and QT2 = r˜22(x)r˜1(x) . Then,
r˜22(x) =
1
TE
[
∆(1)t (x)
] T∑
t=1
a1B̂t−1∆(1)t (x) +
1
TE
[
∆(1)t (x)
] T∑
t=1
a1V̂t−1∆(1)t (x)
In Lemma 5.10, we have calculated B̂t and V̂t and we have found that |V̂t| = Op
(
log T
Tφ(h0)
)
and |B̂t| = Op(hβ0 ) and we know that 0 ≤ |a1| ≤ 1. Then,
r˜22(x) = Op
(
hβ0 +
log T
Tφ(h0)
)
= Op(hβ0 ) + op
(( 1
Tφ(h1)
)1/2)
.
This ends the proof. 
5.5. Appendix 165
Proof of Lemma 5.12
Recall that
r˜23(x) =
1
TE
[
∆(1)t (x)
] T∑
t=1
(â1 − a1)B̂t−1∆(1)t (x) +
1
TE
[
∆(1)t (x)
] T∑
t=1
(â1 − a1)V̂t−1∆(1)t (x)
= r˜231(x) + r˜232(x)
We proved in Lemma 5.10 that |a1−a1| = Op
(
T−1/2
)
, |â1−a1| = Op
(
hβ0
)
+Op
(
T−1/2
)
+
Op
(
log T
Tφ(h0)
)
. Then (â1−a1) = (â1−a1)+(a1−a1) = Op
(
hβ0
)
+Op
(
T−1/2
)
+Op
(
log T
Tφ(h0)
)
.
Moreover, we have |B̂t−1| = Op(hβ0 ) and 1
TE
[
∆(1)t (x)
] ∑T
t=1 ∆
(1)
t (x)→ 1. Therefore,
r˜231(x) =
1
TE
[
∆(1)t (x)
] T∑
t=1
(â1 − a1)B̂t−1∆(1)t (x)
= Op
(
hβ0
)
+Op
(
T−1/2
)
+Op
( log T
Tφ(h0)
)
Similarly, with |V̂t−1| = Op
(
log T
Tφ(h0)
)
, we have
r˜232(x) =
1
TE
[
∆(1)t (x)
] T∑
t=1
(â1 − a1)V̂t−1∆(1)t (x)
= Op
(
hβ0
)
+Op
(
T−1/2
)
+Op
( log T
Tφ(h0)
)
Therefore,
r˜23(x) = Op
(
hβ0
)
+Op
(
T−1/2
)
+Op
( log T
Tφ(h0)
)
= Op
(
hβ0
)
+ op
(( 1
Tφ(h1)
)1/2)
.
This ends the proof. 
Proof of Theorem 5.7
The proof is similar to that of Theorem 5.6 since r˜(x) = r(x)−QT1 +QT2 +QT3 with
QTl =
r˜2l(x)
r˜1(x)
, for l = 1, 2, 3. It then follows directly from Proposition 1, Lemmas 5.10, 5.11
and 5.12, which are key results for proof of this theorem. 

Part III
Applications

Chapter 6
Application of the kernel density
and mode estimations to clustering
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Résumé en français
Dans ce chapitre, nous appliquons l’estimateur de la fonction de densité spatiale étudié
au chapitre 2, et du mode associé, à la classification non supervisée, d’une part, sur des
données simulées et, d’autre part, sur des données environnementales relatives aux mous-
sons d’Asie. En effet, à la section 2.3.2, nous avons présenté une méthode de classification
descendante hiérarchique basée sur l’estimation du mode spatial. Ce dernier est déduit
de l’estimation de la fonction de densité spatiale. Ces applications montrent l’importance
de tenir compte de la dépendance spatiale en particulier dans le cadre de la classification
considérée.
6.1 Introduction
In this chapter, we focus on the importance of taking into account the spatial de-
pendence toward some simulation studies and a real data application in the case of clus-
tering. We first simulate some spatial random fields located in three different regions,
with piecewise stationarity. Then, we estimate the density of this field at some sites using
the observations in these three regions. After that, we perform the clustering procedure,
which should be able to detect the spatial homogeneity on each region and heterogeneity
between regions. We end this part by applying our procedure to a real data set where
spatial homogeneity and heterogeneity should be detected. Along these two applications,
the spatial density is computed using the Epanechnikov kernel for K1 and the indicator
function of [0, 1] for K2. We deal here with the case where the spatial dimension is N = 2.
In the following, we compute the density estimate fn at any point of On using the other
observations. Note that all notations considered in this chapter are the same as in chapter
2.
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Recall that the spatial density estimation of the margins Xi, of a discretely indexed
spatial process, (Xi, i ∈ ZN ) where ZN is the integer lattice points, is given by
fn(xj) =
1
n̂bdnρNn
∑
i∈In
K1
(
xj −Xi
bn
)
K2,ρn(‖i− j‖),
for each fixed (not random) observation xj ∈ Rd located at j ∈ In, where In := {i ∈
(N∗)N , 1 ≤ ik ≤ nk, k = 1, . . . , N} is the set of sites of observations. Moreover, we define
K2,ρn(‖i − j‖) = CnjK2
(‖ti−tj‖
ρn
)
where ti = in =:
(
i1
n , . . . ,
iN
n
)
, Cnj > 0 is a normalized
constant eventually equal to one, K1 and K2 are kernels respectively defined on Rd and R.
In addition, an estimation of the mode is obtained from the density estimate as follows:
ω̂ = arg sup
xi∈R
i∈VR
fn(xi).
with R be a set in Rd supposed to be a compact and VR ⊆ RN be the finite set of sites j
contained in In such that the corresponding xj are in R.
We now specify some elements that will be used in the following.
- The bandwiths selection. Basically, our method suggests to first select the band-
widths. Here, since we deal with a classification procedure (presented in Section
2.3.2), we aim to detect largest heterogeneity as possible. This is why we prefer to
use the optimal bandwidths obtained by maximizing the empirical entropy of fn
defined by − ∫ fn(x) log (fn(x)) dx (as proposed in Ferraty and Vieu (2006)).
- For the error measurement, we evaluated it using either:
 the mean integrated squared error (MISE):
E
(∫
(fn(x)− f(x))2 dx
)
which will be approximated as an average of the integrated squared error over
some subsamples.
 or the Kullback-Leibler (KL) divergence measure:
E (log (fn(X)))− E
(
log
(
f
(−i)
n (X)
))
which will be estimated by KL = 1nˆ
∑
i∈In
(
log (fn(Xi))− log
(
f
(−i)
n (Xi)
))
where f (−i)n (Xi) is the leave-one-out estimator of f(Xi).
6.2 Simulations
The simulated data are located on the area I(26,26) = {(i, j) , 1 ≤ i, j ≤ 26} and let
(X(i,j)) be the field of interest. In the following, we denote byGRF (m, σ2, s) any stationary
Gaussian Random Field with mean m and the covariance function defined by C(h) =
σ2 exp
(
−
(‖h‖
s
)2)
, h ∈ R2 and s > 0.
In order to illustrate the fact that our method works for multidimensional random
variables, we consider the case where X(i,j)’s belong to Rd with d = 5 (naturally the
procedure is valid if d = 1). Then, the data set (X(i,j), (i, j) ∈ I(26,26)) is partitioned
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in three clusters of observations such that each component of X(i,j) denoted as X
(p)
(i,j),
p = 1, . . . , 5, is:
X
(p)
(i,j) =

F(i,j)(tp − 0.5)3 + (ε(i,j))/4 for (i, j) ∈ R1 (Group 1)
Z(i,j)(tp) + a1 for (i, j) ∈ R2 (Group 2)
F(i,j) cos(2pitp)5 + a2 + ε(i,j) for (i, j) ∈ R3 (Group 3)
where t1 = 0, t2 = 2.5, t3 = 5, t4 = 7.5, t5 = 10, ε = GRF (0, 2, 5) as well as (Z(i,j)(u))
is a Brownian motion, a1 = 10 and a2 = 30. In this case, called Case 1, the field F(i,j)
is built such that the five component fields of
(
X
(p)
(i,j)
)
, (i, j) ∈ I(26,26), and p = 1, . . . , 5
have the shapes presented in Figure 6.1. The areas R1, R2, and R3 are disjoint sets of sites
represented respectively in red, blue and green.
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Figure 6.1 – The three regions considered in Case 1
Group 1 in red, Group 2 in blue and Group 3 in green
We first perform the spatial density estimation. The bandwidths selection rule com-
puted over [0.08, 1] and [10, 30] (here S(b) is a regular sequence of 30 values in [0.08, 1]
and S(ρ) is also a regular sequence of 30 values in [10, 30] for bn) has led to ρn, opt ' 0.15,
bn,opt ' 19 and KL ' 0.002. That is, we have computed fn,opt(xi), for each i ∈ On.
These values identified with f¯n(i) are displayed in Figure 6.2a, representing the density
in the area of observations. In fact, when N = 2, a 3D plot of fn can be obtained even
if it is defined on Rd, d > 3. It suffices to identify fn with the function fn defined by:
f¯n(i) = fn(xi), xi ∈ Rd, i ∈ ZN . Figure 6.2a shows that the density estimation detects four
spatial distributions with three which are similarly distributed. Note that both graphics
in Figure 6.2a are two representations of the same function. Figure 6.2b shows that the
spatial clustering procedure 2.3.2 better detects the three groups than the density esti-
mation. One can observe that, except for a few points, the clustering procedure efficiently
detects the three sets; the well-classified rate is 92, 8%.
Having tested our method on this relatively simple case, we moved on to other situ-
ations. Then, we studied the behavior of our procedure over three other scenarios, called
Cases 2, 3 and 4 which are detailed below. We first study the behavior of the clustering
algorithm. In each case, the performance of the procedure is measured in well-classified
rate meaning. For that purpose, we have done 100 simulations of each situation and com-
puted the distribution of the well classified. The results are summarized in Table 6.1 and
interpreted below. We notice that the three cases differ by the gap between the values
taken by the subfields. This contrast is controlled by the values of a1 and a2. In fact, the
lower a1 and a2 are, the closer the subfields.
Case 2 : a1 = 10 and a2 = 30.
In this situation, presented in Figure 6.4, the subfields are the same as in Case 1 but
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(a) Two representations of the esti-
mated spatial density
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(b) The spatial clusters obtained using
spatial clustering procedure
Figure 6.2 – The results of the procedure based on simulated data in Case 1
the spatial regions change (see Figure 6.3). Our aim here is to test whether or not
the procedure is able to detect non-rectangular spatial regions, based on the same
spatial random fields as in Case 1.
As can be observed in the first column of Table 6.1, the well-classified rate, over the
100 simulations, is distributed between 58.98 and 89.64%.
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Figure 6.3 – The three regions considered in Cases 2, 3 and 4
Group 1 in red, Group 2 in blue and Group 3 in green
Case 3 : a1 = 0 and a2 = 0.
It can be seen from Figure 6.5 that, in this case, the differences among the three
regions are less obvious. This case is motivated by the fact that we want to know how
the procedure behaves in such a situation where the frontiers between the regions is
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Figure 6.4 – A simulation of the random fields in Case 2.
not obvious. Due to the lack of real frontiers between the subfield in many parts of
the image, one can expect that our procedure will not detect the three regions.
This is what the second column of Table 6.1 shows where well-classified rate that
varies between 24.11 and 67.75%, over the 100 simulations is the worst compared to
other cases.
Case 4 : a1 = 30 and a2 = 60.
In this case presented in Figure 6.6, it is easier to distinguish the difference between
the three regions. We can then expect that our clustering procedure should detect
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Figure 6.5 – A simulation of the random fields in Case 3.
these regions. In fact, the well-classified rate over the 100 simulations is the best
compared to the two previous cases since it takes values between 61.39 and 89.79%.
It is presented in the third column of Table 6.1.
We notice that the last two lines of Table 6.1 provide, for each case, an example of the
optimal bandwidths, selected among a regular sequence of 30 values in [0.2, 1] for ρn and
a regular sequence of 30 values in [10, 30] for bn, still maximizing the estimation of the
entropy.
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Figure 6.6 – A simulation of the random fields in Case 4.
Evaluation of the performance of the kernel density estimation
Besides the classification performance, we were also interested in calibrating the per-
formance of the density estimator. For this purpose, we measure the quality of estima-
tion using the approximation of the MISE: MISES = 1S
∑S
j=1
∫ (
fn(x)− f (−i)n (x)
)2
dx
computed from S = 100 subsamples. Each subsample is obtained by sampling without
replacement B observations among the nˆ = 26× 26 former observations.
Then, using the same sets of bandwidths as before, we selected (bn,opt, ρn,opt) which
minimizes theMISES . We notice thatMISES were computed with respect to subsamples
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Case 2 Case 3 Case 4
a1 = 10 - a2 = 30 a1 = 0 - a2 = 0 a1 = 30 - a2 = 60
Minimum 0.5898 0.2411 0.6139
1st Quartile 0.7139 0.4357 0.8802
Median 0.8831 0.4822 0.8846
3rd Quartile 0.8920 0.5237 0.8935
Maximum 0.8964 0.6775 0.8979
bn,opt 15.86 17 16.55
ρn,opt 0.67 0.73 0.72
Table 6.1 – Summary of the distributions of the well-classified rate, based on 100 simula-
tions
with the same length B. We also present the corresponding values of KLS = 1S
∑S
i=1KL
B
i
which is the mean of the KL over the S subsamples with length B.
The results are given in Table 6.2. Since the subsamples are not the same from one
case to the other, we just compare the behavior of the estimator when B varies. One can
observe that MISES (or the KLS) is the worst when estimating B = 50 observations to
estimate the density. However, the kernel density estimate becomes more efficient when
B increases, as the errors (MISES and KLS) decrease to reach their smallest value for
B = 500. The gap of the error from B = 50 to B = 100 is obvious. Figure 6.7 shows an
example of the estimated density in each case. As expected, the lack of frontiers in Case 3
can be observed here, which explains the bad results of the clustering procedure in Case
3.
B Case 2 Case 3 Case 4
a1 = 10 - a2 = 30 a1 = 0 - a2 = 0 a1 = 30 - a2 = 60
50 minMISES 9× 10−9 1.32× 10−9 1.75× 10−6
minKLS 0.02 0.02 0.02
bn,opt 16.9 17 16.55
ρn,opt 0.75 0.73 0.72
100 minMISES 1.79× 10−9 8.47× 10−10 5.64× 10−10
minKLS 8.8× 10−5 3.7× 10−5 2× 10−4
bn,opt 13.79 15.86 16.21
ρn,opt 0.58 0.66 0.69
200 minMISES 2.13× 10−10 1.86× 10−10 2.97× 10−10
minKLS 5.9× 10−5 8× 10−6 1.5× 10−4
bn,opt 16.55 16.21 15.51
ρn,opt 0.72 0.7 0.64
500 minMISES 2.67× 10−11 5.9× 10−11 1.56× 10−11
minKLS 1× 10−5 7.8× 10−6 1.6× 10−5
bn,opt 16.21 15.52 15.86
ρn,opt 0.7 0.64 0.67
Table 6.2 – Estimation of the empirical MISE and KL based on B sub-samples
Remark 6.1.
- At the bandwidth selection step, the calculation time can be long, depending on the
length of the bandwidth-sets.
- Many other situations could be considered such as testing our method in Case 1 or
other scenarios with different sample sizes. We have done this in Case 1 and others
and obtain similar conclusions as in the other cases.
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(b) Case 3
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Figure 6.7 – Examples of the density estimation
- In Table 6.2, in Case 4, the corresponding MISES is equal to 1.56× 10−11 which is
lower than in the two other cases. For KLS , the lowest value is obtained in Case 3.
We notice that according to the simulations, the order of the best KLS or MISES
can change from one case to another. Basically contrary to the clustering where we
were comparing the rate of convergence, the kernel density estimate does not give
the same results. In fact, since we have artificially constructed the spatial regions,
the procedure is unable to detect the underlying distribution if its frontiers do not
coincide with those of the artificial spatial region. That is, one could get a bad
well-classified rate but good error measurement based on the same observations.
We now study the behavior of our procedures in a setting of real data application.
6.3 Application to the Monsoon Asia Drought Atlas (MADA)
Description of the MADA dataset
Monsoon failures, megadroughts and extreme flooding events are of critical importance
to human populations and ecosystems and have been affecting the agrarian population of
Asia over the past millennia. The Asian monsoon system affects more than half of humanity
worldwide. Therefore, it is important to study the spatio-temporal variability of the Asian
monsoon system.
Here, we consider the MADA spatial reconstruction data over the past millennium,
presented in Cook et al. (2010). This data set shows, for example, the occurrence and
severity of previously unknown monsoon megadroughts and their close linkages to large-
scale patterns of tropical Indo-Pacific sea surface temperatures. We refer to Cook et al.
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(2010) for more details on this data set. These authors reconstruct the seasonalized Palmer
Drought Severity Index (PDSI) for the summer (June-July-August) monsoon season, using
a well-known gridded measure of relative drought and wetness for the globe’s land areas.
The observations are 534 time points reconstructed on a 2.5× 2.5 grid, and the total time
period covered equals 1300− 2005. The area of study is presented in Figure 6.8 where one
can also see an example of variation of the PDSI observed in 2005. In fact, it represents the
PDSI observations for the summer monsoon season over the MADA domain: India, East
Asia and south into northern Australia. Red (respectively blue) areas are dry (respectively
wet) in 2005.
Figure 6.8 – The Palmer Drought Severity Index (PDSI) map in MADA domain for the
year 2005
We want to use our method to quantify the spatio-temporal variation in the distribution
of PDSI. In view of the large period (705 years), we cannot present all the results here.
So we have chosen several dates that will be used to illustrate the use of our method both
in the case where the X(i,j) is univariate and in the case where it is multivariate. We first
formatted our procedure to evaluate the variation in spatial distribution for several years
that are 1500, 1998, and 2005. Then, we studied the variation in spatial distribution using
all the observations of a 10-year period 1996− 2005. These observations then have values
in R10. Naturally, this approach can be used for smaller or larger periods between other
observation dates.
The observations of the PDSI in the period of interest are presented in Figure 6.9,
and some information about the spatial distribution of the PDSI, fitted empirical semi-
variograms (diagonal) and cross semi-variograms (off-diagonal), is presented in Figure 6.10.
The latter allows us to have an idea of the spatial dependence structure (in correlation
meaning) for the years 1997 and 2002−2005. To ease the presentation, the semi-variograms
corresponding to the other years are removed. We turn now to the application of our
procedure to the PDSI distribution.
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X1996 X1997 X1998 X1999
X2000 X2001 X2002 X2003
X2004 X2005
[−8.662,−5.024]
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(5.889,9.527]
Figure 6.9 – The observations of the Palmer Drought Severity Index (PDSI) in MADA
domain for the period 1996− 2005
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Figure 6.10 – Example of direct variograms (diagonal) and cross variograms (off-diagonal)
for the period of interest
The spatial density estimation and classification of PDSI data in the
MADA area
The study of the spatial classification of the PDSI for the years 1500, 1998 and
2005
For each year, the dataset is such that X(i,j) ∈ R with 60 ≤ i ≤ 145 (longitude) and
10 ≤ j ≤ 60 (latitude). We first performed the estimation of the spatial density of the PDSI
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(f) Spatial classification for Year 2005
Figure 6.11 – Examples of Spatial distribution detected by our procedure based on obser-
vations of the PDSI in MADA domain for years 1500, 1998, and 2005
On the left: the map of the estimated densities. On the right: the spatial clusters detected by our
spatial clustering method
in the MADA domain. The bandwidths for years 1500, 1998 and 2005 are respectively:
ρn,opt(1500) ' 0.1 and bn,opt(1500) ' 11.5, ρn,opt(1998) ' 0.15 and bn,opt(1998) ' 11,
ρn,opt(2005) ' 0.1 and bn,opt(2005) ' 12.5 obtained using a cross-validation rule. The result
is displayed in Figures 6.11a, 6.11c and 6.11e which raise three different spatial regions in
each case. Moreover, if their spatial densities seem to have different shapes, the results of
the spatial classification procedure presented in Figures 6.11b, 6.11d and 6.11f show that
there is almost no change in spatial structures on the inland region when there are some
changes in the structure of the frontier region from one year to another. Particularly, in
1500, lower spatial densities are in the northeast contrary to the costal region. The spatial
clustering procedure (Figures 6.11b, 6.11d and 6.11f) with this specificity of the northeast
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area also shows that the southeast of the land shares this specificity. For the year 1998,
it is difficult to detect some differences between the inland and costal areas based on the
density estimation when the spatial clustering method detects some differences among the
inland region, an intermediate region and a coastal area. Let us notice that the density
estimation of PDSI for 2005 raises similar regions as shown in the map of Figure 6.8 when
the clustering procedure detects three regions: an inland region, intermediate region and
coastal area.
The study of the spatial classification of the PDSI for the 10-year period:
1996-2005
First of all, we formatted the data of this period as observations of X(i,j)s with
60 ≤ i ≤ 145 (longitude), 10 ≤ j ≤ 60 (latitude), X(i,j) ∈ R10 and X(1)(i,j) correspond-
ing to observations of year 1996, X(2)(i,j) corresponds to observations of year 1997,. . . , X
(10)
(i,j)
corresponding to observations of year 2005. In this setting, we first performed the esti-
mation of the spatial density of the PDSI in the MADA domain with ρn,opt ' 0.075 and
bn,opt ' 19 obtained using a cross-validation rule. The result is displayed in Figure 6.12a
which shows that the smallest values of the spatial density are observed in the inland areas
contrary to costal areas (India, East Asia and south into northern Australia).
In order to make the spatial homogeneity or heterogeneity precise, we used our proce-
dure to cluster the data set. The result is given in Figure 6.12b The latter confirms the
existence of the two classes raised by Figure 6.12a and in addition, reveals some inter-
mediate regions between inland areas and coastal areas that could hardly be observed in
Figure 6.12a.
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(b) The spatial clusters detected by our spa-
tial clustering method
Figure 6.12 – Spatial distribution detected by our procedure based on observations of the
PDSI in MADA domain for the period 1996− 2005
To conclude, in this chapter, some simulations and a real data application are carried
out to illustrate the behavior of the density estimate and the clustering procedure proposed
in chapter 2.

Chapter 7
Streamflow hydrograph
classification using functional data
analysis
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Résumé en français
Précédemment, nous avons appliqué l’estimateur de la fonction de densité spatiale à la
classification non supervisée. Dans ce chapitre, nous travaillons également sur le problème
de classification non supervisée mais lorsque les données sont fonctionnelles et ne sont plus
spatialisées. Les données traitées concernent les débits journaliers de certaines rivières du
Québec. Chaque année est représentée par un hydrogramme (graphique de la variation
temporelle du débit) considéré dans ce travail comme des données fonctionnelles (courbes).
L’objectif est de construire des classes d’hydrogrammes. Nous commençons par introduire
le contexte hydrologique et les motivations à classifier les hydrogrammes. Puis, nous rap-
pelons les principes de plusieurs méthodes rencontrées dans la littérature fonctionnelle à
savoir la méthode de classification descendante hiérarchique basée sur l’estimation du mode
(voir les chapitres 2 et 6), la méthode des k-moyennes avec les divergences de Bregman,
mais aussi celle basée sur les projections. Nous appliquons ensuite ces méthodes sur les
hydrogrammes de plusieurs stations hydrologiques. Une étude comparative des résultats
obtenus avec ces différentes techniques est donnée ainsi qu’une interprétation environne-
mentale des résultats. Nous appliquons également une méthode de statistique multivariée
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qui est habituellement utilisée dans la littérature hydrologique. Nous expliquons les avan-
tages et inconvénients à considérer une méthode pour données fonctionnelles plutôt que
multivariées.
Ce travail est issu d’un projet de collaboration Franco-Québécoise entre le laboratoire
EQUIPPE de Lille et l’Institut National de la Recherche Scientifique de Québec. Ce projet
s’intitule "Étude des variables hydrologiques dans le cadre de l’analyse de données fonction-
nelles" et est financé par la Commission Permanente de Coopération Franco-Québécoise
(CPCFQ). Il fait l’objet d’un article en révision et a été réalisé avec Mohamed Ali Ben
Alaya (INRS, Québec), Fateh Chebana (INRS, Québec), Sophie Dabo-Niang (Université
Charles de Gaulle) et Taha B. M. J. Ouarda (Masdar Institute, Abu Dhabi).
7.1 Introduction
The hydrograph as a graphical representation of the temporal variation of flow, is
the main source of information to study flow behavior. The information provided by the
hydrograph is essential to determine the severity and frequency of extreme hydrological
events, especially floods and droughts. The stream hydrograph is an integration of spatial
and temporal variations in water input, storage and transfer processes within a catchment.
Thus, hydrographs may present different hydrological regimes for a given watershed (e.g.
Hannah et al. (2000)). Therefore, hydrographs of a given watershed may not be similar
from year to year. Classifying hydrographs into homogeneous classes is of interest to iden-
tify and understand the different regimes, to characterize groups, to separate events, and
to detect possible changes. In addition, hydrograph classification is essential to character-
ize the impacts of climate disturbances on hydrological regimes e.g. Kingston et al. (2011).
Hydrograph classification is then very important, particularly where changes in the fre-
quency and/or in the intensity of various forms of extreme weather events could occur.
The classification of hydrographs can allow characterizing different hydrological regimes
which leads to a better understanding and specific treatment of the behavior of extreme
flows and the associated water resource activities (e.g. Harris et al. (2000)).
From a water resources management point of view, hydroelectric utilities are interested
in classifying hydrographs based on their shape, and eventually linking the shape to a risk
measure (return period for instance). Previous efforts to derive a rational classification
procedure were limited mainly by technique availability. Yue et al. (2002), for instance,
considered the two-parameter beta probability density function to represent the shape of
hydrographs, and used two shape variables (shape mean and shape variance) to classify
flood hydrographs. This approach, although simplistic, was useful for the classification of
hydrographs for practical purposes in the Province of Quebec, Canada. The hydrological
community needs hydrograph classification methods that can provide a full representation
of the hydrograph and a full use of all the information contained in it.
In terms of methods, hierarchical classification (HC) is the most commonly used tech-
nique for hydrograph classification. Hannah et al. (2000) proposed a multidimensional
technique to classify diurnal discharge hydrographs from glacier basins separately accord-
ing to their shape and magnitude. Their procedure involves two separate classifications
of the hydrographs that have been combined. The aim of the first classification is to de-
rive a set of distinct diurnal hydrograph shape classes using the HC approach based on
principal component analysis (PCA). The second classification is based on four magni-
tude indices: the mean, minimum, maximum and variance of monthly observations. This
method was adapted by Harris et al. (2000) to riparian systems on four British rivers,
where flow regimes are defined by monthly mean flow series. Bower et al. (2004) used
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this same method to develop a regime classification to identify spatial and temporal pat-
terns in intra-annual hydro-climatological response as well as an index to assess river flow
regime climatic sensitivity. Assani and Tardif (2005) do not use HC approach but proposed
11 hydrological variables based upon monthly discharge data considered with a PCA to
identify three significant components used to characterize hydrological regimes in Que-
bec. Recently, Belmar et al. (2011) proposed a hydrological classification using β−flexible
clustering technique based on weighted PCA scores. The latter are obtained using 73 hy-
drological indices describing natural flow regimes in Segura River Basin, in Spain. These
indices include, for instance, measures of drought duration, as well as flow magnitude,
central tendency and dispersion.
In the hydrological literature, including the above mentioned studies, a hydrograph is
generally characterized by a limited number of characteristics. However, since the hydro-
graph represents the variation of flow over a period of time (Yue et al. (2002)), a flood
cannot be characterized only by a finite, even large, number of characteristics, but instead
by its entire hydrograph as a curve. We propose an illustration which is, for simplicity,
based on the main flood features. Figure 7.1(A), shows, in the left panel, two hydrograph
types characterized by the same volume and different peaks and durations. In the right
panel, the two hydrograph types present the same peak, same volume and same duration.
The only difference between them is that the second occurs with a lag time from the first.
Multidimensional classification taking into account only the peak, volume and duration
can detect the differences between the two hydrograph types of the first example, but is
unable to do so for the last example. This last remark is valid whatever the finite num-
ber of hydrograph features considered. This is because the continuous character of the
hydrograph, as a function, cannot be reduced to any limited number of its features where
the hydrograph cannot be fully represented. Figure 7.1(B) illustrates another situation in
which two hydrographs can correspond to the same peak value, duration and volume and
hence would not be differentiable through a classical multidimensional classification. How-
ever, these two hydrographs correspond to two completely different behaviors. Hydrograph
I corresponds to a steep rising limb, which would lead to a large volume of water entering
the reservoir in a short period of time. This does not give enough time to the operator
to evacuate the excess water (due to the capacity of the spillway) and could lead to dam
toppling and serious security consequences. On the other hand, Hydrograph II presents a
slow rising limb, giving ample opportunity to spill excess water and reduce the risk level.
A classification of the hydrographs based on their shape is hence important. This example
represents a simple illustration of the importance of the shape of the hydrograph. It would
have been possible to add an additional variable representing the time to peak. However,
other considerations may require other variables, making the process difficult and highly
dimensional, especially in the case of multi-modal hydrographs for example. A general
classification procedure is needed and can be provided by the functional framework.
The examples above illustrate that the multidimensional approach depends on the in-
dices used to characterize the phenomenon, and that, not taking into account some indices
(e.g. Julian date) can influence the multidimensional classification results. On the other
hand, when a large number of features, such as 73 indices (Belmar et al. (2011)), is used,
a large quantity of information can be extracted and the hydrograph could be almost
represented. However, other drawbacks occur, such as the increase of dimensionality, re-
dundancy, and subjectivity. When the number of variables to include increases, the number
of choices and possibilities of subsets of variables increases as well. Some variable selection
techniques (see, e.g. Fraiman et al. (2008), Andrews and McNicholas (2013)) can be used
but are often computationally intensive and are based on the iterative use of hypothesis
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(a)
(b)
Figure 1
1
Figure 7.1 – Examples of flood hydrographs
(A) Flood hydrographs characterized by different flood types - (B) Flood hydrographs characterized by different
behaviors. V , Q and D denote the volume, the peak and the duration, respectively
testing which induces errors at each step. In addition, some variables are not directly
available, such as the volume, and require extraction from the raw data, which can cause
an increase in uncertainty due to the lack of accuracy in their computation. A number
of the considered variables or indices are also usually taken at monthly or annual time
scales which reduces capturing the temporal variability of the hydrological phenomenon.
The above considerations have negative impacts on hydrograph classification especially
in terms of information loss and they consist in a substantial simplification of the overall
hydrological phenomenon.
Recently, Chebana et al. (2012) introduced the functional data analysis (FDA) statis-
tical framework to the hydrological context. It is important to mention that in hydrology,
the term ‘functional’ is mainly used to refer, e.g. to the function of a catchment as its
input-output conversion. Here, the term FDA is employed to refer to a statistical frame-
work based on functional data. Specifically, Chebana et al. (2012) focused on exploratory
analysis as well as outlier detection of hydrographs. They showed that the FDA framework
is adapted to the hydrological context with a number of advantages. Indeed, the functional
framework is more general, flexible and representative of the real hydrological phenomena
than multidimensional analysis. In fact, the former treats the whole hydrograph as a func-
tional observation (function or curve) taking into account the maximum of the available
information and constitutes a natural extension of multidimensional approaches. Hence, a
classification approach based on the whole hydrograph of an annual discharge time series
as a single observed function could lead to more representative classes. It is relevant to
mention that Pappenberger and Beven (2004) proposed a hydrograph classification ap-
proach using the multidimensional HC method and based on graphical visualizations of
hydrographs. Ganora et al. (2009) considered the flow duration as a curve for regional-
ization purposes. However, even though these studies indicate the need to consider the
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whole hydrograph in the classification process, they do not have a functional statistical
foundation.
In the functional framework, a variety of hydrographs could be covered and all their
features would be included without necessarily increasing the uncertainty and subjectivity.
Active research is targeting the development of adapted statistical methods to analyze
functional data. A number of classical approaches are extended to the functional context
(e.g. Ramsay and Silverman (2005), Dabo-Niang et al. (2006), Cadre and Paris (2010),
Fischer (2010)). This is also the case for classification methods. The functional versions are
often extensions of the classical classification ones, in particular the HC and the k-means
methods. The aim of the present chapter is to introduce the FDA framework for classifying
streamflow hydrographs, by considering discharge time series as continuous curves.
The theoretical background of functional classification methods is presented in Section
7.2, in its general form. In Section 7.3, these methods are adapted to the hydrological
context and applied to daily streamflows of the Romaine River station, from the province
of Quebec, Canada. For more general results, functional methods are also applied to 13
other stations in the province of Quebec and the results are briefly presented. A comparison
with a multidimensional classification method is also given in Section 7.3. A discussion of
all results is carried out in Section 7.4 and conclusions are reported in Section 7.5.
7.2 Functional data classification methods
The purpose of this section is to present some recently developed procedures for clas-
sifying functional data. Let xi = (xi(t1), . . . , xi(tT )), i = 1, . . . , n, be a set of n discrete
observations, where each tj , j = 1, . . . , T is the jth record time point from a given con-
tinuous time subset T which includes the set {1, . . . , T}. For instance, an observation xi
could be daily flow temperatures series within a given ith year with T = 365. Before going
further, note that the statistical object of FDA is a function (curve). However, the curves
are not completely observed, instead, only discrete measurements of the curves are avail-
able. Then, a first step is to prepare the data to be used in a FDA context. For a fixed
observation i, each set of measurements (xi(t1), . . . , xi(tT )) is converted to be a functional
data and denoted {Xi(t), t ∈ T ⊂ R+}, by using a smoothing technique. In the case where
data series are of good quality and with long enough records, one can simply interpolate
the measurements to obtain the curves. Otherwise, smoothing can be required. This is
typically the case for diffusive processes like in the present study of streamflows. However,
even in the first case, smoothing could be necessary depending on the objective of the
study (e.g. Ramsay and Silverman (2005)). The reader is referred to Chebana et al. (2012)
for more details related to this issue in the hydrological context.
Generally, in any classification framework, data inside each class should be as similar as
possible but different from those in other classes. Note that classification can be supervised
or unsupervised (e.g. Hartigan (1975)). In the first one, the number of classes is known in
advance or chosen according to the study constraints. Otherwise, unsupervised approaches
are considered. This is the case in the present chapter where a number of classification
approaches are available in the functional literature. In particular, k-means techniques are
adjusted to functional data, hierarchical algorithm and some of its variants are proposed
as well (e.g Abraham et al. (2003), Dabo-Niang et al. (2007), Auder and Fischer (2012)).
An appropriate classification should lead to homogeneous classes and heterogeneity
between classes, thus avoiding unnecessary classes. Consequently, the obtained number of
classes k is important (e.g. Milligan and Cooper (1985)). Some classification methods do
not automatically determine k. Techniques are developed in the literature to overcome
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this difficulty. One of the techniques consists in selecting k that optimizes a given class
homogeneity index (e.g. Krzanowski and Lai (1988)). In the application section below, for
the k-means classification, an initial and arbitrary choice of k is taken at the beginning
of the procedure which is not necessary the final choice. Note that an extensive literature
exists for the initialization of the k-means algorithm (e.g. Khan and Ahmad (2004)). In
addition, the size of the obtained classes could be a concern, according to the classification
aims. For instance, if the purpose is inference, such as modeling or estimation, then large
size classes are necessary for reliable results. On the contrary, an exploratory or descriptive
analysis does not require any size constraints and small classes could be of interest.
The set of the curves X1, . . . , Xn is denoted S. The following presented approaches
should lead to a splitting of S into some k distinct representative and interpretable classes
S1, . . . , Sk. Firstly, we present the method studied by Dabo-Niang et al. (2007) which is
a descendant HC procedure based on distances between the modal and mean curves of a
set of curves. Secondly, the k-means classification is presented, consisting in partitioning
the observations in classes by minimizing some distortion measures defined below (Fischer
(2010)).
7.2.1 Descendant hierarchical classification based on centrality curves
Recent advances in nonparametric FDA allow to define centrality features for a sample
of curves (see e.g. Ferraty and Vieu (2006)). Dabo-Niang et al. (2007) indicated that both
the mean and the median curves are interesting when dealing with homogeneous data,
while the modal curve would be more useful for detecting possible different structures in
the data. Consequently, Dabo-Niang et al. (2007) used a descendant HC method based
on comparing the modal curve either with the mean or the median. In this chapter, this
method is applied in hydrology where location curves can be used to characterize a given
basin and to proceed to comparison or grouping of a set of basins.
Location measures (mean, mode and median) summarize the data and aim to provide a
representative element of the sample. In the FDA context, for a set of curves S, we define
the mean curve as Xmean,S =
1
Card(S)
∑
Xi∈S
Xi, where Card(S) denotes the number of
elements in a set S. The median curve is estimated by Xmedian,S = argmin
X∈S
∑
Xi∈S
m(X,Xi),
where Xi and X are curves in the set S and m(·, ·) is a proximity measure. The modal
curve is defined such that the sample of curves is the most dense. From a theoretical point
of view, the mode, when it exists, is an observation whose probability is locally maximum.
So, the modal curve of a sample S can be estimated as:
Xmodal,S = argmax
X∈S
∑
Xi∈S
K
(
m(X,Xi)
h
)
whereK(·) is a kernel function, h = hn is a sequence of positive numbers called bandwidth,
considered as a smoothing parameter and arg max
x∈S
f(x) stands for the element in the set
S that maximizes a function f . The elements m, K and h are essential in nonparametric
estimation. In the functional context, a semi-metric m(·, ·) is often used as a proximity
measure. In particular, a semi-metric based on derivatives, as used in the application
section, is defined by
mderivq (Xi, Xj)2 =
∫ (
X
(q)
i (t)−X(q)j (t)
)2
dt
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where X(q) denotes the qth derivative of X (see Ferraty and Vieu (2006) for more details).
A kernel K is a weighting function used in nonparametric estimation techniques. There
exists a large variety of kernels in the FDA context, the most classical ones are the positive
and symmetrical kernels such as the box kernel, the triangle kernel, the quadratic kernel
and the gaussian kernel (see Ferraty and Vieu (2006)).
The proposed methodology performs iteratively by splitting S into increasingly homo-
geneous classes. To measure the heterogeneity of a given sample S of curves, Dabo-Niang
et al. (2007) compared modal and mean curves by computing the subsampling hetero-
geneity index (SHI). The median curve can also be used instead of the mean, e.g. when
one wants to assign to the same group all curves that have the same shape but which
are affected by some clearly horizontal shift (see Dabo-Niang et al. (2007)). The SHI is
computed by using a large number L of randomly generated subsamples S(l) ⊂ S of the
same size
SHImean(S) =
1
L
L∑
l=1
m(Xmodal,S(l) , Xmean,S(l))
m(Xmean,S(l) , 0 ) +m(Xmodal,S(l) , 0 )
(7.1)
where m(X, 0 ) denotes the proximity measure between a function X and the constant
null function 0 . A large value of m(Xmodal,S(l) , Xmean,S(l)) indicates that Xmodal,S(l) and
Xmean,S(l) have different behaviors according to m(·, ·). The larger SHImean(S) is, the
more heterogeneous the sample S will be. However, since the goal is to decide if the set S
should be split into G classes S1, . . . , SG another index is required. The splitting will be
accepted if the heterogeneity in each class is smaller than before splitting. To this end, the
Partitioning Heterogeneity Index (PHI) is considered. It is defined as a weighted average
of the SHI over classes
PHImean(S;S1, . . . , SG) =
1
Card(S)
G∑
g=1
Card(Sg)SHImean(Sg) (7.2)
The larger PHI is, the more heterogeneous each class S1, . . . , SG is. Both SHImean(S)
and PHImean(S;S1, . . . , SG) are employed to define a score SC given by
SC = SCmean(S;S1, . . . , SG) =
SHImean(S)− PHImean(S;S1, . . . , SG)
SHImean(S)
(7.3)
A positive score SC indicates a gain of homogeneity inside classes. The splitting is ac-
cepted if SC is greater than a fixed threshold τ . For instance, τ = 5% indicates that a
splitting is accepted if it brings more than 5% of homogeneity within classes. If the score
is negative, then S does not require this splitting. A value of τ that is too small indicates
that the considered splitting is not required and the gain in terms of homogeneity is not
significant. The value of τ is chosen according to the type of the data and the purpose of
the classification. It is analogous to the choice of the first kind error in hypotheses testing.
All the details concerning this methodology are given in Ferraty and Vieu (2006).
Aside from the above splitting criteria, it is required to define classes of S. Ferraty
and Vieu (2006) proposed a procedure to establish the subgroups S1, . . . , SG as well as
their number G. The procedure is related to the choice of the bandwidth parameter h
by using the small ball probabilities. They play a key role in the theoretical properties of
the mode estimate, (see Dabo-Niang et al. (2007)). A small ball probability is defined as
P[Xi ∈ B(X,h)] for X,Xi ∈ S which is the probability that a curve Xi ∈ S belongs to
the ball B(X,h) with center X and radius h. For a given bandwidth h, one has at hand n
probability points P[Xi ∈ B(X,h)], i = 1, . . . , n for which the corresponding density dS,h
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Figure 7.2 – Algorithm of the descendant HC
can be estimated by dˆS,h. The estimated density can be computed using, for instance, the
package np of the R language (see Hayfield and Racine (2008)). The number of groups G
will be determined by the number of peaks of d̂
S,̂hS
. In practice, the bandwidth is selected
using the entropy such that ĥS = arg minh
∫
d̂S,h(t) log d̂S,h(t) dt.
The main algorithm of this classification approach is illustrated in Figure 7.2. The reader
is referred to Ferraty and Vieu (2006) and Dabo-Niang et al. (2007) for more details.
7.2.2 k-means functional classification
The k-means classification is a widely used method. In the classical analysis, it consists
in partitioning observations yi ∈ Rp into k classes, by minimizing a certain quantity,
named distortion in this context (similar to a distance). Given k, the preliminary number
of classes, the general k-means algorithm is the following (e.g. Hartigan (1975) ):
1. Choose k initial centers c1, . . . , ck;
2. Identify for each observation i the nearest center cl. Each center cl defines a class l.
The proximity between yi and cl is measured by a distortion measure d(yi, cl);
3. Define new centers: for each l, cl is the mean of the observations of the new class l;
4. If the composition of each class is the same as in Step 2 then stop the algorithm and
save the obtained classes ;
5. Otherwise, go to Step 2.
This algorithm requires an adaptation to the functional setting. The main difficulty con-
sists in dealing with the infinite dimensionality of the data curves. Note that a functional
random variable takes values in an infinite dimensional space (such as functional space,
e.g. space of continuous functions on [0, T ]) (see Ferraty and Vieu (2006)). Firstly, the
classical k-means algorithm can be used with Bregman divergences as the distortion mea-
sure (see Fischer (2010)). In the following, this method is presented. Secondly, projection
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approaches proposed by Abraham et al. (2003) and James and Sugar (2003) is another
adaptation. It consists in projecting the curves on a basis, and get classes by considering
the k-means algorithm applied on the coefficients of the projection. The k-means method
developed in Auder and Fischer (2012) is also presented in this section, where the infinite
dimension is reduced by considering only the first p coefficients of the projection on a basis
and then performing classification in Rp.
For the descendant HC based on centrality curves, the heterogeneity inside classes is
measured through the above heterogeneity indices (SHI, PHI, SC). Although, in the
literature, these indices are not generalized to other methods, in the application section,
they are computed for the classifications obtained with the k-means methods as well for
comparison purposes.
Bregman divergence
In the general k-means algorithm, a distortion measure d(·, ·), between an observation
and the center of a class, is needed. The main purpose of the k-means classification is to
allocate each observation yi to a class l by minimizing the mean of the distances between
each observation and its nearest class center cl that is
min
l=1,...,k
1
n
n∑
i=1
k∑
l=1
zlid(yi, cl) (7.4)
where zli = 1 if yi belongs to class l, otherwise zli = 0.
In Rp, different well-known distances are used as distortion measures such as the Eu-
clidean distance. However, in the context of curves classification, it is necessary to consider
a notion of distance adapted to high dimensions. To this end, Banerjee et al. (2005) showed
that the k-means algorithm should be generalized by replacing the classical distance by
the Bregman divergence.
The Bregman divergence was introduced by Bregman (1967) in the multidimensional
context. Most of the widely used distortion measures, as the Euclidean distance, are par-
ticular cases of Bregman divergences. The Bregman divergences are generalized to the
functional context and are defined by
dφ(x, y) = φ(x)− φ(y)−Dyφ(x− y) ≥ 0 (7.5)
where φ, x and y are functions, φ : C → R with C is a convex set, Dyφ denotes the dif-
ferential of the function φ at y. According to the choice of the function φ, the functional
Bregman divergence may be, for instance, the squared L2 distance, the quadratic bias,
the classical and generalized Kullback-Leibler divergences (e.g. Fischer (2010)). The di-
vergence choice depends on the data and on the type of partition required. In particular,
the quadratic bias, used in the application section, is defined by
dφ(x, y) =
[∫
(x− y)dµ
]2
using φ(x) =
[∫
I
x(t)dµ(t)
]2
(7.6)
with I is an interval in R and µ is a finite positive measure.
Similar idea is employed in Chebana and Ouarda (2011) to measure errors between mul-
tivariate quantile curves applied to hydrological variables.
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Projection-based curve clustering
Auder and Fischer (2012) proposed an approach for curve classification by reduc-
ing the infinite dimension based on projecting the curves X1, . . . , Xn onto a finite lower-
dimensional space. Then, k-means classification is performed on the first p coefficients of
the corresponding basis projection.
Since the k obtained classes may depend on the basis choice, several projection bases
are used in practice such as Fourier, Haar and functional principal component. Another
basis is proposed by Auder and Fischer (2012) as the Best-Entropy basis.
Given the centers c = (c1, . . . , , ck) of the k classes, the goal of this method of classifi-
cation is to find the basis minimizing the following distortion:
Wp,n(c) =
1
n
n∑
i=1
min
l=1,...,k
‖Πp(Xi)−Πp(cl)‖2 (7.7)
where Πp is the orthogonal projection on Rp. To this end, according to different values
of the projection dimension p, the k-means algorithm is implemented on the projected
coefficients resulting from the above basis. The selected classification is the one where the
projection dimension p and the basis minimize distortion (7.7).
In the application section below, the above presented functional approaches are applied
to real world data and a comparison with a classical multidimensional approach is carried
out. For a quantitative comparison of the different classification approaches, the Silhouette
index is considered (see Kaufman and Rousseeuw (1990), Chapter 2). It is presented briefly
here.
For a given classification, and for each object xi of a dataset x1, . . . , xn, the corresponding
Silhouette index s(i) is defined as
s(i) = b(i)− a(i)max (a(i), b(i))
where, for a given xi belonging to a class A, (with Card(A) ≥ 2), and a distance d(·, ·),
a(i) = 1Card(A)− 1
∑
xj∈A
j 6=i
d(xi, xj), and b(i) = min
A6=C
1
Card(C)
∑
xk∈C
d(xi, xk)
for all classes C different from A, from the same classification.
Note that, Kaufman and Rousseeuw (1990) proposed to use the Euclidean distance for the
distance d(·, ·). For each object xi, s(i) is between −1 and 1. An observation xi is considered
well classified when s(i) is large. Consequently, for each classification, the mean s¯ of the
s(i), i = 1, . . . , n is evaluated and the best classification (with compact and well separated
classes) corresponds to the largest s¯. In the application section, the Silhouette index is
computed on the raw data.
7.3 Applications
The methods presented in Section 7.2 are adapted to hydrological discharge time series
in Section 7.3.1. Then, they are applied to the case study data from the province of Quebec
described in Section 7.3.2. The obtained functional results are presented and compared
with those obtained from a multidimensional ascendant hierarchical classification method
in Section 7.3.3. The aim of the case study is to illustrate the functional framework with
a number of sub-methods and provide a comparison between frameworks (functional and
classical) rather than select a specific method within a given framework.
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7.3.1 Adaptation to discharge time series
We consider flow series recorded for a given station. These data can be recorded at
different time scales such as hourly, daily or monthly. In the following, we focus on daily
flow data assumed to be available for n hydrological events. These hydrological events can
be, for instance, floods and are denoted by xi(t) = {xi(tj), j = 1, . . . , T}, i = 1, . . . , n,
where T represents the number of days in the period of year covering the hydrological
event, such as T = 365 for the whole year or T = 184 for Spring floods. The flow value
xi(tj) is measured at day j for the ith event. Usually, these discrete observations have
the same size T . These observations xi(tj) are converted into smooth functions Xi(t) on
a continuous period T = [1, T ]. The obtained function Xi(t) constitutes a hydrograph of
one event.
In this chapter, for a given hydrological year, we only consider the spring high flow
event. Then, the three different functional classification methods presented in Section
7.2 (descendant HC based on centrality curves, k-means with Bregman divergence and
k-means with projection-based curve), are applied to the smooth functions Xi(t). We
consider the mode and the mean for measuring the heterogeneity index, (7.1) and (7.2).
Note that, in this chapter, we consider unsupervised classification, since the number of
classes k is usually unknown in advance. Thus, for the k-means approaches, the initial
values of k are chosen arbitrarily: different values have been tested to make the choice.
7.3.2 Data description
The data series is represented by daily flow (m3 s−1) from the Romaine River station with
reference number 02V C001. The area of the drainage basin is 13 000 km2. The focus in
this study is on spring high flow events occurring between March 1st and August 31st that
is j = 1, . . . , 184, for T = 184. Indeed, in the province of Quebec, the largest streamflow
events are mainly caused by snow melt during the Spring season and can continue until
the end of Summer. Data is available from 1961 to 2000. According to the present data
set, we have n = 40 years of observations xi(tj), tj = 1, ..., 184, i = 1, . . . , 40. The ith
observation {xi(tj), j = 1, . . . , 184} denotes the daily flow measurements for the ith year
which is converted to a smooth curve {Xi(t), t ∈ T = [1, 184]}. This is performed through
Fourier series expansion as indicated in Chebana et al. (2012). Figure 7.3 presents all the
obtained smooth curves for the studied period. It shows that these curves have several
different shapes. Therefore, it is appropriate to classify these curves.
As indicated in Section 7.2, S represents the whole set of flow curves X1, . . . , X40.
The presented methods in Section 7.2 are applied. The results obtained from the different
functional approaches are also compared with a classical classification methodology, that
is the multidimensional HC. Since we focus on unsupervised classification, the number k
of classes is unknown. Moreover, because of the exploratory illustrative character of the
present study, no constraint on the size of the classes is imposed.
Then, 13 other stations are considered. They represent pristine basins and were se-
lected as part of the reference hydrometric basin network (RHBN) to help provide an
understanding of the physical processes within and account for the impacts of climate
variation across the province of Quebec (Ouarda et al. (1999)). These stations are listed
in Table 7.1.
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Figure 7.3 – The curves corresponding to the studied period, March 1st to August 31st,
for the Romaine River station
Number Federal Number Station name Area (km2)
1 01BH005 Darmouth 645
2 02QA002 Rimouski 1610
3 02PJ007 Beaurivage 704
4 02OE007 Eaton 642
5 02LH004 Picanoc 1290
6 02NE011 Croche 1570
7 02PB006 Sainte-Anne 642
18 02RG005 Metabetchouane 2280
19 02RF005 Chamouchouane 15300
10 02RD002 Mistassibi 9320
11 02UC002 Moisie 19000
12 04NA001 Harricana 3680
13 03MB002 À la Baleine 29800
Table 7.1 – List of stations
7.3.3 Results
The functional approaches are applied to the data presented previously and results are
given in Section 7.3.3. Results for the Romaine River station, in Quebec, are presented in
detail. Furthermore, the main results for 13 other stations, across the province of Quebec,
are briefly presented. For comparison purposes, a multidimensional approach is also applied
to the data and the results are presented in Section 7.3.3.
Functional classification results
Firstly, the functional descendant hierarchical classification method based on modal
curve (CM), as explained in the second section, is performed on the Romaine River sta-
tion. The function m, which measures the proximity between curves, is a crucial element
in some of the above functional methods. The choice of m can be related to practical
hydrological classification aim. Ideally, hydrographs with very similar shapes but affected
by a horizontal shift should be assigned to different groups. As a first consequence, a good
proximity function between such curves can vary under translation (because an invariant
translation distance would produce small values whereas one expects large values). Note
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that the distance chosen here is the semi-metric, defined above, based on 2 derivatives.
Other tested semi-metrics do not lead to better interpretable classification. As a second
consequence, taking the mean curve as a centrality curve makes sense in the computation
of heterogeneity indices. Then CM is based on the comparison between modal and mean
curves. To confirm our choice, the case where the method is based on the deviation between
modal and median curves has been tested: the obtained classes were not of interest in the
present hydrological context. The corresponding algorithm is implemented on the set of
curves S with a threshold τ fixed at 5%. Indeed, we consider that a gain of homogeneity
lower than 5% is not significant. The SHI given in (7.1) is computed for the whole data
set S where SHImean(S) = 0.77 which indicates heterogeneity level that is high enough.
At the first iteration, the data set is split into two classes, denoted CM1 and CM2 with
sizes 23 and 17, respectively. Compositions of these classes are presented in Figure 7.4 in
terms of occurrence years. Figure 7.4 presents all the obtained classes by each one of the
considered methods in terms of time occurrence. For instance, for the CM method, the
year 1961 belongs to the class CM1 whereas the year 1964 belongs to CM2. We note a
discontinuity of years within each of these two classes. The partitioning heterogeneity in-
dex PHI and the score SC, defined respectively in (7.2) and (7.3), are evaluated for CM1
and CM2. The values are given in Table 7.2. PHImean(S;CM1, CM2) = 0.66 indicates
that this splitting is temporary accepted since it allows to increase homogeneity inside
classes by SC = 14% which exceeds τ = 5%. In the second iteration, CM1 is split into
two subgroups, but this splitting is not accepted since the SC is around 1% which is lower
than the threshold 5%. The class CM2 is not split because the density estimation of the
concentration curves has only one peak. At this stage, the algorithm is stopped and leads
to a final classification in CM1 and CM2 of S.
SHImean(S) = 0.77
PHImean(S;S1, S2, (S3)) SC
Descendant HC CM 0.66 0.14
k-means with KMB(a) 0.77 0.00
Bregman divergence KMB(b) 0.69 0.11
k-means with KMP (a) 0.72 0.07
projection-based curve KMP (b) 0.62 0.20
Table 7.2 – Heterogeneity Indices for the Romaine River station
Bold character indicates highest score SC
For description and interpretation of these classes, Figure 7.5a represents all the curves
of the set S of each class with different colors according to class, black curves for CM1
and grey curves for CM2. In addition, for a concise view, the centrality curves, namely the
mean, median and modal, of each class are given in Figures 7.5b-7.5d. We observe that
the mean and modal flows of the class CM2 are higher than those of class CM1. We note
that mean curves do not reflect properly the structure of the studied curves, since they
are not observations contrary to median or modal curves. The median curve (Figure 7.5c)
of class CM1 is more elevated than the median curve of CM2. On the other hand, event
durations in CM2 are longer than in CM1.
Secondly, the same data are classified using the functional k-means method with Breg-
man divergence (KMB). The number of k = 2 classes is initially considered with initial
centers as the modes of classes CM1 and CM2 obtained from the CM method. These
modes correspond to the curves of the years 1991 and 1970 respectively (illustrated in Fig-
ure 7.5d). According to these considerations, the algorithm leads to the two classes denoted
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Figure 7.4 – Composition of classes obtained for the Romaine River station, according to
the different methods
CM (Functional hierarchical classification based on modal curve), KMB (Functional k-means with Bregman diver-
gence), KMP (Functional k-means with projection-based curve), M (Multidimensional hierarchical classification)
by KMB(a)1 and KMB
(a)
2 , with sizes 35 and 5 respectively. Their composition is shown in
Figure 7.4. The sizes of these classes are not of the same order of magnitude since no con-
straint was imposed in this sense. Therefore, the class KMB(a)2 of 5 curves could be seen as
a class of unusual curves. To measure the heterogeneity in these classes, PHI and SC are
evaluated and given in Table 7.2. Note that PHImean(S;KMB(a)1 ,KMB
(a)
2 ) = 0.77 equals
to SHImean(S) and is higher than PHImean(S;CM (a)1 , CM
(a)
2 ) = 0.66. Consequently, the
classification in KMB(a)1 and KMB
(a)
2 does not increase the homogeneity within classes
which is confirmed by the null value of SC = 0.
For the above reasons, i.e. “unbalanced” sizes and SC = 0, the number of classes is
increased to k = 3. The obtained three classes, denoted KMB(b)1 , KMB
(b)
2 and KMB
(b)
3 ,
are respectively of sizes 12, 4 and 24 and the corresponding compositions are presented in
Figure 7.4. Table 7.2 indicates that the value of PHImean(S;KMB(b)1 ,KMB
(b)
2 ,KMB
(b)
3 )
is 0.69 which is smaller than 0.77 as the value obtained from KMB(a)1 and KMB
(a)
2
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Figure 7.5 – Curves and centrality curves of each of the two clusters, using the descendant
HC based on centrality curves, for the Romaine River station
a) all curves b) mean curves c) median curves d) modal curves
and the SC increases to be 0.11. Therefore, the classification into KMB(b)1 , KMB
(b)
2 and
KMB
(b)
3 reduces the heterogeneity in classes compared to the classification into KMB
(a)
1
andKMB(a)2 . Figure 7.6f illustrates the corresponding three distinct mean curves. In terms
of mean, class KMB(b)3 represents the curves with low peak and short duration whereas
class KMB(b)2 represents the curves with higher peak and longer duration. However, class
KMB
(b)
1 corresponds to curves with intermediate features between those of KMB
(b)
2 and
KMB
(b)
3 . Figures 7.6g and 7.6h show that median and modal curves corresponding to
class KMB(b)3 are smaller than for KMB
(b)
1 and KMB
(b)
2 .
Note that we have tested the four Bregman divergences above mentioned in the second
section. The quadratic bias (7.6) is chosen because the corresponding results lead to clearly
distinguished and meaningful classes.
Thirdly, the functional k-means method with projection-based curve (KMP ) is im-
plemented on the data from the Romaine River station. The initial number of classes is
taken to be k = 2. The k-means algorithm has been run on the projected coefficients
for the four bases indicated in the second section, namely Best-Entropy, Haar, Fourier
and functional PCA (principal component analysis) basis, with a number of projection
dimension of p values. For each basis and different values of the dimension projection p,
the empirical distortion given in (7.7), is computed for the Romaine River station and
presented in Table 7.3. According to Table 7.3, the distortion is minimal for a projection
onto p = 18 functional PCA basis then, for the classification, we consider projections
onto p = 18 functional PCA basis. The size of both obtained classes, denoted KMP (a)1
and KMP (a)2 , is 20 and their composition is shown in Figure 7.4. Class KMP
(a)
2 contains
most years before 1981 whereas KMP (a)1 mainly contains years after 1981. The value of
the PHImean(S;KMP (a)1 ,KMP
(a)
2 ) = 0.72 is not the smallest compared to the previous
tested methods and the score SC = 0.07 is not the highest (Table 7.2). Figure 7.7b indi-
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Figure 7.6 – Curves and centrality curves of each of the two and three classes, using the
classification by k-means with Bregman divergences, for the Romaine River station
a, e) all curves b, f) mean curves c, g) median curves d, h) modal curves
cates that class KMP (a)2 is clearly characterized by a mean curve higher than in KMP
(a)
1 .
This figure shows also a time lag between these mean curves. The spring high flow event
seems to occur one month earlier in class KMP (a)1 . The feature related to the time lag
is also valid for the modal and median curves. Consequently, the spring high flow event
generally becomes less important and occurs earlier from the year 1981.
A classification in k = 3 classes, KMP (b)1 , KMP
(b)
2 and KMP
(b)
3 is also applied by this
method. The composition of these classes of respective sizes 13, 16 and 11 is shown in Fig-
ure 7.4. The heterogeneity index PHImean(S;KMP (b)1 ,KMP
(b)
2 ,KMP
(b)
3 ) = 0.62 is the
lowest value among those obtained with other classifications. Consequently, its score is the
largest, SC = 0.20 (Table 7.2). Therefore, in terms of homogeneity gain, this classification
is the best. Figure 7.4 shows that KMP (b)3 mainly represents the years prior to 1975, while
KMP
(b)
2 mainly represents the years after 1986 and KMP
(b)
1 the years between 1975 and
1986. According to Figure 7.7f-h, class KMP (b)2 seems to correspond to earlier and smaller
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Basis
p 2 6 10 14 18
Fourier 308 744 48 266 37 571 36 957 36 875
Functional PCA 36 577 36 427 36 408 36 391 36385
Haar 300 893 46 900 43 944 39 880 39 153
Best-Entropy 75 573 75 033 74 942 74 900 74 893
Table 7.3 – Distortions for the Romaine River station
Bold character indicates smallest value
0
50
0
10
00
15
00
20
00
25
00
flo
w
KMP1
(a)
KMP2
(a)
a)
0
50
0
10
00
15
00
20
00
25
00
flo
w
b)
0
50
0
10
00
15
00
20
00
25
00
flo
w
c)
0
50
0
10
00
15
00
20
00
25
00
flo
w
d)
mar apr may jun jul aug
time
KMP1
(b)
KMP2
(b)
KMP3
(b)
e)
f)
g)
h)
mar apr may jun jul aug
time
Figure 7.7 – Centrality curves for the two and three classes obtained using the projection-
based curve clustering method, for the Romaine River station
a, e) all curves b, f) mean curves c, g) median curves d, h) modal curves
hydrographs and KMP (b)3 corresponds to higher and latter hydrographs. Class KMP
(b)
1
is the intermediary class between KMP (b)2 and KMP
(b)
3 . Spring streamflow events seem
to be evolving towards smaller streamflows which occur earlier.
Finally, the different functional classification methods are applied to 13 other RHBN
stations. It is noticed that results are generally similar to those of the Romaine River sta-
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tion. Due to size limitations, we only present in Figure 7.9 the mean curves corresponding
to two or three classes, according to stations, using the KMP method. According to the
obtained results of the various functional classification methods, we can conclude that:
1. KMP method can clearly distinguish between the spring hydrograph types. Figure
7.9 shows that classes obtained using this method are visually distinct.
2. KMB approach is more appropriate to detect unusual years. The classification into
two classes using this method gives classes with very different sizes.
3. CM method provides classes that are less distinctive than those from the KMP
method.
4. Based on the KMP method, there are two main spring hydrograph types for each
station. The first type gathers hydrographs with large volume, large peak and late
start date, and the second includes hydrographs with a low volume, low peak and
early start date.
Comparison between multidimensional and functional results
The comparison with an usual multidimensional classification method is based on 25
hydrological variables which describe three of the five characteristics of hydrologic types
suggested by Richter et al. (1996), namely magnitude, duration and rate of change. The 25
indices are as follows: monthly discharges (6 variables), monthly maximum and minimum
discharges (12 variables), and monthly discharge ratios (5 variables), duration of event
(1 variable) and the Julian date of the maximum flow (1 variable). The results of the
multidimensional classification are given in detail for the Romaine River station and are
resumed for the RHBN stations.
First, for the Romaine River station, a PCA is performed to isolate the first five
principal components which explain 81% of the variance in the data described by the
25 variables. Then, an ascendant HC was applied on scores of these five components to
identify the different classes. The dendrogram, represented on Figure 7.8a, indicates that a
classification in two classes is appropriate. Figure 7.4 illustrates the composition of the two
obtained classes M1 and M2. Class M1 contains 6 years, and the second class M2 contains
34 years. According to Figures 7.8b-7.8d, classM1 gathers hydrographs with smallest peak
and volume and early start date. On the other hand, class M2 is characterized by highest
peak and volume and late start date.
The Silhouette index (introduced in Section 7.2) is computed, on the raw data xi =
(xi(t1), . . . , xi(tT )), in order to compare the different classification results obtained using
functional and multidimensional approaches. Table 7.4 presents the Silhouette index cor-
responding to the different methods. Accordingly, the best classifications for the Romaine
River station would be the 2 and 3 classes obtained by the KMP method (KMP (a) and
KMP (b)). The corresponding s¯ are the highest (0.2748 and 0.2620 respectively). These
functional classifications outperform classes obtained by the multidimensional approach
(M) for which s¯ is 0.2293. The worst classification results for the Romaine River station are
those produced by the CM approach with s¯ = 0.0824 and the KMB approach (KMB(a)
and KMB(b)) with s¯ = 0.0841 and s¯ = 0.1076.
The multidimensional (M) approach is also performed on the RHBN stations. The
Silhouette indices corresponding to the obtained classes by the functional andM methods
are given in Table 7.4. According to this criterion, theM method often gives better results
than CM and KMB methods. However, the KMP method leads to better results for all
stations, except for Metabetchouane where the M method is the best and the s¯ cannot be
evaluated for the KMP method. It is also noticed that, in some cases, the Silhouette index
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Figure 7.8 – Dendrogram and centrality curves corresponding to the multidimensional
ascendant HC, for the Romaine River station
a) dendrogram b) mean curves c) median curves d) modal curves
cannot be calculated for the classes obtained using the KMB method. This is due to the
existence of classes containing a single element. In terms of the Silhouette criterion, this
method (KMB) gives the worst results compared to the two other functional approaches
(KMP and CM), due to the proximity measure used (quadratic bias) which takes mainly
into account the volume. Therefore, the conclusions obtained for the RHBN stations are
generally similar to those obtained for the Romaine River station.
7.4 Discussion
In the case of the Romaine River station, in terms of homogeneity gain, a classification
in three classes by the KMP method is the best among those presented, since its PHI =
0.62 is the lowest (see Table 7.2). Moreover, Figure 7.7e shows three clearly distinct groups
of curves which is confirmed by the corresponding mean curves (Figure 7.7f). Then, the
CM method leads to a classification in two classes CM1 and CM2, which is in second rank
in terms of PHI (see Table 7.2). However, Figures 7.7a-7.7d show that the obtained two
classes KMP (a)1 and KMP
(a)
2 are clearly distinctive compared to classes CM1 and CM2.
Consequently, the index PHI should be always accompanied by a graphical checking. For
the 13 other stations, classifications in two or three classes obtained by the KMP method
(Figure 7.9) are also visually distinct.
For the Romaine River station, the comparison of the functional classification methods
with the classical approach (M) indicates that the first class M1 is included in class
KMP
(b)
2 . Furthermore, the classification obtained with the M method takes only into
account the dates and does not consider the peak height. In fact, class M1 regroups
years with early events and irregular curves while class M2 includes the 34 others curves
without any regard for a particular feature; nor the date (e.g. years 1985 and 1994),
nor the height (years 1972 and 1997), nor the speed (years 1978 and 1982), see Figure
7.10. However, the classification by the KMP method takes into account the starting
and ending dates, the peak height, the hydrograph duration and shape. Indeed, the KMP
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Functional Multidimensional
CM KMB(a) KMP (a) KMB(b) KMP (b) M
Romaine 0.0824 0.1076 0.2748 0.0841 0.2620 0.2293
Darmouth 0.1204 0.0682 0.2191 0.0737 - 0.1602
Rimouski 0.1511 0.0149 0.2261 0.0155 0.2259 0.1226
Beaurivage 0.0733 -0.0074 0.1923 -0.0038 0.1306 0.1238
Eaton 0.0932 -0.0272 0.1409 -0.0762 0.1472 0.0945
Picanoc 0.1858 - 0.3073 - 0.3190 0.1486
Croche 0.2309 - 0.2323 - 0.2719 0.2148
Sainte-Anne 0.1806 0.0638 0.2043 - 0.1870 0.1414
Metabetchouane 0.2365 - - - - 0.2678
Chamouchouane 0.0657 0.0303 0.2333 0.0417 - 0.1945
Mistassibi 0.1021 - 0.2328 - 0.2246 0.1437
Moisie 0.1405 0.1305 0.3518 - 0.3525 0.2653
Harricana 0.1363 0.0267 0.2645 0.0048 0.2427 0.2248
À la Baleine 0.1487 0.1197 0.3861 0.0863 0.3613 0.3473
Table 7.4 – Classification results based on the mean s¯ of the Silhouette indices s(i), for
the Romaine River and RHBN stations
Bold character indicates highest value for each station.
A dash ( - ) indicates that the Silhouette index cannot be computed (e.g. class with one observation)
CM: Functional hierarchical classification based on modal curve,
KMB(a) (and KMB(b)): Functional k-means with Bregman divergence in 2 (and 3) classes,
KMP(a) (and KMP(b)): Functional k-means with projection-based curve in 2 (and 3) classes,
M: Multidimensional hierarchical classification
method separates the previous cited years in two different classes (see Figure 7.10), namely
KMP
(b)
1 and KMP
(b)
3 . More precisely, class KMP
(b)
1 is characterized by the high speed
of the hydrograph rise, the early start date and the lower peak whereas class KMP (b)3 is
characterized by lower speed of the hydrograph, the later start date and the higher peak.
The cutting in three classes with the KMP method is possible thanks to a homogeneity
gain but a cutting in three with the M method seems unreasonable (Figure 7.8a).
For the Romaine River and the RHBN stations, according to the Silhouette criterion
(Table 7.4), the M method performs better than the two functional methods KMB and
CM . This indicates, that numerical compression of discharge time series by using appro-
priate indices or variables can preserve most information contained in the data. Indeed,
hydrological time series usually show strong internal dependencies and high autocorre-
lations allowing a better numerical compression (see Weijs et al. (2013)). Therefore, by
adequately choosing the indices, a large part of the information can be preserved. On the
other hand, given a list of available indices or variables, the choice of which to include in
the multidimensional classification is important but subjective, and the number of possible
subsets of variables to include could be great. Thus, the choice of indices directly influences
the classification results. However, a functional classification method has the advantage of
being automatic without making choices of indices and thus, it can improve results. This
is the case of the KMP approach which shows better performance compared to the M
approach, in terms of the Silhouette criterion. Although, there are still subjective choices
to be made with functional methods such as the divergence, the bandwidth parameter (to
estimate the mode), they are secondary. Indeed, these choices are less fundamental than
variable selection in the multidimensional context. In the latter, the result is directly and
significantly related to the way the series and the variables to include are extracted. Other
choices are common to both settings, for instance, thresholds or centers of the k-means.
Figure 7.11 summarizes results obtained for the Romaine River station. From this
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Figure 7.9 – Mean curves obtained using the k-means method with projection-based curve
into two or three classes for different stations
figure, we can notice that classes KMB(b)2 , KMP
(a)
2 and KMP
(b)
3 contain hydrographs
that start late and have high volume and peak. On the other hand, classes KMB(b)3 ,
KMP
(a)
1 and KMP
(b)
2 contain hydrographs that start early and have low peak and low
volume. In the same way, the result from the 13 RHBN stations indicates that there are two
main hydrograph types in Quebec (see Figure 7.9). A first hydrograph type is characterized
by a large volume, large peak and late start date, and a second type is characterized by
a low volume, low peak and early start date. In Quebec, high spring runoff is caused by
the melting of large quantities of snow. Indeed, during the summer, liquid precipitation
contributes directly to surface runoff since precipitation accelerates the snowmelt process.
Consequently, when snow melt occurs late in the Summer, it combines with heavy rainfall
to lead to extreme events.
From Figure 7.4 and Figure 7.11, the appearance frequency of the curves in classes
KMP
(a)
1 and KMP
(a)
2 , for the Romaine River station, seems to have changed during the
last years (approximately since year 1981). Indeed, the frequency of late hydrographs has
decreased whereas hydrographs that start early and that are characterized by a low peak
and a low volume became more frequent. This behavior could be explained by climate
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Figure 7.10 – Some curves of class M2 according to classes KMP (b)1 or KMP
(b)
3
variability. However, the relatively short length of the series cannot affirm this. Indeed,
climate has a significant influence on rainfall, river streamflow, and snowmelt. The vari-
ability and trends in the climate are influenced by oceanic and atmospheric oscillations on
a large scale, known as teleconnections (e.g. Hurrell and Van Loon (1997), Rogers (1997)).
Among the most known atmospheric oscillations, one can mention the El Niño-Southern
Oscillation (ENSO). ENSO was shown to have a strong impact on hydro-climatic vari-
ables in a number of regions throughout the globe (e.g. Cullen et al. (2002), Nazemosadat
et al. (2006), Modarres and Ouarda (2013) and Ouachani et al. (2013)). These oscillations
determine the large scale atmospheric circulation and can affect the watershed hydrologi-
cal regime for a given year. Figure 7.12 shows that the period preceding the year 1981 was
dominated by low phases of ENSO, while the period posterior to 1981 was dominated by
high phases of ENSO. This seems to be related to the two classes identified by methods
KMP (a) (see Figure 7.4). Indeed, events classified before 1981 seem to be mostly charac-
terized by large peaks, large volumes and late starts, while events classified after 1981 are
characterized by low peaks, low volumes and early starts. Thus, the developed application
in this work can be extended by the characterization of different obtained classes using
the climatic oscillations indices and other climatic factors.
7.5 Summary and concluding remarks
The purpose of the present chapter is the classification of streamflow hydrographs us-
ing the FDA framework. Three functional classification methods are considered, namely,
descendant hierarchical classification based on modal curve (CM ), k-means method with
Bregman divergences (KMB) and k-means method with projection-based curve (KMP ).
These functional classification methods are presented and adapted to streamflows. Al-
though this work covers the classification of streamflow hydrographs, the presented method-
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Figure 7.11 – Main features of the obtained classes for the Romaine River station
ology is general and can therefore be applied to other hydrological events, for example, to
the classes of droughts curves, storms, and rainfall.
Applications are carried out for hydrological stations from the province of Quebec
(Canada), including the Romaine River and 13 other RHBN stations. Functional ap-
proaches are compared with those obtained using a multidimensional method based on 25
extracted hydrological variables which describe magnitude, duration, and rate of change
of a hydrograph. For the Romaine River station, an appropriate functional classification is
obtained with the k-means method with projections, in two and three classes. In fact, in
terms of the Silhouette criterion, classification using this method gives better results than
classification obtained using the multidimensional method. An advantage of functional
approaches is that they allow to cover the whole spring streamflow event and not only
partially through some of its features. For all the RHBN considered stations, the different
classification results allow to identify two main spring streamflow types. The first is char-
acterized by large volume, large peak and late start date, and the second is characterized
by low volume, low peak and early start date.
The presented method is applied to streamflow hydrographs in each station sepa-
rately. Consequently, the different obtained spring streamflow types characterize only the
temporal variability of the spring streamflow events at a given station. Since the stream
hydrograph is an integration of spatial and temporal variations in water input, the pre-
sented method could be adapted and extended in order to account for spatial variability
in a regional classification context.
A natural extension to the work presented herein consists in linking the shape classi-
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Figure 7.12 – El Niño Southern Oscillation time series over the studied period
fication obtained by FDA to a risk measure (return period for instance). The idea is to
derive hydrograph shapes that correspond to different return periods, identifying hence
(in a quantitative manner) the types of hydrographs that correspond to highly recurrent
events on one side, and extremely rare events on the other. This hydrograph classification
is very useful for design and management purposes. This is in fact an extension to the
concept of flood quantile, except that the focus is no longer on quantiles corresponding to
a single variable (peak for instance) or based on the joint distribution of two or more vari-
ables (peak, volume and duration for instance), but on quantiles representing the whole
hydrograph. Future efforts can also focus on adapting the distance measure to the clas-
sification objective (risk analysis, total inflow quantification, etc.) and to the data record
length and quality. This can only be achieved through the application of the functional
classification method to a number of case studies.
To conclude, functional methods allow to cover all the information contained in a
discharge time series. In fact, classical approaches have the problem of the dimensionality
growth when the hydrograph is characterized by a large number of variables, but also
algorithm, error and subjectivity in the evaluation. This is important when one is interested
in classification of the whole hydrograph and not only a part of its features.
Chapter 8
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Résumé en français
Au cours de la classification non supervisée des hydrogrammes, considérée dans le
chapitre précédent, nous avons obtenu des classes dont les courbes de chacune d’elles cor-
respondent à une période de temps rapprochée. L’interprétation des classes obtenues nous
a ainsi amené à considérer l’éventualité d’un changement de régime des crues au cours du
temps. Dans ce chapitre, afin d’étudier plus en détails cette hypothèse, nous avons appli-
qué des méthodes de détection de rupture sur ces hydrogrammes afin de tester l’éventua-
lité d’un tel changement. Nous considérons les méthodes pour données fonctionnelles qui
testent l’existence d’un (ou plusieurs) changement(s) dans la moyenne fonctionnelle des
données. Ces techniques sont rappelées avant d’être appliquées à deux stations hydrolo-
giques du Québec. Avant de conclure, les résultats sont comparés avec ceux obtenus grâce
à une approche multivariée Bayesienne, très utilisée dans le cadre hydrologique.
Ce chapitre entre également dans le cadre du projet de collaboration, cité précédem-
ment au chapitre 7, entre le laboratoire EQUIPPE et l’INRS. Les résultats ont été obtenus
avec les contributions de Mohamed Ali Ben Alaya (INRS, Québec), Fateh Chebana (INRS,
Québec), Sophie Dabo-Niang (Université Charles de Gaulle) et Taha B. M. J. Ouarda
(Masdar Institute, Abu Dhabi).
8.1 Introduction
Detection of changes in hydrological data is of interest to better understand hydro-
logical regimes, to detect changes and separate events. Change in a series can occur in
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numerous ways, for instance, gradually or abruptly, and can affect the mean, median,
variance, autocorrelation, or almost any other aspect of the data. In the future, regions
that are relatively sheltered from wind storms, heat waves, droughts and floods, may no
longer be in a warmer climate (see Goudie (2006)). Detection of changes in long time series
of hydrological data is an important and difficult issue of increasing interest. Change point
detection in hydrology are essential to characterize the impacts of climate disturbances on
hydrological regimes (see Kingston et al. (2011)). It is then very important, particularly
where we observe changes in the frequency and/or in the intensity of various forms of ex-
treme weather events. Detection of eventual changes in collected data of hydrologic time
series is thus obviously an important step before performing any descriptive or predictive
analysis.
There is a large literature on change point testing in scalar or vector time series. For
example, Kundzewicz and Robson (2004) gave a general guidance on the methodology
for change detection in hydrological records. Wong et al. (2006) proposed a relational
method for discrete data. Change point analysis is addressed both in classical and Bayesian
statistics. Classical statistical methods usually consist of performing several kinds of tests
to confirm or reject the hypothesis of change. Most of them address slope or intercept
change in linear regression models, see for instance the works of Solow (1987), Easterling
and Peterson (1995) and Vincent (1998). Bayesian statistics are performed to obtain a
statistical distribution for the change point and eventually a distribution for the other
model parameters. Seidou and Ouarda (2007) proposed a Bayesian method of multiple
change point detection in multiple linear regression. This method is numerically efficient
and does not involve time consuming Markov Chain Monte Carlo (MCMC) simulation as
opposed to other Bayesian change point detection methods. The procedure was initially
designed to detect a change in the relationship between a set of explanatory variables and
dependent variables. Using time variable as an explanatory variable, this approach can
detect the change point in a given time series.
A flood event is an integration of spatial and temporal variations in water input,
storage and transfer processes within a catchment (see Hannah et al. (2000)). Particularly,
discharge time series is the main source of information for studying flood events. Thus,
information that it contains is essential to determine the severity and frequency of a
flood event. This information may present a change in flood characteristics for a given
watershed and change point detection methods are used to detect the presence of such
change. However, the major drawback of classical change point detection approaches is that
they consider only a single feature of the flood event (such as maximum flows) and do not
exploit all the information contained in the discharge time series of the flood event. In fact,
these classical methods consist in a substantial simplification of the overall hydrological
event. To circumvent this problem, a pragmatic solution is to consider the discharge time
series as a curve, using the functional data analysis (FDA) framework.
Indeed, currently a dynamic research touches the development of adapted statistical
tools that allow analyzing functional data. Many tools existing in the univariate and multi-
variate literature are adapted to the functional context, see e.g. Dabo-Niang et al. (2010),
Fischer (2010) and Cuevas (2014). The first application of FDA to the hydrological con-
text refers to Chebana et al. (2012) and focused on exploratory analysis as well as outlier
detection of hydrographs. Chebana et al. (2012) showed that FDA is more general, flexible
and representative of the real hydrological phenomena. Recently, Ternynck et al. (2014)
proposed various alternatives to adapt FDA to streamflow hydrographs classification, and
showed that classes obtained using functional approaches are more representative than
those obtained using a traditional multivariate hierarchical classification method. Indeed,
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functional classification takes into account the whole characteristic of a flood event includ-
ing, for example, its shape, the peak or the starting date.
Furthermore, some authors also investigated the change point detection method in
the context of functional data, see e.g. Chapters 6, 14 and 16 in Horváth and Kokoszka
(2012). More precisely, we are interested in the work of Berkes et al. (2009) in which an
approach is proposed to test the assumption of a common functional mean in presence of
independent functional data. Their test is invalid for functional time series since it does
not take into account the temporal dependence. Hörmann and Kokoszka (2010) as well as
Aston and Kirch (2011) recognized the limitation of the test of Berkes et al (2009) and
proposed a modification of this test by introducing a consistent long run variance estimator.
The drawback in using this estimate is the necessity to choose a bandwidth parameter.
To avoid selecting this parameter, Shao and Zhang (2010) proposed a self-normalization
based test in the univariate time series setup, where an inconsistent normalization matrix
is introduced to accommodate the dependence. Then, Zhang et al. (2011) adapted this
work to the case of functional dependent data.
The aim of the present work is to introduce and adapt the FDA framework to change
point detection of flood event. The chapter is structured as follows. After a presentation
of the data set and the study area in Section 8.2, the proposed functional change point
detection method is presented in Section 8.3. The proposed method is then applied, in
Section 8.4, to the case of flood events in two stations from the province of Quebec,
Canada. Results are compared with those obtained using the Bayesian method of Seidou
and Ouarda (2007). Finally, a discussion and a conclusion are given in Section 8.5.
8.2 Data description and data smoothing
We consider the data series of a daily flow (m3 s−1) for two hydrological stations in
Quebec, namely the Romaine River and the Moisie River stations. Figure 8.1, indicates
the geographical locations of these two stations in the province of Quebec, Canada.
Moisie river station
Romaine river station
Figure 8.1 – Geographical locations of Romaine and Moisie rivers stations in the province
of Quebec, Canada
For the Romaine river station, the area of the drainage basin is 13000 km2 and available
data cover the period from 1961 to 2000. Thus, according to the available data set, we have
n = 40 years of observations for the Romaine river station. For the Moisie river station,
the area of the drainage basin is 19000 km2 and the data series is available from 1968
to 1991. Hence, we have n = 24 years of observations. For a given station, this chapter
consider daily flows recorded from March 1 to August 31, corresponding to flood events
occurring in spring and summer in Quebec. In fact, in Quebec, floods are mainly caused
by snow melting during this period.
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Let xi = (xi(t1), . . . , xi(tT )), i = 1, . . . , n, be the set of n discrete observations of daily
flows, where each tj ∈ T ⊂ R+, j = 1, . . . , T , is the jth record time point from time subset
T from March 1 to August 31 which include the set {1, . . . , T}. For a fixed observation
i, corresponding to a year, each set of measurements (xi(t1), . . . , xi(tT )) is converted to
a functional data denoted {Xi(t), t ∈ T ⊂ R+}, by using a smoothing technique. In this
work, this is done through the technique based on Fourier series expansion. In fact, the
periodicity of the data can justify the use of Fourier basis. The obtained curves, for the
two considered stations, are displayed in Figure 8.2.
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Figure 8.2 – Obtained curves for the Romaine (left panel) and Moisie (right panel) rivers
stations, considering the period March-August
In the two following sections, some functional change point detection methods are
explained and applied on these two stations.
8.3 Functional change point detection method
The main idea of this work is to test whether the mean of the functional observations
X1, . . . , Xn remains constant over time. Note that in this situation, the mean is a function,
and the change can be not only in the average level of this function, but also in its shape.
We assume that Xi(t) = µi(t) + i(t), i = 1, . . . , n, where µi(t) denotes the functional
mean and i(t) is a zero-mean functional sequence. We wish to test the null hypothesis
H0 : µ1(t) = µ2(t) = · · · = µn(t) against the alternative H1 in which the data can be
divided into several consecutive segments. The existence of change points means that the
mean is constant within each segment, but changes from segment to segment. The change
can occur at any point i and we want to test whether it occurs or not. The simplest
case is the situation of one unknown change point k in the mean, that is two consecutive
segments. In this case, the alternative hypothesis is written H1 : µ1(t) = µ2(t) = · · · =
µk(t) 6= µk+1(t) = · · · = µn(t).
Berkes et al. (2009) proposed an approach to test the assumption of a common func-
tional mean for independent data. This approach is based on the quantity Pk(t) which
measures a deviation between the mean of the functional observations X1, . . . , Xk and
that of Xk+1, . . . , Xn. This quantity is defined by
Pk(t) =
k(n− k)
n
{µ̂k(t)− µ˜k(t)}
where µ̂k(t) = 1k
∑
1≤i≤kXi(t) and µ˜k(t) = 1n−k
∑
k≤i≤nXi(t). We note that the variability
at the end points is attenuated by a parabolic weight function. If the mean changes, the
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difference Pk(t) is large for some values of k and t. To deal with the infinite dimension of the
observations (curves), we consider the projections of the functions Pk(·) on the principal
components of the data. In fact, principal component analysis represents functional data
as Xi(t) = µ(t)+
∑
1≤l≤∞ ηi,lνl(t) where µ(t) is the functional mean, ηi,l are the scores and
νl(t) are the eigenfunctions of the covariance operator (see, e.g. Hall and Hosseini-Nasab
(2006), Horváth and Kokoszka (2012)). These projections can be expressed in terms of
functional scores which can be easily computed by using the R package fda. We consider
the estimated scores η̂i,l corresponding to the L largest eigenvalues given by
η̂i,l =
∫
{Xi(t)−Xn(t)}ν̂l(t)dt, i = 1, . . . , n, l = 1, . . . , L
with Xn(t) is the sample mean function and ν̂l(t), l = 1, . . . , L, are the estimated eigen-
functions of the covariance operator. It is supposed that k = bnαc where α ∈ (0, 1) and
b·c denotes the integer part. Note that Pk(t) does not change if the Xi(t) are replaced by
Xi(t)−Xn(t). Hence, we can rewrite Pk(t) as
Pk(t) =
∑
1≤i≤k
(
Xi(t)−Xn(t)
)
− k
n
∑
1≤i≤n
(
Xi(t)−Xn(t)
)
Consequently, the projections are defined by
∫
Pk(t)ν̂l(t)dt =
∑
1≤i≤nα η̂i,l− bnαcn
∑
1≤i≤n η̂i,l
and are used for testing the constancy of the mean function. For this purpose, the following
statistic is considered
Sn,L =
1
n2
L∑
l=1
λ̂−1l
n∑
k=1
 ∑
1≤i≤k
η̂i,l − k
n
∑
1≤i≤n
η̂i,l
2
where λ̂1 > . . . > λ̂L denote the L-estimated eigenvalues. The test rejects the hypothesis
H0 of constant functional mean if Sn,L is greater than the corresponding critical value,
tabulated in Berkes et al. (2009) and in Horváth and Kokoszka (2012).
The previous test does not take the temporal dependence into account. Some authors
recognize this limitation and propose some improvements. Hörmann and Kokoszka (2010)
as well as Aston and Kirch (2011) proposed a modification of this test by introducing
a consistent long run variance estimator but a bandwidth parameter must be selected.
To avoid selecting this parameter, Shao and Zhang (2010) proposed a self-normalization
based test in the univariate time series setup, where an inconsistent normalization matrix
is introduced to accommodate the dependence. Zhang et al. (2011) adapted this work
to the case of functional dependent data and gave the corresponding critical values of
the modified test. The normalization matrix which takes into account the alternative,
considered in Zhang et al. (2011), is defined as
Vn,ηˆ(k, L) =
1
n2
[
k∑
t=1
{
Sn,ηˆ(1, t)− t
k
Sn,ηˆ(1, k)
}{
Sn,ηˆ(1, t)− t
k
Sn,ηˆ(1, k)
}′
+
n∑
t=k+1
{
Sn,ηˆ(t, n)− n− t+ 1
n− k Sn,ηˆ(k + 1, n)
}{
Sn,ηˆ(t, n)− n− t+ 1
n− k Sn,ηˆ(k + 1, n)
}′
with Sn,ηˆ(t1, t2) =
∑t2
i=t1 ηˆi for 1 ≤ t1 ≤ t2 ≤ n and with the estimated score vector
ηˆi = (ηˆi,1, ηˆi,2, . . . , ηˆi,L)′ , i = 1, 2, . . . , n. The process Tn,ηˆ(k, L) is also considered and is
defined as
Tn,ηˆ(k, L) =
1√
n
{
Sn,ηˆ(1, k)− k
n
Sn,ηˆ(1, n)
}
, k = 1, 2, . . . , n
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and the statistic of the test is defined as
Gn,ηˆ(L) = sup
k=1,2,...,n−1
{
Tn,ηˆ(k, L)′V −1n,ηˆ (k, L)T (k, L)
}
.
The test rejects hypothesis H0 if Gn,ηˆ(L) is greater than the corresponding critical value.
The critical values are tabulated in the work of Shao and Zhang (2010).
In the following section, the approaches studied in Berkes et al. (2009) and in Zhang
et al. (2011) are applied to the discharge times series of Romaine and Moisie rivers stations.
8.4 Results and discussion
The functional change point detection methods explained in Section 8.3 are applied
to the data set presented in Section 8.2. Results are compared with those obtained using
the change point detection method of Seidou and Ouarda (2007) applied separately to the
peak, the duration and the volume of the flood event occurring in spring and summer.
The Romaine river station
To apply these functional change point detection methods, it is necessary to perform
a functional principal component analysis. In fact, we deal with the scores corresponding
to the first principal components. For the Romaine river station, we choose the first four
principal components because it represents 83% of the explained variance. In the statistical
hypothesis testing, we fix the error of the first kind to 5%. By applying the functional
method of Berkes et al. (2009) to the Romaine river station, we obtain a change point at
the year 1984. It means that we can split the set of curves into the two following segments
1961 − 1984 and 1985 − 2000, of size 24 and 16 respectively. Figure 8.3 shows the mean
curves of each two segments. From this figure, we note that the two obtained segments
have different peaks; the peak of the first segment is significantly higher than the second.
One can see that not only the peak changes, but also the duration of flood event, the
volume, and the date of peak as well. Indeed, in both segments, usually, the floods usually
start at the same time, but it remains longer in the first.
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Figure 8.3 – Segments obtained at the first iteration using method of Berkes et al. (2009)
for the Romaine river station
In the left: all the curves by segments. In the right: the mean curves of each two segments.
In a second step, we reiterate the procedure on the obtained two segments and a change
point is detected on the first segment at year 1968. Consequently, on this station, we obtain
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three segments corresponding to the periods 1961− 1968, 1969− 1984 and 1985− 2000 of
respective size 8, 16 and 16. Figure 8.4 displays the obtained segments. According to the
mean curves, we can notice that flood events of the second segment begin before those of
the first, however floods in both segments end at the same time. It means that the duration
of flow during the second segment is larger than during the first. Moreover, we note also
that these two segments have almost the same peak. Even if the two segments have similar
peak, this method seems to detect difference in the duration of the flood event. Concerning
the third segment, its floods begin at the same time than those of the second segment but
end before. Thus, the second segment can be considered as an intermediate period which
enables the transition of flood characteristics from the characteristics of the first segment
to characteristics of the third segment. To conclude, for the Romaine river station, the
functional change point method of Berkes et al. (2009) has detected two change points,
the first at year 1968 and the second at year 1984. Flood events of this station are divided
into three periods: the first with very large floods which begin later, a second intermediate
period, and a third period characterized by less important floods which start early.
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Figure 8.4 – Segments obtained at the second iteration using method of Berkes et al.
(2009) for the Romaine river station
In the left: all the curves by segments. In the right: the mean curves of each two segments.
We now apply the change point detection method of Zhang et al. (2011) which accom-
modates the temporal dependence. A change point is detected at year 1978 which produces
the two following segments, 1961 − 1978 and 1979 − 2000, of respective size 18 and 22,
displayed on Figure 8.5. We note that this change point is between the two change points
detected by the method of Berkes et al. (2009). This arises because the method of Zhang
et al. (2011) takes into account the temporal dependence of the series during the change
point detection process, which is not the case with the method of Berkes et al. (2009).
To compare functional change point results with a traditional method, we apply the
Bayesian approach of Seidou and Ouarda (2007) to the peak, the volume and the duration
of flood events separately. The method of Seidou and Ouarda (2007) based on the duration
detects a change point at year 1987. However, the same method based on the volume and
the peak detects a change point at year 1985, which is much closer to the first change
point detected by functional approach of Berkes et al. (2009) at year 1984. This Bayesian
approach based on the volume and the peak could not detect the second change point.
This is due to the fact that this change does not affect the peak and the volume, but
it affects mostly the time of occurring. Functional approach allows detecting this change
point because it directly employs all data of a discharge time series, thus containing most
available information on shape, timing, and duration, etc. The results obtained with the
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Figure 8.5 – Segments obtained using method of Zhang et al. (2011) for the Romaine river
station
In the left: all the curves by segments. In the right: the mean curves of each two segments.
method of Zhang et al. (2011) are not directly compared with those obtained with the
method of Seidou and Ouarda (2007) because this last method does not take into account
the temporal dependence.
The Moisie river station
For the Moisie river station, we select the first four principal components because it
represents 85% of the explained variance. In the hypothesis testing, we fix the error of the
first kind to 5%. The method of Berkes et al. (2009) allows to obtain a change point at the
year 1981. It means that we can split the set of curves into the two following segments,
1968 − 1981 and 1982 − 1991, of size 14 and 10 respectively. We reiterate the procedure
on the obtained two segments and we do not detect any change point. For this station,
we can conclude that this method allows detecting just one change point at years 1981.
Figure 8.6 shows the mean curves of the flood hydrographs corresponding to the obtained
segments. This figure shows that floods in the two segments occur at the same date, but
those of the first segment last longer and have a larger peak.
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Figure 8.6 – Segments obtained using method of Berkes et al. (2009) for the Moisie river
station
In the left: all the curves by segments. In the right: the mean curves of each two segments.
By the method of Zhang et al. (2011), a change point at year 1984 is detected which
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produces the two following segments, 1968 − 1984 and 1985 − 1991, of respective size 17
and 7. Figure 8.7 shows that maximum floods are different on these two periods: the floods
begin at the same time but ends early during the second period.
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Figure 8.7 – Segments obtained using method of Zhang et al. (2011) for the Moisie river
station
In the left: all the curves by segments. In the right: the mean curves of each two segments.
We also test on this station the existence of a change point on the peak, the volume
and the duration separately using the method of Seidou and Ouarda (2007). Only, the
method based on the peaks detects a change point at year 1978. This change point is
much closer than that detected using the method of Berkes et al. (2009)
Discussion
For the Romaine river station, the detected change points are consistent with classes
obtained in Chapter 7 with the functional k-means method based on the projected curves.
In fact, in this chapter we note a change around year 1981 in the appearance frequency
of the curves in each two obtained classes. Note that the aim of the comparison with
a classical approach is not to show that functional approaches perform better or worse,
but is to check whether functional approaches give results that are consistent with those
obtained using a traditional approach. When we are interested in only one characteristic
of the flood event, such as the peak, the volume or the duration, it is recommended to use
a traditional univariate approach. However, the functional approach takes into account all
the characteristics of the flood event simultaneously, so if we do not have a preference over
any characteristic on the flood event, it is preferred to use a functional approach.
In hydrological change point analysis, if a significant change is detected, it is important
to try to understand the cause. Indeed, change in hydrological characteristics can be
caused by climate variability or climate change but many other explanations are possible,
such as change caused by man (urbanization, water abstraction etc.), natural catchment
changes, and problem linked to data. The best way to improve the understanding of
change is to gather as much information as possible, using, e.g., information about change
in the catchment. In addition, related variables, like temperature and precipitation, can
help to determine whether changes in flow can be explained by climatic factors. Indeed,
streamflows depend strongly on the spatial distribution of precipitation in a watershed,
and on the interactions between temperature and precipitation which determine whether
precipitation falls as rain or snow (Ben Alaya et al. (2014)).
Based on obtained results, for Romaine and Moisie rivers stations, the frequency of late
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floods has decreased with time, whereas floods that start early and that are characterized
by a low peak and a low volume become more frequent. This behaviour could be explained
by climate variability. However, when period of hydrological records is short, climate vari-
ability easily gives rise to apparent change. Thus, because of climate variability, records
of 30 years or less are certainly too short to confirm the presence of hydrological change.
Indeed, oceanic and atmospheric oscillations on a large scale, known as teleconnections, in-
fluence the variability and trends in the climate (e.g. Hurrell and Van Loon (1997), Rogers
(1997)). The North Atlantic Oscillation (NAO), El Nino-Southern Oscillation (ENSO) and
Pacific Decadal Oscillation (PDO) are among the most known atmospheric oscillations.
These oscillations can affect the hydrological watershed. Thus, the developed application
in this work can be extended by the characterization of different obtained flood period
using the climatic oscillations indices and other climatic factors.
8.5 Conclusion
The purpose of the present chapter is to apply change point detection methods on flood
hydrographs using functional data framework. Two functional change point approaches are
presented and adapted to flood events. Applications are carried out for two hydrological
stations in the province of Quebec, Canada. The presented functional approaches are com-
pared to a classical Bayesian approach applied on the peak, the volume and the duration
of the flood event separately. Based on this comparison, functional approaches give re-
sults that are consistent with those obtained using the traditional univariate approach.
Moreover, for the Romaine river, the obtained changes are consistent with some results
obtained with a functional classification method in chapter 7. The functional approach
could consider not only the duration, volume, peak, and date of the peak, but also the
entire information contained in the discharge time series of the flood event. Finally, the
presented methodologies are general and can therefore be applied to other hydrological
events, for example, to the classes of droughts curves, storms, and rainfall.
Conclusion générale et
perspectives
Conclusion
Dans ce travail de thèse, nous avons principalement considéré la modélisation non
paramétrique par la méthode à noyau. Plus particulièrement, nous avons modélisé deux
catégories de données, à savoir les données spatialement dépendantes et les données fonc-
tionnelles. Nous avons proposé, dans les deux premières parties de la thèse, des estimateurs
des fonctions de densité de probabilité, ainsi que de son mode, et de régression en pré-
sence de variables α-mélangeantes. La dernière partie de ce travail concerne l’application
de l’estimation de la densité à des méthodes de classification pour données spatiales ou
fonctionnelles ainsi que de méthodes de détection de rupture pour données fonctionnelles.
Notons qu’une partie des méthodes utilisées dans ces applications n’est pas nécessairement
basée sur la méthode à noyau.
Nous avons commencé par introduire une nouvelle approche à noyau pour la modéli-
sation de données spatiales. D’une part, cette approche a permis de construire un nouvel
estimateur de la fonction de densité de probabilité spatiale. La particularité de l’approche
proposée est de tenir compte à la fois des valeurs observées et de la position des sites où ont
lieu les observations. Sous certaines hypothèses, la convergence presque sûre, ponctuelle
et uniforme, avec vitesse est obtenue. Cet estimateur de la densité est ensuite utilisé dans
l’estimation du mode spatial, dont la convergence est également étudiée. Une méthode de
classification non supervisée, basée sur l’estimateur du mode spatial, est ensuite proposée.
Dans la continuité, nous avons étendu l’approche proposée précédemment pour l’esti-
mation de la fonction de régression spatiale dans l’objectif de faire de la prédiction spatiale.
Une étude des propriétés asymptotiques de cet estimateur de la régression est conduite.
Nous obtenons les convergences presque complète et en moyenne d’ordre q, avec vitesse,
de l’estimateur. Nous proposons ensuite un prédicteur spatial issu de l’estimation de la
régression. Les comportements pratiques de l’estimateur et du prédicteur sont étudiés par
leur application sur des données simulées puis environnementales.
Ensuite, nous avons adapté l’estimateur précédent de la fonction de régression spatiale
au cadre de données fonctionnelles. Sous certaines conditions, nous obtenons la conver-
gence en moyenne quadratique, avec vitesse, de cet estimateur. Un prédicteur spatial est
également proposé. Enfin, nous étudions l’estimateur par le biais de simulations.
Nous poursuivons la modélisation non paramétrique de la régression pour données
fonctionnelles dans le contexte des séries temporelles, toujours dans un souci de prise en
compte d’une dépendance des données dans l’estimation. Nous supposons que les erreurs
du modèle de régression sont autocorrélées. Dans cette situation, l’estimateur à noyau
classique ne tient pas compte de l’information contenue dans les erreurs. Dans ce travail,
nous proposons une procédure permettant de transformer le modèle original de sorte que
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le modèle transformé tienne compte de cette information et dont le terme d’erreur de-
vienne non corrélé. Il s’agit alors d’appliquer l’estimateur à noyau classique sur le modèle
transformé. La normalité asymptotique du nouvel estimateur est obtenue sous certaines
conditions. Une étude de simulation et l’application sur des données réelles ont permis de
mettre en évidence l’apport de notre méthode en présence d’erreurs fortement corrélées.
La dernière partie de ce mémoire est essentiellement consacrée à des applications. Des
applications de l’estimateur de la densité spatiale à une méthode de classification, proposée
au début de ce travail de thèse, sont établies sur des données simulées et réelles. Ensuite,
nous considérons des outils issus de la statistique pour données fonctionnelles pour résoudre
des problèmes de classification non supervisée lorsque les objets à traiter sont de nature
fonctionnelle. Les données traitées concernent les débits de rivières Québécoises. Plusieurs
méthodes ont été appliquées, dont l’une basée sur l’estimation de la densité et du mode.
Les résultats obtenus nous ont ensuite amené à considérer des méthodes de détection de
rupture sur ces données.
Ainsi, ce travail de thèse nous a permis de contribuer à différentes thématiques de la
statistique de manière théorique mais aussi appliquée. Notre apport théorique concerne
l’introduction et l’étude de nouvelles approches non paramétriques pour modéliser des
données spatiales et/ou fonctionnelles. Les applications effectuées concernent principale-
ment la classification non supervisée pour données spatiales, puis fonctionnelles ainsi que
des méthodes de détection de rupture pour données fonctionnelles. Tout au long de ce
travail, des questions et remarques sont apparues laissant place à quelques perspectives de
recherche que nous développons ci-après.
Perspectives
A la fin de chaque chapitre de ce manuscrit, des questions apparaissent et alimentent
nos perspectives de recherche que nous pouvons résumer de la manière suivante :
- Tout d’abord, la nouvelle approche proposée au chapitre 3 pour estimer la fonction
de régression spatiale r du modèle Yi = r(Xi) + i est basée sur l’hypothèse que
r(x) = E[Y |X = x]. Cette approche qui combine le noyau sur les observations avec
celui sur les sites pourrait être étendue au cas où la fonction de régression représente
un élément de la distribution conditionnelle autre que l’espérance conditionnelle.
Par exemple, l’estimation du quantile conditionnel est motivée par son intérêt comme
outil de prévision alternatif à l’espérance conditionnelle. Nous considérons un champ
aléatoire {(Xi, Yi)} à valeurs dans Rd × R où les sites i sont tels que i ∈ In ⊂ ZN .
Pour α ∈]0, 1[, le quantile conditionnel d’ordre α, dénoté qα(x) est une solution de
l’équation F x(qα(x)) = α. En adaptant l’approche développée au chapitre 3, on
envisage un estimateur de la distribution conditionnelle F x défini par
F̂ xj(yj) =

∑
i∈In K1
(
xj−Xi
bn
)
K2
( j−i
ρn
)
K3
(
yj−Yi
hn
)
∑
i∈In K1
(
xj−Xi
bn
)
K2
( j−i
ρn
) si ∑i∈In K1 (xj−Xibn )K2 ( j−iρn ) 6= 0
0 sinon
où K1 et K2 sont des noyaux et K3 est une fonction de distribution. De plus, bn, ρn
et hn sont des séquences de nombres positifs qui tendent vers 0. L’estimateur à noyau
du quantile conditionnel q̂α est lié à l’estimateur de la distribution conditionnelle de
la manière suivante F̂ xj(q̂α(xj)) = α.
- Les modèles spatiaux que nous avons considérés supposent que la position des sites
où ont lieu les observations est fixe. Cependant, dans la réalité cette hypothèse n’est
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pas vérifiée dans toutes les disciplines. Nous souhaitons donc étendre l’étude de notre
approche au cas où la position des sites est également aléatoire, dans un cadre spatial
ou spatio-temporel, étendant ainsi les travaux de Menezes et al. (2010). Dans ce cas,
la construction des estimateurs étudiés dans le cadre de cette thèse reste valide.
Les changements surviennent dans les hypothèses faites sur les noyaux ainsi que sur
les vitesses de convergence des estimateurs qui devraient inclure un terme lié à la
fenêtre du noyauK2. En effet, dans ce manuscrit, les quantités liées au noyauK2 sont
déterministes et ainsi les termes de biais des vitesses de convergence ne dépendent
que du paramètre de lissage de K1.
- Notons également que nous avons supposé que la région où ont lieu les observa-
tions est discrète. Nous envisageons dans un travail futur de généraliser notre ap-
proche au cas où l’ensemble spatial étudié est une région continue. Des travaux de
la littérature concernent l’étude non paramétrique spatiale des fonctions de densité
et de régression lorsque les sites sont à valeurs dans un espace continu (e.g. Biau
(2003) ainsi que Dabo-Niang et Yao (2007) étudient les estimateurs à noyau clas-
siques). Nous considérons ici que les sites d’observations i sont à valeurs dans RN
et pour T = (T1, . . . , TN ) ∈ R∗N+ , nous définissons la région rectangulaire IT par
IT = {i = (i1, . . . , iN ) ∈ RN+ : 0 ≤ ik ≤ Tk, k = 1, . . . , N}. De plus, nous écrivons
T → ∞ si mink=1,...,N Tk → ∞ et nous posons T̂ = T1 × · · · × TN . Une extension
possible de l’estimateur de la fonction de densité proposée au chapitre 2 pour un
champ aléatoire (Xi)i à valeurs dans Rd et continûment indexé est la suivante
fT(xj) =
1
T̂bdTρNT
∫
IT
K1
(
xj −Xi
bT
)
K2
( j− i
ρT
)
di
où K1 et K2 sont des noyaux sur Rd et RN respectivement, bT et ρT sont des fenêtres
qui tendent vers 0 lorsque T→∞. De la même manière, l’estimateur de la fonction
de régression de Xi ∈ Rd sur Yi ∈ R étudiée au chapitre 3 peut être étendu pour des
champs aléatoires continûment indexés et défini par
rT(xj) =
1
T̂bdTρNT
∫
IT YiK1
(
xj−Xi
bT
)
K2
(
j−i
ρT
)
di
fT(xj)
si fT(xj) 6= 0
et rT(xj) = 1T̂
∫
IT Yidi si fT(xj) = 0.
- Une autre question est apparue au moment de l’application présentée au chapitre
3 sur les données du Jura, sur la concentration en métaux lourds dans le sol. En
effet, ce jeu de données est constitué également de variables catégorielles comme,
par exemple, la nature du sol. Actuellement, ce genre de données n’est pas pris
en compte dans nos modèles. En s’inspirant des travaux de Li et Racine (2003),
Racine et Li (2004), . . . , nous souhaitons étendre nos modèles spatiaux aux données
catégorielles et continues. En effet, en ignorant ces variables nous nous sommes privés
d’information qui pourrait améliorer nos prédictions. Soit (Xi)i un champ aléatoire
pour lequel les observations sont constituées de variables catégorielles (discrètes),
notées Xdi , et de variables continues, notées Xci , ainsi on note Xi = (Xdi , Xci ). Dans
la suite, nous adaptons les notations pour données non spatialisées de Racine et Li
(2004) au cadre spatial qui nous intéresse. Nous supposons que Xdi est un vecteur de
taille k×1 et Xdt,i dénote le t-ème élément de Xdi pour t = 1, . . . , k. Nous considérons
que les valeurs que peuvent prendre Xdt,i sont 0, 1, . . . ct − 1 avec ct ≥ 2 et qu’il n’y
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a pas d’ordre naturel dans Xdi . On pose Xdi ∈ D = Πkt=1{0, 1, . . . , ct − 1}. Dans la
suite, on considère la fonction suivante
l(Xdt,i, xdt,j, λ) =
{
1 si Xdt,i = xdt,j
λ si Xdt,i 6= xdt,j.
On définit également dxi,xj =
∑k
t=1 1[Xd
t,i 6=xdt,j] où 1[·] est la fonction indicatrice. De
plus, on a
L(Xdi , xdj , λ) =
k∏
t=1
l(Xdt,i, xdt,j, λ) = 1
k−dxi,xjλdxi,xj .
Par ailleurs, les variables Xci sont à valeurs dans Rp et nous utilisonsW (·) la fonction
noyau associée aux variables continues Xci et h la fenêtre correspondante. Avec ces
notations, le noyau K1 (sur les observations), considéré dans les chapitres 2 et 3,
s’écrit
K1 = L(Xdi , xdj , λ)W
(
Xci − xcj
h
)
Nous souhaitons donc adapter les estimateurs proposés aux chapitres 2 et 3 avec
cette écriture de K1 et ensuite étudier les nouveaux estimateurs obtenus.
- Un inconvénient avec la nouvelle approche proposée (chapitres 2, 3 et 4) pour l’es-
timation spatiale est la sélection simultanée des deux fenêtres. En effet, dans les
applications proposées cette sélection se fait par validation croisée et requiert un
temps assez important avant de déterminer les fenêtres optimales. Nous pouvons,
par exemple, décider de fixer la fenêtre du noyau K2 relatif aux sites comme cela est
fait dans Kelejian et Prucha (2007) et que nous avons testé dans les applications du
chapitre 4. Dans un travail futur, la fenêtre peut être définie comme une proportion
du nombre de sites dont la proportion dépend de la dépendance spatiale présente
dans l’échantillon. Pour cela, nous pouvons ajouter une étape préliminaire qui consis-
terait à mesurer la dépendance spatiale présente dans les données puis étudier le lien
entre cette dépendance et la taille de la fenêtre.
- La nouvelle approche proposée (chapitres 2, 3 et 4) pour estimer les fonctions de
densité de probabilité et de régression spatiales ne tient pas compte des effets de bord
(voir le chapitre 5 page 154 dans Gaetan et Guyon (2008)) qui sont plus importants
en statistique spatiale qu’en statistique temporelle. Une solution pourrait être de
donner moins d’importance aux observations enregistrées sur les bords du domaine.
Pour cela, une possibilité serait de définir des fenêtres différentes pour le noyau K2
selon que le site étudié soit sur le bord du domaine ou non.
- Dans le chapitre 5, nous avons proposé une procédure permettant d’améliorer l’esti-
mateur à noyau de la régression lorsque les variables explicatives sont fonctionnelles
et le terme d’erreur est autocorrélé. Nous envisageons d’adapter cette procédure au
cadre des données spatiales avec autocorrélation des erreurs. Le modèle de régression
que nous souhaitons étudier est Yi = r(Xi) + ui lorsque le champ aléatoire étudié
(Xi, Yi) est à valeurs dans Rd × R, le processus des erreurs ui est autocorrélé, et les
sites sont à valeurs dans ZN . Plus précisément, on admet que
ui = λω′iU + i
où le processus {i} est un bruit blanc, λ est un paramètre inconnu, U = (u1, . . . , un)′
et ωi = (ωi,j)i,j∈In est un vecteur connu de taille n̂ × 1 permettant de donner des
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poids différents selon la proximité des sites j et i (voir Wang et al. (2012)). On envi-
sage d’adapter la procédure développée au chapitre 5 à la situation précédemment
exposée, pour estimer la fonction de régression r.
- Jusqu’à présent, les travaux développés dans le cadre du projet de collaboration
Franco-Québécoise ont consisté à appliquer des méthodes de statistique pour don-
nées fonctionnelles sur les débits des rivières de différentes stations. A l’avenir, nous
souhaitons intégrer l’information spatiale des différentes stations dans nos études
dans un cadre régional. En effet, les stations voisines d’une station étudiée peuvent
avoir de l’influence sur cette dernière.
- Dans la première partie de cette thèse, nous nous sommes essentiellement intéressés
aux données multivariées alors que la seconde partie concerne plutôt des données
fonctionnelles. Nous projetons de nous intéresser à un genre de données plus récent,
à savoir les données multivariées fonctionnelles, étudiées par exemple dans Jacques
et Preda (2014) dans le contexte de la classification non supervisée. A l’avenir, nous
aimerions étudier un modèle de régression pour données spatiales dans le cas où la
variable explicative X = {X(t)}t∈[0,T ] est composée de p courbes X1(t), . . . , Xp(t)
et la variable réponse Y est réelle ou fonctionnelle.
- Pour terminer, une perspective future concerne l’extension de nos travaux à un autre
cadre de dépendance spatiale, en particulier la m-dépendance (voir e.g. les travaux
de Wang et Woodroofe (2014)).

General conclusion and
perspectives
Conclusion
In this thesis, we mainly considered nonparametric modeling with the kernel method.
Specifically, we modeled two kinds of data, namely spatially dependent data and functional
data. In the two first parts of the thesis, we estimated probability density function, as well
as its mode, and regression function, in presence of α-mixing variables. The last part of this
work concerns the application of density estimation to classification methods for spatial or
functional data as well as change point detection methods for functional data. We notice
that certain of these methods used are not necessarily based on the kernel method.
We started by introducing a new kernel approach to modeling spatial data. On one
hand, this approach led us to construct a new estimate of the spatial probability density
function. The specificity of the proposed approach is to take into account both observed
values and spatial locations where the observations are made. Under some assumptions,
the pointwise and uniform almost sure convergences with rate were obtained. Then, this
density estimate is used to estimate the spatial mode, whose consistency is also studied.
An unsupervised classification method, based on spatial mode estimate, is then proposed.
In the continuity, we extended the previous proposed approach to spatial regression
function estimation in order to make spatial forecasting. A study of the asymptotic prop-
erties of this regression estimate is carried out. We get almost complete and mean of order
q consistencies, with rate, of the estimate. Then, we proposed a spatial predictor from the
regression estimation. The practical behaviors of the estimate and of the predictor were
studied by applying them on simulated and environmental data.
Then, we adapted the previous spatial regression function estimate for functional data.
Under some assumptions, we get the quadratic mean consistency with rate, of this esti-
mate. A spatial predictor is also proposed. Finally, we studied this estimate through some
simulations.
We continue the nonparametric modeling of the regression function for functional data
in the time series context, always concerned with taking into account the dependence
of the data in the estimation. We suppose that the errors of the regression model are
autocorrelated. In this situation, the classical kernel estimate does not take into account the
information contained in the errors. In this work, we propose a transformation procedure
for the original model so that the transformed model takes into account this information
and with an uncorrelated error term. The question is then to apply the classical kernel
estimate on this transformed model. Asymptotic normality of this new estimate is obtained
under some conditions. A simulation study and application on real data have highlighted
the benefits of our method in presence of highly correlated errors.
The last part of this manuscript is mainly devoted to applications. Some applications
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of the spatial density estimate to a classification method, proposed at the beginning of this
thesis, are made on simulated and real data. Then, we consider functional data analysis
tools to solve unsupervised classification problems when the studied objects are of func-
tional nature. The studied data concern rivers flows from Quebec. Several methods were
applied, with one based on the estimation of the density and of the mode. The obtained
results led us to consider change point detection methods on these data.
Thus, this thesis allowed us to contribute to several statistical issues in a theoretical
but also applied way. Our theoretical contribution concerns the introduction and the study
of new nonparametric approaches to modeling spatial and/or functional data. The applica-
tions made mainly concern unsupervised classification for spatial data, then functional as
well as change point detection methods for functional data. During this work, some issues
and remarks appeared leading to some research perspectives that we develop hereafter.
Perspectives
At the end of each chapter, some issues have emerged and enriches our research per-
spectives which can be summed up as follows:
- First of all, the new approach proposed in chapter 3 to estimate the spatial regression
function r from model Yi = r(Xi)+i is based on the hypothesis that r(x) = E[Y |X =
x]. This approach that combines a kernel on the observations and that on the sites
could be extended to the case where the regression function represents an element of
the conditional distribution other than the conditional expectation. For example, the
conditional quantile estimation is motivated by its interest as alternative prevision
tool to conditional expectation. We consider a random field {(Xi, Yi)} valued in
Rd × R where sites i are such that i ∈ In ⊂ ZN . For α ∈]0, 1[, the conditional
quantile of order α, denoted qα(x) is a solution of the equation F x(qα(x)) = α.
By adapting, the approach developed in chapter 3, we consider an estimate of the
conditional distribution F x defined by
F̂ xj(yj) =

∑
i∈In K1
(
xj−Xi
bn
)
K2
( j−i
ρn
)
K3
(
yj−Yi
hn
)
∑
i∈In K1
(
xj−Xi
bn
)
K2
( j−i
ρn
) if ∑i∈In K1 (xj−Xibn )K2 ( j−iρn ) 6= 0
0 otherwise
where K1 and K2 are two kernels and K3 is a distribution function. Moreover, bn,
ρn and hn are sequences of positive numbers tending to 0. The conditional quantile
kernel estimate q̂α is linked to the conditional distribution estimate in the following
way F̂ xj(q̂α(xj)) = α.
- Spatial models that we have considered suppose spatial locations where observa-
tions are made to be fixed. However, in realty, this hypothesis is not verified in all
disciplines. Therefore, we would like to extend the study of our approach to the
case where the position of the sites is also random, in a spatial or spatio-temporal
framework, thus extending the work of Menezes et al. (2010). In this case, the con-
struction of studied estimators in this thesis remains valid. The changes appear in
hypotheses made on the kernels as well as on the rate of convergence of the estima-
tors which should include a term linked to the bandwidth of kernel K2. Indeed, in
this manuscript, quantities linked to the kernel K2 are deterministic and thus bias
terms of convergence rates depend only on the smoothing parameter of K1.
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- We also notice that we have supposed the domain where the observations are made
to be discrete. In a future work, we will consider the generalization of our approach
to the case where the studied spatial domain is a continuous region. Some works
of the literature concern the nonparametric spatial study of density and regression
functions when sites are valued in a continuous space (e.g. Biau (2003) as well as
Dabo-Niang and Yao (2007) study classical kernel estimators). Here we consider that
sites i are valued in RN and for T = (T1, . . . , TN ) ∈ R∗N+ , we define the rectangular
region IT by IT = {i = (i1, . . . , iN ) ∈ RN+ : 0 ≤ ik ≤ Tk, k = 1, . . . , N}. Moreover,
we write T → ∞ if mink=1,...,N Tk → ∞ and let T̂ = T1 × · · · × TN . A possible
extension of the density function estimator, proposed in chapter 2, for a random
field (Xi)i valued in Rd and continuously indexed is
fT(xj) =
1
T̂bdTρNT
∫
IT
K1
(
xj −Xi
bT
)
K2
( j− i
ρT
)
di
where K1 and K2 are kernels on Rd and RN respectively, bT and ρT are bandwidths
tending to 0 when T → ∞. In the same way, the regression function estimate of
Xi ∈ Rd on Yi ∈ R studied in chapter 3 can be extended for continuously indexed
random fields and defined by
rT(xj) =
1
T̂bdTρNT
∫
IT YiK1
(
xj−Xi
bT
)
K2
(
j−i
ρT
)
di
fT(xj)
if fT(xj) 6= 0
and rT(xj) = 1T̂
∫
IT Yidi if fT(xj) = 0.
- There is another question that has arisen during the application presented in chapter
3 on the Jura data set, about heavy metal concentrations in the soil. Indeed, the data
set is also constituted of categorical variables as, for instance, the nature of the soil.
Currently, this kind of data is not taken into account in our models. Following the
work of Li and Racine (2003)), Racine and Li (2004), . . . , we would like to extend our
spatial models to categorical and continuous data. Indeed, by ignoring these variables
we forgot information that could improve our predictions. Let (Xi)i a random field
for which observations are constituted of categorical (discrete) variables, denoted
Xdi , and of continuous variables, denoted Xci , thus we write Xi = (Xdi , Xci ). In the
following, we adapt the notations for non spatialized data of Racine and Li (2004)
to the spatial framework we are interested in. We suppose that Xdi is a vector of
size k× 1 and Xdt,i denotes the t-th element of Xdi for t = 1, . . . , k. We consider that
the possible values of Xdt,i are 0, 1, . . . ct − 1 with ct ≥ 2 and that there is no natural
order in Xdi . Let Xdi ∈ D = Πkt=1{0, 1, . . . , ct − 1}. In the following, we consider the
following function
l(Xdt,i, xdt,j, λ) =
{
1 if Xdt,i = xdt,j
λ if Xdt,i 6= xdt,j.
We also define dxi,xj =
∑k
t=1 1[Xd
t,i 6=xdt,j] where 1[·] is the indicator function. Moreover,
we have
L(Xdi , xdj , λ) =
k∏
t=1
l(Xdt,i, xdt,j, λ) = 1
k−dxi,xjλdxi,xj .
Furthermore, variables Xci are valued in Rp and we utilize the kernel function W (·)
associated with the continuous variables Xci and the corresponding bandwidth h.
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With these notations, the kernel K1 (on the observations), considered in chapters 2
and 3, is written
K1 = L(Xdi , xdj , λ)W
(
Xci − xcj
h
)
Therefore, we would like to adapt the proposed estimate in chapters 2 and 3 with
this writing of K1 and then to study the new obtained estimators.
- A disadvantage with the new proposed approach (chapters 2, 3 and 4) for the spa-
tial estimation, is the simultaneous selection of the two bandwidths. Indeed, in the
proposed applications, this selection is made by cross validation and is quite time-
consuming before determining optimal bandwidths. We can, for example, decide to
fix the bandwidth of kernel K2, relating to the sites, as it is done in Kelejian and
Prucha (2007) and that we have tested in applications of chapter 4. In a future
work, this bandwidth could be defined as a proportion of the number of sites whose
the proportion depends on the spatial dependence presents in the sample. For this
purpose, we can add a preliminary step which would consist in measuring the spa-
tial dependence represented in the data and then studying the link between this
dependence and the size of the bandwidth.
- The proposed approach (chapters 2, 3 and 4) for studying spatial probability density
and regression functions does not take into account the edge effect (see chapter 5
page 154 in Gaetan and Guyon (2008)) which are more important in spatial statistics
than in time series. One solution would be to attach less importance to observations
recorded on the edges of the domain. For this purpose, one possibility could be
to define different bandwidths for the kernel K2 depending on whether or not the
studied site is on the edge of the domain.
- In chapter 5, we proposed a procedure improving kernel estimate of the regression
function when explanatory variables are functional and the error term is uncorre-
lated. We are looking at adapting this procedure to spatial data with autocorrelated
errors. The regression model we want to study is Yi = r(Xi) + ui when the studied
random field (Xi, Yi) is valued in Rd×R, the error process ui is autocorrelated, and
the sites are valued in ZN . Specifically, we assume that
ui = λω′iU + i
where the process {i} is a white noise, λ is an unknown parameter, U = (u1, . . . , un)′
and ωi = (ωi,j)i,j∈In is a known vector of size n̂× 1 allowing to give different weights
according to the proximity between sites j and i. We are concerned by adapting
the procedure developed in chapter 5 to the previous exposed situation, in order to
estimate the regression function r.
- Up to now, works carried out in the framework of the French-Quebec collaborative
project have consisted in applying statistical methods for functional data on rivers
flows from different stations. In the near future, we want to include spatial informa-
tion of the different stations in our studies in a regional framework. Indeed, neighbor
stations of a studied station could influence this latter.
- In the first part of this thesis, we are mainly interested in multivariate data whereas
the second part concerns rather functional data. We intend to deal with a more
recent kind of data, namely multivariate functional data, studied for instance in
Jacques and Preda (2014) in the context of clustering. In the future, we would
like to study a regression model for spatial data in the case where the explanatory
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variable X = {X(t)}t∈[0,T ] is composed of p curves X1(t), . . . , Xp(t) and the response
variable is real or functional.
- Finally, a future perpective concerns the extension of our works to another spatial
dependence framework, in particular the m-dependence (see e.g. the work of Wang
and Woodroofe (2014)).

Annexe A
Rappels
A.1 Lemmas
This section regroups lemmas used in proofs of different chapters.
Lemma A.1. From Carbon et al. (1997)
Denote by Lr(F) the class of F-measurable random variables X that satisfy : ‖X‖r =
(E|X|r)1/r < ∞. Suppose that X ∈ Lr(B(E)), Y ∈ Lr(B(E′)), 1 ≤ r, s, t < ∞ and
1
r
+ 1
s
+ 1
t
= 1. Then,
|EXY − EXEY | ≤ C‖X‖r‖Y ‖s{ψ
(
Card(E),Card(E′)
)
ϕ(dist(E,E′))}1/t.
For bounded random variables with probability 1, we have :
|EXY − EXEY | ≤ C{ψ (Card(E),Card(E′))ϕ(dist(E,E′))}.
Lemma A.2. From Carbon et al. (2007)
Let the sets S1, S2, . . . , Sk containing each m sites and such that, for all i 6= j, and for
1 ≤ i, j ≤ k, dist(Si, Sj) ≥ δ0. Let W1,W2, . . . ,Wk be a sequence of random variables with
real values and measurable respectively with respect to B(S1), . . . ,B(Sk) and Wl with
values in [a, b]. There exists a sequence of independent random variables W ∗1 ,W ∗2 , . . . ,W ∗k
such that W ∗l has the same distribution as Wl and satisfies :
k∑
l=1
E|Wl −W ∗l | ≤ 2k(b− a)ψ((k − 1)m,m)ϕ(δ0).
A.2 Notions de statistique asymptotique
A.2.1 Mode de convergence
Convergence presque complète On dit que (Xn)n∈N converge presque complètement
vers une variable aléatoire réelle X, si et seulement si, ∀ > 0 :∑
n∈N
P[|Xn −X| > ] < ∞
et la convergence presque complète de (Xn)n∈N vers X est notée par :
lim
n→∞Xn = X, p.c.
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Vitesse de convergence presque complète La vitesse de convergence presque
complète de (Xn)n∈N vers X est de l’ordre de un, si et seulement si, ∀0 > 0 :∑
n∈N
P[|Xn −X| > 0un] < ∞
et nous écrivons :
Xn −X = Op.c.(un)
Convergence presque sûre On dit que Xn converge presque sûrement vers X (ou Xn
converge vers X avec probabilité 1) si
P
[
ω : lim
n→∞Xn(ω)→ X(ω)
]
= 1.
On écrit Xn
p.s.−→ X. Un caractérisation de la convergence presque sûre est que, pour  > 0
et ∀n ≥ m avec m→∞
lim
n→∞P[|Xn −X| ≤ ] = 1.
Convergence en moyenne d’ordre q, q ≥ 0 On dit que Xn converge en moyenne
d’ordre q vers X et l’on écrit Xn
m.q.−→ X si
lim
n→∞P(|Xn −X|
q) = 0
Convergence en probabilité On dit que (Xn)n∈N converge en probabilité vers une
variable aléatoire réelle X et on écrit Xn
p−→ X, si et seulement si, ∀ > 0 :
lim
n→∞P[|Xn −X| > ] = 0
Convergence en loi On dit que Xn converge en distribution (en loi) vers X et on écrit
Xn
L−→ X si P(Xn ≤ x) → P(X ≤ x) quand n → ∞ en tout point de continuité x de F
(fonction de répartition de X).
Quelques relations entre les différents modes de convergence
- La convergence presque complète implique la convergence presque sûre (ainsi que la
convergence en probabilité).
- La convergence presque sûre implique la convergence en probabilité.
- La convergence en moyenne d’ordre q implique la convergence en probabilité.
A.2.2 Ordre de grandeur
Pour comparer les vitesses de convergence asymptotique de différents estimateurs, on
utilise la famille de notation de Landau. Nous considérons en premier des ordres impliquant
des séquences déterministes que l’on exprime avec les notions de "petit o" et de "grand O".
Définition A.3. Soit an une séquence déterministe (non stochastique) indexée par un
entier positif n = 1, 2, . . . et C une constante positive. On écrit
- an = O(1) si, quand n → ∞, an reste bornée, i.e. |an| ≤ C (on dit alors que an est
"bornée") ;
A.3. Quelques inégalités 231
- an = o(1) si an → 0 quand n→∞ ;
- an = O(bn) si an/bn = O(1), ou de manière équivalente an ≤ Cbn ;
- an = o(bn) si an/bn → 0 quand n→∞.
Considérons maintenant des séquences stochastiques que l’on exprimera avec les no-
tions de "petit op" et de "grand Op".
Définition A.4. Soit Xn une séquence de variables aléatoires réelles indexée par un entier
positif n = 1, 2, . . . et C une constante positive. On dit que Xn est bornée en probabilité,
si pour tout  > 0, il existe une constante positive C est un entier positif N tel que
P[|Xn| > C] ≤ 
pour tout n ≥ N , où  est un petit nombre positif arbitraire. On écrit
- Xn = Op(1) pour indiquer que Xn est bornée en probabilité ;
- Xn = op(1) si Xn
p−→ 0, où p−→ dénote la convergence en probabilité (i.e. P[|Xn| >
]→ 0 quand n→∞) ;
- Xn = Op(Yn) si Xn/Yn = Op(1), et Xn = op(Yn) si Xn/Yn = op(1).
Remark A.5. Notons que si Xn = op(1) alors Xn = Op(1) (mais Xn = Op(1) n’implique
pas Xn = op(1)). De plus, si Xn = O(1) (bornée) alors Xn = Op(1) (mais Xn = Op(1)
n’implique pas Xn = O(1)).
Theorem A.6. Soit {Xn}∞n=1 une séquence de variables aléatoires réelles et soient an et
bn des séquences déterministes de nombres non négatifs. Alors
- Si E|Xn| = O(an) alors Xn = Op(an)
- Si E(X2) = O(bn) alors Xn = Op(b1/2n )
A.3 Quelques inégalités
Pour prouver les résultats asymptotiques des estimateurs proposés dans le cadre de
cette thèse, nous utilisons certaines inégalités que nous présentons ci-après.
A.3.1 L’inégalité de Markov
Soit X une variable aléatoire non-négative et supposons que E(X) existe. Pour ε > 0,
P(X > ε) ≤ E(X)
ε
De plus, soit X une variable aléatoire réelle telle que E|X|r <∞, alors
P(|X| > ε) ≤ E|X|
r
εr
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A.3.2 L’inégalité de Tchebychev (Chebyshev)
Cette inégalité permet d’évaluer la distance entre les valeurs prises par une variable
aléatoireX et son espérance. SoitX une variable aléatoire définie sur un espace probabilisé
(Ω,A,P) et qui admet une espérance E(X) et une variance V (X). Alors pour tout a > 0
P(|X − E(X)| ≥ a) ≤ V (X)
a2
Lemma A.7. Soit Y une variable aléatoire positive, définie sur un espace probabilisé
(Ω,A,P). On note E(Y ) l’espérance de Y . Alors, pour tout a > 0,
P(Y ≥ a) ≤ E(Y )
a
A.3.3 L’inégalité de Hölder
Soit X une variable aléatoire dans Lp, p ≥ 1 c’est à dire telle que E|X|p < ∞ et
‖X‖p = (E|X|p)1/p. Soit Y une variable aléatoire dans Lq, q ≥ 1. Si p ≥ 1 et q ≥ 1 tels
que 1p +
1
q = 1, alors
‖XY ‖1 ≤ ‖X‖p‖Y ‖q
A.3.4 L’inégalité de Minkowski (triangulaire)
Soit X une variable aléatoire X dans Lq, q ≥ 1. On a
‖X + Y ‖q ≤ ‖X‖q + ‖Y ‖q
A.4 Processus fortement mélangeants
Introduites par Rosenblatt (1956a), les conditions de mélange sont souvent considé-
rées dans la littérature pour mesurer la dépendance faible entre les variables, permettant
d’obtenir des vitesse de convergence des estimateurs. Il existe différents types de mélange :
α-mélange, φ-mélange, ψ-mélange, ρ-mélange, β-mélange. Dans le cadre de cette thèse, on
s’intéresse essentiellement aux processus α-mélangeants (ou fortement mélangeants), dont
la définition et quelques propriétés sont données ci-après.
Définition A.8. Soit (Ω,A,P) un espace probabilisé, B et C deux sous-tribus de A. Le
coefficient de α-mélange de B et C s’écrit
α = α(B, C) = sup
B∈B,C∈C
|P(B ∩ C)− P(B)P(C)| (A.1)
On peut remarquer que 0 ≤ α(B, C) ≤ 1/4. De plus, si B et C sont indépendantes alors
α(B, C) = 0.
Définition A.9. Les coefficients de forte mélangeance d’un processus X = (Xt) sont
définis par
αX(h) = sup
t
α{σ(Xu, u ≤ t), σ(Xu, u ≥ t+ h)} (A.2)
Nous allons définir deux sous-classes de séquences mélangeantes.
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Définition A.10. On dit que la séquence (ξn)n∈Z est arithmétiquement (ou algébrique-
ment) α-mélangeante à une vitesse a > 0 si
∃C > 0, α(n) ≤ Cn−a (A.3)
Cette séquence est dite géométriquement α-mélangeante si
∃C > 0,∃t ∈ (0, 1), α(n) ≤ Ctn (A.4)
Le processus X est dit fortement mélangeant ou α-mélangeant, si αX(h) → 0 quand
h → ∞. Si αX(h) tend vers 0 à vitesse exponentielle, alors X est dit géométriquement
fortement mélangeant. Enfin, on a les inégalités suivantes :
Inégalité de Billingsley : Si X et Y sont deux variables aléatoires bornées, on a
|cov(X,Y )| ≤ 4‖X‖∞‖Y ‖∞α(σ(X), σ(Y )) (A.5)
Inégalité de Davydov : Si X ∈ Lq(P ), Y ∈ Lr(P ) avec q > 1, r > 1 et 1q + 1r < 1, on a
|cov(X,Y )| ≤ 2p(2α) 1p (E|X|q) 1q (E|Y |r) 1r (A.6)
où 1
p
+ 1
q
+ 1
r
= 1.
Dans ce travail, afin d’obtenir des convergences presque sûres (et presque complètes)
de nos estimateurs, nous avons également utilisé des inégalités de type exponentiel re-
latives à des sommes de variables aléatoires. Tout d’abord, pour des variables aléatoires
indépendantes, nous avons le théorème suivant :
Théorème A.11. (Bosq (1998)) Posons X1, . . . , Xn des variables aléatoires indépen-
dantes, réelles et de moyenne nulle et Sn =
∑n
i=1Xi. Nous avons les inégalités suivantes :
1. Si ai ≤ Xi ≤ bi, i = 1 . . . , n où a1, b1, . . . , an, bn sont des constantes, alors
P(|Sn| ≥ t) ≤ 2 exp
(
− 2t
2∑n
i=1(bi − ai)2
)
, t > 0 (A.7)
(Inégalité de Hoeffding)
2. S’il existe une constante c > 0 telle que (Condition de Cramer)
E|xi|k ≤ ck−2k!EX2i < +∞ (A.8)
i = 1, . . . , n et k = 3, 4, . . . alors
P(|Sn| ≥ t) ≤ 2 exp
(
− t
2
4∑ni=1X2i + 2ct
)
, t > 0 (A.9)
(Inégalité de Bernstein)
Revenons maintenant au cas des variables α-mélangeantes, le théorème suivant concernent
les processus stochastiques bornés.
Théorème A.12. (Bosq (1998)) Soit (Xt, t ∈ Z) un processus à valeurs réelles, de
moyenne nulle tel que sup
1≤t≤n
‖Xt‖∞ ≤ b. Alors pour chaque entier s ∈
[
1, n2
]
et chaque
 > 0
P(|Sn| ≥ n) ≤ 4 exp
(
− 
2
8b2 s
)
+ 22
(
1 + 4b

)1/2
sα
(⌊
n
2s
⌋)
(A.10)
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A.5 Les fonctions noyaux
Lorsque l’on s’intéresse aux propriétés théoriques d’un estimateur à noyau, on énonce
les hypothèses que doivent satisfaire les fonctions de poids (noyaux) K(·) afin d’obtenir
ces propriétés. Ainsi les résultats asymptotiques restent valident pour toute une classe de
noyaux. Par exemple, la fonction K(·) peut être supposée bornée et à support compact.
En pratique, l’utilisateur doit faire un choix plus précis : il doit choisir une fonction parti-
culière K(·) parmi tous les noyaux satisfaisant les hypothèses émises. En général, le choix
du noyau n’a pas d’influence majeure (s’il est choisi dans une classe raisonnable d’estima-
teurs) sur le résultat final contrairement au choix du paramètre de lissage qui est crucial.
Cependant, pour chaque application considérée, nous avons testé plusieurs noyaux avant
de faire notre choix. Il s’avère que, selon les données disponibles, ce ne sont pas toujours
les mêmes fonctions K(·) qui permettent d’obtenir les meilleurs résultats. L’objectif ici est
de rassembler la majorité des noyaux rencontrés dans la littérature. Notons qu’une même
fonction K(·) peut avoir plusieurs appellations. Nous allons d’abord définir la notion de
noyau.
Définition A.13. On appelle noyau une fonction K : R → R telle que = K(u) ≥ 0,∫
K2(u)du < +∞ et
∫
K(u)du = 1.
Notons que pour deux observations xi et x0, K
(xi−x0
h
)
atteint son maximum en 0 lorsque
xi = x0 et décroît avec la distance |x0 − xi|.
Une variété de fonctions noyaux sont possibles en général, mais des considérations
pratiques et théoriques limitent le choix. Par exemple, des fonctions de poids prenant de
très petites valeurs peuvent causer des problèmes numériques. Ainsi on se restreint à des
fonctions qui valent 0 à l’extérieur d’un certain interval fixé. Une fonction couramment
utilisée, qui vérifient des propriétés d’optimalité est de forme parabolique. Dans la suite,
nous décrivons des noyaux rencontrés dans la littérature (Deheuvels (1977), Hardle (1990),
Tsybakov (2009), etc.)
A.5.1 Exemples de noyaux à support compact :
Le noyau uniforme ou naïf ou rectangulaire ou box(car)
K(x) = 121[−1;+1](x)
Le noyau triangulaire ou Bartlett
K(x) = (1− |x|)1[−1;+1](x)
Le noyau circulaire ou cosinus
K(x) = pi4 cos
(
pi
2x
)
1[−1;+1](x)
Le noyau tricube
K(x) = 7081(1− |x|
3)31[−1;+1](x)
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Figure A.1 – Quelques exemples de fonctions noyaux à support compact
Le noyau Parzen
K(x) =

1− 6|x|2 + 6|x|3 si |x| ≤ 12 ,
2(1− |x|)3, si 12 ≤ |x| ≤ 1
0 sinon,
Le noyau parabolique d’Epanechnikov ou quadratique
K(x) = 34
(
1− x2
)
1[−1;+1](x)
Le noyau Biweight de Tukey ou quartique
K(x) = 1516(1− x
2)21[−1;+1](x)
Le noyau Triweight ou cubique
K(x) = 3532(1− x
2)31[−1;+1](x)
Le noyau de Tukey-Hanning
K(x) = 1 + cos(pix))2 1[−1;+1](x)
A.5.2 Exemples de noyaux à support non compact :
Le noyau normal ou Gaussien
K(x) = 1√
2pi
exp
(
−x2
2
)
Le noyau de Silverman
K(x) = 12 exp
(−|x|√
2
)
sin
( |x|√
2
+ pi4
)
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Figure A.2 – Quelques exemples de fonctions noyaux à support non-compact
Le noyau de Picard
K(x) = 12 exp (−|x|)
Le noyau de Fejer-de la Vallée Poussin
K(x) = 1
pi
(1
x
sin(x)
)2
Le noyau de Jackson-de la Vallée Poussin
K(x) = 3
pi
(1
x
sin(x)
)4
Le noyau de Fourier
K(x) = 1
pi
(1
x
sin(x)
)
A.5.3 Autres
Les noyaux présentés dans la suite donnent des valeurs négatives pour certaines valeurs
de x.
Le noyau de Legendre d’ordre 1
K(x) = 38(3− 5x
2)1[−1;+1](x)
Le noyau de Legendre d’ordre 2
K(x) = 15128(15− 70x
2 + 63x4)1[−1;+1](x)
Le noyau de Gram-Charlier d’ordre 1
K(x) = 12(3− x
2) 1√
2pi
exp
(
−x
2
2
)
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Figure A.3 – Quelques exemples de fonctions noyaux
Le noyau de Gram-Charlier d’ordre 2
K(x) = 18(x
4 − 10x2 + 15) 1√
2pi
exp
(
−x
2
2
)
Le noyau de Gram-Charlier d’ordre 2
K(x) = 18(x
4 − 10x2 + 15) 1√
2pi
exp
(
−x
2
2
)
Le noyau spectral quadratique
K(x) = 2512pi2x2
(sin(6pix/5)
6pix/5 − cos(6pix/5)
)
A.5.4 Noyaux multivariés
Dans les sous-sections précédentes, tous les noyaux définis sont valables lorsque x est
univariée (x ∈ R ). Lorsque les données à traiter sont multivariées (X = (x1, . . . , xd) ∈ Rd),
on a
K (X) = K(x1, . . . , xd)
et il existe plusieurs possibilités pour adapter les noyaux existants au cadre multivarié.
Tout d’abord, on peut considérer le noyau multiplicatif, qui s’écrit de la manière suivante
K(X) = K(x1)× . . .×K(xd).
On peut également considérer le noyau radialement symétrique défini par
K(X) ∝ K(‖X‖), avec ‖x‖ =
√
X ′X
Ainsi, par exemple, le noyau multivarié d’Epanechnikov est défini par
K(X) =
(3
4
)d
(1− x21)1[|x1|≤1] . . . (1− x2d)1[|xd|≤1] (Multiplicatif)
K(X) = (d+ 2)2cd
(1−X ′X)1[X′X≤1] (Radialement symétrique)
où cd est le volume d’une boule de dimension d (par exemple, c1 = 2, c2 = pi, c3 =
4pi/3,. . . ). On peut se référer, par exemple, au chapitre 4 de Silverman (1986), au chapitre
3 de Härdle (2004).
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A.6 Les semi-métriques
Les estimateurs proposés tout au long de cette thèse sont composés de fonctions à
noyau K(·). Ces dernières donnent un poids plus ou moins important aux données selon
leur proximité. Dans le cas où les données sont réelles (comme dans les chapitres 2, 3 et
6), la proximité des données est évaluée à partir de normes classiques comme la norme
Euclidienne. Cependant, lorsque nous considérons des données fonctionnelles (comme dans
les chapitres 4, 5, 7 et 8 ) les distances classiques ne sont plus adaptées et le problème
du fléau de la dimension apparait. Le fléau de la dimension survient notamment dans le
cadre du modèle non paramétrique de régression multivariée, dans lequel les vitesses de
convergence ralentissent lorsque la dimension des données augmente. De la même manière
nous pouvons penser que les vitesses de convergence deviennent très lentes en présence de
variables de dimension infinie.
Dans ce travail, nous avons utilisé des semi-métriques (voir Ferraty et Vieu (2006)) qui
permettent de mesurer la proximité entre des variables fonctionnelles. Dans un premier
temps, nous définissons la notion de semi-métrique puis nous explicitons quelques familles
de semi-métriques rencontrées dans le littérature. En effet, selon les données étudiées la
semi-métrique à utiliser varie et influe sur la qualité de l’estimation.
Définition A.14. On dit que d est une semi-métrique sur un espace E dès que
1. ∀x ∈ E , d(x, x) = 0
2. ∀(x, y, z) ∈ E × E × E , d(x, y) ≤ d(x, z) + d(z, y)
Notons que d(x, y) = 0 n’implique pas que x = y.
Considérons un échantillon de n courbes X1, . . . , Xn identiquement distribuées selon
la variable fonctionnelle X = {X(t), t ∈ T}. Le choix de la semi-métrique va dépendre
de la nature des données, de la forme des courbes (par exemple, les courbes peuvent être
lisses, rugueuses, etc), de considérations pratiques et du problème à traiter. Notons que
ce choix est très important puisqu’il joue un rôle important sur la qualité des estimations.
Nous présentons quelques familles de semi-métriques, les plus rencontrées dans la littéra-
ture, mais d’autres existent. Parmi les familles existantes, l’une est basée sur le calcul de
distances entre les dérivées d’ordre d en utilisant une approximation par β-spline. Cette
famille est adaptée au traitement de courbes lisses et ne dépend pas du pas de discréti-
sation. Par conséquent, cette famille convient également lorsque les données ne sont pas
enregistrées aux mêmes points de discrétisation des courbes. Il existe également une famille
similaire, basée sur le calcul des distances entre les dérivées d’ordre d, mais en utilisant une
approximation de Fourier. Des semi-métriques basées sur une analyse en composante prin-
cipale fonctionnelle ou sur la méthode des moindres carrés partiels fonctionnels peuvent
également être utilisées. Mais ces deux dernières familles de semi-métriques peuvent seule-
ment être utilisées lorsque les courbes sont observées aux mêmes points de discrétisation
et si le pas de discrétisation est assez fin. La première donne de bons résultats lorsque
les courbes sont rugueuses alors que la seconde servira plutôt en présence de variables
réponses multivariées. Enfin, une famille calcule les proximités entre les courbes en tenant
compte de l’effet de décalage horizontal entre deux objets fonctionnels. Plus de détails sur
ces sémi-métriques sont donnés, par exemple, dans Ferraty et Vieu (2006).
Les familles de semi-métriques présentées précédemment sont disponibles dans le pa-
ckage fda.usc du logiciel R.
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A.7 Les probabilités de petites boules
Les probabilités de petites boules ("small ball probabilities" en anglais) servent à décrire
le comportement local des données fonctionnelles. Elles sont très importantes pour l’étude
théorique des estimateurs présentés aux chapitres 4 et 5, puisqu’elles apparaissent dans les
vitesses de convergence. On peut définir la probabilité de petite boule comme la probabilité
pour une variable aléatoire fonctionnelle X ′ à valeur dans un espace semi-métrique E
d’appartenir à la boule B(X,h) de centre X à valeur dans E et de rayon h. Pour plus
de détails sur cette notion, le lecteur intéressé peut se référer, par exemple, au travaux
suivants : Dabo-Niang (2004), Ferraty et Vieu (2006). On peut également l’écrire sous la
forme suivante :
ϕX(h) = P(X ′ ∈ B(X,h))
Lorsque la taille de l’échantillon étudié tend vers l’infini, la taille de la fenêtre h diminue et
ainsi cette probabilité tend à être petite, d’où le nom de "probabilités de petites boules".
Notons que cet outil dépend de la semi-métrique utilisée et du paramètre de fenêtre.
On peut noter aussi que les probabilités de petites boules utilisées dans la littérature
fonctionnelle sont l’équivalent des termes hdn rencontrés dans la littérature non paramé-
trique pour données de dimension finie d.
A.8 Divers
A.8.1 Espérance conditionnelle
Soient X et Y deux variables aléatoires absolument continues de densité conjointe fX,Y
et de densités marginales respectives fX et fY , on définit l’espérance de Y conditionnelle-
ment à X par
E[Y |X = x] =
∫
R
yfX|Y (x|y)dy
=
∫
R
y
fX,Y (x, y)
fX(x)
dy
=
∫
R yfX,Y (x, y)dy
fX(x)
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5.6 Station 93: for horizon prediction r, estimated autoregressive coefficients â1 149
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